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S u m m ary
This thesis develops s ta tis tic ^  m ethodology for an im portan t a rea  of environm ental epi­
demiology, th a t  of the  relationship between short-term  exposure to  air pollution and mor­
ta lity  or m orbidity which has been a  public health  concern for over fifty years. T he 
m ajority  of studies investigating th is relationship a re  based on  ecological data , and esti­
m ate a  group level association between am bient pollution levels and  population aggregated 
m ortality. T his association is typically estim ated w ith  Poisson regression models, which 
make a  num ber of simplifying assum ptions abou t th e  underlying processes th a t  generate 
the  d a ta . T he work presented in this thesis extends the  standard  approaches to  modelling 
these d a ta  in three m ain ways, the  first proposing the  use of autoregressive processes 
ra th e r th an  sm ooth functions to  remove any long-term  trends and  tem poral correlation 
in the  daily m ortality  series. T he second extension relates to  the  pollution-m ortality  re­
lationship, and  investigates w hether it changes over tim e ra th e r th an  being constant or 
a  dose-response curve. T he rem ainder of th is thesis investigates the  im portance of cor­
rectly  estim ating pollution exposures, and  how m is-estim ating them  affects th e  resulting 
health  risk. These extensions are im plem ented using Bayesian hierarchical models with 
estim ation achieved v ia  M arkov chain m onte carlo sim ulation. For the  first two exten­
sions likelihood based alternatives are also presented, using a  com bination of maximum 
likelihood and  least squares m ethods. T he thesis ends w ith a  concluding discussion.
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T he association between air pollution exposure and  m ortality  or m orbidity has been a 
public hea lth  concern for over 700 years. As far back as 1272 King E dw ard I outlawed 
the  burning of coal in  London, causing a  decrease in pollution levels across the  city and 
an im provem ent in  the  health  of the  local population. However the  subject has only be­
come a  global health  issue in  th e  last fifty years, prim arily  as a  resu lt of high air pollution 
episodes in th e  Meuse valley in 1930 (Firket (1936)), in Donora, Pennsylvania in 1948 
(Ciocco and  Thom pson (1961)) and  during the  London sm og of December 1952 (M inistry 
of Public H ealth  (1954)). These episodes were caused by a  com bination of industrial pol­
lution sources and  adverse w eather conditions, and resulted in large num bers of deaths 
among the  surrounding populations. For example, as highlighted in Figure 1-1 th e  London 
smog was associated w ith  m ore th a n  3000 excess deaths in December 1952 when compared 
w ith previous years. A lthough pollution levels in the  last twenty years have been much 
lower th an  those witnessed in the  above episodes, its relationship w ith  b o th  m ortality  and 
m orbidity continues to  be an  active area of research. This research has led to  a  ra ft of 
legislation including the  ‘C lean A ir A cts' (for example the  C lean A ir A ct (1990) in  the 
U.S. and the  C lean A ir A ct (1993) in the  UK), which have prohibited and regulated fixed 
and moving pollution sources. In  addition, air quality  s tandards such as the  American 
N ational A m bient A ir Q uality  S tandards (1990) and  the  UK A ir Q uality S trategy (2000) 
have been im plem ented, which set legal levels for common po llu tan ts and have brought 
the  sub ject of air pollution into public focus.
The m ajority  of air pollution studies have examined the  effects of short-term  (acute) ex­
posure over a  few days, ra th e r th an  long-term  (chronic) exposure over a  num ber of years. 
T he relationship between chronic exposure and adverse health  is typically estim ated using 
cohort studies, b u t their high costs m ean such studies are relatively rare. Exam ples in­
clude th e  Six Cities S tudy (Dockery et al. (1993)) and  th e  A m erican Cancer S tudy  (Pope 
e t al. (1995) and  Pope e t al. (2002)) in the  USA, and  the  N etherlands C ohort Study 
on D iet and  Cancer (Hoek e t al. (2002)) in Europe. In  con trast num erous studies have
Figure 1-1: M ortality  and  pollution levels during the  London Smog of December 1952 







examined th e  relationship between acute exposure and  m ortality  or morbidity, and can 
be classified into three broad  types: case-crossover studies (see for example Neas e t  al, 
(1999)), panel studies (see for example Yu e t al. (2000)), and  tim e series studies (see for 
example Schwartz e t al. (2001)). T he first two of these use individual level data , allowing 
an exposure-response relationship to  be estim ated. However pollution related  m ortality  
or m orbidity events are rare, and in order to  produce conclusive results case-crossover 
and panel studies require d a ta  abou t a  large num ber of individuals. Consequently these 
studies are costly to  im plem ent, and the  m ajority  of air pollution research is based on 
tim e series studies. These studies use aggregate level m ortality  or m orbidity d a ta , which 
describe the  hea lth  of the  population living w ithin a  geographical region ra th e r th an  th a t  
of specific individuals. T hese d a ta  are also routinely available, m eaning th a t tim e series 
studies a re  inexpensive and  straightforw ard to  im plem ent. A second advantage of tim e 
series studies is th a t  they are unlikely to  be affected by  individual level risk factors such 
as smoking habits, because th e  prevalence of such factors is likely to  be  constant over the  
period of study. However, th e  ecological n a tu re  of tim e series studies m ean they estim ate 
a  group level association between air pollution exposure and  health  outcom es, which is 
m uch weaker th an  an  individual exposure-response relationship (for further details see 
Wakefield and  Salway (2001)). The rem ainder of th is thesis focuses on tim e series studies, 
b u t for a  more general review of air pollution research see Dominici e t al. (2003) and  Pope 
and Dockery (2006).
Tim e series studies are based on health , pollution and  meteorological d a ta  from a  geo­
2
graphical region such as a  city. T he health  d a ta  comprise daily counts of m ortality  or 
m orbidity draw n from the  population living w ith in  th is region, and  a  num ber of health  
classifications have been used in  such studies. Exam ples include general categories such as 
to ta l non-accidental m ortality, and illness specific subclasses such as respiratory m ortality  
and hospital admissions due to  asthm a. T he air pollution d a ta  are obtained from a  num ­
ber of fixed site m onitors, which are located throughout the  region under study. These 
m onitors m easure am bient (background) pollution levels throughout the  day, an d  a  daily 
average is typically calculated a t  each site. Exam ples of meteorological covariates include 
tem perature, dew-point tem peratu re  and  humidity, which are also routinely m easured by 
fixed site m onitors in urban  areas.
O ne of the  first tim e series studies was carried ou t by Schwartz and  M arcus (1990), who 
analysed d a ta  from G reater London using a  norm al linear model. However daily counts of 
m ortality  or m orbidity m ay include sm all num bers, m eaning th a t Poisson regression tech­
niques such as linear (GLM, McCuUagh and  Nelder (1989)) and additive (GAM , Hastie 
and T ibshirani (1990)) models are appropriate. These models regress daily counts of m or­
tality  or m orbidity against air pollution levels and  a  vector of covariates, th e  la tte r  of 
which remove underlying trends, seasonal variation, over-dispersion and  tem poral corre­
lation th a t  routinely afflict hea lth  d a ta  of th is type. These characteristics are typically 
induced by risk factors o ther th an  air pollution, such as meteorological conditions and 
influenza epidemics. A ir pollution studies typically (see for example Schwartz (1991) and 
Spix e t al. (1993)) analyse d a ta  from a  sm all num ber of cities, and  a  num ber of s ta tis­
tical approaches have been adopted in the  wider literature. This variation in  s tatistica l 
m ethods m ay be partly  responsible for the  considerable heterogeneity observed in  the 
pollution-m ortality  associations estim ated in  the  air pollution literature. A num ber of 
researchers have a ttem p ted  to  reduce th is heterogeneity by implementing large m ulti-city 
studies, including A ir Pollution and  Health: A European A pproach (APHEA , Schwartz 
e t al. (1996) and K atsouyanni e t al. (2001)) in Europe, and  the N ational M orbidity, M or­
tality  and A ir Pollution S tudy (NM M APS, Sam et e t al. (2000)) in the  USA. T hese studies 
analyse d a ta  from each city using a  s tan d ard  protocol, which makes com parisons between 
m ultiple cities fairer.
In  th is thesis I ex tend the m ethods used to  estim ate the association between air pollution 
exposure and health , and com pare their efficacy against those adopted by th e  m ajo rity  of 
researchers. These developm ents are either less restrictive th an  the  current m ethods, or 
provide th e  first evidence th a t  the  standard  approaches to  modelling these d a ta  are defi­
cient. T he work presented in  this thesis is centered around three related  them es, which 
incorporate b o th  th e  air pollution and covariate com ponents of the  regression model. 
T he first them e re la tes to  th e  covariate com ponent, focusing on how long-term  trends, 
seasonal variation, over-dispersion and  tem poral correlation should be removed from  the
health  data . T he m ajority  of au thors remove these factors using sm ooth functions of 
calendar tim e, and I com pare th is approach against a  variety  of discrete tim e processes. 
Such processes occur a t  discrete tim e intervals such as days, and  th e  m ain example used 
in  th is thesis fu'e autoregressive processes. T he second them e focuses on the association 
between a ir pollution exposure and  m ortality, and  in  particu lar w hether it evolves over 
tim e. Such tem poral variation  in  the  health  risk associated w ith  pollution exposure has 
only been investigated in a  sm all num ber of studies, and  th e  models presented here are 
m ore flexible th an  those previously used. T he last them e focuses on a ir pollution exposure, 
and the  im pact th a t  m is-estim ating i t  has on  th e  association w ith  m ortality. T he m ajority 
of au thors estim ate pollution exposure w ith a  simple average across all available monitors, 
and  th e  accuracy of th is approach is com pared against less restrictive alternatives. These 
developments are investigated using Bayesian hierarchical models w ith analysis based on 
Markov chain m onte carlo (MCMC) sim ulation. T he first tw o them es are additionally im­
plem ented using likelihood based inference, and  a  com parison between these approaches 
is a  further developm ent in a ir pollution studies.
T he rem ainder of th is  thesis is structu red  into six chapters, the  first of which reviews 
the  sta tis tica l m ethodology used in th is thesis and  the  re la ted  literature . C hap ter three 
critiques the  a ir pollution and  health  literature, focusing on the  standard  approaches to 
analysis and  their deficiencies. C hap ter four analyses air pollution and health  d a ta  using 
a  dynam ic generalised linear model, which allows the  trend  in daily m ortality  and the 
pollution-m ortality  relationship to  be represented as autoregressive processes. C hapter 
five analyses these d a ta  w ith  a  tim e-varying coefficient model, which allows the  pollution- 
m ortality  association to  evolve over tim e. C hapter six com pares the  accuracy of using dif­
ferent estim ates of pollution exposure, which include the  simple average described above 
and a  spatio-tem poral pollution model. Finally chapter seven presents a  concluding dis­
cussion, focusing on how th is work im pacts on fu tu re air pollution research, T he Bayesian 
analyses presented in  chapters four to  six are based on M arkov chain m onte carlo al­
gorithm s w ritten  in the  sta tis tica l language R  (R  2.1.0, a  Language and Environm ent 
(2005)), which were developed in conjunction w ith th is thesis. T hey include a  number 
of M etropolis-Hastings and  Gibbs sam pling steps, such as the  conditional prior proposal 
m ethod (Knorr-Held (1999)) and  random  walk updates. T he rem ainder of this introduc­
tion describes the  individual chapters in more detail.
C hapter two reviews th e  sta tis tica l m ethods used in th is  thesis, w ith  particu lar em phasis on 
Bayesian analysis and  regression methodology. B oth Bayesian and likelihood approaches 
to  analysis are outlined, including a  review of estim ation techniques such as m axim um  
likelihood and  M arkov chain m onte carlo simulation. A large proportion of th is chapter 
outlines the  regression m odels used in th is thesis, including simple linear models as well 
as hierarchical alternatives. T he la tte r include dynam ic generalised linear models, varying
coefficient models, m easurem ent error models and  spatio-tem poral models, which are the 
basis of th e  developments proposed in  chapters four to  six. T he chapter ends w ith a  review 
of m odel selection criteria. C hap ter th ree critiques th e  air pollution and  health  literature, 
beginning by outlining th e  standard  approaches to  m odelling these data . Particular em­
phasis is given to  bo th  air pollution levels and  th e  covariates, th e  la tte r of which typically 
include tren d  com ponents and  meteorological conditions. T he rem ainder of the  chapter 
discusses the  lim itations of th e  s tan d ard  approaches previously described.
C hap ter four analyses air pollution and  health  d a ta  w ith  a  dynam ic generalised linear 
model, which extends the  standard  m odel discussed in  chapter th ree in two ways. F irstly 
underlying trends and tem poral correlation present in the  health  d a ta  can be modelled by 
an autoregressive process, which contrasts w ith  th e  s tan d ard  approach of using sm ooth 
functions of calendar tim e. This is appropriate  because the  health  d a ta  and  the  au­
toregressive processes sit in discrete tim e, whereas a  sm ooth  function has a  continuous 
tim e support. Secondly the  relationship betw een air pollution and m ortality  is allowed to 
evolve over tim e, which contrasts w ith  th e  standard  approaches of fixing i t  to  be  constant 
or m odelling i t  as a  dose-response curve. T he approach adopted here allows any tem ­
poral variation  in th is relationship to  be  exam ined, which m ay be a  long-term  trend  or 
exhibit periodic behaviour. B oth  these developm ents are investigated by applying a  series 
of models to  d a ta  from G reater London, w ith  analysis im plem ented in bo th  Bayesian and 
likelihood frameworks.
C hapter five extends the  focus on time-varying pollution-m ortality  relationships examined 
in chap ter four, by modelling them  as a  sm ooth function ra ther th an  an  autoregressive 
process. A  sm ooth function is adopted here because it forces any variation in  the  pollution- 
m ortality  relationship to  evolve sm oothly over tim e, a  desirable characteristic th a t  is not 
enforced by an  autoregressive process. T he tem poral variation in th is relationship is rep­
resented w ithin a  time-varying coefficient model, for which bo th  Bayesian and likelihood 
im plem entations are presented. T he efficacy of the  m odel is assessed v ia  a  sim ulation 
study, where it is applied to  d a ta  w ith  different shaped  tim e-varying relationships. T he 
model is th en  used to  analyse d a ta  from four U.S. cities; Cleveland, D etro it, Minneapolis 
and P ittsburgh .
C hapter six examines how m is-estim ating pollution exposure affects the  association with 
m ortality, and  begins by examining the  accuracy of averaging the  pollution measurements 
a t  each m onitoring site. T his is the  approach adop ted  in the  m ajority  of air pollution 
studies, even though i t  ignores the  possibility of m easurem ent error in the  observed d a ta  
and spatia l variation  in the  underlying pollution surface. As a  result I propose two alterna­
tive estim ates of pollution exposure, the  first accounting for m easurem ent error while the  
second additionally  incorporates spatial variation. T he last of these is based on a  spatio-
tem poral pollution model, which is th e  subject of much current research. T he efficacy of 
each approach is assessed v ia  sim ulation and  case studies, where th e  estim ates of pollution 
exposure and  the  association w ith  m ortality  are of prim ary interest. In  common w ith  the 
rest of th is thesis the  models are im plem ented w ithin a  Bayesian framework, using Markov 
chain m onte carlo simulation.
C hapter seven discusses th e  m ain results from th is thesis and  assesses its contribution to 
the  wider literature. T he lim itations of th is work are discussed, w ith  possible extensions 
and fu ture work outlined.
C hapter 2
Statistical Review
This chapter outlines th e  sta tis tica l theory  used in th is  thesis, beginning w ith a  com parison 
of likelihood and Bayesian approaches to  analysis. T h e  likelihood approach is th e  infer­
ential framework used in the  m ajority  of air pollution studies (see for example Verhoeff 
e t al. (1996), Hong e t al. (1999) and  Goldberg et al. (2001)), and  a  brief review of p a ra ­
m eter estim ation, confidence regions and  hypothesis tests  is given in section 2.1. However 
as d a ta  structures and  models increase in complexity th e  Bayesian approach is becoming 
increasingly common, and  is the  sta tis tica l framework adop ted  throughout th is  thesis. It 
is introduced in section 2.2 where Bayes theorem , prior d istributions and Markov chain 
m onte carlo sim ulation are outlined. T he rem ainder of th is chapter discusses regression 
methodology, which is th e  central tool for estim ating th e  association between air pollution 
exposure and  m ortality  or morbidity. Sections 2.3 and 2.4 review generalised linear and 
additive models respectively, which are the  standard  approaches to  modelling air pollution 
and m ortality  d a ta  in the  related  literature. Section 2.5 presents a  general outline of hier­
archical regression models, w ith  th e  specific models used in  chapters four to  six reviewed 
in the  nex t four sections. Section 2.6 presents a  brief outline of dynam ic generalised linear 
models (used in chapter four), while section 2.7 introduces the  general class of varying 
coefficient models (used in  chapter five). Sections 2.8 and  2.9 review m easurem ent error 
and spatio-tem poral models respectively, which are b o th  applied in chapter six. Finally 
section 2.10 reviews m odel selection techniques in Bayesian and likelihood analyses, a  col­
lection of which are used in  chapters four to  six. For notational clarity  vectors are denoted 
by bold type, m atrices by upper case le tters  and scalar quantities by lower case letters.
2.1 L ikelihood  b ased  m e th o d s
The likelihood or frequentist paradigm  is based on a  vector of observations y  =  ( y i , ..  - ,J/n)nxi. 
which are assum ed to  come from  a  family  of probability  d istribu tions / ,  indexed by un­
known param eters 6  =  ( ô i , . . .  ,^g)gxi- Each family of d istributions is characterised by 
a  probability  density function or probability  m ass function / ( y |0 ), which measures the
likelihood of observing different values of y  for a  given 0. However y  is typically observed, 
and f { y \9 )  also measures how likely particu lar values of 6  are given th is observed data. 
In  th is setting  it is known as the  likelihood function, and  is denoted by L {6 \y ) =  f (y \6 ) -  
If y  is a  vector of independent observations th is simplifies to  L {0 \y )  =  n r = i  /(y»l®)> the 
product of probability  density /m ass functions for each j/j. M any families of d istributions 
are sim ilar and  have probability density /m ass functions th a t  can be expressed as
f{yi\B) =  exp +  c(yi, ÿ)
for arb itra ry  functions (a, b, c), and univariate param eters {6, <f>). T his is exponential family 
form and  includes standard  distributions such as Poisson, binom ial, gamma, and Gaussian. 
The functions (a, b, c) determ ine the  d istributional family, while {9, <p) specify the  location 
and scale of the exact d istribu tion  w ith in  a  given family. Fbr an  exponential family of 
d istributions the  mean, variance and  F isher inform ation (t>(0)) a re  given by
E[yi] =  b‘(9), Var[yi] =  o(0)6"(0) and v{9)  =
a(<t>)
T he prim e notation  denotes differentiation, and for m any families 4> is fixed a t  one. In 
air pollution studies the  health  d a ta  are a  vector of daily counts, m eaning th a t  each 
observation is typically modelled by a  Poisson d istribution. For th is family of distributions 
6 represents th e  m ean, ÿ  is fixed a t  one, and the  m ean and variance are equal. However 
th e  last of these assum ptions is restrictive, and  m any sets of health  d a ta  are overdispersed, 
exhibiting more variation th an  is assum ed by the  Poisson distribution. In  th is situation  
th e  Poisson likelihood can be  replaced by a  quasi-likelihood, which is an approxim ation 
th a t  incorporates additional variation by allowing ÿ  to  be g reater th an  one. A brief outline 
of th e  quasi-likelihood approach is given in  chapter three, along w ith a  review of th e  d a ta  
used in air pollution studies.
2.1.1 Inference
A fter a  family of probability d istributions has been specified for y , inference takes the 
form of po in t estim ates, confidence regions and  hypothesis tests, each of which are outlined 
below.
P o in t  e s t im a te s
A point estim ate is the  value of 0  th a t  is m ost supported  by the  observed d a ta , and 
can  be  calculated using a  num ber of generic m ethods. Two of the  m ost com m on are 
m axim um  likelihood and least squares, b o th  of which are outlined below. An alternative 
technique is the  m ethod of m om ents (Hinkley e t al. (1991)), and  comprehensive reviews of 
point estim ation are given by Silvey (1975) and  B ates and W atts (1988). T he m aximum
likelihood estim ator (M LE) is th e  value of 6  th a t  maximises the  likelihood or log likelihood 
functions, the  la tte r  of which is denoted by C{Q\y) =  log[L(0ly)]. I t  can be  calculated by 
solving the  vector equation
£ ' ( % )  =  ^ ^ ^  =  0 , (2 .1)
providing the  solution is a  local maxim um. T he ?  x  1 vector of first derivatives is
called the  score function, while d { 6 \y )  =  0  is known as the  score equation. If (2.1) is suffi­
ciently complex it cannot be  solved analytically, and a  num erical m ethod is required. One 
example is Newton’s m ethod (for fu rther details see Lange (1998)), which approxim ates 
the score function by a  first order Taylor series leading to  th e  itera tive solution
0 Ü+1) =  0 Ü) - £ " ( e O ) j y ) - i £ '( 0 W |y), (2 .2 )
A slight m odification is the  m ethod of scoring, which is used for generalised linear models 
and replaces the  Hessian m atrix  £ " (0 ^ ^ |y ) w ith the  Fisher inform ation m atrix  - E  ^£ "(0 ^ ^ |y ) j, 
An alternative to  m axim um  likelihood is generalised least squares (GLS), which only uses 
the  m ean and variance of y  ra th e r th an  its  full distribution. D enoting the  m ean and vari­
ance of y  by ff(6 )nxi and  E (0 )nxn respectively, the generalised least squares estim ator is 
the  value of 0  th a t  minimises
■5(e|y) =  (y  -
the  generalised sum  of squares. In  the  special case th a t  /i(0 ) =  X 6  and S (0 ) =  E , the 
GLS estim ator has the  closed form
ê  =  (2.3)
However in general 6  has no closed form expression, and m ust be estim ated using a  nu­
merical m ethod such as those described above. If  E (0) is diagonal w ith  unequal variances 
GLS is called weighted least squares, while the  fu rther simplification E  =  is known as 
ordinary least squares.
C o n fid e n c e  re g io n s  a n d  h y p o th e s is  t e s t s
After 9  has been estim ated inferential tools such as confidence regions and hypothesis tests 
can be calculated, to  give a  b e tte r understanding of th e  underlying process. A confidence
region for 0 ,x i  is a  subspace of in which its  true  value is expected to  lie. T he likelihood
framework is based on the  idea of repeated sam pling, in which an  infinite number of hypo­
thetical d a ta  sets yW can be generated. Each of these can  be used to  construct a  confidence 
region, and a  95% confidence region is calculated so th a t  95% of these hypothetical regions 
contain the tru e  value of 9. For a  univariate param eter th e  region simplifies to  an interval
of the  form [ 6 ± D ) ,  in which 0 is a  point estim ate and  D  depends on the  d istribu tion  and 
standard  error of 6. In  contrast a  hypothesis test m akes a  particu lar statem ent abou t 6  
(called H q), and  uses the  d a ta  to  assess th e  level of support for th a t  statem ent. A test 
sta tis tic  T  is calculated from the  data , and  the  probability  of obtaining a  result as or more 
extrem e th an  T  assum ing H q is true  is calculated. T his probability  is called the  p-value, 
and if i t  is too  sm all, typically less th an  5%, th e  original sta tem en t is deemed to  be untrue.
Confidence regions and hypothesis tes ts  are commonly used in  air pollution studies, bo th  in 
the  m odel building and inferential stages. M odel building is typically based on hypothesis 
tests, which are used to  determ ine the  set of covariates to  include in the final model. 
Inference focuses on the  estim ated relationship between a ir pollution and  health , which is 
typically presented as a  param eter estim ate and  confidence interval. These are typically 
calculated on  the  relative risk scale (see chapter 3.2), and  if the  interval does n o t contain 
one there is evidence th a t  air pollution is harm ful to  hum an health.
2.2 B ayesian  m e th o d s
In  common w ith  the  likelihood approach the  building blocks of a  Bayesian analysis are the 
d a ta  y  and  the  param eter vector 6, and  uncertain ty  in the  former is described by f ( y \0 ) .  
However in a  Bayesian analysis th e  uncertainty abou t 9  before y  has been observed is also 
quantified. T his uncertain ty  is expressed as a  probability  d istribu tion  f{ 9 ) ,  which is called 
a  prior and  is discussed in more detail in  section 2.2.1. T he aim  of a  Bayesian analysis is 
to  learn abou t 0 , which is achieved by determ ining its posterior d istribution conditional 
on the  observed data . This distribution is given by
which is obtained from an application of Bayes theorem . T he denom inator / ( y )  is the 
m arginal d istribu tion  of th e  d a ta , and is calculated as / ( y )  =  / ( 0 ) / ( y |0 ) if 0  is
discrete, and / ( y )  =  Jq / ( 0 ) / ( y |0 ) d 0  if 0  is continuous. If 0  is m ultivariate / ( y )  is based 
on m ultidim ensional integrals, which can be analytically  in tractab le and com putationally 
expensive to  estim ate. As a  result Bayesian analysis is typically based on the  unnormalised 
posterior d istribution
/ ( 0 |y ) «  / ( 0 ) / ( y |0 ),
which is the  p roduct of the  likelihood function and  th e  prior distribution. T his unnor­
malised posterior can be  used instead of / ( 0 |y )  because / ( y )  has no dependence on 0 . T he 
ability to  sum m arise 0  via its posterior d istribu tion  is a  m ajor advantage of the  Bayesian 
framework, because / ( 0 |y) contains more inform ation ab o u t 0  th an  is typically obtained
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from a  likelihood analysis. In  a  likelihood setting  inference is based on po in t estim ates 
and  confidence regions, which have parallels in  the  Bayesian paradigm . T he posterior 
m ean (E (0 |y ) =  Jg  6 f{9 \y )d 9 )  and  m edian are typically quoted as point estim ates, while 
a  Bayesian 95% confidence region TZ, satisfies P (^  €  7 l|y )  =  95%. T his is called a  credible 
region, and unlike its likelihood coun terpart the  probability  of 9  lying in TZ is 95%. The 
rem ainder of th is section discusses prior and posterior distributions, while a  m ore general 
review of Bayesian m ethods is given by Gelm an et al. (2003).
2.2.1 Prior distributions
A  prior d istribu tion  represents the  inform ation abou t 9  before any d a ta  are observed, 
which m ay be prior ignorance or come from  previous studies of sim ilar data . I t  is typically 
represented by a  s tan d ard  probability  d istribution, which depends on a  vector of hyper­
param eters th a t  m ay or m ay no t be  known. T he form of f{ 9 )  depends on  the  problem, 
and  m ay comprise a  single m ultivariate distribution, a  p roduct of independent univariate 
distributions, or a  com bination of m arginal and  conditional distributions. Two classes of 
p rior d istribution used in th is thesis are conjugate and  non-informative, bo th  of which 
are briefly outlined. A conjugate prior is one th a t  has th e  same functional form  as the 
likelihood, m eaning th a t  the  full conditional posterior d istribution will come from the 
sam e family of distributions as the  prior. For example consider a  single Gaussian obser­
vation  y  ~  N (^ , (T^), which has unknown param eters n  and <y^ . T he conjugate priors are 
N(^Oi^^o) &nd inverse-gam m a(e,/) distributions respectively, which resu lt in  the  following 
full conditional posterior distributions;
—1
f{ ti\a '^ ,y )  ~  N
O J OJ
- 1 '
f{cr^\y.,y) ^  Inverse-Gam m a
C onjugate priors are attrac tive  because the  posterior is from  a  standard  family of distribu­
tions, m aking its  com putation relatively straightforw ard (see section 2.2.2). However such 
priors cannot always be  used, because they  m ight no t be  available or m ay no t be  a  su it­
able specification of prior knowledge. A lternatively p rior ignorance can be  expressed using 
a  non-inform ative (flat) d istribution , which gives fairly even support to  a  wide range of 
values. Non-inform ative priors can be a  s tan d ard  d istribu tion  w ith a  large variance or be 
im proper, the  la tte r of which does n o t have a  finite density, for example a  uniform[—oo, oo] 
distribution. W hilst initially appealing im proper priors should be  used w ith caution, as 
the  resulting posterior d istribu tion  m ay also be im proper making analysis impossible. As 
a  result, th e  m ajority  of researchers specify prior ignorance using a  proper prior w ith  large 
variance, w ith two common choices being G aussian (if the  param eter space is equal to  the
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whole real line), or inverse-gamma (for param eters th a t  are stric tly  positive) distributions. 
T he la tte r  of these is a  common choice for variance param eters, and is used extensively in 
th is thesis.
2.2.2 Inference
T he posterior d istribu tion  can be  calculated using a  variety of techniques, the  choice of 
which depends on the  com plexity of the  com bination of the  likelihood and the  prior. In 
very simple problems w ith  conjugate priors the  posterior d istribu tion  can be obtained 
analytically, because i t  comes from a  standard  family of distributions. However in most 
situations th is is no t possible, and  the  posterior d istribu tion  m ust be  estim ated by simu­
lation. In  th is s ituation  a  large num ber of sam ples are draw n from  / ( 0 |y ) ,  which can be 
used to  estim ate quantities of interest such as th e  posterior m ean. These samples can be 
generated using a  num ber of techniques, th e  sim plest of which are d irect m ethods such 
as inversion or rejection sam pling (for a  review see Ripley (1987)). These m ethods are 
preferable over more com plex alternatives, because they  generate independent samples and 
require little  com putational effort. However the  m ajority  of problem s are too  complex for 
d irect m ethods, and approxim ate iterative techniques a re  required. T he m ost popular of 
these is Markov chain m onte carlo (MCMC) sim ulation, which is used extensively for the 
Bayesian analyses presented in th is thesis. A b rief review of M CM C is given below, while 
m ore comprehensive trea tm en ts are given by Gilks e t  al. (1996), G elm an e t al. (2003) and 
G am erm an and  Lopes (2006).
M a rk o v  c h a in  m o n te  c a r lo  s im u la tio n
M arkov chain m onte carlo sim ulation is based on a  M arkov chain, 
whose targe t d istribu tion  is the  Joint posterior f { 6 \y ) .  T he chain is initialised by a  s ta rt­
ing value and is ru n  until it  has converged to  its ta rg e t d istribution . Convergence 
can be assessed using th e  objective criteria proposed by G elm an and R ubin (1992), and 
the  initial period of non-convergence is known as ‘bu rn -in ’. A fter convergence has been 
reached the  Markov chain is sam pling from the  posterior d istribution, and  can generate 
as m any sam ples as are required. M arkov chain sim ulation is one of the  few approaches 
th a t can be used when th e  s ta tis tica l model is sufficiently complex, b u t is inferior to  direct 
m ethods in a  num ber of ways. For example unlike d irect m ethods successive simulations 
from a  Markov chain are no t independent, m eaning th a t  a  sam ple provides less information 
ab o u t the  posterior d istribu tion  th a n  an  independent sam ple of the  sam e size. In  addition 
it is no t possible to  determ ine w hether the  M arkov chain has covered the  entire posterior 
d istribution, leaving th e  possibility th a t  i t  m ay have missed an  area of non-negligible pos­
terior probability. However, these problem s can be partia lly  alleviated by using multiple 
Markov chains initialised a t  dispersed points in th e  sam ple space, which reduces the  likeli­
hood th a t  areas of non-negligible posterior probability  have been missed. In addition the
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sam ples could be th inned, which is the  process of only keeping every k th  sample. This 
reduces th e  correlation in successive sam ples b u t increases the  com putational burden, be­
cause a  large num ber of samples are required as th e  m ajority  axe discarded.
M arkov chain sim ulation can be  im plem ented using the  M etropolis-Hastings algorithm  
(M etropolis e t al. (1953) and Hastings (1970)) and  th e  G ibbs sam pler (Sm ith and  Roberts 
(1993)), b o th  of which have a  targe t d istribu tion  equal to  the  posterior distribution of 
interest. These algorithm s partition  th e  param eter vector into 6  =  ( l 9 i , . . . , 6 j ) ,  and a  
single itera tion  sequentially updates each of the  d  blocks in  tu rn . The m ost general of 
these algorithm s is M etropolis-Hastings which is described below.
A lg o r i th m  1. Metropolis-Hastings
1. Draw a starting point fo r  the Markov chain ensuring that its  posterior probability is 
positive, that is  / ( 0 ^°^|y) >  0 .
2. For each iteration j  =  1 , 2 , . . .  carry out steps (a) and (b) fo r  each o f the d  sub-vectors 
0 1 , . . . ,  6d. For sub-vector 0k
(a) Generate a possible sample 0J from  a proposal distribution  q(0^’^ ,0 J ) ,  that is 
based on the current value o f the chain.
(b) Accept 0k as the next iteration, that is set 0%^^  =  0^,  with probability
fi0 ^ ^ \y )q ie '- ’\ e * ) f '
and reject i t  (that is set 0 ^ =  6 ^ ^ )  with probability 1 — r .  7n calculating the
acceptance probability 0 * and  0 ^^ ore identical except a t sub-vector k .
The G ibbs sam pler is a  special case of th is algorithm , in which th e  proposal d istribu tion  
is given by 9 (0 ^ \  0 fc) =  / ( 0 t | 0 ^k ,y ) ,  th e  full conditional d istribu tion  of 0 fc (here 
0_k =  (0 1 , . . .  ,0k_i ,0fc+i .........0<f)). For th is algorithm  the  acceptance probability  simpli­
fies to  one, which effectively removes the  accept or re ject stage. M arkov chain sim ulation 
is complex to  im plem ent, and the  results can be affected by the  choice of s ta rtin g  d istribu­
tion, p artitio n  of the  param eter vector, proposal d istribution, and  the  desired acceptance 
ra tes, all of which are briefly discussed.
S ta r t in g  d is t r ib u t io n
T he s ta rtin g  d istribution m ust have the  sam e sam ple space as the  posterior (for example 
variance param eters should no t be  drawn from  distribu tions which allow negative values), 
and is typically chosen to  be an  overdispersed version of the  prior. T his s trategy  allows the 
s ta rtin g  locations of m ultiple chains to  be  highly dispersed, which increases the likelihood
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of covering all areas of non-negligible posterior probability.
P a r t i t i o n  o f  9
T he param eter vector can be  sam pled ‘all a t once’, in  blocks or singularly, and  while the 
former produces b e tte r mixing the  la tte r  results in higher acceptance rates. A n appropri­
ate p a rtitio n  of 6  depends on th e  problem , and param eters w ith sim ilar characteristics are 
typically sampled in a  single block. E ach block can be updated  using a  separate proposal 
d istribution, m eaning th a t  an  algorithm  can contain a  m ixture of M etropolis-H astings and 
Gibbs sam pling steps.
P ro p o s a l  d i s t r ib u t io n
An adequate proposal d istribu tion  depends on the  problem , and  if the full conditional of 
9k  is from a  standard  family G ibbs sam pling is typically preferred. If no t a  Metropolis- 
Hastings algorithm  can be im plem ented, although th e  choice of proposal d istribu tion  has 
a  large im pact on the  convergence and  acceptance ra te  of the  algorithm . Proposal distrib­
utions can often be problem  specific, a lthough a  G aussian random  walk is widely used in 
a  num ber of situations. This proposal d istribu tion  generates 9^  from N (0^ \< r^7 ), which 
is equal to  the  current value 9^^  plus random  error. T he variance of th is d istribu tion  
controls the  acceptance ra te  of the  algorithm , which increases as —* 0. A n additional 
advantage of th is proposal is th a t  i t  is sym m etric in 6 ]^ ), m eaning th a t its  acceptance 
probability  simplifies to  f{ 6 k \y ) / f { 0 k ^ \y ) .
A c c e p ta n c e  r a te
T he acceptance ra te  is determ ined by th e  variance of the  proposal d istribution, w ith  large 
variances allowing bigger moves around the  sam ple space a t  the  expense of m ore rejections. 
Some proposal distributions include one or more tun ing  param eters, th a t  can be  altered 
to  achieve the  desired acceptance ra te . T his desired ra te  depends on a  num ber of factors, 
including the  stage of the  sim ulation and  the  choice of proposai d istribution. For example 
the  desired acceptance ra te  for a  G aussian random  walk proposal is known to  be 23% (for 
details see Fahrm eir and  T\itz (2001)).
2.3 G en era lised  lin ear m odels
Regression models estim ate the  relationship between a  set of response d a ta  y  =  ( j / i , . . .  ,yn)nxi,  
and a  m atrix  of q covariates X  =  (xj" , .. ■ ,x^)nxq, where x ?  =  (x tii • • • ■ denotes
the  realisations relating to  observation i. In  air pollution studies analysis is typically based 
on Poisson linear or additive models, th e  first of which is reviewed here while th e  la tte r  is 
outlined in the  next section. In  a  generalised linear model (GLM, Nelder and  W edderbum  
(1972)) each j/j is assum ed to  be an  independent observation from  an exponential family 
d istribu tion  / .  The model is given by
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y% ~  f i V i l f M )  for t  =  l , . . . , n ,
g(m)  =  T ] i = ^ 0 ,  (2.4)
where Hi denotes the  expected value of ÿj. T he covariates are m ultiplied by a  vector 
of unknown regression param eters /3 =  (/?i , ..  .,0 q )q x i,  which represent the  relationship 
between each covariate and th e  response. T he linear com bination of all covariates is called 
th e  linear predictor (%), and  is re la ted  to  the  expected value by a  known invertible link 
function g. T he only unknown quantity  in th is m odel is /3, and  an outline of likelihood 
and  Bayesian estim ation is given below. For comprehensive reviews of generalised linear 
m odels see McCuUagh and  Nelder (1989) and  Dobson (1990).
2.3.1 Likelihood based estim ation
T he m axim um  likelihood estim ate of /3 is obtained by solving th e  vector valued score 
equation (2 .1 ), which for th is model is given by
C 'l0 \y )  =  X ' ^ W ( 0 ) M m y  -  /x (^)) =  0.
In  the  equation above n { 0 )  =  (mii • • • i/^n)Jxi is the  vector of expected values, while M {0 )  
and  W {0 )  are diagonal n  x  n  m atrices w ith  elements
m u — —  and (2.5)
O/ii
. . .  = Var[î/i] [ â j j i J  '
respectively. T he score equation is non-linear in  0  and can be  solved using Newton’s 
m ethod (equation 2.2)) w ith a  F isher scoring step . T he j t h  estim ate o î 0  is given by
=  pU ) +  [X '^W (0 )X ]~ ^  X '^ W i0 )M ( 0 ) [ y  -  fi{0)], (2.6)
which is ite ra ted  un til convergence of successive estim ates. T he algorithm  is initialised 
by a  s ta rtin g  value 0 ^ ^ \  which is typically a  vector of zeros or based on estim ates from a 
sim pler model. The F isher inform ation m atrix  is given by X '^ W { 0 )X ,  and (2.6) can be 
re-w ritten  as
/jtJ+ i) =  X'^W'(/3(J>)ÿ(/3(^')),
a  generalised least squares step. In the  above equation y ( 0 ^ ^ )  =  r){0^^) + M {0 ^^ )[y  -  
fj,{0^^^)] is a  vector of ‘working observations’ and  W{0^^^) is th e  ‘working covariance ma-
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tr ix ’, bo th  of which occur frequently in the  next few sections. T he m axim um  likehhood 
estim ator is asym ptotically unbiased, and  has an  approxim ate G aussian d istribu tion  given 
by  g  “PK™ N  ^ 0 ,  ^ , which forms th e  basis of confidence intervals and  hy­
pothesis tests.
2.3.2 Bayesian estim ation
T he Bayesian generalised linear model consists of equation (2.4) and a  prior f ( 0 ) , the  la tter 
of which is typically a  m ultivariate Gaussian distribution. A variety of M CM C schemes 
have been proposed to  estim ate /3, which include Gibbs sam pling and  M etropolis-H asting 
algorithm s. D ellaportas and Sm ith (1993) propose a  univariate G ibbs sam pling algorithm , 
which updates each regression param eter in tu rn  using adaptive rejection sam pling (Gilks 
and W ild (1992)). However this becomes com putationally  expensive as the  num ber of 
covariates increase, and a  M etropolis-Hastings step  th a t updates /3 in  blocks or ‘all a t 
once’ is preferable. Fahrm eir and  T utz (2001) suggest using random  walk or F isher scoring 
proposals, th e  former being preferable because of th e  speed of variable generation and  the 
existence of a  tun ing  param eter. This is the  approach adopted in  chapters four to  six 
w hen sam pling regression param eters of th is type. T he param eters are updated  in blocks
0r,a =  (0 r  0a)i which is a  sensible interm ediate strategy  between the  high acceptance
ra te s  th a t  result from univariate sam pling and  th e  improved mixing th a t  comes from 
sam pling 0  in one step.
2.3.3 R egression splines
Generalised linear models force a  linear relationship between each covariate and g im ),  the 
size of which is represented by 0 .  However in practice these relationships m ay be highly 
non-linear, and  a  less restrictive approach is to  replace X ij0 j w ith  a  sm ooth function 
whose shape is determ ined from  the  d a ta . Such functions are trad ition ­
ally estim ated  w ith in  a  generalised additive model (see section 2.4) using non-param etric 
m ethods, b u t can also be  im plemented using param etric regression splines w ith in  a  gener­
alised linear model. Regression splines are less flexible th an  non-par am etric alternatives, 
b u t their param etric natu re  makes them  straightforw ard to  im plem ent w ithin a  Bayesian 
analysis. A  regression spline is a  piecewise polynom ial th a t  is subject to  continuity  and 
derivative constraints a t  a  num ber of fixed points. T he range of the  covariate is partitioned  
into fc -t- 1 intervals by a  set of k  knots r  =  ( r i , . . .  ,r*)fexi, which are typically equally 
spaced throughout the  data . A spline consists of polynom ials of degree d between each 
pair of knots, which are constrained to  be  continuous and  have d  — 1 continuous deriv­
atives a t  the  knots. A lthough the  choice of d  depends on the  specific problem , natu ra l 
cubic splines are commonly used because they are visually sm ooth and  linear beyond the 
end knots which precludes erratic ta il behaviour. A regression spline is represented by  a  
linear com bination of k  basis functions, m eaning th a t  its value a t  observation i  is given by
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t;=]
Regression splines fit in to  th e  generalised linear model s tru c tu re  because Is
a  linear com bination of known basis functions ju s t like x^/3- T he com plete m atrix  of basis
functions is given by B  =  { B j ' , B ^ ) ,  where B ?  =  ( B i ( i y )  B k{x ij))ixk  relate to
observation i  and  B 9  represents th e  complete non-linear relationship. T he basis m atrix  
can be represented by a  variety  of functions, two of which are tru n ca ted  polynomials and B 
splines. T he trunca ted  power basis of degree g is given by B j  =  ( l . i ÿ . i ? - , ..  . ,x f^ ,{ x i j  — 
n ) + . i^ i j  ~  where
, if ( l ÿ  -  n )  is positive
otherwise
In con trast the  B-spline basis consists of local polynom ials (see F igure 2-1), which are zero 
over all b u t a  few knots. As a  result i t  is more num erically stable th an  the  truncated  power 
basis, and  is typically preferred. T he shape and sm oothness of th e  spline depend on Ô and 
th e  sm oothness param eter A, the  la tte r  of which can be  represented in  num erous ways. The 
m ost common of these is to  space the  knots equally throughout the  d a ta , and  specify the 
sm oothness by k  the  num ber of knots (which is equal to  A in th is situation). A lternatively 
a  penalised approach can be adopted, which uses an overly large num ber of basis functions 
and penalises excess curvature in the  estim ate using a  penalty  term . In  either case A can 
be estim ated using a  d a ta  driven criterion, such as generalised cross validation (GCV) or 
Akaikes inform ation crite ria  (AIC). Further details of regression splines can be found in 
Hastie and  T ibshirani (1990) and R uppert e t al. (2003).
2.4 G en era lised  ad d itiv e  m odels
Generalised additive models (Hastie and  T ibshirani (1986)) extend generalised linear m od­
els by replacing the  linear relationship w ith a  sm ooth function S(XyjA), whose shape 
is estim ated from the  d a ta . A lthough th is can be  achieved using regression splines as de­
scribed above, generalised additive models estim ate these functions non-parametrically, 
m eaning th a t  they are more flexible and have the  ability to  exhibit g reater non-linearity. 
In  common w ith  the  linear m odel each y, is assum ed to  be an  independent observation 
from an  exponential family d istribu tion  / .  T he model is given by
Vi ~  /(2/ilMi) for i =  l , . . . , n ,
Ç
5(M») =  %  =  A  +  % ]'S ';(Z ÿ |A _;), (2.7)
j=i
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Figure 2-1: Exam ples of B-spline basis functions of degrees one (a) and  two (b) (taken 
from Eilers and  M arx (1996)).
where the  relationship between g{(ii) and  each covariate is represented by a  sm ooth  func­
tion. In  common w ith  regression splines the  sm oothness of each function is controlled 
by a  single p aram eter Aj, which can be estim ated by optim ising a  d a ta  driven criterion. 
An in tercep t term  is included so th a t  each S j  can have m ean zero, which removes non- 
identifiability problem s th a t  would result from estim ating separate  intercept param eters 
for each function. T he rem ainder of this section outlines the  m ethods used to  represent 
non-par am etric sm ooth functions and briefly reviews likelihood and  Bayesian estim ation of 
{0o< S i , . . . ,  Sq). For a  comprehensive review of sm ooth functions and generalised additive 
models see H astie and  T ibshirani (1990).
2.4.1 Non-par am etric sm ooth functions
Sm ooth functions can be estim ated using a  num ber of non-par am etric m ethods, two of
which are described below. For a  general se t of d a ta  (j/i......... y„) and  ( i j , . . .,X n), a  kernel
sm oother estim ates the  underlying trend  5(xj|A ) by
5(xi|A ) =
a  weighted average of ( y i , . . .  ,yn).  T he kernel function Ç is decreasing in  |i|, and common 
examples include the  G aussian and Epanechnikov kernels (for a  review see H astie and 
T ibshirani (1990)). T he sim plest example is a  five po in t moving average, which estim ates
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5 (ij |A ) by the  average of the  five yi th a t  have x i  closest to  i j .  A  further m odification was 
proposed by Cleveland (1979), who estim ates 5 (ii |A ) by locally weighted least squares re­
gression. An alternative to  kernel sm oothers are sm oothing splines, which are the  solution 
to  an  optim isation problem  ra ther th an  being constructed  explicitly. A sm oothing spline 
m inimises the  penalised sum  of squares
-  5(a:i|A ))2  +  A f \ s ‘' i i \ X ) f d i ,  (2 .8)
t=i
subject to  S  having two continuous derivatives. T he first terra  measures the  closeness 
to  th e  d a ta  while the  second penalises curvature in S ,  where the  lim its on the  penalty 
term  are chosen to  cover the  range of th e  data . T he sm oothing param eter A controls the 
size of the  penalty  term , and  (2 .8 ) is minimised by a  n a tu ra l cubic spline w ith  knots at
(X l,.. . , Xfi).
2.4.2 Likelihood based estim ation
Likelihood based estim ation is im plemented using an  iteratively re-weighted backfitting 
algorithm , sim ilar to  the  iteratively re-weighted least squares procedure described in the 
previous section. T he unknown quantities a re  an  in tercept term  0t} and  q sm ooth functions 
(5 1 , . . . ,  Sg), which are assigned reference s ta rtin g  values such as =  g ( ^ |L i  y ,/n )  and 
=  . . .  =  =  0. For each itera tion  working observations and  weights {ÿ(/3^^),iüi<(/3^^)}JLi
are calculated as described in the  previous section, and  the  unknown quantities are updated  
by applying a  weighted backfitting algorithm  to  these data. The backfitting algorithm  se­
quentially updates each Si in tu rn , and  replaces the  generalised least squares step  from the 
linear model. T he sm oothing param eters can be  estim ated by optim ising a  d a ta  driven 
criterion, and  fu rther details are given by  H astie and  T ibshirani (1990).
2.4.3 Bayesian estim ation
In  the  Bayesian paradigm  generalised additive models are relatively new, and (/?o, 5 i , . . . ,  S ,) 
can be  estim ated by MCMC sim ulation. H astie and T ibshiran i (2000) propose a  Bayesian 
backfitting algorithm  for th is purpose, in which the  optim isation of each S j  is replaced 
by  posterior simulation. T hey use a  M etropolis-Hastings algorithm  where the  proposal 
d istribu tion  for S j  is its  full conditional d istribution given the  working observations and 
weights. T he sm oothing param eters can be  estim ated w ith in  the  M CM C algorithm  or 
using a n  em pirical Bayes approach, the  la tte r  of which uses m axim um  likelihood methods.
A n alternative sim ulation algorithm  has been suggested by Fahrm eir and Lang (2001), 
who use M arkov random  field priors w ithin a  generalised additive mixed model (GLMM) 
framework.
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2.5 H ie ra rch ica l reg ression  m odels
Hierarchical or m ultilevel models are a  generic class of regression models th a t  incorporate 
variation a t  m ultiple levels. For tem poral d a ta  such as y  this additional variation may be in 
the  regression param eters (for example in a  dynam ic generalised linear m odel), covariates 
(for exam ple in a  m easurem ent error model), or come from stochastic elements such as a 
set of random  effects or an  autoregressive process. T he analyses presented in  chapters four 
to  six are based on hierarchical models of th is type, using b o th  Bayesian and  likelihood 
approaches to  estim ation. T he Bayesian approach provides th e  n a tu ra l framework in 
which to  analyse hierarchical d a ta  and models, because it incorporates m ultiple levels of 
variation in a  straightforw ard m anner. Hierarchical s tructu res typically contain a  number 
of conditional independence assum ptions, m eaning th a t the  full conditional distribution 
for a  block of param eters is typically much sim pler th a n  th e  full posterior d istribution. The 
next four sections describes the  hierarchical models used in  chapters four to  six, including 
dynam ic generalised linear models, varying coefficient models, m easurem ent error models, 
and  spatio-tem poral models.
2.6 D ynam ic  genera lised  lin ear m odels
D ynam ic generalised linear models (DGLM , W est e t  al. (1985)) are a  generalisation of 
Gaussian s ta te  space models th a t  were first introduced by K alm an (1960). T hey extend 
generalised linear models by allowing the  regression param eters to  evolve over tim e v ia  an 
autoregressive process, which enables any variation in th e  covariate-response relationships 
to  be captured . T he response d a ta  come from an  exponential family distribution  / ,  whose 
m ean is re la ted  to  a  set of covariates by a  known and invertible link function g. T he model 
is given by
Vi ~  /(yiiMt) for t  =  l , . . . , n ,
g (m ) =  =
-  N ( % _ i , Z g ) ,  (2.9)
^  N(a*o>So),
where th e  regression param eters are collectively denoted by ^  =  (/3q. • • • >/5n)(n+i)gxi. 
while =  (A ll • • ■, A g );x i represent those relating  to  observation i. T he evolution of the 
autoregressive param eter process is determ ined by $  and  which are the  q x  q s ta te  
and variance m atrices respectively. T he process is initialised by which is assigned a  
m ultivariate Gaussian d istribu tion  w ith hyperparam eters (^q .E q ). A  generalised linear 
model can be  recovered by setting  $  equal to  th e  identity  m atrix  and Eg equal to  a 
matrbc of zeros. Com prehensive reviews of dynam ic generalised linear models are given
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by W est and  Harrison (1999) and Fahrm eir and T utz (2001), while outlines of estim ation 
and autoregressive processes are given below.
2.6.1 Estim ation
T here are num erous m ethods for estim ating (/3, $ ,S ^ ,^ o ,E o ) ,  and  only a  brief review is 
given here. T he three m ost common are the  fully Bayesian approach (adopted in  chapter 
four), th e  semi-Bayesian im plem entation of W est e t  al. (1985) and the  likelihood based 
m ethods of Fahrm eir and  co-workers (also used in chapter four), T he Bayesian approach 
is discussed in  detail in chapter four, where a  com plete M CM C algorithm  for m odel (2.9) 
is presented. T he semi-Bayesian approach of W est e t al. (1985) is an approxim ate analy­
sis, th a t  relaxes the  norm ahty  of th e  param eter process and  assumes conjugacy between 
th e  d a ta  m odel and  th e  autoregressive param eter model. T hey use linear Bayes m eth­
ods to  estim ate the  conditional m oments of /3^, and  circumvent estim ation of Eg using 
the  discount m ethod (Ameen and  Harrison (1985)). In  con trast the  likelihood based ap­
proach estim ates (3 by its  posterior mode, and  has been im plemented using a  num ber of 
algorithm s proposed by  Fahrm eir and  co-workers (see Fahrm eir and  K aufm ann (1991), 
Fahrm eir (1992) and  Fahrm eir and  Wagenpfeil (1997)). T he la tte r of these is ou thned  be­
low, because it was used in the  only air pollution study  to  adop t a  dynam ic model. This 
s tudy  was presented by Chiogna and G aétan  (2002), and  the  Bayesian models in chap­
te r  four a re  com pared against this likelihood based alternative. Fahrm eir and Wagenpfeil 
(1997) propose an  iteratively re-weighted version of the  K alm an filter and  sm oother, which 
is sim ilar to  th e  estim ation algorithm  used for generalised linear models. T he param eters 
are assigned s ta rtin g  values which are typically generated w ith the  generalised ex­
tended kahnan  filter and sm oother (Fahrm eir (1992)) or a  generalised linear model, the 
la tte r of which forces each covariate-response relationship to  be constant. A t each iter­
ation working observations and weights are calculated as described in section 2.3, and 
f3 is u pdated  by applying the  K ahnan filter and  sm oother (A lgorithm  2 below) to  these 
pseudo data . T h e  algorithm  is itera ted  until convergence of successive estim ates, while the  
hyperparam eters ($ , Eg, /Xq, Eq) can be  estim ated by optim ising a  d a ta  driven criterion or 
using the  EM  algorithm . In  addition to  th e  th ree  m ain approaches to  estim ation outlined 
above, num erous alternatives have also been proposed. T hese include approxim ating the  
posterior density  by piecewise linear functions (K itagaw a (1987)), using num erical inte­
g ra tion  m ethods (Fruhw irth-Schnatter (1994)), and  partic le filters K itagaw a (1996), none 
of which are use here.
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A lg o r i th m  2. Kalman filter and smoother
For iteration j  let b ^ |r =  E [/3 i|y i,. . .  ,y r ]  and Vi\x =  V ax[^ j|y i,. . .  ,y r ]  be the estimate 
and variance o f  given data up to yr-
1. Initialise the process by setting  bo|o — hq and Vo|o — So-
2. For i  =  1 , . . . ,  n  calculate the Kalman filter estimates and variances Vm xising 
the equations
in  w h ich W {0 ^ ^ )  is the diagonal weight matrix with elements given by equation (2.5).
3. For t  =  n , . . . ,  1 calculate the Kalman smoother estimates b^|„ and variances V<|„ 
using the equations
b<-i)n =  +  5»(bj|n -  b<|i_i),
K - l | n  =  ,
B i  =
4- Set  =  bf|„ fo r  all i.
2.6.2 Tem poral stochastic processes
Stochastic processes are commonly used to  model trends and  correlation in tem poral data, 
and  reviews are given by Cox and Miller (1968) and Chatfield (1996). In the  air pollu­
tion lite ra tu re  autoregressive processes have been used for th is purpose (see for example 
Schwartz e t al. (1996)), including w ithin the  context of a  dynam ic generalised linear model 
(Chiogna and  G aétan  (2002)). An autoregressive processes of order p  (denoted A R (p)) is 
a  discrete tim e processes which is given by
Vi — OiVi--i +  . . .  4- BpVi^p +  6i, (2.10)
where Ci is a  zero m ean random  error th a t  is typically assum ed to  be G aussian. The 
evolution of the  process is controlled by the  s ta te  param eters 6  =  { 6 i , . . . ,d p ) ,  which
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determ ine its  defining characteristics such as m ean, variance and sta tionarity  (see below). 
An autoregressive process is a  special case of the  wider class of autoregressive integrated 
moving average processes (ARIM A(p,d,q) Box and Jenkins (1976)) th a t  have a  general 
form given by
ÿ(B)(l -  B f V i  =
Here B  denotes th e  backshift operator, m eaning th a t V i- i  =  BVi,  while 4> and 
polynomials in B  given by 4>{B) =  l - 6 \ B  — . . .  - 6 p B ^  and  ip{B) =  1 + 0 i B +  . +
respectively. T he com ponent (1 — B)*  ^ allows th e  processes to  be differenced, which is 
typically required if the  d a ta  being modelled have a  tim e-varying m ean or variance. T he 
autoregressive com ponent of th is model is specified by (t>(B)Vi, and  (2.10) is obtained by 
setting  d  =  0 and  i/’(B ) =  1. An im portan t subclass of tem poral processes are those th a t  
exhibit tim e invariant characteristics, which are called stationary. A tem poral process is 
strictly  s tationary  if the  jo in t distribution of / ( K i , - . . ,  V<„) is the  sam e as the  jo in t distri­
bu tion  of f{V ii+ T , . . . ,  Vî„+t ) for all i  and  t .  However th is  criteria is overly restrictive and 
is rarely achieved in  practice. As a  result a  weaker crite ria  called second order stationarity  
is m ore often used. A  stochastic process is second order s ta tionary  if
•  E [K ] =  It,
•  Cov[Vi,yi+.r] = 7 ( t )  for all Ï,
•  T he m ean and covariance are finite.
S tric t s ta tionarity  forces the  d istribu tion  of the  tem poral procœ s to  be constan t over 
tim e, while second order only restric ts the  m ean and  covariance function in th is way. 
S trict s ta tionarity  implies second order s tationary  b u t the  reverse is n o t tru e  unless the 
d a ta  are Gaussian. T he sta tionarity  of an  ARJMA process depends on <I>(B) and  d, and 
if the  la tte r  is g reater th an  zero the  process is non-stationary. In con trast if d  =  0 the 
process is s ta tionary  as long as the  roots of <ÿ(B) lie outside the  un it circle. In  particular, 
a  first order autoregressive process is s tationary  if i^il <  1 .
2.7 V ary ing  coefficient m odels
Varying coefficient models (VCM, H astie and T ibshirani (1993)) extend generalised linear, 
additive and dynam ic models by incorporating interactions between pairs of covariates. 
T he response d a ta  come from an exponential family d istribu tion  / ,  whose m ean is related 
to  covariates and  by a  known and invertible link function g. T he first
se t of covariates have th e  sam e m eaning as in previous sections, while their corresponding 
regression param eters a re  functions of the  second set . These additional covariates
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are called effect modifiers, and the  param eter functions can be simple param etric forms 
or flexible sm ooth functions. A  varying coefficient model is given by
Vi ~  /(V fl/^) k r  i  =  l , . . . , n ,
=  »?i =  A) + (2. 11)
and a  num ber of sim pler models can be  regained by particu lar specifications of and 
/3;-(ry). These include:
•  a  generalised linear model if 0 j(r i j )  =  0 j ,  a  constant function;
•  a  generalised additive model if Xij =  1 and 0j[rij)  is a  non-param etric sm ooth 
function;
•  a  dynam ic generalised linear model if r tj  =  i and  0 j( i )  ~  N{4>0j{i — l),ff^ ).
In  addition  to  these special cases setting  r y  =  i results in a  tim e-varying coefficient model 
(TVCM ), which is used in chapter five to  investigate the  possibility of tem poral variation 
in th e  pollution-m ortality  relationship. A brief review of estim ation for varying coefficient 
m odels is given below.
2.7.1 Estim ation
Varying coefficient models are too  general for a  single estim ation algorithm , and additional 
assum ptions ab o u t 0j{r ij)  are required. If the  model reduces to  the  simplified forms 
above estim ation using Bayesian or likelihood m ethods is straightforw ard and  has been 
described in  previous sections. I f / î j( ry )  are additive param etric functions, th a t  is /3 j(ry ) =  
Wi(ry)"^6> for known W{(ry) and unknown param eters 6,  estim ation is also straightforw ard 
because the  model reduces to  a  generalised linear model. In  con trast if /3j(ry ) are sm ooth 
non-param etric functions estim ation can be  based on the  penalised least squares criterion 
proposed by H astie and  T ibshirani (1993).
2.8 M e asu rem e n t e r ro r  m odels
M easurem ent error is a  general term  used to  encompass situations where the  observed d a ta  
do  not represent th e  quan tity  of interest exactly. I t  can occur in bo th  response variables 
and covariates, b u t only the  la tte r  are discussed here because error in y  is no t investigated 
in  th is thesis. In  chapter six the  existence of m easurem ent error in the  am bient pollution 
d a ta  is invœ tigated, and  a  brief review of m easurem ent error models is given below. More 
com prehensive discussions are given by Fuller (1987) and Carroll e t al. (2006), w hich focus
24
on linear and non-linear m odels respectively. M easurem ent error models are based on four 
quantities
•  yn x i - a  vector of response variables;
•  Xnxi ■ a  vector of tru e  unobserved exposures ;
•  Wnxi - a  vector of observed exposures th a t  are mis-m easured version of x;
•  Znxg - a  m atrix  of q covariates th a t  are measured exactly.
The jo in t likelihood of these quantities can be decomposed into
/ ( y ,x ,w |Z )  =  / ( y |x , w ,^ ) / ( x ,w |^ ) ,  (2 .12)
where the  covariates are conditioned on because they are fixed and  known. T he first 
elem ent of (2 .12) is an  exposure-response model, which can be any of the  regression models 
described in previous sections. However it is typically simplified to  / ( y |x , 2 )  by assuming 
the  m easurem ent error is non-differential, th a t  is y  and w  are conditionally independent 
given X. T he second elem ent in (2.12) is a  m easurem ent error model, which represents the  
relationship between th e  unobserved exposure x  and the  m easured surrogate w . There 
are two types of m easurem ent error model, called classical and  Berkson, b o th  of which are 
outlined below.
2.8.1 Classical m easurem ent error
Classical m easurem ent error models decompose / ( x ,  w |Z ) into / ( w |x ,  Z ) f { x \ Z ) ,  the  first 
element of which is a  conditional model for the  m easured surrogate w  given the true  
(unobserved) exposure x . Two common classical m easurem ent error models are called ad­
ditive and  error calibration, and  are given by (i) and (ii) below. In  bo th  cases / ( w |x ,  Z)  =  
n r = i  Zj), a  p roduct of independent models for each observation.
(i) tt»i ~  N(xj,cr^) for i =  1, . . .  ,n
(ii) Wi ~  H (0 i+ $ x X i  + zj6,<j^)  for i =  1 , . . .  ,n
In  the  sim ple additive form ulation the  observed surrogate is assum ed to  be correct on 
average ( th a t is E[u7j|xi] =  Xj), while in  model (ii) the  surrogate is biased. B oth models 
specify an  additive relationship  between (ujj,Xi), and  a  fu rther alternative is to  use a 
m ultiplicative error m odel Wi =  Xiti,  where «i is a  zero m ean G aussian error w ith variance 
tr^. T he rem aining term  f { x \ Z )  can be  based on knowledge of the  true  exposure or
represent p rior ignorance, and  in the  la tte r  case a  common choice is nr=i^(®*lM>'^^)i
where is large. In  a  Bayesian setting  / ( x |Z )  acts as a  prior for the  unknown exposure
X.
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2.8.2 Berkson m easurem ent error
In  con trast Berkson m easurem ent error models set / ( x ,  w , Z ) =  / ( x |w ,  Z ) / (w |Z ) ,  where 
the  first te rm  is a  conditional m odel for th e  true  exposure x  given the  m easured surrogate 
w . Two com m on Berkson models are called additive and  regression calibration, and are 
given by (iii) and  (iv) below. In  common w ith  th e  classical models /  (x]w , Z ) is a  product 
of independent d istribu tions for each observation.
(iii) Xi N(u;<,i7^) f o r i  =  l , . . . , n
(iv) Xi ~  N (0 i +  + 2^ 6 , (T )^ f o r i  =  l , . . . , n
In  the  sim ple additive m odel the  tru e  exposure is assum ed to  be equal to  the  surrogate 
on average ( th a t is E[x<|u»i] =  tVj), b u t th is is no t tru e  for (iv). As w ith  classical models
a  m ultiplicative alternative can  be  used, which is im plem ented using an  additive model
on the  log scale. In  th e  Berkson model / ( w |Z )  can be  ignored because w  is a  known 
m easurem ent, m eaning th a t  its d istribu tion  is redundant. The choice between classical 
and Berkson m odels will depend on the  s tructu re  of the  problem  as well as the  set of 
available d a ta , and  further details are given by Carroll e t al. (2006).
T he m easurem ent error models described above can only be  used if additional d a ta  are 
available, because (y ,w ,Z )  are no t sufficient to  estim ate the  m easurem ent error process. 
Exam ples of such additional d a ta  include repeated m easurem ents of w , observed tru e  ex­
posures X for a  subset of the  n  observations, or ex ternal d a ta  including observed values 
of X and  w . T he identifiability of a  proposed model m ay also depend on the  assum ptions 
m ade ab o u t th e  m easurem ent error process, and there are two generic classes, functional 
and  structu ra l. Functional models are d istribu tion  invariant and  specify m inim al assump­
tions ab o u t the  m easurem ent error process. In  con trast s tructu ra l models (such as (i) to 
(iv)) are fully param etric, and  specify probability d istributions for / ( w |x ,  Z) or / ( x |w ,Z ) .  
T he choice betw een functional and  s tructu ra l models determ ines the  m ethod of estim ation 
and inference th a t  can be used, w ith  s tructu ra l models enabling likelihood and  Bayesian 
m ethods to  be  applied. In  contrast functionai models do not specify a  proper likelihood, 
and estim ation is typically based on regression calibration and the  SIMEX algorithm . A 
brief outline of estim ation techniques for m easurem ent error models is given below, while 
a  m ore com prehensive trea tm en t is given by C arroll e t al. (2006).
2.8.3 E stim ation
T he m easurem ent error models applied in  chapter six are based on log norm al distributions, 
so only stru c tu ra l estim ation techniques such as likelihood and Bayesian m ethods are 
outlined here. T he param eters in the  model are collectively denoted by fî, which can be
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estim ated by maximising the  jo in t likelihood of (y, w ) given by
/ ( y ,w |Z , f l )  =  j  / ( y ,x ,w jZ ,f î ) d x .  {2.13}
As previously described / ( y ,x ,w |Z , f î )  can be  factorised into classical or Berkson error 
models:
Classical / ( y , x ,w |2 , f î )  =  / ( y |x ,  Z , w i) / (w |x ,  Z, W2) / (x |Z ,  W3) or 
Berkson / ( y ,x ,  w j^ , f î )  =  / ( y |x , 2 ,  u > i)/(x |w , ^ ,W 2) / ( w |2 , W3),
where f î  =  (W],W2 ,W3), However in th e  Berkson setting  w  is assum ed to  b e  a  known 
covariate, m eaning th a t  (2.13) is replaced by
/ ( y |Z , w ,n )  =  J  / ( y |x ,Z ,u ; i ) / ( x |w ,Z ,a > 2)dx, (2,14)
w here w  has been conditioned o u t of the  jo in t Ukelihood. Likelihood m ethods estim ate 
Cl by m axim ising / ( y ,w |Z ,  f l)  or f { y \ Z , f l ) ,  where u>\ is of prim ary interest because it 
describes th e  relationship between the  response y  and th e  tru e  exposure x . N either (2.13) 
nor (2.14) are typically available in closed form, and  estim ation can be  achieved using 
a  variety of techniques th a t  account for the  integral over x  In  simple problem s where 
the  likelihood can be com puted or well approxim ated analytically can be  estim ated by 
iterative num erical m ethods. A n example is th e  work of Schafer (2001), who uses the  EM 
algorithm  for estim ation in  sem i-param etric s tructu ra l models. In  more com plex prob­
lems m onte-carlo techniques can be used to  approxim ate / ( y ,w |Z ,  f i)  or / ( y |Z ,  f ï) ,  an 
exam ple of which is given by Geyer and Thom pson (1992). A lternatively m easurem ent 
error m odels can  be viewed as missing d a ta  problems (where x  is a  m issing covariate), 
and  estim ation m ethods can be borrowed from th a t  literature (for a  review see L ittle  and 
R ubin (2002)).
Bayesian m easurem ent error models comprise one of the  likelihoods given by equations 
(2.13) or (2.14) and  a  prior / ( f î ) ,  th e  la tte r  of which is a  p roduct of m arginal and  condi­
tional distributions. Bayesian inference is based on the  posterior d istribution of f t ,  which 
for classical and Berkson models is proportional to
Classical / ( H jy ,w ,Z )  cc / ( f î )  ^  / ( y |x ,  Z , w i) / (w |x ,  .Z, W2) / ( x |2 ', w a)dx or 
Berkson / ( f l |y ,w , .^ )  c( / ( f i )  j  / ( y |x ,  Z ,w i) / ( x |w ,  Z,W2 )dx.
T he posterior d istribu tion  is typically calculated using Markov chain m onte carlo sim-
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Illation, where x  is trea ted  as additional param eters to  be estim ated. B oth  Gibbs and 
M etropolis-Hastings algorithm  have been used, and examples include conditionally inde­
pendent models (Richardson and  Gilks (1993)), non-linear regression models (Dellaportas 
and  Sm ith (1993) and B erry e t al. (2002)), and  G aussian m ix ture models (Richardson 
e t al. (2002 )).
2.8.4 A ttenuation and bias
Covariate m easurem ent error typically causes non-m easurem ent error models to  produce 
biased estim ates of the  regression param eters, and except for the  simple linear model 
Vi ~  N(A) +  <7( ) ,  the  n a tu re  of th is bias is largely unknown. In  th is simple case
replacing X  by w  yields the  m odel ~  N (^0+ ^u’*^ »i which e s t i m a t e s i n s t e a d  of the  
relationship of in terest ^x- As x  is unknown can only be estim ated using m easurement 
error m ethods, and  a  simple classical model is given by
Vi ~  N(A) +  /3,ii,CTf),
Wi N (z i,p ^ ), (2.15)
Xi ~  N (/i,(r2).
Fbr th is m odel it can be shown (for details see Fuller (1987)) th a t  13  ^ =  so
ignoring m easurem ent error and naively replacing x  w ith w  results in a  biased estim ate 
of 0x- T his bias is known as attenuation , and shrinks ^ x  tow ards zero by a  factor of 
o i / { o i  +  o i ) ’ In addition, allowing for m easurem ent error inflates the  variance from 
Var[y,-|tüj) =  using th e  simple linear model to  Var(ÿi|i<] =  0-^4- if (2.15) is used.
In con trast for the  Berkson error model
Vi ~  ^[Po +  ^xX u a ]) ,
Xi ~  N(U,,,(T^),
there is no attenuation , m eaning th a t  /3w =  0X‘ However in common w ith the  classical 
model incorporating m easurem ent error inflates the  variance to  Var[yj|n<] =  + 0x'^u‘
Although the  efl’ects of m easurem ent error are well known for th e  Gaussian linear model 
above, the  corresponding effects for more complex linear and  non-linear models have no 
exact analytical representation.
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2.9 S p a tio - te m p o ra l m odels
Spatio-tem poral models extend those described in the  previous six sections by incorpo­
ra tin g  th e  spatial s tru c tu re  in the  data . Spatial d a ta  can be observed a t  any point in 
a  continuous region (geostatistical) or a t  a  set of discrete points or sub-regions (lattice 
d a ta ), and  while air pollution d a ta  are geostatistical, m ortality  counts are an  example 
of la ttice  d a ta . T he spatio-tem poral regression models used in chapter six only apply to 
the  pollution d a ta , so a  brief review of geostatistical spatia l models is given below. For 
m ore general reviews of spatial and  spatio-tem poral models, see Banerjee et al. (2003) and 
Schabenberger and  Gotway (2005). Letting  îü<(s) denote a  spatio-tem poral observation 
on day  i a t  spatia l location s  =  [«1, 82], the  spatio-tem poral regression model used both  
in chap ter six and the  wider air pollution lite ra tu re  has th e  general form
5 {i^t(sj)) ~  N (p (z i(s i)),c rf/) for t =  l , . . . , n  1 =  1,
g ix i(s i))  =  R (s ij5 )- l-y i(s j |0 ). (2.16)
T he function g is a  known transform ation such as n a tu ra l log or square root, which is 
applied to  ensure the  d a ta  are close to  Gaussian. T he first line of equation (2.16) is a  m ea­
surem ent error model, specifying th a t each observation is equal to  its  true  (unobserved) 
value g(i{(sO ) plus classical m easurem ent error. A t the  second stage th is unobserved value 
is represented by a  m ean m odel /it(sj|Q ) and a  spatio-tem poral stochastic process t» (s(|^ ) , 
the  la tte r  of which models tem poral and spatial correlation between the  observations. T he 
m ean function can be  a  spatio-tem poral extension to  any of the  models discussed in pre­
vious sections, while th e  spatio-tem poral process is discussed in more detail below. T he 
m odel in  equation (2.16) is very general, and  for estim ation to  be im plemented further 
assum ptions are required. Likelihood based m ethods use m axim um  likelihood and gener­
alised least squares algorithm s, while Bayesian m ethods incorporate M CM C simulation. 
A  Bayesian sim ulation algorithm  for a  p articu lar specification of th is model is outlined in 
chap ter six, while more general reviews of estim ation are presented by Gotway and S troup 
(1997) and W ikle e t  al. (1998).
2.9.1 Spatio-tem poral processes
A spatio-tem poral stochastic process is a  collection of random  variables
V  =  { % ( s ) | s 6 D c R ^ i E l , 2 , . . . } ,
which s it in a  continuous spatial dom ain D.  T he processes used in chapter six are Gaussian 
w ith zero m ean, because they  allow correlation to  be specified through th e  covariance mar 
trix . T he values in  th is m atrix  are typically specified by a  param etric covariance function,
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and a  common simplification is th a t  it is separable in  tim e and space. T his separability 
has two forms m ultiplicative or additive, which occur if the covariance function can be 
w ritten  as
Cov[V<(s),Vi+T(s +  h)] =  7 , ( s , s  +  h )7 i ( î , ï  +  r )  or
C ov[% (s),K + r(s +  h)] =  7a (s ,s  +  h) +  7 i(* .i +  T),
the  p roduct or sum  of spatial 7 *(s, s  +  h )  and tem poral 7 j(i, i +  r )  covariance functions. 
Separable covariance functions are commonly used in the  air pollution lite ra tu re  (see for 
exam ple Shaddick and Wakefield (2002) and Zhu e t al. (2003)) because they are com­
pu tationally  cheaper to  im plem ent th an  non-separable alternatives. However separable 
functions are restrictive because they  do no t allow space-tim e interactions, m eaning th a t  
the  spatia l covariance s tructu re  a t different tim e points is identical. T he covariance func­
tions used in chapter six are separable for the  reasons outlined above, b u t examples of
non-separable covariance functions are given by Cressie and H uang (1999) and Gneiting 
(2002). As tem poral stochastic processes were discussed in section 2.6.2, th e  rem ainder of 
th is section focuses on spatial processes.
A  geostatistical spatia l process is also known as a  random  field, and is a  collection of 
correlated random  variables V =  {V (s)|s  e  D  c  Two subclasses are those th a t are 
stationary  and isotropic, which force th e  process to  exhibit spatially  invariant characteris­
tics. A spatial random  field is s tric tly  s ta tionary  if its d istribu tion  is invariant to  a  change
in the  coordinates, th a t  is if / ( V ( s i )  V'(sfc)) is th e  same as / ( ^ ( s i - | - h ) , . . . ,  V(sfc-Fh))
for any k  and  h  G S'*. However in com m on w ith  tem poral processes th is  is overly restric­
tive, and a  weaker crite ria  is second order stationary. A spatial process is second order 
s ta tionary  if
•  ^[V (sj)] =  Ii,
•  Cov[V’(Sj), V’(sj -f h)] =  7 (h ) for all i  and h  E R “^,
•  the  m ean and covariance are bo th  finite.
S ta tionarity  forces the  covariance betw een (V (s), V(s-l-h) to  only depend on the  separation 
vector h , m eaning th a t  the  covariance of two observations does no t depend on the  original 
spatial location s. A further sim plification is isotropy, which occurs if Cov[V(sj), V (st 4- 
h)] =  7 ( ||h ||)  where ||. || denotes th e  Euclidean norm. A common class of s tationary  and 
isotropic covariance functions is th e  M atern  class (M atérn (1986)), whose general form is 
given by
C ov[V[si),V{si +  h)] =  2 K , { e \ M )  for >  0.
30
In  the  above equation /iTj/(0||h||) is a  modihed Bessel function of the  second kind, and 
{u, 6, <T^ ) are param eters th a t  control the  strength  of the  correlation. Two special cases 
are the  Gaussian and  exponential correlation models, which occur when v  =  oo and 
u  =  1/ 2 , resulting in
G aussian 7 ( | |h | |)  =  e x p ( -0 ||h |p )  and
exponential 7 ( | |h | |)  =  e x p ( - 0 | |h ||)
respectively. A lthough th e  m ajority  of studies th a t  m odel th e  underlying pollution surface 
use s ta tionary  and  isotropic covariance functions (see for example Shaddick and  Wakefield 
(2002)), non-stationary  and  non-isotropic alternatives have been used, no tably  by Puentes
(2002) and  Puentes and  R aftery  (2005).
2.10 M o d e l se lec tio n  an d  ad eq u acy
T he aim  of regression m odelling Is to  produce a  good description of y  in term s of its 
covariate risk factors, which may be achieved by a  num ber of candidate models. This 
set of models m ay differ in  a  num ber of respects including the  probability model for y; 
the  link function g\ th e  m atrix  of covariates X; the  form in which each covariate enters 
the  m odel (for exam ple as a  linear effect or an unknown sm ooth function); and the prior 
d istribu tion  f { 6 )  (Bayesian analyses only). Changing any of these factors m ay affect the 
substantive conclusions draw n from the  analysis, and a  num ber of m ethods for facilitating 
m odel choice are available. These m ethods address tw o re la ted  problems;
1. Given a  selection of candidate models th a t  appear to  describe the  d a ta  well, which 
m odel or models should be used for inference?
2. O nce a  ‘final’ model has been chosen, how can i t ’s adequacy as a  description of the 
d a ta  be  assessed?
B oth of these are addressed below, although the  distinction  between selection and ade­
quacy is som ew hat a rb itra ry  because m ost of the  m ethods can  be used for b o th  purposes. 
However th e  techniques described in th is  section should no t be  used in isolation, b u t ra ther 
in conjunction w ith  personal judgem ent and  experience.
2.10.1 M odel selection
T he m odel selection techniques outlined below are split in to  two types, those th a t mear 
sure how well a  m odel fits a  set of d a ta  and those th a t  com pare the  perform ance of two 
com peting models.
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Overall measures of model fit
Schem atically a  regression model partitions th e  variation in a  d a ta  set into
D a ta  =  F it  +  Residual,
in which ‘F it ’ represents the  variation explained by the  model, while ‘Residual’ represents 
the  unexplained variation. For a  d a ta  set y  a  regression model M  lies between two ex­
trem es, th e  null and sa tu ra ted  models. T h e  null m odel only contains an  in tercept term , 
effectively assigning all the  variation in th e  d a ta  to  the  residual com ponent. In  contrast 
the  sa tu ra ted  model has an  equal num ber of d a ta  points and  param eters, effectively as­
signing all the  variation to  the  fit com ponent. Consequently th e  adequacy of a  model 
can be  described by the  proportion of variation it assigns to  the  fit com ponent, w ith  
b e tte r  perform ing models having sm aller residual term s. This can be m easured by the 
log-Iikelihood C { 6 \y ,M ) ,  w ith  larger values indicating a  b e tte r fit to  the  data. T he vector 
of param eters {6) can be  estim ated by m axim um  likehhood m ethods, and  C { d \y ,M )  Ues 
between th e  corresponding values for the  null an d  sa tu ra ted  models (denoted by |y )
and  C{6max\y) respectively). Fbr th e  sa tu ra ted  model th e  fitted  values are equal to  the 
observed d a ta , m eaning th a t  C{6max\y) is the  m axim um  value th a t can be  obtained for 
these d a ta . T he adequacy of a  m odel is typically assessed by
D { è \ y , M )  =  2 [ a é „ ^ i y )  -  £ ( è |y ,^ ï ) ] ,
which is called the  deviance (Nelder and  W edderbum  (1972)) and represents the  difference 
between M.  and  the sa tu ra ted  model. Therefore a  set of candidate models can be com pared 
by calculating their respective deviances, w ith sm aller values suggesting a  b e tte r  fit to  the  
data . T he deviance can also be used to  assess the  adequacy of a  single model ra th e r th an  
as a  com parative tool. I f  model A I is an  adequate description of the  d a ta
D (é |y ,A f ) '= '5 5 '" x L „
where g is the  num ber of param eters in m odel A t. T he approxim ation improves asym p­
totically  as the  num ber of d a ta  points increases, and  large deviances (typically values 
th a t  occur less th an  5% of the  tim e under a  Xn-q  d istribution) suggest th a t  M  is no t 
an  adequate description of th e  data . However th e  deviance does n o t take into account 
the  num ber of param eters in a  model, so the  addition of an ex tra  covariate will lower the  
deviance (suggesting a  b e tte r fit to  the  d a ta )  regardless of w hether it is causally re la ted  to 
y . As a  result model selection is typically based on alternative criteria, th a t  account for 
the  num ber of param eters in a  model. A num ber of these crite ria  still m easure closeness 
to  the  d a ta  using the  deviance, b u t include a  second term  th a t  penalises models w ith  an  
excessive num ber of param eters. Two exam ples are Akaike’s inform ation criterion (AIC 
Akaike (1973))
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A I C _ % 4 )  +  ^ ,
n  n
and generalised cross validation (GCV)
w here in bo th  cases q is th e  effective num ber of param eters in model M ,  and  small values 
suggest a  good fit to  the  data . O ther m odel selection criteria include Bayesian information 
criteria (BIG), Mallow’s Cj, and  the  PRESS criterion, b u t A IC and  GCV  are listed here 
because they are used in chapters four and five. However determ ining the  effective number 
of param eters in  a  model m ay n o t be straightforw ard, especially if it has a  hierarchical 
s tructu re  such as a  dynam ic generalised linear model. T he param eters in th is model are 
restric ted  by an  autoregressive constrain t, m eaning th a t  the  effective num ber of param e­
ters is m uch less th an  the  to ta l used in the  model. As a  result estim ating th is quantity  is 
no t straightforw ard, a lthough it is typically approxim ated by the  trace  of th e  generalised 
h a t m atrix  (R uppert e t al. (2003)).
T he crite ria  described above are used for likelihood based inference, and a  Bayesian al­
ternative is the  Deviance Inform ation C riterion (DIG Spiegelalter e t al. (2002)). T he 
Bayesian deviance for m odel M  is given by D g (6 |y , Ad) =  —2 C (0 \y ,M ) ,  which differs 
from the  Ukelihood definition by th e  constant 2C{6max\y)- However there are no natu ra l 
point estim ates in a  Bayesian setting , and  D g (8 |y , M )  can be  estim ated in two ways.
(i) Set D g(y |A d) =  D B { d \ y ,M )  where B is the  posterior m ean of 6.
(ii) Average the  deviance over the  posterior d istribution  of 6, th a t  is set 
D a.v(y \M )  =  E [D (0 |y , Ad)|y). T his can be  estim ated by sim ulation as D av(y|A d) =  
( l / ^ ) S j = i  D [ 9 '^ ^ \y ,M ) ,  where are L  samples from  the  posterior distri­
bu tion  of 6.
Here D ^(y |A d) is always sm aller th an  D av(y |A d) because 6  provides a  b e tte r fit to  the 
d a ta  then  averaging over th e  posterior d istribution. As a  resu lt Pd { M )  =  D av(y|A d) -  
£>g(y|Ad) represents the  effect of m odel fitting, and is a  m easure of the  effective number 
of param eters in a  Bayesian model. T h e  deviance inform ation crite ria  is given by
DIC(Ad) =  D ^ { y \M )  + 2Pd {M ) ,
in which the  first term  m easures m odel adequacy. T he second term  penaUses models 
w ith  an  excessive num ber of param eters, and in common w ith  th e  criteria outlined above 
b e tte r perform ing models have lower DIC(Ad). Comprehensive reviews of model selection
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techniques axe given by H astie and  T ibshirani (1990), Miller (1990), Fahrm eir and  Tutz 
(2001) and R uppert e t al, (2003).
Comparing two specific models
T he model selection techniques described above are based on objective criteria, and an 
alternative stra tegy  is to  directly com pare two sim ilar models by m eans of a  hypothesis 
test. For exam ple the  explanatory power of a  covariate w  can be  assessed by carrying out 
a  test on two nested models. Let M o  be  a  candidate model w ith  q free param eters, 
and  consider an  extension M \  — M o  +  w  which has p  free param eters where p >  q. The 
statistica l significance of w  can be tested  by calculating the  te s t statistic
_  _  D{9\ y , Mo)  -  D { d \ y , M \ )  approx o 
^ "  a[4>) ^
which has an approxim ate X p -, distribution  if M o  is an  adequate description of the  data. 
This te s t is approxim ate for a  general exponential family d istribu tion  b u t has an exact 
F p _ ,,„_ p  distribu tion  if y  is a  m ultivariate Gaussian. T his te s t also forms the  basis of 
stepwise regression, an  au tom atic variable selection algorithm  for regression models. T he 
algorithm  is initialised a t  a  sta rtin g  model, which can be either of the null or sa tu ra ted  
models. A t each step  the  algorithm  carries ou t the  hypothesis tœ t described above, to  
determ ine w hether an  additional variable should be added (a  forward step) or removed 
(a backward step) from the  current model. T he algorithm  term inates when the  model 
reaches a  steady  s ta te  in which no variables can be  added or removed. Stepwise regression 
is a  fully algorithm ic procedure which does n o t incorporate hum an judgem ent, and  should 
therefore be  used w ith  caution. T he s ta rtin g  m odel may affect the  final model, while all 
possible com binations of covariates are no t com pared. F urther details of stepwise regres­
sion and  o ther m odel selection tests are given by Miller (1990).
Bayes factors (Kass and  R aftery (1995)) a re  a  Bayesian alternative to  hypothesis tests, 
which com pare a  series of nested or non-nested models M o ,  M i , . . .  ,M r -  T he models are 
compared v ia  their posterior model probabilities / ( A i t | y ) ,  which indicate the  likelihood 
of the  d a ta  originating from each model. T hese probabilities are based on the  prior f { M k )  
and the  d a ta  likelihood /(y [A d fc), m eaning th a t  posterior m odel probabilities are given by
f ( M k \ y )  = Y : l ! f f i y \ M l ) f ( M k )  ^
However Bayes factors make the  unrealistic assum ption th a t  only r  candidate models exist, 
and are further com plicated by the  choice of prior which m ay no t be  straightforw ard.
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2 .1 0 .2  M o d e l  a d e q u a c y
Once a  final model has been chosen its  adequacy as a  description of th e  d a ta  should 
be  assessed. A  broad range of model checking m ethods are available, including overall 
m easures of m odel adequacy, sensitivity analysis, residual based m ethods and  posterior 
predictive checking, all of which are outlined below.
Overall measures of model adequacy
Num erous m easures of model adequacy have been proposed, including the  deviance-%^ 
te s t described in  th e  previous section, and  Pearson’s goodness of fit test. T he la tte r  of 
these m easures the  d istance between y  and  the  fitted  values from the  model, and  the  test 
sta tis tic  is given by
where /Xj denotes a  fitted value from  the  model. If the  model is adequate T  has an 
approxim ate Xn-q  d istribution, where q is the  effective num ber of param eters in  the  model. 
F u rther details of these and o ther tes ts  of model adequacy are given by Fahrm eir and  Tutz 
(2001) and  Dobson (1990).
Sensitivity analysis
Sensitivity analysis applies a  set of candidate models to  the  d a ta  to  determ ine w hether the 
choice of model affects the  results. These models typically differ in a  single aspect such as 
their prior, and  if the  results a re  robust to  sm all changes in m odel specification conclusions 
can be based on any of the  cand idate  models. However if the  candidate models produce 
significantly different results they  should be  trea ted  w ith  caution, and  th e  cause of these 
differences should be investigated. In  a  Bayesian setting  sensitivity analysis is commonly 
used to  assess the  im pact of th e  priors, and  is carried ou t here in chapters four to  six.
Residual based methods
Residual variation describes the  difference between y  and the  fitted  model A i, and  if the 
la tte r  is a  good description of the  d a ta , i t  will resemble independent random  fluctuations 
th a t  contain no s tru c tu re  or correlation. T his variation can be m easured by a  num ber 
of m etrics, a  review of which is given by  Fahrm eir and  T u tz  (2001). T he sim plest is the  
raw residual f j  =  j/i -  which m easures the  absolute difference between the  d a ta  and 
the  model. However these residuals are no t ideal because each f< m ay have a  different 
variance, m eaning th a t  outliers are difficult to  detect. As a  result standardised  residuals
=  for i =  l , . . . . n ,
VVar[ÿi]
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are typically used for m odel assessment, and can be com pared agtunst ±1.96 to  identify 
possible outliers. In addition  they  can be used to  check the  d istribu tional assum ption for 
y , by plo tting  the  ordered against quantiles of th e  s tan d ard  G aussian distribution.
A straigh t line suggests the  d istributional assum ption is adequate, while curves suggest 
th a t  a  heavier or lighter ta iled  distribution is appropriate. Furtherm ore any s tructu re  in 
the  residuals can be  exam ined graphically, by plo tting  them  against a  range of covari­
ates such as observation num ber. T he presence of un-m odelled correlation in  y  can also 
be  investigated using the  residuals, by calculating the  sam ple autocorrelation and  partia l 
autocorrelation functions of (for details see Box and Jenkins (1976)). In  the  like­
lihood paradigm  the  residuals are based on th e  m axim um  likelihood estim ate 6, whereas 
for a  Bayesian analysis the  posterior mean, m edian, or m ode could all be  used. Instead r, 
can be sum m arised by a  Bayesian residual distribution
which averages over th e  posterior uncertain ty  in d  removing the  need for a  specific estim ate. 
Consequently the  likelihood residuals based on 6  can be  thought of as an  approxim ation 
to  this residual d istribution . I t  can be estim ated by sim ulation as
where Var(t/i]^^) are based on the j t h  sam ple from f{B \y ) .  Each is called a  
realised residual and fu rther details o f Bayesian residuals a re  given by P e tt it  (1986) and 
Gelm an e t al. (2003).
Posterior predictive checking
Posterior predictive checking (R ubin (1984) and  G elm an e t al. (1996)) is a  Bayesian tool 
for assessing m odel adequacy w ith  respect to  a  p articu lar facet of the  d a ta . If th e  model 
describes th is facet of the  d a ta  well then  replicated d a ta  generated by the  model should 
be sim ilar to  y . T h a t is y  should be likely under its  posterior predictive distribution
where y ’’®'’ denotes d a ta  generated from the  model. T he posterior predictive distribution 
can be approxim ated by sim ulation, sam pling $  from  its posterior d istribution and  y ’’*'’ 
fi'om f { y \0 )  given the  sam pled value of d. Using the  posterior predictive distribution 
m odel adequacy can be assessed by a  te s t sta tis tic  or discrepancy m easure T (y , 6), which 
is a  scalar sum m ary of the  d a ta  and  param eters. T he likelihood of y  originating from the 
chosen model is assessed by its  posterior predictive p-value
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Pfî =  r [ T ( y ^ * ^ , t f ) > r ( y .0 )|y],
which m easures the  extrem ity of the  observed te s t quan tity  when com pared w ith  its pos­
terior predictive distribution. T he posterior predictive p-value can be calculated from L  
sam ples as the  proportion for which >  T (y ,0 ^ ^ ). A  pre­
cursor to  posterior predictive checking was prior predictive checking (Box (1980)), which 
com pares y  to
the  m arginal d istribu tion  of replicated d a ta . T his is called the  prior predictive distribution, 
and can also be estim ated by sim ulation sam pling from  f { 6 )  followed by f{y''^^\6).  In 
particu lar the  prior predictive d istribu tion  has no dependence on the  observed data , and 
samples of 6  are draw n from the  prior ra ther th an  th e  posterior. As a  result prior predictive 
checking is sensitive to  the  choice of prior, and  is undefined if an im proper prior is used 
which lim its i t ’s u tility  especially in complex models.
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C hapter 3
Air pollution and m ortality studies
T he association between short-term  exposure to  air pollution and  m ortality  (or m orbidity) 
is typically estim ated from ecological d a ta  using Poisson linear or additive models. These 
d a ta  typically comprise area level sum m aries of m ortality  or morbidity, am bient pollution 
levels a t  fixed locations and  meteorological covariates, all of which are routinely collected 
for o ther purposes. These are generally th e  only type of pollution and m ortality  d a ta  
th a t  are available, and their ecological natu re  present researchers w ith  a  num ber of s ta ­
tistical challenges. Exam ples include over-dispersion, tem poral correlation, unm easured 
confounding and misclassification of exposure, all of which need to  be  addressed when 
producing a  realistic s ta tistica l model. In  addition the  association of interest is typically 
small, m aking estim ation difficult and  realistic models even more im portan t. However as 
models become more realistic they m ay increase in  complexity, requiring more compu­
tational power and  tim e to  estim ate the  param eters. Therefore the  choice of statistical 
m odel results in a  tradeoff between simple models th a t  are com putationally  feasible and 
easy to  in terpret, and more com plex alternatives which m ake less unrealistic assum ptions 
abou t th e  data .
In th is chapter I discuss the  s tan d ard  approaches to  m odelling these d a ta  and  review the 
extensions proposed in the  related  literature. Sim ilar reviews have recently been presented 
by Dominici e t al. (2003) and  Pope and  Dockery (2006), who discuss th e  effects of long­
term  as well as short-term  exposure to  pollution. T his chapter provides the  context and 
m otivation for the  developments proposed in  chapters four to  six, and the  first two sections 
critique the  standard  approaches to  modelling air pollution and m ortality  d a ta . Section
3.1 outlines the  set of health , pollution and  covariate d a ta  th a t  are routinely used for this 
purpose, while section 3.2 reviews the  s tan d ard  sta tis tica l models. T he next two sections 
describe com ponents of th e  standard  m odel in more detail. Section 3.3 focuses on the 
choices involved in specifying the  a ir pollution com ponent, while section 3.4 examines the 
choice and role of the covariates. T he rem ainder of the  chapter focuses on the  lim itations 
of air pollution and health  studies, b o th  in term s of the  statistica l models used and the
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set of available data . Sections 3.5 and  3.6 describe th e  re la ted  problems of over-dispersion 
and tem poral correlation which commonly aiRict the  health  data . T he last four sections 
discuss the  conclusions th a t can be draw n from air pollution and health  studies, with 
particular em phasis on extensions th a t  provide stronger evidence of a  pollution-m ortality 
association. Section 3.7 outlines the  lim itations of single city studies and reviews the 
array of m ulti-city and m eta  analytic extensions. Section 3.8 concentrates on extensions to 
individual ra th e r th an  ecological regression models, and  outlines the  strength  of association 
th a t  can be estim ated from each type. Section 3.9 focuses on how pollution exposure 
is estim ated, describing the  standard  approach and  less restrictive alternatives. Finally 
section 3.10 examines th e  m ortality  displacem ent hypothesis, which affects the  public 
health  significance of air pollution and  health  studies.
3.1 D esc rip tio n  o f th e  d a ta
T he tim e series studies underpinning th is thesis are based on daily ecological d a ta  relat­
ing to  a  geographical region "R. for n  consecutive days. This region can be  an  extended 
u rban  area or a  larger legislative d istrict, and  th e  analyses presented in chapters four to 
six are based on d a ta  from  G reater London, Cleveland, D etroit, Minneapolis and  P itts ­
burgh. These d a ta  comprise population based m easures of m ortality  or morbidity, ambient 
pollution levels and  area level covariates, all of which are described below.
3.1.1 H ealth data
M ortality or m orbidity d a ta  are only available as aggregated daily counts, th a t  are drawn 
from th e  population  living w ithin the  geographical region 72.. These d a ta  are denoted by 
y  =  (yii • ■ • ,yn)nxi: w here j/j represents the  num ber of m ortality  or m orbidity events th a t 
occur on day i .  T hey are collected from hospital records and  dea th  registries, and for 
confidentiality reasons axe n o t available a t  the  individual level. All m ortality  events are 
classified by cause of dea th  using the  in ternational classification of disease, which includes 
the  d a ta  used in th is thesis and  th a t  in th e  w ider air pollution literature. T he m ajor­
ity of these d a ta  are classified by the  n in th  revision (ICD-9 World H ealth Organisation 
(1975)), which covers th e  period from 1977 un til 1999. A  variety of m ortality  classifica­
tions have been used in  such studies, the m ost general of which is to ta l non-accidental 
m ortality  (ICD-9 codes <800, see for example Schwartz (1993)) which typically includes 
a  large num ber of daily deaths. However it also includes a  significant proportion of deaths 
unrelated to  pollution exposure, which may cause the  pollution-m ortality  association to 
be biased. Consequently cause specific classes such as m orta lity  due to  respiratory  (ICD-9 
codes 460-519, see for exam ple D ab e t al. (1996)) or cardiovascular (ICD-9 codes 390-459, 
see for example Vedal e t al. (2003)) illness m ay be preferable, because they are more 
likely to  be re la ted  to  the  possible effects of air pollution. However such a  class m ay not
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contain enough m ortality  events to  perm it accurate estim ation of a  pollution association. 
Num erous studies have also analysed m ortality  d a ta  relating  to  specific age groups such as 
th e  elderly (Dominici e t al. (2000)) or children (Lin e t al. (2002)), because th is frail sub­
population  are m ore likely to  be susceptible to  air pollution th an  the  general population. 
In  addition to  m ortality  th e  association between air pollution exposure and m orbidity has 
also been investigated, w ith  positive associations found for asthm a (see for example Yu 
e t al. (2000)) and respiratory or circulatory illness (see for example Gwynn e t al. (2000)). 
In  chapters four to  six b o th  all cause (to ta l non-accidental) and  cause specific (respiratory) 
m ortality  d a ta  are analysed.
3.1.2 Air pollution data
T he term  ‘air pollution’ refers to  a  com plex m bcture of individual pollutants, a  number 
of which are routinely measured, These m easurem ents are typically m ade by k  fixed site 
m onitors, which are located a t  spatia l co-ordinates 5  =  { s i , . . . ,  s^} throughout th e  region 
under study  72- These m onitors m easure continuously throughout the  day and  a  daily 
average is calculated a t  each location. T he daily averages relating  to  the  period of study 
are collected in an  n x  A: m atrix  W(«S), w here th e  ilth. elem ent u)j(sj) represents th e  average 
am bient m easurem ent on day i  a t  location s;. Num erous po llu tan ts are routinely mea­
sured in th is way, including particu la te  m atte r, sulphur dioxide, nitrogen dioxide, carbon 
monoxide, and  ozone. T he association betw een each of these po llu tan ts and  m ortality 
(or m orbidity) has been thoroughly investigated, although a  sizeable proportion of recent 
studies re la te  to  particu la te  m atte r, which is an  ‘air suspended mixture o f  solid and liquid 
particles that vary in  size, composition, origins and effects’ (Dockery and Pope (1994)). 
P articu la te  m atte r is routinely m easured by  a  num ber of different m etrics including PMio 
(which consists of particles th a t  a re  less th an  10fj,g/m^ in diam eter), PM 2.5 (less than  
2.5ng /m ^  in  diam eter), to ta l suspended partic les (T S P ), coefiicient of haze (CoH) and 
Black smoke (BS). T he first two of these are th e  subject of m uch recent research (see for 
example Laden e t al. (2000) and Lin e t al. (2002)), because it is hypothesised th a t fine 
particles are th e  m ost harm ful to  hum an h ea lth  as they  are able to  travel deeper into 
the  lungs. As a  result PM io is th e  m ain po llu tan t exam ined in chapters four to  six, al­
though carbon monoxide (CO), nitrogen dioxide (NO2) and ozone (O3) are also analysed 
in chapter six for com parative purposes.
3.1.3 Coveiriate data
Tim e series studies regress the  hea lth  d a ta  aga inst air pollution levels and a  m atrix  of q co­
variates Z  =  ( z ^ , . .  . ,z ^ ) n x „  w here z ?  =  { z n , . .  .,Zig)qx\ denote the  realisations for day t. 
These covariates model external risk factors th a t  affect th e  daily health  series, which typi­
cally induce long-term  trends, seasonal variation, over-dispersion and  tem poral correlation 
into these data . T he covariates are a  crucial p a r t of any air pollution study, because if
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the  influence of these factors is no t adequately removed th e  estim ated pollution-m ortality 
association m ay be biased (confounded). T he covariates typically used in these studies 
include meteorological conditions and  artificial variables, the  former of which are generally 
m easured a t  airports. Exam ples of meteorological conditions include tem perature, dew- 
point tem perature, humidity, wind speed, num ber of sunshine hours, and  daily rainfall, 
while artificial variables include functions of calendar tim e ({1 , 2 , . , .  ,n } ), existence of an 
influenza epidemic and  indicator variables for ‘day of th e  week’. These covariates are de­
scribed in greater detail in section 3.4, and are used in chapters four to  six to  model bo th  
the  pollution and m ortality  data.
3.2 S ta n d a rd  reg ressio n  m odel
The health  d a ta  described in  the  previous section are ecological, in the  sense th a t  they 
relate to  the  population as a  whole ra th e r th a n  to  individuals living w ithin Ti. As a 
result only a  group level association between air pollution exposure and  m ortality  or 
m orbidity can be  estim ated, ra th e r th an  being able to  ascertain  a  causal exposure-response 
relationship. This group level association is typically estim ated using generalised linear 
or additive models, in which the  health  d a ta  take the  form  of counts and are assumed 
to  arise from  a  Poisson distribution. These d a ta  are regressed against air pollution levels 
and q covariates, the  form er being calculated from the  n  x  k  pollution m atrix  1V(5). 
These values are typically averaged over the  k  m onitoring sites on each day, m eaning th a t  
pollution exposure is estim ated by w  =  ( in i , . . .  ,W n)nxi, where ^  S f = i  i^i(si). T he 
model adopted in the  m ajority  of studies has the  general form
Pi ~  Poisson(/ij) for t =  l  n ,
Cl 9
M w )  =  Wi'Y + ' ^ Z i j a j  +  ^  /}(2ij),  (3.1)
; = 1  j= C i+ l
where 7  represents the  group level association between air pollution exposure and mor­
tality  or morbidity. T he first ci covariates en ter the  m odel as linear term s, while the 
rem ainder are incorporated as sm ooth functions f j  which allow a  subset of th e  covari­
ates to  have non-linear effects. A w ide range of covariates have been used in previous air 
pollution studies, including sm ooth functions of calendar tim e, trigonom etric functions, 
meteorological conditions, an  in tercept term , and  indicator variables for day of the week 
and influenza epidemics. T he sm ooth functions have been estim ated using param etric 
regression splines (Daniels et al. (2004)) and  non-param etric sm oothing splines (Dominici 
e t al. (2000)), and while th e  form er leads to  a  linear represen ta tion  the  la tte r  results in an 
additive model. If regression splines are used the  model simplifies to
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yi ~  Poisson(/ii) for i  =
=  Wi-r +  z j a ,  (3.2)
where z ^ q  m ay include the  param etric regression splines. E stim ation in air pollution 
studies is typically im plem ented w ithin a  frequentist setting  using m aximum likelihood 
m ethods, b u t w ith  improvements in  com putational power Bayesian m ethods are becoming 
increasingly popular. If a  Bayesian approach is adop ted  model (3.2) is generally used, 
because param etric  functions are easier to  im plem ent in  th is setting  th a n  non-param etric 
alternatives. Consequently the  standard  Bayesian m odel is given by equation (3.2) and 
a  non-inform ative Gaussian prior for (3 =  (7 , a ) .  T he estim ated association between air 
pollution and health  is typically transform ed to  the  relative risk scale, which measures the 
im pact on th e  population’s health  if the  pollution level increased. Fbr PM io th is risk is 
norm ally calculated for an increase of 10y,g/m^, which for models (3.1) or (3.2) is given 
by
R R (7 ) =  ——  =  exp (10  X 7 ).
Here is the  expected num ber of dea th s on day i if the  PM io level had  increased 
by lO/ig/m®. In  th is thesis a  Bayesian approach is adop ted  throughout, and th e  sm ooth 
functions are represented by param etric regression splines. This is because they  reduce to 
a  linear com bination of known covariates, m aking M CM C estim ation straightforw ard to 
im plem ent using a  M etropolis-Hastings random  walk proposal. In  con trast non-param etric 
alternatives require more complex algorithm s (see for exam ple H astie and T ibshirani 
(2000)), which would be  com putationally prohibitive to  combine w ith the  extensions pro­
posed in  chapters four to  six. As a  result the  models proposed in these chapters are based 
on (3.2) ra th e r th a n  (3.1), bo th  for th e  Bayesian im plem entations and the  likelihood based 
comparisons. T he next two sections describe th e  air pollution and  covariate components 
of the s tan d ard  regression models in  greater detml.
3.3 A ir p o llu tio n  specifica tion
In this section th e  air pollution com ponent is described in greater detail, w ith particular 
focus on th e  choices of lag, po llu tan t and relationship w ith  health.
3.3.1 Pollutant
As noted in section 3.1 researchers have found positive associations between m ortality  
(or m orbidity) and  a  num ber of different po llu tan ts, including particu la te  m atte r (Laden 
e t al. (2000)), sulphur dioxide (Schwartz (1991)), n itrogen dioxide (Zmirou e t al. (1998)),
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carbon monoxide {Conceicao e t al. (2001)), and  ozone (Verhoeff e t  al. (1996)). T he m ost 
common of these associations is w ith  particu la te  m atter, which has been estim ated for a 
num ber of m etrics including PM jo (Sam et e t al. (2000)), P M 2.5 (Goldberg e t al. (2001)), 
T S P  (Lee e t al. (2000)), Black Smoke (Verhoeff e t al. (1996)), and CoH (Gwynn e t  al. 
(2000)). O ne aim  of current research is to  identify the  com ponent of th is po llu tan t th a t  is 
harm ful to  hum an health , and while Gwynn e t al. (2000) argue for aerosol acidity (H ^), 
Buckeridge e t al. (2002) identify the  role of fine particles (PM 2.5). However m easures of 
individual po llu tan ts are likely to  be  highly correlated (for example Lin e t al. (1999) find 
a  correlation of 0.73 between PM io and  SO2), m eaning th a t th e  association of interest 
m ay be a  by-product of one w ith  a  different pollu tant. A naive solution is to  include 
m ultiple po llu tan ts in a  single model, b u t th is  m ay cause collinearity (using linear models) 
or concurvity (using additive models, see Ram say e t al. (2003)) problems reducing the 
accuracy of the estim ated associations. These problem s can be  overcome by undertaking 
a  sensitivity analysis, th a t  applies a  num ber of single and  m ulti po llu tan t models to  each 
d a ta  set. For example Sam et e t al. (2000) investigate th e  associations between to ta l non­
accidental m ortality, ozone and  PM io, and find th a t  th e  estim ated association w ith  PMio 
is invariant to  including ozone in th e  model.
In  contrast interest may lie in  estim ating th e  association between m ortality  and  overall 
‘pollution exposure’, as opposed to  w ith  specific po llu tan ts. Yu e t al. (2000) estim ate a  
jo in t association for particu la te  m atte r and carbon monoxide, by calculating a  relative risk 
for an increase in b o th  po llu tan ts. T hey rep o rt th a t  although the  individual relative risks 
are m uch smaller, the  jo in t risk is sim ilar in m agnitude to  those found in single pollu tan t 
analyses. In  contrast Hong e t al. (1999) define overall pollution indices, which are the sum 
of individual po llu tan ts scaled by their m ean. T hey report larger relative risks using these 
overall indices th an  were found from  corresponding single po llu tan t models.
3.3.2 Lag
The health  problem s th a t result from pollu tion  exposure m ay be  felt immediately, th a t  is 
on the  sam e day (see for example M oolgavkar (2000)), after a  lag of one or two days (see 
for example Peters e t al. (2000)), or from  continued exposure over the  preceding few days 
(see for example Lin et al. (1999)). T he m odel in  equation (3.1) estim ates the  first of these, 
whilst the  la tte r two can be estim ated by replacing u>i w ith  Wi~i and Wi =  (1/ r )  
respectively, where r  represents the  length  of th e  averaging period. T he choice between 
different lags and averaging periods is a  longstanding research problem , and  there  is little  
consensus over which should be used. I t  has been determ ined by num erous approaches, 
including selecting the  lag th a t  is the  m ost significant, the  one used by a  previous study, 
or the  one th a t minimises an  objective crite ria  (such as DIG). A lternatively numerous 
researchers (see for example B u rn e tt e t al. (1994)) report results a t  m ultiple lags, using
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b o th  single and  m ulti lag models. However neither of these a re  an  adequate solution, 
because consecutive lags of a  single po llu tan t are likely to  be highly correlated. Therefore 
the  association from a  single lag model m ay be th e  byproduct of a  tru e  association w ith a 
different lag, while m ulti-lag models m ay be susceptible to  collinearity problems reducing 
the  accuracy of their estim ates. O ne solution is to  use d istribu ted  lag models (Almon 
(1965)), which have been used in air pollution studies by  Schwartz (2000) and  Zanobetti 
e t al. (2000). These models include all lags from zero up  to  a  specified maximum, and 
remove the  effects of collinearity by constraining the  associated regression param eters to 
follow a  param etric function of lag num ber. For example Z anobetti e t  al. (2000) constrain 
the  param eters to  follow a  regression spline of order k,  in which the  linear predictor is 
given by
k ( A )  =  +
J=o
k c
71 =  +  ( 3 3 )
j=0 r=l
In the  equation above m+  is equal to  m  if m  >  0, and  is zero otherwise. Schwartz 
(2000) proposes a  sim ilar approach which replaces th e  regression spline constrain t w ith a 
polynomial of order k.  B o th  au thors rep o rt th a t  air pollution has a  detrim ental effect on 
health  for a  num ber of days after exposure, w ith the greatest effect being associated with 
exposure on the  same day.
3.3.3 Pollutlon-health relationship
T he shape of the  relationship between air pollution and  health  has been the  subject of 
much research, including recent reviews by Dominici e t al. (2003) and  Pope and Dockery 
(2006). E arly  studies (see for example Schwartz (1991) and  Spix e t al. (1993)) typically 
specified a  constant relationship, which was represented by a  single param eter such as 7  
in (3.2). However as generalised additive models becam e increasingly popular researchers 
relaxed th is restric tion, and  allowed th e  association to  depend on the  underlying pollution 
level, term ed a  ‘dose-response’ relationship. This replaces W ij  by  an arb itra ry  function 
/(u»i|A), whose shape and sm oothness are estim ated from th e  d a ta . This function is most 
commonly modelled w ith regression splines, sm oothing splines or LOESS sm oothers, and 
an early use of th is m ethodology by Schwartz (1994b) found th e  association increased as 
the  pollution level rose.
In  recent studies bo th  constan t and dose-response relationships have been estim ated, the 
choice of which depends on th e  aims of the  study. C onstan t associations are often esti­
m ated in epidemiological studies (see for example M ar e t al. (2000) and Lin et al. (2002)),
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where th e  overall size of the  relationship is of prim ary interest. In con trast dose-response 
curves allow researchers to  investigate w hether the  relationship between air pollution and 
health  has a  threshold level, below which no adverse effects are felt. D eterm ining whether 
such a  level exists is im portan t for regulatory purposes, because air pollution legislation 
such as th e  C lean A it A ct (1990) and  the  UK A ir Q uality  S trategy (2000) set ‘safe’ levels 
for a  num ber of common pollu tan ts. T he existence of a  th rœ hold  level has been exten­
sively investigated by Schwartz and  Zanobetti (2000), Dominici e t al. (2002) and Daniels 
e t al. (2004), who estim ate city specific, regional and  national dose response relationships, 
using m eta-sm oothing (Schwartz and  Z anobetti (2000)) and  Bayesian hierarchical models 
(Dominici e t al. (2002) and Daniels e t al. (2004)). T hey analyse d a ta  from ten , twenty 
and a  hundred U.S. cities, and report th a t  although the  relationships exhibit substantial 
heterogeneity between cities, the  national dose-response curve is linearly increasing (w ith 
increasing air pollution) exhibiting no threshold level. However some of the  city specific 
estim ates are no t m onotonically increasing, suggesting th a t  a t  some levels increasing pollu­
tion  exposure decreased its harm ful effect. These unsatisfactory  results led R oberts (2004) 
to  propose ‘biologically plausible’ dose-response functions, which constrain the  curve to  
be m onotonically increasing. He replaced /(tt»i|A) by
in which 6  =  (6i, ^2) are constrained to  be positive and  Ç is called a  change point. However 
th is representation is overly restrictive, because th e  dose-response curve only has two slopes 
and the  point of change is fixed prior to  estim ation. A n earlier alternative was proposed by 
C akm ak e t al. (1999), who replaced equation (3.4) w ith  a  linear threshold model, ^ i(u 'j -  
( )+ , where (  is estim ated from the  data . However th is model is sim ilarly restrictive, and 
fu rther research is required to  produce flexible alternatives th a t  are biologically plausible. 
In addition to  constant and  dose-response relationships, a  sm all num ber of studies have 
investigated w hether the  association exhibits any tem poral variation. This is one of the  
central them es of th is thesis, and is discussed in  chapters four and  five w ithin the  context 
of dynam ic generalised linear models and  tim e-varying coefficient models.
3.4 C o v a ria te  specifica tion
T he daily counts of m ortality  or m orbidity depend on a  series of covariate risk factors 
o ther th an  air pollution, whose influence should be  removed by the  covariate com ponent 
of the  model. If th is does no t happen then  th e  estim ated  pollution-m ortality  association 
m ay be biased, an  example of which is given in  F igure 3-1. T he covariate risk factor 
shown in th is figure has a  positive association w ith  b o th  a ir pollution and m ortality, and 
if om itted  from  the  model the  pollu tion-m ortality  association will be  positive even if no
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such association exists. This phenom enon is known as confounding, and can be  partially 
checked by examining th e  standardised residuals r< =  (i/i -  f i i ) / v/Var[yi]- If th ey  rœemble 
random  fluctuations w ith  a  fixed variance confounding is less likely, because an  om itted 
risk factor m ay induce s tru c tu re  into th is series. Such s tructu re  m ay take th e  form of a 
long-term  tren d  or tem poral correlation, and  can be  diagnosed w ith graphical plots of the 
residuals. T he cause of this s tru c tu re  m aybe unknown or due to  an  om itted  covariate such 
as tem peratu re, and  the  m ethods used to  remove s tru c tu re  from bo th  sources is discussed 
below.
3.4.1 M odelling known risk factors
M easured risk factors are typically categorical or meteorological, and a  wide variety of 
b o th  have been used in  air pollution studies. Categorical risk factors are typically repre­
sented by indicator variables, and have included ‘day of the  week’ (see for example Kelsall 
and Zeger (1999)), influenza epidemics (see for example P eters e t al. (2000)) and  public 
holidays (see for example Schwartz e t al. (2001)), while meteorological covariates encom­
pass tem peratu re  (M ar e t  al. (2000)), dew point tem peratu re  (R oberts (2004)), hum idity 
(Lee e t  al. (2000)), precip itation (Spix e t al. (1993)), and pressure (Vedal et al. (2003)). 
T he m ost common of these is tem perature, because it models p a r t of th e  seasonal varia­
tion  typically present in health  d a ta  of th is type. A lthough meteorological covariates are 
routinely available their inclusion in a  m odel requires two additional choices: (i) which 
lag should be used; (ii) w ha t shape should its  relationship w ith  hea lth  take. There is 
little  consensus over which lag of a  meteorological covariate should be used, w ith  tem per­
a tu re  being included a t  lags of zero (Moolgavkar et al. (1995)), up  to  tw o days (Verhoeff 
e t al. (1996)) or as a  moving average over a  num ber of consecutive lags (Dominici e t al. 
(2000)). A num ber of researchers solve th is  problem  by  adopting the  approach of Lumley 
and  Sheppard (2000), by including the  lag th a t  has th e  biggest association w ith  the  daily 
health  series. Researchers have also specified a  variety of shapes for the  covariate-response
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relationship, including constan t (Conceicao e t al. (2001)), a  dose-response curve (Roberts 
(2004)), a  tim e-varying effect (Chiogna and G aétan (2002)) and an  indicator function for 
extrem e values (Peters e t aJ. (2000)). In  recent studies meteorological covariates have 
been incorporated by m odelling their effects as a  dose-response relationship, which has 
been advocated by Dominici e t al. (2000) and Daniels e t al. (2004). This curve is typi­
cally modelled by a  sm ooth function w ith  a  low degrees of freedom, because a  U-shaped 
relationship between m eteorology and m ortality  is often observed.
3.4.2 M odelling unknown risk factors
By their very nature, unknown risk factors cannot be  added to  the  regression model in 
th e  sam e way as known covariates, and removing their influence from y  is less straightfor­
ward. Such factors can induce long-term  trends, seasonal variation, over-dispersion and 
tem poral correlation into the  m ortality  or m orbidity  series, and  an  early review of possi­
ble solutions was presented by Schwartz e t al. (1996). E arly  studies (Schwartz (1993) and 
Spbc e t al. (1993)) m odel seasonal variation w ith  pairs of sine and cosine term s a t  different 
frequencies, which typically range between one m onth  and  two years. T he same studies 
remove long-term  trends w ith  param etric functions of calendar tim e, such as quadratic or 
cubic polynomials. O ther early approaches m odel these factors w ith  indicator variables 
(Verhoeff e t al. (1996)) and  meteorological covariates (Moolgavkar e t al. (1995)), which 
like the  param etric functions described above are overly restrictive. T his restrictiveness is 
due to their rigid param etric nature, which lack the  necessary flexibility to  model excessive 
variation  in y . For example the  sinusoidal term s force the  peak in m ortality  to  occur a t 
the  same tim e each year, while the  m onthly indicator variables do no t allow for within 
m onth variation.
M ore recent air pollution studies model unm easured risk factors w ith  a  sm ooth function of 
calendar tim e, which can be m ore flexible th an  the  fixed param etric  alternatives described 
above. Such functions have been im plem ented using param etric and  non-param etric m eth­
ods, including regression splines (Daniels e t al. (2004)), sm oothing splines (Dominici e t al. 
(2000)), and  locally weighted sm oothers such as LOESS (Schwartz e t al. (2001)). B oth 
param etric and  non-param etric formulations have advantages, w ith  th e  former being eas­
ier to  incorporate into a  Bayesian analysis while the  la tte r  can  m odel larger am ounts of 
non-linear variation. General comparisons of sm ooth functions were carried ou t by Ram ­
say et al. (2003) and Feng e t  al. (2006), who com pare param etric and  non-param etric 
representations v ia  a  sim ulation study. In  their work each representation is applied to 
health  d a ta  w ith  differing am ounts of non-linear variation, and  th ey  report th a t  all the 
m ethods perform ed well w ith  none being preferable.
Num erous alternative m ethods for modelling unm easured confounding have also been pro­
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posed, including th e  Shumway filter which removes th e  long-term  trend  by m ultiplying the 
daily Poisson m ean by
j = - 9  ^
Here ÿ  denotes th e  m ean of th e  health  d a ta , while the  weights, {V’o, • ■ •, ^ 9}, are sym m et­
ric and  sum  to  one. T he filter removes any slow moving tem poral trends in the  m ortality  
series, including seasonal and yearly effects. Kelsall and Zeger (1999) propose an approach 
based in  the  frequency dom ain using Fourier transform s, while Chiogna and  G aétan  (2002) 
use an  autoregressive process w ithin a  dynam ic generalised linear model. T he la tte r  ap­
proach is considered further in chapter four, where th e  efficacy of analysing these d a ta  
using Bayesian dynam ic generalised linear models is investigated. The rem ainder of this 
chapter discusses the  lim itations of the  s tan d ard  approach to  modelling these data , in 
term s of th e  s tan d ard  model, the  d a ta  th a t  a re  available, and  the  conclusions th a t  can 
be draw n from such analyses. T he next two sections describe the  related  problem s of 
over-dispersion and  tem poral correlation.
3.5 M odelling  o v er-d ispersion
If all risk factors th a t  influence the  daily health  series are known and included in the  
regression model, the  residual variation would be  adequately described by th e  Poisson 
assum ption. However a  subset of these risk  factors are unknown, and  their exclusion 
from the  model inflates the  residual variance which m ay make th e  Poisson assum ption 
untenable. T his causes the  confidence intervals to  be too  narrow, which m ay falsely 
suggest th a t  the  pollution-health association is s ta tistica lly  significant. This phenom enon 
of increased variation in the  d a ta  com pared w ith  th a t  specified by the  assum ed probability 
d istribu tion  is known as over-dispersion, whereas under-dispersion occurs if the  variation 
is less. T he presence of over-dispersion can be  checked by examining the  standardised 
residuals r j, which have un it variance if over-dispersion is no t present. In  air pollution 
studies over-dispersion is typically removed by adequately modelling th e  external risk 
factors, using the  m ethods discussed in th e  previous section. However for some m ortality  
series th is is n o t sufficient, and  m ethods th a t  explicitly model over-dispersion are required. 
T hese approaches do not alter the  estim ates of the  regression param eters, b u t inflate 
the  corresponding standard  errors to  allow for th is additional variation. Two standard  
m ethods are based on the  quasi-likelihood and  la ten t processes, b o th  of which are outlined 
below.
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3.5.1 Quasi-likelihood m ethods
W hen researchers model over-dispersion they generally use quasi-likelihood m ethods, which 
can be  applied w ithin linear (see for example M ar e t al. (2000) and  Peters e t al. (2000)) 
and additive (see for example Schwartz (1994b) and  Moolgavkar (2000)) regression models. 
T he quasi-likelihood approach does no t assign a  param etric  d istribu tion  to  the  response 
data , b u t only specifies its  m ean-variance relationship. Inference is based on the  quasi­
likelihood
in  which V  is the  variance function of th e  tru e  likelihood. T he excess variation is modelled 
by the  dispersion param eter 0 , and for Poisson d a ta  th e  variance of yi is relaxed to  <f>m. The 
quasi-likelihood is derived by approxim ating th e  score function for y» w ith  which
have identical means, variances and expected derivatives. Incorporating over-dispersion 
scales the  variance m atrix  of 0  by the  estim ated dispersion param eter
’
which widens the  corresponding confidence intervals. A lthough a  s tan d ard  technique 
in  likelihood based inference, quasi-likelihood m ethods cannot be  applied in a  Bayesian 
setting  because a  proper likelihood is required. A com prehensive description of quasi­
likelihood is given by M cCullagh and  Nelder (1989).
3.5.2 Latent process m ethods
An alternative to  quasi-likelihood are la ten t process m ethods, which m odel over-dispersion 
through th e  addition of a  stochastic process to  equation (3.2). T hey can be  applied within 
bo th  Bayesian and likelihood settings, and  a  simple example is the  generalised linear mixed 
m odel (Breslow and C layton (1993))
y i ~  Poisson(e</ii) for t =  l , . . . , n ,
\ji{ni) =  iU i7 -f-z fa , (3.5)
a  -  N ( l ,c r^ ) .
T he addition  of e =  (« i , . . . ,  £n) relaxes the  m arginal m ean-variance relationship to  E[yj] =  
fji and Var(y,] =  /ij -I- which allows for over-dispersion b u t no t under-dispersion. 
A  sim ilar m odel was used by Gwynn e t al. (2000), who assum e e are G am m a random  
variables which causes the  m arginal d istribu tion  of pj to  be  negative binom ial (Booth e t al.
(2003)). O ther alternatives for modelling over-dispersion include assum ing yi comes from
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generalised Poisson (Consul and  Ja in  (1973)), G aussian (Schwartz and M arcus (1990)) or 
Poisson double exponential family (Efron (1986)) distributions.
3.6 M odelling  te m p o ra l co rre la tio n
T he daily counts of m ortality  or m orbidity form a  tim e series, and values on  successive 
days are likely to  be correlated. T his correlation is induced by external risk factors tha t 
have sim ilar values for days close in time. If  all such factors were known and included 
in the  regression model th e  standardised residuals would be  independent, m eaning tha t 
m odel (3.2) would be adequate. However as previously m entioned a  subset of these risk 
factors are unknown, and  their exclusion from  th e  model induces tem poral correlation into 
the  residuals which should be modelled. T he presence of correlation can be checked by 
exam ining th e  autocorrelation function of the  standardised residuals, w ith  excessively large 
values indicating correlation is present. T he m ajority  of researchers a ttem p t to  remove this 
correlation by adequately m odelling the  external risk factors, using the m ethods described 
in section 3.4. However for some m ortality  series th is is no t sufficient, and m ethods th a t 
explicitly remove tem poral correlation are required. Tw o s tan d ard  approaches are based 
on param eter and  observation driven models, a  brief outline of which is given here whilst 
comprehensive trea tm en ts are presented by Diggle e t al. (1994) and Davis e t al. (1999).
3.6.1 Param eter driven m ethods
Param eter driven m ethods model tem poral correlation by adding a  correlated latent 
process to  equation  (3.2), and were introduced by  West et al. (1985) and Zeger (1988). In 
air pollution studies th ree m ain types of p aram eter driven m odel have been used, which 
differ in how the  process is incorporated into the  s tan d ard  model. Conceicao e t al. (2001) 
adopt the  approach of Zeger (1988), who uses a  m odel sim ilar to  th a t  in equation (3.5) 
w ith the random  effects replaced w ith  an autoregressive process. T h e  m ean and variance 
of this m odel are identical to  those of (3.5) while the  correlation is given by
Corr[yi,yi+/.] =
s / [ l  +  (o-|m<)“ ^][i  +  '
where pe{h) is th e  correlation function of the  autoregressive process. However Corr(yj, yi+k] < 
Corr[ei, Cj+h], m aking the  correlation in th e  la ten t process difficult to  estim ate as it may 
be masked by little  or no correlation in y  (for further details see Davis e t al. (2000)). 
Schwartz e t  al. (1996) and  Vedal e t al. (2003) adop t a  sim ilar approach to  th a t of Conce­
icao et al. (2001), b u t assum e an additive ra th e r th a n  m ultiplicative relationship between 
(li and Cj. T hey  m odel the  health  series w ith
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Vi =  tM + ^i for i =
In(Mi) =  Wi-y + z j a ,
e» ~  N(é>iej_i +  . . . ,  0p6j_p,at),
a  generalised linear model w ith  tim e series errors. B o th  models can be  im plem ented in a
Bayesian setting  v ia  MCMC sim ulation an d  in  a  likelihood framework using generalised 
estim ating equations (Liang and Zeger (1986)), and further details are given elsewhere. A 
further m odification was proposed by C hiogna and  G aétan  (2002), who m odel these d a ta  
w ith  a  dynam ic generalised linear model (see chapter 2.6). T his is different from th e  other 
approaches because the la ten t process is on  the  linear predictor scale, ra th e r th a n  being 
additively or multiplicatively related  to  j/j. A lternative param eter driven approaches for 
m odelling count d a ta  have been proposed by W ang and  P u te rm an  (1999) and  Shaddick 
e t al. (2007), which a re  based on M arkov chains and a  sums of la ten t variables respectively.
3.6.2 O bservation driven m ethods
O bservation driven m ethods were introduced by Zeger and  Qaqish (1988), and  model 
tem poral correlation by including p ast functions of the  response variables as additional 
covariates. These models have been widely investigated and  are  also known as generalised 
autoregressive (Fahrm eir and T utz (2001)) or Markov (Diggle e t al. (1994)). A general 
form is given by
Hi ~  Poisson(^i) for t  =  1 , . . . ,  n ,
p
]a{Hi) =  w a  +  z J a  +  '^ g j{ D i) i> j ,
j=i
in which tpj are unknown param eters, gj are known functions, and  D i  denotes th e  set of 
past response variables and covariates. Zeger and  Qaqish (1988) propose setting  gj{Di) =  
ln(y,Lj) -  U 'i-j7  -  the  ; t h  past residual, where y,' =  max(yj, c) for c €  (0 ,1 ) which
prevents th e  occurrence of ln(0). T his m odel has been used in  an  air pollution context 
by X u e t al. (1995), has an  approxim ately correct m arginal m ean (E[yi] «  Hi), and  allows 
for positive and  negative autocorrelation. However the  resulting process is no t stationary, 
and  Davis e t al. (2003) propose an extension th a t  replaces w ith an infinite sum
of scaled residuals which m ay result in  a  s ta tionary  process. E stim ation  for observation 
driven models can be im plemented in bo th  Bayesian and  likelihood settings, a lthough the  
references above adop t likelihood based inference using generalised estim ating equations. 
In addition, Brum back e t al. (2000) unify p aram eter and  observations driven models into 
a  single framework called transitional regression models, and propose a  generalised least
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squares approach to  estim ation.
3.7 C om bin ing  re su lts  from  m u ltip le  locations
A range of pollution-m ortality  relationships have been reported  in cities throughout the 
world, which have varied in  term s of the  po llu tan t analysed and  th e  s tren g th  of the  es­
tim ated  association. A  proportion of th is variation is induced by  researchers, who have 
analysed different types of d a ta  using a  variety of s tatistica l models. However the  m ajor­
ity is caused by factors beyond hum an control, including the  m ix ture of po llu tan ts in the 
atm osphere, clim atic conditions, s tructu re  of the  local population, and availability of ap ­
propria te data . Consequently studies presenting single city analyses provide very limited 
evidence of th e  relationship between air pollution exposure and  m ortality, Slightly more 
conclusive evidence can be  obtained  by pooling d a ta  from m ultiple studies using m eta 
analytic techniques, and  early examples are presented by Schwartz (1994a), and  Dockery 
and  Pope (1994). These au thors combine the  results from num erous studies v ia  a  two 
stage random  effects model, which estim ates an  overall pollution-m ortality  association as 
a  weighted average of the  city  specific estim ates. For example Dockery and Pope (1994) 
combine studies th a t  investigate th e  role of particu la te  m atter, and  report consistent asso­
ciations w ith  a  num ber of m ortality  and m orbidity classifications. However m eta-analyses 
are based on single city stud ies conducted in variable conditions, m eaning th a t  th e  results 
are affected by th e  quality of th e  individual studies.
An alternative approach is to  conduct m ulti-city studies, which fâ tim ate  associations at 
m ultiple locations using a  s tan d ard  protocol. This protocol is a  detailed description of the 
d a ta  and  statistica l model to  be used, m eaning th a t th e  resu lts from m ultiple cities are 
more com parable. A n early example is Air Pollution and  Health: A  European Approach 
(APHEA, Schwartz e t al. (1996), K atsouyanni e t al. (1996) and  Zm irou e t al. (1998)), 
which estim ates associations for m ultiple po llu tan ts across ten  E uropean cities. This 
was followed by an  extension to  29 European cities called APH EA-2 (K atsouyanni e t  al.
(2001) and Z anobetti e t al. (2002)), and a  90 city study  in the  USA called th e  National 
M orbidity, M ortality  and A ir Pollution S tudy (NM M APS, Sam et e t  al. (2000) and  Daniels 
et al. (2004)). T hese studies typically exhibit less heterogeneity th an  a  collection of single 
city studies, which is probably due to  th e  consistent approach to  analysis. For example the 
NM M APS s tu d y  reports  consistent associations between particu la te  m atte r and  m ortality, 
w ith relative risks in the  range 0.5% to  1.5%. However associations w ith  gaseous pollutants 
are m uch less consistent, which is probably caused by factors beyond hum an control. 
Such factors are unavoidable, and  m ulti-city studies are th e  b est framework for obtaining 
com parable results from  different locations. T hey are also an  ideal basis for m etaranalyses 
(see for exam ple Dominici e t al. (2000) and Sam et e t al. (2000)), which can be im plemented 
within a  Bayesian hierarchical framework using M CM C sim ulation. However th is approach
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can be com putationally  im practical, and some researchers (see for example Dominici e t al. 
(2000) and  Dominici e t  al. (2002)) conduct th e  single city and m eta-analytic analyses 
separately.
3.8 In d iv id u a l a n d  ecological reg ression  m odels
As described in  section 3.1, the  health  d a ta  are usually only available as aggregated daily 
counts, m eaning th a t an  ecological regression m odel is required. Such models answer fun­
dam entally  different epidemiological questions from individual level models (for a  review 
see P lum m er and  Clayton (1996)), and the  results should no t be sta ted  in  term s of a  
causal link between air pollution and health . T he use of ecological studies in th is context 
is contentious, and has been discussed by Richardon e t al. (1987), Greenland and  Morgen- 
ste rn  (1989) and  Wakefield and  Salway (2001), the  la tte r  of which describes their use as 
‘appealing, at least fo r  hypothesis generation’. A causal relationship between air pollution 
and  hea lth  can only be estim ated from individual level d a ta , b u t personal m ortality  or 
m orbidity events cannot be obtained for confidentiality reasons, while pollution exposures 
are expensive and  im practical to  obtain  for more th an  a  few individuals. A  few researchers 
(see for example Lioy et al. (1990) and Ozkaynak e t  al. (1996)) have collected individual 
pollution exposure d a ta , b u t it has been lim ited by cost to  less th a n  ten  individuals per 
day for 50 consecutive days.
As such d a ta  are largely unavailable, a  sm all num ber of researchers (see for example 
Zeger e t  al. (2000), Sheppard and  D am ian (2000), Wakefield and  Shaddick (2006)) have 
a ttem pted  to  estim ate a  causal link between air pollution and  health  by aggregating in­
dividual exposure-response models to  the  population  level. However such individual level 
models a re  typically nonlinear (based on Bernoulli observations), m eaning th a t  the  ag­
gregation cannot be  done exactly. T he resulting  error is known as ecological bias, and a  
review is given by Wakefield and Salway (2001), Zeger e t al. (2000) adop t an  individual 
level Bernoulli risk model, and aggregate it to  the  population  level using a  Taylor series 
approxim ation. T hey relate unknown personal exposures to  am bient concentrations v ia  a 
m easurem ent error approach, which includes bo th  classical and  Berkson sources of error. 
However their approxim ation depends on an  average of personal exposures, lim iting its 
use in practice. A sim ilar approach was presented by Sheppard and  D am ian (2000), who 
incorporate an  individual exposure d istribu tion  based on am bient and  indoor pollution 
sources. However, in common w ith the  approach of Zeger e t al. (2000) the  d a ta  required 
to  fit the  full model is unavailable, and  simplifying assum ptions are m ade to  com pensate. 
In  con trast Wakefield and  Shaddick (2006) a ttem p t to  avoid ecological bias by averaging 
the  individual level risks, ra th e r th an  estim ating  th e  risk from  th e  average exposure.
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3.9 M easu rin g  a ir  p o llu tio n  ex p o su re
As th e  health  d a ta  are ecological, th e  desired exposure is the  average level of pollution ex­
perienced by  the  population, which is realistically unobtainable in practice. Consequently 
researchers estim ate pollution by averaging the  m easurem ents over the  k  m onitoring sites, 
which is denoted by w  in section 3.2. These d a ta  represent am bient pollution levels rather 
th an  personal or population exposures, and are likely to  be  a  poor estim ate of th e  latter 
in th ree m ain ways. F irstly  air pollution originates from indoor (for exam ple from gas 
cookers) as well as outdoor sources, and as the population spend a  signifrcant propor­
tion  of their tim e indoors, pollution exposure may be poorly estim ated by am bient levels. 
Secondly th e  am bient m onitors are likely to  m easure w ith  error, m eaning th a t  th e  daily 
averages m ay be inaccurate. T hirdly  the  underlying pollution field is likely to  exhibit 
spatial variation, m eaning th a t m easurem ents a t  a  sm all num ber of sites are likely to  be 
a  poor approxim ation of average population  exposure. T his is because the  population 
live and  work throughout the  region under study, and  do  no t all spend their lives close 
to  a  m onitoring site. This is exacerbated by  th e  locations of these m onitors, which are 
unlikely to  be  equally spaced throughout th e  region under study. Instead they  are s tra te ­
gically positioned, for example a t  pollution ho t spo ts which allows th e  highest levels to  be 
m onitored. As a  resu lt researchers have proposed alternative m ethods for estim ating air 
pollution exposure, which have followed two separate  approaches. T he first a ttem p ts  to 
estim ate population exposure ra th e r th an  am bient levels, while the  second aim s to  obtain 
more realistic estim ates of am bient levels.
Dominici and  Zeger (2000) estim ate average population  exposure using a  measurem ent 
error approach, th a t  is based on sm all am ounts of personal exposure d a ta  (see for example 
Lioy e t  al. (1990) and Ozkaynak e t al. (1996)). T hey adop t a  two stage m odelling strategy, 
th a t  relates the  health  d a ta  to  th e  unknown population  exposure a t  th e  first stage. T he 
second stage is a  m easurem ent error model, which relates am bient concentrations to  aver­
age population exposure in five external d a ta  sets. These additional d a ta  include ambient 
levels and  personal exposures from other populations, and  Dominici and  Zeger (2000) 
tran sp o rt th e  relationship between these d a ta  to  the  city under study. In  con trast Burke 
e t al. (2001) and Zidek e t al. (2005) generate large samples of personal exposures using an 
exposure sim ulator. T heir sim ulators are known as SHEDS-PM  and  pCNEM  respectively, 
and generate daily personal exposures based on am bient levels and  tim e activ ity  patterns 
for m em bers of the  population. Holloman e t al. (2004) use the  exposures generated by 
SHEDS-PM  as an estim ate of average population  exposure, which they  re la te  to  daily 
m ortality  via a  Bayesian m easurem ent error model. In  common w ith  Dominici and Zeger 
(2000) they  rep o rt increased relative risks com pared w ith  using am bient pollution data.
However the  relationship between am bient pollution levels and  m ortality  is of interest in
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its own right, because curren t legislation such as the  C lean Air A ct (1990) and th e  UK Air 
Q uality S trategy (2000) are based on am bient data . As described in section 3.2 spatially 
averaged am bient pollution levels are estim ated by w , which is likely to  be a  poor estim ate 
because i t  does no t account for measurem ent error or spatia l variation in th e  observed data. 
In  chapter six I  investigate how m easurem ent error and spatia l variation affect the  validity 
of w , and propose two alternative estim ates th a t  incorporate these factors.
3.10 M o rta lity  d isp lacem en t
T he significance of air pollution in  term s of public hea lth  depends on which p a r t of the 
population suffer ill hea lth  as a  rœ u lt of exposure. O ne commonly espoused viewpoint is 
th a t  a ir pollution exposure only affects frail individuals, whose rem aining life expectancy 
would have been sho rt regardless of their pollution exposure. In  o ther words air pollution 
exposure only brings dea th  forward by a  few days for frail individuals, whose quality  of life 
in these final days would have been limited. This is known as 'mortality displacement’ or 
the  ‘/loniesftnp hypothesis’, and  if it  is tru e  the  public hea lth  significance of air pollution 
would be  dram atically  reduced. T his hypothesis has been th e  sub ject of recent research, 
and a  b rief review is given here.
Zeger e t al. (1999) and  Schwartz (2001) investigate m ortality  displacem ent by estim at­
ing the pollu tion-m ortality  association a t different tim e scales. If such associations only 
occur a t the  shortest tim e scales, then  pollution only advances d ea th  by a  few days and 
m ortality  displsicement is supported. Conversely, associations a t longer tim e scales indi­
cate th a t pollution exposure is likely to  cause a  significant loss of life, which increases its 
public health  significance. B oth  authors propose pollution-m ortality  estim ates th a t are 
resistan t to  m ortality  displacem ent, using frequency and  tim e dom ain approaches. Zeger 
e t al. (1999) adop t th e  frequency dom ain approach of Kelsall and Zeger (1999), which 
replaces the  d a ta  w ith  their discrete fourier transform s. T hey  estim ate the  overall rela­
tionship between a ir pollution and m ortality  as a  weighted average of frequency specific 
associations, giving high frequencies (likely to  be  caused by  m ortality  displacement) zero 
weight. In  con trast Schwartz (2001) adopts a  tim e dom ain approach, which is based on 
applying linear filters to  th e  data . He removes any short-term  variation by calculating 
moving averages between 15 and 60 days, which are th en  analysed using a  standard  Pois­
son model. B oth  au thors repo rt positive associations betw een air pollution and  health , 
suggesting th a t  the  m ortality  displacem ent hypothesis is no t supported.
Zanobetti e t al. (2000) adop t an  alternative approach to  investigating m ortality  displace­
m ent based on d istribu ted  lag models (see equation  (3.3)). Such m odels estim ate the asso­
ciation between air pollution and  health  a t a  num ber of lags, and  they  claim  th a t m ortality  
displacem ent m anifests itself in a  p a tte rn  sim ilar to  F igure 3-2 (taken from Zanobetti e t al.
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Figure 3-2: T he likely lag s tructu re  under th e  m ortality  displacement hypothesis (taken 
from Z anobetti e t  al. (2002)).
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(2002)). T hey argue th a t a  day of high air pollution will cause a  large num ber of deaths in 
th e  pool of frail individuals, depleting its size and  leading to  lower m ortality  on subsequent 
days (which induces the negative associations seen in Figure 3-2). Zanobetti e t  al. (2002) 
investigate the  possibility of m ortality  displacem ent by applying d istribu ted  lag models 
to  d a ta  from ten  European cities. These d a ta  are p art of the  APHEA-2 study, and the 
results are inconsistent w ith m ortality  displacem ent. However M urray and Nelson (2000) 
investigate th is hypothesis using a  modified dynam ic generalised linear model, and  report 
results th a t  are consistent w ith m ortality  displacem ent. T he evidence for and  against 
th is phenom enon is sum m arised by Dominici e t al. (2003), who argue th a t the  differences 




M odelling air pollution and health  
data using Bayesian dynamic 
generalised linear models
4.1 In tro d u c tio n
In  th is chap ter I m odel air pollution and health  d a ta  using a  Bayesian dynam ic gener­
alised linear m odel (DGLM , W est e t  al. (1985)}, and  com pare th e  efficacy of th is approach 
against more trad itional alternatives. D ynam ic generalised linear models were introduced 
in  chapter 2 .6 , and  extend generalised linear models by allowing the  regression param eters 
to  evolve over tim e v ia  an  autoregressive process. T his process can take on a  num ber of 
different forms, including a  se t of independent univariate processes for individual regres­
sion param eters, a  m ultivariate correlated process for a  block of param eters, or param eters 
th a t  are constan t over tim e. T he only known analysis of air pollution and health  d a ta  
using a  DGLM  is th a t  of Chiogna and G aétan  (2002), and  th is work differs from theirs 
in th a t a  Bayesian approach is adopted w ith  estim ation based on Markov chain monte 
carlo sim ulation. In  addition I provide a  more in-depth  com parison w ith  the  standard  
approaches to  m odelling these d a ta  outlined in chapter three.
T he rem ainder of th is chapter is organised as follows. Section 4.2 reviews the  background 
and m otivation for th is work, and describes th e  im pact th a t  i t  m ay have for fu ture air 
pollution and hea lth  studies. In  particu lar the  efficacy of dynam ic models in th is con­
tex t is discussed, and two extensions to  the  s tan d ard  m odel are proposed. Section 4.3 
describes the  Bayesian dynam ic generalised linear m odel proposed in this chapter, and 
provides a  brief com parison w ith  the  model used by Chiogna and G aétan  (2002). Section 
4.4 describes the  M arkov chain m onte carlo algorithm  adopted in  this chapter, and re­
views alternative schemes th a t  have previously been proposed. Section 4.5 presents a  case
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study  investigating the  efficacy of dynam ic models in th is context, by analysing d a ta  from 
G reater London. F inally section 4.6 presents a  concluding discussion.
4.2 B ack g ro u n d  an d  m o tiv a tio n
D ynam ic generalised linear models have h ad  lim ited use in  air pollution and  hea lth  studies, 
and the  only known analysis is th a t  of Chiogna and  G aétan  (2002). In  th a t  s tudy  a 
dynam ic m odel is used to  estim ate the  relationship between to ta l non-accidental m ortality  
and exposure to  PM io in B irm ingham  A labam a, and  their model has the  general form
yi ~  Poisson(/ii) for i =  l , . . . , n ,
in(m) =
0 i  -  (4.1)
~  Nq(^{),Eo).
T he 9  X 1 vector of explanatory variables (x j) includes a  measure of air pollution and a  
vector of covariates, and their model contains th ree independent autoregressive processes. 
T he underlying trend  in the  m ortality  d a ta  is modelled by a  second order random  walk, 
while th e  effects of PM io aJid hum idity are allowed to  evolve over tim e as first order 
random  walks. Chiogna and  G aétan  adop t the  likelihood approach to  estim ation proposed 
by Fahrm eir and  co-workers (see Fahrm eir and  K aufm ann (1991), Fahrm eir (1992) and 
Fahrm eir and  Wagenpfeil (1997)), which is based on an  iterative algorithm  involving the  
K alm an filter and  generalised cross validation, Further details of the  algorithm  are  given 
in chapter 2.6, w hilst a  full description is given by Fahrm eir and Wagenpfeil (1997). In  
th is chapter I model air pollution and hea lth  d a ta  using a  Bayesian dynam ic generalised 
linear model, and  the  analysis is m otivated by two aims. F irstly  the  Bayesian paradigm  
is th e  n a tu ra l setting  in which to  view hierarchical models of th is type, and I com pare the 
Bayesian approach adopted here w ith  th e  likelihood based alternative used by Chiogna 
and G aétan  (2002). Secondly dynam ic m odels allow the  s tan d ard  approaches to  modelling 
these d a ta  to  be  extended in two ways, b o th  of which should be investigated. T hese aims 
are discussed in  more detail in sections 4.2.1 and  4.2.2, and are investigated in th e  case 
study in section 4.5.
4.2.1 Com parison betw een Bayesian and likelihood estim ation
T he Bayesian approach proposed here has a  num ber of advantages over the  likelihood 
based analysis presented by Chiogna and G aétan . In  a  Bayesian approach th e  posterior 
d istribu tion  of /3 correctly allows for the  variability  in (E^, $ ) ,  while confidence intervals 
calculated w ithin a  likelihood setting  do not. In  a  likelihood analysis (E^, $ )  are estim ated
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by optim ising a  d a ta  driven criterion, m eaning th a t  the  s tan d ard  errors of 0  are calculated 
assum ing (Zg, $ )  are fixed a t  their estim ated values. As a  result th e  confidence intervals 
for 0  are likely to  be  too  narrow, which m ay lead to  a  statistically  insignificant effect of 
air pollution appearing to  be  significant. In  contrast the  Bayesian credible intervals are 
likely to  be th e  correct w idth, because {0 , Zg, $ )  are sim ultaneously estim ated w ithin the 
M CM C algorithm .
T he Bayesian approach also allows prior knowledge of the  param eters to  be  incorporated 
into the  model, w hilst resu lts sim ilar to  a  likelihood based analysis m ay be obtainable 
by specifying prior ignorance. This is particu larly  im portan t for dynam ic models, where 
the  regression param eters are likely to  evolve sm oothly over tim e. This sm oothness is 
controlled by  (Z ^ ,$ ) ,  and  non-inform ative priors m ay result in th e  estim ated param eter 
process being contam inated w ith  unw anted noise, Such noise is likely to  hide any trend  in 
th e  param eter process, and can be removed by specifying inform ative priors for (Z;?,$). 
T he Bayesian paradigm  is also th e  n a tu ra l framework in which to  view hierarchical models 
of this type, because i t  can  incorporate variation  a t  m ultiple levels w hilst m aking use of 
s tandard  estim ation techniques. However Bayesian analyses are typically tim e consuming, 
and likelihood based estim ation is quicker to  im plement. To assess the  relative performance 
of these approaches I apply all models in  section 4.5 using th e  Bayesian algorithm  described 
in section 4.4, and the  likelihood based alternative adopted by Chiogna and G aétan  (2002).
4.2.2 Comparison betw een standard and dynam ic m odels
As discussed in  chapter 3.2 air pollution and  health  d a ta  are typically modelled by Poisson 
regression m ethods, in w hich daily counts of m ortality  or m orbidity  are regressed against 
air pollution levels and  a  vector of covariates. Analysing these d a ta  w ith dynam ic m od­
els allows the  standard  Poisson m odel to  be extended in  two ways: (i) th e  influence of 
unm easured risk factors can be  removed w ith  an  autoregressive process; (ii) th e  effects of 
air pollution can evolve over tim e. Investigating the  efficacy of these two extensions is a  
m ajor aim of th is work, and  th e  m otivation for bo th  is given below.
Modelling the Influence of unmeasured risk factors
Meteorological covariates generally exhibit periodic behaviour, and  their inclusion in a 
model removes some of th e  seasonal variation from  th e  health  data . T he rem ainder of this 
variation is typically removed by a  sm ooth function of calendar tim e, which also models 
any long-term  trends, over-dispersion and  tem poral correlation present in the  daily health  
series. Analysing air pollution and  hea lth  d a ta  w ith  dynam ic models allows these factors to 
be modelled w ith  an autoregressive process, ra th e r th an  th is sm ooth function of calendar 
time. Such a  process sits in discrete tim e and  estim ates th e  tem poral tren d  in y , while its 
sm oothness is m ainly controlled by a  single param eter (the evolution variance). In  these
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respects i t  is a  discrete tim e analogue of a  sm ooth function of calendar tim e, and has the 
sam e discrete tim e support as the  m ortality  series. In  th e  dynam ic modelling literature 
(see for exam ple Chatfield (1996) and Fahrm eir and  T u tz  (2001)) long-term  trends and 
tem poral correlation are commonly modelled by one of three processes;
F irs t order random  walk ~  N(/3j_i,T^),
Second order random  walk 0i  ~  N(2/3j_j -  ^ j_ 2, r ^ ) ,  (4.2)
Local linear trend  model pi  ~  N()3<_i 4 -d j_ i,r^ ) ,
6 i N (l5i_l,^^).
All of these processes are non-stationaxy which allows their underlying m ean level to  
change over tim e, a  desirable characteristic when m odelling long-term  trends. A second 
order random  walk is the  n a tu ra l choice from these alternatives, because it is the  discrete
tim e analogue of a  n a tu ra l cubic spline of calendar tim e (Fahrm eir and T \itz (2001)), one
of the  s tan d ard  approaches for representing the  sm ooth functions. Chiogna and  G aétan 
(2002) use a  second order random  walk for th is reason, and in  section 4.5 I extend their 
work by com paring th e  perform ance of sm ooth functions w ith  each of the  three processes 
listed above. I estim ate th e  sm ooth function w ith  a  n a tu ra l cubic spline because it is 
param etric, m aking estim ation w ithin a  Bayesian setting  straightforw ard.
Investigating the shape of the air pollution and health relationship
T he pollu tion-m ortality  association is typically assum ed to  be constan t or depend on the 
pollution level, the  la tte r  of which replaces Wi'y in (3.2) w ith  a  sm ooth function /(uJi|A). 
This is called a  dose-response relationship, and higher pollution levels typically result in 
larger adverse effects. Com paratively little  research has allowed th is association to  exhibit 
tem poral variation, which is likely to  be seasonal or a  long-term  trend . Seasonal variation 
may be caused by  an  in teraction  w ith  tem peratu re  or another po llu tan t exhibiting a  sea­
sonal p a tte rn , while a  long-term  trend  m ay result from a  slow change in  the  composition 
of harm ful po llu tan ts, or from a  change in  th e  size and  s tructu re  of th e  population  at 
risk. If the  pollution-m ortality  relationship dose exhibit tem poral variation, th en  knowing 
its  shape would allow a  b e tte r understanding of how air pollution in teracts w ith external 
factors such as tem perature. T he only known studies th a t  investigate the  time-varying re­
lationship between air pollution and health  are those of M oolgavkar e t al. (1995), Chiogna 
and G aétan  (2002) and  Peng e t al. (2005), who model these associations as:
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•  M oolgavkar et al - 7 i =
$i for spring days 
$ 2  for sum m er days
6 3  for au tum n  days ’
64 for w inter days
•  Chiogna e t al - 7< ~  N(7 i_ i,(r^);
•  Peng e t  al '  7i =  ^1 +  62 sin(27rt/365) +  03 cos(27ri/365).
Moolgavkar e t  al. (1995) and Peng e t al. (2005) investigate the  possibility of seasonal 
variation  in 7 , by forcing the  relationship to  follow a  rigid param etric form. Moolgavkar 
e t al. (1995) m odel th is association as a  step  function w ith  four discrete values (one for 
each season), while Peng e t al. (2005) use a  sm ooth cycHcal function w ith  a  period of one 
year. B oth  these approaches are too  restrictive, and do not allow the  tem poral varia tion  to 
exhibit shapes th a t are n o t seasonal. In  con trast, the  first order random  walk adop ted  by 
Chiogna and G aétan  (2002) does no t fix the  form of th e  tim e-varying relationship a-priori, 
and  allows its  shape to  be estim ated from the  d a ta  resulting in a  more realistic model. In 
section 4.5 I investigate w hether the  association between PM io and respiratory  m ortality  
in G reater London exhibits tem poral variation, by modelling it as a  first order random  
walk. I use a  first order random  walk for th e  flexibility described above, and because it 
allows a  com parison w ith the  work of Chiogna and  G aétan  (2002).
4.3  B ayesian  d y n am ic  g enera lised  lin ear m odels
T he Bayesian dynam ic generalised linear model proposed in th is chapter is a  re-specification 
of th a t  used by Chiogna and  G aétan (2002, see equation (4.1)) th a t  is given by
y i ~  Poisson (/ii) for i =  l , . . . , n ,  
ln(/jj) =  x7 /3< 4- z j a ,
-h . .  - -I-$p/3j_p, S ^ ) ,  (4.3)
0-p+l ,  ■ ■ ■ ~  N(^o,Eo)>
Q  ~  N ( / iQ ,S a ) ,
E /3 ~  Inverse-W ishart(n2 ,52*).
T he daily hea lth  counts are denoted by y  =  ( t / i , . . ,  ,ÿn)> and the  covariates include an
r  X 1 vector z» w ith sta tic  param eters a  =  (q j ,  . . . ,  Q r)rx li and  a  ç  x  1 vector x* w ith 
dynam ic param eters Pi =  {Pu , . . .  ,A g ) ,x i. T h e  dynam ic param eters are assigned an  au­
toregressive prior of order p , which is initialised by sta rtin g  param eters { P _ p ^ i , . . .  ,/3o) 
a t  tim es (—p - f - 1 , . . . ,0 ) .  Each initialising p aram eter has a  Gaussian prior w ith  m ean 
an d  variance S o ,,,,, and are included to  allow P i  to  follow an autoregressive process
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{ 0 1  ~  N($i/3o +  . . .  +  ^ p 0 - p + \ , ^ 0 )- The autoregressive param eters can be stacked into 
a  single vector denoted h y  0  =  (/3_p+ i,. ■ ■ , 0 o,0 i y  ■ ■ , 0 n){n+p)gxi> whose characteristics 
are controlled by  the  q x . q  variance and s ta te  m atrices (E ^, , . . . ,  T he variation in
0  is largely determ ined by which is assigned a  conjugate inverse-W ishart prior. Fbr 
univariate processes Eg is scalar, and  the  conjugate prior simplifies to  an inverse-gamma
distribution. T he s ta tionarity  of /? is determ ined by th e  s ta te  m atrices $  =  ........ 4>p},
which may contain unknown param eters or known constants m eaning th a t  prior specifi­
cation depends on  their form. For example a  univariate first order autoregressive process 
is s tationary  if |# i |  <  1, while prior specification is discussed in section 4.4. A Gaussian 
prior is assigned to  a  because prior inform ation is simple to  specify in  th is form. The 
unknown param eters a re  ( /3 ,a ,E g )  and  com ponents of $ ,  whereas the  hyperparam eters 
( ^ a ,E a ,n z : ,g z ,^ o ,E o )  are known.
T he m odel proposed above is a  re-form ulation of th a t  used by  Chiogna and G aétan  (see 
equation 4.1), which fits natu ra lly  w ithin the  Bayesian framework adopted here. A part 
from the  inclusion of p rior distributions there are two m ajor differences between the  two 
models, the  first of which is operational while the  second is notational. F irstly  a  vector of 
covariates w ith sta tic  param eters are explicitly included in  th e  Unear predictor, allowing 
the  s ta tic  and dynam ic param eters to  be u pdated  separately in the  M CM C simulation 
algorithm . T his enables the  autoregressive characteristics of 0  to  be incorporated into 
its  M etropolis-Hastings step , w ithout forcing th e  same property  onto the  sim ulation of 
the  sta tic  param eters. T his would no t be  possible using (4.1), because covariates with 
sta tic  param eters are included in the  AR(1) process by  a  particu lar specification of Eg 
and 4» (diagonal elements of Eg and  $  are zero and  one respectively). T h e  specification in 
(4.1) is also inefficient, because n  identical copies of each sta tic  param eter are estim ated. 
Secondly (4.1) appears to  be an  AR(1) process, which com pares w ith  my m ore general 
AR(p) process. In  fact an  AR(p) process can be w ritten  in th e  form of (4.1) by a  particular 
specification of (/3,Sg,4>), b u t for no tational clarity  (4.3) is adopted here.
4.4 M C M C  e s tim a tio n  a lg o rith m
T his section describes an  M CM C sim ulation algorithm  for model (4.3), and reviews al­
ternative schemes th a t  have been proposed in  th e  literature. A review of non-Bayesian 
estim ation for dynam ic m odels is given in  chapter 2.6. T he jo in t posterior d istribution of 
( /3 ,Q ,E g ,$ )  is given by
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/ ( ^ , a , E g , # |y )  oc / ( y I f ,  a ) / ( a ) / ( ^ |E g ,  * ) / ( E g ) / ( * ) ,
n n
=  Poisson(y<|/3<, a ) N ( a |^ a ,  S a )  N(j3J$i/3<_i +  . . .  +  $p/3j_p, Sg)
i= l «=!
X N{/?_p+i|Mo,2o)...N(/3o|^io.^o)Inverse-Wishart(S^lns,5£^)/($).
where / ( $ )  depends on the  form of the  AR(p) process. T he nex t subsection outlines the 
overall sim ulation algorithm , w ith  specific details given in subsections 4.4.2 to  4.4.5.
4 .4 .1  O v e r a l l  a l g o r i t h m
T he param eters are updated  using a  block M etropolis-Hastings algorithm , in which s ta r t­
ing vaJuœ S ^ \ $ ( ° ) )  are generated from  over-dispersed versions of th e  priors
(for example t-d istributions replace Gaussian d istributions). T he algorithm  alternately  
sam ples from  the  full conditional distributions of th e  following blocks.
(a) D y n a m ic  p a r a m e te r s  0  =  , . . .  ,/3„).
F urther details are given in subsection (4.4.2).
(b) S ta t ic  p a r a m e te r s  a  =  ( a j  Or).
F urther details are given in subsection (4.4.3).
(c) V a r ia n c e  m a t r ix
F urther details are given in subsection (4.4.4).
(d) A R (p ) m a tr ic e s ,  $  =  ( $ 1, . . .  ,$ p ) (or com ponents of).
F urther details are given in subsection (4.4.5).
4 .4 .2  S a m p l in g  f r o m / ( / 3 |y ,  a ,  E^,<&)
T he full conditional of 0  (given below) is the  p roduct of n  Poisson observations and  a  
G aussian prior, the  la tte r  of which consists of n  autoregressive distributions for ( / I j , . . . ,  /3„) 
and  p  initialising distributions for ()9_p+i, . . . , 0 q).
/ ( / 3 |y ,Q ,E / } ,$ )  oc n P o i s s o n ( y < | / 3 j , a )  J j N ( / 3 < |$ i ( 3 j _ i - f  . . .  +  $p /3i_p,Ep)
>=i >=i
X  N ( / 3 _ p + i | p , o , S o )  ■ •  •  N ( / 3 o | / r o ,  S o )
T he first p  param eters are updated separately  from /Sj , . . .  ,/3„, because their full condi­
tional d istribu tion  is Gaussian and does no t depend on y . In  contrast th e  full conditional 
oi 0 i , . . . , 0 n  is non-standard , because i t  is a  p roduct of Poisson and  Gaussian distrib­
utions which cannot be sam pled from directly. A num ber of sam pling algorithm s have
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been proposed for this problem , and a  brief review is given here. Fahrm eir e t al. (1992) 
combine a  rejection sam pling algorithm  w ith  a  G ibbs step, b u t report acceptance rates 
th a t  are very low m aking th e  algorithm  prohibitively slow. In contrast Shephard and P itt  
(1997) and  G am erm an (1998) suggest M etropolis-Hastings algorithm s, w ith  proposal dis­
tribu tions based on Fisher scoring steps and Taylor series expansions respectively. These 
proposal d istributions are com putationally expensive to  calculate, so the  conditional prior 
proposal algorithm  of Knorr-Held (1999) is used here. His proposal d istribu tion  is com­
putationally  cheap to  calculate com pared w ith those of Shephard and  P i t t  (1997) and 
G am erm an (1998), while the  M etropolis-Hastings acceptance ra te  has a  simple form  and 
is easy to  calculate. The proposal d istribution is based on the  prior /( /3 ) , and  ignor­
ing 0 _p+i,. ■■,0 Q which have already been sampled, th is can be re-w ritten  as a  singular 
m ultivariate G aussian distribution:
< = i
a  exp ( )  .
T he variance m atrix  K   ^ does no t exist, b u t its inverse is given by
K  =
K - p + i - p + i K - p+l,n
(4.4)
^ n ,—p+l i^n,n
where Ki^i is a  g x  g block re la ting  to  0^. This m atrix  has a  bandw idth  of p  blocks, th a t 
is all blocks K i^ ,  w ith  |? — j |  >  p  are zero, m aking the  com putation less expensive. The 
exact form of K  depends on the  order of th e  AR(p) process, and formulae for first and 
second order processes are given below (all o ther blocks are zero).
First order
f^i,i =  
^i,i+ i =
■ * % ' # ] i =  0
i  =  1




S e c o n d  o rd e r
Ki,i =
*  =  - 1
+  i  =  0
+ ï = l , . . . , n - 2
i  =  n - l  
i = n
i  =  - 1
+  i ^ 0 , . . . , n - 2
î =  n - l
i =  0
Ÿi
Vi
T he param eters are u pdated  in  blocks of size g, which is a  sensible interm ediate strategy 
between th e  low acceptance ra tes obtained from sam pling high dimensional vectors, and 
the  com putational burden  of sam pling variables individually (Liu e t al. (1994)). T he block 
size ac t as a  tun ing  param eter, which can be altered to  achieve the  desired acceptance rates. 
T he proposal d istribu tion  for a  block of param eters is its conditional distribution given 
the  rem aining elem ents of 13. For example, for 0^,» = (0 t < • ■ • (s — r +  g -  1) this
is given by
where =  (|3 _ p + i. .  ■ ,0 r- i^P g + ii  ■ ■ • ,/)» ) ' T he m ean and  variance of th is distribution 
are given by
f^T.S =
-^ -P + l,r- l^ -p 4 -l,r - l  if S—n
if r= - p + l  ,
. - ^ r ,s iK .p + i^ r - i0 -p + i ,r - i  + ^ ,+ h n 0 s+ i,n )  Otherwise
which are calculated using standard  properties of th e  m ultivariate Gaussian distribution. 
In th is calculation the  precision m atrix  is decomposed into
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^ - p + l , r - l  
K  — I p+l,r—1 ^T,a ^ » + l,7i
^ l+ \,n
where Kr,a is the  square gq x  gq  m atrix  containing blocks to  ^a,s- T he rem aining two 
sub-m atrices are rectangular, contain the  sam e rows as Kr,$, and  include all the  rem aining 
columns. To avoid any m ixing problems a t the  boundaries of each block, th e  length of the 
first block is random ly generated from the  set {g, 2 q , . . . ,  gq}. T he acceptance probability 
of a  move from  to  13’ is given by
f n L r  P o i s s o n \
I ’ r ii= rP ° is so n (y i |;3 S ^ \a C j)) /’ 
and fu rther details are given by Knorr-Held (1999).
4 .4 .3  S a m p l in g  f r o m / ( a |y , / 3 , E ^ ,  $ )
T he full conditional of a  (given below) is the  p roduct of n  Poisson observations and  a  
m ultivariate Gaussian prior.
n
/ ( a |y .  /3) oc Poisson(yi|/3<, a )N (a |M a. %«) (4.5)
i=l
T he Gaussian prior is no t conjugate to  th e  Poisson d a ta , which results in a  non-standard 
full conditional distribution. A M etropolis-Hastings algorithm  is typically used for up­
dating  a ,  and  two common proposal d istributions are based on random  walks and  Fisher 
scoring steps (Fahrm eir and T utz (2001)). T hroughout th is  thesis I adopt a  random  walk 
proposal for updating  sta tic  regression param eters, because i t  is com putationally  cheaper 
to  calculate and  has a  tun ing  param eter to  control the  acceptance rates. T he param eters 
are u pdated  in  blocks for the  reasons previously discussed, and  th e  proposal distribution 
is given by N(û!r^!], i/J). Here u and  the  block size are t uning param eters, while /  is an 
identity  m atrix  of the  appropriate size. T he acceptance probability  of updating  o:% to  
Û*,  is given by
m m
'  / ( a 1 y ,/3 < » )  \
' / ( « W | y , ; 3 ü ) ) j '
where corresponding elements of outside the  curren t block are identical.
4 .4 .4  S a m p l in g  f r o m / ( E / 3| y , / 3 , a , $ )
T he full conditional of Ep  is m ade up  of n  G aussian d istribu tions and  a  conjugate Inverse- 
W ish art(n 2 , 5 2 ^) prior, which results in an
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Inverse-Wishart I ng  +  n, S z  +  -  * i A - !  -  • • • -  ^ p 0 i - p ) i 0 i  -  ^ i 0 i - i  -  . . .  -  ^ p 0 i - p ) ' ^
i=l
posterior distribution. However th e  models applied in  the  case study  are based on uni­
variate autoregressive processes, m eaning th a t  the  conjugate prior simplifies to  an  inverse- 
g a m m a (e ,/)  distribution, resulting in an
Inverse-Gam m a +  -  <ÿiA-i -  . . .  -  (ppPi-pf'^
posterior. If a  non-inform ative prior is required an  inverse-gamma(e, e) d istribu tion  with 
sm all e is typically used. However as previously discussed an  inform ative prior m ay be re­
quired to  sm ooth the  autoregressive process, and  representing such beliefs using a  member 
of the  inverse-gam m a family is no t straightforw ard. This param eter is likely to  be  close 
to  zero (to  ensure th e  evolution is sm ooth), so a  simple inform ative prior is a  Gaussian 
d istribution  w ith  zero m ean th a t  is trunca ted  to  be positive. T he inform ativeness of this 
prior is controlled by its  variance, w ith sm aller values resulting in a  m ore inform ative 
d istribution. I f  th is prior is used th e  full conditional d istribution is non-standard , and can 
be sam pled from using a  M etropolis-Hastings step  w ith a  random  walk proposal.
4.4.5 Sam pling from/(4>|y,/3,O',E(3)
T he full conditional of 4> consists of n  Gaussian distributions for (3i, • • • ,/3„ and a  prior 
/ ( $ ) ,  the  la tte r  of which depends on the  form of the  autoregressive process. T he full 
conditional of $  also depends on the  type of autoregressive process, and two examples 
are univariate AR(1) (A  ~  N (0 i A - 1iCT^)), and  AR(2) (fii ~  N (0 iA - i  +  <h0 i - 2 ,<^ 0 )) 
processes. In  either case, assigning (ÿ%) or flat priors results in  a  Gaussian full
conditional distribution, and  details for the  AR(1) case are given below.
A R (1 )  fu ll c o n d itio n a l
f{4>i\0,a$) cc % % N (A |ÿ iA -i,4 ), 
i=l
OC N ( 0 i | / i , r ^ ) ,
where
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_ E jL i  A A - i  
E " = , Æ .  '
_ _ Æ _
E L ,  D l ,  '
In  a  univariate AR(2) process (0 i , 0 2 ) have a  sim ilar jo in t full conditional distribution. 
A lternatively if $  only contains known constants, as in  a  random  walk or local linear 
trend, th en  no sim ulation is required.
4.5 C ase s tu d y
This case s tu d y  analyses d a ta  from G reater London, to  assess the  efficacy of using dynam ic 
generalised Hnear models in a ir pollution and health  studies. The first subsection d ^crib es  
the  d a ta  th a t  are used in  th is case study, the  second discusses the  choice of sta tistical 
models, while th e  th ird  presents the  results.
4.5.1 D escription o f the data
T he d a ta  used in  th is case study  relate to  daily observations from the  G reater London 
area during the  period 1®^  January  1995 until 31®*' December 1997. T he health  d ata  
comprise daily counts of respiratory  m ortality  drawn from the  population living w ithin 
G reater London, and  are shown in Figure 4-1. A strong seasonal p a tte rn  is evident, w ith 
a  large increase in the  num ber of deaths during  the  w inter of 1996/1997. T he cause of 
th is peak is unknown, and  research has shown no influenza epidemic during th is time 
which has previously been associated w ith  large increases of th is type (G riffin an d  Neuzil 
(2002)). T he air pollution d a ta  comprise particu la te  m a tte r levels m easured as PM io, 
which are shown in Figure 4-1. These d a ta  are collected from eleven m onitoring sites 
located th roughout G reater London, and a  daily average is calculated to  estim ate pollution 
exposure. T his spatial average has also been used by K atsouyanni e t al. (1996) and Sam et 
e t al. (2000), and  is likely to  in troduce m inim al exposure error because PMio levels in 
London between 1994 and  1997 exhibit little  spatia l variation (Shaddick and Wakefield
(2002)). M eterological d a ta  are also available for G reater London, and include indices of 
tem perature, rainfall, w ind speed and sunshine. T hese d a ta  are m easured a t  Heathrow 
airport, and  daily m ean tem peratu re (m easured in Celsius ®C) is shown in Figure 4-1.
4.5.2 D escription o f  the statistical m odels
Dynamic generalised hnear models allow the  s tan d ard  approaches to  analysing air pollution 
and health  d a ta  to  be  extended in two ways: (i) m odelling any long-term  trends, over- 
dispersion and  tem poral correlation present in  th e  hea lth  d a ta  w ith an autoregressive
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Figure 4-1: R espiratory m ortality  (a), particu la te  m atte r (PM io, b) and tem peratu re  (c) 
d a ta  from G reater London between 1995 and 1997.
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process; (ii) allowing th e  relationship between air pollution and  health  to  evolve over 
tim e. These extensions a re  investigated by applying eight models to  the  G reater London 
data , a  sum m ary of which is given in Table 4.1. T he general form of all eight m odels is 
given by
Vi ~  Poisson(^i) for 1 =  1 , . . .  ,71, 
ln(/ii) =  PMiOj_,7 i +  /3j +  5 (tem p e ra tu re j|3 ,a3 ), 
C* ~  N ( ^ £ , ,E o;),
(4.6)
where 0i is the  tren d  com ponent and  7 f represents the  effect of PM io on day i. The trend  
com ponent is represented by one of four sub-m odels (denoted by  (a) - (d) below) including 
a  n a tu ra l cubic spline of calendar tim e or one of the  autoregressive processes in equation
(4-2).
(a) N atu ral cubic splines (b) F irs t order random  walk
0 i ~ d i +  S { i \T Î ,a 2 ) A ~ N ( f t _ i , T 2 )
/3o ~ N ( 3 . 5 , 1 0 )
N(0,V2)/[Ta>0}
(c) Second order random  walk (d) Local linear trend
A ~ N ( 2 ^ i _ , - A - 2 . r 2 )
/3_ i ,/3o ~ N ( 3 . 5 , 1 0 )
N(0,V3)/[r2>o]
0 i  ~  N ( A _ i  4 - 5 < _ i , t ^ )  
i i  r" N ( i i _ l , ^ ^ )
/3 o -N (3 .5 ,1 0 )




T he relationship between air pollution and  m ortality  is represented by (i) or (ii) below, 
which force it to  be constan t or allow i t  to  evolve over time.
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I>ible 4.1: Sum m ary of th e  eight models. T he base m odel is given by equation (4.6).
M o d e l TVend m o d e l A ir  p o l lu t io n  e ffec t 7 i
1 (a) - splines (i) - constant
2 (a) - splines (ii) - random  walk
3 (b) - first order random  walk (i) - constant
4 (b) - first order random  walk (ii) - random  walk
5 (c) - second order random  walk (i) - constant
6 (c) -  second order random  walk (ii) - random  walk
7 (d) - local linear trend (i) - constant
8 (d) - local linear trend (ii) - random  walk
(i) C onstant (ii) Tim e-varying - first order random  walk





N (0 ,5 i )/|£,2>o|
(4.8)
In the  m odel description above N (0 ,ÿ i)/[^2>o] denotes a  truncated  Gaussian d istribu tion  
which forces to  be  positive. T he sm ooth functions are estim ated w ith natu ra l cubic 
splines, where var  denotes the  covariate and  d f  is th e  degrees of freedom. T he vector 
of sta tic  param eters ( a )  is different for each model, and includes the  intercept term , 
the  param eters th a t  m ake up the  n a tu ra l cubic splines and th e  constant effect of air 
pollution. To com pare the  results w ith those presented by Chiogna and  G aétan (2002), 
each m odel is analysed using the  Bayesian approach described here and  the  likelihood based 
alternative th a t  they  adopt. Likelihood based analysis is carried ou t using th e  iteratively 
re-weighted K alm an filter and sm oother proposed by Fahrm eir and Wagenpfeil (1997), 
while th e  hyperparam eters are estim ated using Akaike Inform ation Criterion (AIC). T he 
rem ainder of th is  subsection describes the  m odel building process, including th e  choice of 
trend  models and air pollution components.
M o d e l b u i ld in g  s t r a t e g y
T he model building process began by rem oving th e  long-term  tren d , seasonal variation, 
over-dispersion and  tem poral correlation from  th e  resp iratory  m ortality  data. These d a ta  
exhibit a  pronounced yearly cycle, which is jo in tly  modelled by the  trend  com ponent 
and the  tem peratu re  covariate. T he relationship between tem peratu re and m ortality  was 
investigated a t  a  num ber of lags using different shaped  relationships, and  the  fit to  the  d a ta  
was assessed v ia  the  deviance inform ation criterion (D lC , Spiegelalter e t al. (2002)). This
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resulted in a  sm ooth function of th e  sam e days tem peratu re w ith three degrees of freedom 
being used in the  final models, because it has the  lowest DIG and  because tem perature 
exhibits a  U-shaped relationship w ith  m ortality. T he sm ooth  function is modelled with 
a  n a tu ra l cubic spline because it is fully param etric, m aking analysis w ithin a  Bayesian 
setting  straightforw ard. T he relationships between numerous additional covariates and 
m ortality  were also investigated, including the  am ount of rainfall, num ber of sunshine 
hours, average wind speed and a  day of the  week effect. However none of these exhibited 
any relationship w ith the  m ortality  data , and  were no t used in the final analyses.
After the  meteorological covariates had  been chosen, the  sm oothing param eters for each 
tren d  m odel (see Table 4,1) were investigated. T he sm ooth function of calendar time 
(trend  com ponent (a)) is m odelled by a  n a tu ra l cubic spline, and i t ’s sm oothness is de­
term ined by its  degrees of freedom. In  common w ith the  tem perature covariate th is was 
chosen by DIG and fixed prior to  analysis, resulting in 27 degrees of freedom. Tb allow a  
fairer com parison w ith trends (b) to  (d) the  degrees of freedom should be estim ated  as p art 
of the  MCMG algorithm , b u t th is makes th e  average tren d  impossible to  estim ate. As the 
sm oothness of the  spline is fixed, its param eters (p a rt of q ) are assigned a  non-inform ative 
Gaussian prior w ith  a  diagonal variance m atrix . In  th e  likelihood im plem entation th e  de­
grees of freedom are estim ated by AIG to  be  27, which is identical to  the  Bayesian estim ate.
T he rem aining tren d  models are autoregressive processes, whose sm oothness is determ ined 
by  th e  evolution variances (t^,i/>^). In itially  these were assigned non-inform ative inverse- 
gam m a(0 .0 1 , 0 .01 ) priors, which resulted  in an  estim ated tren d  th a t  close to  interpolates 
th e  m ortality  d a ta  (see Figure 4-2 which shows the  estim ate for the  second order ran­
dom  walk m odel). T his undesirable interpolation  can be removed by assigning ( r^ ,^^ )  
inform ative priors, which shrink their estim ates towards zero resulting in a  sm oother 
trend. D eterm ining an inform ative prior d istribu tion  from the inverse-gamma family is 
no t straightforw ard, and  instead prior b e l ie f  are represented by  a  Gaussian distribution 
w ith  m ean zero th a t  is trunca ted  to  be  positive. This prior forces (t^.V*^) to  be close to 
zero, w ith the  level of inform ativeness controlled by  th e  variance param eters p j (first order 
random  walk), 53 (second order random  walk) and  (p4, 5 s) (local linear trend). As these 
variances decrease the  prior m ass is forced closer to  zero, resulting in a  sm oother estim ate 
of 0 .
I t  seems likely th a t the  tren d  in m ortality  will be sim ilar on consecutive days, m eaning 
th a t the  autoregressive process should evolve sm oothly over time. T he trend  is estim ated 
on the  linear predictor scale corresponding to  the  natu ra l log of the  d a ta , which ranges 
between 2.5 and  4.5 daily deaths (betw een ab o u t 12 and  90 on th e  un-logged scale). On 
th a t scale a  jum p of 0.01  between consecutive days is approxim ately th e  largest differ­
ence th a t cannot be detected by th e  eye, resulting  in a  visually sm ooth trend. To relate
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th is to  the  choice of (52 , 53 , §4 , 55) each process was sim ulated w ith a  variety of variances, 
and the average absolute difference between consecutive values was calculated. FVom this 
(ff2i 53,54 ,^ 5) were chosen so th a t  50% of the  m ass from / ( r ^ )  is below the  threshold value 
giving average differences of 0.01, which resulted in  52 =  10"^, 53 =  10“ “ . T he local 
linear tren d  model has two variance param eters th a t  bo th  need to  be  tigh tly  controlled 
resulting in  54 =  55 =  10“ ®^. Sensitivity analyses were carried ou t for different values of 
(52 ,53 , 54 , 55): b u t it was found th a t  larger values resulted in  trends th a t were no t visually 
sm ooth. In  the  likelihood im plem entation ( t^,  ^ ^ ) are chosen by optim ising AIC. T he pri­
ors for (/3_i,/3o,<5o) are non-inform ative Gaussian d istributions w ith  m eans equal to  zero 
(for the  ra te  Jo) and 3.5 ((/)_i, /%),  the  average of logged m ortality  d a ta  from previous 
years) respectively.
After removing the  influence of unm easured risk factors th e  relationship between PMio 
and m ortality  was investigated a t a  num ber of lags. A lag of one day is used in  th e  final 
models because it has the  m inim um  DIG and  has been used in o ther recent studies (see for 
example Dorainici e t  al. (2000), and Zhu e t  al. (2003)). B oth  constant and time-varying 
relationships between PM io an d  m ortality  are investigated in th is case study, w ith  the 
la tte r  modelled by a  first order random  walk which allows a  com parison w ith th e  work of 
Ghiogna and  G aétan  (2002). In itially  a  non-inform ative inverse-gamma(0.01,0.01) prior 
was specified for the  random  walk variance (denoted by tr^), b u t as shown in Figure 4-2 the 
estim ated tim e-varying relationship is contam inated w ith  noise and  an underlying trend 
cannot be seen. T his relationship is likely to  evolve sm oothly over tim e, which can be 
enforced by assigning an  inform ative zero m ean G aussian prior th a t  is trunca ted  to  
be positive. T he inform ativeness is controlled by th e  variance g i , which is chosen using 
an  identical approach to  th a t  described above. In  th is case the  hkely range of effects is 
-0.003 to  0.005, and  the  largest difference th a t  is undetectable by  the  eye is around 0.00005 
leading to  gi =  10“ ®^. T his value was investigated in a  sensitivity analysis, which showed 
th a t  7 j evolved sm oothly for cr  ^ as large as 10“ '° .  As th is is less inform ative th an  10“ '® 
i t  is used in th e  final models. In  the  likelihood im plem entation th e  variance param eter is 
estim ated by optim ising AIG.
4 .5 .3  R e s u l t s
The models contain a  large num ber of param eters, so to  aid convergence the  covariates 
(PM jo and the  basis functions for the  n a tu ra l cubic splines of calendar tim e and tem per­
ature) are standard ised  to  have a  m ean of zero and  a  standard  deviation of one before 
inclusion in the  m odel (and are subsequently back-transform ed when obtaining results 
from the posterior d istribu tion). T he M arkov chains are b u rn t in for 40,000 iterations, 
by which point convergence was assessed to  have been reached using the  m ethods of Gel- 
m an e t al. (2003). A t th is  po in t a  fu rther 100,000 itera tions are sim ulated, which are
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Figure 4-2: T he estim ated random  walk processes using a  non-informative prior for the 
evolution variance. Panel (a) depicts the  estim ated tren d  in daily m ortality  modelled as a 
second order random  walk, while panel (b) depicts the  time-varying relative risk between 
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th inned by 5 to  reduce autocorrelation resulting in 20,000 sam ples from the  jo in t posterior 
distribution.
(i) -  R e s u l ts  fo r  t h e  fo u r  t r e n d  m o d e ls  0i
In  th is case study  long-term  trends, seasonal variation, over-dispersion and  tem poral cor­
relation are removed from th e  respiratory  m ortality  d a ta  w ith  one of four tren d  models: a 
n a tu ra l cubic spline of calendar tim e (models 1 and 2); a  first order random  walk (models 
3 and  4); a  second order random  walk (models 5 and 6); and a  local linear tren d  model 
(models 7 and  8). To aid clarity in the  following discussion these approaches are com­
pared and contrasted assum ing th e  relationship between PMio and m ortality  is constant 
(using the  odd num bered models), F igure 4-3 shows the  m ortality  d a ta  from G reater 
London, together w ith  the  estim ated trends from the  Bayesian (solid lines) and likelihood 
(dotted  lines) analyses. Panel (a) depicts th e  estim ate from the  n a tu ra l cubic spline of 
calendar tim e, panel (b) relates to  th e  first order random  walk, panel (c) to  the  second 
order random  walk, and  panel (d) to  the  local linear tren d  model. All four models capture 
the  underlying tren d  in the  m ortality  series well, and the  Bayesian and  likelihood esti­
m ates are very similar. T he only m ajor differences are in  the winters of 1996 and  1997, 
where the  respiratory m ortality  d a ta  has yearly peaks. For each tren d  m odel the  Bayesian 
analysis captures the  height of these peaks b e tte r th an  its  likelihood coun terpart, while 
th e  second order random  walk outperform s th e  th ree  alternatives. For example, in the 
w inter of 1997 the  m axim um  num ber of deaths on a  single day is 145, and  the  Bayesian 
e s t im a te  of th is peak are, (a) 98.4, (b) 92.2, (c) 107.6, (d) 101.5, while the  corresponding 
likelihood values are, (a) 69.4, (b) 79.1, (c) 85.9, (d) 85.1. These figures show th a t the 
second order random  walk is the  m ost adep t a t m odelling these peaks, while the  local lin­
ear trend  model outperform s b o th  the  n a tu ra l cubic spline and  th e  first order random  walk.
All eight estim ates have the  sam e visual sm oothness, and  a  sum m ary of their sm oothing 
param eters is given in  Table 4.2. For the  n a tu ra l cubic spline model th e  degrees of freedom 
are identical in the  Bayesian and likelihood analyses, which is probably because they 
are estim ated by minimising sim ilar d a ta  driven criteria (DIG and GCV respectively). 
However, for th e  o ther trend  models the  likelihood estim ates of the  sm oothing param eters 
are significantly larger th an  their Bayesian counterparts, w ithout the  corresponding trends 
being less sm ooth. This is unexpected, and  is m ost likely caused by differences in the 
techniques used to  estim ate th e  autoregressive processes, a  point which is taken up in 
th e  discussion. T he tren d  com ponents should remove any tem poral correlation in the 
respiratory m ortality  series, and their effectiveness in th is respect can be assessed by 
examining the  residuals. However in a  Bayesian setting  residuals are no t well defined (see 
P e tt it  (1986)), because there  is no n a tu ra l po in t estim ate for the  param eters. A lternatively 
a  ‘residual d istribu tion ’ can  be generated for each yi by sim ulation, which for standardised
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Table 4.2: Sum m ary of the  sm oothing param eters.
M o d e l P a r a m e te r
2.5%
B a y e s ia n
m edian 97.5%
L ik e lih o o d
I k - 27 - 27
2 k - 27 - 27
9.91x10-® l . I OxlO -7 1.21x10-7 0
3 0.00018 0.00019 0.00021 0.373
4 0.00018 0.00019 0.00021 0.373
1 .0 1 x 10-'^ 1 .10x10-7 1.20x10-7 0
5 2 .2 0 x 10-*’ 3.56x10-® 5.78x10“ ® 0.004
6 r " 2.27x10-*’ 3.67x10'® 5,95x10-® 0.004
1.19x10-^ 8 .25x10-7 1 .6 6 x 10-® 0
7 1 .6 1 x 1 0 -' 1 .6 8 x 10- ' 1 .7 6 x 1 0 -' 10- '
3 .0 0 x 1 0 -'’ 3.09x10-® 3.18x10-® 0.003
8 1 .5 8 x 1 0 - ' 1 .6 7 x 1 0 - ' 1 .7 7 x 1 0 -' 10- '
^2 3.05x10-® 3.17x10-® 3.25x10-® 0.003
7.43x10-7 2.64x10-® 5.44x10-® 0
residuals is given by
where 6 ^^ is the  jf/i sam ple from th e  jo in t posterior d istribution . This d istribution takes 
into account the  uncertain ty  in  6 , and residuals based on  point estim ates are approxim a­
tions to  th is distribution. F igure 4-4 shows th e  autocorrelation  function of an approxi­
m ation to  th is residual d istribu tion  th a t  is based on posterior medians. T he second order 
random  walk again outperform s the  o ther approaches, exhibiting little  or no correlation 
in the  approxim ate standard ised  residuals. In  con trast th e  n a tu ra l cubic spline has the 
worst perform ance of th e  four trend  com ponents, exhibiting significant correlation a t  the 
first four lags. T he rem aining two models produce sim ilar results, exhibiting significant 
correlation a t  th e  first lag only. The residuals from th e  likelihood analyses are shown in 
Figure 4-5 and  a  sim ilar p a tte rn  is evident. A  com parison of Figures 4-4 and 4-5 shows 
th a t the  residuals from th e  likelihood analysis exhibit m uch larger correlation, suggesting 
th a t the  Bayesian models outperform ed their fikelihood counterparts in all four cases.
(ii) -  R e s u l ts  fo r  t h e  a i r  p o l lu t io n  a n d  m o r ta l i ty  r e la t io n s h ip  7^
T he models presented here allow the  relationship betw een FM jo and  m ortality  to  evolve 
over tim e as a  first order random  walk, or be fixed a t  a  constant value. In  the  graphs 
and tables th a t  follow, these relationships are presented as relative risks for an increase of
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Figure 4-3: Observed m ortality  counts and  the  estim ated trends from the  four models: 
(a) n a tu ra l cubic spline, (b) first order random  walk, (c) second order random  walk, (d) 
local linear trend. Bayesian and likelihood estim ates are represented by solid and dotted  
lines respectively.
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Figure 4-4: A utocorrelation function of the  Bayesian residuals from using each trend 
model: (a) natu ra l cubic spline, (b) first order random  walk, (c) second order random  
walk, (d) local linear trend.








(C) -  M odel 5
— I------ 1-------1------ r
15 2 0  25 30
Lag
(d) -  M odel 7




















Figure 4-5; A utocorrelation function of the  likelihood residuals from using each trend 
model: (a) natu ra l cubic spline, (b) first order random  walk, (c) second order random  
walk, (d) local linear trend.
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Table 4.3: R elative risks for an  increase of in PM io w ith associated 95% credible
or confidence intervals.
M o d e l B a y e s ia n L ik e lih o o d
1 1.007 (0.998 , 1.016) 1.015 (1.010 ,1 .020)
3 1.011 (1.002 , 1.020) 1,014 (1.008 , 1.019)
5 1.008 (0.999 , 1.017) 1.014 (1.008 ,1 .019)
7 1.009 (1.000 , 1.019) 1.013 (1.007 ,1 .018)
IGng/m^  in PM io.
(a) - Constant relationship
Th.ble 4.3 shows the  estim ated relative risks from models 1, 3, 5 and  7, which force the 
relationship between PM io and  m ortality  to  be  constant. All eight Bayesian and likeli­
hood estim ates are very sim ilar (range from  1.007 to  1.015), suggesting th a t  the  m ethod 
of analysis and the  choice of trend  com ponent do no t substantially  affect the  estim ated 
hea lth  risk. T he estim ates from the  likelihood analyses are always larger th a n  those from 
th e  corresponding Bayesian model, a lthough the  differences are no t large. T he Bayesian 
credible intervals are wider th an  their likelihood counterparts while few of the  intervals 
contain one, suggesting th a t  exposure to  PM io has a  statistica lly  significant effect on  mor­
tality.
(b) - Time-varying relationship
In  the  likelihood analyses the  estim ated variance param eters are all zero, forcing the  time- 
varying relationship to  be constant. However th e  Bayesian estim ates are greater th a n  zero, 
and the  tim e-varying relationships are shown in Figure 4-6. T he tem poral evolution for 
each of these estim ates is sm ooth, which is a  resu lt of th e  inform ative prior placed on <r^ . 
All four estim ates are very sim ilar, suggesting th a t  the  choice of tren d  model does not 
affect the  substantive conclusions. T he relationships exhibit a  slowly increasing long-term 
trend , which has ranges of: (a) 1.005 to  1.015, (b) 1.007 to  1.014, (c) 1.002 to  1.019, 
(d) 0.999 to  1.024. In  particu lar the  tim e-varying relationships do no t exhibit a  seasonal 
p a tte rn , suggesting th a t  the  model of Peng e t al. (2005) would be  inappropriate for these 
data . T he 95% credible intervals for panels (a) and  (b) (models 2 and 4 respectively) are of 
a  sim ilar size, while the  rem aining two exhibit substan tial additional variation, especially 
in  panel (d). This additional variation is n o t supported  by th e  same p a tte rn  in  th e  credible
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intervals for the  constant effects, a  point which is taken up in  th e  discussion. However the  
w id th  of these intervals suggest th a t  a  constan t effect of PM io canno t be ruled out.
4.6 D iscussion
T his chapter has investigated the  efficacy of dynam ic generalised linear models for analysing 
air pollution and health  d a ta , w ith  particu lar interest in two differences between th is dy­
nam ic framework and the  standard  approaches adopted in the  related  literature. The 
dynam ic n a tu re  of the  models proposed here allow the  pollution-m ortality  relationship 
to  change over tim e, w hilst any long-term  trend , seasonal variation, over-dispersion and 
tem poral correlation can be  modelled w ith an  autoregressive process. T he results from the 
four trend  models lead to  two m ain conclusions. F irstly  although all models cap ture the 
underlying level of daily deaths well, the  standard  approach of using sm ooth functions is 
outperform ed by the  autoregressive processes. In  particu lar the  b est of these is the  second 
order random  walk, because its  residuals exhibit no correlation and  the  two w inter peaks 
in  daily m ortality  are well represented. In  con trast th e  sm ooth  function leaves signiffcant 
correlation in the  residuals, while the  estim ated  peaks in  m ortality  are poorly captured. 
T he local linear tren d  model also outperform s the  sm ooth function, while the first order 
random  walk gives sim ilar results. T he poor perform ance of th e  sm ooth function most 
likely results from the  way i t  is estim ated, including th e  sm oothing param eter and  use 
of natu ra l cubic splines. T he degrees of freedom is estim ated by DIC and fixed during 
th e  simulation, which is in  con trast to  the  autoregressive processes whose sm oothing pa­
ram eters are estim ated as p a r t  of the  MCMC algorithm . Consequently th e  autoregressive 
trends incorporate th e  variation in  their sm oothing param eters, which is no t the  case 
for the sm ooth function and  m ay account for the  le tte r 's  poorer performance. A nother 
possible cause is the  use of n a tu ra l cubic splines, which were used here because of their 
param etric make-up. However they are less flexible th an  non-param etric alternatives, and 
an interesting area  of fu ture research would be  to  com pare the  perform ances of the  trend  
models used here against non-param etric sm ooth functions such as sm oothing splines or 
LOESS smoothers.
Secondly the  Bayesian approach produces superior resu lts to  those obtained from th e  like­
lihood analysis, bo th  in term s of removing tem poral correlation from the  health  d a ta  and 
its  ability to  cap ture  w inter peaks in m ortality. T he estim ated sm oothing param eters for 
bo th  im plem entations of th e  n a tu ra l cubic splines are obtained by  optim ising d a ta  driven 
criteria (DIC and A IC), and i t  is no t surprising th a t  the  estim ates a re  identical. However, 
for the  autoregressive processes the  Bayesian estim ates are sm aller th an  their likelihood 
counterparts, which is caused by the  relative s treng ths of th e  tru n ca ted  Gaussian prior and 
the  penalty  term  in th e  AIC criteria. A sensitivity analysis shows th a t such a  strong prior 
is required for these data , because using a  non-inform ative p rior for results in an  esti-
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Figure 4-6: E stim ated  time-varying relationships (solid line) between PMio and m ortality 
from the  Bayesian analyses. T he do tted  lines depict a  constant association over time, 
while the  grey shading represents 95% credible intervals. T he four panels relate to  the 
different tren d  models: (a) natu ra l cubic spline, (b) first order random  walk, (c) second 
order random  walk, (d) local linear trend.
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m ated  tren d  th a t  interpolates th e  m ortality  series. T his interpolation  is probably caused 
by non-identifiability problem s th a t  arise from m odelling th e  trend  w ith  a  large num ber of 
param eters, and  can be removed by imposing a  more stringen t autoregressive constraint. 
A n in itial com parison of the  Bayesian and likelihood sm oothing param eters shows th a t  the 
la tte r  are larger, and therefore expected to  produce a  tren d  exhibiting greater variability 
(thus modelling the peaks in th e  m ortality  d a ta  m ore accurately). However th e  opposite 
effect is observed, as the  larger likelihood estim ates result in trends which are less variable. 
T his apparen t anom aly is probably caused by th e  m ethods used to  im plem ent the  autore­
gressive constraint, which in  th e  Bayesian analysis is im plem ented v ia  an  autoregressive 
prior. In  contrast the  likelihood approach is based on the  K alm an filter, which uses a  two 
stage process to  estim ate th e  trend. F irstly  . . .  ,yj] is estim ated for all t, which
are subsequently sm oothed by estim ating E [/3 Jy i,. . . ,  ÿn]- The final likelihood estim ates 
are based on these sm oothed values, and  it is th is  additional sm oothing im posed by the 
K alm an filter th a t  reduces th e  variability in th e  estim ated trends over-smoothing the  d a ta  
in th is case.
T he Bayesian estim ates of th e  pollution-m ortality  relationship exhibit a  consistent long­
term  p a tte rn  regardless of th e  model, suggesting th a t th is tem poral variation should be 
investigated further. However no seasonal in teraction  is observed for these data , meaning 
th a t  the  m odel of Peng e t al. (2005) would be too  restrictive. T he inform ative prior 
for (7^  forces th is relationship to  evolve sm oothly over tim e, while a  sensitivity analysis 
showed th a t  using a  non-inform ative prior leads to  the  estim ate being contam inated w ith 
unw anted noise. This noise is caused by non-identifiability problem s th a t  arise from  using 
an  excess num ber of param eters to  model th e  tim e-varying relationship. In  contrast an 
inform ative prior shrinks the  evolution variance towards zero, which reduces the  number 
of effective param eters and leads to  a  sm oother estim ate. However th is is achieved a t the 
expense of a  very inform ative prior. T he estim ated  tim e-varying relationship is n o t altered 
by the  choice of tren d  model, although the  credible intervals increase in w id th  if a  second 
order random  walk or local linear trend  are used. T hese two represent th e  m ost flexible 
tren d  models adopted in  th is case study, and  their increased variation m ay cause slight 
non-identifiability or collinearity w ith the  tim e-varying pollution-m ortality  relationship, 
reducing its precision. T he Bayesian estim ates of the  pollu tion-m ortality  relationship 
exhibit g reater curvature th an  their likelihood counterparts, which is probably caused 
by the  m ethods used to  estim ate th e  respective sm oothing param eters. T he likelihood 
approach calculates the  likelihood for a  range of values of th e  sm oothing param eter, and 
estim ates cr  ^ by optim ising a  d a ta  driven criterion. In con trast the  Bayesian approach 
averages over the  posterior for cr ,^ which incorporates th e  possibility of no sm oothing 
leading to  an estim ate which exhibits g reater curvature.
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C hapter 5
Investigating the tim e-varying  
relationship between air pollution  
and m ortality
5.1 In tro d u c tio n
In  this chapter I use a  general class of tim e-varying coefficient models (TVCM ) to  in­
vestigate w hether th e  relationship between air pollution and  m ortality  changes over time. 
T his investigation extends th e  work presented in the  previous chapter, where the  tem poral 
evolution was modelled as a  first order random  walk w ith in  a  dynam ic generalised linear 
model. This is a  relatively new area of research, as few studies have estim ated the  tem­
poral variation in the  hea lth  risk associated w ith  a ir pollution exposure. Those th a t  have 
examined th is possibility have either fixed th e  relationship to  follow a  simple param etric 
form  or allowed it to  evolve freely as an autoregressive process, neither of which maybe 
ideal. T he tim e-varying coefficient model proposed here is an  im provem ent on these ap­
proaches, because it combines the  flexibility of th e  random  walk w ith  the  sm oothness of 
the  simple param etric forms. T he proposed m odel is im plem ented w ithin b o th  Bayesian 
and  likelihood settings, and  its  efficacy is investigated using rea l and  sim ulated data.
T he rem ainder of th is chapter is organised as follows. Section 5.2 reviews the  background 
and  m otivation for th is  work, including a  classification of the  air pollution and health  
relationships th a t  have been adopted in th e  re la ted  literature. Section 5.3 proposes a  time- 
varying coefficient model for analysing a ir pollu tion  and hea lth  d a ta , which represents any 
tem poral variation in th is relationship as a  flexible sm ooth  function. Section 5.4 presents 
Bayesian and  likelihood im plem entations of th is model, the  former being based on MCMC 
sim ulation while th e  la tte r  uses an iterative m axim isation algorithm . Section 5.5 presents 
a  sim ulation study, which examines the  ability of th e  proposed m odel to  estim ate different
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shaped  tim e-varying relationships. Section 5.6 examines the  relationships between air 
pollution and  m ortality  across four U.S. cities, by using the  proposed model and a  series 
of sim pler alternatives. F inally section 5.7 presents a  concluding discussion.
5.2 B ack g ro u n d  an d  m o tiv a tio n
T he shape of the  air pollution and  m ortality  relationship has been th e  subject of much, 
recent research, and is typically estim ated w ithin a  Poisson regression model. A general 
form  of th is model is given by
Tji ~  Poisson(/Tj) for i =  l , . . . , n ,  
ln(/ii) =  iUi7 ( ^ j ) - l - z f a ,  (5.1)
where Wi denotes air pollution exposure and  7 (^t) represents its  relationship w ith m ortality  
or morbidity. E quation (5.1) is an  example of a  varying coefficient model (VCM, Hastie 
and  T ibshirani (1993)), in  which the  relationship of interest (7 (^1)) depends on a  known 
covariate called an  effect modifier. T he m ajority  of existing a ir pollution and  health  
studies have represented th is relationship as one of th ree special cases:
(i) constan t relationship - set Çi =  1 resulting  in Wj7 ((i) =  I0j7 ;
(ii) dose-response relationship - se t and  in, =  1 resulting in I0i7 (^i) =  7 (101);
(iii) tim e-varying relationship - set ( ,  =  * resulting  in t0i7 (Çi) =  t0i7 i.
T he existing research on  each of these alternatives is sum m arised below, while a  new 
approach to  representing the  tim e-varying relationship  is discussed in  section 5.3.
5.2.1 C onstant relationship
T he standard  approach to  m odelling air pollution and  health  d a ta  fixes their relationship 
to  be constan t, which is typically assum ed for sim plicity because th e  relationship can be 
sum m arised by a  single value. However the  tru e  relationship is likely to  depend on a  set 
of risk factors, m eaning th a t a  constant association is overly restrictive.
5.2.2 D ose-response relationship
Dose-response relationships allow the  association between air pollution exposure and  m or­
ta lity  or m orbidity to  depend on the pollution level, and  have become increasingly popular 
in recent years. One of the  first dose-response curves was estim ated by Schwartz (1994b), 
who represented it as a  sm ooth function w ithin a  generalised additive model. Since then 
numerous researchers have investigated dose-response relationships, modelling them  as a
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linear threshold model (C akm ak e t al. (1999)), a  sm ooth function (Schwartz and  Zanobetti 
(2000)) and a  piecewise linear function (Roberts (2004)). R ecently a  comprehensive study 
of dose-response curves was conducted by Daniels e t al. (2004), who analysed d a ta  from 
100 U.S. cities as p a rt of th e  N ational Morbidity, M ortality an d  A ir Pollu tion Study. They 
found th a t  the  shape of th e  curves varied between cities, b u t reported  a  national curve 
th a t  was linearly increasing and  exhibited no threshold level. Such results a re  the  prim ary 
m otivation for estim ating dose-response curves, because the  health  risk associated w ith 
exposure to  low levels of pollution is of regulatory interest.
5.2.3 Tim e-varying relationship
T he existing research abou t tim e-varying pollution-m ortality  relationships was outlined in 
chapter four w ithin the  contex t of dynam ic models, and  is repeated  here for completeness. 
Only a  sm all num ber of studies have investigated th is possibility, and if tem poral variation 
exists it is likely to  be seasonal or exhibit a  long-term  trend. A seasonal relationship may 
be caused by an interaction w ith  tem perature or another po llu tan t exhibiting a  seasonal 
p a tte rn , while a  long-term  trend  m ay result from slow changes in the  com position of 
individual po llu tan ts or the  size and  s tructu re  of the  population  a t  risk. In  addition to  
th e  case study  described in  the  previous chapter, only M oolgavkar e t al. (1995), Chiogna 
and G aétan  (2002) and Peng e t  al. (2005) have investigated tim e-varying relationships of 
th is type. These studies m odel the  relationship as:
Moolgavkar e t al - 7 i =
^1 for spring days 
for sum m er days 
^3 for autum n days ’
0 4  for winter days 
Chiogna e t a l -  j i  ~  N(7 j_i,<r^), (5.2)
Peng e t al - j i  =  +  6>2 sin(27r;/365) -I- ^3 cos(27ri/365).
T he relationships adopted by  M oolgavkar e t al. (1995) and  Peng e t al. (2005) a re  seasonal 
param etric forms, which are overly restrictive because they  cannot exhibit non-seasonal 
variation. In  contrast th e  first order random  walk adopted by Chiogna and  G aétan  (2002) 
does no t fix the  shape of th e  tim e-varying relationship, allowing it to  be estim ated from 
the  d a ta  which results in a  more realistic model. However as shown in the  previous 
chapter (see Figure 4-2) a  random  walk m ay not evolve sm oothly over tim e, m eaning th a t 
the underlying shape m ay be hidden by unwanted noise. T his noise is m ost likely due 
to  non-identifiability problems th a t  result from using a  large num ber of param eters to 
estim ate th is relationship, and  a  m ore parsimonious representation is desirable. In  this 
chapter I investigate the  efficacy of using a  sm ooth function to  represent th is relationship.
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within th e  general setting  of a  time-varying coefficient model. A sm ooth function is an 
im provem ent on the  previous approaches listed in  equation (5.2), because th e  estim ate will 
change sm oothly over tim e w ithout having a  predeterm ined tem poral shape. I assess the 
efficacy of using sm ooth functions for th is purpose by answering two im portan t questions;
(i) can a  sm ooth  function accurately estim ate different shaped tim e-varying relationships;
(ii) how does its  perform ance com pare w ith previously used alternatives. In  addition to 
assessing th e  usefulness of sm ooth functions in th is  setting , th is chapter aims to  investigate 
the  existence of tem poral variation in pollution-m ortality  relationships from real data.
5.3 T im e-v a ry in g  coefficient m odels
T he tim e-varying coefficient model proposed here represents tem poral variation in the 
poU ution-health relationship as a  flexible sm ooth function, and is given by
Hi ~  Poisson(^j) for t =  l , . . . , n ,
\n{(ii)  =  W i ' f i + z j a ,  (5.3)
J i  =  S { i \ e ) >
where j  =  ( 7 1 , . - • , 7n ) n x i  denotes the  com plete relationship for all n  days. T he sm ooth 
function is represented here by a  param etric regression spline because it is straightforw ard 
to  im plem ent in a  Bayesian analysis. An alternative th a t  is no t followed up here is to  
represent S{i\6)  w ith  a  non-param etric sm ooth function, and  estim ate (8, a )  using the 
m ethods of Lin and Zhang (1999). T he regression spline represents the  pollution-health 
relationship by  7  =  B 6 ,  where B  =  ( B j , . . . ,  B j )  is an n  x  p  m atrix  of known basis 
functions while ^  =  (^1, . . .  ,^p) is a p x  1 vector of unknow n param eters. T he relationship 
on day i  is given by 5 (r |0 )  =  B j 9 ,  and can be  incorporated into a  generalised linear 
model structu re . The basis functions can be B-splines or trunca ted  polynomials, and the 
former a re  used here because they  are numerically stable. T he particu lar class of regression 
splines chosen to  m odel 5 ( i |0 )  are natu ra l cubic splines, because they are visually sm ooth 
and linear beyond the  end knots which prevents erratic  ta il behaviour. T he sm oothness 
of the  spline can be  controlled in a  variety of ways, and  a  penalised approach is adopted 
here because i t  is determ ined by a  single param eter. An alternative is to  determ ine 
the  sm oothness by choosing the  num ber and locations of a  set of knots, for which prior 
specification is unclear. T he penalised approach represents the  spline w ith  an overly large 
num ber of basis functions, which allows it to  exhibit substan tia l variation. This variation 
is reduced by  imposing a  sm oothing penalty  on 6,  which lowers the  effective num ber of 
param eters leading to  a  less rough estim ate. A variety  of penalties have been proposed 
for this problem , and the  approach adopted here is th a t  of Eilers and  M arx (1996) who 
penalise fcth order differences in 9. This penalty  is adop ted  because it is straightforw ard
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to  im plem ent w ithin both  Bayesian and likelihood settings, and is given by
E
t=fc+i
where A  denotes th e  difference operator (A^g, =  6 i ~  6 i- i ) .  Second order differences are 
used here, m eaning th a t  the  penalty  term  is given by
where




1 - 2  1 
- 2  5 - 4  1
1 - 4  6 - 4  1
1 - 4  6 - 4  1
1 - 4  6 - 4 1
1 - 4 6 - 4 1
1 - 4 5 - 2
1 - 2 1
(5.5)
T h e  likelihood im plem entation of the  tim e-varying coefficient model is given by equations 
(5.3) and  (5.4), where the la tte r  is m ultiplied by  a  sm oothing param eter A in  the  estim ation 
stage. Difference penalties were im plem ented in  a  Bayesian setting  by Lang and Brezger 
(2004), who assigned 6  a  fcth order random  walk prior. For the  second order penalty 
adopted here the  prior is given by
é>/~  N(20i_i -  0i_2,(7^) for f =  3 , . . . , p ,
which effectively replaces (5.4) w ith its stochastic analogue. For convenience the  first two 
param eters are assigned non-inform ative priors. T he Bayesian time-varying coefficient 
m odel proposed here is given by
88
yi  ~  Poisson(/ii) for t = l , . . . , n ,  
ln(m) = Wi'ii + ^ a ,
7i =  BTe,
Bi ~  N(20i_i -  for Z =  3 , . . . , p ,  (5,6)
a  N (A ia.Sa), 
cr  ^ ~  !nverse-gam m a(e,/ ) ,
where controls the  sm oothness of any tem poral variation  in the  pollution-health rela­
tionship. As cr  ^ increases th is  relationship exhibits greater variation, because the  random 
walk constrain t becomes weaker and allows the  individual elements of 9  to  be more dis­
persed. For convenience (<r*,a) are assigned conjugate inverse-gamma and  m ultivariate 
Gaussian priors respectively.
5.4 E s tim a tio n
T his section describes Bayesian and likelihood estim ation for th e  time-varying coefficient 
m odel proposed in the  previous section. Bayesian estim ation uses MCMC sim ulation while 
the  likelihood im plem entation is achieved v ia  an  iterative m axim isation algorithm.
5.4.1 Bayesian estim ation
T he Bayesian model is th a t  of equation (5.6), for which the  jo in t posterior distribution is 
given by
f{6 ,a ,a '^ \y )  oc î {y\9 ,a ) f{e \a '^ )S{o^) f{a) ,
n p
=  Y%Poisson(yi|@,o:) Y%N(g;|2g,_i -g,_2,(T^)
»=i (=3
X Inverse-G am m a(a^ ie ,/)N (a]^o> B o).
w ith flat priors assigned to  (^i.gg). Sim ulation for th is  type of regression problem  has 
been developed by Fahrm eir and  Lang (2001), and the  algorithm  described below is based 
on their work. T he param eters are updated  using a  block M etropolis-Hastings algorithm, 
in which sta rtin g  values are generated from over-dispersed versions of
the  priors (for example t-d istributions replace Gaussian d istributions). T he algorithm  
alternately  sam ples from  the  full conditional d istributions of th e  following blocks.
(a )  P e n a lis e d  s p l in e  p a r a m e te r s  9  =  ( g , , ..  .,9p).
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Sam pled using a  M etropolis-Hastings algorithm  w ith  the  conditional prior proposal 
m ethod  of Knorr-Held (1999).
(b )  C o v a r ia te  p a r a m e te r s  a  =  ( o i , . ..  ,a r ) .
Sam pled using a  M etropolis-Hastings algorithm  w ith  a  random  walk proposal.
(c) S m o o th in g  p a r a m e te r
Sam pled using a  Gibbs algorithm  from its inverse-gam m a distribution.
Specific details are given below.
(a ) s a m p lin g  f ro m  f { 0 \o t ,a ^ ,y )
T he full conditional of B (given below) is the  p ro d u c t of n  Poisson observations and  a  
Gaussian second order random  walk prior.
n  p
/ ( 0 |q , y ) oc J J  Poisson(yiie, a )  N(0il2^j_i -  o^)
t=l J=3
T his full conditional distribution is non-standard, m eaning th a t a  M etropolis-Hastings 
algorithm  is typically used to  update  B. I t  is nearly  identical to  th a t  of th e  dynam ic 
param eters in chapter four, and the  same sim ulation scheme is used here. T h e  proposal 
d istribu tion  is th a t  suggested by Knorr-Held (1999, for details see chapter 4.4), which is 
also the  approach adopted by Fahrm eir and L ang (2001).
(b ) s a m p lin g  fro m  f { a \B ,a ^ , y )
T he full conditional of a  is also non-standard, becai^e  it is a  product of n  Poisson ob­
servations and  a  m ultivariate Gaussian prior. I t  is identical to  the  full conditional of the  
sta tic  param eters in  chapter four (for details see chap ter 4.4), and  is u pdated  using the 
same M etropolis-Hastings random  walk algorithm .
(c) s a m p lin g  fro m  f { a ^ \B ,a , y )
T he full conditional of comprises p—2 G aussian d istribu tions and an  inverse-gamma(e, / )  
prior, resulting  in an
Inverse-Gam m a ^  ^ /  +  ^B '^D B^
posterior distribution . T he penalty m atrix  D  is given by equation (5.5), and  cr  ^ is an 
im portan t param eter in the  model because it determ ines th e  am ount of tem poral varia­
tion  in 7 . T he tim e-varying pollution-m ortality relationship is likely to  change sm oothly 
over tim e, m eaning th a t  may be very sm all and  have a  posterior d istribu tion  w ith  sig­
nificant mass near zero. In  th is scenario supposedly non-inform ative inverse-gamma(e, e)
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priors (where t  =  1 ,0 .1 ,0 .01) are of little  use, because they  give little  or no prior weight 
to  values very close to  zero, G elm an (2006) has investigated prior choice in  th is situation, 
and  suggests using a  non-inform ative prior on the  s tan d ard  deviation scale, J{a)  tx 1 
(equivalently /(cr^) oc (ff^)“ ^^^)- This prior leads to  an  I n v e r s e - G a m m a  
full conditional distribution , which effectively sets e =  —1/2  and  /  =  0. A further alter­
native is to  adop t the  approach taken in chapter four and  assign <7^  a  tru n ca ted  Gaussian 
prior w ith  zero mean. However in  th is setting  where an inform ative prior is no t required, 
the  complexity introduced by its  non-conjugacy seems redundant.
5.4.2 Likelihood based estim ation
For a  likelihood analysis th e  tim e-varying coefficient m odel proposed here is given by 
equation (5.3), and the  param eters are estim ated using th e  m ethods of M arx and Filers 
(1998). T hey estim ate {6, a )  by  m axim ising the  penalised log likelihood given by
n
C { e ,a ,X \y )  =  ^ y < l o g ( / i ^ ) - / i t - l o g ( y i ! ) - A 0 '^ D 0 .
i=l
For no tational clarity the  tim e-varying coefficient model from equation (5.3) can be re­
expressed as
yi ~  Poisson(/ii) for i =  l , . . . , n ,
ln(m ) =
where <5 =  (0 ,a )p + rx i a n d M  =  ( M ^ , . . .  . M j )  =  { W B ,  Z)nxp+r- H ereH^ =  d iag (w i, . . .  ,u^n)nxn. 
B  is the  n  X p  basis m atrix  for the  n a tu ra l cubic spline and Z  is the  m atrix  of covariates. 
Consequently the  penalised log likelihood can be  re-expressed as
n
CiS,  A|y) =  ^  j/i log(pi) -  Pi -  log(pi!) -  XS'^PS,
i=l
where P  =  f ) and 0 denotes a  m atrix  of zeros. T he penalised likelihood
\  Orxp O rx r  )
can  be maximised for specific values of A using an  iteratively re-weighted least squares 
algorithm , sim ilar to  th a t  used in generalised linear models. T he ( j  +  l ) t h  estim ate of S 
is given by
gU+i) = + XP)-^M'^K(S^^^)ÿ(ô(^^),
-where K(Ô^^) = diag(pi(d^^),. . . ,  pn(i5^^)), ÿ(5(^)) =  + ff(i5^^)"Hy ~
and p(<5^') =  (pi(5^-'^),. • . ,  Pn(5^^)). T he asym ptotic variance m atrix  is given by the
sandwich estim ator
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Cov(5) =  ^ [ M ' ^ K { 6 ) M  + K { d ) M { M ' ^ K { 5 ) M  -{■ \ P ) - ^ ,
and the  over-dispersion param eter is estim ated as
^  " - t r ( ^ ) è r  m (â) ■
Here tr()  denotes the  trace of a  m atrix , while H  denotes the  ‘H a t’ m atrix  which is given by 
H  =  M { M ^ K { S ) M  -I- T he trace of the  ‘H a t’ m atrix  is the  approxim ate
num ber of param eters in  the  model, m eaning th a t  7  is approxim ately represented by 
tr (H )  -  T param eters. T he param eter estim ates and  corresponding covariance m atrix  
are dependent on th e  sm oothing param eter A, which can be  estim ated by optim ising a 
d a ta  driven criterion such as generalised cross-validation (GCV) or Akaike’s inform ation 
criterion (AIC).
5.5 S im u la tio n  s tu d y
T he sim ulation study  presented in th is section examines w hether th e  tim e-varying coefB- 
cient m odel proposed in  section 5.3 can adequately estim ate different shaped tem porally 
varying pollution-m ortality  relationships. Specifically four sets of m ortality  d a ta  are sim­
ulated, whose tim e-varying relationships w ith  air pollution are (a) constant, (b) seasonal 
w ith a  period of a  year, (c) a  quadratic trend, (d) a  slowly evolving trend , which repre­
sent the  type of relationships hkely to be seen in real data . T he Bayesian and  likehhood 
im plem entations of th is m odel are applied to  each se t of m ortality  d a ta  twice, firstly with 
the  set of covariates used to  sim ulate the  d a ta  and secondly w ith  a  se t chosen by model 
building criteria. T he exact set of covariates are used to  assess w hether the  proposed 
m odel produces accurate estim ates in favourable conditions, while th e  la tte r  m irrors the  
realistic s ituation  w here th e  set of confounding factors is unknown. T he rem ainder of this 
section describes the  sim ulation of the m ortality  d a ta  and  presents the  results.
5.5.1 D escription o f the data
In  order to  produce a  realistic d a ta  set, each m ortality  series comprises th ree  years of 
observations (1095 days) generated from a  Poisson generalised hnear m odel using PM jo 
and tem peratu re  d a ta  from one of the cities analysed in section 5.6 (D etroit). T he vector 
of Poisson m ean values depends on a  one day lag of PM io an d  a  vector of covariates, the  
la tte r  of which include an  intercept term , pairs of sine and  cosine term s w ith periods of a 
whole, half and  a  qu arte r of a  year, and a  natu ra l cubic spline of the  same days tem peratu re 
w ith  3 degrees of freedom. T he intercept term  is fixed a t  3.9 so th a t  the  expected number 
of daily deaths is between 30 and  70, which is sim ilar to  the  real d a ta  analysed in section
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5.6. T he only differences between the four d a ta  sets are their time-varying relationships 
w ith  PM io, w hich are generated as follows:
(a) 7i =  0i;
(b) 7i =  @1 4- 6 2  sin(w ii) 4- ^3 cos(wi%);
(c) ' f i - 6 1 + 0 2 1  +  6 3 1 -^,
(d) 7i =  T ,l= i
T he last of these represents a  slowly evolving long-term  tren d , which is m odelled by a 
natu ra l cubic spline w ith  six degrees of freedom. T he param eters th a t  determ ine the  
pollu tion-m ortah ty  association are fixed so th a t  th e  relative risks are around 1% (1.01), 
which is sim ilar to  those found in real data.
5.5.2 R esults
T he Bayesian estim ates are based on 20,000 sam ples from  the  jo in t posterior d istribu tion , 
which a re  generated  using the  M CM C algorithm  described in  section 5.4,1 (a  single Markov 
chain is ru n  for 130,000 iterations, the  first 30,000 of which are discarded as burn-in  while 
the  rem aining 100,000 are th inned by five to  reduce their autocorrelation). T h e  results 
are sensitive to  the  choice of inverse-gam m a(e,c) prior for as the  pollution-m ortality  
relationship becomes more variable as e increases. This is because cr  ^ is likely to  be very 
sm all, and  as e increases i t  gives minimal or no prior weight to  such values. As a  result 
I adop t th e  approach suggested by G elm an (2006), and assign a  flat p rior on the 
scale of s tan d ard  deviation because i t  does n o t force away from zero. In  th e  likelihood 
analysis {6 , a )  are estim ated by the  penalised m axim isation algorithm  described in  section 
5.4.2, while A is estim ated by generalised cross validation (although Akaike’s inform ation 
criterion gives alm ost identical results). T he results obtained w ith  the  exact covariates 
and those chosen by model building criteria a re  described below.
(i) -  E x a c t  s e t  o f  c o v a r ia te s
T he models are applied to  the  four sim ulated d a ta  sets using the  same covariates th a t  
generated  th e  m ortality  data . The results are shown in Figure 5-1, where the  tru e  relar 
tionships are represented by solid lines while th e  Bayesian and likelihood estim ates are 
denoted by  d o tted  and  dashed lines respectively. The four panels relate to  th e  differ­
en t shaped  time-varying relationships: (a) constan t, (b) seasonal, (c) quadratic  trend , (d) 
slowly evolving trend , and all the  results are shown on th e  relative risk scale for an  increase 
of lO^ff/m ^ in PM io. T he Bayesian and  likelihood models estim ate the  tem poral variation 
in th e  pollution-m ortality  relationships accurately, showing the  correct overall shape in  all
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four cases. However b o th  are  less accurate if the  relationship exhibits g reater curvature, 
which can be seen by compekring panels (b) and (c). The Bayesian and likelihood estim ates 
are very sim ilar, and when they are different neither is preferable in general. In  panel (b) 
the  likelihood estim ate appears to  cap tu re  the  seasonal behaviour b e tte r, while in panel
(c) th e  Bayesian estim ate is closer to  th e  true  quadratic  trend.
(ii) -  C o v a r ia te s  c h o se n  b y  m o d e l b u i ld in g  c r i te r ia
T he four d a ta  sets are also analysed w ith  a  set of covariates chosen by m odel building 
criteria, which m irrors the  s tan d ard  s ituation  where the  confounding factors a re  unknown. 
These factors are modelled w ith  an  in tercept term , a  natu ra l cubic spline of calendar 
tim e w ith  fifteen degrees of freedom (five p e r year) and a  spline of tem peratu re  w ith three 
degrees of freedom, which were chosen by DIG and residual based m ethods. T h e  results are 
shown in Figure 5-2, which has an identical layout to  the  previous figure. T he results are 
sim ilar to  those obtained using the  exact set of covariates, as the  Bayesian and  likelihood 
estim ates are similar and  exhibit the  correct underlying shape for all four d a ta  sets. A 
com parison of Figures 5-1 and  5-2 reveals th a t  if th e  tem poral variation  in 7  is small, bo th  
B ayesian and  likelihood estim ates are less accurate if the  covariates are chosen by model 
building criteria. This can be seen by com paring panels (a) and  (d) in th e  two figures, 
which shows th a t  if the  confounding factors are unknown th e  constan t relationship in 
panel (a) is estim ated as a  slowly increasing long-term  trend  sim ilar to  th a t  seen in panel
(d). However the  range of tem poral variation estim ated by b o th  Bayesian and  likelihood 
approaches is approxim ately 0.03 in panel (d), which is th ree  times the  corresponding 
value for panel (a). T his suggests th a t  an  estim ated pollution-m ortality  relationship th a t 
has a  range of tem poral variation less th an  0.01  is indistinguishable from constant, while 
one th a t  exhibits greater variation is unlikely to  be constant.
5.6 C ase s tu d y
T his case study investigates the  tem poral variation in pollu tion-m ortahty  relationships 
across four U.S. cities, using the  time-varying coefficient m odel proposed in section 5.3. A 
num ber of sim pler alternatives are also applied to  these d a ta , which allows an  assessment 
of w hether the  additional com plexity introduced by th e  proposed model is required. The 
first subsection describes the  d a ta  th a t are used in th is study, the  second outlines the 
choice of s tatistica l models, while th e  th ird  presents th e  results.
5.6.1 D escription of the data
T he d a ta  used in  th is case study  comprise daily m easurem ents of m ortality, pollution and 
meteorological covariates from four U.S. cities, th a t  were first analysed by Sam et e t al. 
(2000) as p a r t of the  N ational M orbidity, M ortality  and Air Pollution S tudy (NMMAPS).
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Figure 5-1: Tim e-varying relationships between PMio and  m ortality  using the  exact se t of 
covariates th a t  generated the  health  data. T he true  relationships are represented by solid 
lines while the  Bayesian and likelihood estim ates are shown as do tted  and dashed lines 
respectively. T h e  results are shown on the  relative risk scale and  the four panels depict 
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Figure 5-2; Time-varying relationships between PM io and m ortality  using covariates cho­
sen by model building criteria. T he tru e  relationships are represented by solid lines while 
the  Bayesian and likelihood estim ates are shown as d o tted  and dashed lines respectively. 
T he resu lts are shown on the  relative risk scale and the  four panels depict relationships 
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These d a ta  were obtained from  the  R  package ‘N M M A PSdata’ (Peng and  W elty (2004)), 
which list m ortality, pollution and  meteorological d a ta  from 100 U.S. cities for fourteen 
years (1987 - 2000). T his s tu d y  analyses d a ta  from Cleveland, D etroit, M inneapolis and 
P ittsb u rg h  from the  1®*^ Jan u ary  1993 until the  31®  ^ December 1997, which are chosen 
because they  include th e  fewest missing values. T he health  d a ta  comprise daily counts of 
to ta l non-accidental m ortality  for all age groups and are shown in  Figure 5-4. A lternative 
m ortality  classifications (such as respiratory m ortality) are also available, b u t they  exhibit 
less th an  10 events per day  m aking them  inappropriate for th is type of study. The air 
pollution d a ta  comprise particu la te  m atter levels measured as PM io which are shown in 
Figure 5-3. These levels a re  calculated by averaging the  m easurem ents across a  number 
of m onitors in each city, a  technique which is also applied to  th e  G reater London d a ta  
in chapter four. T he meteorological covariates include m ean tem peratu re  and  dew point 
tem peratu re  (not shown), which exhibit seasonal pa tte rns sim ilar to  those seen in the 
G reater London data .
5.6.2 D escription o f the statistical models
To investigate th e  tim e-varying relationships between PM io and  to ta l non-accidental m or­
tality  across the  four cities, a  series of six models are applied to  each d a ta  set. These 
include th e  Bayesian and  likelihood im plem entations of the  tim e-varying coefficient model 
proposed in section 5.3, as well as a  selection of alternatives adopted  in existing studies. 
T he general form of all six models is given by
yi ~  Poisson(pi) for i =  1 , . . . ,  1826,
In (^ )  =  PMio<_j7 t +  &! +  5 (f |3 5 ,0 :2) +  5(teraperatureol6, Q 3) +  5 (tem peratu re i^3 |6 , 0 4 ) 
-|-S(dew p o in to |3 ,0 :5) 4- 5(dew  po in ti_g |6 , a g )  4- DOW ^a?,
7t =  (5.7)
(0,cr=) -
a  ~  N ( /fg ,2 g ) ,
although the  likelihood im plem entation of the  tim e-varying coefficient model dofô not 
include th e  priors on the  last two lines. In  the  model above S{var\d f)  denotes a  n a t­
ural cubic spline of the  variable ‘var’ w ith ‘d f ’ degrees of freedom. T he covariates in­
clude an  in tercept term , six indicator variables for day of the  week (denoted by ‘D O W ’) 
and n a tu ra l cubic splines of calendar tim e, daily m ean tem peratu re  and dew point tem ­
peratu re. T he meteorological covariates are included a t  a  lag of 0 and  as an  average 
of the  values from th e  previous th ree days, which are denoted by subscripts 0 and 1-3 
respectively. T he param eters th a t  represent the  covariates are collectively denoted by 
a  =  (0 :1 , 0 2 , 0 3 , 0 :4 , 0 5 , 0 6 , 0 :7)60x1! which is assigned a  non-inform ative m ultivariate
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Figure 5-3: P articu la te  m a tte r (PM io) d a ta  from Cleveland, D etroit, M inneapolis and 
P ittsburgh .
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Gaussian prior. T he tim e-varying relationships between PM io m ortality  are deter­
mined by th e  function g{i\6,a'^) and the prior f { 6 ,a ^ ) ,  which are outlined below for each 
of the  six models.
M o d e l  1 Bayesian time-varying coefficient model - 9{i\0 ,a^)  is represented as a  penalised 
n a tu ra l cubic spline:
7i =  B j e ,
9i ~  N(25;_i -  for 1 =  3 ,. . . . p ,
f { a )  oc 1.
E stim ation is achieved using th e  m ethods outlined in section 5.4.1.
M o d e l  2 Likelihood time-varying coefficient m odel - g{i\B,a'^) is represented as a  pe­
nalised n a tu ra l cubic spline, m eaning th a t  7 , =  T he param eters th a t  make
up th e  spline are assigned a  second order difference penalty, while the  am ount of 
sm oothing is determ ined by A. E stim ation is achieved using the  m ethods outlined 
in section 5.4.2.
M o d e l 3  S tochastic model - cr^) is represented as a  first order random  walk:
7i ~  N (7i_i,ff^), 
a* ~  N(0,5i);[j,a>o].
T his is the  m odel first adopted by Chiogna and G aétan (2002), which was subse­
quently  presented in chapter four. I t  is im plem ented w ithin a  Bayesian setting  using 
th e  algorithm  described in  th a t chapter.
M o d e l  4  T rend model - where g{i\0,(r^) is represented as a  cubic polynomial
7i =  01 +  ^2* 4- 03%^  +  04*^
0
This is a  sim pler alternative for modelling relationships th a t  exhibit long-term  trends.
M o d e l  5 Seasonal m odel - g{i\6,(r^) is represented as a  cyclical function:
7< =  01 -t-02sin(2?i/365) 4- 0 3 Cos(27r i / 365),
8  N (/ig ,E a).
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This is the  model used by Peng et al. (2005) to  investigate w hether the  pollution- 
m ortality  relationship exhibits seasonal variation.
M o d e l  6 C onstant model - g{i\0,<j^) is fixed a t  a  single value:
7 i  =
9i ~  N (0,10).
This is the  s tan d ard  air pollution and m ortality  relationship, which is used to  em­
phasize th e  tem poral variation (or lack of it) estim ated by the  o ther five models.
Models four to  six simplify to  generalised linear models, m eaning th a t Bayesian estim ation 
can be  im plemented using the  M CM C algorithm  outlined in chapter 2.3.
M o d e l b u ild in g  s t r a t e g y
Model building is im plem ented w ith in  a  Bayesian framework using the  deviance infor­
m ation criteria. Each set of m ortality  d a ta  exhibit long-term  trends, seasonal variation, 
over-dispersion and  tem poral correlation, which are typically modelled w ith  sm ooth func­
tions of calendar tim e and  meteorological covariates such as tem peratu re. In  th is  study 
we re ta in  th is s tan d ard  approach to  confounder control, even though chapter four shows 
th a t  a  second order random  walk is preferable to  a  sm ooth function of calendar tim e. In 
common w ith  th a t  chap ter th e  sm ooth functions are represented as natu ra l cubic splines, 
because they  are straightforw ard to  im plement w ithin Bayesian and likelihood settings.
T he model building process began by fitting  n a tu ra l cubic splines of calendar tim e to  each 
d a ta  set, w ith  degrees of freedom ranging between 5 and 60. T h irty  five degrees of free­
dom  are chosen for all four cities, because it removes th e  tren d  and  tem poral correlation 
present in the  m ortality  series and  has th e  lowest DIG in  th ree of the  four cases (in D etroit 
it was nearly optim al). T his function also removes p a r t of the  seasonal variation present 
in the  m ortality  d a ta , while the  rem ainder is typically m odelled by n a tu ra l cubic splines of 
meteorological covariates. For these cities b o th  tem peratu re  and  dew po in t tem peratu re 
d a ta  are available, and  have been used for confounder control in a  num ber of existing 
studies (see for exam ple Dominici e t al. (2000)). T he relationships between bo th  covari­
ates and m ortality  were investigated a t  a  num ber of lags, and  values on the  sam e day 
and a  moving average over the  previous th ree days were found to  be significant (posterior 
credible intervals do no t include zero) for all four cities. T he relationship between each of 
these covariates and  m ortality  was investigated using DIG, and  a  sm ooth function w ith  a 
low degrees of freedom is adopted in all cases. T he sm ooth functions of tem peratu re and 
dew point tem peratu re  are modelled w ith six and  th ree  degrees of freedom respectively,
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because these covariates exhibit U-shaped relationships w ith m ortality. A  set of indicator 
variables for day of th e  week are also included as covariates, because they show a  signif­
icant relationship w ith  m ortality  and  have been used in  previous studies. T he vector of 
covariate param eters a  is assigned a  non-inform ative m ultivariate Gaussian prior, which 
has a  diagonal variance m atrix  and a  m ean th a t  is based on d a ta  from earlier years (1990- 
1992).
After removing the  influence of the  confounding factors PM jo was added to  the  models. 
A  num ber of lags and moving averages were fitted  to  each d a ta  set, and  a  lag of one day 
is used in all cases. This is chosen because i t  has th e  lowest DIG for th ree of th e  four 
cities, exhibits a  significant posterior estim ate in all cases and has been used in previous 
analyses of these d a ta  (Dominici e t al. (2000)). For sim plicity each lag was investigated 
assum ing its  relationship w ith  m ortality  was constan t (M odel 6 ). For the  tim e-varying 
coefficient models (Models 1 and 2) a  sensitivity analysis was conducted to  determ ine the 
num ber of basis functions required to  adequately represent the  PM io-m ortality relation­
ships. Between 60 and  100 basis function were exam ined for each d a ta  set, and  as the 
results showed little  change 60 functions (12  per year) are used in the  final models.
For th e  Bayesian tim e-varying coefficient model (M odel 1) a  sensitivity analysis was con­
ducted  to  determ ine w hether the  choice of prior for affected the  results. A range of 
inverse-gamma(e, e) priors were applied to  each d a ta  set, and th e  results exhibited substan­
tia l heterogeneity. This variation is caused by the  sm all values of which are estim ated 
to  be between 10"^ and 10"® if an im proper non-inform ative prior is used. However 
the  ‘non-inform ative’ priors described above have little  or no m ass a t  such sm all values, 
m eaning th a t  <r^  increases as e gets bigger which leads to  a  less sm ooth estim ate of 7 . As 
th e  question of interest is w hether such tem poral variation exists, adopting an  inverse- 
gam m a(e,e) prior which forces away from zero is n o t appropriate, because it will bias 
against a  constant association. As a  result I ad o p t the  approach suggested by Gelman 
(2006), and use a  fiat prior on the  scale of s tan d ard  deviation (effectively an  im proper 
inverse-gamma(-0.5,0) distribution). This prior has significant m ass close to  zero and 
gives results th a t  are sim ilar to  those obtained  as e —* 0. A sim ilar sensitivity analysis 
was carried o u t for the  random  walk model (M odel 3), and the time-varying relationship 
was highly dependent on the  choice of prior for If  a  non-informative prior is used 
th e  estim ated relationship is contam inated w ith  unw anted noise, m eaning th a t  an  under­
lying tren d  cannot be seen. As a  result I adop t th e  approach described in chapter four, 
and  assign cr  ^ an  inform ative zero m ean G aussian prior th a t  is trunca ted  to be positive. 
T he variance of th is prior is chosen to  ensure the  relationship is sm ooth, which results in 
=  10"^^. T he rem aining three models (M odels 4 to  6 ) simplify to  generalised linear 
m odels, and non-inform ative Gaussian priors are specified for 9.
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5 .6 .3  R e s u l t s
T he models contain a  large num ber of covariates, so to  aid  convergence they are s tan ­
dardised to  have a  m ean of zero and  a  standard  deviation of one before inclusion in  the 
model (and  are subsequently back-transform ed when obtaining results from th e  posterior 
distribution). T he Bayesian analyses are based on  50,000 samples from the  jo in t poste­
rior distribution, which are generated by two Markov chains. Each chain is ‘b u rn t in ' for 
40,000 iterations, a t which point convergence was assessed to  have been reached using the 
m ethods of Gelm an e t al. (2003). A fu rther 125,000 sam ples are then generated from each 
chain, which are th inned by 5 to  reduce the  correlation. For the  likelihood im plem entation 
of the  tim e-varying coefficient model (Model 2) the  sm oothing param eter A is estim ated by 
GCV, although AIC gives identical results. F igure 5-4 shows the  observed and  estim ated 
daily m ortality  counts for each city, w ith  the  la tte r  coming from th e  Bayesian im plem enta­
tion  of the  tim e-varying coefficient m odel (Model 1). For each d a ta  se t the  seasonal trend  
in m ortality  is well estim ated while th e  residuals exhibit little  s tructu re  or correlation 
(not shown), indicating th a t the  chosen covariates adequately model th e  unknown risk 
factors th a t  afflict these data . T he rem ainder of th is section investigates the  time-varying 
relationships between PM jo and m ortality  in  each city, examining th e  perform ance of the 
time-varying coefficient model proposed here and th e  sim pler alternatives adopted in the  
re la ted  literature. For brevity  in th e  following discussion each m odel is referred to  by 
the  function th a t  estim ates its  tim e-varying relationship, resulting in the  following model 
names: Bayesian spline (M odel 1), likelihood spline (Model 2), random  walk (M odel 3), 
cubic (Model 4), seasonal (Model 5), and  constant (Model 6).
(i) - Bayesian and likelihood spline models
T he time-varying relationships between PM jo and  m ortality  for all four cities are shown 
in Figures 5-5 (Bayesian spline) and  5-6 (likelihood spline), which are presented on the  
relative risk scale for an  increase of in PM io. The solid lines depict the  time-
varying estim ates from these models, the  grey shading represents pointwise 95% credible or 
confidence intervals, while the  dashed lines represent the  constan t relationships (M odel 6) 
which are shown for com parison. All th e  time-varying estim ates exhibit long-term  trends, 
which can be increasing (D etroit) or decreasing (P ittsburgh) over the  five year period. 
T heir overall size is approxim ately 1.005, which is sim ilar to  the results found in  previous 
analyses of these d a ta  (see for example Sam et e t  al. (2000)). T he defining characteristics of 
these relationships are sum m arised in  Table 5.1, which gives their m inim um  and m aximum 
values as well as their ranges. T he ranges are approxim ately 1% in Cleveland and  D etroit, 
between 1% and  2% in M inneapolis, and  2% in P ittsbu rgh , indicating th a t  w ith  the 
exception of M inneapolis th e  Bayesian and likelihood estim ates exhibit sim ilar am ounts 
of tem poral variation. All eight estim ates have the  appearance of low order polynomials, 
a  fact th a t  is re-enforced by the  estim ated sm oothing param eters given in Thble 5.2. The
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Figure 5-4; Observed (stars) and estim ated (solid line) m ortality  counts from Cleveland, 
D etroit, M inneapolis and P ittsburgh . T he estim ated values are from the Bayesian spline 
model (Model 1).
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Table 5.1: Sum m ary of th e  time-varying relative risks. T he m inimum and m axim um  
values are in brackets w ith  the  range given below.
M o d e l C ity
C le v e la n d D e tr o i t M in n e a p o lis P i t t s b u r g h
1 (0 .999- 1.009) 
0.010
(1 .000- 1.011) 
0.011
(0.998 - 1.015) 
0.026
(0 .993- 1.011) 
0.018
2 (0.998 - 1.007) 
0.009
(1.000 - 1.009) 
0.009
(1.000 - 1.009) 
0.009
(0.995 - 1.012) 
0.017
3 (1 .000- 1.008) 
0.008
(1.002 - 1.007) 
0.005
(1.001 - 1.010) 
0.009
(0 .997- 1.011) 
0.014
4 (0.996 - 1.010) 
0.014
(1.002 - 1.008) 
0.006
(0.966 - 1.030) 
0.064
(0.989 - 1.020) 
0.031
5 (0.997 - 1.012) 
0.015
(0.999 - 1.011) 
0.012
(1.003 - 1.007) 
0.004
(1.001 - 1.008) 
0.007
6 1.005 1.005 1.005 1.005
sm oothness of the  likelihood estim ates are sum m arised by their approxim ate degrees of 
freedom, which are between two and three, the  sam e am ount used to  model a  low order 
polynomial. T his indicates th a t  the  sm oothness of th e  time-varying relationships is close 
to  m axim al, because n a tu ra l cubic splines have th e  appearance of low order polynomials 
in th is case. T he Bayesian relationships also exhibit close to  maximal sm oothness, as 
th e  estim ated variances are all close to  zero. For each city  the Bayesian and  likelihood 
estim ates a re  very sim ilar, although th e  former tend  to  exhibit greater curvature th an  their 
likelihood counterparts. T he biggest difference between the  two estim ates is observed in 
M inneapolis, where th e  ranges are 1.7% (Bayesian) and 0.9% (likelihood) respectively. 
These differences are m ost likely a  result of th e  techniques used to  estim ate the  respective 
sm oothing param eters, a  point which is taken up in  the  discussion. T he Bayesian credible 
intervals are wider th an  the  corresponding likelihood confidence intervals, which is also a 
by-product of the  way and  A are estim ated. T his is discussed fu rther in section 5.7, 
w here i t  is argued th a t  th e  likelihood confidence intervals are likely to  be too  narrow. 
T he w idth of b o th  credible and  confidence intervals vary between the  four cities, with 
M inneapolis exhibiting intervals th a t  are unusually large.
(ii) -  C o m p a r is o n  w ith  p re v io u s ly  a d o p te d  a p p ro a c h e s
T he time-varying relationships estim ated by models th ree to six are shown in  Figures 5- 
7 and  5-8, th e  first of which presents the  results for the  random  walk m odel (M odel 3) 
while the  la tte r  displays th e  three simple param etric  forms (Models 4 to  6). T he random  
walk estim ates are very sim ilar to  those obtained from the  Bayesian and likelihood spline 
models, particularly  the  Bayesian im plem entation. T he 95% credible intervals from  the
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Figure 5-5: E stim ated tim e-varying relationships between PMio and m ortality  from the 
Bayesian spline model (Model 1). T he grey shading represents 95% credible intervals while 
a  dashed line depicts a  constan t relationship (Model 6).
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Table 5.2: Sum m ary of the  sm oothing param eters.
M o d e l a n d  p a r a m e te r C ity
C le v e la n d D e tr o i t M in n e a p o lis P i t t s b u r g h
1 - 1.1 X 10-" 5.3 X 10" ' 1.7 X 10-" 6.1 X 1 0 - '
2 - degrees of freedom 2.6 2.0 2.0 2.0
3 - (T ^ 4.8 X 1 0 - ' 3.7 X 1 0 - ' 4.0 X 1 0 - ' 4.6 X 10“ '
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Figure 5-6: E stim ated time-varying relationships between PM jo and m ortality  from the  
likelihood spline model (Model 2). T he grey shading represents 95% confidence intervals 
while a dashed line depicts a  constant relationship (M odel 6).





































random  walk and Bayesian spline models are also sim ilar, which is not surprising given 
the  sim ilarities in the way they are calculated. T h e  cubic model also produces similar 
estim ates to  models one to  three, indicating th a t  if the  relationship exhibits a  long-term 
trend  th is simple approach is adequate. However, except for D etroit the cubic estim ates 
exhibit g reater curvature th an  those from the  more complex approaches (m ore th an  double 
the  range), which is a t odds w ith its  com paratively simple param etric form. T he seasonal 
estim ates (Model 5) are completely a t  odds w ith  those obtained from the  flexible models, 
suggesting th a t  they are entirely spurious and caused by the  models restrictive nature.
5.7 D iscussion
This chapter examines w hether the  relationship between air pollution and m ortality  ex­
hibits any tem poral variation, and  proposes a  tim e-varying coefficient m odel for th is pur­
pose. T he efficacy of th is m odel is assessed via a  sim ulation study, where it is applied to  
d a ta  sets w ith  different shaped tim e-varying relationships. I t  is then used to  investigate the 
pollution-m ortality  associations in four U.S. cities, and th e  rœ ults are com pared against 
a lternative models th a t  have been proposed in  th e  related  literature. In  the  four cities 
studied the  relationship between PM io and  to ta l non-accidental m ortality  is approxim ately 
1.005 in size (given by the  constant model), which is sim ilar to  results presented in previous 
analyses of these d a ta  (see for example Sam et e t al. (2000)). T he tim e-varying relation­
ships exhibit b o th  increasing (Detroit) and  decreasing (P ittsburgh) long-term  trends, bu t 
the  range of tem poral variation is relatively sm all, being approxim ately 1% in Cleveland 
and D etroit, between 1% and 2% in M inneapolis (depending on the  chosen m odel), and 
2% P ittsbu rgh . However th is variation only re la tes to  a  five year interval (1993 - 1997), 
and  i t  is of in terest to  examine w hether these trends continue over a  longer period of time.
T h e  time-varying coefficient model proposed in th is chapter represents the  tem poral evolu­
tion in the  pollution-m ortality  relationship as a  penalised natu ra l cubic spline, because it 
produces estim ates th a t  are sm ooth w ith  no fixed shape. T he sim ulation s tu d y  shows th a t 
the  Bayesian and likelihood im plem entations of th is m odel estim ate a  variety of differ­
en t shaped tim e-varying relationships closely, including constant, seasonal and  long-term  
trends. T he models are m ost accurate if the  tru e  relationship shows little  curvature and 
th e  confounding factors afflicting th e  m ortality  d a ta  are known, although in o ther situar 
tions the  models produce estim ates th a t  re ta in  their correct overall shape. However, if the 
confounding factors are unknown a  constant association m ay be indistinguishable from a 
slowly evolving trend , whose m axim um  and m inim um  relative risks differ by less th an  1%. 
T he tim e-varying relationships estim ated by  the  Bayesian and  likelihood penalised spline 
models are very sim ilar, and  th e  sim ulation study  Indicates th a t  neither are m ore accu­
ra te  in general. However the  former typically exhibit greater curvature, which is probably 
due to  the m ethods used to  estim ate the  respective sm oothing param eters (A ,a^). In  the
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Figure 5-7: Estim ated time-varying relationships between PM io and  m ortality  from the 
random  walk model (Model 3). T he grey shading represents 95% credible intervals while 
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Figure 5-8: E stim ated time-varying relationships between PM io and m ortality from the 
three param etric models. The cubic (Model 4), seasonal (Model 5) and constant (Model 
6 ) relationships are represented by solid, do tted  and  dashed lines respectively.
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likelihood im plem entation the  time-varying relationship is estim ated for num erous values 
of the  sm oothing param eter, which is then  selected by optim ising a  model selection crite­
rion. In  contrast for the  Bayesian analysis the  sm oothing param eter is estim ated as part 
of the  M CM C algorithm , m eaning th a t  the  pollution-m ortality  relationship depends on 
its entire posterior distribution . T his includes values th a t  correspond to  highly variable 
relationships, which causes th e  estim ated association to  be less sm ooth. T he Bayesian 
credible intervals are generally wider th an  their likelihood counterparts, which is also due 
to  the  m ethods used to  estim ate th e  respective sm oothing param eters. As described above 
the  Bayesian intervals correctly incorporate th e  uncertain ty  in cr^, where as the  likelihood 
intervals are based on a  fixed estim ate of A. Consequently the  Bayesian intervals are more 
realistic estim ates of the  true  variability, in com parison w ith  their likelihood counterparts 
which are likely to  be too  narrow.
T he efficacy of the  proposed m odel is also assessed in the  case study, where its time- 
varying estim ates are com pared against those from alternative models. These alternatives 
have been adopted in  existing air pollution studies, and represent the  pollution-m ortality 
relationship w ith a  random  walk, a  low order polynomial, a  seasonal yearly cycle and 
a  constant function. T he b est of these is th e  first order random  walk, because unlike 
th e  simple param etric forms it does n o t restric t the  shape of the  estim ated association. 
However its  sm oothness is highly dependent on /(cr®) (the  prior for the  sm oothing param e­
ter), w ith  a  constant association and  noisy estim ates bo th  obtainable by particu lar prior 
specifications. T he simple param etric forms are no t appropriate  representations of the 
pollution-m ortality  relationship, because they restric t th e  estim ate to  exhibiting a  fixed 
param etric form. The relationships estim ated in  th e  case study  exhibit long-term  trends, 
m eaning th a t  the  cubic model appears to  perform  well while the  seasonal model produces 
spurious results. This suggests th a t  the  models of Moolgavkar e t al. (1995) and  Peng e t al. 
(2005) are too  restrictive for th is problem, because they force the tem poral evolution to 
follow rigid seasonal forms. In  contrast the  penalised spline model proposed here is more 
flexible, allowing the  relationship to  adop t a  variety of tem porally varying shapes th a t 
are beyond the  scope of simple param etric models. T he estim ates from the  cubic model 
exhibit greater curvature th an  those from  the  spline or random  walk models, which ini­
tially  seems a t  odds w ith  its  sim pler param etric form. However the  cubic model is not 
subject to  any sm oothing penalties or restrictions, m eaning th a t its  estim ates are based 
on four degrees of freedom. In  con trast the  flexible models (spline and random  walk) are 
sm oothed to  remove excess variation, which reduces their degrees of freedom and  makes 
th e  estim ates less variable. For example, Thble 5.2 shows th a t  the likelihood spline model 
estim ates the  tim e-varying relationship w ith less th an  th ree  degrees of freedom, which 
compares w ith  four used by the  cubic trend.
T his chapter has investigated the  tim e-varying relationships between PM io and m ortality
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in four U.S. cities, w ith  particu lar focus on w hether they  exhibit any tem poral variation. 
These relationships are consistently estim ated as non-constant by the  Bayesian and like­
lihood tim e-varying coefficient models, which the  sim ulation study  showed produce esti­
m ates th a t  have the  correct overall shape. However, the  pointwise credible and  confidence 
intervals are to o  wide to  preclude the  possibility th a t  th e  tru e  association is constant. In 
addition, the  sim ulation s tudy  highlights th a t  a  constant association may be mis-estimated 
as a  long-term  tren d  th a t  exhibits a  sm all am ount of tem poral variation (up to  1% on the 
relative risk scale). Consequently there is insufficient evidence th a t  th e  relationships in 
Cleveland, D etro it and  M inneapolis change over tim e, while the  2% decrease in relative 
risk observed in P ittsb u rg h  is m ore likely to  be a  tru e  effect.
I l l
C hapter 6
Assessing the im pact of 
m is-estim ating air pollution  
exposure
6.1 In tro d u c tio n
T h e  relationship between air pollution and m ortality  is a  central them e of th e  previous two 
chapters, w ith  particu lar interest in w hether i t  exhibits any tem poral variation. In  this 
chapter I re ta in  the  in terest in the  air pollution com ponent, b u t focus on how pollution 
exposure is estim ated. In  particu lar I com pare th ree  alternative estim ates of exposure, the  
first of which is adopted by the  m ajority  of existing air pollution studies. This ‘s tan d ard ’ 
estim ate is described in  section 3.2, and  is a  daily average of the  pollution d a ta  from 
all available m onitoring sites. The second estim ate is an interm ediate approach using a 
m easurem ent error model, while the  th ird  is based on a  spatio-tem poral pollution model. 
Each approach is com pared and contrasted  using bo th  sim ulated and  real d a ta , w ith the  
analysis throughout being Bayesian, using M arkov chain m onte carlo simulation.
T he rem ainder of th is chapter is organised as follows. Section 6.2 reviews the  background 
and m otivation for th is work, including a  critique of the s tan d ard  approach to  estim ating 
pollution exposure in ecological studies. T he nex t two sections describe alternative models 
for estim ating exposure, which incorporate the  factors likely to  bias the  standard  estim ate. 
Section 6.3 describes a  model th a t  incorporates th e  possibility of m easurem ent error in the 
am bient m onitoring data , while section 6.4 presents a  m odel th a t  additionally accounts 
for spatial variation. Section 6.5 compares all th ree  models v ia  a  sim ulation study, which 
investigates their relative performances for a  variety  of pollution surfaces. Section 6 .6  
extends th is com parison to  real data , by  estim ating the  relationships between m ultiple 
po llu tan ts and  m ortality  in G reater London. F inally  section 6.7 presents a  concluding
112
discussion.
6.2 B ackground  a n d  m o tiv a tio n
6.2.1 R eview  of standard air pollution studies
The ecological studies described in th is thesis are based on m ortality, pollution and  me­
teorological data , th a t  relate to  a  fixed region K  for n  consecutive days. T he daily 
m ortality  counts are draw n from th e  population living w ith in  V,, and are denoted here 
by y  =  ( y i , • • • ,yn)nxi- These counts are regressed against a ir pollution levels and a 
vector of q covariates, the  la tte r  of which are denoted hy  Z  =  { z j , . . .  , z^ )nxq ,  where 
z j  =  ( z i i , . . . ,Z i ,) ix 9 are th e  realisations for day i. T he pollution d a ta  are collected from 
k  fixed site m onitors located across the  region of in terest (%), which m easure am bient 
pollution levels continuously throughout th e  day. A  daily average is typically calculated 
a t  each location, which for day  i  and location s/ is denoted by u 'i(sj). T he set of pol­
lu tion locations are collectively denoted by 5  =  { s i,... ,S fc }  (where s; =  (c{,6;) €  Tl), 
and  for day i  the  pollution levels are sum m arised by Wj(<S) =
T he entire set of pollution d a ta  are collected into an n  x  A m atrix  denoted by VT(5) =  
(wi(<S)'^,. . .  ,w„(iS)'^)„xfc. which is likely to  contain a  sm all proportion (typically less than  
10%) of missing values. In  ecological studies of th is type pollution exposure is typically 
estim ated by w  =  ( in i , . . .  ,u ;„), where
=  i ^ t U i ( s j )  for î  =  l , . . . , n ,  (6 .1)
1=1
the  average value from the  k  m onitors (missing values are typically ignored). T he repeated 
use of th is estim ate in existing studies is due to  its  simplicity, being a  simple average th a t 
requires no additional modelling. T he relationship between w  and m ortality  is typically 
estim ated using Poisson regression models, such as those given in  equations (3.1) and 
(3.2).
6.2.2 Lim itations
T he prim ary aim of the  study  described above is to  estim ate th e  relationship between 
am bient pollution levels and  m ortality  or m orbidity, which is represented by 7  in equar 
tions (3.1) and (3.2). T he accuracy of th is  estim ate depends on th e  estim ated exposure 
(w ) and the  choice of covariates, the  la tte r  of which should ideally remove any structure, 
over-dispersion or underlying tem poral correlation from th e  daily m ortality  series. In  this 
chapter I investigate how the  accuracy of w  affects the  estim ation of 7 , which requires the  
true  pollution exposure to  be known. Personal pollution exposures are typically unavail­
able (see chapter 3.8), so am bient levels m easured by the  fixed site m onitors have to  be 
used as a  surrogate. However these pollution d a ta  are spatially  m isaligned in relation to
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the  m ortality  events, because the  former are m easured a t  k  fixed locations while the latter 
are draw n from the  population living throughout 72.. Gelfand e t al. (2001) call this the 
change of  support problem, and argue th a t  the  desired exposure is the average am bient 
pollution level across 72. T his is because it relates to  the  sam e geographical region as the 
m ortality  counts, and  is denoted here by x  =  ( x i , . . .  ,Xn)- For day i  this is defined as
Xi =average[x j(s)j = /  x*(s)ds for i =  1 , . . .  ,n ,  (6 .2 )
i'^l JaeTi
where |72| denotes the  size of 72, and  i j ( s )  denotes th e  tru e  am bient pollution concentration 
a t spatial location s  on day i. As described above the  m ajority  of authors estim ate x  with 
w , and th e  am ount of bias in th is estim ate will largely depend on two characteristics of 
the  underlying pollution surface:
(a )  -  S p a t ia l  v a r ia t io n  - If the  underlying surface exhibits substantial spatial variation,
th e  m easurem ents a t the  m onitor locations are unlikely to  be a  representative sample 
of the  pollution levels throughout 72. This is because the  m onitor locations are likely 
to  be  sm all in num ber, unequally spaced th roughout the  d a ta  and  located for specific 
reasons (for example a t  a  well known pollution h o t spot), m eaning th a t averaging 
the  values a t  these sites m ay not produce a  good estim ate of x
(b ) - M e a s u re m e n t  e r r o r  - The am bient m onitors a re  known to  m easure w ith error
(D epartm ent of th e  Environm ent, T ransport and  th e  Regions (1998)), m eaning th a t 
w  m ay be a  biased estim ate of x . In addition th is  error is likely to  inflate the 
variance of 7 , m eaning th a t  (3.2) and (6.1) will underestim ate the  uncertainty in 
th is estim ate.
If bo th  these factors are negligible w  is likely to  be a  reasonable estim ate of x , and the 
resulting estim ate of 7  should be close to  the  tru e  association. However if either of these 
factors are non-negligible the  im pact on w  and  7  is unknown, and  will require further 
investigation. A sm all num ber of authors (see for exam ple D uddek et al. (1995) Carlin 
e t al. (1999) and  Zhu e t al. (2003)) have replaced w  w ith  an  alternative estim ate, th a t 
incorporates spatial variation and  m easurem ent error by  m odelling the  underlying pollu­
tion  surface w ith  a  spatio-tem poral model. However these authors focused on analysing 
d a ta  from a  single region, and did not investigate w hether the  additional complexity of a 
spatio-tem poral m odel had a  noticeable im pact on  the  results. In  th is chapter I address 
th is question directly, and  com pare the perform ance of w  against two alternative models 
th a t  vary in  complexity. T he first of these incorporates th e  possibility of m easurem ent 
error, b u t assumes th e  pollution surface is spatially  flat. T he second alternative is a  
spatio-tem poral pollution model, which incorporates b o th  spatia l variation and  measure­
m ent error and  is sim ilar to  th a t used by D uddek e t al. (1995), C arlin e t al. (1999) and Zhu 
e t al. (2003). This m odel would be expected to  produce th e  m ost accurate estim ates of
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X from th e  th ree alternatives, because i t  d irectly  models th e  underlying pollution surface. 
However th is means it requires a  large num ber of spatia l observations to  produce accurate 
estim ates, and  is the  m ost com putationally intensive to  implement. Therefore the  choice 
of pollution model requires a  tradeoff between sim plicity and accuracy, and an  aim of this 
chap ter is to  examine in w hat situations each alternative is suitable. In  particu lar the 
work presented in th is chapter is m otivated by three questions: (i) how accurately does 
the  standard  approach (w) estim ate average pollution exposure and its  relationship with 
m ortality; (ii) w hat factors affect the  accuracy of the  standard  approach, and in  w hat sit­
uations should it be used; (iii) do the  more com plex alternatives investigated here produce 
significantly b e tte r estim ates. These questions a re  addressed in  sections 6.5 and  6 .6 , while 
the  two alternative estim ates of x  are presented in sections 6.3 and 6.4. To ensure th a t 
the  only difference between the  three models is the  m ethod used to  estim ate x , the  same 
m ortality  model is used in all cases.
6.3 A  m easu rem e n t e r ro r  m odel
A m easurem ent error m odel is an interm ediate step  between the  standard  approach and a 
spatio-tem poral pollution model, which may be a  useful alternative if the  pollution surface 
is spatially  flat. T he model assumes the  true  pollution surface is spatially constant (that 
is i i ( s )  — Xi  V s  €  TZ), which implies th a t  W i ( 5 )  is likely to  be  a  vector of k  independent 
estim ates of This suggests th a t  a  classical m easurem ent error m odel is appropriate, a  
brief review of which is presented in chapter 2.8. T he model is based on a  jo in t likelihood 
for (y ,x ,V T (5 )), which can be decomposed into
/ ( y ,  X, W [ S m  =  / ( y [x ,  w i ) / ( t ^ ( 5 ) |x ,  W2) / (x |w 3), (6.3)
where f t  — (w i,W 2,W3) is a  vector of param eters. T h e  m easurem ent error is assum ed to 
be  non-differential for simplicity, m eaning th a t  y  and IV (5 ) are conditionally independent 
given X. The Bayesian m easurem ent error m odel is given by
yi  ~  Poisson(/ii) for i =  l , . . . , n ,
ln(m ) =  x a  +  z j a ,
/3 =  ( 7 , a )  N ( / i^ ,E ^ ) ,  (6.4)
ln(u)i(sj}) ~  N(ln(zi),(T() for 1 =  1 , . . . , k ,
In (ii) ~  N(^s,£t2 ),
(Tj ~  inverse-gam m a(e,/ ) .
T h e  first term  in equation (6 .3) is represented by a  Poisson generalised linear model 
(specified by the  first th ree lines of equation (6 .4 )), which is identical to  the  standard
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model except th a t  Wi is replaced by Xi. The second term  in the  jo in t likelihood is a 
classical m easurem ent error model on the  n a tu ra l log scale, which is represented by the 
fourth line in equation (6.4). T he natu ra l log scale is used here as air pollution d a ta  are 
likely to  arise from a  log-norm al d istribu tion  (O tt (1990)), because they are non-negative 
m easurem ents th a t  m ay have a  skewed distribution. T he last term  in equation (6.3) acts 
as a  prior for ln (x), which is specified as a  non-inform ative Gaussian distribution on the 
n a tu ra l log scale. T he rem aining line of equation (6.4) is a  prior for which is specified 
as a  non-inform ative conjugate inverse-gamma d istribution. This model estim ates x  by 
its m arginal posterior distribution
/ ( x |W ( g ) ,y )  -  f  f ix,0,<T^,\WiS) ,y)d(3dcr l  (6.5)
which incorporates the  possibility of m easurem ent error in  the  am bient m onitoring data. 
E stim ation  of ( /3 ,x ,jg )  can be carried out using M CM C simulation, details of which are 
given below.
6.3.1 M CM C estim ation algorithm
T he jo in t posterior d istribution of (,9, ln(x),iT() is given by
n  n  k
/(A ln (x ),< T 2 |M ^(s),y) oc JJPoisson(y< |/3, x<) ] j [  [ jN (ln (iD i(s i))i ln(®i).«^t )
n
X P [ N ( l n ( X i ) | ^ i ,  E^)Inverse-Gamma(<r^|e, / ) ,
»=l
and the  param eters are updated  using a  block M etropolis-Hastings algorithm , in which 
sta rtin g  values (/^^^ ,^ In (x) , (T; ) are generated from  overdispersed versions of th e  priors
(for example t-d istributions replace Gaussian distribu tions). T he algorithm  alternately 
sam ples from the  full conditional distributions of th e  following blocks.
(a )  R e g re s s io n  p a r a m e te r s  0  =  (7 , a )
T he full conditional of /3 is identical to  the  full conditional from a  Poisson generalised 
linear model, and can be  sam pled from using a  M etropolis-Hastings algorithm  w ith 
a  random  walk proposal. This algorithm  is described in chapter 2.3, and  has also 
been used in chapters four and five.
(b )  A v e ra g e  p o l lu t io n  lev e ls  (lo g g ed ) ln(x) =  ( In (x i) . . .  ,ln (x„))
T he full conditional of ln (x) is no t a  s tan d ard  d istribution, b u t can also be sampled 
from using a  M etropolis-Hastings algorithm . T he vector can be updated  in blocks, 
ln(x)r.« =  (In (x r) . . . , In (ig)), whose full conditional is given by
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/(ln{x)r,,|/3 , (7^, y , H^(5)) oc J][ N (ln (x i) |m i, r®) Poisson(yi|xj, /3),
i= r  i= r
where
Each block is u pdated  using a  random  walk proposal, because the  acceptance prob­
ability simphfies to  the  ra tio  of full conditionals and the  proposals are cheap to 
generate.
(c ) M e a s u re m e n t  e r r o r  v a r ia n c e  a f
T he full conditional of tj^ is an  inverse-gamma(e*, /* )  distribution, where
'■ =  '  +  T ’
/ '  = /  + i  È
i - l  i=I
m eaning th a t  it can be  updated  using a  G ibbs sam pling step.
6.4 A  sp a tio -tem p o ra l m odel
T his model extends th a t  of the  previous section by explicitly modelling th e  spatia l variation 
in  th e  am bient pollution data. As a  result, let A”(5 ) =  ( x i ( 5 ) ^ , . . .  ,x„(5)'^)nxifc denote 
the  tru e  (unobserved) pollution levels a t  sites in S  for all n  days. T he jo in t likelihood of 
these d a ta  is given by
/ ( y ,x ,W ^ ( g ) , ; r ( ^ |n )  =  / (y |x ,w i) /(x |W (^ ,% (g ) ,W 3 ) /(W (J ) ,X (^ [w 3 ) , (6.6)
where =  (w i,W 2,W3) denotes the  vector of param eters. T he Bayesian spatio-tem poral 
m odel combines th is  likelihood w ith a  prior / ( f l ) ,  and  is split in to  th ree d istinc t parts.
(a )  P o l lu t io n  m o d e l  - T he th ird  term  in equation (6 .6 ) is th e  jo in t d istribu tion  of 
the  m easured and true  pollution levels a t  the  k  m onitor locations, which is repre­
sented by a  spatio-tem poral pollution model. Such models are th e  focus of much
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curren t research (for a  review see Sahu and  M ardia (2005b)), and  a  general form is 
given by equation (2.16) w ith  the  addition of priors for a  Bayesian analysis. The 
transform ation g{) is applied to  aid norm ality and  stabilise the  variance, and  com­
m on examples include natu ra l log (Sbaddick and Wakefield (2002)) or square root 
(Sahu e t al. (2006)). T he first line of equation (2.16) is a  classical m easurem ent 
error model, which relates th e  noisy pollution d a ta  to  the  underlying ‘tru e ’ unob­
served levels. T he second line is a  spatio-tem poral model for these true  pollution 
levels, which comprises a  m ean function ^(s(|<f) and a  zero-m ean spatio-tem poral 
process V i(sj|0). Previous studies have modelled the  m ean function w ith  a  trend 
surface model (Zhu et al. (2003)), cyclical variation (Tonellato (2001)), a  tem poral 
only trend  (Zidek e t al. (2002)) and the  Kriged-kalm an model (Sahu and M ardia 
(2005a)), while K (s< |0) has taken the form of a  m ultivariate autoregressive process 
(see W ikle e t al. (1998) and Zidek e t al. (2002)) and  th e  sum  or product of spatial 
and  tem poral com ponents (see Shaddick and Wakefield (2002), Sahu and M ardia 
(2005a) and Zhu e t al. (2003)).'T h e  covariance function of % (s;|ÿ ) is typically as­
sum ed to  be stationary , isotropic and separable (m ultiplicative or additive), because 
the  num ber of m onitor locations (fc) is too  sm all to  perm it accurate estim ates with 
more complex models. In  th is chapter I use the  m odel of Shaddick and Wakefield 
(2002 ), which is given by
ln (w i(5 )) N (ln(x j(5 )),cr4l) for i =  l , . . . , n .
ln (jq (5 )) = - t - 10 i - 1 -m ( 5 ) .
Bi N (0 i 0i - i ,< r |)  for i =  2 , . . . , n ,
m { S ) N (0 , ( T ^ % ) ) ,
S
Inverse G a m m a (e i,/ i) ,
Inverse G am m a(e2 , / 2),
Inverse G am m a(es, /a).
m i ) OC 1 .
<p2 Uniform (p i ,p 2),
(6.7)
where ws =  (d ,m (5 ) , 6 , 0 i,(fe,(T^,cr^,(7^). T he m ean function is represented by a 
trend  surface m odel S jd , which has a  Gaussian prior w ith  known m ean and  variance. 
The spatio-tem poral process is the  sum of spatia l (m(<S) — ( m ( s i ) , . . .  ,m(Sfc)))  and 
tem poral (0  =  (^ i , . . . ,  0n)) com ponents, which forces the  covariance function to  be 
additively separable. Tem poral correlation is modelled by  a  first order autoregressive 
process, where is assigned a  flat prior and  1 denotes a  fc x  1 vector of ones th a t
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force the  process to  be identical a t each m onitor location. T he spatial correlation is 
m odelled by a  set of zero-mean G aussian random  effects, which are tim e invariant 
and  have correlation m atrix  £ ( ^ 2)- To ensure th e  model is identifiable, the  random  
effects are constrained to  sum to  zero as suggested by  Shaddick and  Wakefield (2002). 
T he spatial correlation m atrix  is given an  exponential s tructure , w ith  t j th  element
E i j = e x p ( - 0 2 | | s i - S j | | ) ,  (6.8)
where ||. || denotes th e  Euclidean norm. T he s tren g th  of th e  correlation is controlled 
by 4>2 , which is assigned a  uniform  prior th a t  forces th e  correlation a t  the  m aximum 
distance in %  to  be between 0.05 and 0.95. In  common w ith  the  m easurem ent error 
m odel the  variance param eters are assigned conjugate inverse-gamma priors, whose 
hyperparam eters are chosen so th a t th e  d istribu tion  is non-informative.
(b )  S p a tia l  a g g re g a tio n  m o d e l - T he second te rm  in equation (6 .6 ) simplifies to 
/ ( x jW ( 5 ),W3), because X ( J )  is com pletely specified by W3 . This d istribu tion  has 
no closed form expression, m eaning th a t i t  does no t have any additional param e­
ters (w2 does no t exist) and only depends on th e  spatio-tem poral pollution model 
through W3 . I t  can be estim ated by sim ulation using a  variety of techniques, in­
cluding spatial im putation  (Duddek e t al. (1995)), ordinary and universal kriging 
(Carlin e t al. (1999)) and the  point-block realignm ent approach of Gelfand e t al. 
(2001) (Zhu e t al. (2003)). T he last of these derives a  closed form expression for this 
predictive distribution, under the  simplifying assum ptions th a t  there is no m easure­
m ent error and  b o th  x  and W (5 ) are m ultivariate Gaussian. T he work of Duddek 
e t al. (1995) and C arlin e t al. (1999) are  based on a  two stage strategy, which es­
tim ates th e  average pollution levels using a  spatio-tem poral model and  plugs these 
values into a  m ortality  model. In  con trast Zhu e t al. (2003) propose a  combined 
approach, th a t  sim ultaneously estim ates th e  average pollution level and its corre­
sponding relationship w ith  m ortality. However th ey  report th a t  th is combined model 
is com putationally  im practical to  im plem ent using M CM C m ethods, and propose a  
simplification th a t separates the  sim ulation of the  hea lth  and  pollution models. This 
technique is known as cu tting  ‘feedback’, and simplifies the  full conditional distri­
bu tion  of X  by removing its dependence on th e  m ortality  data . In  this chapter x  
is fô tim ated using an approach sim ilar to  th a t  adopted by Zhu et al. (2003), which 
is based on Bayesian spatial prediction. E stim ation  is im plemented using a  single 
MCMC algorithm , b u t the  feedback between the  pollution and m ortality  models is 
cut for com putational efficiency. As a  resu lt the  sim ulation of x  does not depend on 
the  m ortality  data , m eaning th a t  i t  is estim ated  by the  predictive d istribu tion
f { x \ W { S ) )  =  /  /(x |W 3)/(W 3 |W (^))dW 3 . (6.9)
Ju>3
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Full details of the  M CM C sim ulation algorithm  are  given below.
(c) M o r ta l i ty  m o d e l - T he m ortality  model is identical to  equation (3.2), except tha t 
the  surrogate exposure w  is replaced by the  true  exposure x.
6.4.1 M CM C estim ation algorithm
T he jo in t posterior d istribution is estim ated using a  block M etropolis-Hastings algorithm , 
in  which sta rtin g  values uru gener­
ated  from overdispersed versions of the  priors (for example t-d istributions replace Gaussian 
d istributions). A full M CM C algorithm  is com putationally  prohibitive, so the  short cut 
used by Zhu e t al. (2003) is adopted here. This short cu t separates the  sim ulation of 0  from 
th a t  of { x , a ' ^ , S , d , m { S ) , 4>\,(p2 ,<^e,<^m), which cu ts th e  feedback betw een th e  m ortality 
and  pollution models. A lthough th is  is no t s tric tly  Bayesian, the  average pollution level is 
unlikely to  depend on the  counts of m ortality, m eaning th a t  cu tting  feedback should not 
be overly restrictive. T he algorithm  is im plem ented by updating  the  param eters in three 
batches.
(a ) S p a t io - te m p o ra l  p o l lu t io n  m o d e l  ( a f , 5 , 0 ,m ( 5 ) ,  (^1, ^ 2 .
T he spatial param eters are updated  in blocks using a  Gibbs sam pling algorithm, 
further details of which are given below.
(b )  S p a t ia l  a g g re g a tio n  m o d e l  /(x |W (<S),a i3)
The conditional d istribu tion  of x  is non-standard , and its  sim ulation is discussed 
below.
(c) M o r ta l i ty  m o d e l  0  =  (7 , a )
T he full conditional of 0  is identical to  the  full conditional from  the  s tan d ard  Poisson 
m odel (3.2), and is u pdated  using a  block M etropolis-Hastings algorithm  w ith a 
random  walk proposal.
Details of steps (a) and (b) are given below.
(a ) S p a t io - te m p o ra l  p o l lu t io n  m o d e l
T he param eters are Gibbs sam pled in the  following blocks
1. / (d |lV (5 ) ,  m { S ) , e , > 7 l )  ~  N ( p . ,2 . )  where
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^ - 1 '^  - ™( ^) )
2 . / ( f f^ |V 7 (5 ) ,5 ,m (5 ) ,0 )  ^ In v e rse  G am m a(e ,,/ , )  where
nk
e ,  =  er +  —
1 ”/ .  = h + ^ Y ^ i H ^ i i S ) ) - B i ô - i e i - m { S ) f  i \ i i {wi{S))-Biô~iei - - in{S))
2
3. / ( m ( 5 )|W^{5 ),<5, e . c r ^ a ^ , 02 ) ~ N (A t. ,S ,)  where
t s l
.2  ^2
M. =  ( ^ S ( 0 2 )-^  +  ÿ )
2 .  =  (
-1
4. /((T^Im (5),<fe) ~  Inverse G am m a(e ,,/ , )  where
e . =  6 3 + 2
/ .  -  /3  +  im ( 5 ) ^ E ( 0 2 ) - 'm ( 5 )
5. T he full conditional d istribu tion  of <j>2 is non-standard , and is sam pled from using a 
M etropolis-Hastings algorithm  w ith a  random  walk proposal.
6 . f{cr'^\d,(pi) ~  Inverse G a m m a (e ,,/ .)  where
n  — 1
e . =  C2 + —
n
/ .  = f2 + ^
7. / ( ÿ i | a | , 0 )  ~N (/z.,< r2) where
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M. =
(T? = - I
8 . T he full conditional of 0  cannot be  Gibbs sam pled in a  single block, because its  prior 
d istribu tion  has a  singular variance m atrix . This d istribution  is given by / (0 |< r |, =
oc exp w here i f  has a  bandw idth  of one and  has
non-zero elements
Kii  =
However, partition ing  0  into blocks simplifies the prior into a  set of standard  Gaussian 
distributions, allowing Gibbs sam pling steps to  be  used. For a  block dr,a =  (^r> • • • > ^ «) 











respectively. However the  m ean and variance are slightly different if r  =  1 or s =  n. 
T he d a ta  likelihood for this block is given by 0 rs |lF '(5 ) ~  N(% g, flrg) which has
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m ean and variance given by
2
firs =  and
7 t3 =
'  i  Z L l  k(W r(S()) -  -  m (s;)
1 V'fc
\  i  E f = i  I n ( t u , ( s , ) )  -  S â . 8 , Q  -  m ( s , )  )  
respectively. Therefore the  full conditional of 6rs is given by
-  N +  S - V . 1 , [ K }  +  .
and the  entire vector can be  u pdated  in a  sm all num ber of blocks.
(b )  S p a t ia l  a g g re g a tio n  m o d e l
T he spatially averaged pollution levels are sam pled using a  three stage process, sim ilar to 
th a t  adopted  by Zhu e t al. (2003). A t iteration  j ,  is generated as follows.
1. G enerate c random  locations V =  { v i Vg} across 7Î.
2. P redict the  true  pollution level a t  each of these c locations by sam pling from the 
predictive d istribution /(X (V )|w ^^ ). For day i  a  sam ple is generated  by calculating
Xi(V)^-’^  =  exp(Bi.v^^^ +  +  m(V)(^)) for i  =  1 , . . .  ,n ,
where is the  m atrix  of covariates for th e  trend  model, while m (V)^^ is the 
spatial random  effects a t  the  c prediction locations. T he la tte r are random  samples 
from the  conditional d istribu tion  /(m (V )]m (<S)^^), which is m ultivariate Gaussian 
w ith
V ar[m (V )lm (5)ü)] =
Here {^{4>2^)s, ^ {4>2^)v, S(<^2'^^)vs) denote the  variance and  covariance matrices for 
the spatial sites (5 , V), and are calculated using th e  exponential correlation mode! 
given by equation (6 .8 ).
3. Set each as th e  average of the  predictions;
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Table 6.1: Sum m ary of the  sim ulated pollution data.
S c e n a r io M e a s u re m e n t  e r r o r
S p a t ia l  v a r ia t io n N u m b e r  o f  
M o n ito rsvariance Correlation
1 low =  0.00007 low a'i, =  0.00007 low <l>2 =  0.0857 low 5
2 low <Tj =  0.00007 low a'i, =  0.00007 low <p2  =  0.0857 high 20
3 low =  0.00007 low a'i, =  0.00007 high <p2 =  0.0133 low 5
4 low «7= =  0.00007 low a'i, =  0.00007 high 4>2 =  0.0133 high 20
5 low cTj =  0.00007 high a'i, =  0.0289 low <f>2 — 0.0857 low 5
6 low =  0.00007 high =  0.0289 low <^2 — 0.0857 high 20
7 low a f  =  0.00007 high a i, =  0.0289 high <p2 — 0.0133 low 5
8 low (Tf =  0.00007 high a'i, =  0.0289 high <p2 =  0.0133 high 20
9 high =  0.0289 low a'i, =  0.00007 low <p2  =  0.0857 low 5
10 high cr  ^=  0.0289 low a'i, =  0.00007 low <p2  =  0.0857 high 20
11 high (T^  =  0.0289 low a'i, =  0.00007 high 02 =  0.0133 low 5
12 high cr  ^=  0.0289 low a i, =  0.00007 high 02 =  0.0133 high 20
13 high <7^  =  0.0289 high a i, — 0.0289 low 02  =  0.0857 low 5
14 high <7^  =  0.0289 high a i, -  0.0289 low 02  =  0.0857 high 20
15 high 0^ =  0.0289 high a i,  -  0.0289 high 02 =  0.0133 low 5
16 high =  0.0289 high a i, =  Ô.0289 high 02 =  0.0133 high 20
1= 1
For com putational efficiency the  same set of prediction locations will be used a t  each 
iteration, while the  choice of c requires a  tradeoff to  be m ade. As c increases estim ates of 
X  will become more accurate, b u t a t the expense of a  larger com putational burden.
6.5 S im u la tio n  s tu d y
T his section describes a  sim ulation study which com pares the  perform ance of the  standard  
(equation (3.2)), m easurem ent error (equation (6.4)) and  spatio-tem poral (equation (6.7)) 
models. These models are applied to  num erous sets of pollution d a ta  th a t  have three 
defining characteristics: (i) the  am ount of spatia l variation  in the  underlying pollution 
surface; (ii) the  proportion  of m easurem ent error in  the  observed pollution data; (iii) the  
num ber of pollution m onitors th a t  are available. T he study  is m otivated by th e  th ree 
questions posed in section 6.2, and is split in to  th ree  subsections. T he first describes how 
the  pollution and m ortality  d a ta  are generated, th e  second investigates questions (i) and 
(ii), while the  th ird  focuses on question (iii).
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6 .5 .1  D e s c r i p t io n  o f  t h e  d a t a
All th ree  models axe applied to  sixteen sets of pollution and m ortality  d a ta , which are 
sum m arised in Thble 6.1. Each pollution surface has four defining param eters; spatial 
variation  spatial correlation (ÿg), m easurem ent error (a^),  and  the  num ber of mon­
itors (k), each of which can be  either high or low. T he pollution surfaces are sim ulated 
a t  400 locations on a  20km x 20km grid of points ((0 ,0) up  to  (19,19) a t  intervals of one 
km ), for 365 consecutive days. T he surfaces are generated using model (6.7), and  have the 
sam e tren d  surface model (B jd) and tem poral correlation (6 ) in all cases. This ensures 
th a t the  only differences between each scenario are those described in Table 6.1, which 
prevents the  com parisons being contam inated by  o ther factors. T he trend  surface model 
comprises an  intercept term , quadratic  trends in  longitude and latitude, and  th ree  pairs 
of interactions between longitude, la titu d e  and  tim e, which are used so th a t  the  pollution 
surface is no t com pletely fiat. However th is tren d  is chosen to  be relatively small, so th a t 
the  differences in (<7^ , 0 2 ) between each scenario are no t hidden. T he in tercept term  is 
fixed a t 3.4 (approxim ately 30 on th e  original scale) so th a t the  m ean pollution level is 
sim ilar to  the  NO2 and O3 d a ta  analysed in section 6 .6 . Tem poral variation and corre­
lation are induced into the  pollution d a ta  by a  first order autoregressive process, which 
is initialised by setting  =  0- T he variance and  correlation are fixed a t  4>i =  0.7 and 
<t| =  0.0625 respectively, which ensures the  tem poral characteristics of the  sim ulated d a ta  
are sim ilar to  those analysed in section 6 .6 .
T he spatial characteristics of the  pollution d a ta  are controlled by and  <p2 , which de­
term ine their variance and correlation respectively. T he variance is chosen so th a t  the 
likely range of spatial variation is 1% (low, =  0.00007) or 20% (high, =  0.0289) of 
the  m ean pollution level (3.4 on th e  logged scale), which is achieved by equating ±2o-m 
(the  likely range of valuœ) to  1% or 20% of 3.4. T he correlation is chosen so th a t  it 
decays to  0.1 (low, <j>2 =  0.0857) or 0.7 (high, <^ 2 =  0.0133) a t  the  m axim um  distance in 
the  grid (26.87), which represents th e  range of values found in real pollution d a ta . T he 
am ount of m easurem ent error (controlled by ct^) is also fixed a t either 1% or 20% of the 
m ean pollution level, and  the  equality w ith  allows their relative effects to  be com pared 
fairly. T he possible com binations of these dichotomies result in eight unique pollution 
fields, each of which is analysed assum ing a  sm all (5) or large (20) num ber of spatia l ob­
servations are available. This corresponds to  the  num ber of pollution m onitors typically 
available in a  single city, and  their locations are shown in Figure 6-1. T he first five are fixed 
to  be sim ilar to  the  grouping found in the  G reater London d a ta  analysed in section 6 .6 , 
while the  rem aining fifteen are selected a t random , a  po in t which is taken up  chapter seven.
T he sim ulated m ortality  d a ta  are generated using a  Poisson regression model, sim ilar to 
th a t  given in equation (3.2). T he spatially averaged pollution levels (x) are calculated
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Figure 6-1; T he locations of the am bient m onitors in the  20km x 20km grid of simu­
lated values. T he filled circles represent the  monitors th a t  are used in the  odd num bered 
scenarios, while all locations are used in the  rem aining scenarios.
by averaging the  values a t  all 400 locations on the grid, while the covariates (z,) include 
an  intercept term , a  n a tu ra l cubic spline of tem peratu re w ith three degrees of freedom 
and sinusoidal com ponents with periods of a  whole, half and  a  quarter of a  year. The 
intercept term  is fixed a t  3.4 (approxim ately 30 on the  original scale), which ensures the 
daily m ortality  counts are sim ilar to  those observed in G reater London. T he association 
between air pollution and  m ortality  is fixed a t  an  increase in risk of 2% for an increase in 
ten units of pollution, which is of a  sim ilar m agnitude to  th a t  found in previous studies 
(see Dockery and Pope (1994) and Sam et e t al. (2000)). To ensure th a t  only the levels 
of spatial variation and m easurem ent error affect the  results, the  same set of covariates 
(z i ,B i )  th a t  generated th e  pollution and m ortality  d a ta  a re  used in the  final models.
6.5.2 A ssessm ent of the standard m odel
T he standard  model (given by equation (3.2)) was initially applied to  200 sim ulated da ta  
sets from each scenario, which ensures the results are no t affected by a  single realisation of 
the  pollution surface. However this results in 3,200 separate analyses, so for com putational 
ease a  likelihood approach to  estim ation was adopted. T he estim ated relative risks for all 
3,200 d a ta  sets are shown in Figure 6-2, and are sum m arised for each scenario in Table 
6.2. These sum m aries include the m ean and  standard  deviation of the absolute bias for 
each scenario, which are calculated as
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where denotes the  estim ated relative risk for the  i th  d a ta  set. All estim ated
relative risks are less th an  1% away from their tru e  value (between (1.01,1.03)), suggesting 
th a t  th e  s tan d ard  m odel produces results of the  correct overall m agnitude regardless of the 
underlying pollution surface. The standard  model perform s best if th e  pollution surface 
is spatia lly  flat and exhibits minimal m easurem ent error (scenarios one to  four), which 
can be  seen by examining for each scenario. In  th is  s ituation  the  m ean absolute 
bias ranges from 0.008% to  0 .01% on th e  relative risk scale, suggesting th a t the  s tandard  
m odel is very accurate if neither spatial variation nor m easurem ent error are present. T he 
results from th e  rem aining scenarios are m uch m ore varied, and  th e  bias in relative risk 
for a  single d a ta  set is unpredictable. T his unpredictability  is probably  caused by the 
locations of the  m onitoring sites in re la tion  to  the  peaks and  troughs in the  observed 
pollu tion  surface, m eaning th a t only the  average im pact of spatia l variation, m easurem ent 
error an d  the  num ber of monitors can be  assessed.
(a) - Spatial variation only
If th e  pollution d a ta  exhibit substan tial spatial variation (scenarios five and  six which 
have high variation and low correlation) the  m ean absolute bias increases by between five 
and  nine tim es. For example, in scenario five the  m ean  absolute b ias is approxim ately 
0.09% which com pares w ith  0.01% for scenario one. T his bias reduces if the  correlation 
is high (scenarios seven and eight), being between two and five tim es larger th an  when 
th e  variation  is low. This indicates th a t  changes in bo th  spatial variance and  correlation 
affect th e  standard  model, although a  com parison of scenarios tw o (low - cr^, low - ^ )  
and  eight (high - high - ÿg) show th a t  high spatial variance has twice the  im pact of 
low correlation
(b) - Measurement error only
If the  pollution d a ta  exhibit substan tial m easurem ent error (scenarios nine to  twelve) the 
bias rises by between eight and  nineteen times. For example, in scenario nine the  m ean 
absolute bias is approxim ately 0.19% com pared to  0.01% for scenario one. This increase in 
bias is approxim ately twice as large as th a t  observed for the  increase in  spatial variation, 
suggesting th a t m easurem ent error has a  larger detrim ental im pact on the  s tan d ard  model. 
In  addition. F igure 6-2 shows th a t  the  presence of m easurem ent error biases the  estim ated 
relative risks tow ards one (no effect) on average, w here as spatia l variation has no such 
effect.
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Table 6.2; Sum m ary of the absolute bias in relative risks from using th e  standard  model.

















(c ) - S p a tia l  v a r ia t io n  a n d  m e a s u re m e n t  e r ro r
If  the  pollution d a ta  are contam inated w ith m easurem ent error the  addition of spatial 
variation  has Uttle im pact on the  perform ance of the  s tan d ard  model. For example the 
m ean absolute bias is 0.203% (scenario eleven) if only m easurem ent error is present, which 
com pares w ith  0.0206% (scenario fifteen) if spatia l variation is added. In  contrast, a 
com parison of scenarios six and  fourteen show th a t  adding m easurem ent error to  spatially 
variable pollution d a ta  doubles th e  m ean absolute bias.
(d )  -  N u m b e r  o f  m o n ito rs
If the  pollution surface is spatially  flat w ith  no m easurem ent error (scenarios one to  four) 
th e  num ber of m onitors does n o t affect the  accuracy of th e  standard  m odel (for example 
average biases of 0.001% and 0.0008% from scenarios one and two). However if either of 
these factors are present, the  m ean and  standard  deviation of the  absolute bias doubles if 
only five m onitors are present com pared w ith th e  full set of twenty.
6.5.3 Com parison of the standard, m easurem ent error and 
spatio-tem poral m odels
To com pare the  perform ance of the  standard , m easurem ent error and  spatio-tem poral 
models, they  are applied to  a  single d a ta  set from each of the  sixteen scenarios. In 
each scenario the  d a ta  set w ith the  largest absolute bias (as estim ated from the  standard
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Figure 6-2; E stim ated relative risks from the  standard  model (equation (see 3.2)) for each 
of the  sixteen scenarios.
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mode!) is chosen, because the aim  is to  determ ine w hether the  more complex models pro­
duce b e tte r results. T he models are im plem ented using the  M CM C sim ulation algorithms 
previously described, and  posterior inference is based on 16,000 samples. In  each case 
a  M arkov chain is b u rn t in for 40,000 iterations (by which point convergence had  been 
reached), and  run for an  additional 80,000 iterations which are thinned by five to  reduce 
the  correlation between samples. For the  m easurem ent error and spatio-tem poral models, 
sensitivity analyses were conducted to  determ ine w hether th e  results are dependent on 
the  prior distributions. These analyses focused on th e  variance and correlation param e­
ters, because the  o ther param eters are given s tan d ard  priors th a t  are known to  work well 
in a  variety of situations. A series of ‘non-inform ative’ inverse-gamma(e, e) priors with 
e =  1 , 0 .1 , 0 .0 1 , 0.001  were applied to  each of the  variance param eters, as well as a  flat 
prior on  the  standard  deviation scale. However the  estim ated  variance param eters in this 
chapter are larger th an  those in chapter five, and  their values showed no dependence on the 
choice of inverse-gamma prior. As a  resu lt inverse-gam m a(0.01,0.01) priors are used in all 
cases. For th e  spatio-tem poral model a  num ber of uniform  priors for 02  were investigated, 
and  th e  choice of (p i,P 2) had  no im pact on th e  estim ated  relative risks. However the  es­
tim ates of 02  did no t converge for any of the  sixteen scenarios, and 95% credible intervals 
were close to  the  prior limits. This phenom enon was observed even when a  larger num ber 
of spatia l d a ta  points were used (up to  100), and  th e  reasons for th is are discussed further 
in chap ter seven. Two possibie solutions are to  use an  inform ative prior d istribu tion  or 
estim ate 02  prior to  the  MCMC algorithm , neither of w hich are ideal. As a  result I adopt 
prior lim its th a t  allow the  correlation to  take on a  wide range of reasonable values, which 
I have found has little  or no im pact on the  corresponding relative risks.
T he relative perform ance of the  th ree models are sum m arised by Table 6.3, which presents 
the  estim ated  relative risks for all sixteen scenarios. In  addition  Table 6.4 sum m arises how 
well each m odel estim ates the tru e  exposure x , which is m easured as th e  m ean absolute 
difference between the  tru e  and estim ated pollution levels ( th a t is (1/n )  — î j | ,
w here Xj is the  estim ated spatially averaged pollution level for day i). In  scenarios one to 
four w here spatial variation and m easurem ent error a re  low, all th ree models estim ate the 
average pollution level and  corresponding relative risk well, w ith  none being preferable in 
general. In  all cases th e  relative risks are biased by  a t  m ost 0.04%, while x  is m is-estim ated 
by a t m ost 0.18. T he rem aining scenarios are discussed below, w ith particu lar focus on 
th e  im pact of spatial variation, m easurem ent error and  the  num ber of monitors.
(a ) - S p a t ia l  v a r ia t io n  o n ly
If th e  pollution d a ta  exhibit substan tial spatia l variation b u t no m easurem ent error (sce­
narios five to  eight), the  spatio-tem poral model outperform s bo th  the  standard  and  mea^ 
sûrem ent error approaches. For example, in scenarios five and  six the  bias in relative risk
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is 0.26% (scenario five) and  0.17% (scenario six) for the  standard  m odel com pared w ith 
0,16% and  0.02% for the  spatio-tem poral model. T he sam e im provem ent is observed in 
the  estim ated pollution levels, as th e  m ean absolute bias reduces from  2.73 and  1.63 for 
the  standard  model to  1.98 and 0.34 for the  spatio-tem poral model.
(b) - Measurement error only
If the  pollution d a ta  exhibit substan tial m easurem ent error b u t no spatial variation (sce­
narios nine to  twelve), the  spatio-tem poral and m easurem ent error models produce similar 
results and i t  is difficult to  determ ine which is preferable. B oth  approaches produce esti­
m ates of X  and  7  th a t  are slightly less biased th an  those from  the  s tan d ard  model, although 
the  differences are no t large. For example, in scenario ten  the  relative risks are biased by 
0.30% (standard), 0.27% (m easurem ent error) and  0.027% (spatio-tem poral), while the 
corresponding m ean absolute bias in x  is 1.00, 0.91 and  0.92. T he im provem ent from us­
ing the  spatio-tem poral m odel is much less pronounced in  th is s ituation , suggesting th a t 
m easurem ent error is harder to  m odel th an  spatial variation, a  po in t which is expanded 
upon in  the  discussion.
(c) - Spatial variation and measurement error
If spatial variation and m easurem ent error are b o th  present (scenarios th irteen  to  sixteen), 
the  spatio-tem poral model outperform s b o th  alternatives, while the  m easurem ent error 
m odel outperform s the  s tan d ard  approach. For example, in scenario fourteen the  relative 
risks are biased by 0.26% (standard), 0.24% (m easurem ent error) and  0.17% (spatio- 
tem poral), while the  corresponding m ean absolute difference in x  is 1.13, 0.98 and  0.88. 
These differences are larger th a n  those observed for m easurem ent error only b u t smaller 
th an  those seen for spatia l variation only, which supports the  hypothesis th a t  spatial 
variation  is easier to  model.
(d) - Number of monitors
T he im pact of altering the  num ber of m onitors depends on the  am ount of measurement 
error and spatial variation present in  the  pollution d a ta , and  has m inim al affect if nei­
ther factor is present. T his can be seen by com paring the  results from  scenarios three 
(five m onitors) and four (twenty m onitors), whose relative risks are biased by 0.04% and 
0.02% (standard), 0.01% and 0.02% (m easurem ent error), and  0.03% and 0.01% (spatio- 
tem poral). In  contrast, if either factor is present the  results improve dram atically  as the 
num ber of m onitors increase. For example, com paring scenarios th irteen  and  fourteen 
the  bias in relative risk  decreases from  0.67% to  0.26% (standard), 0.69% to  0.24% (m ea­
surem ent error) and  0.63% to  0.17% (spatio-tem poral), when the  num ber of monitors 
increases from five to  twenty. In addition the  m ean absolute bias in x  also decreases.
131
Table 6.3: E stim ated  relative risks and 95% credible intervals for each d a ta  set and model 
(the true  relative risk is 1 .02 ).
D a ta  s e t
M o d e l
S tandard M easurem ent error Spatio-tem poral
1 1.0203 (1.0038,1.0370) 1.0201 (1.0039, 1.0370) 1.0202 (1.0037, 1.0365)
2 1.0202 (1.0036, 1.0371) 1.0203 (1.0037, 1.0371) 1.0199 (1.0040, 1.0368)
3 1.0204 (1.0036, 1.0369) 1.0201 (1.0038, 1.0368) 1.0203 (1.0039, 1.0367)
4 1.0202 (1.0039, 1.0370) 1.0202 (1.0038, 1.0367) 1.0199 (1.0036, 1.0364)
5 1.0226 (0.9997, 1.0457) 1.0227 (0.9997, 1.0460) 1.0216 (0.9995, 1.0451)
6 1.0217 (0.9999, 1.0441) 1.0217 (0.9998, 1.0439) 1.0202 (0.9998, 1.0415)
7 1.0214 (1.0061, 1.0373) 1.0215 (1.0061, 1.0372) 1.0208 (1.0057, 1.0366)
8 1.0207 (1.0059, 1.0355) 1.0207 (1.0063, 1.0352) 1.0198 (1.0055, 1.0342)
9 1.0142 (0.9988, 1.0304) 1.0142 (0.9981, 1.0304) 1.0150 (0.9984, 1.0316)
10 1.0170 (1.0010,1.0336) 1.0173 (1.0007, 1.0337) 1.0173 (1.0007, 1.0344)
11 1.0141 (0.9994, 1.0292) 1.0144 (0.9990, 1.0298) 1.0140 (0.9984, 1.0299)
12 1.0171 (1.0013, 1.0333) 1.0174 (1.0015, 1.0336) 1.0173 (1.0014, 1.0342)
13 1.0133 (0.9943, 1.0325) 1.0131 (0.9942, 1.0326) 1.0137 (0.9947, 1.0337)
14 1.0174 (1.0006, 1.0353 1.0176 (1.0002, 1.0353) 1.0183 (1.0002, 1.0366)
15 1.0116 (0.9945, 1.0290) 1.0127 (0.9949, 1.0301) 1.0138 (0.9959, 1.0321)
16 1.0162 (0.9994, 0.1034) 1.0176 (1.0001, 1.0354) 1.0176 (0.9992, 1.0360)
dropping from 2.44 to  1.13 (standard), 2.67 to  0.98 (m easurem ent error) and  2.30 to  0.88 
(spatio-tem poral).
6.6 C ase  s tu d y
T his section describes a  case study which assesses the  relative perform ance of each model 
by analysing d a ta  from G reater London. T he first subsection describes the  d a ta  used 
in th is case study, the  second discusses the  choice of s ta tis tica l models, while the  th ird  
presents the  results.
6 .6 .1  D e s c r i p t i o n  o f  t h e  d a t a
T he d a ta  used in this case study  comprise daily observations from the  G reater London 
area for 1997. T he sho rt tim e frame of one year is adopted for two m ain reasons, the  lack 
of spatial pollution d a ta  for a  longer period, and  the  com putational burden of running the 
spatio-tem poral model. T he health  d a ta  comprise daily counts of respiratory  m ortality  
w ithin the  popu lation  living in G reater London, and are p a r t of the  d a ta  set analysed 
in chapter four. T he pollution d a ta  comprise CO, N O 2 , O3 and PM jo levels m easured 
a t  a  small num ber of m onitoring sites across G reater London, and their characteristics 
are sum m arised in  Table 6.5, F igure 6-3 and  F igure 6-4. T he num ber of daily pollution
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Table 6.4: M ean absolute difference between x  and  the  estim ated values from each model.
S c e n a rio S ta n d a rd M e a s u re m e n t  e r r o r S p a t io - te m p o ra l
1 0.09 0.09 0.18
2 0.05 0.05 0.08
3 0.09 0.09 0.15
4 0.07 0.08 0.05
5 2.73 2.96 1.98
6 1.63 2.00 0.34
7 2.63 2.79 1.69
8 0.82 0.92 0.29
9 1.99 1.95 1.87
10 1.00 0.91 0.92
11 1.95 1.88 1.75
12 0.99 0.93 0.91
13 2.44 2.67 2.30
14 1.13 0.98 0.88
15 1.66 1.67 1,58
16 1.26 0.97 0.85
observations range from 6 to  16, which is sim ilar to  th e  num ber used in th e  sim ulation 
study. For each pollu tan t a  sm all fraction (betw een 3% and 6%) of these observations are 
missing, and th e  m ethods used to  overcome th is are described in the  next subsection. T he 
m ean pollution levels for NO2 (27.9), O3 (28.1) and  PM io (22.8) are very sim ilar, while the 
underlying level for CO (0.87) is m uch lower. T he am ount of spatia l and tem poral variation 
in  each pollution series is sum m arised by relative s tan d ard  deviation (RSD), which is a 
standardised measure of the  coefficient of variation on the  percentage scale. T he relative 
standard  deviation is calculated as R S D = |(r//i| x  100, w here { f i ,  a )  denote th e  sam ple mean 
and  standard  deviation respectively. T he spatial relative s tan d ard  deviation is calculated 
separately  on each day, using the  pollution observations a t  all available m onitoring sites 
for th a t  given day. The corresponding tem poral quan tity  is created analogously, and  is 
calculated separately for each spatial location. For each pollu tan t its  average tem poral 
RSD is larger th an  its  average spatial coun terpart, w ith  th e  former ranging between 43% 
(NO2) and  87% ( 0 0 ) ,  while the  la tte r  lies between 32% (NO 2) and 59% (CO). F igure 6-3 
shows th e  d istribution  of daily spatia l RSD for 1997, and  th e  range of values for CO and 
PM io vary a  lot more between days th an  those for N O 2 and  O3 . F igure 6-4 depicts the 
G reater London boundary, and  shows the  locations of the  m onitoring sites (in six figure 
grid references) for each pollu tant. T he m ajority  of m onitors are located in  th e  middle of 
the  region which is no t ideal for a  spatial analysis, a  po in t which is taken  up  in  chapter 
seven. A num ber of meteorological covariates are also available, and include daily mean 
tem perature, num ber of sunshine hours and the  am ount of rain.
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Figure 6-4; Locations of available m onitoring sites for each pollu tan t together w ith the 

















Table 6.5: Sum m ary of th e  pollution data.
C h a ra c te r is t ic
P o l lu ta n t
CO NO2 O3 PM io
M aximum num ber of daily monitors 10 16 13 9
M inimum num ber of daily monitors 7 11 9 6
M ean num ber of daily m onitors 9.5 15.5 12.3 8.6
Percentage missing 4.6 3.3 5.4 3.8
M ean 0.87 27.9 28.1 22.8
Spatial relative s tan d ard  deviation 59% 32% 33% 35%
Tem poral relative s tan d ard  deviation 87% 43% 63% 57%
6 .6 .2  D e s c r i p t i o n  o f  t h e  s t a t i s t i c a l  m o d e ls
T he standard , m easurem ent error and  spatio-tem poral models used in th is  case study  are 
given below, w ith  the  po llu tan t specific regression com ponent BiS  being listed after the 
model descriptions.
S ta n d a r d  m o d e l
Vi ~  Poisson(/ii) for i =  1 , . . .  ,n ,
I n ( ^ )  =  u ;i_ i7 -l-O i H-5 ( i l l l , a 2 )  +  S (tem p era tu re i|3 ,a3 ), (6.10) 
^ = ( 7 , a )  ~  N (/i^ ,£ ^ ) .
M e a s u re m e n t  e r r o r  m o d e l
yi ~  Poisson(/i{) for i =  l , . . . , n ,
=  i t - i 7  +  “ 1 +  5 ( î | l l , a 2 )  4- S ( t e m p e r a t u r e J 3 , Q 3 ) ,
^  =  (7 , 0 )
In(u)<(sO) ~  N(lD(Xj),£r^) for  l  =
In(xi)
a j  ~  Inverse-G am m a(0.01,0.01).
( 6 .1 1 )
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Spatio-temporal measurement error model
yi ~  Poisson(pi) for i  =  l , . . . , n ,
In(pi) = Xj_i7 + Qi + 5(i|ll,o:2) + 5(temperaturei]3,o:3),
^ = ( 7 , q ) N (p g ,2 g ) ,
X -  / ( x |w (5),W 3), 
ln (w j(5 )) -V N { ln (x i(5 )),a (I) , 
ln(xj(5)) =  + Idj+ m(5),
di ~  for î =  2 , . . . , n ,  (6 .12)
m (5 )  -  N (0 ,<7^ E ( ^ 2)),
5 r" N (A tj,S j),
(7j ~  Inverse-Gam m a(0.01,0.01), 
cr| ~  Inverse-Gamma(0.01| 0.01),
~  Inverse-G am m a(0.01,0.01),
/ ( 0 i )  a  1,
4>2 ~  Uniform(0.001013773,0.05920836).
For CO, NO2 and PM io a  lag of one day is used, while O 3 is included a t  a  lag of two days 
(for reasons see the  m odel building strategy  below). For observation Wi{si) the  regression 
com ponent B u 5  for each po llu tan t is given by
C O  5i +  ^2* +  ^3%^ +  J 4E1 +  isN i 4- JeEj x  i  +  ÆtNj x  i  +  5grain^,
NO2 Si + 6 2 1  + Ssi^ + Ô4 E{ + (JgNj -t- JgNj X Ef 4- JyEi x i 4- 6gNi x i +  6graini 4- 5iosuni_i, 
O3 5i 4- 2^* 4-1)3%^ 4- 54E/ 4- 4- x Ej 4- Jyrainj—i 4- dgsuni—i ,
P M io  +  S2 t +  S i^"  ^+  Ô4 E 1 4- 65N1 4- 5eN( x  Ej 4- iyEj x  1 4- 5gNi x  i.
In  the  descriptions above, 'ra in ,' denotes the  am ount of rainfall in centim eters, 's u n /  de­
notes the  hours of sunshine, H’ denotes calendar tim e in  days, while ‘E ’ and  ‘N ’ denote the 
E asting  and  N orthing sbc d igit grid references of s/. F urther details of the  model build­
ing process are given below, which includes the  m otivation for the  regression com ponent 
described above.
Model building strategy
The model building process begins by removing the  trend , seasonal variation, over-dispersion 
and  tem poral correlation from the  respiratory m ortality  series. In  common w ith the  previ­
ous chapter these confounding factors are removed w ith  n a tu ra l cubic splines of calendar
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tim e and  tem perature, because it is one of the  standard  approaches adopted in the  air 
pollution lite ra tu re  (see for example Daniels e t al. (2004)). T he degrees of freedom for the  
n a tu ra l cubic splines are chosen by deviance inform ation criteria, which results in eleven 
for calendar tim e and  three for tem perature. T he relationship between tem peratu re  and 
m ortality  was investigated a t  a  num ber of lags, and  the sam e day’s tem peratu re has the 
lowest D ie  (and the m ost significant effect when included as a  linear covariate) and is used 
in all analyses. T he Bayesian residuals for th is  m odel appear to  be random  fluctuations 
w ith  a  fixed variance, suggesting th a t  these covariates are satisfactory. After th e  covari- 
ates were selected, th e  relationship between each pollu tan t and  m ortality  was investigated. 
This relationship was examined a t a  num ber of lags using deviance inform ation criteria, 
and  a  lag of one day was chosen for CO, NO2 and PM io, while two days was selected for O3.
T he covariates in th e  pollution m odel (BiS)  were also selected using deviance inform ation 
criteria, b u t th e  model building process began w ith  a  single set of five covariates. These 
covariates were selected by a  visual exam ination of the  d a ta , and  included an  intercept 
term , linear and  quadratic  functions of calendar tim e, and  linear trends in E asting  and 
Northing. Each covariate m ade a  noticeable reduction to  the  DIG for all four pollutants, 
and are included in each of the  pollution models. The effects of space-tim e interactions 
and higher order term s were then  examined, and easting and  north ing interactions were 
added to  th e  NO2 , O3 and PM io models, while space tim e interactions ( th a t is easting 
m ultiplied by tim e and north ing m ultiplied by  tim e) were im portan t covariates for CO, 
NO2 and PM io. After the  interaction term s were included the  im pact of meteorologi­
cal covariates was assessed. Daily m ean tem perature, num ber of sunshine hours and  the 
am ount of rainfall were available, although th e  first of these is included in the  m ortality  
m odel so cannot be used here. T he im pact of rainfall and  sunshine were investigated a t 
a  num ber of lags for each pollu tan t, and lags of zero or one day had the  lowest DIG in 
all cases. For CO only the  same days rainfall was added to  th e  model, while neither me­
teorological covariate m ade a  significant im pact on  PM io levels. B oth ra in  and sunshine 
had  significant im pacts on NO2 and O 3, a lthough th e  optim um  lags were no t consistent. 
In  addition  th e  type of m onitor (for example, kerbside, in an  suburban area, etc) was also 
available, b u t its inclusion in any of the  models caused non-identifiabUity problem s w ith 
th e  spatia l random  effects and was not used in th e  final analysis.
A sm all am ount of each pollution series is missing, which adds an  additional com plication 
to  the  analyses. These values are typically ignored unless a  spatio-tem poral pollution 
m odel is used, which effectively assumes these d a ta  are missing a t  random . T his is the  ap­
proach taken here for models (6 .10) and (6 .11 ), because accurate prediction of these values 
would be  nearly impossible. However for th e  spatio-tem poral model the  missing observa­
tions can be predicted w ith  greater accuracy, because they  can be based on th e  spatial 
location of an observation as well as the  day it re la tes to. Consequently for m odel (6.12)
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the  tru e  values (xj(Sj)) of the  m issing observations are predicted as p a r t of the  MCMC 
algorithm , and are re-estim ated a t  each iteration. T he spatially averaged pollution levels 
X are estim ated a t  each itera tion  of the  M CM C algorithm  as described in  section 6.4.1, 
by predicting the  tru e  pollution surface a t  90 prediction locations. T hese locations make 
up a  square grid of points 4km  ap a rt (4,000 m etres on the  E asting and N orthing scale), 
and the  corresponding predictions are averaged to  obtain  x.
For the  m easurem ent error and spatio-tem poral models, sensitivity analyses were con­
ducted to  ascertain w hether the  choice of priors affected the  results. These analyses fo­
cused on prior specification for th e  variance and correlation param eters, because the  other 
param eters are given s tan d ard  priors th a t  should work well in a  variety of situations. A 
flat prior on the  scale of s tan d ard  deviation (effectively an  inverse-gam m a(-0 .5 ,0) distri­
bution) and  a  series of inverse-gamma(£, e) priors (where e =  0 .1 , 0 .001 ) were specified for 
each variance param eter, b u t the  results were robust to  these changes. Consequently an 
inverse-gamma(0 .0 1 , 0 .01 ) prior was used in  all cases, because unlike a  flat prior on  the 
standard  deviation scale (suggested by G elm an (2006)) it is a  proper distribution . A uni­
form prior is specified for the  spatial correlation param eter 4>2 , because nothing was known 
abou t its  value before the  stu d y  was undertaken. T he limits on the  prior are fixed so th a t 
the  m inim um  correlation betw een any two poin ts in G reater London is between 0.05 and 
0.95, allowing the  pollu tion  surface to  exhibit a  large range of correlations. T he largest 
distance between two locations in G reater London is 50.6km (50,600 m etres), which leads 
to  p i =  0.001013773 and  p2 =  0.05920836. Num erous alternative lim its were investigated, 
b u t the  resulting relative risks showed m inim al changes. In  common w ith  the  sim ulation 
study the  correlation param eter did n o t converge, and  its  credible interval was close to 
the  prior limits. The possible reasons for th is are discussed in chapter seven.
6.6.3 R esults
T he models contain a  large num ber of param eters, so to  aid convergence the  m ortality  
and pollution covariates are standardised to  have a  m ean of zero and a  standard  devia­
tion of one before inclusion in the  model (and are subsequently back-transform ed when 
obtaining results from the  posterior d istribu tion). Inference is based on a  single Markov 
chain, which is b u rn t in for 40,000 iterations a t  which po in t convergence was assessed to 
have been reached using the  m ethods of Gelm an e t al. (2003). The chain is then  run 
for an additional 100,000  iterations which are th inned by five to  reduce the  correlation, 
resulting in 20,000 sam ples from th e  jo in t posterior distribution . In  th is section, let the 
subscripts ‘S T ’, 'M B ' and ‘S P ’ denote estim ates from th e  standard , m easurem ent error 
and spatio-tem poral models respectively.
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T^ble 6 .6 : Correlations (upper diagonal) and average differences (lower diagonal) in esti­
m ated  exposures between each of the  three models
S tan d a rd M e a su re m e n t e rro r S p a tio -te m p o ra l
Standard 0.9954 0.9939
CO Measurement error 0.11 0.9941
Spatio-temporal 0.11 0.21
Standard 0.9964 0.9947
NO: Measurement error 1.38 0.9982
Spatio-temporal 4.94 6.25
Standard 0.9988 0.9987
O 3 Measurement error 1.42 0.9993
Spatio-temporal 2,60 3.98
Standard 0.9550 0.9616
PMio Measurement error 2.87 0.9697
Spatio-temporal 3.91 2.29
(i) -  P o l lu t io n  e s t im a te s
T he pollution estim ates are sum m arised in Figure 6-5, F igure 6-6  and Table 6 .6 , which are 
based on pairw ise com parisons because the  tru e  pollution levels are unknown. T he Figures 
depict pairw ise sca tte r plots of the  estim ates, while the  tab le  presents their correlations 
and m ean absolute differences. For CO, NO2 and O 3 th e  estim ates exhibit clear differences 
in size, w ith < x f ^  <  i f  ^  for a t  least 82% of days. In  contrast for PM io the  s tan ­
dard  model produces th e  largest estim ates, while estim ates from the  m easurem ent error 
and spatio-tem poral models are of a  similar size (56% of days h ad  a  larger measurem ent 
error estim ate). These results are re-enforced by Thble 6 .6 , which shows th a t the  biggest 
m ean absolute difference is between the  M easurem ent error and  spatio-tem poral estim ates 
(not true  for PM io). For each pollu tan t the  differences betw een x f ^  and  x f ^ ^  are fairly 
constant, and  do no t depend on the  estim ated pollution level. However this is no t true  
for the  o ther pairwise comparisons ( th a t is ST  against S P  and M E against SP), where 
the  differences increase for higher pollution levels. T his indicates th a t  all th ree estim ates 
are sim ilar if the  pollution level is low, while the  values from  the  spatio-tem poral model 
become less sim ilar to  the  o ther two as the  pollution level increases. Table 6.6  shows the 
correlations between each pair of estim ates, which is close to  one in all cases. However 
the  correlations are significantly lower for PM m, which m ay be caused by the increased 
am ount of m easurem ent error in these d a ta  (see Table 6.7). Table 6.7 also shows th a t  the 
CO d a ta  have th e  largest combined am ount of m easurem ent error and  spatial variation, 
which re-enforces the  differences in spatial RSD from Table 6.5. T he rem aining pollu tan ts 
have a  sim ilar percentage of spatial RSD, which is re-enforced by sim ilarities in  their com­
bined am ounts of spatial variation and  m easurem ent error (see Table 6.7).
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Figure 6-5: Pairwise sca tte r plots of all three estim ates of x . T he left colum n relates to 
CO while the  right colum n relates to  NOg. T he three estim ates are denoted by: ST • 
s tandard , M E - m easurem ent error and SP - spatio-tem poral respectively.
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Table 6.7: E stim ated  levels of m easurem ent error and  spatial variation on th e  natu ra l log 
scale w ith  95% credible intervals.
M odel
p o llu ta n t
CO NO2 Oa PMio
Measuremfiil error
0.387 (0.381, 0.407) 0.163 (0.157, 0.169) 0.168 (0.161, 0.175) 0.477 (0.453, 0-503)
Spatio-temporal
0.143 (0.136, 0.150) 
1.071 (0.422, 1.936)
0.090 (0.087, 0.093) 
0.848 (0.382, 1.860)
0.100 (0.096, 0.104) 
0.504 (0.200, 1.702)
0.436 (0.415, 0.460) 
0.134 (0.040, 1.204)
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Figure 6 -6 ; Pairwise sca tte r plots of all th ree estim ates of x . T he left colum n relates to  
O3 while the  right colum n relates to  PM io- T he three estim ates are denoted by: ST  - 
standard , M E - m easurem ent error and SP - spatio-tem poral respectively.
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Table 6 .8 : E stim ated relative risks and  95% credible intervals for each d a ta  set and model. 
T he relative risks relate to  an  increase of ten  un its  of pollution for NO2, O3 , PM m and 
one un it for CO.
P o l lu ta n t
M o d e l
S tandard M easurem ent error Spatio-tem poral
CO 1.0283 (1.0006, 1.0566) 1.0294 (0.9997, 1.0603) 1.0186 (0.9980, 1.0494)
NO2 1.0197 (1.0019, 1.0371) 1.0210 (1.0022, 1.0373) 1.0158 (1.0016, 1.0352)
O3 1.0177 (1.0033, 1.0323) 1.0185 (1.0032, 1.0353) 1.0150 (1.0025, 1.0306)
PM jo 1.0250 (1.0080, 1.0421) 1.0365 (1.0187, 1.0586) 1.0326 (1.0083, 1.0601)
(ii) - R e s u l ts  of the pollution - mortality associations
T he estim ated relative risks for each po llu tan t and  m odel are presented in Table 6 .8 , and 
are of a  sim ilar size to  those found in  previous studies (see for example Dockery and Pope
(1994) and  Sam et e t al. (2000)). For NO 2, O3 and  PM io the  risks relate to  an  increase 
of ten  u n its  of pollution, while for CO the  increase is for one un it because the  underlying 
pollution level is m uch lower (0.87). T he m axim um  difference between each set of th ree 
estim ates is: CO 1%, NO 2 0.5%, O3 0.35%, PM io 1.5%, which for CO and PM io are 
an increase in  risk of one and a  half times. For all four po llu tan ts the  relative sizes of 
th e  three risks are opposite to  the  ordering of th e  estim ated  pollution levels, m eaning 
th a t  Xi") is roughly constant across all th ree models. T his suggests th a t  as exposure 
increases the  relative risk falls, m eaning th a t correctly estim ating exposure is a  crucial 
p a r t of any analysis. I t  also implies th a t  the  differences between (R R gp, R R s t i  R R w g) 
will depend on the  differences in  , x f ^ a l t h o u g h  th e  sizes cannot be com pared 
across po llu tan ts because each has a  different underlying m ean  level.
6.7  D iscussion
T his chapter investigates how m is-estim ating pollution exposures can affect the  relative 
risk, w ith particu lar in terest in  how the  s tan d ard  m ethod compares w ith  m ore com plex 
alternatives. T he sim ulation study  shows th a t  th e  s tan d ard  estim ate perform s relatively 
well in all scenarios, w ith m aximum biases of less th an  1% on th e  relative risk scale. For 
pollution d a ta  th a t are spatially fiat and exhibit no m easurem ent error th is simple average 
is always accurate, causing little  or no bias in the  estim ated  relative risk. In all o ther sit­
uations th e  s tan d ard  estim ate is much less accurate, a lthough its perform ance for a  single 
d a ta  set is unpredictable. T his unpredictability  is p robably  due to  the  reaction between 
the  locations of the  m onitoring sites and the  peaks and  troughs in  the  underlying pollu­
tion surface, m eaning th a t the standard  estim ate m ay produce accurate results even in
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the  presence of spatial variation and  m easurem ent error. However on average b o th  factors 
reduce its  accuracy significantly, w ith  the  bias in relative risk increasing by  nine (spatial 
variation) and eighteen (m easurem ent error) times respectively. In  addition  a  high level 
of m easurem ent error typically biases the  relative risks tow ards one (no association with 
m ortality), whereas spatial variation has no such directional effect. Furtherm ore, adding 
m easurem ent error to  spatially variable pollution d a ta  doubles the  bias in  relative risk, 
whereas the  addition of spatial variation to  d a ta  contam inated by m easurem ent error has 
little  or no im pact. These findings indicate th a t  m easurem ent error is more detrim ental 
to  th e  accuracy of th e  standard  estim ate th an  spatia l variation, which is no t surprising 
given th a t  the  tru e  exposure is the  average pollution level across the  region of interest. If 
a  pollution surface is spatially variable bu t contains no m easurem ent error, th en  as long 
as th e  m onitoring sites are no t all located a t  peaks (or troughs) in the  pollution surface, 
averaging these values should produce estim ates th a t  are close to  th e  tru e  value. In  con­
tra s t  if a  pollution surface is spatially  flat b u t contam inated  by m easurem ent error, the 
s tan d ard  estim ate is an  average of a  sm all num ber (less th an  20) of noisy observations, 
which m ay no t be  close to  th e  tru e  value. T he sim ulation study  also showed th a t  if spa­
tia l variation and m easurem ent error are no t present, then  the  num ber of m onitors has 
little  affect on  the  accuracy of the standard  estim ate. However, if either factor is present 
th e  average bias halves if twenty spatial observations are available com pared w ith  only five.
T he sim ulation s tudy  shows th a t  for flat pollution surfaces w ith  no m easurem ent error the 
choice of m odel is im m aterial, as the  standard  estim ate produces sim ilar results to  the mea­
surem ent error and spatio-tem poral models. However, if either factor is present th e  spatio- 
tem poral m odel nearly always outperform s the  s tan d ard  approach, yielding estim ates of 
exposure and  relative risk th a t  are less biased. T he m easurem ent error model typically 
perform s b e tte r  th an  the  standard  approach b u t less well th a n  the  spatio-tem poral model, 
and is only w orth  considering if the  pollution d a ta  have a  high degree of m easurem ent error 
and m inim al spatial variation. However in  th is s ituation  all three models perform  poorly, 
and th e  differences between them  are not large. In  con trast, if the  pollution d a ta  are 
dom inated by spatial variation the  differences between each model are m ore pronounced, 
and the  spatio-tem poral m odel nearly always produces less biased results. These improve­
m ents are still observed if only five pollution m onitors are available, im plying th a t  five 
sites is enough for a  spatio-tem poral model to  produce b e tte r results th an  th e  standard  
average. However the  num ber of m onitors has a  m ajor im pact on th e  accuracy of all three 
models, w ith  biases in exposure and relative risk dropping by more th an  half if twenty 
m onitors are available com pared w ith  only five.
T he differences between the  three approaches are m ore pronounced in th e  case s tu d y  than  
in the  sim ulation study, as the  former reports  relative risks differing by  between 0.35% 
and 1.5%, depending on the  po llu tan t analysed. This is probably due to  the  increase in
144
spatia l variation and  m easurem ent error in these real d a ta , which is estim ated to  be be­
tween 0.09 and  1.07 (by the  spatio-tem poral m odel) com pared w ith  a  m axim um  of 0.0289 
for th e  sim ulation study. T he true  exposure and  relative risk are unknown for these real 
d a ta , and  evidence from  the  sim ulation study  indicates th a t  the  spatio-tem poral estim ates 
are likely to  be the  m ost accurate. If  th is  is tru e  the  s tan d ard  approach m ay be mis­
estim ating th e  relative risk by around 0.97% (CO), 0.39% (NOg), 0.27% (O3) and -0.76% 
(PM io) for these d a ta , which is a  significant am ount considering the average risk in air 
pollution studies is betw een 1% and 2%. Furtherm ore, these results imply th a t authors 
who use th e  standard  estim ate may be reporting  relative risks th a t  are biased by u p  to 
1%, However, th e  risks from the  spatio-tem poral model are b o th  higher (PM io) and  lower 
(CO, NO 2 , O3) th an  those obtained using the  standard  approach, m eaning th a t  the  true  
associations are unlikely to  be over or under reported  in  general. These differences in 
relative risk are probably  caused by variation in  the  estim ated  exposures, because Xj7  
rem ains roughly constan t for each of the  th ree models. T his implies th a t  m is-estim ating 
exposure causes the  relative risk to  be m is-estim ated in th e  o ther direction, m eaning th a t 
correct estim ation of pollu tion  levels is a  v ita l com ponent of any study. As expected the 
exposures estim ated from  each model are very sim ilar, w ith th e  only significant differences 
occurring on days w ith  high pollution levels. O n these days th e  spatio-tem poral model 
produces estim ates th a t  a re  b o th  larger (PM io) and  sm aller (CO, NOg, O3) th an  the 
o ther two approaches, which is most likely caused by the  relationship between th e  loca­
tions of the  m onitoring sites and  the  peaks and  troughs in the  underlying pollution surface.
T his chapter has shown th a t  correctly estim ating exposure is a  v ital p a r t of any study, 
and th a t  a  poor estim ate can  cause th e  relative risk to  be biased by a  significant am ount. 
T hree alternative estim ates have been com pared using real and sim ulated data , and the 
choice between them  requires a  trade-off of sim plicity against accuracy. T he differences in 
accuracy depend on the  pollution d a ta , and  in particu lar its  am ount of spatial variation 
and  m easurem ent error. If bo th  factors are low then  each m odel is adequate, and the  
standard  estim ate can be  used w ith its  advantage of simplicity. In  contrast, as b o th  fac­
tors increase the  bias w hen using the  s tan d ard  m ethod will rise, and in such cases analysis 
should be  based on the  spatio-tem poral model. T he combined am ounts of spatial variation 
and  m easurem ent error can be m easured by  the  spatial relative s tan d ard  deviation, and 
for d a ta  sets w ith  values around one percent (the  value for th e  sim ulation study  d a ta  in 
scenarios one to  four) the  standard  approach should produce adequate results. In  contrast 
for d a ta  sets w ith  values above fifteen percent (scenarios five to  sixteen from the  sim ulation 
study  gave values around fifteen percent, while the  real d a ta  in the  case study  have much 
higher values), the  s tan d ard  approach is likely to  produce significantly biased results, and 




This thesis focuses on the  relationship between short-term  exposure to  air pollution and 
m ortality, which has been a  public health  concern for over fifty years. T he m ajority  of 
studies investigating th is relationship are based on  ecological d a ta , and estim ate a  group 
level association between am bient pollution levels and  population aggregated m ortality  
ra th e r th an  an  exposure-response relationship. T hese d a ta  are the  only type th a t  are 
widely available, b u t present researchers w ith  num erous statistica l challenges. These chal­
lenges are outlined in chapters two and three, which review the  statistica l m ethodology 
used in a ir pollution and health  studies as well as th e  related  literature. This review also 
critiques the  s tan d ard  approaches to  estim ating the  poUution-health association, which 
are th en  extended by th e  m ethodology developed in chapters four to  six. These chapters 
examine substantive Issues in modelling air pollution and  health  data , and  in each case a 
m odelling framework is proposed th a t  allows specific questions to  be  addressed abou t the 
underlying processes th a t  generate these data . T he efficacy of the  developments proposed 
here are assessed using a  variety of real and sim ulated data , and the  m otivation for each 
chapter is briefiy reviewed below.
C hap ter four models air pollution and m ortality  d a ta  w ith  a  Bayesian dynam ic gener­
alised linear model, which extends the  s tan d ard  approaches to  modelling in two ways. 
F irstly  any long-term  trends, seasonal variation, over-dispersion or tem poral correlation 
present in the  m ortality  d a ta  can be removed w ith  an autoregressive process, which con­
tra s ts  w ith th e  s tan d ard  approach of using a  sm ooth function of calendar tim e. Secondly 
the  pollution-m ortal!ty relationship can also be represented as an  autoregressive process, 
allowing it to  change over tim e ra ther th an  being fixed a t  a  constant value. C hapter 
five proposes a  tim e-varying coefficient model for air pollution and  health  data , which 
examines w hether the  pollution-m ortality  relationship changes over time. This m odel ex­
tends the  investigation presented in chapter four, by modelling the  tem poral evolution 
as a  sm ooth function. This representation is m ore parsim onious th an  the  autoregres­
sive process adopted in chapter four, reducing th e  problem s of non-identifiability which
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lessens th e  need for highly inform ative prior distributions. C hap ter six examines how mis­
estim ating air pollution exposure can affect the  resulting relative risk, and  assesses the 
perform ance of the  s tan d ard  approach th a t  averages the spatia l pollution observations in 
relation  to  more complex alternatives. These alternatives are based on m easurem ent error 
and  spatio-tem poral models, which incorporate the  factors likely to  affect the  accuracy 
of th e  standard  approach. T he developm ents proposed in th is thesis focus on th ree  m ain 
them es, which incorporate b o th  the  a ir pollution and covariate com ponents of a  statistical 
model. T he first of these focuses on how unm easured risk factors th a t  affect th e  m ortality 
d a ta  are modelled, and specifically w hether a n  autoregressive process or a  sm ooth function 
is m ore appropriate. T he second them e relates to  the  pollution-m ortality  relationship, and 
in p articu lar w hether it changes over tim e. T he th ird  is concerned w ith  pollution exposure, 
and  how m is-estim ating it affects the  resulting  hea lth  risk. This work has led to  a  number 
of o ther recurring them es, which are a  byproduct of the  analyses ra th e r th an  a  subject of 
a-priori interest. T he first of these is how Bayesian and likelihood approaches to  analysis 
com pare in applied problems, while the  second is the  im pact of prior d istributions for 
variance param eters. Each of these them es is discussed in  detail below, beginning with 
how unm easured risk factors should be  modelled.
7.1 K ey  th e m e  - M odelling  th e  in fluence o f u n m e asu red  risk  
facto rs
T he m ortality  d a ta  analysed in  th is thesis exhibit long-term  trends, seasonal variation, 
over-dispersion and tem poral correlation, which are  induced by covariate risk factors th a t 
affect the  num ber of daily deaths. A proportion  of these factors are meteorological such as 
tem peratu re or dew-point tem perature, whose effects can be removed by including them  
as covariates in the  regression model. T he rem aining factors are largely unknown, and 
their influence is typically removed by  adding pairs of trigonom etric term s a t  a  num ber of 
frequencies or a  sm ooth function of calendar tim e to  the  regression model. T he m ajority 
of recent studies have used sm ooth functions of calendar tim e for m odelling such factors, 
which are typically represented as p aram etric  regression splines (Daniels e t al. (2004)) or 
non-param etric sm oothing splines (Dominici e t al. (2000)). In  chapter four the  efficacy of 
dynam ic models are investigated in th is  setting , which allows autoregressive processes to  
be used in place of the  sm ooth functions. This extension to  th e  s tan d ard  model is initially 
appealing, because autoregressive processes share a  discrete tim e sup p o rt w ith the  daily 
m ortality  counts, only having a  single value for each day. In  con trast sm ooth functions 
have a  continuous tim e support, m eaning th a t  they  have a  value for any point in  tim e. The 
efficacy of using autoregressive processes to  m odel the  underlying tren d  in  daily m ortality 
has been investigated here, focusing on random  walks of first and second order as well as 
a  local linear trend  model.
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T he natu ra l cubic spline and three autoregressive processes cap ture the  underlying trend 
in daily m ortality  well, and the  choice between them  has little  im pact on the  estim ated 
health  risk associated w ith  pollution exposure. T he only differences between these m od­
els are how well they  represent the  yearly m ortality  peaks, and  the  am ount of tem poral 
correlation they  leave in  the  residual series. T he second order random  walk proved to 
be th e  b est of th e  four alternatives, m odelling the  peaks in  m ortality  closely and  leaving 
no correlation in the  residuals. T he nex t best was th e  local linear tren d  model, which 
only exhibited significant correlation a t  the  first lag. T he n a tu ra l cubic spline and first 
order random  walk gave sim ilar results, w ith  the  former leaving significant correlation 
in th e  residual series. T he second order random  walk and  local linear tren d  model are 
the  m ost flexible of the  four models used here, which is m ost likely the reason for their 
superior perform ance. However there is a  possible source of b ias in the  Bayesian analyses, 
as th e  autoregressive sm oothing param eters are estim ated  as p art of the  MCMC algo­
rithm , whereas th e  degrees of freedom for the  spline is fixed prior to  estim ation. This 
allows the  autoregressive trends to  incorporate varia tion  in their respective sm oothing 
param eters, w hich m ay be the  reason for their superior perform ance com pared w ith the 
spline. To solve this problem  a  penalised approach to  estim ation could be adopted for 
the  n a tu ra l cubic spline, which would allow the  sm oothing param eter to  be  estim ated 
w ith in  the  M CM C algorithm  (as in chapter five). However there are no such differences 
in the  likelihood based analyses, where all four sm oothing param eters are estim ated using 
Akaike’s inform ation criteria. In  th e  analysis presented here the  n a tu ra l cubic spline still 
exhibits the  w orst perform ance, indicating th a t a  second order random  walk should be 
preferred in fu tu re studies. However these results only refer to  one d a ta  set, and  further 
research is required to  determ ine w hether these conclusions hold m ore generally. T he poor 
perform ance of th e  n a tu ra l cubic spline m ay also be caused by its  lack of flexibility, and 
a  com parison betw een the  autoregressive processes adopted here and a  more general class 
of non-param etric sm ooth functions would be an in teresting research topic. T he increased 
flexibility of such functions com pared w ith  n a tu ra l cubic splines are likely to  result in 
an  im proved perform ance in this regard, although w hether i t  would outperform  a  second 
order random  walk is unclear.
T he analysis presented in chapter four com pares bo th  Bayesian and likelihood approaches 
to  estim ation, which is of interest because th e  only previous use of dynam ic models in  an 
air pollution contex t adopts m axim um  likelihood estim ation. T he results show th a t the 
Bayesian estim ates outperform ed their likelihood coun terparts for all four trend  models, 
cap turing  th e  w inter peaks in m ortality  b e tte r and  leaving significantly less correlation in 
the  residual series. T his indicates th a t  for the  three autoregressive processes the  Kalm an 
filter over-smoothes the  m ortality  series, where as the  autoregressive prior results in a  
m ore flexible tren d  w ith  less rœ idual correlation. A lthough the  Bayesian and  likelihood
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estim ates exhibit different perform ances the  autoregressive processes outperform  the  n a t­
u ra l cubic spline in b o th  settings, indicating th a t th e  use of dynam ic m odelling in th is 
contex t has great po ten tial and  should be considered for fu ture studies.
7.2 K ey  th e m e  - T em p o ra l v a ria tio n  in  th e  p o llu tio n -h ea lth  
re la tio n sh ip
C hapters four and  five investigate w hether the  pollution-m ortality  relationship exhibits 
any tem poral variation, by analysing d a ta  from  G reater London, Cleveland, D etro it, Min­
neapolis and  P ittsbu rgh . T he relationship in  th e  first of these cities is represented as a  first 
order random  walk w ithin a  dynam ic generalised linear model, while the  rem ainder are 
estim ated in chapter five using a  variety of functions. These functions include a  penalised 
n a tu ra l cubic spline, a  first order random  walk, a  cubic polynomial, the  cyclical seasonal 
form proposed by  Peng e t al. (2005) an d  a  constant function, all of which estim ate rela­
tive risks of approxim ately 0.5%. T he tem pora l variation in  each of these relationships is 
sm all, and  a  constan t association is m ost likely in the  m ajority  of these cities. However 
in P ittsb u rg h  the  relative risk has a  range of 2%, which the  sim ulation study  has shown 
is unlikely to  be  a  m is-estim ated constant association. Consequently th e  possibility of 
tem poral variation in th e  pollu tion-m ortality  relationship deserves further consideration, 
and  one avenue would be to  use longer tim e series to  see w hether such a  trend  continues 
over a  longer period, for exam ple fifteen to  tw enty years.
T he cubic and  seasonal models are n o t appropriate  for th is problem, because they  are 
rigid param etric forms and canno t incorporate  tem poral variation w ith  different shapes. In 
chap ter five th e  cubic model appears to  perform  well while the  seasonal form gives spurious 
results, which is because the  tru e  relationships are likely to  exhibit slowly evolving trends. 
In  con trast the  first order random  walk m odel does not have a  pre-determ ined shape, which 
m akes it an  im provem ent on these simple param etric forms. However it represents the  re­
lationship w ith an overly large num ber of param eters, causing non-identifiability problems 
th a t result in estim ates being contam inated  w ith unwanted noise. T his non-identifiability 
can be  removed by assigning th e  random  walk variance a  highly inform ative prior, which 
reduces th e  num ber of effective param eters by constraining consecutive elem ents to  have 
sim ilar values. T his m eans th a t  the  sm oothness of the  estim ated relationship is highly 
dependent on the  inform ativeness of the  prior, allowing a  researcher to  choose the  desired 
am ount of variability to  fit their required hypothesis. This prior dependence is clearly un­
desirable, and  a  more parsim onious represen ta tion  would be preferable. T his is provided 
by the  penalised spline model proposed in chapter five, which combines the  sm oothness of 
th e  sim ple param etric forms w ith  the  flexibility of the  random  walk.
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T he analyses of chapters four and five have com pared the  efficacy of sm ooth functions and 
autoregressive processes for two d istinc t problems: (i) m odelling th e  trend  and correlation 
in  th e  m ortality  data; (ii) representing th e  tem poral variation in the  pollution-m ortality 
relationship. These analyses indicate th a t  a  random  walk outperform s a  sm ooth function 
for the  first of these problem s, while th e  opposite is tru e  for the  second. T he preference 
for an  autofegiessive process or sm ooth  function depends on the  am ount of variation th a t 
tïeeds to he modelled, which is g reater for-prcbbni-(i) than-it-is fo r problem- (ii).-A randcm  
walk is typically more variable th an  a  sm ooth function because it has a  larger num ber of 
free param eters, m eaning th a t  is m ore adep t a t  modelling large am ounts of non-linearity 
b u t less effective when the  variation is small.
T he random  walk and penalised spline models adopted in chapters four and  five are applied 
in bo th  Bayesian and  likelihood settings, w ith  the  former producing estim ates th a t  exhibit 
greater curvature in nearly all cases. T here  are a  num ber of possible reasons for th is in­
creased variation estim ated  by  th e  Bayesian approach, one of which is how their respective 
sm oothing param eters are estim ated. A s previously described th e  likelihood approach to 
estim ating sm oothing param eters fixes them  a t  the  chosen value, while the  Bayesian ap­
proach sim ultaneously estim ates them  w ith in  th e  M CM C scheme. For th e  autoregressive 
processes there are additional dffierences between the Bayesian and likelihood approaches 
to  estim ation, as th e  la tte r  applies additional sm oothing using the  K alm an filter. E ither 
of these factors m ay be causing the  difference in curvature between th e  Bayesian and like­
lihood estim ates, although as the  la tte r  explanation only applies to  dynam ic models, the  
former seems more likely.
T he time-varying relationships p resented  in chapters four and  five re la te  daily m ortality  to 
pollution exposure, the  la tte r  of which was estim ated using the  s tan d ard  m ethod. However 
th e  conclusions from chapter six suggest th a t  this simple average m ay be m is-estim ating ex­
posure if the  pollution surface exhibits sp a tia l variation or m easurem ent error, and  it would 
be interesting to  investigate w hether th e  tim e-varying associations observed here re ta in  
their shape if an alternative m easure of pollution exposure is used. In  particu lar a  future 
research avenue would be  to  com bine th e  time-varying pollution-m ortality  association w ith 
a  spatio-tem poral pollution model, to  determ ine if the  same long-term  trends over tim e are 
observed. However such extensions m ay n o t be feasible, as bo th  the  tim e-varying relation­
ships and  th e  spatio-tem poral pollution m odel are com putationally  dem anding. Another 
interesting area  of fu ture research would b e  to  apply th e  tim e-varying coefficient model 
to  d a ta  from m ultiple cities sim ultaneously, allowing regional and  national time-varying 
relationships to be  estim ated. O ther research avenues include m odelling the  time-varying 
associations w ith  more flexible sm ooth  functions such as sm oothing splines, though as the 
time-varying relationships in th is  thesis evolve relatively slowly th is seems unlikely to  pro­
duce improved results. Furtherm ore th e  pollution-m ortality  relationship could be  allowed
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to  depend on o ther covariates such as tem perature, though  as the  relationships estim ated 
here did no t exhibit seasonal behaviour this possibility seems unlikely.
7.3 K ey  th e m e  - E s tim a tin g  a ir  p o llu tio n  ex posu re
C hapter six investigates how m is-estimating pollution exposure im pacts on the  relative 
risks, com paring the  standard  average w ith m easurem ent error and  spatio-tem poral mod­
els. T he sim ulation and  case studies indicate th a t  correctly estim ating pollution exposure 
is a  crucial p a r t of any study, w ith  poor estim ates likely to  result in biased hea lth  risks. 
T his bias appears to  be in th e  opposite direction to  th a t  of pollution exposure, indicating 
th a t  the  pollu tion  com ponent of a  regression model, Xt7 , rem ains roughly constant. The 
s tan d ard  estim ate of pollution exposure perform s well in th e  m ajority  of situations, bu t 
gets less accura te  as th e  am ount of m easurem ent error and  spatial variation increases as 
m ight be expected. T he im pact of m easurem ent error is m ore pronounced th an  th a t of spa­
tia l variation, causing the  average bias to  double while shrinking th e  relative risks towards 
one on average. All th ree models perform well if m easurem ent error and spatial variation 
are low, and the  standard  average is preferable because of its  simplicity. However, if either 
factor becomes non-negligible the  spatio-tem poral m odel typically outperform s th e  other 
two, and is likely to  produce relative risks th a t  a re  less biased. For the  d a ta  analysed the 
improvement may be  as large as 1% on the  relative risk scale, which is a  significant differ­
ence considering the  m ajority  of studies estim ate risks th a t  are less th a n  2%. A t present 
only a  sm all num ber of studies use spatio-tem poral pollution models for this problem, 
b u t the  evidence presented here suggests th a t  such m odels should be routinely adopted. 
However estim ating exposure as the  daily average of pollution m easurem ents does n o t lead 
to  over or under estim ated health  risks in general, indicating  th a t the  m ajority  of current 
studies should be reporting associations th a t are likely to  be close to  th e  correct size.
As previously m entioned the  m ajority of researchers estim ate pollution exposure by av­
eraging th e  spatia l observations, which may be because they  do no t have access to  the 
raw  d a ta  or due to  th e  sim plicity of th is approach. However the  deficiencies of th is sim­
ple m ethod should be  investigated further, w ith  particu lar interest in  how it com pares to 
m ore complex alternatives. T he sim ulation s tu d y  presented in chapter six only consid­
ers two levels of spatial variation and  m easurem ent error, and  a  more in-depth  extension 
seems an  exciting area  of fu ture research. Such work should estim ate th e  relationships 
between levels of spatial variation and m easurem ent error against average bias in relative 
risk, w ith  particu lar interest in  w hether the  resulting curves are sm ooth  or contain sudden 
changes. T he spatio-tem poral model adopted here specifies an  exponential correlation 
structu re  for th e  spatia l observations, and  m ore com plex non-separable, non-stationary 
and non-isotropic models are a  natu ra l avenue of fu tu re work. However the  correlation 
model used in  chapter six had convergence problem s, w hich is likely to  be exacerbated
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if more complex alternatives are used. T he non-convergence observed here is m ost likely 
caused by non-identifiability of 4>2 , whose full conditional distribution  is relatively flat. 
T he cause of th is non-convergence needs to  be addressed, and another avenue of future 
work is to  determ ine if th is problem  persists as the  num ber of spatial observations increase.
In  chapter six the  bias in relative risks from all th ree  models halved if tw enty m onitors were 
used com pared w ith  only five, and  it is of interest to  conduct a  more thorough exam ination 
to  estim ate the  relationship between the  num ber of m onitoring sites and bias in health  
risk. Such a  relationship would largely depend on the  am ount of spatial varia tion  and 
m easurem ent error exhibited  by th e  observed pollution d a ta , and  i t  seems likely th a t  it 
would be  relatively flat if neither factor is present. In  con trast if either factor is large 
the  bias in health  risk is likely to  decrease as the  num ber of pollution m onitors increases, 
w ith  steeper curves observed for larger am ounts of m easurem ent error or spatia l variation. 
T he in teraction  between th is relationship and the  locations of th e  m onitoring sites also 
w arran ts atten tion , because they are rarely equally spaced throughout the  region under 
study, a  fact th a t  is likely to  ham per accurate pollution estim ation. Instead  th e ir locations 
are chosen for strategic reasons, such as cost, availability of space, or a t known locations 
of high (or low) pollution levels. Therefore determ ining an  optim al m onitor placem ent 
scheme to  achieve the  least bias in relative risks would be  of regulatory interest.
7.4 R e la te d  th e m e  - C o m p ariso n  b e tw een  B ayesian  a n d  like­
lihood  ap p ro ach es to  analysis
T he analyses presented in  th is thesis are predom inantly  Bayesian, because it is the  natu ra l 
framework in which to  view hierarchical d a ta  and models. This is because i t  incorporates 
variation a t  m ultiple levels in a  straightforw ard m anner, while basing estim ation on sim­
pler sub-models using M CM C sim ulation. However in chapters four and  five likelihood 
based im plem entations of m ost models are also presented, which allows a  d irect com par­
ison w ith  existing air pollution and m ortality  studies. These com parisons highlight two 
m ajor differences between Bayesian and  likelihood estim ation in applied problems, which 
are consistently observed in different contexts. T he first of these is the  am ount of curvature 
exhibited by corresponding estim ates of the  sam e function, which is always larger in  the 
Bayesian analyses. T his increase in  curvature is observed for th e  tim e-varying pollution- 
m ortality  relationships in chapters four and  five as well as the  tren d  models in  chapter 
four, and is m ost likely caused by the  estim ation of the  respective sm oothing param eters as 
m entioned above. In  th e  likelihood analysis the  estim ated trend or tim e-varying relation­
ship is estim ated for num erous values of th e  sm oothing param eter, which is th en  selected 
by optim ising a  model selection criterion. In  con trast the  Bayesian estim ates are based on 
the  entire posterior d istribu tion  of the  sm oothing param eter, which includes values th a t
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correspond to  large am ounts of variation causing the  actual estim ates to  be less sm ooth. 
However these differences are also observed for the  n a tu ra l cubic spline trends in  chapter 
four, whose sm oothing param eters are fixed prior to  analysis by AIC and  DIG respectively, 
m eaning th a t this phenom enon requires additional investigation.
T he second difference between th e  two approaches is the  w id th  of their uncertainty in ter­
vals, w ith the  Bayesian credible intervals being wider th an  their likelihood counterparts. 
T his is consistently observed for all the pollution m ortality  associations, and  m ay also be 
due to  th e  estim ation of the  respective sm oothing param eters. Consequently th e  Bayesian 
intervals are more realistic estim ates of the  tru e  variability as they  incorporate the  uncer­
ta in ty  in the  sm oothing param eters, while their likelihood counterparts are likely to  be  too 
narrow. However th is phenom enon is also observed for the  constant pollution-m ortality  
associations presented in chapter four, even though there  a re  no sm oothing param eters in 
th is case. This indicates th a t  posterior sim ulation may produce wider intervals th an  those 
based on a  likelihood inform ation m atrix.
7.5 R e la ted  th e m e  - P r io r  specifica tion  fo r v arian ce  p a ra ­
m ete rs
Variance param eters are an im p o rtan t p a r t of th e  models proposed in chapters four to  six, 
acting m ainly as sm oothing param eters for random  walks, penalised splines or spatia l ran­
dom  effects. In  the  sta tis tica l lite ra tu re  these param eters are typically assigned conjugate 
inverse-gamma(e, e) priors, which are thought to  be non-inform ative for small values of e 
such as 0.01. However chapter five highlights th a t  such priors are hardly  non-informative 
for very small values, having little  or no m ass below 10~®. Consequently the  choice of e 
has a  large im pact on the  tim e-varying associations represented w ith a  penalised spline, 
becoming sm oother as e —» 0. T h is  is because as e —* 0 an  inverse-gam m a prior has a  larger 
proportion of m ass a t  these very sm all values, which does no t force th e  variance param eter 
away from zero. T he analyses presented here adop t the  proposal of G elm an (2006) and 
use a  flat prior on  th e  scale of s tandard  deviation (effectively an  inverse-gamma(-0.5,0) 
distribution), because it does no t force the  variance param eter away firom zero. In  con­
tra s t  the  spatial random  effects in  chapter sbc have m uch larger variances (around 10 '^ ) ,  
and  the  choice of inverse-gamma(e, e) prior has no im pact on the  results. T his indicates 
th a t  for variance param eters w ith  little  or no posterior m ass below 10“ ^ the  choice of 
non-informative prior is no t im portan t, b u t for sm aller values a  flat p rior on th e  scale of 
standard  deviation m ay be preferred.
T he priors described above are all non-informative, b u t a  highly inform ative prior with 
a  large proportion of m ass near zero was required to  sm ooth the  random  walk processes.
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Selecting such a  prior from the  inverse-gam m a family is no t straightforw ard, because it 
has tw o param eters th a t  affect its  range of likely values. In  th is thesis I use a  zero-m ean 
G aussian prior th a t  is truncated  to  be positive, whose inform ativeness is only controlled by 
its variance. As th is gets smaller the  prior m ass is forced closer to  zero, which makes i t  more 
inform ative and  results in sm oother trends. T his prior worked well for the  random  walks 
adopted in  chapters four and five, and  should be  th e  p rior of choice in such circum stances,
7.6 S u m m ary
In sum m ary, th e  models developed and  th e  conclusions draw n in th is thesis should lead to  
more accurate estim ates of th e  relationship between air pollution exposure and m ortality  
or m orbidity. Furtherm ore i t  should also lead to  a  g reater understanding of the  underlying 
procœ ses th a t  generate these d a ta , as well as th e  effects th a t  unrealistic assum ptions may 
have on bo th  th e  statistica l m odelling process in general, and  th e  epidemiological enquiry 
being undertaken. However s tatistica l analyses of the  ty p e  presented here are faced w ith  a 
paradox relating  to  the  available d a ta  and  th e  choice of sta tis tica l model. As highlighted 
in chapter six, the  quantity  of d a ta  required to  produce reliable results from complex 
models can be  vast, typically m uch m ore th an  are available in practice. In  con trast if 
such quantities of d a ta  are available the  com putation  is prohibitively large, m eaning th a t 
reliable estim ates are still difficult to  obtain . As com puting power increases researchers will 
be able to  fit more realistic models w ithout having to  m ake as m any (possibly) untenable 
assum ptions ab o u t th e  underlying processes and  thus produce more reliable estim ates of 
th e  relationships between pollution and health .
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