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Abstract
The improvement of recycling rates of metal waste, namely those of end-of life vehicles, is nowadays becoming impera-
tive. Aluminum and its alloys are the main metal components in non-ferrous fraction of auto-shredders separated out 
after sampling. Silicon, Mg, Cu, Zn, Mn, Ti, Fe and Cr are alloying elements, which allowed the identification and differen-
tiation of Al alloys. Flame Atomic Absorption Spectrometry was used for quantification after HCl-HNO3 digestion, with 
the exception of Si, where HCl–HNO3–HF–H3BO3 digestion was used. Performance characteristics of measurement pro-
cedures, namely analytical dynamic ranges, limits of detection and quantification, precision and trueness were evaluated 
and measurement uncertainty estimated by applying an approach based on precision and trueness validation studies 
and quality control data. Target values, for repeatability, intermediate precision, trueness (recovery) and measurement 
uncertainty, were specified to differentiate Al alloys based on their own fit-for-purpose. Metrological traceability of the 
measurements results of the alloying elements was established by using certified values of British Chemical Standard 
(BCS) of Al alloys, BCS nº 181/1, BCS Nº 268. BCS Nº 300 and Standard Reference Material of Al-base alloy, SRM 87. The 
quantification of Si, Mg, Cu, Zn, Mn, Ti, Fe and Cr in aluminum alloys from the non-ferrous fraction of automatic crushers 
was determined successfully through the validated procedures.
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Abbreviations
AA  Atomic absorption
BCS  British chemical standard
CQC  Calibration quality coefficients
CRM  Certified reference material
CS  Calibration standards solutions
D2  Deuterium lamp
DS2  Difference of the squared residual stand-
ard deviations of linear and second order 
functions
ERM  European Reference Materials
FAAS  Flame atomic absorption spectrometry
IUPAC  International Union of Pure and Applied 
Chemistry
n.d.  Not detected
Max  Maximum
Min  Minimum
MU  Measurement uncertainty
NIST  National Institute of Standards and 
Technology
PTFE  Polytetrafluoroethylene
QC  Quality control standards solutions
SI  International System of Units
SRM  Standard Reference Material




  Relative amplitudes of j duplicate
Bc  Calibration blank (absorbance)
Bdig  Digestion blank (absorbance)
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F  One-sided critical value of the Fisher-Snede-
cor distribution (p = 0.99)
Fdil  Dilution factor for the digestion solution in 
order to bracket the calibration curve.
K  Coverage factor
P  Probability of approximately 95%
m  Mass of sample taken for analysis (g)
N  Number of calibration data pairs
n  Number of participants
R  Recovery
R  Mean recovery from spiked digestion 
solutions
RCRM  Mean recovery estimated from CRM analysis


















  Relative standard deviation of QC
srel
QC(tg)












  Standard deviation of R
sy1  Residual standard deviation for linear func-
tion (mg L−1)
sy2  Residual standard deviation for second order 
function (mg L−1)
tcal  Significant statistic test
urel
c





























U  Expanded uncertainty
UΔ  Expanded uncertainty of Δ (g/100 g)
V   Volume of the sample digestion solution (mL)
w  Mass fraction of the metal (g/100 g)




  Mean of observed results from CRM analysis 
(g/100 g)
yi  Absorbance value for ith standard solution
LOD  Limits of detection in the digestion solutions 
(mg L−1)
LOQ  Limit of quantification in the digestion solu-
tions (mg L−1)
M  Mass concentration of the element on the 
digestion solution (mg L−1)
M+sp  Mass concentration of the element plus ana-
lyte spike on the digestion solution (mg L−1)
sp  Mass concentration of analyte spike added to 
the digestion solution (mg L−1)
QC  QC mass concentration (mg L
−1)
ŷi  Absorbance of the standard concentration xi 
interpolated from the calibration function





Light alloys, namely aluminum and, more recently, magne-
sium alloys, have been progressively used in many equip-
ment’s such as vehicles, aiming reducing weight and fuel 
consumption. The driving forces for replacing classic alloys 
(namely those steel-based) for such new ones have been 
not only an economic but also an environmental task, try-
ing to save resources and decreasing emissions [1–3]. The 
improvement of recycling rates of metal waste, namely 
those from end-of life vehicles, is nowadays becoming 
imperative because they constitute an important waste 
stream.
Aluminum and its alloys are the main metal compo-
nents in non-ferrous fraction of auto-shredders, which also 
contains copper, brass, stainless steel, zinc and eventually 
magnesium. The use of light alloys in automotive appli-
cations, mainly aluminum but also magnesium, has been 
progressively increasing. Such alloys shall be recycled, at 
the end-of-life, due to environment and economic reasons, 
since recycling of aluminum provides much lower energy 
consumption than its extraction from primary resources. 
A major issue in recycling schemes is the separation of 
wrought and cast alloys, mainly based on the silicon con-
tent. Moreover, additional differentiation of alloys by the 
contents of some target elements would be advisable. 
Sorting aluminum alloys based on its chemical composi-
tion can be a reliable approach to improve efficiency and 
aluminum recycling rates in this type of waste [3]. Silicon, 
Mg, Cu, Zn, Mn, Ti, Fe and Cr are the relevant elements 
selected (alloying elements) to differentiate Al alloys. For 
instance, silicon is a good example of an alloying element 
for sorting Al alloys in non-ferrous auto-shredder fractions 
by its chemical content, since many alloys have different 
Si content [2].
In the project Shreddersort, an automated sorting tech-
nology was developed, allowing the separation of some 
Al alloy classes, based on two main techniques, the elec-
tromagnetic tensor spectroscopy (EMTS) and the laser 
induced breakdown spectroscopy (LIBS), as described else-
where [1, 2]. As starting point for the technology develop-
ment, a complete and accurate chemical analysis of the 
aluminum scrap was mandatory, in order to identify the 
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main Al alloy series present. Such identification was per-
formed based on the content of specific elements, such as 
Si for differentiating cast and wrought alloys, as a first step. 
Identification of main series was achieved by the content 
of other elements. Examples are, for wrought alloys, the 
Mg content (in 5000 and 6000 series), the Mn content (in 
3000 series) and the very low content of all the alloying 
metals in 1000 series. In cast alloys, besides de character-
istic high Si content, the differentiation of some series was 
also possible, the most common being the 300 series from 
their copper content.
The experimental characterization plan was based on 
the collection of random and representative scrap sam-
ples from four vehicle recycling companies. Figure 1 shows 
Examples of shredder aluminium scraps. Non-ferrous 
fractions were collected by sampling and the materials 
screened and classified by classes, sub-classes, morphol-
ogy and fragment size. After that physical analysis, metal 
pieces from each subclass were chemical characterized 
using flame atomic absorption spectrometry (FAAS) after 
appropriate acid digestions. An HCl–HNO3 acid mixture 
for Mg, Cu, Zn, Mn, Ti, Fe and Cr analysis was used, as 
described further, while for Si analysis an adapted diges-
tion with a HCl-HNO3-HF mixture was used, followed by 
HF complexation using  H3BO3 [4, 5]. This fluoric-boric acid 
matrix has no influence on the absorbance signal for Si, as 
previously studied [5].
Validation of the measurement procedure, metrologi-
cal traceability and measurement uncertainty (MU) of 
the results are the key factors to ensure the quality of the 
chemical measurements. In according to the vocabulary 
of international metrology [6] validation is the verifica-
tion, wherein the specified requirements are adequate 
for an intended. Metrological traceability is the property 
of a measurement result whereby the result can be related 
to a reference through a documented unbroken chain of 
calibrations, each contributing to the measurement uncer-
tainty wherein MU is the non-negative parameter charac-
terizing the dispersion of the quantity values being attrib-
uted to a measurand, based on the information used [6].
Nowadays, the validation of measurement procedures 
aims both the evaluation of the performance character-
istics and the demonstration that those performances 
are suitable for the intended use of the results. A single 
validation approach to determine the metrological char-
acteristic of the measurement procedures selected fol-
lowing Eurachem guidelines [7] for quantitative test for 
impurities, namely analytical dynamic ranges, calibration 
functions, limits of detection and quantification; stability 
control of the calibration functions; evaluation of contami-
nation; matrix effects; precision and trueness. In addition, 
it was given special attention to measurement uncertainty, 
besides from MU not being a performance characteristic 
of a measurement procedure, but a property of the results 
obtained using that measurement procedure, the valida-
tion studies and quality control data comprising the entire 
analytical procedures. The main uncertainty components 
are trueness (recovery) and precision (reproducibility 
within the laboratory), which comprise the systematic and 
random and errors, respectively.
Precision component in intermediate conditions were 
calculated associating the repeatability standard deviation 
from duplicate analysis with ones obtained from the indi-
vidual control charts of the quality control standards. The 
trueness component of the overall analytical procedure 
was obtained from the analysis of different CRM [8–10], 
namely BCS nº 181/1, BCS Nº 268, BCS Nº 300 and SRM87a).
Both measurement uncertainty and measurement 
traceability of the results give the metrological quality 
allowing comparability [11, 12]. To assess measurement 
Fig. 1  Examples of shredder aluminium scraps: a cast fragments; b wrought fragments
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uncertainty for their intended use in the field of this work, 
information for setting the target MU from regulation, 
specification or measurement quality requirements was 
not available. Target values for repeatability, intermediate 
precision, trueness (recovery) and uncertainty for Al alloys 
differentiation in non-ferrous fraction of auto-shredders 
were stated from their own fit-for-purpose. The selec-
tion of CRM either for target mass fraction or the matrix 
matching, contributes to the statement of metrological 
traceability.
The aim of this paper was to assess the performance 
characteristics of the measurement procedures used for 
the chemical characterization of aluminum alloys in non-
ferrous fraction of auto-shredders and setting up quality 
control actions. Own fit-for-purposes were set for all per-
formance characteristics of the analytical procedures pro-
viding reliable data for differentiating Al alloys.
2  Experimental
2.1  Materials and equipment
All the reagents were of analytical reagent grade from 
Merck (Darmstadt, Germany) and all solutions prepared 
using ultrapure water of 18 MΩ cm−1 resistivity, supplied 
from a Millipore Milli-Q water purification system (Milli-
pore, Bedford, MA).
Calibration standard solutions, CS, were prepared 
from Certipur® reference standard solutions with 
1000 mg  L−1 for each metal from daily, quality control 
standard solutions, QC, were prepared just before put 
into use, spending independent reference standard solu-
tions from Merck (Darmstadt, Germany). Merck solutions 
have metal contents traceable to the unit mg  L−1 of the 
International System of Units (SI) checked through the 
analysis of the corresponding SRM produced by NIST of 
the USA.
The CRMs used were: 4% copper aluminum alloy, BCS 
nº 181/1, 5% silicon aluminum alloy, BCS nº 268, aluminum 
alloy BCS nº 300 from British Chemicals and a silicon-
aluminum alloy, SRM 87a from the National Bureau of 
Standards.
All samples were dried into a Heraeus drying oven at 
105 °C, after washing. A calibrated AT 200 Mettler balance 
was used for all weighing’s. Volume measurements were 
taken using volumetric equipment of class A and As.
Alloying metals were determined by FAAS using a 
Solar 969 AA Spectrometer (Thermo Elemental, England) 
equipped with a deuterium lamp for the background 
correction, selecting each most intense line as manufac-
ture recommendations [13]: Table 1 shows the optimized 
operational conditions. The instrument was operational 
whenever the absorbance of a standard solution did not 
differ more than 20% of the manufacturer´s recommended 
values [11, 12].
Calibrations were performed at six levels, including 
a calibration blank,Bc , covering the mass concentration 
ranges (Table 2). The CS and QC measurement solutions 
were prepared for Mg in HCl 0.5 mol L−1 solution contain-
ing 6 g L−1 of  La2O3 as releasing agent minimizing oxy-
anion interferences. Iron and Mn were determined in HCl 
0.5 mol L−1 solution with 50 mg L−1 of Ca to avoid chemi-
cal interferences [14]. In case of Cu, Zn, Si, Ti and Si the 
standards were prepared in 0.5 mol L−1  HNO3 solution 
containing 2 g L−1 of KCl only for Si, Ti and Cr to overcome 
those ionization interferences. No matrix matching due 
to HF–H3BO3 acid was required, as previously studied [5]. 
Each absorbance values were the average of three absorb-
ance readings with 3 s of integration time.
Table 1  Operational conditions for FAAS
Element Wavelength (nm) Lamp Slit width (nm) Background 
correction
Flame chemistry Burner head
(cm)
current (mA) % of 
maximum 
intensity
Chromium 357.8 12 75 0.5 no N2O/C2H2–reducing 5
Copper 324.8 5 50 0.5 no Air/C2H2–stoichiometric 10
Iron 248.3 15 75 0.2 yes
(D2 lamp)
Air/C2H2–stoichiometric 10
Magnesium 285.1 4 75 0.5 no Air/C2H2–stoichiometric 10
Manganese 279.5 12 75 0.2 no Air/C2H2–stoichiometric 10
Silicon 251.5 15 75 0.5 yes
(D2 lamp)
N2O/C2H2–reducing 5
Titanium 365.3 15 75 0.5 no N2O/C2H2–reducing 5
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2.2  Sample preparation and acid digestions
To avoid chemical contamination, mechanically, the frag-
ment surfaces of the samples, were cleaned, cuted and 
drilled in smaller fragments suitable for analysis, as shown 
in Fig. 2. Afterwards, it was washed all samples and CRM 
with ethanol followed by ultrapure water and drying at 
105ºC before acid decomposition. Two different acid mix-
tures for solubilisation procedures were considered due 
to the different behaviour of the elements in acids. An 
HCl–HNO3 acid mixture for Mg, Cu, Zn, Mn, Ti, Fe and Cr 
analysis and HCl–HNO3–HF mixture followed by HF com-
plexation using  H3BO3 for silicon [4, 5]. Following those 
experimental measurement procedures, perform blank 
reagent, QC, CRM in duplicate sets.
Figure 2
2.2.1  Hydrochloric–nitric acid digestion
Samples and CRM’s (≈ 0.5 g) were weighed into a 250 ml 
beaker to which 20  mL of 6  mol  L−1 HCl solution was 
slowly added, followed by 5 ml of  HNO3. Those mixtures 
were gradually heated on a hot plate. Temperature was 
increased until mixtures gently boiled for 3–5  min to 
expel the nitrous vapours. After cooling, the solution was 
transferred into 100 ml volumetric flask with ultrapure 
water and diluted to the mark. It was let settle overnight 
and whenever necessary the mixture was filtered before 
atomic absorption measurements.
2.2.2  Hydrochloric–fluorohydric—nitric–boric acid mixture 
digestion
About 0.2 g of samples and CRMs were weighed into a 
covered PTFE beaker. A volume of 5 mL of HCl was added 
dropwise and letting the reaction to diminish between 
additions. When the reaction has decreased, usually 
around two hours after, it was slowly added 2.5 mL of HF, 
taking care for the mixture temperature did not exceed 
50 ºC and stayed overnight. Then, a volume of 3.5 ml of 
 HNO3 was added avowing heating of the mixture. After 
total decomposition, 8 ml of 50 g L−1  H3BO3 solution was 
added allowing the mixture to settle for two hours at least. 
The solution was transferred into a 50 ml volumetric flask 
and diluted to the mark with ultrapure water.
Table 2  Metrological 
performance characteristics of 
calibration functions
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Chromiuma 0.1–2 0.01 – 0.21 7.4 0.01 0.03 0.09
Coppera 0.05–1 0.01 – 0.18 0.4 0.01 0.006 0.02
Irona 0.2–2 0.01 – 0.20 3 0.03 0.07 0.2
Magnesiumb 0.01–0.2 0.02 – 0.30 35 0.01 0.001 0.004
Manganesea 0.1–0.6 0.01 – 0.15 3.7 0.02 0.02 0.05
Silicona 10–80 0.03 – 0.27 1.2 0.02 1.7 6
Titaniumb 2–25 0.02 – 0.12 23 0.01 0.8 2
Zinca 0.02–0.4 0.02 – 0.29 7.6 0.02 0.009 0.03
Fig. 2  Examples of samples of smaller fragments suitable for analy-
sis, obtained from raw fragments (as depicted in Fig. 1) after surface 
cleaning, cutting/drilling until average size lower than 0.5 cm
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3  Results and Discussion
The measurand, mass fraction of each metal,w , in alu-
minum alloys, expressed in [g∕(100g
]
 was obtained by 
Eq.  (1) taking into account the influencing factors and 
another potential sources due to the sample decomposi-
tion evaluated as recovery, R.
3.1  Analytical dynamic ranges
Atomic absorption spectrometric techniques require 
the comparison of the absorbance of the sample diges-
tion solution with a set of calibration standard solutions. 
Table 2 shows both mass concentration and absorbance 
ranges of the calibration functions which are obtained by 
regression analysis after evaluation of linearity using Man-
del fitting test [15–17] and assuming all errors normally 
distributed in y-axis. For Mg and Ti the second order func-
tion provide the best fit because the testing values, TV, 
were lower than the critical Fisher ones, F, while for Cr, Cu, 
Fe, Mn and Si linear calibration functions were used ( TV
< F), as shown in Table 2. In all situations the critical values 
of Fisher-Snedecor distribution was F1;4;0.99 = 21.2 and the 
squared correlation coefficients were higher than 0.998. 
Calibration quality coefficients, CQC, were calculated to 
assess the quality of regression analysis [17, 18] and CQC 
values from 0.01 to 0.03 (Table 2) were obtained confirm-
ing the adequacy of the calibration functions models since 
relative precision up to 0.05 is acceptable in FAAS [19, 20].
Limits of detection in the digestion solutions were cal-
culated from both calibration blanks and residual standard 
deviations, as reported by Miller et al. [21], following IUPAC 




17]. Table 2 reports the LOD values showing the lowest 
concentration of the analytes that can be detected [24]. 
The LOQ values give information about the lowest level of 
analyte that can be determined with the performance of 
the calibration curve. In this work LOQ values were calcu-
lated considering the IUPAC default value of k = 10 [22–24], 
being LOQ = 3.3LOD and they must be equal or lower than 
the lowest limit of the dynamic range. Table 2 shows that 
this requirement was always fulfilled. These limits depend 
on the precision of the regression and are checked using 
quality control standards.
For warranting the stability of the calibration functions 
throughout the analysis period, quality control standards 
solutions, every six sample sets, were analysed. No drift 
were considered whenever relative errors on QC were 
within ± 0.05 of the expected values for FAAS with air-C2H2 
flame or ± 0.10 in case of  N2O-C2H2 flame [11, 17] due to 
more flame instability. If QC values were outside the meas-




 values obtained from the individual 
control charts. Target values of srel
QC
 , were defined consider-
ing the acceptance criteria defined and assuming a rectan-
gular distribution. For Cr, Si and Ti the srel
QC(tg)
 values of 0.058 
and srel
QC(tg)
 = 0.029 for Cu, Fe, Mg, Mn and Zn were obtained.
3.2  Contaminations
In this work two blanks were produced: the calibration 
blank, Bc , and the digestion blank, Bdig , carried out in each 
acid digestion batch. These blanks allow the control of 
possible contamination resulting from either the reagents 
or the equipment used during sample processing. In rou-
tine analysis, Bc absorbance were accepted whenever Bc ≤ 
0.005 for Cr, Cu, Fe, Mn, Si, Ti, Zn and Bc ≤ 0.015 for Mg. In 
case of digestion blanks, the Bdig absorbance criteria were 








 given by Eq.  (7), tcalcalculated t statistic [25], urelc (w) 
given by Eq. (8), urel
c_tg
(w) given by Eq. (8)

















Cr 0.04–1.6 0.014 0.013 0.019 1.049 0.005 1.1 0.002 0.056 0.086
Cu 0.05–3 0.016 0.028 0.031 1.003 0.010 0.2 0.02 0.035 0.074
Fe 0.3–1 0.022 0.042 0.044 1.002 0.006 0.1 0.11 0.048
Mg 0.1–2.5 0.030 0.023 0.036 0.974 0.013 2.0 0.003 0.040
Mn 0.004–0.3 0.028 0.024 0.037 0.988 0.009 0.21 0.002 0.066
Si 0.1—8 0.020 0.021 0.029 0.996 0.013 0.21 0.15 0.034 0.086
Ti 0.01–0.1 0.034 0.053 0.063 0.960 0.012 1.6 0.26 0.064
Zn 0.02–2.1 0.018 0.018 0.026 0.986 0.030 0.8 0.002 0.042 0.074
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Bdig ≤ 0.005 for Cr, Fe, M and Si, Bdig ≤ 0.020 for Mg and Bdig 
≤ 0.010 for Cu and Zn. These limits are the warning limits 
of individual control charts. Additionally |||Bdig − Bc
||| ≤ 0.003. 
Otherwise, new calibration curves were calculated using 
the CS absorbance after subtracting the Bc values. In such 
cases M values were recalculated using the absorbance 
deducted from the Bdig value (1716).
3.3  Matrix effects
The assumption that no matrix effect in calibration func-
tion due to the matrix difference between calibration solu-
tions and digestion solutions was evaluated by spiking 
digestion solutions with known amounts of analyte. When-
ever the target recovery is inside the interval (1.00 ± 0.10) 
that requirement is fulfilled. As can be seen in Table 3 no 
matrix effects were found for Cr ( Fdil = 1), Cu ≥ (Fdil50), Mn ( 
Fdil ≥ 10); Mg ( Fdil ≥ 10), Si ( Fdil = 1) and Zn ( Fdil > 50) because 
target recoveries were fulfilled and = R 1 could be used in 
Eq. (1). Otherwise matrix effects were found for Fe ( Fdil 
=25), Mg ( Fdil =2.5), Mn ( Fdil ≤ 10) and Ti ( Fdil =1) and R 
values used in Eq. (1) were those reported Table 4.
3.4  Precision
Measurement repeatability of the overall procedure was 
estimated from duplicate analysis of aluminum alloys, 
which instrumental signal was higher than γLOQ values and 
srel
r
 given by Eq. (2).
A target relative standard deviation was stated based 











ranges and taking into account the definition of limit of 
repeatability for duplicated sets at a coverage probabil-
ity of approximately 95% [26]. In this conditions 
sr(tg)
rel = 0.1/2.8 = 0.04. Table 4 presents duplicate ranges 
and srel
r
 values, which are adequate to the intended use 





Intermediate measurement precision expressed as 
relative standard deviation,srel
IP
 , was estimated by Eq. (3), 
which associates srel
r
 values, over a large mass fraction 
ranges, with srel
QC





, were also stated using Eq. (3) 
considering the corresponding ones. So, srel
IP(tg)
 = 0.068 for 
Cr, Si and Ti and srel
IP(tg)
 = 0.046 for Cu, Fe, Mg, Mn and Zn 
were obtained. From Table  2 all target values were 
fulfilled.
3.5  Trueness
The comparison of the obtained measurement CRM val-
ues with the certified ones follows the application note 
1 of the European Reference Materials [25]. In this 
approach the difference Δ = |||wCRM − w
obs
CRM
||| , was com-
pared with UΔ given by:
Standard uncertainty of wCRM reported in the NIST 
SRM 87a certificate has no information about the cover-





values reported were available for BCS 181/1 it was 
adopted those from the certificate of the BCS 181/3, 





values were calculated by Eq. (5) because those certifi-
cates only report the individual results of participants. 






 values from 
experimental values. As shown in Table 5, in all situa-
tions < Δ < UΔ for a confidence level of around 0.95 and 
no significant differences among the measurement 
results and the certified values were found.





 , by Eq. (7), because CRM analysis was 








































Chromium 1 0.5 and 1.0 0.974 ± 0.003
Copper 50 and 250 0.2 and 0.4 0.996 ± 0.032
Iron 25 0.5 and 1.0 0.891 ± 0.016
Magnesium 2.5 0.05 and 0.1 0.731 ± 0.014
10 0.05 and 0.1 0.101 ± 0.020
Manganese 25 0.1 0.101 ± 0.021
10; 5 and 2 0.2 0.838 ± 0.022
Silicon 1 10 and 20 0.975 ± 0.082
Titanium 1 5 and 10 0.779 ± 0.021
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quantifying the combination of pure random effects 
with the variation between run systematic effects [10].





calculated using data of Table 5. Previously target values 
for recovery were defined considering the acceptance 
criteria: 0.90 ≤ R ≤ 1.00. Using the t  statistic significance 












































mean recoveries of CRM analysis were metrologically 
equivalent to 1 for a level of confidence of approximately 
95%, because ≤ tcal 2, being two the coverage factor [8]. 




 can be 
considered taking into account the acceptance criteria 
and assuming a rectangular distribution.
3.6  Measurement uncertainty
Measurement uncertainty of the results was estimated com-
bining precision and trueness uncertainty components. This 
model is based on the concept that accuracy comprises pre-
cision plus trueness and that relative combined standard 
uncertainty, urel
c
(w), comprises the two main components 
of uncertainty budget: intermediate precision and recovery 
according to Eq. (8) [8–10].
Table 5  Comparison of 














 ; U(Δ) given by Eq. (4) for k = 2; p ~ 0.05













Cr SRM 87a 0.11 0.01 0.12 0.003b 0.006 0.02
BCS N.º 300 0.15 0.003 0.16 0.005b 0.007 0.01
Cu SRM 87a 0.30 0.01 0.30 0.01a 0.003 0.02
BCS-CRM N.º 181/1 3.99 0.027 3.93 0.08a 0.06 0.18
BCS n.º 268 1.34 0.006 1.37 0.05b 0.03 0.10
BCS N.º 300 1.28 0.007 1.30 0.03a 0.02 0.06
Fe SRM 87a 0.61 0.02 0.60 0.02b 0.01 0.06
BCS-CRM N.º 181/1 0.36 0.004 0.35 0.01a 0.01 0.02
BCS n.º 268 0.39 0.004 0.40 0.01b 0.01 0.03
BCS N.º 300 0.30 0.004 0.31 0.01b 0.01 0.02
Mg SRM 87a 0.37 0.01 0.37 0.01a 0.002 0.034
BCS-CRM N.º 181/1 1.42 0.01 1.37 0.03a 0.05 0.06
BCS n.º 268 0.56 0.01 0.53 0.01a 0.027 0.028
BCS N.º 300 2.76 0.01 2.71 0.07a 0.05 0.15
Mn SRM 87a 0.26 0.01 0.26 0.005a 0.004 0.022
BCS-CRM N.º 181/1 0.10 0.002 0.10 0.001a 0.002 0.005
BCS n.º 268 0.22 0.003 0.21 0.0004a 0.005 0.006
BCS N.º 300 0.41 0.003 0.41 0.01a 0.003 0.022
Si SRM 87a 6.24 0.03 6.29 0.06a 0.05 0.14
BCS-CRM N.º 181/1 0.38 0.01 0.38 0.02a 0.001 0.043
BCS n.º 268 4.85 0.02 4.77 0.06a 0.08 0.12
Ti SRM 87a 0.18 0.010 0.18 0.002a 0.004 0.020
BCS-CRM N.º 181/1 0.14 0.001 0.13 0.01a 0.009 0.012
BCS N.º 300 0.15 0.002 0.15 0.003a 0.005 0.008
Zn SRM 87a 0.16 0.01 0.16 0.003a 0.004 0.021
BCS-CRM N.º 181/1 0.02 0.0001 0.02 0.001a 0.001 0.017
BCS n.º 268 0.05 0.001 0.05 0.001a 0.0005 0.002
BCS N.º 300 5.98 0.013 5.99 0.04a 0.011 0.078
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Combining the target values of the uncertainty compo-
nents of Eq. (8), reported before, target values for com-
bined uncertainty were stated. For Cr, Si and Ti, urel
c_tg
 = 0.089 
and for Cu, Fe, Mg, Mn and Zn = urel
c_tg
0.074 were obtained. 
These two groups were differentiated because srel
QC(tg)
 val-
ues were higher for  N2O-C2H2 flame than air-C2H2 one. 
Table 3 summarizes urel
c
(w) values for the alloying elements 
and the target ones were fulfilled.
The relative expanded uncertainty values were 
obtained multiplying urel
c
(w) (Table 6) by a coverage fac-
tor of 2, for a confidence level of approximately 95% [7].
Results of metals in aluminum alloys with the associ-
ated expanded uncertainty in non-ferrous fraction from 
auto-shredders, are shown in Table 5 as example, following 
the described validation and quality control actions, which 
assures confidence in both measurement procedures used 
and the results obtained.
4  Conclusion
In this work the analytical performance characteristics of 
the procedures were determined setting up validation and 
quality control actions in the characterization of the rele-
vant alloying elements of aluminum alloys (Si, Mg, Cu, Zn, 
Mn, Ti, Fe and Cr). The results proved the approach of sort-
ing aluminum alloys based on its chemical composition. 
Summarizing: two different acid digestion mixtures were 
used: an HCl-HNO3 acid mixture for Mg, Cu, Zn, Mn, Ti, Fe 
and Cr analysis and HCl-HNO3-HF mixture followed by HF 
complexation using  H3BO3 for silicon due to the chemical 
behaviour of silicon; linear calibration function for Cr, Cu, 
Fe, Mn, Si, Zn and second order function for Mg and Ti 
were defined using Mandel fitting test; stability of calibra-













)2 warranted by the fulfilling of the target relative errors for 
QC within ± 0.05 of the expected values for Cu, Fe, Mg, Mn 
and Zn (air-C2H2 flame) and ± 0.10 for Cr, Si and Ti 
 (N2O-C2H2 flame); matrix difference between the acid 
digestion solutions and CS were not found for Cr, Cu, Mn, 
Mg, Si and Zn ( R = 1), while for Fe ( Fdil =25), Mg ( Fdil =2.5), 
Mn ( Fdil ≤ 10) and Ti ( Fdil =1) R values used are those 
reported in Table 4; repeatability from duplicates were 




 (Table 4); no bias 
were found from CRM´s analysis (Tables 4 and 5) and meas-
urement uncertainty of the results was estimated combin-
ing overall precision and trueness uncertainty compo-
nents based on the concept that accuracy combines these 
two components.
Table 7 shows the typical mass fraction ranges of the 
discriminating elements of the most common Al wrought 
and cast alloys, by series. Silicon was the element that 
allows the differentiation between cast and wrought 
alloys. In case of cast alloy silicon discriminates series 400 
with highest mass fractions. The only wrought alloys hav-
ing high Si mass fractions are the 4000 series, but these 
are rarely found.
For wrought alloys manganese is the discriminating ele-
ment for series 3000 while for series 5000 it is also Mg. For 
series 6000 only Mg is relevant, but with lowest levels than 
5000 ones, while for series 7000 is Mg and Zn. Series 1000 
has low content of all alloying elements. The adequacy 
of the procedures to the low mass fractions were evalu-
ated using the uncertainty information in compliance 
assessment [28]. For instances for silicon the wLOQ values 
is 0.15 g/100 g (Table 3), which fulfills the compliance with 
the upper limit of 0.2 g/100 g (Table 7) because these value 
is lower than the acceptance limit of 0.19 g/100 g calcu-
lated as [0.2–1,65 × uc ] being 1,65 the one tailed t value 
at 95% confidence and uc given in Table 3. The same is 
true when comparing the wLOQ values (Table 3) with the 
calculated acceptance limits for Mg, Cu and Zn of (0.19 g 
/100 g) and 0.18 g /100 g for Mn, which also shows that the 
Table 6  Mass fraction 
composition of aluminum 
alloys of non-ferrous fraction of 
auto-shredders
w mass fraction given by Eq. (1), U(w) expanded uncertainty of w, (k = 2;p ∼ 0.95)
Parameter Range
[g/(100 g)]
w ± U(w) , [g∕(100g
]
Sample 1 Sample 2 Sample 3 Sample 4
Cr 0.04–1.6 0.0921 ± 0.010 0.0389 ± 0.0044 0.0152 ± 0.0017 0.0179 ± 0.0020
Cu 0.05– 3 0.161 ± 0.011 2.95 ± 0.21 2.51 ± 0.18 0.220 ± 0.015
Fe 0.3–1 0.250 ± 0.024 0.927 ± 0.089 0.914 ± 0.088 0.941 ± 0.090
Mg 0.1–2.5 0.562 ± 0.045 0.126 ± 0.010 0.335 ± 0.027 0.191 ± 0.015
Mn 0.004– 0.3 0.0695 ± 0.0092 0.310 ± 0.041 0.178 ± 0.023 0.190 ± 0.025
Si 0.1–8 0.423 ± 0.029 7.27 ± 0.49 9.62 ± 0.65 12.25 ± 0.83
Ti 0.01–0.1 0.0248 ± 0.0032 0.0608 ± 0.0078 0.0449 ± 0.0058 0.0271 ± 0.0035
Zn 0.02–2.1 0.0147 ± 0.0012 0.865 ± 0.073 1.19 ± 0.10 0.276 ± 0.023
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procedures and both quality control actions and targets 
used were adequate for these elements.
In case of cast alloy series 200 copper is the discriminat-
ing and for series 300 is Si and Cu.
Measurement uncertainty gives the quality of the 
result and defines the numerical expression of results. If 
expanded uncertainty is given, no more than two signifi-
cant digits for reporting uncertainty is recommended and 
the results should be rounded to be consistent with the 
provided uncertainty. As can be seen from Tables 6 and 7, 
with the U values reported becomes clear that the figures 
of the limit values are not affected by uncertainty.
The results obtained in this investigation were very use-
ful for design of the separation devices within the Shred-
dersor project, and we believe it will also be quite relevant 
for the scrap recycling industry, at various levels, in the 
perspective of the application of the sorting operations 
to aluminum alloy fragments: (a) firstly, the possibility of 
accurately analyzing the main alloying elements is demon-
strated, with the proposed procedures, in order to identify 
the main alloys present in the scrap, allowing the stake-
holders to have reliable information on the materials they 
deal with; secondly, it will also allow recyclers to design 
and operate sorting operations according with the mate-
rial feed, to identify precisely the separated alloys, and to 
quantify the separation efficiencies and the purity of the 
fractions they produce.
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