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WAVE PACKET PARAMETRICES FOR EVOLUTIONS GOVERNED BY
PDO’S WITH ROUGH SYMBOLS
JEREMY MARZUOLA, JASON METCALFE, AND DANIEL TATARU
1. Introduction
In this article we consider evolution equations of the form
(1.1)


(Dt + a
w(t, x,D) + ibw(t, x,D))u = f, in R+ × Rn
u(0) = u0, in R
n
where a(t, x, ξ) and b(t, x, ξ) are real symbols which are continuous in t and smooth with
respect to x and ξ.
The operator aw(t, x,D) is selfadjoint; if b = 0 then this formally guarantees that the
above evolution is L2 well-posed and the corresponding evolution operators S(t, s) are L2
isometries. The bw term rougly contributes to the growth or decay of energy along the flow,
depending on whether b is negative or positive.
We are interested in the phase space localization properties of the evolution operators
S(t, s). These are best described in terms of the Bargman transform,
(1.2) (Tf)(x, ξ) = 2−
n
2 π−
3n
4
∫
e−
1
2
(x−y)2eiξ(x−y)f(y) dy,
which is an isometry from L2(Rn) to the subspace of L2(R2n) of functions satisfying the
Cauchy-Riemann type relation
(1.3) i∂ξTf = (∂x − iξ)Tf.
The inversion formula is
(1.4) f(y) = 2−
n
2 π−
3n
4
∫
e−
1
2
(x−y)2eiξ(y−x)(Tf)(x, ξ) dxdξ .
Then one would like to describe the phase space localization of S(t, s) relative to the
Hamilton flow corresponding to (1.1). This is given by
(1.5)
{
x˙ = aξ(t, x, ξ)
ξ˙ = −ax(t, x, ξ)
We denote by χ(t, s) the corresponding family of cannonical transformations, and by
t→ (xt, ξt)
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the trajectories of the Hamilton flow.
This problem has already been considered in [8], [2]. There, they the class S
0,(k)
00 of
symbols which satisfy the bounds
(1.6) |∂αx∂βξ a(x, ξ)| ≤ cαβ , |α|+ |β| ≥ k.
The main result has the form
Theorem 1. [8],[2] Assume that the symbol a(t, x, ξ) satisfies a(t, x, ξ) ∈ S0,(2)00 uniformly
with respect to t. Then
a) The Hamilton flow is bilipschitz.
b) The kernel K(t, s) of the phase space operator T ∗S(t, s)T decays rapidly away from
the graph of the Hamilton flow,
(1.7) |K(t, x, ξ, s, y, η)| . (1 + |(x, ξ)− χ(t, s)(y, η)|)−N .
However, for applications to nonlinear evolution equations one would like to relax the
above class of symbols and replace uniform bounds by an integrability condition. For
instance, in the context of the wave equation related results have been obtained in [7]
under assumptions which correspond to replacing the L∞ bounds in (1.6) with L1tL
∞
x .
In this article we go one step further and restrict the time integrability to the bicharac-
teristic rays. This is a much more natural condition from the point of view of applications.
One motivation for this already appears in early works of Mizohata [5, 6] which is concerned
with the bw type terms. They consider the equation
Lu := ∂t − i∆+
n∑
j=1
bj(x)∂xj + c(x, t)u = f(x, t),
and show that a necessary condition for L to be well-posed in H∞ is the bound
(1.8) sup
x∈Rn,ω∈Sn−1,R>0
∣∣∣∣Im
∫ R
0
b1(x+ rω) · ωdr
∣∣∣∣ <∞.
On the other hand, a slightly stronger version of (1.8) was shown to be sufficient for L2
wellposedness in [1].
In the case where ∆ is replaced by the variable coefficient operator ajk(x, t)∂j∂k, then a
natural extension of (1.8) is
sup
x∈Rn,|ξ|=1,R>0
∣∣∣∣Im
∫ R
0
b1(x
t(t, x, ξ)) · ξt(t, x, ξ)dr
∣∣∣∣ <∞.
Another motivation for this work comes from the study of general quasilinear Schro¨dinger
equations. In [3] and [4], well-posedness is established in highly regular Sobolev spaces by
using estimates for the corresponding linear equation.
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Given a symplectic flow χ in R × R2n we introduce the symbol class S(k)L1χ of symbols
q, which are smooth in (x, ξ), continuous in t and satisfy
(1.9) sup
x,ξ
∫ 1
0
|∂αx∂βξ q(t, χ(t, 0)(x, ξ))|dt ≤ cαβ, |α|+ |β| ≥ k.
Then our condition for the symbol a is implicit, namely a ∈ S(2)L1χ where χ is the
Hamilton flow of a defined by (1.5). For the symbol b we will assume that b ∈ S(1)L1χ.
Given such a and b we introduce the notation
(1.10) κN = max
2≤|α|+|β|≤N
caαβ + max
1≤|α|+|β|≤N
cbαβ, κ0 = max
|α|+|β|=2
caαβ + max
|α|+|β|=1
cbαβ
where caαβ and c
b
αβ are as in (1.9) corresponding to the symbols a and b.
The other important parameter in our analysis corresponds to (1.8). We set
(1.11) M = sup
x,ξ
sup
0≤t0≤t1
∫ t1
t0
b(t, xt, ξt)dt
and assume that M is finite. Then our main result is
Theorem 2. a) Assume that the symbol a(t, x, ξ) satisfies a(t, x, ξ) ∈ S(2)L1χ. Then the
Hamilton flow defined by (1.5) is globally well defined and bilipschitz.
b) Assume in addition that b is a symbol in S(1)L1χ so that M given by (1.11) is finite
and the following relation holds for some large N :
e2Mκ0κ4N ≪ 1.
Then the kernel K(t, s) of the phase space operator T ∗S(t, s)T decays rapidly away from
the graph of the Hamilton flow,
(1.12) |K(t, x, ξ, s, y, η)| . (1 + |(x, ξ)− χ(t, s)(y, η)|)−N .
We remark that the smallness in part (b) can be replaced by an equiintegrability condition
for the second order derivatives of a along the flow,
(1.13) lim
h→0
sup
x,ξ,t0
∫ t0+h
t0
|∂2a(xt, ξt)|dt = 0.
Then one can take N arbitrary, apply the theorem on sufficiently small time intervals and
iterate.
Acknowledgments. The work of the second author was supported in part by an NSF
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2. The Hamilton flow
In this section we prove that if a ∈ S(2)L1χ then the Hamilton flow for (1.1) is well defined
and bilipschitz. We first prove the bilipschitz property locally, and then use it to show that
the flow is globally well defined in the entire time interval.
Thus begin with (x0, ξ0) ∈ R2n. Then there exists some time t0 > 0 and a ball B centered
at (x0, ξ0) so that we can solve (1.5) with initial data (y0, η0) ∈ B. Since, by standard ODE
results the flow maps χ(t, s) are smooth, we only need to obtain the appropriate bounds.
For simplicity, set
~p(t, x, ξ) =
(
xt(x, ξ)
ξt(x, ξ)
)
.
We have the following systems of equations:
∂x~p(t) =
(
1
0
)
+
∫ t
0
(
aξx(s) aξξ(s)
−axx(s) −aξx(s)
)
∂x~p(s)ds
=
(
1
0
)
+
∫ t
0
A(s)∂x~p(s)ds,
and a similar expression for ∂ξ~p(t) for all 0 ≤ t ≤ 1.
Now, let us see that the flow is Lipschitz in x. Taking absolute values and applying
Gronwall’s inequality, we have
‖∂x~p(t)‖ ≤ e
∫ t
0
‖A(s)‖ds.
However,
‖A‖ . |∂2a(s)|,
thus, since a ∈ S(2)L1χ,
‖∂x~p(t)‖ . 1,
and similarly
‖∂ξ~p(t)‖ . 1.
Note that bounds on higher derivatives in x and ξ will follow from the same argument.
We have shown that the derivatives of xt and ξt are uniformly bounded; therefore it is
clear that the Hamilton flow map χ : (x, ξ) → (xt, ξt) is uniformly bilipschitz in phase
space.
It remains to show that the Hamilton flow is globally defined. Consider a bicharacteristic
t→ (xt, ξt) starting at (x0, ξ0) = (y, η). This can be continued in time for as long as (xt, ξt)
remains finite. To prove that this is indeed the case we consider a one parameter family of
bicharacteristics
s→ (xt(s), ξt(s)), (xs(s), ξs(s)) = (y, η), t ≥ s
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and show that (xt(s), ξt(s)) is of class C1 with respect to s with a uniform Lipschitz bound
for s, t in a compact time interval.
Since the Hamilton flow is smooth with a bounded differential it suffices to estimate the
derivative at s = t. But this is given by
d
ds
(xt(s), ξt(s))s=t = (aξ(t, y, η),−ax(t, y, η))
and due to the continuity in t it is bounded on any compact time interval.
3. Kernel Bounds
We begin with the equation (1.1) for u, and, following [8], we derive an equation for
its phase space transform Tu. If the symbol a is linear in x and ξ, then we have the
straightforward identity
Taw(x,D)u = (a(x, ξ) + i(ax∂ξ − aξ(∂x − iξ)))Tu.
For a general symbol a we denote by ax,ξ its linearization around (x, ξ). Then
(Taw(x,D)u)(x, ξ) = (a(x, ξ) + i(ax∂ξ − aξ(∂x − iξ)))Tu(x, ξ) + T (a− ax,ξ)w(x,D)u.
This provides us with an evolution equation for v = Tu,
(3.1) (Dt + a+ i(ax∂ξ − aξ∂x)− ξaξ + ib)v = Ev, v(0) = v0 = Tu0,
where the remainder E is given by
Ev(x, ξ) = T [(a− ax,ξ)w(x,D) + i(b− bx,ξ)w(x,D)]T ∗v(x, ξ),
where bx,ξ is the zeroth order term in a Taylor expansion of b about (x, ξ). The kernel
K(t, x, ξ, 0, y, η) of TS(t, 0)T ∗ is given by the solution v(t, x, ξ) to (3.1) with initial data
v0(x, ξ) = Cn
∫
Rn
eiξ(x−z)e−
(x−z)2
2 e−iη(y−z)e−
(y−z)2
2 dz = Cne
−
(x−y)2
4 e−
(ξ−η)2
4 ei
(x−y)(ξ+η)
2
which decays rapidly away from (y, η). Then, the bound (1.12) follows if we show that the
equation (3.1) is wellposed in weighted L∞ spaces:
Proposition 3.1. Let a, b be as in part b of Theorem 2. Then for each initial data v0
satisfying
(1 + |x− y|+ |ξ − η|)Nv0(x, ξ) ∈ L∞
there exists an unique solution v to (3.1) satisfying
(1 + |x− yt|+ |ξ − ηt|)Nv(t, x, ξ) ∈ L∞
Proof. The inhomogeneous equation
(3.2) (Dt + a+ i(ax∂ξ − aξ∂x)− ξaξ + ib)v = f, v(0) = v0
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is an ODE along the Hamilton flow, whose solution satisfies the bound
|v(t, xt, ξt)| ≤|v0(x, ξ)|e
∫ t
0 b(σ,x
σ ,ξσ)dσ +
∫ t
0
|f(s, xs, ξs)|e
∫ t
s
b(σ,xσ ,ξσ)dσds
≤eM
(
|v0(x, ξ)|+
∫ t
0
|f(s, xs, ξs)|ds
)
.
By the bilipschitz property of the flow this implies that
‖(1 + |x− yt|+ |ξ − ηt|)Nv(t, x, ξ)‖L∞ . eM
(
‖(1 + |x− y|+ |ξ − η|)Nv0(x, ξ)‖L∞
+ sup
x,ξ
(1 + |x− y|+ |ξ − η|)N
∫ 1
0
|f(s, xs, ξs)|ds
)
.
Hence in order to be able to treat the right hand side term Ev perturbatively and prove
the proposition it suffices to show that E satisfies the estimate
(3.3)
sup
x,ξ
[
(1+|x−y|+|ξ−η|)N
∫ 1
0
|Ev(s, xs, ξs)|ds
]
≪ e−M‖(1+|x−yt|+|ξ−ηt|)Nv(t, x, ξ)‖L∞.
For this we have to understand in more detail the kernel of E. It suffices to consider the
contribution of a in E, the estimates for the contribution of b are similar but simpler. We
begin with a simple computation for the kernel Kq of Tq
w(x,D)T ∗,
Kq(x, ξ, x1, ξ1) =Cn
∫
eiξ(x−y)e−
(x−y)2
2 eiη(y−y1)q(
y + y1
2
, η)e−iξ1(x1−y1)e−
(x1−y1)
2
2 dydy1dη.
We change variables to
z =
y + y1
2
, w =
y − y1
2
and integrate with respect to w to obtain
Kq(x, ξ, x1, ξ1) =Cn
∫
eiξ(x−z−w)e−
(x−z−w)2
2 e2iηwq(z, η)e−iξ1(x1−z+w)e−
(x1−z+w)
2
2 dzdwdη
=Cne
i(x+x1)(ξ−ξ1)
2
∫
e−
(ξ+ξ1−2η)
2
4 e−
(x+x1−2z)
2
4 q(z, η)eiη(x−x1)e−iz(ξ−ξ1)dzdη.
Integrating by parts 2N times with respect to η and z leads to
|Kq(x, ξ, x1, ξ1)| . (1+(x−x1)2+(ξ−ξ1)2)−N
∫
e−
(ξ+ξ1−2η)
2
8 e−
(x+x1−2z)
2
8 sup
|α|≤2N
|∂αq(z, η)|dzdη.
To estimate this we use the following
Lemma 3.2. Let q be a smooth function in Rn with q(0) = 0, ∇q(0) = 0. Then
(3.4)
∫
|x|.R
|q(x)|dx . Rn+1
∫
|x|.R
|x|1−n|∂2q(x)|dx
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Proof. The argument follows directly from the fundamental theorem of calculus. We have∫
|x|.R
|q(x)|dx .
∫ R
0
∫
Sn−1
∫ r
0
∫ r1
0
|∂2r q(r2, ω)|dr2dr1rn−1drdω
.
∫ R
0
∫
Sn−1
∫ R
0
|∂2r q(r2, ω)|r1−n2 rn−12 dr2rndrdω
. Rn+1
∫
|x|.R
|x|1−n|∂2q|dx.

We apply the lemma to estimate K = Kq with q = a − ax,ξ and N = 0. This gives the
crude bound
(3.5) |K(x, ξ, x1, ξ1)| . (1 + |ξ − ξ1|+ |x− x1|)2n+3
∫
k(x− z, ξ − η)|∂2a(z, η)|dzdη,
where k is the integrable kernel
k(x, ξ) = (|x|+ |ξ|)1−2n(1 + |x|+ |ξ|)−2.
Applying the same bound with large N yields
(3.6)
|K(x, ξ, x1, ξ1)| . (1 + |ξ − ξ1|+ |x− x1|)2n+3−4N
∫
k(x− z, ξ − η) sup
2≤|α|≤4N
|∂αa(z, η)|dzdη.
Now we can get bounds on E:∫ 1
0
|Ev(t, xt, ξt)|dt . sup
t∈[0,1]
∫
(1 + |xt − x1|+ |ξt − ξ1|)2n+3−2N |v(t, x1, ξ1)|dx1dξ1
∫ 1
0
(∫
k(xt − z, ξt − η)|∂2a(z, η)|dzdη
) 1
2
(∫
k(xt − z, ξt − η) sup
2≤|α|≤4N
|∂αa(z, η)|dzdη
) 1
2
dt
. sup
t∈[0,1]
∫
(1 + |xt − x| + |ξt − ξ|)2n+3−N |v(t, x, ξ)|dxdξ
(∫
k(xt − z, ξt − η)|∂2a(z, η)|dzdηdt
) 1
2
(∫
k(xt − z, ξt − η) sup
2≤|α|≤4N
|∂αa(z, η)|dzdηdt
) 1
2
.
In the last two integrals we change variables (z, η)→ (yt, ζ t), which uses the boundedness
proved in Section 2. Since χ(t, s) are bilipschitz we can replace k(xt − yt, ξt − ζ t) by
k(x0 − y0, ξ0 − ζ0). Then we use (1.9) for the time integral and the integrability of k for
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the (y0, ζ0) integral. We obtain
∫ 1
0
|Ev(t, xt, ξt)|dt . √κ0κ4N sup
t∈[0,1]
∫
(1 + |xt − x|+ |ξt − ξ|)2n+3−2N |v(t, x, ξ)|dxdξ,
(3.7)
where κ0 and κ4N are as in (1.10).
This allows us to iteratively solve the equation (3.1) for initial data v0 ∈ L∞. Indeed,
the above estimate implies that
sup
x,ξ
∫ 1
0
|Ev(t, xt, ξt)|dt . √κ0κ4N‖v‖L∞.
It also allows us to solve the equation (3.1) for initial data v0 in weighted L
∞ spaces.
Precisely, for 2N > 4n+m+ 3 we have
sup
x,ξ
[
(1 + |x− x1|+ |ξ − ξ1|)m
∫ 1
0
|Ev(t, xt, ξt)|dt
]
. sup
x,ξ
[
(1 + |xt − xt1|+ |ξt − ξt1|)m
√
κ0κ4N
× sup
t∈[0,1]
∫
(1 + |xt − y|+ |ξt − η|)2n+3−2N |v(t, y, η)|dydη
]
.
√
κ0κ4N‖(1 + |x− xt1|+ |ξ − ξt1|)mv(t, x, ξ)‖L∞x,ξ .
Due to the hypothesis in part (b) of the theorem this implies (3.3) and concludes the proof
of the proposition. 
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