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With the emergence of cyber-physical systems (CPS), we are now at the brink of next computing revolution.
IoT (Internet of Things) based Smart Grid (SG) is one of the foundations of this CPS revolution and defined as
a power grid integrated with a large network of smart objects. The volume of time series of SG equipment
is tremendous and the raw time series are very likely to contain missing values because of undependable
network transferring. The problem of storing a tremendous volume of raw time series thereby providing a
solid support for precise time series analytics now becomes tricky. In this paper, we propose a dependable time
series analytics (DTSA) framework for IoT-based SG. Our proposed DTSA framework is capable of proving
a dependable data transforming from CPS to the target database with an extraction engine to preliminary
refining raw data and further cleansing the data with a correction engine built on top of a sensor-network-
regularization based matrix factorization (SnrMF) method. The experimental results reveal that our proposed
DTSA framework is capable of effectively increasing the dependability of raw time series transforming
between CPS and the target database system through the online light-weight extraction engine and the offline
correction engine. Our proposed DTSA framework would be useful for other industrial big data practices.
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Fig. 1. The architecture of IoT [35].
1 INTRODUCTION
With the emergence of cyber-physical systems (CPS), we are now at the brink of next computing
revolution. The CPS are based on the internet communication infrastructures, small and smart
physical objects, technologies of big data. All physical devices, sensors in the CPS are connected and
integrated into the one tremendous interconnected network where the small objects are monitored
and manipulated by people or other devices [14]. The way people interacting with each other has
been changed profoundly by the technologies and infrastructures based on the internet. Another
tendency that the CPS will influence and reshape the measures how we cooperate and manipulate
the small and smart objects around us is now coming [26]. As one of the foundations for this CPS
revolution, IoT (Internet of Things) based Smart Grid (SG) is defined as a power grid integrated
with a large network of smart objects.
In ten years, the scale of the Internet of Things (IoT) could be increased to a half billion [23].
Smart and small devices in IoT come from different application areas, where all these objects are
connected through all kinds of communication infrastructures of Internet. Though there is no
widely accepted model of IoT, the most representative structure of IoT is the “EPC Global Internet
of Things" supported by Europe and America, and the Japanese Ubiquitous ID(UID) IoT system.
We illustrate the integrated morphology of IoT in Figure 1 [35]. Generally, the architecture of IoT
is composed of three different layers which are the data acquisition layer (DAL), the data service
layer (DSL) and the application layer (AL)[12]. The major feature of the DAL is to recognize the
connected devices in the network and collect real-time data; the DSL is responsible for network
operation and ensure the data quality; the AL is responsible for providing application solutions for
requirements from different fields.
Smart Grid (SG) based on IoT is defined as the power grid integrated with a large network
of information and communication technology and combines billions of smart objects: smart
appliances, smart meters, actuators and sensors etc [13]. Features of the SG are presented in
[13][30], which can be summarized as that a SG is a powerful grid providing an interface between
appliances of consumer and capable of supporting the integration of distributed power generation
system into an optimized centralized power system.
There are two challenges to support dependable time series analytics for raw SG time series.
One challenge is to provide a dependable way to store the raw data from CPS to the target database
system. Because of the tremendous volume, the number of tables and relationships, relational
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databases are overwhelmed by the large scale of SG time series while NoSQL database could be
considered as a feasible solution [19]. HBase, as a popular key-value store system, is capable of
solving the storage problem[8]. HBase is open source software which runs on top of the Hadoop
platform. Unlike a traditional relational database, HBase is a column-oriented database, which is
designed and implemented based on google big table. The HBase is capable of providing the ability
of to handle complex queries on distributed database clusters as well as tolerating component
failures in the system [10] [36]. To provide an ability of processing complex quires on a tremendous
amount of data on a computer cluster, HBase has shown a great advantage over traditional storage
systems[32]. In the proposed DTSA framework, we use a unified event-driven storage model to
store raw time series to better support later stage of data analytics. Hence we design an extraction
engine (EE) to transforming data format and refines the raw data with a light-weight on-line
method.
The other challenge to support dependable time series analytics is that the raw time series
are very likely to contain missing values which could seriously decrease the accuracy of data
analytics. Based on our observations, multi-source time series in IoT-based SG are ubiquitous [6, 21].
Under situations that a collection of sensors are used to produce time series data, the generated
time series are likely to share the same mission. The correlations of such time series could be
positive enough thereby can be utilized to reconstruct the missing data. In the proposed DTSA
framework, we design a correction engine (CE) to predict missing values for big data analytics with
a sensor-network-regularization matrix factorization method (SnrMF). The SnrMF method takes
advantage of the correlations among diverse sensors which are positively correlated. Through this
way, the SnrMF method is capable of improving the performance of reconstructing missing data
for a single time series. Moreover, we introduce similarity functions into the SnrMF method to
determine whether two sensors are correlated, on the basis of which we employ different prediction
models.
Our contributions of this paper are as follows.
• We design a dependable time series analytic framework to provide a dependable data
transforming from CPS to target database with raw time series refining and cleansing. The
proposed DTSA framework provides a solid support for precise time series analytics in
IoT-based SG.
• We design a light-weight on-line preliminary data refining method between the buffering
system and the extraction engine. The proposedmethod ensures a dependable data buffering
and raw data format transformation to a proposed unified storage model.
• We design an off-line correction engine using a sensor-network-regularization based matrix
factorization (SnrMF) method to further cleanse preliminary refining data. The correction
engine is capable of predicting missing values more precisely, which lays a foundation for
dependable data analytics.
• We verify our proposed DTSA framework on top of Hadoop and HBase platforms. The
experiment results illustrate that our proposed DTSA framework is capable of effectively
increasing the dependability of raw time series transforming between CPS and the target
database system through an online light-weight extraction engine and an offline correction
engine.
The organization of the rest of this paper is as follows. Section II introduces related works.
Section III is a discussion of prerequisites. Section IV introduces our proposed dependable time
series framework. Experimental setups and results are illustrated in section V.Wemake a conclusion
in section VI.
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2 RELATEDWORKS
To the best of our knowledge, this is the first work which considers the dependability problem
of data transforming from the CPS to the target database. In our proposed DTSA framework, the
extraction engine is responsible for transforming data from different data formats to the target data
format. The correction engine is responsible for cleansing the data which contain missing values.
So we would like to introduce proposed works of the storage model on HBase and the methods of
predicting missing values in time series in this section.
2.1 Storage model for Dependable Time Series Analytics on HBase
In CPS, technologies nurtured by big data researches have been widely accepted and applied.
Hadoop and HBase are two popular storage infrastructures used to store a tremendous volume
of time series in a typical modern data center. The major purpose of storing such a tremendous
volume of data is to monitoring the statuses of SG equipments to conduct time series analytics
thereby prevent the equipments from damages caused by abnormalities, which requires resolving
two key issues.
One key issue is the performance challenge when retrieving data from the HBase database.
A typical solution is to use Bloom Filter [32, 36] which is used to improve the data retrieving
performance and has been integrated into HBase framework. However, the bloom filter only can
improve the performance of a дet operation. That is to say, the random access performance on
HBase can be improved by the bloom filter while the performance of a scan operation cannot be
accelerated with it.
Another key issue is the storage compatibility on HBase when it is applied in a scenario that
applications require accommodating time series from several different data sources. When storing
unstructured and heterogeneous data in HBase, a dependable and compatible storage model is
necessary for times series analytics. One of the advantages of HBase is the huge capacity for CPS
data, as well as the high performance of data queries. To effectively utilize the good support of
huge storage capacity and the compatibility of storing structured/semi-structured data of Hbase
for CPS data, the storage model implemented on HBase must consider both the compatibility and
query performance. Only in this way, can HBase be used successfully for CPS time series analytics
under a scenario of multiple data sources. Several works have been proposed to accommodate the
time series from different data sources[17]. The purpose of the proposed model in [9] is to cleanse
data from different data sources and then transform data into a unified data format such as JSON or
XML . In [2], a hybrid model has proposed whose major contribution is that the proposed method
try to improve the performance of put and delete operations in Hive.
However, all works mentioned above do not consider the compatibility problem which is consid-
ered from the beginning in our design. In our proposed DTSA framework, the storage model we
adopted is capable of storing data from different data sources with different data formats.
2.2 Missing Data Reconstruction for CPS Time Series Analytics
A lot of models of data mining/statistics have been proposed to reconstruct the missing data in
a single time series thereby provide a dependable big data analytics [33, 34]. SVM models [16]
proposed by Frasconi et al. adopt a “seasonal kernel” to estimate the similarity between different
time-series. Models proposed by Phong et. al. [25] attempt to “model gene expression profiles as
simple linear and Gaussian dynamic systems”. The author also uses the “Kalman filter” to predict
missing values. The experimental results of in this work show that the model of simple linear
dynamic systems for gene expression profiles is feasible for predicting missing values in the time
series of gene expression matrix [33]. Grabocka et. al. [11] propose a method of matrix factorization
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Fig. 2. The Event-driven Storage Model on HBase for IoT-based SG.
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Fig. 3. The structure of HBase table
to categorize diverse time series. The goal of their works is to extract latent factors based on
observed entries. The seasonal autoregressive which corporates with “moving average model” and
“Kalman filter” achieves the best performance for estimating missing values. Anava et al. also study
the problem of time series prediction using the autoregressive (AR) model in the presence of missing
data and proposed a new method for online learning problems [3]. Baraldi et al. [4] propose a fuzzy
method for missing data prediction. The results of their work have illustrated the advantages to an
auto-associative kernel regression method. Song et al. [31] adopt a method of matrix factorization
to reconstruct traffic matrices. The experimental results indicate that their proposed method is
better than traditional methods.
However, methods mentioned above do not effectively resolve the problem of missing value
prediction when facing multiple data sources. Some methods are capable of resolving the missing
value prediction problem when handling a singular data source. The other methods try to resolve
the problem of multiple data source missing value prediction but produce limited effects Our
proposed SnrMF method is built on the basis of such an observation that correlated sensors in the
networks generate similar time series, which can be used to predict missing values in a single time
series. Based on whether the time series are correlated or uncorrelated, we adopt strategies with
different similarity functions.
3 PREREQUISITES
Our proposed DTSA framework is designed and implemented on the basis of a proposed event-
driven storage model [17], HBase platform and Redundant Arrays of Independent Disks (RAID). So
in this section, we briefly introduce the storage structure of HBase, the event-driven storage model
proposed by previous researchers and the basics of RAID system.
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3.1 The Storage Structure of HBase
As a non-relational database and an open-source implementation of Google Big Table storage
architecture, HBase is capable of managing structured and semi-structured data [10][1]. The built-
in features of HBase also includes tolerating fault and recovering quickly from single server failures
which provide a dependable storage platform for SG raw time series. In a traditional relational
database, a row is an atomic unit of data which is retrieved and stored as a whole. While in a
column-oriented database, the data in a column is stored together. Data in a column-oriented
database is stored and retrieved in columns and thereby it is possible to only read relevant data if
part of data is required.
An HBase cluster is usually composed of at least one master server and several slave servers
storing data. In a logical view, a table in HBase is similar to a grid, where a cell can be located
by a given row identifier and a column identifier. Row identifier is represented by a rowkey, and
the column identifier is represented by a column family and column qualifier. One column family
is possible to composed of many columns. The value in a cell can be referred to as the format
(rowkey:column family:column qualifier:value). Figure 3 shows a logical view of a table in HBase.
3.2 Event-driven Storage Model for SG Data
In our proposed DTSA framework, we use a buffering system based on RAID10 and an extraction
engine to transforming raw SG time series into a format suited for the unified event-driven storage
model[17].
In this section, we introduce the event-driven storage model. In the SG system, events which can
be monitored generate recordable data. In the event-driven storage model, a data record is defined
as the instantaneous status value of a device recorded by a monitoring device. The behavior of
generating a unique data record is called an event. One event produces one record in the database.
An event can be determined uniquely at least by the monitored device, monitoring device and the
time when the event occurred. Each event in the SG system corresponds to only one data record.
The event-driven storage model is illustrated in Figure 2. In this storage model, the elements that
distinguish different data records can be as less as possible, thereby improving the efficiency of
data storage. The detailed design of the table structure of event-driven storage model is showed in
Figure 4
3.2.1 Rowkey Structure in Event-driven Storage Model. As depicted in Figure 4, rowkey is com-
posed of five width-fixed fields. Field PREFIX is two bytes long and used for load balance between
different HBase servers. EVENTTYPE is used for distinguishing different sources of data, the length
of which is two bytes. Field DEVICEID is encoded to 6 bytes and composed of two sub-fields: device
type (DEVICE TYPE) and device number (DEVICE NUM). Field EVENTTIME is four bytes long
and represents the time when the event happened. It is an integer which represents the number of
seconds from current time to January 1st, 1970(1/1/1970). Field MONITOR DEVICEID is the same
with field DEVICEID, the difference is that this field stands for a monitor device.
3.2.2 Column Family andQualifier Structure in Event-driven Storage Model. As depicted in Figure
4, there is only one column family (CF, COLUMN FAMILY) in the table. The length of CF is one
byte (ASCII character) as the name of column family must be printable characters. According to [7],
the number of column family should be less than ten from the perspective of query performance.
Too many column families will decrease the query performance seriously because it needs time
to look for a specified column family. A virtual column family is added into the QUALIFIER and
represents the EVENTTYPE. Field QUALIFIER is composed of a sub-field virtual column family
(EVENTTYPE) and a sub-field column name (COLUMN NAME).
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Fig. 5. The architecture of the proposed framework.
3.3 Redundant Arrays of Independent Disks
The buffering system adopted in our DTSA framework is based on the RAID10 system, which is
capable of providing enough storage capacity and bandwidth for buffering raw CPS time series.
RAID10 (Redundant Arrays of Independent Disks) is one of the most popular RAID systems used
in industries, which combines a mirroring (RAID1) storage and a striping (RAID0) storage. The
RAID10 system is fault-tolerant and has an I/O performance advantage comparing with other
configurations. The RAID10 system is capable of tolerating double disk failures unless that both of
the mirror-paired disks have a failure thereby it can provide a higher reliability [20].
4 THE PROPOSED DTSA FRAMEWORK FOR DEPENDABLE SG TIME SERIES
ANALYTICS
4.1 Design Overview
Our proposed dependable time series analytics (DTSA) framework is mainly composed of an
extraction engine and a correction engine. The target of our work is to design a dependable time
series extraction engine engine and correction engine for the IoT-based SG data. In the extraction
process, the time series should be extracted and transformed to suit our proposed event-driven data
storage model on HBase. Also, the extraction must be dependable, which means the time series
from CPS could not be lost or put into the target database with the wrong format. In the correction
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ALGORITHM 1: Buffering System Scheduling 1: Sending Data Batch
Input: Processing window: PW , batch counter: bc .
1 Lock(bc);
2 while (bc ≤ PW ) do
3 Unlock(bc);
4 Send a batch batchi to EE;
5 Wait for an acknowledge racki from EE of batchi ;
6 if (racki is positive) then
7 Mark batch batchi as received;
8 Lock(bc);
9 bc = bc + 1;
10 Unlock(bc);
11 end
12 end
ALGORITHM 2: Buffering System Scheduling 2: Confirming Data Batch
Input: Processing window: PW , batch counter: bc .
1 while (true) do
2 Wait for an acknowledge packi from EE of batchi ;
3 if (packi is positive) then
4 Drop batchi from BS;
5 Lock(bc);
6 bc = bc − 1;
7 Unlock(bc);
8 else
9 Resend batchi ;
10 end
11 end
process, we resolve the problem of missing value prediction. The purpose is to improve the data
quality and provide a solid support for dependable data analytics.
As has depicted in Figure 5, the extraction engine (EE) is responsible for raw SG time series
transforming between CPS and the target database system while the correction engine (CE) is
responsible for missing values prediction. The EE receives raw time series from the CPS. To ensure
a dependable data transforming, we design a buffering system communicating with the EE with
a handshaking protocol. The CE works offline due to the consideration of time overhead. In the
following sections, we introduce our proposed DTSA in detail.
4.2 Extraction Engine: Preliminary Time Series Refining in the Proposed DTSA
Framework
The extraction engine (EE) is composed of two parts, a buffering system and an extraction system.
To construct a dependable EE, there are two major challenges. One challenge is to ensure the
buffering system dependable. We uses a RAID10 storage system as the platform of the buffering
system, which makes the process of buffering raw CPS data dependable. The other challenge is
that the interaction between the buffering system and the extraction system must be dependable.
In the interaction process, the batches are sent and received between these two systems. But the
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load of preliminary processing in the extraction system can be dynamically changed over time.
When a batch sent by the buffering system cannot be processed in time because of the full load
on extraction system, this bath will be dropped. Measures must be taken to ensure the dropped
batches can be resent. By this way, we can ensure the whole EE is dependable.
4.2.1 Dependable Data Buffering System. The buffering system is on the basis of a RAID10
storage system which is capable of providing a dependable data buffering. When the extraction
engine (EE) has a failure, the buffering system will keep receiving CPS time series from the network
and no data will be discarded. The capacity and the bandwidth of the buffering system could be
sufficient with a cheap price because the RAID systems are very mature products.
Besides the RAID system, it is required a pair of scheduling algorithms to negotiate between
the buffering system and the extraction system because the buffering system must ensure that
every data batch transformed to the extraction system is really put into the target database. If
the extraction process fails, the buffering system must have the ability to resend the data batch.
Therefore, we adopt a handshaking protocol between the buffering system and the extraction
system. The scheduling algorithms running on the buffering system are shown in Algorithm 1 and
Algorithm 2.
The Algorithm 1 is responsible for sending a data batch to the extraction system. The processing
window PW is used by the buffering system to control the rate of sending batches to the extraction
system (Algorithm 1, line 2). If the the sent batch was successfully received by the extraction
system, a positive acknowledge message will sent to the buffering system and then this batch is
marked as successfully received but not processed (Algorithm 1, line 6-11). The Algorithm 2 is
responsible for receiving the acknowledge message from the extraction system and confirming
the data batch is processed. If the acknowledge message is positive which means the data batch is
successfully processed, then this data batch will be dropped from the buffering system (Algorithm
2, line 2-4). Otherwise, if the acknowledge message of the sent data batch is negative which means
the extraction system fails to process it, the data batch will be stored in the buffering system and
resent by the buffering system(Algorithm 2, line 9).
4.2.2 Dependable Data Extraction System. One of the two jobs of the extraction system is to
negotiate with the buffering system. If the extraction system successfully process a data batch
sent by the buffering system, it will send an positve acknowledge to the buffering system. If the
extraction process failed, the extraction system will resend a data request to the buffering system
for the failed data batch. The scheduling algorithms running the extraction system are showed in
the Algorithm 3 and Algorithm 4.
In the data extraction system, a data queue is used to store the received data batch. The Algorithm
3 is responsible for receive the data batch sent by the buffering system (Algorithm 3, line 2). If the
data batch was successfully put into the data queue, a positive acknowledge message will be sent
to the buffering system (Algorithm 3, line 4-8). Otherwise, if the received data bath is failed to put
into the data queue, a negative message will be sent to the buffering system and the data batch will
be dropped (Algorithm 3, line 8-12). The Algorithm 4 is responsible for processing the received
data batch. If a data batch was successfully processed, a positive acknowledge message will be sent
to the buffering system or a negative message will be sent (Algorithm 4, line 6-10) .
The other job of the extraction system is to extract raw time series and preliminary refine the
data. The target database in our proposed DTSA framework is HBase on top of a Hadoop platform.
To extract the time series, we use a proposed storage model: event-driven storage model [17]. The
preliminary refining method is to recreate the rowkey of the raw time series from the CPS based
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ALGORITHM 3: Extraction Engine Scheduling 1: Sending Acknowledge of Successfully Receiving A Data
Batch
Input: A batch data FIFO: Fbd , the maximum FIFO length: Lmax .
1 while (true) do
2 Wait for a data batch batchi ;
3 Lock(Fbd );
4 if (The length of Fbd ≤ Lmax ) then
5 Receive batchi and put batchi into Fbd ;
6 Unlock(Fbd );
7 Send a positive acknowledge racki to BS for successfully receiving batchi ;
8 else
9 Drop batchi ;
10 Unlock(Fbd );
11 Send a negative acknowledge racki to BS for rejecting batchi ;
12 end
13 end
ALGORITHM 4: Extraction Engine Scheduling 2: Sending Acknowledge of Successfully Processing A Data
Batch
Input: A batch data FIFO: Fbd .
1 while (Fbd is not empty) do
2 Lock(Fbd );
3 Get a data batch batchi from Fbd ;
4 Unlock(Fbd );
5 Process batchi ;
6 if (process successfully) then
7 Send a positve acknowledge packi to BS for batchi ;
8 else
9 Send a negtive acknowledge packi to BS for batchi ;
10 end
11 end
on structure showed in Figure 4. When the raw time series are extracted and put into the target
database, the first stage finishes.
4.3 Correction Engine: Missing Values Prediction of Time Series in the Proposed
DTSA Framework
To support dependable time series analytics, in our proposed DTSA framework, we design a sensor-
network-regularization based matrix factorization (SnrMF) method to cleanse preliminary refining
time series stored in the target database. Because of the overhead, the proposed SnrMF method in
the correction engine works offline. The goal of the proposed SnrMF method is to reconstruct the
missing data in the time series based on the correlations among positively correlated time series
thereby make the time series more accurate. We first introduce the low-rank matrix factorization
used in the correction engine. Then on the basis of low-rank matrix factorization, we incorporate
two regularization terms into the optimization problem respectively and design two corresponding
models: CSbR and USbR. Finally, we introduce the similarity functions used in our method.
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4.3.1 Matrix Factorization in Method SnrMF . First, we use the matrix TSN ∗M to represent the
time series received from N different data sources. The problem of low-rank matrix factorization
attempts to approximate a matrix TSN ∗M with multiplying a L-rank factor. The TSN ∗Mij ( where i
is in range {1, 2, ...,N } and j is in range {1, 2, , ...,M }) stands for the jth element in the time series
generated by the ith data source. Our purpose is to factorize the corresponding entities in TSN ∗M .
The reason is that there could be too many missing values in the TSN ∗M including many irrelative
entities. Thereby, an optimization problem on Singular Value Decomposition (SVD) emerges.
min
S,V
1
2 ∥W ⋄ (TS
N ∗M − SVT )∥2F +
λ1
2 ∥S ∥
2
F +
λ2
2 ∥V ∥
2
F , (1)
In Equation 1, theW represents an indicator matrix and ⋄ are denoted as the Hadamard product.
We also have that S ∈ RN ∗L ,V ∈ RM∗L (s .t . L < min(N ,M )) and both λ1 and λ2 > 0. To resolve the
problem of overfitting in the optimization process, we introduce two regularization terms: ∥S ∥2F
and ∥V ∥2F . Based on [18], we also apply gradient strategies to find a minimum.
4.3.2 Model CSbR: Regularization of Correlated Sensors. In our DTSA framework, we denote
network sensors as correlated if the sensors share a common mission such as a scenario that there
are many diverse sensors in the same building, we could reasonably infer that the humidity sensors
could have a strong bond with the temperature sensors because the humidity might go up with the
temperature[33].
The CSbR model is proposed for predicting missing value on the basis of a latent sensor matrix
S . Because among correlated sensors, there might strong correlations, the issue of missing value
prediction can be regarded as an optimization problem on the basis of matrix factorization illustrated
in Equation 2.
min
S,V
L (S,V ,TSN ∗M ) =
1
2 ∥W ⋄ (TS
N ∗M − SVT )∥2F +
λ1
2 ∥S ∥
2
F +
λ2
2 ∥V ∥
2
F +
α
2
N∑
i=1
∥Si −
∑
c ∈C (i )
H (i, c ) ∗ ρi,cSc∑
c ∈C (i )
H (i, c )
∥2F .
(2)
In Equation 2, the similarity between the ith sensor and the cth sensor is measured by the
function H (i, c ). We denote the correlated sensors of the tth sensor and ith sensor as C (i ). The
|C (i ) | is denoted as the number of correlated sensors.
In the CSbR model, regularization terms can be introduced into the sensor network such as a
regularization term of correlated sensors. Therefore, if we have the correlated sensors which is
denoted as C (i ), we can reasonably infer that there is a positive correlation between the ith sensor
and the sensors set C (i ). In Equation 2, we use a scaling factor ρi,c to match the scale difference
between the ith sensor and the cth sensor. We also have that α is a penalty factor (α > 0) for the
equation. On the basis of the regularization items, we can conclude that the value of similarity
function H (i, c ) could be large enough if that there is a strong correlation between sensor cth and
sensor ith .
4.3.3 Model USbR: Regularization of Uncorrelated Sensors. On one hand, the proposed CSbR
model is built on the basis that network sensor could be strongly correlated thereby the correlations
can be used to guide the matrix factorization. On the other hand, we are aware of that the CSbR
model is not suited for missing value prediction for uncorrelated network sensors. Therefore, we
propose the USbR model to tackle the problem of missing value prediction for weak-/un- correlated
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network sensors. In our proposed USbR model, we denote the two sensors uncorrelated if there is a
weak correlation between the two sensors.
On the basis of that uncorrelated network sensors share a weak relation, we introduce a term
to constrain the distance maximization. More precisely, the maximum distance between sensor
ith and C ′i (the uncorrelated sensors set) should be limited. After introducing a new regularization
term of the sensor network, we change the form of the optimization problem from Equation 2 to
Equation 3. In Equation 3, we also have that α ′ is the penalty factor and α ′ > 0.
min
S,V
L ′(TSN ∗M , S,V ) =
1
2 ∥W ⋄ (TS
N ∗M − SVT )∥2F +
λ1
2 ∥S ∥
2
F +
λ2
2 ∥V ∥
2
F −
α ′
2
N∑
i=1
∥Si −
∑
c ′∈C ′ (i )
H (i, c ′) ∗ ρi,c ′Sc ′∑
c ′∈C ′ (i )
H (i, c ′)
∥2F .
(3)
4.3.4 Similarity Functions in the Regularization Models. In our proposed regularization models
CSbR and USbR, the similarity function plays an important role because this function directly
determines whether two network sensors are correlated. Based on the decision, we adopt different
regularization model to factorize the matrix. There are many alternatives for the function H in
both Equation 2 and Equation 3. In this section, we discuss five different similarity functions to
more comprehensively evaluate our method.
• “Vector Space Similarity (VSS) ” can be used to determine how similar between two different
sensors i and c . The definition of VSS is shown in Equation 4. If the function HV SS (i, c )
produce a large enough value, then we can say that sensor i and sensor c are correlated.
In Equation 4, oi and oc is the subset of xi and xc , which are observed from the sensor
network.
HV SS (i, c ) =
∑
j ∈oi∩oc
TSN ∗Mij ·TS
N ∗M
cj√ ∑
j ∈oi∩oc
TSN ∗M 2i j
√ ∑
j ∈Oi∩Oc
TSN ∗M 2c j
(4)
• “Gaussian Kernel (GK) ” is also a typical measure to determine whether two sensors i and c
are correlated, which is showed in Equation 5. Also, we have that if this function produces
a larger value, the two sensors are more correlated.
HGK (i, c ) = exp (−
∑
j ∈oi∩oc
(TSN ∗Mij −TS
N ∗M
cj )
2
2σ 2 ). (5)
• “Pearson Correlation Coefficient (PCC) ” also can be used in our proposed regularization
models to determine whether two sensors are correlated. A detailed explanation of method
PCC can be found in research [29].
• “Dynamic Time Warping (DTW) ” is also used to compare two different time series. The
key to apply the DTW function is to make the warping cost minimum [33]. So we need to
find a “warping path” to for the DTW function. Detail explanation of DTW can be found in
[24].
HDTW (i, c ) =
1
DTW (oi , oc )
. (6)
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Fig. 6. The total number of rejected batches decreases with the increase of the size of load FIFO. In each
condition, the rejected batches are all successfully resent by the buffering system and successfully put into
the database.
• A constant function is used to show it is necessary to introduce a similarity function. The
constant function is constructed as HCF (i, c ) = C . This constant function is also used a
baseline function for the evaluation of different methods.
5 EXPERIMENTAL RESULTS AND ANALYSES
5.1 Experimental Setups
For purpose of illustrating the effectiveness of our proposed method SnrMF which is used in the
DTSA framework, we use two typical data sets: the Motes data set (MDS) [28] and the Diagnostic
Gases data set (DGDS) [29] in our simulation. For a more comprehensive evaluation, we run
the simulation with different ratios of missing value. The purpose is to observe the tendency of
prediction accuracy in different methods.
We use the RMSE (root mean squared error) to evaluate the quality of missing value prediction
in comparing methods just as it is used in [29]. The definition of RMSE is showed in Equation
7 where TSN ∗Mij is denoted as the observed value. We denote ˆTSN ∗Mij as the predicted value
corresponding to TSN ∗Mij . TheW is denoted as an indicator matrix. We choose representative
comparing methods in our simulation, which include method LI (linear interpolation), method
NMF (non-negative matrix factorization) ’[15], method PMF (probabilistic matrix factorization)
[22], method MPMF (bayesian PMF) [27], method SVM (support vector machine) [29] and method
SMSNR (simplified MSNR), which is extracted from the proposed method of SnrMF with α = 0.
RMSE =
√√√√∑
i, j
(1 −Wi j ) (TSN ∗Mij − ˆTSN ∗Mij )2∑
i, j
(1 −Wi j )
, (7)
We denote our proposed method SnrMF with different regularization models as SnrMFCSbR
and SnrMFU SbR , respectively. We set parameter C as 1. The reason is based on the observation of
Equation 2 and Equation 3 that parameter C is a constant value and has no influence on the final
value of both equations. The parameter C (i ) and C ′(i ) represent the set of correlated sensors. We
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Table 1. Performance evaluation of our proposed SnrMF method and comparing methods.
θ LI NMF PMF BPMF SVM SM
SnrMFCSbR SnrMFU SbR
Motes
data set
0.1 84.1 80.6 85.8 78.8 63.8 34.5 16.78 25.9
0.4 85.6 81.0 90.6 80.1 66.91 89.8 21.3 33.2
0.6 86.1 83.9 92.14 81.0 66.9 97.3 49.3 60.9
0.7 86.4 85.0 96.64 83.8 67.5 87.7 53.6 61.6
0.8 86.8 87.1
112.22
85.5 72.4 81.1 49.9 60.3
0.9 92.9 90.1 152.2 87.0 99.8 67.85 46.8 57.5
Diag-
nostic
Gases
data set
0.1 5.6 5.2 5.6 17.1 4.8 3.0 2.8 2.4
0.4 10.3 9.3 18.1 17.2 5.9 2.7 2.6 2.5
0.6 12.5 11.5 59.5 17.3 9.9 3.2 2.9 2.8
0.7 13.4 12.4 82.4 17.3 12.1 3.2 3.2 3.0
0.8 14.2 13.3 87.9 17.4 14.1 3.2 3.1 3.0
0.9 14.9 14.0 99.6 17.4 15.4 3.2 3.2 3.0
denote |C (i ) | (|C ′(i ) | ) as the number of the set. Besides, the parameters λ1 and λ2 are both set as
the same value of λ in our simulation.
5.2 Experimental Results and Analyses
The experimental results are illustrated in Table 1 including our proposed SnrMF method and
comparing methods. All numbers in Table 1 are the logarithm of RMSE.
For the SnrMFCSbR model, based on the observation of the results, we can conclude that our
proposed SnrMFCSbR method outperforms the comparing methods using all different types of
similarity functions. For example, when handling with the MDS and the ratio of missing value θ
equals to 0.4, SnrMFCSbR outperforms the PMF method with an 85% lower RMSE. When the ratio
of missing value is greater than 60%, the RMSE of our proposed SnrMFCSbR is still relatively lower
than comparing methods. From the Table 1, we can observe the same tendency that our proposed
SnrMFCSbR method outperforms comparing methods on the DGDS. The result reveals that our
proposed SnrMFCSbR method is capable of predicting missing values more accuracy for both data
sets and has a stable performance.
As for the proposed SnrMFU SbR method, based on the observation of the results, we can conclude
that the value of RMSE of method SnrMFU SbR is lower than method SnrMFCSbR on the MDS. While
on the DGDS, the prediction accuracy of method SnrMFU SbR is worse than method SnrMFU SbR .
The reason is that the MDS is produced from 54 different sensors thereby there is a much higher
chance that it contains correlated time series while the DGDS is only generated from five different
sensors. The results also reveal that our proposed SnrMF (SnrMFU SbR and SnrMFU SbR ) methods
predict better than comparing methods on both data sets thus are feasible in both situations.
The experimental results demonstrate that our proposed SnrMF method substantially provides a
support for dependable time series analytics by involving a missing value prediction.
5.3 Discussions on Similarity Functions and Parameters
In our proposed regularization models CSbR and USbR, the similarity function plays an important
role because this function directly determines whether two network sensors are correlated. We
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Table 2. Performance evaluation of SnrMFCSbR with different missing ratio θ and similarity func-
tions.
θ VSS GK PCC DTW CF
Diagnostic Gases
data set
0.1 40.47 24.66 16.72 24.93 56.45
0.4 52.02 51.16 21.40 72.26 54.02
0.6 62.20 85.82 56.29 92.23 56.44
0.7 55.51 49.92 63.19 33.40 74.21
0.8 80.84 99.06 91.03 58.66 91.01
0.9 63.47 46.84 99.34 42.50 62.58
Motes
data set
0.1 2.48 2.49 2.41 2.48 2.50
0.4 2.61 2.62 2.55 2.62 2.59
0.6 2.94 2.93 2.90 2.97 2.93
0.7 3.08 3.01 2.98 2.95 3.09
0.8 3.07 3.13 2.97 2.86 3.06
0.9 3.06 3.16 2.98 2.96 3.09
would like to discuss the effects of different similarity functions. We have observed a similar
tendency with using SnrMFCSbR and SnrMFU SbR combining with different similarity functions. For
the purpose of brief, here we only discuss the tendency of prediction using SnrMFCSbR method. As
we have elaborated in precious sections, the purpose of the utilization ofH function in our proposed
methods is to determine whether two given network sensors are correlated. More precisely, the
aim of function H is to find a correlated sensor set C (i ) or an uncorrelated sensor set C ′(i ).
The performance evaluation of SnrMFCSbR with different similarity functions is showed in Table
2. Obviously, the performance of DTW outperforms other similarity functions when the value of
missing ratio θ is greater than 0.6 while the method of PCC achieves a lower RMSE value when
the value of missing ratio is least than 0.6. Based on this observation, we can make a reasonable
conclusion that PCC considers different scales of various sensors which might contribute this
tendency and when the missing ratio is high, DTW is capable of measuring the similarity better for
two different time series. The results of constant function CF reveal that without an appropriate
similarity function, the prediction cannot be good thereby indicate it is necessary to employ an
appropriate similarity function.
Grid search is one of the traditional ways of performing hyper parameter optimization [5]. The
performance tendency of SnrMFCSbR method with various parameters is showed in Figure 7 and
8. As illustrated, the number of the correlated sensors corresponding to sensor ith is denoted as
|C (i ) |. As we can observe from Figure 7, when the value of |C (i ) | is 4, the value of RMSE produced
by SnrMFCSbR method is 2.76 while when the value of |C (i ) | is set as 11, the SnrMFCSbR method
produces a lower value 2.38 of RMSE on the MDS . On the DGDS (Figure 8 ), we observe a 58%
lower RMSE value than the worst case, which is the best value of RMSE. Such observation enlighten
us that a smaller |C (i ) | could be insufficient to guide the matrix factorization while a much bigger
|C (i ) | could cause more noise thereby produce a worse prediction.
The influence of the matrix dimension L is also discussed. There is a totally different tendency in
Figure 7 and Figure 8 when L varies. From a general perspective, for the MDS, a suited value of L is
4 while for the DGDS, a suited value of L is 1.
Parameter α determines the scale of the optimization problem. More precisely, the value of α
indicates the volume of sensor network information which is involved in the problem. As has
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Fig. 7. Prediction Tendency with Different Parameters on the MDS (N=54, M=14000).
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Fig. 8. Prediction Tendency with Different Parameters on the DGDS (N=5, M=500).
illustrated in Figure ??, the RMSE is relative stable when the values of α vary. The best cases are
observed when α equals to 0.5 on the MDS and 0.6 on the DGDS. Such observations indicate that a
smaller α could deprecate the effect of the sensor regularization term while a larger α could cause
a domination of the sensor regularization term thereby conversely damage the learning processes.
The influence of the penalty coefficient λ is also illustrated in Figure ??. The experimental
results demonstrate that appropriate values of λ can be set as 0.4 and 0.3 for the MDS and DGDS,
respectively. Some variances are shown in these figures, but in general, it turns out the hyper
parameters do not significantly affect the performance of the proposed method.
6 CONCLUSION
In this paper, we propose a dependable time series analytics (DTSA) framework for IoT-based
SG. The proposed DTSA framework is composed of an extraction engine (EE) and a correction
engine (CE). The EE is responsible for receiving raw time series from the CPS and preliminary
refining the time series. To ensure the dependability of data transforming, we design a buffering
system cooperating with the EE with a handshaking protocol. The CE is responsible for missing
value prediction in the time series where we design a sensor-network-regularization based matrix
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factorization (SnrMF) method. By incorporating two different regulation models (CSbR and USbR)
in SnrMF, the process of missing value prediction is obviously optimized. We verify our proposed
DTSA framework on top of Hadoop and HBase platforms. The experiment results illustrate that
our proposed DTSA framework is capable of effectively increasing the dependability of raw time
series transforming between CPS and the target database system through an online light-weight
extraction engine and an offline correction engine. Our proposed DTSA framework is feasible to
support a dependable time series analytics for CPS.
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