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EFFICIENT MAXIMUM LIKELIHOOD DECODING:
FROM SPACE-TIME BLOCK CODES TO POLAR CODES
SUMMARY
An algorithmic study of decoding is presented in this thesis. First of all we consider
general optimal decoding problem which is hardly resolved in various communication
systems. In that case, several research directions have been carried-out to jointly design
advanced code construction and decoding methods. It is introduced that methodologies
of code construction for optimal decoding is a reasonable approach. However, there
are a lot of sub-optimal decoder implementations for different communication systems
under specific technological limitations, the same decoding techniques can be used
for different communication systems. As a result of that, we show a tree search based
decoder for multiple input multiple output systems that can be used for channel coding.
We propose first code based maximum-likelihood decoding for multiple input multiple
output system with well-known space time block codes. In this way, algorithmic
studies to design low complexity and low decoding latency algorithms are proposed
by the use of decomposed matrix structure and dimensionality reduction techniques
for Bell-Labs Layered Space-Time system and the golden code, respectively. Then,
a code based maximum-likelihood tree decoding approach is provided for channel
coding schemes such as polar and Reed-Muller codes. In this way, an algorithmic study
with the binary search tree for low decoding latency is provided in order to decode
short polar and Reed-Muller codes with the exact maximum-likelihood decoding
performance.
Then, we provide the tree folding technique for efficiently decoding of Kronecker
product-based codes not only for maximum-likelihood decoding but also successive
cancellation decoding. In this way, we exploit the highly regular fractal structure
of the n-fold Kronecker product of the kernel F to fold and construct a non-binary
decoding tree structure. Firstly, we show that the previously proposed binary tree
maximum-likelihood decoding can be re-designed as efficient non-binary tree for polar
codes by the help of folding operation. Hence, longer codes can be achievable under
the exact maximum-likelihood decoding for code lengths of up to 256. Secondly, the
conventional successive cancellation decoder architecture can be re-designed by the
proposed folding operation. Hence, decoding latency is significantly reduced by the
multiple folded successive cancellation decoder. In this way, longer polar codes can
be achievable in more practical implementations with significantly reduced decoding
latency.
From a global perspective, our result pursues the trend of designing codes for specific
decoding architecture constraints. We have proposed an efficient tree search allowing
for multiple jumps to increase the speed of the folded tree maximum-likelihood
decoder of polar codes. Then, we show an example of a polar-like code for which
the folded search tree search most likely has multiple jumps. We show that the exact
xix
maximum-likelihood decodable polar-like codes can be maximum-likelihood decoded
for a code length up to 512. The proposed codes under maximum-likelihood decoding
outperforms the standard polar code under the successive cancellation decoding.
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UZAY-ZAMAN BLOK KODLARDAN KUTUPSAL KODLARA
VERI˙MLI˙ EN BÜYÜK OLABI˙LI˙RLI˙KLI˙ KODÇÖZME
ÖZET
Disiplinler arası bir aras¸tırma alanı olan kodlama kuramı bas¸ta bilgi kuramı ve
haberles¸me mühendislig˘i olmak üzere matematik ve bilgisayar bilimleri gibi çes¸itli
disiplinlerce çalıs¸ılmaktadır. Kodlama, güvenilir bir bas¸arımla veri aktarımını
gerçekles¸tiren etkin ve sistematik metotların tasarlanmasının amaçlandıg˘ı bir aras¸tırma
konusudur. Bilgi kuramının önde gelen uygulama alanlarından olan kodlama
kuramı iki önemli bas¸lık altında incelenebilir. Kaynak kodlama ve kanal kodlama
olarak adlandırılan bu iki bas¸lık, güncel olarak yog˘un bir s¸ekilde çalıs¸ılan önemli
aras¸tırma konuları olmus¸tur. Bunlardan bizim ilgilendig˘imiz kanal kodlama bas¸ka bir
ifadeyle hata düzeltme kodlaması kısaca; bir mesajın gürültülü iletis¸im kanalından
daha az hata ile iletimini sag˘layan yöntemlerin tasarlanması ve bu yöntemlerin
basitçe gerçeklenmesi üzerine odaklanır. Kodlama kuramı ile ilgili kabul edilen en
önemli teoremlerden biri kanal kapasitesinin tanımı ile verilmis¸tir. Öyle ki, basit
bir haberles¸me sisteminde vericiden gönderilen ve gürültülü bir kanal üzerinden
alıcı birime ulas¸an bilginin iletimi için güvenilir bir s¸ekilde ulas¸ılabilecek olan
iletim hızı kanal kapasitesi ile sınırlıdır. Bu sınır as¸ıldıg˘ında gerçekles¸en iletimin
güvenirlilig˘inden söz edilemez. I˙letis¸im ihtiyacının dog˘ası gereg˘i, gürültülü iletis¸im
kanalından olabildig˘ince güvenilir ve hızlı, bas¸ka bir deyis¸le kanal kapasitesine
eris¸ebilen, kodlama yöntemlerinin varlıg˘ı gösterilmis¸ olsa da bu kodların tasarlanması
önemli bir problem olarak yog˘un bir s¸ekilde aras¸tırılmıs¸tır. Oldukça güncel olarak
tanıtılan kutupsal kodlar Shannon kanal kapasitesine ulas¸tıg˘ı ispatlanan ilk kodlama
sınıfını tanımlamaktadır. Bu nedenle, kutupsal kodlar ile bu problem çözülmüs¸
ve bas¸ta bilgi kuramında olmak üzere oldukça önemli bir gelis¸me olarak kabul
edilmis¸tir. Kutupsal kodlar ile ulas¸ılan bu gelis¸me beraberinde çözülmeyi bekleyen
birkaç farklı problemi de ortaya çıkartmıs¸tır. Bu tez kapsamında kodçözme amaçlı
bir algoritma çalıs¸ması sunulmaktadır. I˙lk olarak genel bir yaklas¸ımla optimum
kodçözme problemi çes¸itli haberles¸me sistemleri için irdelenmis¸ olup problem
çözümünün zorlug˘u tartıs¸ılmıs¸tır. Görülmüs¸tür ki bu konuda yürütülmüs¸ olan farklı
aras¸tırmalar üstün kodlara ilis¸kin tasarim yöntemlerinin belirli kodçözme teknikleri
altında gelis¸tirilmesine dayanmaktadır. Bu dog˘rultuda verimli bir optimum kodçözme
yöntemi için kod tasarımı çalıs¸maları etkin bir yaklas¸ım olarak kabul edilebilir.
Literatürde farklı haberles¸me sistemleri için önerilmis¸ olan pek çok optimum olmayan
kodçözücü belirli teknolojik kısıtlar altında tasarlanmıs¸ olsa da aynı kodçözme yöntemi
farklı haberles¸me sistemleriyle kullanılabilmektedir. Bu dog˘rultuda ilk olarak arama
ag˘acı teknig˘ine dayanan çoklu antenli sistemler için önerilmis¸ bir koçözücünün kanal
kodlama için de kullanılabileceg˘ini gösterebiliyoruz.
I˙lk olarak iyi bilinen uzay zaman blok kodlarına sahip çoklu antenli sistemler
için kodlama merkezli en iyi olabilirlikli kodçözme yöntemleri öneriyoruz. Bu
amaçla çalıs¸manın ilk kısmında düs¸ük karmas¸ıklıg˘a ve düs¸ük kodçözme gecikmelerine
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sahip kodçözme algoritmaları ele alıyoruz. Bu algoritmalar BLAST sistemler
için ayrıs¸tırılmıs¸ matris yapısı teknig˘ine, Golden kod için ise boyutsal indirgeme
tekniklerine dayanan en büyük olabilirlikli kodçözme yöntemleridir.
Burada, ayrıs¸tırılmıs¸ matris yapısı teknig˘i küresel kodçözme yönteminde kullanılan
üst üçgen matrisinin karakteristik özelliklerinin kullanımına dayanmaktadır ve
kodçözme karmas¸ıklıg˘ını is¸lem sayısı cinsinden azaltır. Bir dig˘er taraftan boyutsal
indirgeme teknikleriyse küresel kodçözme algoritmasındaki arama ag˘acının kodun
karakteristig˘ine bag˘lı olarak kısaltılmasını ve böylece kodçözme gecikmesinin
azaltılmasını amaçlar.
Ayrıca, yürüttüg˘ümüz çalıs¸ma sonucunda kodlama merkezli en büyük olabilirlikli
kodçözme yaklas¸ımı Reed-Muller ve kutupsal kodlar gibi kanal kodlama teknikleri
için sag˘lanmıs¸tır. Bu dog˘rultuda ikili arama ag˘acına yönelik algoritma çalıs¸malarımız
sonucunda kısa kutupsal ve Reed-Muller kodların optimum bas¸arımlı kodçözücüleri
gelis¸tirilmis¸tir.
Kanal kodlamada optimum bas¸arımlı kodçözmeyi daha uzun kodlar için de gerçek-
lenabilir yapabilmek amacıyla arama ag˘acını katlama yöntemini verimli kodçözme
amacıyla öneriyoruz. Bu amaçla, Kronecker tabanlı kodlarda kullanılan F⊗n matrisinin
oldukça kurallı olan fraktal yapısı kullanılarak ikili arama ag˘acının katlanmıs¸ ikili
olmayan daha kısa bir arama ag˘acına dönüs¸türülebildig˘ini gösterebiliyoruz. Bu özellik
yardımıyla en büyük olabilirlikli kodçözmeyi daha verimli bir s¸ekilde gerçekleyip daha
uzun kodlar için kullanılabileceg˘ini gösteriyoruz. Böylece blok uzunlug˘u 256’ya kadar
olan kodların önerdig˘imiz yöntemle çözülebildikleri gösterilebilmis¸tir.
Ayrıca bu dog˘rultuda yaptıg˘ımız çalıs¸malar göstermis¸tir ki verilen bir kutupsal kodun
farklı karmas¸ıklıklara sahip olan alternatif katlanmıs¸ ag˘aç yapılarıyla çözülebilmesi
verimli kodçözücülerin gerçeklenmesinde bir avantaj olus¸turmaktadır.
Bunların yanında ag˘aç arama prosedürünü optimum bas¸arımı kaybetmeksizin
hızlandırmak amacıyla çes¸itli yan teknikler gelis¸tirilmis¸tir. Bunlar kısaca, tablo
indirgeme, çoklu zıplama, tek adımda kodçözme ile adlandırılmıs¸tır.
Kodçözme yönteminin dinamik davranis¸ini aras¸tırmak amacıyla yaptıg˘ımız deneyler
sonucunda, önerdig˘imiz kod çözücünün beklenen karmas¸ıklıg˘ının önemli bir bas¸arim
kaybı olmaksızın sınırlanabileceg˘i gösterilmis¸tir. Bunun sonucunda önerilen yöntemin
pratik uygulamalar için gerçeklenebilir oldug˘u deg˘erlendirilmis¸tir.
Ayrıca tanıttıg˘ımız arama ag˘acı katlama teknig˘i kullanılarak kutupsal kodlar için
konvansiyonel kodçözücü olan optimum altı bas¸arıma sahip ardıs¸ıl yinelemeli
koçözücünün kod çözme gecikmesi önemli oranda düs¸ürülebilmis¸tir. Bu dog˘rultuda,
standard ikili kutupsal kodların ikili olmayan katlanmıs¸ ardıs¸ıl yinelemeli kodçözücü
ile çözülebildig˘i gösterilmis¸tir.
Önerdig˘imiz optimum bas¸arımlı katlamalı ag˘aç kodçözücüyü hızlandırmak amacıyla
arama ag˘acı üzerinde seviyeler arasında çoklu zıplamalara dayanan bir teknik
önerilmis¸tir. Kutupsal kodların tasarımında önerdig˘imiz bu yöntemden daha
fazla faydalanabilmek amacıyla kod tasarımı üzerinde arama ag˘acını daha hızlı
çözülebilecek s¸ekilde olus¸turmamıza olanak sag˘lıyacak kısıtlar tanımlanabilmis¸tir. Bu
yöntem ile önerdig˘imiz kodçözücü kullanılarak ulas¸ılamayacak olan 512 uzunuklu
kutupsal kod benzeri kodların tasarlanabileceg˘i gösterilmis¸tir. Önerilen kodların
xxii
optimum kodçözme altındaki hata bas¸arımı standard bilinen kutupsal kodların ardıs¸ıl
yinelemeli kodçözücü altındaki hata bas¸arımından daha iyi olabileceg˘i gösterilmis¸tir.
Sonuç olarak, optimum bas¸arıma sahip en büyük olabilirlikli kodçözmenin kutupsal
kodlar için verimli bir s¸ekilde gerçeklenebileceg˘i gösterilebilmis¸tir. Bunun yaninda,
gelis¸tirdig˘imiz hızlı yöntemler kullanılarak kutupsal kodların bilinen kodçözücüsü
olan ardıs¸ıl yinelemeli kodçözücünün gecikmesi önemli miktarda düs¸ürülebilmis¸tir.
Bunlara ek olarak, hızlı çözülebilen kutupsal kod tasarımına benzer bir tasarım kriteri
tanıtılmıs¸tır.
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1. INTRODUCTION
An algorithmic study of decoding is presented in this thesis. In the following sections
of this introduction, an overview of the research problem is introduced, the aims of the
study are provided, a basic concept of the maximum-likelihood decoding is composed.
Following this, a description of the decoding problem is provided. Then, the structure
of the thesis is outlined. Finally, a review of the literature is provided.
1.1 Overview of the Problem
The study of advanced coding schemes that are efficiently decodable is an ongoing
problem of researches in the field of coding theory and its applications. This problem
has a practical importance, as an understanding of the limitation of coding techniques
under a feasible decoding set-up.
Shannon’s classical problem on communication concerns the determination of a
transmitted message with high probability by the receiver under the noisy channel
condition. First of all, the noisy channel coding theorem in [1] shows the existence
of a class of capacity-achieving codes without any explicit code construction. There
are various directions of the research in coding theory that are carried-out to achieve
reliable transmission by the use of an explicit low complexity encoder and low
complexity decoder schemes with a small latency. However, there has been no explicit
code construction until the polar coding was recently introduced by Arıkan in his
celebrated paper [2]. Polar codes are since known as the first provable class of
capacity-achieving codes under a low complexity and sub-optimal decoding.
It is interesting to note that polar codes provably achieve capacity, as the length
grows to infinity, even though its conventional decoder, successive cancellation, is
sub-optimal (i.e., not a maximum likelihood) decoder. At finite code lengths, the good
error correction capability becomes significant only for relatively long polar codes,
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where the implementation of successive cancellation decoding can become challenging
due to complexity and latency.
To overcome these limitations of polar coding, two different research directions have
been undertaken. The first direction focuses on the implementations of successive
cancellation decoding with a reduced complexity to extend the code length without
major impact on performance. In the second direction, higher complexity decoders
have been proposed to improve the error performance to use relatively shorter polar
codes. For example, the sub-optimal performance of the successive cancellation
decoding was improved by the list decoder, the belief propagation and the stack
algorithms. In this direction, the optimal exact maximum-likelihood decoding is
accepted as an interesting but difficult way to solve this problem. It is known that
the Viterbi algorithm based maximum-likelihood decoding has been studied for only
very short polar codes with the code lengths up to 64 due to the required high decoding
complexity. It is accepted that the exact maximum-likelihood decoding is not a feasible
way to solve this problem for codes with long and also moderate block lengths.
1.1.1 Aims of the Study
This study aims broadly to design decoding algorithms having the performance of
maximum-likelihood decoding. By using a tree search, the exact maximum-likelihood
decoders are proposed for various communication channels such as multi-path fading
channels for space-time code of multiple antenna systems and binary additive white
Gaussian channels, and binary erasure channels, for error correction in channel coding
(i.e. forward error correction) systems.
The study aims to propose fast techniques (such as dimensionality reduction, and the
folding operation) on tree search to speed up the considered maximum-likelihood
decoders. In this direction, the exact maximum-likelihood decoding is seen to be
achievable for tight limitations such as lower worst-case complexity or longer code
lengths.
The study aims to re-design the successive cancellation decoder to significantly reduce
the decoding latency by the use of proposed multiple folding operation of polar codes
that is based on the fractal property of the Kronecker based codes. In this purpose,
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longer polar codes under re-designed successive cancellation can be achievable in
practical implementations.
In some experiments, a complexity analysis are carried out which will provide an
understanding of the considered maximum-likelihood decoder behavior under different
scenarios. Then, investigations of near-maximum-likelihood decoders under a limited
complexity is provided using the experimental results.
The study aims to evaluate the fast decodable code constructions that are able to
achieve longer code lengths for considered maximum-likelihood decoders. In these
cases, known codes with the considered code lengths can not be decoded by the same
decoders.
Finally, the study aims to discuss new directions on decoding for a specific application
such as a scenario with high rate codes for high signal to noise ratios.
1.1.2 Maximum-likelihood Decoding Concept
To consider the conventional decoding concept, the first assumption is that as the
receiver knows the signal space Γ of all possible codewords that can be transmitted
(i.e. the information of encoding scheme is known by the receiver side). In this way,
an estimation process as a decoding rule is applied by a decoder in the receiver side
that can maximize of the probability of detection for each transmitted message. For this
purpose, the maximum-likelihood decoding rule can be represented as the following
maximization problem.
argmax
x∈Γ
p(y|x) , (1.1)
where x denotes a possible codeword that can be transmitted by the transmitter
side, and y denotes a noisy observation from the transmission channel. To find the
maximum-likelihood solution, a heuristic approach would be the exhaustive search for
all possible codewords that is not a feasible way for long codes due to extremely big
search space. In this purpose, efficient search strategies are required to design the
maximum-likelihood decoders with an acceptable complexity and decoding latencies.
Here, the exact maximum-likelihood estimation is accepted as an optimal decoding
rule under the additive white Gaussian channel. The maximum-likelihood estimation
minimizes the average probability of symbol error. The problem is that we need
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an efficient way to realize exact maximum-likelihood decoding to enable advanced
coding schemes under the optimal decoder. It is mentioned in [3] that the efficient
maximum-likelihood decoder has not been known yet.
1.2 Structure of the Thesis
After a review section of this introduction chapter, the body of the thesis consists of
algorithms chapters (chapters 2-3), results in chapter 4, a code construction method
in chapter 5, and conclusions in chapter 6. Chapters 2-3 contain algorithmic studies
on code based decoder, as well as studies of efficient techniques which lead to
dimensionality reduction, and folding operation, and a study on the conventional
successive cancellation decoding. Chapter 4 contains experimental results of
complexity analysis. Chapter 5 contains a code construction method for fast decodable
polar-like codes. Finally, conclusions in chapter 6 summarizes discussions and
comments on new directions.
1.3 A Review of the Literature
We consider decoders from the space-time block codes for multiple-input
multiple-output systems under fading channel to error correction codes for channel
coding such as Reed-Muller and polar codes for binary additive white Gaussian and
also binary erasure channel models. In the following sub-sections different research
directions of decoding and carried-out studies are reviewed. Then, we discuss codes
under specific decoders for different communication scenarios.
1.3.1 Research Directions on Decoding Problem
Motivations on efficient decoding schemes: Efficient decoding schemes for that fast
decodable codes are one of the main problems in the coding theory and its applications.
The complexity of encoding scheme is considered in this purpose. The decoding
complexity requires more strict limitation in most cases. Actually, in real-time
communications, decoding process (and also encoding process) need to be completed
in the time interval of a transmitted code-block of symbols. Especially for high speed
data transmission, the decoding latency will be a critical limitation. On the other
hand, decoding complexity in terms of memory and space requirements for number
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of calculations are other critical design parameter. Fortunately, industrial predictions
that are based on a well-known observation naming Moore’s law show that transistor
densities and counts in microprocessors double approximately every two or three years.
Then it can be accepted that the latency is more critical issue than the space complexity
issues.
In the related literature of telecommunication, there is a large number of studies on
codes and their decoding complexities. Some of them focused on generating good
codes with high performance under relatively high complexity decoders. Also there
are some codes having acceptable performance under a significantly low complexity
decoders. Here, we describe two approaches in the state of the art (current) research
directions.
Multiple Antenna Systems under Specific Decoders: Multiple antenna technique with
space-time coding is accepted as a promising way to increase the throughput for
multi-path fading channels in wireless communications that this channel condition
dramatically reduce the system performance in terms of error rates. First, in [4], a
prototype system with the name Bell Laboratories Layered Space-Time system was
proposed as the first application of the multiple antenna technique. In [5], it was
shown that the capacity can be linearly increased by the use of multiple antennas
in a receiver and a transmitter units of the system. As a sub-optimal decoding,
nulling and cancellation decoding with optimal ordering strategy has been used for
the prototype system in [4]. Here, the error propagation of decoder is the major
reason of the sub-optimal performance. As an important milestone for two transmit
antennas and one receive antenna, Alamouti scheme with linear complexity optimal
maximum-likelihood decoder was proposed in [6]. Then, the orthogonal designs
were introduced in [7] with a linear complexity decoding advantage, Alamouti code
as a special case. Also an information theoretic approach was considered in [8] for
space-time coding called as linear dispersive space-time codes under the fast tree
search based sphere decoder algorithm which is the optimal maximum-likelihood
decoder. In [9], the golden code was proposed that it is known as the best code for
two transmit and two receive antennas. The golden code can be decoded by sphere
decoding based optimal maximum-likelihood decoder. For this reason, the golden code
is recommended as a space-time block code for mobile WiMAX (IEEE 802.16e-2005)
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standard, whereas this is not a mandatory recommendation due to high decoding
complexity. Then alternatively, almost the same performance is achieved in [10].
Proposed space-time code is full-rate and full diversity for two receive and two transmit
antennas and it can be decoded by the code based optimal maximum-likelihood
decoding with reduced decoder complexity in the worst case.
Channel Coding Systems under Specific Decoders: To achieve a required error
correction capability we need to consider channel coding methods under specific
decoders. At first, the noisy channel coding theorem shows that the existence of the
capacity-achieving codes without any explicit pair of code construction method and
a corresponding decoding scheme. In this way, there are various techniques that are
intensively studied to achieve acceptable error performances for a given finite code
lengths in the literature such as Reed-Muller codes, low density parity check codes,
turbo codes for various advanced coded modulation methods. At the decoder side,
proposed coding techniques are strongly correlated to the technological limitations for
a given specific time period in the literature. Thanks to their specific advantages for
particular scenarios in telecommunication, these techniques are accepted for several
standardizations and some custom communication purposes.
Recently, the channel polarization phenomenon introduced in [2] makes the polar
codes the first provable capacity-achieving coding scheme under a low complexity
successive cancellation decoding method, which exhibits a quasi-linear complexity
in terms of the code length. It is interesting to note that the polar codes achieve
capacity, as the length grows to infinity, even though successive cancellation decoding
is a sub-optimal decoder, (i.e., not maximum likelihood). At finite lengths, the good
error correction capability becomes significant only for relatively long polar codes
where the implementation of successive cancellation decoder can become challenging
due to complexity and latency. On the other hand, industrial predictions that are based
on a well-known observation naming Moore’s law show that transistor densities and
counts in microprocessors double approximately every two or three years. Then it can
be accepted that the latency is more critical issue than the space complexity issues.
To overcome these limitations of polar coding, two different research directions have
been undertaken. The first direction focuses on successive cancellation decoder
implementations with a reduced complexity to extend the code length without
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major impact on performance. In [11, 13] specific methods to speed up successive
cancellation decoding in hardware have been proposed. In [11], a specific scheduling
in the butterfly structure of successive cancellation decoder was presented to reduce
complexity by the use of resource sharing. A semi-parallel decoder was proposed
in [12] as a simple architecture for resource sharing with a small increase in latency.
In [13], a decoding schedule of pre-computation look-ahead technique was introduced
to reduce the latency of successive cancellation decoder by half.
In the second direction of research, higher complexity decoders have been proposed
to improve the error performance of relatively shorter polar codes. For example, the
sub-optimal performance of the successive cancellation decoder was improved by the
list decoder in [14], the belief propagation in [15], [17] and the stack algorithms in
[18]. Moreover, Viterbi algorithm based optimal maximum-likelihood decoder has
been studied in [19] for short polar codes.
1.3.2 Discussion on Polar and Reed-Muller codes
As an observation on the concept of polar coding, it can be accepted that polar codes
are designed for the successive cancellation decoder. On the other hand, the successive
cancellation decoder is also considered as a conventional decoder of polar codes. Even
if the successive cancellation decoding is a sub-optimal decoder, polar coding is the
first provable capacity-achieving coding class with an explicit code construction and
also a low complexity encoder under quasi linear complexity successive cancellation
decoder. Chronologically, polar codes are an outstanding class of codes that is a
member of the Kronecker product based code family. Moreover, Reed-Muller codes
are known as a coding class of the considered family. Also it is reported in [15]
that polar codes and Reed-Muller codes are equivalent to each other with the code
length up to 32, however the code construction rules are not similar. The code
construction rule of Reed-Muller codes is based on the maximization of minimum
distance. Polar codes is based on a construction method to select most reliable input bit
indices to convey information bits. It is interesting to note that polar codes outperform
Reed-Muller codes under the successive cancellation decoder, whereas Reed-Muller
codes perform better than polar codes under the exact maximum-likelihood decoder.
However, it is accepted that the maximum-likelihood decoding is not feasible at
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long and also moderate code lengths. To improve the performance of polar code
at a finite code length, cyclic redundancy check is applied to increase the minimum
distance. Alternatively [20], new codes between polar and Reed-Muller codes have
been studied to improve the finite length performance. On the other hand, we consider
fast maximum-likelihood decodable polar-like codes a promising way by improved
techniques.
1.4 Chapter Summary
This chapter considers general optimal decoding problem has been hard resolved
in various communication systems. In this case, several research directions have
been carried-out to jointly design advanced code construction and decoding methods.
It is introduced that methodologies of code construction for optimal decoding is a
reasonable approach. However, there are a lot of decoder implementations for different
communication systems under a specific technological limitations, the same techniques
of maximum-likelihood decoding can be used for different communication systems.
As a result of that we will show a known decoder for multiple input multiple output
systems can be used for channel coding schemes in the next chapter.
8
2. SPHERE DECODERS WITH THE CODE-BASED TREE STRUCTURES
In the introduction section, the significance of decoding problem was reviewed
from multiple antenna systems to channel coding systems. Then, a fast tree search
strategy was introduced as a potential way of practical maximum-likelihood decoder
implementations in the receiver units. In this chapter, we focus on sphere decoding
techniques that are designed for the code-based search tree structures. In this way, a
sphere decoder with the exact maximum-likelihood performance is firstly introduced.
Then the code-based sphere decoding implementations are provided for well-known
multiple antenna systems. For this purpose in [21], we presented a code based
method for the well-known Bell-Labs Layered Space-Time systems to reduce the
space complexity of the sphere decoding based tree search algorithm. Then, we
introduced dimensionality reduced decoding methods for golden code in [22], [23]
and silver code in [24] to reduce the decoding latency of the tree search based decoding
algorithm. Secondly in this research direction, we consider the decoding problem of
Kronecker product based codes such as Reed-Muller and polar codes for the purpose
of channel coding. We propose the code-based binary sphere decoding algorithm to
achieve the maximum-likelihood decoding performance for short Kronecker product
based codes. We also present a maximum-likelihood code based sphere decoder
which is binary tree search algorithm of short polar and Reed-Muller codes in [25].
Hence, the maximum-likelihood performances are investigated for short polar codes
and Reed-Muller codes with the code length up to 64. Here, the channel is assumed as
the additive white Gaussian noise channel. Then, we generalize the proposed method
to binary erasure channel model at the end of this chapter. Then, we will provide
the folding operation to speed-up the maximum-likelihood decoding algorithm for
polar codes in the next chapter. Moreover, successive cancellation decoding will be
redesigned by the help of folding operation to significantly reduce the decoding latency
in the next chapter.
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2.1 Closest Point Problem for Maximum-likelihood Decoding
The closest point problem is described as the following expression for an equation
system x = uG with a real valued generator matrix G for any discrete valued vector u
and a real valued input vector x which is noisy observation.
uˆ = argu min‖x−uG‖2 (2.1)
Here, rows of G are required to be linearly independent and the number of columns
be greater or at least equal to the number of rows for the system with only a single
solution. For the purpose of communication, the closest point problem is equivalent
to the maximum-likelihood decoding such that uˆ is the optimal solution with the
minimum Euclidean distance between uˆG and a given noisy observation vector x.
To solve the closest point problem, a heuristic approach can easily be noticed that
an exhaustive search for all possible vectors of u is a way to solve this problem.
Unfortunately, this is not a practical way in most cases except for very short u vectors.
As the first sub-optimal solution of the integer least squares problem can be given by
the use of pseudo-inverse of G and a simple slicer which is denoted by [|.|]z to project
of the estimation in real domain to integer space. This solution is known as the Babai
estimation of the integer least square estimation problem.
uˆB =
[|xGT (GGT )−1|]z (2.2)
It can be noticed that this solution is not an optimal. This is the main difficulty
of the integer least squares problem in the literature. Here, the second sub-optimal
solution can be given by a successive Babai estimation of the entries of desired vector.
This method is known as the nulling and canceling with a feed-back strategy and it
was used for decoding of the vertical Bell-Labs Layered Space-Time systems [4] to
find a solution of the problem. In that case, sub-optimality is due to an erroneous
estimation and the propagation of this error into a successive estimations. To reduce
the sub-optimality, optimal ordering is applied for desired entries which is based on
the sort of the strongest to the weakest entries.
To implement an exact maximum-likelihood decoder, there is a fast algorithm
which is based on the Fincke-Pohst method [26], [27] to find the closest point
in a discrete search space. This algorithm is known as the sphere decoding [28]
10
and achieve maximum-likelihood estimation by the help of the fast tree search
strategy under a constraint with monotonically reduced search space without loss
of its optimality. We consider decoding problem of the multiple antenna technique
with space-time block code to provide a high level algorithmic description of the
conventional sphere decoding. Here, we consider the sphere decoding for the purpose
of maximum-likelihood decoding of multiple antenna system with a space-time block
code. In this way, we first provide a system model of the multiple antenna system as
in the following sub-section.
2.1.1 System Model for Multiple Antenna Technique
Multiple input multiple output systems are considered as a basic model that can be
formulated by the following expression.
X =
√
ρ
M
SH+V (2.3)
where ρ is SNR and M is the number of transmit antennas. Briefly, the system
transmits Q independent information symbols that may be modulated m-QAM from
M transmit antennas to N receiver antennas during T symbol periods. The received
noisy observations are entries of the complex-valued matrix X ∈ C T×N in (2.3). The
transmitted m-QAM symbols si for i = 1, . . . ,Q are incorporated in the transmission
matrix S ∈ C T×M. H ∈ CM×N is a matrix of channel coefficients, assumed to have
entries which are complex circularly symmetric Gaussian. H remains constant for at
least T symbol periods and it is perfectly known by the receiver while the transmitter
does not have the channel state information. In (2.3), V ∈ C T×N is the additive white
Gaussian noise with complex entries having real and imaginary parts withN (0,1/2)
distribution. In a codeword there are Q independent m-QAM symbols that are denoted
by sRi + js
I
i for i= 1, · · · ,Q. The superscripts (.)R and (.)I denote the real and imaginary
parts, respectively. The transmission matrix S can be expressed as
S =
Q
∑
i=1
(
sRi Ai+ js
I
i Bi
)
(2.4)
by the use of linear dispersion matrices Ai and Bi, where Ai ∈RT×M, Bi ∈RT×M are
the matrices for sRi , s
I
i respectively, determining the transmissions from M transmit
antennas in T time slots. The maximum-likelihood estimation for the considered
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system model is formulated as
Sˆ = argS∈Γmin
∥∥∥∥X−√ ρM SH
∥∥∥∥2 (2.5)
An equivalent real system expression can be rewritten as
x =
√
ρ
M
H s+v. (2.6)
More explicitly, 
xR1
xI1
...
xRN
xIN

︸ ︷︷ ︸
2NT×1
=H

sR1
sI1
...
sRQ
sIQ

︸ ︷︷ ︸
2Q×1
+

vR1
vI1
...
vRN
vIN

︸ ︷︷ ︸
2NT×1
. (2.7)
Here, xRi and xIi are real-valued vectors with the size of T × 1, and
√
m− PAM
constellation has elements Ω. Moreover, the dispersion matrices Ai’s and Bi’s and
the channel coefficients in H are combined to form the channel–code matrix H. This
way, the real-valued channel–code matrix can be given by the following expression,
H =
√
ρ
M
A1h1 B1h1 · · · AQh1 BQh1... ... . . . ... ...
A1hN B1hN · · · AQhN BQhN

︸ ︷︷ ︸
2NT×2Q
, (2.8)
Aq =
[
ARq −AIq
AIq A
R
q
]
︸ ︷︷ ︸
2T×2M
, Bq =
[−BIq −BRq
BRq −BIq
]
︸ ︷︷ ︸
2T×2M
, hn =
[
hRn
hIn
]
︸︷︷︸
2M×1
. (2.9)
where hn denotes the nth column of the channel coefficient matrix H. One can notice
that entries in the channel-code matrix H only depend on the space-time block code
structure in (2.3) and the instantaneous channel coefficients. In this case, H has entries
that are structured by the code design. We show in the next Section that this structure
can be used to reduce decoding complexity of the sphere decoding.
Now, the maximum-likelihood estimation for the real system model is formulated as
the following expression.
sˆ = args∈Γmin‖x−H s‖2 (2.10)
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More explicitly,
sˆ = args∈Γmin
∥∥∥∥∥∥∥∥∥∥∥

xR1
xI1
...
xRN
xIN
−
√
ρ
M

A1h1 B1h1 · · · AQh1 BQh1
...
... . . .
...
...
A1hN B1hN · · · AQhN BQhN


sR1
sI1
...
sRQ
sIQ

∥∥∥∥∥∥∥∥∥∥∥
2
.
(2.11)
Now, we can consider the sphere decoding technique. For this purpose, we follow the
equivalent real system model to describe a maximum-likelihood decoder.
2.1.2 Sphere Decoding of Space-Time Block Coding
The exact maximum-likelihood estimation is the unique vector that can be obtained by
the use of decision rule in (2.11) for the real system model. Here, it can be noticed
that the optimal solution can be determined by the process of exhaustive search for all
possible candidate vectors s. Unfortunately, it is clear that this heuristic approach is
impractical as a decoding process for extremely huge search space that is exponentially
related to the length of the desired vector s (i.e. set of candidates with m-QAM
modulated Q independent symbols contains mQ candidates). Thus, a fast search
technique is required to implement a maximum-likelihood decoder. Fincke-Pohst
algorithm based decoding technique, namely, sphere decoding is employed as the
conventional.
The sphere decoding is based on a tree search technique under a constraint on a
spherical search space. The decoder assumes that the tree search is performed inside a
sphere with the center at the received noisy observation vector x and a radius d. The
search constraint of the sphere decoding is given by the following expression.
d2 ≥ ‖x−H s‖2 (2.12)
The search constraint is converted in to an equivalent form with an upper triangular
equation system to construct a search tree. For this purpose, QR decomposition of the
matrixH is computed. Accordingly,H =Q
[
R
0
]
and Q=
[
Q1 Q2
]
. The conjugate
transpose of Q is shown by Q∗. Then (2.12) can be rewritten as
d2 ≥
∥∥∥∥[Q∗1Q∗2
]
x−
[
R
0
]
s
∥∥∥∥2 , (2.13)
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or
d2−‖Q∗2x‖2︸ ︷︷ ︸
d2
(2Q)
≥ ‖Q∗1x−Rs‖2. (2.14)
The search constraint with an upper triangular equation system is given by the
following expression.
d2(2Q) ≥ ‖R(sˆ− s)‖2 (2.15)
where sˆ = R−1Q∗1x and d
2
(2Q) = d
2−‖Q∗2x‖2. More explicitely,
d2(2Q) ≥
∥∥∥∥∥∥∥
r1,1 · · · r1,2Q. . . ...
r2Q,2Q

 sˆ1− s1...
sˆ2Q− s2Q

∥∥∥∥∥∥∥
2
. (2.16)
The decision region of the first desired element s2Q can be constrained as the following
expression. ⌈
sˆ2Q−
d(2Q)
r2Q,2Q
⌉
≤ s2Q ≤
⌊
sˆ2Q+
d(2Q)
r2Q,2Q
⌋
. (2.17)
Iteratively for every desired element sk, decision regions for k = 2Q− 1, · · · ,1can be
written as ⌈
yk+1−
d(k)
rk,k
⌉
≤ sk ≤
⌊
yk+1+
d(k)
rk,k
⌋
(2.18)
The constraints for sk are functions of previously selected candidate symbols
s2Q, . . . ,sk+1, given as
yk+1 = sˆk +
2Q
∑
j=k+1
rk, j
rk,k
(sˆ j− s j), (2.19)
d2(k) = d
2
(k+1)− r2k+1,k+1
(
sˆk+1− sk+1+
2Q
∑
j=k+2
rk+1, j
rk+1,k+1
(sˆ j− s j)
)2
. (2.20)
As an algorithmic description, the sphere decoder is a tree search decoding with the
depth first search strategy. During the decoding process, a preassigned radius limits the
tree search and it is successively reduced every time a closer codeword to the received
vector is found when reaching a leaf of the tree. By this way, the solution of the
maximum-likelihood decoding can be found efficiently under the sphere constraint
with a limited radius on the search tree.
A brief description of the sphere decoder can be given by the flowchart of the algorithm
in Fig.2.1. In this way, algorithm starts at level 1 with the initial radius. Here, initial
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Fig 1. A basic flowchart of the sphere decoder algorithm for polar codes with the 
code length N. Partial cumulative metric is denoted by PCM, The radius is r. 
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Figure 2.1: Algorithmic flowchart of the sphere decoding.
value of th radius can be a cepted as infinity. Then, the sphere decoding algorithm
generates and stores a table in (1) with Euclidean metrics in the first step that are
between noisy observation and all possible modulated candidate symbols with the
sorted order for each transmitted symbol. In the next block (2) the search process
starts on a tree with the length of the code length. At each level, algorithm selects
a valid symbol candidate from the table that is suitable for the code in (3). If this
process is completed with a valid candidate at that level, then the sphere constraint is
applied that the algorithm checks the partial cumulative metric (PCM) is smaller than
the radius or not (4).
If the constraint is satisfied, then the algorithm moves to down level for the next symbol
selection (6). An intermediate solution is found when the algorithm reaches to the
end of the tree. In this case the reached candidate codeword is stored and the radius
is updated to the new cumulative metric (7). Then the algorithm continues to the
upper level under a strict sphere constraint (8). When the actual cumulative metric
is greater than the radius, the sphere constraint is not satisfied in this case. Then
the algorithm moves to the upper level to select another candidate from the table.
In this case, if there is not a valid candidate for that level, the algorithm moves one
more upper level to select the new one candidate. The algorithm is terminated when
it decides to move upper level at the first level of the tree (9). By these ways, the
exact maximum-likelihood decoding is still guaranteed and the decoding complexity
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is reduced. In a practical application of the decoder, initial radius selection with a
state machine under a control system can be used for an efficient implementation. The
control system starts with a small initial radius and the decoder checks inside of the
sphere with the radius for any codeword. If there is not any codeword for a given
radius, the control system increases the radius until the solution found by the search
process. There are two bottlenecks for the concept of sphere decoder implementation
as decoding complexities in terms of the space complexity and decoding latency. In
the previous chapter, we introduced that it is accepted that decoding latency is more
critical issue than the space complexity of decoder implementation.
2.2 Code-based Sphere Decoding for Multiple Antenna Systems
Recently, general trend of telecommunication reveals that the demand for high rate of
wireless transmission increases with a fast pace. Therefore, the main purpose of the
multiple antenna technique is a reliable communication on multi-path wireless channel
that could be very ill-conditioned for transmission at high data-rates. In this way, it is
accepted that the decoding complexity in terms of decoding latency and also space
complexity are crucial limitations for multiple-input multiple-output systems at the
high-rate transmission. Specifically, in a real-time communication, decoding latency
is strictly limited by the corresponding transmission rate, that means the decoding
process of a transmitted data block must be completed in a time interval of transmission
before the next data block to avoid data loss in the receiver unit. On the other hand,
the decoder scheme is required to be simple due to strictly limited energy consumption
in the receiver unit which is related to the space complexity. Thus, development of
efficient decoding algorithms under these constraints for multiple antenna systems
becomes an important research direction for modern communication systems. Sphere
decoding as a fast tree search strategy can be considered to solve this problem.
Moreover, the conventional algorithm of sphere decoder can be modified for a given
coding structure. In the previous section, it was noticed that the channel-code matrix
H only depend on the space-time block code structure in (2.3) and the instantaneous
channel coefficients. In this case,H has entries that are structured by the code design
and controlled by the channel coefficients. As a result of that we can consider the
code-based sphere decoder which is designed for a given block code.
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Here, we consider well-known multiple-input multiple output systems under the exact
maximum-likelihood decoding. For this purpose, we first introduce a decomposed
matrix structure technique for Bell-Labs Layered Space-Time (BLAST) system to
design low space complexity maximum-likelihood decoder. This result was presented
in [21]. Secondly, we propose a space-time block code based sphere decoding
algorithms for golden and also silver codes to reduce decoding latency. These results
were presented in [22], [23] for golden code, in [24] for silver code.
2.2.1 Decomposed Matrix Structure Technique
First, we provide sufficient conditions for the fixed zero entries in the upper triangular
matrix R in Appendix A.1. Let us consider a basic case of the code-based structures
on the sphere decoder. As a toe example; any multiple antenna system with M ≤
N transmits independently Q = M modulated symbols during T = 1 symbol period.
This transmission scenario is known as Bell-Labs Layered Space-Time architecture [4]
which is the well-known prototype of multiple antenna system. In this case, dispersion
matrices can be described as Ai with all ’0’ entries except only one ’1’ entries with
the position (i)th and Ai = Bi for all i = 1, . . . ,Q. It can be noticed that the upper
triangular matrix always has r2k−1,2 j = 0 for k, j = 1, . . . ,Q. For example; for M = 4
the Bell-Labs Layered Space-Time system has upper triangular matrix as,
R =

r1 0 r8 −r5 r13 −r11 r16 −r15
r1 r5 r8 r11 r13 r15 r16
r2 0 r9 −r6 r14 −r12
r2 r6 r9 r12 r14
r3 0 r10 −r7
r3 r7 r10
r4 0
r4

. (2.21)
It can be noticed that there are some dependencies of the non-zero entries of the upper
triangular matrix. Properties of the matrix structure can also be exploited in sphere
decoding in order to reduce complexity of the metric computations for each branches.
For this case, a significant saving in the computational complexity can be obtained.
Consequently, the upper triangular matrix is determined by the channel coefficients and
the transmission matrix. Fortunately, zero entries and the structure of the matrix only
depend on the transmission matrix of the system. In this technique, an important point
is that the ratio of computational reduction is related by the number and position of
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zero entries so is the structure of the decomposed matrix. Computational complexity is
reduced by nearly 1/8 for Bell-Labs Layered Space-Time architecture by the proposed
technique. There are potentially many ways to use this technique for efficient decoding.
Bell-Labs Layered Space-Time is only one of them. If such codes with more zeros and
suitable structures on their upper triangular matrix R can be designed, the efficient
decoding can also be guaranteed for them. There are detailed description of the
considered decomposed matrix structure technique that can be found in [21].
Now we investigate the matrix structure of R in the next sub-section for not only
computational complexity reduction but also for improving the tree search process to
reduce the decoding latency that is very critical for the multiple input multiple output
communication systems.
2.2.2 Dimensionality Reduction Technique
The golden code is known as the best 2 × 2 block code that is full-rate and
fully diverse. Moreover, its maximum-likelihood performance is better than other
known 2 × 2 space-time block codes for any m-QAM constellation. However,
decoding complexity is the major issue for the use of the golden code in upcoming
wireless standards. In previous studies, it was shown that sphere decoding based
the fastest maximum-likelihood decoder requires O(m2.5) complexity for the golden
code in the worst-case for m-QAM signaling [44]. This is still high for a
mandatory recommendation of the golden code in wireless standards. In this
direction, we introduce complexity reduced fast decoders for the golden code with
O(m2) and O(m1.5) complexities. The proposed idea is parallelization of the
dimensionality reduction in the search tree of sphere decoding. This way, the proposed
method performs as the exact maximum-likelihood decoding for QPSK modulation.
Additionally, performance loss of the first order parallel dimensionality reduction does
not exceed 0.3 dB at 10−5 bit-error-rate for 16-QAM and 0.4 dB at 10−5 bit-error-rate
for 64-QAM. Simulation results show that expected decoding speed of the second order
dimensionality reduction is increased by 36 times for 64-QAM.
As the one of well-known space-time block codes, the golden code has full-rate and
full diversity properties. Moreover, this code performs better in symbol-error-rate than
any other known space-time block code for 2 transmit antennas [9]. For this reason, the
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golden code is recommended as a space-time block code for mobile WiMAX (IEEE
802.16e-2005) standard, whereas this is not a mandatory recommendation due to high
decoding complexity.
A codeword of the golden code has 4 symbols that are independently transmitted
from 2 transmit antennas during 2 consecutive symbol periods. For a given signal set
with constellation cardinality m, the exhaustive search algorithm has m4 complexity
to obtain maximum-likelihood detection. This is hard to implement in practice for
present wireless technologies. The conventional sphere decoding algorithm is a
well-studied fast tree search algorithm to find the shortest vector in a lattice [28]–
[33]. Unfortunately, it is shown that conventional sphere decoder requires exponential
worst-case complexity for the golden code [34], [35], [10], [36].
Due to the superior performance of golden code, its suboptimal decoders with reduced
complexity have been extensively studied in [37]- [46]. The first study on the fast
decodability of golden code was introduced in [37] and subsequently published in
[38]. An efficient method with a loss of 3 dB due to algebraic reduction for the
golden code has been reported in [39]. As an another sophisticated work in [43],
diophantine approximation based fast decoding method is shown to have a loss of 2
dB with respect to optimal decoding. The multiple beamforming is proposed for the
golden code to obtain a significant complexity reduction in [41, 42]. More recently,
there exist two major discussions for efficient ways of golden code decoding in [45],
and [46]. In this way, the conditional decoding strategy is introduced in [45] to achieve
maximum-likelihood performance with high probability by the conditional choice of
two channel states. This requires exact m2 (not in only worst-case) complexity. In [46],
it was shown that full-diversity is achieved for the golden code by the conditional
decoding strategy in [46].
For the optimal performance, the golden code based efficient maximum-likelihood
estimation was firstly introduced by the sphere decoding strategy with the worst-case
complexity order of m2.5 in the case of m-QAM constellations with the cardinality
m = 4n [44]. Its complexity is reduced by the help of a slicer for the last entry
in the code-based sphere decoding. This is the lowest decoding complexity for the
maximum-likelihood estimation of the golden code for any constellation, yet, it is
inefficient to be implemented in practice. Recently, we have been studying code based
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efficient decoding algorithms [21]- [25]. In this study, we focus on fast decoding
techniques with the worst-case complexity order no more than m2. This is achieved
by complexity reduced parallel decoders with the worst-case complexity orders of
m2 and m1.5. This way, decoding latency is significantly reduced and complexity
reductions are obtained by way of dimensionality reductions. Additionally, associated
performances are improved by the use of parallel strategy on the dimensionality
reduced decoders without any additional complexity in the worst-case. We introduce
parallel first and second order dimensionality reduced decoders for the golden code.
A complexity order of m2 with acceptable performance loss is obtained for a wide
range of signal-to-noise ratio for 16-QAM and 64-QAM signaling. Moreover, it can
be shown that the proposed methods have maximum-likelihood performance for QPSK
modulation. Let us consider the basic multiple input multiple output system model that
is formulated for M = 2 which is the number of transmit antennas. The golden code
transmits Q= 4 independent m-QAM symbols from M = 2 transmit antennas to N = 2
receive antennas during T = 2 symbol periods.
The received noisy signal is shown by the complex-valued matrix X ∈ C T×N . The
transmitted m-QAM symbols s1, s2, s3 and s4 are incorporated in the golden code
matrix S ∈ C T×M. The golden code matrix is expressed by the following equation
in [9],
S =
1√
5
[
α (s1+ s2θ) α (s3+ s4θ)
iα
(
s3+ s4θ
)
α
(
s1+ s2θ
)] , (2.22)
where θ = 1+
√
5
2 , θ =
1−√5
2 , α = 1+ i− iθ , α = 1+ i− iθ .
The closest point search problem in a lattice is equivalent to the case of ML decoding
for space-time block codes [30]. The complexity of the general closest point problem is
known to be NP-hard. It turns out that sphere decoding algorithm is one of the efficient
ways to achieve ML performance for space-time block codes. In this section, we first
summarize conventional sphere decoding for the golden code. Then, the code based
efficient variations of sphere decoding are considered. The fast decodable space-time
block codes are introduced in [33] as a class of space-time block codes with reducible
worst-case decoding complexity of the ML decoder.
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Here, one can notice that the channel-code matrix is square for the golden code and Q
and R are also square matrices. The sphere condition is reformulated as d2 ≥ ‖R(sˆ−
s)‖2 where sˆ = R−1Q∗x [32]. More explicitely, 1
This idea is based on fixed zero entries that do not depend on channel coefficients in
the upper triangular matrix R.
R =

r1,1 0 r1,3 0 r1,5 r1,6 r1,7 r1,8
r2,2 0 r2,4 r2,5 r2,6 r2,7 r2,8
r3,3 0 r3,5 r3,6 r3,7 r3,8
r4,4 r4,5 r4,6 r4,7 r4,8
r5,5 0 r5,7 0
r6,6 0 r6,8
r7,7 0
r8,8

(2.24)
Then, it is shown in [44] that the golden code is a fast decodable space-time block code.
The upper triangular matrix can be given for the golden code with real valued entries
(further derivations are given in the Appendix A.1). The fixed zero entries in R gives
8 canceled terms in the sphere constraint (2.23) for the golden code. One can notice
that in (2.23), there are parts (P2) and (P4) that do not depend on sI3 and s
I
4 entries.
Moreover, there are (P1) and (P3) do not depend on sR3 and s
R
4 entries. Hence, the search
tree with 8 levels for the golden code can be split into two semi-dependent search trees
with 6 levels. The worst case decoding complexity is m2× 2m0.5 = O(m2.5) for the
squared m-QAM constellation. The graph representation can be seen in Fig.2.2.
The pseudocode is given in the following paragraph.
1The sphere constraint for the golden code:
d2 ≥ (r8,8(sˆI4− sI4))2︸ ︷︷ ︸
(P1)
+
(
r7,7(sˆR4 − sR4 )
)2︸ ︷︷ ︸
(P2)
+
(
r6,6(sˆI3− sI3)+ r6,8(sˆI4− sI4)
)2︸ ︷︷ ︸
(P3)
+
(
r5,5(sˆR3 − sR3 )+ r5,7(sˆR4 − sR4 )
)2︸ ︷︷ ︸
(P4)
+
(
r4,4(sˆI2− sI2)+ r4,5(sˆR3 − sR3 )+ r4,6(sˆI3− sI3)+ r4,7(sˆR4 − sR4 )+ r4,8(sˆI4− sI4)
)2︸ ︷︷ ︸
(P5)
+
(
r3,3(sˆR2 − sR2 )+ r3,5(sˆR3 − sR3 )+ r3,6(sˆI3− sI3)+ r3,7(sˆR4 − sR4 )+ r3,8(sˆI4− sI4)
)2︸ ︷︷ ︸
(P6)
+
(
r2,2(sˆI2− sI2)+ r2,4(sˆI2− sI2)+ r2,5(sˆR3 − sR3 )+ r2,6(sˆI3− sI3)+ r2,7(sˆR4 − sR4 )+ r2,8(sˆI4− sI4)
)2︸ ︷︷ ︸
(P7)
+
(
r1,1(sˆR2 − sR2 )+ r1,3(sˆI2− sI2)+ r1,5(sˆR3 − sR3 )+ r1,6(sˆI3− sI3)+ r1,7(sˆR4 − sR4 )+ r1,8(sˆI4− sI4)
)2︸ ︷︷ ︸
(P8)
.(2.23)
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Fig. 1. Fast maximum-likelihood decoding of the Golden code in (2).
Here, one can notice that the channel-code matrix is square for the golden code and Q and
R are also square matrices. The sphere condition is reformulated as d2 ≥ ￿R(sˆ − s)￿2 where
sˆ = R−1Q∗x [6]. More explicitely, d2 ≥￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿

r1,1 r1,2 r1,3 r1,4 r1,5 r1,6 r1,7 r1,8
r2,2 r2,3 r2,4 r2,5 r2,6 r2,7 r2,8
r3,3 r3,4 r3,5 r3,6 r3,7 r3,8
r4,4 r4,5 r4,6 r4,7 r4,8
r5,5 r5,6 r5,7 r5,8
r6,6 r6,7 r6,8
r7,7 r7,8
r8,8


sˆR1 − sR1
sˆI1 − sI1
sˆR2 − sR2
sˆI2 − sI2
sˆR3 − sR3
sˆI3 − sI3
sˆR4 − sR4
sˆI4 − sI4

￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
2
. (11)
The initial value of the radius d is set to infinity. In every successful iteration, one vector in a
lattice is found inside the sphere and the radius is updated by a smaller metric of this vector.
The search iteration is terminated when the updated sphere does not have any other vector. In
this case, the last solution will be the ML estimate.
Figure 2.2: Golden code based maximum-likelihood decoding by the sphere decoder.
setup :[Q,R] = QR_decomposition(H ), d = inf
Ω= {−√m+1 : 2 :√m+1},
for k = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sI4 =Ω(k)
for l = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sR4 =Ω(l)
for p = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sI3 =Ω(p)
for r = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sR3 =Ω(r), compute P1,P2,P3,P4
if P1+P +P3+P4> d2
continue next r in loop
endif
{•,•,•,•,sR3 ,sI3,sR4 ,sI4}, d1 = d, f lag1 = 0,Pa = 0,
for s = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
compute P5,
if P1+P2+P3+P4+P5> d21
continue next s in loop
endif
{•,•,•,sI2,sR3 ,sI3,sR4 ,sI4}, sI1 = Q(.), compute P7,
if P1+P2+P3+P4+P5+P7> d21
continue next s in loop
elseif
store {•,sI1,•,sI2,sR3 ,sI3,sR4 ,sI4}, f lag1 = 1,
Pa = P1+P2+P3+P4+P5+P7, d1 =
√
Pa,
endif
end
d2 = d, f lag2 = 0,Pb = 0,
for t = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
compute P6,
if P1+P2+P3+P4+P6> d22
continue next t in loop
endif
{•,•,sR2 ,•,sR3 ,sI3,sR4 ,sI4}, sR1 = Q(.), compute P8,
if P1+P2+P3+P4+P6+P8> d22
continue next t in loop
elseif
store {sR1 ,•,sR2 ,•,sR3 ,sI3,sR4 ,sI4}, f lag2 = 1,
Pb = P1+P2+P3+P4+P6+P8, d2 =
√
Pb,
endif
end
if Pa+Pb−P1−P2−P3−P4< d2
if f lag1 = 1& f lag2 = 1
d =
√
Pa+Pb−P1−P2−P3−P4
sol = {sR1 ,sI1,sR2 ,sI2,sR3 ,sI3,sR4 ,sI4}
endif
endif
end
end
end
end
ML_estimation : sol, minimum_metric : d.
(2.25)
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In this way, only 4 zero entries in the first 3 rows are used to reduce the complexity.
There are also 4 more fixed zero entries that are not used to reduce the complexity
of the golden code. Then, we introduce the dimensionality reductions by the use of
unused zero entries in R to reduce latency and also complexity.
In the other recent study, the maximization of the likelihood function for the golden
code was interpreted by the channel condition in [45]. The algorithm has two possible
functions with the exact m2 complexity. At the end of this algorithm, there exist 4
decoded QAM symbols. There are 2 symbols coming from direct estimation by the
channel conditioned slicer and 2 symbols coming from the exhaustive search space
with m2. The complexity of this is exact m2 in every possible conditions. This means
that the worst-case complexity and also the expected complexity is m2 in this strategy.
We compare performance of this algorithm in our simulation results.
Here, we propose the dimensionality reduction approximations to reduce the
worst-case decoding complexity of the golden code decoder. For this purpose, we
incorporate the code based properties of sphere decoding such as the zero entries in R
that are not used in the previous method. We propose code based decoders as the first
order dimensionality reduction and the second order dimensionality reduction with the
worst case complexities of O(m2) and O(m1.5) respectively [22, 23].
The search tree of the fast ML decoder for the golden code is shown in Fig.2.2. in graph
representation. Dependent layers are also indicated in the figure. A dependent part has
4 consecutive levels for the entries of sR3 , s
I
3, s
R
4 and s
I
4. In this case, hard decisions for
the entries of sR4 and s
I
4 can be solved simply slicing for (P1) and (P2) by the help of
r7,8 = 0, a zero entry in R. These decisions are formulated as
sI4 = argsI4 minsI4∈Ω
(
r8,8(sˆI4− sI4)
)2
, (2.26)
sR4 = argsR4 minsR4∈Ω
(
r7,7(sˆR4 − sR4 )
)2
. (2.27)
Conditional hard decisions for the entries of sR3 and s
I
3 can also be expressed as the
slicer for (P3)|sI4 and (P4)|sR4 by the help of zero entries r6,7 = 0, r5,6 = 0 and r5,8 = 0
in R.
sI3|sI4 = argsI3|sI4 minsI3,sI4∈Ω
(
r6,6(sˆI3− sI3)+ r6,8(sˆI4− sI4)
)2 (2.28)
sR3 |sR4 = argsR3 |sR4 minsR3 ,sR4∈Ω
(
r5,5(sˆR3 − sR3 )+ r5,7(sˆR4 − sR4 )
)2 (2.29)
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Fig. 2. One of the 4 search trees in FDR method.
one hard decision in dependent part of the search trees. The following table describes four
independent search trees.
Table.1: First Order Dimensionality Reduction (FDR)
Tree No decisions
1. sI4 = s
I
4
2. sR4 = s
R
4
3. sI3 = s
I
3|sI4
4. sR3 = s
R
3 |sR4
There are 4 independent solutions that are separately obtained by 4 independent trees. Then,
the final solution with the minimum metric in only 4 candidates can be decided. Consequently,
the solution is optimal if and only if at least one of the 4 hard decisions is equal to the entry
in optimal solution respectively. In this case, the proposed method is sub-optimal. The idea of
the FDR is firstly introduced as the dimensionality reduction in the golden code decoding in
[23]. To improve the error performance, one can produce parallel search trees with pre-decisions
not only hard decisions. In section III-C2, we consider the parallel dimensionality reduction for
this purpose. The graph representation of the FDR search tree is shown in Fig.2. The worst-
case decoding complexity is 4m1.5 × 2m0.5 = O(m2) for the squared m-QAM. One of the 4
independent pseudocodes is given in the following algorithm to clarify the proposed method.
There would be 4 solutions from independent search trees. The decoder unit can decide in 4
solutions as the best solution with minimum metric. The software implementation is available
in [26].
Figure 2.3: Dimensionality reduced tree structure for Golden code sphere decoder.
Then, the first order dimensionality reduced 4 independent search trees can be given
with one hard decision in dependent part of the search trees. The following table
describes four independent search trees.
Table 2.1: First Order Dimensionality Reduction
Tree No decisions
1. sI4 = sI4
2. sR4 = sR4
3. I3 = sI3|sI4
4. sR3 = sR3 |sR4
There are 4 independent solutions that are separately obtained by 4 independent
trees. Then, the final solution with the minimum metric in only 4 candidates can
be decided. Consequently, the solution is optimal if and only if at least one of the
4 hard decisions is equal to the entry in optimal solution respectively. In this case, the
proposed method is sub-optimal. The idea of the First Order Dimensionality Reduction
(FDR) is firstly introduced as the dimensionality reduction in the golden code decoding
in [22]. To improve the error performance, one can produce parallel search trees
with pre-decisions, not only hard decisions. We consider the parallel dimensionality
reduction for this purpose. The graph representation of the FDR search tree is shown in
Fig.2.3. The worst-case decoding complexity is 4m1.5×2m0.5 =O(m2) for the squared
m-QAM. One of the 4 independent pseudocodes is given in the following algorithm
to clarify the propo ed m thod. There would be 4 solutions from i dependent search
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trees. The decoder unit can decide in 4 solutions as the best solution with minimum
metric.
setup :[Q,R] = QR_decomposition(H ), d = inf
Ω= {−√m+1 : 2 :√m+1},
sI4 = argsI4 minsI4∈Ω
(
r8,8(sˆI4− sI4)
)2
for l = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sR4 =Ω(l)
for p = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sI3 =Ω(p)
for r = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sR3 =Ω(r), compute P1,P2,P3,P4
if P1+P2+P3+P4> d2
continue next r in loop
endif
{•,•,•,•,sR3 ,sI3,sR4 ,sI4}, d1 = d, f lag1 = 0,Pa = 0,
for s = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
compute P5,
if P1+P2+P3+P4+P5> d21
continue next s in loop
endif
{•,•,•,sI2,sR3 ,sI3,sR4 ,sI4}, sI1 = Q(.), compute P7,
if P1+P2+P3+P4+P5+P7> d21
continue next s in loop
elseif
store {•,sI1,•,sI2,sR3 ,sI3,sR4 ,sI4}, f lag1 = 1,
Pa = P1+P2+P3+P4+P5+P7, d1 =
√
Pa,
endif
end
d2 = d, f lag2 = 0,Pb = 0,
for t = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
compute P6,
if P1+P2+P3+P4+P6> d22
continue next t in loop
endif
{•,•,sR2 ,•,sR3 ,sI3,sR4 ,sI4}, sR1 = Q(.), compute P8,
if P1+P2+P3+P4+P6+P8> d22
continue next t in loop
elseif
store {sR1 ,•,sR2 ,•,sR3 ,sI3,sR4 ,sI4}, f lag2 = 1,
Pb = P1+P2+P3+P4+P6+P8, d2 =
√
Pb,
endif
end
if Pa+Pb−P1−P2−P3−P4< d2
if f lag1 = 1& f lag2 = 1
d =
√
Pa+Pb−P1−P2−P3−P4
sol = {sR1 ,sI1,sR2 ,sI2,sR3 ,sI3,sR4 ,sI4}
endif
endif
end
end
end
Estimation_1 : sol, minimum_metric : d.
(2.30)
Additionally, we introduce the second order dimensionality reduction (SDR) to further
reduce the complexity of the FDR. In this case, 6 independent search trees with two
hard decisions can be implemented separately. The search trees of SDR are given in
the following table. The pseudocode of the first tree is given in the following chart.
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Table 2.2: Second Order Dimensionality Reduction
Tree No decisions
1. sI4 = sI4 and s
R
4 = sR4
2. sI4 = sI4 and s
I
3 = sI3|sI4
3. sI4 = sI4 and s
R
3 = sR3 |sR4
4. sR4 = sR4 and s
I
3 = sI3|sI4
5. sR4 = sR4 and s
R
3 = sR3 |sR4
6. sI3 = sI3|sI4 and sR3 = sR3 |sR4
setup :[Q,R] = QR_decomposition(H ), d = inf
Ω= {−√m+1 : 2 :√m+1},
sI4 = HardDecision(P1)
sR4 = HardDecision(P2)
for p = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sI3 =Ω(p)
for r = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sR3 =Ω(r), compute P1,P2,P3,P4
if P1+P2+P3+P4> d2
continue next r in loop
endif
{•,•,•,•,sR3 ,sI3,sR4 ,sI4}, d1 = d, f lag1 = 0,Pa = 0,
for s = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sI2 =Ω(s), compute P5,
if P1+P2+P3+P4+P5> d21
continue next s in loop
endif
{•,•,•,sI2,sR3 ,sI3,sR4 ,sI4}, sI1 = Q(.), compute P7,
if P1+P2+P3+P4+P5+P7> d21
continue next s in loop
elseif
store {•,sI1,•,sI2,sR3 ,sI3,sR4 ,sI4}, f lag1 = 1,
Pa = P1+P2+P3+P4+P5+P7, d1 =
√
Pa,
endif
end
d2 = d, f lag2 = 0,Pb = 0,
for t = 1 :
√
m,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
sR2 =Ω(t), compute P6,
if P1+P2+P3+P4+P6> d22
continue next t in loop
endif
{•,•,sR2 ,•,sR3 ,sI3,sR4 ,sI4}, sR1 = Q(.), compute P8,
if P1+P2+P3+P4+P6+P8> d22
continue next t in loop
elseif
store {sR1 ,•,sR2 ,•,sR3 ,sI3,sR4 ,sI4}, f lag2 = 1,
Pb = P1+P2+P3+P4+P6+P8, d2 =
√
Pb,
endif
end
if Pa+Pb−P1−P2−P3−P4< d2
if f lag1 = 1& f lag2 = 1
d =
√
Pa+Pb−P1−P2−P3−P4
sol = {sR1 ,sI1,sR2 ,sI2,sR3 ,sI3,sR4 ,sI4}
endif
endif
end
end
Estimation_1 : sol, minimum_metric : d.
(2.31)
Finally, 6 independent solutions can be obtained separately. Then the final solution
with the minimum metric in only 6 candidates can be decided. The solution is
optimal if and only if at least 2 of the 4 hard decisions are equal to the entries in
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Fig. 3. One of the 6 search trees in SDR method.
Table.3: First Order Parallel Dimensionality Reduction (FPDR)
Tree No decisions
1. sI4 = s
I
4P
2. sI4 = s
I
4S
3. sR4 = s
R
4 P
4. sR4 = s
R
4 S
5. sI3 = s
I
3P| sI4
6. sI3 = s
I
3S| sI4
7. sR3 = s
R
3 P| sR4
8. sR3 = s
R
3 S| sR4
This can also be applied to the second order parallel dimensionality reduction (SPDR). Then, 24
independent search trees are defined as the second order parallel dimensionality reduction. The
following table summarizes the parallel dimensionality reduction method for the second order
dimensionality reduction.
Figure 2.4: Second-order dimensionality reduced tree structure for Golden code
sphere decoder.
the optimal solution. The idea of Second Order Dimensionality Reduction (SDR) is
firstly proposed in [23]. The graph representation is shown in Fig.2.4.
The worst case decoding complexity is 6m1×2m0.5 =O(m1.5) for the squared m-QAM
constellation. There would be six solutions from independent search trees. The
decoder unit can decide in 6 solutions as the final solution.
To improve the error performance of the previously introduced FDR and SDR
algorithms, we introduce parallel approximation with the same proposed complexities
that are considered in previous subsection. In this way, 4 independent search trees in
the FDR is doubled to 8 independent search trees by the use of the most probable 2
decisions. In this case, 8 decisions can be given for 4 entries in the dependent part
with the primary and secondary decisions (denoting as skP and skS) by the following
expressions.
27
sI4P = argsI4 minsI4∈Ω
(
r8,8(sˆI4− sI4)
)2
sI4S = argsI4
{
min
sI4∈Ω
(
r8,8(sˆI4− sI4)
)2 |sI4 6= sI4P
}
sR4 P = argsR4 minsR4∈Ω
(
r7,7(sˆR4 − sR4 )
)2
sR4 S = argsR4
{
min
sR4∈Ω
(
r7,7(sˆR4 − sR4 )
)2 |sR4 6= sR4 S
}
sI3P|sI4 = argsI3|sI4 minsI3,sI4∈Ω
(
r6,6(sˆI3− sI3)+ r6,8(sˆI4− sI4)
)2
sI3S|sI4 = argsI3|sI4
{
min
sI3,s
I
4∈Ω
(
r6,6(sˆI3− sI3)+ r6,8(sˆI4− sI4)
)2 |sI3 6= sI3P
}
sR3 P|sR4 = argsR3 |sR4 minsR3 ,sR4∈Ω
(
r5,5(sˆR3 − sR3 )+ r5,7(sˆR4 − sR4 )
)2
sR3 S|sR4 = argsR3 |sR4
{
min
sR3 ,s
R
4∈Ω
(
r5,5(sˆR3 − sR3 )+ r5,7(sˆR4 − sR4 )
)2 |sR3 6= sR3 P
}
(2.32)
In this case, the first order parallel dimensionality reduction (FPDR) can be expressed
by 8 search trees in Table.2.3.
Table 2.3: First Order Parallel Dimensionality Reduction
Tree No decisions
1. sI4 = s
I
4P
2. sI4 = s
I
4S
3. sR4 = s
R
4 P
4. sR4 = s
R
4 S
5. sI3 = s
I
3P| sI4
6. sI3 = s
I
3S| sI4
7. sR3 = s
R
3 P| sR4
8. sR3 = s
R
3 S| sR4
This can also be applied to the second order parallel dimensionality reduction
(SPDR). Then, 24 independent search trees are defined as the second order parallel
dimensionality reduction. The following table summarizes the parallel dimensionality
reduction method for the second order dimensionality reduction.
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Table 2.4: Second Order Parallel Dimensionality Reduction
Tree No decisions
1. sI4 = s
I
4P and s
R
4 = s
R
4 P
2. sI4 = s
I
4P and s
R
4 = s
R
4 S
3. sI4 = s
I
4P and s
I
3 = s
I
3P|sI4P
4. sI4 = s
I
4P and s
I
3 = s
I
3S|sI4P
5. sI4 = s
I
4P and s
R
3 = s
R
3 P|sR4
6. sI4 = s
I
4P and s
R
3 = s
R
3 S|sR4
7. sI4 = s
I
4S and s
R
4 = s
R
4 P
8. sI4 = s
I
4S and s
R
4 = s
R
4 S
9. sI4 = s
I
4S and s
I
3 = s
I
3P|sI4S
10. sI4 = s
I
4S and s
I
3 = s
I
3S|sI4S
11. sI4 = s
I
4S and s
R
3 = s
R
3 P|sR4
12. sI4 = s
I
4S and s
R
3 = s
R
3 S|sR4
13. sR4 = s
R
4 P and s
I
3 = s
I
3P|sI4
14. sR4 = s
R
4 P and s
I
3 = s
I
3S|sI4
15. sR4 = s
R
4 P and s
R
3 = s
R
3 P|sR4 P
16. sR4 = s
R
4 P and s
R
3 = s
R
3 S|sR4 P
17. sR4 = s
R
4 S and s
I
3 = s
I
3P|sI4
18. sR4 = s
R
4 S and s
I
3 = s
I
3S|sI4
19. sR4 = s
R
4 S and s
R
3 = s
R
3 P|sR4 S
20. sR4 = s
R
4 S and s
R
3 = s
R
3 S|sR4 S
21. sI3 = s
I
3P|sI4 and sR3 = sR3 P|sR4
22. sI3 = s
I
3P|sI4 and sR3 = sR3 S|sR4
23. sI3 = s
I
3S|sI4 and sR3 = sR3 P|sR4
24. sI3 = s
I
3S|sI4 and sR3 = sR3 S|sR4
Firstly, QPSK, 16-QAM and 64-QAM constellations are simulated for the golden code
to investigate the loss of performance of the proposed FDR and SDR methods. In
this regard, the corresponding BER curves are shown in Fig.2.5. Performance results
are compared with the optimal maximum-likelihood performance. Limited loss is
obtained by the FDR for a wide range of SNR. Additionally, SDR yields acceptable
suboptimal performance for low range of SNR. These simulation results are also
reported in [22], [23] for FDR and SDR respectively.
Additionally, the performance of parallel dimensionality reductions are considered.
The purpose of the third simulation is to demonstrate improved performance
via parallelization (FPDR) that can be seen in Fig.2.6. One can notice that,
the performance is exactly optimal maximum-likelihood for QPSK modulation.
Performance loss for 64-QAM does not exceed 0.4 dB at 10−5 in bit error rate.
To clarify the reason of the performance loss, suboptimal error events may be given by
the following ways:
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• FDR achieves maximum-likelihood performance in the case of when there are at
least one in four hard decisions that is equal to optimal entry in maximum-likelihood
estimate.
• SDR achieves maximum-likelihood performance in the case of when there
are at least two in four hard decisions that are equal to optimal entry in
maximum-likelihood estimate.
• FPDR achieves maximum-likelihood performance in the case where there are at
least one in eight decisions for four entries that is equal to optimal entry in
maximum-likelihood estimate.
• SPDR achieves maximum-likelihood performance in the case when there are at
least two in eight decisions for four entries that are equal to optimal entry in
maximum-likelihood estimate.
In our suboptimal case, the performance loss is obtained quantified by the lower slope.
A loss of the performance is more prevalent in high SNR. In high SNR case, we should
consider
√
m-PAM symbol error probability to investigate the loss of performance. In
this purpose, the symbol error probability is given by the following equation.
Pe(m,SNR) = 2
√
m−1√
m
Q
((
3
m−1SNR
) 1
2
)
(2.33)
It is shown in Table.5. that there is no error-floor for the proposed methods.
Additionally, we notice that for QPSK (i.e. m=4) there is no performance loss in FPDR
and SPDR methods with 2-level parallelization introduced.
Table 2.5: Suboptimal Performances
FDR P4e (m,SNR)
(
2
√
m−1√
m
)4
Q4
(( 3
m−1 SNR
) 1
2
)
SDR P3e (m,SNR)
(
2
√
m−1√
m
)3
Q3
(( 3
m−1 SNR
) 1
2
)
FPDR P4e (
m
4 ,SNR)
(
2
√
m/4−1√
m/4
)4
Q4
((
3
m/4−1 SNR
) 1
2
)
SPDR P3e (
m
4 ,SNR)
(
2
√
m/4−1√
m/4
)3
Q3
((
3
m/4−1 SNR
) 1
2
)
In further study, we can also consider the extension of the proposed method to
4-level parallelization for 16-QAM or 8-level parallelization for 64-QAM. The optimal
performance is guaranteed by these extended FPDR and SPDR methods without any
additional worst-case complexity.
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To investigate the required complexities, we can define some parameters such as
worst-case complexity, required logic area and decoding delay whose definitions are
given in the sequel and Table.2.6.
Worst-case complexity: In the case of H goes to [0] where the solution is strictly
unreliable, the tree search process in sphere decoding requires the maximum number
of trials over nodes. This is the upper-bound of the decoding complexity.
Required total complexity: In the implementation of a search algorithm, the minimum
required combinatorial resource such as the number of gates usage is accepted as
the required total complexity or required logic area in implementation. However, the
length of the required search tree is reduced in the case of parallelization. The number
of independent search trees that must be individually implemented is increased. In this
case, total search space is discussed in Table.2.6.
Decoding delay: The speed of the algorithm is adversely affected by the maximum
decoding delay. Thus, the slowest parallel tree with the maximum number of node
visiting determines the decoding delay which is the deepest sub-tree. The fast
maximum-likelihood algorithm in [44] has decoding delay as m2.5, whereas, the
proposed algorithm has only m1.5. In this purpose, we simulated the average decoding
delay. We presume that the average complexity of the considered algorithms can be
given as the average number of node visitings in the slowest parallel tree for the target
BERs. We know that the required complexity per node visiting increases by the level of
the tree. This means that required complexity increases by node visitings and the depth
of the search tree. Hence, the comparison of the number of node visiting is reliable
for equal depth in search tree. Additionally, lower number of node visiting and also
shorter depth of the search tree make the required complexity significantly reduced.
Simulation results that are given in Table.2.7. suggest that the proposed algorithm is
up to 36 times faster than maximum-likelihood in [44].
It is known that the expected complexity of sphere decoding algorithm is affected by
SNR. In this case, low SNR in the received signal makes the expected complexity
dramatically large in the sphere decoding. In this case, an open problem arises: How
can we devise an optimized adaptive decoding approximation. This way, the receiver
unit can switch to the FPDR for high SNRs. Similarly, the SPDR can be selected for
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low range of SNRs. In this purpose, a smart adaptive selection method is needed to get
optimal complexity.
Table 2.6: Comparison of the computational complexities:
Worst-case Required Decoding
complexity total comp. QPSK 64QAM delay QPSK 16QAM 64QAM
Fast-ML O(m2.5) 2m2.5 64 65536 m2.5 32 1024 32768
Conditional O(m2) 2m2 32 8192 m2 16 256 4096
FDR O(m2) 4×2m2 128 32768 m2 16 256 4096
SDR O(m1.5) 6×2m1.5 96 6144 m1.5 8 64 512
FPDR O(m2) 8×2m2 64∗ 65536 m2 16 256 4096
SPDR O(m1.5) 24×2m1.5 96∗∗ 24576 m1.5 8 64 512
The proposed dimensionality reduction approach provides efficient ways to decode
the golden code with a significant complexity reduction. By the use of code based
decoding of the golden code, dimensionality reduction can be implemented with an
acceptable performance loss. This method can also be seen as a solution of the well
known complex decoding problem of the golden codes. In this case, the proposed
FDR and SDR methods point out alternative decoders for the golden code with the
worst-case complexity of m2 and m1.5 respectively. Eventually, the average decoder
speed can be increased by 36 times. The performance loss is up to 0.3 dB in
10−5 bit error rate for 16-QAM and 0.4 dB in 10−5 bit error rate for 64-QAM by
2-level parallelization in FPDR method. The decoder speed is increased by 4 times
for QPSK modulation and the exact maximum-likelihood decoding is guaranteed by
FPDR and also SPDR with the worst-case complexity of m2 and m1.5 respectively.
In this purpose, considered methods do not need any modification in the golden code
transmitter unit. In future works, our proposed method may be used for the soft output
decoding processes. It can also be considered as the extension of the method for
maximum-likelihood performance for 16-QAM and 64-QAM.
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Table 2.7: Complexity vs. performance
Target BER=10−1 QPSK 16QAM 64QAM Depth
Fast-ML 60.3 521.9 5,217.6 6
FPDR 29.3 121.3 758.5 5
SPDR 14.3 44.7 141.3 4
FDR 29.3 121.3 758.5 5
SDR 14.3 44.7 141.3 4
Speed-up 4.2× 11.7× 36.9× -
Target BER=10−2 QPSK 16QAM 64QAM Depth
Fast-ML 53.7 464.4 4,779.5 6
FPDR 26.4 128.5 693.3 5
SPDR 13.2 40.6 131.3 4
FDR 26.4 128.5 693.3 5
SDR 13.2 40.6 131.3 4
Speed-up 4.1× 11.4× 36.4× -
Target BER=10−3 QPSK 16QAM 64QAM Depth
Fast-ML 50.4 445.8 4,696.0 6
FPDR 24.9 123.6 671.7 5
SPDR 12.6 39.4 129.0 4
FDR 24.9 123.6 671.7 5
SDR 12.6 39.4 129.0 4
Speed-up 4.0× 11.3× 36.4× -
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Fig. 4. Bit error rate performances of Golden code with optimal decoder, FDR and SDR for QPSK, 16QAM and 64QAM.
2-level parallelization introduced in Section III-C2.
Table.5: Suboptimal Performances
FDR P 4e (m,SNR)
￿
2
√
m−1√
m
￿4
Q4
￿￿
3
m−1SNR
￿ 1
2
￿
SDR P 3e (m,SNR)
￿
2
√
m−1√
m
￿3
Q3
￿￿
3
m−1SNR
￿ 1
2
￿
FPDR P 4e (
m
4
, SNR)
￿
2
√
m/4−1√
m/4
￿4
Q4
￿￿
3
m/4−1SNR
￿ 1
2
￿
SPDR P 3e (
m
4
, SNR)
￿
2
√
m/4−1√
m/4
￿3
Q3
￿￿
3
m/4−1SNR
￿ 1
2
￿
In further study, we can also consider the extension of the proposed method to 4-level paralleliza-
tion for 16-QAM or 8-level parallelization for 64-QAM. The optimal performance is guaranteed
by these extended FPDR and SPDR methods without any additional worst-case complexity.
C. Complexity Results
To investigate the required complexities, we can define some parameters such as worst-case
complexity, required logic area and decoding delay whose definitions are given in the sequel
and Table.6.
Worst-case complexity: In the case of H goes to [0] where the solution is strictly unreliable,
the tree search process in sphere decoding requires the maximum number of trials over nodes.
This is the upper-bound of the decoding complexity.
Required total complexity: In the implementation of a search algorithm, the minimum required
combinatorial resource such as the number of gates usage is accepted as the required total
Figure 2.5: BER performances of Golden code with the fast ML decoder, FDR and
SDR methods for QPSK, 16QAM and 64QAM.
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Fig. 6. BER performances of Golden code with the fast ML decoder and FPDR methods for QPSK, 16QAM and 64QAM.
(parallelization level:2)
adaptive decoding approximation. This way, the receiver unit can switch to the FPDR for high
SNRs. Similarly, the SPDR can be selected for low range of SNRs. In this purpose, a smart
adaptive selection method is needed to get optimal complexity. 2
2 Table.6: Comparison of the computational complexities:
Worst-case Required Decoding
complexity total comp. QPSK 16QAM 64QAM delay QPSK 16QAM 64QAM
Fast-ML O(m2.5) 2m2.5 64 2048 65536 m2.5 32 1024 32768
Conditional O(m2) 2m2 32 512 8192 m2 16 256 4096
FDR O(m2) 4× 2m2 128 2048 32768 m2 16 256 4096
SDR O(m1.5) 6× 2m1.5 96 768 6144 m1.5 8 64 512
FPDR O(m2) 8× 2m2 64∗ 4096 65536 m2 16 256 4096
SPDR O(m1.5) 24× 2m1.5 96∗∗ 3072 24576 m1.5 8 64 512
∗ Required total complexity of FPDR is 2× 2m2 for QPSK modulation.
∗∗ Required total complexity of SPDR is 4× 2m1.5 for QPSK modulation.
Figure 2.6: BER performances of Golden code with the fast ML decoder and FPDR
methods for QPSK, 16QAM and 64QAM. (parallelization level:2)
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2.3 Code-based Sphere Decoding for Polar and Reed-Muller Codes
Shannon’s channel coding theorem proves the existence of capacity-achieving codes
without providing an explicit construction [1]. The channel polarization phenomenon
introduced in [2] makes the polar codes as the first provable capacity-achieving coding
under a low complexity decoding method based on successive cancelation decoding
(SCD), which exhibits a quasi-linear complexity in terms of the code length. It is
interesting to note that polar codes achieve capacity, as the length grows to infinity,
even though SCD is a sub-optimal decoder, (i.e., not maximum likelihood). At
finite lengths, relatively good error correction capability becomes significant only for
long polar codes, where the implementation of SCD can become challenging due
to complexity and latency. On the other hand, industrial predictions that are based
on a well-known observation naming Moore’s law show that transistor densities and
counts in microprocessors double approximately every two or three years. Then it
can be accepted that the latency is more critical issue than the space complexity
issues. To overcome these limitations of polar coding, two different research directions
have been undertaken. The first direction focuses on SCD implementations with a
reduced complexity to extend the code length without major impact on performance.
In [11], [12], [13] specific methods to speed up SCD in hardware have been proposed.
In [11], a specific scheduling in the butterfly structure of SCD was presented to
reduce complexity by the use of resource sharing. A semi-parallel decoder was
proposed in [12] as a simple architecture for resource sharing with a small increase
in latency. In [13], a decoding schedule of pre-computation look-ahead technique was
introduced to reduce the latency of SCD by half. In the second direction of research,
higher complexity decoders have been proposed to improve the error performance
of relatively shorter polar codes. For example, the sub-optimal performance of
the SCD was improved by the list decoder in [14], the belief propagation in [15],
[17] and the stack algorithms in [18]. Moreover, viterbi algorithm based optimal
maximum-likelihood decoder has been studied in [19] for short polar codes. For this
purpose in [25], we presented binary sphere decoding for short polar codes with code
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lengths up to 64. To consider the code based sphere decoding technique, a system
model of polar coding is provided as the following.
2.3.1 System Model for Kronecker Product-Based Codes
Polar codes are identified as P(N,K), where K is the dimension such that 0≤ K ≤ N.
Noting that GF(2) denotes the Galois field of two elements, an algebraic description
of polar codes is given as a matrix product in GF(2)
x = dF⊗n, (2.34)
where F⊗n is the nth Kronecker power of F =
[
1 0
1 1
]
. Here, transmitted bits
and corresponding codewords are represented by d = (d0, . . . ,dN−1) and x =
(x0, . . . ,xN−1), respectively. To construct P(8,5), first, F⊗3 is computed as
F⊗3 =

1 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 1 0 0 0 0 0
1 1 1 1 0 0 0 0
1 0 0 0 1 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
1 1 1 1 1 1 1 1

, (2.35)
and 5 rows are selected that are highly ranked by the help of Bhattacharyya parameters
in the construction of polar codes [2]. Here, we can notice that (N − 1)th row
[1 0 . . . 1 0] is mostly selected and it gives us a property for proposed technique
to reduce decoding complexity of the sphere decoding of polar codes. The generator
matrix is given as
G(8,5) =

1 1 0 0 0 0 0 0
1 1 1 1 0 0 0 0
1 1 0 0 1 1 0 0
1 0 1 0 1 0 1 0
1 1 1 1 1 1 1 1
 (2.36)
An analysis of the channel polarization rule is beyond the scope of this paper. Reader
may find the detailed description in [2]. Additionally, heuristic construction method
is also given in [15]. There are N −K = 3 input bits that are fixed to zero. These
are also called as frozen bits, d0,2,4 = 0. The other K = 5 bits d′ = (d1,d3,d5,d6,d7)
are data dependent. In this way, the encoder of the polar code P(8,5) can be given as
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x = d′G(8,5) in GF(2). More explicitly,
x0
x1
x2
x3
x4
x5
x6
x7

=

1 1 1 1 1
1 1 1 0 1
0 1 0 1 1
0 1 0 0 1
0 0 1 1 1
0 0 1 0 1
0 0 0 1 1
0 0 0 0 1


d1
d3
d5
d6
d7
 , (2.37)
where x6 = (d6⊕d7) (⊕ represents xor bit operation). The received signal with BPSK
modulation on BAWGNC can be expressed as
S = X +V, (2.38)
where V is the additive white Gaussian noise with zero mean and variance σ2. X is the
column vector with BPSK modulated signals for encoded bits in x, {“1”→+1,“0”→
−1}. The ML estimation for the polar codes for BPSK modulation is equivalent to
obtaining minimum Euclidean distance and it is given as
ΛML = argd′min
∥∥∥∥12 (S+1)−GT d′T
∥∥∥∥2 , (2.39)
where 1 is the column vector all ones with the length of N.
2.3.2 Binary Sphere Decoding of Polar Codes
As a well known iterative receiving process, the sphere decoding algorithm is an
efficient search method with optimal error performance. Briefly, in the first step of the
algorithm, the sphere decoder assumes a sphere with a center point at 12
(
S+1
)
which
depends on the received noisy vector in N−dimensional space. Then, a constraint is
imposed for all possible data sequence d′ as the requirement to be inside of a sphere
which is given in the following expression,
r2 ≥
∥∥∥∥12 (S+1)−GT d′T
∥∥∥∥2 , (2.40)
where r denotes the radius of the sphere. To clarify the proposed method, an open form
of this constraint can be given as r2 ≥ ΣKi=1Pi, where Pi’s for the case of P(8,5) can be
given by the following equations.
P1 =
(
1
2
(s7+1)−d7
)2
(2.41)
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P2 =
(
1
2
(s6+1)−d6⊕d7
)2
(2.42)
P3 =
(
1
2
(s4+1)−d5⊕d6⊕d7
)2
+
(
1
2
(s5+1)−d5⊕d7
)2
(2.43)
P4 =
(
1
2
(s2+1)−d3⊕d6⊕d7
)2
+
(
1
2
(s3+1)−d3⊕d7
)2
(2.44)
P5 =
(
1
2
(s0+1)−d1⊕d3⊕d5⊕d6⊕d7
)2
+
(
1
2
(s1+1)−d1⊕d3⊕d5⊕d7
)2
. (2.45)
The radius of the sphere is initialized as infinity r = inf, and the modulated signal
alphabet is given in the setΩ= {−1,+1}. For more clarity, the pseudocode for P(8,5)
can be given as
for k = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d7 =Ω(k), computeP1 =
( 1
2 (s7 +1)−d7
)2
if P1 > r2
continue next k in loop
endif
{•,•,•,•,d7},
for l = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d6 =Ω(l), computeP2 =
( 1
2 (s6 +1)−d6⊕d7
)2
if P1 +P2 > r2
continue next l in loop
endif
{•,•,•,d6,d7},
for m = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d5 =Ω(m), computeP3
P3 =
( 1
2 (s4 +1)−d5⊕d6⊕d7
)2
+
( 1
2 (s5 +1)−d5⊕d7
)2
if P1 +P2 +P3 > r2
continue next m in loop
endif
{•,•,d5,d6,d7},
for n = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d3 =Ω(n), computeP4
P4 =
( 1
2 (s2 +1)−d3⊕d6⊕d7
)2
+
( 1
2 (s3 +1)−d3⊕d7
)2
if P1 +P2 +P3 +P4 > r2
continue next n in loop
endif
{•,d3,d5,d6,d7},
for p = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d1 =Ω(p), computeP5
P5 =
( 1
2 (s0 +1)−d1⊕d3⊕d5⊕d6⊕d7
)2
+
+
( 1
2 (s1 +1)−d1⊕d3⊕d5⊕d7
)2
if P1 +P2 +P3 +P4 +P5 > r2
continue next p in loop
endif
update soln = {d1,d3,d5,d6,d7},
update r = P1 +P2 +P3 +P4 +P5,
end
end
end
end
end
ML_Estimation : return soln
Minimum_metric : return r.
(2.46)
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2.3.3 Polar Code Based Sphere Decoding
To obtain more complexity reduction we consider that encoding structure of polar
coding can be exploited without any performance loss. In this purpose we notice that
dN−1 and related (N − 1)th row [1 0 . . . 1 0] of F⊗n can be used to reduce the
complexity of the proposed search tree in (2.46). Using property of (N−1)th row, we
can apply two separated parallel search processes. This way, N−dimensional proposed
search process can be split up two independent (N−1)−dimensional search processes
that can be parallel implemented without any performance loss.
In parallel process-1, let we assume d6 = 0 for P(8,5), the equation (2.37) can be written
as

x0
x1
x2
x3
x4
x5
x6
x7

=

1 1 1 1
1 1 1 1
0 1 0 1
0 1 0 1
0 0 1 1
0 0 1 1
0 0 0 1
0 0 0 1


d1
d3
d5
d7
 . (2.47)
Conditional estimation for d6 = 0 can be obtained by
Λ0 = argd′|dN−1=0 min
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
1
2


s0
s1
s2
s3
s4
s5
s6
s7

+1

−GT d′T
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
, (2.48)
The sphere constraint can be given as r2 ≥ ΣK−1i=1 P0i , where
P01 =
(
1
2
(s7+1)−d7
)2
+
(
1
2
(s6+1)−d7
)2
(2.49)
P02 =
(
1
2
(s4+1)−d5⊕d7
)2
+
(
1
2
(s5+1)−d5⊕d7
)2
(2.50)
P03 =
(
1
2
(s2+1)−d3⊕d7
)2
+
(
1
2
(s3+1)−d3⊕d7
)2
(2.51)
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P04 =
(
1
2
(s0+1)−d1⊕d3⊕d5⊕d7
)2
+
(
1
2
(s1+1)−d1⊕d3⊕d5⊕d7
)2
. (2.52)
Here, we can give pseudo code of the parallel process-1 as
for k = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d7 =Ω(k), computeP01 =
( 1
2 (s7 +1)−d7
)2
+
( 1
2 (s6 +1)−d7
)2
if P01 > r
2
continue next k in loop
endif
{•,•,•,d7},
for m = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d5 =Ω(m), computeP02
P02 =
( 1
2 (s4 +1)−d5⊕d7
)2
+
( 1
2 (s5 +1)−d5⊕d7
)2
if P01 +P
0
2 > r
2
continue next m in loop
endif
{•,•,d5,d7},
for n = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d3 =Ω(n), computeP03
P03 =
( 1
2 (s2 +1)−d3⊕d7
)2
+
( 1
2 (s3 +1)−d3⊕d7
)2
if P01 +P
0
2 +P
0
3 > r
2
continue next n in loop
endif
{•,d3,d5,d7},
for p = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d1 =Ω(p), computeP04
P04 =
( 1
2 (s0 +1)−d1⊕d3⊕d5⊕d7
)2
+
+
( 1
2 (s1 +1)−d1⊕d3⊕d5⊕d7
)2
if P01 +P
0
2 +P
0
3 +P
0
4 > r
2
continue next p in loop
endif
update soln = {d1,d3,d5,d7},
update r = P01 +P
0
2 +P
0
3 +P
0
4 ,
end
end
end
end
ML_Estimation : return soln|d6 = 0
Minimum_metric : return r0.
(2.53)
By this way, this method produces the solution d′ with d6 = 0 and respectively metric
r0.
Independently, in parallel process-2, we assume d6 = 1, then the equation (2.37) can
be written in this case as
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
not(x0)
x1
not(x2)
x3
not(x4)
x5
not(x6)
x7

=

1 1 1 1
1 1 1 1
0 1 0 1
0 1 0 1
0 0 1 1
0 0 1 1
0 0 0 1
0 0 0 1


d1
d3
d5
d7
 . (2.54)
Conditional estimation for d6 = 1 can be obtained by
Λ1 = argd′|dN−1=1 min
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
1
2


−s0
s1
−s2
s3
−s4
s5
−s6
s7

+1

−GT d′T
∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
, (2.55)
Independently, the sphere constraint can be given as r2 ≥ ΣK−1i=1 P1i , where
P11 =
(
1
2
(s7+1)−d7
)2
+
(
1
2
(−s6+1)−d7
)2
(2.56)
P12 =
(
1
2
(−s4+1)−d5⊕d7
)2
+
(
1
2
(s5+1)−d5⊕d7
)2
(2.57)
P13 =
(
1
2
(−s2+1)−d3⊕d7
)2
+
(
1
2
(s3+1)−d3⊕d7
)2
(2.58)
P14 =
(
1
2
(−s0+1)−d1⊕d3⊕d5⊕d7
)2
+
(
1
2
(s1+1)−d1⊕d3⊕d5⊕d7
)2
. (2.59)
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The pseudocode of the parallel process-2 can be given as
for k = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d7 =Ω(k), computeP11 =
(1
2(s7+1)−d7
)2
+
(1
2(−s6+1)−d7
)2
if P11 > r
2
continue next k in loop
endif
{•,•,•,d7},
for m = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d5 =Ω(m), computeP12
P12 =
(1
2(−s4+1)−d5⊕d7
)2
+
(1
2(s5+1)−d5⊕d7
)2
if P11 +P
1
2 > r
2
continue next m in loop
endif
{•,•,d5,d7},
for n = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d3 =Ω(n), computeP13
P13 =
(1
2(−s2+1)−d3⊕d7
)2
+
(1
2(s3+1)−d3⊕d7
)2
if P11 +P
1
2 +P
1
3 > r
2
continue next n in loop
endif
{•,d3,d5,d7},
for p = 1 : 2,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
d1 =Ω(p), computeP14
P14 =
(1
2(−s0+1)−d1⊕d3⊕d5⊕d7
)2
+
+
(1
2(s1+1)−d1⊕d3⊕d5⊕d7
)2
if P11 +P
1
2 +P
1
3 +P
1
4 > r
2
continue next p in loop
endif
update soln = {d1,d3,d5,d7},
update r = P11 +P
1
2 +P
1
3 +P
1
4 ,
end
end
end
end
ML_Estimation : return soln|d6 = 1
Minimum_metric : return r1.
(2.60)
Independently, the other solution d′ with d6 = 1 and respectively metric r1 are obtained.
There are two independent and also different solutions and respectively two different
metrics. Finally, the optimal solution can be decided by the use of a simple
comparator for two different metrics. Consequently, N−dimensional search tree
can be split up into 2 parallel (N − 1)−dimensional search trees. Here, we give
some simulation results to evaluate the expected decoding complexities and the
attained maximum-likelihood error performances of the proposed methods for the
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short polar and RM codes. Firstly, we investigate the error performances under
maximum-likelihood estimation of the RM and polar codes for (64,57) by the use
of proposed method. In this case, bit-error-rates (BERs) are shown in Fig.2.7 that
RM(64,57) does better than P(64,57) at optimal performances. These results are
also reported in [15] that RM code has better error performance due to its Hamming
distance based construction. Additionally, it is shown in Fig.2.9 that RM(32,26)
and P(32,26) achieve equivalent error performances under maximum-likelihood
estimation. Moreover, frame-error-rates (FERs) are shown in Fig.2.8 and Fig.2.10.
Proposed methods in this paper and Viterbi based method in [15] perform same
maximum-likelihood performances. In the sphere decoding algorithm, expected
number of node visitings may be used as expected complexity. Whereas complexity
per node visiting increases by the level of the node. Additionally, the full trial set is
used for the exhaustive search decoder. We presume that the expected complexity of
the proposed algorithm and the exhaustive search decoder can be given as the average
number of node visitings for the target BER=10−2, 10−3 and 10−4. Simulation results
given in Table.2.8 suggest that significant complexity reduction can be obtained by
the code based efficient decoding method and the proposed algorithm for the polar
codes is up to 2 times faster than for RM codes. Additionally, significant reduction of
the expected decoding complexities of P(64,57) and RM(64,57) are shown in Fig.2.11
as the number of node visitings for a given noise ratio in terms of Eb/N0. Then in
Fig.2.12, FERs are shown for polar codes with the block length N = 32.
In this study, we introduce a new approach that is sphere decoding to implement
efficient ML decoding techniques for polar codes. In this case, sphere decoding
based proposed algorithms are firstly considered for polar codes with the optimal
error performance. Additionally, a significant complexity reduction is obtained by
the proposed methods. First, it is shown that the complexity of the optimal decoder
is only cubic, not exponential. Second, it is observed that the decoding complexity
of polar codes is lower than RM codes under the proposed algorithm while the
optimal performance is guaranteed. Consequently, we show that polar codes have
fast decodable properties. In polar coding, there are two useful properties on decoding
complexity that are high number of zeros in the generator matrix and encoding scheme
property for parallel search trees.
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Table 2.8: Complexity vs. ML performance for the target BERs
Number of visited nodes
for Target BER=10−2 (8,5) (16,13) (32,26) (64,57)
Parallelized tree of P 1.5E1 1.7E2 5.9E3 2.4E5
Search tree of P 2.0E1 1.9E2 7.7E3 2.7E5
Search tree of RM 2.4E1 3.1E2 7.8E3 5.5E5
Exhaustive search comp. 1.6E2 1.0E5 1.7E9 8.2E18
Number of visited nodes
for Target BER=10−3 (8,5) (16,13) (32,26) (64,57)
Parallelized tree of P 1.5E1 1.6E2 5.4E3 1.4E5
Search tree of P 1.9E1 1.9E2 6.2E3 1.6E5
Reduced comp. of RM 2.4E1 3.0E2 6.2E3 3.4E5
Exhaustive search comp. 1.6E2 1.0E5 1.7E9 8.2E18
Number of visited nodes
for Target BER=10−4 (8,5) (16,13) (32,26) (64,57)
Parallelized tree of P 1.5E1 1.5E2 5.1E3 1.3E5
Search tree of P 1.8E1 1.8E2 5.8E3 1.6E5
Search tree of RM 2.3E1 2.9E2 5.8E3 2.5E5
Exhaustive search comp. 1.6E2 1.0E5 1.7E9 8.2E18
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Figure 2.7: BER performances of Polar and Reed-Muler codes with N=64 and K=57
44
0 1 2 3 4 5 610
−4
10−3
10−2
10−1
100
EbN0 (dB)
FE
R
 
 
P(64,57)
RM(64,57)
Figure 2.8: FER performances of Polar and Reed-Muler codes with N=64 and K=57
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Figure 2.9: BER performances of Polar and Reed-Muler codes with N=32 and K=26
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Figure 2.10: FER performances of Polar and Reed-Muler codes with N=32 and K=26
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Figure 2.11: Expected complexities in terms of average number of node visitings.
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Figure 2.12: FER performances of Polar codes.
2.4 Chapter Summary
This chapter considers first code based maximum-likelihood decoding for multiple
input multiple output system with well-known space time block codes. In this way,
algorithmic studies for low complexity and low decoding latency are proposed by
the use of decomposed matrix structure and dimensionality reduction techniques for
Bell-Labs Layered Space-Time system and the golden code respectively. Then, a code
based approach is provided for decoding of channel coding schemes such as polar and
Reed-Muller codes. In this way, algorithmic study for low decoding latency is provided
for short polar and Reed-Muller codes.
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3. TREE FOLDING METHODS FOR MAXIMUM-LIKELIHOOD
DECODING AND SUCCESSIVE CANCELLATION DECODING
In the previous chapter we show that the code based tree search algorithm can be
seen as a fast decoder for only short code lengths, and hence some techniques on
the process of tree search are to be employed to achieve the decoding of longer
codes with the exact maximum-likelihood decoding performance. In this purpose,
we provide the folding operation for the Kronecker product based codes to achieve
longer code lengths. In that direction, some efficient ways in tree search are proposed
with the name; multiple jumping, one-shot decoding, table reduction, alternative tree
structures with the suitable permutations. The exact maximum-likelihood decoding,
hence the performance improvement is still guaranteed. In [47], we presented
the folded tree maximum-likelihood decoding for Kronecker product-based codes
such as Reed-Muller (RM) and polar codes to achieve longer code lengths. Then
finally, we apply the folding operation to the conventional successive cancellation
decoder to significantly reduce the decoding latency. In this way, non-binary multiple
folded successive cancellation decoder can be used for standard binary polar codes.
The butterfly structure of the conventional successive cancellation decoding is still
preserved in the proposed non-binary successive cancellation scheme. In [48], we
proposed the folded successive cancellation decoding for polar codes.
3.1 Folded Tree Maximum-likelihood Decoding for Polar and RM Codes
In this section, we consider a folding operation on the search tree to construct
non-binary tree structure to design efficient maximum-likelihood decoding for binary
Kronecker product-based (KPB) codes. In this way, the length of search tree is halved
for a single folding operation and hence non-binary folded tree can be constructed for
any given KPB code. Moreover, we show that the folding operation can be successively
employed to make multiple folded tree structure.
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The class of KPB codes, have a matrix defined by the n-fold iterated Kronecker product
Gn = F⊗n of a binary upper-triangular kernel matrix F, where some columns are
suppressed given a specific puncturing pattern. Polar and Reed-Muller codes are well
known examples of such KPB codes.
In the previous chapter, we show that the triangular structure of Gn enables the
maximum-likelihood decoding as a binary tree search for the closest codeword to the
received point [25]. Now, we take an advantage of the highly regular fractal structure
of Gn and the “tree folding” technique to design an efficient maximum-likelihood
decoder, enabling to decode relatively longer block lengths with the proposed binary
tree search in [25]. The tree κ-folding operation transforms the binary tree with N
levels into a non-binary tree with N/2κ levels where the search can be significantly
accelerated by a suitable ordering of the branch metrics. For a given κ we can find
(
n
κ ) different foldings which lead to decoders with different complexity and tree
construction for a given polar code.
Using the proposed folded tree decoder, we provide exact maximum-likelihood
performances of some Reed-Muller and polar codes over a binary AWGN channel
for the block length up to 256.
As is well-known, Shannon’s noisy channel coding theorem proves the existence of
capacity-achieving codes [1]. However, there had been no explicit code construction
on a binary-discrete memoryless channel (B-DMC) until the channel polarization was
recently introduced by Arıkan in his celebrated paper [2]. Polar coding is known as
the first provable class of linear block codes that are achieving capacity by the use of
low complexity encoding and decoding methods. These codes have been intensively
studied within the coding theory community and leveraged by the simplicity of
successive cancelation decoding.
Exact maximum-likelihood decoding has been ruled out as inefficient for long polar
codes. A few exact maximum-likelihood decoding methods have been proposed for
short block lengths. In [19], maximum-likelihood performance is investigated for
short block lengths using Viterbi algorithm. In [25], the code based binary tree search
algorithm is introduced as an maximum-likelihood decoder for short polar codes and
shown to be effective for a code length up to 64. As a result of this, it was also shown
50
that Reed-Muller (RM) codes outperform polar codes under maximum-likelihood
decoding for short block lengths thanks to their larger Hamming distance [19]. List
decoding is proposed as an advanced SC decoder for polar codes in [14].
Polar codes achieve capacity for very long block lengths under successive cancelation
decoding. It is an open question whether they are able to approach capacity under
maximum-likelihood decoding for shorter block lengths.
In this study, we focus on developing an efficient decoding technique that is capable
of performing the exact maximum-likelihood decoding for longer codes of length up
to 256. We propose a tree folding technique to enable efficient maximum-likelihood
decoding for a general class of Kronecker product-based codes, which include polar
and RM codes.
The general definition of Kronecker product-based codes of length N, and dimension
K is given as follows.
Definition 1 Let n = log2 N and consider the matrix Gn = F⊗n obtained from the
n-fold Kronecker product of the 2×2 binary kernel matrix F=
[
1 1
0 1
]
. An (N,K,F )
KPB code of rate R= K/N is uniquely defined by a set of indicesF of size N−K and
its N×K generator matrix GF ,n is obtained by suppressing the corresponding columns
of Gn.
Polar codes are KPB codes where the set F corresponds to the set of frozen bits,
selected according to the channel polarization properties and n is the number of
polarization steps [2]. For RM codes, the set F may be chosen to remove all the
columns F⊗n with Hamming weight below a certain threshold [49], [50]. In the
following we will refer to F as the set of frozen bits of the KPB code. The set F
uniquely identifies the KPB code and is shared between encoder and decoder rather
than the generator matrix. The triangular structure of Gn and the frozen bits set F
enable to perform maximum-likelihood decoding as a binary tree search for the closest
codeword to a received point [25]. In particular, we consider folded tree decoding
based on a non-binary tree search of a tree with fewer levels.
Briefly, contributions on this direction can be summarized as follows:
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• We note that the matrix Gn of a KPB code has a fractal structure, that is self similar
patterns repeating in successively smaller scales.
• We take advantage of such fractal structure to perform the basic folding operation
of the initial binary search tree. The resulting non-binary search tree has half depth
but more branches at each node.
• We show that there are n= log2 N alternative tree folding operations and n different
non-binary search trees can be realized for a given code.
• We then iterate the folding operation κ times and show that there are ( nκ ) alternative
non-binary folded search trees of height L = N/2κ .
• The core of the decoding algorithm with the folded tree search is based on a suitable
ordering of the branch metrics at each node.
• We provide maximum-likelihood performances of RM and polar codes for N = 256
using our folded tree decoder.
• We discuss complexity and memory requirements of our folded tree decoder.
From Definition 1 we can generate the codewords x= (x0, . . . ,xN−1)T of an (N,K,F )
KBP code as
x = GF ,nd˜ = Gnd (3.1)
using either the N×K generator matrix GF ,n and the vector d˜ of K information bits
or the matrix Gn and the information bit vector d = (d0, . . . ,dN−1)T , where the N−K
bits in positionsF are frozen to ‘0’.
Analysis of polar code constructions and the channel polarization rule are beyond the
scope of this study. The reader may find a detailed description in [2].
Example 1 Let us consider a polar code P(8,6) with F = {0,2}. The matrix G3 is
given by
G3 = F⊗3 =

1 1 1 1 1 1 1 1
0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1
0 0 0 1 0 0 0 1
0 0 0 0 1 1 1 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 1

. (3.2)
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Figure 3.1: Encoder scheme for polar code with the block length N = 8.
Then, K = 6 bits are selected in d to be used for information transmission, according
to the construction rule of channel polarization [2] and the bits d0 and d2 are frozen.
The encoder scheme of the polar code P(8,6) is shown in Fig. 3.1 and x = G3d is
given by 
x0
x1
x2
x3
x4
x5
x6
x7

=

1 1 1 1 1 1 1 1
0 1 0 1 0 1 0 1
0 0 1 1 0 0 1 1
0 0 0 1 0 0 0 1
0 0 0 0 1 1 1 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 1


0
d1
0
d3
d4
d5
d6
d7

. (3.3)
We now consider the maximum-likelihood detection problem over the AWGN channel,
assuming a BPSK modulation (i.e., ‘1’→+1, ‘0’→−1):
y˜ = x˜+ z, (3.4)
where z is the additive white Gaussian noise with zero mean and variance σ2, and x˜ is
the vector containing the BPSK modulated signals corresponding to the coded bits in
x. By shifting and scaling the received vector y˜, we get y = y˜+12 and ML decoding is
given by
d̂ML = arg
d|d(F )=0
min‖y−Gnd‖2 (3.5)
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Figure 3.2: The matrix G = F⊗7: The fractal form of a Sierpinski triangle.
where dF is the sub-vector of d with only frozen bits and, by an abuse of notation, we
assume binary components ‘0’,‘1’ in Gnd are converted to real numbers 0, 1.
The definition of KPB codes, is based on the n-fold Kronecker product Gn = F⊗n and
results in a fractal structure. In fact, Gn has the form of Sierpinski triangle, which is
a well known fractal in chaotic phenomena introduced in 1915 by W. Sierpinski [51].
There are various engineering applications of fractal geometry and chaos in several
fields in mechanical engineering [52]. An example of the fractal form of the Sierpinski
triangle can be seen for G7 = F⊗7 in Fig.3.2.
The self similarities of the fractal structure repeating in different scales can be seen for
any given n polarization steps as
F⊗n =
[
F⊗(n−1) F⊗(n−1)
0 F⊗(n−1)
]
and
F⊗(n+2) =

F⊗n F⊗n F⊗n F⊗n
0 F⊗n 0 F⊗n
0 0 F⊗n F⊗n
0 0 0 F⊗n
 .
This attractive property is used for the folding operation. In this way, KPB codes can be
maximum-likelihood decoded by the use of non-binary search tree. Let us consider a
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folded search tree of height L= N/2 to show how complexity can be reduced. Writing
x = F⊗nd as 
x0
x1
...
xN−1
=
[
F⊗(n−1) F⊗(n−1)
0 F⊗(n−1)
]
d0
d1
...
dN−1
 , (3.6)
we can simply split it into two parts

x0
x1
...
xN/2−1
= F⊗(n−1)

d0⊕dN/2
d1⊕dN/2+1
...
dN/2−1⊕dN−1
, F⊗(n−1)u0
xN/2
xN/2+1
...
xN−1
= F⊗(n−1)

dN/2
dN/2+1
...
dN−1
, F⊗(n−1)u1
(3.7)
In general, we can write the set of pairs of bit indices which are added in u0 as
I = {I`}=
{(
N
2
− `,N− `
)
, `= 1, . . . ,L
}
(3.8)
This particular pairing results in the basic folding operation.
With the folding operation, the Euclidean distance term in (4.3) can be written as a
sum of squared norms of two vectors of half the dimension, i.e.,
d̂ML = arg
d|d(F )=0
min
{∥∥∥y′−F⊗(n−1)u0∥∥∥2+∥∥∥y′′−F⊗(n−1)u1∥∥∥2} (3.9)
where
y′ =
(
y0,y1, · · · ,yN/2−1
)T
y′′ =
(
yN/2,yN/2+1, · · · ,yN−1
)T
.
The new decoding problem can now be solved by a search in a non-binary tree
with N/2 levels. It should be noticed that u0 and u1 are simple linear functions
of the pairs I` of information bits in d, which are used to label the branches of
the corresponding non-binary tree. In order to perform exact maximum-likelihood
decoding the constraints on the frozen bits pass onto the auxiliary vectors u0 and u1.
These constraints result in some tree nodes with less than four outgoing branches.
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Example 2 Consider the a KPB code in Example 1 of block length N = 8. The basic
folding is given by 
x0
x1
x2
x3
=

1 1 1 1
0 1 0 1
0 0 1 1
0 0 0 1


d0⊕d4
d1⊕d5
d2⊕d6
d3⊕d7

and 
x4
x5
x6
x7
=

1 1 1 1
0 1 0 1
0 0 1 1
0 0 0 1


d4
d5
d6
d7
 .
The four pairs of input bits which are added in u0 are I =
{(d7,d3),(d6,d2),(d5,d1),(d4,d0)}. The corresponding non-binary tree is shown in
Fig. 3.6a. At each node on level ` a pair of bitsI` is used to select the branch through
the corresponding bits u0,` and u1,`.
We can use the block diagram as an alternative description of the folding operation
(see Fig.3.1 for the example with n = 3). In the general case, there are n sets of N/2
XOR-connections, which reflect the Kronecker product structure of the Gn. These sets
are denoted by Ci for i= 0, . . . ,n−1 and the XORs connect input bits with a difference
in position index of 2i. The basic folding can be interpreted as moving the XORs in
the set Cn−1 to precode the information bits. The folded equivalent encoder scheme for
N = 8 is shown in Fig.3.3.
We can have n possible different foldings for any selected Ci for i = 0, . . . ,n− 1 sets,
which yield different non-binary trees, with N/2 levels. In this way, different pairs of
bits are XORed depending on the selected Ci. The frozen bits will appear in different
levels of the non-binary tree and the actual decoder will behave differently.
Example 3 Let us consider the KPB code of Example 1, P(8,6) with frozen
bits d0 and d2. We can provide two additional different foldings based on
the structures in Figs. 3.4 and 3.5 by removing the XOR connections in
C0 and C1, respectively. Each folding operation is defined by the different
pairs of input bits: I = {(d7,d6),(d5,d4),(d3,d2),(d1,d0)} for C0 and I =
{(d7,d5),(d6,d4),(d3,d1),(d2,d0)} for C1. All three non-binary trees with 4 levels,
that can be constructed for this code, are shown in Fig.3.6.
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Figure 3.3: Equivalent encoder scheme of basic folding is given for N = 8 by moving
the C2 set of XOR-connections.!!!!!!!! !!!!!!!!! !!!!!!!!!
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Figure 3.4: Equivalent encoder scheme of the folding is given for N = 8 by the deletion
of C1. C1 is the set of xor-connections with the length of 2.!!!!!!!! !!!!!!!!! !!!!!!!!!
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Figure 3.5: Equivalent encoder scheme of the folding is given for N = 8 by the deletion
of C0. C0 is the set of xor-connections with the length of 1.
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Figure 3.6: Non-binary trees for P(8,6). The frozen bits are d0 and d2. (a) folding by
deletion of C2, (b) folding by deletion of C1, (c) folding by deletion of C0.
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Table 3.1: Number of different folded trees for a given N and κ
κ N=8 16 32 64 128 256 512 1024 2048
1 3 4 5 6 7 8 9 10 11
2 3 6 10 15 21 28 36 45 55
3 1 4 10 20 35 56 84 120 165
4 0 1 5 15 35 70 126 210 330
5 0 0 1 6 21 56 126 252 462
6 0 0 0 1 7 28 84 210 462
7 0 0 0 0 1 8 36 120 330
8 0 0 0 0 0 1 9 45 165
We will later show an example of how the complexities of different non-binary trees
for a given KPB code can vary due to the different tree structures.
Folding operations can be repeated more than once to further reduce the number of tree
levels. In particular, we can consider the multiple folding of order 1< κ ≤ n, which is
defined by choosing κ sets among the n XOR connection sets Ci. There are a total of
(
n
κ ) different κ-foldings, resulting in different decoding trees of hight L = N/2
κ . We
can take advantage in selecting the different folding that yields the smallest decoding
complexity for a given KPB code. For convenience, Table.3.1 gives the number of
different folded trees for a given N and κ .
In the next chapter, we will provide a general formula for all possible alternative
foldings.
In the general case, we can rewrite the encoding equations in terms of F⊗(n−2). Let us
now consider the κ = 2 folding obtained by further applying the basic folding to each
of the two folded equations. We then have four equations with vectors of length N/4:
x0
x1
...
xN/4−2
xN/4−1
=F⊗(n−2)

d0⊕dN/4⊕dN/2⊕d3N/4
d1⊕dN/4+1⊕dN/2+1⊕d3N/4+1
...
dN/4−2⊕dN/2−2⊕d3N/4−2⊕dN−2
dN/4−1⊕dN/2−1⊕d3N/4−1⊕dN−1


xN/4
xN/4+1
...
xN/2−2
xN/2−1
= F⊗(n−2)

dN/4⊕d3N/4
dN/4+1⊕d3N/4+1
...
dN/2−2⊕dN−2
dN/2−1⊕dN−1

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
xN/2
xN/2+1
...
x3N/4−2
x3N/4−1
= F⊗(n−2)

dN/2⊕d3N/4
dN/2+1⊕d3N/4+1
...
d3N/4−2⊕dN−2
d3N/4−1⊕dN−1


x3N/4
x3N/4+1
...
xN−2
xN−1
= F⊗(n−2)

d3N/4
d3N/4+1
...
dN−2
dN−1
 .
This is equivalent to moving both of the XOR connection sets Cn−1 and Cn−2 to the
input. We can derive a formula for the indices of the grouped bits after κ basic foldings.
The set of indices of the 2κ bits placed in the `th level of the tree is given by
I`=
(
1 ·N
2κ
− `, 2 ·N
2κ
− `, · · · , 2
κ ·N
2κ
− `
)
, `= 1, . . . ,L (3.10)
We will refer to this particular choice of I`s as the basic κ-folding operation. The
other choices of κ XOR connections sets yield different expressions for the groupings
I`.
3.1.1 Algorithm of the Folded Tree Maximum-likelihood Decoder
In this section, we provide the folded tree maximum-likelihood decoding algorithm
for general KPB codes and provide the full pseudo-code of a non recursive
implementation. We denote vector variables by the boldface letters and consider a
κ folding operation for a given (N,K,F ) KPB code.
As illustrated in previous, a non-binary tree with height L = N/2κ is constructed and
the set I = {I`, `= 1, . . . ,L} defines the labeling for κ folded tree branches.
The decoder takes as inputs the received noisy vector y = (y0,y1, . . . ,yN−1)T , the
indices of the N−K frozen bits are denoted by F and set I = {I`, ` = 1, . . . ,L}.
Let F` denote the set of frozen indices appearing at level ` of the tree. The exact
structure of the non-binary tree depends on the labeling I and the indices of frozen
bitsF .
Let ρ` denote the number of non-frozen bits in I`, for ` = 1, . . . ,L. We assume the
root of the tree is level 0 and, the leafs are level L. For a given code, different folding
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Table 3.2: Initialization
r = ∞
L = N/2κ
`= 1
ρ = (ρ1,ρ2, . . . ,ρL)1×L
c = (0,0, . . . ,0)1×L
ind = (0,0, . . . ,0)1×L
m = (0,0, . . . ,0)1×L
t = (0,0, . . . ,0)1×N
I = {I1,I2, . . . ,IL}
F = {F1,F2, . . . ,FL}
table` = sortu
(∥∥∥u−y(I`)∥∥∥2) ,∀`= 1, . . . ,L
choices yield different I and different ρ`s. In this case, each node at level ` has 2ρ`
valid candidates. This means a valid candidate has no conflict between frozen bits.
The initialization steps for the decoder are given in Table 3.2, where: r is the radius
of the search sphere, c contains the current branch counter for each level, ind contains
the current index in table`, m contains the partial metrics for each level, and t is the
current candidate vector.
For all levels, `= 1, . . . ,L, the initialization generates a table` by sorting in increasing
order the Euclidean distances between all possible binary vectors u of 2κ bits and the
received sub-vector y(I`). Each record of the sorted tables stores two entries: the
decimal representation of the binary vector u and the corresponding squared distance.
These guarantee that the shortest metric branches are visited first during the tree search.
Such table is pre-computed to speed up the tree search phase for the exact
maximum-likelihood solution. The pseudo code of the main algorithm is given in
Table 3.3 and the auxiliary function in Table 3.4.
The algorithm essentially operates as a sphere decoder [28] and successively reduces
the search radius r as closer points to the received vector are found along the tree
search. The faster the radius is reduced the more the tree branches are pruned and less
nodes need to be visited. The tree search starts from the root node at level ` = 1 and,
the search radius r is set to infinity. The algorithm moves to lower levels under the
radius constraint, i.e., only if the current accumulated metric is smaller than the radius
sum(m) < r. If the radius constraint is not valid in the visited level, the algorithm
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Table 3.3: Main algorithm
while ` 6= 0,∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
if c` < 2ρ`∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c` = c`+1(
m˜`, t(I`), ind`
)
=
PickNextCandidate
(
t, `, ind`, table`,I`,F`,F¯`
)
m` = m˜`
if sum(m)< r∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
if `= L∣∣∣∣∣∣∣∣∣∣
store d̂ = t
update r = sum(m)
t(I`) = 0
m` = 0
`= `−1
else∣∣∣∣∣∣
`= `+1
c` = 0
ind` = 0
end
else∣∣∣∣∣∣
t(I`) = 0
m` = 0
`= `−1
end
else∣∣ `= `−1
end
end
ML_Estimation : return d̂
Minimum_metric : return r.
moves to the upper level. The current metric element m` and the currently estimated
vector t must be updated in both cases.
If the radius constraint is valid at the bottom level L, then the maximum-likelihood
estimate dˆ is updated by the current t. The radius is updated by sum(m) and the
algorithm moves to the upper level.
Let us denote by F` the set of indices of the frozen bits at level ` and F¯` the set of
non-frozen bits, such that I` =F`∪ F¯`. At each level `, the next candidate branch is
chosen by the function PickNextCandidate (see Table 3.4) to fill the bits in positions
I` of the vector t. Note that |F`| of the 2κ bits in t(I`) are frozen and only t(F`)
need to be updated. In this process, PickNextCandidate uses table` to pick up the next
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Table 3.4: PickNextCandidate function
function PickNextCandidate
(
t, `, ind`, table`,I`,F`,F¯`
)
repeat
ind` = ind`+1
u = dec2bin(table`(1, ind`))
solve dˆ(I`) = F⊗κ · [(F⊗nt)(I`)⊕u]
until dˆ(F`) = 0
f ill non f rozen bits t(F¯`) = dˆ(F¯`)
m˜` = table`(2, ind`)
return (m˜`, tI`, ind`)
candidate in the table, which does not conflict with the frozen bits constraints and the
already selected bits in t. It also returns the updated index in the table and the branch
metric.
As observed at the beginning of the section, this algorithm behaves as a sphere decoder
and searches the non binary tree in such a way to minimize the distance to the received
point, by only pruning the the non-competing branches that have a larger accumulated
metric. This yields the exact maximum-likelihood decision.
3.1.2 Results and Discussion
In this section, we discuss the exact ML performances of RM and polar codes for
block lengths 128 and 256. The folded tree decoder with κ = 4 is used for KPB codes
(128,120) and (256,247). Bit error rates versus Eb/N0 are given in Figs. 3.7-4.3. Also
the Shannon bounds for the rates 120/128 and 247/256 are shown. Frame error rates
vs. Eb/N0 are given in Figs. 3.11-4.2. By design, polar codes outperform RM codes
with suboptimal SC decoding in terms of BER. It is interesting to observe that the RM
codes outperform the polar codes under maximum-likelihood decoding. It remains an
open question if this is true for larger code lengths.
We discuss expected complexity of the proposed algorithm in terms of the average
number of visited nodes. Fig.3.13 shows that the expected complexity is affected by
the positions of the frozen bits in the non-binary tree. It can be seen that the binary
search tree in [25] required more than 105 node visits for RM(64,57). Here, two
non-binary trees with κ = 3 and κ = 4 are considered for the RM(64,57) in Fig.3.14.
The folded tree decoder with ML performance requires significantly lower decoding
63
complexity for RM(64,57). Additionally, the expected complexity for RM(128,120)
is shown in Fig. 3.15 for κ = 3 and 4. Selecting the most appropriate folding can
significantly reduce the complexity at low SNR.
We now discuss the memory requirement for the L stored tables labeled as table` in the
setup of the proposed algorithm. Each table contains the indices of all possible vectors
with 2κ bits and requires 22
κ
entries. Moreover, L = N/2κ tables are required for κ
foldings. Thus, the total number of sorted indices can be given as
∆=
N
2κ
22
κ
.
Since we need 2κ bits to define an index in the tables, the total number of required bits
is given by
2κ∆= N22
κ
(3.11)
and shown in Table.3.5
Table 3.5: Number of required bits for a given N and κ
κ N=128 256 512 1024 2048
1 1KB 2KB 4KB 8KB 16KB
2 4KB 8KB 16KB 32KB 64KB
3 32KB 64KB 128KB 256KB 512KB
4 1MB 2MB 4MB 8MB 16MB
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Figure 3.7: Performance comparison BER vs. Eb/N0 for P(128,120) and
RM(128,120). Exact ML decoding by the folded tree decoder with κ = 4
and SC decoding.
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Figure 3.8: Performance comparison BER vs. Eb/N0 for P(256,247) and
RM(256,247). Exact ML decoding by the folded tree decoder with κ = 4
and SC decoding.
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Figure 3.9: Performance comparison FER vs. Eb/N0 for P(128,120) and
RM(128,120). Exact ML decoding by the folded tree decoder with κ = 4
and SC decoding.
1 2 3 4 5 6 7
10−4
10−3
10−2
10−1
100
Eb/N0 [dB]
FE
R
 
 
ML RM(256,247)
ML P(256,247)
SC P(256,247)
SC RM(256,247)
Figure 3.10: Performance comparison FER vs. Eb/N0 for P(256,247) and
RM(256,247). Exact ML decoding by the folded tree decoder with κ = 4
and SC decoding.
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Figure 3.11: Performance comparison BER vs. Eb/N0 for P(128,100). Exact ML
decoding by the folded tree decoder with κ = 4 and SC decoding.
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Figure 3.12: Performance comparison FER vs. Eb/N0 for P(128,100). Exact ML
decoding by the folded tree decoder with κ = 4 and SC decoding.
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Figure 3.13: Expected decoding complexities of non-binary trees (a) (b) (c) for
P(8,6). The frozen bits are d0 and d2.
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Figure 3.14: Expected decoding complexity for RM(64,57).
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Figure 3.15: Expected decoding complexity for RM(128,120).
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In this research, we observe the fractal structure of the Kronecker product-based
codes such as polar codes and, Reed-Muller codes. We propose the multiple κ
folding method as a tool for efficient decoding of such family of codes. Moreover,
we showe that different foldings are available to construct different non-binary
tree structures for a given polar code. Using this, we propose an efficient exact
maximum-likelihood decoding algorithm. By the use of this algorithm, we provide
the exact maximum-likelihood decoding of the Reed-Muller and polar codes with the
block length 256.
Now, we introduce methods for reducing complexity and memory requirements of
the proposed algorithm and as the following descriptions. Then, we will explore
a suboptimal variant of the algorithm to enable the decoding of even longer block
lengths.
Multiple jumping: During the search process on the tree, the algorithm can move to
one more upper level under a multiple jumping condition to speed up the decoder
while the maximum-likelihood decoding is still guaranteed. This condition is valid if
the current selected candidate is the first symbol with the minimum metric in the table
and algorithm goes to (8) to go upper level. In this case, algorithm can move one more
level upper on the tree.
One shot decoding: This is the special case of the multiple jumping feature. If the first
solution inside the sphere contains all the best candidates from each level, the current
solution is guaranteed that the exact maximum likelihood solution.
Table reduction: For a given radius, the threshold can limit the generated table for each
level by the use of all the best candidates from each level. This technique limits the
search process to speed up.
Early termination: As a special case of the table reduction, the algorithm can test
the initial radius in table generating. If sum of all the best candidates of each level
is smaller than the initial radius, algorithm can be early terminated. Then, the initial
radius is increased by the control system.
In a general way, decoding complexity can be reduced using these techniques while
the maximum likelihood decoding is still guaranteed. Alternatively, the sub-optimal
sphere decoder can be considered with the limited number of node visiting on the
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search tree. In the next section we provide simulation results to investigate complexity
and latency of optimal and sub-optimal sphere decoder algorithms.
3.2 Dynamical Decoding Behavior
In the previous section, we propose efficient sub-techniques to speed up the tree
search process in the considered maximum-likelihood decoder of polar codes. In this
section, we present some experiments to investigate the dynamical decoding behavior
of the folded tree decoding with the speed-up techniques. For this purpose, we use a
statistical estimation of the initial radius for a given signal to noise ratio, and a state
machine with a control logic to drive the decoding algorithm. Then, we also discuss the
expected complexity and a sub-optimal performance of the considered decoder under
a limited decoding latency. We reported this experimental results in [53]. In 1963,
similar experimental simulations of Fano algorithm were carried out in MIT Lincoln
Laboratory [54].
First of all, the expected decoding complexity must be considered under a particular
scenario such that a code with (N,K) at a given signal to noise ratio. To analyze the
decoding complexity of the folded tree decoder under the scenario, the average number
of node visiting can be accepted as a unit of complexity for a transmitted information
bit. For this purpose, the average number of node visiting for a codeword solution
can be measured in the simulation. Let V be the average number of node visiting for
a codeword. Then, the decoding complexity can be easily computed by, B = V/K,
average number node visit / information bit.
To investigate average decoding latency of the folded tree decoder, we first need
consider the initial radius selection for a given scenario. It is known that the initial
radius is a critical parameter on the expected complexity that can be chosen by a linear
function of the code length and noise variance [32]. To limit the effect of the initial
radius selection on the complexity, PLL based control logic with a state machine can
be applied to the folded tree decoder. In this way, this can manage the initial radius.
Let the first scenario be P(32,16) at a given signal to noise ratio in terms of the rate
/ capacity = [0.3 : 0.05 : 0.95]. The simulation runs for 105 trials to measure the
average number of node visitings. Figure 3.16 displays the probability of latency that
is exceeding a given time limit as p(B> γ).
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Figure 3.16: Probabilities of exceeding a latency limit of the number of node visiting
for a transmitted information bit for P(32,16).
In the next experiment, we investigate the decoding error performance under a limited
node visitings per information bits. Simulation results are provided for the same
scenario. Fig.3.17 shows the performances versus limited node visitings. This
experiment shows that using a limitation of node visitings is a feasible way for
efficient decoding of the proposed decoder. Under an unlimited case, essentially same
performance can be obtained. There is an other result of the experiment that the
solution of a codeword with very high node visitings is not reliable (i.e. most probably
it is an error in maximum-likelihood decoding).
In a real time applications, receiver units has a buffer module that is used to decode
codewords continuously. Under an unlimited latency scenario, decoding algorithm
runs with the buffer.
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Figure 3.17: Error floors of FER under limited latencies.
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Figure 3.18: Simulations of buffer usage.
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3.3 Folded Successive Cancellation Decoding for Polar Codes
Polar coding is known as the first provably capacity-achieving coding scheme under
low-complexity sub-optimal successive cancelation decoding (SCD). The large error
correction capability of finite length polar codes is mostly achieved with relatively long
codes. SCD is the conventional decoder for polar codes and exhibits a quasi-linear
complexity in terms of the code length. Practical decoder schemes with low latency
are important for high speed polar coding applications. In this study, we propose
non-binary multiple folded SCD scheme to reduce the decoding latency of standard
binary polar codes. Multiple foldings were first proposed to improve the efficiency
of folded tree maximum-likelihood decoder for Kronecker product based codes.
By successively applying the folding operation κ times on the SCD, for a code
length N, the latency is reduced from 2N − 1 to N2κ−1 − 1 time slots, assuming full
parallelization. We show that multiple folded SCD can be effectively implemented for
up to κ = 3 foldings due to memory limitations. This decoder achieves exactly the
same performance of the original SCD with significantly reduced latency.
Shannon’s channel coding theorem proves the existence of capacity-achieving codes
without providing an explicit construction [1]. The channel polarization phenomenon
introduced in [2] makes the polar codes the first provable capacity-achieving coding
under a low complexity decoding method successive cancelation decoding (SCD),
which exhibits a quasi-linear complexity in terms of the code length. It is interesting
to note that polar codes achieve capacity, as the length grows to infinity, even
though SCD is a sub-optimal decoder, (i.e., not maximum likelihood). At finite
lengths, the good error correction capability becomes significant only for relatively
long polar codes, where the implementation of SCD can become challenging due to
complexity and latency. On the other hand, industrial predictions that are based on a
well-known observation naming Moore’s law show that transistor densities and counts
in microprocessors double approximately every two or three years. Then it can be
accepted that the latency is more critical issue than the space complexity issues.
To overcome these limitations of polar coding, two different research directions have
been undertaken. The first direction focuses on SCD implementations with a reduced
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complexity to extend the code length without major impact on performace. In [11],
[12], [13] specific methods to speed up SCD in hardware have been proposed. In
[11], a specific scheduling in the butterfly structure of SCD was presented to reduce
complexity by the use of resource sharing. A semi-parallel decoder was proposed
in [12] as a simple architecture for resource sharing with a small increase in latency.
In [13], a decoding schedule of pre-computation look-ahead technique was introduced
to reduce the latency of SCD by half.
In the second direction of research, higher complexity decoders have been proposed
to improve the error performance of relatively shorter polar codes. For example, the
sub-optimal performance of the SCD was improved by the list decoder in [14], the
belief propagation in [15], [17] and the stack algorithms in [18]. Moreover, optimal
maximum-likelihood decoders have been studied in [19], [25] and [47] for polar codes.
In [25], the binary sphere decoding based maximum-likelihood decoder was proposed
for short polar codes with code lengths up to 64. Recently, the folding operation
applied to the maximum-likelihood tree search was used in [47] to design an efficient
maximum-likelihood decoder based on a non-binary tree search strategy for longer
Kronecker product based codes, such as polar and Reed-Muller codes of lengths up to
256.
In this study, we apply the multiple folding operation to SCD to design a new low
latency non-binary SCD for binary polar codes. We will refer to this as multiple or κ
folded SCD. The butterfly structure is still preserved in the multiple folded SCD and
hence the proposed method can be combined with the scheduling methods in [11].
We focus on decoding a standard polar code with frozen bits chosen according to
the channel polarization. The proposed multiple folded SCD can also be used for
Reed-Muller codes. Since it is known that Reed-Muller codes with SCD is very far
from that of polar codes in terms of the error correction capability, we will not consider
them in this letter. We show that using κ folding operations, the conventional SCD can
be re-designed as a q-ary code SCD with q = 22
κ
and length N2κ . The likelihood ratios
used in the (1+ log2 N) steps of the conventional SCD architecture, are replaced by the
conditional probabilities of the q-ary symbols grouping 2κ bit using only (1+ log2
N
2κ )
steps in the multiple folded SCD. This provides a significant reduction of the decoder
latency to N2κ−1 − 1 time slots from 2N − 1 time slots under fully parallel decoder
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implementation for a code length N. A single folded SCD (i.e. for κ=1) was presented
as a preliminary result in [48] and the dependence of the error performance on the
alternative foldings was investigated. Here, we investigate complexity of the proposed
method in terms of the computational and memory requirements. Simulation results
show that the proposed decoders can provide the same error performance as in the
conventional SCD. In this section, we consider the system model of polar codes
in additive white Gaussian noise (AWGN) channel. Any given binary polar code
with length N is uniquely defined by the number K of information bits and by the
set of N −K frozen bit indices F ⊆ {0,1, . . . ,N − 1}. A codeword is denoted by
x = (x0, . . . ,xN−1)T and can be generated as from the information bits
x = F⊗nd, (3.12)
where the N dimensional vector d= (d0, . . . ,dN−1)T has N−K frozen bits in positions
F fixed to ‘0’. The remaining K bits in vector d in the positions F c = {0,1, . . . ,N−
1}\F , are used to transmit the K information bits. The frozen bit indices are selected
as the least reliable bits after channel polarization and are determined by the polar code
construction method, [2,15]. The encoding matrix F⊗n is the n-fold iterated Kronecker
product of the kernel matrix F =
[
1 1
0 1
]
. The transmission rate of the code will be
R = KN which approaches the channel capacity as the code length tends to infinity.
We assume that the encoded bits xk are mapped to binary antipodal modulation signals
such that ‘1’→ +1, ‘0’→−1 and the signal vector x˜ = (x˜0, . . . , x˜N−1)T is transmitted
over AWGN channel. The received noisy observations are given by the vector y˜ as
y˜ = x˜+ z, (3.13)
where z is the AWGN with zero mean and variance σ2 and, for a given Eb/N0 in dB,
then σ2 = 1/(2R10[
Eb
N0
]dB/10).
Let n = log2 N be the number of polarization steps and let dˆ be the estimated
information bit vector. The conventional SCD estimates bits in the order
α(0),α(1), · · · ,α(N−1), which depends on the bit-reversal operation of SCD
architecture in [2]. For example, for a code length N = 8 the order will be α =
{0,4,2,6,1,5,3,7}. Let dˆ(i)∗ be a partial estimate of d containing the partial decisions
after the first i bit estimations. The remaining (N− i) entries have not been determined
yet and, at the end of the decoding procedure, the SCD decision will be dˆ = dˆN∗ .
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Figure 3.19: Unit circuit for the conventional SCD.
The conventional SCD algorithm in [2], [16] is based on the successive estimations of
bits in the desired vector, (i.e. dα(i) for i = 0, . . . ,N− 1) using the received vector y˜,
the frozen bits locations F , and the previously estimated bit vector dˆ(i−1)∗ .
The conditional probabilities for the α(i)-th bit are denoted by W kα(i)(y˜, dˆ
(i−1)
∗ |dα(i) =
0) and W kα(i)(y˜, dˆ
(i−1)
∗ |dα(i) = 1) at step k = 0, . . . ,n, which are successively computed
in (1+ log2 N) steps k from 0 to n. If dα(i) is a non-frozen information bit (i.e. α(i) 6∈
F ), then the estimate is given by
dˆα(i) =
 0, if
W nα(i)
(
y˜,dˆ(i−1)∗ |0
)
W nα(i)
(
y˜,dˆ(i−1)∗ |1
) ≥ 1
1, otherwise
(3.14)
The main cause of the sub-optimality of SCD is the error propagation due to incorrect
decisions.
Table 3.6: Algorithm: Conventional successive cancelation decoding
1: for all i = 0,1, . . . ,N−1 do
2: calculate successively W nα(i)(·|0),W nα(i)(·|1)
3: if dα(i) is frozen then
4: set dα(i) = 0
5: else
6: if W nα(i)(·|0)<W nα(i)(·|1) then
7: set dα(i) = 1
8: else
9: set dα(i) = 0
10: end if
11: end if
12: broadcast current decisions to other levels
13: end for
To describe the computations of W , the unit circuit is shown in Fig.3.19. Successive
computations of the conditional probabilities in the unit circuit from step jth to step
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( j+1)th can be given as
W j+11 (·|0) =W j1 (·|0) ·W j2 (·|0)+W j1 (·|1) ·W j2 (·|1)
W j+11 (·|1) =W j1 (·|1) ·W j2 (·|0)+W j1 (·|0) ·W j2 (·|1)
W j+12 (·|0) =
{
W j1 (·|0) ·W j2 (·|0) if dˆ = 0
W j1 (·|1) ·W j2 (·|0) if dˆ = 1
W j+12 (·|1) =
{
W j1 (·|1) ·W j2 (·|1) if dˆ = 0
W j1 (·|0) ·W j2 (·|1) if dˆ = 1
Alternatively, the likelihood ratios L j(·) = W j(·|0)/W j(·|1) can be updated by the
following expressions:
L j+11 (·) =
L j1(·) ·L j2(·)+1
L j1(·)+L j2(·)
L j+12 (·) =
{
L j1(·)L j2(·) if dˆ = 0
L j2(·)/L j1(·) if dˆ = 1
In this section, we first introduce a multiple folding operation for the SCD. Then, we
provide a description of non-binary κ folded SCD algorithm for any given binary polar
code. We will show that the latency is reduced from 2N−1 to N2κ−1 −1 time slots when
using κ foldings.
Let us first consider the encoding equation (4.2) and note that it can be split into two
N/2 dimensional equations in terms of F⊗(n−1), i.e.,
x =
[
F⊗(n−1) F⊗(n−1)
0 F⊗(n−1)
][
d′
d′′
]
, (3.15)
where the vector d is split into d′ = (d0, . . . ,dN/2−1)T and d
′′
= (dN/2, . . . ,dN−1)T . This
property was first observed by Dumer in [55] for Reed-Muller codes. Equivalently,
considering the modulo-2 arithmetic, we have
x =
[
x′
x′′
]
=
[
F⊗(n−1)(d′⊕d′′)
F⊗(n−1)d′′
]
. (3.16)
Hence, we can consider the two binary polar codes with the code length N/2

x0
x1
...
xN/2−1
= F⊗(n−1)

d0⊕dN/2
d1⊕dN/2+1
...
dN/2−1⊕dN−1

xN/2
xN/2+1
...
xN−1
= F⊗(n−1)

dN/2
dN/2+1
...
dN−1

(3.17)
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where the first code encodes the information d′ ⊕ d′′ and the second d′′ . Here, the
folding operation is based on considering non-binary bit pairs from d′ ⊕ d′′ and d′′ .
It should be noted that the folding operation does not need any modification on the
standard binary polar code nor its encoder and it only affects the decoder. In general, it
can be shown that the pairs of bit indices which appear in (d′⊕d′′) and d′′ have indices
I` =
(N
2 − `,N− `
)
for `= 1, . . . ,N/2.
Moreover, any given polar code can be folded in alternative way by using suitable
permutation matrices pii, such that F⊗n = piTi F⊗npii for i = 1, . . . ,n. In fact, the
encoding equation can be rewritten as x = piTi F⊗npiid and alternative encoding
equations are given by suitably permuted vectors piix and piid as piix = F⊗npiid, using
the property pi−1i = pi
T
i .
In order to describe the suitable permutations, we use the commutation matrix
K(m,r) =
m
∑
i=1
r
∑
j=1
(Hi, j ⊗HTi, j), where Hi, j is a m× r matrix with a “1” in its (i, j)th
position and zeros elsewhere, [56]. Thanks to the permutation equivalent property
in [57, Th.-9, p.47] we have K(m,r)T (A⊗B)K(m,r) = B⊗A, where A is m×m,
B is r× r matrices and K(m,r) is the mr×mr commutation matrix. Then we can
write F⊗n = K(2n−i,2i)T F⊗n K(2n−i,2i), for i = 1, . . . ,n. Hence, the permutations
pii = K(2n−i,2i) for i = 1, . . .n provide n alternative foldings.
Due to its fractal nature, F⊗(n−1) preserves the same structure of F⊗n and the folding
operation can be repeated multiple times. In general, the folding operation can be
successively applied for 1 ≤ κ ≤ n−1 times. The multiple folding operation (κ ≥ 2)
was first introduced in [47] to implement the folded tree maximum-likelihood decoder
for polar codes. In this study, we construct a non-binary multiple folded SCD scheme
with 1+ log2
N
2κ steps, based on F
⊗(n−κ) sub-blocks of size N2κ . In general, the set
of indices of the group of 2κ bits appearing in the `-th non-binary level is given by
I` =
(
N
2κ − `, 2N2κ − `, · · · , 2
κN
2κ − `
)
for ` = 1, . . . , N2κ . A group of 2
κ bits corresponds
to a q-ary symbol from the alphabet {0,1, . . . ,22κ − 1} and will be denoted by ϕ . In
general, we write ϕ = F⊗κd(I`), where d(I`) is the sub-vector of d corresponding to
the indicesI`. For example, for κ = 2, four bits are grouped in ϕ = {(d N
4−`⊕d N2−`⊕
d 3N
4 −`⊕dN−`),(d N2−`⊕dN−`),(d 3N4 −`⊕dN−`),(dN−`)}, where `= 1, . . . ,
N
4 .
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Successive computations of the conditional probabilities in the folded unit circuit in
Fig. 3.20 from step j to step j+1 are given as:
W¯ j+11 (·|00) =W j1 (·|00) ·W j2 (·|00)+W j1 (·|01) ·W j2 (·|01)+
W j1 (·|10) ·W j2 (·|10)+W j1 (·|11) ·W j2 (·|11)
W¯ j+11 (·|01) =W j1 (·|00) ·W j2 (·|01)+W j1 (·|01) ·W j2 (·|00)+
W j1 (·|10) ·W j2 (·|11)+W j1 (·|11) ·W j2 (·|10)
W¯ j+11 (·|10) =W j1 (·|00) ·W j2 (·|10)+W j1 (·|01) ·W j2 (·|11)+
W j1 (·|10) ·W j2 (·|00)+W j1 (·|11) ·W j2 (·|01)
W¯ j+11 (·|11) =W j1 (·|00) ·W j2 (·|11)+W j1 (·|01) ·W j2 (·|10)+
W j1 (·|10) ·W j2 (·|01)+W j1 (·|11) ·W j2 (·|00)
W¯ j+12 (·|00) =

W j1 (·|00) ·W j2 (·|00) ifϕ = 00,
W j1 (·|01) ·W j2 (·|00) ifϕ = 01,
W j1 (·|10) ·W j2 (·|00) ifϕ = 10,
W j1 (·|11) ·W j2 (·|00) ifϕ = 11.
W¯ j+12 (·|01) =

W j1 (·|01) ·W j2 (·|01) ifϕ = 00,
W j1 (·|00) ·W j2 (·|01) ifϕ = 01,
W j1 (·|11) ·W j2 (·|01) ifϕ = 10,
W j1 (·|10) ·W j2 (·|01) ifϕ = 11.
W¯ j+12 (·|10) =

W j1 (·|10) ·W j2 (·|10) ifϕ = 00,
W j1 (·|11) ·W j2 (·|10) ifϕ = 01,
W j1 (·|00) ·W j2 (·|10) ifϕ = 10,
W j1 (·|01) ·W j2 (·|10) ifϕ = 11.
W¯ j+12 (·|11) =

W j1 (·|11) ·W j2 (·|11) ifϕ = 00,
W j1 (·|10) ·W j2 (·|11) ifϕ = 01,
W j1 (·|01) ·W j2 (·|11) ifϕ = 10,
W j1 (·|00) ·W j2 (·|11) ifϕ = 11.
3.3.1 Algorithmic Description of Multiple Folded Successive Cancellation
The bit decision rule in (3.14) is transformed to a decision on a group of 2κ bits ϕ in
(3.18),
ϕˆ = argϕ max
{
W n−κα(i) (y˜, dˆ
(2κ ·i)
∗ |ϕ)
}
(3.18)
where dˆ(2
κ ·i)
∗ is a binary vector containing the previously (2κ · i) estimated bits. It
should be noted that W kα(i)(y˜, dˆ
(2κ ·i)
∗ |ϕ) is computed for all possible q = 22κ candidates
of ϕ in the k = 0, . . . ,n− κ steps. Fig.3.20 shows the folded unit circuit where the
conditional probabilities are successively computed from step k to step k+ 1 as ϕ :{
0,1, . . . ,22
κ −1
}
W k+1(·|ϕ) = ∑
∀ψ
(
W k(·|ψ) ·W k(·|ψ⊕ϕ)
)
, (3.19)
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Figure 3.20: Unit circuit for κ folded SCD for the 2κ−bit symbols ϕ .
where the sum is over all vectors ψ of 2κ bits. Here, W and W denote upper and lower
branches of the unit circuit. The second conditional probability is given by
W k+1(·|ϕ) = W k(·|ϕ⊕ ϕˆ) ·W k(·|ϕ) , (3.20)
where ϕˆ denotes a previously decided symbol of the upper branch. In this case, the
multiple folded-SC decoder only requires (1+ log2
N
2κ ) steps to decide for all the
N
2κ
non-binary symbols. The likelihood ratios cannot be used as in the binary case and 22
κ
dimensional probability vectors need to be stored.
We can now describe the proposed decoding algorithm. In the initialization, κ is fixed
to a number in the range 1 to n− 1. Instead of N successive binary decisions, q-ary
symbol decisions are made successively for N2κ folded partial vectors ϕ . Then, for each
decided candidate ϕˆ at the last step (k = n− κ), the actual information bits can be
computed as d(I`) = F
⊗κ ϕˆ . The proposed pseudocode is given in Table 3.7.
For each successive q-ary ϕ decision, we need to compute the probabilities W n−κα(i) (·|ϕ)
for all ϕ non-binary candidate symbols, as described in (3.19) and (3.20) by the use
of all noisy observations y˜, frozen bits in F and previously made decisions ϕˆ . We
should recall that some of the probabilities could be set to zero due to the broadcasted
information of frozen bits and previous decisions. This process is accomplished by
line-(3) in Table I. Then, the decision on the most likely ϕ can be taken by maximizing
the computed probabilities as given by line-(5) in Table I. Thereafter, using the decision
ϕˆ made at stage k = n− κ , we can store the decision on the information bit values
in the vector dˆα(I`(i)) = F
⊗κ ϕˆ as given by line-(6) in Table I. Hence, the current
decisions can be passed to other levels in the non-binary folded-SCD. One can notice
that the well-known butterfly structure of the SCD architecture is still preserved by
the non-binary folded-SC decoder for (1+ log2
N
2κ ) steps. It should be noted that as a
special case of κ = 0, proposed decoder is identical to the conventional SCD.
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Table 3.7: Multiple folded-SC decoder algorithm
1: for all i := 0,1, . . . , N2κ −1 do
2: for all k := 0,1, . . . ,n−κ do
3: calculate W k(·|ϕ), for all ϕ ∈ {0, . . . ,q−1}
4: end for
5: ϕˆ := argϕ max
{
W n−κα(i) (·|ϕ)
}
6: dˆα(Ii+1) := F
⊗κ ϕˆ
7: if there is any frozen bit in dˆα(Ii+1) then
8: set the frozen bit ′0′ in dˆα(Ii+1)
9: end if
10: end for
We now compare the decoding latency of the conventional SCD in [2] to the latency
of the κ folded SCD. In the construction of the conventional SCD, there are N2 (1+
log2 N) binary unit circuits and each has 2 processing elements (PEs), one for the
upper and one for lower branches for the computation of W and W based on (3.19) and
(3.20), respectively. On the other hand, the conventional SC decoding scheme can be
implemented in (1+ log2 N) steps by the use of the butterfly structure and each i-th step
has 2i−1 parallel PEs under the best possible parallelization [2]. Hence, the decoding
latency of the conventional SCD is clearly given as ∑(1+log2 N)i=1 2
i−1 = 2N−1.
With the κ folded SCD, only N2κ+1 (1+ log2
N
2κ ) unit circuits are used and each one has
two PEs. Then the κ folded SCD has only (1+ log2 N2κ ) steps, and hence its latency is
given by ∑
(1+log2
N
2κ )
i=1 2
i−1 = N2κ−1 −1.
The multiple folded SCD requires to store the total number of conditional probabilities
in the active branches in one time slot. The maximum number of active branches is
( N2κ−1 − 1) in the worst case (i.e. with code rate 1). Each active branch needs to store
22
κ
conditional probabilities that can be normalized to store only 22
κ −1 floats. Then
the memory requirement is
(
N
2κ−1 −1
)(
22
κ −1
)
floats. Table 3.8 shows the latency
and memory and computational complexity requirements.
Table 3.8: Latency, memory and complexity requirements
Latency Memory Cmp. Complexity
κ N=256 N=512 N=256 N=512 N=256 N=512
0 511 1023 511 1023 512 1024
1 255 511 765 1533 1024 2048
2 127 255 1905 3825 8192 16384
3 63 127 16065 32385 1048576 2097152
4 31 63 2031585 4128705 3.4×1010 6.9×1010
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3.3.2 Results and Discussion
In this section, we discuss complexity and error performance of the proposed multiple
folded-SCD scheme.
The complexity of the κ folded SCD algorithm is determined by the computational
complexity of the unit circuits and its memory requirements. It should be noticed that
the main contribution of the proposed decoder requires a lower number of unit circuits
with higher complexity, to reduce the latency up to 87% reduction. The conventional
SC decoder uses N2 (1 + log2 N) unit circuits with 4 multiplications to update the
log-likelihood ratios. The proposed method with κ folding operations requires only
N
2κ+1 (1+ log2
N
2κ ) unit circuits and maximum
N
2κ+1 unit circuits are active in the same
time slot with 22
κ+1
multiplications to update the conditional probabilities of the q-ary
symbols.
For κ = 2 and κ = 3 folding operations for SC decoding can be seen as an efficient
tool to decrease the latency of the polar decoding at the cost of additional complexity
and memory requirements. It can be seen that the unit circuits for κ = 4 would need
to compute and store 22
4−1=65.535 conditional probabilities for each 2κ−bit symbol
ϕ in all active branches. The representation of conditional probabilities in a practical
implementation needs to be more accurate for the case of a large number of κ . Hence,
multiple folded SC decoding for κ ≥ 4 would not be efficient.
Let us now consider the error performance of multiple folded SCD. In [48], it was
shown that the choice of alternative foldings for any given polar code may be crucial
on the decoding performance. In fact, some of the frozen information bits in d can be
hidden in the folded group ϕ of 2κ bits. For example, for κ = 2 the four bit groups are
ϕ = {(d N
4−`⊕d N2−`⊕d 3N4 −`⊕dN−`),(d N2−`⊕dN−`),(d 3N4 −`⊕dN−`),(dN−`)}, where
` = 1, . . . , N4 . In some cases, frozen bits in d(I`) can not affect the conditional
probabilities of the partial vector ϕ . For example, when d 3N
4 −1 is a frozen bit and
the others are information bits in the group, there is no visible frozen bit in the group
ϕ . It can be seen that the hidden frozen bit, d 3N
4 −1, can only be taken into account at the
last step of the decoding scheme and it is not broadcasted to the other steps. To avoid
this problem, the best alternative folding should be selected for a given polar code, so
that all frozen bits are visible in ϕ .
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Figure 3.21: BER vs. Eb/N0 for conventional SCD and multiple folded SCD.
In the setup phase, we were able to test suitable alternative foldings that are used
to provide folded groups of bits, where all frozen bits are visible, for rate 1/2 polar
codes of lengths 256 and 512 that are optimized for Eb/N0=0 dB. Simulation results
in Fig.3.21 show that bit error rate (BER) performances are the same under the
conventional binary SCD and κ = 3 folded SCD. Same results are obtained for κ = 1
and 2.
To reduce the decoding latency of polar codes, we propose multiple folded SCD that is
based on the folding operation of the Kronecker product based codes. In this way, the
conventional SCD for a given polar code is re-designed with a non-binary architecture.
The proposed decoding scheme has only (1+ log2
N
2κ ) steps when κ folding operations
are applied. Note that no modification is needed at the encoder side. The decoding
latency can be significantly reduced from 2N−1 to N2κ−1 −1. By choosing the proper
alternative folding, the same performance of the conventional SCD can be obtained.
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3.4 Chapter Summary
This chapter provides the tree folding technique for efficiently decoding of Kronecker
product-based codes not only for maximum-likelihood decoding but also successive
cancellation decoding. In this way, we exploit the highly regular fractal structure
of the n-fold Kronecker product of the kernel F to fold and construct a non-binary
decoding tree structure. First of all, we show that the previously proposed binary
tree maximum-likelihood decoding can be re-designed for polar codes by the help
of folding operation. Hence, longer codes can be made achievable under the exact
maximum-likelihood decoding. Secondly, the conventional successive cancellation
decoder architecture can be re-designed by the proposed folding operation. Hence,
decoding latency significantly reduced by the multiple folded successive cancellation
decoder. In this way, longer polar codes can be achievable in practical implementations
for a given decoding latency limitation.
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4. FAST MAXIMUM-LIKELIHOOD DECODABLE POLAR-LIKE CODES
In this chapter, we introduce a code constraint to construct polar-like codes that
are designed to be fast decodable by the proposed decoder. In this way, the exact
maximum-likelihood decoding is achieved by the longer codes that are constructed by
the proposed polar-like code construction method. Briefly, these codes can be seen
as a modified polar code that are decodable by a suitable folded tree structures. The
considered tree structures enable most likely multiple jumps on the folded tree, and
hence, the expected complexity is significantly reduced for the constructed polar-like
codes. As a result, the maximum-likelihood decoding is available for a longer code
length in the case of polar-like codes. Notice that the standard polar code with the
same code length can not be decoded by the same decoder due to its high expected
complexity.
4.1 Introduction for Code Design Criterion
Polar codes are the first provable capacity-achieving class of codes under a
low complexity and sub-optimal decoding. It is accepted that, the exact
maximum-likelihood decoder is not feasible for long polar codes due to its very high
decoding complexity. In this study, we propose a particular class of ‘polar-like’ codes
that are fast maximum-likelihood decodable up to a length of 512. Recently, the
folded tree decoder with the exact maximum-likelihood performance was introduced
for standard polar codes with the code lengths up to 256. In this study, multiple jumps
in a folded search tree are first developed to speed up the decoder. We provide an
example of a polar-like code of length 512, derived from a standard polar code which
is much more likely to produce multiple jumps during the tree search. This shows that
polar-like codes can be specifically designed to be fast maximum-likelihood decodable
and further stretch the complexity limits of maximum-likelihood decoding. We show
that a significant improvement is obtained in error performance by the polar-like
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code under maximum-likelihood decoding over a standard polar code with successive
cancelation decoding.
The noisy channel coding theorem in [1] shows the existence of a class of
capacity-achieving codes without any explicit code construction. However, there has
been no explicit code construction until the polar coding were recently introduced
by Arıkan in [2]. Polar codes are since known as the first provable class of
capacity-achieving codes under a low complexity and sub-optimal decoding.
In [2], successive cancelation decoding (SCD) was introduced as a conventional
decoder of polar codes. It was shown in [2] that decoding complexity is quasi-linear
in terms of the code length of the polar code by using the butterfly structure of the
SC decoder. Its sub-optimal performance due to error propagation is an issue of polar
codes in SCD. Alternative approaches have been studied to overcome this problem. In
this direction, list decoder in [14], belief propagation in [15] and [17], the stack and
hybrid algorithms in [18] were proposed to improve the sub-optimal performance of
SC decoder.
On the other hand, polar codes under the maximum-likelihood decoding have been
investigated in [15], [25] and [47]. Viterbi algorithm based maximum-likelihood
decoder in [19] and a binary sphere decoding based maximum-likelihood decoder
in [25] were proposed for the short polar codes with code length up to 64. The
folded tree decoder was recently proposed in [47] with the exact maximum-likelihood
performance for polar codes of length up to 256. Still, due to complexity limitations,
the exact maximum-likelihood decoding is not feasible for the longer polar codes
with the code length beyond 256, even if the folded tree decoder can simplify
maximum-likelihood decoding of polar codes at moderate code lengths. In this study,
we focus on polar-like codes which can be fast decodable under the improved exact
maximum-likelihood decoding.
In this work, we first provide a multiple jumps method on a folded non-binary tree
to increase the speed of the folded tree decoder in [47]. Then, we provide a heuristic
approach to design polar-like codes which are more likely be decoded with multiple
jumps. This effectively lowers the expected decoding complexity. For this purpose, we
show that a polar-like code with the code length up to 512 can be constructed which
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can be decoded by the exact maximum-likelihood decoding. The proposed polar-like
codes can be derived by modifying a standard polar codes. In that way, particular
subsets of the least reliable information bits and the most reliable frozen bits are
swapped to construct a proper folded tree with more likely multiple jumps in the folded
tree decoding algorithm. We show that a polar-like code under maximum-likelihood
decoding can outperform the standard polar code under SCD.
We consider maximum-likelihood decoding of polar codes over the additive white
Gaussian noise channel assuming a BPSK modulation mapping ‘1’→ +1 and ‘0’→
−1. Let z denote the noise vector with zero mean and variance σ2 independent entries
and x˜ be the modulated signal vector corresponding to the coded bits in x. The received
noisy signal, y˜, is given by the sum of noise and modulated signal vector
y˜ = x˜+ z. (4.1)
For convenience, we assume the receiver is shifting and scaling the received signal
vector y˜, to get y = y˜+12 .
A polar code is defined by the following parameters: code length N, number of
information bits K and the set of N−K frozen bit indicesF (a subset of {0,1, · · · ,N−
1}). Any N bit codeword, x = (x0, . . . ,xN−1)T , can be simply generated for any given
K bit information bits and a particular set of frozen bits F as
x = F⊗nd, (4.2)
using an information bit vector d = (d0, . . . ,dN−1)T , where the N−K bit in positions
F are frozen, i.e. set to ‘0’, and K bits in the complementary set positions F¯ are used
for information bits. The matrix F⊗n is the n-fold iterated Kronecker product of the
binary kernel matrix F =
[
1 1
0 1
]
.
Polar coding is based on the channel polarization to split bit channels into two
categories: reliable and unreliable. The construction methods specify N−K frozen
bit indices, F , as the least reliable input bits to be frozen, [2], [15].
The maximum-likelihood decision is given by the minimization of the Euclidean
distance between codewords and the received signal vector:
d̂ML = argd|d(F)=0 min
∥∥y−F⊗nd∥∥2 , (4.3)
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where d(F) is the sub-vector of d containing all the frozen bits and by an abuse of
notation, we assume binary components ‘0’,‘1’ in x = F⊗nd are converted to real
numbers 0, 1.
Firstly, a brief description of the folding operation for polar codes is provided in this
section. Folding operation was recently proposed in [47] to develop an efficient ML
decoder of standard polar codes. It was observed that the matrix, F⊗n, has a particular
fractal structure of the form of Sierpinski triangle. Sierpinski triangle was introduced
in 1915 by W. Sierpinski [51], which is a well–known fractal in chaotic phenomena.
The fractal form can be noticed for any given n polarization steps with self similarities
of the structure repeating in different scales as
F⊗n =
[
F⊗(n−1) F⊗(n−1)
0 F⊗(n−1)
]
,
F⊗n =

F⊗(n−2) F⊗(n−2) F⊗(n−2) F⊗(n−2)
0 F⊗(n−2) 0 F⊗(n−2)
0 0 F⊗(n−2) F⊗(n−2)
0 0 0 F⊗(n−2)
 .
The fractal property induced by the iterated Kronecker product of the kernel matrix F
enables to have the folding operation on the encoding equation in (4.2).
Proposition 1 (Single Folding) – The encoding equation, x=F⊗nd, of any given polar
code with the code length N can be split into two N/2 dimension equations as

x0
x1
...
xN/2−1
= F⊗(n−1)

d0⊕dN/2
d1⊕dN/2+1
...
dN/2−1⊕dN−1

xN/2
xN/2+1
...
xN−1
= F⊗(n−1)

dN/2
dN/2+1
...
dN−1

(4.4)
We can rewrite the encoding equation (4.2) as x =
[
F⊗(n−1) F⊗(n−1)
0 F⊗(n−1)
][
d′
d′′
]
, where
the first half of d vector is denoted by d′ = (d0, . . . ,dN/2−1)T , and the second half
vector is denoted by d′′ = (dN/2, . . . ,dN−1)T .
Equivalently, in modulo-2 arithmetic the encoding equation is given as x =[
F⊗(n−1)d′⊕F⊗(n−1)d′′
F⊗(n−1)d′′
]
, or as x =
[
F⊗(n−1)(d′⊕d′′)
F⊗(n−1)d′′
]
. Now, the encoding equation
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1: INITIALIZATION:
2: ` := 1, t := 0N ,d := 0N ,m := 0L,
3: Generate sorted table M
4: α` := 1,ρ` := 2|I`−(F∩I`)| for `= 1 : L
5: ALGORITHM:
6: while ` > 0 do
7: for all j` = 1 : ρ` do
8: [t(I`),M`,α` ,α`] := PickFromTable (t, `, j`)
9: Fill the I` components of t with t(I`)
10: Assign partial metric m` := M`,α`
11: if ∑`i=1 mi < r2 then
12: if `= L then
13: Store candidate codeword d:=t
14: Update radius r2 := ∑`i=1 mi
15: else
16: ` := `+1 (go to lower level)
17: end if
18: else
19: j` := 1, Fill the I` components of t with zeroes
20: ` := `−1 (go to upper level)
21: end if
22: end for
23: j` := 1, Fill the I` components of t with zeroes
24: ` := `−1 (go to upper level)
25: end while
Figure 4.1: Folded Tree ML Decoder for Multiple Jumps
is split into two half dimensional equations as x′ = F⊗(n−1)(d′ ⊕ d′′) and x′′ =
F⊗(n−1)d′′ , where (d′⊕d′′) can be considered as an information precoded vector.
4.2 Algorithmic Description for Multiple Jumping Method
The folded tree decoding algorithm is a sphere decoding [28] which is based on a depth
first search strategy. During the tree search, the search radius r is successively reduced
every time a closer codeword to the received vector is found when reaching a leaf of
the tree. By reducing the radius the number of paths visited can be limited. Hence,
faster radius reduction can provide faster maximum-likelihood decoding. We propose
a multiple jump technique which works in this direction.
Let us review the folded tree maximum-likelihood decoder proposed in [47] using the
pseudo-code in Fig.4.1, where κ is the number of folding operation and L=N/2κ is the
hight of the folded non-binary tree. Let ρ` denote the total number of valid candidates
at the `-th level, i.e. the number of branches per node at `-th level. In the pseudo-code,
r is the search radius of the decoding algorithm, similarly to a sphere decoder. At
the setup: we start from the root of the tree at level ` = 1 and we set the radius r =
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∞. Additionally, all possible 2κ -dimensional binary vectors si for i = 1, . . . ,22
κ
are
sorted at each level in increasing order of partial Euclidean metric ‖y(I`)−si‖2 (binary
digits are considered here as real numbers 0 and 1), where the sub-vector y(I`) of y
selects the components with indices I`. These metrics are arranged together with the
corresponding binary vector si in a table M`,h for the level ` = 1, . . . ,L and the vector
indices h = 1, . . . ,22
κ
.
The variables j` for ` = 1, . . . ,L are the indices of the selected branch at each level `,
and are initialized to j` := 1. The index α` points to the table entry M`,α` for `-th level
to selected the candidate bits sα` . Let m = {m`} denote the L-dimensional vector of
partial Euclidean metrics corresponding to the branch metrics of the tree. In the search
process we use an N-dimensional binary vector t for the intermediate decisions about
some of the information bits in d.
At a given level in the tree, a candidate vector si which is compatible with the frozen
bits is selected from the corresponding ordered table. In particular, the function
PickFromTable scans the sorted table and for each si computes the 2κ bits of t(I`)
t(I`) := F⊗κ
(
(F⊗nt)(I`)⊕ si
)
If any frozen bit in the computed vector t(I`) is not ‘0’ then si is discarded and the
function proceeds to the next one in the table (with a larger partial metric). When a
suitable candidate is found after α` steps (i.e., when t(I`∩F ) = 0|I`∩F |), the function
PickFromTable returns the index α`, the partial metric M`,α` and a partial decision
t(I`). Now, the components of the vector t with indices in I` are updated with the
partial decisions t(I`) and the partial metric is updated in m as m` := M`,α` .
The algorithm moves to upper (`−1) or lower (`+1) levels in the tree depending on
the cumulative partial metric ∑`i=1 mi and the radius constraint r2. If ∑
`
i=1 mi < r
2, the
radius constraint is satisfied, and the algorithm moves to a lower level `+ 1 to select
another candidate for 2κ bits of tI`+1 . If ∑`i=1 mi ≥ r2, the algorithm moves to an upper
level `− 1, sets to ‘0’ the bits in t with indices in I`, and selects the new candidate
2κ bits tI`−1 . If the level ` = L is reached, t is a valid codeword inside the search
sphere and it is stored in d as the current closest codeword. The radius will be updated
by a smaller metric associated to the current solution and the tree search continues to
the upper level with the smaller radius. The search terminates when returning to the
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root of the tree (` = 0). The last stored solution d is the codeword at the minimum
Euclidean distance from the received vector and hence it is guaranteed to be the exact
maximum-likelihood solution.
We now propose a multiple jumps method to speed up the folded tree
maximum-likelihood decoding algorithm when moving to upper levels (see lines 19,20
and 23,24 in Fig.4.1). The following proposition provides a simple condition to jump
upwards by k+1> 1 levels from level `.
Proposition 2 Let ∑`i=1 mi ≥ r2. If α` = 1, . . . ,α`−k = 1, for some k ≥ 1 then the
algorithm can directly jump up to the (`−k−1)-th level and the exact ML decoding is
still guaranteed.
Let us consider the partial cumulative metric at the `-th level as
`
∑
i=1
mi =
`−k−1
∑
i=1
mi+
`
∑
i=`−k
mi
and note that
min
(
`
∑
i=`−k
mi
)
=
`
∑
i=`−k
min
αi
(Mi,αi) =
`
∑
i=`−k
Mi,1
since the table are sorted in ascending order. This guarantees that if all α` =
1, . . . ,α`−k = 1 then all the other paths branching off at the (`− k)-th level will
correspond to codewords that fall outside the search sphere. Hence, the algorithm
can safely ignore them and directly jump to the upper (`− k−1)-th level.
4.3 Discussion on Fast Maximum-likelihood Decodable Codes
Polar codes select frozen bits in positions F where the polarized channel has the least
reliability. In this section, we introduce a different way to select the frozen bits in order
to design fast maximum-likelihood decodable polar-like codes. Our heuristic design is
suitable for the folded tree maximum-likelihood decoder and attempts to increase the
events where multiple jumps occur. This enables us to maximum-likelihood decode
some polar-like codes beyond N = 256, the longest polar codes we were able to ML
decode in [47].
The number of node visits at the lower levels of the tree dominates the expected
complexity. Hence, we focus on having the most likely multiple jumps at the lower
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Figure 4.2: Performance comparison FER vs. Eb/N0 for polar and polar-like codes.
levels by controlling the number of frozen bits in each tree level. Thus we design
our polar-like codes by swapping some of the frozen bits of standard polar codes with
some of the least reliable information bits in order to reshape the tree structure (i.e.,
the number of branches per level).
As an example we show that a polar-like code (512,480) designed
for a κ = 4 folding can be decoded by a tree structure with
{00010111010101140101011201121225} frozen bits, where the standard
polar code has frozen bits in each of the 32 levels {0000000100010114
0001011401131335}. Due to the advantage of multiple jumps, polar-like codes
are the fast ML decodable, where the standard polar code requires very high expected
complexity. A performance comparison is given in Fig.4.3 for the bit error rate. It can
be noticed that the polar-like code under maximum-likelihood decoding performs 0.5
dB better at a BER of 10−4.
Finally, we note that alternative foldings can provide folded levels with different
polarization patterns. As an example, two alternative foldings are shown in Fig.4.4
for the block length N = 512 and κ = 4 that can be defined by 32 non-binary levels
with 16 bits each. Hence, selecting alternative folding can be also used to optimize the
design of polar-like code.
92
4 4.5 5 5.5 6 6.510
−5
10−4
10−3
10−2
10−1
100
Eb/N0 (dB)
BE
R
 
 
Polar (512,480) with SC
Polar−like (512,480) with ML
Figure 4.3: Performance comparison BER vs. Eb/N0 for polar and polar-like codes.
32
24
16
8
1 1
8
160
1
Sorted BitsFolded Levels
Z
32
24
16
8
1 1
8
160
1
Sorted BitsFolded Levels
Z
Figure 4.4: Two alternative foldings for N = 512 and κ = 4 with the sorted reliabilities
of 16 bits for 32 folded levels.
4.4 Chapter Summary
Form a global perspective, our result pursues the trend of designing codes for specific
decoding architecture constraints. We propose an efficient tree search allowing for
multiple jumps to increase the speed of the folded tree maximum-likelihood decoder
of polar codes. Then, we show an example of a polar-like code for which the
folded search tree search most likely has multiple jumps. We show that the exact
maximum-likelihood decodable polar-like codes can be maximum-likelihood decoded
for a code length up to 512. The proposed codes under maximum-likelihood decoding
outperforms the standard polar code under the successive cancelation decoding. Future
work will focus on analysis and design criteria for polar-like codes.
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5. CONCLUSIONS
As an ongoing research direction of coding theory and its applications, developing
efficient decoding techniques are mainly the focus of this study. It is accepted that the
error performances of decoding algorithms are critical measures of advanced coding
for modern communication systems. On the other hand, there are technological
limitations to implement decoders such as space complexity and decoding delay for
any considered communication systems. In this case, developing efficient decoders
with optimal decoding performances are the main purpose of this direction. For
this purpose, we first propose low complexity and low latency optimal decoders for
multiple input multiple output systems with a space time block code. In this way,
BLAST system is maximum-likelihood decoded by the use of decomposed matrix
structure technique to reduce space complexity. Moreover, the golden code can be
decoded by the dimensionality reduced sphere decoder to achieve reduced average
decoding latency.
In the following, we introduce binary sphere decoder for short polar and Reed-Muller
codes for the exact maximum-likelihood performance. This can be seen as one of the
main contribution s of this study.
As the second contribution, tree folding operation is developed to speed up the sphere
decoder for polar and Reed-Muller codes. Thanks to folding operation, longer codes
are achievable for maximum-likelihood decoding.
Moreover, we apply the folding operation to the conventional successive cancellation
decoding to reduce decoding latency. In this way, longer polar code can be achievable
under the limited decoding latency by the use of multiple folded non-binary successive
cancellation decoder architecture.
Additionally, we propose a polar-like code construction method to design fast
maximum-likelihood decodable codes by the use of suitable folded tree structures.
Hence, longer codes are achievable under exact maximum-likelihood decoding.
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We can provide some comments on this direction as the followings.
Finite length polar codes can be much closer to the capacity under the exact
maximum-likelihood decoding than conventional successive cancellation decoding.
We are still investigating the exact maximum-likelihood performance of polar codes
not only short but also moderate code lengths.
Longer polar codes can be considered under the proposed multiple folded successive
cancellation decoding with significantly reduced latency.
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APPENDIX A.1: Conditions for Code based zero entries in R
In the sphere decoding algorithm, the QR-decomposition of the channel-code matrix
H , whose entries are given in terms of the code and channel coefficients, fully
determines the upper triangular matrix R. Then the entries in the first row can be
expressed as
r1, j =
γ∗1.γ j
‖γ1‖
, j = 1, ...,2Q (A.1)
where γ i is the i.th column of theH . i.th odd column γ
O
i and i.th even column γ
E
i are
given as
γOi = γ2i−1 =
Aih1...
AihN
 , γEi = γ2i =
Bih1...
BihN
 . (A.2)
If r1,2 j = 0, following constraints can be written
r1,2 j =
γ∗1.γ2 j
‖γ1‖
=
γ∗1.γ
E
j
‖γ1‖
= 0⇒ γ∗1.γEj =
N
∑
i=1
hTi A
∗
1 B jhi = 0 (A.3)
more explicitely,
N
∑
i=1
([
hR
T
i h
IT
i
]
.
[
φOE1, j −ψOE1, j
ψOE1, j φ
OE
1, j
]
.
[
hRi
hIi
])
= 0, (A.4)
φOE1, j =−AR
∗
1 B
I
j +A
I∗
1 B
R
j ,ψ
OE
1, j = A
I∗
1 B
I
j +A
R∗
1 B
R
j . (A.5)
Thus, the condition can be restated as
N
∑
i=1
(
hR
T
i φ
OE
1, j h
R
i +h
IT
i ψ
OE
1, j h
R
i −hR
T
i ψ
OE
1, j h
I
i +h
IT
i φ
OE
1, j h
I
i
)
= 0. (A.6)
Consequently, if the following conditions are provided, independent of the channel,
the equality r1,2 j = 0 is maintained.
φOE1, j =−φOE1, j
T
,ψOE1, j = ψ
OE
1, j
T
Similarly, conditions for r1,2 j−1 = 0 are given by
φOO1, j =−φOO1, j
T
,ψOO1, j = ψ
OO
1, j
T
,
φOO1, j = A
R∗
1 A
R
j +A
I∗
1 A
I
j,ψ
OO
1, j =−AI
∗
1 A
R
j +A
R∗
1 A
I
j.
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If φOEk, j =−φOEk, j
T , ψOEk, j =ψ
OE
k, j
T , and Σk−1i=1 ri,2k−1ri,2 j = 0, the entry at jth even column
and kth odd row will be zero, namely, r2k−1,2 j = 0, where
φOEk, j =−AR
∗
k B
I
j +A
I∗
k B
R
j ,
ψOEk, j = A
I∗
k B
I
j +A
R∗
k B
R
j .
(A.7)
Similarly, if φOOk, j =−φOOk, j
T , ψOOk, j = ψ
OO
k, j
T , and Σk−1i=1 ri,2k−1ri,2 j−1 = 0, the entry at jth
odd column and kth odd row will be zero, namely, r2k−1,2 j−1 = 0, where
φOOk, j = A
R∗
k A
R
j +A
I∗
k A
I
j,
ψOOk, j =−AI
∗
k A
R
j +A
R∗
k A
I
j.
(A.8)
Furthermore, if φEEk, j = −φEEk, j
T , ψEEk, j = ψ
EE
k, j
T , and Σk−1i=1 ri,2kri,2 j = 0, the entry at jth
even column and kth even row will be zero, namely, r2k,2 j = 0, where
φEEk, j = B
I∗
k B
I
j +B
R∗
k B
R
j ,
ψEEk, j = B
R∗
k B
I
j−BI
∗
k B
R
j .
(A.9)
Moreover, if φEOk, j = −φEOk, j
T , ψEOk, j = ψ
EO
k, j
T , and Σk−1i=1 ri,2kri,2 j−1 = 0, the entry at jth
odd column and kth even row will be zero, namely, r2k,2 j−1 = 0, where
φEOk, j =−BI
∗
k A
R
j +B
R∗
k A
I
j,
ψEOk, j =−BR
∗
k A
R
j −BI
∗
k A
I
j.
(A.10)
Hence, it can be shown that fixed zero entries of R depends on only the code, but not
on the channel coefficients.
106
CURRICULUM VITAE
Name-Surname: Sinan KAHRAMAN
Place and Date of Birth: SAKARYA-TURKEY 07.Feb.1980
E-Mail: sinankahraman@gmail.com
B.Sc.: 2003, ITU, Faculty of Electrical and Electronic Engineering, Electronics and
Communication Engineering
M.Sc.: 2007, ITU, Department of Electronic and Communications Engineering,
Telecommunication Engineering Programme
Professional Experience and Rewards:
Mar.2014-Jun.2014, Polaran LTD. Cankaya, Ankara, Turkey, (Software Engineer)
Feb.2013-Feb.2014, SDT Lab. ECSE, Monash University, Melbourne, Australia,
(Visiting Ph.D. student)
PUBLICATIONS/PRESENTATIONS ON THE THESIS
• —-"Efficient Maximum-likelihood Decoding of Polar Codes", in preparation for
IEEE Journal on Selected Areas in Communications - Special Issue on Recent
Advances In Capacity Approaching Codes.
• —-"One-shot Decoding of Polar Codes", in preparation for ISIT’15.
• Kahraman, Sinan and Viterbo, Emanuele and Celebi, Mehmet E,
"Maximum-likelihood Fast Decodable Polar-like Codes", pending for ITW’15.
• Kahraman, Sinan and Celebi, Mehmet E, "Dimension Reductions for Efficient
Decoding of Golden Code", in preparation.
• Kahraman, Sinan, "Sphere Decoding Algorithm for Polar Codes with Complexity
and Latency Experiments", Technical Report 2014.
• Kahraman, Sinan and Viterbo, Emanuele and Celebi, Mehmet E, "Multiple Folded
Successive Cancelation Decoding of Polar Codes", IEEE Wireless Communication
Letters, vol. 3, no. 5, pp. 545-548, Oct. 2014.
• Kahraman, Sinan and Viterbo, Emanuele, "The Folding Operation for Polar
Codes", IEEE ITA’14, San Diego, USA, Feb. 2014.
• Kahraman, Sinan and Viterbo, Emanuele and Celebi, Mehmet E, "Folded
Successive Cancelation Decoding of Polar Codes", IEEE AusCTW’14, Sydney,
Australia, Feb. 2014.
107
• Kahraman, Sinan and Viterbo, Emanuele and Celebi, Mehmet E, "Folded
Tree Maximum-Likelihood Decoder for Kronecker product-based Codes", IEEE
Allerton’13, Illinois, USA, Oct. 2013.
• Kahraman, Sinan and Celebi, Mehmet E, "Code Based Efficient
Maximum-Likelihood Decoding of Short Polar Codes", IEEE International
Symposium on Information Theory (ISIT’12), Boston, USA, Jul. 2012.
• Kahraman, Sinan and Celebi, Mehmet E, "Fast Decoding for Silver Codes",
IEEE 20th Signal Processing, Communication and Applications Conference (SIU),
Fethiye, Turkey, Apr. 2012.
• Kahraman, Sinan and Celebi, Mehmet E, "Dimensionality Reduced Decoding for
the Golden Code with the Worst-case Complexity of O(m1.5) for Low Range of
SNR", IEEE Wireless Communications and Networking Conference (WCNC’12),
Paris, France, Apr. 2012.
• Kahraman, Sinan and Celebi, Mehmet E, "Dimensionality Reduction for
the Golden Code with Worst-case Decoding Complexity of O(m2)", IEEE
International Symposium on Wireless Communication Systems (ISWCS’11),
Aachen, Germany, Nov. 2011.
• Kahraman, Sinan and Celebi, Mehmet E, "Fast Maximum-likelihood Decoding
for BLAST Systems: Decomposed Matrix Structure Technique", IEEE Inter-
national Symposium on Personal, Indoor and Mobile Radio Communications
(PIMRC’10), Istanbul, Turkey, Sep. 2010.
108
