Abstract. This paper is concerned with the asymptotic behavior, as e \ 0, of the solution (ue, Ve) of the second initial-boundary value problem of the reaction-diffusion system:
INTRODUCTION
This paper is concerned with the interfacial phenomena in the reactiondiffusion system (1.1) ut -eAu +-f(u, v), ;i.2) vt = Av + g (u,v) with (1.3) f(u,v) = F(u)-v, F(u) = u(l-u2), (1.4) g(u,v) = u-yv, where y > 0 is a constant and e > 0 serves as a small parameter. The system ( 1.1 ), ( 1.2) models the propagation of chemical waves in excitable media where u is a propagator and v is a controller (see Fife and Tyson [21] for a physical description of this system; Ohta, Mimura, and Kobayashi [28] also used this system to describe an activator-inhibitor model).
The assumption that e is small means that the propagator u diffuses quite slowly while its reaction takes place much faster. When v e (-2\/3/9, 2v/3/9), the algebraic equation f(u, v) = 0 has three solutions u = h-(v), u = h0(v), and u = h+(v),
where h-(v) < ho(v) < h+ (v) . In this paper, we are only interested in the case when v e (-2-\/3/9, 2v/3/9). In this case, / is bistable in the sense that the ordinary differential equation ut = f(u, v) has two stable solutions u = h-(v) and u = h+(v) and one unstable solution u = h0(v). The bistable property of / and the smallness of e are essential to the so-called interfacial phenomenon described below.
Starting with smooth initial data, the diffusion term eAu in (1.1) and the variation of v from its initial data can be neglected for a short time, so that equation (1.1) can be approximated by the ordinary differential equation ut = \f(u, v(x, 0)), and therefore u(x, t) tends quickly to either h+(v(x, 0)) or h-(v(x, 0)) according to the sign of u(x, 0) -ho(v(x, 0)). Thus, after a short time, the space is partitioned into three regions: a region Q+ where u is almost equal to h+(v), a region Q_ where u is almost equal to h-(v), and a "thin" strip region Qq which links Q_ and Q+ . The region Qn is so thin that it can be considered as a hypersurface, called interface. We refer to the above process as the generation of the interface. Subsequently, if x is away from the interface, the diffusion term eAu can still be neglected, and therefore u(x, t) approximately equals h-(v(x, t)) or h+(v(x, t)) depending on which region x belongs to, whereas v approximately solves (1.2) with g = g(h-(v), v) in one region and g -g(h+(v), v) in the other region. On the other hand, near the interface, the change in u is large, so that eAu is nonnegligible. In fact, eAu will approximately balance the reaction term -\f, and their difference is a force which will drive the interface to move; this motion is called the propagation of the interface. The normal velocity of the motion of the interface will be determined by the speed of a planar travelling wave solution of equation (For more detailed discussions of the above eigenvalue problem, see Aronson and Weinberger [2, 3] .) Fife and Hsiao [19] considered the one-dimensional Cauchy problem for equation (1.1) where v is a known function of x. They proved that starting with smooth initial data u(x, 0) satisfying u(x, 0) > hç,(v(x)) when x > 0, and u(x, 0) < ho(v(x)) when x < 0, the solution of (1.1) approximates the function U((x -¿;(i))/e, v(Ç(t)) as e -> 0, where U(z, v) is the solution of (1.5) and x = ¿;(i) is a function determined by the motion law n6) U(t) = T(vm))), t>0, U(0) = o.
When v = 0, equation ( 1.1 ) is known as the Allen-Cahn equation [ 1 ] . Its onedimensional case has been extensively studied by Bronsard-Kohn [6] , Carr-Pego [7, 8] , Fusco [23] , Fusco-Hale [24] , and the references therein. Recently, some results for the Allen-Cahn equation have been extended to higher dimensions. Here the mean curvature K of the interface takes a role in the propagation of the interface. Formal derivation shows that the normal velocity of the interface is eK (see, for example, Allen-Cahn [1] , Rubinstein-Sternberg-Keller [30] , and Fife [18] ). Rigorous proofs were recently given by Bronsard-Kohn [5] , DeMottoni-Schatzman [14, 15] , Evans-Soner-Souganidis [16] , and the author [9] . The method in [9] is based on the construction of comparison functions and is flexible enough to be extended to the system (1.1), (1.2), as we shall do in this paper.
For the system ( 1.1 ), ( 1.2), X.-Y. Chen [ 10] has recently proven the generation of the interface. Concerning the propagation of the interface, he derived an edependent free boundary problem, proved its local (in time) existence (for any fixed e > 0), and then formally showed that the solution of the free boundary problem approximates the solution of (1.1), (1.2). The free boundary problem is to find a function ve and a free boundary (interface) P which separates 32n into two disjoint regions Qe_(t) and Q%(t) at each time t > 0, such that (1.7)
'vf-Avt = g(h+(vt),vt)xai + g(h-(iie),ve)xa-_, xe3ln, t>0, j/p = T~(ve) + eK£, vc(x,0) = y/(x), xe3?n, , T£(0) = {xe 3ên\y>(x) = h0(y/(x))}, xe3?n,
where Xa stands for the characteristic function of the set A, and Ip and Ke are respectively the normal velocity and the mean curvature of the free boundary P ; the function ue is defined by ue = h+(ve)xsi'+ + h-(v£)xçi*_ . The present work is an extension of [ 10] . We shall prove the local existence of a unique solution to the free boundary problem (1.7) with e = 0, which we shall call the limit free boundary problem. Then we shall show that the solution of the limit free boundary problem approximates the solution of the system (1.1), (1.2) . In order to prove this, we need to establish a theorem on the generation of the interface which is a refined version of the one given by Chen [10] . It is worth mentioning that there is a significant difference for the free boundary problem (1.7) between the case e > 0 and the case e = 0. The second equation in (1.7) is parabolic (in local coordinates) when e > 0, but, when e = 0, it is a Hamilton-Jacobi equation, a fully nonlinear first order PDE which requires stronger smoothness assumptions on the function ^(v(x, t)) in order to ensure a unique classical solution.
Our method for proving the uniqueness of the classical solution of the limit free boundary problem can be applied also to the free boundary problem (1.7) (for e > 0) to derive its uniqueness (existence was already established in [10] ).
The special forms of / and g in (1.3) and (1.4) are introduced only for convenience. In fact, our method applies also to the case when / = f(u, v, x, t) and g = g(u, v , x, t). The essential assumption is that / is bistable and that / and g are monotone in v and u respectively.
Our method also applies to the Cauchy problem, i.e., to the initial value problem (1.1), (1.2) with Q = 32n .
The extension of our results to the case of an arbitrary time interval remains open. Although the Hamilton-Jacobi equations (e.g., the second equation in problem (1.7) with "V(v(x, t)) being a known function) have been extensively studied and many global existence results have been established [4, 11, 17, 29, 32] (and the references therein), we cannot get the global asymptotic behavior of the system (1.1), (1.2) since our argument strongly relies on the regularity of the solution of the limit free boundary problem.
The plan of this paper is as follows. In §2 we formally derive the equations of the limit free boundary problem and state our main results. In §3 we establish the law of the generation of the interface (a weaker version of which has been established in [10] ). Next, in § §4 and 5, we shall establish the existence, uniqueness, and regularity of the solution of the limit free boundary problem. Finally in §6 we use a comparison lemma for the parabolic system (1.1), (1.2) to estimate the difference between the solution of the limit free boundary problem and the solution of (1.1), (1.2). The difference is of order 0(e|lne|) so that, as e -► 0, the solution of (1.1), (1.2) tends to the solution of the limit free boundary problem. Remark 1.1. After this paper was completed, the author was informed that Hilhorst, Nishiura, and Mimura [26] proved the existence of a unique solution to the limit free boundary problem (1.7) with e = 0 in the one-dimensional case, that Evans, Soner, and Souganidis [16] obtained the global asymptotic behavior of the solution of the Allen-Cahn equation, and that Giga, Goto, and Ishii [25] established the global existence of at least a weak solution to the free boundary problem (1.7) for both the case e > 0 and the case e = 0.
Statement of the main results
Consider the second initial-boundary value problem:
where Q is a smooth (C3) bounded domain in 31" (n > 1), dn is the normal derivative to dQ, and T is any positive number. For simplicity, we shall assume that the functions / and g are given by (1.3) and (1.4). For the sake of completeness, we first state a well-known existence and uniqueness result for the system (2.1)-(2.6).
Lemma 2.1. Assume that y> and y/ are in C2(Q) and satisfy the compatibility condition (2.7)
dn(p = dny/ = Q VxedQ.
Then there exists a unique solution of the system (2A)-(2.6) for all 0 < T < +00. Moreover, there exists a positive constant Co such that for all e > 0,
\ve(x, t)-y/(x)\ <C0t VjcsQ, i>0. Proof. The existence of a unique solution follows from standard theory for parabolic systems whereas the estimate (2.8) follows by the invariant region theory (see, for example, Smoller [31, Chapter 14] ). The estimate (2.9) follows by applying the comparison principle to the functions vE and y/(x) ± Cot for the equation (2.2). D
Observe that for smooth initial data y/ , the change of ve in a short time is small, so that equation (2.1) is basically the same as the scalar equation (2.1) with ve replaced by y/. This observation leads to the following theorem.
Theorem 1 (Generation of interface). Assume that <p and y/ are in C2(Q) and satisfy the compatibility condition (2.7). Assume also that there exists a constant a > 0 such that (2.10) \yi(x)\<2~-a Vxefi.
Let (uE, vE) be the unique solution of (2. Remark 2.1. As mentioned earlier, a weaker version of Theorem 1 was first proved in [10] .
The proof, given in §3, is based on the method developed in [9] and involves the construction of supsolutions and subsolutions for equation (2.1).
We shall now formally find the asymptotic limit (u,v) of the solution (uE, vE) of (2.1)-(2.6) as £-»0+, leaving the rigorous proof to §6.
Denote by 3¡T the set 3 x [0, T], where 3 is a set in 32N .For 1 < p < +00, it is convenient to introduce the Sobolev norms ll/II^^^^Ell^l^W + EH^I^r) V*i = l,2, fc = 0,l, Assuming that the assertion of Theorem 1 holds for each time t > 0, we conclude that there exists a domain D = {Jo<t<A^! x M) such that
if(x,t)eQT\D.
By the Z/ (1 < p < oo) parabolic estimates, the Wp ,{(Qt) norm of vE is uniformly bounded, so that its limit v must be a (weak) solution of the
Supplementing this parabolic equation with the initial and boundary data (2.16) v(x,0) = y/(x) WxeQ, (2.17) dnv(x,t) = 0 V(x,t)edQx(0,T), we can solve for v provided that D is known. To find the set D, we shall use the limit behavior of the solution uE of (2.1 ).
Denote by P the (spatial) boundary of Dl ; then (1.6) suggests that D evolves in such a way that
where Vp is the inward normal velocity of P . Note that Theorem 1 implies (2.19) T° = dD° = {x e Q\y>(x) -h0(y/(x)) = 0}.
Equations (2.15)-(2.19) form a free boundary problem which we shall refer to as the limit free boundary problem. We associate to (v , T) a function u defined by (2.14) and refer to (u,v,Y) also as the solution of the limit free boundary problem. Theorem 2. Assume that y/ e C2(Q) and that Y° is a C2 hypersurface which is the boundary of a domain D° cc Q. Then there exists a positive constant To such that the limit free boundary problem (2.15)-(2.19) has a unique solution To prove this theorem, we shall first study in §4 the solution T of the problem (2.18), (2.19) where the function T(v) on the right-hand side of (2.18) is replaced by a given function V e W¿;l(QT). Then in §5 we shall establish the W^'1(Qt) regularity of the solution v of the problem (2.15)- (2.17) where D is a given domain compactly contained in QT with a c1+a'(1+a)/2 lateral boundary. Denote by <%* the mapping which maps T into the solution v of (2.15)-(2.17) with D being the (spatial) interior of T, and by S? the mapping which maps v into the solution T of the problem (2.18), (2.19) . We shall finally prove that the composition map & = & o %? has a unique fixed point, thereby establishing the existence of a unique solution for the limit free boundary problem.
Finally in §6 we shall prove the following theorem.
Theorem 3 (Propagation of interface). Assume that the conditions of Theorems 1 and 2 hold, and that for some constant Co > 0, <p and y/ satisfy
where D° is the set {x e Q\<p(x) > h0(y/(x))} which is also the interior of Y°, and dist(x,T°) denotes the distance from x to T°. 
where F is a bistable potential having equal depth of wells (i.e., 7^(0) = 0), then, formally, we have VT = -(T(ev) + eK + o(e)) = T\Q)v + K + o(l).
In this case, if we replace the function T^(v) + eK on the right-hand side of the second equation in (1.7) by "V(Q)v + K, then the existence of the resulting free boundary problem was established by Chen [10] . Using his existence and regularity theorem for this free boundary problem, we can rigorously prove (by the methods of [9] and of the present paper) a generation law which says that an interface generates in time 0(e2|lne|), and a propagation law which says that the normal velocity of the interface is 2^'(0)w + K.
In the sequel, we shall denote by the letter C various positive constants which do not depend on e .
Generation of interface
Notice that (2.9) and (2.10) imply that there exists a positive constant Tx such that (3.1) \vs(x,t)\< 2V3 1 a V(x, t)eQTl, £6(0, 1)
In the sequel, we shall always assume that T < Tx so that (3.1) holds, and therefore the three solutions h-(v), ho(v), and h+(v ) of the algebraic equation /(•, v) = 0 are well defined.
In this section we shall show that in a short time of order 0(e\ In e|) the solution (uE, Ve) of the system (2.1)-(2.6) can be approximated by (w(<p, t/e ; y/), yi), where w(Ç, x ; v) is the solution of the ordinary differential equation el In el Notice that F'(u) = 1 -3w2 vanishes only at u = ±-\/3/3 ; it is convenient to introduce a constant a defined by (3.7) yß \ 2yß 1 a = min< \n\ F\T + 1l) = ^r-\a orF\ Lemma 3.1. There exist positive constants e and C such (hat for all e e (0, e]
and v e [-2V3/9 + \a, 2\/3/9 -\o], the function f defined in (3.6) satisfies (3.8) (3.9) (3.10) 
since if u £ A(v), then f = f, and the lemma is obviously true. We can divide the case u e A(v) into three subcases:
|« -h-(v)\ < 2e|lne|, and (iii) |m -h+(v)\ < 2e|lne|. Consider subcase (i):
If e is small enough, then p-= p+ = 0 and r, x U-ho(v) ., ... . Inequality (3.9) thus follows by (3.15) and the boundedness of p' and fu .
To prove (3.11), notice that fu(u, v) > l/|lne| for any u e [-\/3/3 + ä,\n>ß-~ä] and e small enough; it follows that the function (w -Ao)/| lne| -f(u, v) has the same sign as ho -u . Since p'0 also has the same sign as ho-u, the first term on the right-hand side of (3.17) 
Comparing this with equation (3.17), we find that (3.14) and (3.10) hold. Dif- the first assertion of the lemma thus follows. Notice that u = hp, u = h-, and u = h+ are the only solutions of the equation f(u, v) = 0; it follows that f(u, v) > 0 when u < h-or ho < u < h+, and /(«, v) < 0 when h-< u < hp or u > h+. Consequently, as t / +00, we have (3 28) |t»(i,T;t;)-M«)l\0 foralli < M«), 
by (3.29) and the boundedness of /" ; inequality (3.23) thus follows.
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The first integral on the right-hand side of the last equality is bounded since \f(z, v)\ > ct/4 when \z±y/3/3\ < ä, by the definition of cr in (3.7). The last integral in (3.33) can be estimated by
where we have used (3.31) in the last inequality. This establishes (3.24). Differentiating (3.31) with respect to v yields
The right-hand side is bounded by C(\+w^)/e since /" and fv are bounded, |/|>e-T»e (by (3.29)), |ù>"| < C(l +wt), and f(w , v) = %/(£, v) ; inequality (3.25) thus follows. It remains to prove (3.26) . Differentiating the expression in (3.32) with respect to v yields where p = p(e) is any constant satisfying 0 < p. < C for some positive constant C independent of e .
Remark 3.2. The condition cp e C2 in Theorem 1 can be replaced by the weaker condition that tp is Lipschitz continuous. In fact, the only modification needed in the proof is to replace the function tp in (3.3) by (f which satisfies <p -Ce|lne| < q>E < <p and e|A££| + |V^e| < Ao (cf. (3.37)), and to replace tp in (3.4) by lpE satisfying the corresponding conditions. Similarly, the function yi may be assumed to be only Lipschitz continuous.
Motion of hypersurfaces
Let r° be a C2 compact hypersurface in 32" and assume that T° is the boundary of a domain D° ce Q. We shall study the evolution of T° when at each time t > 0, it moves with an outward normal velocity V, where V = V(x, t) is a given function belonging to W£; ' (QT).
Denote by P the evolution of Y° at time t and assume that for t e[0, S) with S sufficiently small, P is a C1 deformation of To . Then we can find a function <I>(x, t) e Cl(Qâ) which, for all t e (0, 3), satisfies t P -{x e f2|0>(x , 0 = 0}, Let D' be the interior of P ; then D' = {x e Í2|0(x, t) > 0} and the outward normal velocity of P is í>,/|VO|. Hence, the evolution of P can be described by Remark 4.2. The level set approach for the motion of hypersurfaces was first used by Baríes [4] , Sethian [32] , and others.
In the sequel, we shall denote by Y°(h) the set {x e Q\ dist(x, P) < h}, where h > 0 is an arbitrary constant. This system has a unique solution as long as \Q\ remains positive. Assume that (T, Q) is a solution of (4.5)-(4.8) in some interval 0 < t < ô . Then by (4.6), |£ß| < C\Q\, where C = ||VF||Loo(£V). Since |ß(x, 0)| = 1, it follows that (4.9) e~Ct < \Q(x, 0| < eCt Mx e T°(L). This a priori bound shows that the system (4.5)-(4.8) admits a unique solution for all t e [0, T].
Notice that when x e P, Q(x, 0) is equal to the unit inward normal of P so that T(x, 0 is independent of the choice of <Po(x). In addition, T(x, t) is independent of the extension of V as long as T(x, 0 remains in Q.
Set Y(A, t) = [Y(x, t)\x e A} . We shall show that {Y(T0, 0}o<Ka is the unique solution to the motion problem provided that ô is small enough.
Define t* by 
(T°(h), t) c Q and the mapping T(-, r) : T°(h) -> Y(Y°(h), x) is a Lipschitz homomorphism}.
Here, a mapping is called a Lipschitz homomorphism if both the mapping and its inverse are Lipschitz continuous. The following lemma shows that /* is strictly positive.
Lemma 4.1. There exists a positive constant TL depending only the W%¿X(QT) norm of V such that Y(P)(L), t) cQ and the mapping Y(.,t):T0(L)^Y(Y°(L),t) is a Lipschitz homomorphism for each t e [0, T¿]. Moreover, Y(x, t) is Lipschitz continuous in x and t in the domain T°(L) x [0, T2] and its inverse Y~x(y, t) is Lipschitz in y and t in the domain ^¡^^^(^(L), t) x {t}).
Proof. Since the right-hand side of (4.
5) is bounded, T(x, t) is Lipschitz in t so that Y(T°(L), t) c Q for any t small enough.
Denote by Fx and F2 the right-hand sides of (4.5) and (4.6) respectively. Differentiating (4.5) and (4.6) with respect to x, we get, for each x e T°(L), (4.11) (4.12) (4.13) d_(dY/dx\ (dFy/dY dFx/dQ\ fdY/dx dt \dQ/dx) -\dF2/dY dF2/dQ) \dQ/dx dY_ dx = A(x ,)(dY/dx -A{x,t)\^dQ/dx (x, 0) = /" (the unit nxn matrix). § §<*-»> d~ñ dx x).
Since V e W^¿x and |ß| is strictly positive (by (4.9)), the matrix A is bounded; hence,
where C depends only on T and the W¿¿ ' norm of V . Integrating the first n equations in (4.11) and using the initial condition (4.12), we get %ix-<}='"+l{ Applying the mean value theorem to the expression on the left-hand side and using (4.14), we get |y'(y2"', o -yx(yx~> , oi > 5iy2"' -y1_1i
if t y is small enough; therefore, after using (4.37) to estimate the right-hand side of (4.38), we obtain where Xo is the mapping defined in (4.29) and Lo is a small constant such that xo is a C2 diffeomorphism (in n and /) and Lo<\ dist(To, dQ).
By the LP parabolic estimate (cf. Ladyzhenskaja et al. [27] ), for any p e (1, oo), there exists a constant Cp depending only on Q and T such that Proof. Let
be the fundamental solution of the heat operator, and let G(x, t ; £, x) -Y(x -£, t -t) + H(x, t ; Ç, x) be the Green function, where H is a "regular" term which makes G satisfy the boundary condition d"G = 0. In terms of Green's formula, v e C°(Qt) is a solution of (5. v(x, t)= I y/(í)G(x,t;í, 0)dZ+ f í /2(t>({, x))G(x,t;i, x)d^dx Ja Jo Ja
Jo Jdt = wx(x, 0 + w2(x, t) + Wi(x , t) + w4(x, 0 • The function wx(x, t) = Jay/(Ç)G(x, t;Ç,0)dÇ is in W^X(QT) since y/ e C2(Q) satisfies the compatibility condition dny/= 0 on <9Q. Since the Lp estimate (5.4) implies that v is Holder continuous, the Schauder estimate then implies that w2(x, t) = ¡¿ SnMvß> *))Q(X,t;i,T)dÇdxism C2+a-x+a'2(QT). Note that the smoothness of the boundary dQ and the compactness of the set D in Qt imply that the function H(x, t ; Ç, x) is smooth in the set (Qt) x D ; it follows that the function 
where dS$ is the surface element of P and n,-(i, t) is the ith component of n(Ç, x), the unit outward normal to dDx (= P) at £. Since g is Holder continuous, the improper integral 7y is uniformly convergent and uniformly bounded.
To estimate Jy , we need only consider the case when x is close to P . Let ô be a small constant and assume that x is in a ¿-neighborhood of P . Let ¿Jo be a point on P such that |x -¿¡o| = dist(x, P). Without loss of generality, we can assume that ¿;o is the origin and 7?(¿j0, 0 = ~~e\ ■ Note that x -¿j0 is parallel to ~n(£,p, 0 , so that x = (0', a), where 0' is the origin of 32"~x and To estimate N¡, i < N, we write N¡ as 
JjQ'(ö,t) arli
By the divergence theorem, the first integral on the right-hand side of the second equality is bounded. The second integral is also bounded by the same treatment as for the L°° estimate of Nn . The last integral can be written as // (l2(ry,t)-ll(0',t))^I(Y(r,,ll-a,t-x))dtjdx using a so-called "vanishing viscosity" method developed by Crandall, Evans, and Lions [13] and in fact this problem has been well studied by Sethian [32] , Osher-Sethian [29] , and Baríes [4] (also see the references therein), we still cannot get the unique global (weak) solution of the limit free boundary problem since, as we can see, the other arguments for establishing the existence for the solution of the limit free boundary problem do not follow. Very recently, Giga, Goto, and Ishii [25] established the global existence of at least a weak solution to the free boundary problem. Assume that f, g e Cx(322) satisfy
and that a four-tuple (ü,v , u,v) satisfies (6.6) dnu<0<dnü on dQT, (6.7) o"t¿<0<9"t7 ondQp, (6.8) m(x, 0) < ue(x, to) < ü(x, 0) o«fix{0}, (6.9) v(x,0)<vE(x, t0) <v(x, 0) o«fix{0}
./or some ío > O. 77ze« (6.10) u(x, t) < uE(x, t + t0) < ü(x, t) M(x,t)eQT, (6.11) v(x, t) < vE(x, t + tp) < v(x, t) M(x,t)eQT.
Proof. The assertion of the lemma follows from standard routine techniques, namely, subtracting the differential inequalities (6.2)-(6.5) from their corresponding differential equations satisfied by uE and vE, multiplying the resulting inequalities by (uE -Ti)+ (= max{(zz£ -17), 0}), (u -uE)+ , (vE -v)+ , and (v-vE)+ respectively, integrating over fix (0,0 and adding the resulting inequalities together, then using (6.1) and Cauchy's inequality, and finally using the Gronwall inequality to deduce that (uE -u)+ = (u -uE)+ -(vE -v)+ = (£_v£)+=0. D where Lx e (0, Lo) is a fixed small constant. We can assume that \d(x, t)\ > Li/2 whenever dist(x, P) > Li/2. Taking smaller Lx if necessary, we may also assume that dist(0fi, P) > L, for all t e [0, T0]. It follows that (6.12) dnd(x,t) = 0 M(x,t)edQTo.
Let (U(•, v), T"(v)) be the unique solution of the eigenvalue problem (1.5).
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where z0(v) e 32x is a constant ensuring the last condition in (1.5). Clearly, the function U satisfies Set to -Toe | lne|, where t0 is as in Theorem 1, and define
where M and Mx are (large) constants independent of e, and h is a positive function depending on e. We shall choose appropriate M, Mx, and h such that (u,v,u,v) defined in (6.16)-(6.19) satisfy (6.2)-(6.9), and therefore we can use Lemma 6.1 to conclude that (6.20) u(x, t) <uE(x, t + x0e\\ne\)<u(x,t) M(x,t)eQTo, (6.21) v(x, 0 <vE(x, i + T0e|lne|) <v(x, t) M(x,t)eQToFirst, we verify the boundary conditions (6.6) and (6.7). Assume that (6.22) dnh(x,t) = 0 M(x,t)edQTo. Then, observing that d"v = dnd = 0 on dQp^, we immediately obtain
i.e., inequalities (6.6) and (6.7) hold if h satisfies (6.22).
Next, we verify the initial conditions (6.8) and (6.9). It follows from (2.9) and the definition of v and v that (6.9) holds provided that (6.23) h(x, 0) > C0T0e|lne|. To establish the second inequality in (6.8), let c0 be the constant in (2.20) and consider two cases: where we have used the monotonicity of U(-, v) in the first inequality, (6.14) in the second inequality, (6.25) in the third inequality, (6.26) in the fourth inequality, and Theorem 1 in the last inequality. Therefore, the second inequality in (6.8) holds. Similarly, we can prove that the first inequality in (6.8) holds
under the condition (6.26) and the choice of M\ in (6.27) . Finally, we verify the differential inequalities (6.2)-(6.5).
First we consider (6. Similarly, inequality (6.5) holds if h satisfies (6.33).
In summary, (u,v , u, v) is a sup-subsolution if Mx is given by (6.27), M and h satisfy (6.29) , and h satisfies (6.22), (6.23), (6.26), (6.30), (6.31), and (6.33).
Let h (depending on M) be the solution of the following parabolic problem:
(6.34) h,-Ah = Ch + C{e + X{\d\<2Mle\uie\e>"}} (x,t)eQTo, (6.35) dnh(x,t) = 0, (x,t)edQx(0,T0), (6.36 ) /z(x, 0) = max{C0T0, A/o/ci}e|lne|, xefi.
Clearly, such defined h satisfies the conditions (6.22), (6.23), (6.26) , and (6.33). Since X{\d\<2M¡e\lne\eMI} = X{d<2Mte\\ne\eMl} ~ X{d<-2e\\nc\eMt} and the boundaries of the sets {d < 2Mxe\lne\eMt} and {d < -2Mxe\\ne\eMl} are smooth (if e is small enough), the analysis in §5 implies that h e W^<x (fir0), i.e., h satisfies (6.30) . Note that the right-hand side of (6.34) is positive, so here G is the Green function of the heat operator dt -A introduced in §5, T(n, r,x) = n + r~n\-,(r¡) is a diffeomorphism from P x (-Lx/2, Lx/2) to {x e Q\\d(x, t) < Lx/2}, and TzV is the unit outward normal to P. 
