Given an undirected graph G = (V, E) with weights on the edges, the maxbisection problem (MBP) is to find a partition of the vertex set V into two subsets V 1 and V 2 of equal cardinality such that the sum of the weights of the edges crossing V 1 and V 2 is maximized. Relaxing the equal cardinality constraint leads to the maxcut problem (MCP). In this work, we present a memetic algorithm for MBP which integrates a grouping crossover operator and a tabu search optimization procedure. The proposed crossover operator preserves the largest common vertex groupings with respect to the parent solutions while controlling the distance between the offspring solution and its parents. Extensive experimental studies on 71 well-known G-set benchmark instances demonstrate that our memetic algorithm improves, in many cases, the current best known solutions for both MBP and MCP.
Introduction
Let G = (V, E) be an undirected graph with vertex set V = {1, ..., n} and edge set E ⊂ V × V , each edge {i, j} ∈ E being associated with a weight w ij ∈ Z. The well-known max-cut problem (MCP) is to partition the vertex set V into two disjoint subsets V 1 ⊂ V and V 2 = V \ V 1 such that the sum of the weights of the edges from E that have one endpoint in each subset is maximized, i.e., max i∈V 1 ,j∈V 2 w ij . MCP is one of the first 21 NP-complete problems studied in [21] . When the two subsets V 1 and V 2 are required to have the same cardinality (assuming that n is even), the max-cut problem becomes the max-bisection problem (MBP) which remains NP-complete in the general case [13] . Both the max-bisection and max-cut problems has many applications such as statistical physics, classification, social network analysis, and VLSI design [6] .
In this work, we are basically interested in the max-bisection problem. Given max-cut is a relaxed max-bisection problem, advances in solving max-bisection can benefit directly the solving of the max-cut problem.
There are two related 'dual' partition problems known as minimum cut and minimum bisection that aim to determine a two-way partition of a graph while minimizing the sum of the weights of the cutting edges (equal cardinality constraint is required for minimum bisection). Notice that in the general case, these minimization problems are different from the max-bisection and maxcut problems considered in this work which concern the two-way partition problems with the maximization criterion. Finally, graph partition problems with the minimization criterion have received much attention in the literature, leading to several well-known public-domain software packages like Chaco [18] , Jostle [37] , and Metis [22] (see [4] for a recent review).
The computational challenge of the general max-cut and max-bisection problems has motivated a variety of solution approaches including exact methods, approximation algorithms and metaheuristic methods. Examples of approximation algorithms based on semidefinite programming are described in [10, 15, 16, 20, 39] . These approaches provide a performance guarantee, but do not compete well with other methods in computational testing. Two recent examples of exact methods are described in [24, 34] which are based on the cut and price approach and the branch and bound approach respectively. While these methods have the theoretical advantage of finding optimal solutions to a given problem, their applications are generally limited to problems with no more than a few hundred vertices.
For larger problem instances, a number of heuristics and metaheuristics are often used to find approximate solutions of good quality with a reasonable computing time. This includes for the max-bisection problem deterministic annealing [7] , Lagrangian net [38] and variable neighborhood search [25] . There are many heuristics and metaheuristics for the max-cut problem including simulated annealing [1] , rank-2 relaxation heuristic [5] , GRASP [9] , diversification driven tabu search [23] , advanced scatter search [28] , global equilibrium search [35] , and probabilistic tabu search [36] .
In this paper, we present a memetic algorithm for the max-bisection problem (denoted by MAMBP). The proposed algorithm integrates three complementary key components which jointly ensure the high efficiency of the search process. First, to generate promising new solutions, we introduce a dedicated crossover operator which tries to preserve groups of vertices that are shared by parent solutions. The design of this crossover operator relies on the observation that, given a set of high quality bisections of a graph, there is always a large number of vertices grouped together throughout these bisections. Second, we devise a tabu search optimization procedure for the purpose of intensified search around a given solution. The tabu search procedure uses a vertex move neighborhood and incremental evaluation techniques for a fast neighborhood examination. Finally, to maintain a healthy diversity of the population, we employ a pool updating strategy which takes into account both the solution quality and the distance between solutions.
We show extensive experimental results on 71 well-known G-set benchmark graphs (with 800 to 20000 vertices) in the literature, showing that the proposed algorithm achieves highly competitive results with respect to the existing max-bisection heuristics. Moreover, when considering the relaxed max-cut problem, the results produced by our MAMBP algorithm remain highly competitive even when they are compared to those obtained by dedicated maxcut algorithms; for 31 max-cut instances, MAMBP improves the previous best known max-cut solutions of the literature.
In the next section, the components of our memetic algorithm are described, including the tabu search procedure, the crossover operator and the pool replacement strategy. Section 3 is dedicated to computational results and detailed comparisons with other state-of-the-art algorithms in the literature. Section 4 investigates several essential parts of the proposed memetic algorithm, followed by concluding remarks given in Section 5.
Memetic Algorithm
Memetic algorithms are known to be an effective approach in solving a number of hard combinatorial optimization problems [29, 30, 17] . Typically, a memetic approach repeatedly alternates between a recombination (or crossover) operator to generate solutions located in promising regions in the search space and a local optimization procedure to search around the newly generated solutions. It is commonly admitted that the success of this approach depends critically on the recombination operator. In order to be effective, the recombination operator must be adapted to the problem being solved and should be able to transmit meaningful features from parents to offspring.
The general scheme of our memetic approach for MBP is summarized in Algo-rithm 1. Basically, our memetic algorithm begins with an initial population of solutions which are first improved by the local optimization procedure based on tabu search [14] (lines 1-5, Sections 2.2 and 2.3) and then repeats an iterative process for a fixed number of times (generations) (lines 6-13). At each generation, two solutions are selected to serve as parents (Section 2.4). The crossover operator is applied to the parents to generate a new offspring solution (Section 2.5) which is further improved by the tabu search optimization procedure (Section 2.3). Finally, we apply a quality-and-diversity based rule to decide whether the improved offspring solution can be inserted into the population (Section 2.6). In the following subsections, we give more details on the components of our memetic algorithm.
Search space and cost function
Recall that MBP consists in partitioning the vertex set V into two subsets of equal cardinality such that the weights on the edges between the two subsets is maximized. As such, we define the search space explored by our memetic algorithm as the set of all possible partitions of V into 2 disjoint subsets of equal cardinality (also called bisections), i.e., Ω = {{V 1 , V 2 } :
Clearly, the size of Ω is given by C(|V |, |V |/2).
Given a bisection I = {V 1 , V 2 } ∈ Ω, the cost function (also called the fitness function) f (I) sums up the weights of the edges between the two subsets V 1 and V 2 such that:
Algorithm 1 Memetic algorithm for the max-bisection problem
Require: A weighted graph G = (V, E, ω), population size p Ensure: The best solution I * found 1: P op = {I 1 , ..., I p } ← Initial P opulation() 2: I * ← Best(P op) 3: for i = 1 to p do 4: I i ← T abu Search(I i ) /* Section 2.3 */ 5: end for 6: while the stop criterion is not met do 7:
Select randomly two solutions (parents) I i and I j from P op /* Section 2.4 */ 8:
I 0 = Cross Over(I i , I j ) /* Section 2.5 */ 9:
I 0 ← T abu Search(I 0 ) /* Section 2.3 */ 10:
if f (I 0 ) > f (I * ) then 11:
I * ← I 0 /* Update the best solution found so far */ 12: end if 13:
P op ← P ool U pdating(I 0 , P op) /* Section 2.6 */ 14: end while Then, for two bisections I A ∈ Ω and I B ∈ Ω, I A is better than I B if and only if f (I A ) > f (I B ). The goal of the max-bisection problem is to find:
Given the size of the search space Ω, it is particularly challenging to find an exact solution or an approximate solution of high quality.
Initial population
The solutions (individuals) of the initial population are created as follows. For each individual, an equal sized partition is first created at random and then improved by the tabu search procedure (see Section 2.3). The improved solution is added into the population if this solution is not already present in it. Otherwise, this solution is discarded and a new random (equal sized) partition is created. This procedure is iterated until the population is filled with p solutions (p is the population size). This simple procedure provides an initial population of diverse solutions of good quality.
The Perturbation-based Tabu Search Procedure
Our tabu search (TS) procedure aims to improve a given solution I and plays the key role of local optimization within our memetic algorithm. Basically, our tabu search procedure repeatedly alternates between an intensification phase ensured by the basic tabu search and a diversification phase controlled by a perturbation mechanism [14] . Algorithm 2 describes this perturbationbased tabu search procedure, whose components are detailed in the following subsections.
Neighborhood and move
Given a bisection I = {V 1 , V 2 } with |V 1 | = |V 2 |, the basic idea of the neighborhood explored by our tabu search consists in moving first a vertex from subset V 1 to V 2 , accompanied by moving another vertex from V 2 to V 1 . Note that in such a way, the balance between the two parts of the bisection is always maintained (i.e., |V 1 | = |V 2 |).
The key concept related to our neighborhood is the move gain, which indicates how much a solution (bisection) is improved according to the optimization objective f (Eq. 1, Section 2.1) if a vertex is moved from its subset to the other subset. For large problem instances, it is imperative to be able to rapidly determine the move gain of a move. In our implementation, we use a fast incremental evaluation technique which is based on a streamlined calculation for updating the move gain after each move. More formally, let ∆ v be the move gain of moving vertex v to the other subset. Then initially, each move value can be calculated in linear time using the formula :
Once a move is performed, one just needs to update a subset of move gains Algorithm 2 Perturbation-based tabu search for the max-bisection problem 
Add v 1 in the tabu list and update the move gain ∆ v for each v ∈ V 11:
Choose a best allowed vertex v 2 ∈ V 2 (i.e., v 2 is not forbidden by the tabu list or v 2 leads to a new solution better than solution I * ) according to max-move gain criterion (ties are broken randomly) 12:
Generate new solution I by moving
Add v 2 in the tabu list and update the move gain affected by this move. Specifically, the following abbreviated calculation can be performed to update the move gains upon moving v from its set to the other set:
An illustration of the proposed approach for initializing and updating the move gains is provided in Figure 1 . Our tabu search procedure then restricts consideration to those vertices which are not forbidden by the tabu list (see Section 2.3.2) and have the largest ∆ value. At each iteration of our tabu search, we first select a non tabu vertex in V 1 with the largest ∆ value and move it from V 1 to V 2 . Then, we choose another non tabu vertex in V 2 with the best move gain and move it from V 2 to V 1 . In the case that two or more non tabu moves have the same largest ∆ value, one of them is chosen at random. Once a vertex v is changed from its original set to the other set, it is classified tabu for the next tl iterations, during which v is forbidden to be moved back to its original set. A simple aspiration criterion is applied that permits a vertex to be selected in spite of being tabu if it leads to a solution better than the current best solution. Notice that aspiration is only applicable to the selection of the second vertex from V 2 (see Algorithm 2, line 11) since the selection of the first vertex from V 1 leads to an intermediate imbalanced bisection which is not a feasible solution. The TS process stops when a maximum allowed number (lr) of iterations is reached.
Tabu list and tabu tenure management
Within TS, a tabu list is introduced to forbid the previously visited solutions to be revisited. In our TS algorithm, each time a vertex v goes from its original subset to the opposite set, it is forbidden to bring back v to its original set for a certain number of iterations (called the tabu tenure). Inspired by the tabu mechanism proposed in [11] , we employ a particular technique whose goal is to vary the tabu tenure throughout the search.
100 200 300 400 500 600 700 800 900 1000 1100 1200 1300 1400 1500 The tabu tenure is dynamically tuned by a periodic step function T defined over the number of iterations Iter (see Figure 2 for an example). Each period of the step function is composed of 1500 iterations divided into 15 steps or inter- .800], the tabu tenure drops again to α for the next 100 iterations and so on. This function repeats periodically this variation scheme after every 1500 iterations.
We have also experimented the four values (α, 2 × α, 4 × α, 8 × α) in a static way, i.e., applying each of them during the whole search. Experimental results showed that the dynamic tabu tenure method performs better than the static method and allows the search to effectively escape from local optima. 
Perturbation mechanism
The above basic tabu search is generally able to attain solutions of good quality. However, it may happen that it gets stuck in deep local optima. In our case, the search is judged stagnating each time the best bisection I * found so far is not further improved after a number cr of consecutive iterations.
To help the search to escape from such deep local optima, we apply a simple perturbation mechanism to the current solution to bring diversification into the search. The perturbation consists in swapping a number of pairs of vertices in the following way. For each swap, we randomly choose one vertex u from V 1 and another vertex v from V 2 , and then swap u and v (i.e., V 1 = V 1 {v}\{u} and V 2 = V 2 {u}\{v}). This process is repeated γ times where γ is a parameter which indicates the strength of the perturbation.
Parent selection
Our memetic algorithm is a steady-state algorithm such that at each generation one new solution is generated by combining two parent solutions chosen from the population. To choose the parents, several selection methods can be applied. In our case, we have experimented three well-known strategies: roulette-wheel, tournament and random [2] . With roulette-wheel selection, an individual is selected with a probability which is proportional to its fitness (objective) value. For tournament selection (the standard 2-way deterministic tournament), two individuals are taken at random and the best of the two is selected. Random selection chooses each individual with equal probability. Experimental results with these selection methods have shown that within the context of this work, no significant difference was observed. This can be explained intuitively as follows. In fact, since the individuals are improved by the powerful tabu search procedure, they are generally of good quality, implying that their fitnesses are not so different in the objective space (though the bi-sections they represent may be quite different due to the pool updating strategy used in Section 2.6). Under such a circumstance, it is clear that roulette-wheel, tournament and random would lead to a similar selection effect. For this reason, we have decided to retain the simple random selection in our algorithm.
Crossover operator
Crossover is another key component of our memetic algorithm. In practice, instead of applying blind crossovers, it is often preferable to devise a dedicated recombination operator that have strong "semantics" with respect to the prob-lem being solved [17] . In the case of MBP, a bisection of a graph G = (V, E) corresponds to a partition of V into two disjoint groups of vertices. With this point of view, MBP can be considered as a grouping problem [8] . For grouping problems, the crossover operators should manipulate groups of objects rather than individual objects. Such an approach for designing crossover operators has been successfully applied to solve a number of grouping problems such as graph coloring [12, 27, 32] , bin packing [8] and graph partitioning [3, 11] .
In this work, we propose a dedicated grouping crossover operator for MBP, the proposed crossover operator is constrained to conserve subsets (or grouping vertices) of the vertex partitions of parents in offspring solutions. The rationale behind this approach is based on a careful analysis of local optimal solutions which discloses that high quality local optima share many grouping vertices (see Section 4) . Therefore, if a set of vertices are always grouped together throughout a set of high quality solutions, these vertices are considered to have a high chance to be part of a globally optimal solution.
The proposed crossover operator follows the general principle presented above and operates in two sequential steps. We first create a partial bisection of maximal size by conserving the largest common vertex groupings with respect to the two selected parents. In order to obtain a full bisection, we complete this partial bisection by redistributing the remaining unassigned vertices based on a greedy construction strategy.
More precisely, given two parents Figure 3 for an example). Similarly, the vertices in V a 2 \ V c 2 are also grouped together in both I a and I b . Thus, these left vertices should be dealt with care in order to generate a diversified offspring solution.
In the following, we use a diversification-guided strategy to redistribute these unassigned vertices by taking into account both the solution quality of the offspring and its distance to its parent solutions.
Given the partial solution I c = {V c generated by our crossover operator has essentially the same distance to its two parents and is of relatively high quality.
Pool updating strategy
When an offspring solution is created by the crossover operator presented in the last section and improved by the tabu search algorithm described in Section 2.3, we decide whether the improved offspring should be inserted into the population and which existing solution of the population should be replaced. Basically, our decisions are made based on both solution quality and distance between solutions in the population [26, 27, 32] . Therefore, we first define the distance between two solutions before presenting the used pool updating strategy. 
Definition 1. Distance between two bisections: Given two bisections
Definition 2. Distance between one bisection and a population: Given a population P op = {I 1 , ..., I p } and the distance d ij between any two bisections I i and I j (i, j = 1, ..., p, i = j), the distance between a bisection I i (i = 1, ..., p) and the population P op is defined as the minimum distance between I i and any other bisection in the population:
The general scheme of our pool updating strategy is described in Algorithm 3.
In order to update the population, the new generated offspring I 0 is tentatively inserted into the population, i.e., P op ′ = P op {I 0 }. Then, the worst solution (denoted by I w ) in the population P op ′ = {I 0 , ..., I p } is identified. If I w is not the offspring I 0 , then I 0 is inserted into the population and replaces the worst solution I w , i.e., P op = P op ∪ {I 0 }\{I w }. To determine the worst solution in the population, we use a quality-and-distance scoring function which was originally proposed in [26] and is defined as follows:
where f (I i ) is the objective function value defined in section 2.1, β is a param-
Algorithm 3 Pool Updating Rule
Require: Population P op = {I 1 , ..., I p } and offspring solution I 0 Ensure: Updated population P op = {I 1 , ..., I p } 1: Temporarily insert I 0 into the population:
Calculate the distance between I i and P op ′ according to Eq. (3) 4:
Calculate the goodness score g(I i ) of I i according to Eq. (4) 5: end for 6: Identify the worst solution I w with the smallest goodness score in P op ′ : I w = arg min{g(I i )|i = 0, ..., p} 7: if I w is not the offspring I 0 then 8:
Replace I w with I 0 : P op = P op ∪ {I 0 }\{I w } 9: end if eter set to 0.6 according to [26] , and A(.) represents the normalized function:
where y min and y max are respectively the minimum and maximum of y in the population P op. "+1" is used to avoid the possibility of a 0 denominator.
Experimental results

Test Instances
To evaluate the efficiency of the proposed memetic approach, extensive experiments were carried out on 71 well-known G-set benchmark graphs that are frequently used to assess max-bisection and max-cut algorithms. The G-set contains graphs ranging in size from 800 vertices to 20000 vertices 1 . These instances are generated by a machine-independent graph generator, comprising of toroidal, planar and random weighted graphs. Many authors including [38, 5, 9, 23, 28, 31, 35, 36] employ these instances to test their algorithms for the max-bisection problem as well as the max-cut problem.
Parameter settings
The parameter settings used in our experiments are given in Table 1 . These parameter values have been determined by performing a preliminary experiment on a selection of 11 (hard) instances (G 32 , G 33 , G 35 , G 40 , G 41 , G 42 ,  G 55 , G 57 , G 62 , G 65 and G 66 ). To determine the parameter values, we first began with the parameters required by the TS algorithm (α, cr, γ, see Section 2.3) and then determined the parameters used by the memetic algorithm (p, lr, β). For the TS algorithm we tested values for α in the range [ these parameters, 20 independent runs of TS were performed on each problem instance. Table 2 shows the results for different α values (with cr = 3000 and γ = 200) while Table 3 indicates the results for different cr values (with α = 15 and γ = 200) and Table 4 shows the results for different γ values (with α = 15 and cr = 3000). The tables show the best and averaged objective values found over the 20 runs. From these tables, we observe that the combination (α = 15, cr = 3000, γ = 200) globally leads to the best results. For the parameters related to the memetic algorithm, we fixed p = 10, lr = 10 6 in a similar way while β = 0.6 is chosen according to [26] .
These parameter values were used to report our computational results, even though improved results would be possible by further fine turning the parameters. As we see below, the adopted parameter settings are good and robust enough to allow the algorithm to attain very competitive results for the set of the tested instances compared with those reported in the literature.
Experimental protocol
Our MAMBP algorithm is programmed in C and compiled using GNU GCC on a PC running Windows XP with an Intel Xeon E5440 processor (2.83 GHz and 8G RAM).
Given the stochastic nature of MAMBP, each instance is independently solved 20 times with different random seeds. Each run is stopped when the processing time reaches its timeout limit. The timeout limit is set to be 30 minutes for graphs with |V | < 5000 while for graphs with |V | ≥ 5000 a time limit of 120 minutes is allowed. Note that our timeout limit condition is comparable with the stop condition reported in [28, 36] .
Two comparisons are performed in order to assess the performance of the proposed memetic algorithm. The first comparison focuses on the max-bisection problem while the second one contrasts our (balanced) bisections with partitions obtained by several state of the art max-cut algorithms [5, 9, 28, 31, 35, 36] .
Notice that for the case of max-cut, the two subsets of a partition obtained by a max-cut algorithm are not required to be of equal cardinality. In this sense, a max-cut algorithm would have more opportunities to find partitions of larger weights. The best bisections obtained by our memetic algorithm are available from: http://www.info.univ-angers.fr/pub/hao/MAMBP.html
Comparison with state-of-art max-bisection algorithm
In this section, we present the equal sized bisections obtained by our memetic approach for the max-bisection problem. To assess the relative quality of our results, we compare MAMBP with the new Lagrangian net algorithm (NLNA) which was published very recently [38] . NLNA was run on a Lenovo PC with an Intel Core E5300 processor (2.36 GHZ CPU and 1.96 GB RAM). According to the Standard Performance Evaluation Cooperation (www.spec.org), this computer is 1.2 time slower than the computer we used for our experiments. Note that in the literature there are at least two other heuristic bisection algorithms based on deterministic annealing [7] and variable neighborhood search [25] . Unfortunately, the results reported in these references cannot be reproduced since the graphs used are not available to the public domain. As a consequence, it is impossible to compare with their results. Table 5 presents the detailed computational results of our MAMBP algorithm in comparison with those of the reference algorithm (NLNA) reported in [38] . The first two columns in the table indicate the name of and the number of vertices of the graph. Columns 3 to 7 show MAMBP's results including the best objective value (f best ), the success rate (hit) for reaching f best , the averaged objective value (f avg (std)) over the 20 runs with the standard deviation between parentheses for a hit value smaller than 100%, the average iterations (Iter) and the average CPU time in seconds (time) over the 20 runs on which the f best value is reached. Columns 8 to 9 present NLNA's results. Given the speed ratio between our computer and the computer used for NLNA, we normalize the computing times of NLNA by dividing them with a factor of 1.2. The last column (∆) indicates the differences in the best objective values between MAMBP and NLNA.
From Table 5 , one observes that, for the 56 instances where the NLNA algorithm reports its results, our MAMBP algorithm dominates NLNA in terms of solution quality. For each of these instances, our MAMBP algorithm is able to attain a much larger objective value (f best ) compared with NLNA. Even our average results (f avg ) are better than the best results reported by NLNA. For the other 15 instances, no results are reported by NLNA ("-" in Table 5 indicates that a result for that particular instance was not available).
Finally, concerning the computing times, the times indicated are those that are needed for each algorithm to attain its f best values. We can conclude that our MAMBP algorithm dominates the reference NLNA algorithm both in terms of solution quality and computing time. the timeout limits we used are quite similar to those adopted by two recent reference algorithms [28, 36] .
The comparative results are summarized in Table 6 on the 69 G-set benchmark instances excluding the two largest graphs G77 and G81 for which no results are available for the reference algorithms. Columns 1 and 2 respectively give the instance name and the previous best solution value f * max cut from references [1, 5, 9, 23, 28, 31, 35, 36] (most of them are dedicated max-cut algorithms). Column 3 recalls the best results of our MAMBP approach extracted from Table  5 . Columns 4-9 present the best results obtained by 6 reference algorithms: SS [28] , TS-UBQP [23] , DSA [1] , VNSPR [9] , CirCut [5] and GRASP-TS/PM [36] . The last three rows summarize the comparison between these algorithms and ours. The rows 'Better', 'Equal' and 'Worse' respectively denote the number of instances for which our MAMBP algorithm attains a result of better, equal and worse quality than each reference algorithm. We mark in bold those results that are the updated best known values obtained by the MAMBP approach.
From Table 6 , we observe that our MAMBP algorithm is able to improve the current best known results in the literature for 31 instances while equaling the best known results for 25 other instances. This is a remarkable performance given that these best known results are the joint results of 2 or more max-cut algorithms. Indeed, when one compares our MAMBP algorithm with each of the 6 reference algorithms (SS, TS-UBQP, DSA, VNSPR, CirCut amd GRASP-TS/PM), we observe that MAMBP attains worse results for at most 10 instances while better results for at least 25 instances. These comparisons provide further evidence of the quality of the partitions achieved by our MAMBP algorithm.
On the other hand, on 13 instances, MAMBP's results are slightly inferior to the best known results. It is interesting to notice that most of these instances are of small size (with no more than 800 vertices). One possible explanation could be that for these graphs, the best max-cut solution is such that the two parts of the partition are of unequal size and thus not included in the search space of our MAMBP algorithm.
To sum, even if our MAMBP algorithm operates within a constrained search space composed solely of bisections (i.e., partitions of equal parts), its performance is remarkable for the max-cut problem when MAMBP is compared with dedicated max-cut algorithms. 4 Analysis of MAMBP
Influence of crossover, pool replacement strategy and perturbation mechanism
In this section, we investigate the influence of some important ingredients of the proposed memetic algorithm: crossover (Section 2.5), population updating strategy (Section 2.6) and perturbation mechanism (Section 2.3.3). These studies are based on the same selection of the 11 hard problem instances used for setting the parameters (Section 3.2).
Influence of crossover: comparing MAMBP with TS
MAMBP uses TS as one of its main optimization procedures. It is therefore interesting to know if MAMBP, by integrating a crossover operator, is able to improve on the results of the TS algorithm alone. To verify this, we carry out additional experiments on the selection of the 11 G-set graphs and show a comparison between MAMBP and TS. For this experiment, we use the TS algorithm described in Algorithm 2 (see Section 2.3) with the same parameter settings given in Table 1 . To make the comparison as fair as possible, we run TS with the same timeout limits as for MAMBP: 30 minutes for graphs with |V | < 5000 and 120 minutes if |V | ≥ 5000 (see Section 3.3). In order not to penalize the tabu search algorithm which usually stops after lr iterations Table 7 Comparative results of MAMBP and TS on 11 G-set instances for the max-bisection problem (lr = 10 6 in our case as indicated in Table 1 ), TS is restarted after lr = 10 6 iterations whenever the timeout limit is not reached. Like for MAMBP, we run the tabu search algorithm 20 times on each of the 11 selected G-set graphs. Table 7 summarizes the computational results of the TS algorithm in comparison with those of MAMBP taken from Table 5 . The following information for each instance is shown: the best objective value (f best ), the averaged objective value over the 20 runs (f avg ), the success rate (hit) for reaching its f best value and the average CPU time (time) over the runs on which the f best value is reached. From Table 7 , we notice that for all the 11 selected instances, MAMBP performs far better than TS. Especially for each of the instances with at least 5000 vertices, MAMBP is able to reach a larger objective value f best than TS. In addition, improvements are more pronounced for larger-size graphs. These comparative results provide clear evidence that the recombination operator plays an important role in the overall performance of our MAMBP algorithm and is more efficient when it comes to handling large graphs.
Influence of population updating strategy
In order to evaluate the distance-and-quality based population updating strategy (denoted by DisQual), we compare it with a popular updating strategy widely used in the literature (denoted by P oolW orst), which uses the new offspring solution to replace the worst solution (in terms of the fitness) of the population.
We have experimented both strategies within our memetic algorithm. As an illustration, Fig. 4 shows the detailed comparison on a large and difficult graph (G 55 ). Similar results have been observed on other instances. The stopping criterion is the number of generations (i.e., the number of applications of the recombination operation) which is set to 300.
We keep other ingredients unchanged in the MAMBP algorithm and observe two evolution profiles of each population updating strategy: the best objective value (over 20 runs) vs. the number of generations (Fig. 4, left) and the population diversity vs. the number of generations (Fig. 4, right) . The diversity of the population is defined as the average distance between each pair of solutions in the population (see Section 2.6) [12, 27, 32] . Fig. 4 (left) shows that the population converges more quickly toward high quality solutions with the distance-and-quality based population updating strategy than with the classical P oolW orst strategy. In addition, the population diversity is better preserved during the evolution process with DisQual than with P oolW orst, which is directly correlated to the evolution of the solution quality. We can conclude that the distance-and-quality updating strategy introduced in our approach allows the algorithm to better explore the search space and prevents the population from stagnating in poor local optima.
Influence of the perturbation mechanism
As indicated in Section 2.3.3, our tabu search procedure employs a perturbation mechanism which tries to bring controlled diversifications into the search. In order to be sure this perturbation mechanism makes a meaningful contribution, we report in Table 8 a comparison between the two versions of our tabu search algorithm with and without the perturbation mechanism (denoted by TS+PM and TS-PM respectively). We run both algorithms 20 times on the set of the 11 selected instances, each run being limited to lr = 10 6 iterations. Table 8 reports the results of this experiment. For each instance, the following information is provided: the best objective value (f best ), the averaged objective value over the 20 executions (f avg ), and the number of executions (hit) reaching its f best value. Table 8 discloses that in most cases, our TS algorithm performs better with the perturbation mechanism (Column "TS+PM") than without it (Column "TS-PM"), confirming the usefulness of the perturbation mechanism within the TS algorithm.
Landscape analysis and motivation for the proposed crossover operator
In the last section, we demonstrated the importance of the proposed crossover operator to the overall performance of the memetic algorithm by comparing the performance of the proposed memetic algorithm with its underlying tabu search algorithm. In this section, we try to explain why our grouping crossover operator performs well and provide motivations for the proposed crossover operator.
For this purpose, we analyze structural similarity between local optima of different quality in terms of the size of the commonly shared vertex groupings. Additionally, we investigate the correlation between quality (fitness) of local optima and their distances (according to Definition 1, Section 2.6) to the optimum by utilizing fitness landscape analysis techniques, which have been shown to be useful for understanding the behavior of an optimization algorithm.
To analyze structural similarity between local optima, we use the same set of the 11 selected G-set graphs as before. For each instance, we produce 8000 local optima of different quality using our memetic algorithm as well as its underlying tabu search with different time limits. Among these 8000 local optima, we select the top 10% (800) with the largest objective function values and call them 'high-quality solutions'. Moreover, since the global optimal solutions for the selected instances are unknown, we use instead the best solutions found by our memetic algorithm as our supposed global optima. Table 9 Analysis of structural similarity between high-quality solutions for 11 hard max-bisection instances Table 9 contains the data related to the similarity between our 8000 local optima. Column n distinct indicates the total number of distinct global optima found for each instance. Columns S hq and S lo report respectively the average degree of similarity between the 800 high-quality solutions and the average degree of similarity between all the 8000 sampled local optima, the degree of similarity between two solutions I a and I b is expressed as is the maximum distance between any two solutions.
From Table 9 , we observe that in most cases, the degree of similarity between high-quality solutions is generally very large, which indicates high quality solutions share many groupings of vertices. We also notice that for all the cases, the degree of similarity between high-quality solutions is larger than that between other local optima. In addition, the values reported in 'D hq ' are generally smaller than the ones in 'D lo ', which indicates that the structure of the set of high quality solutions is very similar to the structure of the supposed global optimum. This suggests that if a significant number of vertices is grouped together throughout each of the high quality solutions, there is a strong chance that they are also grouped together in the global optimum. This observation constitutes a motivation and justification for our crossover which tries to preserve the largest common vertex groupings with respect to the two selected parent solutions.
In order to give further evidence that the G-set instances are well suited for our memetic algorithm, we carry out a landscape analysis and employ the fitness distance correlation (FDC) [19] to study the difficulty of the G-set instances for our memetic algorithm. FDC estimates how closely the fitness and distance to the nearest global optimum are related. If fitness improves when the distance to the optimum becomes smaller, then the search space is expected to be easy for the search algorithm, since there is a "path" to the optimum via solutions with increasing fitness. A value of the fitness distance correlation coefficient ρ f dc = −1 for a maximization problem indicates that fitness and distance to the optimum are perfectly related and that search promises to be easy. A value of ρ f dc = 1 means that the fitness function is completely misleading. FDC can also be visualized with the FD plot, where the same data used for estimating ρ f dc is displayed graphically. For this study, we use the same solutions as above and the best solution as our supposed global optima. FD plots of 8 of the 11 instances are given in Fig. 5 .
From these plots, one observes that G42 and G55 have the weakest FD correlations with a value of ρ f dc equaling -0.261 and -0.193 respectively ( Table  9 ). It is interesting to relate these values to the results of the memetic algorithm shown in Table 5 . Indeed, for these graphs, MAMBP reaches its best solutions with a relatively low probability of 8/20 and 2/20 respectively. On the contrary, for the two graphs where the FC correlations are the highest (G42 and G41 with ρ f dc = −0.706 and −0.799), MAMBP attains its best solutions easily with a 100% success rate. However, for the remaining graphs, the relation between the FDC and MAMBP's performance is more difficult to establish. This shows that a simple measure like FDC cannot be used to fully characterize the search difficulty of a problem instance.
Conclusion
In this paper, we have presented for the first time a memetic algorithm for the max-bisection problem (MAMBP). The proposed algorithm relies on a diversification-guided grouping crossover operator, a tabu search optimization procedure and a quality-and-diversity based population updating strategy.
The computational results obtained on the set of 71 well-known G-set graphs demonstrate that the proposed algorithm outperforms a recently published Lagrangian net algorithm for MBP by delivering improved solutions for each graph. Moreover, when considering the max-bisection problem as the "balanced" max-cut problem, the MAMBP algorithm remain highly competitive even compared to 6 state of the art max-cut algorithms. For 31 instances, MAMBP improves on the previous best known results reported in the literature.
Furthermore, we have carried out experiments to show the importance of the proposed crossover operator to the overall performance of the memetic algorithm. We have also shown an analysis of the similarity between high quality solutions and of the search landscapes to get insights into the search space and provide motivations for the proposed grouping crossover operator. We have shown experimentally the usefulness of other important ingredients like the dynamic tabu tenure management, the perturbation mechanism and the pool updating strategy.
