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Abstract: We extend the Falceto-Zambon version of Marsden-Ratiu Poisson re-
duction to Poisson quasi-Nijenhuis structures with background on manifolds. We
define gauge transformations of Poisson quasi-Nijenhuis structures with background,
study some of their properties and show that they are compatible with reduction
procedure. We use gauge transformations to construct Poisson quasi-Nijenhuis
structures with background.
Introduction
Poisson quasi-Nijenhuis structures with background were recently intro-
duced by Antunes [1] and include, as a particular case, the Poisson quasi-
Nijenhuis structures defined by Stie´non and Xu [18]. The structure consists
of a Poisson bivector together with a (1, 1)-tensor and two closed 3-forms
fulfilling some compatibility conditions. In [23], Zucchini showed that some
physical models provide a structure which is a bit more general than Poisson
quasi-Nijenhuis manifolds with background. In fact, as it is observed in [1],
comparing with our definition, in Zucchini’s definition one condition is miss-
ing. Generalized complex structures with background, also called twisted
generalized complex structures, are another special case of Poisson quasi-
Nijenhuis structures with background. They were introduced by Gualtieri
[8] and further studied, among other authors, by Lindstro¨m et al [13] and
Zucchini [23] in relation with sigma models in physics.
In order to simplify the writing, we will use PqNb for Poisson quasi-
Nijenhuis with background, PqN for Poisson quasi-Nijenhuis, PN for Poisson-
Nijenhuis and gc for generalized complex.
The aim of this paper is two fold. Firstly, we study reduction of PqNb
manifolds and secondly, by means of a technique that we call gauge transfor-
mation, we are able to construct these structures from simpler ones. More-
over, we prove that these two procedures are compatible in the sense that
they commute.
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One of our goals is to extend Poisson reduction to PqNb structures. The
classical Marsden-Ratiu [16] method of Poisson reduction by distributions
was recently reformulated by Falceto and Zambon [6] and it is this new ver-
sion of Poisson reduction that we apply to PqNb structures. Our scheme is
the following: reduce the Poisson bivector on the manifold and then estab-
lish the conditions ensuring that the remaining tensor fields that define the
PqNb structure also descend to the quotient in such a way that the reduced
structure is in fact a PqNb structure.
In this paper we view gc structures with background as particular cases of
PqNb structures. Thus, in a very natural way, gc structures with background
gain a reduction procedure which turns to be a generalization of Vaisman’s
reduction theorem of gc structures (Theorem 2.1 in [22]). There are other
different approaches to reduction of gc structures (see [3, 10, 12, 19]), and
some of them can be extended to gc structures with background [12].
Besides reduction, the other main notion in this paper is gauge transfor-
mation. Inspired by the corresponding notion for gc structures, also called
B-field transformation, we define gauge transformations of PqNb structures
and realize that they can be seen as a tool for constructing PqNb structures
from other PqNb structures. In particular, we may construct richer examples
of such structures from simpler ones and, indeed, we construct a new class
of PqNb structures by applying gauge transformations to the simplest PqNb
structures, i.e. those consisting just of a Poisson bivector. Unlike gauge
transformations of Dirac structures which are graphs of Poisson bivectors
[17, 2], our notion of gauge transformation preserves the Poisson bivector of
the PqNb structure. Moreover, these gauge transformations share very inter-
esting properties, some of them we discuss, and which may be used to study
the class of all PqNb structures on a given manifold. We should mention
that, in [23], Zucchini gives a similar definition of gauge transformation with
respect to the structure defined there, but he doesn’t present the proof that
the gauge transformations preserve such structure.
The paper is organized as follows. In section 1, PqNb structures and gc
structures with background are recalled. Section 2 is devoted to reduction.
After a brief review of Poisson reduction, in the sense of Falceto-Zambon,
we give a reduction theorem for PqNb manifolds and we also discuss the
case of reduction by a group action. Still in section 2, we treat the re-
duction of gc structures with background. In section 3, we introduce the
concept of gauge transformation of PqNb structures and we show how to
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use it to construct richer examples of PqNb structures from simpler ones.
We also consider conformal change by Casimir functions and, combining it
with gauge transformation, we obtain new examples of PqNb structures. We
study some properties of gauge transformations and, finally, we show that
gauge transformations commute with reduction. The paper closes with an
appendix containing the proof of some technical lemmas.
1. Preliminaries
1.1. Poisson quasi-Nijenhuis manifolds with background. Along the
paper, the vector spaces of k-forms and k-vector fields on a C∞-differentiable
manifold M will be denoted by Ωk(M) and Xk(M), respectively, and the
associated graded associative algebras by Ω(M) and X(M). For a bivector
field Q ∈ X2(M), we consider the bundle map Q♯ : T ∗M → TM defined
by β(Q♯α) = Q(α, β), for all α, β ∈ Ω1(M). Similarly, given a 2-form ω ∈
Ω2(M), the bundle map ω♭ : TM → T ∗M is defined by (ω♭X)(Y ) = ω(X, Y ),
for all vector fields X, Y ∈ X1(M). In what concerns the interior product of
a form ω by the bivector X ∧ Y , we use the convention ıX∧Y ω = ıY ıXω. We
denote by [ , ]Q the bracket of 1-forms determined by Q:
[α, β]Q = LQ♯α(β)−LQ♯β(α)− d(Q(α, β)) . (1)
For a Poisson bivector P (this symbol will always denote a Poisson bivector),
this becomes a Lie bracket and the triple (T ∗M)P = (T
∗M, [ , ]P , P
♯) is a Lie
algebroid over M ; its exterior derivative is given by
dPQ = [P,Q] ,
for all Q ∈ X(M), where [ , ] denotes the Schouten-Nijenhuis bracket of mul-
tivectors on M .
Let P be a Poisson bivector and A a (1, 1)-tensor on M , A : TM → TM .
The bracket of vector fields on M can be deformed by A into a new bracket:
[X, Y ]A = [AX, Y ] + [X,AY ]− A[X, Y ] ,
and analogously, given a (1, 1)-tensor A′ : T ∗M → T ∗M , the bracket [ , ]P of
1-forms can be deformed into ([ , ]P )A′.
Associated with A, we have the 0-degree derivation of (Ω(M),∧), ıA, given
by
(ıAα)(X1, X2, . . . , Xk) = α(AX1, X2, . . . , Xk)
+α(X1, AX2, . . . , Xk) + · · ·+ α(X1, X2, . . . , AXk) ,
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and the deformed exterior derivative dA which is a derivation of degree 1 on
(Ω(M),∧) and is given by
dAα(X0, X1, . . . , Xk) =
k∑
i=0
(−1)i(AXi)α(X0, . . . , X̂i, . . . , Xk)
+
∑
0≤i<j≤k
(−1)i+jα([Xi, Xj]A, X0, . . . , X̂i, . . . , X̂j, . . . , Xk) ,
for all α ∈ Ωk(M). Equivalently [11], one has
dA = [ıA, d] = ıA ◦ d− d ◦ ıA . (2)
The Nijenhuis torsion of A is the (1, 2)-tensor NA defined by
NA(X, Y ) = [AX,AY ]− A [AX, Y ]− A [X,AY ] + A
2 [X, Y ] ,
for all X, Y ∈ X1(M). When NA = 0, the triple (TM)A = (TM, [ , ]A, A) is a
Lie algebroid over M and A is called a Nijenhuis tensor.
For the bracket [ , ]A on X
1(M), the corresponding bracket of 1-forms deter-
mined by the bivector Q, which we denote by ([ , ]A)Q, is given by (1) where
d is replaced by dA and L by LA, LAX = ıX ◦ dA + dA ◦ ıX . The concomitant
of P and A is the (2, 1)-tensor CP,A given by
CP,A(α, β) =
1
2
((
[α, β]A
)
P
− ([α, β]P )At
)
,
where At : T ∗M → T ∗M denotes the transpose of A. This is equivalent to
CP,A(α, β) = LP ♯β(A
tα)− LP ♯α(A
tβ) + AtLP ♯α(β)−A
tLP ♯β(α)
+d
(
P (Atα, β)
)
−Atd (P (α, β)) , (3)
for all α, β ∈ Ω1(M). This concomitant is the same as in [11] and is one half
of that defined in [1].
Poisson quasi-Nijenhuis structures with background were recently defined
by Antunes in [1]. We now propose a slightly different definition:
Definition 1.1. A Poisson quasi-Nijenhuis structure with background on a
manifoldM is a quadruple (P,A, φ,H) of tensors on M where P is a Poisson
bivector, A : TM → TM is a (1, 1)-tensor and φ and H are closed 3-forms,
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such that
A ◦ P ♯ = P ♯ ◦ At , (4)
CP,A(α, β) = −ıP ♯α∧P ♯βH , (5)
NA(X, Y ) = P
♯ (ıX∧Y φ+ ıAX∧YH + ıX∧AYH) , (6)
dAφ = dH , (7)
for all X, Y ∈ X1(M), α, β ∈ Ω1(M), and where H is the 3-form given by
H(X, Y, Z) =	X,Y,Z H(AX,AY, Z) , (8)
for all X, Y, Z ∈ X1(M), the symbol 	X,Y,Z meaning a sum over the cyclic
permutations of (X, Y, Z). The 3-form H is called the background and the
manifold M with such structure is said to be a Poisson quasi-Nijenhuis man-
ifold with background.
The difference between this definition and that given in [1] is the minus
sign in equation (5). With this change, the definition above contains the class
of generalized complex manifolds with background and, moreover, enables us
to define the concept of gauge transformations of PqNb structures, as we will
see in section 3.
When H = 0, this reduces to the Poisson quasi-Nijenhuis structures de-
fined in [18]. If, in addition, φ = 0, we get the Poisson-Nijenhuis structures
originally introduced in [14, 15].
A very simple example of a PqNb structure is the following.
Example 1.2. Consider R3 with coordinates (x1, x2, x3) and take any C
∞
functions f : R3 → R\{0} and g : R3 → R such that
∂g
∂x1
=
∂g
∂x2
= 0 at any
point. Then, the quadruple (P,A, φ,H) with P = f
∂
∂x1
∧
∂
∂x2
,
A = g(
∂
∂x1
⊗ dx1 +
∂
∂x2
⊗ dx2 +
∂
∂x3
⊗ dx3),H = −
1
f
∂g
∂x3
dx1 ∧ dx2 ∧ dx3 and
φ = −2gH is a PqNb structure on R3. Notice that
CP,A(α, β) =
∂g
∂x3
P (α, β)dx3 = −ıP ♯α∧P ♯βH, for all α, β ∈ Ω
1(R3), and A is a
Nijenhuis tensor, NA(X, Y ) = P
♯(ıX∧Y (φ+2gH)) = 0, for all X, Y ∈ X
1(R3).
Remark 1.3. In [23], Zucchini has shown that the geometry of the Hitchin
sigma model incorporates all the defining conditions of a Poisson quasi-
Nijenhuis manifold with background except the last one, condition (7). This
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was what he called an H-twisted Poisson quasi-Nijenhuis manifold, which
is slightly more general than a Poisson quasi-Nijenhuis manifold with back-
ground but does not satisfy some integrability conditions.
The concept of PqNb structure on a manifold, given in Definition 1.1, can
be generalized for generic Lie algebroids. This was in fact the approach
followed in [1] (see also [4]). However, in the case of the results presented
here, the generalization is always straightforward so that we prefer to work
with the standard Lie algebroid all the time.
1.2. Generalized complex structures with background. Let M be a
manifold and consider the generalized tangent bundle TM = TM ⊕ T ∗M .
This vector bundle is the ambient framework of generalized complex geome-
try. This is a recent subject introduced by Hitchin [9], and further studied by
Gualtieri [8] and other authors, e.g. [5, 13, 19, 22], which contains the sym-
plectic and complex geometries as extreme cases. The Lie bracket of vector
fields on M extends to the well-known Courant bracket [ , ] on Γ(TM):
[X + α, Y + β] = [X, Y ] + LXβ −LY α+
1
2
d(α(Y )− β(X)) , (9)
for allX, Y ∈ X1(M) and α, β ∈ Ω1(M). The Courant bracket is bilinear and
antisymmetric but does not satisfy the Jacobi identity. Given a closed 3-form
H on M , we can deform the Courant bracket to the Courant bracket with
background H, [ , ]H , (also called the Sˇevera-Weinstein Courant bracket [17]
or the H-twisted Courant bracket [8]) which is obtained by simply adding
an H-dependent term to the Courant bracket:
[X + α, Y + β]H = [X + α, Y + β]− ıX∧YH . (10)
By the well-known Newlander-Nirenberg theorem, a complex structure on
M is equivalent to a vector bundle map J : TM → TM satisfying J2 = −Id
and having a null Nijenhuis torsion. The passage to the generalized case
is done by substituting the tangent bundle TM by TM and the bracket of
vector fields by the Courant bracket:
Definition 1.4. Given a closed 3-form H onM , a generalized complex struc-
ture with background H on M is a vector bundle map J : TM → TM satis-
fying J 2 = −Id and such that the following integrability condition holds:
[J µ,J ν]H − J [Jµ, ν]H −J [µ,J ν]H − [µ, ν]H = 0 ,
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for all µ, ν ∈ Γ(TM). The triple (M,J , H) is called a generalized complex
manifold with background H. When H = 0, J is said to be a generalized
complex structure and (M,J ) a generalized complex manifold.
Some authors prefer to call (M,J , H) an H-twisted generalized complex
manifold [8].
The following result completely characterizes generalized complex struc-
tures with background in terms of classical tensors. It was referred in [13, 22]
and it is a simple extension of the analogous result of Crainic [5] for the case
H = 0.
Theorem 1.5. A vector bundle map J : TM → TM is a generalized complex
structure with background H on M if and only if it can be written in the form
J =
(
A P ♯
σ♭ −At
)
, (11)
where P is a bivector on M , σ a 2-form on M , and A : TM → TM a
(1, 1)-tensor, with At : T ∗M → T ∗M being the transpose of A, such that:
(1) P is a Poisson bivector;
(2) P and A commute, i.e.
A ◦ P ♯ = P ♯ ◦ At ,
and their concomitant is given by
CP,A(α, β) = −ıP ♯α∧P ♯βH ;
(3) the Nijenhuis torsion of A is given by
NA(X, Y ) = P
♯ (ıX∧Y dσ + ıAX∧YH + ıX∧AYH) ;
(4) the (0, 2)-tensor σA defined by σA(X, Y ) = σ(AX, Y ) is antisymmetric
and satisfies the relation
dσA +H − ıAdσ −H = 0 , (12)
where H is given by (8);
(5) the square of A reads
A2 = −Id− P ♯ ◦ σ♭ . (13)
By comparing this theorem with Definition 1.1, we immediately see that a
gc structure with background is a special case of a PqNb structure and we
can write Theorem 1.5 as follows:
8 FLA´VIO CORDEIRO AND JOANA M. NUNES DA COSTA
Theorem 1.6. Let J : TM → TM be a vector bundle map of the form (11),
J := (A, P, σ). Then, J is a generalized complex structure with background
H on M if and only if (P,A, dσ,H) is a Poisson quasi-Nijenhuis structure
with background on M and properties 4 and 5 of Theorem 1.5 are satisfied.
Now, let (P,A, dσ,H) be a PqNb structure on M and take a closed 2-
form ω on M . It is obvious that the replacement of σ by σ + ω makes no
change in the PqNb structure. However, if, additionally, conditions 4 and
5 of Theorem 1.5 are satisfied, i.e. Jσ := (A, P, σ) is a gc structure with
background H, one can ask under what conditions is Jσ+ω := (A, P, σ + ω)
still a gc structure with background H on M . An immediate computation
shows that this happens if and only if the (0, 2)-tensor ωA is antisymmetric,
dωA = 0 and P
♯ ◦ ω♭ = 0. This means that a PqNb structure on M has
more than one gc structure with background associated with it. Also, this
defines and equivalence relation on the subclass of all gc structures having
the background H.
2. Reduction of Poisson quasi-Nijenhuis manifolds with
background
2.1. Reduction of Poisson manifolds. A well-known reduction procedure
for Poisson manifolds is the one due to Marsden and Ratiu [16]. Roughly
speaking, given a Poisson manifold (M,P ), a submanifold N of M and a
vector subbundle E of TM |N , Marsden-Ratiu reduction theorem establishes
necessary and sufficient conditions to have a Poisson structure on the quotient
N/E ∩TN . Recently, Falceto and Zambon [6] showed that the assumptions of
Marsden-Ratiu theorem are too strong and they gave more flexible hypoth-
esis on the subbundle E still providing a Poisson structure on the quotient
submanifold.
Definition 2.1. Let (M,P ) be a Poisson manifold, iN : N ⊂ M a sub-
manifold of M and E a vector subbundle of TM |N such that E ∩ TN is an
integrable subbundle of TN and the foliation of N defined by such subbundle
is simple, i.e. the set Q of leaves is a manifold and the canonical projec-
tion pi : N → Q is a submersion. The quadruple (M,P,N,E) is said to be
Poisson reducible if Q inherits a Poisson structure P ′ defined by
{f, h}P ′ ◦ pi = {F,H}P ◦ iN , (14)
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for any f, h ∈ C∞(Q) and any extensions F,H ∈ C∞(M) of f ◦ pi, h ◦ pi,
respectively, with dF and dH vanishing on E.
Using the notation of [6], we denote by C∞(M)E the following subset of
C∞(M),
C∞(M)E := {f ∈ C
∞(M) | df|E = 0}.
Theorem 2.2 ([6]). Let (M,P ) be a Poisson manifold, iN : N ⊂ M a
submanifold of M and E a subbundle of TM |N as in Definition 2.1. Let D
be a subbundle of TM |N such that E ∩ TN ⊂ D ⊂ E and E ⊂ C∞(M)E a
multiplicative subalgebra such that the restriction map i∗N : E → C
∞(N)E∩TN
is surjective. If
i) {E , E} ⊂ C∞(M)D,
ii) P ♯(E0) ⊂ TN +D,
then (M,P,N,E) is Poisson reducible.
A special case of the theorem above, which is considered in [6], occurs when
D = E ∩ TN and E = C∞(M)E:
Proposition 2.3. Let (M,P ) be a Poisson manifold, iN : N ⊂ M a sub-
manifold of M and E a subbundle of TM |N as in Definition 2.1. If
{C∞(M)E, C∞(M)E} ⊂ C∞(M)E∩TN and P ♯(E0) ⊂ TN , then (M,P,N,E)
is Poisson reducible.
The following result, that we will use later, relates the Poisson bivector P
with its reduction P ′. Its proof is straightforward.
Lemma 2.4. Let (M,P,N,E) be a quadruple satisfying conditions of Theo-
rem 2.2, so that it is Poisson reducible to (Q,P ′). Then,
P (pi∗λ, pi∗η) ◦ iN = P
′(λ, η) ◦ pi , (15)
for any λ, η ∈ Ω1(Q) and any extensions pi∗λ, pi∗η ∈ Ω1(M) of pi∗λ, pi∗η
vanishing on E. If, moreover, P ♯(E0) ⊂ TN holds, then
dpi ◦ P ♯(pi∗λ) = P ′♯(λ) ◦ pi , (16)
for any λ ∈ Ω1(Q) and any extension pi∗λ ∈ Ω1(M) of pi∗λ vanishing on E.
A particular and important case where the assumptions of Proposition 2.3
are satisfied is when a certain canonical action (i.e. preserving the Poisson
structure) of a Lie group is given [16].
10 FLA´VIO CORDEIRO AND JOANA M. NUNES DA COSTA
Proposition 2.5. Let (M,P ) be a Poisson manifold and consider a canonical
action of a Lie group G on (M,P ) admitting an Ad∗-equivariant moment map
J :M → G∗ (G is the Lie algebra of G and G∗ its dual). Suppose that µ ∈ G∗
is a regular value of J and that the isotropy subgroup Gµ of µ for the coadjoint
representation of G, acts freely and properly on Nµ := J
−1(µ). Consider the
quotient Qµ := Nµ/Gµ, the associated canonical projection piµ : Nµ → Qµ
and the inclusion map iµ : Nµ ⊂ M as well. Then (Qµ, Pµ) is a Poisson
manifold, its Poisson structure being defined by
{f, h}Pµ ◦ piµ = {F,H}P ◦ iµ ,
for any f, h ∈ C∞(Qµ) and any extensions F,H ∈ C∞(M) of f ◦ piµ, h ◦ piµ,
respectively, with dF and dH vanishing on Eµ, where (Eµ)p = Tp(G · p), for
all p ∈ Nµ, and G · p is the orbit of G containing p.
In this case, one proves that (Eµ ∩ TNµ)p = Tp(Gµ · p), for all p ∈ Nµ.
Therefore, the distribution Eµ ∩ TNµ is integrable and the leaves of the
foliation it determines are the Gµ-orbits in Nµ. The set of leaves is the
manifold Qµ and the canonical projection piµ is a submersion. The canonicity
of the action and the fact that Eµ = P
♯
(
(TNµ)
0
)
holds, ensure the two
remaining conditions of Proposition 2.3 are also satisfied.
2.2. Extension to the Poisson quasi-Nijenhuis manifolds with back-
ground. Poisson reduction can be used as a base for reducing any manifold
of Poisson type by adding the conditions which are needed to reduce, in
an appropriate way, the additional structure. In particular, Marsden-Ratiu
Poisson reduction was used by Vaisman in [21] for proving a reduction pro-
cedure for Poisson-Nijenhuis manifolds. In [21], Poisson-Nijenhuis reduction
by a group action was also derived. In the sequel, we will extend these results
to the case of Poisson quasi-Nijenhuis manifolds with background, using the
more general Falceto-Zambon reduction procedure.
Definition 2.6. Let (M,P,A, φ,H) be a Poisson quasi-Nijenhuis manifold
with background, iN : N ⊂M a submanifold of M , and E a vector subbundle
of TM |N such that assumptions of Definition 2.1 are satisfied. We say that
(M,P,A, φ,H) is reducible if there exists a Poisson quasi-Nijenhuis struc-
ture with background (P ′, A′, φ′, H ′) on the reduced manifold Q, such that the
tensors P ′, A′, φ′, H ′ are the projections of P,A, φ,H on Q, i.e. P and P ′
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are related by equation (14), A and A′ are related by
dpi ◦ A|TN = A
′ ◦ dpi , (17)
where it is assumed that A|TN is well defined, i.e. that A(TN) ⊂ TN , and
φ, φ′ and H,H ′ are related by
i∗Nφ = pi
∗φ′ , (18)
i∗NH = pi
∗H ′ . (19)
Next theorem gives sufficient conditions for such a reduction to occur.
Theorem 2.7. Let (M,P,A, φ,H) be a Poisson quasi-Nijenhuis manifold
with background, iN : N ⊂ M a submanifold of M , E and D vector subbun-
dles of TM |N and E ⊂ C
∞(M)E as in Theorem 2.2. Assume that:
i) {E , E} ⊂ C∞(M)D;
ii) P ♯(E0) ⊂ TN ;
iii) A(TN) ⊂ TN , A(E) ⊂ E and A|TN sends projectable vector fields to
projectable vector fields;
iv) i∗N (ıXφ) = 0 = i
∗
N (ıXH), for all X ∈ X
1(M) such that X ∈ Γ(E) at
N .
Then, the tensors P,A, φ,H project to tensors P ′, A′, φ′, H ′ on Q, respec-
tively, and (Q,P ′, A′, φ′, H ′) is a Poisson quasi-Nijenhuis manifold with back-
ground.
Proof : Lemmas 2.8 and 2.9 are needed. They are presented just after this
proof. We will prove the existence of the projections P ′, A′, φ′, H ′ satisfying
all the conditions (4)-(7). We will denote by X, Y arbitrary vector fields on
N which are projectable to vector fields X ′ = pi∗X, Y
′ = pi∗Y on Q and
X˜, Y˜ ∈ X1(M) will be arbitrary extensions of X, Y .
¿From Theorem 2.2, we know that P projects to P ′. As for the tensor A,
since A(TN) ⊂ TN , we can consider the (1, 1)-tensor A|TN : TN → TN .
Also, since A|TN sends projectable vector fields to projectable vector fields
and A(E∩TN) ⊂ E∩TN , there exists a unique (1, 1)-tensor A′ : TQ→ TQ
satisfying dpi ◦ A|TN = A′ ◦ dpi. Take now λ, η ∈ Ω1(Q) and let pi∗λ, pi∗η ∈
Ω1(M) be any extensions of pi∗λ, pi∗η vanishing on E. Since A(E) ⊂ E,
pi∗λ ◦A and pi∗η ◦A are extensions of pi∗(λ ◦A′) and pi∗(η ◦A′) vanishing on
E. Therefore, from equation (15) and the fact that P and A satisfy (4), we
have that
P ′(λ◦A′, η)◦pi = P (pi∗λ◦A, pi∗η)◦iN = P (pi∗λ, pi∗η◦A)◦iN = P
′(λ, η◦A′)◦pi ,
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and hence P ′ and A′ also satisfy (4).
¿From assumption (iv) and the fact of φ and H being closed, we conclude
that these forms are both projectable to closed 3-forms φ′ and H ′ on Q
defined by (18) and (19). Moreover, an easy computation gives
i∗N (ıX˜∧Y˜ φ) = pi
∗ (ıX ′∧Y ′φ
′) , (20)
i∗N (ıX˜∧Y˜H) = pi
∗ (ıX ′∧Y ′H
′) . (21)
Let us now look at the concomitant of P ′ and A′. Take λ, η ∈ Ω1(Q) and
let pi∗λ, pi∗η ∈ Ω1(M) be any extensions of pi∗λ, pi∗η vanishing on E. Then,
from Lemma 2.8 and equations (21) and (16), we get
pi∗ (CP ′,A′(λ, η)) = i
∗
N
(
CP,A(pi∗λ, pi∗η)
)
= i∗N
(
−ı
P ♯(π˜∗λ)∧P ♯(π˜∗η)
H
)
= pi∗
(
−ıP ′♯λ∧P ′♯ηH
′
)
,
and so, from the injectivity of pi∗, (5) is satisfied.
We will now compute the torsion of A′. From (17), we easily deduce
that the vector fields [A′X ′, A′Y ′], A′[A′X ′, Y ′], A′[X ′, A′Y ′], A′2[X ′, Y ′] on
Q are pi-related with the vector fields [A|TNX,A|TNY ], A|TN [A|TNX, Y ],
A|TN [X,A|TNY ], A|2TN [X, Y ] on N , respectively, and so we get
NA′(X
′, Y ′) ◦ pi = dpi ◦ NA|TN (X, Y ) .
Moreover, since diN ◦ A|TN = A ◦ diN , the vector fields [A|TNX,A|TNY ],
A|TN [A|TNX, Y ], A|TN [X,A|TNY ], A|2TN [X, Y ] on N are iN -related with the
vector fields [AX˜,AY˜ ], A[AX˜, Y˜ ], A[X˜, AY˜ ], A2[X˜, Y˜ ] on M , respectively.
Thus, we have
NA(X˜, Y˜ ) ◦ iN = diN ◦ NA|TN (X, Y ) ,
and therefore
NA′(X
′, Y ′) ◦ pi = dpi ◦
(
NA(X˜, Y˜ )
)∣∣∣
N
= dpi ◦
(
P ♯(ıX˜∧Y˜ φ+ ıAX˜∧Y˜H + ıX˜∧AY˜H)
)∣∣
N
. (22)
Notice that the vector field P ♯(ıX˜∧Y˜ φ+ ıAX˜∧Y˜H+ ıX˜∧AY˜H), onM , is tangent
to N . This is a direct consequence of assumptions (ii) and (iv). Now, from
(20) and (21), and noticing that AX˜,AY˜ are extensions of A|TNX,A|TNY
and that these last ones project to A′X ′, A′Y ′, the 1-forms in (22) are ex-
tensions of pi∗ (ıX ′∧Y ′φ
′), pi∗ (ıA′X ′∧Y ′H
′), pi∗ (ıX ′∧A′Y ′H
′), that vanish on E.
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Therefore, we can use equation (16) to write (22) as
NA′(X
′, Y ′) = P ′♯(ıX ′∧Y ′φ
′ + ıA′X ′∧Y ′H
′ + ıX ′∧A′Y ′H
′) ,
which is equation (6).
It remains to check (7). From (2) and the fact of φ and φ′ being closed, we
have dAφ = −dıAφ and dA′φ′ = −dıA′φ′, and so, from Lemma 2.9, we get
pi∗(dA′φ
′) = −d(pi∗(ıA′φ
′)) = −d(i∗N(ıAφ)) = i
∗
N(dAφ) = i
∗
NdH
= pi∗dH′ .
This completes the proof of the theorem.
Lemma 2.8. Let P be a Poisson bivector on M and A : TM → TM a
(1, 1)-tensor. Let moreover iN : N ⊂ M be a submanifold of M , E and D
vector subbundles of TM |N and E ⊂ C∞(M)E such that conditions i), ii)
and iii) of Theorem 2.7 are satisfied, so that P projects to a Poisson bivector
P ′ on Q and A to a (1, 1)-tensor A′ : TQ→ TQ. Then,
pi∗ (CP ′,A′(λ, η)) = i
∗
N
(
CP,A(pi∗λ, pi∗η)
)
, (23)
for all λ, η ∈ Ω1(Q) and any extensions pi∗λ, pi∗η ∈ Ω1(M) of pi∗λ, pi∗η van-
ishing on E.
Proof : Take any projectable vector field X ∈ X1(N) and set X ′ = pi∗X.
Using equation (15), we get
d (P ′(λ, η)) (A′X ′) ◦ pi = d
(
P (pi∗λ, pi∗η)
)
(AdiNX) ◦ iN ,
and
d
(
P ′(λ,A′tη)
)
(X ′) ◦ pi = d
(
P (pi∗λ,Atpi∗η)
)
(diNX) ◦ iN ,
where, in the last equality, we used the fact that pi∗(A′tξ) = i∗N(A
tpi∗ξ), for
all ξ ∈ Ω1(Q) and any extension pi∗ξ ∈ Ω1(M) of pi∗ξ, which is easily seen to
be equivalent to equation (17). Moreover, using equation (16), we have
d(A′tλ)(P ′♯η,X ′) ◦ pi = d(pi∗(A′tλ))(P ♯(pi∗η), X)
= d(i∗N(A
tpi∗λ))(P ♯(pi∗η), X)
= d(Atpi∗λ)(P ♯(pi∗η), diNX) ◦ iN ,
and, by a similar reasoning,
dη(P ′♯λ,A′X ′) ◦ pi = d(pi∗η)(P ♯(pi∗λ), AdiNX) ◦ iN .
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Similar equations for d(A′tη)(P ′♯λ,X ′) ◦ pi and dλ(P ′♯η, A′X ′) ◦ pi also hold.
Therefore, from (3), we obtain
pi∗ (CP ′,A′(λ, η)) (X) =
= d(A′tλ)(P ′♯η,X ′) ◦ pi − d(A′tη)(P ′♯λ,X ′) ◦ pi + dη(P ′♯λ,A′X ′) ◦ pi
−dλ(P ′♯η, A′X ′) ◦ pi − d
(
P ′(λ,A′tη)
)
(X ′) ◦ pi + d (P ′(λ, η)) (A′X ′) ◦ pi
= i∗N
(
CP,A(pi∗λ, pi∗η)
)
(X) ,
which proves (23).
Lemma 2.9. Let iN : N ⊂M be a submanifold of M , pi : N → Q a submer-
sion onto a manifold Q, φ and H closed 3-forms on M and A : TM → TM
a (1, 1)-tensor satisfying A(TN) ⊂ TN . Suppose that φ, H and A are pro-
jectable by pi, i.e. there exist tensors φ′, H ′ and A′ on Q satisfying equations
(17), (18) and (19). Then,
i∗N(ıAφ) = pi
∗(ıA′φ
′) (24)
and
i∗NH = pi
∗H′ , (25)
where H is given by equation (8) and H′ is given by the same equation with
H ′ and A′.
Proof : Given any projectable vector fields X, Y, Z ∈ X1(N), we have
pi∗ (ıA′φ
′) (X, Y, Z) =	X,Y,Z φ
′(A′pi∗X, pi∗Y, pi∗Z) ◦ pi
=	X,Y,Z φ
′(pi∗A|TNX, pi∗Y, pi∗Z) ◦ pi =	X,Y,Z (pi
∗φ′)(A|TNX, Y, Z)
=	X,Y,Z (i
∗
Nφ)(A|TNX, Y, Z) =	X,Y,Z φ(AdiNX, diNY, diNZ) ◦ iN
= i∗N(ıAφ)(X, Y, Z) ,
which proves equation (24). Equation (25) is proved as follows:
(pi∗H′)(X, Y, Z) =	X,Y,Z H
′(A′pi∗X,A
′pi∗Y, pi∗Z) ◦ pi
=	X,Y,Z (pi
∗H ′)(A|TNX,A|TNY, Z) =	X,Y,Z (i
∗
NH)(A|TNX,A|TNY, Z)
=	X,Y,Z H(AdiNX,AdiNY, diNZ) ◦ iN = (i
∗
NH)(X, Y, Z) .
When H = 0, Theorem 2.7 gives a reduction procedure for Poisson quasi-
Nijenhuis manifolds. If, moreover, φ = 0, we get a reduction theorem for
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Poisson-Nijenhuis manifolds which is a slightly more general version of the
one derived in [21].
Now we will consider the special case of reduction by symmetries.
Proposition 2.10. Let (M,P,G, J, µ,Qµ, Pµ) be as in Proposition 2.5. Let
also A : TM → TM be a (1, 1)-tensor and φ, H closed 3-forms on M such
that (M,P,A, φ,H) is a Poisson quasi-Nijenhuis manifold with background
and such that the following conditions hold:
(a) dJ ◦A = dJ at any point of Nµ;
(b) there exists an endomorphism C of G such that Aξ˜ = C˜ξ, for all
ξ ∈ G, where ξ˜ denotes the fundamental vector field on M associated
with ξ by the action of G;
(c) A is G-invariant, i.e. Lξ˜A = 0, for all ξ ∈ G;
(d) i∗µ(ıξ˜φ) = 0 = i
∗
µ(ıξ˜H), for all ξ ∈ G.
Then, (M,P,A, φ,H) reduces to a Poisson quasi-Nijenhuis manifold with
background (Qµ, Pµ, Aµ, φµ, Hµ), where Aµ, φµ and Hµ are the projections of
A, φ and H on Qµ, respectively.
Proof : We only need to prove (iii) and (iv) of Theorem 2.7. Since TpNµ =
ker dJ(p), ∀p ∈ Nµ, condition (a) above implies that A(TNµ) ⊂ TNµ. As for
the inclusion A(Eµ) ⊂ Eµ, it follows from (b) and the fact that
(Eµ)p = Tp(G · p) = {ξ˜(p) : ξ ∈ G} , (26)
for all p ∈ Nµ. Moreover, condition (c) implies that A sends projectable
vector fields to projectable vector fields, and so condition (iii) of Theorem
2.7 holds. Finally, that condition (d) implies condition (iv) of Theorem 2.7
is an obvious consequence of equality (26).
This result contains the group action reduction for Poisson-Nijenhuis man-
ifolds presented in [21], and gives also a group action reduction for Poisson
quasi-Nijenhuis manifolds.
Remark 2.11. In [23], Zucchini showed that the Hitchin-Weyl sigma model
incorporates an H-twisted Poisson quasi-Nijenhuis manifold together with
an action of a Lie group satisfying some conditions. Hence, by comparing
with the Poisson sigma model, which incorporates a Poisson manifold with
an action of a Lie group satisfying the assumptions of the Marsden-Ratiu
theorem [16], he asked whether those conditions were enough to reduce the
H-twisted Poisson quasi-Nijenhuis manifold. We think that the reduction
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can be performed only under some additional restrictions. For example, in
order to be able to project the (1, 1)-tensor J (which is our A) it must satisfy
the relation J(TMa) ⊂ TMa (with Ma := µ−1(a), where µ is the moment
map in [23] and where we assume that a ∈ G∗ is a regular value of µ).
This is done, for example, by imposing that τi = dµi in equation (6.13b) of
[23]. Moreover, if we require, with the notation of [23], that ıuiH = 0, then
we get ıuiΦ = 0 and LuiJ = 0. Finally, if we impose the existence of an
endomorphism C of G as in (b) of Theorem 2.10, all the reduction conditions
are satisfied. Therefore, particular realizations of the Hitchin-Weyl sigma
model indeed incorporate the reduction of Poisson quasi-Nijenhuis manifolds
with background, as Zucchini has asked. Notice that under these conditions
the 3-forms Φ and H are G-invariant.
2.3. Reduction of generalized complex manifolds with background.
Taking into account that a gc manifold with background is a special case
of a PqNb manifold, we can refine Theorem 2.7 and construct a reduction
procedure for gc manifolds with background as follows:
Theorem 2.12. Let (M,J , H) be a generalized complex manifold with back-
ground, with J := (A, P, σ) given by (11), iN : N ⊂M a submanifold of M ,
E and D vector subbundles of TM |N and E ⊂ C∞(M)E as in Theorem 2.2.
Suppose that
i) {E , E} ⊂ C∞(M)D;
ii) P ♯(E0) ⊂ TN ;
iii) A(TN) ⊂ TN , A(E) ⊂ E and A|TN sends projectable vector fields to
projectable vector fields;
(iv) σ♭(TN) ⊂ E0;
(v) i∗N(ıXdσ) = 0 = i
∗
N(ıXH), for all X ∈ X
1(M) such that X ∈ Γ(E) at
N .
Then, the tensors P,A, σ,H project to tensors P ′, A′, σ′, H ′ on Q, respec-
tively, and (Q,J ′, H ′) is a generalized complex manifold with background
where J ′ is the vector bundle map determined by P ′, A′, σ′ as in (11).
Proof : By Theorem 1.6, (M,P,A, dσ,H) is a PqNb manifold and properties
(4) and (5) of Theorem 1.5 hold. Moreover, all conditions of Theorem 2.7
for reducing (M,P,A, dσ,H) are satisfied, so that we get the PqNb manifold
(Q,P ′, A′, φ′, H ′) where P ′, A′, φ′, H ′ are the projections of P,A, dσ,H, re-
spectively. On the other hand, from conditions (iv) and (v) above, σ projects
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to a 2-form σ′ on Q. Therefore, we have φ′ = dσ′ and so the reduced PqNb
manifold that we obtain is in fact (Q,P ′, A′, dσ′, H ′). In order to complete
the proof, it suffices to show that the tensors P ′, A′, σ′, H ′ satisfy properties
(4) and (5) of Theorem 1.5. We start by noticing that
i∗NσA = pi
∗σ′A′ . (27)
In fact, given any projectable vector fields X, Y ∈ X1(N), we have
(pi∗σ′A′) (X, Y ) = σ
′(A′pi∗X, pi∗Y ) ◦ pi = (pi
∗σ′)(A|TNX, Y )
= (i∗Nσ)(A|TNX, Y ) = σ(AdiNX, diNY ) ◦ iN
= (i∗NσA)(X, Y ) .
Then, in particular, since σA is antisymmetric, σ
′
A′ also is. Moreover, using
(27) and Lemma 2.9, we can write
i∗N (dσA +H − ıAdσ −H) = pi
∗ (dσ′A′ +H
′ − ıA′dσ
′ −H′) ,
and so property (4) of Theorem 1.5 holds. Finally, given any projectable
vector field X ∈ X1(N), we have
A′2(pi∗X) = pi∗((A|TN)
2X) = −pi∗X − pi∗(P
♯(σ♭(X)))
= −pi∗X − P
′♯(σ′♭(pi∗X)) ,
which proves (5) of Theorem 1.5. In the last equality above, we used equation
(16). In fact, σ♭(X) is an extension of pi∗
(
σ′♭(pi∗X)
)
which vanishes on E.
When H = 0, we recover a slightly more general version of the reduction
procedure for gc manifolds found by Vaisman in [22].
Now, we will use Proposition 2.10 to construct a group action reduction
procedure for gc manifolds with background.
Proposition 2.13. Let (M,P,G, J, µ,Qµ, Pµ) be as in Theorem 2.5. Let
also σ be a 2-form, A : TM → TM a (1, 1)-tensor and H a closed 3-form on
M , such that (M,J , H) is a generalized complex manifold with background,
where the vector bundle map J is determined by P, σ, A, as in (11), and such
that the following conditions are satisfied:
(a) dJ ◦A = dJ , at any point of Nµ;
(b) there exists an endomorphism C of G such that Aξ˜ = C˜ξ, for all
ξ ∈ G;
(c) A is G-invariant, i.e. Lξ˜A = 0, for all ξ ∈ G;
(d) the orbits of G and the level sets of the moment map J are σ-orthogonal;
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(e) i∗µ(ıξ˜dσ) = 0 = i
∗
µ(ıξ˜H), for all ξ ∈ G.
Then, the tensors σ,A,H project to tensors σµ, Aµ, Hµ on Qµ, respectively,
and (Q,Jµ, Hµ) is a generalized complex manifold with background, where the
vector bundle map Jµ is determined by Pµ, σµ, Aµ, as in (11).
Proof : Conditions (i), (ii), (iii) and (v) of Theorem 2.12 are satisfied (see the
proof of Proposition 2.10). Assumption (d) is added to guarantee condition
(iv) of that theorem.
Remark 2.14. There are several different approaches to reduction of gener-
alized complex structures (without background). In [19], the reduction of a
gc structure J on a manifold M is performed by the action of a Lie group
G on M . The action should preserve J and a G-invariant submanifold N of
M , where G acts free and properly, is taken. The authors obtain sufficient
conditions to J descend to the quotient N/G. The procedure consists in
reducing the complex Dirac structures on M that determine J , i.e. their
(±i)-eigenbundles, to Dirac structures on N/G that are going to define the
reduced gc structure.
In [3], the reduction of gc structures is also based on Dirac reduction,
but with a different approach. Dirac reduction is derived from a Courant
algebroid reduction procedure which involves the concept of an “extended
action” and its associated moment map.
In [12], the authors introduce the concept of generalized moment map for
a compact Lie group action on a generalized complex manifold and then
use this notion to implement reduction, i.e. to define a generalized complex
structure on the reduced space. In an appendix of the paper, this approach
is extended to generalized complex structures with background.
3. Gauge transformations of Poisson quasi-Nijenhuis struc-
tures with background
3.1. Definition. An important concept in generalized complex geometry
is that of gauge transformation. As shown by Gualtieri [8], given a closed
3-form H and a 2-form B on M , the mapping
B : X + α 7→ X + α + ıXB (28)
is a vector bundle automorphism of TM which is compatible with Courant
brackets with backgrounds H and H + dB, i.e.
B[X + α, Y + β]H = [B(X + α),B(Y + β)]H+dB . (29)
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The mapping B is called a B-field or a gauge transformation and its matrix
representation is given by
B =
(
Id 0
B♭ Id
)
.
It acts on gc structures with background H by the invertible map J 7→
B−1JB and, as it was remarked in [8], B−1JB is a gc structure with back-
ground H + dB. If J is given by (11), then
B−1JB =
(
A+ P ♯B♭ P ♯
σ♭ −B♭P ♯B♭ −B♭A− AtB♭ −At − B♭P ♯
)
, (30)
so that the Poisson bivector P is preserved, the (1, 1)-tensor A is replaced
by A+ P ♯B♭, and the 2-form σ goes to the 2-form σ˜ given by
σ˜ = σ −BC − ıAB , (31)
where C is the (1, 1)-tensor P ♯B♭ and BC is the 2-form given by BC(X, Y ) =
B(CX, Y ).
Having in mind that a gc structure with background is a special case of a
PqNb structure, we now extend the concept of gauge transformation to the
latter.
Theorem 3.1. Let (P,A, φ,H) be a Poisson quasi-Nijenhuis structure with
background on M , and B ∈ Ω2(M). Consider the tensors P˜ , A˜, φ˜, H˜ on M
given by:
P˜ = P , (32)
A˜ = A+ P ♯B♭ , (33)
φ˜ = φ− dBC − d(ıAB) , (34)
H˜ = H + dB . (35)
Then, (P˜ , A˜, φ˜, H˜) is a Poisson quasi-Nijenhuis structure with background on
M .
In order to prove the theorem, we need some lemmas. Their proofs are
included in the Appendix.
Lemma 3.2. Let P be a Poisson bivector on M and B ∈ Ω2(M). Consider
the (1, 1)-tensor C = P ♯B♭. Then, the concomitant of P and C is given by
CP,C(α, β) = −ıP ♯α∧P ♯βdB , (36)
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for all α, β ∈ Ω1(M), and the torsion of C reads
NC(X, Y ) = P
♯ (ıCX∧Y dB + ıX∧CY dB − ıX∧Y dBC) , (37)
for all X, Y ∈ X1(M). Moreover, we have that
dCBC = B
C,C − dBC2 , (38)
where, for any (1, 1)-tensors S, T , we denote
BS,T (X, Y, Z) =	X,Y,Z dB(SX, TY, Z) ,
and BC2 is the 2-form defined by BC2(X, Y ) = B(C
2X, Y ).
Lemma 3.3. Take tensors Q ∈ X2(M), H ∈ Ω3(M) and A ∈ End(TM)
such that
Q♯At = AQ♯ , (39)
and
CQ,A(α, β) = −ıQ♯α∧Q♯βH , (40)
for all α, β ∈ Ω1(M). Take also B ∈ Ω2(M) and denote C = Q♯B♭. Then,
we have
[AX,CY ]− A[CX, Y ]−A[X,CY ] + AC[X, Y ]
+[CX,AY ]− C[AX, Y ]− C[X,AY ] + CA[X, Y ] =
Q♯ (ıAX∧Y dB + ıX∧AY dB − ıX∧Y d(ıAB) + ıCX∧YH + ıX∧CYH) , (41)
for all X, Y ∈ X1(M), and, moreover,
dABC + dC(ıAB) = H
C,C + BA,C + BC,A − dBAC − d(ıCAB) , (42)
where, for any (1, 1)-tensors S, T , we denote
HS,T (X, Y, Z) =	X,Y,Z H(SX, TY, Z) ,
and BAC is the 2-form defined by BAC(X, Y ) = B(ACX, Y ).
Lemma 3.4. Take tensors Q ∈ X2(M), φ,H ∈ Ω3(M), and A ∈ End(TM),
and suppose that
NA(X, Y ) = Q
♯ (ıX∧Y φ+ ıAX∧YH + ıX∧AYH) , (43)
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for all X, Y ∈ X1(M). Take also B ∈ Ω2(M) and denote C = Q♯B♭. Then,
we have that
dA(ıAB) = H
A,C +HC,A + BA,A − dBA,A + ıCφ , (44)
where BA,A is the 2-form given by BA,A(X, Y ) = B(AX,AY ).
Proof of Theorem 3.1: Let us show that (P˜ , A˜, φ˜, H˜) satisfies conditions (4)-
(7). We have
A˜P˜ ♯ = (A+ P ♯B♭)P ♯ = P ♯At + P ♯(P ♯B♭)t = P˜ ♯A˜t,
which is (4). Condition (5) follows from (36):
CP˜ ,A˜(α, β) = CP,A(α, β) + CP,C(α, β)
= −ıP ♯α∧P ♯βH − ıP ♯α∧P ♯βdB
= −ıP˜ ♯α∧P˜ ♯βH˜ ,
for all α, β ∈ Ω1(M). To compute the torsion of A˜ we use (37) and (41):
NA˜(X, Y ) = NA(X, Y ) +NC(X, Y )
+ ([AX,CY ]− A[CX, Y ]−A[X,CY ] +AC[X, Y ])
+ ([CX,AY ]− C[AX, Y ]− C[X,AY ] + CA[X, Y ])
= P ♯ (ıX∧Y φ+ ıAX∧YH + ıX∧AYH)
+P ♯ (ıCX∧Y dB + ıX∧CY dB − ıX∧Y dBC)
+P ♯ (ıAX∧Y dB + ıX∧AY dB − ıX∧Y d(ıAB))
+P ♯ (ıCX∧YH + ıX∧CYH)
= P˜ ♯
(
ıX∧Y φ˜+ ıA˜X∧Y H˜ + ıX∧A˜Y H˜
)
,
for all X, Y ∈ X1(M). Finally, from (38), (42) and (44), together with the
identity d ◦ dA = −dA ◦ d, we get
dA˜φ˜ = dAφ− dAdBC − dAd(ıAB)
+dCφ− dCdBC − dCd(ıAB)
= dHA,A + dHC,C + dHA,C + dHC,A
+dBA,A + dBC,C + dBA,C + dBC,A
= dH˜,
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where H˜ is the 3-form given by
H˜(X, Y, Z) =	X,Y,Z H˜(A˜X, A˜Y, Z) ,
for all X, Y, Z ∈ X1(M). This completes the proof.
Let CPqNb(M) denote the class of all Poisson quasi-Nijenhuis structures
with background on M .
Definition 3.5. Let B be a 2-form on M . The map B : CPqNb(M) →
CPqNb(M) which assigns to each PqNb structure (P,A, φ,H) ∈ CPqNb(M)
the PqNb structure (P˜ , A˜, φ˜, H˜) defined by equations (32)-(35) is called the
gauge transformation on CPqNb(M) determined by B.
Example 3.6. Take the PqNb structure (P,A, φ,H) on R3 of Example 1.2.
The gauge transformation of this structure determined by the 2-form B =
dx2∧dx3 is the PqNb structure (P˜ , A˜, φ˜, H˜) with P˜ = P , A˜ = A+f
∂
∂x1
⊗ dx3,
φ˜ = φ and H˜ = H. In this case only the (1, 1)-tensor is modified but
CP˜ ,A˜ = CP,A.
Notice that the gauge transformation of gc structures with background,
defined by (30), can also be seen in terms of Definition 3.5 if we additionally
specify the transformation of the 2-form σ. In fact, let J be a gc structure
with background H on M , determined by the tensors P , σ and A as in (11).
Then, (P,A, dσ,H) is a PqNb structure on M and properties 4 and 5 of
Theorem 1.5 are satisfied. According to Definition 3.5, given a 2-form B ∈
Ω2(M), the associated gauge transformation takes (P,A, dσ,H) to the PqNb
structure (P˜ , A˜, d˜σ, H˜) where P˜ = P , A˜ = A+ C, d˜σ = dσ − dBC − d(ıAB)
and H˜ = H+dB. Additionally, we suppose that the 2-form σ is transformed
into σ˜ given by equation (31). Therefore, the transformed PqNb structure is
(P, A˜, dσ˜, H˜) and we now want to show that properties 4 and 5 of Theorem
1.5 are satisfied by P , A˜, H˜ and σ˜. The antisymmetry of σ˜A˜ and equation
(13) for the square of A˜ are easily checked. As for equation (12), we have
dσ˜A˜ + H˜ − ıA˜dσ˜ − H˜ = −
1
2
dıA˜σ˜ + H˜ − dA˜σ˜ − H˜ = 0 ,
where, in the last equality, we used equations (38), (42) and (44). Therefore,
we conclude that the vector bundle map J˜ determined by P, σ˜, A˜ is a gc
structure with background H + dB, and this corresponds precisely to the
gauge transformation of J defined by (30).
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Gauge transformations can preserve main subclasses of PqNb structures
on M . In fact, if we require B to be closed, then the associated gauge
transformation will preserve the class of PqN structures. Moreover, given a
PN structure (P,A), if B, besides being closed, satisfies d(BC + ıAB) = 0,
then B(P,A) = (P,A+ P ♯B♭) is still a PN structure.
Example 3.7. Consider the PN structure on R3 defined by P =
∂
∂x1
∧
∂
∂x2
and A = ex3(
∂
∂x1
⊗ dx1 +
∂
∂x2
⊗ dx2 +
∂
∂x3
⊗ dx3 + x2
∂
∂x2
⊗ dx3) and take
the 2-form B = ex2dx2 ∧ dx3. We have C = e
x2
∂
∂x1
⊗ dx3 and ıAB = 2ex3B.
Thus, dB = 0, BC = 0 and d(ıAB) = 0, and therefore, the gauge transfor-
mation of the initial PN structure is still a PN structure.
Remark 3.8. Theorem 3.1 and Definition 3.5 can be straightforwardly gen-
eralized for a generic Lie algebroid E over M . In fact, all the computa-
tions made to prove Theorem 3.1 and Lemmas 3.2-3.4 are still valid in such
case. So, if CPqNb(E) denotes the class of all PqNb structures on E and
a 2-form B on E is given, we define the associated gauge transformation
B : CPqNb(E)→ CPqNb(E) by setting B(P,A, φ,H) = (P˜ , A˜, φ˜, H˜) where
P˜ = P ,
A˜ = A+ C ,
φ˜ = φ− dEBC − dE(ıAB) ,
H˜ = H + dEB ,
with C = P ♯B♭.
Remark 3.9. It is worth to mention that the expression gauge transfor-
mation is used in literature, by some authors, with a different meaning from
that in Definition 3.5. We will point out one big difference. B-field operation
(or gauge transformation) defined by (28) was used in [17, 8, 2] to transform
Dirac structures of TM and, due to its own properties, a gauge transforma-
tion of a Dirac structure is still a Dirac structure (eventually with respect to
a different Courant bracket on TM). As it is well known, Poisson structures
can be viewed as Dirac subbundles; more precisely, if P is a Poisson bivector
on M , then its graph LP is a Dirac structure of TM . However, the image
of LP under the mapping (28), which is a Dirac structure, is not, in general,
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the graph of a Poisson bivector [17]. Under some mild conditions this could
happen and, if this is the case, the new Poisson tensor is different from the
initial one. The philosophy in this paper is quite different since, according
to Theorem 3.1, the Poisson bivector in a PqNb structure does not change
under gauge transformations.
3.2. Construction of Poisson quasi-Nijenhuis structures with back-
ground. Gauge transformations can be used as a tool for generating PqNb
structures from other PqNb structures but also to construct richer examples
from simpler ones. For example, we can construct PqNb structures from a
Poisson bivector P , since any Poisson structure can be viewed as a PqNb
structure where A, φ and H vanish. In fact, according to Definition 3.5,
given a 2-form B on M , the associated gauge transformation takes a Pois-
son structure P to the PqNb structure (P,C,−dBC, dB). This proves the
following:
Theorem 3.10. Let P be a Poisson bivector on M and B ∈ Ω2(M). Con-
sider the (1, 1)-tensor C = P ♯B♭. Then, (P,C,−dBC, dB) is a Poisson quasi-
Nijenhuis structure with background on M .
According to this theorem, we are able to construct PqNb structures from
any given 2-form on a Poisson manifold. This result was also derived by
Antunes in [1] using the supergeometric techniques. Theorem 3.10 is also
valid for a generic Lie algebroid E over M (see Remark 3.8) and this was in
fact the approach followed in [1].
We may now ask whether it is possible to choose a Poisson bivector P onM
and B ∈ Ω2(M) in such a way that J := (C, P,−BC) is a gc structure with
background dB, i.e. (P,C,−dBC, dB) is a PqNb structure and conditions
(4) and (5) of Theorem 1.5 hold. The answer is no. If J was a gc structure
with background dB, then we would have C2 = −Id−P ♯(−BC)♭ = −Id+C2
and this is an impossible condition.
However, if (and only if) we can choose P nondegenerate, there is one,
and only one, closed 2-form ω that we can add to −BC in order that J ′ :=
(C, P,−BC + ω) is a gc structure with background dB. This 2-form ω is the
symplectic form associated to P , i.e. ω♭ = −(P ♯)−1. In fact, in this case,
J ′ is the image, by the gauge transformation determined by B, of the gc
structure Jsympl := (0, P, ω) and therefore is a gc structure with background
dB.
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If the 2-form B in Theorem 3.10 additionally satisfies
ıP ♯α∧P ♯βdB = 0 , (45)
for all α, β ∈ Ω1(M), then it is easy to see that the contribution of the
background dB in equations (5)-(7) vanishes, i.e.,
CP,C(α, β) = 0 , NC(X, Y ) = P
♯ (ıX∧Y (−dBC)) , dC(−dBC) = 0 .
We have therefore the following result:
Theorem 3.11. Let P be a Poisson bivector on M and B a 2-form on M
satisfying (45). Then, (P,C,−dBC) is a Poisson quasi-Nijenhuis structure
on M . In particular, this is true when dB = 0.
This theorem gives a way of constructing PqN structures from a 2-form on
a Poisson manifold. Moreover, in its version for a generic Lie algebroid E
over M , this result contains Theorem 3.2 in [20]. Just notice that, when
ıP ♯αdEB = 0 , (46)
for all α ∈ Γ(E∗), we have ıCdEB = 0 and therefore
[B,B]P = 2ıCdEB − 2dEBC = −2dEBC.
So, when (46) holds and [B,B]P = 0, the pair (P,C) is a PN structure on
E. Notice also that we do not need the anchor of E to be injective as it was
required in [20].
So far, we have used gauge transformations to construct PqNb and PqN
structures from simpler ones. But we can also use gauge transformations in
the opposite way, i.e. to get simpler structures from richer ones. For example,
given a PqNb structure (P,A, φ,H) on M with H exact, we can choose
B ∈ Ω2(M) such that H = dB and then consider the gauge transformation
associated with −B, which takes (P,A, φ,H) to the PqN structure (P,A −
C, φ − dBC + d(ıAB)). By imposing additional restrictions on B, we may
obtain a PN structure or even a Poisson one. Also, by considering gauge
transformations associated with closed 2-forms, we are able to turn PqN
structures into PN or even Poisson structures.
Next, we will show that more examples of PqNb structures can be con-
structed if we combine conformal change with gauge transformation. First,
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notice that if P is a Poisson bivector on M and f ∈ C∞(M) is a Casimir of
P , then efP is a Poisson tensor:
[efP, efP ] = ef(2 [P, ef ] ∧ P + ef [P, P ]) = 0.
The bivector P ′ = efP is called the conformal change of P by ef .
Take a Poisson bivector P on M , a Casimir f ∈ C∞(M) of P and a 2-form
B on M . According to Theorem 3.10, (P,C,−dBC, dB), with C = P ♯B♭, is
a PqNb structure on M , which is obtained from the Poisson tensor P by the
gauge transformation determined by B. Consider now the Poisson bivector
P ′ = efP and the 2-form B′ = e−fB. Applying again Theorem 3.10, we
get a new PqNb structure on M , (P ′, C ′,−dB′C′, dB
′), which is related to
(P,C,−dBC, dB) by the formulae:
P ′ = efP
C ′ = C
dB′C′ = e
−f(dBC − df ∧ BC)
dB′ = e−f(dB − df ∧B).
We see that the (1, 1)-tensor C is fixed, while all the other tensors change.
However, if we wish, we may fix the background of the PqNb structure. It
suffices to apply Theorem 3.10 to the Poisson tensor P ′ = efP and the 2-form
B′ = B. In this case, the (1, 1)-tensor C = P ♯B♭ changes to C ′ = efC and
dB′C′ = e
f(dBC + df ∧BC).
Summarizing, we have proved the following:
Proposition 3.12. Let P be a Poisson bivector on M , f ∈ C∞(M) a
Casimir of P and B a 2-form on M . Consider the (1, 1)-tensor C = P ♯B♭.
Then,
(efP, C, e−f(−dBC + df ∧BC), e
−f(dB − df ∧ B))
and
(efP, efC, ef(−dBC − df ∧BC), dB)
are Poisson quasi-Nijenhuis structures with background on M .
3.3. Some properties of gauge transformations. Let us now consider
the set Gauge(M) of all gauge transformations on CPqNb(M) and denote by
G : Ω2(M)→ Gauge(M) the map which assigns to each 2-form B on M the
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gauge transformation B associated with B, i.e. B = G(B). We can give
Gauge(M) a natural group structure as follows:
Theorem 3.13. The set Gauge(M) is an abelian group under the compo-
sition of maps, the identity element being the gauge transformation associ-
ated with the zero 2-form, and the inverse of G(B) being G(−B), for all
B ∈ Ω2(M). Moreover, the map G is a group isomorphism from the abelian
group (Ω2(M),+) into (Gauge(M), ◦).
Proof : Given any B1, B2 ∈ Ω2(M), the composition of the associated gauge
transformations is given by (G(B1)◦G(B2))(P,A, φ,H) = (Pˆ , Aˆ, φˆ, Hˆ) where
Pˆ = P
Aˆ = A+ C1 + C2
φˆ = φ− dB2C2 − d(ıAB2)− dB1C1 − d(ıAB1)− d(ıC2B1) (47)
Hˆ = H + dB1 + dB2
with Ci = P
♯B♭i , i = 1, 2. Since B2(C1X, Y ) = B1(X,C2Y ), for all X, Y ∈
X1(M), we can write (47) as
φˆ = φ− d(B1 +B2)C1+C2 − dıA(B1 +B2) ,
and so we realize that the composition G(B1) ◦ G(B2) is indeed the gauge
transformation associated with B1 + B2, i.e.
G(B1 +B2) = G(B1) ◦G(B2) .
From this relation, the proof of the first part of the theorem is obvious
and this same relation means that G is a group homomorphism. Since by
definition G is a surjection, it just remains to prove that it is an injection.
Take B ∈ Ω2(M) and suppose that G(B) = Id. Then, applying G(B) on
PqNb structures of the form (P, 0, 0, 0), we see that P ♯B♭ = 0 for all Poisson
bivectors P on M . Therefore, we must have B = 0. In fact, for any point
m ∈M , we can find local coordinates around m, and a bump function on M
which is nonzero at m, and prove that if B 6= 0, we can construct a Poisson
tensor P such that P ♯B♭ 6= 0.
From Theorem 3.13, we conclude that there exists a group action of Ω2(M)
on CPqNb(M), given by
Ω2(M)× CPqNb(M) → CPqNb(M)
(B, (P,A, φ,H)) 7→ (P,A+ C, φ− dBC − d(ıAB), H + dB).
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Two elements of CPqNb(M) are said to be gauge equivalent if they lie in
the same orbit. All equivalent PqNb structures on M have the same Poisson
tensor. However, from the results of the previous section, one single orbit
may contain different types of structures, i.e we can have gauge equivalence
between Poisson and PqNb structures, between PqN and PqNb, and so on.
In the case of a nondegenerate Poisson bivector we derive the following:
Proposition 3.14. Given a nondegenerate Poisson bivector P on M , the
set of all PqNb structures having P as the associated Poisson bivector is the
Ω2(M)-orbit of the Poisson structure (P, 0, 0, 0). In other words, these PqNb
structures are all those of the form (P, P ♯B♭,−dBP ♯B♭, dB) with B ∈ Ω
2(M).
Proof : Let (P,A, φ,H) be a PqNb structure where P is nondegenerate. Be-
cause P ♯ is invertible, φ and H are the unique 3-forms satisfying equations
(5) and (6) for P and A. On the other hand, as a consequence of equa-
tion (4), the (0, 2)-tensor B defined by B♭ = (P ♯)−1A is antisymmetric
and therefore we can write A = P ♯B♭ with B ∈ Ω2(M). Moreover, the
gauge transformation associated with B of the Poisson structure (P, 0, 0, 0)
is (P, P ♯B♭,−dBP ♯B♭, dB). Therefore, since the 3-forms φ and H are unique,
we must have φ = −dBP ♯B♭ and H = dB. This proves the result.
In particular, we have seen that, given a nondegenerate Poisson bivector
P and a (1, 1)-tensor A satisfying equation (4), we have one and only one
PqNb structure of the form (P,A, ·, ·). For degenerate Poisson bivectors,
this is not in general true. For example, given a degenerate Poisson bivector
P on M and B ∈ Ω2(M), (P, P ♯B♭,−dBP ♯B♭, dB) is a PqNb structure and
(P, P ♯B♭,−dBP ♯B♭, dB + H) is a PqNb structure as well, where H is any
3-form satisfying
ıP ♯α∧P ♯βH = 0 , (48)
for all α, β ∈ Ω1(M). In particular, when dB satisfies equation (48), then
(P, P ♯B♭,−dBP ♯B♭, dB) and (P, P
♯B♭,−dBP ♯B♭, 0) are both PqNb structures.
It may also happen that, given a degenerate Poisson bivector P and a (1, 1)-
tensor A such that equation (4) holds, does not exist any PqNb structure
associated with P and A at all. For example, if we take P to be the null bivec-
tor and A any non-Nijenhuis tensor, then equation (4) is trivially satisfied
but equation (6) can never hold.
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3.4. Compatibility with reduction. Now we will consider the concepts of
gauge transformation and reduction of PqNb structures and prove that they
commute.
Theorem 3.15. Let (M,P,A, φ,H) be a Poisson quasi-Nijenhuis manifold
with background, iN : N ⊂ M a submanifold, E and D vector subbundles
of TM |N and E ⊂ C
∞(M)E as in Theorem 2.2, and suppose that all the
conditions of Theorem 2.7 are satisfied, so that (M,P,A, φ,H) is reducible
to a Poisson quasi-Nijenhuis manifold with background (Q,P ′, A′, φ′, H ′). Let
also B be a 2-form on M such that:
(a) B♭(TN) ⊂ E0 ;
(b) B is projectable to a 2-form B′ on Q.
Consider the gauge transformation of (P,A, φ,H) associated with B, (P˜ , A˜, φ˜, H˜),
as in Theorem 3.1. Then, (M, P˜ , A˜, φ˜, H˜) reduces to a Poisson quasi-Nijenhuis
manifold with background (Q, P˜ ′, A˜′, φ˜′, H˜ ′) which is also the gauge transfor-
mation of (P ′, A′, φ′, H ′) associated with B′. In other words, the diagram
(M,P,A, φ,H)
B
//
π

(M, P˜ , A˜, φ˜, H˜)
π

(Q,P ′, A′, φ′, H ′)
B′
// (Q, P˜ ′, A˜′, φ˜′, H˜ ′)
is commutative, where B,B′ are the gauge transformations on CPqNb(M),
CPqNb(Q) associated with B,B
′, respectively, and pi : N → Q is the canonical
projection.
Proof : The gauge transformation, associated with B′, of (P ′, A′, φ′, H ′) is
the PqNb structure (P˜ ′, A˜′, φ˜′, H˜ ′) on Q where P˜ ′ = P ′, A˜′ = A′ + C ′,
φ˜′ = φ′−dB′C′−d(ıA′B
′), and H˜ ′ = H ′+dB′, withC ′ denoting the (1, 1)-tensor
C ′ = P ′♯B′♭. Therefore, by Definition 2.6, we have to prove that the tensors
P˜ , A˜, φ˜, H˜, given by equations (32)-(35), project respectively to the tensors
P˜ ′, A˜′, φ˜′, H˜ ′. By assumption, P,A, φ,H, dB project to P ′, A′, φ′, H ′, dB′, re-
spectively. Moreover, C projects to C ′ (see the proof of Theorem 3.1 in [21];
condition (a) above, as well as condition (ii) in Theorem 2.7, are needed here)
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and this implies that BC projects to B
′
C′:
(pi∗B′C′)(X, Y ) = B
′(C ′pi∗X, pi∗Y ) ◦ pi = (pi
∗B′)(C|TNX, Y )
= (i∗NB)(C|TNX, Y ) = B(CdiNX, diNY ) ◦ iN
= (i∗NBC)(X, Y ) ,
for all projectable vector fields X, Y ∈ X1(N), so that in particular dBC
projects to dB′C′. With a similar reasoning, we prove that ıAB projects to
ıA′B
′ and consequently we have the same for their exterior derivatives. This
completes the proof.
Appendix
Lemma 3.2. Let P be a Poisson bivector onM and B ∈ Ω2(M). Consider
the (1, 1)-tensor C = P ♯B♭. Then, the concomitant of P and C is given by
CP,C(α, β) = −ıP ♯α∧P ♯βdB , (49)
for all α, β ∈ Ω1(M), and the torsion of C reads
NC(X, Y ) = P
♯ (ıCX∧Y dB + ıX∧CY dB − ıX∧Y dBC) , (50)
for all X, Y ∈ X1(M). Moreover, we have that
dCBC = B
C,C − dBC2 , (51)
where, for any (1, 1)-tensors S, T , we denote
BS,T (X, Y, Z) =	X,Y,Z dB(SX, TY, Z) ,
and BC2 is the 2-form defined by BC2(X, Y ) = B(C
2X, Y ).
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Proof : For equations (49) and (50) see reference [15], formulas (B.3.9) and
(B.3.8), respectively. As for equation (51), we have
dCBC(X, Y, Z) = (CX)B(CY, Z)− (CY )B(CX,Z) + (CZ)B(CX, Y )
−B(C[CX, Y ], Z)−B(C[X,CY ], Z) + B(C2[X, Y ], Z)
+B(C[CX,Z], Y ) +B(C[X,CZ], Y )− B(C2[X,Z], Y )
−B(C[CY, Z], X)−B(C[Y, CZ], X) + B(C2[Y, Z], X)
= dB(CX,CY, Z) +B([CX,CY ], Z) + dB(CY,CZ,X)− (CY )B(CZ,X)
+(CZ)B(CY,X) + B([CY,CZ], X) + dB(CZ,CX, Y ) + (CX)B(CZ, Y )
+B([CZ,CX], Y )− dBC2(X, Y, Z)
= BC,C(X, Y, Z)− dBC2(X, Y, Z)− P ([B
♭X,B♭Y ]P , B
♭Z)
−P ([B♭Y,B♭Z]P , B
♭X)− P ([B♭Z,B♭X]P , B
♭Y )
+P ♯(B♭Y )P (B♭Z,B♭X)− P ♯(B♭Z)P (B♭Y,B♭X)
−P ♯(B♭X)P (B♭Z,B♭Y )
= BC,C(X, Y, Z)− dBC2(X, Y, Z) + dPP (B
♭X,B♭Y,B♭Z)
= BC,C(X, Y, Z)− dBC2(X, Y, Z) ,
for all X, Y, Z ∈ X1(M), where we used the fact of P being Poisson in the
third and in the last equalities.
Lemma 3.3. Take tensors Q ∈ X2(M), H ∈ Ω3(M) and A ∈ End(TM)
such that
Q♯At = AQ♯ , (52)
and
CQ,A(α, β) = −ıQ♯α∧Q♯βH , (53)
for all α, β ∈ Ω1(M). Take also B ∈ Ω2(M) and denote C = Q♯B♭. Then,
we have
[AX,CY ]− A[CX, Y ]−A[X,CY ] + AC[X, Y ]
+[CX,AY ]− C[AX, Y ]− C[X,AY ] + CA[X, Y ] =
Q♯ (ıAX∧Y dB + ıX∧AY dB − ıX∧Y d(ıAB) + ıCX∧YH + ıX∧CYH) , (54)
for all X, Y ∈ X1(M), and, moreover,
dABC + dC(ıAB) = H
C,C + BA,C + BC,A − dBAC − d(ıCAB) , (55)
