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Zusammenfassung
Betrachtet man (zufa¨llige) dynamische Systeme und insbesondere eine (zufa¨llige)
Iteration, so ist man daran interessiert, stabile und instabile (chaotische) Zusta¨nde
zu beschreiben. Eine Mo¨glichkeit besteht darin, (Wahrscheinlichkeits-) Maße zu
untersuchen, die bezu¨glich dem zugrundeliegenden Schiefprodukt invariant sind.
Nun ist die Menge der invarianten Maße in allen interessanten Fa¨llen nicht-leer,
man zieht daher bestimmte Maße anderen vor. Ausgangspunkt dieser Arbeit ist die
Betrachtung von Familien von holomorphen (bzw. rationalen) Funktionen und die
Frage nach der Existenz von bestimmten invarianten Wahrscheinlichkeitsmaßen:
Sei k ∈ N und sei Pk der komplexe projektive Raum der Dimension k. Pk ist eine
Kompaktifizierung von Ck. P1 entspricht der Riemannschen Zahlensphere Ĉ = C ∪
{∞}, die holomorphen Selbstabbildungen auf P1 sind genau die rationalen Funktio-
nen auf Ĉ. Sei I ein meßbarer Raum und sei fi, i ∈ I, eine Familie von holomorphen
Selbstabbildungen fi : Pk → Pk mit di := grad fi ≥ 2 fu¨r alle i ∈ I. Sei Ω := IN,
versehen mit der Produkt-σ-Algebra A, und sei P ein Shift-invariantes Wahrschein-
lichkeitsmaß auf (Ω,A). Das zugeho¨rige Schiefprodukt ist gegeben durch
f : Ω× Pk → Ω× Pk, ((ωn)n∈N), z) 7→ ((ωn+1)n∈N, fω1(z)).
Wir betrachten die zugeho¨rigen Fasern und die entsprechenden Juliamengen, d.h.
fu¨r jedes ω = (ωn)n∈N ∈ Ω sei Fω = {fωn ◦ · · · ◦ fω1 : n ∈ N} und sei J(Fω) die zugeho¨rige
Juliamenge. Es ist wohlbekannt, daß zu jedemWahrscheinlichkeitsmaß µ auf Ω×Pk,
dessen Marginalmaß auf Ω mit P u¨bereinstimmt (d.h. piΩµ = P mit piΩ : Ω× Pk → Ω,
(ω, x) 7→ ω), eine Faktorisierung existiert, d.h. fu¨r P-fast jedes ω ∈ Ω gibt es ein
Wahrscheinlichkeitsmaß µω auf Pk mit
µ(C) =
∫
Ω
∫
Pk
1C(ω, x) µω(dx) P(dω) fu¨r jedes meßbare C ⊆ Ω× Pk.
In der vorliegenden Arbeit gehen wir der Frage nach, unter welchen Bedingungen
ein f-invariantes Wahrscheinlichkeitsmaß µ auf Ω× Pk existiert mit piΩµ = P und
suppµω = J(Fω) fu¨r P-fast alle ω ∈ Ω.
Ist |I| = 1, so kann f auch als holomorphe Abbildung f : Pk → Pk aufgefaßt werden.
Bereits in diesem Fall ist die Existenz fu¨r beliebiges k ≥ 2 noch ein offenes Problem.
Hier untersuchen wir im wesentlichen den Fall k = 1 und setzen voraus, daß nur
eine meßbare Parameterabha¨ngigkeit vorliegt (Korollar 5.4.8). Interessant sind auch
Maße mit maximaler Entropie. Im Fall |I| = 1 hat das so konstruierte Maß maximale
Entropie. Wir wollen I hier nicht als kompakten Raum voraussetzen. Allerdings
werden in der Entropie-Theorie fast ausschließlich kompakte Ra¨ume zugrundege-
legt. Wir u¨bertragen hier daher einige der Definitionen der topologischen Entropie
auf den Fall, daß der zugrundeliegende Raum nicht kompakt ist. Wir vergleichen
diese Definitionen und geben zudem einen Beweis fu¨r Goodwyn’s Theorem fu¨r die-
sen Fall an.

Abstract
Considering a (random) dynamical system, especially a (random) iteration, one would
like to classify the stable and unstable (chaotic) states. Investigating invariant prob-
ability measures (with respect to the corresponding skew-product) have been proved
to be a good tool to examine this problem. If the underlying space is a compact (me-
tric) space the set of invariant (probability) measures is non-empty (for continous
functions). Therefore, one may prefer invariant measures with special properties, in
particular measures with maximal entropy.
Let Pk denote the complex projective space of dimension k, k ∈ N. Thus, Pk is a
compactification of Ck and P1 agrees with the Riemannian sphere Ĉ = C∪{∞}. Fur-
thermore, the holomorphic self-mappings on P1 are precisely the rational functions
on Ĉ. Let k ∈ N, I be a measurable space and let fi, i ∈ I, be a family of holomorphic
self-mappings on Pk with di := deg fi ≥ 2 for all i ∈ I. Let Ω := IN supplied with the
product σ-algebra A and let P be a shift-invariant probability measure on (Ω,A). The
corresponding skew-product f is given by
f : Ω× Pk → Ω× Pk, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, fω1(z)).
We are considering the fibres and the corresponding Julia sets, thus for each ω =
(ωn)n∈N ∈ Ω let
Fω := {fωn ◦ · · · ◦ fω1 : n ∈ N}
and let J(Fω) be the Julia set of Fω. It is well known that for every probability measure
µ on Ω×Pk with marginal P on Ω (i.e. piΩ µ = P where piΩ : Ω×Pk → Ω, (ω, x) 7→ ω) there
exists a factorisation, i.e. for P-almost all ω ∈ Ω there exists a probability measure
µω on Pk such that
µ(C) =
∫
Ω
∫
Pk
1C(ω, x) µω(dx) P(dω) for all measureable subsets C of Ω× Pk.
We are interested in the existence of f-invariant probability measures µ on Ω × Pk
with margin P on Ω and
suppµω = J(Fω) for P-almost all ω ∈ Ω
as well as maximal entropy. It is known that such a probability measure exists if
I is finite and k = 1 [69]. f corresponds to a holomorphic mapping f : Pk → Pk
with deg f ≥ 2 if |I| = 1. For this case one could show that there exists an invariant
probability measure µ on Pk with maximal entropy and suppµ ⊆ J(f). Equality is still
an open problem (for k ≥ 2) [39, §5.]. Here, we determine the case when we have a
family of functions which depends only measurably on the parameter i, i ∈ I. So I is
just a measurable space. Under certain conditions (Korollar 5.4.8), such a measure
exists but we do not calculate the (maximal) entropy. We still take a closer look on
the entropy theory on non-compact spaces in general.
Keywords
Invariant measures, complex projective space, Julia set, maximal entropy, random
iteration, pluri-potential theory.
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Einleitung
Die Iterationstheorie ist ein Beispiel dafu¨r, wie aus einer einfachen Idee etwas sehr
Kompliziertes und zugleich Wunderscho¨nes entstehen kann. Zu einer vorgegebenen
Funktion betrachtet man die Menge von Punkten, die unter Iteration (d.h. Hinter-
einanderausfu¨hrung) ein chaotisches Verhalten aufweisen, d.h. kleinste A¨nderungen
fu¨hren zu einem vo¨llig anderen Iterationsverhalten. Dies entspricht dem viel zitierten
butterfly effect. Legt man eine meromorphe Funktion zugrunde, so erha¨lt man, daß
die nach Gaston Maurice Julia benannte Menge dieser instabilen Punkte in allen
interessanten Fa¨llen nicht-leer ist. Die Juliamenge hat ha¨ufig eine sehr komplizierte,
aber dennoch regula¨re (z.B. selbsta¨hnliche) Gestalt. Ziel der komplexen Dynamik ist
daher die Beschreibung der Juliamenge, wobei auch ha¨ufig deren Komplement, die
sogenannte Fatoumenge (nach Pierre Joseph Louis Fatou), untersucht wird.
In der Theorie (zufa¨lliger) dynamischer Systeme betrachtet man im wesentlichen die
(zufa¨llige) Iteration einer Funktion(enfamilie) und ist entsprechend an der Klassi-
fikation von stabilen Zusta¨nden und instabilen (chaotischen) Verhalten interessiert.
Wird nur eine Funktion betrachtet, so sind periodische Punkte von großer Be-
deutung, und insbesondere fu¨r den Klassifikationssatz (der periodischen Kompo-
nenten der Fatoumenge einer meromorphen Funktion) ist dies grundlegend. Im Fall
einer zufa¨lligen Iteration beschreiben periodische Punkte, falls u¨berhaupt derartige
Punkte existieren, nur unzureichend die auftretende Dynamik und es gibt kein
Analogon zum Klassifikationssatz, auch wird die Juliamenge im allgemeinen nicht
mit dem Abschluß der abstoßenden periodischen Punkte u¨bereinstimmen. Als ein
Hilfsmittel zur Beschreibung der Dynamik hat sich die Untersuchung invarianter
(Wahrscheinlichkeits-) Maße∗ hervorgetan.
Beim Vorliegen eines kompakten (metrisierbaren) Raumes ist die Existenz eines
invarianten Maßes stets (genauer: fu¨r meßbare zufa¨llige dynamische Systeme mit
stetigen Funktionen) gegeben [4, §1.5], allerdings liegt im allgemeinen keine Ein-
deutigkeit vor. Es sind daher bestimmte invariante Maße anderen vorzuziehen. Fu¨r
eine rationale Funktion (auf der Riemannschen Zahlensphere mit Grad ≥ 2) stimmt
die Juliamenge mit dem Tra¨ger des eindeutig bestimmten invarianten Maßes mit
maximaler Entropie u¨berein. Invariante Maße mit maximaler Entropie mu¨ssen je-
doch im allgemeinen nicht existieren und sind auch nicht zwingend eindeutig be-
stimmt.
Wir betrachten hier die Juliamenge eines zufa¨lligen dynamischen Systems ratio-
naler Funktionen auf der Riemannschen Zahlenkugel Ĉ, d.h. holomorphe Selbstab-
bildungen auf dem komplexen projektiven Raum P1(∼= Ĉ) der Dimension 1, und
fragen nach der Existenz spezieller invarianter Maße. Wir betrachten auch den Fall,
wenn holomorphe Selbstabbildungen auf dem komplexen projektiven Raum Pk, d.h.
einer speziellen Kompaktifizierung von Ck, k ∈ N, vorliegen. Diese Abbildungen
ko¨nnen durch homogene Polynomfunktionen in k + 1-Variablen, den sogenannten
∗Wenn nicht anders angegeben, verstehen wir unter einem Maß stets ein normiertes Maß, also ein
Wahrscheinlichkeitsmaß.
Liftungen, beschrieben werden. Aus diesem Grund erha¨lt man auch eine zufa¨llige
Iteration von Polynomfunktionen, die einfacher zu handhaben ist. Genauer formu-
lieren wir die auftretende Fragestellung wie folgt:
Ausgangssituation
Sei k ∈ N, I ein meßbarer Raum und fi, i ∈ I, eine Familie holomorpher Abbil-
dungen fi : Pk → Pk mit di := grad fi ≥ 2 fu¨r alle i ∈ I. Versehe Ω := IN mit
der Produkt-σ-Algebra A und einem Shift-invarianten Wahrscheinlichkeitsmaß P.
- Liegt ein Wahrscheinlichkeitsmaß auf I vor, so ist das auf (Ω,A) definierte Produkt-
maß Shift-invariant, und dies ist der eigentlich interessante Fall. - Das zugeho¨rige
Schiefprodukt ist gegeben durch
f : Ω× Pk → Ω× Pk, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, fω1(z)).
Wir betrachten die einzelnen Fasern und die entsprechenden Juliamengen, d.h. fu¨r
jedes ω = (ωn)n∈N ∈ Ω sei
Fω := {fωn ◦ · · · ◦ fω1 : n ∈ N}
und sei J(Fω) die zugeho¨rige Juliamenge. Es ist wohlbekannt, daß zu jedem Wahr-
scheinlichkeitsmaß µ auf (Ω × Pk,A ⊗ B) (B: Borelsche σ-Algebra von Pk), dessen
Marginalmaß auf Ωmit P u¨bereinstimmt (d.h. piΩµ = Pmit piΩ :Ω× Pk → Ω,(ω, x) 7→ ω),
eine Faktorisierung (auch: Desintegration) existiert, d.h. fu¨r P-fast alle ω ∈ Ω gibt es
ein Wahrscheinlichkeitsmaß µω auf (Pk,B) mit
µ(C) =
∫
Ω
(∫
Pk
1C(ω, x) µω(dx)
)
P(dω)
fu¨r alle meßbaren C ⊆ Ω× Pk, d.h. fu¨r alle C ∈ A⊗B.
Fragestellung
Existiert ein [eindeutig bestimmtes] f-invariantes Wahrscheinlichkeitsmaß µ auf
(Ω× Pk,A⊗B) mit piΩ µ = P und [maximaler Entropie, sowie]
suppµω = J(Fω) fu¨r P-fast alle ω ∈ Ω ?
Die notwendige Meßbarkeit von ω 7→ J(Fω) bezu¨glich der Hausdorff-Metrik la¨ßt ver-
muten, daß eine Existenz in voller Allgemeinheit nicht zu erwarten ist. Es sind daher
zusa¨tzliche Bedingungen an die Funktionen fi, i ∈ I, oder an die Indexmenge I zu
stellen. Notwendig und hinreichend fu¨r die Meßbarkeit von f ist dabei die Meßbar-
keit von i 7→ fi(z) fu¨r alle z ∈ Pk.
Aus der Theorie zufa¨lliger dynamischer Systeme, insbesondere dem Fixpunktsatz
von Markov-Kakutani, folgt die Existenz eines f-invarianten Wahrscheinlichkeits-
maßes µ mit piΩ µ = P und
suppµω ⊆ J(Fω) fu¨r P-fast alle ω ∈ Ω,(∗)
falls i 7→ fi(z) meßbar ist fu¨r jedes z ∈ Pk. Allerdings ist der Beweis [→ Anhang
B.2] wenig konstruktiv und eine Gleichheit ist im allgemeinen nicht gegeben. Da-
mit ist die Menge aller invarianten Maße µ mit piΩ µ = P, die (∗) erfu¨llen, nicht leer.
Man ko¨nnte daher gewillt sein, unter diesen eines mit maximaler Entropie aus-
zuwa¨hlen und in (∗) auf Gleichheit zu hoffen. Bislang existieren jedoch nur wenige
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hinreichende Bedingungen fu¨r die Existenz invarianter Maße mit maximaler Entro-
pie. Die explizite Konstruktion derartiger Maße ist daher der bislang eingeschlagene
Weg. Wir werden uns im wesentlichen auf den Fall k = 1 beschra¨nken, betrachten
die Situation aber auch allgemein.
Eine Auswahl bekannter Existenzaussagen∗ (k = 1)
• Sei |I| = 1. Dann kann man f auch als rationale Funktion f : Ĉ→ Ĉ auffassen.
– Ist f eine Polynomfunktion, so liegt der Punkt ∞ ∈ Ĉ = C ∪ {∞} nicht
in der Juliamenge von f , so daß man auch f : C → C betrachten kann.
Mit Hilfe der Potentialtheorie konnte H. Brolin (1965) die Existenz eines
f-invarianten Wahrscheinlichkeitsmaßes µ mit suppµ = J(f) nachweisen
[11, 58].
– Der allgemeine Fall konnte (1983) von M. Lyubich gezeigt werden, außer-
dem wurde die topologische Entropie von f als log(grad f) bestimmt [46].
Einen einfacheren Beweis (ohne Aussagen u¨ber die [maximale] Entropie)
findet man beispielsweise im Buch von N. Steinmetz [67, §6.3].
• Den Fall |I| <∞, d.h. falls nur endlich viele rationale Funktionen vorliegen, hat
H. Sumi (2000) betrachtet [69]. Eine Teilaussage la¨ßt sich wie folgt formulieren:
Theorem:
Sei n ∈ N und seien f1, . . . , fn rationale Funktionen auf Ĉmit di := grad fi ≥ 2 fu¨r
i = 1, . . . , n, außerdem sei Ω := {1, . . . , n}N und f : Ω× Ĉ→ Ω× Ĉ das zugeho¨rige
Schiefprodukt. Ist p = (p1, . . . , pn) ein stochastischer Vektor mit pi > 0 fu¨r i =
1, . . . , n und P das Produktmaß auf Ω, das aus p hervorgeht, so gibt es ein
f-invariantes Wahrscheinlichkeitsmaß µ (= µp) auf Ω× Ĉ mit piΩ µ = P und
suppµ =
⋃
ω∈Ω
{ω} × J(Fω).
µp ist das eindeutig bestimmte f-invariante Wahrscheinlichkeitsmaß mit maxi-
maler Entropie, falls
pi =
di
d1 + · · ·+ dn fu¨r i = 1, . . . , n.
• M. Jonsson (2000) betrachtet allgemeinere Schiefprodukte, d.h. sei g : X →
X eine stetige Abbildung auf einem kompakten, metrisierbaren Raum X und
sei Qx, x ∈ X, eine Familie von rationalen Funktionen sowie das zugeho¨rige
Schiefprodukt gegeben durch
f : X × Ĉ→ X × Ĉ, (x, z) 7→ (g(x), Qx(z)).
Zusa¨tzlich wird hier jedoch vorausgesetzt, daß alle Funktionen Qx, x ∈ X, den
gleichen Grad d ≥ 2 besitzen und eine stetige Parameterabha¨ngigkeit vorliegt
∗Siehe beispielsweise auch: A. Freire, A. Lopez, R. Man˜e´ (|I| = 1, k = 1) [26, 48], J. E. Fornæss, N.
Sibony (|I| = 1, Maß mit maximaler Entropie) [22, 65], ebenso J. H. Hubbard und P. Papadopol [39]
sowie [24] (zufa¨llige Iteration von holomorphen Selbstabbildungen auf Pk mit identischem Grad und
holomorpher Parameterabha¨ngigkeit). Unerwa¨hnt bleiben darf auch nicht die Arbeit von D. Boyd
u¨ber die Juliamenge einer von endlich vielen rationalen Funktionen erzeugten Halbgruppe [9].
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[41]. Im wesentlichen wurde also die Shift-Abbildung durch g ersetzt, und ent-
sprechend werden Wahrscheinlichkeitsmaße P auf X betrachtet, fu¨r die g maß-
erhaltend ist. Bezeichnet nun piX : X × Ĉ → X, (x, z) 7→ x die Projektion auf X,
so lassen sich unter Verwendung der Pluri-Potentialtheorie die wesentlichen
Aussagen wie folgt formulieren:
Theorem:
Sei P ein bzgl. g invariantes Wahrscheinlichkeitsmaß auf X. Dann existiert
ein f-invariantes Wahrscheinlichkeitsmaß µ auf X × Ĉ mit piX µ = P und fu¨r
die zugeho¨rige Faktorisierung† (µx)x, d.h. µ(C) =
∫
X
(∫bC 1C(x, z) µx(dz)) P(dx),
C ⊆ X × Ĉ meßbar, gilt
suppµx = J({Qgn(x) ◦ · · · ◦Qg(x) ◦Qx : n ∈ N}).
Ist P ein Maß mit maximaler Entropie, so ist auch µ ein Maß mit maximaler
Entropie. Sei h(g) die topologische Entropie von g. Gilt h(g) < ∞ und ist P ein
eindeutig bestimmtes Maß mit maximaler Entropie (fu¨r g), so ist µ das eindeutig
bestimmte Maß mit maximaler Entropie (fu¨r f ).
Die Grundideen fu¨r die Konstruktion eines derartigen invarianten Wahrscheinlich-
keitsmaßes sind sehr a¨hnlich, die Methoden jedoch verschieden. In der Literatur
wird zumeist nur der Fall betrachtet, daß eine stetige oder holomorphe Parameter-
abha¨ngigkeit vorliegt. Dies kann beispielsweise durch das Newton-Verfahren zur
Nullstellenbestimmung einer Funktion motiviert werden: In jedem Iterationsschritt
tritt ein (numerischer) Fehler auf, der durch eine ”gesto¨rte“ Funktion (engl.: pertur-
bation function) modelliert werden kann. Es ist naheliegend, daß unter einer der-
artigen Bedingung gute Aussagen u¨ber die Dynamik des zugrundeliegenden zufa¨lli-
gen dynamischen Systems mo¨glich sind, da die Funktionen sich sehr a¨hnlich ver-
halten. Hier verwenden wir die Pluri-Potentialtheorie und untersuchen den Fall,
wenn eine meßbare Parameterabha¨ngigkeit vorliegt und insbesondere den Fall, daß
I abza¨hlbar (-unendlich) ist. Wir werden uns im wesentlichen auf den Fall k = 1 be-
schra¨nken, betrachten die Situation jedoch (zumindest teilweise) auch fu¨r beliebiges
k ∈ N.
Wir untersuchen die zufa¨llige Iteration (einer Funktionenfamilie) und wollen keine
allgemeinen Schiefprodukte betrachten. Ist I nicht endlich (und topologisch), so ist
die Entropie der Shift-Abbildung ∞. Allgemeinere Schiefprodukte (d.h. Schiefpro-
dukte, die nicht bezu¨glich der Shiftabbildung gebildet werden) sind daher in Hin-
blick auf entropietheoretische Fragestellungen interessanter. Es liegt nahe, auch die
sogenannte Faser-Entropie [15, 19] heranzuziehen, dies entspricht im wesentlichen
der maßtheoretischen Entropie, gegeben das Wahrscheinlichkeitsmaß P. Ist I ein
(topologischer und) nicht-kompakter Raum, so ist Ω × Pk nicht kompakt. Entropie-
Theorie wird fast ausschließlich auf kompakten (und metrisierbaren) Ra¨umen be-
trieben. Im allgemeinen Fall koexistieren verschiedene Definitionen der topologi-
schen Entropie. Diesen Aspekt betrachten wir auch ganz allgemein und separat
†M. Jonsson betrachtet eine andere Familie von Wahrscheinlichkeitsmaßen: µx ist das bedingte Maß
von µ auf {x} × bC, d.h. µx(C) = µ(C|piX = x), C ⊆ X × bC meßbar, und es gilt (vgl. auch Satz A.3.3)
suppµx = J({fn|{x}×bC : n ∈ N}) = J({(gn(x), Qgn−1(x) ◦ · · · ◦Qg(x) ◦Qx) : n ∈ N})
= {x} × J({Qgn(x) ◦ · · · ◦Qx : n ∈ N}).
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von obiger Fragestellung. Wir vergleichen diese verschiedenen Definitionen und for-
mulieren den als Goodwyn’s Theorem bekannten Zusammenhang zwischen maß-
theoretischer und topologischer Entropie fu¨r diesen Fall.
Gliederung und Inhaltsu¨bersicht
Die vorliegende Arbeit gliedert sich in drei Abschnitte. Wir beginnen dabei mit einer
Einfu¨hrung in die Pluri-Potentialtheorie, die wir vorab mit der auch in der komplexen
Dynamik verwendeten Potentialtheorie motivieren. Dabei sei auf das Buch ”Pluri-
potential theory“ von M. Klimek verwiesen [44], das als Standardwerk angesehen
werden kann. Wie beispielsweise in den einfu¨hrenden Arbeiten ”Dynamique des
applications rationelle de Pk“ [65] und ”Complex dynamics in higher dimensions“
[23] wird eine lokale Vorgehensweise beno¨tigt, da die spa¨ter betrachtete Kompaktifi-
zierung von Cn als komplexe Mannigfaltigkeit aufzufassen ist. Da wir ha¨ufig auf die
zugrundeliegenden Konzepte zuru¨ckgreifen, werden diese entsprechend ausfu¨hrlich
dargestellt. Wir verzichten in diesem Abschnitt auf eine Vielzahl von Beweisen um
den Umfang dieser Arbeit u¨berschaubar zu halten.
Im sich anschließenden Abschnitt wird zuna¨chst eine Einfu¨hrung in die Entropie-
Theorie gegeben. Entgegen der ”klassischen“ Entropie-Theorie werden stetige (und
nicht nur gleichma¨ßig stetige) Selbstabbildungen auf einem metrisierbaren (nicht
notwendigerweise kompakten) Raum betrachtet. Die Entropie-Theorie auf kompak-
ten Ra¨umen ist wohlbekannt [71]. Wir stellen verschiedene Definitionen gegenu¨ber.
Zudem beantworten wir obige Fragestellung, d.h. wir geben eine hinreichende Be-
dingung fu¨r die Existenz eines entsprechenden invarianten Wahrscheinlichkeits-
maßes an. Dabei betrachten wir den Fall, daß nur eine meßbare Abha¨ngigkeit
von der Parametermenge I vorliegt. Wir erhalten unter anderem die nachfolgende
Existenzaussage (Theorem 5.4.7, Korollar 5.4.8):
Satz
Sei I ein meßbarer Raum, Ω := IN, versehen mit der Produkt-σ-Algebra A. Sei P ein
Shift-invariantes Wahrscheinlichkeitsmaß auf (Ω,A). Fu¨r jedes i ∈ I sei fi : Ĉ → Ĉ
eine rationale Funktion mit di := grad fi ≥ 2. Es gelte
fi(z) =
gi(z)
hi(z)
:=
ai,di · zdi + · · ·+ ai,2 · z2 + ai,1 · z + ai,0
bi,di · zdi + · · ·+ bi,2 · z2 + bi,1 · z + bi,0
fu¨r alle i ∈ I, z ∈ Ĉ,
wobei ai,j , bi,j ∈ C und wir eine teilerfremde Darstellung voraussetzen wollen. Sei
f : Ω× Ĉ→ Ω× Ĉ, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, fω1(z)).
(i) Sei i 7→ fi(z) fu¨r jedes z ∈ Ĉ meßbar.
(ii) Sei
P
( ⋃
M,d∈N
{
ω = (ωn)n∈N
∣∣∀n ∈ N : dωn ≤ d, |aωn,j |, |bωn,j | ≤M fu¨r j = 1, . . . , dωn}) = 1.
und P
({
ω = (ωn)n∈N : lim infn→∞‖(aωn,dωn , bωn,dωn )‖ > 0
})
= 1.
(iii) Sei
P
({
ω = (ωn)n∈N ∈ Ω : lim inf
n→∞ dist(g
−1
ωn (0), h
−1
ωn (0)) > 0
})
= 1,
wobei dist den Abstand zweier Mengen (bezu¨glich der euklidischen Metrik) be-
zeichnet.
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Dann gibt es ein f-invariantes Wahrscheinlichkeitsmaß µ ∈ PP(Ω× Ĉ) mit
suppµω = J(Fω) fu¨r P-fast alle ω ∈ Ω.
Im Anhang gehen wir auf einige Teilaspekte zufa¨lliger dynamischer Systeme ein,
insbesondere betrachten wir die Faktorisierung von (Wahrscheinlichkeits-) Maßen
und zufa¨llige Mengen (engl.: random sets). Letzteres sind im wesentlichen bezu¨glich
der Hausdorff-Metrik meßbare Abbildungen. Zudem wird gezeigt, wie man mit der
Theorie zufa¨lliger dynamischer Systeme allgemein ein invariantes Wahrscheinlich-
keitsmaß µ mit suppµω ⊆ J(Fω) fu¨r P-fast alle ω ∈ Ω erha¨lt, wenn eine meßbare
Parameterabha¨ngigkeit vorliegt. Wir geben auch ein Beispiel an, daß zeigt, daß die
Abbildung ω 7→ J(Fω) bezu¨glich der Hausdorff-Metrik im allgemeinen nicht meßbar
zu sein braucht. In diesem Fall kann auch kein derartiges (invariantes) Wahrschein-
lichkeitsmaß existieren.
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Teil I.
Pra¨liminarien
Mit einer Einfu¨hrung in die Pluri-Potentialtheorie
In den folgenden vier Kapiteln wird zuna¨chst eine Einfu¨hrung in die Pluri-
Potentialtheorie gegeben, die im spa¨teren Verlauf zur Konstruktion eines speziel-
len (Wahrscheinlichkeits-) Maßes verwendet wird. Wir geben dabei zuna¨chst einen
U¨berblick u¨ber die Potentialtheorie und betrachten im anschließenden Kapitel
Differentialformen und sogenannte Currents, die unter bestimmten Voraussetzun-
gen als Maße aufgefaßt werden ko¨nnen. Im dritten Kapitel gehen wir auf pluri-
subharmonische Funktionen ein, die eng mit den positiven Currents (und positiven
Differentialformen) verbunden sind. Im letzten Kapitel werden wir unsere Unter-
suchungen auf die komplexen projektiven Ra¨ume Pk der Dimension k, k ∈ N, also
auf spezielle Kompaktifizierungen von Ck, fortfu¨hren. Dies schließt insbesondere
den Fall der Riemannschen Zahlenkugel Ĉ = C ∪ {∞}(∼= P1) ein.
Standard-Notation
Wir verwenden die u¨blichen Standard-Notationen, unter anderem ist A der Abschluß
einer Menge A und Ac das Komplement von A (bezu¨glich einer vorgegebenen Grund-
menge). Zudem sei idA die Identita¨tsabbildung auf A. Fu¨r eine Norm ‖ · ‖ sei ‖ · ‖K
die Supremumsnorm auf einer Menge K. Fu¨r ein Wahrscheinlichkeitsmaß P sei
P(A|B) die bedingte Wahrscheinlichkeit von A, gegeben B, sofern P(B) > 0. Fu¨r
das Produkt von Wahrscheinlichkeitsmaßen und Produkt-σ-Algebren verwenden wir
stets ⊗. Natu¨rlich ist z die Komplex-konjugierte einer komplexen Zahl z. Wir sagen,
daß eine Abbildung eine Ck-Abbildung ist, wenn sie k-mal stetig differenzierbar ist
bzw. im Fall k = 0 als stetig vorausgesetzt wird, k ∈ N0. Eine C∞-Abbildung ist eine
beliebig oft differenzierbare Abbildung. Eine komponentenweise reell analytische
Funktion heißt reell analytisch, wir bezeichnen eine solche auch als Cω-Abbildung.
Im Anhang befindet sich eine U¨bersicht der verwendeten Symbole mit der Angabe,
an welcher Stelle diese eingefu¨hrt worden sind. Einen Widerspruch zeigen wir mit  ,
das Ende eines Beweises stets mit  an.
Kapitel 0.
Potentialtheorie in der komplexen Ebene
In der Potentialtheorie [3], [58], [66, §8] ist eine A¨quivalenz von endlichen Maßen (mit
kompaktem Tra¨ger) und sogenannten Potentialen, d.h. speziellen subharmonischen
Funktionen, gegeben. Dabei gewinnt man aus einem Potential ein Maß, indem man
den Laplace-Operator im distributionellen Sinn auffaßt und auf das vorliegende
Potential anwendet.
In der Pluri-Potentialtheorie ersetzt man den Laplace-Operator durch einen anderen
Operator. Betrachtet man Currents, in gewisser Weise verallgemeinerte Distribution-
en, so erha¨lt man auf a¨hnliche Art und Weise eine A¨quivalenz von Currents und
(Pluri-) Potentialen. Wir schicken daher der Einfu¨hrung in die Pluri-Potentialtheorie
noch einen kurzen U¨berblick u¨ber die Potentialtheorie (auf C) vorweg.
0.1. Distributionentheorie
Aufgrund des motivierenden Charakters dieses Kapitels betrachten wir hier aus-
schließlich Abbildungen, die auf Rn, n ∈ N, definiert sind. Es ist ein leichtes, das
nun folgende auf Funktionen zu u¨bertragen, die nur auf einer offenen Teilmenge
vom Rn definiert sind.
Notation
Sei n ∈ N und sei D = D(Rn) := C∞0 (Rn) die Menge aller reellwertigen Funktionen f
auf Rn, die beliebig oft differenzierbar sind und einen kompakten Tra¨ger
supp f := {x ∈ Rn : f(x) 6= 0}
besitzen. Die Elemente aus D heißen auch Testfunktionen. Sei D0 = D0(Rn) die
Menge aller stetigen Funktionen f : Rn → R, die einen kompakten Tra¨ger besitzen.
Wie in der Literatur u¨blich, bezeichnen wir die partielle Ableitung einer auf einer
Teilmenge vom Rn definierten Abbildung f nach der j-ten Komponente mit ∂f∂xj .
0.1.1 Definition ((Positive) Distribution)
Eine Distribution ist eine lineare und bezu¨glich der C∞-Topologie auf D stetige
Abbildung T : D→ C, also ein Element des Dualraumes D′ von D. Eine Distribution
T heißt positiv, falls1
〈T, ϕ〉 ≥ 0 fu¨r jede Testfunktion ϕ ∈ D mit ϕ ≥ 0.
Bemerkung 1
(i) Eine lineare Abbildung T : D → C ist genau dann eine Distribution, wenn gilt:
Fu¨r jede Folge (ϕk)k∈N in D, fu¨r die es eine kompakte Teilmenge K von Rn mit
suppϕk ⊆ K fu¨r alle k ∈ N gibt und
Dαϕk :=
∂|α|ϕk
∂xα11 · · · ∂xαnn
-
k→∞ 0 gleichma¨ßig (auf K)
1Wir schreiben im folgenden auch 〈T, ϕ〉 statt T (ϕ).
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fu¨r alle α = (α1, . . . , αn) ∈ Nn0 , wobei |α| = α1 + · · ·+ αn, vorliegt, folgt
〈T, ϕk〉 -k→∞ 0.
(ii) Ist f : Rn → R eine lokal-integrierbare Funktion, so sei
〈Tf , ϕ〉 :=
∫
f(x) · ϕ(x) dx fu¨r alle ϕ ∈ D.
Dann ist Tf eine Distribution und f 7→ Tf ist injektiv. Eine lokal-integrierbare
Funktion f wird daher auch mit ihrer zugeho¨rigen Distribution Tf identifiziert,
und statt Tf schreibt man u¨blicherweise auch nur f .
Wir versehen den Raum D0 mit einer entsprechenden Topologie, d.h. eine Folge (ϕk)
in D0 konvergiert genau dann gegen eine Funktion ϕ aus D0, wenn
⋃
k∈N suppϕk
kompakt ist und (ϕk) gleichma¨ßig gegen ϕ konvergiert. Der nachfolgende Satz zeigt
von welcher fundamentalen Bedeutung positive Distributionen sind:
0.1.2 Satz ([44, Prop. 3.3.2])
Ist T eine positive Distribution, so kann T auf D0 zu einer linearen und stetigen
Abbildung fortgesetzt werden, diese Fortsetzung ist eindeutig.
Eine positive Distribution kann daher gema¨ß dem Darstellungssatz von Riesz als
Maß aufgefaßt werden. Man ist daher an einer Klasse von ”einfachen“ Funktion-
en interessiert, die eine mo¨glichst große Klasse von positiven Distributionen, also
Maßen, beschreiben.
0.2. (Pluri-) Potentialtheorie
In der Potentialtheorie betrachtet man den Laplace-Operator ∆, d.h. ist n ∈ N und
u : Rn → R eine zweimal stetig differenzierbare Abbildung, so gilt
∆u =
n∑
j=1
∂2u
∂x2j
.
Aus der Greenschen Formel folgt
Bemerkung 1
Ist u zweimal stetig differenzierbar und ϕ ∈ D, so gilt∫
∆u(x) · ϕ(x) dx =
∫
u(x) ·∆ϕ(x) dx.
Wir fassen den Laplace-Operator im distributionellem Sinn auf, d.h. fu¨r eine lokal-
integrierbare Funktion u : Rn → R sei
〈∆u, ϕ〉 :=
∫
u(x) ·∆ϕ(x) dx fu¨r alle ϕ ∈ D.
Aus der vorangehenden Bemerkung ergibt sich, daß die Definition von 〈∆u, ϕ〉 mit
der zuvor eingefu¨hrten Notation zusammenfa¨llt, wenn u zweimal stetig differen-
zierbar ist. In der Potentialtheorie betrachtet man Funktionen u, fu¨r die ∆u (im
distributionellem Sinn) eine positive Distribution ist, also ein Maß vorliegt. Dies
sind genau die subharmonischen Funktionen. Eine Funktion u ist harmonisch
falls ∆u = 0.
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Wir betrachten im folgenden ausschließlich den Fall n = 2 und identifizieren den R2
mit C, vermo¨ge (x, y) 7→ x+iy. Der nachfolgende Satz beschreibt den Zusammenhang
zwischen (Wahrscheinlichkeits-) Maßen (mit kompaktem Tra¨ger) und speziellen sub-
harmonischen Funktionen, den sogenannten Potentialen:
0.2.1 Satz ([58, Thm.3.1.2])
Sei µ ein endliches Maß auf C mit kompaktem Tra¨ger und
Pµ : C→ [−∞,∞[, z 7→
∫
log |z − w| µ(dw).
Dann ist Pµ eine subharmonische Funktion und es gilt
Pµ(z) = µ(C) · log |z|+O(|z|−1) fu¨r |z| → ∞.
Außerdem liegt ∆Pµ = 2pi · µ im distributionellem Sinn vor, wobei wir µ gema¨ß dem
Darstellungssatz von Riesz als Element des Dualraumes D′0 von D0 auffassen.
Die letzte Aussage gilt auch, wenn man statt Pµ die Funktion Pµ + a mit einer belie-
bigen Konstanten a ∈ C betrachtet. Dies fu¨hrt zur folgenden
0.2.2 Definition (Potential)
Eine subharmonische Funktion u : C → [−∞,∞[ heißt Potential, falls ein c > 0
existiert mit
u(z) = c · log |z|+O(1) fu¨r |z| → ∞.
Bemerkung 2
Satz 0.2.1 besagt, daß man ein endliches Maß auf C (mit kompaktem Tra¨ger) mit
seinem (bis auf eine additive Konstante eindeutig bestimmten) zugeho¨rigen Potential
identifizieren kann. Im Fall c = 1 liegen Wahrscheinlichkeitsmaße vor.
Diese A¨quivalenz kann verwendet werden um fu¨r eine Polynomfunktion f : C → C
mit grad f ≥ 2 ein f-invariantes Wahrscheinlichkeitsmaß µ mit
suppµ = J(f)(= Juliamenge von f)
zu konstruieren [58]. Dies entspricht dem in der Einleitung erwa¨hnten Resultat von
H. Browlin, 1965 [11], vgl. auch §5.1.1.
Ist n > 2 und µ ein endliches Maß auf dem Rn mit kompakten Tra¨ger, so kann man
ebenfalls eine subharmonische Funktion Pµ definieren, aus der durch Anwendung
des Laplace-Operators das Maß µ zuru¨ckgewonnen werden kann [3, Thm. 4.3.8]. Na-
heliegend ist es daher im allgemeinen den Cn mit dem R2n zu identifizieren und dann
a¨hnlich wie im Fall n = 1 zu verfahren. Insbesondere in der komplexen Dynamik
hat sich gezeigt, daß diese Vorgehensweise nicht zu hinreichend guten Ergebnissen
fu¨hrt. Ein Grund dafu¨r ist der folgende Zusammenhang zwischen harmonischen
und holomorphen Funktionen, der in ho¨heren Dimensionen nicht mehr gu¨ltig ist:
0.2.3 Satz
Sei G ein Gebiet in C. Der Realteil einer auf G holomorphen Abbildung ist eine
harmonische Funktion. Umgekehrt existiert zu jeder harmonischen Funktion u :
G→ R lokal2 eine holomorphe Abbildung f mit Re f = u.
2D.h. zu jedem z ∈ G existiert eine offene Umgebung U von z in G sowie eine in U holomorphe
Abbildung f mit Re f |U = u|U .
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In ho¨heren Dimensionen ist nur noch eine der obigen Aussagen richtig. Allerdings
fu¨hrt dieser Zugang unmittelbar auf die spa¨ter betrachteten pluri-harmonischen
Funktionen (vgl. auch Satz 2.3.1):
0.2.4 Satz
Sei n ∈ N. Ist f : Cn → C eine holomorphe Abbildung, so ist u := Re f nicht nur eine
harmonische Abbildung (wenn man Cn mit dem R2n identifiziert), sondern fu¨r alle
a, b ∈ Cn ist auch die Abbildung
ua,b : C→ R, λ 7→ u(a+ λ · b)
harmonisch.
Eine reellwertige (und oberhalb-stetige) Abbildung u derart, daß ua,b fu¨r alle a, b
(sub)harmonisch ist, heißt pluri-(sub)harmonisch.
Bemerkung 3
Im Fall n = 1, d.h. fu¨r auf C definierte Abbildungen, sind (sub)harmonische und
pluri-(sub)harmonische Funktionen dasselbe.
0.2.5 Satz
Pluri-harmonische Funktionen sind harmonische Funktionen (wenn man den Cn in
kanonischer Weise mit dem R2n identifiziert), allerdings existieren (fu¨r n > 1) auch
harmonische Funktionen, die nicht pluri-harmonisch sind.
Daraus ergibt sich, daß nicht jede (auf dem Cn, n > 1, definierte) harmonische
Funktion lokal der Realteil einer holomorphen Abbildung ist. Fu¨r pluri-harmonische
Funktionen ist dies jedoch richtig [44, Prop. 2.2.13]. Die Betrachtung von pluri-
(sub)harmonischen Funktionen liegt bei der Untersuchung von holomorphen Abbil-
dungen auf dem Cn also na¨her als die Betrachtung von (sub)harmonischen Funk-
tionen.
Blickt man auf das oben eingefu¨hrte Potential Pµ zuru¨ck, so wurde dort die Funktion
w 7→ log |z − w|, z ∈ C, bzgl. µ integriert. In der Potentialtheorie verwendet man fu¨r
n > 1 auf dem R2n ∼= Cn stattdessen die auf Cn \ {z} harmonische Funktion
u : Cn → [−∞,∞[, w 7→ −‖z − w‖2−2n (u(z) = −∞).
Dabei bezeichnen wir mit ‖ · ‖ die euklidische Norm auf dem Rn bzw. Cn. u ist auf
Cn \ {z} nicht pluri-harmonisch [44, Ex. 2.2.12]. Es liegt also nahe, a¨hnlich wie im
Fall n = 1 vorzugehen, und die Funktion
u : Cn → [−∞,∞[, z 7→ log‖z‖, (log 0 := −∞)
oder allgemeiner u(z) = log‖f(z)‖, z ∈ Cn, mit einer holomorphen Abbildung f :
Cn → Cn, zu betrachten. Gesucht wird daher nach einem Operator, der dem Laplace-
Operator in der Potentialtheorie entspricht. Dieser Operator setzt gewisse (Pluri-)
Potentiale wieder zu bestimmten Elementen eines Dualraumes in eine eindeutige
Beziehung. Da hier jedoch nicht der Cn sondern eine Kompaktifizierung (sogar eine
komplexe Mannigfaltigkeit) betrachtet wird, beno¨tigt man eine lokale Fassung dieses
Operators. In den folgenden Kapiteln wird daher zuna¨chst eine Einfu¨hrung in die
Pluri-Potentialtheorie (auf Mannigfaltigkeiten) gegeben.
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Komplexe Differentialformen und Currents
Life is complex.
- It has real and imaginary components.
(Tom Potter)
Wir werden spa¨ter, wie in der Potential- und Distributionentheorie, die Elemente
eines geeigneten Dualraumes betrachten. Dies sind die sogenannten Currents. Die
Testfunktionen werden dabei durch sogenannte Testformen ersetzt und es liegt eine
enge Beziehung zur Distributionentheorie vor. Spezielle Currents ko¨nnen wieder als
(Wahrscheinlichkeits-) Maße aufgefaßt werden. Aus diesem Grund wird zuna¨chst
eine Einfu¨hrung in die Theorie der (komplexen) Differentialformen auf (komplexen)
Mannigfaltigkeiten als notwendig erachtet.
Auf dem Cn entfallen viele der technischen Feinheiten und die meisten Aussagen
ko¨nnen auf diesen Fall zuru¨ckgefu¨hrt werden. Wir beginnen daher mit der Be-
trachtung von auf Cn bzw. Rn definierten Abbildungen.
1.1. Das Differentialkalku¨l
Da die holomorphen Abbildungen bekanntlich [59] genau die (R-) differenzierbaren
Abbildungen sind, die den Cauchy-Riemannschen Differentialgleichungen genu¨gen,
ko¨nnen wir uns auf die Betrachtung der reellen Differenzierbarkeit beschra¨nken.
1.1.1 Definition und Satz (Totales Differential)
Seien n,m ∈ N und sei U eine offene, nicht-leere Teilmenge von Kn (mit K = C oder
K = R) sowie a ∈ U und f : U → Km. f ist im Punkt a (R-) [Fre´chet-] differenzierbar,
falls eine R-lineare Abbildung
da f : Kn → Km
existiert mit ‖f(a+ h)− f(a)− daf(h)‖
‖h‖
-
h→0 0.
Die Abbildung da f ist eindeutig bestimmt und heißt totales Differential von f im
Punkt a. f ist differenzierbar, wenn f in jedem Punkt differenzierbar ist.
Bemerkung 1
(i) Sind f1, . . . , fm : U → K die Komponentenfunktionen von f : U → Km, so gilt
daf =
(
daf1, . . . , dafm) : Kn → Km,
und fu¨r eine differenzierbare, komplexwertige Abbildung f gilt
daf = daRe f + i · da Im f.
(ii) Ist f : Kn → Km differenzierbar und R-linear, so gilt da f = f fu¨r alle a ∈ Kn, man
schreibt dann auch nur df statt da f (= f).
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Mit Hilfe elementarer Kenntnisse u¨ber Fre´chet-Ableitungen [45] erha¨lt man (insbe-
sondere im Fall m = 1) die folgende Darstellung des totalen Differentials:
1.1.2 Satz
Seien n,m ∈ N und sei U eine offene, nicht-leere Teilmenge von Rn sowie a ∈ U und
f = (f1, . . . , fm) : U → Rm eine im Punkt a differenzierbare Abbildung. Dann gilt
daf =
(
n∑
j=1
∂f1
∂xj
(a) · dxj , . . . ,
n∑
j=1
∂fm
∂xj
(a) · dxj
)
,
wobei xj die (lineare) Abbildung xj : Rn → R, (w1, . . . , wn) 7→ wj bezeichne, j = 1, . . . , n.
Wir formulieren nun die Kettenregel in diesem speziellen Kontext, da sie in dieser
Darstellung gelegentlich verwendet wird, als
1.1.3 Satz
Seien n,m ∈ N. Ist U ⊆ Rm offen, g = (g1, . . . , gn) : U → Rn eine differenzierbare
Abbildung, und ist V ⊆ Rn offen mit V ⊆ g(U) und f : V → R differenzierbar, so gilt
∂(f ◦ g)
∂xj
(a) =
n∑
k=1
∂gk
∂xj
(a) · ∂f
∂xk
(
g(a)
)
fu¨r alle a ∈ U und j = 1, . . . ,m,
Notation
Wir fassen C stets als R-Vektorraum auf und identifizieren entsprechend Cn mit R2n,
vermo¨ge
ϕn : Cn → R2n, (z1, . . . , zn)→ (Re z1, Im z1, . . . ,Re zn, Im zn).
Ebenso fassen wir Abbildungen f : Cn → Cm auch als Abbildungen f : R2n → R2m auf
und umgekehrt. Gleiches gilt, wenn sich der Definitions- oder Bildbereich nur u¨ber
eine Teilmenge von Cn bzw. R2n erstreckt.
1.1.4 Lemma
Seien V,W C-Vektorra¨ume und sei L : V → W eine R-lineare Abbildung. Dann gibt
es eine eindeutig bestimmte C-lineare Abbildung g : V → W und eine eindeutig
bestimmte anti-C-lineare Abbildung3 h : V →W mit
L(z) = g(z) + h(z) fu¨r alle z ∈ V .
Beweis:
Definiere g, h : V →W durch
g(z) :=
1
2
· (L(z)− i · L(iz)) und h(z) := 1
2
· (L(z) + i · L(iz))
fu¨r alle z ∈ V . Dann folgt L = g+ h, außerdem ist g C- und h anti-C-linear. Die Eindeutigkeit
ergibt sich daraus, daß nur die Nullabbildung sowohl C- als auch anti-C-linear ist. 
Notation
Sind n,m ∈ N, U ⊆ Cn offen und nicht-leer sowie a ∈ U und ist f : U → Cm eine im
Punkt a differenzierbare Abbildung, so besitzt das totale Differential da f : Cn → Cm
von f im Punkt a gema¨ß Lemma 1.1.4 die Darstellung
daf = ∂af + ∂af
3D.h. h ist additiv mit h(λ · z) = λ · h(z) fu¨r alle z ∈ V, λ ∈ C.
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mit einer eindeutig bestimmten C-linearen Abbildung ∂a f : Cn → Cm und einer
eindeutig bestimmten anti-C-linearen Abbildung ∂a f : Cn → Cm.
Eine (R-) differenzierbare Abbildung f : U → Cm, U ⊆ Cn offen, heißt in einem Punkt
a ∈ U komplex differenzierbar (auch: C-differenzierbar), falls ∂af = 0 gilt, und
holomorph, falls sie in jedem Punkt komplex differenzierbar ist.
Notation
Im folgenden seien fu¨r j = 1, . . . , n
zj : Cn → C, (w1, . . . , wn) 7→ wj und zj : Cn → C, (w1, . . . , wn) 7→ wj .
Da zj und zj R-lineare Abbildungen sind, folgt mit der Notation aus Bemerkung 1
dzj = zj und dzj = zj .
Wie u¨blich [68] verwenden wir die Bezeichnungen ∂f∂xj und
∂f
∂yj
fu¨r die partielle Ab-
leitungen einer differenzierbaren Abbildung f : U → C, U ⊆ Cn offen, nach der j-ten
reellen bzw. imagina¨ren Komponente, entsprechend fu¨r ho¨here Ableitungen. Zudem
definieren wir die Wirtinger Ableitungen [59] durch
∂f
∂zj
=
1
2
·
( ∂f
∂xj
− i · ∂f
∂yj
)
,
∂f
∂zj
=
1
2
·
( ∂f
∂xj
+ i · ∂f
∂yj
)
: U → C.
Der folgende Satz zeigt, wie das totale Differential als Linearkombination von C- und
anti-C-linearen Abbildungen beschrieben werden kann:
1.1.5 Satz
Sei n ∈ N und sei U eine offene, nicht-leere Teilmenge von Cn. Ist f : U → C eine
differenzierbare Abbildung und a ∈ U , so gilt
∂af =
n∑
j=1
∂f
∂zj
(a) dzj , ∂af =
n∑
j=1
∂f
∂zj
(a) dzj
und
daf =
n∑
j=1
∂f
∂xj
(a) dxj +
∂f
∂yj
(a) dyj =
n∑
j=1
∂f
∂zj
(a) dzj +
∂f
∂zj
(a) dzj ,
wobei xj : Cn → R, (w1, . . . , wn) 7→ Rewj, yj : Cn → R, (w1, . . . , wn) 7→ Imwj fu¨r j = 1, . . . n.
1.1.6 Korollar (Cauchy-Riemannsche Differentialgleichungen)
Sei n ∈ N und sei U eine offene, nicht-leere Teilmenge von Cn sowie f : U → C eine
holomorphe Abbildung. Dann gilt
∂f
∂zj
= 0 fu¨r j = 1, . . . , n,
also ∂f∂xj + i ·
∂f
∂yj
= 0 fu¨r j = 1, . . . , n. Ist u := Re f und w := Im f , d.h. f = u + iw, so
ergeben sich die Cauchy-Riemannschen Differentialgleichungen
∂u
∂xj
=
∂w
∂yj
,
∂u
∂yj
= − ∂w
∂xj
fu¨r j = 1, . . . , n.
Zudem ist eine differenzierbare Abbildung f : U → C genau dann holomorph, wenn
die Cauchy-Riemannschen Differentialgleichungen erfu¨llt sind.
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Naheliegend ist es, die Abbildung df : a 7→ daf zu untersuchen, schreibe
df =
n∑
j=1
∂f
∂zj
dzj +
n∑
j=1
∂f
∂zj
dzj .
Dies fu¨hrt zu sogenannten (komplexen) Differentialformen [18, 25, 44]. Wir be-
trachten hier jedoch nicht nur (komplexe) Differentialformen auf Cn, sondern all-
gemein auf (komplexen) Mannigfaltigkeiten und gehen daher nun auf diese ein.
1.2. U¨ber (komplexe) Mannigfaltigkeiten
Die komplexen Mannigfaltigkeiten sind bekanntlich Hausdorff-Ra¨ume, die lokal zu
offenen Teilmengen des Cn homo¨omorph sind [53]. Wir haben zuvor die komplexe
Zahlenebene auch als R-Vektorraum betrachtet, und so liegt es nahe, auch in diesem
Fall der zugrundeliegenden reellen Struktur Beachtung zu schenken:
1.2.1 Definition (Atlas, Mannigfaltigkeit)
Seien n ∈ N, k ∈ N0 ∪ {∞, ω} und sei M ein Hausdorff-Raum, der eine abza¨hlbare
Basis besitzt.
(a) Ein Ck-Atlas A auf M ist eine Familie von Paaren (Ui, ϕi), i ∈ I, fu¨r die gilt:
(i) Ui, i ∈ I, ist eine offene U¨berdeckung von M .
(ii) Fu¨r jedes i ∈ I existiert eine offene Teilmenge Vi von Rn derart, daß ϕi : Ui →
Vi ein Homo¨omorphismus ist.
(iii) Fu¨r alle i, j ∈ I gilt entweder Ui ∩ Uj = ∅ oder die Kartenwechselabbildung
ϕj ◦ ϕ−1i : ϕi(Ui ∩ Uj)→ ϕj(Ui ∩ Uj)
ist eine Ck-Abbildung. Man sagt, daß die Karten (Ui, ϕi), (Uj , ϕj) vertra¨glich
oder auch kompatibel sind.
n ist die (reelle) Dimension von A.
(b) Zwei Atlanten A1,A2 (der selben Dimension) heißen a¨quivalent, falls je zwei
Karten
(U1, ϕ1) ∈ A1, (U2, ϕ2) ∈ A2
vertra¨glich sind. Eine A¨quivalenzklasse von n-dimensionalen Atlanten fu¨r M
ist eine n-dimensionale Struktur. M heißt n-dimensionale (reelle) Ck-Mannig-
faltigkeit, wenn es fu¨rM eine n-dimensionale Struktur gibt. Im Fall k = ω spricht
man auch von (reell) analytischen Mannigfaltigkeiten.
(c) Ersetzt man in (ii) Rn durch Cn und setzt man voraus, daß die Kartenwechsel-
abbildungen holomorph sind, so spricht man von komplexen Karten und ge-
langt so zur Definition von komplexen Mannigfaltigkeiten.
Wir beschra¨nken uns hier im wesentlichen auf die Betrachtung von komplexen und
C∞-Mannigfaltigkeiten, wobei wir letztere auch kurz als reelle Mannigfaltigkeiten
bezeichnen wollen.
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Bemerkung 1
(i) Durch Vertauschen der Indizes i und j folgt, daß jede Kartenwechselabbildung
ein Ck-Diffeomorphismus ist. Im Fall von komplexen Karten liegen stets bi-
holomorphe Kartenwechselabbildungen vor.
(ii) Mittels der Identifizierung von Cn mit R2n ergibt sich, daß jede komplexe Mannig-
faltigkeit auch als analytische Mannigfaltigkeit betrachtet werden kann.
Notation
Ist M eine n-dimensionale komplexe Mannigfaltigkeit und ist (U,ϕ) eine komplexe
Karte, so bezeichnet man die Abbildungen z1, . . . , zn : U → C mit
(z1, . . . , zn) = ϕ
als (lokale) komplexe Koordinatenfunktionen (auf U ). Entsprechend fu¨hrt man fu¨r
Ck-Mannigfaltigkeiten (k ∈ N0∪{∞, ω}) reelle Koordinatenfunktionen ein, wobei man
gewo¨hnlich die Bezeichnungen x1, . . . , xn oder y1, . . . , yn wa¨hlt.
Bemerkung 2
Sind z1, . . . , zn komplexe Koordinatenfunktionen, so sind die Funktionen
x1 := Re z1, . . . , xn := Re zn, y1 := Im z1, . . . , yn := Im zn
reelle Koordinatenfunktionen auf der gleichen Mannigfaltigkeit, wenn man diese als
reelle Mannigfaltigkeit auffaßt.
1.2.2 Definition (Differenzierbare Abbildung)
Sei k ∈ N∪{∞, ω} und seienM1,M2 Ck-Mannigfaltigkeiten, außerdem sei f :M1 →M2
eine stetige Abbildung. f ist eine Ck-Abbildung (d.h. k-mal stetig differenzierbar bzw.
reell analytisch), falls fu¨r jede Karte (U1, ϕ1) in M1 und jede Karte (U2, ϕ2) in M2 mit
f(U1) ⊆ U2
ϕ2 ◦ f ◦ ϕ−11 : ϕ1(U1)→ ϕ2(U2)
eine Ck-Abbildung ist. Sind M1 und M2 komplexe Mannigfaltigkeiten und setzt man
voraus, daß obige Abbildung holomorph ist, so heißt f holomorph.
Bemerkung 3
(i) Zum Nachweis, daß f eine Ck-Abbildung ist, genu¨gt es, fu¨r jedes x ∈ M1 die
Existenz einer Karte (U1, ϕ1) in M1 mit x ∈ U1 und einer Karte (U2, ϕ2) in M2 mit
f(U1) ⊆ U2 zu zeigen, derart, daß ϕ2 ◦f ◦ϕ−11 : ϕ1(U1)→ ϕ2(U2) eine Ck-Abbildung
ist.
(ii) Sind M1,M2 komplexe Mannigfaltigkeiten und ist f :M1 →M2 eine holomorphe
Abbildung, so ist f eine reell analytische Abbildung, wenn man M1 und M2
als analytische Mannigfaltigkeiten auffaßt. Außerdem sind die komplexen bzw.
reellen Koordinatenfunktionen holomorph bzw. reell analytisch.
Das totale Differential daf einer differenzierbaren Abbildung f : U → C, U ⊆ Cn offen,
a ∈ U , ist eine R-lineare Abbildung
daf : Cn → C.
Liegt eine auf einer (komplexen) Mannigfaltigkeit M definierten differenzierbare Ab-
bildung vor, so ist etwas Entsprechendes einzufu¨hren. M besitzt im allgemeinen
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jedoch keine Vektorraumstruktur, so daß nun der Tangentialraum betrachtet wird.
Wir beteiligen uns an dieser Stelle nicht an der Diskussion u¨ber die verschiedenen
Zuga¨nge zum Tangentialraum [10] und verwenden hier zu diesem Zweck die soge-
nannten Derivationen.
1.2.3 Definition (Keim)
Sei X ein topologischer Raum, x ∈ X und sei Y eine nicht-leere Menge. Ein Ab-
bildungskeim ist eine Abbildung f : U → Y mit einer Umgebung U von x in X. Zwei
Abbildungskeime f : U → Y , g : V → Y heißen a¨quivalent, wenn es eine Umgebung
W von x in X mit W ⊆ U ∩ V gibt, so daß
f |W = g|W .
Die A¨quivalenzklassen dieser A¨quivalenzrelation heißen Abbildungskeime von X in
Y im Punkt x, und wir schreiben fu¨r diese auch
f : (X,x)→ Y, oder kurz: f .
Ist Y topologisch, so heißen die Abbildungskeime auch Funktionskeime. Es liegen
stetige Funktionskeime vor, wenn stetige Repra¨sentanten existieren. Sind X,Y
Mannigfaltigkeiten, so spricht man entsprechend von Ck-Funktionskeimen, wenn
zu jedem Funktionskeim ein Repra¨sentant existiert, der eine Ck-Abbildung ist, k ∈
N0 ∪ {∞, ω}. Analog werden holomorphe Funktionskeime eingefu¨hrt.
In §1.1 wurde stets die zugrundeliegende reelle Struktur betrachtet. Daher liegt es
nahe, statt komplexer Mannigfaltigkeiten zuna¨chst auf C∞-Mannigfaltigkeiten und
C∞-Abbildungen sowie deren zugeho¨rigen Tangentialabbildung einzugehen:
Notation
Sei ξ(a) = ξM (a) die Menge aller C∞-Funktionskeime f : (M,a) → R im Punkt a ∈ M
einer C∞-Mannigfaltigkeit M .
SeiM eine C∞-Mannigfaltigkeit und a ∈M . Fu¨hrt man mit Hilfe der Repra¨sentanten
Addition und Skalarmultiplikation auf ξ(a) ein, so erha¨lt man einen R-Vektorraum.
Ist N eine weitere C∞-Mannigfaltigkeit und ist f : (M,a)→ N ein C∞-Funktionskeim
sowie b := f(a) (fu¨r einen Repra¨sentanten f ), so betrachtet man den sogenannten
Pull back f∗ von f (bzw. f ), definiert durch
f∗ : ξN (b)→ ξM (a), ϕ 7→ ϕ ◦ f.
1.2.4 Definition ((R-) Derivation, Tangentialraum)
Sei M eine C∞-Mannigfaltigkeit und a ∈ M . Eine (R-) Derivation von ξ(a) ist eine
R-lineare Abbildung X : ξ(a)→ R, die der Produktregel
X(ϕ · ψ) = X(ϕ) · ψ(a) + ϕ(a) ·X(ψ) fu¨r alle ϕ,ψ ∈ ξ(a)
genu¨gt. Die Menge Ta = Ta(M) aller Derivationen von ξ(a) wird als Tangentialraum
von M im Punkt a bezeichnet.
Bemerkung 4
Der Tangentialraum Ta(M) ist bezu¨glich der punktweisen Addition und Skalar-
multiplikation ein R-Vektorraum. Aufgrund der lokalen Struktur lassen sich Ta(M)
und Ta(U), fu¨r beliebige offene Umgebungen U von a, identifizieren.
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Es bleibt anzumerken, daß der Tangentialraum fu¨r Ck-Mannigfaltigkeiten (k < ∞)
nicht als Menge aller R-Derivationen (bzgl. der Ck-Funktionskeime) eingefu¨hrt wird,
allerdings kann man ihn mit einer Teilmenge hiervon identifizieren [68, S. 39ff.].
1.2.5 Definition (Tangentialabbildung - das totale Differential)
Seien M,N C∞-Mannigfaltigkeiten und sei a ∈ M . Ist f : (M,a) → N ein C∞-
Funktionskeim, so ist die Tangentialabbildung Taf (das totale Differential) von
f in a definiert durch
Taf : Ta(M)→ Tf(a)(N), X 7→ X ◦ f∗.
Bemerkung 5
Die Tangentialabbildung Taf ist eine R-lineare Abbildung, außerdem gilt fu¨r eine
C∞-Mannigfaltigkeit L und einen C∞-Funktionskeim g : (N, f(a)) → L die Ketten-
regel
Ta(g ◦ f) = Tf(a)g ◦ Taf,
Da reelle Mannigfaltigkeiten lokal zu offenen Teilmengen des Rn homo¨omorph sind,
liegt es nahe, zuna¨chst den Tangentialraum Ta(Rn), a ∈ Rn, zu untersuchen [10]:
1.2.6 Satz
Seien n ∈ N, a ∈ Rn. Dann bilden die Funktionen
∂
∂xj
∣∣∣∣
a
: ξRn(a)→ R, f 7→ ∂f
∂xj
∣∣∣∣
a
:=
∂f
∂xj
(a), j = 1, . . . , n,
eine Basis von Ta(Rn), insbesondere ist Ta(Rn) (∼= Ta(U) fu¨r jede offene Umgebung U
von a) ein n-dimensionaler R-Vektorraum.
Notation
Entsprechend Satz 1.2.6 identifiziert man fu¨r jedes a ∈ Rn den Tangentialraum
Ta(Rn) (also auch jeden Tangentialraum Ta(U), U offene Umgebung von a in Rn)
mit Rn, vermo¨ge
pia : Rn → Ta(Rn), (λ1, . . . , λn) 7→
n∑
j=1
λj · ∂
∂xj
∣∣∣∣
a
.
Der nachfolgende Satz besagt nun, daß bei dieser Identifizierung das totale Differen-
tial aus §1.1 und die Tangentialabbildung fu¨r alle C∞-Abbildungen u¨bereinstimmen.
1.2.7 Satz
Seien n,m ∈ N und sei U eine offene, nicht-leere Teilmenge von Rn sowie a ∈ U und
f : U → Rm eine C∞-Abbildung. Dann kommutiert das folgende Diagramm:
Rn Rm
Ta(Rn) Tf(a)(R
m)
-daf
?
pia
?
pi
f(a)
-Taf
Dabei ist daf das totale Differential von f in a aus Definition 1.1.1.
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Notation
Wir bezeichnen die Tangentialabbildung (das totale Differential) Taf aufgrund von
Satz 1.2.7 im folgenden auch mit daf .
Da reelle Mannigfaltigkeiten lokal homo¨omorph zu offenen Teilmengen von Rn sind,
wird man lokale Koordinatenfunktionen zur Konstruktion einer Basis des Tangential-
raumes heranziehen wollen:
1.2.8 Satz ([53, Prop 2.1.11])
Sei M eine C∞-Mannigfaltigkeit der Dimension n ∈ N und a ∈M . Dann ist Ta(M) ein
R-Vektorraum der Dimension n. Ist (U,ϕ) eine Karte fu¨r M mit a ∈ U und b := ϕ(a),
so ist eine Basis gegeben durch
∂
∂xj
∣∣∣∣
a
: ξM (a)→ R, f 7→ ∂f
∂xj
∣∣∣∣
a
:=
∂(f ◦ ϕ−1)
∂xj
∣∣∣∣
b
, j = 1, . . . , n.
Dabei bezeichnet f ◦ ϕ−1 den Funktionskeim, der durch die Hintereinanderausfu¨h-
rung eines Repra¨sentanten f von f und einer entsprechenden Restriktion von ϕ−1
gegeben ist.
Notation
Die in Satz 1.2.8 definierte Basis von Ta(M), a ∈M , ha¨ngt von der Wahl der betrach-
teten Karte (U,ϕ) ab. Aufgrund der lokalen Struktur liegt nur eine Abha¨ngigkeit von
ϕ und nicht von U vor. Allgemein schreiben wir
∂
∂x1
∣∣∣
a
, . . . ,
∂
∂xn
∣∣∣
a
,
falls die Koordinatenfunktionen von ϕ die Bezeichnungen x1, . . . xn tragen. Dadurch
wird die Abha¨ngigkeit von ϕ dokumentiert.
Wir bezeichnen die Abbildungen a 7→ ∂∂xj
∣∣
a
, a ∈ M , mit ∂∂xj fu¨r j = 1, . . . , n. Dabei
liegen Abbildungen von M in das Tangentialbu¨ndel T (M) von M , definiert durch
T (M) :=
⋃
a∈M
Ta(M),
vor.
Notation
Ganz analog zu dem Vorgehen in Satz 1.2.8 (unter Beachtung der anschließenden
Notation) fu¨hren wir fu¨r eine n-dimensionale C∞-Mannigfaltigkeit durch das lokale
Zuru¨ckziehen mittels Karten (U,ϕ) (und ϕ = (x1, . . . , xn)) ein:
∂|α|
∂xα11 · · · ∂xαnn
:M → T (M), α = (α1, . . . , αn) ∈ Nn0 , |α| := α1 + · · ·+ αn.
Bislang haben wir bei der Untersuchung komplexer Mannigfaltigkeiten die reelle
Struktur betrachtet und die Tangentialra¨ume Ta(M), a ∈ M , stets als reelle Vektor-
ra¨ume aufgefaßt. Natu¨rlich sind die Tangentialra¨ume einer komplexen Mannigfaltig-
keit auch komplexe Vektorra¨ume. Dazu kann man analog wie bei reellen Mannig-
faltigkeiten verfahren:
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1.2.9 Anmerkungen
SeiM eine komplexe Mannigfaltigkeit, a ∈M und ξC(a) die Menge aller holomorphen
Funktionskeime
f : (M,a)→ C.
Dann wird der Tangentialraum Ta(M) von M im Punkt a auch als Menge aller C-
Derivationen von ξC(a) eingefu¨hrt. Dies sind die C-linearen Abbildungen
X : ξC(a)→ C,
die der Produktregel genu¨gen. Ta(M) ist dann ein C-Vektorraum. Da man M auch
als C∞-Mannigfaltigkeit auffassen kann, erha¨lt man zwei verschiedene Tangential-
ra¨ume, die jedoch miteinander identifiziert werden ko¨nnen:
Um die (Standard-) Basen des reellen und des komplexen Tangentialraumes in Be-
ziehung setzen zu ko¨nnen, werden zuna¨chst alle Basiselemente auf die Menge der
C-Derivationen von C∞a (M,C) fortgesetzt4. Dies fu¨hrt zur Wirtinger-Einbettung und
zur Komplexifizierung von Ta(M) [68, 2.A.6].
1.2.10 Definition und Satz (Wirtinger Ableitungen)
Ist M eine C∞-Mannigfaltigkeit und a ∈ M , so setzen wir eine R-Derivation X ∈
Ta(M), d.h. eine Abbildung X : ξM (a)→ R, durch
X(f) := X(Re f) + i ·X(Im f) fu¨r alle f ∈ C∞a (M,C)
in eindeutiger Weise zu einer C-Derivation X : C∞a (M,C) → C fort. Wir definieren
nun die Wirtinger Ableitungen wie zuvor als
∂
∂zj
=
1
2
·
( ∂
∂xj
− i · ∂
∂yj
)
,
∂
∂zj
=
1
2
·
( ∂
∂xj
+ i · ∂
∂yj
)
,
wobei Karten der Form ϕ = (x1, y1, . . . , xn, yn) betrachtet werden.
Anmerkungen
Obiges entspricht dem naheliegenden Vorgehen um auf Ta(M), a ∈M , eine komplexe
Struktur einzufu¨hren: Sei (U,ϕ) eine komplexe Karte von M mit a ∈ U und ϕ =
(z1, . . . , zn) sowie xj := Re zj, yj := Im zj fu¨r j = 1, . . . , n. Dann ist durch
Ta(M)→ R2n, X 7→
(
Ta x1(X), Ta y1(X), . . . , Ta xn(X), Ta yn(X)
)
ein R-Isomorphismus gegeben, wobei wir die Identifizierung Tx(R) ∼= R, x ∈ R,
(vermo¨ge pix) verwenden. Mit der Identifizierung von Cn mit dem R2n erha¨lt man
somit eine komplexe Struktur auf Ta(M), d.h. Ta(M) ist ein C-Vektorraum. Es liegt
eine Unabha¨ngigkeit von der betrachteten Karte (U,ϕ) vor [53, S.74f.].
Notation
Sind M,N komplexe Mannigfaltigkeiten, a ∈ M und ist f : (M,a) → N ein C∞-
Funktionskeim, so ist das totale Differential (die Tangentialabbildung) im Punkt a
daf : Ta(M)→ Tf(a)(N)
4C∞a (M,C) ist dabei die Menge aller C∞-Funktionskeime f : (M,a) → C, wobei wir sowohlM als auch
C als reelle Mannigfaltigkeit auffassen.
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eine R-lineare Abbildung von einem C-Vektorraum in einen anderen. Damit besitzt
daf gema¨ß Lemma 1.1.4 die Darstellung
daf = ∂af + ∂af
mit einer eindeutig bestimmten C-linearen Abbildung ∂af : Ta(M) → Tf(a)(N) und
einer eindeutig bestimmten anti-C-linearen Abbildung ∂af : Ta(M)→ Tf(a)(N).
1.3. Komplexe Differentialformen
Wir gehen nun na¨her auf die in §1.1 betrachtete Abbildung df : a 7→ daf ein. df
ist eine Abbildung in die Menge der R-linearen Abbildungen von einem vom Punkt
a abha¨ngenden, endlich dimensionalen Vektorraum in einen anderen. Allgemein
untersuchen wir zuna¨chst (alternierende) k-lineare Abbildungen:
1.3.1 Definition (k-Linearform)
Seien V,W R-Vektorra¨ume und k ∈ N. Eine Abbildung f : V k → W heißt k-linear
(auch: Multilinearform der Ordnung k oder k-Linearform), falls sie in jeder Kompo-
nente R-linear ist. Gilt zusa¨tzlich
f(v1, . . . , vk) = 0, falls es i 6= j mit vi = vj gibt,
so heißt f alternierende k-Linearform. Sei Λk(V,W ) die Menge aller alternierenden
k-Linearformen f : V k →W . Wir setzen außerdem Λ0(V,W ) =W .
Bemerkung 1
Λ1(V,W ) ist die Menge aller R-linearen Abbildungen von V nach W .
1.3.2 Definition (A¨ußeres Produkt)
Sei V ein R-Vektorraum und seien k ∈ N, f1, . . . , fk ∈ Λ1(V,C). Dann definieren wir
das a¨ußere Produkt (auch: alternierendes Produkt) f1 ∧ · · · ∧ fk : V k → C von
f1, . . . , fk durch
(
f1 ∧ · · · ∧ fk
)
(v1, . . . , vk) := det

f1(v1) f1(v2) . . . f1(vk)
f2(v1)
. . .
...
...
. . .
...
fk(v1) fk(v2) . . . fk(vk)

fu¨r alle v1, . . . , vk ∈ V .
Bemerkung 2
(i) Aus den elementaren Eigenschaften von Determinanten und dem Entwicklungs-
satz folgt f1 ∧ · · · ∧ fk ∈ Λk(V,C).
(ii) Es gilt f1 ∧ f2 = −f2 ∧ f1 und (a · f1) ∧ f2 = a · (f1 ∧ f2) fu¨r alle a ∈ C.
(iii) Λk(V,C) ist ein C-Vektorraum, und ist {f1, . . . , fn} die zu einer Basis von V
geho¨rende duale Basis von Λ1(V,C), so ist{
fi1 ∧ · · · ∧ fik : 1 ≤ i1 < · · · < ik ≤ n
}
eine Basis von Λk(V,C) fu¨r k = 1, . . . , n.
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Indem man das a¨ußere Produkt zuna¨chst entsprechend Bemerkung 2(iii) auf Basen
von Λp(V,C) und Λq(V,C) definiert und dann linear fortsetzt, erha¨lt man ein a¨ußeres
Produkt
∧ : Λp(V,C)× Λq(V,C)→ Λp+q(V,C),
genauer gilt der folgende
1.3.3 Satz (Fortsetzung des a¨ußeren Produkts)
Sei V ein endlich-dimensionaler R-Vektorraum. Sind p, q ∈ N0 mit p+q ≤ dimΛ1(V,C),
so gibt es eine eindeutig bestimmte bi-lineare Abbildung
∧ : Λp(V,C)× Λq(V,C)→ Λp+q(V,C), (f, g) 7→ f ∧ g,
die mit obiger Definition des a¨ußeren Produkts konform ist, wobei wir f ∧ g = f · g
setzen, falls f ∈ Λ0(V,C) oder g ∈ Λ0(V,C).
1.3.4 Definition (Differentialform)
Sei M eine reelle Mannigfaltigkeit sowie k ∈ N0. Eine (komplexe oder: komplex-
wertige) Differentialform vom Grad k auf M (kurz: k-Form auf M ) ist eine Ab-
bildung
ω :M → Λk(T (M),C) :=
⋃
a∈M
Λk(Ta(M),C)
mit ω(a) ∈ Λk(Ta(M),C) fu¨r alle a ∈ M . Eine reelle (reellwertige) Differentialform
(vom Grad k) liegt vor, wenn man entsprechend C durch R ersetzt.
Bemerkung 3
(i) Jede reelle Differentialform ist eine komplexe Differentialform und definiert
man fu¨r eine (komplexe) Differentialform ω punktweise Reω und Imω, so gilt
ω = Reω + i · Imω. Reω und Imω sind reelle Differentialformen.
(ii) Eine 0-Form ω auf M ist eine Abbildung ω :M → C.
(iii) Ist M eine nicht-leere, offene Teilmenge von Rn, n ∈ N, so ist ω (bis auf Iso-
morphie) eine Abbildung ω :M → Λk(Rn,C), bzw. ω :M → Λk(Rn,R).
Nun setzen wir punktweise die Definition des a¨ußeren Produkts auf Differential-
formen fort, d.h. sind ω1, ω2 Differentialformen auf M , so ist das a¨ußere Produkt
ω1 ∧ ω2 von ω1 und ω2 definiert durch
(ω1 ∧ ω2)(a) := ω1(a) ∧ ω2(a) fu¨r alle a ∈M .
Bemerkung 4
Fu¨r jede k-Form ω1 und jede `-Form ω2 ist ω1 ∧ ω2 eine k + `-Form.
Notation
Sei k ∈ N und seien α1, . . . , αk ∈ N0, α := (α1, . . . , αk). Gilt 1 ≤ α1 < · · · < αk, so
heißt α Multi-Index der La¨nge k. Fu¨r n ∈ N sei M(k, n) die Menge aller Multi-Indizes
α = (α1, . . . , αk) der La¨nge k mit αk ≤ n. Sei außerdem M(0, n) = {(0, . . . , 0)} ⊆ Rn.
Der folgende Satz gibt eine wichtige Darstellung von (komplexen) Differentialformen
auf reellen Mannigfaltigkeiten an. Wenn wir spa¨ter komplexe Mannigfaltigkeiten be-
trachten, werden wir eine a¨hnliche Darstellung zugrunde legen.
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1.3.5 Satz
Seien n, k ∈ N und sei M eine n-dimensionale reelle Mannigfaltigkeit sowie ω eine
(komplexe) Differentialform vom Grad k auf M . Ist U eine Karte von M und sind
x1, . . . , xn : U → R Koordinatenfunktionen auf U , so gibt es eine eindeutig bestimmte
Familie ωα, α ∈M(k, n), von Abbildungen ωα : U → C mit
ω(a) =
∑
α∈M(k,n)
ωα(a) · da xα fu¨r alle a ∈ U,
wobei daxα = daxα1 ∧ · · · ∧ daxαk . Ist ω eine reelle Differentialform, so sind die Koeffi-
zientenfunktionen ωα, α ∈M(k, n), reellwertig.
Notation
Eine (komplexe) Differentialform ω vom Grad k ∈ N heißt stetig, stetig differenzierbar
etc., wenn fu¨r jede Karte (U,ϕ) sa¨mtliche Koeffizientenfunktionen ωα, α ∈ M(k, n),
aus Satz 1.3.5 diese Eigenschaft haben. Schreibe
ω ∈ C(M,Λk(T (M),C)), ω ∈ C1(M,Λk(T (M),C)) etc.
1.3.6 Definition (A¨ußere Ableitung)
Sei M eine reelle Mannigfaltigkeit. Ist f : M → C differenzierbar, so betrachte die
Abbildung
df : a 7→ daf
als Abbildung df :M → Λ1(T (M),C), d.h. als eine 1-Form. Ist ω eine differenzierbare
Differentialform vom Grad k ∈ N auf M , so definieren wir die a¨ußere Ableitung
dω : a 7→ da ω von ω durch
da ω :=
∑
α∈M(k,n)
(da ωα) ∧ daxα, a ∈M,
mit Koeffizientenfunktionen ωα, α ∈ M(k, n), gema¨ß Satz 1.3.5. Der Operator d wird
auch als a¨ußere Ableitung bezeichnet.
Bemerkung 5
(i) Die Definition von dω ist unabha¨ngig von der Wahl der Karte [14, §4].
(ii) dω ist eine Differentialform vom Grad k + 1.
Der folgende Satz [18, 44, 45] besagt, daß die Komposition der a¨ußeren Ableitung
fu¨r zweimal stetig differenzierbare Differentialformen auf Rn stets die Differential-
form ergibt, die konstant 0 ist. Fu¨r eine zweimal stetig differenzierbare Abbildung
folgt die Aussage aus dem Satz von Schwarz, der es erlaubt, die Reihenfolge der
auftretenden partiellen Ableitungen zu vertauschen, zusammen mit der Darstellung
aus Satz 1.1.5, d.h.
ddf =
n∑
j,k=1
∂2f
∂xk∂xj
· dxk ∧ dxj .
1.3.7 Satz ([53, Prop. 2.6.3])
Sei M eine n-dimensionale reelle Mannigfaltigkeit und sei ω eine zweimal stetig
differenzierbare Differentialform auf M . Dann gilt ddω = 0.
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Wir haben abermals nur die reelle Struktur betrachtet. Beim Vorliegen einer kom-
plexen Differentialform wollen wir jedoch nun den alternierenden Anteil dxα durch
einen C-linearen und einen anti-C-linearen beschreiben. Dies fu¨hrt zur Definition
von (p, q)-Formen:
Notation
Sei M eine n-dimensionale komplexe Mannigfaltigkeit, (U,ϕ) eine komplexe Karte
sowie z1, . . . , zn : U → C mit ϕ = (z1, . . . , zn). Sei p ∈ N mit p ≤ n und a ∈ U . Setze
daz
α := dazα1 ∧ · · · ∧ dazαp
fu¨r alle α = (α1, . . . , αp) ∈M(p, n). Wir fassen dazj als R-lineare Abbildung
dazj : Ta(M)→ C
auf. Dann ist dazα ein Element von Λp(Ta(M),C). Setze daz(0,...,0) := 1 Entsprechend
fu¨hrt man dazα ein. Ist zusa¨tzlich q ∈ N0 mit q ≤ n, so bezeichnen wir den von der
Menge {
daz
α ∧ dazβ : α ∈M(p, n), β ∈M(q, n)
}
erzeugten Unterraum von Λp+q(Ta(M),C) mit Λp,q(Ta(M),C), wobei wir auch p = 0
zulassen. Sei außerdem
Λp,q(Ta(M),R) := Λp,q(Ta(M),C) ∩ Λp+q(Ta(M),R) =
{
f ∈ Λp,q(Ta(M),C) : f = f
}
sowie
Λp,q(T (M),C) :=
⋃
a∈M
Λp,q(Ta(M),C) und Λp,q(T (M),R) :=
⋃
a∈M
Λp,q(Ta(M),R).
1.3.8 Satz
Ist M eine n-dimensionale komplexe Mannigfaltigkeit, a ∈ M und ist (U,ϕ) eine
komplexe Karte mit a ∈ U und ϕ = (z1, . . . , zn), so ist
{daz1, . . . , dazn} bzw. {daz1, . . . , dazn}
eine Basis der Menge aller C-linearen bzw. anti-C-linearen Abbildungen von Ta(M)
nach C.
1.3.9 Definition ((p, q)-Form)
Sei n ∈ N und sei M eine n-dimensionale komplexe Mannigfaltigkeit sowie p, q ∈ N0
mit p, q ≤ n. Eine komplexe Differentialform vom Typ (p, q) (kurz: (p, q)-Form) auf
M ist eine komplexe Differentialform ω vom Grad p+q aufM (wenn manM als reelle
Mannigfaltigkeit der Dimension 2n auffaßt) mit
ω(a) ∈ Λp,q(Ta(M),C) fu¨r alle a ∈M .
Aus Satz 1.3.8 ergibt sich
1.3.10 Satz
Ist ω eine (p, q)-Form auf M und sind z1, . . . , zn : U → C komplexe Koordinatenfunk-
tionen einer Karte (U,ϕ) von M , so existieren eindeutig bestimmte Koeffizienten-
funktionen ωα,β : U → C, α ∈M(p, n), β ∈M(q, n), mit
ω(a) =
∑
α∈M(p,n),β∈M(q,n)
ωα,β(a) · dazα ∧ dazβ fu¨r alle a ∈ U .
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Notation
Eine (p, q)-Form ω heißt stetig, stetig differenzierbar etc., wenn fu¨r jede Karte (U,ϕ)
alle Koeffizientenfunktionen aus Satz 1.3.10 diese Eigenschaft haben, entsprechend
schreiben wir ω ∈ C(M,Λp,q(T (M),C)), ω ∈ C1(M,Λp,q(T (M),C)) etc.
Man fu¨hrt nun die a¨ußere Ableitung dω, a 7→ daω einer differenzierbaren (p, q)-Form
ω (die in obiger Darstellung vorliegt) ein durch
da ω =
∑
α∈M(p,n),β∈M(q,n)
da ωα,β ∧ dazα ∧ dazβ, a ∈M.
Man beachte dabei, daß die Definition nicht von der Wahl der Karte abha¨ngt. Ent-
sprechend fu¨hrt man ∂ω : a 7→ ∂aω und ∂ω : a 7→ ∂aω ein durch
∂ω :=
∑
α∈M(p,n),β∈M(q,n)
∂ωα,β ∧ dzα ∧ dzβ und ∂ω :=
∑
α∈M(p,n),β∈M(q,n)
∂ωα,β ∧ dzα ∧ dzβ .
Bemerkung 6
(i) Sind d, ∂, ∂ in naheliegender Weise definiert, so gilt d = ∂ + ∂.
(ii) ∂ω ist eine (p+ 1, q)- und ∂ω eine (p, q + 1)-Form, falls p+ 1 ≤ n bzw. q + 1 ≤ n.
Satz 1.3.7 lehrt, daß die Komposition der a¨ußeren Ableitung d = ∂+∂ kein weiter zu
untersuchendes Objekt darstellt. Man betrachtet daher einen durch ∂−∂ definierten
Differentialoperator:
1.4. Positive Currents
Wir fu¨hren nun den Operator ein, der in der Pluri-Potentialtheorie eine a¨hnlich große
Bedeutung besitzt, wie der Laplace-Operator in der Potentialtheorie (vgl. auch §3.4).
Sei dazu zuna¨chst
dc = i · (∂ − ∂)
ein weiterer Differential-Operator. Wir betrachten den Differential-Operator ddc.
Bemerkung 1
Aus Satz 1.3.7 folgt 0 = ddω = (∂ + ∂)(∂ + ∂)ω = ∂2ω + (∂∂ + ∂∂)ω + ∂2ω (ω: zweimal
stetig differenzierbare Differentialform) und, da jeder Summand einem anderen Typ
von Differentialform entspricht,
∂2 = ∂2 = 0 und ∂∂ + ∂∂ = 0.
Damit ergibt sich fu¨r den linearen Operator ddc die Darstellung
ddc = i(∂ + ∂)(∂ − ∂) = i · (∂∂ − ∂2 + ∂2 − ∂∂) = 2i · ∂∂.
Entsprechend folgt dcd = −ddc.
Es gibt Zusammenha¨nge zwischen dem Laplace-Operator und dem Operator ddc =
2i · ∂∂ [68]. Wir geben noch eine Motivation fu¨r den auftretenden Faktor 2i. Beno¨tigt
wird dazu die nachfolgende
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Bemerkung 2
Ist V ein Vektorraum und f ∈ Λ1(V,C), so gilt fu¨r alle v1, v2 ∈ V
i
2
· f ∧ f = i
2
· det
(
f(v1) f(v2)
f(v1) f(v2)
)
=
i
2
· (f(v1) · f(v2)− f(v1) · f(v2))
= Re f(v1) · Im f(v2)− Re f(v2) · Im f(v1).
Setzt man außerdem g := i2 ·f∧f , so gilt g = g, d.h. g ∈ Λ2(V,R). Dieses Vorgehen kann
allgemein verwendet werden, um Elemente aus Λk(V,R), k ∈ N, zu konstruieren.
1.4.1 Korollar
Sei M eine n-dimensionale komplexe Mannigfaltigkeit, a ∈ M und sei (U,ϕ) eine
Karte von M mit a ∈ U . Sei ϕ = (z1, . . . , zn) und sei zj = xj + i · yj fu¨r j = 1, . . . , n. Dann
gilt
i
2
· dazj ∧ dazj = daxj ∧ dayj fu¨r j = 1, . . . , n,
also i2 · dzj ∧ dzj = dxj ∧ dyj fu¨r j = 1, . . . , n.
1.4.2 Anmerkungen (Zusammenhang zum Laplace-Operator)
Sei n ∈ N, Ω eine nicht-leere, offene Teilmenge von Cn und u : Ω → C zweimal stetig
differenzierbar. Dann gilt
∂2u
∂zj∂zk
=
∂
∂zj
( ∂u
∂zk
)
=
1
2
· ∂
∂zj
( ∂u
∂xk
− i · ∂u
∂yk
)
=
1
4
·
( ∂
∂xj
+ i · ∂
∂yj
)( ∂u
∂xk
− i · ∂u
∂yk
)
=
1
4
·
( ∂2u
∂xj∂xk
+
∂2u
∂yj∂yk
)
+
i
4
·
( ∂2u
∂xj∂yk
− ∂
2u
∂yj∂xk
)
.
Mit dem Satz von Schwarz und einer analogen Rechnung fu¨r
∂2u
∂zk∂zj
folgt
∂2u
∂zj∂zk
=
∂2u
∂zk∂zj
und ∆u =
n∑
k=1
(∂2u
∂x2k
+
∂2u
∂y2k
)
= 4 ·
n∑
k=1
∂2u
∂zk∂zk
.
Im Fall n = 1 ergibt sich somit
ddcu = 2i · ∂
2u
∂z1∂z1
dz1 ∧ dz1 =
1.4.1
∆u · dx ∧ dy,
wobei x : C→ R, w 7→ Rew und y : C→ R, w 7→ Imw.
Der folgende Satz liefert eine explizite Darstellung von ddcu fu¨r eine zweimal stetig
differenzierbare Abbildung u und ist im Zusammenhang mit pluri-subharmonischen
Funktionen von entscheidender Bedeutung.
1.4.3 Satz
Sei n ∈ N und sei Ω eine nicht-leere, offene Teilmenge von Cn sowie u : Ω → C eine
zweimal stetig differenzierbare Funktion. Dann ist ddcu eine (1, 1)-Form, gegeben
durch
ddcu = 2i
n∑
j,k=1
∂2u
∂zj∂zk
dzj ∧ dzk.
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Beweis:
Mit Satz 1.1.5 folgt
ddcu = 2i∂∂u = 2i · ∂
n∑
k=1
∂u
∂zk
dzk = 2i ·
n∑
k=1
∂
( ∂u
∂zk
dzk
)
= 2i
n∑
j,k=1
( ∂2u
∂zj∂zk
dzj
) ∧ dzk
= 2i
n∑
j,k=1
∂2u
∂zj∂zk
dzj ∧ dzk.

Naheliegend ist es, die in Satz 1.4.3 auftretenden partiellen Ableitungen im distri-
butionellem Sinn zu verstehen und somit den Operator ddc auf lokal integrierbare
Funktionen zu erweitern. Wir wollen dann auch Funktionen zulassen, die auf Mannig-
faltigkeiten definiert sind. Natu¨rlich kann ddcu dann nicht als Distribution aufgefaßt
werden, da auch noch ein alternierender Anteil auftritt. Es liegt dann jedoch, wie im
Fall von Distributionen, ein Element eines geeigneten Dualraumes vor. Man wa¨hlt
dazu eine aus der Distributionentheorie motivierte Notation [14, 44]:
Notation
Seien n ∈ N, M eine n-dimensionale komplexe Mannigfaltigkeit und p, q ∈ N0 mit
p, q ≤ n. Die Menge aller stetigen (bzw. beliebig oft differenzierbaren) (p, q)-Formen ω
auf M mit kompaktem Tra¨ger suppω := {x ∈M : ω(x) 6= 0} sei
D
p,q
0 (M) = C0(M,Λ
p,q(T (M),C)), bzw. Dp,q(M) = C∞0 (M,Λ
p,q(T (M),C)).
Die Elemente von Dp,q(M) werden in Analogie zur Distributionentheorie als Test-
formen (auf M ) bezeichnet. Wir versehen Dp,q(M) mit der C∞-Topologie der Ko-
effizientenfunktionen, d.h. sind ω(k), k ∈ N0, Differentialformen aus Dp,q(M), so
konvergiert (ω(k))k∈N genau dann gegen ω(0), wenn gilt:
(i) Es existiert eine Karte (U,ϕ) von M und eine kompakte Menge K ⊆ U mit
suppω(k) ⊆ K fu¨r alle k ∈ N0.
(ii) Ist
ω(k)(a) =
∑
α∈M(p,n),β∈M(q,n)
ω
(k)
α,β(a) · dazα ∧ dazβ, a ∈ U,
eine lokale Darstellungen von ω(k), k ∈ N0, so gilt fu¨r alle α ∈M(p, n), β ∈M(q, n)
und alle ν = (ν1, . . . , ν2n) ∈ N2n0
Dν(ω(k)α,β) -k→∞ D
ν(ω(0)α,β) gleichma¨ßig,
wobei
Dν :=
∂|ν|
∂xν11 ∂y
ν2
1 · · · ∂xν2n−1n · ∂yν2nn
, |ν| := ν1 + · · ·+ ν2n
bezu¨glich beliebigen Koordinantenfunktionen ϕ = (x1, y1, . . . , xn, yn) auf U .
Indem man in (ii) nur die gleichma¨ßige Konvergenz von (ω(k)α,β)k∈N gegen ω
(0)
α,β fordert,
erha¨lt man entsprechend eine Topologie auf Dp,q0 .
Bemerkung 3
(i) Die Konvergenz in (ii) ist unabha¨ngig von ϕ, d.h. von der betrachteten Karte.
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(ii) Die Konvergenz der Koeffizientenfunktionen entspricht der in der Distribution-
entheorie verwendeten Konvergenz der Testfunktionen.
Die Distributionen sind genau die Elemente des Dualraumes der Menge der Test-
funktionen. Ganz analog fu¨hrt dies zur folgenden
1.4.4 Definition (Current)
Sei n ∈ N und sei M eine n-dimensionale komplexe Mannigfaltigkeit sowie p, q ∈ N0
mit p, q ≤ n. Die Elemente des Dualraumes von. . .
. . .Dn−p,n−q(M) heißen (p, q)-Currents ( franz.: Courants) (auf M ). Sei Dp,q(M) die
Menge aller (p, q)-Currents auf M .
. . .Dn−p,n−q0 (M) heißen (p, q)-Currents der Ordnung 0 (auf M ). Sei D
0
p,q(M) die
Menge aller (p, q)-Currents der Ordnung 0 auf M .
Bemerkung 4
(i) IstM eine n-dimensionale komplexe Mannigfaltigkeit, so sind die (n, n)-Currents
aufM genau die Distributionen aufM , denn ist p = q = n, so folgtDn−p,n−q(M) =
D0,0(M) = C∞0 (M,Λ0,0(T (M),C)) = C∞0 (M,C), also Dn,n(M) =
(
C∞0 (M,C)
)′.
(ii) (p, q)-Currents ko¨nnen als (p, q)-Differentialformen mit Distritutionen als Koef-
fizientenfunktionen aufgefaßt werden [23, §5.2].
Notation
Seien n ∈ N, p, q ∈ N0 mit p, q ≤ n sowie M eine komplexe Mannigfaltigkeit. Fu¨r jede
offene Teilmenge U von M und jedes (p, q)-Current T auf M bezeichnen wir mit T |U
das durch 〈T |U , ω〉 := 〈T, ω〉, ω ∈ Dn−p,n−q(U), definierte (p, q)-Current auf U .
Da Currents als verallgemeinerte Distributionen aufgefaßt werden ko¨nnen, liegt es
nahe, den Tra¨ger von Currents analog zu denen von Distributionen zu definieren:
1.4.5 Definition (Tra¨ger eines Currents)
Sei n ∈ N und M eine n-dimensionale komplexe Mannigfaltigkeit sowie p, q ∈ N0 mit
p, q ≤ n. Fu¨r einen (p, q)-Current T auf M wird der Tra¨ger von T definiert durch
suppT :=M \
⋃
{U : U offene Teilmenge von M , T |U = 0}.
Bemerkung 5
Ist U ⊆ M offen und gibt es zu jedem Punkt x ∈ U eine offene Umgebung V von x
mit T |V = 0, so gilt T |U = 0 [14].
1.4.6 Satz
Sei n ∈ N und sei M eine n-dimensionale komplexe Mannigfaltigkeit sowie p, q ∈ N0
mit p, q ≤ n. Sei T ein (p, q)-Current, lokal in der Darstellung
T =
∑
α∈M(p,n),
β∈M(q,n)
Tα,β · dzα ∧ dzβ
mit Distributionen Tα,β. Dann gilt:
(a) suppTα,β ⊆ suppT fu¨r alle α ∈M(p, n), β ∈M(q, n).
(b) Fu¨r jedes x ∈ suppT existieren α ∈M(p, n), β ∈M(q, n) mit x ∈ suppTα,β.
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Beweis:
Zu (a): Sei x 6∈ suppT . Dann existiert eine offene Umgebung U von x mit T |U = 0. Durch
Verkleinern von U kann man voraussetzen, daß U in einer Karte von M enthalten ist. Damit
folgt
0 = T |U =
∑
α,β
Tα,β |U · dzα ∧ dzβ .
Aus Satz 1.3.8 folgt Tα,β |U = 0, also x 6∈ suppTα,β fu¨r alle α, β. Zu (b): Sei x ∈ suppT . Angenom-
men, x 6∈ suppTα,β fu¨r alle α, β. Dann gibt es fu¨r alle α, β eine offene Umgebung U = U(α, β)
von x mit Tα,β |U = 0. Setzt man U :=
⋂
α,β U(α, β), so ist U eine offene Umgebung von x mit
Tα,β |U = 0 fu¨r alle α, β. Damit folgt T |U = 0 . 
In der Distributionentheorie identifiziert man lokal integrierbare Funktion mit einer
Distribution (vgl. Bemerkung 1 (Seite 9)). Eine a¨hnliche Vorgehensweise erlaubt es
lokal integrierbare Differentialformen als Current aufzufassen. Dazu werden Kennt-
nisse der Integration von Differentialformen auf (orientierbaren) Mannigfaltigkeiten
beno¨tigt. Wir verzichten auf Details und fu¨hren nur die zugrundeliegende Idee an:
1.4.7 Integration von (reellen) Differentialformen
Sei n ∈ N und M eine reelle n-dimensionale Mannigfaltigkeit. Sei ω eine reelle
Differentialform auf M vom Grad n mit kompaktem Tra¨ger suppω und sei (U,ϕ) eine
(reelle) Karte von M in der Darstellung ϕ = (x1, . . . , xn). Gema¨ß Satz 1.3.5 existiert
eine eindeutig bestimmte Abbildung fU,ϕ : U → R mit
ω(a) = fU,ϕ(a) · dax1 ∧ · · · ∧ daxn fu¨r alle a ∈ U .
Die Definition von
∫
ω fu¨hrt man nun lokal durch das Zuru¨ckziehen mittels Karten
auf die Integration im Rn zuru¨ck: Da suppω kompakt ist existieren Karten (U1, ϕ1),
. . . , (Um, ϕm), m ∈ N, mit suppω ⊆
⋃m
j=1 Uj. Sei η1, . . . , ηm eine C
∞-Partition der Eins
bzgl. U1, . . . , Um, und setze∫
M
ω :=
m∑
j=1
∫
ϕj(Uj)
(ηj · fUj,ϕj ) ◦ ϕ
−1
j ,
falls die rechte Seite wohldefiniert ist. Man beachte dabei, daß diese Definition
zuna¨chst nicht nur von der Partition der Eins und der U¨berdeckung U1, . . . , Um,
sondern auch von den Karten ϕ1, . . . , ϕm abha¨ngt. Eine Unabha¨ngigkeit erha¨lt man
mittels Transformationssatz, wenn man die Mannigfaltigkeit M als orientierbar vor-
aussetzt [53].
1.4.8 Anmerkungen
Faßt man komplexe Mannigfaltigkeiten in der hier angegebenen Art und Weise als
reelle Mannigfaltigkeit auf, so ist jede komplexe Mannigfaltigkeit eine reelle und
orientierbare Mannigfaltigkeit [68, Bsp. 9.B.4].
(i) Ist M eine komplexe Mannigfaltigkeit und ω eine Differentialform auf M mit
kompaktem Tra¨ger, so sei∫
M
ω :=
∫
M
Reω + i ·
∫
M
Imω,
sofern die rechte Seite wohldefiniert (ω also integrierbar) ist.
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(ii) Die kanonische Orientierung auf einer n-dimensionalen komplexen Mannig-
faltigkeit M ist gegeben durch die (reellwertige) Standardvolumenform [68,
S.394], vgl. auch [30, S.18] fu¨r M = Cn,
dV :=
( i
2
)n · dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn
= (−1)n·(n−1)2 ·
( i
2
)n · dz1 ∧ · · · dzn ∧ dz1 ∧ · · · ∧ dzn = dx1 ∧ dy1 ∧ · · · ∧ dxn ∧ dyn.
Ist u : Ω→ R, Ω ⊆ Cn offen, zweimal stetig differenzierbar, so gilt [44, S.15]
(ddcu)n = ddcu ∧ · · · ∧ ddcu = 4nn! · det
( ∂2u
∂zj∂zk
)n
j,k=1
dV.
(ddc)n wir als (komplexer) Monge-Ampe`re Operator bezeichnet.
1.4.9 Definition und Satz
Seien n ∈ N, p, q ∈ N0 mit p, q ≤ n. Sei M eine n-dimensionale komplexe Mannig-
faltigkeit und sei χ eine lokal-integrierbare (p, q)-Differentialform auf M . Ist ω ∈
Dn−p,n−q(M) eine Testform, so ist χ∧ω eine lokal-integrierbare (n, n)-Differentialform
auf M mit kompaktem Tra¨ger. Sei
〈Tχ, ω〉 :=
∫
M
χ ∧ ω fu¨r alle Testformen ω ∈ Dn−p,n−q(M).
Dann ist Tχ ein (p, q)-Current auf M . Die Injektivita¨t der Abbildung χ 7→ Tχ ergibt
sich aus der Tatsache, daß aus
∫
M χ ∧ ω = 0 fu¨r alle ω ∈ Dn−p,n−q(M) bereits χ = 0
folgt [17, §17.5.1]. Damit kann χ mit dem Current Tχ identifiziert werden und man
schreibt auch nur χ statt Tχ.
Bemerkung 6
Ist u : M → R eine C2-Abbildung, so folgt aus der Integration-by-part formula [44,
Prop. 3.4.1]
〈ddcu, χ〉 =
∫
ddcu ∧ χ =
∫
u · ddcχ =
∫
u ∧ ddcχ = 〈u, ddcχ〉
fu¨r jede Testform χ ∈ Dn−1,n−1(M).
Notation
Sind n ∈ N, p, q ∈ N0 mit p, q ≤ n und ist M eine n-dimensionale komplexe Mannig-
faltigkeit sowie T ein (p, q)-Current auf M und ψ ∈ Dk,`(M) mit p+ k, q + ` ≤ n, so ist
durch
〈T ∧ ψ, ω〉 := 〈T, ψ ∧ ω〉 fu¨r alle ω ∈ Dn−p−k,n−q−`(M)
ein (p + k, q + `)-Current T ∧ ψ definiert. Man beachte, daß im Fall k = ` = 0 auf der
rechten Seite die u¨bliche Multiplikation auftritt, man schreibt in diesem Fall auch
ϕ · T statt T ∧ ϕ. Ist T von Ordnung 0, so la¨ßt man auch ψ ∈ Dk,`0 (M) zu.
Fu¨r die Definition von positiven Currents beno¨tigen wir analog zu positiven Test-
funktionen in der Distributionentheorie noch positive Testformen. Dabei liegt es
nahe, daß positive (p, q)-Formen notwendigerweise reellwertig sind, d.h. es liegen
Differentialformen der Form
ω :M → Λp,q(T (M),R)
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vor. Der nachfolgende Satz gibt ein Kriterium zum Testen auf Reellwertigkeit einer
Linearform aus Λ1,1(Cn,C) an.
1.4.10 Satz
Sei n ∈ N. Eine Linearform ω ∈ Λ1,1(Cn,C) ist genau dann reellwertig, d.h. es liegt
ω ∈ Λ1,1(Cn,R) vor, wenn es eine hermitische n × n Matrix (aj,k) mit Eintra¨gen in C
gibt so, daß
ω =
i
2
·
n∑
j,k=1
aj,k · dzj ∧ dzk.
Beweis:
Wa¨hle die eindeutig bestimmte Familie aj,k, j, k = 1, . . . , n komplexer Zahlen mit ω = i2 ·
n∑
j,k=1
aj,k · dzj ∧ dzk. Dann folgt
ω ∈ Λ1,1(Cn,R)⇐⇒ ω = ω
⇐⇒ i
2
·
n∑
j,k=1
aj,k · dzj ∧ dzk = i2 ·
n∑
j,k=1
aj,k · dzj ∧ dzk = − i2 ·
n∑
j,k=1
aj,k · dzj ∧ dzk
=
i
2
·
n∑
j,k=1
ak,j · dzj ∧ dzk ⇐⇒ (aj,k) = (ak,j).

Aus Satz 1.4.10 und Anmerkung 1.4.2 sowie Satz 1.4.3 ergibt sich:
1.4.11 Korollar
Ist n ∈ N und Ω eine nicht-leere, offene Teilmenge von Cn sowie u : Ω → R eine
zweimal stetig differenzierbare Abbildung, so ist ddcu eine reellwertige (1, 1)-Form,
d.h. es liegt
ddcu : Ω→ Λ1,1(Cn,R)
vor.
1.4.12 Beispiel
Sei n ∈ N und seien g1, . . . , gn : Cn → C integrierbare Abbildungen. Dann gilt
ω :=
i
2
· (g1 · dz1 ∧ g1 · dz1) ∧ · · · ∧ i2 · (gn · dzn ∧ gn · dzn)
=
(
g1 · g1 · · · gn · gn
) · ( i
2
)n · dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn,
also aufgrund der natu¨rlichen Orientierung (Anmerkung 1.4.8)∫
ω =
∫
g1 · g1 · · · gn · gn ≥ 0.
Wir verfahren nun allgemein entsprechend obigem Beispiel und Bemerkung 2, um
zu einer Definition von positiven Testformen und somit positiven Currents zu gelan-
gen.
1.4.13 Definition (Positive Linearform, Differentialform und Current)
Sei n ∈ N und sei M eine n-dimensionale komplexe Mannigfaltigkeit sowie p ∈ N mit
p ≤ n und a ∈ M . Eine Linearform ω ∈ Λp,p(Ta(M),R) bezeichnen wir als elementar
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(stark) positiv, wenn linear unabha¨ngige Linearformen f1, . . . , fp ∈ Λ1,0(Ta(M),C),
d.h. C-lineare Abbildungen f1, . . . , fp : Ta(M)→ C, existieren mit
ω =
i
2
· f1 ∧ f1 ∧ · · · ∧ i2 · fp ∧ fp.
Eine Linearform ω ∈ Λp,p(Ta(M),R) heißt (stark) positiv, falls es m ∈ N, λ1, . . . , λm ≥ 0
und elementar (stark) positive Linearformen ω1, . . . , ωm ∈ Λp,p(Ta(M),R) gibt mit
ω = λ1 · ω1 + · · ·+ λm · ωm.
Wir lassen nun auch p = 0 zu und sagen, daß eine Linearform ω ∈ Λ0,0(Ta(M),R) = R
stark positiv ist, falls ω ≥ 0. Eine (p, p)-Form
ω :M → Λp,p(T (M),R)
heißt (stark) positiv, falls ω(a) fu¨r jedes a ∈ M eine stark positive Linearform ist.
Ein (p, p)-Current T (auf M ) ist positiv, falls 〈T, ω〉 ≥ 0 fu¨r jede positive Testform
ω ∈ Dn−p,n−p(M).
Bemerkung 7
Ist χ eine lokal-integrierbare, positive (p, p)-Form, so ist das zugeho¨rige (p, p)-Current
Tχ aus Satz 1.4.9 positiv. Außerdem sind positive (n, n)-Currents auf einer n-dimen-
sionalen komplexen Mannigfaltigkeit und positive Distributionen auf M dasselbe.
Korollar 1.4.11 zeigt, daß eine Bedingung fu¨r das Vorliegen einer positiven reell-
en (1, 1)-Form (auf dem Cn) wu¨nschenswert ist. Eine solche ist gegeben durch die
Positivita¨t der sogenannten Levi-Form:
1.4.14 Satz ([44, Cor. 3.2.5])
Sei n ∈ N. Eine reelle (1, 1)-Linearform ω = i2 ·
∑n
j,k=1 ωj,k · dzj ∧ dzk ∈ Λ1,1(Cn,R) ist
genau dann positiv, wenn
n∑
j,k=1
ωj,k · zjzk ≥ 0 fu¨r alle (z1, . . . , zn) ∈ Cn.
Wir haben den Dualraum der (p, q)-Testformen betrachtet und so die (p, q)-Currents
erhalten. (p, q)-Formen sind Differentialformen vom Grad p+q, so daß es naheliegend
ist, auch sogenannte k-Testformen einzufu¨hren. Dies sind beliebig oft differenzier-
bare (komplexwertige) Differentialformen vom Grad k, die einen kompakten Tra¨ger
besitzen. Betrachtet man auf diesem Raum eine entsprechende Topologie und den
zugeho¨rigen Dualraum, so gelangt man zu den sogenannten k-Currents. Mittels der
Identifizierung Cn ∼= R2n (bzw. dem entsprechenden Vorgehen auf dem Tangential-
raum), ergibt sich, daß jedes (p, q)-Current ein p+ q-Current ist. Beno¨tigt wird noch
die Ableitung eines Currents:
1.4.15 Definition (Ableitung eines Currents)
Seien n ∈ N, k ∈ N0 mit k ≤ n und sei M eine n-dimensionale reelle Mannigfaltigkeit
sowie T ein k-Current auf M . Wir definieren die Ableitung dT von T durch
〈dT, ω〉 = (−1)k+1 · 〈T, dω〉 fu¨r alle (n− k − 1)-Testformen.
Gilt dT = 0, so heißt T geschlossen.
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Jede stetige Funktion f : R → R besitzt eine Stammfunktion, d.h. ist ω = f · dx, so
existiert eine Funktion g mit ω = dg. Daraus folgt dω = ddg = 0 gema¨ß Satz 1.3.7.
Eine a¨hnliche Aussage gilt allgemein fu¨r eine Klasse von geschlossenen Differential-
formen und ist als Poincare´ Lemma bekannt. Es liegt daher nahe, sich auf die
Betrachtung von Differentialformen und Currents zu beschra¨nken, die geschlossen
sind.
Wir versehen den Raum aller (p, q)-Currents Dp,q mit der schwachen Topologie, d.h.
eine Folge (Tn) von (p, q)-Currents konvergiert genau dann gegen ein (p, q)-Current
T , wenn punktweise Konvergenz vorliegt.
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Kapitel 2.
Sub- und pluri-subharmonische Funktionen
Im vorangegangenen Kapitel wurde das Konzept der Currents vorgestellt, wobei enge
Beziehungen zur Distributionentheorie bestehen. Positive Distributionen ko¨nnen
bekanntlich als Maße aufgefaßt werden, man betrachtet in der Potentialtheorie den
Laplace-Operator ∆ im distributionellem Sinn und Abbildungen f mit ∆f ≥ 0. Dies
sind genau die subharmonische Funktionen. In der Pluri-Potentialtheorie wird
der Laplace-Operator ersetzt durch den Operator ddc und es werden Abbildungen
u betrachtet fu¨r die ddcu ein positives (1, 1)-Current ist. Ist u zweimal stetig diffe-
renzierbar, so ist ddcu nach Korollar 1.4.11 eine reellwertige (1, 1)-Form. Satz 1.4.14
liefert eine notwendige wie hinreichende Bedingung fu¨r die Positivita¨t von ddcu. Dies
fu¨hrt zur Betrachtung von pluri-subharmonischen Funktionen, also Abbildungen,
die auf jeder Geraden subharmonisch sind. Wir gehen daher noch kurz auf sub-
harmonische Funktionen ein. Dies sind bekanntlich oberhalb-stetige Abbildungen,
die die Mittelwertungleichung erfu¨llen.
2.1. Harmonische und subharmonische Funktionen
2.1.1 Definition (Oberhalb-stetige Funktion)
Sei X ein topologischer Raum. Eine Abbildung f : X → [−∞,∞[ heißt oberhalb-
stetig, falls {x ∈ X : f(x) < s} fu¨r jedes s ∈ R offen ist.
2.1.2 Satz (Elementare Eigenschaften)
Sei (X, d) ein lokalkompakter metrischer Raum und seien X1, X2 metrische Ra¨ume.
(a) Ist g : X1 → X2 eine stetige und f : X2 → [−∞,∞[ eine oberhalb-stetige Abbildung,
so ist f ◦ g : X1 → [−∞,∞[ oberhalb-stetig.
(b) Sei (fn)n∈N eine Folge oberhalb-stetiger Abbildungen fn : X → R, n ∈ N, die lokal
gleichma¨ßig gegen eine Funktion f : X → R konvergiert. Dann ist f oberhalb-
stetig.
Wir begnu¨gen uns hier mit der Betrachtung von (sub)harmonischen Funktionen, die
auf einer offenen Teilmenge von C definiert sind [58]:
2.1.3 Definition ((Sub)harmonische Funktion)
Sei Ω eine nicht-leere, offene Teilmenge von C und u : Ω → [−∞,∞[ eine oberhalb-
stetige Abbildung, die auf keiner Zusammenhangskomponente von Ω identisch −∞
ist. u heißt subharmonisch, falls fu¨r alle a ∈ Ω ein s ∈ R>0 existiert so, daß
u(a) ≤ 1
2pi
∫ 2pi
0
u(a+ reit) dt (Mittelwertungleichung)
fu¨r jedes r ∈]0, s[. Setzt man die Gleichheit voraus, so heißt u harmonisch.
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Bemerkung 1
Eine zweimal stetig differenzierbare Abbildung u : Ω → R, Ω ⊆ C Gebiet, ist genau
dann (sub-)harmonisch, wenn ∆u = 0 (bzw. ∆u ≥ 0) vorliegt.
Durch eine Gla¨ttung von (sub-)harmonischen Funktionen (vgl. auch Theorem 2.2.6)
durch beliebig oft differenzierbare (sub-)harmonische Funktionen la¨ßt sich die Aus-
sage von Bemerkung 1 auf beliebige (sub-)harmonische Funktionen u¨bertragen:
2.1.4 Satz ([44, Thm.2.5.8])
Sei Ω eine nicht-leere, offene Teilmenge von C und u : Ω → [−∞,∞[ eine (sub-)
harmonische Funktion. Dann ist u lokal-integrierbar und es gilt ∆u = 0 (bzw. ∆u ≥ 0)
im distributionellem Sinn, d.h.∫
u(x) ·∆ϕ(x) dx ≥ 0 (bzw. = 0) fu¨r jede Testfunktion ϕ ∈ C∞0 (C) mit ϕ ≥ 0.
2.2. Pluri-harmonische und pluri-subharmonische Funktionen
Wir sind an Funktionen u : Cn →] − ∞,∞[ interessiert, fu¨r die ddcu ein positives
(1, 1)-Current ist. Dies sind genau die nun eingefu¨hrten pluri-subharmonischen
Funktionen:
Notation
Ist Ω eine nicht-leere, offene Teilmenge von Cn und u : Ω → [−∞,∞[ eine Abbildung
sowie a ∈ Ω, b ∈ Cn, so sei Ωa,b := {λ ∈ C : a+ λb ∈ Ω} und
ua,b : Ωa,b → [−∞,∞[, λ 7→ u(a+ λb).
2.2.1 Definition (Pluri-subharmonische Funktionen)
Sei n ∈ N und sei Ω eine nicht-leere, offene Teilmenge von Cn sowie u : Ω → [−∞,∞[
eine oberhalb-stetige Abbildung, die auf keiner Zusammenhangskomponente von Ω
identisch −∞ ist. u heißt pluri-(sub)harmonisch, falls ua,b fu¨r alle a ∈ Ω, b ∈ Cn
(sub)harmonisch ist.
2.2.2 Satz (Mittelwertungleichung fu¨r pluri-(sub)harmonische Funktionen)
Sei n ∈ N, Ω eine nicht-leere, offene Teilmenge von Cn und u : Ω → [−∞,∞[ eine
oberhalb-stetige Abbildung, die auf keiner Zusammenhangskomponente von Ω iden-
tisch −∞ ist. u ist genau dann pluri-subharmonisch, wenn fu¨r alle a ∈ Ω und alle
b ∈ Cn mit {a+ beit : t ∈ [0, 2pi]} ⊆ Ω gilt
u(a) ≤ 1
2pi
∫ 2pi
0
u(a+ beit
)
dt. (Mittelwertungleichung)
u ist genau dann pluri-harmonisch, wenn stets Gleichheit vorliegt.
Beweis:
Ist u pluri-subharmonisch, so ist ua,b fu¨r alle a ∈ Ω, b ∈ Cn mit {a + beit : t ∈ [0, 2pi]} ⊆ Ω
subharmonisch, d.h. es gibt fu¨r ua,b die Mittelwertungleichung. Damit existiert ein r > 0, so
daß fu¨r λ = 0 gilt
u(a) = u(a+ λ · 1r · b) = ua, 1r · b(λ) ≤
1
2pi
∫ 2pi
0
u
a, 1r · b(λ+ r · e
it) dt =
1
2pi
∫ 2pi
0
u(a+ beit) dt.
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Liegt umgekehrt die Mittelwertungleichung fu¨r u vor, so folgt fu¨r alle a ∈ Ω, b ∈ Cn und alle
λ ∈ Ωa,b sowie r > 0 mit {a+ λb+ rb · eit : t ∈ [0, 2pi]} ⊆ Ω
ua,b(λ) = u(a+ λb) ≤ 12pi
∫ 2pi
0
u(a+ λb+ rb · eit) dt = 1
2pi
∫ 2pi
0
ua,b(λ+ reit) dt.

2.2.3 Satz
Sei n ∈ N und sei Ω eine nicht-leere, offene Teilmenge von Cn sowie (un)n∈N eine
Folge pluri-subharmonischer Funktionen un : Ω → R, die lokal gleichma¨ßig gegen
eine Funktion u : Ω→ R konvergiert. Dann ist u pluri-subharmonisch.
Beweis:
Nach Satz 2.1.2 ist u oberhalb-stetig. Sei a ∈ Ω und b ∈ Cn mit {a + beit : t ∈ [0, 2pi]} ⊆ Ω.
Wendet man nun Satz 2.2.2 auf die Folge (un) an, so folgt, daß u die Mittelwertungleichung
erfu¨llt und somit nach Satz 2.2.2 pluri-subharmonisch ist. 
2.2.4 Lemma
Sei n ∈ N, Ω eine nicht-leere, offene Teilmenge von Cn und u : Ω → R eine zweimal
stetig differenzierbare Abbildung. Dann gilt
4 ·
n∑
j,k=1
∂2u
∂zj∂zk
(a+ λb) · bjbk =
(
∆ua,b
)
(λ)
fu¨r alle a ∈ Ω, b = (b1, . . . , bn) ∈ Cn und λ ∈ C mit a+ λb ∈ Ω.
Beweis:
Seien a ∈ Ω, b = (b1, . . . , bn) ∈ Cn und g = (g1, . . . , gn) : {λ ∈ C : a + λb ∈ Ω} → Cn, λ 7→ a + λb.
Dann folgt ua,b = u ◦ g. Sei λ ∈ C mit a+ λb ∈ Ω. Aus Satz 1.1.3 ergibt sich
∂(u ◦ g)
∂x
(λ) =
n∑
j=1
∂ Re gj
∂x
(λ) ·
( ∂u
∂xj
◦ g
)
(λ) +
∂ Im gj
∂x
(λ) +
( ∂u
∂yj
◦ g
)
(λ)
und mit nochmaliger Anwendung unter Verwendung der Produktregel
∂2(u ◦ g)
∂x2
(λ) =
∂
∂x
(∂(u ◦ g)
∂x
)
(λ) =
n∑
j=1
∂
∂x
( ∂u
∂xj
◦ g
)
(λ) · ∂ Re gj
∂x
(λ) +
∂
∂x
( ∂u
∂yj
◦ g
)
(λ) · ∂ Im gj
∂x
(λ)
=
n∑
j=1
∂ Re gj
∂x
(λ) ·
[ n∑
k=1
∂ Re gk
∂x
(λ) · ∂
2u
∂xk∂xj
(
g(λ)
)
+
∂ Im gk
∂x
(λ) · ∂
2u
∂yk∂xj
(
g(λ)
)]
+
∂ Im gj
∂x
(λ) ·
[ n∑
k=1
∂ Re gk
∂x
(λ) · ∂
2u
∂xk∂yj
(
g(λ)
)
+
∂ Im gk
∂x
(λ) · ∂
2u
∂yk∂yj
(
g(λ)
)]
=
n∑
j,k=1
Re bj · Re bk · ∂
2u
∂xk∂xj
(a+ λb) + Re bj · Im bk · ∂
2u
∂yk∂xj
(a+ λb)
+ Im bj · Re bk · ∂
2u
∂xk∂yj
(a+ λb) + Im bj · Im bk · ∂
2u
∂yk∂yj
(a+ λb).
Ganz analog erha¨lt man
∂2(u ◦ g)
∂y2
(λ) =
n∑
j,k=1
Im bj · Im bk · ∂
2u
∂xk∂xj
(a+ λb)− Im bj · Re bk · ∂
2u
∂yk∂xj
(a+ λb)
− Re bj · Im bk · ∂
2u
∂xk∂yj
(a+ λb) + Re bj · Re bk · ∂
2u
∂yk∂yj
(a+ λb).
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Damit folgt
(
∆ua,b
)
(λ) =
∂(u ◦ g)
∂x2
(λ) +
∂2(u ◦ g)
∂y2
(λ)
=
n∑
j,k=1
( ∂2u
∂xj∂xk
(a+ λb) +
∂2u
∂yj∂yk
(a)
)
· (Re bj · Re bk + Im bj · Im bk)
+ i ·
( ∂2u
∂xj∂yk
(a+ λb)− ∂
2u
∂yj∂xk
(a+ λb)
)
· (i · Im bj · Re bk − i · Re bj · Im bk)
=
1.4.2
4 ·
n∑
j,k=1
∂2u
∂zj∂zk
(a+ λb) · bjbk
−
[
n∑
j,k=1
( ∂2u
∂xj∂xk
(a+ λb) +
∂2u
∂yj∂yk
(a+ λb)
)
· (i · Im bj · Re bk − i · Re bj · Im bk)
+ i ·
( ∂2u
∂xj∂yk
(a+ λb)− ∂
2u
∂yj∂xk
(a+ λb)
)
· (Re bj · Re bk + Im bj · Im bk)]
= 4 ·
n∑
j,k=1
∂2u
∂zj∂zk
(a+ λb) · bjbk,
wobei wir bjbk = Re bj ·Re bk + i · Im bj ·Re bk − i ·Re bj · Im bk + Im bj · Im bk verwendet haben, die
letzte Identita¨t folgt aus dem Satz von Schwarz. 
Bemerkung 1
Sei n ∈ N, Ω eine nicht-leere, offene Teilmenge von Cn und u : Ω → R eine zweimal
stetig differenzierbare Abbildung.
(i) Gilt
n∑
j,k=1
∂2u
∂zj∂zk
(a) · bjbk ≥ 0 fu¨r alle a ∈ Ω, b = (b1, . . . , bn) ∈ Cn,
so ist u pluri-subharmonisch, und wenn
∂2u
∂zj∂zk
= 0 fu¨r j, k = 1, . . . , n,
vorliegt, so ist u pluri-harmonisch, denn sind a ∈ Ω, b ∈ Cn und λ ∈ Ωa,b, so gilt
(∆ua,b)(λ) =
∑n
j,k=1
∂2u
∂zj∂zk
(a+ λb) · bjbk (≥)= 0, d.h. ua,b ist (sub)harmonisch.
(ii) Ist u pluri-(sub)harmonisch, so ist u auch (sub)harmonisch, denn aus
1
4
·
( ∂2u
∂xj∂xk
+
∂2u
∂yj∂yk
)
+
i
4
·
( ∂2u
∂xj∂yk
− ∂
2u
∂yj∂xk
)
=
1.4.2
∂2u
∂zj∂zk
(≥)
=
2.2.4
0 (j, k = 1, . . . , n)
ergibt sich ∆u =
∑n
j=1
∂2u
∂x2j
+ ∂
2u
∂y2j
(≥)
= 0.
2.2.5 Satz
Sei n ∈ N, Ω eine nicht-leere, offene Teilmenge von Cn und u : Ω → R eine zweimal
stetig differenzierbare, pluri-subharmonische Funktion. Dann ist ddcu eine positive
(1, 1)-Form.
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Beweis:
Nach Satz 1.4.3 ist ddcu eine (1, 1)-Form mit ddcu = 2i
∑n
j,k=1
∂2u
∂zj∂zk
dzj ∧ dzk, die gema¨ß
Korollar 1.4.11 reellwertig ist. Aus Lemma 2.2.4 folgt
n∑
j,k=1
∂2u
∂zj∂zk
(a) · bjbk = (∆ua,b)(0) ≥ 0 fu¨r alle a ∈ Ω, b = (b1, . . . , bn) ∈ Cn,
also mit Satz 1.4.14 die Behauptung. 
Das Main-Approximation-Theorem fu¨r subharmonische Funktionen besagt, daß
man sich im wesentlichen auf die Betrachtung von zweimal stetig (sogar beliebig
oft) differenzierbaren subharmonischen Funktionen beschra¨nken kann. Faltet man
eine pluri-subharmonische Funktion mit dem Standard-Gla¨ttungskernel, so erha¨lt
man eine beliebig oft differenzierbare, pluri-subharmonische Abbildung. Aus diesem
Grund ergibt sich entsprechend ein Approximationstheorem fu¨r pluri-subharmo-
nische Funktionen [44]:
Notation
Sei (X, d) ein metrischer Raum und seien A,B ⊆ X. Dann setzen wir
dist(A,B) := inf{d(x, y) : x ∈ A, y ∈ B}
mit der Konvention inf ∅ :=∞. Um die Abha¨ngigkeit von d zu dokumentieren, schrei-
ben wir auch distd statt dist. Ist x ∈ X, so sei dist(x,A) := dist({x}, A). Die Faltung
zweier Funktionen f, g sei im folgenden mit f ∗ g bezeichnet.
2.2.6 Theorem (Main-Approximation-Theorem)
Sei n ∈ N und sei Ω eine nicht-leere, offene Teilmenge von Cn sowie u : Ω → [−∞,∞[
eine [pluri-]subharmonische Funktion. Sei ε > 0. Ist Ω = Cn, so sei Ωε := Cn, andern-
falls sei
Ωε := {z ∈ Ω : dist(z, ∂Ω) > ε} 6= ∅
vorausgesetzt. Dann gibt es eine Abbildung χε : Ωε → R (den Standard-Gla¨ttungs-
kernel) derart, daß uε := u ∗ χε : Ωε → R eine beliebig oft differenzierbare, [pluri-]sub-
harmonische Funktion ist mit
lim
ε→0
uε(z) = u(z) fu¨r jedes z ∈ Ω.
Außerdem gilt uε1 ≤ uε2 fu¨r alle 0 < ε1 ≤ ε2.
Aus dem Main-Approximation-Theorem und Bemerkung 1 erha¨lt man auch, daß
pluri-(sub)harmonische Funktionen (sub)harmonisch sind, insbesondere liegen also
lokal integrierbare Abbildungen vor. Wir kommen nun auf die Charakterisierung
pluri-(sub)harmonischer Funktionen zuru¨ck:
2.2.7 Satz
Sei n ∈ N und Ω eine nicht-leere, offene Teilmenge von Cn und u : Ω → [−∞,∞[ eine
pluri-subharmonische Funktion. Dann gilt
n∑
j,k=1
∂2u
∂zj∂zk
(a) · bjbk ≥ 0 fu¨r alle a ∈ Ω, b = (b1, . . . , bn) ∈ Cn(∗)
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im distributionellem Sinn, d.h.∫
Ω
u(z) ·
n∑
j,k=1
∂2ϕ
∂zj∂zk
(z) · bjbk dz ≥ 0 fu¨r alle b = (b1, . . . , bn) ∈ Cn
und jede beliebig oft differenzierbare Funktion ϕ : Ω→ [0,∞[ mit kompaktem Tra¨ger,
d.h. ϕ ∈ C∞0 (Ω)mit ϕ ≥ 0. Ist u pluri-harmonisch mit −∞ 6∈ u(Ω), so gilt die Gleichheit
und somit insbesondere
∂2u
∂zj∂zk
= 0 fu¨r j, k = 1, . . . , n im distributionellem Sinn.
Ist umgekehrt u : Ω → [−∞,∞[ eine lokal integrierbare Abbildung derart, daß (∗) im
distributionellem Sinn gilt, so ist limε→0 u ∗ χε eine pluri-subharmonische Funktion
auf Ω, die (Lebesgue) fast sicher mit u u¨bereinstimmt.
Beweis: (Beweisskizze)
”⇒“ Ist u : Ω → R pluri-subharmonisch und zweimal stetig differenzierbar, so folgt (∗)
aus Lemma 2.2.4. Der allgemeine Fall ergibt sich nun aus dem Main-Approximation-
Theorem:∫
Ω
u(z) ·
n∑
j,k=1
∂2ϕ
∂zj∂zk
(z) · bjbk dz =
n∑
j,k=1
lim
ε→0
∫
Ω
(u ∗ χε)(z) · ∂
2ϕ
∂zjzk
(z) · bjbk dz
=
n∑
j,k=1
lim
ε→0
∫
Ω
ϕ(z) · ∂
2(u ∗ χε)
∂zj∂zk
(z) · bjbk dz ≥ 0.
Wendet man dieses auf u und −u an, wenn u : Ω → R pluri-harmonisch ist, so ergibt
sich die Gleichheit in (∗). Seien j, k ∈ {1, . . . , n} und bj = bk = 1 sowie b` = 0 fu¨r alle
` ∈ {1, . . . , n} \ {j, k}. Dann folgt
∂2u
∂zj∂zk
+
∂2u
∂zk∂zj
= 0 (im distributionellem Sinn).
Zusammen mit 1.4.2 erha¨lt man daraus ∂
2u
∂zj∂zk
= 0.
”⇐“ Sei u : Ω → [−∞,∞[ lokal integrierbar und es gelte (∗) im distributionellem Sinn. Ist
j ∈ {1, . . . , n} und wendet man (∗) an mit bj = 1 und bk = 0 fu¨r alle k 6= j, so folgt
∂2u
∂zj∂zj
≥ 0 im distributionellem Sinn. Aus
∂2u
∂zj∂zk
=
1.4.2
1
4
·
( ∂2u
∂xj∂xk
+
∂2u
∂yj∂yk
)
+
i
4
·
( ∂2u
∂xj∂yk
− ∂
2u
∂yj∂xk
)
, j, k = 1, . . . , n
ergibt sich also ∂
2u
∂x2j
+ ∂
2u
∂y2j
≥ 0 fu¨r j = 1, . . . , n, insbesondere ∆u ≥ 0 im distributionellem
Sinn. Aus der Potentialtheorie ist bekannt, daß w := limε→0 u ∗ χε existiert und sub-
harmonisch auf Ω ist, außerdem stimmen w und u (Lebesgue) fast sicher u¨berein. Ent-
sprechend Satz 2.2.3 genu¨gt es zu zeigen, daß uε := u ∗ χε, ε > 0, pluri-subharmonisch
ist (auf Ωε). Seien dazu ε∗ > 0, b = (b1, . . . , bn) ∈ Cn und ϕ ∈ C∞0 (Ωε∗) ⊆ C∞0 (Ω) mit ϕ ≥ 0.
Dann folgt
inf
ε>0
∫
Ω
ϕ(z) ·
n∑
j,k=1
∂2uε
∂zj∂zk
(z) · bjbk dz = inf
ε>0
∫
Ω
uε(z) ·
n∑
j,k=1
∂2ϕ
∂zj∂zk
(z) · bjbk dz
= lim
ε↓0
∫
Ω
uε(z) ·
n∑
j,k=1
∂2ϕ
∂zj∂zk
(z) · bjbk dz
=
∫
Ω
u(z) ·
n∑
j,k=1
∂2ϕ
∂zj∂zk
(z) · bjbk dz ≥ 0,
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also aufgrund der Stetigkeit der partiellen Ableitungen
∑n
j,k=1
∂2uε∗
∂zj∂zk
(a) ·bjbk ≥ 0 fu¨r alle
a ∈ Ω. Aus Bemerkung 1 folgt, daß uε∗ pluri-subharmonisch ist.

2.3. Wichtige Beispiele und Anwendungen
Der Realteil (und Imagina¨rteil) einer holomorphen Funktion auf Cn ist eine pluri-
harmonische Funktion (vgl. Satz 0.2.3). Wie im Fall n = 1 folgt dies aus den Cauchy-
Riemannschen Differentialgleichungen:
2.3.1 Satz
Sei n ∈ N, U eine nicht-leere, offene Teilmenge von Cn und f : U → C eine holomorphe
Abbildung. Dann ist u := Re f : U → R pluri-harmonisch.
Beweis:
Sei w := Im f , also f = u + iw. Aufgrund der Cauchy-Riemannschen Differentialgleichungen
(1.1.6) und dem Satz von Schwarz gilt fu¨r j, k = 1, . . . , n
∂2u
∂zj∂zk
=
1.4.2
1
4
·
( ∂2u
∂xj∂xk
+
∂2u
∂yj∂yk
)
+
i
4
·
( ∂2u
∂xj∂yk
− ∂
2u
∂yj∂xk
)
=
1
4
·
( ∂
∂xj
∂u
∂xk
+
∂
∂yk
∂u
∂yj
)
+
i
4
·
( ∂
∂xj
∂u
∂yk
− ∂
∂xk
∂u
∂yj
)
=
1
4
·
( ∂
∂xj
∂w
∂yk
− ∂
∂yk
∂w
∂xj
)
+
i
4
·
(
− ∂
∂xj
∂w
∂xk
+
∂
∂xk
∂w
∂xj
)
= 0,
so daß die Behauptung aus Satz 2.2.7 folgt. 
Die Hintereinanderausfu¨hrung einer pluri-subharmonischen Funktion und einer
holomorphen Abbildung ist eine pluri-subharmonische Funktion. Setzt man zu-
na¨chst voraus, daß die betrachtete pluri-subharmonische Funktion zweimal stetig
differenzierbar ist, so erha¨lt man dies wie im eindimensionalen Fall. Das Main-
Approximation-Theorem liefert dann die Aussage fu¨r beliebige pluri-subharmonische
Funktionen. Wir formulieren dies als
2.3.2 Satz
Sei n ∈ N, Ω eine nicht-leere, offene Teilmenge von Cn und u : Ω→ [−∞,∞[ eine pluri-
subharmonische Abbildung. Sei m ∈ N und sei U eine nicht-leere, offene Teilmenge
von Cm sowie f : U → Ω eine nicht-konstante holomorphe Abbildung. Dann ist die
Abbildung
u ◦ f : U → [−∞,∞[
pluri-subharmonisch.
Eine auf einer komplexen Mannigfaltigkeit definierte Abbildung heißt pluri-(sub)
harmonisch, wenn sie durch das lokale Zuru¨ckziehen mittels Karten eine pluri-
(sub)harmonische Funktion liefert. Man kann dies sogar noch allgemeiner fu¨r auf
sogenannten komplexen Ra¨umen definierte Abbildungen einfu¨hren [27, 29].
2.3.3 Definition (Pluri-(sub)harmonische Funktion auf Mannigfaltigkeiten)
Sei M eine komplexe Mannigfaltigkeit. Eine oberhalb-stetige Abbildung u : M →
[−∞,∞[ heißt pluri-(sub)harmonisch, falls
u ◦ ϕ−1 : ϕ(U)→ [−∞,∞[
fu¨r jede (komplexe) Karte (U,ϕ) pluri-(sub)harmonisch ist.
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Da die Kartenwechselabbildungen holomorph sind, ergibt sich aus Satz 2.3.2 die
nachfolgende
Bemerkung 1
In Definition 2.3.3 genu¨gt es zu fordern, daß es fu¨r jeden Punkt x ∈ M eine Karte
(U,ϕ) mit x ∈ U gibt derart, daß u ◦ ϕ−1 : ϕ(U)→ [−∞,∞[ pluri-subharmonisch ist.
2.3.4 Satz
Seien M,N komplexe Mannigfaltigkeiten, sei u : N → [−∞,∞[ pluri-subharmonisch
und sei f :M → N eine nicht-konstante holomorphe Abbildung. Dann ist u◦f :M →
[−∞,∞[ pluri-subharmonisch.
Beweis:
Sei x ∈ M und sei (V, ψ) eine Karte fu¨r N mit f(x) ∈ V . Sei (U,ϕ) eine Karte fu¨r M mit
x ∈ U und U ⊆ f−1(V ). Dann ist ψ ◦ f ◦ ϕ−1 : ϕ(U) → ψ(V ) holomorph und nicht-konstant,
außerdem ist u ◦ ψ−1 : ψ(V ) → [−∞,∞[ pluri-subharmonisch. Aus Satz 2.3.2 folgt, daß
(u◦ f)◦ϕ−1 = (u◦ψ−1)◦ (ψ ◦ f ◦ϕ−1) : ψ(U)→ [−∞,∞[ pluri-subharmonisch ist. Damit ist u◦ f
pluri-subharmonisch. 
Ist Ω eine offene Teilmenge von C und f : Ω → C eine holomorphe Abbildung mit
f 6= O, so ist
u : Ω→ [−∞,∞[, z 7→ log |f(z)|
subharmonisch und auf Ω \ f−1(0) sogar harmonisch, denn lokal (d.h. in geeigneten
Umgebungen von Punkten aus Ω \ f−1(0)) ist u gegeben durch Re(log f) (mit einem
holomorphen Zweig der Logarithmusfunktion), so daß die Aussage aus Satz 2.3.1
folgt. Ist Ω allgemeiner eine offene Teilmenge von Cn, so folgt daraus, daß u pluri-
subharmonisch und auf Ω \ f−1(0) sogar pluri-harmonisch ist. Damit ergibt sich
2.3.5 Korollar
Sei M eine komplexe Mannigfaltigkeit und sei f : M → C \ {0} eine holomorphe
Abbildung. Dann gilt
ddc log |f | = 0.
Beweis:
Sei (U,ϕ) eine komplexe Karte von M . Dann ist f ◦ ϕ−1 : ϕ(U) → C \ {0} eine holomorphe
Abbildung. Aus dem Vorangehenden folgt, daß log |f ◦ ϕ−1| : ϕ(U) → R pluri-harmonisch ist.
Es folgt ddc
(
log |f | ◦ ϕ−1) = ddc(log |f ◦ ϕ−1|) = 0 aus Satz 2.2.7 und somit ddc log |f | = 0. 
Wir betrachten nun den Fall, daß f Werte im Cm annimmt. Beno¨tigt wird dazu noch
der folgende
2.3.6 Satz
Sei n ∈ N und Ω eine nicht-leere, offene Teilmenge von Cn sowie u1, u2 : Ω → [0,∞[
Abbildungen derart, daß log u1, log u2 pluri-subharmonisch sind. Dann ist log(u1+u2)
pluri-subharmonisch.
Beweis:
Indem man fu¨r a ∈ Ω, b ∈ Cn die Abbildungen λ 7→ u1(a+λb), λ 7→ u2(a+λb) betrachtet, genu¨gt
es die entsprechende Aussage fu¨r subharmonische statt pluri-subharmonische Funktionen
auf Ω ⊆ C zu zeigen. Dies folgt beispielsweise aus [58, Thm. 2.6.4]. 
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2.3.7 Beispiel
Sei n ∈ N, Ω eine nicht-leere, offene Teilmenge von Cn. Sei m ∈ N und sei f : Ω→ Cm
eine holomorphe Abbildung mit f 6= O. Dann ist
u : Ω→ [−∞,∞[, z 7→ log ‖f(z)‖
eine pluri-subharmonische Funktion, die im allgemeinen (fu¨r m ≥ 2) auf Ω \ f−1(0)
nicht pluri-harmonisch ist.
Beweis:
Sei f = (f1, . . . , fm). Dann sind f1, . . . , fm : Ω→ C holomorphe Abbildungen. Sei
uj : Ω→ [0,∞[, z 7→ |fj(z)|2 j = 1, . . . ,m.
Dann folgt aus log uj(z) = log(|fj(z)|2) = 2 · log |fj(z)|, z ∈ Ω, daß log uj pluri-subharmonisch
ist fu¨r j = 1, . . . ,m. Aus Satz 2.3.6 folgt, daß log(u1 + · · · + um), also auch 12 · log(u1 + · · ·um)
pluri-subharmonisch ist. Nun gilt fu¨r z ∈ Ω
u(z) = log ‖f(z)‖ = log
√
|f1(z)|2 + · · ·+ |fm(z)|2 = 12 · log(u1(z) + · · ·+ um(z)),
so daß u pluri-subharmonisch ist. Sei nun f : C2 → C3, (z1, z2) 7→ (1, z1, z2). Dann ist f eine
holomorphe Abbildung mit f(z) 6= 0 fu¨r alle z ∈ C2. Setze a := (0, 0) und b := (2, 2). Dann folgt
u(a) = log ‖f(a)‖ = 0 < 3 = 1
2pi
·
∫ 2pi
0
log
√
1 + 4 + 4 dt =
1
2pi
·
∫ 2pi
0
log
∥∥(1, 2 · eit, 2 · eit)∥∥ dt
=
1
2pi
·
∫ 2pi
0
log
∥∥f(2eit, 2eit)∥∥ dt = 1
2pi
·
∫ 2pi
0
log
∥∥f(a+ eitb)∥∥ dt = 1
2pi
·
∫ 2pi
0
u(a+ beit) dt,
d.h. u ist nicht pluri-harmonisch. 
Bekanntlich ist eine harmonische Funktion u lokal stets von der Form u = log |w|
fu¨r eine holomorphe Abbildung w 6= 0. Entsprechendes gilt fu¨r pluri-harmonische
Funktionen:
2.3.8 Satz
Seien n ∈ N, a ∈ Cn und sei Ω eine nicht-leere, offene Teilmenge von Cn derart, daß
a+(b−a)·t ∈ Ω fu¨r alle t ∈ [0, 1], b ∈ Ω. Sei u : U → R eine pluri-harmonische Funktion.
Dann existiert eine holomorphe Abbildung w : U → C \ {0} mit u = log |w|.
Beweis:
Aus Proposition 2.2.13 in [44] folgt, daß es eine pluri-harmonische Funktion v : U → R gibt
so, daß f := u + iv eine holomorphe Abbildung ist. Damit ist w := exp ◦f : U → C holomorph
mit w(z) 6= 0 fu¨r alle z ∈ U . Es gilt log |w| = Re f = u. 
Wir kommen nun wieder auf das eingangs betrachtete Problem zuru¨ck:
2.3.9 Satz
Sei n ∈ N und Ω eine nicht-leere, offene Teilmenge von Cn sowie u eine pluri-
subharmonische Funktion auf Ω. Dann ist ddcu ein positives (1, 1)-Current und es
gilt ddcu ∈ D01,1(Ω), d.h. u ist ein (1, 1)-Current der Ordnung 0.
Beweis:
Ist u zweimal stetig differenzierbar, so ist ddcu nach Satz 2.2.5 eine positive (1, 1)-Form,
also als Current aufgefaßt ein positives (1, 1)-Current. Sei nun u nicht als zweimal stetig
differenzierbar vorausgesetzt. ddcu ist also im distributionellem Sinn aufzufassen, d.h. es ist
〈ddcu, ω〉 := 〈u, ddc〉 =
∫
u ∧ ddcω ≥ 0 fu¨r jede positive Testform ω ∈ Dn−1,n−1(Ω)
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zu zeigen. Sei also ω ∈ Dn−1,n−1(Ω) eine positive (n− 1, n− 1)-Testform in der Darstellung
ω(a) =
( i
2
)n−1
·
n∑
j,k=1
ωj,k(a) · daz(1,...,
j
0,...,1) ∧ daz(1,...,
k
0,...,1), a ∈ Ω,
mit C∞0 -Koeffizientenfunktionen ωj,k : Ω→ C, j, k = 1, . . . , n. Es folgt
ddcω =
( i
2
)n−1
·
n∑
j,k=1
ddcωj,k · dz(1,...,
j
0,...,1) ∧ dz(1,...,
k
0,...,1)
=
( i
2
)n−1
· 2i ·
n∑
j,k=1
∂2ωj,k
∂zj∂zk
· dzj ∧ dzk ∧ dz(1,...,
j
0,...,1) ∧ dz(1,...,
k
0,...,1)
= 4 ·
( i
2
)n
·
n∑
j,k=1
∂2ωj,k
∂zj∂zk
· (−1)n−1+k+j · dz1 ∧ dz1 ∧ · · · ∧ dzn ∧ dzn.
Fu¨r jedes ε > 0 sei uε : Ωε → R aus dem Main-Approximation-Theorem (2.2.6). Dann folgt
〈ddcu, ω〉 =
∫
u ∧ ddcω = 4 ·
n∑
j,k=1
(−1)n−1+k+j ·
∫
u(z) · ∂
2ωj,k
∂zj∂zk
(z) dz
=
2.2.6
4 ·
n∑
j,k=1
(−1)n−1+k+j · lim
ε→0
∫
uε(z) · ∂
2ωj,k
∂zj∂zk
(z) dz
= 4 ·
n∑
j,k=1
(−1)n−1+k+j · lim
ε→0
∫
∂2uε
∂zj∂zk
(z) · ωj,k(z) dz
= lim
ε→0
∫
ddcuε ∧ ω ≥ 0,
da ddcuε und damit auch ddcuε∧ω fu¨r jedes ε > 0 eine positive Differentialform ist. Man kann
ganz allgemein zeigen, daß positive Currents Currents der Ordnung 0 sind [44, Prop.3.3.4],
d.h. es gilt ddcu ∈ D01,1(Ω). 
2.3.10 Satz
Sei n ∈ N und Ω eine nicht-leere, offene Teilmenge von Cn sowie u : Ω→ [−∞,∞[ eine
pluri-subharmonische Funktion. Dann ist das Current T := ddcu geschlossen.
Beweis:
Fu¨r jede Testform ω gilt
|〈dT, ω〉| = |〈T, dω〉| = |〈ddcu, dω〉| = |〈u, ddc(dω)〉| =
Bem. 1
(Seite 26)
∣∣〈u, dc(d2ω)〉∣∣ =
1.3.7
0.

Fu¨r eine auf Ω ⊆ Cn definierte pluri-subharmonische Funktion u ist ddcu ein positives,
geschlossenes (1, 1)-Current. Ist umgekehrt ein positves, geschlossenes (1, 1)-Current
T gegeben, so folgt aus dem ∂∂-Poincare´ Lemma [30], daß eine pluri-subharmonische
Funktion u existiert mit T = ddcu. u ist bis auf eine additive Konstante eindeutig be-
stimmt und wird auch als (Pluri-) Potential bezeichnet. Im na¨chsten Kapitel werden
wir anstatt Cn, n ∈ N, den komplexen projektiven Raum Pk, k ∈ N, betrachten. Durch
ein lokales Vorgehen (vergleiche etwa Theorem 3.3.8) kann man entsprechend auf
eine A¨quivalenz von (Pluri-) Potentialen und positiven, geschlossenen (auf Pk defi-
nierten) (1, 1)-Currents schließen. Wir werden im wesentlichen nur die in diesem
Kapitel betrachtete Richtung beno¨tigen.
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Kapitel 3.
Pluri-Potentialtheorie
Als Verallgemeinerung der Iteration meromorpher (also rationaler) Funktionen (auf
Ĉ) hat sich neben der Betrachtung ganzer transzendenter Funktionen die Iteration
holomorpher Selbstabbildungen auf den komplexen projektiven Ra¨umen Pk, k ∈ N,
hervorgetan. Dies liegt zum einen an der Kompaktheit des zugrundeliegenden Raum-
es, zum anderen an der Existenz einer sogenannten Liftung, d.h. einer homogenen
Polynomfunktion in k+1 Vera¨nderlichen, die eine gute Darstellung der holomorphen
Selbstabbildungen auf Pk liefert. Es gilt P1 ∼= Ĉ, außerdem lassen sich die holo-
morphen Selbstabbildungen auf P1 mit den rationalen Funktionen auf Ĉ identi-
fizieren. In Kapitel 2 haben wir Zusammenha¨nge zwischen pluri-subharmonischen
Funktionen u : Ω→ [−∞,∞[, Ω ⊆ Cn, dem Operator ddc und (positiven) (1, 1)-Currents
(auf Ω) vorgestellt. In diesem Kapitel betrachten wir statt Cn, n ∈ N, die komplexen
projektiven Ra¨ume.
3.1. Der komplexe projektive Raum
Die Darstellung einer komplexen Zahl mittels Quotient zweier komplexer Zahlen ist
nicht eindeutig, dies motiviert die folgende
3.1.1 Definition (Komplexer Projektiver Raum)
Sei k ∈ N und sei Pk die Menge aller A¨quivalenzklassen [z0, . . . , zk] von Elementen
(z0, . . . , zk) ∈ Ck+1 \ {0} bezu¨glich der A¨quivalenzrelation
[z0, . . . , zk] ∼ [z′0, . . . , z′k] ⇐⇒ ∃λ ∈ C \ {0} : (z0, . . . , zk) = λ · (z′0, . . . , z′k).
Pk wird als k-dimensionaler komplexer projektiver Raum bezeichnet. Man sagt
auch, daß z0, . . . , zk die homogenen Koordinaten von [z0, . . . , zk] sind.
Bemerkung 1
Man kann die Riemannsche Zahlenkugel Ĉ mit P1 identifizieren, vermo¨ge
ϕ : P1 → Ĉ, [p, q] 7→ p
q
.
Pk, k ∈ N, sind kompakte und zusammenha¨ngende komplexe Mannigfaltigkeiten der
Dimension k, wenn man die folgende komplexe Struktur zugrunde legt [27]:
3.1.2 Die komplexe Struktur von Pk
Sei k ∈ N. Wir versehen Pk mit der Quotiententopologie, d.h. mit der feinsten Topo-
logie, fu¨r die die Projektionsabbildung
pi : Ck+1 \ {0} → Pk, (z0, . . . , zk) 7→ [z0, . . . , zk]
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stetig ist, d.h. eine Menge U ⊆ Pk ist genau dann offen, wenn pi−1(U) offen ist. Fu¨r
jede offene Teilmenge V von Ck+1 \ {0} gilt
pi−1
(
pi(V )
)
=
⋃
λ∈C\{0}
(λ · V ),
d.h. pi(V ) ist offen. Damit ist pi eine offene Abbildung. Sei [z] ∈ Pk und seien Un :=
pi(B(z, 1n)) und An := pi(B(z,
1
n)) fu¨r alle n ∈ N (dabei ist B(z, r) die euklidische Kugel
um z mit Radius r > 0). Da pi offen und stetig ist, folgt aus [z] ∈ Un ⊆ An, daß An
eine abgeschlossene Umgebung von [z] ist fu¨r jedes n ∈ N. Sei [w] ∈ ⋂n∈NAn. Dann
existiert zu jedem n ∈ N ein wn ∈ B(z, 1n) mit [wn] = [w]. Aus wn → z und der Stetigkeit
von pi folgt [w] = [z], d.h. der Schnitt aller abgeschlossenen Umgebungen von [z] ist
{[z]}. Damit ist Pk ein Hausdorff-Raum. Außerdem ist
pi|S : S → Pk mit S :=
{
z ∈ Ck+1 : ‖z‖ = 1}
surjektiv, Pk also kompakt. Zudem ist Pk zusammenha¨ngend, besitzt eine abza¨hl-
bare Basis und ist nach dem Satz von Urysohn [70] metrisierbar. Die Mengen
Uj := pi
({
(z0, . . . , zk) ∈ Ck+1 \ {0} : zj 6= 0
})
= {[z0, . . . , zk] ∈ Pk : zj 6= 0} j = 0, . . . , k
bilden eine offene U¨berdeckung von Pk. Betrachte fu¨r j = 0, . . . , k die Abbildung
sj : Uj → Ck+1 \ {0}, [z0, . . . , zk] 7→
(
z0
zj
, . . . ,
zj−1
zj
, 1, zj+1zj , . . . ,
zk
zj
)
,
sowie Vj := sj(Uj). Sei ŝj : Uj → Ck \ {0} die Abbildung, die aus sj hervorgeht, wenn
man im Bild die j+1ste Komponente entfernt (”streichen der 1“), und sei V̂j := ŝj(Uj).
Fu¨r j = 0, . . . , k und alle [z0, . . . , zk] ∈ Uj gilt
pi
(
sj([z0, . . . , zk])
)
=
[
z0
zj
, . . . , zkzj
]
= [z0, . . . , zk],
also pi ◦ sj = idUj (sj ist eine sogenannte local section von pi). Damit ist sj : Uj → Vj
bijektiv und s−1j = pi|Vj , außerdem ist sj stetig. Daraus folgt, daß
ŝj : Uj → V̂j ⊆ Ck
ein Homo¨omorphismus ist. Seien nun i, j ∈ {0, . . . , k} mit i 6= j. Dann gilt fu¨r zi := 1
und alle z = (z0, . . . , zi−1, zi+1, . . . , zk) ∈ ŝi(Ui ∩ Uj) ⊆ Ck \ {0}
ŝj
(
ŝi
−1(z)
)
= ŝj([z0, . . . , zi−1, 1, zi+1, . . . , zk]) =
(
z0
zj
, . . . ,
zj−1
zj
,
zj+1
zj
, . . . , zkzj
)
,
d.h. die Kartenwechselabbildung ŝj ◦ ŝi−1 : ŝi(Ui ∩ Uj) → ŝj(Ui ∩ Uj) ist biholomorph
und Pk also eine komplexe Mannigfaltigkeit der Dimension k.
Bemerkung 2
(i) Die Abbildung ϕ : P1 → Ĉ aus Bemerkung 1 ist ein Homo¨omorphismus und
pi : Ck+1 \ {0} → Pk ist eine holomorphe Abbildung.
(ii) sj : Uj → Ck+1 \ {0} ist eine injektive und holomorphe Abbildung, denn fu¨r alle
z = (z0, . . . , zj−1, zj+1, . . . , zk) ∈ V̂j gilt (sj ◦ ŝj−1)(z) = (z0, . . . , zj−1, 1, zj+1, . . . , zk),
d.h. sj ◦ ŝj−1 ist holomorph.
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3.2. Die Liftung
Betrachtet man eine holomorphe Abbildung f : Pk → Pk, so liegt es nahe nach einer
Darstellung
f = [F0, . . . , Fk], genauer f([z]) =
[
F0(z), . . . , Fk(z)
]
, z ∈ Ck+1 \ {0},
mit Abbildungen F0, . . . , Fk : Ck+1 \ {0} → C zu suchen. Natu¨rlich ist eine solche Dar-
stellung stets mo¨glich, die Funktionen ko¨nnen dabei sogar als homogene Polynom-
funktionen (in k + 1 Vera¨nderlichen) gewa¨hlt werden. Die bis auf eine multiplikative
Konstante eindeutig bestimmte homogene Polynomfunktion F := (F0, . . . , Fk) wird
als Liftung bezeichnet:
Ck+1 \ {0} Pk
Ck+1 \ {0} Pk
?
F
-pi
?
f
-pi
pi : Ck+1 \ {0} → Pk,
(z0, . . . , zk) 7→ [z0, . . . , zk]
F : homogene Polynomfunktion
Abbildung 3.1.: Die Liftung einer holomorphen Funktion f : Pk → Pk
3.2.1 Definition (Homogene Polynomfunktion)
Sei n ∈ N. Eine Abbildung P : Cn → C ist eine Polynomfunktion (in n Vera¨nder-
lichen), falls es eine Familie aα ∈ C, α ∈ Nn0 , gibt mit aα = 0 fu¨r fast alle α ∈ Nn0 ,
und
P (z) =
∑
α∈Nn0
aα · zα mit zα = zα11 · · · zαnn , α = (α1, . . . , αn) ∈ Nn0 ,
fu¨r alle z = (z1, . . . , zn) ∈ Cn. Der Grad von P - fu¨r P 6= O - wird dann definiert durch
gradP := max
{
α1 + · · ·+ αn : α = (α1, . . . , αn) ∈ Nn0 , aα 6= 0
}
.
P heißt homogen, falls alle auftretenden Terme den gleichen Grad haben, d.h. falls
ein d ∈ N0 existiert mit
P (z) =
∑
|α|=d
aα · zα, fu¨r alle z ∈ Cn, wobei |α| = α1 + · · ·+ αn.
Ist m ∈ N, so wird jede Abbildung P = (P1, . . . , Pm) : Cn → Cm als Polynomfunktion
bezeichnet, falls sa¨mtliche Komponentenfunktionen Pj, j = 1, . . . ,m, Polynomfunk-
tionen sind. Der Grad von P ist dann gegeben durch
gradP :=
m
max
j=1
gradPj .
P heißt homogen, falls gradP = gradPj fu¨r j = 1, . . . , n vorliegt. Die Restriktionen
von Polynomfunktionen werden wieder als Polynomfunktionen bezeichnet.
Bemerkung 1
Eine Polynomfunktion P : Cn → Cm ist genau dann homogen und vom Grad d ∈ N0,
wenn
P (c · z) = cd · P (z) fu¨r alle c ∈ C, z ∈ Cn.
Insbesondere gilt P (0) = 0 fu¨r jede homogene Polynomfunktion P : Cn → Cn.
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Beweis:
Daß aus der Homogenita¨t von P die angegebene Identita¨t folgt, ist klar. Die andere Richtung
ergibt sich aus der Eindeutigkeit der Potenzreihendarstellung [36][Thm.2.4.5] einer jeden
Komponentenfunktion von P , vergleiche auch [27, Prop. 2.1]. 
Bemerkung 2
Ist P : Cn → Cn eine homogene Polynomfunktion und d := gradP , so gilt
‖z‖d · inf
‖z‖=1
‖P (z)‖ ≤ ‖P (z)‖ ≤ ‖z‖d · sup
‖z‖=1
‖P (z)‖ fu¨r alle z ∈ Cn,
denn fu¨r z 6= 0 gilt
‖z‖d · inf
‖z‖=1
‖P (z)‖ ≤ ‖z‖d · ∥∥P ( z‖z‖)∥∥ = ‖P (z)‖ = ‖z‖d · ∥∥P ( z‖z‖)∥∥ ≤ ‖z‖d · sup‖z‖=1‖P (z)‖.
Da die Hintereinanderausfu¨hrung und das Produkt von Polynomfunktionen wieder
Polynomfunktionen sind, ergibt sich sofort der folgende
3.2.2 Satz
Die Hintereinanderausfu¨hrung homogener Polynomfunktionen (von Cn nach Cn)
und das Produkt zweier homogener Polynomfunktionen (von Cn nach C) ist eine
homogene Polynomfunktion. Der Grad der resultierenden Polynomfunktion ist das
Produkt bzw. die Summe der Grade.
Wir werden spa¨ter eine Familie von (homogenen) Polynomfunktionen betrachten, die
meßbar vom Parameter abha¨ngt:
3.2.3 Satz
Seien n,m ∈ N und sei I ein meßbarer Raum. Fu¨r jedes i ∈ I sei Pi : Cn → Cm eine
Polynomfunktion in der Darstellung
Pi(z) =
( ∑
α∈Nn0
a
(1)
i,α · zα, . . . ,
∑
α∈Nn0
a
(m)
i,α · zα
)
fu¨r alle z ∈ Cn,
derart, daß i 7→ Pi(z) fu¨r alle z ∈ Cn meßbar ist. Dann ist i 7→ a(`)i,α fu¨r ` = 1, . . . ,m und
alle α ∈ Nn0 meßbar.
Beweis:
Aus Lemma B.1.1 folgt, daß die Abbildung P : I × Cn → Cm, (i, z) 7→ Pi(z) meßbar ist. Ist
j ∈ {1, . . . , n} und z = (z1, . . . , zn) ∈ Cn sowie xj := Re zj , yj := Im zj, so ist
i∗ 7→ ∂Pi∗
∂xj
(z) = lim
n→∞
P (i∗, z1, . . . , zj−1, (xj + 1n ) + i · yj , zj+1, . . . , zn)− P (i∗, z)
1
n
, i∗ ∈ I,
meßbar, entsprechendes gilt fu¨r i 7→ ∂Pi∂yj (z). Aufgrund der Definition der Wirtinger Ableitung
folgt die Meßbarkeit von
i 7→ ∂
|α|Pi
∂zα11 · · · ∂zαnn
(z) =
∑
β≥α
β!
(β − α)! ·
(
a
(1)
i,β · zβ−α, . . . , a(m)i,β · zβ−α
)
= α! · (a(1)i,α, . . . , a(m)i,α )
fu¨r jedes α = (α1, . . . , αn) ∈ Nn0 und z = 0 ∈ Cn, wobei β! := β1! · · ·βn! (fu¨r β = (β1, . . . , βn) ∈ Nn0 )
und β ≥ α genau dann, wenn βj ≥ αj fu¨r j = 1, . . . , n. 
Die nachfolgende Aussage bleibt auch fu¨r Polynomfunktionen in mehr als einer
Vera¨nderlichen gu¨ltig:
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3.2.4 Lemma
Fu¨r jedes n ∈ N sei dn ∈ N und fu¨r j = 0, . . . , dn sei an,j ∈ C sowie
Pn : Ĉ→ Ĉ, z 7→
dn∑
j=0
an,j · zj
mit Pn 6= O und gradPn = dn. (dn)n∈N konvergiere gegen einen Punkt d ∈ N und fu¨r
j = 0, . . . , d konvergiere (an,j)n∈N gegen einen Punkt aj ∈ C. Dann konvergiert (Pn)n∈N
lokal gleichma¨ßig gegen
P : Ĉ→ Ĉ, z 7→
d∑
j=0
aj · zj .
Beweis:
Es gibt ein n0 ∈ N mit dn = d fu¨r alle n ∈ N≥n0 . Sei K eine kompakte Teilmenge von C und
ε > 0. Setze M := 1 + supK und sei n ∈ N≥n0 mit |an,j − aj | < εd·Md fu¨r j = 0, . . . , d. Dann folgt
|Pn(z)− P (z)| ≤
d∑
j=0
|an,j − aj | · |z|j <
d∑
j=0
ε
d ·Md ·M
j ≤ ε fu¨r jedes z ∈ K.

Wir geben nun einen elementaren Beweis dafu¨r, daß holomorphe Selbstabbildungen
auf P1 stets durch homogene Polynomfunktionen beschrieben werden ko¨nnen. Wir
zeigen auch, daß die holomorphen Selbstabbildungen auf P1 genau den rationalen
Funktionen auf der Riemannschen Zahlenkugel Ĉ entsprechen. Beno¨tigt wird dazu
noch das folgende Lemma, wobei wir die im Beweis angegebene Konstruktion spa¨ter
ha¨ufiger verwenden werden:
3.2.5 Lemma
Sei f : Ĉ → Ĉ eine rationale Funktion und d := grad f ≥ 1. Sei ϕ : P1 → Ĉ, [p, q] 7→ pq
und
f˜ := ϕ−1 ◦ f ◦ ϕ : P1 → P1.
Dann existieren homogene Polynomfunktionen F0, F1 : C2 → C2 mit gradF0 = gradF1 =
d derart, daß F0 und F1 keine gemeinsamen Nullstellen in C2 \ {0} haben, und
f˜([z]) =
[
F0(z), F1(z)
]
fu¨r alle z ∈ C2 \ {0}.
Beweis:
Seien a0, . . . , ad, b0, . . . , bd ∈ C mit (ad, bd) 6= (0, 0) und seien
P (z) :=
d∑
i=0
ai · zi, Q(z) :=
d∑
i=0
bi · zi, z ∈ Ĉ,
teilerfremd mit f = PQ . Setze fu¨r alle z = (z0, z1) ∈ C2
F0(z) :=
d∑
i=0
ai · zi0 zd−i1 , F1(z) :=
d∑
i=0
bi · zi0 zd−i1 .
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Sei z = (z0, z1) ∈ C2 \ {0}. Sind z0, z1 6= 0, so folgt
f˜([z]) = f˜
([
z0
z1
, 1
])
= (ϕ−1 ◦ f ◦ ϕ)([ z0z1 , 1]) = ϕ−1(f( z0z1 )) = ϕ−1
(
P ( z0z1 )
Q( z0z1 )
)
=
[
P
(z0
z1
)
, Q
(z0
z1
)]
=
[ d∑
i=0
ai ·
(z0
z1
)i
,
d∑
i=0
bi ·
(z0
z1
)i]
=
[
zd1 ·
d∑
i=0
ai ·
(z0
z1
)i
, zd1 ·
d∑
i=0
bi ·
(z0
z1
)i] = [ d∑
i=0
ai · zi0 zd−i1 ,
d∑
i=0
bi · zi0 zd−i1
]
=
[
F0(z), F1(z)
]
.
Fu¨r z0 = 0 oder z1 = 0 ergibt sich obige Gleichung ganz analog, wobei man f(∞) = adbd
beru¨cksichtigt.
Annahme: Es existiert ein z = (z0, z1) ∈ C2 \ {0} mit F0(z) = F1(z) = 0.
Gilt z1 = 0, so folgt ad · zd0 = F0(z) = 0 = F1(z) = bd · zd0 und aus z0 6= 0 damit ad = bd = 0. 
Es gelte z1 6= 0. Dann folgt
P
(z0
z1
)
=
d∑
i=0
ai ·
(z0
z1
)i = z−d1 · F0(z0, z1) = 0, und analog Q(z0z1 ) = 0.
Damit haben P und Q eine gemeinsame Nullstelle. 

3.2.6 Satz
Vermo¨ge dem Homo¨omorphismus
ϕ : P1 → Ĉ, [p, q] 7→ p
q
sind die holomorphen Selbstabbildungen auf P1 genau die rationalen Funktionen
auf der Riemannschen Zahlenkugel.
Beweis:
Die Aussage ist fu¨r konstante Funktionen klar, so daß wir uns im folgenden auf die Betrach-
tung nicht-konstanter Funktionen beschra¨nken ko¨nnen.
”⇒“ Sei f : P
1 → P1 eine nicht-konstante holomorphe Funktion und setze
f˜ := ϕ ◦ f ◦ ϕ−1 : Ĉ→ Ĉ.
Als Hintereinanderausfu¨hrung stetiger Funktionen ist f˜ stetig. Setze N := f˜−1(∞).
Wa¨re N nicht diskret, so wa¨re f auf einer nicht diskreten Menge konstant und mit
dem Identita¨tssatz [68] folgt damit, daß dann f insgesamt konstant wa¨re.  Sei w ∈
C \ N . Wa¨hle eine Umgebung U von w in C mit f˜(z) 6= ∞ fu¨r alle z ∈ U . Setze
U1 := ϕ−1(U), U2 := ϕ−1(f˜(U)). Da f eine offene Abbildung ist, sind U1 und U2 offe-
ne Teilmengen von P1. Betrachtet man nun die komplexen Karten
(U1, ϕ|U1), (U2, ϕ|U2)
von P1. Es gilt ϕ(U1) = U und ϕ(U2) = f˜(U) und mit der Holomorphie von f ergibt sich,
daß f˜ |U = ϕ ◦ f ◦ϕ−1|U holomorph ist. Aus der Stetigkeit von f˜ folgt, daß nur Polstellen
vorliegen und f˜ ist auf ganz Ĉ meromorph, also eine rationale Funktion.
”⇐“ Sei f : Ĉ→ Ĉ eine nicht-konstante rationale Funktion, d.h. grad f ≥ 1. Setze
f˜ := ϕ−1 ◦ f ◦ ϕ : P1 → P1.
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Nach Lemma 3.2.5 existieren homogene Polynomfunktionen F0, F1 : C2 → C2, die keine
gemeinsamen Nullstellen in C2 \{0} haben, mit f˜([z]) = [F0(z), F1(z)] fu¨r alle z ∈ C2 \{0}.
Seien (U1, ϕ1), (U2, ϕ2) komplexe Karten von P1 mit f˜(U1) ⊆ U2. ϕ1, ϕ2 sind geeignete
Restriktionen der in 3.1.2 eingefu¨hrten komplexen Karten von P1, o.B.d.A. sei ϕ1 =
ŝ0|U1 , ϕ2 = ŝ1|U2 . Dann gilt fu¨r jedes z ∈ ϕ1(U1)
ϕ2 ◦ f˜ ◦ ϕ−11 (z) = ŝ1 ◦ f˜ ◦ ŝ0−1(z) = ŝ1 ◦ f˜([1, z]) = ŝ1
(
[F0(1, z), F1(1, z)]
)
=
F0(1, z)
F1(1, z)
,
d.h. ϕ2 ◦ f˜ ◦ ϕ−11 : ϕ1(U1)→ ϕ2(U2) ist holomorph und somit auch f˜ .

Wir kommen nun zur Liftung, die wir fu¨r den allgemeinen Fall notieren, aber hier
nur fu¨r den Fall k = 1 beweisen wollen. Fu¨r die Eindeutigkeit des Grades einer
Liftung beno¨tigen wir noch das folgende
3.2.7 Lemma
Sei n ∈ N≥2. Ist P : Cn → C eine homogene Polynomfunktion mit P (z) 6= 0 fu¨r alle
z ∈ Cn \ {0}, so ist gradP = 0, d.h. P ist konstant.
Beweis:
Angenommen, es gilt d := gradP ≥ 1. P habe die Darstellung P (z) = ∑|α|=d aα · zα, z ∈ Cn.
Setze a := aα mit α = (d, 0, . . . , 0) ∈ Nn0 . Dann folgt
P (z, 0, . . . , 0︸ ︷︷ ︸
(n−1)-mal
) = a · zd 6= 0 fu¨r alle z ∈ C \ {0},
also insbesondere a 6= 0. Betrachtet man
Q : C→ C, z 7→ P (z, 1, . . . , 1) =
∑
|α|=d,
α1 6=0
aα · zα1 +
∑
|α|=d,
α1=0
aα,
so ist Q eine auf C definierte Polynomfunktion, die nach Voraussetzung keine Nullstellen
besitzt. Damit gilt gradQ = 0, d.h. aα = 0 fu¨r alle α = (α1, . . . , αn) ∈ Nn0 mit |α| = d und α1 6= 0.
Insbesondere folgt a = 0.  
3.2.8 Satz (Existenz und Eindeutigkeit der Liftung)
Sei k ∈ N und sei f : Pk → Pk eine holomorphe Abbildung. Dann gilt
(a) Es existiert eine homogene Polynomfunktion F : Ck+1 → Ck+1 mit
F (z) 6= 0 und f(pi(z)) = pi(F (z)) fu¨r alle z ∈ Ck+1 \ {0},
wobei pi : Ck+1 \ {0} → Pk, (z0, . . . , zk) 7→ [z0, . . . , zk].
(b) Sind F, F˜ zwei Abbildungen aus (a), so gibt es ein c ∈ C mit F˜ = c · F .
Beweis:
(a) Fu¨r k = 1 folgt die Aussage aus Lemma 3.2.5 und Satz 3.2.6. Den allgemeinen Fall findet
man in [21, 31].
(b) Seien F = (F0, . . . , Fk) und F˜ = (F˜0, . . . , F˜k). Dann folgt fu¨r jedes z ∈ Ck+1 \ {0}.[
F0(z), . . . , Fk(z)
]
= pi
(
F (z)
)
= pi
(
F˜ (z)
)
=
[
F˜0(z), . . . , F˜k(z)
]
,
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d.h. es existiert ein c = c(z) ∈ C \ {0} mit c(z) · F (z) = F˜ (z). Betrachte die Abbildung
c : Ck+1 \ {0} → C \ {0}, z 7→ c(z). Da F0, . . . , Fk keine gemeinsamen Nullstellen in Ck+1 \ {0}
haben, folgt aus
c(z) =
F˜j(z)
Fj(z)
fu¨r j = 0, . . . , k und alle z ∈ Ck+1 \ {0} mit Fj(z) 6= 0,(∗)
daß c auf ganz Ck+1 \ {0} holomorph ist. Es existiert eine eindeutig bestimmte Potenz-
reihendarstellung [36][Thm.2.4.5] fu¨r c. Aus (∗) und da Fj , F˜j Polynomfunktionen sind,
folgt mit der Eindeutigkeit dieser Potenzreihenentwicklung, daß c eine Polynomfunktion
auf Ck+1 \ {0} ist. Setze c auf Ck+1 fort. Bemerkung 1 impliziert, daß c eine homogene
Polynomfunktion ist, und aus Lemma 3.2.7 ergibt sich, daß c konstant ist.

3.2.9 Definition (Liftung, Grad einer holomorphen Funktion auf Pk)
Sei k ∈ N und sei f : Pk → Pk eine holomorphe Abbildung. Die nach Satz 3.2.8
existierende und bis auf Multiplikation mit einer Konstanten eindeutig bestimmte
homogene Polynomfunktion F : Ck+1 → Ck+1 mit F−1(0) = 0 und
f ◦ pi = pi ◦ F auf Ck+1 \ {0}
heißt Liftung von f . Der Grad von f wird definiert als der Grad der zugeho¨rigen
Liftung. Setze grad f := gradF .
Bemerkung 3
Ist f : P1 → P1 eine holomorphe Funktion und ist f˜ : Ĉ → Ĉ die zu f geho¨rige
rationale Funktion gema¨ß Satz 3.2.6, so gilt
grad f = grad f˜ .
3.2.10 Satz
Sei k ∈ N und seien f1, f2 : Pk → Pk holomorphe Abbildungen sowie F1, F2 die zu-
geho¨rigen Liftungen. Dann ist F := F2 ◦ F1 eine Liftung von f := f2 ◦ f1.
Beweis:
Nach Satz 3.2.2 ist F eine homogene Polynomfunktion, außerdem gilt
(f ◦ pi)(z) = ((f2 ◦ f1) ◦ pi)(z) = ((f2 ◦ pi) ◦ F1)(z) = (pi ◦ (F2 ◦ F1))(z) = (pi ◦ F )(z)
und F (z) 6= 0 fu¨r alle z ∈ Ck+1 \ {0}. Also ist F eine Liftung von f . 
3.3. Potentiale und positive (1, 1)-Currents auf Pk
In diesem Abschnitt untersuchen wir spezielle pluri-subharmonische Funktionen,
die wir als (Pluri-) Potentiale bezeichnen wollen, und stellen den eingangs erwa¨hnten
Zusammenhang zwischen (1, 1)-Currents und (Pluri-) Potentialen her.
3.3.1 Definition ((Pluri-) Potential)
Sei k ∈ N. Zwei auf Ck+1 definierte, pluri-subharmonische Funktionen liegen in
der selben A¨quivalenzklasse, wenn sie sich nur um eine additive Konstante unter-
scheiden. Sei Pk die Menge aller A¨quivalenzklassen von pluri-subharmonischen
Funktionen u : Ck+1 → [−∞,∞[ mit der Eigenschaft, daß ein c ∈]0,∞[ existiert mit
u(λz) = c · log |λ|+ u(z) fu¨r alle z ∈ Ck+1, λ ∈ C \ {0}.
Die Elemente aus Pk heißen auch (Pluri-) Potentiale.
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Wie u¨blich unterscheiden wir nicht zwischen Repra¨sentanten und der zugeho¨rigen
A¨quivalenzklasse. In der Literatur werden auch normierte Abbildungen betrachtet
[22, 65]. Es gilt stets u(0) = −∞ und wir sagen, daß ein stetiges Potential vorliegt,
wenn u|Ck+1\{0} : Ck+1 \ {0} → R stetig ist.
Bemerkung 1
(i) Ist u ∈ Pk und F : Ck+1 → Ck+1 eine nicht-konstante homogene Polynomfunktion
sowie d := gradF ≥ 1, so ist 1d · u ◦F ∈ Pk, denn nach Satz 2.3.2 ist 1d · u ◦F pluri-
subharmonisch und fu¨r alle z ∈ Ck+1, λ ∈ C \ {0} gilt
1
d · u
(
F (λz)
)
= 1d · u
(
λd · F (z)) = c · log |λ|+ 1d · u(F (z)).
(ii) Ist u ∈ Pk, so gilt fu¨r alle z ∈ Ck+1 \ {0}
u(z) = u
(
‖z‖ · z‖z‖
)
= c · log ‖z‖+ u
( z
‖z‖
)
≤ c · log ‖z‖+ sup
‖w‖=1
u(w),
also u(z) ≤ c · log‖z‖+O(1) fu¨r ‖z‖ → ∞. Diese Eigenschaft fordert man allgemein
fu¨r Greensche Funktionen [44]. Vergleiche hierzu auch Definition 0.2.2 und
betrachte beispielsweise [22, §6] und [58, §3.1].
3.3.2 Satz
Seien k ∈ N und pi : Ck+1 \{0} → Pk, (z0, . . . , zk) 7→ [z0, . . . , zk] die natu¨rliche Projektion.
Sei z = [z0, . . . , zk] ∈ Pk. Dann gilt:
(a) Es existiert eine offene Umgebung U von z in Pk und eine injektive, holomorphe
Abbildung s : U → Ck+1 \ {0} mit
pi ◦ s = idU .
(b) Sind s1 : U1 → Ck+1 \ {0}, s2 : U2 → Ck+1 \ {0} Abbildungen mit den Eigenschaften
aus (a), so existiert eine holomorphe Abbildung ϕ : U1 ∩ U2 → C \ {0} mit
s1(w) = ϕ(w) · s2(w) fu¨r alle w ∈ U1 ∩ U2.
Beweis:
(a) Wa¨hle ein j ∈ {0, . . . , k} mit zj 6= 0 und betrachte Uj , sj aus 3.1.2.
(b) Sei w ∈ U1 ∩ U2. Aus pi(s1(w)) = w = pi(s2(w)) folgt, daß ein λ = λ(w) ∈ C \ {0} existiert
mit s1(w) = λ(w) · s2(w). Betrachte ϕ : U1 ∩ U2 → C \ {0}, w 7→ λ(w). Sind s1,0, . . . , s1,k und
s2,0, . . . , s2,k die Komponentenfunktionen von s1 bzw. s2, so folgt
ϕ(w) =
s2,j(w)
s1,j(w)
fu¨r j = 0, . . . , k und alle w ∈ U1 ∩ U2 mit s1,j(w) 6= 0.
Damit ist ϕ holomorph.

3.3.3 Lemma
Sei k ∈ N und u ∈ Pk sowie z ∈ Pk und seien U ⊆ Pk, s : U → Ck+1 \ {0} aus Satz 3.3.2
gewa¨hlt. Dann ist das auf U definierte (1, 1)-Current
ddc(u ◦ s)
unabha¨ngig von der Wahl von s, außerdem ist ddc(u ◦ s) geschlossen.
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Beweis:
Zuna¨chst beachte man, daß die Definition von ddc(u ◦ s) unabha¨ngig von der Wahl des
Repra¨sentanten aus [u] ist. Sei r : U → Ck+1 \ {0} eine weitere Abbildung, die die Eigen-
schaft aus Satz 3.3.2(a) erfu¨llt. Dann existiert nach Satz 3.3.2(b) eine holomorphe Abbil-
dung ϕ : U → C \ {0} mit r = ϕ · s. Aus der Linearita¨t von ddc folgt mit Korollar 2.3.5 fu¨r jede
(k − 1, k − 1)-Testform ω ∈ Dk−1,k−1(U)
〈ddc(u ◦ r), ω〉 = 〈u ◦ r, ddcω〉 = 〈u ◦ (ϕ · s), ddcω〉 =
3.3.1
〈c · log |ϕ|+ u ◦ s, ddcω〉
= c · 〈log |ϕ|, ddcω〉+ 〈u ◦ s, ddcω〉 = c · 〈ddc log |ϕ|, ω〉+ 〈ddc(u ◦ s), ω〉 = 〈ddc(u ◦ s), ω〉.
Mit einer Argumentation wie im Beweis von Satz 2.3.10 folgt, daß ddc(u ◦ s) geschlossen ist.

Bemerkung 2
In der Situation von Lemma 3.3.3 gelte zusa¨tzlich u(s(z)) 6= −∞ fu¨r alle z ∈ U . Dann
ist u auf s(U) pluri-harmonisch genau dann, wenn ddc(u ◦ s) = 0.
Beweis:
Die Hintereinanderausfu¨hrung einer pluri-subharmonischen und einer nicht-konstanten
holomorphen Abbildung ist pluri-subharmonisch nach Satz 2.3.4. Wendet man dies auf
u,−u und s−1 an, so folgt die Behauptung. 
Nicht nur fu¨r den Nachweis der Positivita¨t von ddc(u ◦ s) wird der Push back (das
Zuru¨ckziehen oder auch die Ru¨cktransformation) und der Push forward (die Vor-
wa¨rtstransformation) von Differentialformen beno¨tigt:
3.3.4 Definition (Pull back, Push forward)
Seien M,N C∞-Mannigfaltigkeiten und seien f ∈ C∞(M,N), k ∈ N. Sei ω eine
(komplexe) Differentialform vom Grad k auf N . Fu¨r alle a ∈ M und alle v1, . . . , vk ∈
Ta(M) sei
(f∗ω)(a)(v1, . . . , vk) := ω
(
f(a)
)(
Taf(v1), . . . , Taf(vk)
)
,
d.h. f∗ω : M → ⋃a∈M Λk(Ta(M),C). Ist k = 0, so ist ω eine Abbildung ω : N → C
und wir setzen dann f∗ω := ω ◦ f : M → C. f∗ω wird als Pull back von ω unter f
bezeichnet. Ist f ein C∞-Diffeomorphismus, so sei f∗ω := (f−1)∗ω der Push forward
einer auf M definierten Differentialform ω unter f .
Bemerkung 3 (Eigenschaften von f∗)
(i) Ist ω eine Differentialform vom Grad k, so auch f∗ω; außerdem u¨bertragen sich
Stetigkeit, Differenzierbarkeit etc.
(ii) f∗ ist C-linear und fu¨r alle Differentialformen ω1, ω2 gilt f∗(ω1 ∧ ω2) = f∗ω1 ∧
f∗ω2. Ist also ω eine (elementar-) positive Differentialform, so auch f∗ω. Ist ω
differenzierbar, so gilt d(f∗ω) = f∗(dω) [68].
(iii) Es gilt die Transformationsformel
∫
N ω =
∫
M f
∗ω, falls f ein orientierungser-
haltender C∞-Diffeomorphismus ist [2],
Seien n ∈ N, p, q ∈ N0 mit p, q ≤ n und sei M eine n-dimensionale komplexe Mannig-
faltigkeit sowie ω eine zweimal stetig differenzierbare (p, q)-Form auf M . Aus (ii),
zusammen mit d = ∂ + ∂, folgt ∂(f∗ω) = f∗(∂ω), ∂(f∗ω) = f∗(∂ω) und somit
f∗(ddcω) = ddc(f∗ω).
Damit kann nun die Positivita¨t von ddc(u◦ s) (aus Lemma 3.3.3) eingesehen werden:
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3.3.5 Satz
Es seien die Voraussetzungen und Bezeichnungen von Lemma 3.3.3 gegeben. Dann
ist ddc(u ◦ s) ein positives (1, 1)-Current auf U .
Beweis:
Sei ω ∈ Dk−1,k−1(U) eine positive (k − 1, k − 1)-Testform und f := s−1 : V → U mit V := s(U) ⊆
Ck+1 \ {0}. Dann ist f∗ω eine positive Testform auf V , der Push forward von ω unter s. Es
folgt
〈ddc(u ◦ s), ω〉 = 〈u ◦ s, ddcω〉 =
∫
U
(u ◦ s) ∧ ddcω =
Bem. 3 (iii)
∫
V
f∗
(
(u ◦ s) ∧ ddcω)
=
∫
V
f∗(u ◦ s) ∧ f∗(ddcω) =
∫
V
u · f∗(ddcω)
=
∫
V
u · ddc(f∗ω) = 〈u, ddcf∗ω〉 = 〈ddcu, f∗ω〉 ≥ 0,
da ddcu ein positives (1, 1)-Current (auf V ) ist. 
3.3.6 Satz
Sei M eine n-dimensionale komplexe Mannigfaltigkeit und {U1, . . . , Um} eine offene
U¨berdeckung von M . Seien p, q ∈ N0 mit p, q ≤ n, außerdem sei Tj ein (p, q)-Current
auf Uj fu¨r j = 1, . . . ,m. Fu¨r alle i, j ∈ {1, . . . ,m} mit Ui ∩ Uj 6= ∅ gelte
Ti|Ui∩Uj = Tj |Ui∩Uj .
Dann existiert ein eindeutig bestimmtes (p, q)-Current T auf M mit T |Uj = Tj fu¨r
j = 1, . . . ,m.
Zusatz: Sind T1, . . . , Tm positive (geschlossene) Currents, so ist auch T positiv (ge-
schlossen).
Beweis:
Sei η1, . . . , ηm :M → [0, 1] eine C∞-Partition der Eins bezu¨glich U1, . . . , Um, d.h. es gilt supp ηj ⊆
Uj fu¨r j = 1, . . . ,m und η1(x) + · · · + ηm(x) = 1 fu¨r alle x ∈ M , außerdem sind η1, . . . , ηm
beliebig oft differenzierbar [53, Thm.2.2.14]. Sei ω eine (n − p, n − q)-Testform auf M , d.h.
ω ∈ Dn−p,n−q(M). Dann kann ηj · ω als eine (n − p, n − q)-Testform auf Uj aufgefaßt werden.
Setze
〈T, ω〉 :=
m∑
j=1
〈Tj , ηj · ω〉.
Dann ist T : Dn−p,n−q(M) → C eine lineare Abbildung und aus der Stetigkeit von T1, . . . , Tm
folgt die von T , d.h. T ist ein (p, q)-Current auf M . Nach Konstruktion gilt T |Uj = Tj fu¨r
j = 1, . . . ,m. Sei S ein (p, q)-Current aufM mit S|Uj = Tj fu¨r j = 1, . . . ,m und ω ∈ Dn−p,n−q(M).
Dann folgt
〈S, ω〉 =
〈
S,
m∑
j=1
ηj · ω
〉
=
m∑
j=1
〈S, ηj · ω〉 =
m∑
j=1
〈Tj , ηj · ω〉 = 〈T, ω〉,
also S = T , was die Eindeutigkeit zeigt. Sind T1, . . . , Tm und ω positiv, so ist ηj ·ω eine positive
Testform auf Uj und somit 〈T, ω〉 = 〈T1, η1 · ω〉+ · · ·+ 〈Tm, ηm · ω〉 ≥ 0. Um die Geschlossenheit
von T zu zeigen, wenn T1, . . . , Tm geschlossen sind, geht man entsprechend vor. 
Aus Satz 3.3.6 und Lemma 3.3.3 erha¨lt man
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3.3.7 Korollar
Sei k ∈ N und u ∈ Pk. Dann existiert ein eindeutig bestimmtes positives und ge-
schlossenes (1, 1)-Current T = T (u) auf Pk mit
T |U = ddc(u ◦ s)
fu¨r alle offenen Umgebungen U und s : U → Ck+1 \ {0} aus Satz 3.3.2.
Zu jedem (Pluri-) Potential u ∈ Pk wurde ein positives, geschlossenes (1, 1)-Current
auf Pk definiert. Umgekehrt findet man zu jedem derartigen Current ein Potential:
3.3.8 Theorem ([23, Thm. 5.9], [65, The´ore`me A.5.1])
Sei k ∈ N. Sei C1,1 = C1,1(Pk) die Menge aller positiven, geschlossenen (1, 1)-Currents
auf Pk. Dann ist die Abbildung
L : Pk → C1,1, u 7→ T (u)
bijektiv.
Notation
Ist T ∈ C1,1(Pk) und u ∈ Pk mit T = L(u), so sagen wir auch, daß u das (Pluri-)
Potential von T ist, und man schreibt
pi∗T = ddcu.
Dies entspricht dem Pull back von T unter pi : Ck+1 \{0} → Pk, z 7→ [z], der durch den
Push forward von Differentialformen (unter pi) eingefu¨hrt werden kann5. Da pi je-
doch nicht bijektiv ist, muß man den Begriff des Push forwards zuna¨chst erweitern.
Wir beno¨tigen hier nur wenige Spezialfa¨lle und fu¨hren den Pull back von Currents
daher nicht allgemein ein (vgl. Kommentare in [62, S. 59f.] oder betrachte [65, A.3]
zusammen mit [17, S. 257]).
Ist eine holomorphe Abbildung und ein Current gegeben, so liegt es nahe das zum
Current zugeho¨rige Potential durch die entsprechende Liftung zu manipulieren:
3.3.9 Definition (Pull back)
Sei k ∈ N und f eine nicht-konstante holomorphe Selbstabbildung auf Pk sowie
F : Ck+1 → Ck+1 eine Liftung von f . Sei T ∈ C1,1(Pk) und u ∈ Pk ein Potential von T ,
d.h. pi∗T = ddcu. Dann sei f∗T das (1, 1)-Current auf Pk, der Pull back von T unter f ,
fu¨r das gilt: Sind U ⊆ Pk, s : U → Ck+1 \ {0} aus Lemma 3.3.2, d.h. T |U = ddc(u ◦ s), so
gilt
f∗T |U = ddc(u ◦ F ◦ s).
Bemerkung 4
(i) Es gilt pi∗(f∗T ) = ddc(u ◦ F ).
(ii) Die Existenz von f∗T folgt aus Satz 3.3.6. Sei F˜ eine weitere Liftung von f und
c > 0 mit u(λz) = c · log |λ| + u(z) fu¨r alle z ∈ Ck+1, λ ∈ C \ {0}. Wa¨hle λ ∈ C \ {0}
mit F˜ = λ · F . Dann folgt
(u ◦ F˜ ◦ s)(z) = u(λ · F (s(z))) = c · log |λ|+ u(F (s(z))) fu¨r alle z ∈ U ,
5Da pi eine Abbildung pi : Ck+1 \ {0} → Pk ist, wa¨re es naheliegender auf Ck+1 \ {0} und nicht auf Ck+1
definierte Abbildungen zu betrachten. pi∗T ist zuna¨chst ein Current auf Ck+1 \ {0}, kann jedoch auf
Ck+1 fortgesetzt werden [23, §5.4]. Diese Fortsetzung sei wieder mit pi∗T bezeichnet.
56
3.4 Positive (k, k)-Currents auf Pk 57
also ddc(u ◦ F˜ ◦ s) = ddc(u ◦ F ◦ s). Damit ist die Definition von f∗T unabha¨ngig
von der Wahl der Liftung.
Entscheidend ist hier, daß man aus der Konvergenz von Potentialen die Konvergenz
der zugeho¨rigen (1, 1)-Currents erha¨lt:
3.3.10 Satz
Sei k ∈ N. Sei u ∈ Pk und sei (un)n∈N eine Folge in Pk. Auf u−1(R) konvergiere (un)
lokal gleichma¨ßige gegen u. Sei T das zu u geho¨rende (1, 1)-Current und sei Tn das
zu un geho¨rende (1, 1)-Current, n ∈ N. Dann konvergiert (Tn) schwach gegen T .
Beweis:
Sei ω ∈ Dn−1,n−1(Pk) eine (n−1, n−1)-Testform auf Pk. Wa¨hle die offenen Mengen U0, . . . Uk ⊆
Pk und die holomorphen Abbildungen sj : Uj → Ck+1 \ {0} fu¨r j = 0, . . . , k gema¨ß 3.1.2 (vgl.
auch Beweis von Satz 3.3.2). Sei η0, . . . , ηk eine C∞-Partition der Eins bezu¨glich U0, . . . , Uk.
Dann folgt
〈Tn, ω〉 =
k∑
j=0
〈Tn, ηj · ω〉 =
k∑
j=0
〈ddc(un ◦ sj), ηj · ω〉 =
k∑
j=0
〈un ◦ sj , ddc(ηj · ω)〉
=
k∑
j=0
∫
(un ◦ sj) · ddc(ηj · ω) -n→∞
k∑
j=1
∫
(u ◦ sj) · ddc(ηj · ω) =
k∑
j=0
〈u ◦ sj , ddc(ηj · ω)〉
=
k∑
j=0
〈ddc(u ◦ sj), ηj · ω〉 =
m∑
j=1
〈T, ηj · ω〉 = 〈T, ω〉.

3.4. Der (verallgemeinerte, komplexe) Monge-Ampe`re
Operator und positive (k, k)-Currents auf Pk
Die auf Pk definierten (k, k)-Currents sind gema¨ß Bemerkung 4 (Seite 29) genau
die Distributionen auf Pk, positive (k, k)-Currents ko¨nnen als Maße (auf Pk) auf-
gefaßt werden. Bislang haben wir nur (1, 1)-Currents betrachtet. Aus diesen erha¨lt
man jedoch durch Anwendung des (verallgemeinerten, komplexen) Monge-Ampe`re
Operators (ddc)k auch (k, k)-Currents. Da es fu¨r die spa¨tere Anwendung genu¨gt,
stetige Funktionen zu betrachten, geben wir die Definition aus [39, S.320] wieder,
eine allgemeine Definition findet man beispielsweise in [44].
3.4.1 Definition (Monge-Ampe`re Operator)
Seien n, k ∈ N mit k ≤ n, sei Ω eine nicht-leere, offene Teilmenge von Cn und seien
u1, . . . , uk : Ω →] −∞,∞[ stetige, pluri-subharmonische Funktionen. Wir fu¨hren ein
positives (k, k)-Current ddcu1 ∧ · · · ∧ ddcuk auf Ω induktiv wie folgt ein:
ddcu1 ist ein positives (1, 1)-Current auf Ω und ist ` ∈ N mit ` ≤ k − 1 derart, daß
ddcu1 ∧ · · · ∧ ddcu` ein positives (`, `)-Current ist, so liegt ein Current der Ordnung 0
vor und
〈ddcu1 ∧ · · · ∧ ddcu`+1, χ〉 := 〈ddcu1 ∧ · · · ∧ ddcu`, u`+1 · ddcχ〉
ist fu¨r alle Testformen χ ∈ Dn−(`+1),n−(`+1)(Ω) wohldefiniert. Fu¨r eine stetige, pluri-
subharmonische Funktion u : Ω→]−∞,∞[ setzen wir
(ddcu)k := ddcu ∧ · · · ∧ ddcu︸ ︷︷ ︸
k−-mal
.
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(ddc)n wird auch als (verallgemeinerter, komplexer) Monge-Ampe`re Operator be-
zeichnet.
Da pluri-subharmonische Funktionen durch C∞-Abbildungen approximiert werden
ko¨nnen und fu¨r derartige Funktionen ddcu1 ∧ · · · ∧ ddcuk elementar definiert ist,
liegt es nahe eine entsprechende Approximation zu betrachten. Wir notieren nur
den Fall, daß stetige Abbildungen vorliegen, wenngleich eine wesentlich schwa¨chere
Formulierung mo¨glich ist:
3.4.2 Theorem ([44, Theorem 3.4.3])
Seien n, k ∈ N mit k ≤ n und sei Ω eine nicht-leere, offene Teilmenge von Cn. Seien
u1, . . . , uk : Ω →] − ∞,∞[ stetige, pluri-subharmonische Funktionen. Ist (u`,j)j∈N
eine monoton fallende Folge pluri-subharmonischer C∞-Funktionen, die gegen u`
konvergiert, ` = 1, . . . , k, so gilt
lim
j→∞
ddcu1,j ∧ · · · ∧ ddcuk,j = ddcu1 ∧ · · · ∧ ddcuk
wobei die linke Seite gema¨ß 1.4.9 als positiver Current aufgefaßt und punktweise
Konvergenz (fu¨r Currents von Ordnung 0) betrachtet wird, d.h. es gilt
lim
j→∞
∫
Ω
ddcu1,j ∧ · · · ∧ ddcuk,j ∧ χ = 〈ddcu1 ∧ · · · ∧ ddcuk, χ〉 fu¨r alle χ ∈ Dn−k,n−k0 (Ω).
Fu¨r auf einer (komplexen) Mannigfaltigkeit definierte pluri-subharmonische (und
stetige) Abbildung fu¨hrt man den (verallgemeinerten, komplexen) Monge-Ampe`re
Operator entsprechend ein. Wir ziehen hierzu obige Approximation heran:
3.4.3 Definition und Satz (Monge-Ampe`re Operator auf Mannigfaltigkeiten)
Seien n, k ∈ N mit k ≤ n. Sei M eine n-dimensionale komplexe Mannigfaltigkeit und
seien u1, . . . , uk : M →] − ∞,∞[ stetige, pluri-subharmonische Funktionen. Dann
existiert ein eindeutig bestimmtes positives (k, k)-Current
ddcu1 ∧ · · · ∧ ddcuk
mit der Eigenschaft, daß fu¨r alle monoton fallenden Folgen (u`,,j)j∈N, ` = 1, . . . , k, von
pluri-subharmonischen C∞-Abbildungen mit limj→∞ u`,j = u` gilt:
〈ddcu1,j ∧ · · · ∧ ddcuk,j , χ〉 -j→∞ 〈dd
cu1 ∧ · · · ∧ ddcuk, χ〉 fu¨r jedes χ ∈ Dn−k,n−k0 (M).
(ddc)n ist der (verallgemeinerter, komplexer) Monge-Ampe`re Operator.
Beweis:
Sei (U,ϕ) eine Karte und (u`,j)j∈N eine monoton fallende Folge von stetigen, pluri-sub-
harmonischen C∞-Funktionen, die gegen u` konvergiert fu¨r ` = 1, . . . , k. Sei χ ∈ Dn−k,n−k0 (U).
Dann folgt mit f := ϕ−1 unter Verwendung der Eigenschaften des Pull backs:
〈ddcu1,j ∧ · · · ∧ ddcuk,j , χ〉 =
∫
U
ddcu1,j ∧ · · · ∧ ddcuk,j ∧ χ
=
∫
f(U)
f∗(ddcu1,j ∧ · · · ∧ ddcuk,j ∧ χ) =
∫
f(U)
f∗(ddcu1,j) ∧ · · · ∧ f∗(ddcuk,j) ∧ f∗χ
=
∫
ϕ(U)
ddc(u1,j ◦ ϕ−1) ∧ · · · ∧ ddc(uk,j ◦ ϕ−1) ∧ (χ ◦ ϕ−1)
= 〈ddc(u1,j ◦ ϕ−1) ∧ · · · ∧ ddc(uk,j ◦ ϕ−1), χ ◦ ϕ−1〉 → 〈ddc(u1 ◦ ϕ−1) ∧ · · · ∧ ddc(uk ◦ ϕ−1), χ ◦ ϕ−1〉
fu¨r j → ∞ gema¨ß Theorem 3.4.2. Fu¨r (U,ϕ) gibt es daher ein auf U definiertes, positives
(k, k)-Current mit der behaupteten Eigenschaft (fu¨r auf U definierte Testformen). Nun wende
man Satz 3.3.6 an. 
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Als einfache Folgerung aus der (induktiven) Definition von (ddcu)k ergibt sich
3.4.4 Lemma
Sei n ∈ N und seiM eine n-dimensionale komplexe Mannigfaltigkeit sowie u :M → R
eine stetige, pluri-harmonische Abbildung, d.h. es gilt ddcu = 0. Dann folgt (ddcu)k =
0 fu¨r k = 1, . . . , n.
3.4.5 Satz ([23, Lemma 5.10])
Sei k ∈ N. Sei u ∈ Pk und sei c ∈ ]0,∞[ mit u(λz) = c · log |λ|+ u(z) fu¨r alle λ ∈ C \ {0},
z ∈ Ck+1. Dann existiert eine monoton fallende Folge (un)n∈N in Pk mit
un(λz) = c · log |λ|+ un(z) fu¨r alle λ ∈ C \ {0}, z ∈ Ck+1 und n ∈ N
derart, daß un|Ck+1\{0} ∈ C∞(Ck+1 \ {0},R) fu¨r alle n ∈ N. un hat die Form
un(z) =
∫
u(z − ‖z‖ · w) · αn(w) dw, z ∈ Ck+1
mit einer C∞-Abbildung αn : Ck+1 → R, n ∈ N, die nicht von u abha¨ngt.
3.4.6 Satz
Sei k ∈ N und sei u ∈ Pk ein stetiges Potential. Seien U ⊆ Pk und s : U → Ck+1 \ {0}
aus Satz 3.3.2(a) gewa¨hlt, d.h. es gilt pi ◦ s = idU . Dann ist
(ddc(u ◦ s))`
fu¨r ` = 1, . . . , k unabha¨ngig von der Wahl von s.
Beweis:
Sei r : U → Ck+1 \ {0} eine weitere injektive, holomorphe Abbildung gema¨ß Satz 3.3.2(a).
Aus Satz 3.3.2(b) folgt, daß es eine holomorphe Abbildungen ϕ : U → C \ {0} gibt mit u ◦ r =
c · log |ϕ|+ u ◦ s fu¨r ein c ∈]0,∞[. Sei (un)n∈N eine Folge u¨ber Pk entsprechend Satz 3.4.5 fu¨r u.
Dann folgt fu¨r jedes χ ∈ Dk−`,k−`0 (U)
〈(ddc(u ◦ r))`, χ〉 =
3.4.3
lim
n→∞〈(dd
c(un ◦ r))`, χ〉 = lim
n→∞
∫
ddc(un ◦ r) ∧ · · · ∧ ddc(un ◦ r)︸ ︷︷ ︸
`-mal
∧χ
= lim
n→∞
∫
ddc(c · log |ϕ|+ un ◦ s) ∧ · · · ∧ ddc(c · log |ϕ|+ un ◦ s) ∧ χ
= lim
n→∞
∫
(ddc(c · log |ϕ|) + ddc(un ◦ s)) ∧ · · · ∧ (ddc(c · log |ϕ|) + ddc(un ◦ s)) ∧ χ
= lim
n→∞
∫
ddc(un ◦ s) ∧ · · · ∧ ddc(un ◦ s) ∧ χ = lim
n→∞〈(dd
c(un ◦ s))`, χ〉 = 〈(ddc(u ◦ s))`, χ〉.

Mit Satz 3.3.6 folgt somit:
3.4.7 Korollar
Seien k, ` ∈ N mit ` ≤ k und sei u ∈ Pk ein stetiges (Pluri-) Potential. Dann existiert
ein eindeutig bestimmtes positives (`, `)-Current T auf Pk mit
T |U = (ddc(u ◦ s))`
fu¨r jede offene Umgebung U und der injektiven, holomorphen Abbildung s : U →
Ck+1 \ {0} mit pi ◦ s = idU aus Satz 3.3.2.
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Notation
• Wir schreiben pi∗T = (ddcu)`, falls die Voraussetzungen (und Bezeichnungen)
von Korollar 3.4.7 gegeben sind. In diesem Fall ist T also ein (`, `)-Current auf
Pk.
• Sei T ein (1, 1)-Current auf Pk, das ein stetiges Potential u besitzt. Dann schrei-
ben wir T ` = T ∧ · · · ∧ T︸ ︷︷ ︸
`-mal
fu¨r das (`, `)-Current auf Pk, fu¨r das gilt
T `|U = (ddc(u ◦ s))`
fu¨r jede offene Umgebung U und der injektiven, holomorphen Abbildung s :
U → Ck+1 \ {0} mit pi ◦ s = idU aus Satz 3.3.2. Es gilt also pi∗T ` = (ddcu)`.
Bemerkung 1
Ist c > 0 mit u(λz) = c · log |λ| + u(z) fu¨r alle z ∈ Ck+1 \ {0}, λ ∈ C \ {0}, so hat das
(k, k)-Current T mit pi∗T = (ddcu)k, aufgefaßt als Maß, Gesamtmasse c. Insbesondere
liegt im Fall c = 1 ein Wahrscheinlichkeitsmaß vor [23, Prop. 5.14].
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Teil II.
Entropie-Theorie und zufa¨llige Juliamengen
In diesem Abschnitt betrachten wir zuna¨chst die maßtheoretische und topologische
Entropie einer (stetigen) Funktion. In der Entropie-Theorie wird zumeist voraus-
gesetzt, daß der zugrundeliegende Raum kompakt ist. Die topologische Entropie
kann auf verschiedene Arten und Weisen eingefu¨hrt werden. Hier betrachten wir
die Situation, daß keine Kompaktheit vorliegt. Man kann die verschiedenen Defi-
nitionen der topologischen Entropie auf diesen Fall u¨bertragen. Es zeigt sich, daß
diese im allgemeinen nicht u¨bereinstimmen mu¨ssen, allerdings kann man sie unter
gewissen Bedingungen in Beziehung setzen. Wir untersuchen auch wann Zusam-
menha¨nge zwischen der maßtheoretischen und topologischen Entropie (Goodwyn’s
Theorem) vorliegen. Im sich anschließenden Kapitel untersuchen wir die zufa¨llige
Iteration von holomorphen Selbstabbildungen auf Pk, k ∈ N, und gehen auf die
Existenz eines bestimmten invarianten Maßes ein.

Kapitel 4.
Entropie-Theorie auf nicht-kompakten Ra¨umen
The happy life is determined by
maximum entropy.
(Russ Giannetta)
Die topologische Entropie wurde urspru¨nglich fu¨r stetige Selbstabbildungen auf
kompakten Ra¨umen eingefu¨hrt, ha¨ufig werden auch nur Homo¨omorphismen be-
trachtet. Weitere Definitionen sind insbesondere fu¨r gleichma¨ßig stetige Selbstab-
bildungen auf metrisierbaren Ra¨umen gegeben worden. Ist der zugrundeliegende
Raum kompakt, so stimmen alle Definitionen u¨berein, weiterhin liegt eine enge Be-
ziehung zwischen der topologischen und der maßtheoretischen Entropie vor - es
gilt das Variationsprinzip [56, 71]. In der Literatur wird zumeist nur diesem Fall
Beachtung geschenkt.
Hier betrachten wir die Situation, wenn der zugrundeliegende Raum nicht kompakt
ist, und diskutieren verschiedene Definitionen der topologischen Entropie. Interes-
sant sindMaße mit maximaler Entropie, die jedoch im allgemeinen nicht eindeutig
bestimmt sein ko¨nnen, wenn die vorliegende Entropie ∞ ist. Wir beginnen mit der
maßtheoretischen Entropie, die auf A. N. Kolmogorov zuru¨ckgeht.
4.1. Maßtheoretische Entropie
Im folgenden verwenden wir stets die Konvention 0 · log 0 := 0, d.h. wir setzen die
Abbildung t 7→ t · log t in den Punkt 0 hinein fort.
4.1.1 Definition (Entropie einer Partition)
Sei (X,B, µ) ein Wahrscheinlichkeitsraum und sei β eine aus abza¨hlbar vielen meß-
baren Mengen bestehende Partition (kurz: abza¨hlbare, meßbare Partition) von X.
Die Entropie von β ist definiert durch
Hµ(β) := −
∑
B∈β
µ(B) · logµ(B).
Notation
Sei X eine Menge und ξi, i ∈ I, eine endliche Familie von Teilmengen von X. Die
Verfeinerung von ξi, i ∈ I, ist definiert durch∨
i∈I
ξi :=
{⋂
i∈I
Ei : Ei ∈ ξi fu¨r jedes i ∈ I
}
.
Liegt eine σ-Algebra auf X zugrunde und ist ξi fu¨r jedes i ∈ I eine Unter-σ-Algebra,
so fu¨hren wir die Verfeinerung (fu¨r eine beliebige Indexmenge I) als die kleinste
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σ-Algebra ein, die alle ξi, i ∈ I, entha¨lt6.
4.1.2 Definition (Maßtheoretische Entropie)
Sei (X,B, µ) ein Wahrscheinlichkeitsraum und T : X → X eine maßerhaltende Abbil-
dung. Sei β eine endliche, meßbare Partition von X. Diemaßtheoretische Entropie
von T bzgl. β (und µ) ist gegeben durch
hµ(T, β) := lim
n→∞
1
n
·Hµ
(n−1∨
k=0
T−kβ
)
= inf
n∈N
1
n
·Hµ
(n−1∨
k=0
T−kβ
)
,
und die maßtheoretische Entropie von T (bzgl. µ) ist definiert durch
hµ(T ) := sup
{
hµ(T, β) : β endliche, meßbare Partition von X
}
.
Aus der nachfolgenden Bemerkung ergibt sich, daß man stets einen vollsta¨ndigen
(Wahrscheinlichkeits-) Raum voraussetzen kann:
Bemerkung 1
(i) Fu¨r alle A ∈ B sei BA := {A ∩ B : B ∈ B}. Dann gilt fu¨r jedes B ∈ B mit
T−1(B) = B und µ(B) = 0
hµ(T ) = hµX\B (T |X\B),
wobei µX\B die Einschra¨nkung von µ auf BX\B bezeichne.
(ii) Sei B := {B ∪ N : B ∈ B, N Teilmenge einer µ-Nullmenge}, sowie µ(B ∪ N) :=
µ(B) fu¨r alle B∪N ∈ B, d.h. (X,B, µ) ist die (µ-) Vervollsta¨ndigung von (X,B, µ).
Dann gilt
hµ(T ) = hµ(T ),
denn hµ(T ) ≤ hµ(T ) folgt aus der Definition. Sei β = {B1 ∪N1, . . . , Bk ∪Nk} eine
endliche, aus B-meßbaren Mengen bestehende Partition und wa¨hle N ∈ B mit
µ(N) = 0 und N1 ∪ · · · ∪ Nk ⊆ N . Indem man die endliche, aus B-meßbaren
Mengen bestehende Partition β := {B1 ∩N c, . . . , Bk ∩N c} betrachtet, erha¨lt man
auch hµ(T ) ≤ hµ(T ).
4.1.3 Anmerkungen
Sei (X,B) ein meßbarer Raum und T : X → X eine meßbare Abbildung. Wir ver-
sehen die Menge aller endlichen, signierten Maße auf (X,B)mit der u¨blichen Vektor-
raumstruktur, d.h. fu¨r alle λ1, λ2 ∈ R und alle endlichen, signierten Maße µ1, µ2 sei
(α · µ1 + β · µ2)(B) := α · µ1(B) + β · µ2(B) fu¨r jedes B ∈ B.
Die Menge P(X) aller Wahrscheinlichkeitsmaße auf (X,B) und die Menge PT (X) aller
T -invarianten Wahrscheinlichkeitsmaße auf (X,B) sind konvexe (Teil-) Mengen. Sei
E(X,T ) die Menge aller (bzgl. T ) ergodischen Wahrscheinlichkeitsmaße7 aus PT (X).
6Fu¨r meßbare Partitionen ξi, i ∈ I, eines Lebesgue-Raumes (→ §4.2) fu¨hrt man auch eine Ordnung
(die ”Verfeinerung“) ein. Dabei werden auch Nullmengen und allgemeinere Indexmengen beru¨ck-
sichtigt [50, §1.3]. Wi∈I ξi ist dann definiert als das Supremum von ξi, i ∈ I (in der vorliegen-
den Verbandstruktur), und man kann meßbare Partitionen mit den Unter-σ-Algebren identifizieren
(modulo Nullmengen).
7µ ∈ PT (X) ist ergodisch (bzgl. T ), falls µ(B) ∈ {0, 1} fu¨r jedes B ∈ B mit T−1(B) = B gilt.
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4.1.4 Satz
Sei (X,B) ein meßbarer Raum und T : X → X eine meßbare Abbildung. Dann ist die
Entropie-Abbildung µ 7→ hµ(T ) affin, d.h. fu¨r alle µ1, µ2 ∈ PT (X) und jedes λ ∈ [0, 1]
gilt
hλ·µ1+(1−λ)·µ2(T ) = λ · hµ1(T ) + (1− λ) · hµ2(T ).
Beweis:
Der in [71, Theorem 8.1] gefu¨hrte Beweis beno¨tigt nicht die dort vorausgesetzte Stetigkeit
(von T ) und auch nicht die Kompaktheit von X. 
Mittels der bedingten Entropie (einer Partition) erha¨lt man einen anderen Zugang
zur maßtheoretischen Entropie, der ha¨ufig nu¨tzlich ist um die Entropie (explizit) zu
bestimmen.
4.1.5 Definition (Bedingte Entropie einer Partition)
Sei (X,B, µ) ein Wahrscheinlichkeitsmaß und seien α, β abza¨hlbare, meßbare Parti-
tionen von X. Dann ist die bedingte Entropie von α, gegeben β, definiert durch
Hµ(α|β) := Hµ(α ∨ β)−Hµ(β) = −
∑
A∈α,B∈β,
µ(B)>0
µ(A ∩B) · logµ(A|B).
4.1.6 Satz ([71, Theorem 4.14])
Sei (X,B, µ) ein Wahrscheinlichkeitsraum und sei T : X → X eine maßerhaltende
Abbildung, sowie β eine endliche, meßbare Partition von X. Dann gilt
lim
n→∞Hµ
(
β
∣∣ n∨
k=1
T−kβ
)
= hµ(T, β).
Man kann die bedingte Erwartung dazu verwenden, Hµ(α|β) fu¨r eine σ-Algebra β
(und eine abza¨hlbare, meßbare Partition α) einzufu¨hren. Betrachtet man zu einer
abza¨hlbaren, meßbaren Partition β die erzeugte σ-Algebra, so zeigt sich, daß die
Definitionen konsistent sind [56]. Indem man sogenannte Systeme bedingter Maße
auf Lebesgue-Ra¨umen verwendet, ko¨nnen auch ”feinere“ Partitionen α (etwa die
Einpunkt-Partition) fu¨r eine Definition von Hµ(α|β) herangezogen werden:
4.2. Systeme bedingter Maße und ergodische Zerlegungen
Grundlage fu¨r diesen Abschnitt sind die beiden grundlegenden Arbeiten von V. A.
Rohlin [60, 61]. Einige Details wurden bereits in [72] ausgefu¨hrt, vergleiche auch
[50]. Insbesondere fu¨r die Existenz einer ergodischen Zerlegung (von Wahrschein-
lichkeitsmaßen) werden wir die sogenannten Systeme bedingter Maße verwenden.
4.2.1 Definition (Meßbare Partition)
Sei (X,B, µ) ein Wahrscheinlichkeitsraum. Eine aus paarweise disjunkten Teilmengen
von X bestehende Menge α mit
⋃
A∈αA = X heißt meßbare Partition, wenn es eine
Folge (Bn)n∈N in B gibt derart, daß gilt:
(i) Fu¨r jedes n ∈ N existiert eine Teilmenge α′ von α mit Bn =
⋃
A∈α′ A.
(ii) Fu¨r alle A1, A2 ∈ α mit A1 6= A2 existiert ein n ∈ N mit
A1 ⊆ Bn, A2 ⊆ Bcn oder A1 ⊆ Bcn, A2 ⊆ Bn.
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(Bn)n∈N heißt dann auch Basis der Partition α. Liegt ein topologischer Raum mit
der zugeho¨rigen Borelschen σ-Algebra zugrunde, so spricht man statt von meßbaren
Partitionen auch von Borel-Partitionen.
Bemerkung 1
(i) Jede meßbare Partition besteht aus meßbaren Mengen.
(ii) Jede abza¨hlbare, aus meßbaren Mengen bestehende Partition ist eine meßbare
Partition im Sinne von Definition 4.2.1.
4.2.2 Definition (Separabler Raum)
Sei (X,B, µ) ein vollsta¨ndiger Maßraum. Eine abza¨hlbare Familie Bn, n ∈ N, von
Mengen aus B heißt Basis von X (genauer: von (X,B, µ)), falls gilt8:
(i) Zu jedem A ∈ B existiert ein B ∈ σ(Bi : i ∈ N) mit A ⊆ B und µ(B \A) = 0.
(ii) Fu¨r alle paarweise verschiedenen Punkte x, y ∈ X existiert ein n ∈ N mit
x ∈ Bn, y 6∈ Bn oder x 6∈ Bn, y ∈ Bn.
Besitzt X eine Basis, so bezeichnen wir (X,B, µ) als separablen (Maß-) Raum.
Bemerkung 2
Ist En ∈ {Bn, Bcn} fu¨r jedes n ∈ N, so entha¨lt
⋂
n∈NEn ho¨chstens einen Punkt.
4.2.3 Definition (Vollsta¨ndiger Raum)
Sei (X,B, µ) ein separabler Wahrscheinlichkeitsraum und sei Bn, n ∈ N, eine Basis
von X. X (genauer: (X,B, µ)) heißt vollsta¨ndig (bezu¨glich Bn, n ∈ N), falls⋂
n∈N
En 6= ∅ fu¨r alle En ∈ {Bn, Bcn}, n ∈ N.
X heißt vollsta¨ndig mod 0 bezu¨glich Bn, n ∈ N, falls es einen separablen Wahr-
scheinlichkeitsraum (X ′,B′, µ′) mit X ⊆ X ′ und µ(B) = µ′(B) fu¨r alle B ∈ B gibt, so
daß X ′ bzgl. einer Basis B′n, n ∈ N, vollsta¨ndig ist und
B′n ∩X = Bn fu¨r alle n ∈ N.
4.2.4 Definition (Lebesgue-Raum)
Ein Wahrscheinlichkeitsraum (X,B, µ) heißt Lebesgue-Raum, falls er separabel und
vollsta¨ndig mod 0 (bzgl. einer Basis) ist. µ wird dann auch als Lebesgue-Maß be-
zeichnet.
Eines der wichtigsten Beispiele fu¨r Lebesgue-Ra¨ume sind die polnischen Ra¨ume:
4.2.5 Fundamentalbeispiel
Sei X ein polnischer Raum (d.h. X ist vollsta¨ndig metrisierbar und besitzt eine
abza¨hlbare Basis) und sei µ ein Wahrscheinlichkeitsmaß auf (X,BX). Dann ist die
Vervollsta¨ndigung (X,BX , µ) von (X,BX , µ) ein Lebesgue-Raum [50, Example 1.9].
Notation
Ist X eine Menge und α eine Partition von X, so sei αx das eindeutig bestimmte
Element aus α mit x ∈ αx, x ∈ X.
8Fu¨r ein Mengensystem E sei mit σ(E) die von E erzeugte σ-Algebra bezeichnet.
66
4.2 Systeme bedingter Maße und ergodische Zerlegungen 67
4.2.6 Definition (Faktorraum)
Sei (X,B, µ) ein Wahrscheinlichkeitsraum und α eine Partition von X. Betrachte
α• : x 7→ αx
als Abbildung von X nach X/α := α. Setze Bα :=
{
B ⊆ X/α : α−1• (B) meßbar
}
und
µα(B) := µ
(
α−1• (B)
)
fu¨r alle B ∈ Bα.
Dann ist (X/α,Bα, µα) ein Wahrscheinlichkeitsraum und wird als Faktorraum von
X bzgl. α bezeichnet.
4.2.7 Definition und Satz (System bedingter Maße)
Sei (X,B, µ) ein Lebesgue-Raum und sei α eine meßbare Partition von X. Dann exi-
stiert eine µα-Nullmenge N ∈ Bα und fu¨r jedes A ∈ α\N ein Wahrscheinlichkeitsmaß
µA derart, daß gilt:
(i) (A,BA, µA) ist ein Lebesgue-Raum, wobei BA := {A ∩B : B ∈ B}.
(ii) Ist B ∈ B, so liegt A ∩ B fu¨r µα-fast alle A ∈ X/α in BA, außerdem ist die
Funktion A 7→ µA(A ∩B) meßbar und es gilt
µ(B) =
∫
X/α
µA(A ∩B) µα(dA).
(µA) wird als (kanonisches) System bedingter Maße bzgl. α (engl.: canonical system
[family] of measures) bezeichnet und ist eindeutig in dem Sinne, daß fu¨r jedes
weitere System bedingter Maße (µ′A) stets µA = µ
′
A fu¨r µα-fast alle A ∈ α gilt.
Bemerkung 3
Da µα als Bildmaß von µ unter x 7→ αx definiert ist, folgt fu¨r jedes B ∈ B∫
X/α
µA(A ∩B) µα(dA) =
∫
X
µαx(αx ∩B) µ(dx),
wobei x 7→ µαx(αx ∩B) fu¨r µ-fast alle x ∈ X definiert ist.
Notation
Sei β eine meßbare Partition eines Lebesgue-Raumes (X,B, µ). Dann haben nur
ho¨chstens abza¨hlbar viele Elemente aus β strikt positives Maß. Setze β′ := {B ∈ β :
µ(B) > 0} und fu¨hre die Entropie von β ein durch
Hµ(β) :=
Hµ(β
′), falls µ
(
X \⋃B′∈β′ B′) = 0
∞, sonst.
Damit la¨ßt sich die bedingte Entropie auf Lebesgue-Ra¨umen wie folgt einfu¨hren:
4.2.8 Definition und Satz (Bedingte Entropie auf Lebesgue-Ra¨umen)
Sei (X,B, µ) ein Lebesgue-Raum und seien α, β meßbare Partitionen von X. Dann
ist
Hµ(α|β) :=
∫
X/β
HµB (α ∩B) µβ(dB) = −
∫
X
logµβx(αx ∩ βx) µ(dx)
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(mit α∩B = {A∩B : A ∈ α}) die bedingte Entropie von α, gegeben β. Ist T : X → X
eine maßerhaltende Abbildung, so setzt man
hµ(T,α) := Hµ
(
α
∣∣ ∨
k∈N
T−kα
)
,
und es gilt dann sup{hµ(T,α) : α meßbare Partition von X} = hµ(T ).
Wir kommen nun zur Zerlegung von invarianten (Wahrscheinlichkeits-) Maßen in
ihre ergodischen Komponenten. Im Gegensatz zu [16] und [49, II.6] betrachten wir
hier nicht-kompakte Ra¨ume, so daß die Choquet-Theorie nicht anwendbar ist.
4.2.9 Theorem (Ergodische Zerlegung eines (Wahrscheinlichkeits-) Maßes)
Sei (X,B, µ) ein Lebesgue-Raum und T : X → X eine maßerhaltende Abbildung.
Dann existiert fu¨r µ-fast jedes x ∈ X ein Wahrscheinlichkeitsmaß µx auf (X,B) mit∫
ϕ(x) µ(dx) =
∫
X
(∫
X
ϕ dµx
)
µ(dx)
fu¨r alle µ-integrierbaren ϕ : X → R (kurz: ϕ ∈ L1(µ)) derart, daß T bzgl. µx ergodisch
ist.
Zusatz: Es gibt ein E ∈ B mit T−1(E) = E, µ(E) = 1 und µx(E) = 1 fu¨r alle x ∈ E. Ist
ϕ ∈ L1(µ), so kann man E wa¨hlen mit ϕ ∈ L1(µx) fu¨r alle x ∈ E.
Beweis:
Sei F := {B ∈ B : T−1(B) = B}. Dann ist F eine Unter-σ-Algebra von B. (X,B, µ) ist als
Lebesgue-Raum abza¨hlbar erzeugt, also auch F, d.h. es existiert eine Folge (Bn) von Mengen
aus F mit
F = σ(Bn : n ∈ N).
Setze
α :=
{⋂
n∈N
En : En ∈ {Bn, Bcn}
}
.
Dann ist α eine meßbare Partition von X (mit (Bn) als Basis dieser Partition) mit α ⊆ F,
d.h. fu¨r jedes A ∈ α gilt T−1(A) = A, also T (A) = T (T−1(A)) ⊆ A. Sei
F′ :=
{⋃
β : β ⊆ α,
⋃
β ∈ B
}
.
F′ ist eine σ-Algebra. Fu¨r jedes n ∈ N gilt Bn =
⋃
x∈Bnαx, d.h. es gilt Bn ∈ F′. Es folgt
F = σ(Bn : n ∈ N) ⊆ F′. Sei (µA) ein System bedingter Maße bzgl. α. Sei A ∈ α fu¨r das µA
definiert ist und sei B ∈ B mit T−1(B) = B. Wir zeigen µA(A∩B) ∈ {0, 1}, d.h. T ist ergodisch
bzgl. dem durch B 7→ µA(A ∩ B) gegebenen Maß. Aus T−1(B) = B folgt B ∈ F. Damit gilt
B ∈ F′, und somit
µA(A ∩B) = µA
(
A ∩
⋃
x∈B
αx
)
=
µA(A) = 1, falls A ∩B 6= ∅µA(∅) = 0, sonst.
Fu¨r alle B ∈ B und fast alle x ∈ X ist somit durch µx(B) := µαx(αx ∩ B) ein ergodisches
Wahrscheinlichkeitsmaß µx auf (X,B) definiert. Es folgt fu¨r jedes B ∈ B∫
1B dµ = µ(B) =
∫
X/α
µA(A ∩B) µα(dA) =
∫
µαx(αx ∩B) µ(dx)
=
∫
X
µx(B) µ(dx) =
∫
X
(∫
X
1B dµx
)
µ(dx)
68
4.2 Systeme bedingter Maße und ergodische Zerlegungen 69
und mit dem u¨blichen Erweiterungsschluß die Behauptung. Nun zum Nachweis des Zu-
satzes. Sei L ∈ Bα mit µα(L) = 1 derart, daß µA fu¨r alle A ∈ L existiert. Setze
E := {x ∈ X|αx ∈ L} = α−1• (L).
Aus der Definition von Bα und µα folgt E ∈ B und µ(E) = 1. Sei x ∈ E. Fu¨r jedes y ∈ αx ist
αy = αx ∈ L, d.h. y ∈ E. Damit ist αx ⊆ E und somit
µx(E) = µαx(αx ∩ E) = µαx(αx) = 1.
Ist x ∈ E, so gilt x ∈ T−1(αT (x)) = αT (x), also αT (x) = αx ∈ L, d.h. x ∈ T−1(E). Ist umgekehrt
x ∈ T−1(E), so gilt ebenfalls x ∈ T−1(αT (x)) = αT (x) und somit αx = αT (x) ∈ L, d.h. x ∈ E.
Damit gilt auch T−1(E) = E. Sei nun µ ∈ L1(µ). Aus der Meßbarkeit von A 7→ µA(A ∩ B),
B ∈ B, folgt durch den u¨blichen Erweiterungsschluß die Meßbarkeit von x 7→ ∫ |ϕ| dµx.
Damit ist
F := {x ∈ X :
∫
|ϕ| dµx <∞} =
⋃
{A ∈ α∣∣∃x ∈ A : ∫ |ϕ| dµx <∞}
eine meßbare Menge, und aus der zweiten Darstellung folgt T−1(F ) = F . Wa¨re µ(F ) < 1, so
wa¨re ∞ = ∫
F c
(
∫ |ϕ| dµx) µ(dx) ≤ ∫ (∫ |ϕ| dµx) µ(dx) = ∫ |ϕ| dµ.  zu ϕ ∈ L1(µ). Betrachtet man
E ∩ F (statt E) so folgt der Zusatz. 
Notation
Wir versehen P(X) (X: meßbarer Raum) mit der Topologie der schwachen Konver-
genz. Fu¨r jede meßbare Abbildung T : X → X.
Bemerkung 4
Sei X ein polnischer Raum, µ ∈ P(X), µ die Vervollsta¨ndigung von µ und T : X → X
eine maßerhaltende Abbildung. Dann ist die Abbildung (mit der ergodischen Zerle-
gung (µx) von µ)
x 7→ µx
meßbar (bzgl. der Topologie der schwachen Konvergenz auf P(X)).
Beweis:
Die Mengen
Vµ∗(f1, . . . , fn, ε) :=
{
µ ∈ P(X) :
∣∣∣ ∫ fi dµ− ∫ fi dµ∗∣∣∣ < ε fu¨r i = 1, . . . , n},
µ∗ ∈ P(X), ε > 0, n ∈ N, f1, . . . , fn : X → R stetig und beschra¨nkt, bilden eine Basis der
Topologie der schwachen Konvergenz auf P(X). Nun ist x 7→ ∫ fi dµx meßbar fu¨r i = 1, . . . , n
und somit das Urbild von Vµ∗(f1, . . . , fn, ε) unter x 7→ µx gegeben durch die meßbare Menge{
x ∈ X :
∣∣∣ ∫ fi dµx − ∫ fi dµ∗∣∣∣ < ε fu¨r i = 1, . . . , n} = n⋂
i=1
{
x ∈ X :
∣∣∣ ∫ fi dµx − ∫ fi dµ∗∣∣∣ < ε}.

Wir erhalten eine weitere ergodische Zerlegung von µ, wie man sie im Fall eines kom-
pakten Raumes aus der Choquet-Theorie erha¨lt (die extremen Elemente9 von PT (X)
sind genau die ergodischen (Wahrscheinlichkeits-) Maße [49, Prop. II.2.5]). Beno¨tigt
wird hierzu noch die nachfolgende Aussage, die sich durch eine Approximation mit-
tels Treppenfunktionen ergibt [45, VI.§4]:
9Ein Element a einer konvexen Menge X ist ein extremer Punkt, wenn fu¨r alle x, y ∈ X mit x 6= y
und jedes λ ∈ [0, 1] mit a = λx+ (1− λ)y bereits λ ∈ {0, 1} folgt.
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Vorbemerkung
Sei (X,B, µ) ein Wahrscheinlichkeitsraum, E ein Banachraum und sei H : E → R
eine stetige und lineare Abbildung. Dann gilt fu¨r jedes integrierbare f : X → E∫
X
H ◦ f dµ = H
(∫
X
f dµ
)
.
4.2.10 Korollar (Ergodische Zerlegung)
Sei X ein lokalkompakter Raum, der eine abza¨hlbare Basis besitzt. Sei µ ∈ P(X) ein
vollsta¨ndiges Maß, T : X → X eine maßerhaltende Abbildung und sei τ = τµ das
Bildmaß von µ unter der Abbildung x 7→ µx. Dann gilt
µ =
∫
E(X,T )
m τ(dm).(∗)
Beweis:
Zuna¨chst beachte man, daß X auch ein polnischer Raum ist [5, Satz 31.5] und die Fak-
torisierung (µx) daher (µ-fast sicher) existiert. Wir fassen die Elemente aus P(X) mittels
dem Darstellungssatz von Riesz als stetige Funktionale auf. Sei ϕ : X → R eine stetige
Funktion, die einen kompakten Tra¨ger besitzt. Die Menge M(X) aller endlichen, signierten
Maße auf (X,BX) ist, versehen mit der Variationsnorm, ein Banachraum [74] und die auf
M(X) definierte Abbildung ν 7→ 〈ν, ϕ〉 = ∫ ϕ dν ist stetig und linear. Aus der Vorbemerkung
folgt
〈µ, ϕ〉 =
∫
X
ϕ dµ =
∫
X
(∫
X
ϕ dµx
)
µ(dx) =
∫
X
〈µx, ϕ〉 µ(dx) =
〈∫
X
µx µ(dx), ϕ
〉
=
〈∫
E(X,T )
m τ(dm), ϕ
〉
,
wobei die letzte Gleichung gerade die Transformationsformel ist. 
Bemerkung 5
Ist X kompakt (und metrisierbar), so ist aus der Choquet-Theorie bekannt (z.B. [71]),
daß die Darstellung (∗) in dem Sinne eindeutig ist, daß es nur ein Wahrscheinlich-
keitsmaß τ auf PT (X) mit obiger Eigenschaft und τ(E(X,T )) = 1 gibt. Zudem muß
die Vollsta¨ndigkeit von µ nicht vorausgesetzt werden.
4.2.11 Lemma
Seien n ∈ N, Σ := {1, . . . , n}N0 und S : Σ → Σ, (ak)k∈N0 7→ (ak+1)k∈N0 der (einseitige)
Shift auf (Σ,BΣ). Sei µ ∈ PS(Σ) und sei τ = τµ aus Korollar 4.2.10 bezu¨glich der
Vervollsta¨ndigung µ von µ. Dann gilt
hµ(S) =
∫
E(Σ,S)
hν(S) τ(dν).
Beweis:
Aus Bemerkung 1 (Seite 64) folgt hµ(S) = hµ(S) und µ kann daher als vollsta¨ndig vorausge-
setzt werden. Fu¨r alle x = (xk)k∈N0 , y = (yk)k∈N0 ∈ Σ sei
d(x, y) :=
∞∑
k=0
|xk − yk|
2k
.
Dann wird hierdurch eine Metrik d auf Σ definiert, deren erzeugte Topologie mit der auf Σ
gegebenen Produkt-Topologie u¨bereinstimmt. Gilt x 6= y und ist k0 ∈ N0 mit xk0 6= yk0 , so folgt
d(Sk0(x), Sk0(y)) =
∞∑
k=0
|xk+k0 − yk+x0 |
2k
≥ |xk0 − yk0 | ≥ 1,
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d.h. S ist eine expansive Abbildung. Aus [57, Thm. 2.4.6] folgt, daß die Entropieabbildung
F : PS(Σ) → R, µ 7→ hµ(S) oberhalb-stetig (und nach Satz 4.1.4 auch affin) ist. Nun geht
man wie im bekannten Fall eines Homo¨omorphismuses vor (z.B. [71, Theorem 8.4]), d.h.
man wa¨hlt eine monoton fallende Folge (Fn)n∈N von stetigen und affinen Abbildungen Fn :
PT (X)→ R, die (punktweise) gegen F konvergiert und unter Verwendung des Satzes von der
monotonen Konvergenz folgt
hµ(S) = F (µ) = F
(∫
E(Σ,S)
m τ(dm)
)
= lim
n→∞Fn
(∫
E(Σ,S)
m τ(dm)
)
= lim
n→∞
∫
E(Σ,S)
Fn(m) τ(dm) =
∫
E(Σ,S)
F (m) τ(dm) =
∫
E(Σ,S)
hν(S) τ(dν).

Der nachfolgende Satz zeigt, warum man sich im wesentlichen auf die Betrach-
tung von ergodischen Maßen beschra¨nken kann. Dabei wurde die Aussage zuerst
von K. Jacobs (1961) fu¨r Homo¨omorphismen T : X :→ X, X kompakter metrischer
Raum, bewiesen [40]. Eine Formulierung fu¨r stetige Selbstabbildungen (auf einem
kompakten metrischen Raum) findet man beispielsweise im Buch von P. Walters [71,
Thm. 8.4].
4.2.12 Theorem
Sei (X,B, µ) ein Lebesgue-Raum und sei T : X → X eine maßerhaltende Abbildung,
sowie (µx)x eine ergodische Zerlegung von µ (bzgl. T ) gema¨ß Theorem 4.2.9.
(a) Fu¨r jede endliche, meßbare Partition β von X gilt
hµ(T, β) =
∫
X
hµx(T, β) µ(dx),
(b) Es gilt
hµ(T ) ≤
∫
X
hµx(T ) µ(dx).
Beweis:
(a) Sei β = {B1, . . . , Bk} eine endliche, meßbare Partition von X und sei Σ := {1, . . . , k}N0 . Fu¨r
alle n ∈ N0, x ∈ X sei in(x) ∈ {1, . . . , k} mit Tn(x) ∈ Bin(x), außerdem sei
Φ : X → Σ, x 7→ (in(x))n∈N0 .
Ist C = {(an)n∈N0 : a0 ∈ I0, . . . , am ∈ Im}, m ∈ N, I0, . . . , Im ⊆ {1, . . . , k}, eine Zylindermenge
in Σ, so ist
Φ−1(C) = {x ∈ X : i0(x) ∈ I0, . . . , im(x) ∈ Im} =
m⋂
j=0
{x ∈ X : ij(x) ∈ Ij} =
m⋂
j=0
T−j
(⋃
i∈Ij
Bi
)
meßbar. Damit ist Φ eine meßbare Abbildung. Aus Tn+1(x) ∈ Bin+1(x) und Tn+1(x) =
Tn(T (x)) ∈ Bin(T (x)) folgt in+1(x) = in(T (x)) fu¨r alle n ∈ N, x ∈ X. Fu¨r den (einseitigen)
Shift S : Σ→ Σ, (an)n∈N0 7→ (an+1)n∈N0 gilt also
Φ ◦ T = S ◦ Φ.
Ist µ ein T -invariantes Wahrscheinlichkeitsmaß (auf X), so gilt µ
(
Φ−1(S−1(A))
)
= µ
(
(S ◦
Φ)−1(A)
)
= µ
(
(Φ ◦ T )−1(A)) = µ(T−1(Φ−1(A))) = µ(Φ−1(A)) fu¨r alle A ∈ BΣ, d.h. das
Bildmaß Φµ von µ unter Φ ist ein S-invariantes Wahrscheinlichkeitsmaß auf (Σ,BΣ).
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Ist µ ergodisch, so auch Φµ. Sei µ ein T -invariantes Wahrscheinlichkeitsmaß und sei τ
wieder das Bildmaß von µ unter x 7→ µx. Fu¨r i = 1, . . . , k setze
Ui := {(an)n∈N0 : a0 = i} und η := {Ui : i ∈ {1, . . . , k}}.
Dann folgt Ψ−1(Ui) = Bi fu¨r i = 1, . . . , k, also Ψ−1η = β. ξ :=
{⋃
i∈I Ui : I ⊆ {1, . . . , k}
}
ist
eine endliche σ-Algebra auf BΣ. Fu¨r alle j0, . . . , jn ∈ {1, . . . , k}, n ∈ N gilt
{(an)n∈N0 : a0 = j0, . . . , an = jn} = Uj0 ∩ S−1(Uj1) ∩ · · · ∩ S−n(Ujn) ∈ ξn :=
n∨
i=0
S−iξ,
und somit liegen alle Zylindermengen von BΣ in
∨∞
i=0 S
−iξ (ist die kleinste σ-Algebra, die
alle Mengen ξn, n ∈ N, entha¨lt). Damit gilt
∨∞
i=0 S
−iξ = BΣ. Aus Theorem 4.18 in [71] folgt
hΨµ(S) = hΨµ(S, η) = hµ(T, β) fu¨r alle µ ∈ PT (X).(#)
Aus der Eindeutigkeit der Darstellung (∗) in Korollar 4.2.10 (vergleiche die anschließende
Bemerkung) folgt, daß Ψτ das Wahrscheinlichkeitsmaß auf E(Σ, S) ist, mit dem Ψµ (statt
µ) dargestellt wird. Damit folgt aus Lemma 4.2.11
hΦµ(S) =
∫
E(Σ,S)
hν(S) (Φτ)(dν) =
∫
X
hΦµx(S) µ(dx).
Gema¨ß (#) stimmt die linke Seite mit hµ(T, β) u¨berein und die rechte Seite ist das Integral∫
X
hµx(T, β) µ(dx), wie behauptet.
(b) Fu¨r jede endliche, meßbare Partition β von X folgt aus (a)
hµ(T, β) =
∫
X
hµx(T, β) µ(dx) ≤
∫
X
hµx(T ) µ(dx),
woraus sich (b) ergibt.

Bemerkung 6
Ist X ein kompakter metrischer Raum und T : X → X ein Homo¨omorphismus, so
gilt in (b) die Gleichheit.
4.3. Topologische Entropie mittels offener U¨berdeckungen
Die Definition der topologischen Entropie von R. L. Adler, G. Konheim und M. H.
McAndrew [1] ergibt sich dadurch, daß Hµ durch eine Funktion H ersetzt wird und
offene U¨berdeckungen anstatt meßbarer Partitionen betrachtet werden. Ist der zu-
grundeliegende Raum nicht kompakt, so betrachten wir hier zwei Mo¨glichkeiten,
diese Definition auf diesen Fall zu u¨bertragen.
Notation
Ist X ein topologischer Raum und ξ eine endliche U¨berdeckung von X, so sei
N(ξ) := min
{|ξ′| : ξ′ endliche Teilu¨berdeckung von ξ}
und H(ξ) := logN(ξ).
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4.3.1 Definition (Topologische Entropie mittels offener U¨berdeckungen)
Sei X ein topologischer Raum, f : X → X stetig, sowie ξ eine endliche, offene U¨ber-
deckung von X und
h(f, ξ) := lim
n→∞
1
n
·H
(n−1∨
k=0
f−kξ
)
= inf
n∈N
1
n
·H
(n−1∨
k=0
f−kξ
)
.
Dann wird die topologische Entropie von f definiert durch
h(f) := sup
{
h(f, ξ) : ξ endliche, offene U¨berdeckung von X
}
.
Bemerkung 1
Die Konvergenz von ( 1
n
·H
(n−1∨
k=0
f−kξ
))
n∈N
ist stets gegeben, und ist X kompakt, so stimmt obige Definition mit der u¨blichen
Definition der topologischen Entropie u¨berein [71, §7.1]. Die topologische Entropie
ist eine topologische Eigenschaft.
4.3.2 Anmerkungen
J. E. Hofer [35] gibt eine weitere Definition der topologischen Entropie an, die auf
einer Kompaktifizierung des zugrundeliegenden Raumes beruht [43, 70]:
Sei X ein vollsta¨ndig regula¨rer Raum und f : X → X eine stetige Abbildung. Sei
βX eine Stone-C˘ech-Kompaktifizierung10 von X und fasse f als stetige Abbildung
f : X → βX auf, d.h. betrachte β ◦ f . Dann existiert eine eindeutig bestimmte stetige
Fortsetzung f∗ = f∗β : βX → βX von f (genauer: von β ◦ f ), d.h. das Diagramm
X βX
βX
@
@
@@R
β◦f
-β
?
f∗
kommutiert, es gilt also f∗ ◦ β = β ◦ f . Dann ist h∗(f) := h(f∗) die topologische
Entropie von f .
Bemerkung 2
βX ist bis auf Homo¨omorphie eindeutig bestimmt, d.h. ist β′X eine weitere Stone-
C˘ech-Kompaktifizierung, so existiert ein eindeutig bestimmter Homo¨omorphismus
h : βX → β′X
mit h ◦ β = β′. Es folgt
(h ◦ f∗β) ◦ β = h ◦ (f∗β ◦ β) = h ◦ (β ◦ f) = β′ ◦ f = f∗β′ ◦ β′ = (f∗β′ ◦ h) ◦ β.
Da β(X) dicht in βX ist, ergibt sich also h ◦ f∗β = f∗β′ ◦ h. Damit folgt h(f∗β) = h(f∗β′),
die topologische Entropie h∗(f) von f ist also unabha¨ngig von der Wahl der (Stone-
C˘ech-) Kompaktifizierung von X. Ist X kompakt, so gilt h∗(f) = h(f).
10Bis auf Homo¨omorphie betrachte die folgende Konstruktion: Sei I = C(X, [0, 1]). Dann ist [0, 1]I
gema¨ß Satz von Tychonoff kompakt. Verwende β : X → [0, 1]I , x 7→ (f(x))f∈I und setze βX := β(X).
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Im Gegensatz zur Alexandroff-Einpunkt-Kompaktifizierung (zu der im allgemeinen
keine stetige Fortsetzung f∗ von f ∼= β ◦ f existiert) ist unter Umsta¨nden eine Hinzu-
nahme einer Vielzahl von Punkten von No¨ten, um die Stone-C˘ech-Kompaktifizierung
zu erhalten. Aus diesem Grund kann auch die topologische Entropie der stetigen
Fortsetzung f∗ von f sehr groß werden.
4.4. Topologische Entropie mittels einer Metrik
Die (topologische) Entropie wird ha¨ufig als ein ”Maß“ fu¨r das chaotische Verhalten
(genauer: fu¨r die Unvorhersehbarkeit) einer Funktion aufgefaßt. Deutlich wird dies
an der folgenden Definition der topologischen Entropie. Wir fu¨hren diese nicht nur
fu¨r gleichma¨ßig stetige Abbildungen ein, sondern setzen zuna¨chst noch nicht einmal
Stetigkeit voraus.
Notation
Sei (X, d) ein metrischer Raum. Fu¨r alle x0 ∈ X, r ∈ R>0 seien Bd(x0, r) [= B(x0, r)]
und Bd(x0, r) [= B(x0, r)] die offene bzw. abgeschlossene d-Kugel um x0 mit Radius r.
Sei f : X → X eine Abbildung. Fu¨r jedes n ∈ N ist dn = dn,f : X ×X → [0,∞[, definiert
durch
dn(x, y) :=
n−1
max
i=0
d
(
f i(x), f j(y)
)
fu¨r alle x, y ∈ X
eine Metrik auf X, wobei f0 = id = idX , fn = f ◦ fn−1. Sei K(X) die Menge aller
kompakten, nicht-leeren Teilmengen von X. Fu¨r alle n ∈ N, ε ∈ R>0,K ∈ K(X) setze
rn(ε,K) := min
{
|E| : E ⊆ X,K ⊆
⋃
x∈E
Bdn(x, ε)
}
.
Eine Menge E ⊆ X aus der Definition von rn(ε,K) wird aus naheliegenden Gru¨nden
auch als (n, ε)-spanning set (fu¨r K) bezeichnet. rn(ε,K) ha¨ngt sowohl von der Metrik
d als auch von der Abbildung f ab. Gelegentlich schreiben wir daher auch rn(ε,K, f)
oder sogar rn(ε,K, f, d).
4.4.1 Definition (Topologische Entropie mittels einer Metrik)
Sei (X, d) ein metrischer Raum, f : X → X und K ∈ K(X). Dann ist
hd(f,K) := lim
ε→0
lim sup
n→∞
1
n
· log rn(ε,K) = sup
ε>0
lim sup
n→∞
1
n
· log rn(ε,K) ∈ [0,∞]
die topologische Entropie von f auf K (bzgl. d) und hd(f) := supK∈K(X) hd(f,K) die
topologische Entropie von f (bzgl. d).
Bemerkung 1
(i) Diese Definition der topologischen Entropie ist keine topologische Eigenschaft.
Eine Unabha¨ngigkeit von der Wahl der Metrik liegt jedoch vor, wenn der zu-
grundeliegende Raum kompakt ist.
(ii) Statt (n, ε)-spanning sets werden auch (n, ε)-separated sets betrachtet [71,
§7.2], d.h. sei
sn(ε,K) := sup
{|E| : E ⊆ K,∀x, y ∈ E : x 6= y ⇒ dn(x, y) > ε}.
Auch ohne die (gleichma¨ßige) Stetigkeit von f zu fordern, erha¨lt man rn(ε,K) ≤
sn(ε,K) ≤ rn( ε2 ,K), d.h. es gilt limε→0 lim supn→∞
1
n · log sn(ε,K) = hd(f,K).
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4.4.2 Beispiele
1.) Sei X = R, versehen mit der euklidischen Metrik d, und f : X → X,x 7→ x + 1.
Dann gilt hd(f) = 0. Denn: Fu¨r alle n ∈ N0, x ∈ X gilt fn(x) = x+ n, also dn(x, y) =
d(x, y) fu¨r alle n ∈ N, x, y ∈ X. Sei K ∈ K(X). Es folgt, daß rn(ε,K) unabha¨ngig
von n ∈ N ist. Damit gilt lim supn→∞ 1n ·log rn(ε,K) = 0, also ergibt sich hd(f,K) = 0,
d.h. hd(f) = 0.
2.) Sei f : R → R, x 7→ 2x. Dann gilt hd(f) = log 2 mit der euklidischen Metrik d,
außerdem gibt es fu¨r jedes c > 0 eine Metrik dc, die die euklidische Topologie
erzeugt, mit hdc(f) = c [32].
Notation
Ist X ein metrisierbarer Raum und f : X → X eine Abbildung, so sei
hD(f) := inf{hd(f) : d Metrik auf X, die die vorliegende Topologie erzeugt}.
Auch hD(f) wird als topologische Entropie von f bezeichnet. Der nachfolgende
Satz zeigt, daß es sich hierbei tatsa¨chlich um eine topologische Eigenschaft handelt:
4.4.3 Satz
Seien X,X1, X2 metrisierbare Ra¨ume und seien f : X → X, f1 : X1 → X1, f2 : X2 → X2
Abbildungen.
(a) Sei pi : X1 → X2 eine stetige Abbildung mit pi ◦ f1 = f2 ◦ pi.
(i) Ist pi surjektiv, offen und eigentlich11, so gilt hD(f1) ≥ hD(f2).
(ii) Ist pi ein Homo¨omorphismus, d.h. sind f1 und f2 topologisch konjugiert, so
gilt in (i) die Gleichheit.
(b) Ist A eine nicht-leere Teilmenge von X mit f(A) ⊆ A und versieht man A mit der
Spurtopologie, so gilt
hD(f |A) ≤ hD(f).
(c) Fu¨r alle k ∈ N0 gilt hD(fk) ≤ k · hD(f).
Beweis:
(a) (i) Sei d1 eine Metrik auf X1, die die Topologie auf X1 erzeugt. Sei K2 ∈ K(X2) und K1 :=
pi−1(K2). Es folgt K1 ∈ K(X1), da pi eigentlich und surjektiv ist. Seien n ∈ N, ε ∈ R>0
und sei E1 eine (n, ε)-spanning set fu¨r K1, f1, d1. Sei
d2(x, y) := distd1(pi
−1(x), pi−1(y)) fu¨r alle x, y ∈ X2.
¬ d2 ist eine Metrik auf X2:
Fu¨r jedes x ∈ X2 ist pi−1(x) kompakt und nicht-leer. Sind x, y ∈ X2 mit d2(x, y) =
0, so folgt daraus pi−1(x) ∩ pi−1(y) 6= ∅, also x = y. Da alle anderen Metrik-
Eigenschaften von d2 klar sind, folgt, daß d2 eine Metrik auf X2 ist.
­ Die von d2 erzeugte Topologie ist die von X2:
Seien y ∈ X2, r ∈ R>0. Fu¨r jedes x ∈ pi−1(y) 6= ∅ wa¨hle eine offene Menge Ux ⊆
X1 mit x ∈ Ux ⊆ Bd1(x, r). Dann ist U :=
⋃
x∈pi−1(y) Ux ⊆ X1 offen. Da pi eine
offene Abbildung ist, ist V := pi(U) ⊆ X2 offen, außerdem folgt y ∈ V und es gilt
11D.h. das Urbild einer jeden kompakten Menge ist kompakt.
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V ⊆ Bd2(y, r). Sei nun V eine offene Menge in X2 und y ∈ V . Angenommen,
es existiert kein r ∈ R>0 mit Bd2(y, r) ⊆ V . Dann existiert zu jedem n ∈ N ein
yn ∈ X2 mit d2(y, yn) < 1n und yn 6∈ V . Es gilt also
d2(yn, y) = distd1(pi
−1(yn), pi−1(y)) -n→∞ 0.
Sei m ∈ N. Dann existiert also ein n0 = n0(m) ∈ N mit
distd1(pi
−1(yn), pi−1(y)) <
1
m
fu¨r alle n ≥ n0.
Fu¨r jedes n ≥ n0(m) gibt es also x(m,n) ∈ pi−1(y) und x(m,n)n ∈ pi−1(yn) mit
d1(x
(m,n)
n , x(m,n)) < 1m . Aufgrund der Kompaktheit von pi
−1(y) kann man durch
den U¨bergang zu einer konvergenten Teilfolge von (x(m,n))n∈N≥n0(m) o.B.d.A. die
Existenz von x(m) := limn→∞ x(m,n) voraussetzen. Es folgt x(m) ∈ pi−1(y). Aber-
mals durch den U¨bergang zu einer Teilfolge ko¨nnen wir o.B.d.A. die Existenz
von x := limm→∞ x(m) annehmen. Es folgt x ∈ pi−1(y) ⊆ pi−1(V ) (ist offen). Wa¨hle
ein r > 0mit Bd1(x, r) ⊆ pi−1(V ). Seim ∈ N> 3r mit d1(x
(m), x) < r3 und sei n ≥ n0(m)
mit d1(x(m,n), x(m)) < r3 . Dann folgt aus
d1(x(m,n)n , x) ≤ d1(x(m,n)n , x(m,n)) + d1(x(m,n), x(m)) + d1(x(m), x) < r
x
(m,n)
n ∈ pi−1(V ), also yn = pi(x(m,n)n ) ∈ V . 
® E2 := pi(E1) ist eine (n, ε)-spanning set fu¨r K2, f2, d2:
Sei y ∈ K2. Wa¨hle ein z ∈ pi−1(y) 6= ∅. Es folgt z ∈ K1. Da E1 eine (n, ε)-spanning
set fu¨r K1, f1, d1 ist, gibt es ein x ∈ E1 mit d1n,f1(z, x) < ε. Es folgt fu¨r j =
0, . . . , n− 1
d2(f
j
2 (y), f
j
2 (pi(x))) = d2(f
j
2 (pi(z)), f
j
2 (pi(x))) = d2(pi ◦ f j1 (z), pi ◦ f j1 (x))
≤ d1(f j1 (z), f j1 (x)) ≤ d1n,f1(z, x) < ε.
Damit ist E2 eine (n, ε)-spanning set fu¨r K2, f2, d2 mit |E2| ≤ |E1|. Also gilt
rn(ε,K2, f2, d2) ≤ rn(ε,K1, f1, d1), d.h. hd2(f2,K2) ≤ hd1(f1, pi−1(K2)).
(ii) Folgt aus (i), indem man f1 und f2 vertauscht und pi−1 betrachtet.
(b) Sei d eine Metrik auf X, die die Topologie von X erzeugt und seien n ∈ N, ε > 0. Sei
d′ := d|A×A und sei K ⊆ A eine in A, also auch in X kompakte, nicht-leere Menge.
Sei E ⊆ K eine (n, ε)-separated set fu¨r K und f |A, d.h. fu¨r alle x, y ∈ E mit x 6= y gilt
d′n,f |A(x, y) > ε. Dann gilt auch dn,f (x, y) > ε, d.h. E ist auch eine (n, ε)-separated set fu¨r
K und f . Es folgt sn(ε,K, f |A) ≤ sn(ε,K, f), also hd′(f,K) ≤ hd(f,K) und somit (b).
(c) Wir ko¨nnen k ≥ 1 voraussetzen. Sei d eine Metrik auf X, die die Topologie von X erzeugt,
K ∈ K(X) und seien ` ∈ N, ε ∈ R>0. Sei E ⊆ X eine (` · k, ε)-spanning set fu¨r f und K, d.h.
K ⊆
⋃
x∈E
Bd`·k,f (x, ε).
Dann folgt K ⊆ ⋃x∈E Bd`,fk (x, ε), d.h. E ist eine (`, ε)-spanning set fu¨r fk. Damit gilt
r`(ε,K, fk) ≤ r`·k(ε,K, f), d.h.
1
`
· log r`(ε,K, fk) ≤ k · 1
` · k · log r`·k(ε,K, f) fu¨r jedes ` ∈ N.
Es folgt hd(fk,K) ≤ k · hd(f,K), also hD(fk) ≤ k · hD(f).

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4.4.4 Anmerkungen
Die Idee hD(f) zu betrachten, stammt von M. Handel und B. Kitchens [32]. Ist in De-
finition 4.4.1 der zugrundeliegende Raum (X, d) kompakt, so ist bekannt, daß man
(ebenfalls ohne Stetigkeitsannahme) ”lim sup“ in der Definition von hd(f,K) auch
durch ”lim inf“ ersetzen kann [49]. Betrachte daher auch
hd(f,K) := lim
ε→0
lim inf
n→∞
1
n
· log rn(ε,K) = sup
ε>0
lim inf
n→∞
1
n
· log rn(ε,K)
und fu¨hre entsprechend hd(f),hD(f) ein. Die Aussagen (a) und (b) aus Satz 4.4.3
bleiben erhalten, wenn man hD durch hD ersetzt. Obiger Beweis von Aussage (c)
bricht jedoch fu¨r hD zusammen. Es gilt hD(f) ≤ hD(f)mit Gleichheit, fallsX kompakt
ist.
4.4.5 Beispiel
3.) (Der einseitige Shift)
Fu¨r jede nicht-leere Menge I sei ΩI := IN und sei σI : ΩI → ΩI der (einseitige)
Shift auf ΩI . Sei X ein metrischer Raum und seien I, J ⊆ X mit ∅ 6= I ⊆ J und
sei pi = idΩI : ΩI → ΩJ . Dann ist pi stetig und injektiv, außerdem gilt
pi ◦ σI = σJ ◦ pi,
allerdings ist pi im allgemeinen nicht surjektiv. Aus σJ |ΩI = σI folgt mit Satz
4.4.3(b) hD(σJ) ≥ hD(σJ |ΩI ) = hD(σI). Ist |I| < ∞, so ist ΩI kompakt und es gilt
hD(σI) = h(σI) = log |I|. Insbesondere gilt hD(σJ) =∞, falls |J | =∞.
4.5. Topologische Entropie mittels C-Strukturen
Der in [8, 72, 73] betrachteten topologischen Entropie wird in der Literatur nur
wenig Beachtung geschenkt. Dabei wurde diese a¨hnlich wie die Hausdorff-Dimension
eingefu¨hrt (es liegt eine Carathe´odory-Dimensions-Struktur, kurz: C-Struktur, vor
[54]), die bekanntlich ein Maß fu¨r die Komplexita¨t von Mengen darstellt.
Notation
Sei X eine Menge, P(X) die Potenzmenge von X, C ⊆ X und ξ ⊆ P(X). C ist ξ
untergeordnet, in Zeichen: C ≺ ξ, falls es ein E ∈ ξ mit C ⊆ E gibt. Ist Ci, i ∈ I, eine
Familie in P(X), so sei
{Ci : i ∈ I} ≺ ξ,
falls Ci ≺ ξ fu¨r jedes i ∈ I vorliegt. Sei f : X → X eine Abbildung und ξ eine
U¨berdeckung12 von X. Fu¨r jedes C ∈ P(X) sei
Nf,ξ(C) :=
{
1 + sup
{
k ∈ N0 : f `(C) ≺ ξ fu¨r ` = 0, . . . , k
}
, falls C ≺ ξ
0, sonst,
und Df,ξ(C) := exp
(−Nf,ξ(C)) mit exp(−∞) := 0. Fu¨r alle A ∈ P(X), s, δ ∈]0,∞[ sei
hsξ,δ(f,A) := inf
{ ∞∑
j=1
Df,ξ(Cj)s : A ⊆
⋃
j∈N
Cj , Df,ξ(Cj) ≤ δ fu¨r alle j ∈ N
}
,
wobei inf ∅ :=∞, sowie hsξ(f,A) := sup
δ>0
hsξ,δ(f,A).
12Die Elemente aus ξ ko¨nnen auch Teilmengen einer Menge Y ⊇ X sein.
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Bemerkung 1
Ist X ein topologischer Raum, f : X → X und ξ eine U¨berdeckung von X, so gilt
Nf,ξ(E) ≥ n+ 1, d.h. Df,ξ(E) ≤ e−(n+1), fu¨r alle n ∈ N, E ∈
∨n
k=0
f−kξ,
denn sind E0, . . . , En ∈ ξ mit E =
⋂n
k=0 f
−k(Ek), so folgt f `(E) ⊆ E` ≺ ξ fu¨r ` = 0, . . . , n.
4.5.1 Definition (Topologische Entropie)
Sei X ein topologischer Raum, f : X → X eine Abbildung, sowie A ⊆ X und ξ eine
U¨berdeckung von X. Setze
hξ(f,A) := inf{s ∈ ]0,∞[: hsξ(f,A) = 0}.
Dann ist die topologische Entropie von f auf A definiert durch
h(f,A) := sup{hξ(f,A) : ξ endliche, offene U¨berdeckung von X},
und h(f,X) ist die topologische Entropie von f .
Bemerkung 2
Man beachte, daß die Stetigkeit der Abbildung f nicht vorausgesetzt wurde, außer-
dem gilt fu¨r jede U¨berdeckung ξ von X
hsξ(f,A) =
∞, falls s < hξ(f,A)0, falls s > hξ(f,A) fu¨r alle s ∈]0,∞[.
h(f, · ) ist ein a¨ußeres Maß, aber kein Maß auf der Borelschen σ-Algebra BX von X.
4.5.2 Satz ([72, §2.2])
Seien X,X1, X2 topologische Ra¨ume und seien f : X → X, f1 : X1 → X1, f2 : X2 → X2.
(a) Sei pi : X1 → X2 eine stetige Abbildung mit pi ◦ f1 = f2 ◦ pi.
(i) Ist pi surjektiv, so gilt h(f1, A) ≥ h(f2, pi(A)) fu¨r alle Teilmengen A von X1.
(ii) Ist pi ein Homo¨omorphismus, so gilt in (i) die Gleichheit.
(b) Fu¨r jede abgeschlossene Teilmenge A von X mit f(A) ⊆ A gilt h(f,A) = h(f |A, A).
(c) Es gilt h
(
f,
⋃
n∈N
An
)
= sup
n∈N
h(f,An) fu¨r jede Folge (An)n∈N in P(X).
4.5.3 Beispiele
1.) Sei f : R → R, x 7→ x + 1, wobei wir R mit der euklidischen Topologie versehen.
Dann gilt [8, Remark]
h(f,R) =∞.
Mit derselben Argumentation ergibt sich auch h(f, [0,∞[) =∞.
2.) Ist X ein topologischer Raum, A ⊆ X und f : X → X derart, daß ein x0 ∈ X
existiert mit
fn|A -n→∞ x0 bzgl. der gleichma¨ßigen Konvergenz,
d.h. zu jeder offenen Umgebung U von x0 existiert ein n0 ∈ N mit fn(A) ⊆ U fu¨r
alle n ∈ N≥n0, so gilt h(f,A) = 0 [72, Beispiel 2.2.6], [73, Lemma 1.3].
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4.5.4 Anmerkungen
Es seien die Voraussetzungen von Satz 4.5.2(a) gegeben. Ist pi injektiv, so gilt im
allgemeinen h(f1, A) 6≤ h(f2, pi(A)).
Beweis:
Seien X1 = X2 = [0,∞[, versehen mit der euklidischen Topologie, sowie f1(x) := x+1, f2(x) :=
1
2 · x und pi(x) := exp(−x · log 2) fu¨r alle x ∈ X1 = X2. Dann ist pi : X1 → X2 stetig und injektiv.
Es gilt pi(X1) =]0, 1] und fn2 |]0,1] → 0 gleichma¨ßig. Damit ist h(f2, ]0, 1]) = 0, außerdem gilt
h(f1, X1) =∞. Fu¨r jedes x ∈ X1 gilt
pi(f1(x)) = pi(x+ 1) = exp(−(x+ 1) · log 2) = 12 · exp(−x · log 2) = f2(pi(x))
und h(f1, X1) =∞ 6≤ 0 = h(f2, ]0, 1]) = h(f2, pi(X1)). 
4.5.5 Anmerkungen
Y. B. Pesin und B. S. Pitskel haben den topologischen Druck untersucht, der auf
einer modifizierten Definition von h(f, · ) beruht - es werden offene U¨berdeckungen
eines kompakten Raumes betrachtet, der X entha¨lt [55]. Sei also Y ein kompakter
Raum, X ⊆ Y , f : X → X sowie A ⊆ X und setze
hY (f,A) := sup{hξ(f,A) : ξ endliche, offene U¨berdeckung von Y }.
Wir verwenden diese Notation natu¨rlich auch dann, wenn X nur in einen kompakten
Raum Y eingebettet wird.
Pesin und Pitskel verwenden zum einen eine andere Notation (vgl. dazu auch [55,
Prop. 4.4]), zum anderen werden ausschließlich metrische Ra¨ume betrachtet. Anstatt
einer Supremumsbildung wurde dort eine Limesbildung durchgefu¨hrt. Ist der Raum
Y metrisierbar, so stimmen, wie der nachfolgende Satz zeigt, beide Definitionen
u¨berein:
Bemerkung 3
Sei Y ein kompakter Raum, X ⊆ Y und f : X → X, sowie A ⊆ X. Sind ξ, ξ′ endliche
offene U¨berdeckungen von Y mit ξ′ ≺ ξ, so gilt
hξ(f,A) ≤ hξ′(f,A), fu¨r jedes A ⊆ X,
denn ist s > 0 mit hsξ′(f,A) = 0, so ergibt sich h
s
ξ(f,A) = 0.
4.5.6 Satz
Sei (Y, d) ein kompakter metrischer Raum und X ⊆ Y , sowie f : X → X. Dann gilt
hY (f,A) = lim
diam ξ→0
hξ(f,A) fu¨r alle A ⊆ X,
wobei diam ξ := sup{diamE : E ∈ ξ} den Durchmesser einer endlichen, offenen U¨ber-
deckung ξ von Y bezeichne.
Beweis:
Sei A ⊆ X. Dann gilt{
Ist ξ eine endliche offene U¨berdeckung von Y und ε > 0, so gibt es eine
endliche offene U¨berdeckung ξε von Y mit diam ξε ≤ ε und hξ(f,A) ≤ hξε(f,A),
(∗)
denn aus der Kompaktheit von Y folgt, daß es eine endliche offene U¨berdeckung ηε von Y
mit diam ηε ≤ ε gibt, betrachte ξε := ξ ∨ ηε und verwende Bemerkung 3. Wa¨hle eine Folge (ξn)
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von endlichen, offenen U¨berdeckungen von Y mit hξn(f,A)→ hY (f,A) fu¨r n→∞. Gema¨ß (∗)
ko¨nnen wir (ξn) so wa¨hlen, daß
diam ξn ≤ 1
n
fu¨r alle n ∈ N.
Wir zeigen lim infn→∞ hξ′n(f,A) = hY (f,A) fu¨r jede Folge (ξ
′
n) von endlichen offenen U¨ber-
deckungen von Y mit diam ξ′n → 0. Sei dazu (ξ′n) eine solche Folge, von der wir voraussetzen,
daß (hξ′n(f,A)) konvergiert (in [0,∞]). Sei n ∈ N und wa¨hle ein k = k(n) ≥ n derart, daß diam ξ′k
kleiner als die Lebesgue-Zahl von ξn ist. Dann folgt ξ′k ≺ ξn, also
hξn(f,A) ≤ hξ′k(f,A).
Damit konvergiert die Folge (hξ′
k(n)
(f,A)) gegen hY (f,A) und somit auch (hξ′n(f,A)). 
Der folgende Satz zeigt, daß auch diese Definition der topologischen Entropie eine
topologische Eigenschaft ist. Der Beweis ist elementar und ergibt sich wie der von
Satz 4.5.2:
4.5.7 Satz
Seien Y, Y1, Y2 kompakte Ra¨ume und X ⊆ Y,X1 ⊆ Y1, X2 ⊆ Y2, sowie f : X → X,
f1 : X1 → X1, f2 : X2 → X2.
(a) Sei pi : Y1 → Y2 eine stetige Abbildung mit pi(X1) ⊆ X2 und pi ◦ f1 = f2 ◦ pi auf X1.
(i) Ist pi surjektiv, so gilt hY1(f1, A) ≥ hY2(f2, pi(A)) fu¨r jede Teilmenge A von X1.
(ii) Ist pi ein Homo¨omorphismus, so gilt in (i) die Gleichheit.
(b) Fu¨r jede beliebige (nicht-leere) Teilmenge A von X mit f(A) ⊆ A gilt
hY (f,A) = hY (f |A, A).
(c) Es gilt hY
(
f,
⋃
n∈N
An
)
= sup
n∈N
hY (f,An) fu¨r jede Folge (An)n∈N in P(X).
Bemerkung 4
(i) Auch hY (f, · ) ist ein a¨ußeres Maß, aber im Allgemeinen kein Maß auf der
Borelschen σ-Algebra BX von X.
(ii) Ist Y ein kompakter Raum, Y ′ ⊆ Y kompakt und X ⊆ Y ′, sowie f : X → X eine
Abbildung, so gilt
hY (f,A) = hY ′(f,A) fu¨r alle A ⊆ X.
Aufgrund der A¨hnlichkeit dieser beiden Definitionen ergibt sich der nachfolgende
Zusammenhang zwischen h(f,A) und hY (f,A).
4.5.8 Satz
Sei Y ein kompakter Raum, X ⊆ Y und f : X → X eine Abbildung. Dann gilt
hY (f,A) ≤ h(f,A) fu¨r jede Teilmenge A von X.
Ist A eine (in Y ) abgeschlossene (also kompakte) Teilmenge von X mit f(A) ⊆ A, so
gilt die Gleichheit.
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Beweis:
Ist ξ eine endliche U¨berdeckung von Y , bestehend aus (Y -)offenen Mengen, so ist
ξ′ := {X ∩ E : E ∈ ξ}
eine endliche, aus X-offenen Mengen bestehende U¨berdeckung von X. Fu¨r C ⊆ X gilt
Nf,ξ(C) = Nf,ξ′(C), also hξ(f,A) = hξ′(f,A). Damit gilt hY (f,A) ≤ h(f,A). Sei nun A eine
abgeschlossene Teilmenge von X mit f(A) ⊆ A und ξ eine endliche, aus X-offenen Mengen
bestehende U¨berdeckung von X. Fu¨r jedes E ∈ ξ existiert eine offene Menge E′ ⊆ Y mit
E = X ∩ E′. Dann ist
ξ′ := {E′ : E ∈ ξ} ∪ {Y \A}
eine endliche, aus (Y -)offenen Mengen bestehende U¨berdeckung von Y . Sei s > 0mit hsξ′(f,A) =
0. Seien δ, ε > 0. Dann existiert eine Folge (Cj) in P(X) mit A ⊆
⋃
j∈N Cj und
∞∑
j=1
Df,ξ′(Cj)s < ε, Df,ξ′(Cj) ≤ δ fu¨r alle j ∈ N.
Sei C ′j := Cj ∩ A fu¨r alle j ∈ N. Dann folgt A ⊆
⋃
j∈N C
′
j. Sind ` ∈ N0, j ∈ N mit f `(C ′j) ≺ ξ′,
so folgt f `(C ′j) = f
`(A ∩ Cj) ⊆ A ∩ f `(Cj) ≺ ξ aus f(A) ⊆ A. Es folgt hsξ(f,A) = 0, also
hξ(f,A) ≤ hξ′(f,A) ⊆ hY (f,A), d.h. h(f,A) ≤ hY (f,A). 
Das folgende Beispiel zeigt, daß die in Satz 4.5.8 auftretende Ungleichung durchaus
strikt sein kann.
4.5.9 Beispiel
Sei X ein lokalkompakter Raum mit abza¨hlbarer Basis und f : X → X eine stetige
und eigentliche Abbildung. Sei X̂ die Alexandroff-Kompaktifizierung von X und sei
f̂ : X̂ → X̂, x 7→
{
f(x), falls x ∈ X
∞, falls x =∞
die stetige Fortsetzung von f auf X̂. Wie etwa in [37, S.222f.] kann man die topo-
logische Entropie von f auch definieren als die topologische Entropie von f̂ . Da
fu¨r auf X̂ definierte, stetige Selbstabbildungen alle Definitionen der topologischen
Entropie u¨bereinstimmen, folgt aus Satz 4.5.7
h(f̂) = h bX(f̂ , X̂) = max{h bX(f̂ , X),h bX(f̂ , {∞})} = h bX(f,X).
In einem solchen Fall stimmen also diese beide Definitionen der topologischen Entro-
pie u¨berein. Ist X = R und f : R→ R, x 7→ x+ 1, so gilt h(f̂) = 0 [1, S. 315] und somit
auch hbR(f,R) = 0. Anderseits gilt h(f,R) =∞ gema¨ß Beispiel 4.5.3.
Naheliegend ist es, fu¨r eine stetige Abbildung f : X → X eine Kompaktifizierung des
zugrundeliegenden Raumes Y zu verwenden und dann hY (f,A) zu betrachten. Wir
wollen uns nicht nur auf lokal kompakte Ra¨ume beschra¨nken, sondern verwenden
zuna¨chst wieder die Stone-C˘ech-Kompaktifizierung:
4.5.10 Satz
Sei X ein vollsta¨ndig regula¨rer Raum, f : X → X eine stetige Abbildung und A ⊆ X.
(a) Sind βX, β′X Stone-C˘ech-Kompaktifizierungen vonX, so gilt hβX(f,A) = hβ′X(f,A)
bzgl. den vorliegenden Einbettungen β bzw. β′.
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(b) Fu¨r jede Stone-C˘ech-Kompaktifizierung βX von X und die eindeutig bestimmte
stetige Fortsetzung f∗β : βX → βX von f (genauer: von β ◦ f ) gilt
h(f∗β , A) = hβX(f,A),
bzgl. der Einbettung β von X in βX.
Beweis:
(a) Seien βX, β′X Stone-C˘ech-Kompaktifizierungen von X und seien β : X → βX, β′ : X →
β′X die entsprechenden Einbettungen. Dann existiert ein Homo¨omorphismus pi : βX →
β′X mit pi ◦ β = β′. Es ist
hβX(β ◦ f ◦ β−1, β(A)) = hβ′X(β′ ◦ f ◦ β′−1, β′(A))
zu zeigen. Es gilt pi(β(X)) = pi ◦ β(X) = β′(X) und pi ◦ (β ◦ f ◦ β−1) = β′ ◦ f ◦ β−1 = β′ ◦ f ◦
(pi−1 ◦ β′)−1 = (β′ ◦ f ◦ β′−1) ◦ pi auf β(X), so daß aus Satz 4.5.7(a) die Behauptung folgt.
(b) Es ist hβX(f∗β , β(A)) = hβX(β ◦ f ◦ β−1, β(A)) einzusehen. Nun gilt f∗β = β ◦ f ◦ β−1 auf β(X)
und indem man Satz 4.5.7(a) auf pi = idβX anwendet, folgt die Behauptung.

Bemerkung 5
Es gilt h∗(f) = h(f∗β , βX), und natu¨rlicher ist die Betrachtung von h(f
∗
β , X), genauer
von h(f∗β , β(X)). Es folgt
hβX(f,X) ≤ h∗(f).
Die Stone-C˘ech-Kompaktifizierung ist die ”gro¨ßte“ Kompaktifizierung eines vollsta¨ndig
regula¨ren Raumes, so daß der folgende Satz wenig u¨berraschend ist:
4.5.11 Satz
Sei X ein vollsta¨ndig regula¨rer Raum, f : X → X eine stetige Abbildung sowie A ⊆ X.
Fu¨r jede Kompaktifizierung (γ, Y ) von X gilt
hY (f,A) ≤ hβX(f,A),
bezu¨glich der Einbettungen γ : X → Y bzw. β : X → βX, d.h. es gilt
hY (γ ◦ f ◦ γ−1, γ(A)) ≤ hβX(β ◦ f ◦ β−1, β(A)).
Beweis:
Da βX eine Stone-C˘ech-Kompaktifizierung ist, existiert eine stetige und surjektive Abbildung
pi : βX → Y derart, daß das Diagramm
X βX
Y
@
@
@@R
γ
-β
?
pi
kommutiert, d.h. es liegt pi ◦ β = γ vor. Es folgt pi(β(X)) = γ(X). Setzt man f1 := β ◦ f ◦ β−1 :
β(X)→ β(X) und f2 := γ ◦ f ◦ γ−1 : γ(X)→ γ(X), so folgt auf β(X)
pi ◦ f1 = (pi ◦ β) ◦ f ◦ β−1 = γ ◦ f ◦ β−1 = γ ◦ f ◦ (γ−1 ◦ pi) = f2 ◦ pi,
d.h. es gilt pi ◦ f1 = f2 ◦ β auf β(X). Aus Satz 4.5.7 folgt nun die Behauptung. 
Wir betrachten nun noch einmal die Abbildung f : R→ R, x 7→ x+ 1 und zeigen
hβR(f,R) =∞.
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Dazu wird die Wallman-Kompaktifizierung beno¨tigt, die eine einfachere Konstrukti-
on einer Stone-C˘ech-Kompaktifizierung auf einem normalen T1-Raum darstellt:
Notation (Wallman-Kompaktifizierung [43, S.167f.])
Sei X ein normaler T1-Raum und sei A(X) die Menge aller abgeschlossenen Teil-
mengen von X sowie
w(X) :=
{
A ⊆ A(X) : Der Durchschnitt einer jeden endlichen Teilfamilie von A
ist nicht-leer, und A ist maximal mit dieser Eigenschaft
}
.
Sei Φ = ΦX : X → w(X), x 7→ {A ∈ A(X) : x ∈ A}. Ist U eine offene Teilmenge von X,
so sei
U∗ :=
{
A ∈ w(X) : Es existiert ein A ∈ A mit A ⊆ U},
außerdem versehen wir w(X)mit einer Topologie derart, daß B := {U∗ : U ⊆ X offen}
eine Basis dieser Topologie ist. Dann ist w(X) kompakt, Φ : X → w(X) eine Ein-
bettung und w(X) eine Stone-C˘ech-Kompaktifizierung von X.
Bemerkung 6
Ist X ein normaler T1-Raum und A eine abgeschlossene Teilmenge von X, so ist
piA : w(X)→ w(A), A 7→ {A ∩B : B ∈ A}
stetig und surjektiv, außerdem gilt piA ◦ ΦX = ΦA auf A.
4.5.12 Beispiel
Sei R mit der euklidischen Topologie versehen und sei f : R→ R, x 7→ x+1. Dann gilt
hβR(f,R) =∞.
Beweis:
Wir zeigen hw(R)(f,R) =∞. Sei dazu C ⊆ [0, 1] die Cantormenge und
A :=
⋃
n∈N0
(n+C).
A ist eine abgeschlossene Teilmenge von R mit f(A) ⊆ A. Sei M ∈ N. Dann existiert eine
stetige und surjektive Abbildung g : C → C mit h(g) ≥ M (betrachte beispielsweise die M-te
Hintereinanderausfu¨hrung des Shifts auf {0, 1}N ∼= C). Sei
pi : A→ C, (n+ c) 7→ gn(c) (n ∈ N0, c ∈ C).
Dann ist pi stetig und surjektiv, und ist x = n+ c ∈ A, so gilt
pi(f(x)) = pi(x+ 1) = pi((n+ 1) + c) = gn+1(c) = g(gn(c)) = g(pi(n+ c)) = g(pi(x)),
also pi ◦ f = g ◦ pi auf A. A ist ein normaler T1-Raum, so daß es eine stetige Fortsetzung von
pi auf w(A) gibt, d.h. es existiert eine stetige Abbildung pi′ : w(A)→ C mit pi′ ◦ΦA = pi. Es folgt
pi′(ΦA(A)) = C und aus Satz 4.5.7 somit
hw(A)(f,A) = hw(A)(f |A, A) = hw(A)(ΦA ◦ f ◦ Φ−1A ,ΦA(A)) ≥ h(g,C) = h(g) ≥M.
Es genu¨gt also hw(R)(f |A, A) ≥ hw(A)(f,A), oder genauer
hw(R)(ΦR ◦ f ◦ Φ−1R |ΦR(A),ΦR(A)) ≥ hw(A)(ΦA ◦ f ◦ Φ−1A ,ΦA(A))
zu zeigen. Nun gilt piA(ΦR(A)) = ΦA(A) und piA ◦ ΦR ◦ f ◦ Φ−1R |ϕR(A) = ΦA ◦ f ◦ Φ−1A ◦ ΦA gema¨ß
Bemerkung 6, so daß Letzteres abermals aus Satz 4.5.7 folgt. 
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4.6. Maße mit maximaler Entropie
Ist X ein metrisierbarer kompakter Raum und f : X → X eine stetige Abbildung,
so stimmen alle hier gegebenen Definitionen der (topologischen) Entropie u¨berein
[8, 56, 71]. Die Literatur beschra¨nkt sich im wesentlichen auf diesen Fall.
Wir betrachten die Situation, wenn der zugrundeliegende Raum nicht kompakt ist.
In §4.7 werden wir die in den vorangehenden Paragraphen gegebenen Definition-
en miteinander vergleichen. Zuna¨chst gehen wir jedoch auf den Zusammenhang
zwischen der topologischen und der maßtheoretischen Entropie ein.
4.6.1 Theorem (Variationsprinzip, Goodwyn’s Theorem)
Sei X ein kompakter, metrisierbarer Raum und f : X → X stetig. Dann gilt das
Variationsprinzip, d.h.
sup{hµ(f) : µ f-invariantes Wahrscheinlichkeitsmaß auf (X,BX)} = h(f).
Bemerkung 1
(i) Insbesondere gilt hµ(f) ≤ h(f) fu¨r jedes f-invariante Wahrscheinlichkeitsmaß µ
auf (X,BX). Diese Ungleichung ist bekannt als Goodwyn’s Theorem.
(ii) Es genu¨gt, eine Supremumsbildung u¨ber alle (f-invarianten) ergodischen Wahr-
scheinlichkeitsmaße durchzufu¨hren.
Ist der zugrundeliegende Raum nicht kompakt, so ist die Existenz von f-invarianten
Wahrscheinlichkeitsmaßen im allgemeinen nicht gegeben. Daraus ergibt sich insbe-
sondere, daß das Variationsprinzip (in dieser Form) nicht allgemein gelten kann:
4.6.2 Beispiel
Sei f : R→ R, x 7→ x+1. Angenommen es existiert ein f-invariantes Wahrscheinlich-
keitsmaß µ auf (R,BR). Sei x ∈ suppµ und seien a, b ∈ R mit a < x < b und b − a < 1.
Dann gilt µ(]a, b[) > 0, außerdem sind die Mengen
f−n(]a, b[) = ]a− n, b− n[, n ∈ N0,
paarweise disjunkt, es gilt also
∞ =
∞∑
n=0
µ(]a, b[) =
∞∑
n=0
µ(]a− n, b− n[) = µ
( ⋃
n∈N0
]a− n, b− n[
)
≤ µ(R) = 1. 
Bemerkung 2
Es gibt auch Beispiele von stetigen Selbstabbildungen auf einem metrisierbaren und
nicht kompakten Raum, fu¨r die invariante Wahrscheinlichkeitsmaße existieren, aber
obiges Supremum strikt kleiner ist als die topologische Entropie hD(f) bzw. hY (f)
[32, 55].
In diesem Zusammenhang sind lokalkompakte Ra¨ume, die eine abza¨hlbare Basis
besitzen, von besonderer Bedeutung. Zumindest fu¨r eigentliche Abbildungen (bzw.
deren stetige Fortsetzung) ist die Anwendung des Variationsprinzips mo¨glich. Wir
sind hier jedoch auch an Ra¨umen interessiert, die nicht lokalkompakt sind.
Beispiel 4.6.2 zeigt, daß im allgemeinen kein f-invariantes Wahrscheinlichkeitsmaß
existieren muß. Goodwyn’s Theorem bleibt jedoch fu¨r hY (f,X) (Y kompakt) und in
einer a¨hnlichen Form auch fu¨r hD(f),hD(f) gu¨ltig:
84
4.6 Maße mit maximaler Entropie 85
4.6.3 Theorem ([55, Theorem 1])
Sei Y ein metrisierbarer kompakter Raum und sei X ∈ BY sowie f : X → X eine
stetige Abbildung. Dann gilt fu¨r jedes f-invariante Wahrscheinlichkeitsmaß µ auf
(Y,BY ), d.h. µ(f−1(A)) = µ(A), A ⊆ X meßbar, mit µ(X) = 1
hµ(f) ≤ hY (f,X).
M. Handel und B. Kitchens haben Goodwyn’s Theorem fu¨r hD(f) zeigen ko¨nnen
[32, Prop. 1.4], wobei f als Homo¨omorphismus vorausgesetzt wurde. Wir wollen hier
nur die Stetigkeit fordern und werden einsehen, daß man hD(f) sogar durch hD(f)
ersetzen kann (sofern ein polnischer Raum vorliegt).
Notation
Sei X ein topologischer Raum, n ∈ N, f : X → X eine Abbildung und sei C eine
aus endlich vielen, paarweise disjunkten Teilmengen von X bestehende Menge. Sei
K ∈ K(X). Eine endliche Teilmenge E von K heißt (n,C)-separated set, falls es fu¨r
alle x, y ∈ E mit x 6= y disjunkte Mengen C,C ′ ∈ C gibt mit f j(x) ∈ C, f j(y) ∈ C ′ fu¨r ein
j ∈ {0, . . . , n− 1}.
rn(C,K) := sup{|E| : E ⊆ K (n,C)-separated set}.
Bemerkung 3
Sei X metrisierbar. Ist d eine Metrik auf X, die die Topologie von X erzeugt, und
ε∗ := min{distd(C1, C2) : C1, C2 ∈ C, C1 6= C2} > 0,
so gilt rn(C,K) ≤ rn(ε,K) [= rn(ε,K, f, d)] fu¨r jedes ε ∈ ]0, ε∗]. Ist X metrisierbar und
sind die Elemente aus C kompakte Mengen, so liegt dies stets vor.
4.6.4 Lemma
Sei (X, d) ein metrischer Raum, f : X → X eine stetige Abbildung und sei µ ein
ergodisches, f-invariantes Wahrscheinlichkeitsmaß auf (X,BX). Sei δ ∈ ]0, 1[ und
C ∈ K(X) mit µ(C) > 1 − δ2 . Dann existiert eine kompakte Menge K ⊆ C mit µ(K) >
1− δ und ein N ∈ N mit
1
n
·
n−1∑
j=0
1C( f j(x) ) ≥ 1− δ fu¨r alle x ∈ K,n ∈ N≥N .
Beweis:
Sei N ∈ N und setze
GN (C) :=
{
x ∈ X : 1
n
·
n−1∑
j=0
1C( f j(x) ) ≥ 1− δ fu¨r alle n ≥ N
}
.
Sei n ∈ N≥N und (xk)k∈N eine Folge in Fn := {x ∈ X : 1n ·
∑n−1
j=0 1C(f
j(x)) ≥ 1 − δ}, sowie
x := limk→∞ xk. Dann gilt |{j ∈ {0, . . . , n− 1} : f j(xk) ∈ C}| ≥ n · (1− δ) fu¨r jedes k ∈ N. Durch
den U¨bergang zu einer geeigneten Teilfolge von (xk) erha¨lt man aufgrund der Stetigkeit von
f und der Abgeschlossenheit von C auch |{j ∈ {0, . . . , n− 1} : f j(x) ∈ C}| ≥ n · (1− δ), d.h. es
gilt x ∈ Fn. Damit ist GN (C) =
⋂
n≥N Fn abgeschlossen. Setze
A :=
{
x ∈ X : 1
n
·
n−1∑
j=0
1C(f j(x)) -n→∞ µ(C) > 1−
δ
2
}
.
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Aus dem Birkhoffschen Ergodensatz folgt µ(A) = 1, außerdem gilt A ⊆ ⋃N∈NGN (C), also
µ
(⋃
N∈NGN (C)
)
= 1. Es gilt Gn(C) ⊆ Gn+1(C) fu¨r alle n ∈ N, d.h. (Gn(C)) ist eine monoton
aufsteigende Mengenfolge. Damit existiert ein N ∈ N mit µ(GN (C)) ≥ 1 − δ2 . Setze K :=
C ∩GN (C). Dann ist K ⊆ C kompakt und es gilt
µ(K) = µ(C ∩GN (C)) = µ(C) + µ(GN (C))− µ(C ∪GN (C)) ≥ µ(C) + µ(GN (C))− 1
> 1− δ
2
+ 1− δ
2
− 1 = 1− δ.

4.6.5 Lemma
Sei (X, d) ein metrischer Raum, f : X → X eine meßbare Abbildung und P eine
endliche Borel-Partition von X. Fu¨r jedes P ∈ P sei CP eine kompakte Teilmenge von
P und setze C := {CP : P ∈ P}. Sei K eine kompakte Teilmenge von C :=
⋃
C∈CC und
seien δ ∈ ]0, 14 [, N ∈ N mit
1
n
·
n−1∑
j=0
1C(f j(x)) ≥ 1− δ fu¨r alle n ∈ N≥N , x ∈ K.
Dann gilt
lim inf
n→∞
1
n
· log rn(C,K) ≥ lim inf
n→∞
1
n
· log rn(P,K)− ϕ(δ)
mit ϕ(δ)→ 0 fu¨r δ → 0.
Beweis:
Sei n ∈ N mit n ≥ N .
¬ Wir zeigen: Fu¨r jede (n,P)-separated set E ⊆ K, die die Eigenschaft besitzt, daß {x, y}
fu¨r alle x, y ∈ E mit x 6= y keine (n,C)-separated set ist, gilt13
|E| ≤ |P|2·dnδe ·
(
n
2 · dnδe
)
.
Sei dazu x ∈ E und J(x) := {j ∈ {0, . . . , n− 1} : f j(x) 6∈ C}. Aus x ∈ E ⊆ K folgt
n−1∑
j=0
1C(f j(x)) ≥ n · (1− δ) = n− nδ,
also |J(x)| ≤ dnδe. Sei J ⊆ {0, . . . , n− 1} mit |J | = 2 · dnδe. Da P eine Partition von X ist,
gibt es fu¨r alle x ∈ E, i ∈ {0, . . . , n− 1} ein eindeutig bestimmtes Pi,x ∈ P mit f i(x) ∈ Pi,x.
Wir zeigen, daß die Abbildung
ϕ : {x ∈ E : J(x) ⊆ J} → P|J|, x 7→ (Pj,x)j∈J
injektiv ist, d.h. es gilt |{x ∈ E : J(x) ⊆ J}| ≤ |P||J| = |P|2·dnδe. Seien dazu x, y ∈ E
mit x 6= y und J(x) ⊆ J, J(y) ⊆ J. Da E eine (n,P)-separated set ist existiert ein
i ∈ {0, . . . , n − 1} derart, daß f i(x) und f i(y) in verschiedenen Elementen aus P liegen,
d.h. es gilt Pi,x 6= Pi,y. Angenommen, es gilt i 6∈ J. Dann folgt i 6∈ J(x) ∪ J(y), d.h.
es gilt f i(x), f i(y) ∈ C. Da {x, y} keine (n,C)-separated set ist, folgt daraus, daß ein
P ∈ P existiert mit f i(x), f i(y) ∈ CP ⊆ P , d.h. es gilt Pi,x = Pi,y.  Damit ist ϕ injektiv.
Nun gibt es
(
n
2·dnδe
)
2 · dnδe-elementige Teilmengen von {0, . . . , n− 1}, so daß ¬ aus der
Darstellung
E =
⋃
J⊆{0,...,n−1},
|J|=2·dnδe
{x ∈ E : J(x) ⊆ J}
folgt.
13Fu¨r x ∈ [0,∞[ sei dxe := inf{n ∈ N0 : x ≤ n}.
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­ Wir zeigen:
rn(C,K) ≥ rn(P,K)|P|2·dnδe · ( n2·dnδe) .
Sei dazu E ⊆ K eine (n,P)-separated set mit |E| = rn(P,K). Wa¨hle eine maximale (bzgl.
Ma¨chtigkeit) Teilmenge F von E mit der Eigenschaft, daß {x, y} fu¨r alle x, y ∈ F mit
x 6= y keine (n,C)-separated set ist. Entsprechend sei G eine maximale Teilmenge von
E mit der Eigenschaft, daß {x, y} fu¨r alle x, y ∈ G mit x 6= y eine (n,C)-separated set ist.
Wir zeigen |E| ≤ |F | · |G| durch Induktion nach |E|.
I. Sei |E| = 1. Dann gilt |F | = |G| = 1.
II. Sei |E| ≥ 2 und wa¨hle z ∈ E. Setze E′ := E \ {z}. Aus der Maximalita¨t von F und
G folgt, daß F ′ := F \ {z} und G′ := G \ {z} Teilmengen von E′ sind, die maximal
mit obigen Eigenschaften (fu¨r E′) sind. Da E eine (n,P)-separated set ist, folgt fu¨r
alle x ∈ G mit x 6= z, daß {x, z} eine (n,C)-separated set ist. Damit gilt z ∈ G, d.h.
|G| ≥ 1 + |G′| und nach Induktion somit
|E| = |E′|+ 1 ≤ |F ′| · |G′|+ 1 ≤ |F | · (|G| − 1) + 1 ≤ |F | · |G|.
Damit folgt
rn(P,K)
|P|2·dnδe · ( n2·dnδe) = |E||P|2·dnδe · ( n2·dnδe) ≤ |F | · |G||P|2·dnδe · ( n2·dnδe) ≤¬ |G| ≤ rn(C,K).
® Wir zeigen:14
(
n
2 · dnδe
)
∼ n
n+ 12
√
2pi · (n− kn)n−kn+ 12 · kkn+
1
2
n
mit kn := 2 · dnδe.
Es gilt kn →∞ fu¨r n→∞, und aus δ ≤ 14 folgt nδ ≤ n · 14 , also dnδe ≤ dn · 14e. Damit folgt
n− kn = n− 2 · dnδe ≥ n− 2 ·
⌈
n · 1
4
⌉ -
n→∞ ∞.
Die Stirlingsche Formel besagt n! ∼ √2pin ·nn · e−n, und wendet man diese auf n, kn und
n− kn an, so erha¨lt man(
n
2 · dnδe
)
=
(
n
kn
)
∼
√
2pi · n · nn · e−n√
2pi · (n− kn) · (n− kn)n−kn · e−(n−kn) ·
√
2pi · kn · kknn · e−kn
=
nn+
1
2 · e−n
√
2pi · (n− kn)n−kn+ 12 · kkn+
1
2
n · e−(n−kn)−kn
=
nn+
1
2
√
2pi · (n− kn)n−kn+ 12 · kkn+
1
2
n
.
¯ Es gilt 1 ≤ dnδenδ ≤ nδ+1nδ =
δ+ 1n
δ → 1, also dnδen → δ. Damit folgt
log(n− 2nδ)− log(n− 2 · dnδe) = log
( n− 2 · nδ
n− 2 · dnδe
)
= log
( 1− 2δ
1− 2 · dnδen
)
-
n→∞ 0.
14Zwei reelle Folgen (an), (bn) heißen asymptotisch gleich (in Zeichen: an ∼ bn), wenn anbn → 1.
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Somit ergibt sich nun
lim inf
n→∞
1
n
· log rn(C,K) ≥
­
lim inf
n→∞
1
n
· log
( rn(P,K)
|P|2·dnδe · ( n2·dnδe)
)
= lim inf
n→∞
1
n
· log rn(P,K)− 2 · dnδe
n
· log |P| − 1
n
· log
(
n
2 · dnδe
)
=
®
lim inf
n→∞
1
n
· log rn(P,K)− 2 · dnδe
n
· log |P| − n+
1
2
n
· log n
+
1
n
· log
√
2pi +
n− kn + 12
n
· log(n− kn) +
kn + 12
n
· log kn
= lim inf
n→∞
1
n
· log rn(P,K)− 2 · dnδe
n
· log |P| − log n+ n− 2 · dnδe+
1
2
n
· log(n− 2 · dnδe)
+
2 · dnδe+ 12
n
· log(2 · dnδe)
≥ lim inf
n→∞
1
n
· log rn(P,K)− 2 · (nδ + 1)
n
· log |P| − log n+ n− 2 · (nδ + 1) +
1
2
n
· log(n− 2 · dnδe)
+
2 · nδ + 12
n
· log(2 · nδ)
=
¯
lim inf
n→∞
1
n
· log rn(P,K)− 2δ · log |P| − log n+
(
1− 2δ − 2
n
+
1
2n
)
·
[(
log(n− 2 · nδ)
− log(n− 2 · dnδe))+ log(n− 2 · dnδe)]+ 2δ · log n+ 1
2n
· log n+ 2δ · log 2δ + 1
2n
· log 2δ
= lim inf
n→∞
1
n
· log rn(P,K)− 2δ · log |P| − log n+
(
1− 2δ + 2
n
+
1
2n
)
· (log n+ log(1− 2δ))
+ 2δ · log n+ 2δ · log 2δ
= lim inf
n→∞
1
n
· log rn(P,K)− 2δ · log |P|+ log(1− 2δ)− 2δ · log(1− 2δ).

4.6.6 Theorem
Sei X ein metrisierbarer Raum und f : X → X eine stetige Abbildung. Dann gilt fu¨r
jedes von innen regula¨re, ergodische, f-invariante Wahrscheinlichkeitsmaß µ auf
(X,BX)
hµ(f) ≤ hD(f).
Beweis:
Sei d eine Metrik auf X, die die Topologie von X erzeugt. Sei µ ein von innen regula¨res,
ergodisches, f-invariantes Borel-Maß mit µ(X) = 1. Sei β eine endliche Borel-Partition von
X und sei δ ∈ ]0, 14 [. Da µ von innen regula¨r ist existiert zu jedem B ∈ β eine kompakte Menge
CB ⊆ B mit µ(CB) > µ(B)− δ2 · 1|β| . Setze C :=
⋃
B∈β CB. Dann ist C kompakt und es gilt
µ(C) = µ
( ⋃
B∈β
CB
)
=
∑
B∈β
µ(CB) > 1− δ2 .
Wa¨hle N ∈ N und K ⊆ C entsprechend Lemma 4.6.4. Wir setzen zuna¨chst hµ(f, β) > δ > 0
voraus. Bezeichnet gn(ε), n ∈ N, ε > 0, die minimale Anzahl von Elementen aus
∨n−1
k=0 f
−kβ
mit der Eigenschaft, daß das Maß der Vereinigung dieser Mengen > 1 − ε ist, so folgt aus
dem Shannon-McMillian-Breiman-Theorem 1n · log gn(ε) → hµ(f, β) [71, S.93f.]. Seien n ∈ N
und
A1, . . . , Agn(δ) ∈
n−1∨
k=0
f−kβ mit µ
(gn(δ)⋃
j=1
Aj
)
> 1− δ.
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Setze In := {j : Aj ∩K 6= ∅} und hn := |In|. Dann gilt hn ≤ gn und aus µ(K) > 1− δ folgt
µ
( ⋃
j∈In
Aj
)
≥ µ
( ⋃
j∈In
(Aj ∩K)
)
= µ
(
K ∩
gn(δ)⋃
j=1
Aj
)
> 1− 2δ,
also gn(2δ) ≤ hn. Aus dem Quetschungssatz folgt 1n · log hn → hµ(f, β). Es existiert also ein
n0 ∈ N mit hµ(f, β)− 1n · log hn < δ fu¨r alle n ∈ N≥n0 . Sei n ∈ N≥n0 . Wa¨hlt man fu¨r jedes j ∈ In
einen Punkt aus Aj ∩ K, so ist die Menge dieser Punkte eine (n, β)-separated set und eine
Teilmenge von K. Daraus folgt hn ≤ rn(β,K) und somit
(1− 2δ) · exp((hµ(f, β)− δ) · n) = (1− 2δ) · exp
(
(hµ(f, β)− 1
n
· log hn + 1
n
· log hn − δ) · n
)
≤ (1− 2δ) · exp((δ + 1
n
· log hn − δ) · n
)
= (1− 2δ) · hn ≤ rn(β,K) · (1− 2δ) ≤ rn(β,K).
Fu¨r hµ(f, β) ≥ δ ist obige Ungleichung trivial. Nun folgt lim infn→∞ 1n · log rn(β,K) ≥ hµ(f, β)−δ,
also mit ε∗ > 0 aus Bemerkung 3
hd(f) = sup
ε>0
lim inf
n→∞
1
n
· log rn(ε,K) ≥ lim inf
n→∞
1
n
· log rn(ε∗,K) ≥ lim inf
n→∞
1
n
· log rn(C,K)
≥ lim inf
n→∞
1
n
· log rn(β,K)− ϕ(δ) ≥ hµ(f, β)− (ϕ(δ) + δ)→ hµ(f, β) fu¨r δ → 0.
Damit folgt hµ(f) = supβ hµ(f, β) ≤ hd(f) fu¨r jede Metrik d, die die Topologie von X erzeugt,
und es ergibt sich die Behauptung. 
Bemerkung 4
Man beachte, daß in Theorem 4.6.6 keine Aussage daru¨ber getroffen wird, ob u¨ber-
haupt ein derartiges Maß auf (X,BX) existiert.
Da auf polnischen Ra¨umen bekanntlich endliche Borel-Maße stets von innen regula¨r
sind, ergibt sich (zusammen mit Theorem 4.2.12) eine entsprechende Formulierung
von Goodwyn’s Theorem wie folgt
4.6.7 Theorem
Sei X ein polnischer Raum und f : X → X eine stetige Abbildung. Dann gilt fu¨r jedes
(f-)invariante Wahrscheinlichkeitsmaß µ auf (X,BX)
hµ(f) ≤ hD(f) ≤ hD(f).
Im folgenden Spezialfall bleibt das Variationsprinzip fu¨r hD gu¨ltig, allerdings haben
M. Handel und B. Kitchens zeigen ko¨nnen, daß dieses nicht allgemein vorliegt.
4.6.8 Korollar
Sei X ein lokalkompakter Raum, der eine abza¨hlbare Basis besitzt, und sei f : X →
X eine stetige und eigentliche Abbildung. Dann gilt
hD(f) = sup{hµ(f) : µ f-invariantes Wahrscheinlichkeitsmaß auf (X,BX)}
= sup{hµ(f) : µ f-invariantes, ergodisches Wahrscheinlichkeitsmaß auf (X,BX)}
Beweis:
Sei Y die Einpunkt-Kompaktifizierung von X. Da X eine abza¨hlbare Basis besitzt, ist Y
nach dem Satz von Urysohn metrisierbar [70, Satz 10.15]. Da f stetig und eigentlich ist,
kann f stetig (und eindeutig) zu einer stetigen Funktion f ′ : Y → Y fortgesetzt werden.
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Fu¨r jedes ergodische f ′-invariante Wahrscheinlichkeitsmaß µ′ auf Y gilt µ′({∞}) ∈ {0, 1}. Ist
µ′({∞}) = 1, so gilt hµ′(f ′) = 0. Somit folgt
hD(f) ≤
4.4.3(b)
hD(f ′) = h(f ′)
= sup{hµ′(f ′) : µ′ f ′-invariantes, ergodisches Wahrscheinlichkeitsmaß}
= sup{hµ(f) : µ f-invariantes, ergodisches Wahrscheinlichkeitsmaß},
wobei wir das Variationsprinzip fu¨r f ′ verwendet haben. Die umgekehrte Ungleichung folgt
aus Theorem 4.6.7 und die zweite behauptete Gleichung aus Theorem 4.2.12. 
4.6.9 Definition (Maß mit maximaler Entropie)
Sei (X,B) ein meßbarer Raum und f : X → X eine meßbare Abbildung. Ein auf
(X,B) definiertes f-invariantes Wahrscheinlichkeitsmaß µ hat maximale Entropie,
falls
hµ(f) = sup{hµ(f) : µ f-invariantes, ergodisches Wahrscheinlichkeitsmaß}.
4.6.10 Anmerkungen
(i) U¨blicherweise definiert man die maximale Entropie mittels dem Variations-
prinzip, d.h. ist X ein kompakter metrischer Raum und f : X → X eine stetige
Abbildung, so hat ein invariantes Maß µ maximale Entropie, falls hµ(f) = h(f).
(ii) Ist (X, d) ein kompakter metrischer Raum und f : X → X eine stetige Abbildung,
sowie µ ein Maß mit maximaler Entropie, so folgt aus [8, Theorem 1] und dem
Variationsprinzip
h(f, suppµ) = h(f,X).
Man kann dies so interpretieren, daß die (topologische) Entropie auf dem Tra¨ger
von µ konzentriert ist. Es wurde fu¨r meromorphes f (mit einigen zusa¨tzlichen
Bedingungen) und der zugeho¨rigen Fatoumenge F(f) gezeigt [73]
h(f,F(f)) = 0.
Die Entropie ist daher auf der Juliamenge konzentriert. Zu einer rationalen
Funktion f : Ĉ → Ĉ mit grad f ≥ 2 gibt es nach M. Lyubich ein eindeutig
bestimmtes Maß mit maximaler Entropie, dessen Tra¨ger mit der Juliamenge
u¨bereinstimmt [46].
4.7. Die topologische Entropie auf nicht-kompakten Ra¨umen
Es ist bekannt, daß alle hier eingefu¨hrten Definitionen der topologischen Entropie
u¨bereinstimmen, wenn eine stetige Selbstabbildung auf einem kompakten, metrisier-
baren Raum vorliegt [8, 56, 71]. Wir betrachten nun den Fall, daß der zugrunde-
liegende Raum nicht kompakt ist, und diskutieren Zusammenha¨nge zwischen den
verschiedenen Definitionen.
4.7.1 Satz
Sei X ein topologischer Raum und f : X → X eine stetige Abbildung. Dann gilt
h(f,X) ≤ h(f).
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Beweis:
Ist h(f) = ∞, so ist nichts zu zeigen. Es gelte h(f) < ∞. Sei ξ eine endliche, offene U¨ber-
deckung von X und
ξn :=
n−1∨
k=0
f−kξ fu¨r jedes n ∈ N.
Sei s ∈ R>0 mit h(f) < s. Seien ε, δ ∈ R>0. Aus 1n ·H(ξn) → infn∈N 1n ·H(ξn) = h(f, ξ) ≤ h(f) < s
folgt, daß ein n ∈ N existiert mit e−n ≤ δ und
exp
(
1
n ·H(ξn)− s
)n
< ε.
Sei ξ′n = {E1, . . . , EN(ξn)} eine Teilu¨berdeckung von ξn mit |ξ′n| = N(ξn). Nach Bemerkung 1
(Seite 78) gilt Df,ξ(Ej) ≤ exp(−n) ≤ δ fu¨r j = 1, . . . N(ξn). Es folgt
hsξ,δ(f,X) ≤
N(ξn)∑
j=1
Df,ξ(Ej)s ≤
N(ξn)∑
j=1
exp(−n)s = N(ξn) · exp(−n)s
= exp
(
1
n · log
(
N(ξn)
)− s)n = exp( 1n ·H(ξn)− s)n < ε.
Also gilt hsξ,δ(f,X) = 0 und somit h
s
ξ(f,X) = 0. Daraus folgt hξ(f,X) ≤ h(f), also h(f,X) ≤ h(f).

Unter der Bedingung, daß der zugrundeliegende Raum X ein normaler T1-Raum ist
und f : X → X ein Homo¨omorphismus ist, konnte J. E. Hofer h(f) = h∗(f) zeigen
[35]. Damit haben wir noch einen Alternativbeweis fu¨r
h∗(f) =∞
mit f : R → R, x 7→ x + 1. Insgesamt haben wir den nachfolgenden Zusammenhang
zwischen den einzelnen Definitionen der topologischen Entropie:
4.7.2 Theorem
Sei X ein vollsta¨ndig regula¨rer Raum und f : X → X eine stetige Abbildung. Dann
gilt
(i) hβX(f,X) ≤ min{h(f,X),h(f),h∗(f)} = min{h(f,X),h∗(f)}.
(ii) Fu¨r alle A ⊆ X und jede Kompaktifizierung Y von X gilt
hY (f,A) ≤ hβX(f,A).
(iii) Fu¨r jeden kompakten Raum Y mit Y ⊇ X (d.h. die Spurtopologie von Y auf X
stimmt mit der auf X gegebenen Topologie u¨berein) gilt
hY (f,A) ≤ h(f,A) fu¨r alle A ⊆ X.
Beweis:
Aus Bemerkung 5 (Seite 82) folgt hβX(f,X) ≤ h∗(f). Mit Satz 4.5.8 folgt hβX(f,X) ≤ h(f,X).
Aus Satz 4.7.1 erha¨lt man nun sowohl die behauptete Ungleichung als auch die behauptete
Gleichheit in (i). Aussage (ii) folgt aus Satz 4.5.11 und (iii) ist Satz 4.5.8. 
4.7.3 Beispiel
Sei f : C → C eine ganze, transzendente Funktion. Fu¨r jede hier betrachtete topo-
logische Entropie ergibt sich der Wert ∞, d.h. es gilt
hβC(f,C) = hbC(f,C) = h∗(f) =∞
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und auch hD(f) = ∞. Dies ergibt sich aus [73, Remarks 6.2] zusammen mit den
Eigenschaften der (jeweiligen) topologischen Entropie. Zum Nachweis von hD(f) =∞
wird nur noch die Ungleichung hD(f2) ≤ 2 · hD(f) beno¨tigt, vgl. auch Anmerkung
4.4.4.
4.7.4 Anmerkungen
Wir wollen hier die (topologische) Entropie als ein Maß fu¨r die Unvorhersehbarkeit
einer Funktion auffassen. Es ist bekannt, daß stetige (und surjektive) Selbstabbil-
dungen auf einem kompakten metrisierbaren Raum mit strikt positiver Entropie
chaotisch (nach Li-York) sind [7]. Aus diesem Grund sind wir an einer Definition
der topologischen Entropie interessiert, die mo¨glichst klein ist. Betrachtet man die
Abbildung f : R→ R, x 7→ x+ 1, so ist diese nicht chaotisch, außerdem gilt
hD(f) = 0 und hbR(f,R) = 0.
Alle anderen Definitionen liefern ∞ und disqualifizieren sich hier fu¨r weitere Unter-
suchungen. Dabei ist zu beachten, daß hY (f,R) noch von der Wahl der Kompaktifi-
zierung Y abha¨ngt, beispielsweise erha¨lt man fu¨r Y = R̂ und Y = βR im obigen Bei-
spiel (wesentlich) verschiedene Werte. Ersteres entspricht der Entropie der eindeu-
tig bestimmten stetigen Fortsetzung von f auf die Alexandroff-Kompaktifizierung.
Insbesondere in [37, S.222f.] wurde dieses fu¨r eigentliche Abbildungen betrachtet.
Natu¨rlich ko¨nnte man fu¨r eine Abbildung f : X → X, X vollsta¨ndig regula¨r, auch
inf{hY (f,A) : Y Kompaktifizierung von X}, A ⊆ X,
betrachten. Allerdings ergibt sich aus Satz 4.5.7 nicht, daß diese Definition eine
topologische Eigenschaft ist. Fu¨r hD(f) ist keine Kompaktifizierung notwendig, dies
ist eine obere Schranke fu¨r die maßtheoretische Entropie.
Zumindest in einem Spezialfall gibt es auch einen Zusammenhang zwischen der
mittels einer Metrik definierten Entropie hD und den anderen Zuga¨ngen zur topo-
logischen Entropie:
4.7.5 Satz
Sei X ein lokalkompakter Raum, der eine abza¨hlbare Basis besitzt und sei f : X → X
eine stetige und eigentliche Abbildung. Fu¨r die Einpunkt-Kompaktifizierung Y von
X gilt dann
hD(f) = hY (f,X).
Beweis:
Da f eigentlich und stetig ist, kann f zu einer stetigen Abbildung f ′ : Y → Y fortgesetzt
werden. Da X eine abza¨hlbare Basis besitzt folgt aus dem Satz von Urysohn, daß Y me-
trisierbar ist. Damit ist f ′ eine stetige Selbstabbildung auf einem metrisierbaren, kom-
pakten Raum. Fu¨r jedes ergodische, f ′-invariante Wahrscheinlichkeitsmaß µ′ auf Y gilt
µ′({∞}) ∈ {0, 1}, und im Fall µ′({∞}) = 1 ist hµ′(f ′) = 0. Damit folgt, da fu¨r f ′ das Varia-
tionsprinzip gilt,
hD(f) =
4.6.8
sup{hµ(f) : µ f-invariantes, ergodisches Wahrscheinlichkeitsmaß auf X}
= sup{hµ′(f ′) : µ′ f ′-invariantes, ergodisches Wahrscheinlichkeitsmaß auf Y }
= h(f ′) = hY (f ′, Y ) =
4.5.7(b)
hY (f,X).

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Kapitel 5.
Pluri-Komplexe Dynamik
Chaos is a name for any order that
produces confusion in our minds.
(George Santayana)
In diesem Kapitel betrachten wir eine zufa¨llige Iteration von auf Pk, k ∈ N, definierten
holomorphen Selbstabbildungen fi, i ∈ I, mit grad fi ≥ 2 fu¨r jedes i ∈ I. Im Fall
k = 1 liegen bekanntlich (auf Ĉ ∼= P1 definierte) rationale Funktionen vor. Sei f
das Schiefprodukt von fi, i ∈ I, und dem (einseitigen) Shift auf Ω := IN. Sei P ein
Shift-invariantes Wahrscheinlichkeitsmaß auf Ω. Wir sind an der Existenz von (f-)
invarianten Wahrscheinlichkeitsmaßen µ interessiert derart, daß fu¨r die zugeho¨rige
Faktorisierung (§A.3) (µω) gilt
suppµω = J(Fω) fu¨r P-fast alle ω ∈ Ω.
Dabei sei J(Fω) die Juliamenge von Fω := {fωn ◦ · · · ◦ fω1 : n ∈ N}, ω = (ωn)n∈N ∈ Ω. Wir
verwenden hier die Darstellung von Maßen mittels (Pluri-) Potentialen und gehen
faserweise vor. Im wesentlichen beschra¨nken wir uns auf den Fall k = 1, betrachten
die Situation aber auch allgemein. Natu¨rlich fassen wir Maße entsprechend dem
Darstellungssatz von Riesz stets auch als stetige Funktionale auf.
Man erha¨lt zuna¨chst einen sogenannten Greenschen Current, der im Fall k = 1
einem (Wahrscheinlichkeits-) Maß entspricht.
5.1. Greensche Currents
In diesem Kapitel wollen wir stets die nachfolgenden Bezeichnungen zugrunde legen:
Notation (Generalvoraussetzungen)
Sei k ∈ N, I ein meßbarer Raum und sei
Fi = (Fi,0, . . . , Fi,k) : Ck+1 → Ck+1, i ∈ I,
eine Familie von homogenen Polynomfunktionen mit F−1i (0) = 0 und di := gradFi ≥ 2
fu¨r alle i ∈ I. Fu¨r alle i ∈ I sei
fi : Pk → Pk, [z] 7→
[
Fi(z)
]
.
Wir versehen Ω := IN mit der Produkt σ-Algebra A und betrachten das zugeho¨rige
Schiefprodukt f , bezu¨glich dem (einseitigem) Shift σ : Ω → Ω, (ωn)n∈N 7→ (ωn+1)n∈N,
d.h.
f : Ω× Pk → Ω× Pk, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, fω1(z)).
Fu¨r jedes ω = (ωn)n∈N ∈ Ω sei zudem Fω := {fωn ◦ · · · ◦ fω1 : n ∈ N}. Fu¨r die Definition
der Juliamenge J(Fω) von Fω, ω ∈ Ω, sei auf den Anhang (§A.1) verwiesen. Fu¨r die
Borelsche σ-Algebra von Pk schreiben wir BPk oder auch nur B.
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Bemerkung 1
(i) fi ist wohldefiniert und eine holomorphe Selbstabbildung auf Pk mit grad fi =
di ≥ 2 fu¨r alle i ∈ I. Fi ist eine Liftung von fi fu¨r jedes i ∈ I.
(ii) Aus Satz B.1.2 ergibt sich, daß f genau dann meßbar ist, wenn i 7→ fi(z) fu¨r
jedes z ∈ Pk meßbar ist.
Ist ein Shift-invariantes Wahrscheinlichkeitsmaß P auf (Ω,A) gegeben, so sind wir
daran interessiert unter welchen Bedingungen ein auf (Ω × Pk,A ⊗ B) definiertes
f-invariantes Wahrscheinlichkeitsmaß µ mit piΩµ = P und
suppµω = J(Fω) fu¨r P-fast alle ω ∈ Ω
existiert. Dabei sei piΩ die Projektion von Ω×Pk auf Ω und (µω)ω sei die zu µ geho¨rende
Faktorisierung (→ §A.3).
Wir werden µ faserweise konstruieren, d.h. fu¨r (P-fast) jedes ω ∈ Ω werden wir
zuna¨chst ein auf Pk definiertes (1, 1)-Current Tω einfu¨hren. Im Fall k = 1 entspricht
Tω einem Wahrscheinlichkeitsmaß µω, in den anderen Fa¨llen muß Tω noch in ein
Wahrscheinlichkeitsmaß µω u¨berfu¨hrt werden. Anschließend werden diese Maße zu
einem auf (Ω× Pk,A⊗B) definierten Wahrscheinlichkeitsmaß µ zusammengesetzt.
5.1.1 Motivation
Gilt |I| = 1 und k = 1, so kann man f auch als rationale Funktion f : Ĉ → Ĉ mit
d := grad f ≥ 2 auffassen. Fu¨r jedes a ∈ J(f) gilt
J(f) =
⋃
n∈N0
f−n(a), wobei f−n = (fn)−1 fu¨r alle n ∈ N0,
so daß die folgende Konstruktion eines invarianten Maßes naheliegend ist: Fu¨r alle
a ∈ J(f) und alle n ∈ N sei
µ(a)n :=
1
dn
·
∑
fn(ξ)=a
δξ,
wobei δξ das Punktmaß im Punkt ξ bezeichne und man beachte, daß es (geza¨hlt
gema¨ß Vielfachheit) genau dn Punkt ξ ∈ Ĉ mit fn(ξ) = a gibt. Damit liegt eine Folge
von Wahrscheinlichkeitsmaßen vor. Aus der (vollsta¨ndigen) Invarianz der Juliamenge
folgt
suppµ(a)n ⊆ J(f) fu¨r alle n ∈ N.
Konvergiert (µ(a)n )n∈N bezu¨glich der Topologie der schwachen Konvergenz gegen ein
vom Punkt a unabha¨ngiges Wahrscheinlichkeitsmaß µ, so ist µ f-invariant und
es gilt suppµ = J(f). Ist f eine Polynomfunktion, so la¨ßt sich zum Nachweis der
Konvergenz die Potentialtheorie verwenden [11], [58, §6.5]. Das zu µ(a)n , n ∈ N,
geho¨rende Potential (vgl. §0.2) ist gegeben durch
P
µ
(a)
n
(z) =
∫
log |z − w| µ(a)n (dw) =
1
dn
·
∑
fn(ξ)=a
log |z − ξ|
=
1
dn
· log |fn(z)− a|, da fn(z)− a =
∏
fn(ξ)=a
(z − ξ), fu¨r jedes z ∈ C.
Der allgemeine Fall, d.h. wenn f eine rationale Funktion ist, konnte von M. Lyubich
nachgewiesen werden [46]. Die Anwendung der Potentialtheorie ist so nicht mo¨glich.
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Die von J. H. Hubbard und P. Papadopol stammende Idee, unter Verwendung der
Liftung und der Pluri-Potentialtheorie Maße bzw. Currents zu konstruieren, hat zu
einer Fu¨lle weiterer Anwendungen in der komplexen Dynamik gefu¨hrt [39]. Auch
hier verwenden wir die Darstellung von Maßen mittels (Pluri-) Potentialen und gehen
entsprechend faserweise vor. 5.1.1 zeigt, daß es naheliegend ist, das zum (Pluri-)
Potential z 7→ log‖z‖ korrespondierende (1, 1)-Current (auf Pk) zu betrachten:
Notation
Setze fu¨r alle i ∈ I
Ci := max
{
log sup
‖z‖=1
‖Fi(z)‖, − log inf‖z‖=1‖Fi(z)‖
}
,
außerdem sei fu¨r alle ω = (ωn)n∈N ∈ Ω, n ∈ N
Gω,n :=
1
dω1 · · · dωn
· log∥∥Fωn ◦ · · · ◦ Fω1∥∥ : Ck+1 → [−∞,∞[
und Hω,n := Gω,n|Ck+1\{0} : Ck+1 \ {0} → R. Aus Bemerkung 2 (Seite 48) folgt
Bemerkung 2
Fu¨r alle i ∈ I, z ∈ Ck+1 gilt
e−Ci · ‖z‖di ≤ ‖Fi(z)‖ ≤ eCi · ‖z‖di .
5.1.2 Satz
Sei ω = (ωn)n∈N ∈ Ω und es gelte
∞∑
n=1
Cωn
dω1 · · · dωn
<∞.(∗)
Dann konvergiert (Hω,n)n∈N gleichma¨ßig gegen eine stetige, pluri-subharmonische
Funktion Hω : Ck+1 \ {0} → R und es gilt
Hω(λ · z) = log |λ|+Hω(z) fu¨r alle z ∈ Ck+1, λ ∈ C \ {0}.
Zusatz: Setzt man Gω(0) := −∞ und Gω(z) := Hω(z) fu¨r alle z ∈ Ck+1 \ {0}, so ist die
Abbildung Gω : Ck+1 → [−∞,∞[ ein (Pluri-) Potential, d.h. Gω ∈ Pk, mit G−1ω (−∞) = {0}.
Beweis:
Seien z ∈ Ck+1 \ {0}, n ∈ N. Setze Pn := Fωn ◦ · · · ◦ Fω1 .
1. Fall: Es gilt dωn+1 · log
∥∥Pn(z)∥∥ ≥ log∥∥Fωn+1(Pn(z))∥∥. Dann folgt aus Bemerkung 2
|Hω,n+1(z)−Hω,n(z)| = 1
dω1 · · · dωn+1
·
∣∣∣log∥∥Fωn+1(Pn(z))∥∥− dωn+1 · log∥∥Pn(z)∥∥∣∣∣
=
1
dω1 · · · dωn+1
·
[
dωn+1 · log
∥∥Pn(z)∥∥− log∥∥Fωn+1(Pn(z))∥∥]
≤ 1
dω1 · · · dωn+1
·
[
dωn+1 · log
∥∥Pn(z)∥∥− log(e−Cωn+1 · ‖Pn(z)‖dωn+1 )]
=
1
dω1 · · · dωn+1
· Cωn+1 .
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2. Fall: Es gilt dωn+1 · log
∥∥Pn(z)∥∥ ≤ log∥∥Fωn+1(Pn(z))∥∥. Dann folgt aus Bemerkung 2 ebenso
|Hω,n+1(z)−Hω,n(z)| = 1
dω1 · · · dωn+1
·
[
log
∥∥Fωn+1(Pn(z))∥∥− dωn+1 · log∥∥Pn(z)∥∥]
≤ 1
dω1 · · · dωn+1
·
[
log
(
eCωn+1 · ‖Pn(z)‖dωn+1
)− dωn+1 · log‖Pn(z)‖]
=
1
dω1 · · · dωn+1
· Cωn+1 .
Aus dem Cauchyschen Konvergenzkriterium [33] ergibt sich die Existenz einer stetigen Ab-
bildung Hω : Ck+1 \ {0} → R mit
Hω,n -n→∞ Hω (gleichma¨ßig).
Als Hintereinanderausfu¨hrung einer pluri-subharmonischen Funktion und einer holomorph-
en Abbildung ist Hω,n nach Satz 2.3.2 pluri-subharmonisch fu¨r jedes n ∈ N. Aus Satz 2.2.3
folgt, daß Hω pluri-subharmonisch ist, aus der Homogenita¨t der Liftung ergibt sich fu¨r alle
z ∈ Ck+1 \ {0} und alle λ ∈ C \ {0}
Hω(λ · z) = lim
n→∞Hω,n(λ · z) = limn→∞
1
dω1 · · · dωn
· log∥∥Fωn ◦ · · · ◦ Fω1(λ · z)∥∥
= lim
n→∞
1
dω1 · · · dωn
· log∥∥λdω1··· dωn · (Fωn ◦ · · · ◦ Fω1(z))∥∥
= lim
n→∞
1
dω1 · · · dωn
·
[
log |λdω1··· dωn |+ log∥∥Fωn ◦ · · · ◦ Fω1(z)∥∥]
= Hω(z) + lim
n→∞
1
dω1 · · · dωn
· dω1 · · · dωn · log |λ| = Hω(z) + log |λ|.
Sei nun Gω : Ck+1 → [−∞,∞[ mit Gω(0) = −∞ und Gω(z) = Hω(z) fu¨r alle z ∈ Ck+1 \ {0}.
Dann ist Gω eine oberhalb-stetige Abbildung und Gω erfu¨llt in jedem Punkt die Mittelwert-
ungleichung, d.h. Gω ist pluri-subharmonisch. 
Bemerkung 3
(i) Ist ci, i ∈ I, eine Familie komplexer Zahlen mit |ci| = 1 fu¨r alle i ∈ I und ersetzt
man Fi durch ci ·Fi, so bleibt (∗) erfu¨llt und man erha¨lt die gleiche Funktion Gω.
(ii) Ist Cω := supn∈NCωn <∞, so ist die Bedingung (∗) fu¨r ω = (ωn)n∈N ∈ Ω erfu¨llt und
Cω <∞ liegt genau dann vor, wenn
sup
n∈N
sup
‖z‖=1
‖Fωn(z)‖ <∞ und inf
n∈N
inf
‖z‖=1
‖Fωn(z)‖ > 0.
Insbesondere fu¨r |I| <∞ ist (∗) fu¨r jedes ω ∈ Ω erfu¨llt.
Notation
Unter Verwendung obiger Bezeichnungen sei
Ω∗ :=
{
ω = (ωn)n∈N ∈ Ω :
∞∑
n=1
Cωn
dωn · · · dω1
<∞
}
,
d.h. Ω∗ besteht aus allen Punkten ω ∈ Ω, fu¨r die die Bedingung (∗) aus Satz 5.1.2
erfu¨llt ist. Mit Satz 3.3.10 und Satz 5.1.2 ergibt sich
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5.1.3 Satz
Fu¨r alle ω = (ωn)n∈N ∈ Ω, n ∈ N sei
fω,n := fωn ◦ · · · ◦ fω1 .
Sei T das durch pi∗T = ddc log‖z‖ gegebene (1, 1)-Current auf Pk. Dann ist Gω,n ein
Potential zum (1, 1)-Current
Tω,n :=
1
dω1 · · · dωn
· f∗ω,nT ∈ C1,1(Pk)
und fu¨r jedes ω ∈ Ω∗ konvergiert (Tω,n)n∈N schwach gegen ein positives, geschlossenes
(1, 1)-Current Tω.
Liegt nur eine Funktion vor, d.h. gilt |I| = 1, so bezeichnet man das entsprechende
(1, 1)-Current auch als Greensche Current (der vorliegenden Funktion). Aus diesem
Grund sagen wir auch, daß Tω das Greensche Current von Fω = {fωn ◦ · · · ◦ fω1 : n ∈
N}, ω ∈ Ω∗, ist. Wir notieren nun noch einige einfache Eigenschaften von Gω, ω ∈ Ω∗:
5.1.4 Lemma
Sei σ : Ω→ Ω der (einseitige) Shift auf Ω und sei ω = (ωn)n∈N ∈ Ω. Dann gilt
dω1 ·Gω,n+1 = Gσω,n ◦ Fω1 fu¨r alle n ∈ N
und entsprechend dω1 ·Gω = Gσω ◦Fω1, falls ω ∈ Ω∗. Dabei schreiben wir σω statt σ(ω).
Beweis:
Fu¨r alle n ∈ N, z ∈ Ck+1 gilt
dω1 ·Gω,n+1(z) =
dω1
dω1 · · · dωn+1
· log‖Fωn ◦ · · · ◦ Fω1(z)‖
=
1
dω2 · · · dωn+1
· log ∥∥(Fωn ◦ · · · ◦ Fω2)(Fω1(z))∥∥ = Gσω,n(Fω1(z))
und fu¨r n→∞ folgt dω1 ·Gω = Gσω ◦ Fω1 , sofern Gω definiert ist, d.h. falls ω ∈ Ω∗. 
Bemerkung 4
Ist ω = (ωn)n∈N ∈ Ω und Cω := supn∈NCωn <∞, so gilt
|Gω,n(z)−Gω(z)| ≤ 2 · Cω
dω1 · · · dωn
fu¨r alle n ∈ N, z ∈ Ck+1 \ {0}.
Beweis:
Sei n ∈ N. Aus Hω,n -n→∞ Hω (gleichma¨ßig) folgt, daß ein N ∈ N existiert mit
|Hω,n+N (z)−Hω(z)| ≤ Cω
dω1 · · · dωn+1
fu¨r alle z ∈ Ck+1 \ {0}.
Aus dem Beweis von Satz 5.1.2 folgt fu¨r jedes z ∈ Ck+1 \ {0}
|Gω,n(z)−Gω(z)| = |Hω,n(z)−Hω(z)| ≤
N−1∑
j=0
∣∣Hω,n+j(z)−Hω,n+j+1(z)∣∣+ ∣∣Hω,n+N (z)−Hω(z)∣∣
≤
N−1∑
j=0
Cωn+j+1
dω1 · · · dωn+j+1
+
Cω
dω1 · · · dωn+1
≤ Cω
dω1 · · · dωn
·
[1
2
+
N−1∑
j=0
1
2j+1
]
=
Cω
dω1 · · · dωn
·
[
1 +
1
2
−
(1
2
)N]
≤ 2 · Cω
dω1 · · · dωn
.

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5.2. Der Tra¨ger des Greenschen Current
In diesem Abschnitt zeigen wir, daß der Tra¨ger suppTω des (1, 1)-Currents Tω, ω ∈ Ω∗,
aus Satz 5.1.3 unter bestimmten Bedingungen mit der Juliamenge J(Fω) von Fω
u¨bereinstimmt. Im Fall k > 1 kann Tω nicht als Wahrscheinlichkeitsmaß interpretiert
werden. Wir betrachten daher auch ein (k, k)-Current µω, das aus Tω konstruiert
wird und als Wahrscheinlichkeitsmaß auf Pk aufgefaßt werden kann.
5.2.1 Lemma
Es seien die Bezeichnungen aus §5.1 gegeben. Sei ω ∈ Ω∗. Fu¨r jedes z ∈ Pk sind dann
die folgenden Aussagen a¨quivalent:
(i) Es gilt z 6∈ suppTω.
(ii) Es existiert eine offene Umgebung U von z derart, daß Gω in pi−1(U) pluri-
harmonisch ist.
Beweis:
”(i)⇒ (ii)“: Sei z 6∈ suppTω. Dann existiert eine offene Umgebung V von z mit Tω|V = 0. Sei
z = [z0, . . . , zk] und wa¨hle j ∈ {0, . . . , k} mit zj 6= 0. Setze U := V ∩ {[a0, . . . , ak] ∈ Pk :
aj 6= 0}. Dann ist U eine offene Umgebung von z in Pk. Gω aus Satz 5.1.2 ist ein
(Pluri-) Potential fu¨r Tω. Aus der Konstruktion von Tω, d.h. aus Korollar 3.3.7, ergibt
sich 0 = Tω|U = ddc(Gω ◦ s) fu¨r die injektive und holomorphe Abbildung
s : U → Ck+1 \ {0}, [z0, . . . , zk] 7→
(z0
zj
, . . . ,
zj−1
zj
, 1,
zj+1
zj
, . . . ,
zk
zj
)
.
Aus Bemerkung 2 (Seite 54) folgt, daß Gω auf s(U) pluri-harmonisch ist. Fu¨r jedes
a = (a0, . . . , ak) ∈ pi−1(U) ist aaj ∈ s(U), außerdem ist a = (a0, . . . , ak) 7→ log |aj | auf pi−1(U)
pluri-harmonisch. Damit ist
a = (a0, . . . , ak) 7→ Gω(a) = Gω
( a
aj
)
+ log |aj |
auf pi−1(U) pluri-harmonisch, d.h. Gω ist auf pi−1(U) pluri-harmonisch.
”(ii)⇒ (i)“: analog.

5.2.2 Satz
Seien k ∈ N, z ∈ Pk und sei U eine offene Umgebung von z in Pk. Sei (fn)n∈N eine
Folge holomorpher Funktionen fn : U → Pk, n ∈ N, die auf U gleichma¨ßig konvergiert.
Dann existiert ein j ∈ {0, 1, . . . , k} und eine offene Umgebung V von z mit V ⊆ U und
fn(V ) ⊆ {[a0, . . . , ak] : aj = 1, |ai| < 2 fu¨r i = 0, . . . , k}
fu¨r fast alle n ∈ N.
Beweis:
Sei f : U → Pk die Funktion, gegen die (fn) gleichma¨ßig konvergiert. Setze w := f(z). Sei
w = [w0, . . . , wk] und wa¨hle ein j ∈ {0, 1, . . . , k} mit |wj | ≥ |wi| fu¨r i = 0, . . . , k (j ist unabha¨ngig
von der Wahl des Repra¨sentanten). Da pi : Ck+1 \ {0} → Pk, z 7→ [z] offen ist, folgt fu¨r alle
ε, δ ∈]0, 1[, daß
Wε,δ := {[a0, . . . , ak] ∈ Pk : 1− ε < |aj | < 1 + ε, |ai| < 1 + δ fu¨r alle i 6= j}
= pi
({(a0, . . . , ak) ∈ Ck+1 \ {0} : 1− ε < |aj | < 1 + ε, |ai| < 1 + δ fu¨r alle i 6= j})
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offen ist, zudem ist Aε,δ := {[a0, . . . , ak] ∈ Pk : 1 − ε ≤ |aj | ≤ 1 + ε, |ai| ≤ 1 + δ fu¨r alle i 6= j}
abgeschlossen. Seien ε, δ ∈]0, 12 [ und setze V := f−1(W 12 ·ε, 12 ·δ). Setzt man ai :=
wi
wj
fu¨r i =
0, . . . , k, so folgt |ai| ≤ 1 fu¨r i = 1, . . . , k und aj = 1, d.h. es gilt z ∈ V . Damit ist V eine offene
Umgebung von z in Pk. Aus V = f−1(W 1
2 ·ε, 12 ·δ) ⊆ f−1(A 12 ·ε, 12 ·δ) ⊆ U folgt V ⊆ U , außerdem
gilt sogar V ⊆ f−1(Wε,δ). Wir wollen fn(V ) ⊆ W2ε,2δ fu¨r fast alle n ∈ N zeigen und nehmen
an, daß dies nicht der Fall ist. Dann existiert eine Folge (v`) in V und eine streng monoton
wachsende Folge (n`) in N mit fn`(v`) ∈ Pk \W2ε,2δ fu¨r alle ` ∈ N. Da V kompakt ist, kann
man o.B.d.A. v` → v fu¨r ein v ∈ V ⊆ f−1(Wε,δ) voraussetzen. Daraus folgt f(v) ∈ Wε,δ, aber
aus fn`(v`) ∈ Pk \W2ε,2δ fu¨r alle ` ∈ N folgt f(v) 6∈ W2ε,2δ.  Also existiert ein n0 ∈ N derart,
daß fu¨r alle n ∈ N≥n0 gilt
fn(V ) ⊆W2ε,2δ = {[a0, . . . , ak] ∈ Pk : 1− 2ε < |aj | < 1 + 2ε, |ai| < 1 + 2δ}
⊆
{
[a0, . . . , ak] ∈ Pk : aj = 1, |ai| < 1 + 2δ1− 2ε fu¨r alle i 6= j
}
.
Betrachtet man nun beispielsweise ε = δ = 120 , so folgt
1+2δ
1−2ε =
11
9 < 2. 
5.2.3 Theorem
Es seien die Bezeichnungen aus Abschnitt §5.1 gegeben und sei ω = (ωn)n∈N ∈ Ω∗.
Dann gilt
suppTω ⊆ J(Fω)
mit Gleichheit, falls Cω := supn∈NCωn <∞.
Beweis:
Sei wieder pi : Ck+1 \ {0} → Pk, z 7→ [z].
”⊆“: Sei z ∈ P
k \ J(Fω) = F(Fω). Dann existiert eine offene Umgebung U von z derart, daß
die Familie Fω = {fωn ◦ · · · ◦ fω1 : n ∈ N} in U normal ist. Sei (fωn` ◦ · · · ◦ fω1)`∈N eine auf
U lokal gleichma¨ßig konvergente Folge aus Fω. Durch Verkleinerung von U kann die
gleichma¨ßige Konvergenz vorausgesetzt werden. Gema¨ß Satz 5.2.2 kann man durch
den U¨bergang zu einer Teilfolge und einer weiteren Verkleinerung von U annehmen,
daß o.B.d.A. fωn` ◦ · · · ◦ fω1(U) ⊆W := {[a0, . . . , ak] : a0 = 1, |ai| < 2 fu¨r i = 0, . . . , k} fu¨r alle
` ∈ N vorliegt. Sei ` ∈ N und wa¨hle holomorphe Funktionen G`,H`,1, . . . ,H`,k : Ck+1 → C
mit Fωn` ◦ · · · ◦ Fω1 = (G`,H`,1, . . . ,H`,k) : Ck+1 → Ck+1. Fu¨r jedes z ∈ pi−1(U) gilt[
G`(z),H`,1(z), . . . ,H`,k(z)] = pi
(
Fωn` ◦ · · · ◦ Fω1(z)
)
= fωn` ◦ · · · ◦ fω1([z]) ⊆W,
also insbesondere G`(z) 6= 0. Es folgt, daß A`,j : pi−1(U)→ C, z 7→ H`,j(z)Gn(z) eine holomorphe
und (von ` und j unabha¨ngige) beschra¨nkte Abbildung ist fu¨r j = 1, . . . , k. Nun gilt
G`(z) · (1, A`,1(z), . . . , A`,k(z)) = Fωn` ◦ · · · ◦ Fω1(z) fu¨r alle z ∈ pi−1(U).
Fu¨r jedes z ∈ pi−1(U) folgt
Gω,n`(z) =
1
dω1 · · · dωn`
· log |G`(z)|+ 1
dω1 · · · dωn`
· log‖(1, A`,1(z), . . . , A`,k(z))‖.
Da |A`,1|, . . . , |A`,k| ≤ 2 folgt, daß der zweite Summand gegen 0 konvergiert. Der erste
ist hingegen pluri-harmonisch (vgl. Kommentare nach Satz 2.3.2). Damit ist Gω =
lim`→∞Gω,n` auf pi
−1(U) pluri-harmonisch. Aus Lemma 5.2.1 folgt z 6∈ suppTω.
”⊇“: Es gelte Cω := supn∈N Cωn < ∞. Sei z 6∈ suppTω. Aus Lemma 5.2.1 folgt, daß eine offene
Umgebung U von z existiert, so daß Gω auf pi−1(U) pluri-harmonisch ist. Indem man
U gegebenenfalls verkleinert, erha¨lt man aus Satz 2.3.8 die Existenz einer auf pi−1(U)
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holomorphen Abbildung h mit h(a) 6= 0 und Gω(a) = log|h(a)| fu¨r alle a ∈ pi−1(U). Fu¨r
alle a ∈ pi−1(U), n ∈ N folgt mit Bemerkung 4 (Seite 97)
1
dω1 · · · dωn
·
∣∣∣∣∣ log ‖Fωn ◦ · · · ◦ Fω1(a)‖|h(a)|dω1 ···dωn
∣∣∣∣∣
=
1
dω1 · · · dωn
·
∣∣∣ log‖Fωn ◦ · · · ◦ Fω1(a)‖ − dω1 · · · dωn · log|h(a)|∣∣∣
=
∣∣∣ 1
dω1 · · · dωn
· log ∥∥Fωn ◦ · · · ◦ Fω1(a)∥∥− log|h(a)|∣∣∣ = ∣∣Gω,n(a)−Gω(a)∣∣ ≤ 2 · Cωdω1 · · · dωn ,
also
e−2Cω ≤ ‖Fωn ◦ · · · ◦ Fω1(a)‖|h(a)|dω1 ···dωn ≤ e
2Cω .
Damit ist die Familie
Fωn ◦ · · · ◦ Fω1
hdω1 ···dωn
, n ∈ N, auf pi−1(U) normal. Fu¨r alle n ∈ N, a ∈ U gilt
fωn ◦ · · · ◦ fω1([a]) = pi
(
Fωn ◦ · · · ◦ Fω1(a)
h(a)dω1 ···dωn
)
und somit ist Fω = {fωn ◦ · · · ◦ fω1 : n ∈ N} in U normal, d.h. es gilt z 6∈ J(Fω).

5.2.4 Korollar
Es gilt J(Fω) 6= ∅ fu¨r jedes ω ∈ Ω∗, ohne Verwendung der Pluri-Potentialtheorie ergibt
sich elementar sogar J(Fω) 6= 0 fu¨r alle ω ∈ Ω (→ Satz A.2.6).
Im Fall k = 1 kann man gema¨ß Bemerkung 4 (Seite 29) das (1, 1)-Current Tω als
positive Distribution, d.h. als (Wahrscheinlichkeits-) Maß, auf P1 auffassen. Ent-
sprechend sind (positive) (k, k)-Currents auf Pk (positive) Distributionen und man
u¨berfu¨hrt Tω in ein solches:
Notation
Sei ω ∈ Ω∗. Gω (aus Satz 5.1.2) ist ein (Pluri-) Potential von Tω, d.h. es gilt pi∗Tω =
ddcGω. Unter Beachtung der Notationen aus §3.4 sei nun µω gegeben durch
pi∗µω = (ddcGω)k.
Bemerkung 1
Fu¨r jedes ω ∈ Ω∗ ist µω ein (k, k)-Current, im Fall k = 1 gilt µω = Tω.
5.2.5 Satz
Fu¨r jedes ω ∈ Ω∗ gilt suppµω ⊆ J(Fω).
Beweis:
Sei z = [z0, . . . , zk] 6∈ J(Fω). Aus Theorem 5.2.3 folgt z 6∈ suppTω, und mit Lemma 5.2.1 ergibt
sich die Existenz einer offenen Umgebung U von z mit der Eigenschaft, daß Gω (also auch
Hω) auf pi−1(U) pluri-harmonisch ist. Wa¨hlt man j ∈ {0, . . . , k} mit zj 6= 0 und verkleinert
man ggf. U , so kann man wieder s : U → Ck+1 \ {0}, [z0, . . . , zk] 7→ ( z0zj , . . . , zkzj ) betrachten. Aus
Bemerkung 2 (Seite 54) folgt ddc(Gω ◦ s) = 0. Aus Lemma 3.4.4 folgt (ddc(Gω ◦ s))k = 0 und
somit µω|U = 0, d.h. z 6∈ suppµω. 
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5.3. Meßbare Parameterabha¨ngigkeit
Fassen wir µω als (Wahrscheinlichkeits-) Maß auf, so wollen wir in diesem Abschnitt
untersuchen, unter welchen Bedingungen die Abbildung ω 7→ µω(B) fu¨r jedes B ∈ B
meßbar ist. Dazu liegt es nahe, die Abbildung ω 7→ Hω zu betrachten und die Meß-
barkeit bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz (siehe Anhang
§B.1) zu fordern:
5.3.1 Satz
Sei i 7→ Fi(z) meßbar fu¨r jedes z ∈ Ck+1. Dann ist i 7→ di = gradFi meßbar und
ω 7→ Hω,n, ω ∈ Ω, ist fu¨r alle n ∈ N eine bezu¨glich der Topologie der lokal gleich-
ma¨ßigen Konvergenz meßbare Abbildung.
Beweis:
Wir zeigen zuna¨chst, daß i 7→ di meßbar ist. Seien Fi,0, . . . , Fi,k die Komponentenfunktionen
von Fi, i ∈ I, und sei
Fi,`(z) =
∑
α∈Nk+10
a
(`)
i,α · zα fu¨r ` = 0, . . . , k und alle z ∈ Ck+1.
Aus Satz 3.2.3 folgt, daß i 7→ a(`)i,α fu¨r ` = 0, . . . , k und alle α ∈ Nk+10 meßbar ist. Sei ` ∈
{1, . . . ,m}. Dann folgt die Meßbarkeit von
i 7→
∑
α∈Nk+10
a
(`)
i,α
(nur jeweils endlich viele Summanden sind ungleich 0). Fu¨r z = (2, . . . , 2) ∈ Ck+1 folgt die
Meßbarkeit von
i 7→ Fi(z) = (Fi,0(z), . . . , Fi,k(z)) = 2di ·
( ∑
α∈Nk+10
a
(0)
i,α, . . . ,
∑
α∈Nk+10
a
(k)
i,α
)
6= 0.
Setze I` := {i ∈ I :
∑
α∈Nk+10 a
(`)
i,α 6= 0} fu¨r ` = 0, . . . , k. Dann ist I` meßbar fu¨r ` = 0, . . . , k
und die auf I` definierte Abbildung i 7→ 2di ist meßbar. Aus I =
⋃k
`=0 I` folgt, daß die auf I
definierte Abbildung i 7→ 2di , also auch i 7→ di, meßbar ist. Betrachtet man das Schiefprodukt
F : Ω × Ck+1 → Ω × Ck+1, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, Fω1(z)), so folgt aus Bemerkung 1 (Seite
129) die Meßbarkeit von ω 7→ Fωn ◦ · · · ◦ Fω1(z) fu¨r jedes z ∈ Ck+1. Insgesamt ist somit
ω 7→ Hω,n(z) = 1
dωn · · · dω1
· log‖Fωn ◦ · · · ◦ Fω1(z)‖ fu¨r jedes z ∈ Ck+1 \ {0}
meßbar, so daß die Behauptung aus Lemma B.1.5 folgt. 
Da der punktweise Grenzwert von meßbaren Abbildungen (mit Werten in einen
metrischen Raum) meßbar ist [45, S.117f.], ergibt sich
5.3.2 Korollar
Unter Verwendung der Bezeichnungen aus Abschnitt §5.1 sei Ω∗ als meßbare Teil-
menge von Ω vorausgesetzt und die auf Ω∗ definierten Abbildungen ω 7→ Hω,n, n ∈ N,
seien meßbar bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz. Dann ist
ω 7→ Hω = lim
n→∞Hω,n (ω ∈ Ω
∗)
eine bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz meßbare Abbildung
auf Ω∗.
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Ist i 7→ Fi(z) fu¨r jedes z ∈ Ck+1 meßbar, so folgt aus der Stetigkeit der Projektions-
abbildung pi : Ck+1 \ {0} → Pk, (z0, . . . , zk) 7→ [z0, . . . , zk], daß auch i 7→ fi(z) fu¨r jedes
z ∈ Pk meßbar ist. Wie das nachfolgende Beispiel zeigt, liegt im allgemeinen die
Umkehrung nicht vor:
5.3.3 Beispiel
Sei N eine nicht-leere Teilmenge von N. Seien Jn, n ∈ N , nicht-meßbare, paarweise
disjunkte Teilmengen von I derart, daß
⋃
n∈N Jn nicht meßbar ist und sei F : C
k+1 →
Ck+1 eine homogene Polynomfunktion mit gradF ≥ 2 und F−1(0) = 0. Betrachte fu¨r
alle i ∈ I:
Fi :=
{
(n+ 1) · F, falls ein n ∈ N existiert mit i ∈ Jn,
F, sonst.
Sei z ∈ Ck+1 \ {0}. Dann ist i 7→ [Fi(z)] = [F (z)] meßbar. Ist w := F (z), so folgt
{i ∈ I : Fi(z) = w} =
⋃
n∈N
{i ∈ Jn : (n+ 1) · F (z) = F (z)} ∪
(
I \
⋃
n∈N
Jn
)
= I \
⋃
n∈N
Jn
und somit ist i 7→ Fi(z) nicht meßbar.
In diesem Beispiel kann man fu¨r jedes i ∈ I ein ci ∈ C \ {0} angeben derart, daß
i 7→ ci · Fi(z) fu¨r jedes z ∈ Ck+1 meßbar ist. Betrachtet man ci · Fi anstatt Fi, i ∈ I, so
ko¨nnen die an {Fi : i ∈ I} gestellten Forderungen (etwa Cω = supn∈NCωn <∞, ω ∈ Ω)
im allgemeinen jedoch nicht auf {ci · Fi : i ∈ I} u¨bertragen werden.
5.3.4 Lemma
Seien die Bezeichnungen aus §5.1 gegeben und sei i 7→ Fi(z) fu¨r jedes z ∈ Ck+1
meßbar. Dann ist Ω∗ eine meßbare Teilmenge von Ω, die zudem unter der Shift-
Abbildung σ : Ω→ Ω vollsta¨ndig invariant ist, d.h. es gilt σ−1(Ω∗) = Ω∗.
Beweis:
Aus Satz 5.3.1 folgt, daß i 7→ di meßbar ist. Fu¨r jedes Kompaktum K ⊆ Ck+1 ist die Ab-
bildung f 7→ ‖f‖K , f ∈ C(Ck+1,Ck+1), eine bezu¨glich der Topologie der lokal gleichma¨ßigen
Konvergenz stetige Abbildung. Damit sind i 7→ sup‖z‖=1‖Fi(z)‖ und i 7→ inf‖z‖=1‖Fi(z)‖meßbar
und somit auch i 7→ Ci = max{log sup‖z‖=1‖Fi(z)‖,− log inf‖z‖=1‖Fi(z)‖}. Also ist
Ω∗ =
{
ω = (ωn)n∈N ∈ Ω :
∞∑
n=1
Cωn
dω1 · · · dωn
<∞
}
.
meßbar. Nun gilt genau dann
∑∞
n=1
Cωn
dω1 ···dωn < ∞, wenn
∑∞
n=1
Cωn+1
dω2 ···dωn+1 < ∞, woraus die
vollsta¨ndige Invarianz folgt. 
Unter der Annahme einer meßbaren Parameterabha¨ngigkeit erhalten wir nun, daß
ω 7→ Tω eine meßbare Abbildung ist:
5.3.5 Satz
Seien die Bezeichnungen aus §5.1 gegeben und sei Ω∗ als meßbare und nicht-leere
Teilmenge von Ω vorausgesetzt. Sei zudem ω 7→ Hω, ω ∈ Ω∗, bezu¨glich der Topologie
der lokal gleichma¨ßigen Konvergenz meßbar. Fu¨r jede (k − 1, k − 1)-Testform χ ∈
Dk−1,k−1(Pk) ist dann die auf Ω∗ definierte Abbildung
ω 7→ 〈Tω, χ〉
meßbar.
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Beweis:
Sei Uj := {[z0, . . . , zk] ∈ Pk : zj 6= 0} und sj : Uj → Ck+1 \ {0}, [z0, . . . , zk] 7→ ( z0zj , . . . , zkzj ) fu¨r
j = 0, . . . , k. Sei η0, . . . , ηk : Pk → [0, 1] eine C∞-Partition der Eins bzgl. U0, . . . , Uk. Sei χj :=
ddc(ηj · χ) fu¨r j = 0, . . . , k. Es folgt
〈Tω, χ〉 =
k∑
j=0
〈ddc(Gω ◦ sj), ηj · χ〉 =
k∑
j=0
〈Gω ◦ sj , ddc(ηj · χ)〉
=
k∑
j=0
∫
Uj
(Gω ◦ sj) ∧ χj =
k∑
j=0
∫
Uj
(Gω ◦ sj) · χj =
k∑
j=0
∫
Uj
χj · (Hω ◦ sj),
so daß es genu¨gt, die Meßbarkeit von ω 7→ ∫
Uj
χj · (Hω ◦ sj) fu¨r j = 0, . . . , k nachzuweisen. Sei
dazu j ∈ {0, . . . , k} und setze ŝj(z) := ( z0zj , . . . ,
zj−1
zj
,
zj+1
zj
, . . . , zkzj ) fu¨r alle z = [z0, . . . , zk] ∈ Uj, d.h.
die Abbildung ŝj : Uj → Vj := ŝj(Uj) ist eine Karte von Pk (→ §3.1.2). χj ist eine (k, k)-Form
auf Uj. Wir identifizieren χj mit seiner Koeffizientenfunktion (bezu¨glich der Karte (Uj , ŝj), vgl.
Satz 1.3.10), d.h. wir fassen χj auch als Abbildung Uj → C auf. Fu¨r jedes ω ∈ Ω∗ folgt∫
Uj
χj · (Hω ◦ sj) =
∫
Vj
(χj ◦ ŝj−1) · (Hω ◦ sj ◦ ŝj−1).
χj besitzt einen kompakten Tra¨ger. Damit ist H 7→
∫
Vj
(χj ◦ ŝj−1) · (H ◦ sj ◦ ŝj−1) (mit H :
Ck+1\{0} → R stetig) eine bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz stetige
Abbildung. Da ω 7→ Hω, ω ∈ Ω∗, als meßbar bezu¨glich der Topologie der lokal gleichma¨ßigen
Konvergenz vorausgesetzt worden ist, folgt die Meßbarkeit der auf Ω∗ definierten Abbildung
ω 7→
∫
Vj
(χj ◦ ŝj−1) · (Hω ◦ sj ◦ ŝj−1).

Im hier interessanten Fall k = 1 liefert das nachfolgende Theorem noch einen Alter-
nativbeweis fu¨r die Meßbarkeit von ω 7→ Tω.
Vorbemerkung
Sei I ein meßbarer Raum, X eine nicht-leere, offene Teilmenge von Cn, n ∈ N, und
λ das Lebesgue-Maß auf Cn. Fu¨r jedes i ∈ I sei fi : X → R eine stetige Abbildung
derart, daß i 7→ fi eine bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz
meßbare Abbildung ist. Dann ist i 7→ ∫ fi dλ meßbar.
Beweis:
Aus Bemerkung 2 (Seite 131) folgt, daß i → fi(x) fu¨r jedes x ∈ X meßbar ist. Fu¨r jedes
kompakte Intervall J ⊆ X ha¨ngen die Riemannschen Summen [34, S.439ff.] von fi|J somit
meßbar vom Parameter i ∈ I ab. Nun ist X die Vereinigung abza¨hlbar vieler kompakter
Intervalle, deren Inneres punktfremd ist [25, S.68f.] so, daß durch Grenzu¨bergang die Meß-
barkeit von i 7→ ∫ fi dλ folgt. 
5.3.6 Theorem
Seien die Bezeichnungen aus den Abschnitten §5.1 und §5.2 gegeben. Sei Ω∗ als
meßbare und nicht-leere Teilmenge von Ω vorausgesetzt, außerdem sei ω 7→ Hω,
ω ∈ Ω∗, bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz meßbar. Fu¨r
jede Testfunktion (d.h. (0, 0)-Testform) ϕ : Pk → C ist dann die auf Ω∗ definierte
Abbildung
ω 7→ 〈µω, ϕ〉
meßbar.
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Beweis:
Seien wieder Uj := {[z0, . . . , zk] ∈ Pk : zj 6= 0} und sj : Uj → Ck+1 \ {0}, [z0, . . . , zk] 7→ ( z0zj , . . . , zkzj )
fu¨r j = 0, . . . , k. Sei η0, . . . , ηk : Pk → [0, 1] eine C∞-Partition der Eins bzgl. U0, . . . , Uk. Sei
χj := ηj · ϕ fu¨r j = 0, . . . , k. Es folgt
〈µω, ϕ〉 =
k∑
j=0
〈(ddc(Gω ◦ sj))k, ηj · ϕ〉 =
k∑
j=0
〈(ddc(Gω ◦ sj))k, χj〉.
Sei j ∈ {0, . . . , k} und s = sj, χ := χj sowie U := Uj. Es genu¨gt die Meßbarkeit von ω 7→
〈(ddc(Gω ◦ s))k, χ〉 einzusehen. Gema¨ß Satz 3.4.5 findet man zu jedem ω ∈ Ω eine monoton
fallende Folge (Gω,n)n∈N in Pk mit Gω,n → Gω derart, daß Gω,n|\{0} ∈ C∞(Ck+1 \ {0},R) fu¨r alle
n ∈ N. Es folgt
ω 7→ 〈(ddc(Gω ◦ s))k, χ〉 = lim
n→∞〈dd
c(Gω,n ◦ s))k, χ〉 = lim
n→∞
∫
ddc(Gω,n ◦ s) ∧ · · · ∧ ddc(Gω,n ◦ s)︸ ︷︷ ︸
k-mal
∧χ.
Aus der Darstellung von Gω,n in Satz 3.4.5 und obiger Vorbemerkung folgt die Meßbarkeit
von ω 7→ Gω,n(s(z)) fu¨r jedes z ∈ U . Damit ha¨ngen auch die partiellen Ableitungen von Gω,n◦s,
ausgewertet in einem festen Punkt z ∈ U , meßbar vom Parameter ω ∈ Ω ab. Gema¨ß Lemma
B.1.5 liegen somit bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz meßbare
Abbildungen vor. Unter Verwendung obiger Vorbemerkung erha¨lt man nun die Meßbarkeit
von
ω 7→
∫
ddc(Gω,n ◦ s) ∧ · · · ∧ ddc(Gω,n ◦ s)︸ ︷︷ ︸
k-mal
∧χ.

Bemerkung 1
Ist ω 7→ 〈µω, ϕ〉, ω ∈ Ω∗, fu¨r jede Testfunktion ϕ : Pk → C meßbar, so auch ω 7→ µω(B)
fu¨r jedes B ∈ B, wenn man µω entsprechend dem Darstellungssatz von Riesz als
Maß auf Pk auffaßt.
Theorem 5.2.3 legt es nahe, daß man neben Ω∗ auch die Menge aller ω = (ωn)n∈N ∈ Ω
betrachtet, fu¨r die supn∈NCωn <∞ gilt:
Notation
Unter Verwendung der Bezeichnungen aus §5.1 sei
C∗ := {ω = (ωn)n∈N ∈ Ω : Cω := sup
n∈N
Cωn <∞}.
5.3.7 Lemma
Es seien die Bezeichnungen aus §5.1 gegeben. Dann ist C∗ eine unter der Shift-
Abbildung σ : Ω→ Ω vollsta¨ndig invariante Teilmenge von Ωmit C∗ ⊆ Ω∗. Ist i 7→ Fi(z)
meßbar fu¨r jedes z ∈ Ck+1, so ist C∗ meßbar.
Beweis:
Die ersten beiden Eigenschaften ergeben sich aus der Definition von C∗, die letzte aus der
Meßbarkeit der Abbildung i 7→ Ci, vergleiche hierzu den Beweis von Lemma 5.3.4. 
104
5.4 Das invariante Maß 105
5.4. Das invariante Maß
In diesem Abschnitt setzen wir die einzelnen Maße µω, ω ∈ Ω∗, zu einem Wahr-
scheinlichkeitsmaß µ auf Ω × Pk zusammen und formulieren fu¨r den Fall k = 1
einige hinreichende Existenzbedingungen:
5.4.1 Theorem
Es seien die Bezeichnungen aus §5.1-5.3 gegeben. Zusa¨tzlich sei P ein Shift-invariantes
Wahrscheinlichkeitsmaß auf (Ω,A). Es gelte
(i) i 7→ fi(z) sei meßbar fu¨r alle z ∈ Pk,
(ii) Ω∗ sei meßbar mit P(Ω∗) = 1,
(iii) ω 7→ µω(B), ω ∈ Ω∗, sei meßbar fu¨r jedes B ∈ B (wir fassen µω als Maß und nicht
als Funktional auf).
Dann ist µ, definiert durch
µ(C) :=
∫
Ω∗
(∫
Pk
1C(ω, x) µω(dx)
)
P(dω)
fu¨r alle C ∈ A⊗B, ein bezu¨glich dem Schiefprodukt
f : Ω× Pk → Ω× Pk, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, fω1(z))
invariantes Wahrscheinlichkeitsmaß auf (Ω× Pk,A⊗B).
Aus dem bereits Gezeigten folgt
Bemerkung 1
Ist i 7→ Fi(z) meßbar fu¨r jedes z ∈ Ck+1, so ist Ω∗ eine meßbare Teilmenge von Ω und
die Eigenschaften (i) und (iii) sind erfu¨llt.
Zum Nachweis von Theorem 5.4.1 beno¨tigen wir noch einige Vorbereitungen:
5.4.2 Definition (Lokal pluripolare Menge)
Sei M eine komplexe Mannigfaltigkeit. Eine Teilmenge E von M heißt (lokal) pluri-
polar, falls es zu jedem a ∈ E eine offene Umgebung V von a und eine auf V pluri-
subharmonische Funktion u gibt mit
E ∩ V ⊆ {z ∈ V : u(z) = −∞}.
Bemerkung 2
(i) Seien M,N komplexe Mannigfaltigkeiten und sei f : M → N eine surjektive,
holomorphe Abbildung. Fu¨r jede pluripolare Menge E ⊆ N ist dann f−1(E)
pluripolar.
(ii) Sei M eine komplexe Mannigfaltigkeit und sei f : M → C eine nicht-konstante,
holomorphe Abbildung. Betrachtet man u : M → [−∞,∞[, z 7→ log |f(z)|, so folgt,
daß E = {z ∈M : f(z) = 0} pluripolar ist.
5.4.3 Satz
Sei k ∈ N, E ⊆ Pk eine pluripolare Menge. Sei T ∈ C1,1(Pk) derart, daß T ein stetiges
Potential besitzt. Fu¨r ` = 1, . . . , k ist T ` = T ∧ · · · ∧ T eine Differentialform mit Maß-
koeffizienten und jeder dieser (maßwertigen) Koeffizienten hat auf E Maß 0.
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Beweis:
Der Beweis beruht auf einer Anwendung der Chern-Levine-Nirenberg-Ungleichung. Hier
sind nur zwei Spezialfa¨lle interessant: Fu¨r den Fall ` = 1 sei auf [23, Thm. 6.4] verwiesen
und fu¨r ` = k siehe [24, §3]. 
Notation
Sei k ∈ N, f : Pk → Pk eine holomorphe Abbildung mit grad f ≥ 2 und fu¨r jede stetige
Abbildung ϕ : Pk → R und jedes z ∈ Pk sei
(f∗ϕ)(z) :=
∑
f(ξ)=z
ϕ(ξ),
wobei wir die z-Stellen ξ von f entsprechend der auftretenden Vielfachheit za¨hlen.
Dann ist f∗ϕ : Pk → R stetig. Sei ν ein Maß auf Pk, betrachtet als positives (k, k)-
Current, so sei
〈f∗ν, ϕ〉 := 〈ν, f∗ϕ〉 fu¨r jedes ϕ ∈ C(Pk,R).
f∗ν wird auch als Pull back von ν unter f bezeichnet. Die nachfolgende Aussage
zeigt, wie dieser mit dem in §3.3 eingefu¨hrten Pull back zusammenha¨ngt:
5.4.4 Satz
Sei k ∈ N, f : Pk → Pk eine holomorphe Abbildung mit grad f ≥ 2 und sei T ∈ C1,1(Pk)
derart, daß T ein stetiges Potential besitzt. Setze ν := T k = T ∧ · · · ∧ T . Dann gilt
〈ν, f∗ϕ〉 = 〈f∗T ∧ · · · ∧ f∗T︸ ︷︷ ︸
k-mal
, ϕ〉 fu¨r jedes ϕ ∈ C(Pk,R),
wobei f∗T den Pull back aus 3.3.9 bezeichne.
Beweis:
Sei F : Ck+1 → Ck+1 eine Liftung von f und sei u : Ck+1 → [−∞,∞[ ein Potential fu¨r T . Nach
Voraussetzung ist u|Ck+1\{0} : Ck+1\{0} → R stetig. Sei C die Menge der kritischen Punkte von
f und d := grad f . Wir zeigen zuna¨chst, daß es fu¨r jedes y ∈ Pk \ f(C) eine offene Umgebung
V von y gibt derart, daß fu¨r alle ϕ ∈ C(Pk,R), η ∈ C∞(Pk,R) mit supp η ⊆ V gilt
〈ν, η · f∗ϕ〉 = 〈f∗T ∧ · · · ∧ f∗T, ϕ · f∗η〉.(∗)
Sei dazu y ∈ Pk \ f(C). Dann gibt es eine offene Umgebung V von y sowie injektive und
holomorphe Abbildungen r1, . . . , rdk : V → Pk mit f ◦ rj = idV fu¨r j = 1, . . . , dk, d.h. r1, . . . , rdk
sind die lokalen Zweige von f−1. Man kann voraussetzen, daß die Mengen rj(V ), j = 1, . . . , dk
paarweise disjunkt sind. Sei pi : Ck+1 \ {0} → Pk die natu¨rliche Projektion. Indem man V
gegebenfalls verkleinert, folgt aus Satz 3.3.2(a) die Existenz einer injektiven, holomorphen
Abbildung s : V → Ck+1 \ {0} mit pi ◦ s = idV und fu¨r j = 1, . . . , dk die Existenz einer injektiven
und holomorphen Abbildung sj : rj(V )→ Ck+1 \ {0} mit pi ◦ sj = idrj(V ). Seien ϕ, η ∈ C∞(Pk,R)
mit supp η ⊆ V . Dann folgt
(f∗ϕ)(z) =
∑
f(ξ)=z
ϕ(ξ) =
dk∑
j=1
ϕ(rj(z)) =
dk∑
j=1
r∗jϕ(z) fu¨r jedes z ∈ V ,
also η · f∗ϕ = η · (r∗1ϕ + · · ·+ · · · r∗dkϕ). Fu¨r den Nachweis von (∗) kann entsprechend Theorem
3.4.2 und Satz 3.4.5 u|Ck+1\{0} ∈ C∞(Ck+1 \ {0},R) vorausgesetzt werden. Aus pi ◦ F = f ◦ pi
und pi ◦ sj = idrj(V ) folgt
s ◦ f |rj(V ) = (s ◦ pi) ◦ F ◦ sj fu¨r j = 1, . . . , dk.
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Fu¨r jedes ` ∈ {0, . . . , k} und alle z = (z0, . . . , zk) ∈ Ck+1 \ {0} mit z` 6= 0 gilt u ◦ (s ◦ pi)(z) =
u
(
1
z`
·z) = log∣∣ 1z` ∣∣+u(z), außerdem ist der erste Summand auf {(z0, . . . , zk) ∈ Ck+1 \{0} : z` 6= 0}
pluriharmonisch. Damit folgt
ddc(u ◦ s ◦ f |rj(V )) = ddc(u ◦ F ◦ sj) fu¨r j = 1, . . . , dk.
Es gilt
⋃dk
j=1 rj(V ) = f
−1(V ) und r−1j = f |rj(V ) fu¨r j = 1, . . . , dk. Aus den Eigenschaften des Pull
backs von C∞-Differentialformen (vergleiche etwa Seite 54) folgt nun
〈ν, η · f∗ϕ〉 = 〈ν|V , η · f∗ϕ〉 = 〈(ddc(u ◦ s))k, η · f∗ϕ〉 =
∫
V
(ddc(u ◦ s))k · η · f∗ϕ
=
dk∑
j=1
∫
V
(ddc(u ◦ s))k · η · r∗jϕ =
dk∑
j=1
∫
V
r∗j
(
ϕ · (r−1j )∗η · (r−1j )∗(ddc(u ◦ s))k
)
=
dk∑
j=1
∫
rj(V )
ϕ · (η ◦ r−1j ) · (ddc(u ◦ s ◦ r−1j ))k =
dk∑
j=1
∫
rj(V )
ϕ · (η ◦ f |rj(V )) · (ddc(u ◦ s ◦ f |rj(V )))k
=
dk∑
j=1
∫
rj(V )
ϕ · (η ◦ f |rj(V )) · (ddc(u ◦ F ◦ sj))k =
dk∑
j=1
〈(ddc(u ◦ F ◦ sj))k, (ϕ · f∗η)|rj(V )〉
= 〈f∗T ∧ · · · ∧ f∗T︸ ︷︷ ︸
k-mal
, ϕ · f∗η〉 = 〈(f∗T )k, ϕ · f∗η〉.
Da man ϕ 7→ 〈ν, η · f∗ϕ〉 und ϕ 7→ 〈(f∗T )k, ϕ · f∗η〉, ϕ ∈ C∞(Pk,R), eindeutig auf C(Pk,R), d.h.
zu einem Maß, fortsetzen kann, folgt (∗).
Nach [21, Theorem 2.4] ist die Menge C der kritischen Punkte von f eine algebraische Menge
(auch: algebraic variety, [47, S.381ff.], siehe auch [27, S.216f.]). Also gibt es ein n ∈ N und
homogene Polynomfunktionen P1, . . . , Pn : Ck+1 → C mit
C = {[z0, . . . , zk] ∈ Pk : Pi(z0, . . . , zk) = 0 fu¨r i = 1, . . . , n}.
Auf Pk sind algebraische und analytische Mengen15 dasselbe [30, S.166f.]. f |C ist eine
eigentliche Abbildung und aus Remmert’s proper mapping theorem [30, S.395] folgt, daß
f(C) eine analytische (algebraische) Menge ist. Damit ist f(C) pluripolar, also auch f−1(f(C)).
Aus Satz 5.4.3 folgt, daß ν keine Masse auf f(C) hat, außerdem hat das Maß f∗T ∧· · ·∧f∗T =
(f∗T )k auf f−1(f(C)) keine Masse. Sei ϕ ∈ C(Pk,R) und U := Pk \ f(C). Dann folgt aus (∗)
〈ν, f∗ϕ〉 = 〈ν|U , (f∗ϕ)|U 〉 = 〈(f∗T )k|f−1(U), ϕ|f−1(U)〉 = 〈(f∗T )k, ϕ〉.

5.4.5 Lemma
Sei σ : Ω → Ω der (einseitige) Shift auf Ω und sei ω = (ωn)n∈N ∈ Ω∗. Sei (fω1)∗ µω das
Bildmaß von µω unter fω1. Dann gilt
f∗ω1µσω = d
k
ω1 · µω und (fω1)∗ µω = µσω.
Beweis:
¬ Es gilt dω1 ·Gω = Gσω ◦ Fω1 gema¨ß Lemma 5.1.4. Daraus folgt
pi∗(f∗ω1Tσω) = dd
c(Gσω ◦ Fω1) = ddc(dω1 ·Gω) = pi∗(dω1 · Tω),
15Eine Menge A ⊆ Pk heißt analytisch, falls es zu jedem x ∈ A eine offene Umgebung U von x, ein n ∈
N und holomorphe Abbildungen f1, . . . , fn : U → C gibt mit A∩U = {z ∈ U : fi(z) = 0 fu¨r i = 1, . . . , n}.
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also f∗ω1Tσω = dω1 · Tω. Setzt man fu¨r ` = 1, . . . , k
f∗ω1((Tσω)
`) = f∗ω1(Tσω ∧ · · · ∧ Tσω) := f∗ω1Tσω ∧ · · · ∧ f∗ω1Tσω
= (dω1 · Tω) ∧ · · · ∧ (dω1 · Tω) = d`ω1 · T `ω,
so folgt f∗ω1µσω = f
∗
ω1(T
k
σω) = d
k
ω1 · T kω = dkω1 · µω. Da Tσω ein stetiges Potential besitzt,
ergibt sich aus Satz 5.4.4, daß f∗ω1µσω im Fall k = 1 mit dem in 3.3.9 eingefu¨hrten Pull
back von µσω = Tσω unter fω1 u¨bereinstimmt.
­ Sei ϕ : Pk → R eine stetige Abbildung. Aus Satz A.2.3 folgt
(f∗(ϕ ◦ f))(z) =
∑
f(ξ)=z
ϕ(f(ξ)) =
∑
f(ξ)=z
ϕ(z) = dk · ϕ(z)
fu¨r jede holomorphe Abbildung f : Pk → Pk, d = grad f ≥ 2 und jedes z ∈ Pk. Damit
folgt
〈µσω, ϕ〉 = 1
dkω1
· 〈µσω, dkω1 · ϕ〉 =
1
dkω1
·
〈
µσω,
∑
fω1 (ξ)=z
ϕ ◦ fω1(ξ)
〉
=
1
dkω1
· 〈f∗ω1µσω, ϕ ◦ fω1〉 =¬ 〈µω, ϕ ◦ fω1〉 = 〈(fω1)∗ µω, ϕ〉.

Beweis: (von Theorem 5.4.1)
Aus Bemerkung 1 (Seite 94) folgt, daß f meßbar ist. Seien A ∈ A, B ∈ B und sei σ wieder
der (einseitige) Shift auf Ω. Dann folgt f−1(A × B) = {(ω, z) ∈ Ω × Pk : σω ∈ A, fω1(z) ∈ B} =
{(ω, z) ∈ Ω× Pk : ω ∈ σ−1(A), z ∈ f−1ω1 (B)}, also
µ(A×B) =
∫
A
µω(B) P(dω) =
∫
σ−1(A)
µσω(B) P(dω), da P Shift-invariant
=
∫
σ−1(A)
(∫
Pk
1B dµσω
)
P(dω) =
5.4.5
∫
σ−1(A)
(∫
1B ◦ fω1 µω
)
P(dω)
=
∫
σ−1(A)
(∫
1f−1ω1 (B)
(z) µω(dz)
)
P(dω) =
∫
Ω
(∫
Pk
1σ−1(A)×f−1ω1 (B)(ω, z) µω(dz)
)
P(dω)
=
∫
Ω
(∫
Pk
1f−1(A×B)(ω, z) µω(dz)
)
P(dω) = µ
(
f−1(A×B)).
Damit folgt, daß das Bildmaß von µ unter f mit µ u¨bereinstimmt. Da µω fu¨r alle ω ∈ Ω∗, d.h.
fu¨r P-fast alle ω ∈ Ω, ein Wahrscheinlichkeitsmaß ist, ist µ nach Bemerkung 1 (Seite 121)
ein Wahrscheinlichkeitsmaß. 
Bemerkung 3
(i) Das Bildmaß von µ unter der Projektion piΩ : Ω × Pk → Ω, (ω, z) 7→ ω stimmt mit
P u¨berein, d.h. es gilt µ ∈ PP(Ω × Pk). Außerdem ist (µω)ω eine Faktorisierung
von µ (siehe Anhang §A.3).
(ii) Ist P ergodisch, so gilt stets P(Ω∗) ∈ {0, 1} und P(C∗) = {0, 1}.
Es gibt nicht-ergodische, Shift-invariante Wahrscheinlichkeitsmaße auf Ω = IN (be-
trachte etwa (p, P )-Markov-Shifts, vgl. [71, Thm. 1.19]). Ist P ein Produktmaß, so ist
P jedoch ergodisch:
5.4.6 Satz
Sei I ein meßbarer Raum, Ω := IN, versehen mit der Produkt-σ-Algebra A und sei p
ein Wahrscheinlichkeitsmaß auf I. Sei σ der Shift auf Ω und sei P das Produktmaß
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auf (Ω,A), das aus p hervorgeht. Dann ist P Shift-invariant und strong mixing, d.h.
es gilt
lim
k→∞
P(A ∩ σ−k(B)) = P(A) ·P(B) fu¨r alle A,B ∈ A.
Insbesondere ist P ergodisch.
Beweis:
Sei N ∈ N und seien A1, . . . , AN , B1, . . . , BN meßbare Teilmengen von I sowie A := {ω =
(ωn)n∈N ∈ Ω : ωn ∈ An fu¨r n = 1, . . . , N} und B := {ω = (ωn)n∈N ∈ Ω : ωn ∈ Bn fu¨r n = 1, . . . , N}
Zylinermengen. Sei k ∈ N. Dann folgt
P(A ∩ σ−(N+k)(B)) = P({ω = (ωn)n∈N ∈ Ω : ωn ∈ An fu¨r n = 1, . . . , N und
ωN+k+n ∈ Bn fu¨r n = 1, . . . , N})
=
N∏
n=1
p(An) · p(Bn) = P(A) ·P(B).
Damit folgt limk→∞P(A ∩ σ−k(B)) = P(A) ·P(B) fu¨r alle A,B ∈ A. Angenommen, P ist nicht
ergodisch. Dann gibt es eine vollsta¨ndig invariante Menge B mit P(B) ∈]0, 1[. Fu¨r A := Bc
folgt nun 0 = P(A ∩B) = limk→∞P(A ∩ σ−k(B)) = P(A) ·P(B) 6= 0.  
Wie im Anhang (§A.4) setzen wir suppµω := Pk fu¨r alle ω 6∈ Ω∗. Indem wir die
Aussagen aus den letzten Paragraphen zusammenfassen, erhalten wir unter Ver-
wendung obiger Bezeichnungen nun das folgende
5.4.7 Theorem
Sei I ein meßbarer Raum, Ω := IN, versehen mit der Produkt-σ-Algebra A, zudem sei
P ein Shift-invariantes Wahrscheinlichkeitsmaß auf (Ω,A). Sei k ∈ N und fu¨r jedes
i ∈ I sei Fi : Ck+1 → Ck+1 eine homogene Polynomfunktion mit
di := gradFi ≥ 2 und F−1i (0) = 0
derart, daß i 7→ Fi(z) fu¨r jedes z ∈ Ck+1 meßbar ist. Definiere fu¨r jedes i ∈ I eine
holomorphe Abbildung fi : Pk → Pk durch fi([z]) := [Fi(z)], z ∈ Ck+1 \ {0}. Sei
f : Ω× Pk → Ω× Pk, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, fω1(z)).
Dann ist Ω∗ eine meßbare Teilmenge von Ω und ist P(Ω∗) = 1, so gibt es ein f-
invariantes Wahrscheinlichkeitsmaß µ ∈ PP(Ω× Pk) mit
suppµω ⊆ J(Fω) fu¨r alle ω = (ωn)n∈N ∈ Ω∗.
Dabei ist Fω = {fωn ◦ · · · ◦ fω1 : n ∈ N} und (µω)ω eine Faktorisierung von µ. Auch C∗
ist eine meßbare Teilmenge von Ω mit C∗ ⊆ Ω∗ und im Fall k = 1 gilt
suppµω = J(Fω) fu¨r alle ω ∈ C∗.
Außerdem sind Ω∗ und C∗ bezu¨glich der Shiftabbildung vollsta¨ndig invariant.
Wir betrachten nun speziell den Fall k = 1, der dem Vorliegen von rationalen Funk-
tionen entspricht. Dann liefert das nachfolgende Korollar eine Klasse von Funktio-
nenfamilien, fu¨r die das oben konstruierte invariante Maß existiert:
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5.4.8 Korollar
Sei I ein meßbarer Raum, Ω := IN, versehen mit der Produkt-σ-Algebra A. Sei P ein
Shift-invariantes Wahrscheinlichkeitsmaß auf (Ω,A). Fu¨r jedes i ∈ I sei fi : Ĉ → Ĉ
eine rationale Funktion mit di := grad fi ≥ 2. Es gelte
fi(z) =
gi(z)
hi(z)
:=
ai,di · zdi + · · ·+ ai,2 · z2 + ai,1 · z + ai,0
bi,di · zdi + · · ·+ bi,2 · z2 + bi,1 · z + bi,0
fu¨r alle i ∈ I, z ∈ Ĉ,
mit ai,j , bi,j ∈ C, wobei wir eine teilerfremde Darstellung voraussetzen wollen. Sei
f : Ω× Ĉ→ Ω× Ĉ, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, fω1(z)).
(i) Sei i 7→ fi(z) fu¨r jedes z ∈ Ĉ meßbar.
(ii) Sei
P
( ⋃
M,d∈N
{
ω = (ωn)n∈N
∣∣∀n ∈ N : dωn ≤ d, |aωn,j |, |bωn,j | ≤M fu¨r j = 1, . . . , dωn}) = 1.
und P
({
ω = (ωn)n∈N : lim infn→∞‖(aωn,dωn , bωn,dωn )‖ > 0
})
= 1.
(iii) Sei
P
({
ω = (ωn)n∈N ∈ Ω : lim inf
n→∞ dist(g
−1
ωn (0), h
−1
ωn (0)) > 0
})
= 1,
mit dist bezu¨glich der euklidischen Metrik.
Dann gibt es ein f-invariantes Wahrscheinlichkeitsmaß µ ∈ PP(Ω× Ĉ) mit
suppµω = J(Fω) fu¨r P-fast alle ω ∈ Ω.
Zusatz: Die in (ii) und (iii) auftretenden Mengen sind bezu¨glich der Shift-Abbildung
vollsta¨ndig invariant. Ist P ergodisch, so genu¨gt es in (ii) und (iii) vorauszusetzen, daß
strikt positive Wahrscheinlichkeiten vorliegen.
Beweis:
Fassen wir fi, i ∈ I, als Selbstabbildung auf P1 auf, so ist
Fi : C2 → C2, (z0, z1) 7→
( di∑
j=0
ai,j · zj0zdi−j1 ,
di∑
j=0
bi,j · zj0zdi−j1
)
entsprechend dem Beweis von Lemma 3.2.5 eine Liftung von fi.
¬ Aus Satz 3.2.3 folgt die Meßbarkeit von i 7→ ai,j, i 7→ bi,j fu¨r alle j ∈ N0 (wobei ai,j =
bi,j = 0 fu¨r j > di). Fu¨r jedes z ∈ C2 ist also i 7→ Fi(z) meßbar und aufgrund von
Satz 5.3.1 auch i 7→ di. Daraus ergibt sich, daß die in (ii) auftretenden Mengen, die
bezu¨glich der Shift-Abbildung vollsta¨ndig invariant sind, meßbar sind.
­ Die in (iii) auftretende Menge ist vollsta¨ndig invariant und fu¨r den Nachweis der Meß-
barkeit genu¨gt es zu zeigen, daß i 7→ dist(g−1i (0), h−1i (0)) meßbar ist: Aus Lemma B.1.5
folgt, daß i 7→ gi und i 7→ hi bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz
meßbare Abbildungen sind. Sei U eine offene Teilmenge von C. Dann gibt es eine Folge
(Kn)n∈N von kompakten Mengen mit U =
⋃
n∈NKn. Aus B.1.3 folgt die Meßbarkeit von
{i ∈ I : g−1i (0) ∩ U = ∅} =
{
i ∈ I : gi(U) ⊆ C \ {0}
}
=
⋃
n∈N
{
i ∈ I : gi(Kn) ⊆ C \ {0}
}
.
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Damit ist i 7→ g−1i (0) und entsprechend i 7→ h−1i (0) eine compact random set (vgl. §A.4).
i 7→ g−1i (0) und i 7→ h−1i (0) sind also bezu¨glich der Hausdorff-Metrik (auf K(C)) meßbare
Abbildungen. Ist d die Hausdorff-Metrik auf K(C), so gilt
dist(A,B) ≤ d(A,B) fu¨r alle A,B ∈ K(C).
Damit ist (A,B) 7→ dist(A,B) eine stetige Abbildung bezu¨glich der Produkt-Topologie
(der Hausdorff-Metrik). Als Hintereinanderausfu¨hrung meßbarer Abbildungen ist so-
mit i 7→ dist(g−1i (0), h−1i (0)) meßbar.
® Entsprechend Theorem 5.4.7 genu¨gt es zu zeigen, daß supn∈N sup‖z‖=1‖Fωn(z)‖ < ∞
und infn∈N inf‖z‖=1‖Fωn(z)‖ > 0 fu¨r P-fast alle ω = (ωn)n∈N ∈ Ω gilt. Sei ω = (ωn)n∈N ∈ Ω
und sind M,d ∈ N mit dωn ≤ d, sowie |aωn,j |, |bωn,j | ≤M fu¨r j = 1, . . . , dωn und alle n ∈ N.
Dann folgt
sup
n∈N
sup
‖z‖=1
‖Fωn(z)‖2 = sup
n∈N
sup
‖z‖=1
∣∣∣dωn∑
j=0
aωn,j · zj0zdωn−j1
∣∣∣2 + ∣∣∣ dωn∑
j=0
bωn,j · zj0zdωn−j1
∣∣∣2
≤ sup
n∈N
(dωn∑
j=0
|aωn,j |
)2
+
(dωn∑
j=0
|bωn,j |
)2
≤ 2 · (d ·M)2 <∞.
Es gelte zusa¨tzlich lim inf
n→∞ ‖(aωn,dωn , bωn,dωn )‖ > 0 und lim infn→∞ dist(g
−1
ωn (0), h
−1
ωn (0)) > 0.
Annahme: Es gilt infn∈N inf‖z‖=1‖Fωn(z)‖ = 0. Dann existiert eine Folge (zk)k∈N in C2
mit ‖zk‖ = 1 fu¨r alle k ∈ N und eine Teilfolge (ωnk)k∈N von (ωn)n∈N mit
lim
k→∞
‖Fωnk (zk)‖ = 0.
Nun sind (zk)k∈N, (dωnk )k∈N, (aωnk ,j)k∈N, (bωnk ,j)k∈N fu¨r j = 0, . . . , d beschra¨nkte
Folgen, die nach dem Satz von Weierstraß eine konvergente Teilfolge besitzen.
O.B.d.A. liege bereits die Konvergenz vor. Sei z := limk→∞ zk und aj := limk→∞ aωnk ,j
sowie bj := limk→∞ bωnk ,j fu¨r j = 0, . . . , d und d
′ := limk→∞ dωnk . Betrachte
f : Ĉ→ Ĉ, z 7→ g(z)
h(z)
:=
ad′ · zd′ + · · ·+ a2 · z2 + a1 · z + a0
bd′ · zd′ + · · ·+ b2 · z2 + b1 · z + b0 .
Aus ‖(ad′ , bd′)‖ = limk→∞‖(aωnk ,dωnk , bωnk ,dωnk )‖ ≥ lim infn→∞‖(aωn,dωn , bωn,dωn )‖ > 0
folgt, daß f nicht die Nullfunktion ist. Gema¨ß Lemma 3.2.4 konvergiert (gωnk )k∈N
lokal gleichma¨ßig gegen g. Sei c eine Nullstelle von g. Nimmt man an, daß ein
r > 0 existiert derart, daß B(c, r)∩ g−1ωnk (0) = ∅ fu¨r fast alle k ∈ N gilt, so erha¨lt man
aus dem Satz von Hurwitz einen Widerspruch. Durch U¨bergang zu einer Teilfolge
kann man daher voraussetzen, daß es eine Folge (ck)k∈N in C gibt mit gωnk (ck) = 0
fu¨r alle k ∈ N und ck → c. Entsprechendes gilt fu¨r h. Somit folgt
dist(g−1(0), h−1(0)) > 0.
Damit haben g und h keine gemeinsamen Nullstellen und entsprechend dem Be-
weis von Lemma 3.2.5 ist
F : C2 → C2, (z0, z1) 7→
( d′∑
j=0
aj · zj0zd
′−j
1 ,
d′∑
j=0
bj · zj0zd
′−j
1
)
.
eine Liftung von f (wenn man f als Abbildung von P1 nach P1 auffaßt). Insbe-
sondere gilt F−1(0) = 0. Damit folgt z = 0 aus 0 = limk→∞ Fωnk (z
k) = F (z)  zu
‖z‖ = 1.

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Bemerkung 4
(i) Ist fi fu¨r jedes i ∈ I eine Polynomfunktion, so ist (iii) stets erfu¨llt.
(ii) Ist I endlich (versehen mit der Potenzmenge), so sind (i)-(iii) aus Korollar 5.4.8
fu¨r jedes Shift-invariante Wahrscheinlichkeitsmaß P und beliebige rationale
Funktionen fi mit grad fi ≥ 2, i ∈ I, gegeben. Außerdem ist µ so konstruiert
worden, daß sogar suppµω = J(Fω) fu¨r alle ω ∈ Ω vorliegt.
5.4.9 Beispiel
Fu¨r jedes n ∈ I := N sei
fn : Ĉ→ Ĉ, z 7→
z4 + 1n · z2
z2 + 2n
.
Dann ist Fn : C2 → C2, (z0, z1) 7→
(
1
n · z20z21 + z40 , 2n · z41 + z20z21
)
eine Liftung von fn, n ∈ N.
Sei ω = (ωn)n∈N ∈ Ω := IN mit supn∈N ωn =∞. Dann gilt
inf
n∈N
inf
‖z‖=1
‖Fωn(z)‖ ≤ inf
n∈N
‖Fωn(0, 1)‖ = inf
n∈N
2
ωn
= 0,
d.h. infn∈N inf‖z‖=1‖Fωn(z)‖ = 0. Die Eigenschaften (i) und (ii) aus Korollar 5.4.8 sind
fu¨r jedes ω ∈ Ω erfu¨llt, (iii) aber nur fu¨r die Elemente aus
C :=
⋃
M∈N
CM , CM := {ω = (ωn)n∈N ∈ Ω : ωn ≤M fu¨r jedes n ∈ N
}
.
Sei p = (pi)i∈I ein stochastischer Vektor mit pi > 0 fu¨r unendlich viele i ∈ I und sei
P das Produktmaß auf Ω, das aus p hervorgeht. Dann gilt P(C) = 0.
Beweis:
Sei M ∈ N und fu¨r jedes N ∈ N sei CM,N := {ω = (ωn)n∈N ∈ Ω : ωn ≤ M fu¨r n = 1, . . . , N
}
.
Dann folgt P(CM ) = limN→∞P(CM,N ) = limN→∞
(∑M
i=1 pi
)N = 0, da ∑Mi=1 pi < 1. Nun folgt
P(C) = limM→∞P(CM ) = 0. 
In diesem Beispiel ist also nur der Fall interessant, wenn pi = 0 fu¨r fast alle i ∈ I vor-
liegt. Dies entspricht jedoch der zufa¨lligen Iteration von endlich vielen Funktionen.
Ist P das Produktmaß eines Maßes auf I, so gilt eine entsprechende Aussage ganz
allgemein:
5.4.10 Satz
Es seien die Voraussetzungen von Korollar 5.4.8 gegeben. Zusa¨tzlich sei P als Pro-
duktmaß eines Maßes p vorausgesetzt. Dann gibt es eine Nullmenge N ⊆ I sowie
d,M ∈ N mit di ≤ d und |ai,j |, |bi,j | ≤M fu¨r alle i ∈ I \N und j = 1, . . . , di.
Beweis:
Fu¨r alle d,N ∈ N sei Cd,N := {ω = (ωn) ∈ Ω : dωn ≤ d fu¨r n = 1, . . . , N}, Cd :=
⋂
N∈N Cd,N
und Id := {i ∈ I : di ≤ d}. Aus der Forderung (ii) in Korollar 5.4.8 folgt 1 = P(
⋃
d∈N Cd) =
limd→∞P(Cd). Damit existiert ein d∗ ∈ N mit P(Cd) > 0 fu¨r alle d ≥ d∗. Sei p das Wahrschein-
lichkeitsmaß auf I, aus dem P hervorgeht. Dann folgt
P(Cd∗,N ) = p(Id∗)N -N→∞ P(Cd∗) > 0,
also p(Id∗) = 1. Damit folgt di ≤ d∗ fu¨r fast alle i ∈ I. Entsprechend geht man fu¨r die Existenz
von M vor. 
Wir geben nun einige Anmerkungen und Folgerungen aus der Konstruktion von
obigem Wahrscheinlichkeitsmaß an. Zuna¨chst bemerken wir, daß die faserweise be-
trachtete Juliamenge keine isolierten Punkte entha¨lt:
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5.4.11 Satz
Fu¨r jedes ω ∈ Ω∗ hat suppTω keine isolierten Punkte, ist also perfekt und somit
insbesondere u¨berabza¨hlbar. Fu¨r jedes ω ∈ C∗ ist J(Fω) perfekt.
Beweis:
Sei ω ∈ Ω∗ und A := suppTω. Angenommen, es existiert ein isolierter Punkt a ∈ A. Dann gibt
es ein r > 0 mit A ∩B(a, r) = {a}. Tω ist eine Differentialform mit Maßkoeffizienten und nach
Satz 1.4.6 gibt es einen Koeffizienten µ mit a ∈ suppµ. Aus Satz 1.4.6 folgt auch µ(A) = 1
und zusammen mit Satz 5.4.3 ergibt sich
0 = µ({a}) = µ(A ∩B(a, r)) = µ(B(a, r)) > 0. 
Aus Theorem 5.2.3 folgt suppTω = J(Fω) fu¨r jedes ω ∈ C∗, woraus sich der zweite Teil der
Behauptung ergibt. 
Allgemeine Aussagen u¨ber den Tra¨ger von µ, falls Ω metrisierbar und µ von innen
regula¨r ist, findet man im Anhang (Satz A.4.5).
Ist |I| = 1, so entspricht f einer holomorphen Funktion f : Pk → Pk und es ist
bekannt, daß µ in diesem Fall ein Maß mit maximaler Entropie ist, es gilt h(f) =
log(grad f)k [65, The´ore`me 3.3.2]. Im allgemeinen ist die topologische Entropie von f
jedoch nur von geringem Interesse:
5.4.12 Satz
Sei I als metrischer Raum vorausgesetzt. Dann gilt
hD(f) ≥ log |I|
und eine entsprechende Ungleichung liegt auch fu¨r jede andere Definition der to-
pologischen Entropie aus §4 vor. Insbesondere ist die topologische Entropie von f
unendlich, falls I nicht endlich ist.
Beweis:
Sei σ = σI der Shift auf Ω und sei piΩ : Ω×X → Ω, (ω, x) 7→ ω die Projektion auf Ω. Dann gilt
piΩ ◦ f = σ ◦ piΩ.
piΩ ist als Projektion eine stetige und offene Abbildung, außerdem ist piΩ auch eigentlich und
surjektiv. Aus Satz 4.4.3 und Beispiel 4.4.5 folgt
hD(f) ≥ hD(σI) = log |I|.
Fu¨r die anderen Definitionen der topologischen Entropie aus §4 kann man unter Verwen-
dung von Theorem 4.7.2 analog vorgehen. 
Die Frage nach der (maximalen) Entropie von µ (fu¨r beliebiges I) lassen wir hier
unbeantwortet.
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Teil III.
Anhang
In diesem Abschnitt geben wir zuna¨chst die Definition der Julia- und Fatou-
menge an, wobei wir diese allgemein fu¨r Familien von auf einem metrischen Raum
definierten Selbstabbildungen einfu¨hren. Die (zufa¨llige) Juliamenge holomorpher
Selbstabbildungen f : Pk → Pk, k ∈ N, mit grad f ≥ 2 ist stets nicht-leer. Wir
stellen einige Aspekte der Theorie zufa¨lliger dynamischer Systeme vor, die in den
vorangehenden Abschnitten verwendet wurden. Bereits unter einer schwachen
Meßbarkeitsannahme ist die zufa¨llige Juliamenge eine ”random set“, d.h. es liegt
eine bzgl. der Hausdorff-Metrik meßbare Abbildung vor. Aus der Theorie zufa¨lliger
dynamischer Systeme ergibt sich die Existenz eines ”einfachen“ invarianten Maßes.
Abschließend geben wir ein einfaches Beispiel an, fu¨r das die zufa¨llige Juliamenge
nicht meßbar ist.

Anhang A.
Juliamengen, Faktorisierungen und zufa¨llige Mengen
Nichts ist getan,
wenn noch etwas zu tun u¨brig ist.
(Carl Friedrich Gauß)
In der komplexen Dynamik [6, 52, 38] fu¨hrt man die Julia- und Fatoumenge von
meromorphen (holomorphen) Abbildungen u¨blicherweise mittels dem Konstrukt der
normalen Familien16 ein [63]. Ein fundamentales Normalita¨tskriterium ist dabei ge-
geben durch den Satz von Montel. Der Satz von Arzela-Ascoli lehrt daru¨berhinaus
unter welchen Bedingungen Normalita¨t zur gleichgradigen Stetigkeit a¨quivalent ist.
Wir verwenden hier den Zugang u¨ber die gleichgradige Stetigkeit und fu¨hren die
Julia- und Fatoumenge auch allgemein fu¨r Funktionen auf metrischen Ra¨umen ein.
Eine Diskussion dieser beiden Zuga¨nge findet man beispielsweise in [37, §1.3-1.4].
Betrachtet sei eine Familie von holomorphen Selbstabbildungen f auf Pk, k ∈ N, mit
grad f ≥ 2. Es liegt nahe, die zugeho¨rige zufa¨llige Juliamenge, d.h. die Fasern entlang
einer gegebenen Folge von Funktionen, zu betrachten. Interessant ist der Fall, wenn
die zufa¨llige Juliamenge eine bzgl. der Hausdorff-Metrik meßbare Abbildung ist, also
eine sogenannte random set vorliegt. Wir gehen in diesem Kapitel zudem noch auf
die Faktorisierung (auch: Desintegration) von Wahrscheinlichkeitsmaßen ein und
untersuchen die zugeho¨rigen Tra¨ger.
A.1. Die Julia- und Fatoumenge
A.1.1 Definition (Gleichgradige Stetigkeit)
Seien (X, d), (Y, d) metrische Ra¨ume und x0 ∈ X. Eine Familie F von Abbildungen
f : X → Y heißt gleichgradig stetig in x0, falls gilt:
∀ε ∈ R>0 ∃δ ∈ R>0 ∀f ∈ F ∀x ∈ X : d(x, x0) < δ ⇒ d(f(x), f(x0)) < ε.
Ist K ⊆ X, so heißt F gleichgradig stetig auf K, falls gilt
∀ε ∈ R>0 ∃δ ∈ R>0 ∀f ∈ F ∀x, y ∈ K : d(x, y) < δ ⇒ d(f(x), f(y)) < ε.
Bemerkung 1
Ist K kompakt, so ist die gleichgradige Stetigkeit in jedem Punkt von K zur gleich-
gradigen Stetigkeit auf K a¨quivalent.
Einen Punkt x0 ∈ X bezeichnen wir als stabil bzgl. einer vorgegebenen Familie F
von Funktionen, wenn F nicht nur in x0, sondern in einer ganzen Umgebung von x0
gleichgradig stetig ist:
16Eine Familie F von Funktionen heißt normal, wenn jede Folge in F eine lokal gleichma¨ßig
konvergente Teilfolge besitzt.
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A.1.2 Definition (Julia- und Fatoumenge)
Seien (X, d), (Y, d) metrische Ra¨ume und sei F eine Familie von Abbildungen f : X →
Y . Ein Punkt x0 ∈ X heißt stabil bzgl. F , wenn es eine offene Umgebung U von
x0 gibt derart, daß F in jedem Punkt aus U gleichgradig stetig ist. Die Fatou- und
Juliamenge ist dann definiert durch
F(F ) := {x0 ∈ X : x0 ist stabil bzgl. F}, bzw. J(F ) := X \ F(F ).
Ist f : X → X, so setzen wir J(f) := J({fn : n ∈ N}) und sprechen von der Juliamenge
von f .
Bemerkung 2
(i) Ist X ein kompakter, metrisierbarer Hausdorff-Raum, so ist
id : (X, d)→ (X, d′)
fu¨r alle Metriken d, d′, die die Topologie von X erzeugen, gleichma¨ßig stetig.
Damit ist die Definition der Julia- und Fatoumenge bei Vorlage von kompakten
Ra¨umen X,Y unabha¨ngig von der Wahl der Metriken.
(ii) Aus dem Satz von Arzela-Ascoli folgt, daß insbesondere im Fall X = Pk, k ∈
N, obige Definition der Julia- und Fatoumenge mit der u¨blichen, durch die
Normalita¨t gegebenen, u¨bereinstimmt.
A.2. Die Juliamenge von holomorphen Abbildungen auf Pk
Sei k ∈ N und (fn) eine Folge holomorpher Selbstabbildungen auf Pk mit grad fn ≥ 2
(vgl. §3.2) fu¨r alle n ∈ N. Wir beno¨tigen ein Argument fu¨r
J(F ) 6= ∅, wobei F = {fn ◦ · · · ◦ f1 : n ∈ N}.
Im Fall k = 1 kann man die Abbildungen fn, n ∈ N, auch als rationale Funktionen
auf Ĉ auffassen. Nimmt man dann J(F ) = ∅ an, so ist F in ganz Ĉ normal und man
kann o.B.d.A. voraussetzen, daß (fn ◦ · · · ◦ f1)n∈N konvergiert. Die Grenzfunktion ist
dann identisch ∞ oder eine rationale Funktion. Indem man eine Folge von Null-
stellen betrachtet, folgt, daß der erste Fall nicht eintreten kann. Da die Folge der
Abbildungsgrade von fn ◦ · · · ◦ f1, n ∈ N, unbeschra¨nkt ist, ergibt sich, daß auch der
zweite Fall nicht vorliegen kann.
Es ist naheliegend im allgemeinen Fall den topologischen Grad zu verwenden, um
auch in ho¨heren Dimensionen entsprechend vorgehen zu ko¨nnen. Eine Einfu¨hrung
findet man beispielsweise in [42, §8.2], wir verweisen auch auf [47, Chapter V, §2]
und [20, S.22ff.].
A.2.1 Lemma
Sei k ∈ N, U eine offene Teilmenge von Pk und sei (fn) eine Folge holomorpher Ab-
bildungen fn : U → Pk, die gleichma¨ßig gegen eine Funktion f : U → Pk konvergiert.
Dann ist f holomorph.
Beweis:
Die Funktion f ist stetig. Sei [z] = [z0, . . . , zk] ∈ U und setze [w] = [w0, . . . , wk] := f([z]). Wa¨hle
i, j ∈ {0, . . . , k} mit zi 6= 0 und wj 6= 0. Seien U1, U2 offene Umgebungen von [z] bzw. [w] mit
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U1 ⊆ U und f(U1) ⊆ U2, zudem gelte z′i 6= 0 fu¨r alle [z′0, . . . , z′k] ∈ U1 und w′j 6= 0 fu¨r alle
[w′0, . . . , w
′
k] ∈ U2. Seien
ŝi : U1 → Ck, [z] 7→
(
z0
zi
, . . . , zi−1zi ,
zi+1
zi
, . . . , zkzi
)
, ŝj : U2 → Ck, [z] 7→
(
z0
zj
, . . . ,
zj−1
zj
,
zj+1
zj
, . . . , zkzj
)
die auf U1 bzw. U2 eingeschra¨nkten Abbildungen aus 3.1.2. Indem man gegebenenfalls zu
einer offenen Umgebung U ′1 von [z] mit U ′1 ⊆ U1 u¨bergeht, kann man fn(U1) ⊆ U2 fu¨r o.B.d.A.
alle n ∈ N voraussetzen. Wir zeigen, daß
ŝj ◦ fn ◦ ŝi−1 -n→∞ ŝj ◦ f ◦ ŝi−1 : ŝi(U1)→ ŝj(U2)
bzgl. der lokal gleichma¨ßigen Konvergenz vorliegt. Damit ist dann ŝj ◦f ◦ ŝi−1 : ŝi(U1)→ ŝj(U2)
holomorph (z.B. [47, §C.1.9]), also auch f . Sei d eine Metrik auf Pk, die die vorliegende
Topologie auf Pk erzeugt. Aus der gleichma¨ßigen Konvergenz von (fn) gegen f folgt, daß
gn := fn◦ŝi−1 (auf ŝi(U1)) gleichma¨ßig gegen g := f◦ŝi−1 konvergiert. Sei nun K eine kompakte
Teilmenge von ŝi(U1). Es existiert ein ε0 > 0 derart, daß
Lε :=
{
a ∈ Pk : distd(a, g(K)) ≤ ε
}
fu¨r jedes ε ∈ (0, ε0] eine kompakte Teilmenge von Pk ist, die in U2 liegt. Sei ε ∈ R>0 mit ε < ε0
und L := Lε ⊆ U2. Da ŝj auf L gleichma¨ßig stetig ist, existiert ein δ ∈ R>0 mit
∀x, y ∈ L : d(x, y) < δ ⇒ ‖ŝj(x)− ŝj(y)‖ < ε.
Aus der gleichma¨ßigen Konvergenz von (gn) gegen g folgt, daß ein n0 ∈ N existiert so, daß
d
(
gn(z), g(z)
)
< min{δ, ε} fu¨r alle z ∈ ŝi(U1), n ∈ N≥n0 .
Ist also n ∈ N≥n0 und a ∈ K, so gilt g(a) ∈ L und wegen distd(gn(a), g(K)) ≤ d(g(a), gn(a)) <
min{δ, ε} ≤ ε auch gn(a) ∈ L. Es folgt ‖ŝj ◦ g(a)− ŝj ◦ gn(a)‖ < ε. Damit konvergiert (ŝj ◦ gn)n∈N
auf K gleichma¨ßig gegen ŝj ◦ g. 
Wir beno¨tigen eine allgemeine Definition der Vielfachheit eines Punktes einer auf
einer (komplexen) Mannigfaltigkeit definierten Abbildung:
A.2.2 Definition (Vielfachheit)
SeienM,N n-dimensionale komplexe Mannigfaltigkeiten, f :M → N holomorph und
sei a ∈M derart, daß a ein isolierter Punkt von f−1(f(a)) ist. Fu¨r hinreichend kleine
Umgebungen U, V von a bzw. f(a) ist dann
maf := sup{|U ∩ f−1(b)| : b ∈ V }
endlich und unabha¨ngig von U und V [47, Chapter V, §2]. maf ist die Vielfachheit
von f im Punkt a oder auch die Vielfachheit von a (bzgl. f ).
A.2.3 Satz ([65, Corollaire 1.3.2])
Sei k ∈ N und sei f : Pk → Pk eine nicht-konstante, holomorphe Abbildung und
d := grad f . Dann hat jeder Punkt z ∈ Pk unter f genau dk Urbilder, geza¨hlt gema¨ß
Vielfachheit, d.h. es gilt ∑
a∈f−1(z)
maf = dk fu¨r jedes z ∈ Pk.
Wir betrachten nur (komplexe) Mannigfaltigkeiten derselben Dimension und fu¨hren
regula¨re Punkte bzw. regula¨re Werte wie folgt ein:
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A.2.4 Definition (Regula¨rer Punkt, regula¨rer Wert)
Seien M,N komplexe Mannigfaltigkeiten mit gleicher Dimension und sei f : M → N
eine holomorphe Abbildung. Ein Punkt a ∈M heißt regula¨rer Punkt von f , falls Taf
injektiv ist, andernfalls kritischer Punkt von f . b ∈ N heißt regula¨rer Wert von f ,
falls f−1(b) nur aus regula¨ren Punkten von f besteht.
A.2.5 Satz ([37, Thm. 5.32])
Sei k ∈ N und sei (fn)n∈N eine Folge holomorpher Abbildungen fn : Pk → Pk, die
gleichma¨ßig gegen eine Funktion f konvergiert. Dann folgt grad fn → grad f , also
grad fn = grad f fu¨r hinreichend großes n ∈ N.
Beweis: (Beweisskizze)
Sei g : Pk → Pk eine nicht-konstante, holomorphe Abbildung mit d := grad g ≥ 1. Aus dem
Satz von Sard folgt, daß fu¨r g ein regula¨rer Wert b existiert. Fu¨r jedes a ∈ g−1(b) ist a ein
regula¨rer Punkt, d.h. Tag ist injektiv und somit bijektiv. Dann ist g um a lokal biholomorph,
insbesondere gilt mag = 1. Ist ω ein positives Volumenelement mit
∫
ω = 1, so folgt aus
Satz A.2.3, zusammen mit [42, Lemma 8.2.10],
∫
g∗ω =
∑
a∈g−1(b) 1 =
∑
a∈g−1(b)mag = d
k.
Aus Lemma A.2.1 folgt, daß f eine holomorphe Abbildung ist und mit der vorausgesetzten
gleichma¨ßigen Konvergenz ergibt sich somit (grad fn)k =
∫
f∗nω →
∫
f∗ω = (grad f)k, also die
Behauptung. 
A.2.6 Satz
Sei k ∈ N und sei fn, n ∈ N, eine Familie holomorpher Selbstabbildungen auf Pk mit
grad fn ≥ 2 fu¨r alle n ∈ N. Sei F := {fn ◦ · · · ◦ f1 : n ∈ N}. Dann gilt J(F ) 6= ∅.
Beweis:
Angenommen, es gilt J(F ) = ∅. Dann ist F auf ganz Pk normal. Wir setzen o.B.d.A. voraus,
daß bereits fn ◦· · ·◦f1, n ∈ N, gleichma¨ßig gegen eine Funktion f : Pk → Pk konvergiert. Nach
Lemma A.2.1 ist f holomorph, außerdem ist f (wie auch fn, n ∈ N) surjektiv. Insbesondere
ist f nicht konstant. Aus Satz A.2.5 und Satz A.2.3 folgt grad(fn ◦ · · · ◦f1)→ grad f fu¨r n→∞,
also wegen grad fn ≥ 2 fu¨r alle n ∈ N ein Widerspruch. 
A.3. Faktorisierung und regula¨re bedingte Wahrscheinlichkeiten
In diesem Abschnitt gehen wir auf die Faktorisierung (auch: Desintegration) von
Wahrscheinlichkeitsmaßen ein. Im Kontext der hier betrachteten zufa¨lligen dynami-
schen Systeme entspricht dies den faserweise betrachteten Juliamengen.
Notation
Ist (Ω,A,P) ein Wahrscheinlichkeitsraum und X ein topologischer Raum, so sei BX
die Borelsche σ-Algebra von X und PP(Ω×X) die Menge aller Wahrscheinlichkeits-
maße µ auf (Ω×X,A⊗BX) mit Marginalmaß P auf Ω, d.h. mit
piΩ µ = P, wobei piΩ : Ω×X → Ω, (ω, x) 7→ ω.
Es gilt also µ(A×X) = µ(pi−1Ω (A)) = P(A) fu¨r alle A ∈ A.
A.3.1 Definition (Faktorisierung)
Sei (Ω,A,P) ein Wahrscheinlichkeitsraum und X ein topologischer Raum sowie
µ ∈ PP(Ω×X). Eine Funktion
µ• : Ω×BX → [0, 1], (ω,B) 7→ µω(B)
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heißt Faktorisierung von µ bzgl. P, falls gilt:
(a) Fu¨r jedes B ∈ BX ist ω 7→ µω(B) A-meßbar.
(b) Fu¨r P-fast alle ω ∈ Ω ist B 7→ µω(B) ein Wahrscheinlichkeitsmaß auf (X,BX).
(c) Fu¨r alle C ∈ A⊗BX gilt
µ(C) =
∫
Ω
(∫
X
1C(ω, x) µω(dx)
)
P(dω),
wobei 1C die Indikatorfunktion von C bezeichne.
Allgemein wird eine Abbildung µ• : Ω × BX → [0, 1] auch als zufa¨lliges Wahrschein-
lichkeitsmaß bezeichnet, wenn (a) und (b) erfu¨llt sind.
Notation
Statt µ• schreiben wir auch (µω)ω.
A.3.2 Satz
Sei (Ω,A,P) ein Wahrscheinlichkeitsraum und (X, d) ein polnischer Raum sowie µ ∈
PP(Ω×X). Dann existiert eine P-fast sicher eindeutig bestimmte Faktorisierung von
µ, d.h. sind µ•, µ′• Faktorisierung von µ, so gilt µω = µ′ω fu¨r P-fast alle ω ∈ Ω.
Beweis:
Es bezeichne Eµ den ([faktorisierten] bedingten) Erwartungswert bezu¨glich µ. Die Definition
des faktorisierten bedingten Erwartungswertes liefert∫
A
µ(C|piΩ = ω) P(dω) =
∫
A
Eµ(1C |piΩ = ω) P(dω) =
(piΩ µ=P)
∫
A
Eµ(1C |piΩ = · )(ω) (piΩ µ)(dω)
=
∫
Ω×X
(1A ◦ piΩ) · (Eµ(1C |piΩ = · ) ◦ piΩ) dµ =
∫
pi−1Ω (A)
Eµ(1C |piΩ) dµ
=
∫
pi−1Ω (A)
1C dµ = µ(C ∩ (A×X)) fu¨r alle A ∈ A, C ∈ A⊗BX .
(∗)
Nach [28] existiert eine regula¨re bedingte Wahrscheinlichkeitsverteilung von µ, gegeben piΩ =
ω, d.h. man kann eine Version der bedingten Erwartung so wa¨hlen, daß C 7→ µ(C|piΩ = ω),
C ∈ A ⊗ BX , fu¨r P-fast alle ω ∈ Ω ein Wahrscheinlichkeitsmaß ist. Ist also µω(B) := µ(Ω ×
B|piΩ = ω), B ∈ BX , so folgt (fu¨r C = Ω×B)∫
Ω
(∫
X
1A×B(ω, x) µω(dx)
)
P(dω) =
∫
A
µω(B) P(dω) = µ((Ω×B) ∩ (A×X)) = µ(A×B)
fu¨r alle A ∈ A, B ∈ BX . Damit ergeben sich (a)-(c) aus Definition A.3.1. Die Eindeutigkeit folgt
aus Eigenschaft (c). 
Bemerkung 1
Sei (Ω,A,P) ein Wahrscheinlichkeitsraum und (X, d) ein polnischer Raum. Fu¨r alle
µ ∈ PP(Ω×X), C ∈ A⊗BX gilt dann17
µ(C) =
∫
Ω
µω(Cω) P(dω).
Daraus folgt, daß genau dann µ(C) = 1 vorliegt, wenn
µω(Cω) = 1 fu¨r P-fast alle ω ∈ Ω.
17Dabei bezeichne Cω den ω-Schnitt Cω = {x ∈ X : (ω, x) ∈ C} von C.
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Die Faktorisierung eines Wahrscheinlichkeitsmaßes µ liefert Wahrscheinlichkeits-
maße µω auf X. Betrachtet man hingegen µ, gegeben {ω} × X, so erha¨lt man eine
Familie von Wahrscheinlichkeitsmaßen auf Ω × X. Diese unterscheiden sich nur
marginal:
A.3.3 Satz
Sei (Ω,A,P) ein Wahrscheinlichkeitsraum und (X, d) ein polnischer Raum sowie
µ ∈ PP(Ω×X). Sei (µω)ω die Faktorisierung von µ und sei δω fu¨r jedes ω ∈ Ω das
Einpunkt-Maß auf (Ω,A) im Punkt ω. Setze
νω := δω ⊗ µω
fu¨r alle ω ∈ Ω, fu¨r die µω ein Wahrscheinlichkeitsmaß ist. Fu¨r P-fast alle ω ∈ Ω
stimmt dann νω mit µ, gegeben {ω} ×X, u¨berein, d.h. es gilt νω(C) = µ(C|piΩ = ω) fu¨r
alle C ∈ A⊗BX .
Beweis:
Seien A ∈ A, B ∈ BX . Dann folgt aus der Gleichung (∗) (→ Beweis von Satz A.3.2) fu¨r jedes
D ∈ A ∫
D
νω(A×B) P(dω) =
∫
D
δω(A) · µω(B) P(dω) =
∫
A∩D
µω(B) P(dω)
=
∫
A∩D
µ(Ω×B|piω = ω) P(dω) =
(∗)
µ((Ω×B) ∩ ((A ∩D)×X))
= µ((A×B) ∩ (D ×X)) =
(∗)
∫
D
µ(A×B|piΩ = ω) P(dω).
Aus der P-fast sicheren Eindeutigkeit des (faktorisierten) bedingten Erwartungswertes folgt
νω(C) = µ(C|piΩ = ω) fu¨r P-fast alle ω ∈ Ω und alle C ∈ A⊗BX .

In der Situation von Satz A.3.3 gilt insbesondere der nachfolgende Zusammenhang
zwischen den Tra¨gern von µω und νω:
Bemerkung 2
Ist Ω ein polnischer Raum, so gilt supp νω = {ω} × suppµω fu¨r P-fast alle ω ∈ Ω.
A.4. Random sets
Eine zufa¨llige Juliamenge ist eine Familie von abgeschlossenen (Julia-) Mengen, die
meßbar vom Parameter abha¨ngen. Dabei handelt es sich ganz allgemein um eine
zufa¨llige Menge (engl.: random set), auf die wir nun na¨her eingehen werden:
A.4.1 Definition (Random sets)
Sei X ein Hausdorff-Raum und (Ω,A) ein meßbarer Raum sowie P(X) die Potenz-
menge von X. Eine Abbildung
A• : Ω→ P(X), ω 7→ Aω
ist eine closed random set, falls Aω fu¨r jedes ω ∈ Ω eine abgeschlossene Teilmenge
von X ist und{
ω ∈ Ω : Aω ∩ U 6= ∅
} ∈ A fu¨r jede offene Teilmenge U von X.
Entsprechend definiert man compact random sets, wenn eine closed random set
vorliegt, deren Bildbereich die Menge aller kompakten Teilmengen von X ist.
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Notation
Ist A• : Ω→ P(X), ω 7→ Aω eine Abbildung, so sei
graph(A•) :=
{
(ω, x) ∈ Ω×X : x ∈ Aω
}
.
Zudem sei K(X) die Menge aller nicht-leeren, kompakten Teilmengen von X.
Wir fassen einige Tatsachen u¨ber random sets zusammen [12, 13, 51]. Ha¨ufig werden
(closed) random sets u¨ber die Eigenschaft (ii) aus dem nachfolgenden Satz ein-
gefu¨hrt. Fu¨r obige Definition muß jedoch kein metrisierbarer Raum vorausgesetzt
werden. Eine gute Einfu¨hrung in random sets findet man auch in [64].
A.4.2 Satz
Sei (Ω,A) ein meßbarer Raum, sei (X, d) ein polnischer Raum und A• : Ω → P(X)
eine Abbildung mit Werten in der Menge der abgeschlossenen Teilmengen von X.
(a) Es sind a¨quivalent:
(i) A• ist eine closed random set.
(ii) Fu¨r jedes x ∈ X ist die Abbildung ω 7→ dist(x,Aω) meßbar.
Falls Aω 6= ∅ fu¨r alle ω ∈ Ω, so sind (i) und (ii) auch a¨quivalent zu
(iii) Es existiert eine Folge (an) von meßbaren Abbildungen an : Ω → X, n ∈ N,
mit
Aω = {an(ω) : n ∈ N}.
(b) Ist A• eine closed random set, so ist graph(A•) eine meßbare Teilmenge von Ω×X.
Ist A vollsta¨ndig bezu¨glich einem Wahrscheinlichkeitsmaß P, so gilt auch die
Umkehrung.
(c) Ist Aω fu¨r jedes ω ∈ Ω eine nicht-leere kompakte Teilmenge von X, so ist A•
genau dann eine compact random set, wenn ω 7→ Aω bzgl. der Hausdorff-Metrik
d, definiert durch
d(A,B) := max{sup
a∈A
dist(a,B), sup
b∈B
dist(A, b)}, A,B ∈ K(X),
meßbar ist [12, Thm. II.10].
A.4.3 Satz
Sei (Ω,A,P) ein Wahrscheinlichkeitsraum und (X, d) ein polnischer Raum sowie A• :
Ω → P(X), ω 7→ Aω eine Abbildung mit graph(A•) ∈ A ⊗ BX . Sei µ• : Ω × BX → [0, 1],
(ω,B) 7→ µω(B) ein zufa¨lliges Wahrscheinlichkeitsmaß. Dann ist
ω 7→ µω(Aω)
eine meßbare Abbildung.
Wir kommen nun wieder auf die Faktorisierung zuru¨ck und betrachten unter anderem
die Tra¨ger von (µω). Dazu formulieren wir zuna¨chst die sehr einfache
123
124 Anhang A. Juliamengen, Faktorisierungen und zufa¨llige Mengen
Bemerkung 1
Sei X ein Hausdorff-Raum und µ ein endliches Radon-Maß auf (X,BX) und U eine
offene Teilmenge von X. Es gilt genau dann µ(U) > 0, wenn
U ∩ suppµ 6= ∅,
denn ”⇐“: ist klar. ”⇒“: Wa¨re U∩suppµ = ∅, so suppµ ⊆ X\U , also µ(X) = µ(suppµ) ≤
µ(X \ U) = µ(X)− µ(U), d.h. µ(U) = 0. 
A.4.4 Beispiel (Der Tra¨ger eines Wahrscheinlichkeitsmaßes)
Sei (Ω,A,P) ein Wahrscheinlichkeitsraum und (X, d) ein polnischer Raum sowie µ ∈
PP(Ω×X). Dann wird der Tra¨ger suppµ• von µ definiert durch
suppµ• : Ω→ A(X), ω 7→
suppµω, falls µω ein Wahrscheinlichkeitsmaß istX, sonst.
Diese Definition ha¨ngt (formal) von der Wahl der Faktorisierung µ• ab, ist aber P-fast
sicher eindeutig bestimmt. Aus Bemerkung 1 folgt, daß suppµ• eine closed random
set ist. Wir setzen suppµω := X fu¨r alle ω ∈ Ω, fu¨r die µω keinWahrscheinlichkeitsmaß
ist.
A.4.5 Satz
In der Situation von Beispiel A.4.4 sei Ω ein metrisierbarer Raum, A die Borelsche
σ-Algebra auf Ω und µ von innen regula¨r. Dann ist auch die u¨bliche Definition des
Tra¨gers suppµ ⊆ Ω×X von µ gegeben.
(a) Es gilt suppµω ⊆ (suppµ)ω fu¨r P-fast alle ω ∈ Ω.
(b) Fu¨r A := {ω ∈ Ω : suppµω ⊆ (suppµ)ω} gilt P(A) = 1 und⋃
ω∈A
{ω} × suppµω ⊆ suppµ ⊆
⋃
ω∈Ω
{ω} × suppµω.
Beweis:
(a) Es gilt µ(suppµ) = 1 und aus Bemerkung 1 (Seite 121) folgt µω((suppµ)ω) = 1, also
suppµω ⊆ (suppµ)ω fu¨r P-fast alle ω ∈ Ω.
(b) Nach (a) ist P(A) = 1. Sei (ω, x) ∈ ⋃ω∈A{ω} × suppµω. Dann existiert eine Folge (ωn, xn) in
A×X mit (ωn, xn)→ (ω, x) und xn ∈ suppµωn ⊆ (suppµ)ωn fu¨r alle n ∈ N. Es folgt (ωn, xn) ∈
suppµ fu¨r alle n ∈ N und somit gilt auch (ω, x) ∈ suppµ. Setzt man C := ⋃ω∈Ω{ω}×suppµω,
so folgt
1 =
∫
Ω
µω(suppµω) P(dω) =
∫
Ω
µω(Cω) P(dω) =
Bem. 1, S. 121
µ(C) ≤ µ(C) = µ
( ⋃
ω∈Ω
{ω} × suppµω
)
,
also suppµ ⊆ ⋃ω∈Ω{ω} × suppµω.

Fu¨r ein Wahrscheinlichkeitsmaß µ ∈ PP(Ω ×X) stimmt das Marginalmaß auf Ω mit
P u¨berein. Es liegt nahe, neben der Faktorisierung µ• und dem zugeho¨rigen Tra¨ger
suppµ• auch das Marginalmaß von µ auf X zu betrachten:
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A.4.6 Satz
Sei (Ω,A,P) ein Wahrscheinlichkeitsraum und (X, d) ein polnischer Raum sowie µ ∈
PP(Ω×X) und piX : Ω×X → X, (ω, x) 7→ x. Dann gilt
supp(piX µ) ⊆
⋃
ω∈Ω
suppµω.
Ist Ω ein metrischer Raum, A die Borelsche σ-Algebra von Ω und µ von innen regula¨r
sowie A := {ω ∈ Ω : suppµω ⊆ (suppµ)ω}, so gilt⋃
ω∈A
suppµω ⊆ supp(piX µ).
Beweis:
Sei C := Ω×⋃ω∈Ω suppµω. Dann folgt aus
(piX µ)
( ⋃
ω∈Ω
suppµω
)
= µ(C) =
∫
Ω
µω(Cω) P(dω) ≥
∫
Ω
µω(suppµω) P(dω) = 1
supp(piX µ) ⊆
⋃
ω∈Ω suppµω. Sei x ∈
⋃
ω∈A suppµω. Dann existiert eine Folge (ωn) in A und
eine Folge (xn) in X mit xn → x und xn ∈ suppµωn ⊆ (suppµ)ωn fu¨r alle n ∈ N. Es folgt
(ωn, xn) ∈ suppµ fu¨r alle n ∈ N. Sei U eine offene Umgebung von x in X. Dann gilt (ωn, xn) ∈
(Ω×U)∩ suppµ fu¨r fast alle n ∈ N, also (piX µ)(U) = µ(Ω×U) > 0. Damit ist x ∈ supp(piX µ). 
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Anhang B.
U¨ber die Existenz und Nicht-Existenz von invarianten
Wahrscheinlichkeitsmaßen
Betrachtet sei ein zufa¨lliges dynamisches System und eine compact random set A• :
ω 7→ Aω. Es ist bekannt, daß unter gewissen Bedingungen ein bzgl. des zugrunde-
liegenden Schiefprodukts invariantes Wahrscheinlichkeitsmaß µ mit piΩ µ = P und
suppµω ⊆ Aω fu¨r P-fast alle ω ∈ Ω
existiert [4]. Allerdings erha¨lt man auf diesem Weg im allgemeinen nur Maße, fu¨r
die suppµω endlich ist18. Aus diesem Grund sprechen wir auch von einfachen (oder:
schlichten) invarianten Maßen. Hier wenden wir dies auf die zufa¨llige Juliamenge
einer Familie von stetigen Selbstabbildungen an und zeigen, daß insbesondere fu¨r
holomorphe Selbstabbildungen f auf Pk mit grad f ≥ 2 alle Voraussetzungen erfu¨llt
sind, wenn eine meßbare Parameterabha¨ngigkeit vorliegt. Wir geben auch ein Bei-
spiel an, daß zeigt, daß die zufa¨llige Juliamenge ω 7→ J(Fω) nicht meßbar zu sein
braucht. In diesem Fall existiert auch kein (invariantes) Wahrscheinlichkeitsmaß µ
mit suppµω = J(Fω) fu¨r P-fast alle ω ∈ Ω.
B.1. Aussagen zur Meßbarkeit
Wir betrachten im folgenden stets ein zufa¨lliges dynamisches System unter Ver-
wendung der nachfolgenden Bezeichnungen:
Notation
Sei I ein meßbarer Raum, (X, d) ein metrischer Raum, B = BX die Borelsche σ-
Algebra von X und fi, i ∈ I, eine Familie (stetiger) Selbstabbildungen auf X. Sei Ω :=
IN, versehen mit der Produkt-σ-Algebra A, außerdem sei fu¨r jedes ω = (ωn)n∈N ∈ Ω
Fω := {fωn ◦ · · · ◦ fω1 : n ∈ N},
und das zugeho¨rige Schiefprodukt ist definiert durch
f : Ω×X → Ω×X, ((ωn)n∈N, x) 7→ ((ωn+1)n∈N, fω1(x)).
Sei zudem σ : Ω→ Ω, (ωn)n∈N 7→ (ωn+1)n∈N der Shift auf Ω und P ein Shift-invariantes
Wahrscheinlichkeitsmaß auf (Ω,A). Die zufa¨llige Juliamenge ist definiert durch
J(F•) : Ω→ P(X), ω 7→ J(Fω).
18Dies entspricht der sehr einfachen Tatsache, daß man fu¨r eine rationale Funktion f durch die
Betrachtung eines periodischen Punktes (aus der Juliamenge) stets ein f-invariantes Wahrschein-
lichkeitsmaß µ mit suppµ ⊆ J(f) konstruieren kann.
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Setze
ϕk(ω, x) := (fωk ◦ · · · ◦ fω1)(x), ϕ0(ω, x) := x
fu¨r alle ω = (ωn)n∈N ∈ Ω, k ∈ N und x ∈ X, außerdem sei ϕ : N0×Ω×X → X, (k, ω, x) 7→
ϕk(ω, x).
Wir gehen nun auf hinreichende und notwendige Bedingungen ein, unter denen
das Schiefprodukt f eine meßbare Abbildung ist. Beno¨tigt wird hierzu noch das
nachfolgende
B.1.1 Lemma
Sei (X, d) ein separabler metrischer Raum und U eine nicht-leere, offene Teilmenge
von X. Fu¨r alle i ∈ I sei fi : U → X eine stetige Abbildung derart, daß i 7→ fi(x) fu¨r
jedes x ∈ U meßbar ist. Dann ist die Abbildung
f : I × U → X, (i, x) 7→ fi(x)
meßbar.
Beweis:
Sei D = {xk : k ∈ N} eine abza¨hlbare, dichte Teilmenge von X und sei n ∈ N. Setze Un(x1) :=
B(x1, 1n ) und induktiv
Un(xk) := B(xk,
1
n
) \
k−1⋃
j=1
Un(xj) fu¨r jedes k ∈ N.
Sei Un := {Un(xk) : k ∈ N}. Da D dicht ist, folgt, daß Un eine aus meßbaren Teilmengen
bestehende Partition von X ist mit Un(xk) ⊆ B(xk, 1n ) fu¨r alle k ∈ N. Fu¨r jedes x ∈ X existiert
ein eindeutig bestimmtes y = yx ∈ D mit x ∈ Un(y). Betrachte
gn : I × U → X, (i, x) 7→ fi(yx).
Da i 7→ fi(x) fu¨r jedes x ∈ U meßbar ist, folgt die Meßbarkeit von g−1n (B) =
⋃
y∈D{(i, x) ∈
I × U : yx = y, fi(y) ∈ B} =
⋃
y∈D{i ∈ I : fi(y) ∈ B} × (Un(y) ∩ U) fu¨r jedes B ∈ BX , d.h. gn ist
meßbar. Fu¨r alle (i, x) ∈ I × U , n ∈ N gilt
d(fi(x), gn(i, x)) = d(fi(x), fi(yx)) ≤ sup
{
d
(
fi(x), fi(y)
)
: y ∈ X, d(x, y) < 1
n
}
,
also aufgrund der Stetigkeit von x 7→ fi(x) auch limn→∞ gn(i, x) = fi(x). Damit ist (i, x) 7→ fi(x)
eine meßbare Abbildung. 
B.1.2 Satz
(a) Das Schiefprodukt f : Ω × X → Ω × X ist genau dann eine meßbare Abbildung,
wenn die auf I ×X definierte Abbildung (i, x) 7→ fi(x) meßbar ist.
(b) Ist X separabel und gilt
(i) i 7→ fi(x) ist meßbar fu¨r jedes x ∈ X,
sowie
(ii) x 7→ fi(x) ist stetig fu¨r jedes i ∈ I,
so ist die auf I ×X definierte Abbildung (i, x) 7→ fi(x) meßbar und somit auch f .
Beweis:
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(a) Fu¨r alle A ∈ A, B ∈ BX gilt
f−1(A×B) = {(ω, x) ∈ Ω×X : (ωn+1)n∈N ∈ A, fω1(x) ∈ B}
= {(ω, x) ∈ Ω×X : fω1(x) ∈ B} ∩ (σ−1(A)×X).
Setzt man die Meßbarkeit von f voraus und betrachtet man A = Ω, so ergibt sich daraus
die Meßbarkeit von (i, x) 7→ fi(x). Ist umgekehrt (i, x) 7→ fi(x) meßbar, so folgt aus der
Meßbarkeit der Shiftabbildung σ und obiger Identita¨t die Meßbarkeit von f .
(b) ergibt sich aus Lemma B.1.1 und Aussage (a).

Bemerkung 1
(i) Ist das Schiefprodukt f meßbar, so fu¨r jedes k ∈ N0 auch
(ω, x) 7→ ϕk(ω, x) = fωk ◦ · · · ◦ fω1(x).
(ii) Ist X ein separabler Raum und fi stetig fu¨r jedes i ∈ I, so ist das Schiefprodukt
f genau dann meßbar, wenn i 7→ fi(x) fu¨r jedes x ∈ X meßbar ist.
Beweis:
Zu (i): fk : Ω ×X → Ω ×X, ((ωn)n∈N, x) 7→ ((ωn+k)n∈N, fωk ◦ · · · ◦ fω1(x)) ist meßbar, also auch
die Projektion auf X, d.h. (ω, x) 7→ fωk ◦ · · · ◦ fω1(x). (ii) folgt aus Satz B.1.2. 
Im folgenden wird stets vorausgesetzt, daß fi stetig ist fu¨r jedes i ∈ I. Wir unter-
suchen nun Zusammenha¨nge zur Topologie der lokal gleichma¨ßigen Konvergenz:
B.1.3 Anmerkungen (Zur Topologie der lokal gleichma¨ßigen Konvergenz)
Sei X ein lokalkompakter Raum, der abza¨hlbar im Unendlichen ist und sei Y ein
metrischer Raum. Sei C = C(X,Y ) die Menge der stetigen Abbildungen von X nach
Y und setze
dA(f, g) := sup
x∈A
d(f(x), g(x))
fu¨r alle f, g ∈ C und jede nicht-leere Teilmenge A von X. Dann ist die Topologie der
lokal gleichma¨ßigen Konvergenz (auch: Topologie der kompakten Konvergenz) auf
C metrisierbar, eine Metrik ist gegeben durch
d(f, g) :=
∞∑
n=0
1
2n
·min{1, dKn(f, g)} fu¨r alle f, g ∈ C,
wobei (Kn)n∈N0 eine Folge kompakter Teilmengen von X ist mit
⋃
n∈N0 Kn = X und
Kn ⊆ Kn+1 fu¨r alle n ∈ N0. Man kann Kn so wa¨hlen, daß Kn der Abschluß einer
offenen Menge ist [70, 8.19(b)]. Ist K eine kompakte Teilmenge von X und U eine
offene Teilmenge von Y , so ist
{f ∈ C(X,Y ) : f(K) ⊆ U}
offen (und hierdurch ist eine Subbasis der kompakt-offenen Topologie gegeben, die
mit der Topologie der lokal gleichma¨ßigen Konvergenz u¨bereinstimmt [70, §14.B]).
B.1.4 Lemma
Sei X ein lokalkompakter Raum, der abza¨hlbar im Unendlichen ist und sei Y ein
metrischer Raum. Ist g ∈ C(X,Y ), K ⊆ X kompakt und ε ∈ R>0, so ist
V = V (g,K, ε) := {f ∈ C(X,Y ) : dK(f, g) < ε}
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offen und
{V (g,Kn, ε) : g ∈ C(X,Y ), ε ∈ R>0, n ∈ N0}
ist eine Basis der Topologie der lokal gleichma¨ßigen Konvergenz.
Beweis:
Sei f ∈ V . Wa¨hle ein n ∈ N0 mit K ⊆ Kn. Sei δ ∈]0, 1[ mit δ < ε − dK(f, g). Wa¨hle r ∈ R>0 mit
r < δ2n . Dann folgt fu¨r jedes h ∈ Bd(f, r)
δ > 2n · r > 2n · d(f, h) ≥ min{1, dKn(f, h)},
also dKn(f, h) < δ und somit dK(h, g) ≤ dK(h, f) + dK(f, g) ≤ dKn(h, f) + dK(f, g) < ε. Damit ist
f ein innerer Punkt, V also offen. Fu¨r alle f, g ∈ C(X,Y ) gilt
d(f, g) =
∞∑
n=0
1
2n
·min{1, dKn(f, g)} ≤
n∑
m=0
1
2m
· dKm(f, g) +
∞∑
m=n+1
1
2m
≤ dKn(f, g) ·
n∑
m=0
1
2m
+
1
2n+1
·
∞∑
m=0
1
2m
= dKn(f, g) · (2−
1
2n
) +
1
2n
≤ 2 · dKn(f, g) +
1
2n
.
Sei U eine nicht-leere, offene Teilmenge von C(X,Y ). Sei g ∈ U und sei n = n(g) ∈ N0 mit
Bd(g, 12n ) ⊆ U . Fu¨r jedes f ∈ V
(
g,Kn+1,
1
2 · ( 12n − 12n+1 )
)
folgt
d(f, g) ≤ 2 · dKn+1(f, g) +
1
2n+1
<
1
2n
− 1
2n+1
+
1
2n+1
=
1
2n
,
also V
(
g,Kn+1,
1
2 · ( 12n − 12n+1 )
) ⊆ Bd(g, 12n ) ⊆ U . Damit folgt⋃
g∈U
V
(
g,Kn(g)+1,
1
2
· ( 1
2n(g)
− 1
2n(g)+1
))
= U,
d.h. {V (g,Kn, ε) : g ∈ C(X,Y ), ε ∈ R>0, n ∈ N0} ist eine Basis der Topologie der lokal
gleichma¨ßigen Konvergenz. 
B.1.5 Lemma
Sei I ein meßbarer Raum, X ein lokalkompakter metrischer Raum, der abza¨hlbar
im Unendlichen ist. Sei Y ein metrischer Raum und fu¨r jedes i ∈ I sei fi : X → Y
derart, daß gilt:
(i) fi ist stetig fu¨r jedes i ∈ I,
(ii) i 7→ fi(x) ist meßbar fu¨r alle x ∈ X.
Dann ist die auf I definierte Abbildung i 7→ fi bezu¨glich der Topologie der lokal
gleichma¨ßigen Konvergenz meßbar.
Beweis:
Die Mengen
W (g,Kn, ε) := {f ∈ C(X,Y ) : dKn(f, g) ≤ ε}, g ∈ C(X,Y ), ε ∈ R>0, n ∈ N0
bilden wegen V (g,Kn, ε) =
⋃
k∈N{f ∈ C(X,Y ) : dKn(f, g) ≤ ε − 1k} (vergleiche Lemma B.1.4)
ein Erzeugendensystem der Borelschen σ-Algebra der Topologie der lokal gleichma¨ßigen
Konvergenz. Aus [70, Satz 10.15] folgt, daß X eine abza¨hlbare Basis besitzt, also separabel
ist. Sei D eine abza¨hlbar dichte Teilmenge von X, g ∈ C(X,Y ), ε ∈ R>0 und n ∈ N. Da Kn
keine isolierten Punkte entha¨lt, folgt aus
{i ∈ I : fi ∈W (g,Kn, ε)} = {i ∈ I : dKn(fi, g) ≤ ε} = {i ∈ I : dKn∩D(fi, g) ≤ ε}
=
⋂
x∈D∩Kn
{i ∈ I : d(fi(x), g(x)) ≤ ε} =
⋂
x∈D∩Kn
{i ∈ I : fi(x) ∈ B(g(x), ε)}.
die Meßbarkeit von i 7→ fi. 
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Bemerkung 2
In der Situation von Lemma B.1.5 ist die Einsetzabbildung
e : C(X,Y )×X → Y, (f, x) 7→ f(x)
stetig [70, Korollar 14.16]. Damit gilt: Setzt man nur (i) voraus, so gilt in Lemma
B.1.5 die Umkehrung, d.h. aus der Meßbarkeit von i 7→ fi folgt die Meßbarkeit von
i 7→ fi(x) fu¨r jedes x ∈ X.
B.2. Die Existenz einfacher invarianter Maße
B.2.1 Definition (Invariante Mengen und Abbildungen)
Sei C ⊆ Ω×X und fu¨r jedes ω ∈ Ω sei Cω :=
{
x ∈ X : (ω, x) ∈ C} der ω-Schnitt von C.
C heißt (vorwa¨rts) invariant (bzgl. dem zugrundeliegenden zufa¨lligen dynamischen
System ϕ), falls fu¨r alle n ∈ N gilt:
ϕn(ω,Cω) ⊆ Cσnω fu¨r P-fast alle ω ∈ Ω.
Gilt sogar die Gleichheit, so sprechen wir davon, daß C vollsta¨ndig invariant ist.
Eine Abbildung A• : Ω → P(X), ω 7→ Aω ist (vorwa¨rts/vollsta¨ndig) invariant, falls
graph(A•) (vorwa¨rts/vollsta¨ndig) invariant ist.
Bemerkung 1
Liegen keine Ausnahmepunkte vor, d.h. gilt obiges sogar fu¨r alle ω ∈ Ω, so spricht
man von strikt (vorwa¨rts/vollsta¨ndig) invarianten Mengen bzw. Abbildungen. C
ist genau dann strikt (vorwa¨rts/vollsta¨ndig) invariant, wenn
C ⊆ f−n(C) bzw. C = f−n(C).
B.2.2 Satz
Die zufa¨llige Juliamenge
J(F•) : Ω→ P(X), ω 7→ J(Fω)
ist strikt invariant. Ist fi offen und surjektiv fu¨r alle i ∈ I, so liegt sogar eine strikt
vollsta¨ndig invariante Abbildung vor.
Beweis:
Sei ω = (ωn)n∈N ∈ Ω. Wir zeigen zuna¨chst, daß J(F•) strikt (vorwa¨rts) invariant ist, d.h.
ϕn
(
ω, J(Fω)
) ⊆ J(Fσnω) fu¨r alle n ∈ N.
Seien dazu x ∈ J(Fω), n ∈ N und y := ϕn(ω, x) =
(
fωn ◦ · · · ◦ fω1
)
(x).
Annahme: Es gilt y 6∈ J(Fσnω).
Es folgt y ∈ F(Fσnω). Damit gibt es eine offene Umgebung U von y derart, daß Fσnω in
jedem Punkt aus U gleichgradig stetig ist. Setze
V := ϕn(ω, · )−1(U).
Da ϕn(ω, · ) = fωn ◦ · · · ◦ fω1 stetig ist, ist V eine offene Umgebung von x. Wir zeigen,
daß Fω in jedem Punkt von V gleichgradig stetig ist. Seien dazu v0 ∈ V, ε ∈ R>0. Setze
z0 := ϕn(ω, v0). Dann folgt z0 ∈ U . Da Fσnω in z0 gleichgradig stetig ist, gibt es ein
δ1 ∈ R>0 derart, daß fu¨r alle k ∈ N und z ∈ X mit d(z, z0) < δ1 gilt
d
(
fωn+k ◦ · · · ◦ fωn+1(z), fωn+k ◦ · · · ◦ fωn+1(z0)
)
< ε.
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Da ϕ1(ω, · ), . . . , ϕn(ω, · ) im Punkt v0 stetig sind, folgt, daß ein δ2 ∈ R>0 existiert, so daß
fu¨r alle x ∈ X mit d(x, v0) < δ2 und fu¨r k = 1, . . . , n gilt
d
(
ϕk(ω, x), ϕk(ω, v0)
)
< min
{
ε, δ1
}
.
Setze nun δ := min
{
δ1, δ2}. Sei x ∈ X mit d(x, v0) < δ. Fu¨r k = 1, . . . , n folgt
d(fωk ◦ · · · ◦ fω1(x), fωk ◦ · · · ◦ fω1(v0)) = d(ϕk(ω, x), ϕk(ω, v0)) < ε
und fu¨r alle k ∈ N folgt mit z := ϕn(ω, x)
d(ϕn+k(ω, x), ϕn+k(ω, v0)) = d(fωn+k ◦ · · · ◦ fω1(x), fωn+k ◦ · · · ◦ fω1(v0))
= d(fωn+k ◦ · · · ◦ fωn+1(z), fωn+k ◦ · · · ◦ fωn+1(z0)) < ε.
Damit ist Fω in jedem Punkt aus U gleichgradig stetig, d.h. es gilt x ∈ F(Fω). 
Sei nun fi offen und surjektiv fu¨r alle i ∈ I. Sei C := graph(J(F•)) =
⋃
ω∈Ω{ω} × J(Fω). Wir
zeigen f−n(C) ⊆ C, n ∈ N, durch Kontraposition. Sei dazu (ω, x) ∈ (Ω ×X) \ C, ω = (ωn)n∈N,
und n ∈ N. Es folgt x 6∈ J(Fω), also x ∈ F(Fω). Damit gibt es eine offene Umgebung U von
x in X derart, daß Fω in jedem Punkt aus U gleichgradig stetig ist. Setze y := ϕn(ω, x) und
V := ϕn(ω,U). Da fi, i ∈ I, offen ist, folgt, daß V eine offene Umgebung von y in X ist. Seien
v ∈ V, ε ∈ R>0. Wa¨hle u ∈ U mit ϕn(ω, u) = v. Da Fω in u gleichgradig stetig ist, existiert ein
δ ∈ R>0 so, daß fu¨r alle k ∈ N und alle x ∈ X mit d(x, u) < δ gilt
d(ϕk(ω, x), ϕk(ω, u)) < ε.
Sei y ∈ X mit d(y, v) < δ. Da fi, i ∈ I, surjektiv ist, folgt, daß ein x ∈ X existiert mit
y = ϕn(ω, x). Fu¨r alle k ∈ N folgt
d(fωn+k ◦ · · · ◦ fωn+1(y), fωn+k ◦ · · · ◦ fωn+1(v)) = d(fωn+k ◦ · · · ◦ fω1(x), fωn+k ◦ · · · ◦ fω1(u))
= d(ϕn+k(ω, x), ϕn+k(ω, u)) < ε,
d.h. Fσnω ist im Punkt v, also in jedem Punkt aus V , gleichgradig stetig. Damit ist ϕn(ω, x) =
y ∈ F(Fσnω), also fn(ω, x) = (σnω, ϕn(ω, x)) 6∈ C. Es gilt also (ω, x) 6∈ f−n(C). 
Aus dem Standardwerk ”Random dynamical systems“ von L. Arnold ergibt sich
(siehe [4, Theorem 1.6.13] unter Beachtung der Fußnote auf Seite 28 in [4]):
B.2.3 Theorem
Sei X ein polnischer Raum, ϕmeßbar und die zufa¨llige Juliamenge J(F•) : Ω→ P(X),
ω 7→ J(Fω) sei eine compact random set mit J(Fω) 6= ∅ fu¨r P-fast alle ω ∈ Ω. Dann
existiert ein f-invariantes Wahrscheinlichkeitsmaß µ ∈ PP(Ω×X) mit
suppµω ⊆ J(Fω) fu¨r P-fast alle ω ∈ Ω.
Wir zeigen, daß alle Voraussetzungen von Theorem B.2.3 erfu¨llt sind, wenn eine
Familie von holomorphen Selbstabbildungen fi : Pk → Pk, i ∈ I mit grad fi ≥ 2 fu¨r
alle i ∈ I vorliegt:
Bemerkung 2
Ist X als separabler Raum vorausgesetzt und ist i 7→ fi(x) fu¨r jedes x ∈ X meßbar,
so ist ϕ : N0 × Ω×X → X, (k, ω, x) 7→ ϕk(ω, x) = (fωk ◦ · · · ◦ fω1)(x) meßbar.
Beweis:
Aus Bemerkung 1 (Seite 129) folgt die Meßbarkeit von (ω, x) 7→ ϕk(ω, x) fu¨r jedes k ∈ N0 und
somit auch die von⋃
k∈N0
{k} × ϕ−1k (B) =
{
(k, ω, x) ∈ N0 × Ω×X : ϕk(ω, x) ∈ B
}
= ϕ−1(B) fu¨r jedes B ∈ BX .

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B.2.4 Satz
Sei X lokalkompakt und abza¨hlbar im Unendlichen, außerdem sei i 7→ fi(x) fu¨r jedes
x ∈ X meßbar. Dann ist die zufa¨llige Juliamenge
J(F•) : Ω→ P(X), ω 7→ J(Fω)
eine closed random set.
Beweis:
Sei U ⊆ X offen und nicht-leer. Es ist zu zeigen, daß A := {ω ∈ Ω : J(Fω) ∩ U 6= ∅} meßbar
ist. Sei K ⊆ X kompakt und seien ε, δ ∈ R>0. Dann ist L := {(x, y) ∈ K2 : d(x, y) ≤ δ} kompakt
und somit
G := {f : X ×X → R|f stetig, f(L) ⊆ ]0, ε[}
eine bezu¨glich der kompakt-offen Topologie, also auch bezu¨glich der Topologie der lokal
gleichma¨ßigen Konvergenz, offene Menge. Sei k ∈ N und fu¨r jedes ω ∈ Ω sei hω : X ×
X → R, (x, y) 7→ d(ϕk(ω, x), ϕk(ω, y)). Dann ist hω fu¨r alle ω ∈ Ω eine stetige Abbildung. Aus
Bemerkung 1 (Seite 129) folgt die Meßbarkeit von (ω, x) 7→ ϕk(ω, x) = (fωk ◦ · · · ◦ fω1)(x) und
somit ist auch ω 7→ hω(x, y) meßbar fu¨r alle x, y ∈ X. Lemma B.1.5 impliziert, daß ω 7→ hω
bezu¨glich der Topologie der lokal gleichma¨ßigen Konvergenz meßbar ist. Damit ist
{ω ∈ Ω : sup
(x,y)∈L
d(ϕk(ω, x), ϕk(ω, y)) < ε} = {ω ∈ Ω : hω(L) ⊆ ]0, ε[} = {ω ∈ Ω : hω ∈ G}
meßbar. Es ist U lokalkompakt und aus [70, Satz 10.15] folgt, daß U auch abza¨hlbar im
Unendlichen ist. Damit gibt es eine Folge (Kn)n∈N kompakter Mengen mit
⋃
n∈NKn = U . Die
Meßbarkeit von A ergibt sich nun wie folgt:
Ac =
{
ω ∈ Ω : U ⊆ F(Fω)
}
=
A.1.2
{
ω ∈ Ω : Fω ist in jedem Punkt x0 ∈ U gleichgradig stetig
}
=
Bem. 1
(Seite 117)
{
ω ∈ Ω : Fω ist auf Kn gleichgradig stetig fu¨r jedes n ∈ N
}
=
⋂
n∈N
⋂
ε∈Q>0
⋃
δ∈Q>0
⋂
k∈N
{
ω ∈ Ω : ∀x, y ∈ Kn : d(x, y) ≤ δ ⇒ d
(
ϕk(ω, x), ϕk(ω, y)
)
< ε
}
=
⋂
n∈N
⋂
ε∈Q>0
⋃
δ∈Q>0
⋂
k∈N
{
ω ∈ Ω : ∀x ∈ Kn ∀y ∈ Kn ∩B(x, δ) : d
(
ϕk(ω, x), ϕk(ω, y)
)
< ε
}
.

Zusammen mit Satz A.2.6 ergibt sich nun
B.2.5 Korollar
Sei k ∈ N und sei fi : Pk → Pk fu¨r jedes i ∈ I eine holomorphe Abbildung mit grad fi ≥
2, derart, daß i 7→ fi(z) meßbar ist fu¨r alle z ∈ Pk. Dann existiert ein bzgl. dem
zugeho¨rigen Schiefprodukt f : Ω×Pk → Ω×Pk invariantes Wahrscheinlichkeitsmaß
µ ∈ PP(Ω×X) mit
suppµω ⊆ J(Fω) fu¨r P-fast alle ω ∈ Ω.
B.3. Ein einfaches Gegenbeispiel
Ist i 7→ fi(x) nicht meßbar fu¨r jedes x ∈ X, so ist das zugeho¨rige Schiefprodukt
f nach Satz B.1.2 nicht meßbar. Das nachfolgende Beispiel zeigt, daß noch nicht
einmal die zufa¨llige Juliamenge ω 7→ J(Fω) eine (closed) random set sein muß:
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B.3.1 Beispiel
Sei I ein meßbarer Raum mit |I| ≥ 2 und Ω := IN, versehen mit der Produkt-σ-
Algebra. Es gebe eine nicht-meßbare Teilmenge J von I, und fu¨r jedes i ∈ I sei
fi : Ĉ→ Ĉ, z 7→
{
z2, falls i ∈ J
2 · z2, sonst.
Ist Fω := {fωn◦· · ·◦fω1 : n ∈ N}, ω = (ωn) ∈ Ω, so ist die zugeho¨rige zufa¨llige Juliamenge
J(F•) : Ω→ P(Ĉ), ω 7→ J(Fω)
keine (closed/compact) random set.
Beweis:
Sei ε := 12 und
U :=
⋃
a∈C,|a|=1
B(a, ε),
wobei wir die euklidische Metrik betrachten. Dann ist U eine offene Menge und wir werden
zeigen, daß
A := {ω ∈ Ω : J(Fω) ∩ U 6= ∅}
keine meßbare Teilmenge von Ω ist. Sei dazu C := {ω = (ωn) ∈ Ω : ω1 ∈ J}. Wir zeigen: A = C.
”⊆“: (durch Kontraposition) Sei ω = (ωn) ∈ Ω \ C. Dann ist ω1 6∈ J, d.h. fω1(z) = 2 · z
2, z ∈ Ĉ.
Fu¨r alle n ∈ N und alle z ∈ C mit |z| > ε = 12 folgt
|fωn ◦ · · · ◦ fω1(z)| ≥ 22
n−1 · |z|2n ≥ 22n−1 · (1
2
)2n = 22n−1 · 2−2n = 2−1 = 1
2
= ε.
Mit dem Satz von Montel folgt
J(Fω) ⊆ {z ∈ C : |z| ≤ ε}.
Fu¨r alle a, z ∈ C mit |z| ≤ ε und |a| = 1 gilt |z − a| ≥ ||z| − |a|| = 1 − |z| ≥ 1 − 12 = ε, also
z 6∈ B(a, ε). Damit ist J(Fω) ∩ U = ∅, also ω 6∈ A.
”⊇“: Sei ω = (ωn) ∈ C. Gilt ωn ∈ J fu¨r alle n ∈ N, so folgt J(Fω) = ∂B(0, 1) und somit ω ∈ A.
Fu¨r alle k ∈ N0 sei εk := exp
(− log 2
2k
)
. Es gebe ein k ∈ N mit ωk 6∈ J. Wir wa¨hlen k minimal
mit dieser Eigenschaft. Es folgt k ≥ 2. Fu¨r alle n ∈ N0 und alle z ∈ C mit |z| < εk−1 gilt
|fωn+k ◦ · · · ◦ fω1(z)| ≤ |z|2
n+k ·
n∏
j=0
22
n−j
= |z|2n+k · 2
Pn
j=0 2
n−j
= |z|2n+k · 2
Pn
j=0 2
j
= |z|2n+k · 22n+1−1 < ε2n+kk−1 · 22
n+1−1 = εk−1 · 22n+1−1 · exp
(
− log 2
2k−1
)2n+k−1
= εk−1 · exp
(
(2n+1 − 1) · log 2) · exp(−(2n+k − 1) · log 2
2k−1
)
= εk−1 · exp
((
2n+1 − 1− 2n+1 + 1
2k−1
) · log 2) ≤ εk−1 · exp(0) = εk−1.
Ist also W := {z ∈ C : |z| < εk−1}, so gilt fωn+k ◦ · · · ◦ fω1(W ) ⊆ W fu¨r alle n ∈ N0. Nach
dem Satz von Montel ist die Familie {fωn ◦ · · · ◦ fω1 : n ∈ N≥k} somit auf W normal.
Damit ist auch {fωn ◦ · · · ◦ fω1 : n ∈ N} = Fω auf W normal. Es folgt
J(Fω) ⊆ C \W = {z ∈ C : |z| ≥ εk−1}.
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Fu¨r alle n ∈ N0 und z ∈ C mit |z| > εk gilt
∣∣fωn+k ◦ · · · ◦ fω1(z)∣∣ ≥ 22n · |z|2n+k > 22n · ε2n+kk = εk · 22n · exp(− log 22k )2
n+k−1
= εk · exp(2n · log 2) · exp
(
−(2n+k − 1) · log 2
2k
)
= εk · exp
( log 2
2k
)
> εk.
Ist also W := {z ∈ C : |z| > εk} ∪ {∞}, so folgt fωn+k ◦ · · · ◦ fω1
(
W
) ⊆ W fu¨r alle n ∈ N0.
Nach dem Satz von Montel ist die Familie {fωn ◦· · ·◦fω1 : n ∈ N≥k} inW normal. Daraus
folgt, daß auch {fωn ◦ · · · ◦ fω1 : n ∈ N} = Fω in W normal ist. Damit gilt
J(Fω) ⊆ C \W = {z ∈ C : |z| ≤ εk},
insgesamt also J(Fω) ⊆
{
z ∈ C : εk−1 ≤ |z| ≤ εk < 1
}
. Sei z ∈ J(Fω). Setze a := z|z| . Dann
gilt |a| = 1 und
|z − a| = ∣∣z − z|z| ∣∣ = |z| · ∣∣1− 1|z| ∣∣ = |z| · ( 1|z| − 1) = 1− |z| ≤ 1− εk−1 < 1− ε0 = 12 = ε,
also z ∈ U , d.h. ω ∈ A.
Damit gilt A = C. Ist ω∗ ∈ ∏∞i=2 I, so stimmt der ω∗-Schnitt Cω∗ = {i ∈ I : (i, ω∗) ∈ C} von C
entlang ω∗ mit J u¨berein. Da Schnitte von meßbaren Mengen stets meßbar sind, folgt, daß
C = A, keine meßbare Teilmenge von Ω ist. 
Da der Tra¨ger eines auf Ω × Ĉ definierten Wahrscheinlichkeitsmaßes nach Beispiel
A.4.4 stets eine (closed) random set ist, folgt
B.3.2 Korollar
Sei in der Situation von Beispiel B.3.1 zusa¨tzlich ein Wahrscheinlichkeitsmaß P auf
Ω gegeben. Dann gibt es kein µ ∈ PP(Ω× Ĉ) mit
suppµω = J(Fω) fu¨r P-fast alle ω ∈ Ω.
Bemerkung 1
Da das Urbild von {1} unter i 7→ fi(1) mit der nicht-meßbaren Menge J u¨berein-
stimmt, folgt aus Satz B.1.2, daß auch das zugeho¨rige Schiefprodukt
f : Ω× Ĉ→ Ω× Ĉ, ((ωn)n∈N, z) 7→ ((ωn+1)n∈N, fω1(z))
nicht meßbar ist.
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