Energy simulation for decision support in early architectural design by Toth, Bianca K
Energy Simulation for Decision Support 
in Early Architectural Design 
Bianca Toth 
B.Arch 
 
 
 
Submitted in fulfilment of the requirements for the degree of 
Doctor of Philosophy 
 
School of Design 
Creative Industries Faculty 
Queensland University of Technology 
 2017
 
	  
	  i 
	  
Keywords 
 
Building performance; collaboration; decision support; DEEPA; design process; dialogue; early 
design; energy simulation; integration; parametric modelling; practical knowledge. 
	  ii 
	  
	  iii 
	  
Abstract 
 
Decisions made in the earliest stage of architectural design have the greatest impacts on the 
environmental and financial performance of buildings. Yet despite being one of the largest 
contributors to energy consumption and cost, building services are rarely a driving influence in 
the conceptualisation of architectural form. 
If building professionals are to engage in sustainable design practices, they must be able to 
assess the performance impacts of different design options prior to major architectural 
characteristics becoming fixed. Current modelling and simulation tools, however, largely lack the 
capacity to resolve design and performance constraints simultaneously. New digital tools and 
processes for exploring the interdependencies between architecture, building services and energy 
consumption in early design are needed, so that individual professionals can understand the 
impacts of their decisions on those of other disciplines and on building performance. 
In response to this problem, this thesis proposes a framework for performance-oriented design 
that supports integrated decision-making by enabling architects and engineers to work together 
to simulate and evaluate the energy performance of design alternatives early on. Arguing the 
need to work across disciplinary boundaries, it demonstrates how cross-cutting performance 
objectives can better structure and streamline the integration between design and analysis tasks 
by establishing a shared basis for communication. Guided by an embedded-practice research 
methodology, this thesis draws on firsthand experience of multidisciplinary practice to identify 
the limitations of current tools and processes in supporting performance-oriented investigations, 
and establishes common goals and principles for an integrated energy-oriented design strategy. 
It then describes a collaborative tool for energy design and analysis that has been developed as a 
critical response to observed shortcomings, which provides decision support by permitting 
practitioners to quickly, flexibly and reliably assess the performance of multiple design options 
early on. 
Central to this research is the understanding that there is a need to unify the disparate methods 
of working that have been adopted by architects and engineers as a result of progressive 
specialisation within the building industry. This understanding suggests that there is more to the 
design process than simply data exchanges supported by a common building representation, and 
points to the importance of communication networks that strengthen the dialogue between 
architect and engineer. In responding to this finding, the proposed framework facilitates the 
sharing of knowledge across disciplines, which is of as great a benefit to the design process as 
the performance evaluation capabilities that it also provides. 
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1.1 Overview of the problem 
As global environmental concerns reinforce the imperative to construct buildings that minimise 
energy consumption, traditional design processes are challenged and a need for new design 
methods and tools emerges. Increasing pressure on the Architecture, Engineering and 
Construction (AEC) industry to be more environmentally responsible demands that 
practitioners better understand, and are able to quantify, how their design decisions affect 
building energy consumption. This is particularly important in early design, as the decisions 
made at this time determine around 80% of the environmental impacts and operational costs of 
a building (Bogenstätter, 2000). 
During early design, the general form, layout, orientation and construction of a building are 
defined, from which all subsequent decisions are derived. These early choices establish the 
flexibility, effectiveness and efficiency of the design solution, generating constraints that become 
difficult and costly to alter as the project progresses (Ellis & Mathews, 2001; Maassen, de Groot, 
& Hoenen, 2003; Ochoa & Capeluto, 2008). If not understood holistically, these constraints can 
preclude passive design measures, and place undue demands and restrictions on the mechanical 
building services needed to maintain indoor comfort artificially (Pollock, Roderick, McEwan, & 
Wheatley, 2009). Given that these services are one of the largest contributors to building energy 
usage, complexity and cost, it is crucial that the performance implications of such constraints be 
explored prior to the major architectural characteristics becoming fixed. 
The complexity of this task is more than one individual can manage and requires input from 
multiple disciplines (Kalay, 1998; Moum, 2006). Frequently, however, the decision-making 
process is led by architects alone, without a design-support environment sufficient for exploring 
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the impacts of choices on indoor comfort, building services and energy performance 
(Bambardekar & Poerschke, 2009; Bay, 2001; Obayne, 2006; Schlueter & Thesseling, 2009). 
Lacking engineering expertise, their decisions are guided primarily by intuition, experience and 
rules-of-thumb that fail to account for realistic building complexity on anything but the simplest 
of projects (Bambardekar & Poerschke, 2009; Bay, 2001; Pedrini & Szokolay, 2005). This can 
lead to designs with dysfunctional performance when built, despite the architect’s best 
intentions. Furthermore, risks of failure and unforeseen costs deter experimentation with novel 
design solutions for improving energy efficiency, since there is no easy and reliable means by 
which to predict their performance or evaluate potential success. As Frazer (1995, p.15) states: 
“It has been left largely to individual architects to take the risk of performing 
experimental and innovative prototyping in an uncoordinated and romantic or heroic 
manner. The ensuing (inevitable) failures have been catastrophic for both society and the 
architectural profession.” 
Rather than chancing such disaster, designers tend to favour ‘proven’ solutions that implement 
only the most conservative of design measures, even when performance is clearly not optimal 
(Bay, 2001). As Frazer (1995, p.15) further observes, these “archetypes of the past do not reflect 
the changing demands of society, the realities of the construction industry, or the pressing need 
for environmentally responsible buildings”. Instead, they perpetuate the reliance on mechanical 
building systems that has led to the energy intensive built environment that we have today. 
What are needed are improved methods for designing, analysing and optimising buildings that 
merge passive1 with active2 design strategies by connecting architectural and engineering 
knowledge in new and innovative ways. Reliable decision-support instruments able to quantify 
the energy performance of idiosyncratic design solutions, in a manner that accounts for realistic 
building complexity, are essential to this. Computer simulation addresses this need and seems an 
obvious answer, particularly with advances in modelling and analysis technologies making 
simulation software more readily accessible, often with built-in support for interoperability with 
other programs (Rizzoli & Young, 1997; Scheurer, 2007; Weinstock & Stathopoulos, 2006). 
Yet despite the proliferation of energy simulation programs in the last decade, architects still 
find it difficult to engage these tools effectively; particularly in early design, which is 
paradoxically when the use of simulation is of greatest benefit (Attia, Beltran, De Herde, & 
Hensen, 2009; Bambardekar & Poerschke, 2009; Schlueter & Thesseling, 2009). Originally 
developed to support system sizing and specification tasks that occur late in the design process, 
most simulation programs cater primarily to engineers and lack connection to the needs of the 
architect (Attia, 2010; Ellis & Mathews, 2001; Punjabi & Miranda, 2005; Xia, Zhu, & Lin, 2008). 
As well as proffering working environments that are highly complex, non-visual and unintuitive, 
these applications require detailed input before a simulation can be performed, which may not 
be available early on when design information is limited (Maassen, et al., 2003; Papamichael, 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1  Passive design strategies provide control of the environmental factors affecting indoor comfort without requiring 
electro-mechanical energy to do so. Examples include: using narrow floor plates and building envelope openings to 
facilitate cross-ventilation; providing external shading elements that prevent direct solar exposure in summer while 
allowing it in winter; and using thermal mass to absorb and radiate heat energy to moderate internal temperature. 
2  Active design strategies rely on the use of mechanical systems (such as air-conditioning, fans and ventilators) to 
control indoor comfort, and necessitate the direct consumption of energy for building operation. 
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1999; Punjabi & Miranda, 2005; Wong, Lam, & Feriadi, 2000). Much of this input concerns 
building schedules, internal gains, and services schematics; data that is typically outside the realm 
of the architect to describe (Bambardekar & Poerschke, 2009). Perception is also diminished 
when confronted with an abundance of unfamiliar information, and an awareness of the impacts 
of design decisions can thus be lost as critical feedback goes unrecognised (Moum, 2006). The 
fundamental problem is a lack of support for human interpretation of input and output data, 
with the limiting factor being knowledge of how to decipher the results (Luebkeman, 1992). 
The usual response to this problem is to develop simplified simulation software that reduces 
early design considerations to a highly-constrained palette of architectural parameters, forgoing 
user input concerning building schedules, gains and services. However, given that these 
operational factors are just as critical to energy calculations as the description of the architecture, 
this introduces unreliability and uncertainty into the design process which is unpalatable from an 
engineering perspective. The failure to structure interdependencies between design and 
performance constraints also prevents the exchange of knowledge across disciplinary 
boundaries, which carries the greater problem of exacerbating the divide between architect and 
engineer. Since engineer involvement is postponed until after the critical design decisions have 
already been made, neither mode of professional thinking can benefit from the expertise of the 
other, nor can the conceptualisation process be enriched by an interchange of views.  
If simulation is to be used successfully to support decision-making in early exploration, a 
framework is needed that enables architects and engineers to work together as designers3 with 
mutual goals, so that they can combine their knowledge and develop a better understanding of 
energy-efficient design. This requires a re-conceptualisation of the role of simulation in the 
design process. Rather than being used to optimise engineered services and verify building 
performance in the later project stages, simulation must be employed early on as a collaborative 
design instrument to minimise architecturally-determined energy loads (Chaszar, Kienzl, & 
Stoller, 2006). The challenge here lies in developing a model of design abstraction able to 
accommodate the performance concerns of both architects and engineers, along with a process 
for its use that supports the shared investigation, negotiation and resolution of these concerns. 
It is clear that collaborative simulation methods and tools are needed in early design to support 
exploration of the complex relationships between architectural form, building services and 
energy consumption. Yet despite significant research, presently there are no simulation systems 
available that meet the needs of both architects and engineers, let alone streamline the way in 
which these disciplines reason and work with one another. By failing to ground technological 
support in a theoretical understanding of design process, computational developments “have 
done little to improve joint decision-making, and therefore have not significantly improved the 
quality of the design project itself” (Kalay, 1998, p.37). As a result, persistent limitations in both 
process and software inhibit the interdisciplinary interaction required to understand building 
performance holistically and establish performance-oriented design practices. This represents a 
significant gap in knowledge concerning the identification and alleviation of barriers to design 
integration that impede AEC practitioners pursuing a more sustainable built environment. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3  In this thesis, the word designers is used to refer to both architects and engineers, recognising the blurring of 
disciplinary boundaries that is needed to support energy-oriented design successfully. The terms architect and engineer 
are used only when it is necessary to distinguish between the two disciplines. 
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1.1.1 Energy and the built environment 
There is significant evidence to suggest that global warming is caused largely by human activities 
which increase the concentration of greenhouse gases4 in the atmosphere; the burning of fossil 
fuels for energy being a primary culprit (IPCC, 2007b). With the resulting environmental 
growing concerns driving a “global agenda for change” (WCED, 1987, p.ix), sustainability is a 
matter of forefront importance for many industries, the AEC industry being no exception. 
Sustainable development has become widely accepted to mean “development that meets the 
needs of the present without compromising the ability of future generations to meet their own 
needs” (WCED, 1987, p.43). This contends that the use of resources must be limited to that 
which is necessary to maintain acceptable standards of living, as defined by the state of 
technology and social organisation (WCED, 1987). What constitutes ‘acceptable’ lacks 
consensus, however, as standards of living vary widely between different cultures and over time. 
One thing that is well recognised and largely agreed upon though is that in order to address the 
environmental, social and economic goals of sustainable development, global energy 
consumption must be reduced dramatically (IPCC, 2007a; WCED, 1987). Along with the 
negative environmental impacts of fossil fuel consumption, and fluctuations in the availability 
and cost of energy, the introduction of carbon tax schemes highlight the need for more efficient 
use of energy resources. Acceptable standards of living, whatever they might happen to be, must 
be achieved in a less energy-intensive manner. 
Buildings are currently the focus of many initiatives concerned with reducing global energy 
consumption, since they consume a significant portion of delivered energy and are responsible 
for the most avoidable carbon emissions (McElroy, 2009). While there are no precise Australian 
statistics outlining the energy expenditure of the building sector as a whole, research in the US 
reveals this market division to consume almost half of all energy produced, making it the single 
largest emitter of greenhouse gases (Architecture 2030, 2011). Building operations are the major 
contributing factor in this statistic, consuming 41.7% of energy delivered through the burning of 
fossil fuels, while building construction and materials consume only 5.9% (Architecture 2030, 
2011). This is estimated to account for more than 40% of all energy-related carbon emissions in 
the US, and 33% globally (Architecture 2030, 2011; IPCC, 2007a). The majority of operational 
energy can be attributed to ensuring that buildings provide comfortable indoor environments 
for their occupants (Ambrose, 2009; Pollock, et al., 2009; Schlueter & Thesseling, 2009). 
Since social constructs and technology determine what constitutes ‘acceptable’ living conditions, 
to reduce building energy consumption, either social perception of what is acceptable must be 
changed, or technology must be improved to deliver the same standards more efficiently (or 
both). Undoubtedly, certain social conventions of indoor comfort need to be challenged. As 
Rush (1986, p.280) points out, it is difficult to maintain comfort “when social norms suggest 
that men should wear three-piece suits in summer, while women wear thin, sleeveless dresses”. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4  A greenhouse gas is a gas in the atmosphere that absorbs thermal energy radiated from the earth’s surface and then 
re-emits it in all directions. Since part of this re-radiation is back towards the lower atmosphere and the earth’s 
surface, higher planetary temperatures result. These gases include: water vapour, carbon dioxide, methane, nitrous 
oxide, ozone, hydrofluorocarbons, perfluorocarbons and sulphur hexafluoride. Carbon dioxide (CO2) is the 
principal anthropogenic greenhouse gas; its annual emissions increased an estimated 80% between 1970 and 2004 
(IPCC, 2007b, pp.5,82). 
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However, these accepted norms, reinforced by legislated building standards, are unlikely to 
change dramatically in the near future. Consequently, while it is always important that designers 
work with their clients to understand and develop systems for how their buildings will be 
inhabited, many constraints for user occupation are largely out of their control. For the designer, 
improved utilisation of technology offers significantly more potential in reducing building 
energy consumption. At a superficial level, this means specifying more energy-efficient building 
services. A more meaningful interpretation involves making better use of computational design 
technologies to create buildings that are less dependent on these services altogether. 
This requires a clear understanding of where energy is consumed in our homes and workplaces. 
Heating, Ventilation and Air-Conditioning (HVAC) systems are the major consumers of energy, 
with their ongoing operation accounting for 39% of usage in households and 66% in 
commercial buildings (Ambrose, 2009). Lighting is another significant end-use category, 
responsible for 7% and 15% of residential and commercial energy consumption respectively 
(Australian Greenhouse Office, 1999; Reardon, 2010). This makes HVAC, and to a lesser extent 
lighting, an obvious target for energy reduction strategies. Passive design measures must 
therefore be employed to minimise, or even eliminate, the energy loads that these building 
services are required to accommodate in maintaining comfortable indoor environments. 
Designers undoubtedly have a key role to play in the delivery of buildings that provide passive 
thermal comfort and natural lighting in new and novel ways. However, the intrinsic thermal and 
visual implications of architectural and engineering decisions are often blinkered by a pervasive 
over-reliance on mechanical systems and artificial lighting. Many architects are not well versed in 
building physics and largely unaware of how greatly building form, materials and systems can 
impact on operational energy consumption (Bleil de Souza & Knight, 2007; Hand, 1998; Lovins, 
1992). At the same time, engineers often view building services as dissociated from the 
architectural design, and tend to over-size and over-specify equipment and fixtures to 
accommodate design and occupancy variables that are not known or not understood (Moller & 
Thomas, 2009; Rousseau & Mathews, 1993; Todesco, 1998). As Lovins (1992, p.12) states: 
“Rather than trying to influence prospective tenants’ efficiency so that the whole building 
will work better and cost less, the mechanical designer simply invokes a safety margin so 
large that it is virtually certain to cover whatever equipment the tenants might choose to 
install... [they are] likely to guess high or “round up” when in doubt: nobody ever got 
fired for making a mechanical system or its components too big.” 
Instead of being developed in parallel with the design, engineering solutions are applied 
retroactively to ‘best fit’ building services to the architecture. As a result, most ‘best practice’ 
fails to account for realistic building complexity, and often still leads to designs that are energy 
intensive, costly to operate and significantly detrimental to the environment (Carbon Trust, 
2012; Daly, Cooper, & Ma, 2014; de Wilde, 2014; Menezes, Cripps, Bouchlaghem, & Buswell, 
2012; Zero Carbon Hub, 2010). Overcoming this problem requires that engineers participate in 
the strategic analysis of the design brief to help inform the way architects conceptualise space 
and occupation, so that innovative solutions can be developed which neither could otherwise 
conceive on their own. This points to a need for design environments that support integrated 
performance evaluation, where different professional worldviews can be brought together so 
that decisions can be understood in terms of their impacts on the building as a whole. 
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1.1.2 Simulation for decision support 
The success of passive design strategies is determined greatly by early decisions relating to 
building orientation, form, layout, construction, glazed facade area and external shading, 
through their impacts on indoor comfort and operational energy consumption (Capozzoli, 
Mechri, & Corrado, 2009; Chaszar, et al., 2006; Venâncio & Pedrini, 2009). There is no shortage 
of decision-support tools available to assist the contemporary building designer in assessing 
these impacts. The “Building energy software tools directory” website, hosted by the US 
Department of Energy (2013a), reveals the plethora that exists. This extensive (yet not 
exhaustive) directory currently lists 402 different applications and continues to grow. These 
tools vary greatly in their features and abilities, ranging from design guidelines that codify 
traditional engineering approaches to building simulation tools that attempt to accurately 
reproduce real-world conditions from first principles (Hand, 1998; Nielsen, 2005). Identifying 
which applications have the capacity to support integration in early architectural design is a non-
trivial task that requires an understanding of the different types of tools available, and their 
strengths and weaknesses. 
Four main categories of tool have been established in research (Morbitzer, 2003): 
Design guidelines and rules-of-thumb: These tools do not predict building performance, but 
instead provide general design advice for satisfying particular performance criteria. They 
are quick and easy to use, but biased towards a simplicity that is unrealistic and 
characterised by a lack of quantifiable output. 
Traditional physical calculations: Typically computer implementations of handbook 
calculations, these tools evaluate a limited number of physical processes within a building, 
in some cases, only one. They are relatively simple to use, but provide indicative results 
only, within highly constrained solution spaces that are decoupled from the design space. 
Correlation-based calculations: Treating the building as a collection of coupled physical 
interactions, these tools employ a mix of numerical and analytical techniques to predict 
building performance with greater accuracy. Their weaknesses are that they require 
significant user expertise and typically lack any true representation of geometry, which 
dissociates them from the design process. 
Building simulation: These tools employ a component-based representation paradigm that 
allows designers to create and manipulate a virtual building where parameters affecting 
performance can be examined in detail. They use advanced numerical methods to 
simulate the real world as closely as possible, and support more holistic performance 
assessment, but typically assume some degree of user knowledge. 
Design guidelines and rules-of-thumb, traditional physical calculations, and correlation-based 
calculations have limited potential to support an integrated design process. Their inherent lack 
of a true geometric representation of the building severely restricts their capacity to relate to its 
architectural design, and their simplification of complex physical processes prevents reliable 
evaluation and comparison of design alternatives. Furthermore, they dictate the use of preset 
and inflexible formulae to evaluate building performance, which is at odds with the ad hoc 
iteration required for design exploration. Unlike these other decision-support tools, simulation 
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employs component-based modelling techniques that do not impose comparable restrictions on 
description and calculation, allowing users to define and assess design options in an iterative and 
non-prescriptive manner (Bambardekar & Poerschke, 2009; Weinstock & Stathopoulos, 2006). 
Hence it has been well argued that simulation defines the best practice approach to building 
design, as it has the ability to take into account all factors influencing performance and the 
complex interactions between them (Augenbroe, 2002; Clarke, 2001; de Wilde, 2004; Hand, 
1998; Hensen, 1994; Mazzarella & Pasini, 2009; Morbitzer, 2003; Shaviv, Kalay, & Peleg, 1992). 
The case for this is supported by the following points: 
§ Accurate and reliable methods for evaluating and comparing performance are required 
to meet building energy codes and carbon emission targets; 
§ Advances in technology encourage the development of novel design strategies that are 
outside the scope of simplified tools to assess; 
§ Integrated building design requires performance assessment where no single issue is 
prominent and all design considerations can be given equal priority; 
§ The complexity of contemporary building design signifies the need for performance 
metrics to quantify the impacts of different design options; 
§ Energy consumption is a dynamic and continuous process that requires analysis 
capable of reporting changes over time to be understood fully. 
Proponents of simulation state that its benefits include: a better understanding of building 
performance; enhanced design outcomes; shorter design time; increased confidence in the 
design; and improved practice image and competitiveness (Lam, Wong, & Feriadi, 1999; Wong, 
et al., 2000). At the same time, however, negative perceptions of energy simulation within the 
AEC community have affected limited uptake of these tools. Architects in particular feel that 
clients do not stipulate, budget for, or appreciate the use of simulation in the design process, 
and that building performance assessment is outside their scope of service (Lam, et al., 1999; 
Wong, et al., 2000). Scepticism of its benefits for the decision-making process arises from beliefs 
that simulation tools: are slow and costly to use; incur additional design time; require expertise 
that is the responsibility of specialist consultants; require extensive and ongoing training; and 
produce results that match poorly with measured performance (Bambardekar & Poerschke, 
2009; de Wilde & van der Voorden, 2003; Hand, 1998; Lam, et al., 1999; Wong, et al., 2000). 
While for a particular combination of project, design team and assessment tool, each of the 
previous statements may be true, recent improvements in computational technology and 
software interoperability are fast eroding the foundation for many of these claims. Simulation is 
more accessible, less expensive and faster to use than ever before. However, this does not 
appear to have greatly altered the perception that simulation is ill-suited to the design process. 
The uptake of performance analysis tools in practice is still proportionately low. This is largely 
because improvements in technological integration have not been matched by corresponding 
advances in process integration (Augenbroe, de Wilde, Moon, & Malkawi, 2004; Boddy, Rezgui, 
Cooper, & Wetherill, 2007; Senescu & Haymaker, 2008; Treldal, 2008). Although many 
simulation programs can import architectural models via common file exchange standards, or 
have their functionality accessed through plugins connecting them to design software, 
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procedures for the use of these tools are often not clearly structured or purposely masked. As a 
result, there is limited guidance available to assist designers in the selection and utilisation of 
simulation software to support early decision-making (Attia, 2010; Bambardekar & Poerschke, 
2009; Gonçalves, 1993; Mahdavi, Feurer, Redlein, & Suter, 2003). 
This problem is compounded by vastly differing opinions within the AEC community 
concerning how simulation should be integrated into the design process. Augenbroe (2001, 
2002, 2004) argues against the non-specialist architectural designer having any role in simulation 
procedures. He rightly points out that effective use of simulation depends both on the quality of 
the assessment tool and the technical skills and knowledge of the user. Noting that ‘designer-
friendly’ applications are often too simplified to provide reliable performance predictions, he 
then remarks that simulation tools, particularly simplified ones, are prone to misuse by non-
experts, who lack understanding of the underlying assumptions and inherent limitations of these 
programs (Augenbroe, 2002). This observation is well supported in research (Chaszar, et al., 
2006; Donn, Selkowitz, & Bordass, 2009; Hui, 2003; Ibarra & Reinhart, 2009; Soebarto, 2005). 
Augenbroe (2002, p.892) goes on to state that “if the interaction between design tasks and 
engineering analysis is incidental and unstructured the potential contribution of building 
simulation to achieve better buildings will not be reached”. He then proposes a design process 
where simulation is entrusted to expert consultants from the project outset, and ubiquitous 
computing technologies facilitate collaboration where these specialists “infuse their irreplaceable 
expertise in the communication of analysis results with other design team members” 
(Augenbroe, 2002, p.892). 
Identifying the need for complete, coherent and expressive process networks, Augenbroe 
recognises the challenge of overcoming difficulties in interdisciplinary communication, a topic 
of considerable interest over the last decade (Cooper, Cerulli, Lawson, Peng, & Rezgui, 2005; 
Froese, 2010; Holzer, 2009; Horvath & Rudas, 2008; Nicholas, 2008; Nikas, Poulymenakou, & 
Kriaris, 2007; Senescu & Haymaker, 2009a). However, while acknowledging the importance of 
process integration and communication for performance-oriented design, the concepts of 
‘design-integrated’ and ‘designer-friendly’ are treated as mutually exclusive paradigms for 
simulation tool development. The non-specialist architectural designer is excluded from the use 
of simulation tools, rather than recognising that they are experts in their own right who possess 
knowledge which can benefit the simulation process in ways not possible when each discipline 
works alone. The question that stands to be asked is: Could a simulation tool be both ‘design-
integrated’ and ‘designer-friendly’, supporting architects and engineers in working together to 
simulate and assess the performance of different design options? 
An alternative to Augenbroe’s solution is the development of a framework that better structures 
and streamlines the interaction between architects and engineers by establishing an integrated 
and collaborative simulation process. Such a framework would allow the different disciplines to 
evaluate and negotiate design and performance constraints in parallel, while combining their 
expertise to develop a more holistic understanding of building energy and comfort. Rather than 
relying on one expert consultant to interpret and communicate analysis results, individuals could 
construct meaning from their own practical experience of simulation procedures, and learn from 
the tacit knowledge of colleagues that may not otherwise be apparent. Supporting this idea, and 
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contrasting Augenbroe’s opinion, is a wealth of research endorsing the use of simulation by 
specialists and non-specialists alike (Attia, et al., 2009; Bambardekar & Poerschke, 2009; Bleil de 
Souza & Knight, 2007; Charles & Thomas, 2009; Hobbs, Morbitzer, Spires, Strachan, & 
Webster, 2003; Morbitzer, 2003; Obayne, 2006). Significant ongoing efforts to improve the 
integration of simulation in the design process are focused largely on better understanding the 
performance analysis needs of architects and engineers working together in collaboration, rather 
than on software interoperability. This is reflected by the completed theses of Attia (2012), 
Holzer (2009), McElroy (2009), Nicholas (2008), Prazeres (2006), and Morbitzer (2003). The 
view that a shared performance rationale must be embedded in the design process of both 
disciplines to be of maximum effect is gaining widespread acceptance. 
The potential benefits of performance-oriented design integration are well documented and 
extend beyond the improvements to design process argued by advocates of simulation. Building 
carbon emissions are also lowered significantly by the ensuing reductions in operational energy 
consumption. Todesco (1996, 2004) reports the energy savings resulting from an integrated 
design process to be 25-50% relative to conventional practices. Ochoa and Capeluto (2008) 
further demonstrate that reductions in energy consumption of 50-55% are achieved consistently 
by combining passive with active design strategies. As well as lessening the environmental 
impacts of the building sector, these reductions carry with them inherent savings in operational 
costs. This presents a compelling business case for performance-oriented design. Further 
strengthening this case is an increasing market demand for sustainable buildings in the 
commercial sector, which is generating improved financial returns. More efficient asset 
management and better indoor environments enhance marketability and public image, which 
improves tenant retention, draws in higher rents and increases market value (Boyd, 2009; 
GBCA, 2006; Katz, 2008; Wasiluk & Horne, 2009; Yudelson, 2008). 
Recent research also suggests that healthier, less-augmented working environments result in 
increased employee productivity. Key attributes associated with green building design – 
increased ventilation control, temperature control, lighting control and daylighting – positively 
and significantly correlate with improved worker performance and reduced absenteeism, as well 
as decreased likelihood of lawsuits and insurance claims related to poor indoor environment 
quality (Boyd, 2009; GBCA, 2006; Morton, 2002; Roper & Beard, 2006; von Paumgartten, 
2003). Given that employee salaries account for 88% of annual expenditure in commercial 
buildings, and that poor indoor air quality is estimated to cost Australian business $12 billion 
each year in lost productivity (GBCA, 2006), high-performance buildings have the potential to 
increase financial returns greatly. 
The use of simulation in the design process might require additional upfront investment, 
however, this price tag is estimated at just 0.1-0.5% of total project costs (Lovins, 1992). 
Furthermore, given that design costs are typically only 5% of construction costs, which in turn 
represent less than 10% of total building expenditure, this investment generates clear economic 
advantage (Selkowitz, Haberl, & Claridge, 1992; Wasiluk & Horne, 2009). With demonstrated 
financial and environmental benefits, it is evident that simulation provides the decision support 
needed in contemporary building design. However, while this might sound straightforward, it 
requires a complete shift in the way that designers conceptualise the role of simulation in the 
design process, and presents a number of challenges related to design integration. 
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1.1.3 Problem identification 
Despite the wealth of information surrounding building energy simulation, there is a lack of 
procedure concerning its integration in the design process. Its use as a decision-support 
instrument during early exploration requires collaboration between architects and engineers to 
establish dependencies between architectural design, building services and indoor comfort. 
However, although working on shared projects, different disciplines are intrinsically concerned 
with different principles and objectives, and use disparate modes of operation and tools to 
achieve their goals (Holzer, 2009; Holzer, Hough, & Burry, 2007; Nicholas, 2008; Peters, 1991; 
Pultar, 1999). As Howrie (cited in Hand, 1998, p.4) states: 
“Currently, it is my perception that architects and engineers operate virtually discrete 
processes in designing the same building. The language, the concepts and the sequences 
of thought of each are barely recognisable one to the other.” 
Consequently, feedback between different members of the design team occurs “only at discrete 
points, with varying frequency” (Bedrick & Rinella, 2006, p.4). Connections between disciplines 
are typically established as the need arises and cease when the task that created this need is 
complete. As responsibility is transferred from one specialist to the next, the knowledge, 
assumptions and rationale that have informed prior decisions are lost. Without a complete and 
persistent articulation of design intent and context to guide interdisciplinary interactions, 
individual practitioners cannot fully comprehend the implications of their decisions for other 
domains, or the impacts that these decisions have on building performance overall. 
Current simulation tools reflect and perpetuate this lack of integration. The majority fail to 
establish clear process and information dependencies between design and analysis tasks and thus 
hinder the sharing of expertise across discipline boundaries. They either portray building 
complexity realistically, but in a manner not understood by architects, relegating them to use by 
specialist engineers; or they impose broad-sweeping assumptions in an effort to simplify inputs 
for architects, and compromise the simulation quality, rendering results meaningless and 
potentially misleading. Either way, these tools do not reflect individual professional worldviews; 
they do not respond to the decision-making needs of multidisciplinary design teams; nor do they 
support collaborative workflows in early design. That the same can also be said for the majority 
of design software only fuels the problem further. The question that arises then is this: 
How can simulation offer more effective decision support in early design 
collaboration, to foster a holistic performance evaluation process that integrates 
the ways in which architects and engineers reason and work? 
The implications of this question are far-reaching. It challenges not only the way that simulation 
tools are currently applied to design, but the design process itself (Luebkeman & Shea, 2005; 
Seletsky, 2005). Conceptualisation sheds its tradition of ‘form-making’ to instead becomes an 
exercise in ‘form-finding’, which sees the design dynamically shaped through a process of 
analysis in response to performance objectives rather than dictated by preconceived notions of 
aesthetics (Kolarevic, 2003; Laiserin, 2008). As Ceccato (2001, n.p.) observes: 
“In other words, a result-driven paradigm is replaced by a process-driven paradigm, in 
which results are the inevitable outcome of the process, but where the true power lies not 
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in the product but in the system that creates it. By changing, guiding or optimising the 
process, the product can be consistently improved, diversified or focused as required by 
specific circumstances.” 
This reveals a need for design-support systems that focus not on deriving building solutions, but 
on informing the design process to assist users in making decisions. Accordingly, simulation 
must adopt the role of an instrument for design conceptualisation instead of one for validation. 
Rather than being used to document building systems and controls after the form has already 
become fixed, simulation must instead be enlisted to compare design options and establish 
relative trends that inform major architectural decisions. 
Strengthening this argument is quantitative survey data revealing that, compared to users of 
simplified decision-support tools, users of simulation conduct more iterations of assessment, 
over a larger range of issues, earlier in the design process (Robinson, 1996). Given that research 
has shown that successful design is largely a function of sheer quantity of options generated 
(Gane & Haymaker, 2010), this capacity to define and evaluate an increased number of potential 
solutions is vital to producing buildings with improved performance. The repeatability of 
simulation procedures makes this readily possible, since individual parameters in the building 
description can be altered with each run to evaluate the impacts of different choices on energy 
and comfort (Chaszar, et al., 2006). In order to obtain results quickly, and match the fluidity of 
conceptual exploration, the level of simulation abstraction must be controlled to mirror the 
resolution of early design enquiries. For example, early assessments might investigate the 
influence of glazing to facade ratio on indoor comfort and energy consumption, but specific 
glazing systems would not be simulated until later in the design process. This distillation of the 
building description to only the most critical simulation requirements allows designers to 
evaluate the performance of early concept models rapidly, accelerating the design process and 
making a higher decision rate possible. However, it also limits the time available to reflect on the 
consequences of these decisions and understand their impacts on the overall building quality 
(Moum, 2006). In acting to reduce decision uncertainty, these tools carry the risk of premature 
design precision, as there is an inherent trade-off between the flexibility needed to support 
creative design processes and the accuracy required to yield correct performance trends (Holzer, 
2009; Lawson, 1997; Moum, 2006). Evaluation processes are biased towards what is 
quantitative, explicit and conscious, and if not balanced by communication of the qualitative, 
tacit and intuitive, have the potential to impact negatively on design quality and limit innovation 
(Moum, 2006). Establishing a level of simulation abstraction appropriate for early design is, 
therefore, a non-trivial task that requires a clear understanding of the stage-specific enquiries of 
different disciplines influencing building energy performance. 
So how can designers take advantage of the possibilities that simulation offers? Many vendors of 
simulation tools claim that their applications already offer substantial functionality in support of 
the design process, through the provision of user interfaces that simplify the generation of input 
and readability of output. These interfaces typically offer either direct access to the simulation 
tool itself or allow design software to utilise its functionality via connecting plugins that build 
upon common model exchange standards. While at face value this might seem to ease use for 
architects, this simplification can simultaneously discourage use by engineers, and therefore 
inhibit design integration. By limiting access to the full functionality of their related calculation 
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engine, these interfaces conceal inherent assumptions and abstractions applied to the simulation 
procedure, which can lead to the misinterpretation of results (Chaszar, et al., 2006; Ibarra & 
Reinhart, 2009; Maile, Fischer, & Bazjanac, 2007; Soebarto, 2005). They impose presumptions 
that the underlying processes and limitations of the application are understood by all users; that 
the creation of a simulation model from a design requires minimal interpretative skill; that 
simulation is essentially a mechanistic task; and that the needs of the designer can be reasonably 
anticipated and standardised (Hand, 1998). This is simply not the case. 
There is no clear consensus of what is required to support the design process, however, what is 
apparent is the need for more integrated design environments that enable architects and 
engineers to bring their knowledge together in new and innovative ways. Few digital tools 
currently meet this expectation, as their development is driven by the market for technological 
progress rather than empirical evidence of practice and learning (Kvan & Candy, 2000). They 
sacrifice interdisciplinary dialogue for software interoperability, obscuring the interdependencies 
between design and analysis information and processes within generic data transfer solutions. 
To remedy this situation, Kvan (2000, p.414) argues that “in place of striving for closer coupling 
of systems and tasks, we should perhaps pay greater attention to work processes which are 
needed to create the environment for successful co-operation or collaboration”. The challenge 
here lies in constructing a model of the intersections in epistemology and practice between 
architecture and engineering, which both upholds the worldviews of individual disciplines and 
brings these worldviews together within a greater project context. Only with this foundation can 
digital tools support collaborative enquiries into design performance without restricting the 
creativity of exploration processes or compromising simulation integrity. 
 
1.2 Overview of the research 
This thesis investigates the limitations of current performance-oriented design practice and 
research, and identifies barriers to the use of simulation in early collaboration. It establishes a 
deeper understanding of how cross-cutting performance logics influence design exploration; 
how process interdependencies and creative intent can be made explicit; and how evolving 
practical knowledge is shared amongst disciplines. From this understanding, an alternative 
design approach is then proposed that brings different professional perspectives together 
without suppressing individual worldviews, and is more in keeping with the decision-support 
needs of multidisciplinary project teams. 
 
1.2.1 Aim and scope 
The primary aim of this thesis is to develop a framework for performance-oriented design that 
offers integrated decision-support by enabling architects and engineers to work together in 
simulating and assessing the energy performance of design alternatives. This framework consists 
of three parts, which together establish interdependencies between design and analysis processes 
that allow practitioners to combine their expertise and negotiate better-performing outcomes: 
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The design method: defines the procedure that designers adopt for engaging simulation 
collaboratively in early design5. It describes the information requirements and knowledge 
exchanges needed to establish an integrated design process that explores the relationships 
between architecture and performance6. 
The design representation: outlines the schema for describing both geometric and 
non-geometric building information required for performance-oriented design. It defines 
a translation model that relates design constructs to analysis constructs, establishing a 
foundation for exploring the interdependencies between modelling and simulation tasks. 
The design system: specifies the structure of software and hardware for an integrated 
design-analysis environment. It expresses the technical requirements and functions of 
individual components and how they relate to one another, as well as the interactions and 
communications between these components. 
To enhance the effectiveness of the framework in supporting design-analysis integration, 
particularly in the local context, this research puts forward several secondary aims for each of 
the three components. The following objectives are proposed for the design method: 
§ To support the ways in which designers reason and work, using technology as a 
medium to advance techniques for design exploration rather than to mimic outdated 
methods that perpetuate the constraints of traditional practice. This is required to 
ensure that information is shared amongst project stakeholders as early as possible. 
§ To foster a decision-support environment that caters for the Australian climate, 
regulations and practice, while still being customisable for other locations. This focus 
on an Australian perspective will demonstrate use of the system within a local context, 
but not restrict its application in other settings. Rather, it will provide a starting point 
from which the system can be adapted and extended as required. 
The success of the design method in supporting integration hinges on the development of a 
representation that connects the information requirements of different disciplines in assessing 
building performance. This design representation therefore seeks to satisfy the following aims: 
§ To establish a flexible modelling schema that provides a shared foundation for 
communication, which can be customised to meet specific project requirements. This 
schema will support direct interaction between design and analysis tasks in order to 
preclude translation errors, as well as issues of data redundancy and ambiguity, when 
moving between domains. 
§ To negotiate a baseline level of model abstraction appropriate for early design that 
encapsulates the data essential to the simulation activity and its relationship to the 
architectural representation. This distilled building description will allow information 
to be translated quickly and explicitly between design and analysis software. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
5  In this context, ‘early design’ is considered to mean briefing and pre-design, conceptual design and schematic 
design, collectively. This references Model Development Phases 0-2 outlined in the “National Guidelines for 
Digital Modelling” (CRC Construction Innovation, 2009a). 
6  While the term ‘performance’ can be used to refer to a wide range of performative aspects of a building, within this 
research it is defined as energy performance related to operational energy consumption. 
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Realising these aims will position the design representation to support the development of a 
design system that sets out to achieve the following outcomes: 
§ To provide dynamic and interactive feedback between design and analysis domains 
that enables designers to assess the performance of early design iterations rapidly and 
holistically. This feedback process will aid creative exploration by exploiting 
computation to automate tasks that are routine and non value-adding. 
§ To establish a modular system architecture that is scalable for a variety of usage 
scenarios, from a single user working on a local computer to multiple users accessing 
the system across a distributed network. This is necessary to ensure relevance to all 
types of design team, regardless of organisational structure. 
These objectives outline an investigation into the role of technology in supporting collaborative 
design processes that facilitate the creation of more energy-efficient and sustainable buildings. 
However, as noted earlier, sustainable development is determined not only by technology, but 
also by social organisation. How a building is understood from the social perspective of its users 
is of major influence on its performance, since operational energy consumption is a direct 
reflection of occupant inhabitation. Too often research in the area of Post-Occupancy 
Evaluation (POE) reveals sizeable differences between anticipated and measured building 
performance, in terms of both energy consumption and user comfort (Brown & Cole, 2009; 
Donn, et al., 2009; Nicol & Roaf, 2005). These discrepancies are commonly attributable to poor 
representations of occupant behaviour in pre-construction simulations giving rise to inaccurate 
estimates of energy consumption (Akbas, Clevenger, & Haymaker, 2007; Fujii & Tanimoto, 
2004; Li, Heo, & Augenbroe, 2009). In response to this problem, signification research has been 
undertaken to benchmark predicted operational conditions against actual building usage, so that 
descriptions of user behaviour can be better calibrated to reflect measured occupant response. 
Several ongoing efforts to collect data concerning energy end-use in buildings have emerged, the 
most notable being the CarbonBuzz platform in the UK (Kimpian & Chisholm, 2011; RIBA & 
CIBSE, 2011). Complementing this are other studies engaging sensitivity analysis to determine 
which aspects of occupant behaviour have the greatest impact on building energy consumption, 
so that designs can be developed to perform well over a range of plausible operational scenarios 
(Clevenger & Haymaker, 2006; Hoes, Hensen, Loomans, de Vries, & Bourgeois, 2009). 
Building on these efforts to improve knowledge of occupant behaviour are studies exploring the 
motivations behind it. Research from Brown & Cole (2009) suggests that in buildings where 
users have personal control over their immediate surrounds, access to information concerning 
how these controls affect indoor conditions is critical to them making informed choices about 
their comfort. This is particularly important in green buildings, where energy efficiency hinges 
on inhabitants playing an active role in the management of the indoor environment (Cole, 
Robinson, Brown, & O'Shea, 2008). In turn, such studies have prompted further research into 
methods by which users might better understand, manage and customise their own spaces, 
catalysing the speculative development of prototype systems to support participatory building 
design and upkeep (Santo, Frazer, & Drogemuller, 2010, 2011). The aim here is to create flexible 
and adaptive buildings that allow and encourage occupants to modify their environments as 
required over time, in order to ‘future-proof’ architecture against the changing needs of society. 
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While this research acknowledges the significance of user behaviour for building performance, it 
does not explore the subject of occupancy or its description in energy simulation. There are two 
reasons for this. Firstly, while uncertainties and assumptions concerning occupant behaviour do 
result in discrepancies between predicted and measured performance, they do not impact unduly 
on early decision-making processes, when the focus is on comparative, rather than absolute, 
evaluations of design performance. All that is needed to ensure reliable comparison in these 
early stages is consistency in the occupancy description across different options. Secondly, 
decisions that are influenced directly by the particulars of user behaviour tend to concern the 
specification of building services and their controls, which are not typically resolved until late in 
the design process. Following similar logic, the delivery and configuration of mechanical systems 
are also not examined in any detail. However, although this research does not address these 
issues of occupancy and services directly, the proposed framework is anticipated to 
accommodate findings from studies that do by allowing designers to define and customise 
inputs concerning building operations and systems, in order to suit unique project constraints. 
The role of policy in integrated design is also not explored in this thesis. While the importance 
of legislation, standards and contractual agreements in facilitating integrated and sustainable 
practice is acknowledged, investigation of these matters is outside the research scope. The 
proposed framework is designed with current building policy in mind, and given that it focuses 
on supporting the design processes of both architects and engineers, it is not believed that there 
is conflict between the proposed framework and the practice context in Australia or elsewhere. 
First and foremost, this research is concerned with progressing methods for evaluating building 
performance in everyday practice through the development of new design processes and tools 
that improve support for digital collaboration. It focuses on the interaction between 
architectural modelling and energy simulation to demonstrate how design-analysis integration 
might be achieved by linking the creation of building geometry more explicitly to simulation 
inputs. In doing so, this research seeks to establish a basis for more holistic design strategies that 
address issues of sustainability in the built environment by allowing architects and engineers to 
work together to simulate and assess the performance of design alternatives. 
 
1.2.2 Research framework 
The research presented in this thesis has largely been conducted as part of Linkage Project 
LP0883315 funded by the Australian Research Council (ARC), entitled “The Assimilation of 
Architectural and Services Design in Early Design Modelling”. The Linkage Project scheme7 
supports collaborative research and development between higher education institutes and 
industry-based organisations, for the purpose of practice-based inquiry. In the case of this three-
year project, a combined research effort from Queensland University of Technology (QUT) and 
RMIT University was fostered within industry by Project Services – a multidisciplinary building 
design and project management division of the Queensland Government’s Department of 
Public Works. The project was conceived as an investigation of how practical constraints 
governing the design and construction of mechanical services could be integrated into early 
architectural modelling. Initial research found that the greatest influence on the size and 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
7  http://www.arc.gov.au/ncgp/lp/lp_default.htm 
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configuration of these building systems is the demand placed on them to maintain indoor 
comfort artificially, which is largely determined by the architectural design and can be measured 
by the energy that they consume. The role that this PhD then established within the overall 
project was to determine how architects and engineers might work together in early design to 
minimise building energy loads, and the digital tools and processes required to support this. 
To develop a comprehensive understanding of the working processes of each discipline and 
how they might intersect, this PhD was conducted as embedded-practice research, where the research 
is undertaken within the practice being studied rather than a traditional university setting. The 
embedded-practice method of research has emerged as a critical response to the increasing 
disparity between academia and industry in understanding processes of innovation and change. 
As Maher et al. (2006, n.p.) note, “research in architecture is often seen by the profession as 
unrelated to the practice of architecture”, with academic researchers largely perceived to have 
little understanding of the nuances of industry. At the same time, the practice of design in itself 
can be seen to constitute research, given the significant innovation that occurs within projects 
(Maher, et al., 2006). As Lee, Green & Brennan (2000, p.128) argue, the “increasing social 
complexity of workplaces and their increasing reliance on knowledge production and 
communication mean that the practice of professionals and knowledge workers has in large part 
become... involved in higher-order problem solving... [with] an inevitable collapsing of learning 
and doing”. However, as this manner of research is treated as one and the same with the 
practice of design, systems and structures for conducting and reporting it formally are either 
non-existent or inadequate (Maher, et al., 2006). Consequently, knowledge gained on one project 
is rarely carried forward to benefit subsequent similar projects or channelled back into the 
associated industry (Gann & Salter, 2000; Lawson, Bassanino, Phiri, & Worthington, 2003; 
Taylor & Levitt, 2004). As Maher et al. (2006, n.p.) observe, “formal structures and processes 
need to be established, or greatly enhanced, to ensure that research insights are transferred, 
debated and accumulated”, such that they may benefit the AEC practice as a whole. 
Embedded-practice research bridges this gap between theoretical discourse and the constraints 
of everyday practice, by recognising that the development of new and innovative knowledge “is 
most likely to arise in the often contested borderland between the university and the 
market/society” (Scott, 1995, p.144). It provides a vehicle for accessing and explicating practical 
knowledge, which is largely tacit and not often expressly articulated, by allowing it to be 
acquired through experience of its application in situ (Maher, et al., 2006). The benefit it 
presented for this research was the opportunity to contextualise key interdependencies between 
architects and engineers within the milieu of everyday practice, through exposure to their use of 
digital tools and processes. By adopting a participant-observer role, interdisciplinary interactions 
could be examined over time as they naturally occurred, enabling a holistic understanding of the 
forces at play in design collaboration to be developed. Research instruments supporting in-
depth enquiry afforded this in-depth understanding. Over a period of two and half years 
embedded with Project Services, case studies and unstructured interviews were used to gather 
detailed information about the organisation’s practices, including how they supported design 
integration, and their impacts on project outcomes. Given that HVAC and lighting are the 
largest consumers of energy in buildings (Ambrose, 2009; Pollock, et al., 2009), the first two 
years were spent situated with the services engineering team, to gain insight into mechanical and 
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electrical design processes. This experience not only supplemented prior architectural 
knowledge to create a more complete picture of the factors influencing energy performance, but 
also highlighted obstacles contributing to poor architect-engineer interaction that prevented 
these factors from being successfully addressed. An understanding of these obstacles was first 
developed through observation of architects and engineers engaged in collaboration on live 
projects, and then corroborated during follow-up discussions with practitioners of both 
disciplines, the most critical of which are documented in Appendix B. The subsequent six 
months spent embedded with the architecture team confirmed these obstacles to emerge from 
the inability of either profession to express design requirements in terms that the other could 
understand. Miscommunication arising from the use of different languages, information and 
processes was a recurring problem that resulted in a lack of procedures for supporting 
integration across design and analysis domains. 
In response to these identified shortcomings, this research seeks to unlock tacit knowledge 
concerning evolving design practices, associated digital tools, and their impacts on design 
integration. By viewing practice as a serious conduit for research, it explores the differences in 
worldview and modus operandi between architects and engineers in order to understand how their 
interactions might be structured and streamlined to support more interdependent approaches to 
design exploration. The purpose of doing so is to construct a decision-support framework that 
better informs early design exploration and guides designers in working across disciplinary 
boundaries, so that more sustainable design processes and outcomes can be developed. 
 
1.2.3 Significance and contribution 
This PhD addresses the “lack of research into the relationships between strategic knowledge in 
design and the role of support tools” (Kvan & Candy, 2000, p.429). Recognising that building 
design is a joint effort, it establishes new practical knowledge concerning interdependencies in 
process and information that must be upheld between architects and engineers if they are to 
combine their specialist expertise. It then illustrates the benefits of this knowledge for 
collaborative design practice by demonstrating how it might be used to guide the development 
of digital tools that support interdependent methods of working and integrated decision-making; 
in this case for the purpose of minimising building energy consumption through design. 
The approach adopted here differs significantly from other integration endeavours in that it 
does not seek to circumvent conflict between contrasting professional worldviews by imposing 
a unitarist model of understanding that discounts the individual discipline as a valid source of 
knowledge. It views the difference and tension that occur in intersections between divergent 
decision logics not as disparity in need of reconciliation, but instead as an opportunity for 
enriching interdisciplinary dialogue in order to foster new expertise and innovation. In doing so, 
this research establishes design as a social process, and contributes to knowledge concerning the 
effects of social organisation on interdisciplinary interaction – a relatively small area of inquiry in 
AEC literature, but one that impacts significantly on the sharing of design intelligence across 
professional boundaries. 
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The contribution that this research makes is practical as well as theoretical. Guided by the view 
of design as a social process, it presents a framework for the development of collaborative 
decision-support environments that is heavily grounded in an understanding of performance-
oriented design practice. This framework addresses a number of shortcomings observed with 
current simulation software, which largely fails to cater to the needs of both architects and 
engineers. Rather than developing energy analysis tools that respond to each discipline 
independently, as has typically been done in the past, it looks to support simulation users by 
considering their collaborative requirements, as seen through the lens of embedded-practice 
research. This is significant not only for the interdependent approach to simulation that the 
framework adopts, but for the working knowledge that it presents on simulation processes 
within Australian practice, a context where research into the needs of users is extremely limited. 
With a view to carry this working knowledge forward, the framework establishes a formal model 
for communicating the relationships between design and performance constraints, one that 
supports architects and engineers in combining their expertise to develop integrated design 
strategies for minimising building energy consumption. In doing so, it offers a number of 
potential benefits to building design practice, which include: 
Low-carbon architecture: By supporting the design of buildings with reduced energy 
consumption, built environment carbon emissions can be minimised. Energy simulation 
is usually only employed to investigate building performance on high-budget projects 
with explicit sustainability objectives, a relatively small proportion of the construction 
market. The proposed framework targets use in everyday practice so that energy 
efficiency can become an inherent part of all architectural design. 
Innovation in passive design: By facilitating collaborative investigations of energy 
performance, project teams can explore new and novel design solutions that are better 
integrated with their natural surrounds. Realistic representations of building complexity 
and rapid evaluation procedures support project-specific experimentation without 
exorbitant additional cost or risk of failure. Designers can thus engage passive design 
measures confident of the extent to which they will impact positively on building 
performance, and reliance on mechanical building systems can be reduced. 
Australian energy tools: By responding to the simulation needs of local practitioners, the 
proposed framework can better support Australian practice. The majority of research 
progressing the use of energy simulation in building design has not been undertaken with 
the Australian context in mind, or with provision for customisation to suit this context. 
As a result, many analysis tools either lack specifications for HVAC systems in common 
use in Australia, or fail to adequately account for the latent heat associated with humidity 
- a dominant feature of the local climate (Crawley, Hand, Kummert, & Griffith, 2008). 
The proposed framework addresses this issue by developing an integrated simulation 
strategy that both accommodates Australian conditions and is customisable to enable 
extension and adaptation for other locations. 
While the interaction between architects and structural engineers in conceptual exploration has 
been the subject of much recent research (Bollinger, Grohmann, & Tessmann, 2010; Chok & 
Donofrio, 2010; Coenders, 2007; Holzer, Burry, & Hough, 2007), the integration of energy 
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simulation in early architectural modelling is a new area of exploration, which promises original 
knowledge about the impacts that design decisions have on building energy consumption. The 
flexible and collaborative integration framework proposed in this thesis offers better decision-
support in early design by improving the dialogue between architect and engineer to allow the 
negotiation of different professional worldviews, rather than relying on individual practitioners 
to interpret information on an as-need basis. This allows designers to develop a new 
understanding and intuition about the relationships between building design and energy 
performance that go well beyond the rules-of-thumb which currently guide decision-making. In 
doing so, it facilitates a shared knowledge between disciplines that is of as great a benefit to the 
design process as the simulation capabilities that the proposed framework provides. 
 
1.3 Overview of the thesis 
The proposition put forward by this research is that simulation can better aid early decision-
making if adapted to support collaborative analysis procedures that integrate the ways in which 
architects and engineers reason and work. Viewing interdisciplinary difference as an invaluable 
source of new knowledge, this thesis explores how simulation can be used to structure and 
streamline the interactions between design and analysis tasks, so that a more holistic 
understanding of building performance can be developed. Following this rationale, it asserts that 
in order for practitioners to share their expertise across discipline boundaries, digital tools and 
processes must facilitate the creative intersection of different worldviews, rather than 
prescribing a metanarrative that discounts the importance of individual authorship. This first 
chapter has described the research problem and scope, positing the claim that simulation 
represents the best-practice approach to decision support in early design, as it facilitates the 
holistic evaluation of design alternatives. Through a combination of literature review, case study 
and observations of practice, the subsequent chapters present evidence that not only supports 
this claim, but at the same time establishes a rationale for the integration framework proposed in 
this thesis. The novel approach to performance-oriented design that has been developed is a 
critical response to the observed conflicts and obstructions facing current integration practices. 
Having outlined the thesis motivations, Chapter 2 goes on to ground these studies within a 
broader research context. It explores historical development of the relationship between 
architect and engineer to illustrate how increasing professional specialisation has led to 
difficulties in interdisciplinary dialogue that contribute significantly to collaboration problems. 
Literature on multidisciplinary design theory and practice is then reviewed to identify several 
limitations in conventional integration approaches that impede social interaction when working 
across professional boundaries, thus preventing the dialogue required for creative exchanges of 
knowledge amongst disciplines. Chapter 3 builds on this literature review by drawing on 
firsthand experience of multidisciplinary design processes at Project Services to critique the 
success of current practices in supporting early design collaboration. Two case studies are 
presented to demonstrate both the benefits of energy simulation for design outcomes, as well as 
the barriers to its integration in early decision-making processes. 
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After giving a detailed account of the integration practices at Project Services, which are 
somewhat typical of the AEC industry as a whole, this thesis engages in a more speculative 
investigation of alternative approaches to multidisciplinary design that offer greater potential to 
support interdisciplinary interaction. Chapter 4 examines how the matter of performance-
oriented design is addressed in the aerospace industry, where similar obstructions to integration 
have been overcome using a methodology known as Multidisciplinary Design and Optimisation 
(MDO). It then explores the application of MDO-like approaches to building design; the 
similarities and differences in its implementation between the two industries; and the foreseeable 
benefits of this methodology for integration practice in the AEC industry. Chapter 5 goes on to 
review a number of modelling and simulation programs, reporting on their capacity to support 
design exploration based around MDO principles, according to their fulfilment of suitability 
criteria derived from the Project Services case studies. These criteria reflect the early design 
needs of both architects and engineers, as well as the constraints of Australian practice. 
Chapter 6 presents a novel framework for performance-oriented design and demonstrates its 
use for developing integrated decision-support environments that foster more interdependent 
methods of working between architects and engineers in early exploration. It examines the roles 
of process, representation and technology in supporting a collaborative simulation procedure 
that provides designers with dynamic real-time performance feedback, so that they may make 
more informed decisions. It then discusses how the prototype design system at the centre of this 
demonstration facilitates the sharing of design knowledge between disciplines to support a more 
holistic understanding of building performance. Chapter 7, the final chapter, reflects on the 
research that has been undertaken for this dissertation and reports on findings and directions 
for future work. It offers perspective about how this research could be extended to further 
contribute to ongoing professional and academic discourse concerning design-analysis 
integration, and speculates on the implications that this work may have for practice and research 
as we move forward into an era of more environmentally-conscious design. 
Through the chapters outlined above, this thesis identifies and addresses barriers to the 
integration of simulation in early architectural design. By way of case studies undertaken within 
Project Services, it explores the relationships between building design and performance analysis 
to establish the role of simulation tools in supporting integrated decision-making and 
interdisciplinary methods of working. It develops new practical knowledge concerning 
interdependencies in process and information that must be upheld between architects and 
engineers in order to assist them in combining their specialist expertise. By addressing these 
requirements, this thesis then establishes a framework for collaborative enquiry into design 
performance, and demonstrates how simulation can be used to its full potential to foster more 
sustainable building solutions. 
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2.1 Overview 
Modern building design is a task for a team of specialist consultants that is characterised by an 
ever-increasing complexity. As such, the potential for product improvements and productivity 
gains through interdisciplinary design integration has long been recognised in AEC research. Yet 
despite an increasing emphasis on whole-of-building considerations in early design, this has 
largely not translated to the adoption of integrated design processes and technologies in 
practice. Although there is a growing demand for more collaborative approaches to design 
exploration, the legacy of the traditional sequential workflow persists. Building form is typically 
conceived by an architect and then passed on to various specialist engineers, who perform a 
succession of discrete post hoc analyses to validate, refine and cost the design, before retroactively 
‘fitting’ building systems to the architecture. As this linear design process unfolds, there are 
frequent intersections between different disciplines; however, since their modes of operation 
and tools are disjoint, divisions of labour and process remain clear-cut. Even more problematic 
are the underlying incongruities in epistemology and language, which pose a significant challenge 
for establishing a dialogue that facilitates useful interdisciplinary interactions. 
This chapter begins by discussing how the division of the design process into discrete 
architectural and engineering tasks and responsibilities has led to buildings that are ill-adapted to 
their environment and energy-intensive. It then examines the nature of professional 
specialisation within the AEC industry, and how contrasting disciplinary worldviews, educations 
and languages have caused this schism between architects and engineers. Recognising design as 
a fundamentally social process, it draws on theory of organisational knowledge to explore the 
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role of dialogue in interdisciplinary interaction, and its implications for design integration. 
Contrary to traditional school of thought, however, professional difference is considered 
invaluable to dialogue, offering benefits that far outweigh any hindrance to the construction of a 
shared understanding. As similarly noted in more recent organisational theory, disciplinary 
diversity enriches dialogue by fostering unique opportunities for knowledge exchange, and thus 
new expertise and innovation. Consequently, it is argued that dialogue is of greatest value in 
AEC practice not when employed to impose a quixotic universal understanding, but when 
conceptualised as a vehicle for exploring interdisciplinary connections that support the 
interfacing of design intelligence across professional boundaries. 
Following this, recent AEC trends are examined in relation to the implementation and uptake of 
computational support for design integration. Significant efforts in the development of digital 
tools and technologies supporting multidisciplinary design are reviewed, and their successes and 
shortcomings highlighted to illustrate the challenges facing practice today. Characteristic 
problems of architect-engineer interaction are then discussed in a critique of current design 
software and its capacity to support a digital dialogue that is based on the acceptance of 
disciplinary differences rather than the prescription of sameness. Finally, the nature of early 
design is examined, and requirements are posited for digital tools and processes that support 
improved mediation between practitioners and the design during its conceptualisation. 
 
2.2 From acclimatised to artificial 
From a historical perspective, the decoupling of comfort considerations from the process of 
architectural conceptualisation is a relatively recent phenomenon. Prior to the twentieth century, 
buildings relied on passive measures to maintain indoor comfort, and as such, climatic 
constraints were linked inextricably with formal design principles to ensure a balance between 
the architecture and its surrounds (Citherlet, Clarke, & Hand, 2001). This is evidenced by the 
diverse range of indigenous building typologies found across the globe, each characterising a 
unique architectural vernacular that has been developed and refined in response to local climate 
and culture over many years (Citherlet, et al., 2001). These archetypes maintain comfort 
passively by creating building microclimates that take advantage of the natural environment and 
native materials to mitigate occupant experience of unwanted or extreme climatic conditions 
(Naciri, 2007). Three such examples are seen in figure 2.1. The kasbah is a traditional style of 
Moroccan dwelling that functions primarily to shield inhabitants from the hot and arid weather 
(Naciri, 2007). Constructed from adobe and up to three feet wide, the thick external walls of the 
kasbah embody considerable thermal mass to regulate internal temperature, and contain 
windows that are small in size and positioned high on the facade to minimise direct heat gain 
(Naciri, 2007). In an arctic climate, internal temperature is regulated by applying principles of 
insulation rather than thermal mass, as can be seen with the igloo, a shelter inhabited by Canadian 
Inuit during winter hunting trips (Murakami & Ikaga, 2008). The igloo is constructed from snow, 
which naturally traps numerous small pockets of air within its structure, making it a highly 
insular building material. This snow construction, in combination with the low surface-area to 
volume ratio of the hemispherical form, serves to minimise heat loss from within and maintain 
 an inside temperature considerably higher than that outside (Murakami & Ikaga, 2008). Another  
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Figure 2.1: Examples of vernacular architecture: the kasbah8, the igloo9, and the tongkonan10. 
example of an acclimatised indigenous architecture is the tongkonan, a traditional ancestral 
dwelling native to Indonesia (Julistiono & Arifin, 2005). Responding to the region’s hot and 
humid climatic conditions, the elevated structure of the tongkonan makes the most of natural 
breezes in order to moderate the high tropical temperatures. The large boat-shaped roof, with its 
bamboo structure and rattan thatching, not only insulates the interior spaces, but also 
encourages natural ventilation throughout the dwelling (Julistiono & Arifin, 2005). These kinds 
of indigenous building typologies, many other examples of which exist globally, serve to 
demonstrate how passive design solutions achieve a balance between occupant requirements 
and environmental impacts through the direct coupling of architectural and comfort 
considerations. According to Rush (1986, p.8), these traditional building forms achieve 
symbiotic relationships with nature that “approach an integration ideal”. 
In the 1900s, tried and tested passive design strategies, as exemplified by these traditional 
archetypes, began to be discarded in favour of new active building technologies. By the second 
half of the twentieth century, HVAC systems and fluorescent lighting had been developed to 
accommodate indoor comfort needs reliably and economically (Citherlet, et al., 2001). The 
advent of these new technologies gave architects freedom to pursue designs unencumbered by 
the previously unavoidable constraints of passive comfort requirements (Todesco, 1998). At the 
same time, the introduction of these complex systems saw the need for new building services 
specialists. This further drove the already increasing disciplinary specialisation within the AEC 
industry, and established a distinct divide between architecture and services engineering 
professions (Todesco, 1998). Since temperature, airflow and lighting could be maintained at 
acceptable levels artificially via building systems devised by services engineers, architects were 
able to engage in building design as a purely artistic endeavour (Todesco, 1998). As a result, the 
design process underwent an unprecedented paradigm shift that effectively severed the 
connection between formal exploration and performance considerations. With climatic factors 
no longer a primary motivation for building form, architects created designs and then passed 
them on to mechanical and electrical engineers to ‘fit’ the systems needed to achieve comfort 
(Lovins, 1992). The design process that had previously been integrated thus became fragmented 
into the sequence of distinct disciplinary activities commonly experienced in practice today. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
8   http://riadzany.blogspot.com.au/2009/05/morocco-allocates-15-million-to-restore.html 
9   http://www.vandaaz.com/IGLOO.HTML 
10  http://en.wikipedia.org/wiki/File:Tongkonan_Sa_dan.jpg 
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The resulting lack of interaction between architects and services engineers that is now prevalent 
severely inhibits the ability of either discipline to fully comprehend the implications of their 
decisions on building performance (Todesco, 1998). Architects are generally not well versed in 
building physics and largely unaware of how greatly choices concerning building form, materials 
and systems can impact on operational energy consumption (Bleil de Souza & Knight, 2007; 
Hand, 1998; Lovins, 1992). At the same time, engineers often view building services as 
dissociated from the architectural design and tend to over-size and over-specify equipment and 
fixtures to accommodate design and occupancy variables that are not known or not understood 
(Moller & Thomas, 2009; Rousseau & Mathews, 1993; Todesco, 1998). These practices have led 
to buildings that are energy intensive, costly to operate and significantly detrimental to the 
environment (Rousseau & Mathews, 1993). 
Given the complexity of contemporary buildings, traditional rules-of-thumb and experience-
based knowledge no longer suffice to ensure the design of energy-efficient architectural forms. 
Consequently, there is a clear need for architects and services engineers to engage in new 
decision-making practices that explore performance interdependencies between a building’s 
architecture and its systems. This can be achieved through the integration of architectural, 
mechanical and electrical design processes (Todesco, 1998). However, since efforts to advance 
design integration have focused heavily on improving software interoperability, as opposed to 
progressing techniques for multi-disciplinary decision-making, support for such process 
integration remains fairly primitive (Gane & Haymaker, 2010). In order to establish new and 
more effective methods by which architects and engineers may work together, the forces driving 
the increasing separation between these disciplines must first be examined so that strategies for 
achieving confluences of knowledge and process can be established. 
 
2.3 Specialisation in the AEC industry 
Recent literature critiquing contemporary AEC practice reveals a lack of integration between 
disciplines involved in building design processes (Augenbroe, et al., 2004; Boddy, et al., 2007; 
Holzer, 2009; Kalay, Khemlani, & Choi, 1998; Maher & Burry, 2006; Nicholas, 2008; Pultar, 
1999). Although working on shared projects, individual professions are intrinsically concerned 
with different principles and objectives, and use various modes of operation and tools to 
achieve their goals (Holzer, 2009; Holzer, Hough, et al., 2007; Nicholas, 2008; Peters, 1991; 
Pultar, 1999). The fragmentation that is thus experienced within multidisciplinary teams leads to 
disjointed workflows, resulting in coordination difficulties that are often cause for manual 
reworking of the design when moving between domains (Boddy, et al., 2007; Holzer, 2009). 
This fragmentation is at odds with the integration required for holistic building design, and leads 
to diminished performance of both the product and the process responsible for it (Kalay, 1998). 
Within the design process, interdisciplinary interactions are complex, and vary in requirement 
from project to project, as well as over time. Given this unpredictable nature, connections 
between disciplines tend to be established as the need arises, and are typically terminated as 
soon as the task that has generated this need is complete (Holzer, 2009; Kalay, et al., 1998). As a 
result, feedback between different members of the design team occurs “only at discrete points, 
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with varying frequency” (Bedrick & Rinella, 2006, p.4). This lack of continual and consistent 
interaction severely inhibits the ability of individual professions to fully comprehend the 
implications of their choices for other disciplines, or the impacts of decisions on building 
performance (Hensel & Menges, 2006; Kalay, et al., 1998; Rush, 1986). Consequently, while 
certain aspects of the building’s architecture and/or systems may be optimised against the goals 
of one profession individually, its performance as a whole often suffers because the objectives 
of other disciplines are not taken into account simultaneously (Hensel & Menges, 2006). 
Viewed from a historical perspective, the increasing complexity of building design, and 
expansion of associated theoretical and practical knowledge, is the root cause of difficulties for 
interdisciplinary interaction and integration (Gray & Hughes, 2001; Kalay, et al., 1998). This 
complexity has triggered ongoing diversification of the AEC industry into progressively more 
specialised disciplines, which has led to a growing gap in knowledge and understanding between 
professions (Gray & Hughes, 2001; Peters, 1991; Pultar, 1999). According to Cuff (1991), the 
construction industry is now fragmented into upward of sixty-seven different professions, 
consisting of over two million organisations. While this specialisation offers the benefit of 
“allowing ... a discipline to refine theories, methods and technologies and push outward the 
bounds of knowledge within that field” (Seipel, 2005, p.2), which is necessary to master the 
intricacies of building design, it does little to support opportunities for innovation that arise 
from working across disciplinary boundaries. As Khemlani & Kalay (1997, p.391) observe, 
“architects often emphasize the quality of artefacts over their function, purpose, and the 
processes of making them”, while “engineers tend to emphasize the function or purpose of the 
artefact, placing less emphasis on the process of making, and still less on its formal qualities”. 
Not only has this created a professional division between the two disciplines, the engineers 
themselves “have become so highly specialised that they are seldom able to understand the work 
of colleagues in a different field of engineering” (Salvadori, 1991, p.xiv). This lack of intersection 
between different fields of expertise prevents the explicit articulation of disciplinary 
interdependencies needed to construct collaborative design processes and tools. 
The legacy that this specialisation has contributed is one of distinct professional silos which 
generate and maintain discrete bodies of discipline-specific knowledge. This legacy is reinforced 
by contemporary educational and socio-economic norms that advocate and reward excellence in 
ever-more specialised fields (Kalay, 1998). Furthermore, individual disciplinary silos are actively 
upheld and protected by autonomous professional bodies, who derive market identity and 
authority from their expert knowledge and skills (Holzer, 2009; Turkle, Dumit, Mindell, 
Gusterson, & Silbey, 2005). Given that the boundaries of existing professions are clearly 
delineated, as the size and complexity of building projects continue to grow, the number of 
disciplinary silos also increases to fulfil new roles and duties that emerge in the design process 
(Holzer, 2009). Rush (1986) argues that the resulting subdivision of responsibility against these 
various disciplines, in combination with the partitioning of accountability against design stages, 
is the main reason that buildings perform poorly. Kalay (1998) elaborates on this, stating that as 
responsibility is transferred sequentially from one specialist to the next, the knowledge and 
assumptions that have informed earlier design decisions are typically lost. While this hierarchical 
decision-making and transference of responsibility from one professional to the next may be 
efficient in terms of completing the design task, it is detrimental to the overall performance and 
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quality of the end product (Kalay, 2006b). Figure 2.2 shows how the juxtaposition of these gaps 
in professional responsibility and workflow discontinuities results in the formation of 
‘operational islands’ that cause the fragmentation experienced in industry today. This illustrates 
the disconnect between different disciplines throughout the design process and why the 
expertise of individuals does not necessarily translate to collective competence (Rush, 1986). It 
also highlights how compartmentalisation of the design process into distinct stages exacerbates 
this disconnect, largely because the nature of information requirements and exchanges varies 
considerably between them. As Holzer (2009, p.35) observes, “there is neither continuous 
transition from one design stage to another, nor a simple increase in detail that needs to be 
considered by architects, engineers and others”. Rather, the type of feedback required amongst 
practitioners in early design differs significantly from that needed later in the process, and the 
specific interdisciplinary interactions required at each stage vary project to project. 
Growing environmental concerns and recent technological advances are heightening the need 
for tools and methods that reconcile these ‘operational islands’ from the outset of the design 
process. As Banerjee & De Graff (1996, p.185) explain: 
“Historically, the discipline of 'architecture' has been seen as a 'creative' discipline. 
Excellence in 'design' is usually equated to the excellence in the artistic and functional 
qualities of the design. However, the pace of industrialization and the advancement in the 
technology of the built environment are forcing architects nowadays to consider the 
technological feasibility of their 'design' at a much earlier stage of the design process”. 
The implication here is that rather than being governed solely by aesthetics, design exploration 
must also be motivated by performance logics. Since such logics are cross-cutting, they require 
input from a number of different disciplines if they are to be addressed successfully, and cannot 
be dealt with by architects alone. Decisions must be made jointly, with overall performance 
taking precedence over discrete disciplinary objectives. This necessitates a more collaborative 
design process that aims to achieve results which are greater than the sum of the individual 
contributions, consisting of “parallel expert actions ... bracketed by joint activity of negotiation 
 
 
 
Figure 2.2: Operational islands arising from the juxtaposition of responsibility and workflow (Rush, 1986, p.266). 
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and evaluation” (Kvan, 2000, p.413). It challenges the model of professional silos, shifting 
emphasis from the accrual of detailed discipline-specific knowledge to the development of a 
new design intelligence concerning the interface of such knowledge between different 
professionals. Gann & Salter, quoted in Holzer (2009, p.34), state that: 
“As new specialisms emerge there is a concomitant increase of skills required for 
coordinating and balancing divergent interests. Interdisciplinary skills therefore 
complement the emerging pattern of specialisation assisted by complementary 
technologies.” 
There are a number of factors that influence the development on these interdisciplinary skills 
and technologies. While it is beyond the scope of this chapter to investigate them all, the 
following subsection examines those which have their locus within the disciplines themselves, in 
order to illustrate the professional differences that must be traversed. It explores how 
epistemology, education and language affect the ways in which architects and engineers 
approach the task of design and each other, and identifies difficulties that must be overcome if 
new interdisciplinary processes and tools are to be developed. 
 
2.3.1 Professional epistemology, education and language 
As disciplines, architecture and the various fields of engineering maintain distinct professional 
identities that are “held together by a shared epistemology - assumptions about the nature of 
knowledge and acceptable ways of generating or accumulating knowledge” (Seipel, 2005, p.4). 
Within individual professions, practitioners “share basic assumptions about the nature of the 
world, beliefs about what constitutes an interesting question for study, methods for generating 
and analyzing information, and rules about what constitutes evidence or ‘proof’” (Seipel, 2005, 
p.4). As such, each discipline embodies more than just a unique collection of facts and practices 
relating to its respective field of specialisation, it is also a worldview that instils practitioners with 
a defined set of objectives and value systems by which to evaluate the products of their 
professional efforts (Kalay, 1998). 
The divergence of architect and engineer worldviews is the main obstruction to effective 
collaboration and joint decision-making in design practice (Kalay, 1998). As Peters (1991, p.23) 
observes, “although architectural and engineering designers both deal with building, they each 
think very differently about the same subject matter”. Their professional goals are markedly 
dissimilar, with architects largely interested in the end product and its aesthetics, while engineers 
are concerned with analysing and arranging building systems and processes (Peters, 1991). This 
difference is the product of separate educations that serve to perpetuate the insular mentality of 
disciplinary silos (Pultar, 1999; Salvadori, 1991). Academic training reinforces natural 
predispositions toward one profession or the other, as “potential differences in interests and 
behaviour between architectural and engineering students are recognised, magnified, and made 
more rigid by the difference in their education” (Salvadori, 1991, p.xiv). Put more bluntly, 
architecture and engineering students are groomed to “belong to different breeds of the human 
species” (Salvadori, 1991, p.xiii). Those studying architecture are visually-responsive individuals 
interested in exploring the multi-faceted complexities of human society with an open, yet 
critical, mind (Peters, 1991; Salvadori, 1991). Engineering students, conversely, are analytically 
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inclined and have a proclivity for practical problems that can be solved through applied 
scientific principles (Peters, 1991; Salvadori, 1991; Schlaich, 1991). This contrast in academic 
conditioning both parallels and propagates the professional dissonance observed in practice. 
In many countries, differences in educational philosophy are reinforced by the segregation of 
architecture and engineering students within separate and unrelated schools that are often 
located in different university faculties (Maher & Burry, 2006). As Billington (1991a, p.50) states: 
“You never once experience a course taught by both an architect and engineer. Rather, 
you go between two different cultures. When you go from the engineering school to the 
architecture school, you clearly enter a completely different world.” 
Maher & Burry (2006, p.202) further observe that “divisions are easily established and then 
maintained as courses are accredited by their respective professional bodies (to which there is 
strict adherence) and the students (and most of the faculty for that matter) do not interact”. 
While there are some programs that encourage interdisciplinary collaboration during education, 
these are a rarity, and more often than not those studying architecture and engineering have no 
interaction prior to entering their professional careers (Holzer, 2009). As a result, their distinct 
understandings and attitudes are formulated without any exposure to the theories and practices 
of counterpart disciplines involved in building design (Banham, 1990; Maher & Burry, 2006). 
While it is recognised that an interdisciplinary understanding of building performance and 
systems can enrich the design process, the teaching of technical concepts remains peripheral to 
the central aesthetic focus of architectural education (Banerjee & De Graaff, 1996; Pultar, 1999). 
According to Roberts & Marsh (2001, p.345), this “lack of integration between technology and 
the remainder of architectural education is a concern of many architectural educators”, and 
along with Maver (1997) and Ward, Horton & Brown (1992) stress the importance of 
incorporating technical content into architectural curricula. However, as Holzer (2009, p.37) 
observes, “advocating interdisciplinary concerns in the architectural education agenda is a 
difficult endeavour”. Cuff (1991) and Salvadori (1991) suggest that this difficulty can be 
attributed in part to a training which champions the architectural student as sole author of their 
building designs. Banerjee & De Graaff (1996) cite the separation of technical subjects from the 
design studio to impede interdisciplinary understanding by exacerbating the disconnect between 
building technologies and design process. The question of subject content also presents 
problems as the body of technical information involved in building design is continually 
increasing (Ward, et al., 1992). Kalay (1998, p.40) thus asserts that “it is impractical ... to try and 
cross-educate students in more than one discipline, for the very problem of fragmentation is the 
result of the explosive growth of knowledge in each and every one of them”. Arguing that the 
foundation of an interdisciplinary understanding is awareness of how technical considerations 
relate to design process, many architectural educators claim that a more viable and effective 
alternative is the restructuring of design studios to include performance investigation as an 
integral component (Banerjee & De Graaff, 1996; Maher & Burry, 2006; Roberts & Marsh, 
2001). As Kalay (1998, p.40) contends, what is most important is not to produce students with 
an encyclopaedic knowledge of technical matters but “to try and sensitize students (as well as 
professionals) to the issues, objectives, and concerns of their peer disciplines”. 
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At the same time, contemporary engineering education also perpetuates the schism between 
professions. While architects are presumed to possess some knowledge of building systems 
upon completion of their studies, there is no reciprocal expectation that engineers hold even a 
basic understanding of architecture or problems of human inhabitation (Salvadori, 1991). In 
conducting a recent interdisciplinary design studio for final year undergraduates, Maher & Burry 
(2006) discovered that the engineering students felt they had not previously been taught how to 
engage in design in the very early stages of a project. This reflects McCleary’s observation that 
engineering courses teach methods of analysis which, “while giving solutions to the most 
complex systems, offer almost no advice to the choice of the sketch or the first configuration” 
(McCleary, 1991, p.52). Billington (1991b) suggests that the problem here lies in the way 
engineering education is conceptualised. He points out that just as architecture is an art form, so 
too is engineering, given that “substantial aesthetic choice is always involved” in developing a 
design solution, since even “if you have the right formula, you do not automatically get the right 
form” (Billington, 1991b, p.10). The division between architect and engineer can be navigated, 
he claims, by recognising that “one is not a technician and the other an artist; both are artists 
bringing their perceptions together to bridge the gap” (Billington, 1991b, p.19). Billington 
(1991b) further argues that only by acknowledging that design can, and does, arise through 
analysis will fruitful exchanges and design innovation emerge from interdisciplinary interaction. 
At present, however, the lack of interdisciplinarity in architectural and engineering education 
remains apparent, as evidenced by the continuing disconnect between design and analysis 
thinking in practice. According to Peters (1991, p.25): 
“The differences in professional training condition engineers and architects to see 
different things when looking at the same object... Traditionally trained engineers 
instinctively translate what they see into an abstract model, a diagram, and frequently 
ignore the visual aspect altogether, while architects attempt to recognise a formal logic or 
visual pattern and commonly ignore the ... [performance] concept.” 
The upshot of this is that the two professions employ distinct forms of language and 
representation for describing their contribution to a project (Pultar, 1999). As Peters (1991, 
p.24) observes, “engineers generally use the abstract language and notation of mathematics to 
develop their designs, whereas architects employ visual language and graphic notation”. Maher 
& Burry (2006, p.201) state the reason for this to be that “architects think through drawing 
whereas engineers engage with what is not easily drawn”. Engineers typically employ 
mathematical representations to express physical behaviours that are not visible, whereas “being 
unable to think without drawing ... [is] the true mark of one fully socialised into the profession 
of architecture” (Banham, 1990, p.25). The critical implication here is that, for both disciplines, 
the process of understanding and the method of representation are inextricably linked. 
Accordingly, by establishing representational schemas that explicitly link the two methods of 
building description, “each mode of professional thinking could enrich the other, and ... profit 
from an interchange of viewpoint” (Peters, 1991, p.24). Advances in computational tools are 
making it possible to develop integrated representational schemas that support this connection 
of architectural and engineering intelligence (Holzer, 2009; Luebkeman & Shea, 2005; Peters, 
1991; Weinstock & Stathopoulos, 2006). A collective capacity to work across disciplinary 
boundaries is yet to be realised, however, as these technological pursuits have not been matched 
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by a concomitant effort “to understand the thinking of the other and to give sufficient 
explanations of ... work to allow for understanding” (Schlaich, 1991, p.111). The challenge here 
lies in that “the two professionals not only have different kinds of minds and, hence, different 
approaches to the same problem, but also have a real problem in communication: they talk 
different languages and do not understand each other” (Salvadori, 1991, p.xiv). 
Given these different languages and understandings, difficulties in communication often arise 
through mutual misinterpretations of terminology (Moum, 2006; Thammavijitdej & 
Horayangkura, 2006; Valkenburg, 1998). This experience is clearly articulated by a participant in 
research from Maher & Burry (2006, p.205), who is quoted as stating: 
“The most telling misunderstandings were clearly evident when an engineer tried to use 
the terms or phrases used by the architects, or vice versa... It became clear very quickly 
that understanding the language and terminology used was to play a very large part in the 
success of any co-rational design work.” 
In addition to different terms holding different meanings for architects and engineers, 
Thammavijitdej & Horayangkura (2006) claim that misunderstandings can also be attributed to 
practitioner inattentiveness caused by the recurrent ambiguity experienced when attempting to 
interpret an unfamiliar language. Haber (2000) identifies differing attitudes towards ambiguity 
itself, not only in language but also in design, as a further conflict between architects and 
engineers. He states that for architects, “the tension and richness provided by ambiguity and 
multiple meanings is a hallmark of high-quality architectural design” (Haber, 2000, n.p.). In 
contrast, engineers are observed to “expend a great deal of effort to eliminate ambiguity from 
their terminology and methodology, so that problems and solutions can be communicated in a 
manner where there is only one possible interpretation” (Haber, 2000, n.p.). Rogers (1991, 
p.140) argues that these differences in ambiguity might be reconciled if a more exploratory 
approach is adopted where “engineers help to analyse the problem at a strategic level, in such a 
way that it gives ... a handle on the architecture”. Schlaich (1991, p.111) expands on this stating 
that “the architect must be open to a contribution from the engineer, and the engineer must be 
willing to contribute by proposing alternative ... solutions”. The realisation of this architect-
engineer interaction will only occur, Kalay (1998, p.37) claims, “when the participants have 
become cognizant and appreciative of world-views other than their own, including the 
objectives and concerns of other participants”. 
The well-recognised implication of Kalay’s comment is that building design is a process of 
socially-constructed interactions (Cross & Clayburn-Cross, 1995; Hamid, Kalay, Jeong, & 
Cheng, 2006; Holzer, 2009; Kalay, 1998; Kvan, 2000). As such, communication difficulties are 
symptomatic of conflict in these social processes and the manner of conflict resolution 
employed to reconcile them (Kalay, 1998; Thammavijitdej & Horayangkura, 2006). 
Collaboration is therefore a matter of structuring social interactions rather than merely a 
question of communication (Hamid, et al., 2006; Holzer, 2009). As Hamid et al. (2006, p.92) 
argue “in order to have a successful collaboration, each participant should understand, to a 
certain extent, the social construction of their counterpart collaborators”. To establish how this 
social understanding might be constructed, the following subsection examines the role of 
dialogue in design collaboration, and how this influences interdisciplinary interaction, drawing 
on theory of organisational learning to do so. 
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2.3.2 Problems of dialogue and process 
For all but the simplest of projects, building design represents the combined effort of a team of 
specialists rather than the sheer unadulterated skill of a single practitioner. One individual alone 
cannot manage the complexity of the task, and subjecting a designer to the full knowledge of 
other disciplines serves only to overload them with information they are ill-equipped to handle 
(Kalay, 1998; Moum, 2006). Yet while it is clear that design conceptualisation requires input 
from multiple disciplines, too often architects postpone engineer involvement until well after 
the critical decisions in this early phase have been made (Bambardekar & Poerschke, 2009; Bay, 
2001; Obayne, 2006; Rogers, 1991; Schlueter & Thesseling, 2009). They staunchly guard their 
tradition of sole authorship over design concepts, even though, as Rice (1991, p.88) points out, 
“it would never be possible for any single member of a team to conceive something as complex 
as a building which would have the quality and richness of the product of a collaborative effort”. 
Kalay (2009, p.23) further maintains that collaboration provides far more opportunity for design 
innovation as “it is likely that one (or more) of the participants has capabilities that will allow 
others to come up with design or procurement solutions they are unlikely to conceive on their 
own”. Schlaich (1991, p.111) reiterates and expands on this argument, stating that: 
“... for multifunctional and complex buildings, synthesis, in the sense that one person can 
perform the function of architect and engineer, is not possible anymore. Here 
cooperation is the only solution, and why not? Good solutions will emerge if both 
professionals know their job, share the same goals, respect each other, and, most 
importantly, if the involvement of the engineer starts early in the architect’s programmatic 
and conceptual phase.” 
For engineers to be actively engaged in the design process, Achten (2002) claims that individual 
disciplines cannot have their efforts restricted to particular design subtasks, but rather must be 
encouraged to contribute more holistically to design solutions. He goes on to state that: 
“... collaborative design is a process in which the participants work together in a 
meaningful way, not just working together efficiently, but stimulating each other to 
contribute to the design task. They act towards mutual understanding and maximizing 
outcomes that satisfy not only their respective goals, but also those of other participants” 
(Achten, 2002, p.7). 
Kalay (2009, p.26) argues for this interaction to occur as early on in the design process as 
possible, since then: 
“... opportunities can be recognized and acted upon in time to make the most of them, 
and problems can be spotted earlier, when they arise, because more specialists will have 
access to the evolving product. They will not have to wait their turn to be consulted, at 
which time it may be too late to recognize an opportunity or to avoid a problem. The 
avoidance of problems will lead to reduced design time, and greater satisfaction of all 
parties involved”. 
Ultimately, to accomplish the best possible outcome, collaboration must emphasise team 
decision-making that promotes overall design performance over individual discipline goals, 
particularly during conceptualisation (Kalay, 1998; Valkenburg, 1998). However, given that 
participants are conditioned into different disciplinary epistemologies, it is inevitable that there 
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will be conflicts between their divergent worldviews in resolving project objectives (Cross & 
Clayburn-Cross, 1995; Kalay, 1998). The challenge here lies in how design practitioners 
structure the intersections between their own processes and those of other disciplines, to 
develop an organisational knowledge reconciling these different worldviews without suppressing 
individual perspectives that are valuable to the building outcome. 
For collaboration to be effective, the underlying organisational framework must therefore both 
acknowledge the existence of different professional worldviews and establish methods by which 
they can be brought together within a greater project context (Kalay, 1998; Simon, 1991). There 
is no doubt that this requires a shared understanding (Détienne, 2006; Hamid, et al., 2006; 
Kalay, 1998; Valkenburg, 1998). The question is, to what extent? Traditionally, research has 
adopted a fairly zealous position, advocating the need for a universal reality. In early theory on 
design interaction, Valkenburg (1998, p.120) defines this as “a mutual knowledge of all team 
members on what they are doing, why, and how they are doing it”, requiring the synchronisation 
of design activities and communications. Kalay (1998, p.39) further contends that collaborators 
must suspend their individual assumptions and judgements, in order to jointly arrive “at a new, 
‘super-paradigm’, in which the parties are willing to modify their own disciplinary goals in order 
to gain a better attainment of a ‘super objective’ (a ‘win-win’ situation)”. In more recent 
research, Oxman (2010) revives this idea of a universal reality with her theory of ‘the new 
structuralism’. As she rightly points out, emerging technologies that support combined synthesis 
of form and structure offer the opportunity for seamless integration between architecture and 
engineering processes during design conceptualisation (Oxman, 2010). However, her 
supposition of a complete transcendence of traditional roles and relationships, accompanied by 
the unification of architectural and engineering knowledge and practice, is questionable. The 
contention that this describes the “perfect model of design collaboration” (Oxman & Oxman, 
2010, p.17) is also highly debatable. These claims fail to acknowledge or address the complexity 
of contemporary buildings as a formidable obstruction to the development and education of an 
“expanded professional knowledge base common to both the architect and the ... engineer” 
(Oxman & Oxman, 2010, p.23). Not only is this notion of a collective design understanding 
more myth than reality (Holzer, 2009; Lawson, 1997), it also denies the value of interdisciplinary 
difference and tension as a source of new knowledge. As Seipel (2005, p.3) argues: 
“... the focus on integration should not imply that the outcome of interdisciplinary 
analysis will always be a neat, tidy solution in which all contradictions between the 
alternative disciplines are resolved. Interdisciplinary study may indeed be “messy”. 
However, contradictory conclusions and accompanying tensions between disciplines may 
not only provide a fuller understanding, but could be seen as a healthy symptom of 
interdisciplinarity. Analysis which works through these tensions and contradictions 
between disciplinary systems of knowledge with the goal of synthesis - the creation of 
new knowledge - often characterizes the richest interdisciplinary work.” 
To take advantage of the “tremendous opportunity that exists when everybody remains separate 
... [for] a cross-fertilization of ideas” (Cantor in: Rush, 1986, p.29), the ability to transfer design 
intelligence between disciplines is imperative. Clearly a less unitarist model of ‘shared 
understanding’ is needed, one that acknowledges “each discipline as a valid source of knowledge 
in its own right and a valuable contribution to the discussion at hand” (Seipel, 2005, p.5). Rush 
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(1986, p.3) contends that this necessitates some form of common “vocabulary for discussing the 
creativity involved in the less obvious aspects of building design”, a claim supported in literature 
(Haymaker & Suter, 2006; Maher & Burry, 2006; Thammavijitdej & Horayangkura, 2006). While 
developing such a communication strategy is undoubtedly important, a framework for social 
interaction to support this communication must first be established. In AEC literature, however, 
extensive research on design communication itself is not matched by comparable inquiry into 
how it is affected by social context or the impact of this on interdisciplinary understanding. To 
establish a framework for design interaction that promotes an appreciation of epistemological 
similarities and differences amongst disciplines, rather than inflicting a universal reality, this 
research instead draws on contemporary social theory concerning organisational learning. 
Research on organisational learning views working knowledge to be a product of dialogue. 
Defined “as a process where people mobilise language by talking, listening and constructing 
meaning on the basis of their interaction with others” (Rhodes, 2000, p.217), dialogue is a 
construct that describes how individuals engage in communication to make sense of their 
organisations. Accordingly, different conceptualisations of dialogue effect different models of 
organisational learning, and therefore what constitutes a ‘shared understanding’. Traditionally, 
dialogue has been conceived as a process of communication whereby individuals suspend 
judgement to participate as equals in joint mean-making and knowledge production (Burgoyne, 
1995; Coopey, 1995; Rhodes, 2000; Schein, 1995). This parallels the ‘universal reality’ posited in 
early theory of design collaboration, similarly espousing a collective awareness in order to 
circumvent conflict. The problem with this theorisation of dialogue is that it “closes off 
possibilities for simultaneous alternative readings and imposes a false finality on the dynamic 
process of understanding” (Rhodes, 2000, p.229). By assuming both the value and the feasibility 
of a collective awareness, the organisation is presented as superordinate to the individual, 
speaking for its members without acknowledging them (Rhodes, 2000). This disregard for the 
interpersonal social dynamics involved in team learning falsely suggests that the contribution of 
an individual to the organisation is unaffected by their position within it (Coopey, 1995; Rhodes, 
2000; Simon, 1991). Coopey (1995) and Rhodes (2000) point out that interactions are thus 
naively conceived as standardised communication events, unrelated to social context, and as a 
result participation is wrongly understood merely as communicatory behaviour tailored to the 
organisational consciousness. Subsequently, despite each team member being the product of 
their own unique professional, educational and personal experience, which informs their every 
decision, the role of the individual continues to be described solely in terms of collective 
organisational behaviours (Rhodes, 2000). This unitarist perspective thus both ignores 
opportunities for new knowledge and innovation that occur at the interface between divergent 
decision logics, and denies the possibility that difference and tension can operate unreconciled 
within an organisation (Coopey, 1995; Rhodes, 2000). As Rhodes (2000, p.221) observes, “this 
focus on dialogue as a way of gaining consensus ignores any understanding of why differences 
existed in the first place”. The even bigger problem however, he argues, is that this notion of a 
collective awareness “does ‘violence’ to the heterogeneity of language and becomes a tool for a 
form of authority that demands adherence to a particular set of rules” (Rhodes, 2000, p.221). 
Rhodes (2000, p.221) challenges the legitimacy of ‘dominant organisational logics’ that suggest 
learning is only valid when framed within a pre-defined collective understanding, relabelling this 
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traditional theorisation as one of monologue, not dialogue. He then goes on to state that 
discourse in the form of monologue articulates a single, authoritative consciousness which is 
best suited to the study of inanimate, physical or natural phenomena where the subject is 
‘voiceless’ (Rhodes, 2000, p.224). By contrast, Rhodes (2000, p.224) argues, dialogue is intrinsic 
to the study of people and characterised by a plurality of ‘voices’. Inquiry into social processes 
can therefore only be understood through a discourse based on dialogue, since it concerns how 
individuals construct meaning and relationships in the context of other people and necessarily 
involves multiple points of view. Pointing out that all organisational roles and relationships 
cannot be assumed equal, Rhodes (2000) further maintains that dialogue is an inter-subjective 
practice used to frame interactions with others, and thus cannot be viewed purely as a series of 
communication events since communicatory behaviour is inextricable from social circumstance. 
Consequently, he proposes an alternative conceptualisation of dialogue as a social process “that 
accounts for a co-existence of ‘common meaning’ and diverse and interrelated experience, but 
where difference is not regarded as an anomaly in need of reconciliation” (Rhodes, 2000, p.219). 
Compared to traditional theory, Rhodes (2000) states that this new approach to dialogue “sees 
difference as the basis of communication and suggests that this difference presents 
opportunities for knowledge rather than being a problem that needs to be resolved”. Simon 
(1991) further contends that it is critical not only for individuals (or individual groups) to respect 
the expertise of others, but also that they establish the implications of this expertise for their 
own understanding. Meaning is viewed to emerge from a process of negotiation, conflict, 
compromise, collaboration and tension between different epistemologies, rather than represent 
the artefact of some universal reality, and organisational ‘truths’ are thus re-contextualised 
against individual worldviews (Rhodes, 2000). This counteracts the passive and receptive 
understanding promoted in traditional views of dialogue, replacing it instead with the creative 
intersection of contradictory and differing perspectives. 
The relevance of this new understanding of dialogue for design process is supported by literary 
evidence that “architectural discourse in the last decades has largely moved away from universal 
space and declared a preference for [the] heterogeneous” (Hensel & Menges, 2006, p.61). 
Contrasting the traditional idea of design as monologue, Lawson’s observations of practice 
reveal that there are not one but many possible paths by which to navigate design processes 
(Lawson, 1997; Lawson, et al., 2003). Lawson (2005) contends that since design problems are 
multidisciplinary and integrative, creative design thinking transpires primarily through team 
conversations, in which participants must both appreciate and enact various roles. This notion 
of dialogue is corroborated by Rice (1991, p.97), who claims the most important aspect of 
collaboration between architects and engineers “is that each has a role to play in the building 
process”. Early theory on teamwork also echoes this sentiment, with Cross & Clayburn-Cross 
(1995, p.170) maintaining that design “is a social process, and therefore social interactions, roles 
and relationships cannot be ignored in the analysis of design activity performed by teams”. 
Reinforcing the social nature of design in more recent research, and perhaps identifying most 
closely with the view of dialogue posited by Rhodes, Hamid et al. (2006) argue collaboration to 
be a matter of social interaction rather than a problem of communication. In doing so, they 
stress that collaborative design involves more than just the technical integration sanctioned by 
current support tools, but is also a product of social factors such as interaction media, conflict 
resolution, and participant status and motivation (Hamid, et al., 2006). Achten (2002, p.4) 
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supports this argument, stating that “this aspect of quality is more important than the availability 
of a prescriptive method or the presence of a technical infrastructure”. Hamid et al. (2006) 
further find that mutual reinforcement plays an important role in progressing the design 
process, and that differences in individual cognitive structures combine to enrich the design 
concept. Mirroring the notion of dialogue put forward by Rhodes, these findings support 
“consensus and plurality as existing within the same social space” (Rhodes, 2000, p.226). 
Since this understanding of dialogue describes an approach to human interaction, it is readily 
appropriated as a strategy for design collaboration, in which each individual is “the reader and 
author of their own reality ... [and] interpretation is a creative process rather than being a mirror 
of a pre-given reality” (Rhodes, 2000, p.224). To translate this social design awareness into 
practical implementation, Kvan (2000) considers the manner of interaction required for effective 
collaboration. He adopts a view of the design process synonymous with Rhodes’ theory of 
dialogue, stating that “collaboration does not imply capitulation by individual members nor does 
it imply decisions by consensus” (Kvan, 2000, p.413). Questioning the typical assumption that 
successful collaboration requires close-coupled interaction, Kvan (2000) cites the considerable 
time, effort and risk associated with such activity as unassailable drawbacks. In research with 
Candy (Kvan & Candy, 2000), he demonstrates how imposing multiple, synchronous modes of 
interaction on the design process can cause premature convergence on a solution without 
sufficient exploration of alternatives, thereby limiting designer effectiveness. Discounting close-
coupled interaction as a prerequisite for collaboration, Kvan (2000, p.411) further argues: 
“Experience tells us that much design is in fact loose-coupled, with each participant 
contributing what they can in different domains of expertise at moments when they have 
the knowledge appropriate to the situation.” 
Subsequently, the model of collaboration advocated by Kvan (2000, p.413) is one where design 
consists of “parallel expert actions, each of short duration, bracketed by joint activity of 
negotiation and evaluation”. During this collaboration, the expertise of participants may evolve 
as they supplement their own knowledge by learning from the knowledge of others; however, 
each individual continues to maintain their own distinct perspective when addressing shared 
design issues (Kvan, 2000). As Kvan (2000) points out, this understanding of collaboration has 
significant implications for the development of computer-support systems, as a different design 
environment is expected for loose-coupled interaction than for close-coupled interaction. 
Following this logic, technological support must facilitate the creative intersection of different 
disciplinary worldviews, as opposed to prescribing some metanarrative of the design process 
and product that discounts the importance of individual authorship. Rather than focusing on the 
definition and coordination of multiple disciplinary perspectives, the critical aspect of this more 
distributed design approach is the management of task interdependencies (Détienne, 2006). 
Although in recent decades numerous computer systems have surfaced to support design 
collaboration, success has largely fallen short of expectation as their development has been 
driven by the market for technological progress rather than empirical evidence of practice and 
learning (Kvan & Candy, 2000). Designed to replicate co-location, these digital environments 
are typically overloaded with functionality that is superfluous in the loose-coupled interaction 
advocated for effective collaboration; synchronisation of design activity, for example, is not 
warranted in this context (Kvan, 2000). Kvan & Candy (2000, p.431) observe that this manner 
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of computer support often fails to deliver improved design processes and products, as it 
emphasises the use of graphical visualisation media for communication even though “too little 
effort has been made to evaluate the benefits or otherwise of such features to the generation 
and exploration of new ideas”. Simpson & Viller (2004, p.13) further claim that: 
“Commercial development of collaborative design tools and computer aided design 
(CAD) while making large advances in visualisation and process, have limited coverage 
when it comes to exploring social structures and surrounding interactions across everyday 
practice beyond the computer.” 
With this observation, Simpson & Viller (2004) highlight the need for virtual collaboration 
environments that extend beyond the usual preoccupation with graphical artefacts to uphold the 
social affordances of design interaction. Similarly espousing a theory of dialogue, this rationale is 
at odds with the premise of a single, standardised building description, which governs traditional 
system development with its monologue of strict requirements for data representation and 
exchange. Recognising that effective technological integration is linked inextricably to process 
integration, Kvan (2000, p.414) further argues that: 
“In place of striving for closer coupling of systems and tasks, we should perhaps pay 
greater attention to work processes which are needed to create the environment for 
successful co-operation or collaboration.” 
Clearly, there is a need for design integration systems that offer new opportunities for 
innovative solutions rather than inflicting the unnecessary constraint of a universal reality. For 
such systems to aid divergent and creative design exploration, they must support a process of 
collaboration that facilitates a dialogue of loose-coupled interactions where multiple perspectives 
are allowed to coexist. Current integration tools and technologies, however, tend to view the 
design process as a monologue, and impose usage restrictions that are naturally biased towards 
interaction which is close-coupled. While these tools are not without benefit for tasks arising 
late in the design process, they are less suited to support early exploration and thus do not fulfil 
the vision of comprehensive building-lifecycle management purported by their proponents. The 
reasons for this are investigated in the following section, through a review of computational 
support for design integration in recent decades, and the implications of current digital tools and 
processes for early exploration are then examined to frame the context for this research. 
 
2.4 The history of design integration 
The characterisation of dialogue in contrast with monologue offers insight not only into the 
process of design collaboration, but also into the development of computer systems to support 
this collaboration. It implies that the role of the computer is to support the connection and 
navigation of various discipline-specific building descriptions within heterogeneous software 
environments, so that designers may work creatively and flexibly across both real and virtual 
organisational boundaries. This has the benefit of overcoming the fragmentation arising from 
current disciplinary and temporal partitioning by “transforming the current strictly hierarchical 
design process into a network of design ... where the responsibility ... is distributed across 
multiple professions, organizations, geographic locations, even time” (Kalay, 2009, p.23). 
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Aish (2000) proposes that this manner of support be achieved through an industry-wide 
restructuring of information processing methods from an ‘individual’ to ‘enterprise’ model of 
computing. He describes ‘enterprise computing’ in ideal form as a scenario where “practitioners 
(each with an individual internal representation of design intent) interact with other practitioners 
by first interacting with an information processing system that manages various shared external 
representation of design intent” (Aish, 2000, n.p.). To highlight the benefits of this approach, 
Aish (2000) discusses the modelling and multi-user functionality pioneered in the 1980s by early 
enterprise systems like RUCAPS (Really Universal Computer Aided Production System). As part 
of the team at Cambridge responsible for developing this system, Aish (2000) states that rather 
than mimicking traditional 2D drafting processes, the purpose here was to initiate new 3D 
methods of design. Operating within a crude parametric environment, RUCAPS allowed 
individual 3D objects to be composed into a building model, from which 2D views could then 
be extracted and arranged on drawings sheets (Day, 2002, n.p.; Holzer, 2007). A clear distinction 
was made between the ‘definitive’ 3D data and the 2D representations, to ensure that any 
drawing sets extracted from the building model were both up to date and consistent (Aish, 2000; 
Day, 2002). While RUCAPS was unable to model complex geometry, and had the additional 
disadvantages of high cost and slow speed, the merits of this system’s functionality are 
evidenced by the legacy of derivative features seen in commercial software today (Holzer, 2007). 
Aish (2000) cites the introduction of the Personal Computer (PC) to design practice as 
triggering the demise of early initiatives like RUCAPS, acting as an impediment to the uptake of 
enterprise computing and reinforcing the AEC industry’s characteristic fragmentation (Aish, 
2000). Along with economic viability, Aish (2000) attributes the appeal of the desktop PC to its 
functional replication of analogue drafting systems, and corresponding obviation of the process 
restructuring, training and contractual redevelopments required to implement enterprise 
computing. Unlike the enterprise approach, where the gains went to practitioners downstream 
from those actually working early on to create a more complete building description, the 
individual approach of the PC allowed contributors to benefit directly from their own efforts 
(Aish, 2000). The shortcoming that he simultaneously identifies here, however, is that this 
artefact of the analogue “split the recording of design intent across multiple incomplete 
representations, each of which could be independently edited without reference to other 
documents” (Aish, 2000, n.p.). Aish (2000, n.p.) thus argues that such a usage scenario is 
“wholly inappropriate to multi-user collaborative workflows”, as it does not support creative 
interdisciplinary exploration or the exchange of knowledge between practitioners. 
As a result of this individualistic model of computing, AEC software has developed in a 
fragmented and incomplete manner, and been deployed in an uncoordinated fashion (Young, 
Jones, & Berstein, 2007). Applications are designed to support highly-specialised tasks within 
individual domains rather than holistic integration amongst different disciplines. This 
disaggregation has led to long-term industry trends of inefficient and ineffective information 
exchange, which contribute to poor industry productivity (Gallaher, O'Connor, Dettbarn, & 
Gilday, 2004; Young, et al., 2007). As seen in figure 2.3, labour productivity (defined as a 
measure of gross value added per man-hour worked) for the construction sector dropped by 
nearly 20% between 1964 and 2004 in the US, while more than doubling for the remainder of 
the non-farm market during the same period. To establish comparative Australian trends, in this 
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research a similar analysis of national productivity statistics was undertaken using data from the 
Australian Bureau of Statistics (2014). Since relevant Australian data could only be obtained 
from 1986 onwards, the US productivity graph was reconstructed starting from this year also, to 
enable a direct comparison of trends between the two nations, as illustrated in figure 2.4. 
Between 1986 and 2004 in the US, non-farm productivity increased by approximately 47%, 
while construction decreased by around 14%. The situation in Australia was found to be not 
quite so extreme, with productivity for the construction sector increasing rather than decreasing, 
but still less than half as much as the non-farm market at 13% compared to 34% in 2004. 
Further Australian data for the years 2004 to 2010 shows the productivity of both sectors 
increasing by approximately 8%. Following this, construction industry productivity then picked 
up sharply, but still finished 10% below the non-farm market sector in 2014. 
                
Figure 2.3: US construction and non-farm productivity (US Department of Commerce: Bureau of Labor Statistics, 2003). 
 
Figure 2.4: Comparison of construction and non-farm productivity in Australia and the US. 
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Poor software interoperability is widely viewed as a major contributor to this productivity 
stagnation within the construction sector (Gallaher, et al., 2004; Young, et al., 2007). Unlike 
other engineered-product industries, such as aerospace and automotive, the AEC industry has 
not fully capitalised on technological advances to improve the communication and management 
of electronic product and project data between collaborators. Accordingly, seamless information 
flow amongst disciplines and their tools remains elusive (Gallaher, et al., 2004). Gallaher et al. 
(2004) estimate this inadequate interoperability to result in efficiency losses of $15.8 billion in 
the US annually. Young et al. (2007) claim this appraisal to be conservative and state the figure 
to be closer to $36 billion, or 3% of project costs across all construction sectors, extrapolating 
to $138 billion annually at a global scale. These reports also reveal that “interoperability costs do 
not simply result from a failure to take advantage of emerging technologies, but rather, stem 
from a series of disconnects and thus a lack of incentives to improve interoperability, both 
within and among organizations, that contribute to redundant and inefficient activities” 
(Gallaher, et al., 2004, p.ES-8). Subsequently, rather than being viewed entirely as a 
technological issue, interoperability is increasingly defined as “the ability to implement and 
manage collaborative relationships among members of cross-disciplinary build teams that 
enables integrated project execution” (Young, et al., 2007, p.4). 
Yet despite recognising of the social nature of design practice, these recent reports tend “to 
concentrate on reducing process times and capital without fully considering the possible impact 
of this on lifecycle product costs and the impact of hurried design on ... performance effects” 
(Lawson, et al., 2003, p.335). Luebkeman (1992) observes this outlook to be pervasive, stating 
that although the decrease in time required to complete a single design would imply an increase 
in the time available to explore alternative design options, in practice, this reallocation of time to 
the latter rarely occurs. Hamid et al. (2006, p.91) point out the shortcomings of this, stating that: 
“The increasing efficiency and growing bandwidth of communication has compressed the 
time between design iterations, and increased the amount of information available to the 
participants. At the same time, it has created problems that are a direct consequence of 
these gains: while attention has been focused on improving the communication process, 
problems arising from increased, yet compressed, social interaction facilitated by 
improved communication, have been exacerbated.” 
Kalay (1998, p.37) further contends that in focusing on support for the flow of information 
amongst participants, computational developments “have done little to improve joint decision-
making, and therefore have not significantly improved the quality of the design project itself”. 
Luebkeman (1992, n.p.) claims the fundamental problem to be a lack of support for human 
interpretation of design information, arguing that the limiting factor is “not the degree of 
exactness of the analysis but the knowledge of how to interpret the results”. He maintains that: 
“The synthesizing process of the human brain is at this time irreplaceable. The amount of 
selection that takes place that is imperative to the process cannot be accomplished by the 
computer... A computer could work through many times more calculations than a design 
team could in the same amount of time, but it cannot synthesize the volumes of 
information in an interactive and creative way” (Luebkeman, 1992, n.p.). 
The critical point Luebkeman (1992) goes on to make is that technologies for producing masses 
of data are not matched by corresponding technologies which allow this data to be filtered 
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creatively by designers, without automating human input out of selection processes altogether. 
As a consequence, while aiding the flow of information, “design technology can also limit our 
perception and make the architects less aware of the consequences of design actions” (Chastain, 
Kalay, & Peri, 2002, p.238). Luebkeman (1992) thus calls for a re-conceptualisation of the role 
of the computer as one that complements, rather than attempting to replace, human synthesis, 
exploiting the analytical powers of the machine to enhance the creative powers of the designer. 
To complicate matters, the changing nature of digital design tools and processes presents a new 
technological landscape in which to realise this role for the computer. It is essential that current 
integration approaches be reviewed and revised in light of this progress, given that “increasingly 
shareable media for the exchange of design-data and faster interfacing capabilities between 
design-partners in the building industry pose new opportunities and challenges in the way 
collaborating partners communicate” (Holzer, 2009, p.60). As Chastain et al. (2002, p.237) state: 
“... we find it necessary to re-examine the premises and purposes of our tools so that we 
may assess what has been displaced and adapted, as well as realign our tools with the 
goals of the practice. We assume that we have shaped our tools, but the question is to 
what extent have our tools shaped us?” 
At present, outdated integration strategies limit this technological potential, as they impose a 
universal reality on building design that is predefined, rather than encouraging a dialogue to 
negotiate project-specific design responses. Consequently, while architects and engineers have 
adopted digital tools in an unparalleled manner, individual professions seem to have stopped 
short of exploring design possibilities offered beyond the boundaries of their own discipline 
(Holzer, Hough, et al., 2007). If this progress is to be leveraged for improved integration, a new 
understanding of what constitutes collaborative technology must therefore be developed, one 
that addresses the current “lack of research into the relationships between ... knowledge in 
design and the role of support tools” (Kvan & Candy, 2000, p.429). As Kvan & Candy (2000, 
p.431) state, “there is a need to support the design team’s strategies for breaking out of fixated 
ideas and turning constraints into opportunities for new solutions”. 
Important to recognise here is that in acting as a vehicle for design, the computer also 
transforms the processes and products to which it is applied and can “actually change how the 
built environment is conceived, constructed and used” (Kalay, 2006a, p.21). Current integration 
tools and practices, however, impose computational strategies developed in a previous era that 
now act to restrict design processes and hamper technological evolution (Achten, 2002; Cheng 
& Kvan, 2000). The problem with this perpetuation of outdated digital techniques is that “like 
most other early adoptions of a technology, the first uses of computing in the service of 
architecture mimicked older methods” (Kalay, 2008, p.3). As Kalay (2006a, p.22) states, drafting 
and modelling tools are “examples of computers fulfilling this role: they replace traditional paper 
and pencil with electronic implements, but they do not change the task of drafting or 
modeling”. Rather than merely trying to keep up with the changing technological context, a 
more proactive engagement with new digital tools and processes is needed to take full advantage 
of the possibilities the computer offers; one that is guided by reflection on the achievements and 
shortcomings of integration approaches to date. 
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In order to deploy new technologies successfully in design practice, it is therefore necessary “to 
venture an assessment of accomplishments and an informed view of emerging opportunities in 
need of further development” (Kalay, 2009, p.23). The following subsections examine the 
development of computational support for design integration in the AEC industry to establish a 
critical understanding of the current context for digital collaboration, as well as identifying 
barriers to interdisciplinarity that must be overcome in moving forward. 
 
2.4.1 A review of AEC integration strategies 
There is a long history of AEC research dedicated to investigating the impacts of digital media 
on architectural design processes. It is beyond the scope of this thesis to address all efforts; 
instead the focus here is to summarise the main technological trends and strategies surrounding 
3D building modelling which have shaped current integration practices. Previous endeavours are 
scrutinised for their ability to support social interaction in working across real and virtual 
organisational boundaries, the critical prerequisite for creative design exploration and knowledge 
exchange amongst disciplines. 
While research to date has undoubtedly been invaluable in establishing a technical infrastructure 
on which to build, it has influenced an adoption of computational support in the AEC industry 
that falls short of its full potential (Boddy, et al., 2007). Efforts to foster collaboration via digital 
media thus far have concentrated on developing computer systems for the management and 
coordination of 3D building information, using one of two approaches (Kalay, 2009; Khemlani 
& Kalay, 1997). The first follows the enterprise computing strategy proposed by Aish (2000), 
and supports collaboration by providing a common project database that all disciplines interact 
with to create an integrated building design (Khemlani & Kalay, 1997). In addition to RUCAPS, 
early systems like OXSYS11, ICADS12 and EDM13 similarly adopted this approach (Khemlani & 
Kalay, 1997). While OXSYS and ICADS were special-purpose systems, both restricted in their 
range of application by a limited palette of components for design description (Khemlani & 
Kalay, 1997), EDM established a Generic Building Model that could be extended and 
customised to accommodate any building type or project (Eastman & Siabiris, 1995). This 
model defined entities to describe not only the building construction, but also enclosed spaces 
and the activities that these spaces contained (Eastman & Siabiris, 1995). Its main shortcoming 
was that the integrity constraints ensuring semantic validity were evaluated by individual 
applications on an as-need basis, according to their specific disciplinary requirements, rather 
than incorporated into the central geometric model to guarantee overall consistency (Khemlani, 
Timerman, Bennen, & Kalay, 1998). However, the real downfall of this enterprise approach, as 
discussed previously in relation to RUCAPS, was the prerequisite for a shared design process, 
which was at odds with the individual mode of computing introduced by the PC (Aish, 2000). 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
11  OXSYS provided the Oxford Region Health Authority with a predefined ‘kit-of-parts’ to aid in the design of 
hospitals and ancillary buildings (Galle, 1995; Khemlani & Kalay, 1997). 
12  ICADS, or Intelligent Computer Aided Design System, combined several rule-based expert systems to evaluate 
building performance, subject to significant case constraints (Khemlani & Kalay, 1997; Myers & Pohl, 1992). 
13  EDM, an acronym for Engineering Data Model, defines a set of constructs able to represent a range of data and 
relations needed for engineering design, enabling specification of product models (Eastman, Bond, & Chase, 1991). 
	  42 
	  
Being more aligned with individual computing, the alternative approach to digital collaboration 
has gained stronger footing within the industry, acting to aid integration by providing a common 
data schema to support low-level information exchanges between individual disciplinary models 
(Khemlani & Kalay, 1997). Initially it was thought that this introduction of model standards 
would solve the problem of design description through greater precision of information, 
eliminating ambiguity and miscommunication, and resulting in a more efficient and integrated 
process from start to finish (Mahdavi, 2004; Mitchell, 1999). This, however, has not been the 
case. The considerable size and professional diversity of the AEC industry precludes any 
“...‘natural’ (quasi-platonic) representations for built entities”, as the unique nature of individual 
building projects demands “fluid conventions that can differ from discipline to discipline, 
culture to culture, and period to period” (Mahdavi, 2004, p.914). Furthermore, being predicated 
on the assumption that individual disciplines will develop and maintain their own distinct model 
schemas, this approach does not reconcile different professional worldviews (Khemlani & 
Kalay, 1997). By failing to establish a shared foundation for understanding, it thus obstructs the 
social interaction needed for successful collaboration (Khemlani & Kalay, 1997). 
Yet despite this shortcoming, the immediate practical benefits of working with existing design 
processes have seen this approach play a prominent role in research and development for 
several decades, largely via the definition and exploitation of building product models (Bakis, 
Aouad, & Kagioglou, 2007; Eastman, 1999). A product model is best described as “a formal 
information model that defines agreed data structures which provide a comprehensive ability to 
capture engineering information about a particular class of artefact” (Watson, 2011, p.574). 
Efforts towards such standardisation first emerged in the early 1980s, as the use of Computer 
Aided Design, or CAD, became more prevalent and the need to transfer building information 
reliably between software emerged (Björk & Laakso, 2010). 1984 saw the release of ISO 
Standard 10303, otherwise known as STEP (Standard for the Exchange of Product Model 
Data), a suite of specifications describing the generic structure and exchange of product models 
(Eastman, 1999; Holzer, 2007). Although STEP is not specific to the AEC industry, it 
established a general framework from which a number of building aspect models were 
developed (Bakis, et al., 2007; Khemlani, et al., 1998). These projects included: 
AEC Building Systems Model: developed in 1986, this product model consisted of a core 
schema for the general definition of building systems, along with clusters of specialised 
components for specifying these systems (Turner, 1998). Support for the project 
diminished, however, once the benefits of the general systems model were found to be 
minimal (Tolman, 1999). 
GARM (General AEC Reference Model): proposed around the same time as the AEC 
building systems model, GARM saw greater use as a product model for roads than for 
buildings (Gielingh, 1988). Uptake was limited by its reliance on a complete set of 
product model definitions and engagement by the majority of the target audience to 
guarantee its usefulness (Tolman, 1999). 
CIMsteel (Computer Integrated Manufacture of Constructional Steelwork): this project was 
instigated in 1987 for the purpose of improving the efficiency and competitiveness of the 
European industry through the establishment of integration standards for the design, 
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manufacture and construction of steelwork (Garas, 1998). Version 2 of the CIMsteel 
Integration Standard (CIS/2) is still in use today (Eastman, Wang, You, & Yang, 2005). 
RATAS (an acronym derived from the Finnish words for "Computer Aided Building Design"): this 
project commenced in 1989 with the proposal of several product model prototypes to 
support Computer Integrated Construction (CIC) (Björk, 1992). It identified five layers of 
hierarchical abstraction – building, system, subsystem, part and detail – and relationships 
between these entities, but lacked constraints to maintain model integrity (Galle, 1995). 
COMBINE (Computer Models for the Building Industry in Europe): active from 1990 to 1995, 
this project developed the Intelligent Integrated Building Design System (IIBDS), which 
had an emphasis on supporting energy and HVAC performance evaluation (Augenbroe, 
1994). Similar to RATAS, its shortcoming was a lack of overall model integrity, 
particularly with regards to semantic information (Galle, 1995). 
ATLAS (Architecture, Methodology and Tools for Computer-Integrated Large Scale Engineering): 
ATLAS was funded in 1994 to develop semantic models for technical building projects 
with sizeable plant requirements (Tolman, 1999). This system addressed four layers of 
information – product, process, resource and control – but lacked support for versioning, 
user roles, recording of design intent and change notification (Rezgui et al., 1996). 
These early efforts paved the way for more coordinated product modelling endeavours, which 
software vendors have in recent years coined ‘Building Information Modelling’ or BIM (Howard 
& Björk, 2008). BIM purports to aid collaboration by providing intelligent digital models for 
generating, storing, managing, exchanging and sharing building information, to produce “a 
computable representation of all the physical and functional characteristics of a building” 
(Vanlande, Nicolle, & Cruz, 2008, p.71). It has become increasingly commonplace in practice, as 
evidenced by survey results presented in the 2008 SmartMarket Report on BIM and productivity 
which reveal nearly 50% of the AEC industry at that time employing BIM on at least 30% of 
projects, and a strong trend of growing commitment to its use (Young, Jones, & Berstein, 2008). 
Since then, uptake has continued to rise as forecast, with BIM used most heavily by architects, 
more moderately by engineers and building owners, and rapidly approaching comparable levels 
of engagement amongst contractors (Steel, Drogemuller, & Toth, 2012; Young, et al., 2008). Yet 
despite having filtered into everyday practice, BIM is still often misconceived as a new and more 
effective version of traditional 2D CAD (Holzer, 2011). Furthermore, as the term is used 
broadly to describe a large and evolving range of AEC services, the definition of BIM varies 
greatly between individual practitioners and project briefs, giving rise to considerable ambiguity 
as to what it actually means in practice and the scope of activity that it covers (Holzer, 2011). 
There is, however, growing industry-wide recognition that successful BIM, like any form of 
design collaboration, depends on two distinct, yet interrelated, prerequisites – technological 
integration and process integration (Haymaker, Fischer, Kunz, & Suter, 2004; Holzer, 2011; 
Senescu & Haymaker, 2009b; Watson, 2011). At the same time, there is little consensus 
concerning which of these two requirements should take precedence in characterising BIM, or 
to what extent. Literature from Bedrick & Rinella (2006), Boddy et al. (2007), Vanlande et al. 
(2008), Holzer (2011) and Watson (2011), amongst others, reveals an increasing emphasis on the 
process aspect of design integration in contemporary AEC research and practice. This 
	  44 
	  
corresponds with the growing view that BIM is not merely a tool, but rather “a methodology to 
manage the essential building design and project data in digital format throughout the building’s 
life-cycle” (Penttilä, 2006, p.403). It also draws attention to the need for a restructuring of 
procurement methods such that design processes can be developed and deployed in conjunction 
with new digital technologies, rather than ‘fitted’ to them post-hoc (Holzer, 2011). Industry 
reports uphold this thinking, attributing BIM’s present limitations to a lack of formal structures 
that support the interdisciplinary interaction required for process integration (AIA California 
Council, 2007; Bedrick & Rinella, 2006; CRC Construction Innovation, 2009a). The solution 
proposed in response is Integrated Project Delivery (IPD), a framework for collaboration that 
the American Institute of Architects (2007), otherwise known as the AIA, describes as follows: 
“Integrated Project Delivery (IPD) is a project delivery approach that integrates people, 
systems, business structures and practices into a process that collaboratively harnesses the 
talents and insights of all participants to optimize project results, increase value to the 
owner, reduce waste and maximize efficiency through all phases of design, fabrication 
and construction. 
IPD principles can be applied to a variety of contractual arrangements and IPD teams 
can include members well beyond the basic triad of owner, architect, and contractor. In 
all cases, integrated projects are uniquely distinguished by highly effective collaboration 
among the owner, the prime designer, and the prime contractor, commencing at early 
design and continuing through project handover.” 
The AIA (2007, p.2) further states that the purpose of IPD is to facilitate more effective and 
efficient design processes which leverage “early contributions of knowledge and expertise 
through utilization of new technologies, allowing all team members to better realize their highest 
potentials while expanding the value they provide throughout the project lifecycle”. Although 
this report goes on to describe formal principles and modes of delivery for this framework, in 
practice the reality is that IPD is currently still in its infancy and unable to foster the process 
integration necessary for design collaboration (Holzer, 2011). Its requirement for information to 
be shared as early as possible amongst all stakeholders is at odds with traditional project delivery 
structures, which serve to reinforce sequential design processes that are more focused on 
individual accountability than on achieving collective goals (Holzer, 2011). As a result, outdated 
contractual views of design collaboration remain prevalent and continue to propagate the 
understanding that BIM is “a modeling technology and associated set of processes to produce, 
communicate, and analyze building models” (Eastman, Teichholz, Sacks, & Liston, 2011, p.16). 
Technology is thus seen as support for integration processes that function within the constraints 
of traditional practice, rather than as a medium to drive new and innovative methods of design 
exploration. Consequently, BIM is regarded as a tool for 3D modelling that enables users to 
combine and coordinate building information from conception to demolition (Vanlande, et al., 
2008). The weakness of systems fitting this definition then is that they usually lack functionality 
to support the social interaction needed to share knowledge across disciplinary boundaries. 
BIM software often derives its interoperation capabilities from proprietary product models. 
These models are extensively tested by their developers and support information exchanges that 
are typically quite robust; however, they also limit the applications that can be integrated on any 
given project to those compatible with this underlying representation schema (Watson, 2011). 
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To ease such limitations so that building information can be shared more freely amongst 
designers and their tools, open standards for exchanging product models have been developed 
(Vanlande, et al., 2008). While the resulting information transfers are often less robust in 
comparison, they provide a mechanism by which otherwise incompatible AEC software can be 
integrated (Watson, 2011). The Industry Foundation Classes (IFC) constitute one of the more 
heavily used of these standards, and perhaps the most well-known AEC derivative of the STEP 
framework (Boddy, et al., 2007; Tolman, 1999). This non-proprietary specification was first 
published in 1997 by the International Alliance for Interoperability (IAI) and is currently 
administered by the IAI’s successor organisation, buildingSMART (Björk & Laakso, 2010; 
buildingSMART, 2013). Defined in EXPRESS, the object-oriented modelling language specified 
by STEP, the IFC model facilitates interoperability by providing a vehicle for data exchange that 
remains independent of any program-specific representation schemas (Nour, 2007). It describes 
a library of standardised components for modelling a building’s construction and systems, as 
well as interrelations between these components (Holzer, 2007; Nour, 2007; Steel, et al., 2012). 
In attempting to cater for all possible usage scenarios, the schema has seen a number of 
revisions and extensions, with the current release, IFC4 (formerly known as ICF 2x4), hosting 
more than 800 entities, over 350 property sets and in excess of 300 data types (Eastman, et al., 
2011). Due to this size and complexity, individual applications only implement relevant portions 
of the schema, contributing to data loss and inconsistency between tools (Chastain, et al., 2002; 
Nour, 2007; Steel, et al., 2012). This is exacerbated by the lack of comprehensive testing for IFC 
compliance, with integrity checks performed only on a reduced subset of the IFC schema for 
certification purposes (Lipman, Palmer, & Palacios, 2011; Pazlar & Turk, 2008). Further 
impeding interoperability is the varying uptake of IFC across building disciplines. While the 
major vendors of architectural software all claim product support for IFC import and export, 
this functionality is implemented far less often in tools used for structural, mechanical and 
electrical engineering, and entirely lacking in other domains such as environmental engineering 
and cost estimation (Steel, et al., 2012). Efforts to address this imbalance have focused on the 
development of Model View Definitions (MVDs), which formally specify subsets of the IFC 
schema for individual disciplines or tasks; however, these descriptions are currently incomplete 
and also do not deal with the changing resolution of design information over time (Kiviniemi, 
2006). While this is problematic in itself, the far greater concern that has been revealed in terms 
of supporting multidisciplinary integration is that current product model standards, both 
proprietary and open, offer only minimal specification of the analytical constructs required to 
aid various types of building performance evaluation. Plume & Mitchell (2007, p.36) highlight 
the difficulties that this presents in practice by way of a simple example, stating that: 
“... an analysis application may be used to calculate thermal transmittance based on wall 
construction properties; the value is uploaded to the model, but then the architect 
changes the wall construction so that calculated value no longer applies. Clearly, a very 
clever mechanism is required to track the interdependence of object data. However, ... it 
is not at all clear how intelligent and at what granularity we need to make these model-
updating mechanisms.” 
The extent of this shortcoming becomes more obvious when considered in light of enterprise 
computing systems, which are innately structured to marry different disciplinary perspectives. 
Khemlani & Kalay (1997, p.394) offer a comparative critique of the product model approach, 
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stating that while it is “more practical and easier to accomplish, it suffers from a lack of shared 
understanding, and from a reduced level of semantic communication”. 
Unsurprisingly then, efforts to overcome these deficiencies, in both proprietary and open 
standards, have seen a return to an enterprise computing approach akin to that proposed by 
Aish (2000). This vein of integration strategy proposes the use of a common project database to 
maintain a multi-aspect building representation defined using a given product model standard. 
Chastain et al. (2002, p.242) explain the logic behind this change of direction, stating that: 
“In an effort to provide more complete information than merely the form and 
relationships between the objects of the design, ... researchers have been developing 
product databases. This approach assumes that by providing a single representation, there 
will be less need for individual disciplinary interpretations. Interpretation will also be 
enhanced if the semantic relationships between the various objects and their attributes are 
represented explicitly.” 
Computer systems that implement such databases are known as model servers. Along with a 
database structured on a specified product model standard, a model server consists of a set of 
applications that support multi-user, server-based management of this database (Jørgensen et al., 
2008). While all BIM servers employ this same basic formula, their implementation differs 
depending on whether the underlying standard is proprietary or open. When a system is based 
on a proprietary standard, it typically consists of a suite of discrete discipline-specific tools that 
together with the database management application are built on a shared BIM platform to 
ensure internal interoperability (Watson, 2011). A master copy of the project database is created 
on a central file server, and discrete local copies are then saved to individual workstations for 
users to work upon, sometimes linked directly to the master and sometimes via a ‘mirror’ server 
(Graphisoft, 2011). Synchronisation occurs periodically, with the local copy merging user 
changes back into the master and receiving updates of changes made by other users in return 
(Graphisoft, 2011). This communication is direct via an Application Programming Interface 
(API), and supports the lossless exchange of both geometric and semantic information since the 
end-user tools and database management application are structured on the same internal 
representation schema (Jørgensen, et al., 2008; Watson, 2011). The trade-off, however, is that 
only applications adhering to this representation schema can be used in concert with the 
proprietary database management infrastructure. 
Different proprietary systems implement different mechanisms for model exchange, which are 
linked closely to the database partitioning strategy supporting user access and editing (Vanlande, 
et al., 2008). The BIM Server developed for ArchiCAD14 employs a highly granulated database 
where the functional unit for information exchange is a single model component, as opposed to 
some form of aspect model consisting of a multitude of components (Graphisoft, 2012). This 
innovative synchronisation strategy allows just the information differences detected between 
master and local copies of the model to be exchanged, minimising the average data package size 
so that users can collaborate in real-time across a standard internet connection (Graphisoft, 
2012). The Revit15 Server, on the other hand, partitions the central model using worksets that 
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group functionally-similar elements together and lock their combined access permissions to one 
user at a time (Day, 2010). As a result, users are unable to collaborate in real-time as far larger 
data packages must be exchanged during synchronisation, via local and wide area networks 
(LANs and WANs) that do not support concurrent access of the project database (Day, 2010; 
Graphisoft, 2012). The advantage of Revit, however, is that unlike ArchiCAD, which lacks 
strength outside the area of architecture, it supports integration between architectural, structural 
and MEP (Mechanical, Electrical and Plumbling) disciplines. It achieves this by allowing each to 
maintain a discrete aspect model that links in the models of others to verify building 
information. Bentley ProjectWise16 is similar to Revit in that it supports integration across 
multiple domains, although this software employs a vastly different data-sharing strategy to do 
so. Rather than maintaining a single centralised database, a federated solution is adopted where 
multiple distributed databases are controlled by a project management infrastructure that 
provides a unified view of the building model (Vanlande, et al., 2008). Data can be stored in a 
variety of formats and utilised within workflows in different ways, instead of having to fit a 
predefined standard, allowing the design process to be better tailored to suit specific project 
requirements (Vanlande, et al., 2008). 
BIM servers that employ an open standard for information exchange have a different purpose 
and functionality to those that are proprietary. Developed to support interoperability amongst 
software from assorted vendors, these systems aim to provide a universal platform for 
combining information from various sources, and thus use a generic data model as the vehicle 
for information exchange, typically IFC (Watson, 2011). This results in patterns of data 
ownership and exchange that are quite different from those characteristic of proprietary systems 
(Vanlande, et al., 2008). While the structure of an open BIM server is similarly based on a hub-
and-spoke architecture, it consists of just the database management application and 
infrastructure, with individual discipline-specific tools linked in separately by end users as 
required (Vanlande, et al., 2008). These end-user tools export building information to the 
database in IFC format, contributing to a combined IFC model, and in return receive 
information concerning relevant changes or updates to this model made by other users (Watson, 
2011). Data loss is usually experienced in this back-and-forth, since exact transformations 
between the internal representation schemas of individual tools and the IFC format are often 
not possible or incomplete (Fischer & Kam, 2002; Kiviniemi, Fischer, & Bazjanac, 2005; 
Watson, 2011). The exchange of semantic information is particularly limited, as semantic validity 
is evaluated discretely by end-user applications as needed, according to their specific task 
requirements, rather than maintained holistically by integrity constraints within the 
representation schema itself (Jørgensen, et al., 2008). As a result, synchronisation processes lack 
the same intelligence observed in proprietary systems, since inter-object relationships of 
comparable sophistication are not defined within the common data model. The upshot is that 
while open BIM servers allow model-based integration amongst otherwise incompatible 
programs, they are unable to maintain model integrity reliably and consistently between different 
end-user applications (Jørgensen, et al., 2008). 
BIM servers that are based on an open representation standard transfer information primarily by 
way of web services which employ data-sharing protocols (Hietanen, 2002; Kiviniemi, et al., 
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2005). The exchange of IFC files via web browsers is also typically supported, in order to 
facilitate interoperability on occasions where sharing functionality has not been implemented 
within end-user applications (Hietanen, 2002). New projects are often created in this manner, 
with models uploaded from IFC files to the BIM server (Jørgensen, et al., 2008). Whenever 
possible, however, changes made to the model are shared amongst all users as they transpire, 
using client applications that communicate directly with the central database management 
system via protocols – replacing the reading and writing of files with sharing data over the web 
(Hietanen, 2002; Kiviniemi, et al., 2005). To keep track of who is working on which parts of the 
model, users are able to ‘check-out’ all or part of the aggregate IFC model and continue working 
on it in their respective tools, checking it back into the database when they are finished making 
updates (Jørgensen, et al., 2008; Vanlande, et al., 2008). Checked out objects are locked to a 
single user for editing, and appear as read-only to other users (Jørgensen, et al., 2008). During 
check-in, a merge operation is carried out where modified objects overwrite their original copies, 
new objects are added, and deleted objects are removed, releasing all locks on the model 
(Jørgensen, et al., 2008). This revision history logged following every such change, and multiple 
model versions can be stored in the database (Jørgensen, et al., 2008). 
One of the more significant early efforts to implement this data-sharing functionality in an open 
BIM server was seen with IMSvr, the IFC Model Server developed as part of the BLIS17 project 
for sharing models over networks using standard web technologies (Hietanen, 2002). As well as 
offering instant access to relevant disciplinary IFC data, IMSvr provided a central model 
database able to handle any EXPRESS schema, with a database management system that 
featured partial model functionality to support the task requirements of individual disciplines, 
including exchange, merging and appending (Hietanen, 2002; Kiviniemi, et al., 2005). The 
SABLE18 project then built on this infrastructure by providing a standardised application 
interface for each individual domain, which corresponded with a discipline-specific view defined 
in BLIS, along with a communication language for server-based information exchanges 
(Kiviniemi, et al., 2005; Petrinja, Stankovski, & Turk, 2007). This prevented users from being 
limited to one specific model server, allowing them to utilise multiple database systems without 
having to implement several different interfaces for each discipline to do so (Kiviniemi, et al., 
2005). The SABLE environment was unable to be comprehensively tested on real projects, 
however, due to the lack of integration of the interfaces with end-user applications - a problem 
that is still encountered in the use of open BIM servers today (Kiviniemi, et al., 2005). Other 
projects, like WISPER19, tried to overcome this issue by offering an entirely web-based 
environment for managing building project and lifecycle data, providing a suite of applications 
for IFC modelling as well as IFC data management capabilities (Faraj, et al., 2000; Petrinja, et al., 
2007). These efforts have influenced the development of various model servers currently in use 
today. BIMserver20, for example, is an open-source model server that allows individual 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
17  The BLIS, or Building Lifecycle Interoperable Software, project was conceived to initiate more widespread use of 
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disciplines to maintain their own distinct sub-models within a master project, as well as 
providing extended functionality which includes clash detection and tools for querying and 
filtering IFC data (BIMserver, 2013). The EDM21 Model Server is another such system, which 
has a database structured to handle all model standards that are defined using EXPRESS, thus 
providing a unified method for managing product lifecycle data (Vanlande, et al., 2008). Other 
comparable platforms, like Share-A-Space from Eurostep22, offer similar functionality via 
different underlying technologies and web protocols (Jørgensen, et al., 2008). 
While all of these database pursuits attempt to deal with the issues that have arisen from the first 
generation of STEP-based projects, they have also served to further highlight a number of 
problems inherent with the single model approach. From a purely technical perspective, 
considering only product model functionality and maintenance, there is still no clear consensus 
with regards to how the following matters might be addressed (Sacks, 2002): 
§ the lack of adaptability inherent in standards that are updated in versioned increments; 
§ the architecture of databases responsible for storing product model information; 
§ the provision of concurrent user access to support multidisciplinary collaboration; 
§ the implementation of integrity constraints to ensure the semantic validity of data; 
§ the coupling of programs with the project database and the degree of this support. 
Case-study research investigating implementation of the IFC standard, the Helsinki University 
of Technology Auditorium-600 (HUT-600) project for example (Fischer & Kam, 2002), has 
further revealed that: 
§ instantiated models are large in size and make information exchanges time consuming; 
§ control and versioning of user rights is difficult to enforce and track; and 
§ there is a lack of support for the needs of all users throughout the entire building 
lifecycle, which prevents data from being consistently maintained between software. 
What has become evident is that there are substantial challenges to establishing and maintaining 
an agreed-upon standard that supports a single model approach to interoperability (Boddy, et al., 
2007; Day, 2002; Howard & Björk, 2008). This is unsurprising given that the information needs 
of the AEC industry vary between professions, projects, geographical and legislative contexts, 
and over time. Consequently, after fifteen years of research and development, the IFC standard 
still does not describe all aspects of building design, analysis and construction, and is unlikely to 
ever be complete (Pazlar & Turk, 2008). Furthermore, while IFC and other modelling standards 
provide a more comprehensive building description than generic geometric representations, 
being so detailed they simultaneously constrain the way in which designs can be defined, which 
limits their application in early design (Cheng, 2003). Bakis et al. (2007, p.587) thus conclude 
that “one of the early lessons learned from the various standardisation efforts is that the 
development of a single building model covering all areas of construction is not possible”. 
This is not to say that BIM is not making significant progress within the AEC industry; it is 
proving a valuable methodology for supporting a variety of building design, analysis and 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
21  EDM, which in this case stands for EXPRESS Data Manager, is a suite of software for server-based management 
of product models, and is developed by Jotne (http://www.epmtech.jotne.com). 
22  http://www.eurostep.com 
	  50 
	  
construction tasks (Australian Institute of Architects, Consult Australia, & Autodesk, 2010; 
Young, et al., 2008). However, many of the success stories concerning the use of BIM involve 
considerable customisation of program templates, object libraries, and protocols for model 
coordination, to address shortcomings in modelling standards that would otherwise lessen the 
outcomes achieved (CRC Construction Innovation, 2009b; Holzer, 2011). At the same time, 
their focus on software interoperability implies that design integration can be reduced to a 
technological problem of data exchange, creating the false pretence that solutions lie solely in 
the definition and refinement of these model data structures and exchange standards (Boddy, et 
al., 2007). The problem here, as Chastain et al. (2002, p.242) point out however, is that: 
“While product databases are informationally more comprehensive and complete than 
other types of representation, they can provide only part of the general information 
needed to understand the project: they typically do not include contextual information, 
which may change the meaning of the objects that are being considered. Moreover, 
product databases require making choices, on the part of the encoder, of what 
information to include, what can be omitted, and what relationships to represent. As 
such, although they are more complete than other representations, they too are subject to 
the choices of their makers.” 
Looking deeper into the problem, Kalay (2004, p.70) states that this AEC preoccupation with 
product model definitions has created a situation where designers have “gained computer-
assisted drafting and rendering capabilities but lost the analytical capabilities that formed the 
basis for the introduction of computing into the profession in the first place”. Considering the 
foresight of early enterprise computing systems, he maintains that this second generation of 
database tools represents a backwards step in software development while other industries, like 
electronics, automotive and aerospace, have been producing more intelligent CAD tools (Kalay, 
2004). Kalay (2009, p.24) further argues that the systems resulting from the product model 
approach solve the wrong problem in that: 
“... they organize the transfer of information among the participants, subject to 
centralized control. This approach may indeed enhance the efficiency of the process, but 
it does so at the expense of the quality of its products: it virtually enshrines the ‘symmetry 
of ignorance’ – the inability of one professional to understand the needs and 
responsibilities of other professionals – thereby guaranteeing that the integrated 
composition of the individual solutions, each of which may have been optimized for its 
own purposes, will not overall be optimal.” 
Elaborating on this position, Bakis et al. (2007) argue that while humans are capable of 
conceptually reconciling the worldviews presented by different discipline representations, 
computer systems lack the ability to accomplish this without loss of knowledge. They maintain 
that despite efforts within STEP and IFC to define domain-specific aspect models as filtered 
subsets of the product model schema, mappings between different representations are often 
incomplete or unachievable (Bakis, et al., 2007). Along a similar vein, Moum (2006) claims that 
while BIM increases the information that can be shared amongst participants, much of this is a 
distraction rather than an aid to creative exploration. She goes on to state that the ability for 
humans to absorb information is limited, and “when confronted with too much information, 
the receiver can lose the overview, or worse, completely ignore the message communicated; thus 
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leading to critical information being lost and unrecognized” (Moum, 2006, p.415). As a result, in 
collaborative working scenarios, “there can be a conscious or unconscious mismatch between 
the intention of the sender and the interpretation of the receiver” (Moum, 2006, p.415). This 
problem is often seen in building design software today, where the lack of ability to selectively 
filter or prioritise certain information or information types can create conditions of 
miscommunication and over-constraint that hinder early exploration (Burry & Burry, 2008). 
While current BIM tools improve documentation and coordination tasks that arise late in the 
design process, they provide limited support for collaborative decision-making in early design, 
which paradoxically is when the most critical decisions are made (Holzer, 2009; Lawson, 2005; 
Plume & Mitchell, 2007). Plume & Mitchell (2007, p.34) observe that as a result, “BIM tools 
become primarily a way of recording and documenting design decisions, rather than aids to the 
design process in a strict semantic sense”. 
Considering this issue of building description, Chastain et al. (2002, p.241) argue that “by being 
explicit about some aspects of the conveyed information, a representation is also inexplicit 
about other aspects”. What is vital to remember, they go on to state, is that: 
“Representation is not reality, but rather some designation of it... As an abstraction that 
reduces reality, it argues for a particular significance of one problem over others – 
allowing designers to ‘see the forest in spite of the trees’ ” (Chastain, et al., 2002, p.238). 
As such, design technologies cannot be considered neutral. Lawson (2004, p.71) points out that 
there is potential to jeopardise the creative process, since “having to work with a computer tool 
that does not represent knowledge the way you do may cause considerable interference in your 
thinking”. Kalay (2009, p.31) further argues that given “the affordance of the tool influences, 
channels, and even directs the reasoning that goes on during the design process, it must be 
chosen carefully to match the task at hand”. What becomes increasingly apparent in light of 
contemporary environmental concerns is that current BIM tools lack the necessary affordances 
required to support design exploration driven by performance considerations. Their rigidly-
structured representations describe information related predominantly to tangible material 
qualities rather than performance attributes, and typically prevent multiple design options from 
being investigated simultaneously (Holzer, 2009; Kolarevic, 2003). Exacerbating the situation is 
a distinct lack of support for expression of design context and purpose in exchange standards, 
which creates uncertainties in information and process dependencies between disciplines (Aish, 
2000; Boddy, et al., 2007; Chastain, et al., 2002). This hinders the transfer of knowledge and 
rationale accompanying decisions from one discipline to the next, and can result in design intent 
being lost as the process progresses (Holzer, 2009; Howard & Björk, 2008). Consequently, these 
modelling tools largely fail to help structure an understanding of the relationships between 
design and performance constraints, or the sharing of expertise across disciplines (Holzer, 
2009). Lee, Eastman, & Sacks (2007, p.292) state the cause of this problem as follows: 
“The most common procedure for defining a product data model is to first describe the 
business and/or engineering process in a formal process model, then to create a product 
data model based on the process model. However, there is a logical gap between process 
modelling and product modeling methods in the current ISO 10303 standard product 
modeling process.” 
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It is clear technological solutions alone are insufficient in supporting integration, and that 
greater consideration must be given to the social aspects of design which are critical for 
collaboration. As Moum (2006, p.409) states the “fundamental pillar of a successful building 
project is a good design process”. This position is supported by studies from researchers such as 
Bratteteig (1998), Munkvold (2003), and Nikas et al. (2007), which have found that collaborative 
technologies are implemented with far greater success when collaborative practices are firmly in 
place prior to their deployment. Consequently, rather than continuing to concentrate on human-
computer interaction, researchers like Chen, Frame & Maver (1998) and Achten (2002) advocate 
a shift in focus to the use of computers as an enabling medium for human-human interaction. 
Holzer (2009, p.62), referencing Negroponte, thus argues that there is a need for designers “to 
draw a distinction between heuristics of form and heuristics of method and to find ways of 
taking advantage of digital technology to pursue both of these”. He goes on to explain that: 
“Whilst heuristics of form relates more to an investigation of space, geometry and 
structural systems, heuristics of method implies a far deeper investigation on how creative 
design processes unfold, how they can be made explicit, and how they can be shared with 
others... In this digital age architects rather seem to investigate heuristics of form than 
heuristics of method through digital means to assist their drawing” (Holzer, 2009, p.62). 
What is required is a method of collaboration that places information in a context easily 
understood by all involved in the design, and focuses as much on supporting process integration 
as on software interoperability (Boddy, et al., 2007). To establish an underpinning for the 
development of performance-oriented design technologies, it is therefore critical that the early-
design needs of disciplines working together to explore critical decisions affecting building 
performance are understood. Accordingly, the following subsection examines the nature of the 
early design process and characteristic qualities of the interaction that must be upheld by digital 
tools if they are to support tasks involved in conceptual exploration. 
 
2.4.2 The early design phase 
Across the many different definitions and models of design that exist, there is consensus that 
design is “a purposeful behaviour which is directed at devising artifacts or environments that 
attain certain goals while abiding by certain constraints” (Kalay, 1985, p.320). Since there is no 
prescribed blueprint by which to translate these goals and constraints into building form, design 
is understood to be an iterative trial-and-error process of generation and evaluation governed by 
project-specific objectives (Détienne, 2006; Kalay, 1985). It has therefore long been identified as 
a problem-solving process, one where there is no single best outcome, but rather a range of 
possible options that “are not either ‘correct’ or ‘incorrect’, they are more or less ‘acceptable’” 
(Détienne, 2006, p.2). 
Design problems are most commonly described in research as ill-structured or ‘wicked’ 
problems (Holzer, 2009; Kalay, 1998; Maher & Burry, 2006) since “the requirements given at 
the start ... are not sufficient to define the goal” (Détienne, 2006, p.2). There are typically 
numerous degrees of freedom in the initial problem state, such that additional constraints must 
be specified in order for the design to progress towards a solution (Détienne, 2006; Holzer, 
2009; Maher & Burry, 2006). Different deconstructions of the same brief are also often possible, 
as design problems tend to be large, complex and composed of sub-problems that are highly 
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interrelated and lack definitive boundaries (Détienne, 2006). Kalay (1985, p.320) thus identifies 
two discernible factors influencing the nature of the design process: 
“First, that the information that guides the design process is always incomplete and often 
inaccurate. Second, that alternative possible action-sequences may lead to many different 
yet acceptable solutions. Together, these two factors render design a nonmonotonic, 
nondeterministic problem-solving process, where trade-offs between different 'satisficing' 
solutions must be evaluated in order to choose one.” 
Consequently, there is no clear distinction between the activities of understanding and solving, 
rather, “the design process is a simultaneous learning about the nature of the problem and the 
range of possible solutions” (Moum, 2006, p.412). In this way, “both the problem 
representation and the solution representation continuously evolve during design” (Détienne, 
2006, p.2). The use of standardised information models, however, is contradictory to this 
evolution, as it encourages adherence to predefined methods of working that research has 
shown to have little benefit for early design (Maher & Burry, 2006; Steele, Austin, Macmillan, 
Kirby, & Spence, 1999). As a result, current digital tools largely lack the same affordance of 
expression offered by their analogue counterpart, the design sketch, to aid creative exploration 
(Cross & Clayburn-Cross, 1995; Ward, et al., 1992). Lawson (2005, p.388) states that: 
“Compared with the sketch pad, computer-aided design systems are like chiselling on a 
tablet of stone. They are just too slow to allow the creative ‘conversation with the 
drawing’. The process of sketching itself is at once highly individual and personal and yet 
the sketches are often largely understandable by other designers.” 
Sharing this view, Chastain et al. (2002, p.240) argue that “the semantic openness and 
abstraction inherent in a design sketch serves to aid in the analogous reasoning used early in 
[the] design task”. As a medium for communication, the sketch achieves this by supporting 
information exchange that is characterised by flexibility and speed. Flexibility of information 
description is essential to allow unique project goals and constraints to be defined clearly and in 
a manner that is generative, rather than prescriptive, of architectural form (Frazer, Frazer, Liu, 
Tang, & Janssen, 2002; Kvan & Candy, 2000; Ward, et al., 1992; Weinstock & Stathopoulos, 
2006). Speed of information access and use is similarly critical, to support the rapid 
experimentation that is typical of conceptual exploration (Chok & Donofrio, 2010; Coenders & 
Wagemans, 2005; Ward, et al., 1992). These requirements are paramount to accuracy of building 
representation in early design, when considerations are broadly conceptual, as opposed to finely 
detailed, and prompt various ideas and combinations of ideas for comparison (Chok & 
Donofrio, 2010; Ward, et al., 1992). At the same time, however, in-depth descriptions of the 
building design and systems are required to undertake even the most basic performance 
evaluations for trade-offs between these different options (Kalay, 1985; Maassen, et al., 2003; 
Papamichael, 1999). Maver (1997, p.155) hence puts forward the following question: “what is 
the appropriate trade-off between the accuracy of the model and the ease of access to it [?]”. 
Considering this issue, it is important to realise that relative comparisons of design options 
provide far more valuable decision support in early design than absolute measurements of 
building performance (Chaszar, et al., 2006; Chok & Donofrio, 2010; Holzer, Hough, et al., 
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2007). Holzer (2009, p.54) thus rephrases Maver’s question to draw attention to the nature of 
performance feedback needed to aid conceptual exploration, instead asking: 
“Is it possible to analyse design with a level of precision high enough to yield correct 
trends, but not too precise to hinder creative design processes?” 
The concern this question highlights is that in acting to accelerate the design process and reduce 
design uncertainty, many digital tools carry the risk of premature precision and decision (Holzer, 
2009; Lawson, 1997; Moum, 2006). While the speed of information transfer possible with these 
tools is becoming increasingly rapid, unlike with the design sketch, their representation of this 
information is still largely inflexible. Faster access to information makes a higher decision 
frequency possible, but simultaneously limits the time available “to reflect on and understand 
the consequences of different solutions and decisions” (Moum, 2006, p.416). Likewise, the 
capturing and reuse of previous project experiences allows for more accurate predictions of 
building performance, but also creates reliance on tried and tested knowledge which is not 
conducive to design innovation (Moum, 2006). Subsequently, Moum (2006, p.416) states that: 
“Possibly the analytic, quantitative and explicit nature of the computer could disturb the 
balance between the qualitative and quantitative, tacit and explicit, intuitive and 
conscious. This could potentially lead to a bias within evaluation and decision-making, 
having negative effects on the total building quality.”  
Expanding on this view, Haber (2000, n.p.) argues that with any design-support tool “it should 
be possible to defer decisions and leave things fuzzy at the early stages, while filling in detail and 
specific decisions as the design process progresses”. In essence, Haber is calling for digital 
building representations to embody the same characteristics as the traditional design sketch by 
supporting information exchange that is flexible as well as quick. This requires lower resolution 
representations consisting of lighter data sets, able to be custom-defined so that the level of 
model abstraction reflects project-specific criteria and better supports the investigation of 
unique design objectives and constraints (Chok & Donofrio, 2010; Holzer, 2009; Mahdavi, 
2004). Moum (2006, p.412) maintains that the challenge for the designer in achieving this “is to 
understand what really constitutes the problem, to recognize hierarchical relationships, to 
combine and to integrate”. Like Aish (2000) in his work with RUCAPS, Moum is calling for a 
clearer representation of design intent. Oxman (2006) further argues that interacting with 
building form through a defined design logic, rather than an explicit representation, enables the 
emergence of non-deterministic design processes which are a hallmark of digital design thinking. 
Hence, as illustrated in figure 2.5, while the explicitness of the building description is low in 
early design and increases as the process progresses, the explicitness of design intent must be 
high initially when the most critical decisions are being made. 
The challenge here, Cross & Clayburn Cross (1995, p.155) explain, is that in early design the: 
“... tacit and unplanned, drifting and discontinuous changes of activity mean that it is not 
always easy to track what is actually happening... This has implications for the 
construction of design 'rationales' and for the design of support systems which must 
tolerate such implicitly understood shifts of activity”. 
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Figure 2.5: Explicitness of building description and design intent required over time. 
The intuitive and ad hoc nature of early design tends to encourage a reliance on personal 
knowledge that creates difficulties for the way in which information is described (Cross & 
Clayburn-Cross, 1995). A shared understanding cannot be assumed amongst disciplines, nor can 
one adequately be captured in standardised representations or knowledge bases (Cross & 
Clayburn-Cross, 1995; Kalay, 1998). Kalay (1998, p.41) therefore states that rather than trying to 
enforce a universal design perspective, technology should instead: 
“... be used to network disciplinary knowledge through the professionals who own it. 
Such a knowledge network will avail both personal expertise and disciplinary know-how, 
in a highly contextualized (hence effective) manner, to all members of the design team.” 
Building on this perspective, Aish (2000, n.p.) claims that this must involve “the re-engineering 
of the design process where analysis on a project can be carried out by multiple users, using 
different tools and merging results back into a single (model) environment to assess 
compatibility and conflicts”. Kalay (1985, p.322) makes the further point that in adopting this 
strategy where digital tools are an integral part of the design process: 
“... the representation of the dependencies between objects is as important as the 
representation of the objects themselves. Interobject relationships, represented as links, 
provide the means to combine objects dynamically into meaningful systems and cause 
changes that are applied to one part of the system to have an effect on its other parts.” 
Only once interdisciplinary knowledge is networked via such interdependencies can the speed 
and access offered by digital tools successfully “shrink the lag between the conception of an idea 
by one participant and its communication to other participants for the purpose of review, 
comment, or as a springboard for new ideas” (Kalay, 2009, p.25). This requires current building 
modelling technologies to be supplemented with advanced information management techniques 
that support dynamic interaction between architects and engineers, in distributed rather than 
centralised environments. The following subsection examines the characteristics that therefore 
must be exhibited by digital modelling tools for them to support the successful networking of 
cognitive processes and knowledge between architects and engineers in early design. 
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2.4.3 New tool characteristics 
Until recently, AEC software has catered primarily to practitioners working independently in the 
later stages of design documentation, and lacked support for timely feedback between 
disciplines during early exploration (Achten, 2002; Holzer, 2009; Mahdavi, Suter, & Ries, 2002). 
Conceived as management tools to guide and monitor project progress through a tightly-
coupled process of design, teamwork is coordinated via a central building model that prescribes 
strict workflow dependencies by locking the components required for a given task, and thus the 
task itself, to a single user (Achten, 2002; Aish, 2000; Détienne, 2006). While this helps to 
automate conflict identification and resolution, such environments “offer neither the ... social 
presence and information richness, nor the ability to transfer tacit knowledge” needed for 
collaborative design exploration (Moum, 2006, p.414). The resulting workflow structures are 
inflexible and interrupt the natural flow of dialogue amongst participants, inhibiting the 
opportunistic planning required to foster design innovation (Achten, 2002; Détienne, 2006). 
The need for decision-support frameworks that allow intent to be communicated more explicitly 
amongst disciplines in early design calls for a different socio-technical solution to managing task 
interdependencies. As Achten (2002, p.5) states: 
“In collaborative design, assignment of participants to design tasks is more implicit and 
should not be as strictly enforced as people can give their attention to a wide variety of 
issues in the design problem. The participants themselves... must solve the resulting 
problems of conflict resolution through the medium.” 
Recognising design to be a loosely-coupled process, this view challenges the need for 
synchronous model-based interaction, and points instead to a more distributed technological 
approach to integration that better reflects the fragmented nature of the construction industry 
(Bakis, et al., 2007; Day, 2002; Isikdag, 2012). The top-down notion of a unified building model 
is swapped for a bottom-up strategy of communication where interdependencies are negotiated 
amongst disciplines rather than predefined (Mahdavi, 2004). As Mahdavi (2004, p.914) states: 
“Once the heterogeneity of the nature, sources, and formats of design information is 
assumed and accepted, integration efforts gain a more local, strategic, and pragmatist 
flavor. Given diversity of data representations, data exchange processes are supported on 
a case by case ... basis.” 
Discarding the premise of a universal representation, and its inherent restrictions, has the 
benefit of facilitating innovative and focused problem-solving activity by encouraging more 
divergent design exploration and minimising information exchanges not relevant to the task at 
hand (Kvan & Candy, 2000). However, given that patterns of communication leave an indelible 
mark on the final product, it also prompts questions concerning how to best manage task 
interdependencies for most efficient and effective coordination of the design process (Détienne, 
2006; Herbsleb & Grinter, 1999). In software development, projects involving distributed teams 
often employ a modular design approach that aims to reduce interdependency between tasks 
(Détienne, 2006; Parnas, 1972). A module is considered “a responsibility assignment rather than 
a subprogram, which implies that dividing a software system is simultaneously a division of 
labour” (Détienne, 2006, p.6). Critically, strategies for modularisation are typically implemented 
such that decomposition of the project, and therefore the system itself, matches and mirrors 
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organisational structures (Détienne, 2006; Herbsleb & Grinter, 1999). Tasks are designed to be 
loosely-coupled as far as possible, and any tightly-coupled activities are co-located to minimise 
the need for cross-site communication (Détienne, 2006; Olson & Olson, 2000; Parnas, 1972).  
Modularisation has similarly long been advocated as a strategy for computer systems to support 
the collaborative modelling of buildings (Cerulli, 2006; Coenders, 2007; Eastman, 1992; Flager, 
Welle, Bansal, Soremekun, & Haymaker, 2009; Galle, 1995; Holzer, Tengono, & Downing, 
2007; Mahdavi, 2009; Maver, 1971; Papamichael, LaPorta, & Chauvet, 1997; Pohl & Myers, 
1994). The rationale behind this, as Pohl & Myers (quoted in: Galle, 1995, p.197) state, is that: 
“Many design tasks are inherently distributed and concurrent in nature. Problem 
decomposition allows sub-tasks to be performed in parallel with considerable local 
autonomy.” 
Galle (1995, p.204) argues that the most practical approach to providing computational design 
support is the “development of modules of explicitly encoded domain knowledge, each useful 
for some limited task, and preferably combinable with other modules, according to the needs of 
the user”. The advantage of this, he asserts, is that modules can be defined and modified by 
designers to best suit project requirements, each maintaining “a ‘minimal’ representation [that] 
may be kept sufficiently simple to retain efficiency of operation” (Galle, 1995, p.206). This view 
aligns with modularisation strategies outlined by Parnas (1972) to support the quick and flexible 
exchange of information during software development. Parnas (1972) further resonates with 
contemporary research on performance-oriented building design in advocating that the interface 
between modules consist primarily of functions and parameters, rather than predefined data 
formats, to facilitate highly-specialised and efficient transformations between their different 
representations (Aish & Woodbury, 2005; Chok & Donofrio, 2010; Coenders, 2007; Janssen, 
Stouffs, Chaszar, Boeykens, & Toth, 2012). 
The shortcoming often observed with this approach in both software and building projects, 
however, is that interdependency is addressed only with respect to the structure of the product, 
while the structure of the process through which this product is designed is disregarded 
(Détienne, 2006; Herbsleb & Grinter, 1999; Parnas, 1972). Parnas (1972) subsequently argues 
that modularisation is more effective as a mechanism for improving the flexibility and 
comprehensibility of a system when task decomposition is alternatively structured around 
decision-making processes, such that each module encapsulates a particular design decision. 
Lawson (2005) similarly calls for the development of knowledge-management frameworks that 
allow users to mobilise information concerning design decisions usually not made explicit in the 
design process. Herbsleb & Grinter (1999, p.86) elaborate on this, pointing out that in addition 
to what is developed, information concerning “how the work is done, when various project 
milestones are to be achieved ... and who will do the work ... are also critical to project 
coordination”. This is essential in establishing a shared understanding of the project purpose, 
process and desired outcomes, so that participants can account for, rather than inadvertently 
obstruct, the requirements of others in their own work (Cerulli, Peng, & Lawson, 2001; 
Herbsleb & Grinter, 1999). 
To support a more distributed approach to collaborative design, modular software 
environments built on principles of integrated decision-making are clearly needed. This requires 
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data sharing via federated databases that maintain semantic integrity across multiple domain-
specific representations to provide a single unified view of the building model (Aish, 2000; 
Bakis, et al., 2007; Cerulli, 2006; Galle, 1995; Halfawy, 2010; Vanlande, et al., 2008). As 
Vanlande et al. (2008, p.72) explain, in this scenario “applications allow the use of different 
formats and keep the consistency of data throughout the entire building lifecycle ... [such that] 
project information can be stored in a variety of ways to feed many different workflows or 
setups that do not fit a preset standard”. Aish (2000) maintains that by providing functionality 
for different users to modify similar regions of the building model concurrently, these systems 
allow design teams to produce multiple project-specific solutions collaboratively. He further 
points out that in order to achieve consensus through interdisciplinary negotiation, these 
decision-support systems must provide “facilities to merge compatible changes made to the 
same components by different users, and facilities to identify and resolve conflicting changes” 
(Aish, 2000, n.p.). Cerulli, Peng & Lawson (2001, p.429) list the following six information-
management requirements as necessary to support this functionality: 
1. The handling of ownership, rights and responsibilities; 
2. Versioning of information; 
3. Schema evolution; 
4. Recording of intent behind decisions leading to information; 
5. Tracking of dependencies between pieces of information; 
6. Notification of propagation changes. 
Aish (2000) further identifies another five system-level requirements critical to the success of 
these collaborative design environments: 
7. Semantic completeness: the representation describes design intent across disciplines; 
8. Data integrity: model components uphold links to required discipline-specific data; 
9. Data longevity: models are able to be maintained for the building lifetime; 
10. Parallelisation of design: multiple designers can work concurrently on models; 
11. Expressibility: the representation schema supports customisation on a per project basis. 
Aish (2000) also proposes that these design-support systems be established as open-source 
environments so that the AEC community as a whole can contribute to and benefit from them, 
a position that is commonly upheld in literature (Galle, 1995; Guglielmetti, Macumber, & Long, 
2011; Hand, 2009; Holzer, 2009). As Galle (1995) points out, this additionally requires that 
systems be modifiable, simple to use and transparent about the knowledge they encode. Galle 
(1995, p.199) further states that to maintain semantic integrity, functionality must be provided to 
“process all updates of the evolving model of the artifact being designed, enforcing constraints 
as needed, or at least checking constraints on demand, warning the user if they are violated”. At 
the same time, however, he argues, these systems must remain subservient in that they leave 
designers fully in charge of decisions, bringing conflicts to the attention of the user and offering 
assistance in resolving them, rather than simply solving them automatically (Galle, 1995). 
Galle’s position highlights a problem with systems that focus too heavily on automation as a 
means for achieving optimum building solutions. As Rush (1986, p.23) explains, while:  
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“A tantalising assumption is that the same tool that can be used to take a building apart 
analytically can logically be used to synthesize the parts... All of these efforts to reduce 
creativity to a logical process failed. Our history of assembling buildings in the past only 
prepares us for the possibilities of the future; it does not determine the future buildings.”  
It must be recognised that design decisions are informed not only by logical inferences but also 
by the tacit practical knowledge possessed by individuals, which is unique to their experience 
and unable to be defined generically or explicitly enough for automated processing (Holzer, 
2009; Nicholas, 2008; Papamichael & Protzen, 1993). Since design objectives are thus only 
partially specifiable, they are only partially delegable to computational procedures for solving 
(Papamichael & Protzen, 1993). This reveals a need for design-support systems that focus not 
on deriving building solutions, but on informing the design process to aid users in making 
decisions (Papamichael & Protzen, 1993; Rush, 1986). Accordingly, rather than concentrating 
solely on computer modelling and technology issues, this research seeks first to establish a 
theoretical underpinning for the development of digital tools that is grounded in a process-
oriented understanding of knowledge acquisition, representation and integration. This will form 
the foundation on which to develop a decision-support framework for early design that 
facilitates the collaborative exploration of architectural and energy performance considerations. 
 
2.5 Discussion 
The increasing use of the computer as a medium for design, along with advances in modelling 
and simulation software, offers opportunities to procure buildings with improved functional and 
operational performance. However, there are a number of social and technical barriers to the 
multidisciplinary collaboration required for this, most of which concern how, when and what 
information is shared between the different parties involved in the delivery of a project. To date, 
research has focused primarily on finding solutions to only the technical problems; specifically, 
looking to improve issues of interoperability through the extension and refinement of data 
exchange standards (Achten, 2002; Boddy, et al., 2007; Galle, 1995; Holzer, 2007). While this 
has benefits for documentation and coordination tasks that arise in the later design phases, the 
dominance of this approach threatens to “fossilize the state of the art inside a huge, rigid and 
unwieldy framework” (Ramscar & White, 1993, p.197). Computational tools arising from this 
school of thought tend to impose the use of generic high-resolution building descriptions, 
restricting the ability to freely define, explore and resolve interdependencies between design and 
performance constraints on a per project basis (Holzer, 2009; Lawson, 2005; Schlueter & 
Thesseling, 2009). As a result, the software currently available to designers is largely lacking in 
the capacity to support decision-making activities in the early stages of the design process. 
The fundamental downfall of standardisation approaches is the underlying assumption that 
problems of integration can be solved through building representations that are accurate and 
comprehensive enough to describe a design in any scenario (Howard & Björk, 2008; Nicholas & 
Burry, 2007; Papamichael & Protzen, 1993). However, the bigger issue, which is rarely 
addressed, is the sharing of design intelligence across disciplines in a manner that promotes 
clarity of decision-making rationale (Chachere & Haymaker, 2008; Holzer, 2009; Holzer, Hough, 
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et al., 2007; Kalay, 1998). This is particularly problematic for early design, when the most critical 
decisions are being made. By failing to ground computational support in a theoretical 
understanding of design process, dysfunctional relationships can consequently develop between 
the tools and the task at hand (Kalay, 2009, p.32). As Kalay (2009, p.32) explains: 
“... using precise drafting tools ... early in the design process, where ambiguity and 
flexibility are needed more than preciseness, requires the designer to decide issues whose 
time has not yet come, thus interfering with the evolution of design ideas. Moreover, it 
can mislead the viewer of the design (including the architect him/herself) to read more 
precision into the design than it deserves. Understanding this paradigm (and resolving the 
dysfunction it brings in its wake) requires a clear identification of the various actions that 
comprise the design process, and developing computational tools that can truly assist 
them.”  
If design-support tools are to be developed that successfully lessen the environmental and 
financial impacts of building construction, a strategy for integration that focuses on solving 
social, as well as technical, barriers to integration is needed. As Cheng (2003, p.716) argues, since 
computers play a major role in how designers relate to one another, “individual motivations or 
social hierarchies and interactions should drive the data structures or programs that support 
them”. This necessitates a refocusing of collaborative tactics towards a more process-oriented 
view of integration that supports the communication and management of design knowledge and 
methods, as well as data, to encourage a dialogue between all members of the design team. Both 
architects and engineers must learn how to modify their tools and skill sets, if they are to bring 
together their significantly different epistemologies and modes of working to form more flexible 
design frameworks. Given that the complexity of contemporary building design means that 
traditional borders between professional roles are no longer clear-cut, only by examining the 
ways in which practitioners reason and work can more effective tools be developed whose 
affordances match design actions. The following chapter investigates these issues through case 
studies undertaken within the Australian Public Works sector, to establish process requirements 
for the collaborative use of energy simulation as a decision-support tool in early design. 
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Chapter 3  
Integration in early design 
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3.1 Overview 
The previous chapter examined the development of design integration strategies in the AEC 
industry to reveal a number of limitations in current digital tools and methods that hinder 
interdisciplinary dialogue. Reflecting on the changing roles of architect and engineer, it discussed 
how increasing professional specialisation has led to contrasting views of the shared problem of 
building design, which contribute significantly to the range of integration difficulties commonly 
experienced in practice. Expanding on this literature review, the current chapter draws on 
firsthand experience of multidisciplinary design practice, as an embedded-practice researcher 
within Project Services, to offer further insight into the challenges of working across disciplinary 
boundaries that are involved with design-analysis integration. Focusing on building energy 
performance as the driver for design exploration, two case studies are presented to illustrate 
both the effectiveness of simulation as a decision-support tool and barriers to its use in early 
design. The first critiques Project Services’ design practices through a review of their benchmark 
project for BIM and sustainability, the JCC building. This review serves to highlight limitations 
typical of BIM-based integration and uncovers several obstructions to the exchange of 
information between design and analysis domains inherent in technocentric approaches to 
collaboration. To explore how these obstructions might be overcome, the second case study 
adopts a more participatory approach to investigate energy modelling and assessment processes 
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on a refurbishment project for the Pine Rivers district police headquarters. It identifies key 
requirements for early-stage energy simulation and their relationships to design constructs, in 
order to establish a shared foundation for interdisciplinary interaction. This chapter then 
concludes by examining the differing views of architects and engineers concerning their roles in 
early design, and how these views might be reconciled, to point the way forward in developing 
methods for collaborative energy simulation and digital tools to support them. 
 
3.2 Embedded-practice research 
This PhD has been conducted as embedded-practice research, acting to establish a reciprocity 
between academia and industry for the purpose of practice-referenced scholarly inquiry (Maher, 
et al., 2006). Unlike traditional investigative approaches, where academics engage in their work 
within a university setting, at a distance from the people to whom it relates, the practice being 
studied provides the research environment, in which the investigator is embedded. The 
implication here is that knowledge is not an autonomous universal truth learnt in an academic 
environment, but rather a practical understanding that is inextricably linked to its context of 
application and the processes surrounding its use. This epistemological shift can be understood 
as a “relocation of knowledge production, including its legitimation, from the university to the 
workplace... to produce different kinds of knowing and different kinds of expertise” (Lee, et al., 
2000, p.133). As a method of investigation that supports firsthand observation of and 
participation in a professional setting, it allows problems within industry to be better defined; it 
also offers practical grounding for the development and testing of research, ensuring its 
relevance and contribution to the field. As such, it is a highly effective instrument for inquiry 
that facilitates outcomes beyond those possible working in either academia or practice alone. 
The research presented in this thesis has largely been undertaken as part of a Linkage Project 
investigating the integration of building services constraints in early architectural design. This 
three-year project, entitled “The Assimilation of Architectural and Services Design in Early 
Design Modelling”, was a combined research effort from QUT and RMIT University, fostered 
within industry by Project Services. Researchers from the two universities included, in the case 
of this PhD, an architecture graduate from QUT, working closely with a postdoctoral Research 
Associate from RMIT whose background was in computer science. The work undertaken by the 
PhD candidate and the Research Associate was distinct but complementary, reflecting and 
bringing together the two sides of design integration – process and technology. As an 
embedded-practice researcher, the role of the PhD candidate was to investigate social barriers to 
design integration, and how interactions between architects and engineers might be better 
structured and streamlined to establish interdependent processes for design exploration. The 
socio-technical support required to realise these interactions then formed the functional 
specification for a digital design system that featured feedback loops between modelling and 
analysis software. With the exception of model inputs and transformations, development of this 
system was carried out primarily by the Research Associate, who provided expert programming 
support via a combination of scripting, modifications to proprietary software, and the 
development of custom applications to improve interoperability between discipline-specific 
tools. This work was undertaken in parallel over the seven stages outlined in figure 3.1. 
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Figure 3.1: Parallel research roles of the PhD Candidate and Research Associate. 
The two researchers also collaborated with practitioners from Project Services in the disciplines 
of architecture, services engineering and ICT (Information and Communications Technology). 
While for the Research Associate, this collaboration took place predominantly during workshop 
intensives that were held every three to six months, for the PhD Candidate, it was a daily 
occurrence for two and a half years. A portion of this time was spent immersed in live projects, 
either documenting case studies or testing the application of new knowledge to design 
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processes. However, the greater part involved detailed investigation of the organisation’s 
practices, reflecting on the motivations of professionals, both as individuals and discipline 
groups, while they engaged in collaboration. As a whole, the team at Project Services facilitated 
an understanding of the day-to-day practice, regularly sharing their views concerning work and 
interactions with other disciplines, which allowed the research to be conducted in response to 
observed problems and idiosyncrasies. Further to this, a number of individuals, particularly 
those involved with Green Star23 certification, provided valuable insights concerning modelling 
and simulation tools and procedures, while others relayed organisational knowledge that was 
constructive in terms of contextualising design practice and policy. These people, listed in table 
3.1 by professional occupation along with a description of their position and experience, were 
the key participants in this research. Their views informed a cognizance of the evolving practices 
and associated digital tools that affect design integration, the most critical of which are 
documented in the informal unstructured interviews in Appendix B. 
The discussions held with these participants early on revealed that energy simulation was 
typically only used as a decision-support tool on projects with an allocated budget for Green 
Star certification. This shortcoming was largely attributed to increased design times and staff 
training, which incurred additional costs that were not viable on lower budget projects. 
Overcoming this issue so that energy analysis could be used with ease on all building projects, 
not just those requiring Green Star certification, was a chief motivation for the research activity 
carried out at Project Services. In order to provide more effective decision support during 
conceptualisation, strategies for incorporating simulation into the early design process focused 
on integrating the ways in which architects and engineers reason and work. Two objectives 
guided the development of these strategies. The first was to foster interaction that facilitated the 
creation and exchange of new transdisciplinary knowledge by embedding cross-cutting 
performance logics in the exploration process. The second was to establish how tools could 
support this interaction, and provide designers with dynamic performance feedback in near real-
time that enabled them to make more informed decisions during early conceptualisation. 
The following subsection describes the practice environment at Project Services, discussing the 
specific workplace circumstances that contributed to the realisation of these objectives. In doing 
so it illustrates how this research setting was instrumental in cultivating practical knowledge 
concerning the needs of multidisciplinary design teams, and provided a functional grounding for 
the development of a new framework for design-analysis integration. 
 
3.2.1 Situating the practice 
At the time of this research, Project Services was well-established as a building design and 
project management division of the State Government’s Department of Public Works. It 
employed over 700 people across Queensland, split amongst the head office in Brisbane and six 
regional offices. These doctoral studies were conducted in the Brisbane office, where 250 staff 
members comprised a complete multidisciplinary portfolio of AEC consultants. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
23  Green Star is a voluntary environmental rating system that evaluates the environmental design and construction of 
commercial, institutional and multi-residential buildings in Australia (http://www.gbca.org.au/green-star). 
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Table 3.1: List of key research participants. 
Professional Occupation Position Description 
Architect 1 Executive Director / Chief Architect, 40+ years experience, leader of multi-
disciplinary professional team committed to BIM and environmental 
sustainable design. 
Architect 2 Architect, 21 years experience, little knowledge of modelling tools, 
background primarily as a design architect, relied heavily on technicians. 
 
Architect 3 Senior Architect, 28 years experience, coordination of design teams on 
projects of a range of scales, strong understanding of the impacts of digital 
tools on the architectural design process. 
Architectural Technician 1 Architectural Technician/Modeller, 14 years experience, detailed knowledge 
of BIM (Revit Suite) and 2D CAD (AutoCAD) for project documentation 
and collaborative coordination. 
Architectural Technician 2 Senior Architectural Technician/Model Manager, 30+ years experience, 
detailed knowledge of BIM (Revit Suite) for project documentation, 
collaborative coordination and staff training. 
Architectural Technician 3 Architectural Technician/CAD Manager, 14 years experience, detailed 
knowledge of BIM (Revit Suite) and 2D CAD (AutoCAD) for project 
documentation and collaborative coordination. 
Electrical Engineer 1 Managing Engineer (Building Services), 20+ years experience, project 
manager and electrical engineer with a background in building services, 
power distribution and renewable energy. 
Electrical Engineer 2 Electrical Engineer, 7 years experience, expertise in energy modelling (IES-
VE) used with BIM (Revit MEP), background in electrical design, 
construction and facilities management, and fire services. 
ICT/CAD Manager 1 ICT/CAD Manager, 19 years experience, extensive knowledge of BIM 
(ArchiCAD, Revit Suite, Navisworks, Solibri, etc.), background in contract 
documentation and IT. 
ICT/CAD Manager 2 CAD Manager, 14 years experience, involved in the testing, deployment and 
coordination of CAD and BIM software, background in IT. 
 
ICT/CAD Manager 3 CAD Manager, 12 years experience, involved in the testing, deployment and 
coordination of CAD and BIM software, background in IT. 
Mechanical Engineer 1 Mechanical Engineer, 12 years experience, expertise in energy modelling 
(IES-VE) used with BIM (Revit MEP), background in HVAC systems 
design and documentation, CFD (Computational Fluid Dynamics), energy 
efficiency and project management. 
Mechanical Engineer 2 Mechanical Engineer, 6 years experience, HVAC systems design and 
documentation, 3D services modelling in BIM (Revit MEP). 
 
Mechanical Engineer 3 Mechanical Engineer, 8 years experience, HVAC systems design and 
documentation, knowledge of fire services and acoustics. 
 
Mechanical Engineer 4 Mechanical Engineer, 40+ years experience, HVAC systems design and 
documentation, long-standing interest in energy analysis and knowledge of 
simulation requirements. 
Project Manager 1 Program Manager / Principal’s Representative / Senior Project Manager, 17 
years experience, program delivery for a number of State Government 
clients, project manager for large/complex police and education facilities. 
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The Department of Public Works originated as an integral part of the Queensland Government 
in 1862, three years after Queensland’s inception as a state, when the Governor’s residence was 
constructed as its first major public building. Initially housed within the Department of Land 
and Works, it was established as its own organisational entity in 1866, and evolved over time 
into a number of commercial business units servicing various government needs. Collectively, it 
maintained a strong presence as the leader of Queensland’s capital works building program, up 
until the extensive downsizing of its staff portfolio late in 2012 (which marked the end research 
activity at Project Services), and subsequent amalgamation with the Department of Housing. 
Prior to this downsizing, Project Services managed the delivery of capital works and property 
programs on behalf of the Queensland Government, acting as the commercial interface between 
government clients and the building industry. While a significant share of the annual capital 
works budget was brokered to private sector consultants and contractors, a large amount of 
building design and project management work was also undertaken in-house. The Brisbane 
office employed a full suite of building design professionals to carry out this in-house work, 
including: architects, landscape architects, interior designers and a variety of engineering 
disciplines – civil, structural, mechanical, electrical, geotechnical, environmental, fire and 
communications. What differentiated Project Services from other building design firms around 
Australia was that architects and engineers were housed together with equal emphasis on each 
discipline, rather than one area of specialisation being favoured over the other. 
Strategically building towards a practice of IPD, Project Services provided an ideal environment 
in which to study the interactions between architects and services engineers, as well as their use 
of digital processes and tools in these interactions. A commitment to BIM saw software 
interoperability at the forefront of integration concerns, with programs selected for their ability 
to support model-based information exchange between disciplines, via IFC import/export if 
direct connection to a common BIM server was not possible. Amongst the architecture team, 
building modelling was undertaken primarily in Revit Architecture, with ArchiCAD used to a 
lesser extent on some projects also. The services engineering portfolio modelled in Revit MEP, 
for the direct link it allowed with Revit Architecture, while environmental simulations were 
performed in either IES Virtual Environment24 (IES-VE) or Riuska25, due to corresponding 
compatibility with Revit and ArchiCAD respectively. At times, both groups also used 
AutoCAD26 for documentation, the services engineers more so than the architects. In 
combination, these software packages were used to produce 3D digital models, 2D digital 
drawings, renders and environmental assessments, although the primary objective was still to 
generate accurate and well-coordinated 2D documentation, as this remains a basic contractual 
obligation for building projects in Australia. The eventual goal, however, was to use the 3D 
representation as the tender and construction documentation, raising the status of the model to 
that of a contractually-binding legal document. 
The evolving design practices at Project Services highlighted not only the progressive shift from 
2D drafting to 3D modelling, but also a corresponding change in the roles and responsibilities 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
24  http://www.iesve.com/software 
25  http://www.granlund.fi/en/software/riuska/ 
26  http://www.autodesk.com/products/autodesk-autocad/overview 
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of the design team. While within the architecture group there remained some distinction 
between designers and technicians, the roles of both increasingly called for highly-skilled 3D 
modellers. Of the two, greater modelling expertise was required of the technicians, who typically 
assisted in the coordination of collaborative building models, as well as their creation. They also 
maintained a traditional support role within the team, particularly for the more senior designers, 
who conceptualised their ideas through hand-drawings and sketches before passing these on to 
the technicians to model. Many of the younger architects, on the other hand, articulated their 
designs directly as models, reflecting the increasing emphasis on 3D modelling competency in 
architectural education and training. Amongst the services engineering team, a similar 
convergence in the role of designer and technician was observed, with individual engineers not 
only designing the building systems, but documenting them in working drawings as well. Choice 
of design representation was again a source of tension for the group, however, this time arose 
from whether documentation was produced in 2D using AutoCAD or modelled in 3D using 
Revit MEP. Since recruiting and training people competent in 3D services modelling was a 
difficult and drawn-out process, software skills varied dramatically between different individuals 
in the group. As a result of this resourcing issue, traditional 2D documentation of building 
systems was still common; however, services were being modelled on an increasing number of 
projects, typically those of greater complexity demanding a high level of detail. 
According to Nicholas (2008, p.35), there are two key motivations behind the use of new digital 
tools in building design practice, which are “to improve the process or to improve the end result 
– to do it in less time or to deliver a better product”. Of these two, the first tended to take 
precedence at Project Services, due to the financial returns associated with increased speed, 
detail and coordination of project documentation. Transitioning to BIM offered several direct 
economic benefits, including lowered design costs; reduced RFIs (Requests For Information) 
during construction; and competitive advantage through enhanced market image. It also 
presented a number of potential future benefits, such as the ability to support full coordination 
across all trades and subcontractors; virtual construction planning through 4D modelling; and 
integrated facilities management services that link operational data to the building model. 
However, the uptake of 3D digital tools was not driven solely by economic efficiency. A 
growing government emphasis on sustainable development also saw a strong push for the use of 
modelling software to support the design of buildings with better environmental performance. 
The progressive transition to 3D modelling in both services and architectural design was 
instrumental in developing an infrastructure by which to support the introduction of energy 
simulation tools into conceptualisation processes. Yet despite the Strategic Energy Efficiency 
Policy for Queensland Government Buildings (Queensland Department of Public Works, 2008) 
outlining a commitment to energy savings of 20% in all government buildings by the year 2015, 
and carbon neutrality by 2020, energy assessment was not an integral part of the design process 
at Project Services. This relates, at least in part, to Kvan’s (1995, p.771) observation that: 
“The success of computer implementation in professional practice is less dependent upon 
the software and hardware features provided than by the compatibility of the software to 
the strategies of practice pursued by the professionals applying the software and the 
managerial strategies followed in the implementation.” 
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Given that the driving objective behind the use of digital modelling tools at Project Services was 
to engage in the practice of IPD, issues of sustainability and energy usage tended to fall 
secondary to this goal. Rather than effecting integration developments, simulation procedures 
were tempered to fit existing BIM practices, resulting in certain process incompatibilities and 
inefficiencies. Extensive time, effort and reformatting of information was often required to 
marry analysis tasks with modelling protocols, and as a consequence, comprehensive energy 
assessment was only carried out on projects that specifically allocated a budget to sustainability 
measures, typically those seeking Green Star certification. 
Across the organisation as a whole, it was evident that the use of 3D modelling for both design 
and analysis was increasing. To aid this transition, support for CAD and BIM software, in the 
form of tutorials, technical manuals and discipline modelling guidelines, had been made available 
to all practitioners on the Project Services intranet. At the time of this research, however, 
comparable resources for analysis software did not exist, nor had any modifications been made 
to existing BIM processes to improve support for analysis tasks. This was largely because the 
use of energy simulation for design support was a relatively new undertaking within the 
organisation, and as such, procedures for its application had not been fully formalised. A 
number of practitioners expressed the importance of rectifying this, as well as the need for tools 
and methods that better support collaborative investigations of building energy performance in 
early design. Before strategies for achieving this could be developed though, practical knowledge 
had to be extricated from individuals within the organisation. A model of the key dynamics 
shaping the interface between architectural design and energy analysis during early 
conceptualisation was needed, in order to construct logics grounded in a theory of design 
process. This required a clear understanding of the nature of practical knowledge and how it is 
accessed, which is discussed in more detail in the following subsection. 
 
3.2.2 Practical knowledge 
In discussing the generation of knowledge and its constructs, Barnett (2000, p.15) states that: 
“Knowledge changes. That is commonplace. Less understood and less remarked upon is 
the point that what counts as knowledge also changes. The underlying tacitly held 
assumptions in society as to what, in general terms, knowledge looks like gradually – or 
not so gradually – give way to new ideas as to the form that knowledge might take”. 
Barnett (2000, p.16) then describes an emerging paradigm shift in the contemporary 
understanding of knowledge from being “a matter of what one knows” to “a matter of what one 
can do”. He argues this to represent a transition “from knowledge as contemplation to 
knowledge as action” (Barnett, 2000, p.16), with the latter held in high regard particularly when 
produced within the sphere of practice. Barnett (2000, p.16) goes on to define this practical 
knowledge, or what he terms ‘working knowledge’, more explicitly to be “knowledge that is 
generated by and in the work situation; it works for its producers, securing economic or other 
gains, and it works as a form of intellectual labour, taking the place of human manual labour, 
and claiming attention in its own right”. Accordingly, practical knowledge can be regarded as an 
intellectual resource that must be continuously maintained, renewed and developed in order to 
preserve its functional value. 
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In contemporary social discourse, theories of practice uphold this knowledge to be a situated 
epistemological understanding that can only be obtained through immersive experience within 
its context of application (Lee, et al., 2000; Nicholas, 2008). As Barnett (2000, p.16) states, “this 
knowledge is gained in situ, through interactions not with propositions, theories or formally 
expressed facts about the world, but in direct engagements with the world in particular settings 
as they arise, especially in the domain of work”. He stresses that in challenging traditional 
notions of research, this conceptualisation of knowledge is of great epistemological significance, 
since it “emphasises that knowledge is inherent in human processes, actions and all interactions: 
it is thus not purely cerebral” (Barnett, 2000, p.19). Jarvis (1999) offers a more formal, yet 
similar, description of practical knowledge, asserting it to be a combination of three types of 
knowledge – process, content and tacit – legitimised within a practice environment. More 
recently, Zahle (2012), has defined this knowledge from the perspective of how it is accessed, 
arguing that it can be understood as the ability of individuals to work in an appropriate and/or 
effective manner when participating in activities involving a plurality of persons. The emphasis 
in all three definitions is on the tacit aspect of practical knowledge, the element that informs a 
person’s actions in response to a particular context or set of circumstances, which is learnt 
through experience and often difficult for individuals to articulate expressly (Fook, 2002; Jarvis, 
1999; Zahle, 2012). The significance of this tacit knowledge is stated most clearly by Nyiri (1988, 
pp.20-21), who, quoting Feigenbaum & McCorduck, observes that: 
“One becomes an expert not simply by absorbing explicit knowledge of the type found in 
textbooks, but through experience, that is, through repeated trials, ‘failing, succeeding, 
wasting time and effort ... getting a feel for a problem, learning when to go by the book 
and when to break the rules’... This practical heuristic knowledge, as attempts to simulate 
it on the machine (computer) have shown, is ‘hardest to get at because experts - or 
anyone else - rarely have the self-awareness to recognize what it is’. So it has to be mined 
out of their heads painstakingly one jewel at a time.” 
This raises a methodological issue – if practical knowledge is largely tacit, then the researcher 
will not be able to access this knowledge simply by asking individuals what they feel constitutes 
appropriate and/or effective behaviour under various circumstances. Given a practical frame of 
reference, this knowledge can only be acquired through participation in its context of 
application. As Fook (2002, p.83) argues, this requires the researcher to engage in: 
“... ‘accessing experiences’ rather than ‘obtaining data’, since the information we seek is 
the experiences themselves. Since these experiences already occur, it is more accurate to 
speak of accessing them ... rather than trying to collect something (‘data’) which does not 
already exist in the form we want it.” 
With experience being of utmost importance, it is clear that an ethnographic form of research is 
needed to support the study of practice. Only in this manner is the tacit knowledge possessed by 
practitioners able to be extricated, so that theories concerning practice and practical applications 
can then be constructed. 
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3.3 The participant-observation approach 
The method adopted for this research is one of participant observation. This qualitative form of 
inquiry seeks to situate knowledge within a practical setting, recognising that theories involving 
inherently tacit constructs are generated most effectively “in context, influencing, and being 
influenced by a context of interactions as they are in the process of being developed ... through 
an alliance and dialogue between researchers and practitioners” (Fook, 2002, p.83). The 
relevance of participant observation to these studies is evidenced not only by literature stating 
the applicability of this approach to the investigation of tacit knowledge, but also by theorists of 
practice advocating its use to unlock the implicit practical knowledge possessed by individuals 
(Bourdieu, 1990, 1993; Zahle, 2012). As Hume & Mulock (2004, p.xi) explain, “the rationale of 
the approach is that ... the researcher can come close to experiencing and understanding the 
‘insider’s’ point of view”. This immersion in the study environment allows the researcher to 
observe the network of forces at play, and “develop an understanding of complex social settings 
and complex social relationships by seeing them holistically” (Bogdan, 1973, p.303). 
To obtain an informative cross-section of experience, a balance between active and passive 
participation must be achieved that allows the researcher to share in the everyday activities of 
the individuals as well as observe their interactions objectively. At the research outset, the 
participatory approach adopted tends to be quite passive. Observation must take place first, to 
allow the researcher to establish their bearings within the environment by learning the basic 
language, history, politics and economics of the group, and gathering background information 
(Fetterman, 2003). The next phase normally employs more active forms of investigation, with 
researchers initiating conversations concerning topics of interest, asking leading questions to 
gain insight into the thinking within the group, engaging in interviews, and developing social 
relationships with various people (Payne & Payne, 2004). Over time, as the group adjusts to the 
routine presence of the researcher, the nature of participation is likely to change to reflect this 
increasing acceptance, allowing investigations to be conducted more openly, for example, asking 
direct questions and making notes in plain sight (Payne & Payne, 2004). Consequently, theories 
of practice tend to evolve significantly over the course of the research, as the researcher 
becomes further exposed to the practice and better equipped to interpret observations from a 
holistic and multi-perspectival position (Fook, 2002). 
The critical point to note is that when participant observation is employed for the purpose of 
explicating practical knowledge, its primary role is not to test hypotheses or examine existing 
theory, but to support the development of new theories (Bogdan, 1973). ‘Preconceived ideas’ 
and a priori assumptions are replaced by ‘foreshadowed problems’ that encourage a search for 
answers and a shaping of theories against facts (Pohland, 1972, p.13). What makes this a 
legitimate research activity “is ultimately the social contribution it makes: the accountability and 
transparency of the theorizing method; the communicability of the theory to others; and its 
ability to transfer meanings and transform practice” (Fook, 2002, p.93). 
By adopting a role that lessens the distinction between observer and observed, the researcher 
can minimise their effect on the group and at the same time gain greater insight into the 
relationships, behaviour and practical knowledge of its individuals (Schwartz & Schwartz, 1955). 
To reduce the likelihood of the researcher inciting an unnatural experience of the environment 
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or the group, Fook (2002, p.88) offers four principles for studying the dialogue, behaviour and 
artefacts of individuals in a practical setting. These principles are as follows: 
1. Minimise the influence of pre-existing formal theory: Personal beliefs and theoretical 
positioning must be suspended in order to sustain a nonjudgmental orientation that 
precludes any inappropriate or restrictive moral- or values-based situational reactions 
which may distort the research experience. 
2. Maximise the number of perspectives available: As many different points of view as possible 
must be examined in order to gain a holistic understanding of the practice 
environment, the interrelationships between its individuals, and the layers of meaning 
that contextualise their interactions. 
3. Explore the perspectives of both practitioner and researcher: Knowledge must be constructed 
via the practitioner’s emic or insider’s perspective, adopted without deference to a priori 
assumptions, but reviewed through the researcher’s own etic or outsider’s perspective 
to establish the position of this knowledge within a greater professional context. 
4. Maximise the fit between the method for accessing experiences and the practice experience itself: 
Participation and observation must be carried out in a manner that allows data to be 
collected efficiently and effectively with respect to the specific circumstances of the 
practice, in order to be as informative to the research as possible. 
While the first three principles are straightforward directives concerning researcher conduct, this 
last principle relates to the manner of study and is open to interpretation as to what constitutes 
an efficient and effective method of accessing practical knowledge in a given context. These 
methods can cover a wide spectrum of research activity, ranging from detached observation to 
engaged interaction with individuals and involvement in their activities. The degree to which the 
researcher engages in interaction with the individuals and becomes involved in their activities is 
largely determined by three factors: what will be the most informative; the level to which the 
researcher feels comfortable participating; and the level to which individuals feel comfortable 
allowing the researcher to participate (Zahle, 2012). This involvement, however, must allow 
access to experiences that offer meaningful and valid data and result in a richer understanding of 
the practice, so that it can be converted into a valuable asset for the research (Schwartz & 
Schwartz, 1955). Ultimately, it is the particulars of the project that determine the nature of the 
research activity, and the instruments that are used to collect data over the course of the study. 
 
3.3.1 Research instruments 
Unlike other forms of inquiry, where the research design is delineated before data collection 
commences, participant observation is typically reactive to observer experience, since initially “in 
many situations what is important is not known” (Bogdan, 1973, p.307). The research 
instruments employed therefore vary significantly, determined primarily by the specific study 
setting and investigative aims, as well as how these unfold over time. Having scrutinised 
numerous participant-observation studies, Pohland (1972) concludes that there is no such reality 
as ‘standard’ when discussing the investigative techniques of this style of research. Quoting 
Homan, he further maintains that: 
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“There are neither good nor bad methods, but only methods that are more or less 
effective under particular circumstances in reaching objectives on the way to a distant 
goal” (Pohland, 1972, p.6). 
Despite considerable differences in approach, there is consensus that participant observation is 
characterised by not one but a blend or amalgamation of inquiry techniques (Pohland, 1972). 
The reason for this, Pohland (1972, p.12) states, is that “the inter-correlations provide a more 
precise statement of construct validity than any individual instrument”. These techniques 
typically include direct observation, structured and/or unstructured interviews, and document 
collection (Pohland, 1972). Depending on their aims, however, individual researchers engage or 
accent these three aspects of investigation in various ways, and this where differences emerge. 
Drawing on the experiences of Project Services, the central aim of this research is to develop a 
framework for performance-oriented design that supports collaborative simulation procedures 
where architects and engineers reason work together in assessing the performance of design 
alternatives. Realising this goal requires a comprehensive and detailed working knowledge of 
practices pertaining to building modelling and energy simulation in early design. To gain insight 
into the nuances of these activities, the following research instruments have been employed: 
Case Study: Involves the collection of large amounts of information about one or a few 
instances of a specific activity as it occurs in its natural setting, covering a range of aspects 
in considerable detail (Hammersley, 2003). A typically unstructured narrative of events 
describes one (often of many) workable means by which a particular outcome can be 
achieved (Hammersley, 2003). By studying the situation in depth and over time, rather 
than in a limited manner on a single occasion, the case study makes it possible to identify 
causal processes in a way that is not feasible through survey research (Hammersley, 2003). 
Two case studies have been conducted in this research. The first adopts a passive 
observer role to illustrate typical challenges facing the use of energy simulation in early 
architectural design. In doing so, this case study identifies with Fook’s view that practice 
is often best accessed through the description of a critical incident, composed using the 
practitioners’ own accounts of their experiences (Fook, 2002). The second case study 
adopts a more active participant role to determine the critical information requirements 
for simulating building energy performance in early design. Similar to work by Schwartz 
& Schwartz (1955), it looks to explore three aspects of experience: the process as 
experienced by the researcher; the constituent parts of this process; and the insights 
gained through active researcher participation. In both case studies, relevant background 
information has also been sourced from various documents and other tangible outputs 
produced by the practice, including project files, drawings and documentation, building 
models, practice reports, government policy, related institutional publications and 
research, and meeting minutes. This information complements the experiences of 
practitioners and the researcher, to further illustrate and corroborate observed practices. 
Unstructured Interview: Entails enquiry by way of open-ended questions or simple 
prompts that allow interviewees considerable interpretive latitude in responding. The type 
of unstructured interview adopted primarily in this research is best described as ‘active’, 
where negotiated interactions between the researcher and an individual who shares their 
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interests are undertaken in and influenced by the research context (Fontana, 2003). These 
interactions are intentionally informal, since “as one lives in the setting, takes part in the 
social life of the people, and gets to know them well as persons, formal interviews by 
schedule seem inappropriate” (Pohland, 1972, p.12). Adopting a conversational tone, the 
active unstructured interview unfolds in a natural manner that encourages serendipitous 
exchange (Pohland, 1972). This offers a flexibility that affords the researcher opportunity 
to pursue relevant lines of enquiry as they emerge, delving into the subject matter in 
greater depth and with greater focus (Bogdan, 1973).  
In this research, the unstructured interview has been used to gather detailed information 
concerning practitioner interactions, both with each other and with software, in 
constructing assessments of building energy performance. This has occurred largely 
through conversations held with practitioners at their desks while they worked, 
documented following the interaction so as not to interfere with the natural course of the 
dialogue. As well as recording conversations as closely as possible, notes also include 
observations concerning the experience as a whole, personal opinions, and initial 
interpretations of events. This type of unstructured interaction was found to both 
support the case study approach and further complement the information gathered from 
these cases with an in-depth working knowledge of the everyday practices of architects 
and engineers at Project Services. 
Using these investigative instruments, in combination with direct observation, this research is 
able to draw on a broad range of experience to develop a theoretical framework for the 
integration of energy simulation in early design. The advantage of theories constructed in this 
manner is “their openness, their ability to take into account the individual ‘exception to the rule’, 
to illuminate specific experiences in different situations and contexts” (Fook, 2002, p.84). At the 
same time, in order to communicate these theories, a shared dialogue must be adopted to ensure 
that research findings can be translated into constructs that are meaningful in other contexts. 
Achieving a balance in this dichotomy between the exception and the rule can be challenging, 
and methods by which to address this matter are discussed below. 
 
3.3.2 Addressing participant observation limitations 
The limitations of participant observation, when employed for the purpose of developing 
practice theory, arise from the fact that “practice does not lend itself easily to the requirements 
of traditional research as we see them – the need to measure and control variables, to make 
predictions, to be able to generalize our findings” (Fook, 2002, p.86). In a practice setting, as 
well as other contexts of application, participant observation is largely concerned with 
investigation of the specific, drawing on unique situations and subjective experiences from 
within a particular environment to construct knowledge and meaning. As Jarvis (1999, p.83) 
observes, herein lies the vulnerability, since “every practice event is unique and ephemeral, and 
there is no empirical reality that can be carefully measured, checked and rechecked”. Thus, while 
this approach provides a depth of understanding often lacking in other investigative methods, it 
can simultaneously prove problematic for ascertaining the impact of such studies within a 
broader research context. Established, and widely-accepted, scientific traditions uphold that the 
value of research is largely dependent on the credibility it derives from its potential for 
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replication and generalisation, as determined by the reliability and validity of its outcomes 
respectively (LeCompte & Goetz, 1982). Like other forms of ethnographic research, participant 
observation faces threats to this credibility because, by very nature, it can be unconducive to 
such measurements (LeCompte & Goetz, 1982). 
The common criticism directed at all manner of qualitative investigation is that it fails to hold up 
to the traditional tenets of reliability and validity (LeCompte & Goetz, 1982). It should be noted, 
however, that this criticism is equally valid with regards to quantitative research. An extreme 
example of this can be seen in developmental psychology, where, according to Bronfenbrenner, 
as quoted in Nicholas (2008, p.38), the overuse of laboratory studies led to “the science of 
strange behaviour of children in strange situations with strange adults for the briefest possible 
periods of time”. Yet while the credibility of both qualitative and quantitative studies can be 
undermined by a lack of broader relevance, causal problems of reliability and validity present in 
very different ways within the two. Therefore in any study, these issues must be examined, and 
strategies for dealing with them proposed, in order to ensure the credibility results and findings. 
Reliability in research relates to the capacity for replication of results and findings (LeCompte & 
Goetz, 1982). Since ethnographic research occurs in natural settings, is concerned with unique 
and specific situations, and involves the investigation of dynamic human behaviour, no study 
adopting any form of this approach can ever be replicated exactly, regardless of the methods 
employed (LeCompte & Goetz, 1982). Being one such approach, participant observation not 
only precludes the use of standardised controls like those employed in experimental 
investigation, it actively avoids these deterministic measures as they can distort natural 
occurrences and subvert the essence and complexity of the situation being studied (Bogdan, 
1973). Without formalised constructs by which to describe study parameters, problems of 
reliability can result from either inadequate specification of the research design or differing 
researcher interpretations of data (LeCompte & Goetz, 1982). 
Risks relating to methodological specification are eased through explicit delineation of the 
research design with respect to five sources of variability: researcher role and status; informant 
selection; social situations and conditions; analytic constructs and premises; and methods of data 
collection and analysis (LeCompte & Goetz, 1982). Descriptions of these research parameters 
can be found within the contents of this chapter, addressing this matter. The counterpart issue 
of researcher interpretation has been minimised in these studies by the presence of multiple 
investigators in the study setting. Providing corroboration of research findings within Project 
Services was a second embedded doctoral candidate, working under similar circumstances on a 
different, but related, research topic. Several other members of the project team also periodically 
participated in the practice setting to various lesser extents, typically under more formal 
circumstances such as planned meetings and workshops. LeCompte & Goetz (1982) state this to 
be the most effective method for confirming findings, as it ensures negotiated consensus as to 
the composition of events and interactions, their meaning, and constructs that explain them.  
While reliability relates to the replicability of research outcomes, validity is a function of their 
accuracy. It corresponds to the efficacy with which research constructs and findings represent 
an empirical reality that is applicable to similar situations or groups of people (LeCompte & 
Goetz, 1982). While often a challenge for quantitative research, as a form of ethnographic 
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investigation, participant observation inherently ameliorates the risk of incongruity between 
observer and observed realities and perceptions (LeCompte & Goetz, 1982). The investigator’s 
long-term participatory experience immersed in the study setting allows the research to be 
formulated and conducted in a manner that closely parallels the subjects’ point of view. Threats 
to reliability can, however, still transpire from the observer’s modus operandi impacting negatively 
on either their interactions with the group or research conduct, as well as influences that reduce 
or obstruct the comparability or translatability of research findings (LeCompte & Goetz, 1982). 
The main risk with respect to the observer is misinterpretation of an observed situation or 
interaction through erroneous assessment of the reactivity of one or more of its actors (Zahle, 
2012). This can be a manifestation of distorted observer perception, typically relating to their 
status in the practice, existing disciplinary bias, or participation that is either too active or too 
passive; it can also be symptomatic of the observed responding fallaciously, by lying, 
withholding relevant information or misrepresenting their claims, usually in an attempt to paint 
themselves in the best light or please the researcher (LeCompte & Goetz, 1982; Schwartz & 
Schwartz, 1955). Threats of this nature can be mitigated by establishing relationships with 
multiple individuals of differing perspectives. In this manner, observations can be validated 
through their coherence with other observations, with those proving incompatible dismissed, 
and earlier interpretations revised as new knowledge is acquired (LeCompte & Goetz, 1982; 
Pohland, 1972; Zahle, 2012). The purpose of developing constructs in this manner is to obtain 
findings for a specific group of people that may then be compared and contrasted against other 
similar groups (Fook, 2002). Consequently, unlike quantitative forms of research, which use 
statistical sampling and analysis to derive generalised results for an entire population, participant 
observation instead ascertains comparability and translatability of findings by establishing 
sufficient typicality of some given situation and a basis for comparison with analogous groups. 
In terms of this research, the practice at Project Services is largely governed by the greater AEC 
industry and therefore akin with other building design firms (Maher, et al., 2006). As such, while 
it is to be expected that the specific situations and interactions experienced in this research 
cannot be exactly replicated in other practices, the progress, lexicon and modus operandi of Project 
Services are generally in accord with this broader context. What further counteracts threats to 
translatability arising from the inimitable nature of practice is the industry-wide pursuit of a 
more sustainable built environment, and a concomitant interest in minimising building energy 
consumption. 
 
3.4 Observation: Joint Contact Centre 
This first case study is a retrospective investigation of Project Services’ benchmark building for 
BIM and sustainability, the Joint Contact Centre (JCC), which can be seen in figures 3.2 and 3.3. 
It adopts a passive observer mode of study for the purpose of examining existing design 
processes within the practice, with the primary objective being to evaluate the effectiveness of 
digital tools and methods currently employed for design. This case study illustrates the typical 
challenges facing practitioners using energy simulation as a design-support tool in the context of 
a conventional design integration approach. In doing so, it highlights several obstructions to the 
exchange of information between design and analysis domains. 
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Figure 3.2: External perspective render of the JCC building (courtesy of Project Services). 
 
Figure 3.3: Elevations of the JCC building (courtesy of Project Services). 
As a multidisciplinary organisation containing architects and all professions of building 
engineers, Project Services had a vested interest in improving design integration within their 
everyday practice. With recent government sustainability initiatives outlining energy reduction 
targets in all government-owned offices, there was particular interest in how this integration 
could be leveraged to mitigate the environmental impacts of buildings. Following directives 
from senior management, the JCC project was selected as the vehicle by which to progress 3D 
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integration techniques that had been demonstrated in earlier work. It was chosen not only for 
the complexity of its design and construction, but also because of its green design requirements. 
The success of the JCC project lies largely in its sustainability achievements. Not only did the 
building satisfy the client’s requirement for a Green Star outcome of six stars, it was also 
awarded the highest six-star rating ever given to an office building in Australia, scoring 92 points 
out of a possible 105 (in the category of Office Design). In accomplishing this outcome, the 
design team at Project Services had to contend with a unique challenge – to deliver the project 
using integrated building modelling as the means by which to fulfil the stringent requirements 
outlined by the Green Building Council of Australia. The design of this 4686m2 office in 
Brisbane began with the brief for a call centre to house staff from the Queensland Police Service 
(QPS) and Smart Service Queensland (SSQ), which contained large open spaces, call rooms, 
meeting rooms, training and support spaces and a small café. Commissioned for the purpose of 
managing enquiries concerning non-emergency police matters and general government services, 
as well as handling 000 calls in crisis situations, this facility needed to accommodate 460 
employees and operate 24 hours a day. Due to the Green Star rating scheme having a heavy 
emphasis on energy efficiency, this high level of operational intensity demanded that top priority 
be given to the building services design. This in turn focused attention on the development of 
passive architectural strategies for minimising the loads placed on these services. Consequently, 
the mechanical and electrical engineers were involved in the project from its inception, and 
along with the architects and structural engineers embarked upon an iterative conceptualisation 
process exploring the energy efficiency of different design alternatives. The commendable 
Green Star outcome can largely be attributed to the operational energy savings that were 
accomplished as a result of these early performance investigations. 
Forty-five different building options were modelled and analysed in the conceptual design 
phase, six of the more significant of which can be seen in figure 3.4. As illustrated, these 
variations included: changes to the floor to ceiling height; the presence of central atria; the 
inclusion of cooling towers; enclosing the atria; alternative roof designs; and the addition of 
external shading. Other issues considered were building orientation, facade design, and the use 
of passive and active chilled beam cooling systems. Each option was evaluated in terms of its 
impacts on a number of somewhat conflicting performance criteria. Trade-offs between spatial 
organisation, and HVAC, lighting and structural systems were examined in order to obtain an 
optimal design solution with respect to satisfying program requirements and minimising energy 
usage. For example, looking to reduce the energy consumption associated with lighting by 
exploiting natural light for illumination during the day, floor to ceiling height would have needed 
to be 4.5 metres given a solid building footprint. However, any lighting energy reductions would 
have been counteracted by a simultaneous rise in the cooling load, as well as additional burden 
placed on the structural system, resulting in significant increases to both operational energy 
usage and construction cost. Further investigation revealed that the placement of atria along the 
central building axis could achieve the required illumination levels through daylighting at only a 
3.45 metre floor to ceiling height, with negligible increases in the cooling and structural loads. 
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Figure 3.4: Progression of the JCC design: a) floor to ceiling of 4.5 metres; b) floor to ceiling of 3.5metres with central 
unenclosed atria; c) addition of cooling towers; d) enclosed central atria; e) roof pitch of 23°; f) addition of window shading. 
Once the basic form had been decided, and the design team was satisfied that the schematics 
would minimise building loads, chilled beam cooling systems were investigated as a means by 
which to further improve energy efficiency. The performance of various operational parameters, 
such as minimum internal supply air temperatures and ventilation speed, were explored, with 
options evaluated against the criteria of total energy consumption and predicted occupant 
comfort levels. Serendipitously, the option that saved the most energy also provided the greatest 
comfort. It should be noted that each of these predictions was based on standardised 
assumptions concerning building operations and occupant behaviour, which can only ever be an 
abstraction and estimation of actual building conditions. However, these uncertainties did not 
impact unduly on the decision-making process, as the benefit of performing these simulations 
lay not in the absolute measurements of energy consumption that they provided, but rather in 
the comparison of different design options that they enabled. 
On this project, Autodesk’s Revit suite was used for the building modelling and, due to its 
established connection with this design software, IES-VE was employed for energy analysis. 
Initially the architectural model was able to be imported into the simulation environment with 
minimal remodelling. However, each design option did have to be modelled and analysed 
individually, as these applications lacked both high-level parametric capabilities and the capacity 
to transfer information bidirectionally. Furthermore, simulation files took some time to set up, 
as they required a significant amount of additional information describing building services and 
operations, which could not be specified in Revit and, for the most part, could not be reused 
from one analysis to the next. Due to the expertise required to conduct and interpret 
simulations and their results, the responsibility for these early performance investigations fell 
heavily on the services engineers. While the information gained was invaluable in minimising 
building energy consumption, the architect was largely removed from this evaluation process, 
making it apparent that these software tools did not adequately support multidisciplinary 
explorations of design performance or collaborative decision-making practices. 
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As the project progressed and the model became more detailed, the possibility of integration 
between design and analysis activities became even further removed. A number of underlying 
software and hardware incompatibilities materialised over time; however, more problematic was 
that practitioners did not possess sufficient knowledge about the process requirements of 
disciplines other than their own. This manifested as a lack of awareness concerning modelling 
inputs and outputs at different stages of the process, and how these related to various design 
and analysis tasks. Building models were often overloaded with superfluous information, 
resulting in large files that were cumbersome to exchange and an aggregate model that was 
difficult and time-consuming to maintain and update. Information in these models was also not 
structured in a manner that could easily be filtered for analysis, causing significant data 
redundancy when imported into the simulation environment. Simultaneously, these design 
representations did not contain other information critical for performing analyses. This became 
quite obvious when the engineers attempted to use the architectural model as the basis for 
energy simulation in the later project stages, only to find that rooms had not been modelled as 
enclosed spaces and therefore could not be used to represent thermal zones. Towards the end 
of contract documentation, the engineers had to recreate the energy model from scratch to 
perform the required analyses, due to a combination of these representational incompatibilities 
and inconsistencies in the file interpretation between software packages. 
Despite these problems, the JCC project accomplished a number of notable achievements. With 
regards to sustainability, the passively-designed architectural form provided 77% or more of the 
required illumination through natural lighting during the day. This, in combination with an 
automated night purge system to ease cooling requirements, reduced the energy loads on the 
building significantly. It also proved possible to change the client’s technical infrastructure 
habits by using the energy model to demonstrate how upgrading their workstation and network 
setup could dramatically cut down on power usage. In terms of integration, the aggregate 
building model facilitated clash detection that enabled conflicts between building components 
under the control of different disciplines to be identified, and many problems, such as overlaps 
between structure and ductwork, to be resolved well before the contract documents were issued. 
As a result, the 2D documentation taken from the model was well-integrated, which minimised 
the number of RFIs from the contractor and allowed the construction process to proceed 
smoothly. Although not a contractually-binding part of the tender documents, the model and a 
model viewer were also issued to the potential contractors to allow them to fully visualise the 
extent and complexity of the works. The successful contractor then was able to prepare a 4D27 
model that was used as the primary means of coordinating the construction process and 
reporting on progress. 
While the JCC project demonstrated the benefits that can be achieved through digital design 
integration, it simultaneously highlighted a number of problems yet to be overcome. What 
became particularly apparent in this case study was that integration is restricted primarily by the 
interdisciplinary transmission and interpretation of building information. Clearly, performance 
analysis can be an invaluable decision-support tool, but it must be accompanied by effective 
interdisciplinary communication if the implications of different design constraints are to be 
understood fully by all. Only with a shared understanding can appropriate levels of design 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
27  4D refers to the extension of a 3D model to include time- or scheduling-related information. 
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abstraction be negotiated, and interactions between modelling and simulation tasks structured to 
support the integrated evaluation of design options and collaborative decision-making. 
 
3.4.1 A BIM design process 
The issues of integration and interoperability exhibited in this case study, which persist 
throughout AEC practice as a whole (Holzer, 2011), must be overcome if performance 
constraints are to be used creatively and effectively to drive design exploration. This requires a 
clear understanding of the information dependencies between different disciplines during the 
design process. Figure 3.5 depicts the digital interactions that took place on the JCC project, as 
understood from the perspective of the practitioners at Project Services, illustrating the different 
design and analysis activities, the tools involved in each, and the nature of information exchange 
between them. 3D models were the predominant medium for exchange, with the architectural 
representation used as the basis for coordination amongst disciplines. Model formats supporting 
these 3D transfers varied, depending on whether interoperation could be achieved through the 
direct transfer of proprietary files or relied on IFC exchange. There were also situations where 
2D data was used as the medium for transfer, and others, particularly in the communication of 
analysis results, where information was passed in a textual form not linked with the 3D model. 
While this diagram illustrates the software links between different disciplines, it does not convey 
any sense of workflow in terms of when, why and what and information is exchanged. This is 
indicative of a pervasive underlying ambiguity concerning the levels of data abstraction and 
integration appropriate to models at different stages in the design, which is commonly 
experienced with BIM-based approaches to integration. It is highlighted in figure 3.5 by 
environmental analysis tasks that are two steps removed from the architectural design process, 
 
 
Figure 3.5: Diagram of the digital interactions on the JCC project. 
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in spite of the project’s energy performance requirements. Although recent research into energy-
oriented design promotes the use of BIM for achieving integration between these activities 
(Geyer, 2009; Sanguinetti, Eastman, & Augenbroe, 2009; Schlueter & Thesseling, 2009), BIM 
representations typically do not support a multi-perspectival understanding that facilitates 
analytical interpretation (Haymaker, Kunz, Suter, & Fischer, 2004; Johnson, Von Buelow, & 
Tripeny, 2004). Being design-oriented representations, building models often lack the 
information to carry out analyses, as users are not required to explicitly define the properties 
required for simulation (Mahdavi, 2004). At the same time, detailed BIM representation schemas 
are often too complex for early design (Parthenios, 2005), containing an abundance of data that 
becomes redundant in a simulation environment (Augenbroe, et al., 2004). These trends inhibit 
information exchange between design and analysis domains and prevent performance feedback 
from being used directly to inform early decision-making processes. 
What is needed instead is a process-oriented approach to integration that enables simulation 
procedures to be linked directly to architectural modelling, with the relationships between design 
and analysis constraints clearly defined. This hinges on the development of improved 
information exchange strategies that address issues of data representation, resolution and 
translation in order to support real-time interaction between design and analysis tasks. The 
following subsection examines the obstructions to integration that must be overcome if this is 
to be achieved, so that a framework for performance-oriented design that is better suited to the 
needs of multidisciplinary design teams can be established. 
 
3.4.2 Barriers to integration 
While the JCC project demonstrated the benefits of engaging simulation for decision support, it 
also revealed a number of obstructions to design-analysis integration. These barriers related to 
the exchange of information between domains, and highlighted limitations typical of BIM-based 
integration strategies. In keeping with conventional BIM practice, an interoperation approach to 
exchange was adopted, with static instances of the product model being the vehicle for 
information transfer. Amongst design domains, this involved model-sharing, with data supplied 
to and extracted from a central repository using the architectural representation as the basis for 
coordination amongst disciplines. Alternatively, between design and analysis domains, a model-
exchange strategy was adopted, with gbXML files exported from Revit to IES-VE for energy 
analysis. As well as giving rise to data redundancy and inconsistency, this file exchange approach 
created separation between design and analysis tasks, and reinforced a sequential workflow 
process where one domain was active and the other reactive, rather than mutually interactive. 
Moreover, since exchanges were unidirectional, from design to analysis, performance feedback 
could not be returned to the design software to inform architectural decisions directly. 
Information exchanges were also subject to translation issues arising from differing 
representations (Steel, et al., 2012). Architectural design models use solid geometries to faithfully 
illustrate building components, while energy analysis models require centreline surface 
geometries to examine the building as a network of filters tempering energy transfer between 
spaces. The services engineers found transformations between the two model types to result in 
inaccuracies, necessitating expert translation of the building description between domains. 
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Figure 3.6 shows one such example, where wall centrelines in the building model were 
prevented from connecting by a simple change in construction that generated a ‘gap’ at a 
number of wall intersections in the analytical model, resulting in two physically separate spaces 
either side of a vertical partition being treated as a single zone in the simulation. This illustrates 
how standard design representations were unable to support performance analysis reliably. 
Beyond problems of information representation and exchange, there were also issues with 
software. While Revit has some capacity for parameter-driven modelling, it lacks an underlying 
associative structure hierarchically linking the geometry of each component to that of another 
which came before it. Without high-level parametric dependencies between objects, updates 
could not be propagated through the design representation automatically, and manual rebuilding 
of the model was needed for each option tested. Limitations were also experienced with the 
simulation software. The VE-Toolkits, software in the IES suite targeted for use in early design, 
could not be used as their underlying simulation defaults did not reflect the Australian context 
and were not editable. VE-Pro, the more comprehensive version of the software, intended for 
use in the later design stages, had to be used instead. It required detailed information to describe 
the simulation, often not reusable between alternatives. Analyses were therefore time consuming 
and labour intensive to carry out. Furthermore, the complex numerical interface made 
translation and interpretation of models and results a non-trivial task that constrained the 
designers’ ability to understand and decide between alternatives. Together, these digital tools 
largely failed to structure the interaction between design and analysis tasks. 
It was also found that practitioners had limited knowledge of the process requirements of other 
disciplines, particularly concerning task inputs and outputs at different project stages. Rather 
than being constrained by the technical precision of the models, communication was hampered 
primarily by the interdisciplinary interpretation and transmission of information. Without a 
shared foundation for understanding, relationships between design and performance could not 
 
 
Figure 3.6: Example of a transformation error moving between representation paradigms. 
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be explored collaboratively. This exposed the need for digital processes and tools that better 
support communication, as well as enabling seamless and dynamic interaction between domains. 
Of the four barriers – exchange strategy, information representation, software and 
communication – this last issue proved the largest hindrance to integration. It was observed to 
be indicative of a fundamental difference in the understanding of the building, from the 
architectural view of what it is, in terms of its form and materials, to the engineering perspective 
of what it does, as an envelope that moderates energy transfers between its internal environment 
and the external surrounds. This epistemological difference was seen to prevent architects and 
engineers from working together to evaluate the performance of design options. It is evident 
that a common foundation for understanding that establishes clear relationships between design 
and analysis constraints is therefore needed if digital tools and processes that support 
collaborative investigations of energy performance are to be developed. 
 
3.5 Participation: Pine Rivers District Police Office 
This second case study is an inward-focused investigation exploring the information 
requirements for simulating building energy performance in early design. It adopts an active 
participant role on a refurbishment project for the Pine Rivers District Police Office to 
construct a conceptual framework for integrating energy assessment into everyday architectural 
design. Dispensing with the premise of a BIM-based integration framework, this case study 
concentrates on identifying links between critical analysis requirements and early architectural 
considerations, so that energy simulation may be used to drive integration developments that 
take full advantage of the performance benefits it has to offer. 
This refurbishment was selected to demonstrate how simulation might be incorporated into 
everyday architectural design, as it was an ideal example of a project where energy assessment 
would normally fall outside the design budget and scope of service. Furthermore, it presented 
the opportunity to engage with a client who could benefit directly from the research, since QPS 
are building owner-occupiers who commission up to fifteen projects in any given year, and the 
ensuing operational costs of these facilities have a significant impact on their annual expenditure 
and budget distribution. By enabling the energy savings of different design options to be 
evaluated against their capital costs, the client was able to make more informed decisions and 
better engage with the design process. Additionally, since this project was subject to the 
restrictions of an existing building envelope and the strict regulations of the Police Services 
Building Code, it also served to demonstrate that considerable operational energy reductions 
could be achieved even when design possibilities were limited. Given that within such a highly-
constrained design space significant energy savings were still possible, the practical benefits of 
engaging simulation on everyday projects were quite clear to all involved. 
The contribution of this research to the project was a report outlining potential design options 
for improving building energy efficiency in the redevelopment of the old Petrie Courthouse as 
the new Pine Rivers District Office for QPS. With the Queensland Government mandating a 
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NABERS28 energy rating of 4½ stars for all new public buildings (Queensland Department of 
Public Works, 2007), the aim was to determine whether it was possible to achieve this rating on 
refurbishment projects also. Since absolute compliance with this measure of energy performance 
was not essential, and there was no budget for in-depth energy modelling, the client and design 
team recognised that any effort would be best spent conducting comparative analyses of 
architectural, mechanical and electrical alternatives in early design. 
The old Petrie Courthouse, a two-storey, cavity-brick building pictured in figure 3.7, was 
constructed in the mid 1960s. Its durable masonry construction provided the project a ready 
building envelope, lessening the amount of new construction needed and offering several 
benefits in terms of design sustainability. As a renovation rather than a new building, the 
upfront energy expenditure normally associated with the manufacture and transportation of 
materials, as well as that of the construction process, was appreciably reduced. Furthermore, as 
the existing construction provided a base building envelope of relatively high thermal 
performance, basic modifications and upgrades eased the loads on mechanical systems 
considerably, serving to minimise the predicted operational energy consumption. 
The existing building also exhibited some distinctive architectural characteristics that the 
proposed redevelopment sought to preserve; in particular, the wide and shallow cantilevered 
eaves establishing a continuous plane between the external soffits and internal ceilings. Full-
height infill glazing, seen in figure 3.8, exaggerated the floating nature of this roof structure, 
supporting it via concealed structural columns within the mullions as it traversed the boundary 
of interior and exterior space. Maintaining the integrity of this uninterrupted relationship 
 
 
Figure 3.7:  The old Petrie Courthouse. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
28  NABERS is a rating system that measures the environmental performance of Australian buildings, tenancies and 
homes. It differs from Green Star in that it is used to assess the performance of existing buildings, rather than the 
design and construction of new projects (http://www.nabers.gov.au/public/WebPages/Home.aspx). 
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Figure 3.8: Full-height glazing featured throughout the building. 
between internal and external fabric was both central to the design and a constraint on the 
project. The limited plenum space offered little capacity to accommodate the ductwork 
associated with packaged air-conditioning systems, and the ceilings could not be dropped to 
allow for these services if the continuous relationship between ceiling and soffit was to be 
maintained. To ensure that the mechanical services did not compromise the overall aesthetics of 
the building, ductwork was housed in a combination of discrete bulkheads and vertical risers, 
concealed inside built-in storage cupboards where possible. 
The design scheme seen in figure 3.9, one of five developed, was selected by the client as best 
suited to their programmatic needs. Apart from the addition of a lift, and the conversions of an 
undercroft space and a garage on the lower level to sanitary facilities and a lunch room 
respectively, the building fabric remained relatively unaltered. Opportunities to minimise 
operational energy consumption through its design were thus limited to minor modifications 
and upgrades to the building envelope with respect to the following five variables: insulation; 
roof colour; glazing systems; external window shading; and skylights. To explore alternative 
options for these five variables, as well as different configurations of building services, a series 
of comparative analyses were conducted in the software eQUEST29. This program was chosen 
over the many other simulation applications currently available, for its unique building creation 
wizards that guide the user explicitly through the process of constructing an energy model in 
early design (James J. Hirsch & Associates, 2010). A series of data entry screens, one of which 
can be seen in figure 3.10, clearly delineate the inputs needed to explore building energy 
performance. This enabled a holistic understanding of the information requirements for 
conducting simulations in early design to be constructed. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
29  http://www.doe2.com/equest/ 
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Figure 3.9: Plans for the refurbishment of the old Petrie Courthouse (courtesy of Project Services). 
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Figure 3.10: Example of an input screen in the eQUEST building creation wizards. 
To conduct the simulations, the following assumptions were made concerning the operation and 
fit-out of the proposed building: 
§ Standard operational hours, corresponding notionally to a 50 hour a week schedule; 
§ Standard HVAC, equipment, lighting and hot water loads in accordance with 
recommendations in the NABERS Energy Guide to Building Energy Estimation 
(NABERS, 2008) and BCA (Building Code of Australia) regulations (Australian 
Building Codes Board, 2009); 
§ Default occupant densities as per the BCA (Australian Building Codes Board, 2009); 
§ Standard interior finishes of carpeted floors, plasterboard ceilings, and vertical blinds 
(mostly open during office hours and mostly closed after hours) on internal windows; 
§ A pre-compiled Brisbane weather file used to simulate climate data. 
Using this information, a baseline building was then modelled, a snapshot of which can be seen 
in figure 3.11, incorporating the following features as observed through site inspection: 
§ No insulation anywhere in the building (insulation was present, but highly degraded); 
§ Galvanised steel roof with noticeable weathering; 
§ Clear, fixed single-glazing for all external windows; 
§ No responsive lighting controls to accommodate natural daylight; 
§ Standard thermostat set-points of 21°C in winter and 23.5°C in summer; 
§ Sanitary facilities and storage facilities mechanically-ventilated and not air-conditioned. 
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Figure 3.11: eQUEST model of the base building. 
Analyses were run with the HVAC modelled as rooftop packaged systems in the large open 
office, conference room spaces and circulation zones; while split systems were allocated to the 
smaller perimeter offices and the lunch room. Simulations were set up to auto-size HVAC 
equipment, with the specification that: systems operated from one hour before office opening to 
one hour after closing; fan calculations used a 1.15 safety factor; and equipment had a COP 
(Coefficient of Performance) of 2.4, in accordance with NABERS guidelines (NABERS, 2008). 
The brief indicated that approximately 30 staff were to be accommodated in the facility, each 
assumed to be working on their own individual computer, and from the floor plans the NLA 
(Net Lettable Area) of the building was determined to be 395m2. This information, along with 
the total annual energy consumption predicted from the initial eQUEST simulation, was input 
into the NABERS rating calculator30 for offices (NSW Government Office of Environment & 
Heritage, 2013). The baseline building was calculated to have a whole-building NABERS rating 
of 3 stars, against which the energy efficiency of various design and services alternatives was 
then measured. Options were evaluated not only on energy performance, but also on their 
capacity to maintain the aesthetics of the existing building fabric. Subsequently, the following 
design and services recommendations were made: 
Insulation: R-2 batts were specified for both roof and ceiling insulation. R-4 batts did 
perform slightly better, however, overall this improvement was negligible, and so R-2 
batts were recommended to minimise costs and the space required for installation. 
Roof colour: It was found that the lighter the paint colour, the more energy efficient the 
building. While white was the best performing solution, silver was a close second and was 
the recommended alternative as it also lessened the reflectance of the roof. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
30  http://www.nabers.gov.au/public/WebPages/RatingCalculator.aspx?module=40&id=500 
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Glazing: Solar-control low-e single glazing, which has an external film designed specifically 
to reduce solar heat gains, was recommended for all windows and doors. While green-
tinted double glazing was a slightly better performer31, this colour was not in keeping with 
the scheme proposed for the building. Furthermore, although existing windows had been 
scheduled for replacement, double-glazed units had not been budgeted for. The solar-e 
option was significantly cheaper than the double glazing and also less reflective externally. 
External shading: External screens were recommended for the office windows on the north 
and west facades at the rear of the building, seen in figure 3.12, which were quite exposed 
and found to be particularly susceptible to heat gains. A new shading structure was also 
proposed over the rear courtyard next to the lunch room. The south and east facades 
were left untouched as, respectively, the orientation was not problematic for solar gain, 
and the windows were already sufficiently protected by building overhangs. 
Skylights: Different options were run where the total roof area that the skylights covered 
stayed the same but the size of the skylights, and therefore also their number, varied. It 
was found that smaller skylights more evenly dispersed performed better than larger 
skylights fewer in number. Low heat gain skylights that diffuse light were specified along 
with energy-efficient fluorescent lighting capable of dimming down to 10% capacity.  
HVAC systems: The summer thermostat set-point was increased from 23.5°C to 24°C, as 
outlined in the Carbon Reduction Strategy for Government Office Buildings 
(Queensland Department of Public Works, 2007). Other recommendations included the 
use of premium-efficiency equipment and demand-based HVAC system operation. 
The resulting energy savings were the product of complex interactions between these different 
constraints and not simply the summation of the reductions predicted for each individual 
recommendation. This illustrated the interdependent nature of simulation variables and why 
rules-of-thumb do not suffice if more informed decisions are to be made about building energy 
efficiency in early architectural design. 
 
Figure 3.12: Exposed windows on the north and west building facades. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
31  It should be noted that while all double glazing outperforms single glazing in terms of thermal performance, it was 
found that in terms of overall energy consumption the solar-e glass performed better than all double-glazed units 
with the exception of the green-tinted glass. The reason for this is that while it may not necessarily perform at a 
higher level thermally, it allows more natural light to reach the interior spaces so that lighting loads are reduced. 
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With respect to the baseline building, the combination of these different recommendations was 
seen to reduce the predicted energy usage by almost 30%, revealing that the building did have 
the potential to achieve a 4½ star NABERS rating when refurbished. This being said, there were 
some limitations to the accuracy of this prediction. Calculations were based on assumptions 
concerning occupant behaviour, which can only ever be an educated guess as to how the 
building will actually be inhabited. They hinged on the expectation that HVAC and lighting 
systems would always be powered down after hours, and that the tenancy would require only 
standard office equipment and not specialist technical systems. At the same time, however, the 
annual energy consumption was calculated for maximum occupancy of all inhabitable spaces 
during working hours, when in reality, it was unlikely that the offices and conference rooms 
would be at full capacity every business day of the year. The default load scheduling for the lift 
was also a high estimation of actual operational requirements, given the more central location of 
the staircase. Since these factors over-compensated energy consumption to a degree, it was 
concluded that if the building were to be maintained sensibly, with air-conditioning and lights 
not left on overnight, a 4½ star NABERS rating would be quite feasible. 
Despite providing decision support that the project architect found invaluable, a number of 
aspects of eQUEST’s functionality were seen to limit its potential application to early design in 
the context of Australian practice. Although (using the Energy Efficiency Measures wizard) 
variations on the base model description were able to be defined so that multiple building 
options could be evaluated on each simulation run, these variations could only be defined for 
building materials, services and operations, not the actual design geometry. Furthermore, as 
eQUEST was designed for use in California, all wizards and interfaces required inputs in 
imperial, rather than metric, units of measurement. While working favourably for this particular 
project, as the original courthouse drawings were documented in imperial dimensions, this 
would normally have proved problematic, requiring the conversion of all design measurements 
in constructing the energy model. The main difficulty encountered in using eQUEST, however, 
was that the software did not specifically describe Australian HVAC equipment and building 
comfort regulations. With architectural, mechanical and electrical specifications selected from 
lists of predefined options geared towards US systems and regulations, it became progressively 
more difficult to refine the design in this program. While the approximation of simulation 
inputs with the closest matching US equivalents was sufficient for early design, the services 
engineers stated that the inaccuracies this introduced would be unacceptable for analyses in the 
later design stages. It was indicated that analyses requiring any further detail would need to be 
undertaken in IES-VE if building services, operations and energy consumption were to be 
quantified with sufficient precision. Such a change between analysis programs would, however, 
have disrupted the workflow and created a division between architectural and engineering 
processes that further obstructed design-analysis integration and collaborative decision-making. 
What is instead needed to support the design process is a simulation tool that can be adapted to 
the low-level abstraction of early architectural conceptualisation, while at the same time offering 
the reliability and accuracy required for tasks associated with sizing and specification of 
mechanical and electrical equipment. 
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3.5.1 An integrated design-analysis process 
Collaborative endeavours are known to be more successful when integrated design processes are 
in place prior to the implementation of technologies aiming to support multidisciplinary design 
(Nikas, et al., 2007). Consequently, before simulation tools more suited to early exploration can 
be developed, a formal framework that clearly identifies interdisciplinary process and 
information dependencies in the investigation of building energy performance must first be 
established. 
Minimising building energy consumption requires collaborative engagement in passive design 
strategies that explore interactions between architectural and services design. To develop a 
framework for the integrated investigation of these passive strategies, a modified version of the 
approach suggested by Todesco (1996), seen in figure 3.13, has been adopted as the theoretical 
underpinning by which to structure performance-oriented design. As well as formalising the 
process commonly upheld in AEC research for designing energy-efficient buildings (Ellis & 
Mathews, 2001), this approach is well aligned with sustainability initiatives at Project Services. 
Minimising the building loads on mechanical and electrical systems is the first step in this 
process. Since these loads are primarily determined by building form, spatial organisation and 
material thermal properties, architectural considerations relate directly to the simulation inputs 
required to perform early performance assessments (Ellis & Mathews, 2001). 
In this approach, it is important that designers recognise the building envelope as being either a 
barrier or filter (or a combination of both) moderating the effects of weather and the surrounds 
on the internal environment (Bleil de Souza & Knight, 2007). The objective then is to design a 
building envelope that offsets energy transfers through it as much as possible, accommodating 
and responding to variations in external and internal conditions (Bachman, 2003). This requires 
a re-conceptualisation of the role of simulation in the design process and the way in which 
architects and engineers interact with each other in early exploration. 
Past research demonstrates that the interdisciplinary exchange of design information between 
architects and engineers is beneficial in the early project stages if both disciplines agree on 
common goals and constraints to guide exploration processes (Holzer, Hough, et al., 2007). 
Input from both disciplines is essential in ensuring that buildings are designed to satisfy 
aesthetic and performance objectives, and that the effects of various constraints on overall 
energy consumption are interpreted holistically. The first step towards achieving this is to 
establish a shared understanding of the information requirements for early simulation 
procedures and the interdependencies between disciplines that these requirements represent. 
This is discussed in more detail in the following subsection. 
 
Figure 3.13: Workflow for the integrated design of energy-efficient buildings (adapted from: Todesco, 1996). 
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3.5.2 Critical simulation requirements 
Defining criteria to connect architectural and services design activities is a matter relating to 
human processes of understanding and interpretation, independent of any specific modelling or 
simulation tools (Bleil de Souza & Knight, 2007). While designers are typically familiar with 
general concepts and rules-of-thumb to aid building energy efficiency, the information and 
interdisciplinary dependencies necessary to structure the interaction between design and analysis 
tasks have not been formalised into a common set of requirements (Bambardekar & Poerschke, 
2009). To establish a shared understanding between disciplines that remedies this, a unified 
conceptual framework identifying and redefining key simulation parameters as design-related 
criteria must be developed, so that information critical to determining performance outcomes 
can be readily interpreted by architects as well as engineers (Ellis & Mathews, 2002). From the 
investigations of energy performance undertaken in eQUEST, seven information requirements 
have been identified as essential for constructing an early energy model, as follows: 
1. Climate and environment; 
2. Thermal zones (used as the geometric construct rather than rooms); 
3. Internal heat gains for occupancy, lighting and equipment; and 
4. Building construction; 
5. Glazing and skylights; 
6. External shading; and 
7. HVAC systems. 
The relationships between these early simulation requirements and architectural considerations 
are quite straightforward. The first is a constant for any project that provides guidance to the 
overarching design strategy. Thermal zones are primarily determined by architectural concerns 
related to the design of form and space, while internal heat gains are associated with their 
allocated spatial program, and specified by load values and schedules of operation that are 
defined explicitly in building codes and rating scheme guidelines. Requirements 4-6 describe the 
assignment of materials throughout the building, another consideration typical of the early 
architectural design process. And finally, HVAC systems are selected, through collaboration 
with mechanical engineers, for their capacity to accommodate the form and function of the 
building and its thermal zones, to establish broad services strategies upfront. These simulation 
requirements thus clearly relate to the architectural process, and form a common foundation for 
communication to support the collaborative use of energy simulation in early design. 
It is important to note that these seven simulation inputs are highly interdependent, and must be 
viewed as a dynamically interconnected system if they are to be evaluated successfully (Bleil de 
Souza & Knight, 2007; Sanguinetti, et al., 2009). Although it has been shown that building 
energy consumption is particularly sensitive to the factors of orientation, window area, wall 
construction and roof properties (Attia, et al., 2009; Ellis & Mathews, 2001), it is critical to 
recognise that simulation results will not directly point to a single building variable to adjust for 
better performance (Sanguinetti, et al., 2009). Rather, all parameters must be considered in 
combination to gain a complete understanding of building performance. 
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3.6 Discussion 
There is a compelling rationale to develop improved strategies for engaging simulation to 
support decision-making in early design. The spate of energy codes and rating schemes that 
have emerged in recent years, such as Section J of the BCA (Australian Building Codes Board, 
2009) and Green Star (Green Building Council of Australia, 2013), are creating common 
sustainability objectives for architects and engineers alike. In addition, advances in both 
modelling and simulation software are giving rise to more tangible opportunities for direct links 
between design and analysis activities (Attia, et al., 2009). At present, however, there is very little 
guidance available to designers for understanding and incorporating energy analysis into early 
design as a collaborative decision-support tool (Bambardekar & Poerschke, 2009). A number of 
barriers to interdependency in both process and technology between disciplines must first be 
overcome if digital tools and methods providing such guidance are to be developed. 
Drawing on firsthand experience of multidisciplinary design practice at Queensland 
Government’s Project Services, this chapter has identified four obstructions to integration that 
must be addressed to better support the use of energy simulation in early architectural design: 
Exchange strategy: Conventional model-based interoperation restricts information exchange 
to the sharing of a static instance, or series of instances, of the product model. This 
reinforces a sequential design process where one domain is active and the other reactive, 
rather than allowing design and analysis domains to be active concurrently. 
Information representation: Standard design model formats do not adequately support 
performance simulation in their default form, and typically lack data concerning critical 
simulation parameters. Different representation schemas between domains necessitate 
expert interpretation and translation of models from one application to another. 
Software: Digital tools do not act to structure the interaction between design and analysis 
tasks. As well as BIM software offering limited capacity to support performance analysis, 
energy simulation software fails to connect to the actual analysis needs of the designer, 
presenting highly complex, non-visual and unintuitive working environments that cater 
primarily to the systems optimisation needs of services engineers. 
Communication: Integration is restricted primarily by the interdisciplinary interpretation and 
transmission of design information, rather than its technical precision. Practitioners often 
have limited knowledge of the task requirements and outputs of other disciplines. 
While the more technology-oriented matters of exchange strategy and information 
representation, discussed in further detail in the following chapter, have long occupied AEC 
researchers (Citherlet, et al., 2001; Hand, 1998; Hensen, 2004; Johnson, et al., 2004; Pratt, Jones, 
Schumann, Bosworth, & Heumann, 2012; Smith, Bernhardt, & Jezyk, 2011), issues concerning 
the process by which designers relate to simulation software, and each other in using this 
software, have only relatively recently begun to gain comparative attention (Holzer, 2009; 
Nicholas, 2008). With respect to energy analysis, this has included several notable quantitative 
studies that serve to establish a foundation for understanding the use of simulation tools in early 
architectural design. Research from Pedrini and Szokolay (2005) reveals that architects rank 
energy simulation quite lowly in comparison to other decision-support techniques such as 
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intuition and guidelines, as the knowledge that they employ for early design differs substantially 
from that required to perform energy analyses. A further survey from Attia et al. (2009) 
illustrates that the features architects most appreciate in energy simulation software are a user-
friendly interface and knowledge-based reasoning to assist in decision-making. As energy 
assessment has long been the domain of engineers, there is a significant body of counterpart 
research concerning how simulation applications also support the needs of this discipline 
throughout the design process (for example: Cockroft, Ghauri, Samuel, & Tuohy, 2009; Hand, 
1998; Xia, et al., 2008). The focus of all of these studies to date, however, has been the software 
needs of individual professions, rather than the interdisciplinary communication requirements 
for collaborative assessment of energy performance in early design. 
Before digital tools and methods for collaborative simulation can be developed, the more critical 
issue that requires investigation is the interdisciplinary interpretation and transmission of design 
knowledge. As Holzer (2010, p.167) states: 
“The first step for successful collaboration using ICT in architectural design is to analyse 
the processes through which designers and consultants exchange information and build 
up knowledge individually and in teams.” 
The case studies presented in this chapter have thus sought to build upon and complement the 
knowledge gained in previous quantitative research by employing participant-observation to 
construct an in-depth understanding of the complex information interdependencies between 
disciplines. Adopting a pseudo-employee role at Project Services engendered a sense of 
camaraderie with practitioners, catalysing exchanges that would otherwise not have occurred. 
This made it possible to identify causal processes behind interdisciplinary interactions, in a way 
that would not have been feasible using more quantitative research methods like surveys. 
As such, a detailed knowledge of the different disciplinary perspectives in engaging energy 
simulation for decision support was able to be constructed. In addition to the information 
gathered through the case studies, a number of pertinent observations concerning the working 
methods and worldviews of architects and engineers in everyday practice contributed to this 
knowledge. Several of the architects at Project Services stated that they were prevented from 
being more involved in energy modelling and assessment tasks by engineers not expressing their 
working requirements clearly enough. They felt that they could not be actively engaged in the 
simulation process if these requirements were not made explicitly clear at the project outset, and 
that the expectation of their contribution otherwise was unreasonable and unrealistic. The 
architects maintained that the services engineers often requested designs be remodelled or 
modified, sometimes only days before a reporting deadline, typically without offering an 
explanation as to why or how this would assist in simulation procedures. This practice was 
viewed to be inefficient in terms of integration and ineffective for collaboration. 
At the same time, the engineers’ view was that the architects did not possess a sufficient 
understanding of building physics and needed to develop better knowledge of the information 
required for simulation. From their perspective, the critical prerequisite for design-analysis 
integration was the capacity to extract architectural information in some usable format from 
building models. As such, they maintained that it was essential for architects to take 
responsibility for modelling designs in a manner that allowed the architectural description to be 
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directly incorporated into analysis representations. Many of the engineers, however, could not 
articulate exactly what architectural information was required or how this information would 
need to be described in the modelling software. As such, it was observed that the engineers had 
similar difficulties to the architects in understanding information requirements that were not 
directly related to their own discipline. 
In addition to this, it was found that the modus operandi of mechanical engineers was somewhat at 
odds with the design of more energy-efficient buildings. Rather than developing strategies for 
how a building might operate over the course of a year, mechanical engineers were observed to 
be concerned primarily with determining peak load conditions for particular climatic instances. 
Maximum heating and cooling loads were then used to size the mechanical equipment, after a 
safety factor large enough to accommodate virtually any tenancy scenario had been applied. This 
specification of oversized equipment introduced significant energy inefficiency by guaranteeing 
that mechanical systems would be operating at less than peak performance most of the year 
round. According to one the senior engineers, the reason for this was that inefficient building 
services were not grounds for litigation, while mechanical systems that were unable to provide 
adequate cooling during the hottest month in summer were sure to result in a compensation 
lawsuit. This focus on peak load instances rather than on annual energy consumption also meant 
that simulation inputs concerning HVAC controls and management were rarely considered by 
mechanical engineers. For example, while it was a given that thermostat set-points are 21°C in 
winter and 24°C in summer, there was generally little understanding of what triggered the switch 
in temperature – whether it was related to external conditions or preset to specific dates, and 
whether there were just these two temperature seasons or intermediate seasons also. A further 
problem was that many of the rules the engineers applied to mechanical services design, like 
sizing safety factors, were learnt through experience rather than taken from building regulations 
and design guidelines. Taken for granted by mechanical engineers, these rules were not 
documented anywhere, which made the services design process difficult for architects to grasp, 
let alone interface with their own work. 
Both the architects and engineers expressed concerns about their disciplinary roles in the design 
process being diminished by the introduction of energy performance measures. The architects 
felt that simulation tools like IES-VE required expertise that they were unable to provide, 
preventing them from being more involved in decision-making and focusing choices on 
performance outcomes rather than design considerations. The engineers were apprehensive that 
if simulation tools were developed to support early architectural design, they would be further 
removed from the decision-making process. At the same time, the reality observed was that 
neither discipline was actually taking responsibility for conducting energy simulations to support 
early design. With the exception of one electrical and one mechanical engineer, practitioners 
were largely unprepared to step outside of their disciplinary boundaries to conduct energy 
assessments, as they felt that this would involve making judgements on behalf of other 
professions which they were not capable of making. As much as this revealed the lack of 
understanding concerning the working processes of disciplines other than their own, it also 
confirmed that input from both architects and engineers is required to evaluate building energy 
performance holistically in early design. 
	  96 
	  
Rather than viewing the matter of energy analysis in opposition, architects and engineers must 
give greater consideration to how their different expertise can be brought together to ensure 
efficient and effective decision-making practices. It is not a matter of one discipline or the other 
possessing the correct view on how to improve design-analysis integration – both present valid 
arguments concerning issues that need to be overcome for this to be achieved. As the architects 
have aptly noted, working requirements for each discipline must be made more explicit upfront, 
while the engineers have just as rightly observed that designs must be modelled in such a way 
that supports direct interaction with analysis tasks. The first step towards reconciling these 
issues has been to identify critical simulation requirements for early design exploration and their 
relationships to architectural considerations. The next step is to negotiate appropriate levels of 
design abstraction and strategies for information exchange that enable more efficient data 
transfer between disciplines, in place of the aim to produce a perfect virtual copy of what is 
intended for construction. 
The following chapter explores the technical infrastructure needed to develop a new framework 
for performance-oriented design that connects the seven identified simulation requirements in 
order to support collaborative energy analysis in early design. Rather than assuming 
conventional tenets of standardisation and centralisation, integration strategies based around 
flexibility and modularity are examined as a means by which to achieve more sophisticated 
interdisciplinary interaction. In adopting such an approach, this research recognises the 
importance of process interdependencies in advancing design integration and seeks to explicate 
previously implicit practical knowledge to develop a framework more in keeping with the needs 
of multidisciplinary design teams. 
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Chapter 4  
Performance-oriented design 
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4.1 Overview 
Observation of and participation in live building projects, where performance objectives have 
been the principal drivers of architectural form, has revealed the shortfalls of current integration 
practices in supporting the use of energy simulation as a design-support tool. The case studies 
presented in the previous chapter are indicative of the AEC industry’s preoccupation with 
model-based interoperability over recent decades, and how this has led to the development of 
linear workflows that do not support feedback between design and analysis domains. They 
demonstrate how predominating approaches to integration impede the use of simulation for 
decision support in early design, and instead reinforce its traditional role as a tool for the 
verification and rationalisation of decisions already made. 
It is clear that more effective strategies for information exchange are needed to address the 
persistent lack of support for feedback between design and analysis tasks in conceptual 
exploration. This chapter investigates alternative strategies for integrating performance analysis 
into early architectural design, drawing on and extrapolating from building simulation theory to 
catalogue and appraise different approaches to interaction. It then examines how one such 
approach has been developed and implemented, with demonstrated success, in aerospace 
design. Finally it reviews the development of performance-oriented design in the AEC industry 
that draws on similar methodology, and discusses the challenges and opportunities in advancing 
tools and processes that support the integration of simulation in architectural design. 
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4.2 Multiple domain simulation approaches 
The total spectrum of ‘building simulation’ is very broad and spans numerous fields of 
performance investigation, from energy and thermal flows to structural integrity, daylighting, 
acoustics, egress and even construction site management, amongst many others. While this 
research deals with simulation in the narrower sense of energy transfer processes, the strategies 
discussed here are applicable to other types of analysis also. 
Although simulation is acknowledged to facilitate an improved understanding of the 
performance implications of design decisions (Augenbroe, 2004; Wong, et al., 2000), it is not 
recognised as a design-support tool to the same degree as CAD or BIM software (Morbitzer, 
Strachan, Webster, Spires, & Cafferty, 2001). Just as increasing complexity in building design has 
led to the progressive specialisation of individual disciplines and greater gaps in knowledge 
between architectural and engineering domains, it has elicited growing specificity within 
different areas of building simulation and mounting disparity between design and analysis tools 
(Augenbroe, 2002; Holzer, Hough, et al., 2007). Consequently, most simulation software is 
targeted for use by expert engineers, not architects, primarily to support tasks that arise after the 
geometric form has already been conceived (Schlueter & Thesseling, 2009). This has resulted in 
numerous standalone, single-domain, simulation programs that have little to no intrinsic ability 
to transfer design knowledge between disciplines, and oblige project teams to create a new 
model for each analysis that they wish to perform (Holzer, Hough, et al., 2007). 
There are several disadvantages to developing different models for the same project in isolation 
from one another. The most problematic is that any modifications to the building form must be 
translated manually into individual design and analysis models and, as a result, are then evaluated 
separately, usually by different users with different objectives in mind (Citherlet, et al., 2001). 
Furthermore, if certain aspects of the building description are required as input for more than 
one task, and data transfer standards are not supported between their respective applications, 
information redundancy and inconsistency can arise amongst models (Citherlet, et al., 2001). 
Other drawbacks of this approach are that it is inefficient and time consuming, and that one 
user or another must master the interface of each individual application (Citherlet, et al., 2001). 
Overall, the use of standalone design and analysis software hinders productivity and contributes 
to poor building performance outcomes. 
In order to develop more holistic design practices, improved integration between different 
disciplines and their tools is needed to facilitate combined assessment of building performance 
that better informs decision-making processes. This depends heavily on establishing a more 
effective strategy for exchanging information between design and analysis applications that 
enables the rapid and flexible data transformations required to support iterative investigations of 
early design alternatives. In building simulation theory and practice, there are three main 
approaches to information exchange, which are reviewed with respect to their capacity for 
supporting conceptual exploration in the following subsections. 
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4.2.1 Data model interoperation 
Data model interoperation is the approach adopted most commonly in the AEC industry for 
communicating information between design and analysis software. It involves programs 
exchanging data by way of product models, using inbuilt functionality that supports information 
transfer via standardised formats and/or protocols (Augenbroe, et al., 2004). Model 
interoperation is accomplished through one of two possible mechanisms: 
Model exchange: As figure 4.1 illustrates, models are transferred between programs, either in 
whole or in part, using a standard file exchange format that serves as a generic common 
representation, such as IFC or gbXML (Augenbroe, et al., 2004). Built-in import and 
export functionality allows the reading and writing of these files by design and analysis 
software, reducing the manual data entry required to construct a simulation model from a 
design description. However, as each program preserves its own internal representation, 
with one tool maintaining a master copy of the model, issues of data redundancy and 
inconsistency are persistent (Citherlet, et al., 2001; Vanlande, et al., 2008). 
Model sharing: As depicted in figure 4.2, a server-based data-management system maintains 
a single multi-aspect building description (Hensen, 2004). Information transfer between 
this model server and various linked design and analysis programs occurs over a network 
connection, using a defined exchange protocol to merge and extract task-specific data to 
and from this master model (Watson, 2011). Pioneered by projects like COMBINE, and 
adopted more recently to support collaboration in software such as Revit, this centralised 
control mechanism reduces the potential for data redundancy amongst users. However, 
data inconsistency remains a problem, since exact transformations between the internal 
representations of individual tools and the exchange standard are often not possible. 
 
Figure 4.1: Data model interoperation: Model exchange (adapted from: Citherlet, et al., 2001). 
 
Figure 4.2: Data model interoperation: Model sharing (adapted from: Citherlet, et al., 2001). 
	  100 
	  
As with the use of standalone programs, issues of process integration are largely unaddressed in 
an interoperation scenario, since design and analysis tasks are undertaken separately, typically by 
different users with assorted objectives (Citherlet, et al., 2001). Members of the design team are 
required to master each program’s user interface, and in the case of model sharing, must also 
learn to use the data management system that maintains the building description. Although data 
transfer is semi-automated, significant amounts of manual remodelling are often required to 
locate, translate and update information across design and analysis applications, due to intrinsic 
dissimilarities in the ways that they represent the building (Schlueter & Thesseling, 2009). This 
creates opportunities for inconsistency in the building description, despite the use of a common 
product model standard reducing the potential for data redundancy. With the vehicle for 
integration being model transfer, interactive data exchange during the actual design and analysis 
processes is not supported, and as such, the interoperation approach does not allow the 
dynamic communication of information needed for conceptual exploration. 
 
4.2.2 Data model integration 
The data model integration approach is typically employed within more traditional engineering 
software environments to effect interaction amongst distinct, but closely related, analysis tasks 
(Hensen, 2004). In this scenario, illustrated in figure 4.3, a single program provides the 
functionality to simulate various aspects of building performance, with information being 
exchanged between different tasks throughout the evaluation process (Citherlet, et al., 2001). 
Some simulation programs already support multiple building analyses within the same software 
environment, such as IES-VE, which has the capacity to perform thermal, energy, ventilation, 
air quality and lighting analyses, amongst others. However, while software that employs this 
strategy tends to provide comprehensive simulation capabilities across a range of engineering 
domains, it does not typically extend to accommodate architectural design tasks. Additionally, in 
cases where attempts have been made to integrate analysis capabilities into a design-modelling 
environment, for example the cloud-based simulation service Energy Analysis for Revit32, the 
amount of user control over simulation inputs and procedures is quite limited. This is 
problematic given that even small discrepancies between actual and simulated conditions can 
cause significant differences in results. 
 
Figure 4.3: Data model integration (adapted from: Citherlet, et al., 2001). 
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While this approach does have the advantage of requiring only one model and one user interface 
to perform numerous analyses, removing the potential for inconsistency and simplifying data 
management, it does not create a flexible and collaborative working environment (Hensen, 
2004). Users are restricted to features and options offered by the particular program, which may 
generate unwanted constraints and necessitate the input of building information that may not be 
of concern in early design (Hensen, 2004). The creation of the digital model therefore becomes 
a difficult task, and the expertise required to produce it relegates the modelling to just one or a 
few people (Citherlet, et al., 2001). Since this approach does not then allow for collaborative 
development of the building design, it lacks the flexibility required for conceptual exploration. 
 
4.2.3 Data and process model cooperation 
A data and process model cooperation approach is currently emerging as an alternative strategy 
for information exchange (Malkawi, 2004). In this approach, programs are effectively coupled 
by providing the faculty to link to other applications at run time (Citherlet, et al., 2001). 
Typically, one program controls the evaluation process and invokes other applications as 
required, automatically generating the necessary simulation models and performing analyses, as 
illustrated in figure 4.4 (Hensen, 2004). This allows information to be cooperatively exchanged 
during the design process in a manner that can be customised to meet the needs of the design 
team. A further advantage of this approach is that only the simulation engine of the secondary 
applications are needed to perform analyses, so there is just the one user interface, or one 
collection of interfaces, for the frontend program that needs to be navigated in order to drive 
the process, easing communication between different disciplines (Citherlet, et al., 2001). While 
there have been a substantial number of projects concerned with coupling different types of 
simulation software (Wang & Wong, 2009), the coupling of design modelling programs with 
simulation engines is still an emerging area of research. 
The cooperative approach suggests that there must be more to the design process than simply 
data exchanges supported by a standardised building representation (Malkawi, 2004). It points 
instead to a flexible framework for collaboration that allows simulation programs to be called at 
 
 
Figure 4.4: Data and process model cooperation (adapted from: Citherlet, et al., 2001). 
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The cooperative approach suggests that there must be more to the design process than simply 
data exchanges supported by a standardised building representation (Malkawi, 2004). It points 
instead to a flexible framework for collaboration that allows simulation programs to be called at 
the right time in the design process depending on decision being made (Malkawi, 2004). This 
research therefore adopts the cooperative approach as a vehicle by which to address issues of 
integration in the AEC industry, as it has the capacity to support the rapid and flexible 
interactions needed in early design exploration. To understand how a coupling strategy facilitates 
improved integration between design and analysis domains, the following section examines how 
this strategy has been developed and implemented within tools for aerospace design. 
 
4.3 Learning from the aerospace industry 
Other engineered-product industries, such as aerospace, have already developed more advanced 
methods for design integration able to negotiate the same limitations in process and technology 
currently experienced in the AEC industry (Boddy, et al., 2007). As with building design, 
increasing complexity in aircraft design has led to a proliferation of specialised computational 
tools in the aerospace industry, each developed by different people, at different times, to 
support different problem-solving tasks. Across these tools, underlying data structures exhibit a 
high degree of heterogeneity, akin to that observed in building software. To manage this 
heterogeneity, and achieve the integration required, information must be matched and mapped 
across a succession of different schemas, applications and platforms. In the aerospace industry, 
digital processes for supporting this interaction between design and analysis tasks are engaged to 
a greater degree and more effectively. Karl Sabbagh, in his book “21st Century Jet: The Making 
of the Boeing 777”, describes the inception of computerised aircraft design, and development of 
the processes that enabled aircraft components to be designed, assembled and simulated 
virtually (Sabbagh, 1996). Unlike earlier design methods, which relied on physical mock-ups and 
permitted only limited opportunities to assess the compatibility of components, these new 
processes allowed aircraft designs to be tested and refined iteratively to optimise performance. 
Formerly disjointed design teams were unified by the newfound ability to visualise the aircraft 
holistically and identify dependencies between components that previously would not have been 
detected until construction. This led to communications between people who would otherwise 
not have collaborated, and the formation of cohesive multidisciplinary project teams. The 
knowledge gained as a result of this process was immense, as were the savings in time and cost. 
These processes have since been formalised into a methodology known as Multidisciplinary 
Design and Optimisation (MDO). In a seminal paper presented by Sobieksi in 1993, MDO is 
defined as “a methodology for the design of complex engineering systems that are governed by 
mutually interacting physical phenomena and made up of distinct interacting subsystems” 
(Sobieszczanski-Sobieski, 1993). The defining characteristic of MDO is that the contributions of 
all mutually-influential disciplines are taken into account simultaneously rather than sequentially 
(Lee, Lee, & Lee, 2009). The design is not viewed as a single entity, but rather deconstructed 
into subsystems that describe and analyse specific aspects of performance, in order to then 
evaluate trade-offs between domains (Ledermann, Hanske, Wenzel, Ermanni, & Kelm, 2005; 
Lee, et al., 2009). Each sub-model, or aspect model, therefore corresponds to a specific 
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simulation task. Various computer-aided tools are used concurrently for design and analysis, 
with program-coupling procedures linking them together, and parametric definition of 
geometric and physical attributes playing an integral role in facilitating the iteration required to 
search for a system-level optimum (Kim, Lee, Kim, & Lee, 2009; Schönning, Nayfeh, & Zarda, 
2005). The goal is to create an integrated design solution that is optimised against a range of 
performance objectives, and simultaneously reduces both design-cycle time and cost, by 
improving communication between different modelling and simulation tasks. 
Implementing an MDO methodology naturally engages disciplinary experts earlier in the design 
process than is typical (Lee, et al., 2009). The key to realising the benefits of MDO therefore lies 
in the existence of an integrated digital environment for design synthesis. Current MDO tools 
address this need by supporting the integration of different performance analyses, along with 
the generation of cross-disciplinary trade-offs, from within a single software application (Lee, et 
al., 2009). They provide a flexible process integration platform that supports a broad range of 
plugins to CAD and CAE (Computer Aided Engineering) programs commonly used in the 
aerospace industry; examples of such platforms include Phoenix Integration Inc.’s 
ModelCenter33 and Dassault Systèmes’ Isight34 (Kim, et al., 2009). These plugins allow their 
respective applications to be coupled together, in any combination, to create structured 
workflows that configure and partially automate data transfer, allowing information exchanges 
to take place quickly, reliably and flexibly. A Graphical User Interface (GUI) is used to author 
workflows, and permits the explicit manipulation of parameters, analyses and optimisation 
methods defining MDO processes, as well as supporting a number of techniques for results 
visualisation (Flager & Haymaker, 2007). Wrapper and parser technologies enable direct 
communication between the different design and analysis applications by ensuring the 
compatibility of data schemas across aspect models (Kim, et al., 2009; Lee, et al., 2009). This 
allows built-in optimisation modules to then systematically evaluate design options according to 
variables established by the designer in the overarching parametric representation (Lee, et al., 
2009). However, to the detriment of data management and collaboration between users, current 
MDO tools tend to focus primarily on optimisation procedures rather than process integration 
(Kim, et al., 2009). Furthermore, analysis modules are not always linked seamlessly to the 
geometry module, which can cause data inconsistencies between different tasks (Azamatov, Lee, 
& Byun, 2011). Yet despite this, by automating simulation procedures and results interpretation 
according to user specifications, the program-coupling strategy adopted in MDO environments 
realises higher productivity and improved performance outcomes (Schönning, et al., 2005). 
 
4.3.1 Similarities and differences to the AEC industry 
While MDO methodology was originally developed for use within large conglomerate 
organisations typical of the aerospace industry, there is no reason why it cannot be employed 
within the more heterogeneous organisational structures found in the construction industry. The 
inherently modular nature of MDO processes, along with the recent adoption of distributed 
computing in the AEC industry, enables adaptation of this methodology to suit the diversity of 
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building design projects and project teams. Recent research from Stanford has demonstrated the 
application of MDO to building design to result in similar benefits as those observed for aircraft 
design (Flager, et al., 2009). Since performance simulation is often time-consuming and labour-
intensive to undertake, automation of this process through the development of coupling links 
for commonly-used AEC applications has been shown to realise comparable increases in 
productivity and improvements in design outcomes (Brujic, Ristic, Mattone, Maggiore, & De 
Poli, 2010). Expanding on this research is DesignLink, a computational framework for MDO in 
the AEC industry, conceived by Holzer (2009) and developed by Arup (2013). This domain-
independent platform uses customised plugins to couple parametric modelling and performance 
analysis programs for trade-off evaluations of constraints (Holzer & Downing, 2010). At present 
however, there is a predominantly structural flavour to the analysis software linked to the 
platform, and a focus on the translation of geometry between domains. 
As with the aerospace industry, the roots of MDO in the AEC industry are found in structural 
optimisation (Agte et al., 2010). However, contemporary environmental concerns and the need 
to minimise carbon emissions have catalysed a growing interest in the development of 
integration platforms that support MDO strategies involving a wider range of performance 
simulation. Both the AEC and aerospace industries must learn to accommodate differing, and 
often contrasting, perspectives of the design and its physical attributes in order to address these 
concerns effectively. This requires the development of software environments that not only 
facilitate MDO procedures, but also communicate design objectives and manage decision-
making processes in a manner that accommodates distributed and heterogeneous integration. 
In applying MDO methodology to building design, the most critical parallel with aircraft design, 
and simultaneously the most notable difference from conventional AEC practice, is 
deconstruction of the building description into a collection of aspect models that are defined 
parametrically through high-level associative relationships. While this representation paradigm is 
well established for conceptual exploration within the aerospace industry, it is relatively new to 
the AEC industry, where BIM is becoming increasingly entrenched in integration practices. In 
contrast to the characteristic MDO model decomposition, BIM prescribes a single, panoptic 
product model standard to be used by all disciplines. Being a design-oriented description, this 
model standard often lacks the necessary information to carry out analyses, since users are not 
required to define simulation inputs explicitly (Mahdavi, 2004). At the same time, its detailed 
representation schema is typically too complex to carry out performance analyses efficiently in 
early design, as procedures that enable the filtering of information relevant to the task at hand 
are largely unsupported (Augenbroe, et al., 2004). A representation schema based around 
principles of deconstruction, on the other hand, provides aspect models that correspond directly 
to specific tasks, to facilitate integration that goes beyond simple data exchange and supports the 
interdisciplinary process interactions needed for performance-oriented design exploration. 
Although there are similarities in the way that MDO is implemented in the aerospace and AEC 
industries, there are also significant differences, resulting from variation in the characteristics of 
the design product. Aircraft design is guided by standardised notions of form, assembly and 
materials, where components are easily defined and located in relation to one another. From the 
outset, parameters influencing performance are well understood, allowing the design space to be 
constrained so that analysis and optimisation can take place concurrently (Price, Raghunathan, & 
	  105 
	  
Curran, 2006). Architectural design is not subject to comparable preconceptions concerning 
shape, organisation or materials, as the uniqueness of each individual project results in different 
design constraints that influence performance in different ways. Consequently, the analysis 
activity must be separated from optimisation routines, to allow designers to first undertake 
preliminary investigations of form and develop an understanding of performance variables 
specific to the project that will benefit most from optimisation. This separation is also necessary 
to allow the representation complexity to be tailored for better control over time expenditure 
during early exploration, since, as Schwitter (2005, p.115) observes, “the real challenge is in the 
management of the design process and in ensuring that design iterations conclude rapidly”. 
Another significant difference between the two industries, in light of the overarching issue of 
sustainability, is the nature of operational energy consumption in the end product. Energy usage 
in aircrafts is primarily attributable to fuel requirements and the efficiency of mechanical parts, 
and thus largely measurable. Energy usage in buildings is highly sensitive to occupant behaviour 
and the surrounding environment, variables that are out of the control of the designer and 
difficult to quantify. As a result, there are more operational considerations to take into account 
in building energy performance than just geometric form and mechanical equipment, most of 
which are more influential and less predictable than the factors governing aircraft performance. 
Consequently, this research seeks to demonstrate how MDO methodology may be utilised to 
achieve integration between domains where a common foundation for understanding involves 
far more than just a geometric description. It looks to build on the work from Stanford and 
Arup by examining how design models for MDO can extend beyond a simple geometric 
representation to also include a building’s physical and operational properties. Primarily 
concerned with the simulation component of the exploration process, this research investigates 
a limited implementation of MDO that scrutinises building energy performance and its 
relationship to architecture, in order to develop a performance-oriented integration framework 
for early design. It examines how such a framework can assist building performance analysis 
with respect to operational energy consumption by incorporating the following three MDO 
features: a process-coupling approach to information exchange; a deconstructed representation 
schema; and parametric definition of geometry. Prior to this, however, AEC research that draws 
on similar ideas to advance performance-oriented design theory and practice must be reviewed. 
 
4.4 Performance-oriented design in the AEC industry 
During the late 1950s, the concept of ‘performance’ first surfaced in humanities, more 
specifically, within cultural anthropology and linguistics (Kolarevic, 2005c). It transformed the 
perception of cultural and social phenomena as a collection of static artefacts to being that of a 
dynamic network of interrelated constructs, whose temporal movements affect one another 
simultaneously, and continually influence, mediate and shape understanding (Kolarevic, 2005c). 
Within architecture, the notion of performance is quite similar. Like the perspective adopted in 
MDO, it rests on the fundamental understanding that, “the production, both design and 
construction, of buildings is a complex system”, and that in this network, “the flow path of each 
optimized subsystem interferes with the paths of other systems” (McCleary, 2005, p.222). 
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The origins of this performance philosophy in building design can be traced back to the 1960s, 
when pioneers of CAD proposed a design process that exploits the analytical powers of the 
machine to enhance and complement the creative powers of the designer (Coons, 1963). 
Recognising the interrelated effects of assorted design variables on building performance, they 
asserted the need for computational tools able to evaluate the dynamic relationships that 
constitute these complex constraint networks (Coons, 1963). They described a design system 
based on associative modelling, where users iteratively refine a digital concept sketch in response 
to feedback obtained from numerical simulations carried out by the computer (Coons, 1963). 
The first instantiation of this system, Sketchpad, implemented a graphical interpretive logic 
based on natural language principles, to translate hand-drawn curves into a parametric digital 
representation of the design (Sutherland, 1963). Using this description, Sketchpad was then able 
to analyse the structural behaviour of a specified instance of the design, with respect to any 
overlay of user-defined topological constraints, providing the designer with performance data to 
assist in decision-making (Coons, 1963; Sutherland, 1963). Interestingly, and in contrast with the 
BIM mindset that is prevalent today, this early research specifically called for the avoidance of 
large libraries of standardised constructs and procedures, with Coons (1963, p.301) stating that: 
“If the assembly of such a library of special routines could be made complete enough, 
then the system would exhibit to the user on the outside an appearance of complete 
flexibility and generality. This would be satisfactory so long as the designer never called 
for a capability not already rigidly imbedded in the mechanism. But indeed the design 
process is unpredictable. Indeed part of the design process consists in designing new 
ways to perform the design function itself. This is a higher order of design activity, a sort 
of meta-design ... that clearly is outside the scope of any rigid set of special processes that 
can be anticipated at the beginning.” 
To allow more versatile interaction with computational processes, Sketchpad instead provided a 
small number of highly generalised routines that had a broad range of application but at the 
same time were designed to support the execution of custom tasks (Coons, 1963). These 
routines described program functions independent of any reference to the particular entities on 
which they operated, and were readily configurable to specific design requirements through user 
manipulation of the function variables (Coons, 1963). Using the system’s graphical natural 
language to define the required input information, designers were able to create unique 
representational constructs, geometric and topological constraints, and various data processing 
and management operations (Sutherland, 1963). This scenario enabled interaction not only with 
the design problem but also with the solution structure for this problem (Coons, 1963). It also 
implied a certain modularity in the design workflow that could potentially allow several 
designers working on different consoles to interact with computational processes on the same 
project and at the same time (Coons, 1963). While such high-level interaction in design software 
and process remains elusive today, the foresight offered by this early work continues to provide 
direction in the development of more flexible design integration tools and methods. 
Several years after this pioneering CAD research, a special issue of the magazine “Progressive 
Architecture” was published on ‘Performance Design’35. In it, a set of practices derived from 
general systems theory, operations research and cybernetics was argued to offer a scientific 
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system for analysing functional building requirements, both in terms of physical performance 
and formal aesthetics (Braham, 2005). Shortly after, in the early 1970s, Thomas Maver and his 
research group ABACUS (Architecture and Building Aids Computer Unit Strathclyde), at the 
University of Strathclyde, developed a suite of computer-aided building appraisal tools for 
evaluating performance and cost impacts in early design exploration (Maver, 1971, 1972). This 
software, named PACE 1 (Package for Architectural Computer Evaluation), placed emphasis 
“not on optimisation of a single parameter, but on production of a comprehensive and 
integrated set of appraisal measures” (Maver, 1971, p.207). The interaction between computer 
and user was designed to be ‘conversational’, with the machine providing feedback concerning 
cost, spatial, environmental and activity performance, as well as making suggestions for 
improvements (Maver, 1971). This research was fundamental in catalysing the current concept 
of performance-oriented design in which architecture is driven by a performance agenda and 
exploration is supported by a range of digital analysis and simulation tools (Kolarevic, 2005a). 
In the 1980s, Maver (1988, p.47) went on to observe that, “designing buildings which 'work' - 
economically, socially and technically - remains the central challenge for architects”. Again 
emphasising the need for decision-support software that evaluates building performance in 
conceptual exploration, rather than at the later stages of design development, Maver (1980, 
p.161) outlined four key elements essential for computer-aided appraisal: 
Representation: the interface between designer and computer, which describes form in a 
manner corresponding to the requirements of the appraisal tasks being undertaken. 
Measurement: the application of algorithms to the input representation, which model and 
analyse descriptive and/or predictive aspects of the design to output performance data. 
Evaluation: the introduction of value judgements, related to the needs of the client, users 
and society, to compare differences across disparate and often conflicting design criteria, 
and appraise the output measurements. 
Modification: the alteration of one or more design variables, with the intent to improve the 
architecture and its performance, in order to iterate through the appraisal cycle again. 
Maver (1980, p.161) also argued that, “if the representation and measurement modules of the 
design system can be set up and made available, the processes of evaluation and modification 
take place dynamically within the design activity as determinants of, and in response to, the 
pattern of explorative search”. While today the processes of evaluation and modification may 
gain assistance from further computational modules, which graphically visualise output data and 
apply optimisation routines respectively, the fundamental approach to performance-oriented 
design is much the same (Kolarevic, 2005a). 
The 1990s saw the development of the Building Design Advisor (BDA), an object-oriented 
software environment supporting visualisation and integrated analysis of multiple aspects of 
building performance throughout the design process (Papamichael et al., 1996; Papamichael, et 
al., 1997). The premise for its creation was that, despite the existence of programs simulating 
individual performance indicators (such as DOE-236 for energy, Radiance37 for lighting and 
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COMIS38 for air flow), none of this software was conceptualised for use by architects, and thus 
lacked the intuitive and user-friendly interfaces needed to support design activities (Papamichael, 
et al., 1996). In response to this problem, the BDA provided a GUI that supported combined 
evaluation of various aspects of building performance from design inception onwards. It did not 
perform any simulations itself, nor offer a means by which to define the building description, 
but instead was a data manager and process controller for other programs. It consisted of two 
main components: the Building Browser, which enabled users to navigate and edit numerous 
design and performance variables; and the Decision Desktop, seen in figure 4.5, which allowed 
designers to compare building options with respect to any selection of the defined variables 
(Papamichael, et al., 1997). Although the BDA appeared as one program, underlying this GUI 
were actually several applications linked together to form an integrated evaluation environment. 
The original version provided: a Schematic Graphics Editor that enabled designers to describe 
the architectural geometry quickly; a Default Value Selector, which employed a supporting 
database to automatically attribute all default data required for simulation tasks to the geometric 
description (if not already defined by the user); a daylighting analysis tool; and an energy 
simulation application. It also offered a web-based Case Studies Database that allowed users to 
compare designs and their performance against a library of precedence projects (Papamichael, et 
al., 1997). Further work proposed for the BDA included developing links to existing analysis 
applications, CAD software and electronic product catalogues (Papamichael, et al., 1997). 
 
Figure 4.5: Decision Desktop in the Building Design Advisor (Lawrence Berkeley National Laboratory, 2006). 
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The BDA was designed to provide decision support to users, not by automating the design 
process, but by enabling the transparent and concurrent use of multiple simulation tools and 
databases from a single user interface (Holzer, 2009). Acknowledging the need for versatile and 
modular computation processes, in a manner different to that of Sketchpad but still distinct 
from contemporary BIM approaches, Papamichael et al. (1997, pp.342-343) explained that: 
“Each application within the BDA environment provides a specific service... This 
approach provides a flexible software architecture in which additional applications can be 
developed when greater functionality is required. By dividing functionality into small 
applications, we avoid delivering a single large application, which must be loaded in its 
entirety regardless of the needs of the user.” 
However, although Papamichael et al. (1997) recognised the need for a collection of small task-
specific applications, the BDA was reliant on a single, generic, object-oriented representation of 
the building design for the description of both geometric and behavioural attributes. Any 
modelling or analysis application could be added to the software environment, or replace those 
already provided, so long as it complied with the BDA’s defined representation standard 
(Papamichael, et al., 1997). While this object schema allowed modification and extension of 
property definitions for individual building components, much like BIM today, it did not 
support the definition of non-standard geometry that arises in everyday design, and as such, was 
not adopted in practice (Holzer, 2009). 
In a similar vein, and at the same time that Papamichael and his research team were developing 
the BDA, Mahdavi and his colleagues at Carnegie Mellon presented the multi-aspect design 
system SEMPER, or Simulation Environment for Modelling PERformance (Mahdavi et al., 
1996). Like the BDA, SEMPER was conceptualised to address the limitations of simulation 
tools in supporting design exploration, in particular: cumbersome inputs and user interfaces; 
poor integration with CAD and other analysis applications; and the lack of ‘active’ assistance 
during the design process (Mahdavi, Mathew, Kumar, & Wong, 1997; Mahdavi, et al., 1996). Its 
development was guided by three key principles (Mahdavi, et al., 1996, p.72): 
a) a methodologically consistent performance modeling approach through the entire design process; 
b) “seamless” and dynamic communication between the simulation models and the design model; and 
c) design refinement using active (mainly preference-based) design support. 
SEMPER consisted of an object-oriented CAD tool with dynamic links to various performance 
simulation modules for concurrent analysis of heat transfer, air flow, HVAC systems, thermal 
comfort, daylighting and electrical lighting, acoustics and life-cycle assessment (Mahdavi, et al., 
1996). The CAD tool acted as the interface for building description, and an inference 
mechanism assisted the evaluation process by remedying any ambiguities in this description that 
arose during translation procedures (Mahdavi, et al., 1996). A nodal representation of the 
building, constrained to an orthogonal, three-dimensional grid structure, was derived from the 
geometric input and used to solve for all aspects of performance against first-principles 
equations (Wong & Mahdavi, 2000). This strategy was adopted to ensure consistency across the 
different physical processes being simulated. 
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Like the BDA, SEMPER relied on a common object model to share building information 
amongst simulation applications. Direct links between different modules were explicitly avoided, 
and instead this common model was augmented with a supplementary data structure for each 
analysis added, to allow “individual applications to be developed fairly independently, while still 
communicating in an effective manner” (Mahdavi, et al., 1996, p.72). To facilitate this 
communication, the object model was embedded with high-level spatial constructs that enabled 
information to be filtered efficiently in the creation of domain-specific representations for 
particular simulation tasks (Mahdavi, et al., 1997). The stated purpose of this was to provide the 
designer with a familiar vehicle for building description that allowed them to perform complex 
analyses without having to interact with application-specific models (Wong & Mahdavi, 2000). 
Despite Mahdavi’s acknowledgement that problems of integration are often the result of 
informational context and differing disciplinary worldviews and methodologies (Mahdavi, et al., 
1996), SEMPER did not place particular value on the development of design knowledge 
concerning simulation requirements and processes. By circumventing user interaction with 
application-specific models, the variables and constraints governing performance were not 
entirely apparent and could not be fully understood by the designer. But perhaps even more 
problematic was that in the pursuit of consistency and coherence across different domain-
specific analyses, Mahdavi and his colleagues developed their own custom simulation 
applications for SEMPER. This made the functionality of the software entirely reliant on their 
strictly defined internal representation; a representation not particularly well suited to the 
description of non-standard geometry. Fundamental mismatches between this representation 
schema and the design descriptions used in commercial CAD software resulted in only limited 
uptake of SEMPER within the design community (Holzer, 2009). 
Although the use of a common object model ensured that all participants could access up-to-
date and consistent building information, early efforts like the BDA and SEMPER largely failed 
to address the issue of process integration. In focusing on the technical difficulties associated 
with model ownership and conflict resolution, these tools perpetuated the assumption that 
communication amongst project team members was sequential rather than concurrent (Kalay, 
1997). Rather than reconciling different disciplinary perspectives within the central project 
database, semantics were instead embedded in the evaluation procedures of individual analysis 
tools (Kalay, 1997). As a result, participants were typically unable to convey their design intent 
to other team members, since they were creating intermediate constructs for individual 
performance models whose transfer was not supported within the object model standard 
defined for information exchange (Kalay, 1998). With only the results of design decisions being 
recorded in the central model, and not the reasoning behind them or their expected 
implications, individual participants were largely making decisions in isolation, without the 
benefit of input from others. 
In response to the shortcomings observed in these earlier systems, Kalay (1997) identified a 
need for integrated software environments that support collaboration amongst participants while 
design ideas are being generated, rather than after they have been formed. To orchestrate a joint 
decision-making process that promotes holistic performance of the product over individual 
disciplinary considerations, he argued that: 
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“... we need to develop an integrated collaborative design process model, in addition to an 
integrated design product model. Only then will there exist the necessary integration of the 
knowledge which has become distributed among many specialists, without sacrificing the 
advances that were made by each one of the participating disciplines” (Kalay, 1997, 
p.196). 
Subsequently, Kalay (1997, p.198) went on to propose a performance-oriented design system 
called P3, which consisted of the following three complementary constructs: 
§ a product model: the repository of all information pertaining to the emerging design 
solution, including how this information is understood and shared; 
§ a performance model: a collection of procedures for estimating expected performance of 
the emerging design solution, and evaluating this performance against a set goals; and  
§ a process model: a representation of deliberative processes, which tracks design intent 
and decisions, their supportive and counter arguments, trade-offs and negotiations. 
In addition to sharing syntactical content amongst design teams, P3 sought to overcome the 
deficiencies of earlier systems by also supporting the communication of semantic content, to aid 
in the clarification of design rationale amongst disciplines (Kalay, 1997). It aimed to provide 
concurrent and timely performance feedback derived from varying professional perspectives, 
since project objectives can only be accurately described, negotiated, modified and tested if the 
dynamics of the transactions and trade-offs that occur during the development of design ideas 
are understood by all participants (Kalay, 1997). As Kalay (1997, p.203) stated: 
“The information that needs to be shared includes not only the results of decisions made 
by other participants, but also the rationale behind these decisions. Furthermore, this 
information needs to be provided when decisions are made, so input from other 
participants in the design process can be taken into account while it still counts.” 
One major contradiction that Kalay presented with P3, however, was the requirement for 
practitioners to establish their process models at the design outset, despite his acknowledgement 
that these processes develop and change considerably over the natural course of any project 
(Holzer, 2009). While this is not to say that certain priorities for trade-off cannot be agreed 
upon a priori, according to Holzer (2009, p.70) this scenario “leaves little scope for designers to 
interact intuitively in the early design stages”. 
The following decade, a renewed interest in performance-oriented design arose alongside the 
development of new digital tools for architectural generation and analysis, such as commercially 
available parametric modelling software. In 2003, Kolarevic (p.457) observed “an emerging 
design paradigm in which building performance ... becomes a guiding design principle”. 
However, in the same paper, he also stated that there was an “inadequacy of existing software 
for building performance simulation as usable tools in conceptual design”, and went on to 
propose “the development of software that can provide dynamic processes of formation based 
on specific performance objectives” (Kolarevic, 2003, p.457). Examining various projects that 
emphasised the ‘finding of form’ over the ‘making of form’, he discussed the newfound desire 
to produce designs that were a manifestation of context-specific physical influences, and the 
challenges in doing so. This paper was the precursor to a symposium that Kolarevic and 
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Malkawi hosted on ‘Performative Architecture’ at the University of Pennsylvania in the same 
year, which later led to the publication of an edited book, “Performative Architecture – Beyond 
Instrumentality”, exploring “the apparent ‘disconnect’ between geometry and analysis in the 
currently available digital tools” (Kolarevic, 2005b, p.4). In this book, Kolarevic (2005a) 
identified the issue of sustainability as one of the main sources of growing interest in building 
performance as a design driver. Given that sustainability in buildings “often means minimizing 
the consumption of resources (water, energy, materials) but increasingly ... also entails 
maximising the health, safety and quality of life of their occupants” (Raman, 2005, p.43), 
Kolarevic argued that performance in design operates on many levels and spans multiple realms. 
Adopting a position very much aligned with MDO methodology, he stated that: 
“The issues of performance (in all its multiple manifestations) are considered not in 
isolation or in some kind of linear progression but simultaneously, and are engaged early 
on in the conceptual stages of the project, by relying on close collaboration between the 
many parties involved in the design of a building” (Kolarevic, 2005a, p.195). 
From this perspective, Kolarevic’s primary criticism of the digital avant-garde was that dynamic, 
time-driven methods of conceptualisation should not be used in a superficial manner as vehicles 
for formal investigation, but rather to quantify and express the performative qualities of 
architecture (Kolarevic, 2005a). He viewed aesthetics and performance in architectural design to 
be inseparable, stating that, “addressing the building’s appearance (‘how it looks’) and its 
performance (‘what it does’) increasingly requires creating environmentally attuned buildings, 
whose physical forms are shaped by environmental performances in respect to light, heat, 
energy, movement or sound” (Kolarevic, 2005c, p.210). 
While Kolarevic noted the emergence of architectural firms whose projects successfully 
balanced design formalism with environmental considerations, such as Foster + Partners, 
Grimshaw, and Renzo Piano, he questioned the consistency of their methodology in achieving 
project outcomes (Kolarevic, 2005c). He acknowledged these firms as being at the forefront of 
design technology, but mused that at times their projects appeared post-rationalised and that 
perhaps development against performance criteria could have taken place earlier in the design 
process (Kolarevic, 2005c). The critical point he made here was that although simulation 
technologies realise performance-oriented architecture, there are problems with how these tools 
have been conceptualised, and as such, none possess dynamic generative qualities. In a panel 
discussion documented in the same publication, Malkawi reiterated this point, stating that: 
“We do have tools to answer specific questions from an analysis perspective, but we lack 
the tools that aid in synthesis. Our tools also lack the understanding of the process that 
supports the design analysis as buildings are designed and constructed” (Augenbroe et al., 
2005, p.239). 
Kolarevic and Malkawi called for a rethinking of the role of simulation from being one of post-
facto evaluation to that of design support, positing a blurring of distinctions between the 
creation of geometry and performance analysis (Kolarevic, 2005b; Malkawi, 2005). At the same 
time, they noted that the challenges in developing software addressing this problem were far 
from trivial. Kolarevic went on to identify three critical problems with the way simulation tools 
were conceptualised that needed to be overcome in order for performance analysis to be used 
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for design support (Kolarevic, 2005a, p.197-199). These problems, which have yet to be solved 
today, were as follows: 
1. Simulation software expects high-resolution input that is mismatched to the level of 
detail available in early design, and additionally requires considerable user expertise on 
behalf of the designer. 
2. Programs are typically only able to simulate one aspect of performance, which results 
in significant and redundant remodelling when undertaking more than one simulation. 
3. Analyses are used for design evaluation in an “after-the-fact” fashion, even though 
they have the potential for dynamic interaction with early exploration processes. 
Kolarevic (2005a, p.200) concluded that, “the new ‘performative’ approach to design requires, at 
a purely instrumental level, yet-to-be-made digital design tools that can provide dynamic 
processes of formation based on specific aspects of design”. Interestingly, one of the first 
examples of such a tool was introduced by Shea, Aish & Gourtovaia (2003) at the same 
conference that Kolarevic first observed the emergence of performance-oriented architecture. 
Driven by the challenge to develop software that supports designers in exploring performance 
objectives early on, Shea et al. (2003) presented a prototype tool that linked the parametric 
modelling program Custom Objects, the precursor to GenerativeComponents39, with their 
experimental structural generation and analysis application, eifForm, employing XML models 
for translation. This prototype was demonstrated using a structural shape grammar to 
dynamically generate and evaluate a set of twenty interconnected roof trusses for a saddle-
shaped stadium roof (Kolarevic, 2005a; Shea, et al., 2003). Similar to MDO methodology, the 
creation and analysis of different shape transformations was facilitated by a parametrically 
defined representation schema, and included the description of performance variables, such as 
material type and loading values, in addition to design geometry. By supporting this integration 
within the representation, the structural software was readily able to provide feedback on 
performance impacts of the changing geometry, so that the most efficient and effective design 
solutions could be identified. Shea et al. (2003, p.555) stated, however, that the real challenge 
remained in, “enabling designers to develop an understanding of how to create these models to 
best reflect the style of the design desired, including encoding the necessary design constraints”. 
By integrating parametric modelling and performance analysis software, this research from Shea 
et al. (2003, p.554) offered “an opportunity to explore the complexity involved in combining 
such tools, ... as well as their combined potential for enhancing negotiation between architects 
and engineers in the development of novel yet efficient forms”. In 2007, Coenders presented 
another such opportunity that made advanced computation more accessible to designers for 
conceptualising structures in early design. Structural Design Tools, developed through support 
from both Arup and the Structural Design Lab at Delft University of Technology, linked 
GenerativeComponents to structural analysis and documentation programs, Oasys GSA40 and 
Tekla41 respectively (Coenders, 2007). Parametric definition of geometry was again an essential 
premise for software functionality, supporting the quick and easy modelling of complex 
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structures and iterative performance assessment in order to provide indicative answers rapidly 
and with minimal effort. By attaching structural properties to defined geometric features, this 
software was able to supplement the design information described in Generative-Components 
with additional data required to perform analyses in GSA and Tekla. It should be noted that the 
focus of the Structural Design Tools was not on these specific programs per se, but on 
developing a generalised yet powerful toolkit to support the interface to various software for 
structural design and analysis (Coenders, 2007). Other tools were able to be substituted or added 
into this toolkit by creating further plugin components that defined translation procedures 
between the given program and the Structural Design Tools data model (Coenders, 2007). This 
allowed designers to use various different representations to explore design performance during 
early exploration as required, and gain an improved understanding of structural behaviour. 
Moving more towards the coupling strategy adopted in MDO methodology, Coenders (2007) 
explicitly opposed the prescriptive standards of a ‘single building model’ approach, and instead 
followed a ‘multi-model’ approach to facilitate greater flexibility in the Structural Design Tools. 
By supporting a collection of task-specific applications through individual coupling connections, 
which built on the same basic data model but at the same time maintained each program’s 
unique internal representation, this toolkit ensured modularity and extensibility. Users were then 
able to load these different plugins into the tool on the fly during the exploration process 
(Coenders, 2007). The thinking behind this functionality was that rather than maintaining a 
universal integration process through the use of ‘black-box’ software which obscures internal 
workings, “it is much more important that the engineer feels confident in using ... small, 
adaptable, controllable and insightful tools” (Coenders & Wagemans, 2005, p.6). Like Shea et al., 
however, while stating that the software constitutes a useful tool for early design exploration, 
Coenders acknowledged that it was not the tools by themselves that necessarily increased the 
designer’s insight, confidence and control over their models (Coenders, 2007). Rather, there was 
still a need for the designer to develop their own tacit understanding concerning underlying 
analysis procedures and parameters as there was no ‘one-button-push’ calculation for all 
scenarios, but instead a process of selecting, configuring and executing different plugins in 
response to the specific problem being solved (Coenders & Wagemans, 2005). As Schwitter 
(2005, p.114) observed, “in this way, emerging computational tools are critical to the process, 
not as tools for optimization but as technological guideposts for solving complex problems”. 
In 2007, research from the Center for Integrated Facility Engineering (CIFE) at Stanford 
University investigated the potential of software environments developed for MDO in the 
aerospace industry to support architectural design. It explored the similarities and differences 
between multidisciplinary design and analysis processes in the aerospace and building sectors, 
and the benefits of employing Phoenix Integration Inc.’s ModelCenter platform to aid in design 
conceptualisation (Flager & Haymaker, 2007). This research then examined how MDO 
methodology can overcome limitations in process and software integration currently 
experienced in the AEC industry, by enabling greater numbers of options, across previously 
unchartered areas of design space, to be explored in shorter spaces of time (Flager & Haymaker, 
2007). The reliance of performance-oriented design methods on parametric definition of 
geometry was emphasised, as was the dynamic nature of form generation in comparison with 
the static designs typically produced using more conventional building software (Flager & 
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Haymaker, 2007). Most importantly, however, and mirroring other integration research in the 
AEC industry, the redistribution of design effort with more time spent upfront defining 
objectives and constraints to guide conceptual development was shown to result in a more 
efficient and effective design process (Flager & Haymaker, 2007). Rather than simply refining a 
predetermined architectural outcome, this research contended that designers instead have a 
responsibility to engage in more exploratory conceptualisation processes responding to project-
specific design parameters, and their interdependencies and constraint thresholds. 
Continuing with this research, two years later CIFE went on to illustrate the benefits of MDO 
software environments for building design, through a demonstration project that used plugins 
developed for ModelCenter to optimise conflicting performance criteria on a classroom 
building, seen in figure 4.6 (Flager, et al., 2009). Structural integrity, operational energy usage, 
natural lighting and cost, both capital and lifecycle, were traded off against one another to 
determine a population of overall best-performing solutions, using a genetic algorithm for 
optimisation (Flager, et al., 2009). Programs residing in various network locations were linked 
together visually in the ModelCenter interface to create a process workflow, demonstrating its 
capacity to support collaborative exploration in a distributed working scenario. ModelCenter 
then executed this workflow using information exchange procedures that automated data 
transfer between the different modelling, analysis and optimisation programs. This allowed users 
to focus creatively on design generation and evaluation activities, rather than on data integration 
and management tasks that were not value adding. As a result, MDO was shown to facilitate a 
dramatic increase in the number of design options explored for the classroom building, from the 
two or three typically undertaken when using conventional software and techniques to over five 
thousand, the outcomes of which can be seen in figure 4.7 (Flager, et al., 2009). 
 
Figure 4.6: Design parameters in the performance investigation of a classroom building (Flager, et al., 2009, p.600). 
 
Figure 4.7: Optimisation results of the MDO process using ModelCenter (Flager, et al., 2009, p.602-603). 
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This research also established six requirements for the implementation of MDO methodology in 
building design (Flager, et al., 2009): 
1. Integration of conventional CAD/CAE tools; 
2. Rapid generation and analysis of alternatives; 
3. Application of multidisciplinary optimisation strategies; 
4. Visualisation of the solution space; 
5. Adaptability to different building and project types; and 
6. Visual communication of process and information dependencies. 
Since this research, a variety of software for performance-oriented design that uses these same 
or similar MDO principles has been developed. The following subsections examine two of the 
more significant of such platforms currently in use in the AEC industry, one strategically 
planned and the other emergent. 
 
4.4.1 DesignLink 
DesignLink42 is a Software Development Kit (SDK) conceived during a collaborative research 
project involving the Spatial Information Architecture Laboratory (SIAL) at RMIT University 
and the engineering firm Arup, in response to an investigation of new methods for interaction 
between designers and their consultants (Holzer & Downing, 2010). Building on the research 
from Stanford, this domain-independent platform facilitates flexible integration and 
interoperation amongst various programs used in the AEC industry (Arup, 2013; Holzer, 2009). 
In keeping with the MDO approach, DesignLink supports decision-making in early design by 
coupling parametric modelling and building simulation applications via custom data exchange 
procedures, to provide users with dynamic performance feedback during the exploration 
process (Holzer & Downing, 2010). Coupling is achieved using a hybrid approach to 
interoperability that combines an extensible XML-based file format for data exchange with 
corresponding program plugins to support the import and export of this format (Arup, 2013). 
These plugins embed their respective applications with functionality to read and write the 
defined representation schema, and can be tailored to the specific information requirements of 
individual design scenarios (Arup, 2013). Recognising that no single generic application, or 
application suite, can definitively pre-empt or accommodate the investigation of all possible 
variables and constraints on all possible projects (Chaszar, 2006), DesignLink instead offers a 
platform for exploration that supports linkages between various software packages from 
different vendors. This approach is targeted for use in situations where product model standards 
are unable to effect the desired information exchanges and transformations. As such, 
DesignLink improves integration between design and analysis tasks by aiding the negotiation of 
semantic incongruities between modelling and simulation tools, in order to bring data from 
multiple disciplines together for trade-off evaluations of architectural and performance 
constraints (Khemlani, 2009a). 
DesignLink was developed in response to a critique of Arup practices undertaken by SIAL that 
revealed parametric modelling and Multi-Criteria Decision Analysis (MCDA) to be useful for 
supporting design collaboration in light of the increasing speed of information exchange (Holzer 
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& Downing, 2010). Parametric modelling was shown to assist the rapid creation of multiple 
design options, while MCDA aided the evaluation of these options when a large set of potential 
solutions was generated and difficulty was experienced in deciding upon the most appropriate 
solution (Holzer & Downing, 2010). These benefits were demonstrated in a number of novel 
computational techniques for design integration that were developed and tested by Arup on live 
projects over the last decade (Luebkeman & Shea, 2005). DesignLink formalises and builds 
upon the work from these projects; the one most influential in its development, however, was 
the Melbourne Rectangular Stadium, a collaborative effort between Cox Architects and Arup, 
pictured following its 2010 completion in figure 4.8. Realisation of this project can largely be 
attributed to new methods for digital collaboration that supported different disciplines in 
working together to negotiate combined building performance (Holzer, 2009). 
The element central to this project was the stadium roof; its design being the product of a 
collaborative form-finding process driven by the aim to minimise steel tonnage (Holzer, 2009). 
Curvatures of the overall roof structure and each of its bay components were determined not 
only with respect to this objective, but also by taking into consideration spectator vantage, 
structural integrity, and the capacity for facade panel standardisation (Holzer, 2009). To achieve 
this, feedback concerning structural behaviour was coupled directly to the generation of design 
options, via custom information-exchange procedures that facilitated the seamless and rapid 
transfer of data between modelling and analysis applications (Holzer & Downing, 2010). A 
parametric model developed in CATIA43 (Computer-Aided Three-dimensional Interactive 
Application), embedded with a custom script to generate the lattice structure of the roof shell, 
was linked (via Rhino44) with the structural analysis packages GSA and Strand745 to evaluate the 
stresses on individual roof members (Holzer, Hough, et al., 2007). The application of a quasi- 
 
 
Figure 4.8: Melbourne Rectangular Stadium by Cox Architects and Arup (image by Jay Miller, 201046). 
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optimisation procedure assessing constraint satisfaction then automatically calculated the 
required member size for each structural entity in the lattice, communicating member 
performance through a colour-coded structural diagram (Holzer, Hough, et al., 2007). An 
example of this can be seen in figure 4.9. By assigning a size to each component rather than 
deriving this size from a table of standardised members, the steel tonnage, and capital cost, was 
able to be reduced (Holzer, Hough, et al., 2007). 
The Melbourne Rectangular Stadium project demonstrates an approach known as 
‘Optioneering’, a concept originating from business management practice in the 1990s that 
provides the theoretical underpinning for DesignLink’s development. Holzer (2009) asserts 
optioneering to be a process that supports MCDA, and as such, in accordance with Linkov et al. 
(2006, p.62), serves “to evaluate and choose among alternatives based on multiple criteria using 
systematic analysis to overcome the limitations of unstructured individual or group decision 
making”. Holzer (2009, pp.211-212) goes on to describe its application in the AEC industry as 
“an approach where designers create multiple variations of a design proposal and evaluate those 
in regard to diverse performance criteria that were set out at the beginning of the design 
process”. To reconcile the assorted objectives of different disciplines, various design options are 
considered and quantified across numerous aspects of performance simultaneously, rather than 
following a conventional hierarchical process of analysis (Holzer, 2009). This enables trade-offs 
between various project constraints to be explored, improving both the effectiveness and 
efficiency of design collaboration. Holzer (2009, p.212) outlines four key elements, adopted 
from Total Interactive Solutions (2006), critical in facilitating optioneering processes: 
1. Identifying the options and the criteria for the option evaluation; 
2. Providing impartial scoring for the options and applying weighting criteria; 
3. Viewing and analysing the results; sensitivity and robustness analyses; and, 
4. Ensuing stakeholder participation to achieve buy-in to the decision. 
This research also highlights that user interfaces for software like DesignLink can only be 
developed to match the required knowledge-transfer processes if the roles and responsibilities of 
 
 
Figure 4.9: Diagram of stadium roof stress distribution (Holzer, Hough, et al., 2007, p.634). 
	  119 
	  
different project team members are clearly understood (Holzer, 2009). As Holzer & Downing 
(2010, p.62) observe, “the increase of information generated in the context of optioneering 
needs to be complemented by a graphic user interface that allows for the appropriation and 
representation of design data across multiple disciplines”. This sentiment reflects the industry 
awareness that increased interoperability between design and analysis applications must go hand-
in-hand with better interdisciplinary dialogues, and reinforces the need for a new generation of 
tools that actively support multidisciplinary design communication (Frazer, Tang, & Gu, 2001). 
To address the specific requirements of individual AEC projects, collaborative design tools and 
processes must also possess an innate flexibility in order to be responsive to the varied needs of 
designers and design teams. As such, DesignLink has been developed as a modular system that 
divides project information into logical sub-schemas, each correlating with a specific discipline 
perspective, and able to be reconfigured as necessary (Holzer, Tengono, et al., 2007). The 
multidisciplinary user interface, which can be seen in figure 4.10, communicates design 
intelligence across design teams in a clearly understandable fashion that reflects these underlying 
sub-schemas, providing consistent feedback for the evaluation of candidate solutions (Holzer, 
2009). DesignLink currently supports links to a number of modelling and analysis applications, 
including Rhino, GenerativeComponents, Strand, Ecotect47 and MATLAB48, and can write out 
IFC files for integration with BIM software (Arup, 2013). It also has some limited ability to 
communicate with EnergyPlus49 and Radiance; at the present point in time however, there is a 
predominantly structural emphasis in the performance analysis software. 
 
Figure 4.10: DesignLink user interface (Holzer, 2009, p.258). 
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The basic DesignLink platform is available for download from Arup under a collaboration 
agreement similar in intent to an Open Source Licence, which allows free access to the source 
code so long as any modifications or improvements are made available to Arup. Deployment in 
the context of Project Services and this research would require both the development of further 
modules to support applications currently not included in the framework, and extension of 
existing software wrappers to provide additional functionality. 
 
4.4.2 Grasshopper 
In contrast to Arup’s formalised development of the DesignLink framework, is the emergence 
of similar integration functionality within Grasshopper50, the parametric modelling extension to 
the design software Rhino. Here, an MDO-like platform has developed bottom-up through 
contributions from individuals in the user community, without a prescribed top-down structure 
for interoperability. Despite lacking the degree of theoretical underpinning exhibited with 
DesignLink, the intention behind this work is much the same – to develop more effective and 
efficient computational methods for design generation and analysis that allow the evaluation of 
multiple options against multiple objectives and criteria, and facilitate better-performing design 
solutions (Mirtschin, 2011). This has been achieved through the creation of various plugins for 
Grasshopper that establish coupling links between this parametric design environment and one 
or more simulation applications. Dynamic performance feedback is returned directly to 
Grasshopper in close to real-time, allowing users to make decisions informed by an 
understanding of the performance impacts of their designs. Although the development of these 
program-coupling links is constrained to the use of Grasshopper as a parametric design 
environment, a greater level of flexibility is supported within the links themselves, since 
information exchange is direct between applications via API rather indirect using an imposed 
file format. Without a top-down strategy for interoperability, however, semantic integrity cannot 
be enforced within the central geometric model, but rather must be maintained by the individual 
plugins themselves, which introduces the potential for inconsistencies in the building 
description between different simulation tasks. 
The provision of an open and highly flexible API for Rhino and Grasshopper offers a high 
degree of accessibility and functionality to independent software developers, which has been key 
in fostering the emergence of these numerous third-party plugins (Mirtschin, 2011). This 
research discusses just a few of the more notable of these contributions, relative to 
performance-oriented architectural design. Mirtschin’s Geometry Gym51 plugins, consisting of 
StructDrawRhino (SDR) and Smart Structural Interpreter (SSI), facilitate the design and analysis, 
respectively, of architectural structures (Mirtschin, 2013). SDR is the base plugin and contains a 
comprehensive set of tools that support the rapid modelling of structures, along with 
computational geometry solvers (Mirtschin, 2013). Standard steel profiles, which are 
parametrically defined within an extensible library, can be swept along any curve, or collection 
of curves, to model structural members. Geometric constraint solvers include routines for mesh 
relaxation, polygon packing and curve network cell generation (Mirtschin, 2013). A successful 
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demonstration of the SDR plugin can be seen in figure 4.11 with the design of the Infinity 
Bridge, for which Expedition won the 2009 IStructE Supreme Award for Structural Engineering 
Excellence, in addition to the 2009 IStructE Award for Pedestrian Bridges. SSI is a suite of 
extensions that couples Grasshopper to structural analysis programs GSA, Robot52, SAP200053, 
Sofistik54, Strand7 and SpaceGass55 (Mirtschin, 2013). Both SDR and SSI support the export of 
open file exchange formats such as IFC, CIS/2 and SDNF (Steel Detail Neutral Format), 
enabling BIM interaction with programs such as Revit, Digital Project56, Tekla and several of the 
Bentley applications (Mirtschin, 2011). 
A further plugin that integrates daylighting and thermal analysis into the Rhinoceros modelling 
environment is DIVA57 (Design Iterate Validate Adapt), developed by the Graduate School of 
Design at Harvard University (Jakubiec & Reinhart, 2011). Radiance and DAYSIM58 are used to 
perform advanced daylighting analysis, and in the process automatically generate relevant 
building schedules that are then used by EnergyPlus to assess thermal performance (Jakubiec & 
Reinhart, 2011). This hybrid approach to performance evaluation, as opposed to the single 
model approach in which daylighting is treated as a default component within the thermal 
 
 
Figure 4.11: Design of the Infinity Bridge by Expedition using the SDR plugin (image by Jon Mirtschin, 200959). 
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analysis, is adopted because daylighting calculations employed in energy simulation software 
have been shown to have significant shortcomings (Jakubiec & Reinhart, 2011). By using 
Radiance and DAYSIM in combination with EnergyPlus, more accurate predictions of both 
daylighting and thermal loads are achieved. These results are then published directly back into 
the DIVA interface within Rhino as graphical visualisations, facilitating deeper consideration of 
building performance and occupant comfort when making decisions (Jakubiec & Reinhart, 
2011). Presently, however, the primary concern of DIVA is daylighting analysis, with energy 
simulation capabilities largely limited to a focused investigation of the effects that more accurate 
daylighting predictions have on thermal performance. The most obvious limitation resulting 
from this focus is that only a single thermal zone can be simulated in any given model. 
Other plugins that currently contribute to the development of an MDO-like environment within 
Grasshopper are: 
§ Karamba60: custom structural code, developed by Clemens Preisinger in cooperation 
with Bollinger-Grohmann-Schneider, which calculates the static response of 3D 
beams under the action of external loads interactively from within Grasshopper. 
§ Geco61: a collection of components developed by UTO (Ursula Frick and Thomas 
Grabner) that establish a live link between Rhino/Grasshopper and Ecotect and 
Radiance for various environmental analyses. 
§ Kangaroo62: a live physics engine, custom developed by Daniel Piker, which simulates 
particle system relationships for real-time interactive form-finding, dynamics and 
collisions directly within the Grasshopper environment. 
To facilitate design optimisation, Grasshopper also provides an inbuilt generic solver known as 
Galapagos, which employs a genetic algorithm designed to support goal seeking and multiple-
objective evaluations (Mirtschin, 2011). Galapagos allows the optimisation process to be 
configured graphically, with genome permutation defined via multiple numeric-range sliders 
rather than the typically required programming, making this solver easy to use (Mirtschin, 2011). 
A single fitness objective is specified, which may take the form of an individual performance 
metric, or the sum of multiple measurements weighted as required inclusive of penalties for 
unwanted traits. In addition to Galapagos, there are several third-party optimisation plugins 
available for Grasshopper, which provide alternative algorithms and methods of control. 
Grasshopper can be downloaded as an extension to Rhino at no expense, and the plugins 
discussed in this research are also freely available, either in full, or under a non-commercial 
licence if a commercial version is also produced. While implementation within the context of 
this research could build upon and make connections to existing plugins directly through 
Grasshopper, the use of this MDO-like environment would restrict design-modelling activities 
to this software. Furthermore, in order for this platform to offer the flexibility required for 
collaborative design, all plugins would need to be fully customisable, preferably through open-
source access to their underlying code, which currently is not the case. 
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4.5 Discussion 
Regardless of the software and technology employed, the purpose of performance-oriented 
design remains the same across the board: 
To embed dynamic feedback in early exploration, by coupling building 
simulation with design modelling, in order to provide designers with performance 
metrics that enable them to make more informed decisions. 
This demarcates a shift away from the traditional design paradigm of ‘form-making’ to that of 
‘form-finding’, where the design emerges from a process of systematic guidance and refinement 
towards optimal performance (Laiserin, 2008). The post-rational use of analysis to validate 
formal concepts is replaced by a pre-rational performative approach where simulation instead 
steers design synthesis. This does not, however, imply automation of the design process or the 
subjugation of aesthetic ideals in favour of forms driven purely by performance constraints; 
rather, the intention is to increase the amount of information available to designers when 
making decisions and augment architectural creativity to generate aesthetics of performance. 
Given the often conflicting nature of different performance objectives, the best overall solutions 
rarely coincide with the optimums for individual metrics. Analysis of numerous building variants 
tends to reveal trends concerning the impacts of design parameters on performance outcomes 
rather than to highlight a single ideal performance solution (Lagios, Niemasz, & Reinhart, 2010). 
The unavoidable trade-offs amongst constraints typically result in a range of potential outcomes, 
requiring designers to think critically and carefully in evaluating design options and selecting the 
most appropriate solution (Lagios, et al., 2010). This necessitates clear communication between 
different disciplines that expressly conveys design objectives and the degree to which they are 
satisfied by individual options. Only with an open dialogue and a shared understanding can 
conceptualisation processes be used to negotiate the collective interests of the entire project 
team, and produce holistic design outcomes that are both innovative and unbiased towards 
preconceived notions of form (Schwitter, 2005). 
It is clear that in order for performance-oriented design processes to be successful, digital 
exploration methods that better support communication between architects, engineers and other 
invested stakeholders are needed (Augenbroe, 2005). This requires new ways of integrating 
computational tools into early design that ensure well-communicated feedback loops exist not 
only on a technological level but on a social level also. The challenge here lies in developing 
tools that can be effectively and efficiently adapted to meet specific project constraints, as a 
performance-oriented approach is of greatest value in situations where the design problem is 
cross-cutting and past solutions are not readily applicable (Schwitter, 2005). To address this 
challenge, software supporting collaborative design exploration must possess an innate flexibility 
that allows it to be responsive to the assorted needs of designers and design teams. Various 
strategies can be employed to facilitate the degree of flexibility needed, but software modularity 
is observed to be a persistent theme in performance-oriented integration platforms. This 
modularity can be seen in the structures of both DesignLink and Grasshopper, where discrete 
plugins and components, which can be linked together ad hoc, are developed to each encapsulate 
a specific task. Beyond this similarity though, the strategies employed to support flexibility vary 
quite significantly between these two integration environments. DesignLink is open-source in all 
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respects and supports the connection of any design or analysis program to the platform via 
custom data-exchange procedures; however, information must be exchanged using a common 
file format. Grasshopper, on the other hand, avoids imposing a common file format for data 
translation; however, it restricts design-modelling activities to the Rhinoceros software. 
Furthermore, without a shared strategy for interoperability, semantic integrity cannot be ensured 
across different design and analysis tasks, as it must be maintained by individual plugins that 
have been developed by various third parties with different objectives and outcomes in mind. 
What is needed is a performance-oriented design system that combines the flexibility strategies 
employed in both of these environments to create a platform for integration which is modular; 
does not impose the restriction of a standardised file format; and is open both in terms of the 
software that can be linked to it and the availability of the underlying code. 
To realise such a design system, this research is interested in how MDO principles can be used 
explicitly as a foundation for software development to effect improved performance integration 
in early architectural design. The three MDO features identified as critical to supporting 
combined exploration of building design and performance are as follows: 
Program coupling: design and analysis applications must be embedded with the faculty to 
link to one another at run time in order to support dynamic feedback between their 
respective tasks. Information exchange between software is preferably direct via an API 
rather indirect than via a generic file format, to reduce the potential for translation errors. 
Distributed description: the building description must be deconstructed into a series of aspect 
models that each correspond to a specific program and contain only the information 
necessary to satisfy its particular task requirements. Redundancies arising from the 
complexity of a comprehensive data structure like IFC are therefore avoided and 
information exchange is able to take place as quickly as possible. 
Parametric model definition: high-level parametric dependencies must be used to define the 
building description, so that models can be manipulated to generate new options without 
requiring manual rebuilding and large numbers of alternatives can be explored in short 
spaces of time. For greatest flexibility and integration, non-geometric as well as geometric 
information must be structured through associative relationships. 
By employing these MDO principles, computational tools can establish a building description 
that conveys both the design form and its performance qualities. This representation can be 
shared by architects and engineers, creating a common foundation for understanding that acts to 
support interdisciplinary communication. Software is then able to be used to directly interface 
the exchange of information between disciplines, removing the need for expert translation. In 
order for this to occur, however, it is first essential to identify programs able to support the 
flexibility required for performance-oriented design exploration, so that a representational 
schema capable of relating design objects in one tool directly to counterpart analysis constructs 
in another can be developed. The following chapter critiques a number of design modelling and 
energy simulation programs with respect to their ability to support the requirements of an 
MDO-based integration strategy, establishing a number of criteria that reflect the issues 
discussed here to guide the software selection process. 
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5.1 Overview 
This chapter reviews a number of architectural and engineering software applications with 
respect to the potential challenges and opportunities they present for the development of a 
performance-oriented design framework based on MDO principles. It examines the strengths 
and weaknesses of various design and analysis tools in supporting collaboration in conceptual 
exploration, drawing on firsthand experience of the programs themselves, along with literature 
	  126 
	  
and documentation relevant to their use and application, to critique their functionality and 
capacity for integration without bias to any one discipline. By establishing selection criteria that 
reflect the early design needs of both architects and engineers, as well as the constraints of 
Australian public practice, the potential of each of these tools to support an MDO-based design 
framework is evaluated. The design and analysis programs most suited to demonstrate such a 
framework in the context of this research are then identified, and the system requirements for 
an integration platform that connects these tools are established. Finally, strategies for 
streamlining the interaction between architectural and engineering tasks, to better support the 
use of simulation as a decision-support tool in early design, are discussed. 
 
5.2 Review of design software 
In the interests of progressing multidisciplinary design integration, several established AEC 
institutes have extended significant research effort to develop formal procedural structures for 
IPD and universal guidelines for BIM (AIA California Council, 2007; American Institute of 
Architects, 2007; CRC Construction Innovation, 2009a; National Institute of Building Sciences, 
2007). A number of AEC researchers and software developers rationalise this standardised 
workflow approach by stating that the amount and accuracy of design information increases 
systematically as a project progresses (Succar, 2009; Warren, 2002; Xia, et al., 2008). However, 
the dynamic nature of conceptual exploration challenges this idea, as collectively, building 
projects are highly diverse, each with their own unique set of requirements and constraints. As 
Lawson asserts, “since design problems defy comprehensive description and offer an 
inexhaustible number of solutions the design process cannot have a finite identifiable end” 
(2006, p.123). The objectives and pressures driving individual design processes vary greatly, 
especially in the early stages, and require different methods of approach to be addressed. 
Subsequently, emerging more frequently in literature is the observation that the iterative and 
varied nature of the design process tends to influence a far less predictable development of the 
building description, particularly in the context of performance-oriented design (Holzer, 2009; 
Nicholas, 2008; Struck, de Wilde, Hopfe, & Hensen, 2009). The dynamic uncertainty that is 
characteristic of the conceptualisation process is contradictory to the use of standardised 
representations and processes which are applicable only within a relatively small region of the 
design space. Successful exploration of cross-cutting performance issues necessitates that design 
be thought of not as a linear series of standardised procedures, but rather as a flexible solution-
oriented process that integrates and manipulates input as required from various sources at 
different times (Holzer, Hough, et al., 2007). This notion of a non-deterministic design 
methodology challenges the benefits of standardisation for early design and raises the question 
of whether commonly used BIM tools are actually appropriate for early creative endeavours 
(Holzer & Downing, 2010; Lawson, 2005). Given that this type of modelling software imposes 
limitations on the ways in which information, and therefore designs themselves, can be 
described, it does not adequately reflect the understanding of design as an iterative process 
involving the somewhat haphazard development of different project elements over time. 
Although institutional publications concerned with design integration identify the need for 
improved communication between practitioners and software alike, they claim this to be a 
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natural by-product of the use of standardised information constructs, advocating BIM as the 
chariot for implementation (AIA California Council, 2007). Yet despite BIM tools like Revit, 
ArchiCAD and MicroStation becoming more commonly used in everyday design, a robust 
methodology to manage the exchange of information throughout the building lifecycle has not 
simultaneously developed to support this technology in practice (Augenbroe, et al., 2004; 
Holzer, 2011). There is growing evidence to suggest that the adoption of standardised design 
representations and processes does not necessarily effect improved communication between 
disciplines and their tools of choice (Horvath & Rudas, 2008; Nicholas & Burry, 2007). The goal 
of producing a perfect virtual artefact of what is intended for construction gives rise to a 
pervasive underlying ambiguity concerning the levels of data abstraction and integration 
appropriate for models at different project phases (Australian Institute of Architects, et al., 2010; 
Mahdavi, 2004). Although efforts have been made to define the information required at each 
stage of the design process (CRC Construction Innovation, 2009a), the high-resolution data 
structure of a BIM makes it is difficult and complex to manipulate accordingly in early design 
(Holzer, 2011). Control over the level of detail in model components is limited; the information 
is simply there, either explicitly specified or as default attributes, as each model component 
contains a large amount of inherent data. 
As a result, BIMs are too ‘information-rich’ for the dynamic interaction needed in early design 
(Holzer, 2009, 2011). They typically contain an abundance of data that is redundant in a given 
analysis environment, yet simultaneously lack information necessary to carry out the required 
performance simulation. For example, while plumbing fixtures and loose furniture are 
superfluous for energy simulation, operational schedules and material thermal properties that are 
essential to calculations are often not similarly defined within a BIM. In some instances, users 
simply do not take advantage of the capacity to represent such information, as they are unaware 
of how or why to populate the model with the necessary data. However, in terms of the 
geometric description of a building, there is often a vast difference in semantics between BIM 
and analysis constructs, which leads to alternative forms of representation that are difficult to 
reconcile (Johnson, et al., 2004; Mahdavi, 2004). Swapping between these representations 
requires complex model transformations that are not reliably supported in current software, as 
they depend primarily on import/export protocols that largely fail to structure the interaction 
between design and analysis tasks or communicate task requirements to designers (Mahdavi, 
2004; Nicholas & Burry, 2007; Pratt, et al., 2012). It is clear from these problems that the 
representations and transfer protocols used to translate building information between design 
and analysis domains directly impact the capacity for software tools to successfully communicate 
information across different disciplines (Nicholas & Burry, 2007). Rather than assuming that 
interdisciplinary communication will improve with increased standardisation of the building 
description, which has not been the case to date, the more logical solution is to develop 
representations and transfer protocols that support the desired interaction. To better facilitate 
performance-oriented exploration in early design, a simplified representation schema that 
focuses on achieving a greater degree of integration with analysis constructs is therefore needed. 
Parametric modelling systems provide the flexibility to define design constructs that are less 
data-heavy than their BIM counterparts, and can be tailored to suit the individual requirements 
of design and analysis tasks for more efficient transformations between their respective 
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representations. Rather than creating a model through explicit placement of pre-defined building 
components, parametric systems allow more generic geometric entities to be structured through 
associative variables, relationships and dependencies that are user-defined (Holzer, Hough, et al., 
2007). Designing with declared parameters in this way enables users to interact intuitively with 
models through sets of rules and constraints that record the relationships underlying the 
representation, and serve to communicate design intent alongside the building form (Aish & 
Woodbury, 2005). By allowing designers to define and modify their own relationships between 
design and analysis constructs, a higher degree of semantic communication is possible than can 
be achieved through BIM and product modelling standards (Sacks, Eastman, & Lee, 2004). 
Furthermore, different forms can be created simply by manipulating variables, rather than 
necessitating manual rebuilding of the model for each possible scenario (Sacks, et al., 2004). 
Large numbers of options can therefore be generated in short spaces of time, which is ideal for 
early exploration given that design success is largely a function of the number of alternatives 
considered (Gane & Haymaker, 2009). 
When facing a vast matrix of potential solutions, the ability to reliably evaluate different options 
is just as critical as being able to generate these options in the first place. As discussed in the 
previous chapter, current applications of MDO illustrate how coupling simulation procedures 
with the parametric definition of geometry enables large populations of design alternatives to be 
analysed rapidly, so that they can be compared in terms of their expected performance early on 
and more informed decisions can be made. Presently in the AEC industry, however, links 
between parametric design software and simulation tools that support the early exploration of 
building performance are limited in number and application. Despite parametric modelling 
techniques generating opportunities for rapid and flexible investigations of architectural form 
and tectonics, the possibilities offered by extending these design environments to include the 
constraints of other disciplinary domains remain relatively unexplored. However, given the 
demonstrated benefits of MDO methodology that are made possible by parametric design 
software, this research finds these modelling tools offer greater potential to support conceptual 
exploration than more commonly used BIM applications. In the following subsections, three 
high-level parametric modelling programs currently used in architectural design practice are 
examined in terms of their capacity to support integration with simulation software for 
performance-oriented investigations of early design options. 
 
5.2.1 CATIA 
Computer-Aided Three-dimensional Interactive Application, better known by its acronym 
CATIA63 (version 6 release 2013x), is a multi-platform software suite developed by Dassault 
Systèmes in 1981 as a Product Lifecycle Management (PLM) solution. Originally created for the 
aerospace industry, it has since been widely adopted in automotive, shipbuilding and industrial 
design, and to a lesser extent in architectural practice, for digital product definition and 
simulation (Crawford, Marchant, Hohnen, Bowtell, & Legge-Wilkinson, 2005). Using a systems 
engineering approach, CATIA facilitates integration across disciplines throughout the product 
lifecycle, from initial conceptualisation to product design, analysis, manufacturing and 
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maintenance. It supports multiple aspects of product development, including surface and shape 
design, along with structural, mechanical, electrical, electronic and equipment engineering, and 
features a parametric design environment that uses NURBS-based (Non-Uniform Rational Basis 
Spline) modelling as the principal means of surface representation. CATIA can be customised 
via an API supporting both Visual Basic and C++ programming, enabling users to tailor the 
product development process to meet the needs of their specific industries, organisations and 
individual projects. The cost of a commercial seat licence for CATIA depends on which 
modules in the suite are purchased, and is upwards of $10,000. Consequently, in the building 
industry it is used only by high-end architectural firms heavily invested in digital design and 
design technology, most notable being Gehry Technologies, the technology arm of Gehry 
Partners, which uses a customised version of CATIA known as Digital Project (Day, 2003). 
 
5.2.2 GenerativeComponents 
GenerativeComponents (version 08.11.08.296) is a parametric modelling application developed 
by Bentley Systems, which is layered on top of their MicroStation building software 
environment and utilises the geometry and application libraries of MicroStation TriForma and 
Parasolid (Aish, 2003). It provides support for design conceptualisation and digital fabrication, 
and facilitates integration with more conventional design tools and processes through its ‘BIM 
Features’ add-on, as well as direct communication with other applications in the MicroStation 
software suite. Complex geometry can be created and manipulated interchangeably through 
either the modelling environment or its underlying script transactions, and additional control 
over the geometry is possible through a symbolic representation that displays the features and 
associative relationships defining the design model (Aish, 2003). Features are connected logically 
through a Directed Acyclic Graph (DAG), so that a change to one automatically propagates 
change to all others downstream, according to their defined associations. Developed with 
Microsoft .NET technology, and utilising object-oriented programming, Generative-
Components allows new features to be easily defined and complied, through inbuilt program 
functionality or C# scripting (either within the application or from an external development 
environment like Microsoft’s Visual Studio), providing a high degree of user flexibility (Aish, 
2003). This flexibility also enables direct connections to be developed to simulation software, so 
that building form and performance can be explored simultaneously from within this design 
environment. GenerativeComponents is currently available for download free of charge as a 
standalone application, making it readily accessible to the full complement of design 
organisations, from small individual practices to large multi-branch companies. 
 
5.2.3 Rhinoceros and Grasshopper 
Rhinoceros (version 5 service release 7) is a standalone design application developed by McNeel 
and Associates that uses NURBS modelling as the basis for representation. It is not industry 
specific and used widely for industrial, architectural, marine, jewellery, and automotive design, as 
well rapid prototyping and digital fabrication (Day, 2009). Rhinoceros features a scripting 
language based on Visual Basic, and an SDK that supports users in customising the program’s 
functionality. This open environment has led to the development of over 100 plugins for 
Rhinoceros, both by McNeel and independent third parties, to extend its basic functionality. 
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One of these is Grasshopper (version 0.9.0070), developed by David Rutten to support 
advanced parametric manipulation of existing Rhinoceros features through a graphical algorithm 
editor. It contains both Visual Basic and C# components that access the Rhinoceros API 
allowing the user to write and run their own custom code within Grasshopper (Day, 2009). 
While this plugin is a visual programming tool enabling users with no scripting knowledge to 
manipulate Rhinoceros geometry parametrically, unlike GenerativeComponents, the ability to 
compile new features is limited to users with scripting experience, using either the inbuilt Visual 
Basic and C# components or an external development environment. Rhinoceros is available for 
a relatively small fee (currently $995 for commercial users and $195 for an academic version) 
and Grasshopper can be downloaded as a free plugin, making this software readily affordable. 
 
5.3 Design software selection 
Given the objective of developing a performance-oriented integration system for use in 
Australian public practice, the criteria factoring in the selection of a design application are cost, 
flexibility and the capacity to link directly to other design and analysis software. The expense of 
a CATIA seat licence makes it inaccessible to the majority of Australian design practices, and 
therefore, despite its lifecycle design and engineering capabilities, unsuitable for use in this 
research. Alternatively, GenerativeComponents and Grasshopper have a low entry cost point 
and are accessible to the full range of design organisations, making them readily available for use 
in Australian practice and research. While Grasshopper has a more user-friendly and graphical 
interface, it does not have the same flexibility as GenerativeComponents to work 
interchangeably between the model and its underlying script representation. Given this 
flexibility, along with its well-tested extensibility, long-standing capacity for compiling new user 
features and built-in capacity for integration with other design and analysis programs as part of 
the Bentley software suite, GenerativeComponents has been selected to demonstrate the 
development of a cooperative energy-oriented design system. This software also offers a further 
advantage in the context of this research, which is the opportunity for direct connection to the 
BIM workflows that are already well established at Project Services, since it supports integration 
with more conventional technologies through its ‘BIM Features’ add-on. It is important to note, 
however, that the strategy applied here to establish GenerativeComponents as part of an 
integration framework could also be adopted for the extension of other parametric modelling 
environments. Given a context where a program like Grasshopper may be the more suitable 
choice of design software, the same principles, which are outlined in more detail in the following 
chapter, could be readily adapted to develop a comparable environment for supporting energy 
simulation in early design. 
 
5.4 Review of analysis software 
Presently, there is a lack of analysis software with the capacity to support the rapid interaction 
that is needed between architectural design and services engineering to explore operational 
energy consumption early on in design (Flager et al., 2009). Traditionally, services engineers 
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have not been involved in building projects until the documentation stages of the design 
process, and as such, the majority of energy simulation tools that exist have been developed to 
support systems specification and performance verification tasks associated with this phase of 
development rather than conceptual exploration (Maassen et al., 2003). As a result, performance 
assessments are generally time-consuming and complicated to carry out, requiring detailed 
information about the building construction and services before a simulation can be performed 
(Ellis and Mathews, 2002). To undertake even an indicative energy analysis requires information 
for inputs that may not yet be available during the early design stages, which is paradoxically 
when the assessment is most influential (Punjabi and Miranda, 2005). 
In addition to the complexity of this software acting as a deterrent to its use in early architectural 
design, the interfaces for these tools are typically cumbersome, non-visual and unintuitive 
(Punjabi and Miranda, 2005). The translation of 3D models from architectural applications to 
analysis software is often not reliable, and there is limited ability to reuse the non-geometric 
information required for simulation between projects (Nicholas & Burry, 2007). Furthermore, 
the reverse process of mapping simulation results back to architectural models is largely 
unsupported, necessitating significant amounts of manual manipulation when undertaking 
iterative explorations of building performance (Kolarevic, 2003). Since simulation inputs and 
outputs are primarily numeric, this translation of model descriptions and analysis results is a 
non-trivial task that often constrains the designer’s ability to understand and decide between 
design alternatives, as well as consuming large amounts of time and effort (Prazeres et al., 2009). 
The majority of analysis tools therefore do not successfully reconcile the relationships between 
design actions and performance outcomes, rendering them incapable of supporting architectural 
decision-making in any significant manner (Attia et al., 2009). As such, they have largely failed to 
be incorporated into general design practice (Warren, 2002).  
However, the capacity of simulation to handle dynamic and iterative design investigations in a 
standalone manner, by running multiple analyses with small changes to the description each 
time, makes it an efficient and effective means of evaluation for early design. Advocates of 
simulation state that its benefits include: a better understanding of building performance; 
enhanced design outcomes; shorter design time; increased confidence in the design; and 
improved practice image and competitiveness (Lam, et al., 1999; Wong, et al., 2000). At the 
same time though, research has revealed that in practice, simulation is ranked amongst the 
lowest methods of decision-support used by designers (Pedrini & Szokolay, 2005). Architects in 
particular feel that clients do not stipulate, budget for, or appreciate the use of simulation in the 
design process, and that building performance assessment is outside their scope of service (Lam, 
et al., 1999; Wong, et al., 2000). Scepticism of its benefits for the decision-making process arises 
from beliefs that simulation tools: are slow and costly to use; incur additional design time; 
require expertise that is the responsibility of specialist consultants; require extensive and ongoing 
training; and produce results that match poorly with measured performance (Bambardekar & 
Poerschke, 2009; de Wilde & van der Voorden, 2003; Hand, 1998; Lam, et al., 1999; Wong, et 
al., 2000). While recent improvements in technology are fast eroding the foundation for many of 
these claims, experience and intuition are still the decision-making techniques preferred by 
architects, followed by guidelines and rules-of-thumb (Pedrini & Szokolay, 2005). Despite 
lacking the same capacity as simulation to evaluate climate and design-specific idiosyncrasies, 
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resources such as guidebooks are favoured because they are simple to navigate and require little 
detail about the design to use, making them time and cost effective (Bambardekar & Poerschke, 
2009). Even with the proliferation of energy simulation programs in recent decades, there are 
few tools that respond to these known architectural working preferences, along with the 
requirements of engineers, to provide integrated decision-support in early design. What is 
needed is a simulation tool that combines its inherent ability to handle dynamic and iterative 
analytical investigations with the ease of use associated with resources like guidebooks. The 
operation of such a tool should not necessitate that designers learn a new skill set, but instead be 
intuitive and reflective of the design process. Furthermore, rather than leading the user through 
perfunctory tasks that involve form filling and checklist verification, as typically occurs with 
simplified decision-support instruments, it is vital for this tool to encourage more exploratory 
processes of understanding that facilitate design innovation (Ward, et al., 1992). 
Over recent years, this dichotomy between the simulation needs of architects and engineers has 
engendered a number of studies into the identification of ‘designer-friendly’ and ‘design-
integrated’ functionality for analysis tool development and categorisation, most notably from 
Augenbroe (1992, 2002), Morbitzer (Morbitzer, 2003; Morbitzer, et al., 2001) and Attia (Attia, 
2010; Attia, et al., 2009). These two classifications are often treated as being mutually exclusive 
because the term ‘designer-friendly’ is typically used in a narrow sense to describe simplified 
simulation tools that lack the resolution required for engineering tasks, therefore precluding any 
capacity to be ‘design-integrated’. From a more objective outlook, the question that stands to be 
asked is this: Could a simulation tool be both ‘design-integrated’ and ‘designer-friendly’, 
supporting architects and engineers in working together to simulate and assess the performance 
of different design options? 
In this research, ‘designer-friendly’ is taken not to mean simplified simulation tools, but rather, 
features that allow simulation tools to be used in simplified ways; typically related to interface 
usability and information management. This distinction ensures that the simulation needs of the 
architect can be met without compromising the integrity of the analysis or the needs of the 
engineer. While ‘designer-friendly’ functionality is important for the development of an 
integration system as a whole, it does not factor in the selection of an analysis tool, as the 
adoption of MDO methodology prescribes a program-coupling approach to information 
exchange that engages only the calculation engine of the simulation application. A user-friendly 
graphical interface is preferable, to facilitate further integration in the subsequent stages of the 
design process, but it is not crucial to the overall development of an MDO-based framework as 
the analysis will be driven externally either from within the design modelling software or from a 
separate interface designed for the integration system. 
‘Design-integrated’ requirements, on the other hand, are critical for tool selection. This 
functionality relates to the software’s capacity for extension and customisation, as well as its 
ability to ensure reliable simulation procedures and results. The capacity for extension and 
customisation is demonstrated through the provision of an open and well-documented API, 
preferably with additional assistance provided by an accompanying SDK. This is essential so 
that the design integration system can drive the program externally to read and write files, as 
well as share information with other software in the framework in particular ways. It is also vital 
for automating the input of reusable data, like material thermal properties, into analysis models 
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to speed up the evaluation process, and for configuring the system to reflect operational 
information specific to Australian regulations and ratings schemes. This leads to the second 
critical aspect of ‘design-integrated’ functionality - the capacity to simulate Brisbane climactic 
conditions and air-conditioning systems. Although a large number of programs claim to evaluate 
total energy performance, literature and discussions with local engineers have indicated that 
since many are developed for cooler northern hemisphere climates, they do not always reliably 
account for latent heat in their calculations (Crawley, et al., 2008). This also means that there are 
no specifications in the software for HVAC equipment used to ensure indoor comfort in hot 
and humid scenarios. Dehumidifiers and chilled beam systems, frequently cited as aiding lower-
energy alternatives to traditional ducted air-conditioning, are not always included in the 
mechanical systems defined for many programs. Since this type of equipment is being used 
increasingly in building services design in Australia, it is vital that specifications for it be built 
into the simulation program chosen for the proposed integration system. 
In addition to the functionality listed above, the selected simulation program must employ 
validated methods of calculation. Validated calculations might seem contradictory in the context 
of a simulation strategy for early design, given that the primary objective is to provide 
comparative, rather than absolute, performance feedback for design options. However, they are 
nevertheless necessary to guarantee quality assurance for reliable energy consumption and 
ratings estimates. Clarke (1985, p.215) states that this cannot be neglected, since: 
"...as modelling sophistication diminishes, so many of the active flowpaths are degraded 
or ignored and the methods becomes indicative, not predictive, application limited, not 
general, and of low integrity vis-a-vis the real world". 
Without validated simulation calculations, engineers neither trust nor support the results 
generated by an energy analysis application. Furthermore, they are unlikely to continue to refine 
the simulations produced by such an application further on in the design process, as the 
inaccuracy produced by calculations that are not validated is unsuitable for system specification 
and control optimisation tasks which occur later in the project development. 
Solving the correct equations with sufficient accuracy is therefore clearly a preferable method of 
working, as opposed to solving the wrong equations with absolute precision (Hensen, 2004). 
Rather than using a simplified analysis tool for early design exploration, this research proposes 
that a more suitable alternative lies in the simplification of inputs using a more sophisticated 
simulation program. It adopts the same standard of validation used in the AEC industry for 
determining whether simulation tools achieve an acceptable level of accuracy, which is 
compliance with either the BESTEST (Building Energy Simulation TEST) or ASHRAE 
Standard 140 (Neymark & Judkoff, 2009; Roujol, Fleury, Marchio, Millet, & Stabat, 2003). The 
BESTEST is an internationally-recognised comparison procedure that independently evaluates 
the ability of energy simulation applications to model the envelope dynamics of buildings (US 
Department of Energy, 2011). Most energy rating schemes state that simulation must be 
BESTEST compliant to meet the requirements for a rating submission. ASHRAE Standard 140 
is a coded adaptation of the BESTEST, developed by the American Society of Heating, 
Refrigerating and Air-Conditioning Engineers (ASHRAE) for standardised evaluation of energy 
analysis programs (Neymark et al., 2002). If a program has been validated against the BESTEST 
or ASHRAE 140, it is generally quite clearly stated in the software documentation. 
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The BESTEST and ASHRAE 140 validation standards were developed as a means by which to 
benchmark the scores of energy-based analysis tools that have emerged in response to the 
increasing complexity of building design (Hand, 1998). The “Building energy software tools 
directory”, hosted by the US Department of Energy (2013a), reveals the plethora that exists, 
currently listing 406 different applications and continuing to grow. While this research cannot 
appraise the hundreds of applications listed on this website, it does provide a sound 
investigation to establish the most suitable program for use in an MDO-based integration 
framework by examining twenty of the simulation applications more commonly used in the 
AEC industry. The tools in following review have been selected for their capacity perform total 
energy assessments, based on both the descriptions given in the directory list and on 
conversations with local practitioners and researchers concerning simulation software 
preferences. What is sought is a simulation application with the capacity to support a 
performance evaluation process that parallels the characteristics and logical relationships of the 
design process and permits smooth transitions between design and analysis representations. 
 
5.4.1 BLAST 
BLAST64 (Building Loads Analysis and System Thermodynamics) is a collection of applications 
for predicting building energy consumption, systems performance and operational costs. It was 
developed in the early 1970s by the US Army Construction Engineering Research Laboratory 
(USA CERL) and the University of Illinois (Crawley, Hand, Kummert, & Griffith, 2005). 
BLAST consists of three different subprograms. The Space Loads Prediction application 
calculates hourly space loads from user descriptions of the building design and operations using 
heat balance equations. These building loads and other services parameters are then input into 
the Air System Simulation module, which determines the hot water, steam, gas, chilled water 
and electric demands of the building and air-handling system. The Central Plant subprogram 
then uses the results of the air system simulation, along with user specifications of the plant 
equipment, to evaluate monthly and annual energy consumption and operational costs (Crawley, 
et al., 2005). These three subprograms can be used to calculate peak system loads and annual 
energy consumption of buildings of any type or size, aiding comparison of design options for 
both new projects and building retrofits. 
The US Department of Defence ended its funding for BLAST in 1995, and no new versions 
have been released since version 3.0, level 334, in 1998 (Crawley et al., 2001). Although BLAST 
is presently no longer used in practice, it has been pivotal in establishing a foundation for the 
development of many whole-building energy simulation applications used in the AEC industry 
today, and a number of the program’s features have been incorporated into EnergyPlus. 
 
5.4.2 DeST 
DeST65 (Designer’s Simulation Toolkit) is a standalone program, originally developed by 
Tsinghua University as a simulation engine for aiding HVAC engineers in building thermal 
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calculations rather than as a holistic energy analysis tool (Yan & Jiang, 2005). Research and 
development for DeST commenced in 1989, and prior to 1992 it was known as BTP (Building 
Thermal Performance) (Xia, et al., 2008). Based on the idea of ‘simulation by stage’, it aids 
design and development of the building envelope and HVAC systems through various phases of 
analysis, each with a different focus and objective. Hourly calculations of building thermal 
performance, energy consumption and heating and cooling loads are possible for complex 
buildings of up to 1000 rooms (Hong & Jiang, 1997). 
DeST currently contains analysis modules for HVAC systems performance, natural ventilation, 
shadowing, lighting and cost, as well as more detailed development modules for the design and 
specification of ductwork, air-handling units and plant equipment (Crawley, et al., 2005). It 
provides a graphical modelling interface based on AutoCAD for building description, and 
references an inbuilt database for non-geometric information concerning material thermal 
properties, internal building gains and operational schedules (Xia, et al., 2008). Well-documented 
as being a comprehensive simulation package, DeST is validated against ASHRAE 140 and 
available free of charge (US Department of Energy, 2013a). However, whether it provides 
support for holistic energy evaluations presently cannot be established, as it is primarily used in 
China and only available for download in Chinese. It also does not appear to have the capacity 
for extension and customisation, as there is no documented API. 
 
5.4.3 DOE-2.2 
DOE-2.266 (version 48n) is a standalone simulation program developed for the US Department 
of Energy by the Simulation Research Group at Lawrence Berkley National Laboratory (LBNL) 
and James J. Hirsch and Associates. Like its predecessor, DOE-2.1E, it predicts hourly energy 
consumption and operational costs for residential and commercial buildings, given information 
about a building’s form, construction, operation, HVAC systems, utility rate schedules, and 
climate (Crawley, et al., 2005). These applications have been used for nearly thirty years in the 
AEC industry for the design and retrofit of buildings, primarily in the US, but also to a degree 
internationally (US Department of Energy, 2013a). 
DOE-2.2 consists of one subprogram for interpreting user inputs, the BDL (Building 
Description Language) Processor, and three simulation subprograms, called LOADS, HVAC 
and ECON (Lawrence Berkeley National Laboratory & James J. Hirsch & Associates, 1998). 
The BDL Processor uses input data to calculate transient heat flow through the building 
structure and the thermal response of its internal spaces (Crawley, et al., 2005). Each simulation 
module then performs a different type of analysis, with LOADS and HVAC executing together 
in a single time step, and their combined output becoming input for the ECON subprogram. 
The LOADS subprogram calculates the hourly sensible67 and latent components of the heating 
and cooling loads for each internal space; while HVAC uses these loads, along with airflow 
requirements and HVAC systems descriptions, to simulate the performance of air-side and plant 
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equipment and determine the fuel and electrical demands of the building (Lawrence Berkeley 
National Laboratory & James J. Hirsch & Associates, 1998). ECON then calculates the cost of 
supplying energy to the building, and can also be used to compare the operational costs of 
different design options or determine the potential savings of retrofitting (Crawley, et al., 2005). 
DOE-2.1E has been validated by comparing simulation results against thermal and energy 
consumption data collected from actual buildings and their systems operations. It was used to 
develop various ASHRAE standards, along with other energy-efficiency benchmarks, and as 
such, both DOE-2.1E and DOE-2.2 are widely accepted as industry-standard software. 
Although, like its predecessor, DOE-2.2 is primarily a simulation engine, the private sector has 
developed a number of GUIs to aid in its use, as the application is readily extensible and 
customisable (US Department of Energy, 2013a). While a commercial licence for DOE-2.1E 
previously cost between $300 and $2000 (US Department of Energy, 2013a), DOE-2.2 is 
currently available for download as freeware. 
 
5.4.4 Energy-10 
Energy-1068 (version 1.8) is a standalone simulation tool originally developed in 1992 by the 
National Renewable Energy Laboratory (NREL) at the US Department of Energy. Targeted for 
use in conceptual exploration, it conducts rapid whole-building analyses to assist architects and 
engineers in evaluating trade-offs between different design options and identifying the most 
cost-effective, energy-saving measures for low-carbon building design (US Department of 
Energy, 2013a). It runs an hourly thermal network simulation that provides integrated 
assessment of daylighting, passive solar heating and low-energy cooling strategies for various 
building envelope and mechanical equipment configurations, as well as full lifecycle costing of 
building operations (Crawley, et al., 2005). From a user-specified baseline building, Energy-10 
automatically applies and evaluates a number of predefined energy-reduction strategies, 
involving variations to building envelope parameters (insulation, glazing, shading, thermal mass, 
etc.), as well as alternative approaches to building services (HVAC, lighting, daylighting, solar 
service hot water and integrated photovoltaic electricity generation) (Crawley, et al., 2005). 
Several different visualisation techniques are supported for easy comparison of results, allowing 
users to explore a wide range of design options quickly. 
Although Energy-10 is BESTEST validated, it is geared towards small-scale residential and 
commercial projects, and limited to the simulation of buildings less than 10,000 ft² (929 m²) in 
area that are characterised by only one or two thermal zones (Crawley, et al., 2005). It also does 
not appear to have the capacity for extension and customisation as there is no documented API. 
A licence for Energy-10 costs $375 per seat (US Department of Energy, 2013a). 
 
5.4.5 EnergyPlus 
EnergyPlus (version 8.1.0) is a standalone analysis program that builds on the capabilities of the 
BLAST and DOE-2 simulation engines which were popular in the 1980s and 1990s. The US 
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Department of Energy began research and development for EnergyPlus in 1996 with the aim of 
creating an integrated application for simultaneous simulation of building loads and systems; 
beta testing commenced in late 1999 and it was released in 2001 (Crawley, et al., 2001). 
EnergyPlus is a modular whole-building energy analysis application that, unlike most other 
simulation tools, can perform calculations at time steps of less than one hour, passing results 
from one interval to the next to generate more accurate predictions of space temperature and 
comfort. The default time step is fifteen minutes, however, the interval can be set by the user as 
low as one minute (Crawley, et al., 2005). EnergyPlus has a range of capabilities, including 
modular systems and plant-integrated analysis using heat balance-based zone calculations, and 
the capacity to simulate multi-zone airflow, thermal comfort, water use, natural ventilation and 
photovoltaic systems (US Department of Energy, 2013a). It has also recently been updated to 
include dehumidification equipment, along with improvements to the definition of chilled water 
systems and natural ventilation networks, increasing its capacity for use in Australian practice. 
The program has two basic components – a heat and mass balance simulation module for 
calculating building loads, and a buildings systems module that then uses these loads to 
determine heating, cooling, plant and electrical systems response (Crawley, et al., 2005). All 
aspects of the building design and systems are user-configurable for maximum flexibility. 
EnergyPlus is a highly extensible and customisable simulation application, with a well-
documented API that allows programmers to develop additional modules for the tool and 
increase its functionality as required (Crawley, et al., 2001). Since it is primarily a simulation 
engine, with text-based inputs and outputs, a number of user interfaces have been developed by 
third parties to create and run an EnergyPlus Input Data File, otherwise known as an IDF, and 
display results graphically (US Department of Energy, 2013a). These complimentary applications 
extend the capabilities of EnergyPlus in various ways, enhancing the potential for design 
integration not only between different disciplines and their tools, but also across different stages 
of the design process. Extensive testing of the program has been undertaken against both the 
BESTEST and ASHRAE 140 standards, with the objective of making EnergyPlus as bug-free as 
possible (US Department of Energy, 2013a). Widely considered to be industry-standard 
software, EnergyPlus is currently available for download free of charge, and the source code has 
recently been made available under an open-source licence. 
 
5.4.6 eQUEST 
eQUEST (version 3.65), the QUick Energy Simulation Tool, is a standalone energy analysis 
application that provides a GUI to an enhanced DOE-2.2 derived simulation engine, developed 
through public funding from California’s Savings By Design and Energy Design Resources 
organisations (US Department of Energy, 2013a). The unique strength of eQUEST lies in its 
ability to tailor the complexity and level of detail of the simulation to suit different stages of the 
design (Crawley, et al., 2005). Its Schematic Design and Design Development building creation 
wizards guide users through the process of describing energy models suitable for use in early 
design, via a series of input screens that clearly structure the information required to perform 
simulations and explore building performance (James J. Hirsch & Associates, 2010). The Energy 
Efficiency Measures wizard then enables a number of design options to be simulated from a 
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single base building model, by allowing users to make variations to the model description for 
different simulation runs (James J. Hirsch & Associates, 2010). It should be noted that the 
wizards do limit building form to Euclidean geometries, with thermal zones on any given level 
defined as simple extrusions of the zone footprints to the same height. Building footprints and 
zone configurations can be described either using the inbuilt templates, or custom defined by 
importing a DWG file and tracing over it. 
eQUEST performs hourly calculations to determine both peak building loads and annual energy 
consumption (Crawley, et al., 2005). A graphical display module enables these results to be 
visualised in a number of different formats, broken down into a variety of end-use categories on 
a monthly or annual basis, and the performance outcomes of different options generated in the 
Energy Efficiency Measures wizard can be viewed side-by-side for easy comparison (James J. 
Hirsch & Associates, 2010). After the building description has been compiled, it can be further 
refined and developed through the detailed interface, which supports comprehensive high-
resolution analysis in the later design stages. 
eQUEST’s simulation engine, DOE-2.2, is widely used, extensible, and validated against 
ASHRAE 140 (US Department of Energy, 2013a). The source code for both the eQUEST 
interface and the DOE-2.2 simulation engine are available for purchase for $55, while the 
executable files can be downloaded free of charge. Unfortunately, eQUEST is targeted for use 
in California, and as such, all wizards and interfaces are designed for use in this context. Not 
only does eQUEST therefore lack the capacity to accurately describe Australian conditions and 
equipment, but all inputs to the program are required as imperial, rather than metric, units. 
 
5.4.7 ESP-r 
ESP-r69 (version 11.11), an acronym for Environmental Systems Performance: Research version, 
is a standalone simulation environment for integrated analysis of thermal, visual and acoustic 
building performance, as well as the assessment of energy consumption and gaseous emissions 
associated with environmental control systems. The product of ongoing development effort by 
the Energy Systems Research Unit at the University of Strathclyde since 1974, ESP-r has the 
ability to model heat, air, moisture and electrical power flows at a user-determined resolution, 
with calculations performed for time intervals of between one minute and one hour (US 
Department of Energy, 2013a). It employs a strategy of ‘simulation by description’, where 
simple simulations can be constructed in short spaces of time, and then extended later on to 
include additional analysis modules and solvers as the description of the building design and 
services evolves (Crawley, et al., 2005). Subsequently, the complexity of the design geometry, 
environmental control systems and building operations can all be controlled by the user to 
match the information requirements of individual projects at different stages throughout the 
design process (Crawley, et al., 2005). 
ESP-r is a suite of applications, coordinated by the central Project Manager to provide the 
following functionality: climate display and analysis; integrated environmental simulation; 
various types of individual performance assessment; and results visualisation and reporting (US 
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Department of Energy, 2013a). Adopting a philosophy of openness in terms of connection to 
other modelling and analysis applications, it also links to a variety of third-party applications, 
including AutoCAD, Radiance and EnergyPlus (US Department of Energy, 2013a). As a result, 
not only can building geometry be defined in ESP-r using inbuilt modelling facilities, it can also 
be imported from external CAD tools. Although ESP-r is designed for the Unix operating 
system, it can also be run on Windows, and is currently available at no cost under a GNU Public 
Licence agreement (US Department of Energy, 2013a). 
ESP-r attempts to simulate real-world conditions as closely as possible to a level of best practice 
within the building simulation community, and has been extensively validated. While its 
functionality is well-documented, its wide range of capabilities also makes it highly complex, and 
as such, specialist features typically require a significant amount of expert knowledge to be used 
successfully (Morbitzer, 2003). Furthermore, despite its proven capabilities, since the program 
has been developed in Scotland and is used primarily in the UK and Europe, there is a lack of 
evidence demonstrating its suitability to Australian conditions. The only study found that 
investigated the accuracy of ESP-r in an Australian context was a comparison of measured and 
predicted performance data for two houses, one in Melbourne and one in Townsville, and while 
the prediction for the Melbourne house was similar to measured results, the simulation for the 
Townsville house was revealed to be significantly inaccurate (Strachan, Kokogiannakis, & 
Macdonald, 2008). This discrepancy is likely attributable to imprecisions in the latent heat 
calculations associated with humidity, which carries the implication of uncertainty as to whether 
ESP-r can reliably simulate subtropical conditions like those found in Queensland. 
 
5.4.8 TRNSYS 
TRNSYS70 (version 17.01.0016), otherwise known as the TRaNsient SYstems Simulation 
program, is a modular application that has been commercially available in the AEC industry 
since 1975 (University of Wisconsin, 2011). It is used primarily by engineering practitioners and 
researchers for the analysis of thermal performance, HVAC systems, multi-zone airflow, electric 
power, solar design and a variety of other aspects of building performance (US Department of 
Energy, 2013a). First developed at the University of Wisconsin-Madison, and now the product 
of ongoing collaboration between the US, France and Germany, TRNSYS is a procedural 
program that uses standard numerical techniques to evaluate complex energy systems by 
breaking them down into a series of smaller components and then solving for these (Crawley, et 
al., 2005; University of Wisconsin, 2011; US Department of Energy, 2013a). Individual 
components may be as complicated as a multi-zone building model or as simple as a mechanical 
pump, and because of this underlying modularity and flexibility, TRNSYS is able to model 
various types of building energy system to varying degrees of complexity (Crawley, et al., 2005). 
There are three main parts to the TRNSYS software – a GUI, a simulation engine and a library 
of components (US Department of Energy, 2013a). The GUI consists of the TRNSYS 
Simulation Studio, an integrated visual environment that employs drag-and-drop functionality 
for configuring and assembling components, and TRNBuild, a dedicated dialogue for entering 
building data and creating input files (Crawley, et al., 2005). While TRNSYS itself does not 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
70  http://sel.me.wisc.edu/trnsys/ 
	  140 
	  
support a 3D graphical representation of the building model, the building envelope can be 
modelled in SketchUp71 using the add-on TRNSYS3D, and then edited and incorporated into 
the input file via TRNBuild (US Department of Energy, 2013a). Another third-party analysis 
application for SketchUp called Live Energy provides more advanced TRNSYS capabilities that 
additionally support gbXML file exchange (Murray, Finlayson, Kummert, & Macbeth, 2009). 
These add-ons are not a part of the standard software though, and without them TRNSYS is 
not interoperable with other CAD or BIM tools, as all input and output files employ a text-
based format that is unrelated to product modelling standards (US Department of Energy, 
2013a). Once the design and services have been defined, the simulation engine then evaluates 
the combined description by solving algebraic and differential equations for the entire building 
system (Crawley, et al., 2005). All HVAC components are solved simultaneously against the 
envelope thermal balance and airflow network for each time step, which is typically an interval 
of either fifteen minutes or one hour, but can be set as low as 0.1 seconds. Results are then 
presented as annual and monthly summaries and histograms (Crawley, et al., 2005). This 
simulation process is made more accessible by the subprogram TRNSED, which allows HTML-
syntax to be added to any input file so that non-users are able to view and modify a simplified, 
web-based representation of the building and perform parametric studies (Crawley, et al., 2005). 
As well as containing multi-zone building models and HVAC systems equipment, the TRNSYS 
library includes various components for describing common thermal and electrical energy 
systems, such as solar thermal and photovoltaic equipment, along with routines for handling 
different types of input and output data (Crawley, et al., 2005). Additional components can be 
downloaded from an extended web-based library, and users are able to create new components, 
or modify existing ones, as the source code is readily available and documentation concerning 
component routines is supplied with the software (US Department of Energy, 2013a). TRNSYS 
can also interface with other analysis applications to link in further simulation functionality and 
component definitions, including COMIS, CONTAM72, EES73, Excel74, ANSYS Fluent75, 
GenOpt76 and MATLAB (US Department of Energy, 2013a). Furthermore, the TRNEdit 
subprogram allows users to build TRNSYS-based applications for distribution to non-users. As 
TRNSYS employs known numerical techniques, validation is not needed so much for the 
application as a whole but for the individual components. In this respect it is much more 
difficult to state whether or not the software employs validated constructs as each component 
must be evaluated. A commercial TRNSYS seat licence is currently $4500 and an education 
licence is $2250 (US Department of Energy, 2013a). 
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5.4.9 DesignBuilder 
DesignBuilder77 (version 3.4.0.039) is a privately developed, user-friendly modelling 
environment that interfaces with the EnergyPlus calculation engine to provide energy and 
HVAC performance evaluations, as well as supporting daylighting analysis, via Radiance ray-
tracing, and CFD simulation functionality. It also offers credit assessment against the BREEAM 
(Building Research Establishment Environmental Assessment Methodology) rating scheme in 
the UK and the LEED (Leadership in Energy and Environmental Design) scheme in the US 
(US Department of Energy, 2013b). Central to the application is an OpenGL solid modeller that 
allows building models to be constructed through the placement, stretching and cutting of 
components in 3D space (US Department of Energy, 2013a). The import of models from BIM 
software such as Revit, ArchiCAD and MicroStation is also supported via the gbXML standard, 
and DesignBuilder functionality can additionally be accessed from within Revit through a plugin 
that uses gbXML exchange as the basis for model interoperability (US Department of Energy, 
2013b). Built-in libraries of templates for building constructions, activities, operational 
schedules, and HVAC and lighting systems enable models to be created rapidly using default 
data, which can later be modified and refined by users as more detailed information becomes 
available (US Department of Energy, 2013a). Users can also develop their own templates to suit 
the needs of individual projects and project teams; however, the procedure for customising 
schedules is rather inefficient and effort-intensive (Wasilowski & Reinhart, 2009). While data 
inheritance allows global changes to be applied to the design description at the building, block 
or zone levels, this functionality is not particularly intuitive for users (Wasilowski & Reinhart, 
2009). Despite these shortfalls, once a basic understanding of the software is obtained, Design-
Builder can be used effectively for performance assessment at any stage of the design process. 
While there are no limitations on geometric form or surface shape, the DesignBuilder interface 
demonstrates far better support for the design of simple Euclidean forms than for complex 
geometry. Extension and customisation of the interface are not possible as the software is 
available only as an executable and cannot be modified. In addition to the underlying 
EnergyPlus simulation engine being extensively validated, functionality specific to DesignBuilder 
is also BESTEST compliant (US Department of Energy, 2013a). DesignBuilder consists of 
different modules for energy, daylighting, HVAC and CFD simulation, as well as visualisation, 
and the cost of licensing depends on the individual or combination of modules purchased, and 
for how many seats, ranging upward from a starting price of $1249 for an annual subscription. 
 
5.4.10 Ecotect 
Ecotect (version 2011) is a broad-spectrum environmental analysis tool targeted at architects for 
use in early design. It was originally developed by the company Square One and then purchased 
by Autodesk in 2008 (Green Progress, 2012). Linking an easy-to-use modelling environment 
with a wide range of simulation capabilities, Ecotect supports the evaluation of thermal 
performance, daylighting, shading, solar radiation, acoustic performance, natural ventilation, 
wind energy and photovoltaic collection. When connected with Autodesk’s Green Building 
Studio (discussed in the following subsection), it can also be used to provide whole-building 
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energy analysis, carbon emissions predictions, and water use and cost estimates (Autodesk Inc., 
2010b). Unlike the majority of simulation tools, Ecotect has a highly interactive 3D interface 
that presents analysis inputs and outputs graphically. Building performance data is conveyed in 
an easy to understand and visually-responsive manner, with simulation results mapped directly 
onto building geometry as well as being presented in standard graph- and table-based reports 
(Crawley, et al., 2005). This allows designers to evaluate the holistic performance of different 
building options early on and reduce energy usage through the actual architecture, rather than 
having to employ green technologies to offset the consumption of a less than optimal design. As 
well as providing a wide range of analysis capabilities, Ecotect also supports export to a variety 
of third-party simulation applications for more detailed assessment, including EnergyPlus, 
Radiance and ESP-r, and is also interoperable with many CAD programs via 3DS and DXF file 
exchange (US Department of Energy, 2013a). While the software does not have a well-
documented API, it does have a scripting engine that provides direct access to model geometry 
and simulation calculations and results, both from within the program environment and 
externally (Burke, 2012). 
It should be noted that although Ecotect does not have any limitations on geometric form or 
surface shape per se, it often experiences problems when attempting to import, describe or 
evaluate complex geometry. It also does not perform mechanical systems simulation, supporting 
demand load analysis only and not supply load analysis (Autodesk Inc., 2010a). Furthermore, 
Ecotect uses highly simplified methods of calculation that are indicative only and not validated 
against either BESTEST or ASHRAE 140, and therefore generally not considered to produce 
results that are accurate enough for reliable performance prediction (US Department of Energy, 
2013a). Consequently, Ecotect is unable to support the continued development and refinement 
of performance models by engineers later on in the design process, as it does not possess the 
functionality and precision required for HVAC systems specification or controls optimisation. 
The lack of validation also calls into question its ability to produce reliable trends in early design. 
 
5.4.11 Green Building Studio 
Green Building Studio78 is a web-based energy analysis service, originally launched in 2004 by 
Green Building Studio Incorporated and then, like Ecotect, purchased by Autodesk in 2008 
(Green Progress, 2012). Targeted for use in the early project stages, it assists designers in 
evaluating whole-of-building performance through the assessment of energy consumption, 
water use, natural lighting and carbon emissions, along with analysis of natural ventilation, and 
photovoltaic and wind energy potential (Autodesk Inc., 2011). The resultant data provides a 
comprehensive overview of building performance and resource use, which is presented 
graphically to enable quick comparison of the relative environmental and financial costs of 
different design options during conceptual exploration. Offering additional guidance to 
designers in working towards carbon neutrality, Green Building Studio further supports 
decision-making by performing sensitivity analysis on a range of input parameters to determine 
which building features have the greatest impact on energy efficiency. While compatibility with 
other Autodesk programs and AEC software relies primarily on gbXML exchange, this web 
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service can also generate DOE-2.2 and EnergyPlus input files for more detailed analyses in 
these applications at later stages in the design (Autodesk Inc., 2011). Access to the Green 
Building Studio service is free with the purchase of other qualifying Autodesk products, such as 
Revit or Ecotect, or available as a standalone product for an annual subscription fee. 
Similar to eQUEST, analyses are performed using the DOE-2.2 simulation engine; however, 
since Green Building Studio is a web-based tool, there is little capacity for customisation as the 
default building profiles underlying calculations are largely inaccessible. The operational 
scenarios that they describe are highly generic and applied to each building type indiscriminately, 
bearing little relation to either the specific project context or individual space requirements. 
Consequently, despite the use of a validated simulation engine, the estimates of building 
performance produced are not considered reliable as there is no way to gauge the assumptions 
that have been made in the operational description. At present, the Green Building Studio 
service also does not appear to adequately accommodate the specifics of the Australian context 
nor the mechanical systems commonly used to deal with hot and humid climates. 
 
5.4.12 HAP 
The Hourly Analysis Program, or HAP79 (version 4.5), is a modular simulation program 
developed by Carrier Corporation for the practicing engineer, which has been in use for nearly 
thirty years (Crawley, et al., 2005). It provides comprehensive support for HVAC design in 
commercial buildings, tailoring sizing procedures and results to the specified system type, and 
calculates energy performance hour-by-hour (Crawley, et al., 2005). This method of simulation 
takes into account unique weather patterns and operating schedules for each day of the year, 
offering more accurate results compared with other programs on the market that use only an 
average day for each month (US Department of Energy, 2013a). HAP calls on six analysis 
engines to support various aspects of its functionality, compartmentalising the software into six 
distinct modules. The Loads module uses ASHRAE calculation methods to evaluate dynamic 
heat transfer for design days80 in each of the twelve months, determining building heating and 
cooling loads along with other requirements for system performance (Carrier Corporation, 
2012). The Systems subprogram then simulates the thermal and mechanical behaviour of air-
handling systems (Crawley, et al., 2005). This data, along with that from the Loads calculations, 
is subsequently used by the Sizing engine to resolve the capacity requirements for HVAC 
equipment and to evaluate space, zone and airflow rates (Crawley, et al., 2005). The Plant 
subprogram then simulates the performance of chilled water, hot water and steam plants serving 
the operation of these HVAC systems (Carrier Corporation, 2012). Following this, the Energy 
module retrieves relevant data from the Systems Design and Plant calculations to determine 
hour-by-hour energy consumption, generating detailed reports of annual, monthly, daily and 
hourly performance data for different design alternatives (Carrier Corporation, 2012). Finally, 
the Utility application allows the user to model demand charges for both electric and fuel rates 
and evaluate operational costs for these design options (Carrier Corporation, 2012). 
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HAP has a GUI that allows easy and efficient navigation of project information, supporting the 
modular definition of building and HVAC system components to provide maximum flexibility 
in configuring data for different scenarios. To aid rapid input of information during preliminary 
exploration, there is a Building Wizard that guides users through a series of predefined templates 
for building shape, zoning, construction, gains and schedules, and then automatically generates a 
full building description from their selections (Carrier Corporation, 2012). Models can also be 
imported from other CAD and BIM software via gbXML file exchange (Carrier Corporation, 
2012). Once the design has been described and the required analyses have been performed, 
results are presented graphically, as well as in tabular format, for ease of understanding and 
comparison of different design alternatives (Crawley, et al., 2005). These results are accepted by 
the US Green Building Council for use in submissions against the LEED rating scheme, as 
HAP has been tested and validated against ASHRAE 140 (Carrier Corporation, 2012). While 
this program does allow a great deal of freedom in defining and configuring models to 
accommodate various user needs, the software is available in compiled form only and does not 
have a documented API (US Department of Energy, 2013a). A HAP seat licence costs $1195 
for the first year and then $240 for each year following (US Department of Energy, 2013a). 
 
5.4.13 Hevacomp 
Hevacomp81 (version V8i) is a modelling and simulation program, originally developed in the 
UK in 1981 by a company of the same name, and then purchased by Bentley Systems in 2008 
(BuildingServices, 2008; Khemlani, 2009b). It interfaces with the EnergyPlus simulation engine 
to provide energy assessment capabilities, in addition to supporting a wide range of building 
services design and analysis tasks, such as calculating heating and cooling loads, pipe and duct 
sizing, and lighting and electrical design (Bentley Systems Inc., 2010). The program been used 
for nearly thirty years in the AEC industry, primarily by services engineers, HVAC professionals 
and MEP consultants (US Department of Energy, 2013b). In recent years Hevacomp has been 
extended to support more complex simulations, including overheating frequency, mixed-mode 
ventilation and CFD (Bentley Systems Inc., 2010). It also provides certification assessment 
against a range of building energy codes and rating schemes, including Part L of the UK code 
requirements, Section J in the Australian building codes, and the US Green Building Council’s 
LEED program (US Department of Energy, 2013b). Building models can be directly 
constructed within the Hevacomp modelling environment by tracing out the internal perimeter 
of each thermal space, or alternatively, they can be imported from other CAD programs via 
gbXML or DXF file exchange (Bentley Systems Inc., 2010). Non-geometric inputs, such as 
construction types and their thermal properties, are then referenced into the model from the 
program’s extensive support databases, and schedules for occupancy, temperature, gains, and 
plant are defined using a detailed profiling module that offers default scheduling templates for a 
large range of building types, along with manual input control (US Department of Energy, 
2013b). Where possible, simulation results are mapped onto the building model, as well as being 
presented in standard graph and table-based reports, and models created in Hevacomp can be 
output to other CAD systems via DXF export. 
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In addition to the EnergyPlus simulation engine being extensively validated, functionality 
specific to the Hevacomp interface has also been verified against ASHRAE 140 (US 
Department of Energy, 2013b). While this software provides users with a high degree of 
flexibility, like HAP, it does not have a documented API that enables program data and 
functionality to be accessed externally. As Hevacomp consists of a number of different modules 
for electrical and mechanical design, performance simulation, and certification assessment, the 
cost of licensing depends on the individual or combination of modules purchased. 
 
5.4.14 Tas 
Tas82 (version 9.3.1) is a suite of software that simulates the dynamic thermal performance of 
buildings and their HVAC systems, for accurate predictions of energy consumption, carbon 
emissions, operating costs and occupant comfort (US Department of Energy, 2013a). It has an 
international user base that remains strongest in the UK, where it was originally developed by 
the Cranfield Institute in 1984 (Crawley, et al., 2005). Commercial development and support of 
Tas were taken over by EDSL (Environmental Design Solutions Limited) in 1989, and in 2008, 
Bentley Systems brokered an agreement with EDSL for worldwide rights to also distribute the 
software as the Bentley Tas Simulator (Malin, 2008). Bentley has since replaced the Tas 
Simulator with AECOsim Energy Simulator83, an in-house product featuring the EnergyPlus 
engine as an extension to their BIM platform, which allows performance analysis to be invoked 
seamlessly from various AEC modelling programs (US Department of Energy, 2013b). 
Although developed for the practicing engineer, Tas is not intended to support detailed services 
layout design or equipment specification, but rather to provide users with fast and responsive 
performance feedback during early exploration (US Department of Energy, 2013a). Three core 
program modules come together to realise this functionality (EDSL, 2012). The 3D Modeller 
allows building geometry to be created quickly and easily, either from scratch or by tracing over 
2D DWG/DXF or image files; alternatively, 3D models can be imported from BIM software 
and EnergyPlus, via gbXML exchange and IDF files respectively (US Department of Energy, 
2013a). Comprehensive program databases are used to populate the model with non-geometric 
data pertaining to construction types, internal conditions, operational schedules and weather 
(EDSL, 2012). This information is then passed to the Building Simulator, where it can be 
supplemented with detailed descriptions of complex mixed-mode ventilation controls in order 
to perform thermal assessments that are integrated with natural and forced airflow analysis 
(Crawley, et al., 2005). As well as displaying simulation outputs in various graphical and tabular 
formats, the Results Viewer can superimpose data onto selected building geometry for users to 
step through hour-by-hour (US Department of Energy, 2013a). Tas also allows performance 
data to be exported to other software packages, such as Microsoft Word, Excel and Publisher, 
for the development of customised reports (EDSL, 2012). Additional modules include Tas 
Systems, which uses advanced control logics to size airflow and plant equipment and calculate 
total energy demand, and Tas Ambiens, which performs 2D CFD simulation to generate cross-
sectional snapshots of the microclimate variation within a space (Crawley, et al., 2005). 
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Tas is used extensively in the UK for checking compliance with Part L building regulations and 
BREEAM assessment, as well as for LEED certification in the US, on account of its well-
documented accuracy and reputation for robustness (US Department of Energy, 2013a). 
Developments are regularly tested and validated against ASHRAE, ISO and CIBSE (Chartered 
Institute of Building Services Engineers) standards, as well as stringent empirical data from the 
IEA (International Energy Agency) (EDSL, 2012). Simulation principles and assumptions are 
detailed in an accompanying Theory Manual, to provide users with a detailed understanding of 
the inferences applied in calculations and the effects that these might have on performance 
results (Crawley, et al., 2005). Although automation of data input and extraction by third-party 
applications is supported via the unified database system that underpins the Tas suite, software 
extension and customisation is precluded by the absence of a documented API (US Department 
of Energy, 2013a). The annual subscription fee for the basic Tas package is £1600 per seat, with 
additional modules incurring further costs (US Department of Energy, 2013a). 
 
5.4.15 TRACE 700 
TRACE 70084 (version 6.3.0) is the latest version of TRane Air Conditioning Economics, a 
simulation program first released by Trane in 1973 to assist HVAC professionals in determining 
the energy consumption and lifecycle costs of various building, system and equipment designs 
(Trane, 2013a). It allows users to manipulate a range of architectural, HVAC, operational and 
economic variables to define building profiles for analysis, so that the impacts of different 
design alternatives on energy savings and financial return can be compared (US Department of 
Energy, 2013a). A GUI enables quick and flexible data entry by providing drag-and-drop 
functionality along with multiple project views, and models can either be created from scratch or 
imported from BIM software via gbXML file exchange (Trane, 2013c; US Department of 
Energy, 2013a). TRACE further simplifies the modelling process by supplying libraries of 
common construction materials, equipment, base utilities, schedules and weather, which can be 
referenced into templates that are then applied to an unlimited number of rooms (Trane, 2013c). 
Editing these templates automatically updates the related room information, to reflect any 
changes in parameters like airflow, thermostat settings, occupancy and glazing, allowing their 
effects on building loads to be evaluated quickly and easily (US Department of Energy, 2013a). 
TRACE divides the simulation process into five distinct analysis phases – Load, Design, System 
Simulation, Equipment Simulation and Economic Analysis (Trane, 2013b). In the Load phase, 
the building geometry, orientation, construction, location and utilisation profile are described in 
order to determine overall energy demand, inclusive of power consumption unrelated to 
building thermal loads as well as the loads themselves (Trane, 2013b). During the Design phase, 
building heating and cooling loads are established, and supply air temperatures and air quantities 
determined psychrometrically, so that all coils and air-handlers for the selected mechanical 
system can be sized according to peak design conditions (Crawley, et al., 2005; Trane, 2013b). 
The System Simulation phase analyses the dynamic hourly response of the building over a 
period of one year, using zone profile data in combination with specified system operation 
parameters to calculate HVAC equipment loads (Trane, 2013b). At this stage, TRACE can also 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
84 http://www.trane.com/TRACE 
	  147 
	  
simulate the effects of dehumidification, energy recovery and cogeneration strategies (Trane, 
2013c). The Equipment phase of the calculations takes this hourly load data and uses it to 
predict the energy consumption profiles by power source for heating, cooling and air-moving 
equipment, in order to aid in the design of HVAC control strategies (Crawley, et al., 2005). 
Resulting energy consumption data is then entered, along with user-defined inputs concerning 
system financials and utility rates, into the Economic phase to predict the annual owning and 
operating costs of different design alternatives, as well as their impacts on investment (Trane, 
2013b; US Department of Energy, 2013a). Along with the hourly analyses, various monthly and 
yearly summary reports can be displayed, printed or graphed within TRACE, and results can 
also be exported as PDF, RTF, Word or Excel files (Trane, 2013c). 
TRACE has been validated extensively against ASHRAE 140, and provides reliable analysis of 
both proposed and baseline building designs against the US Green Building Council’s LEED 
rating scheme (Trane, 2013c). As well as guiding the creation of a baseline building, it assists 
with LEED submissions through automatic building rotation, fan resizing and Performance 
Rating Methods Reports for certification assessment (Trane, 2013c). While some customisation 
of features is supported, TRACE does not have a documented API allowing program data and 
functionality to be accessed externally for software extension (US Department of Energy, 
2013a). The cost of a standalone seat licence for TRACE is $1995, and an annual renewal fee of 
23% of the purchase price entitles licensees to unlimited technical support and access to 
software and documentation updates (US Department of Energy, 2013a). 
 
5.4.16 VE-Pro 
Virtual Environment or VE-Pro85 (version 2013) is an integrated suite of performance analysis 
applications developed by the company IES (Integrated Environmental Solutions), which was 
established in 1994 (Williamson, 2012). Targeted for use by practicing engineers, it supports 
simulation for various aspects of building performance, including energy consumption and 
carbon emissions, solar gains and shading, lighting and visual comfort, HVAC and plant, airflow 
CFD, egress and cost (Integrated Environmental Solutions, 2012a). VE-Pro also provides 
certification assessment against a range of building energy codes and rating schemes, such as the 
BREAAM rating scheme and Part L of the UK code requirements, the US Green Building 
Council’s LEED program and Green Star in Australia (Integrated Environmental Solutions, 
2012a). At the core of the software is a 3D modelling environment that shares geometry and 
data concerning materials, occupancy, climate and equipment with the different simulation 
modules (Crawley, et al., 2005). Application-specific information is then linked to this central 
building model through views tailored to individual simulation tasks (Crawley, et al., 2005). A 
GUI facilitates data input and a visualisation subprogram, Vista, enables results to be presented 
in a variety of different ways, both graphical and report-based (Crawley, et al., 2005). 
ApacheSim is VE-Pro’s dynamic thermal simulation application, and uses mathematical 
modelling from first principles to evaluate building heat transfer processes (Crawley, et al., 
2005). It has been validated against both BESTEST and ASHRAE 140, and supports detailed 
energy performance assessment that allows the building design and systems to be optimised 
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against comfort criteria and energy usage (Integrated Environmental Solutions, 2012a). 
ApacheSim can be linked dynamically to other simulation modules for natural ventilation, 
lighting, solar gains, and shading, to provide combined building performance assessment, with 
calculations executed for intervals as small as one minute (Crawley, et al., 2005). 
VE-Pro supports interoperability with BIM and CAD software through the use of IFC and 
gbXML standards, as well as DXF file exchange, and also has direct interconnectivity with 
several commonly used modelling programs – Revit Architecture and MEP, SketchUp, and 
Trelligence Affinity (Integrated Environmental Solutions, 2012a). While the VE-Pro suite allows 
customisation of modelling features and templates, the software does not have an API to 
support extension and customisation, and as such does not enable program data and 
functionality to be accessed externally. Furthermore, while it offers comprehensive analysis 
across a range of performance metrics, a significant amount of expert engineering knowledge is 
needed to take full advantage of the benefits that its specialist features have to offer (US 
Department of Energy, 2013a). As VE-Pro consists of a number of different simulation 
modules, the cost of licensing depends on the individual or combination of modules purchased. 
 
5.4.17 EcoDesigner 
EcoDesigner STAR86 is a plugin for ArchiCAD (version 17) that was first released by 
Graphisoft in 2008 to support architects in assessing the energy consumption, carbon footprint 
and monthly energy balance of early design alternatives (US Department of Energy, 2013a). 
Buildings are modelled using standard ArchiCAD features, the only restriction being that the 
geometry must be created using defined BIM objects such as floors, walls, roofs and openings, 
as other objects are not recognised for analysis purposes. For example, while users are able to 
create complex roofs using the ‘mesh’ tool in ArchiCAD, this object type is not supported in 
EcoDesigner (Graphisoft, 2011). Once the building geometry has been created, additional non-
geometric data concerning location, MEP systems and building operations are entered through 
the EcoDesigner interface (Graphisoft, 2011). Libraries of data, contained in XML files, ease the 
input requirements for users, allowing them to define the required simulation information 
through selection from drop-down lists of options rather than explicit numeric description 
(Graphisoft, 2011). Results are reported both graphically, using pie and bar charts, and in tables, 
for easy comparison of design alternatives (Graphisoft, 2011). 
To facilitate detailed analyses later on in the design process and streamline connections with 
third party assessment tools, EcoDesigner exports model data to VIP-Energy87, the Passive 
House Planning Package88 (PHPP) and the interface to the Simplified Building Energy Model89 
(iSBEM). Interoperability is also supported direct from EcoDesigner via gbXML file transfer, as 
well from ArchiCAD through IFC model exchange. Although EcoDesigner makes use of the 
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core calculation engine from VIP-Energy, which is validated against both BESTEST and 
ASHRAE 140 and has been subject to more than 20 years of empirical testing by developers 
Strusoft, within ArchiCAD it is configured to act as a design aid rather than a simulation tool 
(US Department of Energy, 2013a). Thus while it integrates energy performance considerations 
into early architectural design, it does little to support collaboration with engineering disciplines. 
Non-geometric inputs are somewhat simplified, particularly with regards to MEP systems, and 
there is limited documentation concerning assumptions made in the simulation description or 
how these affect performance results. While users are able to specify construction types, internal 
gains, operational profiles and climate data by editing the XML library files via a GUI, there is 
little capacity for extension or customisation of this plugin as it does not have a documented 
API (US Department of Energy, 2013a). The cost of a single seat licence for EcoDesigner is 
$645, in addition to the cost of purchase of the ArchiCAD software (Thoo, 2010). 
 
5.4.18 OpenStudio 
OpenStudio90 (version 1.0.0) is collection of software tools that interface with the EnergyPlus 
and Radiance simulation engines to support whole-building energy assessment and daylighting 
analysis respectively, using SketchUp as the graphical modelling environment for describing 
building geometry. Targeted for use in conceptual exploration, this software aims to provide 
integrated performance feedback about a building’s design and systems in order to guide early 
decision-making processes. Originally developed by NREL for the US Department of Energy as 
a simple plugin for SketchUp, an extended version of OpenStudio was then released in 2011 as 
an open-source project to facilitate development by the greater user community (Lammers, 
2011). It now consists of five modules – the SketchUp Plugin, OpenStudio Application, 
ParametricAnalysisTool, RunManager and ResultsViewer (Trimble Navigation Limited, 2014). 
The SketchUp Plugin overlays the OpenStudio context on the SketchUp environment, allowing 
users to create geometry and assign space attributes for EnergyPlus and Radiance simulations 
using built-in modelling features and functionality (Trimble Navigation Limited, 2014). These 
attributes are defined within the OpenStudio Application, a GUI for editing building location, 
schedules, constructions and loads, which provides access to an online Building Component 
Library (BCL), drag-and-drop functionality for applying resources to spaces and zones, and 
results visualisation (Trimble Navigation Limited, 2014). It also supports the specification of 
mechanical services, offering users the choice of pre-defined HVAC templates to ease input 
requirements, or a graphical modelling tool for creating custom HVAC systems definitions that 
describe single- and multi-zone air and plant loops, along with zone equipment (Guglielmetti, et 
al., 2011; NREL, 2012). However, inputs for mechanical systems definitions are somewhat 
limited, and presently HVAC definitions are unable to be reliably imported from an IDF 
(NREL, 2012). As such, direct editing of the EnergyPlus input file is often required outside of 
the OpenStudio environment to correctly define HVAC systems and schedules. 
All building geometry, site information and simulation inputs are stored in a single coordinated 
model, known as an OpenStudio Model (.osm), which manages data across the different 
modules (Guglielmetti, et al., 2011). The ParametricAnalysisTool allows users to modify this 
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baseline model to produce various design alternatives for analysis by defining simulation runs 
that each apply different OpenStudio measures; measures that are primarily limited to variations 
in non-geometric data describing the building (Trimble Navigation Limited, 2014). Once 
specification of the building’s architecture and systems is complete for all options, the 
RunManger coordinates execution of the EnergyPlus simulation procedure across multiple local 
processor cores or remote high-performance computing resources (Guglielmetti, et al., 2011). 
The ResultsViewer then allows browsing, plotting and comparison of EnergyPlus output data, 
providing graphical representations of performance results as well as the standard table-based 
reports (Guglielmetti, et al., 2011). 
Interoperability with other design and analysis programs is supported through import and 
export protocols for IDF and gbXML file exchange, and extension and customisation is made 
possible through a well-documented SDK (Guglielmetti, et al., 2011). While the structure of the 
OpenStudio model is based on the requirements of the EnergyPlus data model, objects can be 
added and removed from the model definition as required, to support interaction with other 
design and simulation tools and user interfaces (Guglielmetti, et al., 2011). Due to the open 
nature of the software and underlying data structure, assumptions made in the building 
description are readily apparent, and this, combined with the use of the extensively-validated 
EnergyPlus simulation engine, enables performance results to be reliably interpreted by users. 
OpenStudio can be downloaded free of charge and the source code is available under the Lesser 
GNU Public Licence (Guglielmetti, et al., 2011). 
 
5.4.19 Project Vasari 
Project Vasari91 (version Beta 2) is a conceptual design and analysis environment developed by 
Autodesk and first released in 2010. It integrates simulation functionality derived from Ecotect 
and Green Building Studio into a Revit-based design environment, modified to provide ‘push-
and-pull’ modelling capabilities along with basic parameter-driven manipulation. Targeted for 
use by architects in the earliest stages of conceptualisation, Vasari aims to guide the decision-
making process by supporting a variety of building analyses, including energy consumption, 
carbon emissions, solar radiation, shading and wind airflow. To further facilitate integration, it is 
interoperable with other design and simulation applications through gbXML file exchange. 
In addition to this interoperability, designs created in Vasari are able to be translated directly to 
Revit for further development and detailing (Autodesk Inc., 2012b). It should be noted that 
while models created in Vasari can be imported into Revit, the reverse process is subject to 
significant translation issues, as Vasari does not support Revit’s detailed BIM objects. This is 
because the Vasari representation schema is derived from a subset of the Revit code base that 
exposes only the conceptual modelling and family features (Autodesk Inc., 2012b). Accordingly, 
the Vasari API is also a subset of the Revit API (Tammik, 2010). While still under development, 
the current release builds on this API to offer an SDK that allows developers to integrate their 
external software with Vasari (Autodesk Inc., 2012c). The most notable example is Dynamo92, a 
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visual programming add-on created by Ian Keough, which is currently available in pre-release 
and offers advanced parametric functionality on top of that included in the Vasari environment. 
One of the attractions of Project Vasari is its unique results visualisation capability, in addition 
to the standard graphical and tabular reporting. It allows users to map performance simulation 
data onto the building model via one of four different representation techniques – coloured 
surfaces; coloured data points distributed across surfaces accompanied by numerical data; 
coloured graphs projected onto building surfaces accompanied by text; and coloured vectors 
distributed across surfaces accompanied by numerical data (Autodesk Inc., 2012a). However, 
while this visualisation capacity is highly appealing to architects, Vasari precludes any possibility 
of integration with other domains by employing unverified Ecotect and Green Building Studio 
simulation calculations that are considered unreliable by engineers. Presently, Project Vasari is 
available for download free of charge as a portable executable. 
 
5.4.20 VE-Toolkits 
The VE-Toolkits93 (version 2103), developed by the company IES as with VE-Pro, are plugins 
for SketchUp and Revit that embed performance assessment capabilities in these applications 
(Integrated Environmental Solutions, 2012b). Previously, there was also a plugin for ArchiCAD, 
however, this was dropped from the toolkit suite following the development of the 
EcoDesigner add-on for this modelling program. By introducing simulation functionality 
directly into these design environments, the VE-Toolkits enable quick and iterative evaluation of 
architectural options during conceptual exploration to guide early decision-making. They 
support a variety of analysis tasks, allowing designers to interrogate climate metrics, energy 
consumption, resource use, building design and materials, carbon emissions, water usage, 
heating and cooling loads, shading and daylighting (Integrated Environmental Solutions, 2012b). 
There are also modules that provide certification assessment against the LEED and Green Star 
rating schemes (Integrated Environmental Solutions, 2012b). Results are presented both 
graphically and in table-based reports, for easy comparison of different design options 
(Integrated Environmental Solutions, 2012b). 
While the VE-toolkits use the same validated calculation engine as VE-Pro, the underlying 
default information concerning building operations is largely inaccessible, and there is little 
capacity for customisation as the software does not have a documented API. Simulation inputs 
regarding non-geometric information are generically applied to building models, and there is no 
way to gauge what assumptions have been made in the operational description or how these 
assumptions might affect performance results. Although not an ideal solution, this can be 
rectified within VE-Pro later in the design process, and the inherent compatibility between the 
different IESVE software suites also serves to support collaboration between architects and 
engineers. Currently, the main sustainability module of the VE-toolkits is available for a cost of 
$400, the LEED certification module can be purchased for the same price, and the Green Star 
module can be obtained free of charge. 
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5.5 Analysis software selection 
Earlier in this chapter, several ‘design-integrated’ requirements were discussed as being critical 
for analysis tool selection. These criteria outline features needed to ensure reliable simulation 
procedures and outcomes, as well as functionality essential for the development of process 
networks that support the delegation of tasks to applicable system modules and the 
coordination of results. The three critical integration criteria that were identified are: 
1. The capacity for software extension and customisation via a documented API or 
scripting interface that makes the application accessible remotely; 
2. The ability to simulate the latent heat and HVAC systems associated with high 
humidity climates like those found in Australia; 
3. The use of validated methods of calculation. 
To briefly elaborate, the capacity for customisation is necessary so that the simulation 
application can be coupled to the integration platform and adapted to suit the requirements of 
users in early design. These adaptations, which aim to decrease the complexity of inputs 
required to undertake energy analysis, include: the development of a more visual and integrated 
user interface; the automated reuse of standardised data; and custom translations of models 
from design modelling software. The ability to accurately simulate Australia’s climatic conditions 
and HVAC equipment is crucial given the context of this research, in order to avoid any 
potential discrepancies between predicted and actual energy consumption. And finally, validated 
simulation calculations are essential for ensuring engineer involvement in the design process. 
In addition to these critical criteria, there are also several other characteristics that factor in the 
selection of a simulation application for use in a performance-oriented integration system. The 
first is the cost of the software. Given that the objective is to develop a platform accessible to 
Australian public practice, along with a range of other design organisations, it is preferable that 
the software be either free or relatively inexpensive to purchase. Another consideration in this 
selection process is the approach that the tool adopts for information exchange. While most 
applications are either standalone or interoperable, with no or limited intrinsic ability for design 
integration respectively, several tools do already implement a process-coupling strategy. Any 
tool adopting this approach, as well as satisfying all three critical criteria, could benefit the 
development of an MDO-based integration platform greatly. The degree of reusability in the 
system would, however, depend on the modelling paradigm of the coupled design software, i.e. 
whether it has the capacity for high-level parametric associations. Therefore, in addition to the 
three critical criteria, there are also three further desirables: 
4. Free or inexpensive to obtain the software; 
5. A coupling approach to information exchange; 
6. A direct link to a parametric design environment (applicable for coupled tools only). 
The results of the review against these six criteria are shown in Table 5.1. It should be noted 
that with the coupled tools, the criteria concerning customisation relates only to the coupling 
link, not to the underlying simulation engine. Additionally, tools whose integration with CAD 
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data is limited to the import and/or export of DWG/DXF files containing simplified geometry 
are considered standalone in this context. With respect to this stipulation, TRNSYS was the only 
application that was difficult to classify in terms of its integration approach, as it is documented 
to have a link with Google SketchUp but at the same time not interoperable with any other 
design modelling software via standard file exchange formats. It was decided to be standalone, 
as the SketchUp functionality is limited and the add-on that provides this connection is not a 
part of the standard software package. 
As can be seen in the results, DOE-2.2, EnergyPlus and OpenStudio are the only applications 
that satisfy all three critical criteria. They also all have the additional benefit of being free. 
Although OpenStudio already adopts a program-coupling approach to connecting design and 
analysis applications, the modelling environment that it links to is not parametric. For this 
reason, despite being an open source project, it is largely not reusable for an integration 
platform based on MDO principles, particularly given that it is an interface to EnergyPlus rather 
than a simulation engine in its own right. Of the two programs remaining, DOE-2.2 tends to be 
preconfigured for high-resolution assessment, while EnergyPlus is a more modular program that 
does not assume a level of simulation resolution (Chaszar, et al., 2006). EnergyPlus is therefore 
better suited to early design and has been selected for use in the integration system. Despite 
lacking inherent integration capabilities, significant research exists to demonstrate that 
extensibility is readily achievable. 
Table 5.1: Fulfilment of selection criteria by energy simulation tools. 
Simulation 
Tool 
Software 
Extension 
Australian 
Context 
Validated 
Calculation 
Cost 
Free 
Integration 
Approach 
Parametric 
Design 
BLAST ? ? û ? 
Standalone N/A 
DeST ?1 ?1 ü ü 
DOE-2.2 ü ü ü ü 
Energy-10 û û ü û 
EnergyPlus ü ü ü ü 
eQUEST ü û ü2 ü 
ESP-r ü û ü ü 
TRNSYS ü ü û û 
DesignBuilder û ü ü3 û 
Inter-
operable N/A 
Ecotect ü û û û 
GBS* û û û û 
HAP û ü ü û 
Hevacomp û ü ü3 û 
Tas û ü ü û 
TRACE 700 û ü ü û 
VE-Pro û ü ü û 
EcoDesigner û û ü4 û 
Coupled 
û 
OpenStudio ü ü ü3 ü û 
Project Vasari ü û û5 ü Partial 
VE-Toolkits û ü ü û û 
* GBS – Green Building Studio          3 Application is interface / plugin to EnergyPlus 
1 Program is only available in Chinese         4 Application uses the ASHRAE-compliant VIP-Energy analysis tool 
2 Application is interface to DOE-2.2         5 Application uses the Ecotect and GBS simulation calculations 
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While none of the coupled programs satisfy all critical requirements and link to parametric 
modelling software, they do reveal a promising trend towards more integrated simulation 
environments. Their success in achieving this integration is, however, varied. EcoDesigner 
integrates the VIP-Energy calculation engine directly into ArchiCAD’s program core, but is 
configured to act as a design aid rather than a simulation tool and does not support engineer 
involvement in the design process. The VE-Toolkits are accessible via plugins for both 
SketchUp and Revit, however, similar to VE-Pro, customisation and extension is not possible, 
which is problematic given that the non-geometric simulation inputs are largely inaccessible and 
generically applied to models. At first glance, Project Vasari appears more promising. It 
integrates analysis into a flexible Revit-based design environment that supports basic parameter-
driven manipulation, and provides exceptional results visualisation. However, while the visual 
and interactive interface is highly appealing to architects, Vasari precludes any potential for 
integration with other domains by employing unverified Ecotect and Green Building Studio 
simulation procedures considered unreliable by engineers. 
Since being released as an extended open-source project in 2011, OpenStudio has gone a long 
way towards addressing many of the obstructions to architect-engineer interaction. The lack of 
support for parametric definition of geometry that comes with use of the SketchUp modelling 
environment is, however, a limitation on the flexibility and iteration needed in early design 
exploration; a limitation that this research seeks to overcome. Yet while OpenStudio’s SketchUp 
plugin and underlying data model may not have a place in the proposed MDO-based 
framework, there is potential opportunity to reuse parts of its ResultsViewer application to 
visualise the performance data output from EnergyPlus. But perhaps more important to take 
away from OpenStudio is how its modular and open approach to integration offers the 
opportunity to adapt design and analysis tools and processes to suit the needs of individual 
projects and project teams, rather than imposing restrictions on the ways in which interaction 
can take place. 
 
5.6 Discussion 
This chapter has reviewed a number of design and analysis applications with respect to their 
capacity for supporting a performance-oriented design framework based on MDO principles. 
Guided by the early design needs of architects and engineers working within the constraints of 
Australian public practice, functionality requirements were established to steer software 
selection, and GenerativeComponents and EnergyPlus were subsequently chosen as the most 
suitable design and analysis programs for developing an MDO-based integration platform. The 
success of such a platform, however, is not simply the product of the software selected as a 
basis for its development; ultimately it is determined by the structure of the system that 
connects these applications together and the strategies employed to support interaction between 
design and analysis tasks. 
MDO methodology prescribes a program-coupling approach to information exchange, where 
applications are linked directly through custom transformation procedures that automate the 
translation of data from one to another as required. However, as the review of analysis software 
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revealed, this cooperative strategy can be implemented in a number of different ways, to varying 
degrees of success. If translation and simulation processes are inaccessible to users, as observed 
with EcoDesigner, this approach can be relatively ineffective in supporting architect-engineer 
interaction. But if coupling procedures are open and modular, like seen in OpenStudio, they can 
facilitate interdisciplinary interaction that is highly flexible and readily tailored to the unique 
needs of any given project or design team. Supporting openness in an integration platform is a 
relatively straightforward decision to make the workings of the system transparent and the 
source code available to users. Implementing a strategy of modularity, however, is a more 
complex matter that requires critical consideration of how the system can best be structured into 
discrete, but connected, subsystems that reflect and support the processes of design. 
What is needed is an integration system whose structure parallels the characteristics and logical 
relationships of the design process, enabling ad hoc yet streamlined interactions between different 
disciplines and software. To ensure maximum flexibility in the use and configuration of such a 
system, each of its components should encapsulate an individual task in the design-analysis 
process, able to be linked to other tasks as required (Toth, Boeykens, Chaszar, Janssen, & 
Stouffs, 2012). The structure of the integration system must therefore be derived from the 
structure of the design exploration process. Maver (1980) states that this iterative process can be 
broken down into the tasks of representation, measurement, evaluation and modification. In the 
context of performance-oriented design, the representation phase can then be further 
deconstructed into the two subtasks of design description and analysis description. Figure 5.1 
illustrates how these components relate to one another in formulating the exploration process, 
assuming that modification takes place as part of the design activity. Placing the onus for 
modification on designers is necessary to drive the development of new tacit knowledge 
concerning the relationships between architecture and performance and offer a means by which 
to impart this expertise into the conceptualisation of future projects. Accordingly, this research 
proposes an integration system structured as four interconnected modules that each correspond 
to one of the remaining tasks and support the required interactions via coupling procedures.  
The exact nature of the individual modules depends on the type of data and data-processing that 
its respective task handles. Since parametric definition of geometry is an essential part of MDO 
methodology, the project-specific task of design description is best undertaken within the 
GenerativeComponents modelling environment, extended to ensure compatibility and 
connection with the simulation representation and procedure respectively. The analysis 
 
 
Figure 5.1: The iterative process of description, simulation and evaluation. 
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description, on the other hand, is constructed largely from standardised non-geometric 
information concerning building systems and operation, information that is often design-
independent and therefore best defined and stored in a database to facilitate reusability between 
projects. Simulation of the building’s energy performance obviously must take place within 
EnergyPlus, and in order for the results of this procedure to be assessed, the simulation outputs 
must be presented in a user interface that allows quick and easy visualisation and comparison of 
design options. The flexibility needed to support early collaboration, however, does not lie only 
in this modularisation of the design-analysis system, it also depends on the manner in which 
these modules are configured and the technological infrastructure that enables them to connect 
and communicate. Given the multidisciplinary design environment found in Australian public 
practice, where project teams are often dispersed across a number of offices and locations, 
distributed computing resources must be able to be linked in order for data, semantics, models 
and simulation results to be shared on the fly. By capitalising on recent advances in cloud 
computing, and adopting the applicable services-oriented platform architecture, the different 
system modules can be hosted online and accessed by users via web interfaces. This 
accommodates various usage scenarios, from a single user working on a local machine to 
multiple users accessing the system and its data simultaneously, with the ability to re-provision 
resources to swap between modes of operation at any point in time. Furthermore, since 
different tasks can be executed on multiple computers across a specified network, implementing 
the system in the cloud ensures its scalability, efficiency and reliability. 
While the configuration of system technology is clearly important in supporting collaboration, 
the method by which designers engage with this infrastructure is just as critical. In order to 
successfully make use of energy analysis as a decision-support tool in early architectural design, 
simulation must be recognised as a social discipline, as it involves both human-computer 
interaction and knowledge processing, while simultaneously facilitating the definition and 
exploration of design space (Attia, et al., 2009). Not only must the proposed system therefore 
satisfy the ‘design-integrated’ requirements that guided selection of the design and analysis 
software, but it must also address issues of user interaction and understanding. Given that 
EnergyPlus, like most energy analysis tools, proffers a highly complex, non-visual and 
unintuitive working environment that caters primarily to engineers and lacks connection to the 
needs of the architect, improved interface usability and information management are needed at 
the system level to ease the use of its underlying simulation procedures. In recent years, both the 
architecture and simulation communities have identified various software functionality for 
supporting this ‘designer-friendly’ analysis (Attia, et al., 2009; Bambardekar & Poerschke, 2009; 
Crawley, et al., 2008; Maassen, et al., 2003; Warren, 2002). Most commonly stated in literature as 
promoting architect involvement in the simulation process are the following program features: 
§ A user-friendly interface that represents simulation inputs and outputs graphically, 
allowing for intuitive navigation and flexible control. 
§ Tracking and visualisation of design options and associated performance data, so that 
the potential impacts of different decisions and ‘what-if’ alternatives can be compared 
quickly and easily. 
§ Default templates and support databases to aid in building description, combined with 
dynamic control over whether input parameters are set or variable. 
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§ Links to a geometry-based modelling application that allows the simulation 
description to be constructed directly within a 3D environment. 
This last point is particularly important, as one of the main challenges for integrating simulation 
into early design lies in how to formulate connections with architectural modelling processes. 
Given that the tasks of design and analysis involve significantly different types of data and data 
processing, there is typically little compatibility between the modelling applications and 
representations used for formal exploration and those needed for simulation (Pratt, et al., 2012). 
Current BIM environments lack the capacity to articulate simulation requirements, let alone 
compel their input, and IFC representation is not conducive to real-time interoperation as it 
does not differentiate the data needed for analysis from that which is redundant in a simulation 
context (Dong, Lam, Huang, & Dobbs, 2007). Furthermore, the resulting reliance on individual 
applications accessing the IFC model to maintain semantic integrity proves problematic, as the 
semantics of IFC exchange across different applications are too ambiguous to allow seamless 
transition between design and analysis representations (Petrinja, et al., 2007). While the gbXML 
file standard does offer an alternative surface-based representation for model exchange, created 
specifically to support energy simulation, its use still does not guarantee that required analysis 
inputs are defined during the building modelling process. Rather, it simply ensures that relevant 
information present in a BIM can be described in a simulation-compatible format. The 
implication here is that integration strategies relying solely on the use of a product modelling 
standard for interaction, even one specific to the task at hand, cannot support reliable and rapid 
information exchange between design and analysis applications, because they fail to connect 
simulation requirements directly to the architectural modelling process. 
What is needed is a representation strategy that links simulation inputs more explicitly to the 
creation of building geometry and the actual modelling process, thus ensuring the description of 
this required information. Additionally, to avoid issues of data redundancy and ambiguity during 
model translation, the description schema should encapsulate only data that is critical to the 
analysis task at hand. MDO methodology addresses these matters by distilling the building 
description into different sub-models that each correspond to a specific simulation task and its 
information requirements. The use of an extensible representation schema with embedded 
semantics allows models to be translated quickly and directly across design and analysis 
environments while precluding the opportunity for translation errors that are inherent with the 
use of a generic file format. Not only does this method of shared building description support 
improved interaction between domains, it aids designers in understanding the information 
requirements of the simulation task, which is critical for early explorations of performance to be 
a collaborative undertaking. The following chapter examines these interconnections between 
process, representation and technology, and how they come together to form a framework for 
performance-oriented design. 
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6.1 Overview 
This chapter outlines a novel framework for performance-oriented design that exercises a 
focused implementation of MDO enabling architects and engineers to work together to simulate 
and assess the energy performance of design alternatives. It presents a cloud-based design 
system that couples parametric modelling and energy simulation software to provide a 
collaborative decision-support environment for early design. Devised to address the problems 
identified in the earlier Green Star case study, this system answers the call for more integrated 
digital design tools and processes, streamlining the generation of building geometry and analysis 
inputs to support collaborative simulation and evaluation procedures. It responds to the 
multidisciplinary design environment found in Australian public practice, where projects are 
highly diverse and project teams are often dispersed across different branch offices and external 
consultancies, by supporting flexibility in the configuration of the design system technology. 
This facilitates a collaborative design process that can be tailored to meet the needs of 
multidisciplinary project teams and is better able to support their project-specific requirements. 
In a philosophical sense, performance-oriented design, and therefore the framework that this 
chapter presents, can be understood simply as “an approach in which building performance 
becomes the guiding factor in design” (Oxman, 2008, p.4). It is widely regarded as a paradigm 
for design synthesis where evaluative simulation processes steer form generation and 
manipulation towards improved building performance (Oxman, 2007). In the context of 
practice, performance-oriented design is a far less straightforward matter. The digital tools and 
	  160 
	  
techniques by which it is achieved vary greatly, reflecting the different purposes and 
technologies underlying design exploration driven by performance considerations. Oxman 
(2008), however, identifies three constituents common to all implementations of performance-
oriented design that are critical for structuring design-analysis integration. These are: the 
geometric model; the evaluative processes; and the interactivity of the designers. 
While this research concurs with Oxman’s proposition in concept, it finds the definitions of the 
individual constituents to be detrimentally restrictive, omitting critical requirements that are 
necessary to implement a framework for performance-oriented design. The geometric model alone 
is not sufficient for design description, given that simulation processes require a great deal of 
additional non-geometric information, as well as transformation constructs for mapping design 
representations to corresponding analysis representations. Evaluative processes cannot occur 
without design processes, both of which are inseparable from the technologies that enable them. 
And the interactivity of the designers is more than just the means by which an individual controls 
their chosen digital tools, it is also the methods by which designers interact with each other in 
using these tools to support integration in the design and the design process. Furthermore, these 
methods should be given priority within the context of the three constituents, and used to drive 
representation and evaluation strategies, rather than being considered simply a mechanism by 
which the designer acts “as a moderator of the various evaluative processes involved” (Oxman, 
2008, p.4). To address these shortfalls, Oxman’s requirements for an integration framework are 
reprioritised and redefined as follows: 
The design method: defines the procedure that designers adopt for engaging simulation 
collaboratively in early design. It describes the information requirements and knowledge 
exchanges needed to establish integrated processes for exploring the relationships 
between architecture and performance. 
The design representation: outlines the schema for describing both the geometric and 
non-geometric information required for performance-oriented design, as well as the 
procedure for translating design models to analysis models. 
The design system: specifies the structure of software and hardware for an integrated 
design-analysis environment. It describes the requirements and functions of individual 
components and how they relate to one another, as well as the interactions and 
communications between these components. 
The following sections in this chapter discuss how these three requirements are addressed in the 
proposed framework, with respect to MDO principles, to support collaborative energy 
simulation in early architectural design. There are two key motivations behind the strategies put 
forward. The first is to facilitate the creation and exchange of new interdisciplinary knowledge 
by developing a framework that embeds cross-cutting performance logics in the design process. 
The second is to improve decision support during early design by providing designers with 
dynamic performance feedback in near real-time. These two objectives mark a significant point 
of differentiation between this research and other work concerning the integration of energy 
simulation in early design. Existing conceptual analysis tools are largely targeted at architects, 
and as such impose broad-sweeping assumptions about design description in an effort to 
simplify inputs for ease of use. They provide rapid performance feedback, but at the expense of 
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limiting formal expression to orthogonal geometries and obscuring the underlying simulation 
processes from the designer, the latter of which can lead to misinterpretation of results. 
Furthermore, while superficially they may seem to encourage a union between architectural and 
engineering concerns, their methods of abstraction often compromise the reliability of the 
assessment, precluding engineer involvement in the design process. This research aims to 
overcome these problems by developing an open system that connects sophisticated parametric 
modelling and energy simulation applications, rather than attempting to combine rudimentary 
design and analysis functionality into a standalone tool. The use of a parametric design 
environment for modelling enables complex geometry to be rationalised for simulation quickly 
and easily, avoiding the formal restrictions of simplified assessment tools. Linking the creation 
of this geometry more directly to analysis inputs makes the simulation process more apparent to 
the architect, while the use of a validated industry-standard simulation tool supports engineer 
involvement. Additionally, the openness of the system encourages exploration and 
customisation of the underlying transformation and analysis procedures, aiding the development 
of new knowledge concerning the relationships between architecture and performance. 
The proposed framework is a critical response to the observed conflicts and obstacles currently 
facing AEC professionals. In contrast with the centralisation that is becoming increasingly 
entrenched in building integration practice, it demonstrates a distributed and modular approach 
to integration that better structures and streamlines interaction between design tasks and 
engineering analysis for improved decision-support in early design. In doing so, this framework 
establishes a procedure for developing cooperative links between discrete design and analysis 
applications that support more collaborative explorations of building performance. 
 
6.2 The design method 
In order for the proposed design framework to support a simulation procedure that enables the 
integrated exploration of building performance in early design, a collaborative design method 
must first be established. Clear identification of interdisciplinary process dependencies essential 
to the investigation of energy consumption is needed so that architects and engineers can work 
together to satisfy both aesthetic and performance objectives concurrently in the building 
design. Addressing the logical shortcoming of current product modelling approaches that dictate 
principles of standardisation as the means by which to improve design interaction (Kalay, 1997; 
Lee, et al., 2007), this research first defines a formal process model to underpin the proposed 
integration framework. Rather than developing principles from modelling standards and 
vocabularies, it focuses on defining a process model prior to a product model, as occurs 
commonly in development in other industries (Lee, et al., 2007) and advocated by prior research 
(Bratteteig, 1998; Kalay, 2009; Moum, 2006; Munkvold, 2003; Nikas, et al., 2007). Guided by the 
early design needs of architects and engineers observed in Australian public practice, it 
concentrates on the information requirements and knowledge exchanges necessary to support 
decision-making, rather than on software interoperability, as the foundation for a technological 
solution. This ensures that the intent and interests of the different disciplines are accurately 
reflected and upheld during the design process, and that performance objectives established at 
the project outset can be investigated effectively. 
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Defining a method that encourages improved dialogue between architects and engineers to 
facilitate integration between design and analysis tasks is a matter relating to human processes of 
understanding and interpretation, independent of specific modelling or simulation tools and 
technologies (Bleil de Souza & Knight, 2007). As stated in the previous chapter, this method can 
be broken down into the tasks of representation, measurement, evaluation and modification, 
with the representation phase further deconstructed into the two subtasks of design description 
and analysis description. There are a number of information requirements associated with each 
of these stages that must be addressed if performance is to be evaluated in a holistic manner 
which supports more sustainable design outcomes. These requirements are examined below. 
Representation: the formal description of critical inputs for analysing building 
performance, which supports each discipline in communicating practical constraints 
relating to both design and operations that affect energy consumption when assessing 
sustainability. In chapter three, the key representation requirements for energy simulation 
were identified as: climate and environment; thermal zones; internal gains for occupancy, 
equipment, and lighting; building construction; glazing and skylights; external shading; 
and HVAC systems. Although design and analysis models define these inputs in different 
ways, governed by both the task at hand and the tools used to elucidate it, these 
underlying concepts share clear connections that delineate a number of interdisciplinary 
information and representation dependencies, discussed as follows: 
§ Climate and environment: description of the project site and noteworthy surrounds, 
considering climate, topography, vegetation and neighbouring buildings, along with 
how these factors might impact on building performance. These physical constraints 
are fundamental simulation inputs, and, as such, are defined explicitly in the analysis 
model; while in the design model they are represented more abstractly through the 
expression of passive design strategies appropriate to the context and location. 
§ Thermal zones and internal gains: articulation of the geometric volumes that demarcate 
thermally-distinct spaces, along with the occupancy, equipment, and lighting 
requirements associated with each of these spaces. As well as addressing spatial 
planning requirements, building layouts must consider how the positioning, shape and 
orientation of different zones within the envelope affect heating and cooling loads 
during hours of operation. Since these inputs are critical to the definition of both 
design and simulation models, their role in reducing energy consumption must be 
explored and resolved collaboratively. 
§ Building construction; glazing and skylights; and external shading: the assignment of materials 
throughout the building, with an emphasis on how these materials influence the 
transfer of heat and light across the building envelope and between zones. Governing 
parameters for these inputs include their positioning and orientation, thermal and 
optical properties, and thickness and surface area relative to the spaces that they 
bound. General baseline strategies (e.g. windows of a particular sill height and glazing 
type; roof pitch, colour, overhangs and insulation) are defined first within the design 
model. Value ranges for significant parameters are then established so that variations 
can be tested in the simulation model in order to identify performance trends which 
subsequently guide further design refinement and operational specifications. 
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§ HVAC systems: the specification of mechanical services that consume the equivalent 
energy required to offset building heating and cooling loads in maintaining 
comfortable indoor conditions. In early design, their role is to act as placeholder 
constant for the purposes of deriving associated energy usage, which, when combined 
with that for operating equipment and other building services, provides a measure of 
total energy consumption for evaluating performance. System sizing, specification and 
control parameters are then examined in the later project stages to further improve 
efficiency. While HVAC system selection is largely dependent on the shape and 
configuration of thermal zones, they are typically defined for the purposes of analysis 
and not design, and in early design are often based on an ideal loads air system. 
Measurement: the application of strategies and algorithms for analysing key information 
requirements described in the representation in order to output performance data. Vital 
to this process is the formulation of project-specific performance objectives to guide 
analysis procedures in the development of innovative building solutions. Measuring the 
impacts of passive design approaches and principles adopted in response to these 
objectives involves a several key considerations to be effectual, outlined as follows: 
§ Outlining all non-geometric inputs related to the project, along with where various 
information has been gathered from, i.e. known design/operations parameters, 
manufacturers’ specifications, building codes, simulation guidelines, performance 
rating scheme requirements, etc.; 
§ Negotiating conflicts between alternative sources of information amongst the project 
team, recording the particular option chosen and why it has been chosen, and how 
data has been ascertained and/or verified; 
§ Documenting any assumptions made for inputs that are unknown or where exact 
descriptions of the design or operations cannot be obtained – in these instances, it is 
critical to consider the impacts that differences in the input data might have on the 
simulation results, so that these can be accounted for in the evaluation process; 
§ Choosing a method of simulation and type of results output that allows the design to 
be analysed in terms of its performance over the course of the year and at peak times. 
Evaluation: the appraisal of output measures of performance across multiple disparate, 
and often conflicting, design and sustainability criteria, through the introduction of value 
judgements that take into account the needs of the client, users and the environment. 
These value judgements are constructed in response to performance objectives outlined 
in the preliminary stages of a project, with the intent to assess passive design approaches 
and principles that have been adopted to provide guidance in developing innovative 
performance solutions. The evaluation process consists of the following: 
§ Identifying any results that are incorrect and what makes them erroneous, along with 
reasons for why this may have occurred and how it can be rectifying or accounted for; 
§ Establishing metrics that allow design options to be quantified relative to one another, 
taking into account different measures of performance, their varying magnitudes, and 
the severity of values falling outside the bounds of accepted performance standards; 
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§ Comparing options across all relevant performance measures, first assessing annual 
energy consumption and then considering usage during peak operational times; 
§ Determining which results are indicative of better or worse performance with respect 
to the initial project objectives and assumptions in order to identify trends in results 
that inform further design development; 
§ Assessing the impacts of individual simulation parameters on performance outcomes, 
the sensitivity of results to changes in parameter values, and the likelihood of different 
design inputs producing adverse effects under plausible operational conditions that 
vary from those assumed. 
Modification: the alteration of one or more simulation inputs, with the intent to 
improve building performance and further refine the design. Alterations are guided by 
trends identified in the preceding evaluation phase, and then tested by iterating through 
this appraisal process again. While there are a number of optimisation routines available 
in parametric modelling and simulation programs to assist with this iteration, ultimately 
modification must take place as part of the design activity. This is necessary in order for 
architects and engineers to impart their discipline-specific expertise on the decision-
making process, taking into account trade-offs between aesthetic and practical constraints 
that can not be accommodated in these optimisation routines and worldviews that are 
difficult to encode. It also assists the development of new knowledge concerning the 
relationships between architecture and performance that can benefit the 
conceptualisation of future projects. 
A formal design method provides a vehicle for accessing and explicating practical knowledge, 
which is largely tacit and not often expressly articulated, by allowing it to be acquired through its 
experience in situ, in a consistent manner. This offers better decision support in early design by 
improving the dialogue between architects and engineers to allow negotiation of different 
worldviews, rather than relying on individual practitioners to interpret information on an as-
need basis (Kalay, 1986, 2006b; Rush, 1986). It fosters disciplinary diversity rather than 
imposing a metanarrative, allowing meaning to arise from a process of negotiation, conflict, 
compromise, collaboration and tension between different disciplinary worldviews (Kalay, 1998; 
Thammavijitdej & Horayangkura, 2006). Furthermore, as each discipline views the problem 
from their own professional perspective, it offers new opportunities to understand and learn 
how their decisions impact on others, as well as communicate the knowledge, assumptions and 
rationale that have informed their own choices (Peters, 1991). Unlike many other 
technologically-based integration approaches, this design method does not imply automation of 
the design process or subjugation of aesthetic ideals in favour of forms driven purely by 
performance constraints; rather the intention here is to increase the amount of information 
available to designers when making decisions. Only through this understanding can an increased 
awareness be developed of the key design criteria that influence building performance, as well as 
the robustness and implications of results, for a holistic understanding of building performance 
(Achten, 2002; Schlaich, 1991). 
The critical implication here is that the processes of understanding and learning for architecture 
and engineering disciplines are inextricably linked (Pultar, 1999). Given that these processes are 
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non-linear and iterative (Maver, 1971), they must be re-visited and re-evaluated on a regular 
basis during meetings that involve the entire project team to ensure that the contributions of all 
mutually-influential disciplines are taken into account simultaneously. More importantly, 
however, they indicate the need for a formal representation schema that explicitly links the two 
distinct disciplinary worldviews in their method of building description (Holzer, 2009; 
Luebkeman & Shea, 2005; Peters, 1991; Weinstock & Stathopoulos, 2006). This will act as a 
means to streamline social interactions as well as communication, a point strongly advocated not 
only in AEC research, but also in organisational theory learning (Cross & Clayburn-Cross, 1995; 
Hamid, et al., 2006; Holzer, 2009; Kalay, 1998; Kvan, 2000). Ultimately, to accomplish the best 
possible outcome and maintain consistency in approach, collaboration must emphasise team 
decision-making over individual goals (Achten, 2002; Kalay, 1998; Valkenburg, 1998). The 
following section outlines a representation schema that structures the intersections between 
disciplines to reconcile their different worldviews, without suppressing individual perspectives 
that are valuable to the building outcome. 
 
6.3 The design representation 
With computation opening new possibilities for design synthesis, and technology becoming 
increasingly inextricable from process, the choice of digital tools for design exploration largely 
determines the most effective strategy for building description (Whitehead & Peters, 2008). 
Geometry, however, continues its traditional role as the principal basis for design description, 
central to nearly all digital design environments and representation schemas (Kilian, 2006). More 
so than other modes of description, geometric representations function successfully across a 
range of domains and disciplines, providing the common foundation for communication needed 
to support collaborative design exploration (Kilian, 2006; Oxman, 2010). 
Performance simulation typically requires form to be described using a limited geometry palette, 
the specific types of which are dependent on the nature of the analysis (Holzer, 2009; Johnson, 
et al., 2004). To avoid issues of data redundancy and ambiguity when assessing early design 
options, MDO methodology prescribes a ‘multi-model’ approach to representation, consisting 
of a series of parametrically-linked aspect models that each adopt the geometry palette particular 
to a corresponding analysis task (Coenders, 2007; Flager, et al., 2009; Holzer & Downing, 2010). 
Individual model schemas consist of flexibly defined geometric features that are augmented with 
functional attributes requisite for the associated simulation, in order to parallel data inputs for 
analysis procedures and establish pathways for information exchange. These distilled building 
descriptions encapsulate only data essential to the task at hand, so that information can be 
translated as quickly and directly as possible between design and analysis software. In early 
design, when speed is critical for effective exploration, task-specific representations like these 
circumvent time-consuming remodelling when moving between domains. They also preclude 
translation errors that may arise from unforeseen ambiguities in transformation procedures or 
human interpretation, by making the relationships between design and analysis constructs more 
explicit. Furthermore, they help the designer to understand the information requirements of the 
simulation task and acquire a tacit understanding of underlying analysis procedures, which is 
essential for the conceptualisation of innovative high-performance design solutions. 
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To support collaborative processes and streamlined workflows, the functional attributes 
associated with geometric features must describe material properties and operational constraints 
(Oxman, 2010; Pottmann, 2010). This requires non-geometric information to be explicitly 
referenced during the modelling process, so that it is integrated with the central geometry 
schema and able to be linked to the design description during translation to a corresponding 
analysis representation (Oxman, 2007). To enable this to occur, it is necessary not only to 
extend the definitions of geometric constructs in the design environment to allow associated 
non-geometric properties to be specified, but to develop interfaces for detailed databases that 
support efficient coupling of this additional input data. An explicit method for translation is also 
needed to ensure transformation procedures are unambiguous so that the relationships between 
design constructs and analysis constructs are consistent and reliable (Kilian, 2006). 
The aim of the proposed representation strategy is therefore to capture all geometric and non-
geometric information critical for energy analysis, while minimising the complexity of the 
description constructs and their interdependencies, to support a manageable, yet unrestrictive, 
design space for collaborative simulation. If the description is too complex, the design system 
will support a wide variety of potential design solutions, but provide feedback slowly and 
perform poorly. On the other hand, if the description is too simplified, the system will provide 
feedback quickly and perform well, but the variability of outcomes will be restricted, and, more 
importantly, may not be conducive to solutions that are good performers. A similar dichotomy 
is observed in evolutionary design, known as the variability problem (Janssen, 2004, 2006; Janssen, 
Frazer, & Tang, 2005). In this field of research, the issue of variability is well-established, as the 
effect of description on design outcomes has long been recognised (Bentley, 1996; Frazer, 1974; 
Frazer & Connor, 1979). The abstraction and automation of design processes that is 
characteristic of evolutionary systems makes the influence of description unmistakably apparent, 
more so perhaps than with other methods of design. In performance-oriented design, however, 
the variability problem receives comparatively little attention. Design processes that are less 
abstract and involve greater human interaction obscure the significance of variability, and 
familiarity with geometry-based representations somewhat subverts considerations of 
description. Assumptions about representation tend to be implicit rather than rationalised 
explicitly, and are not always in the best interests of design exploration. With respect to building 
energy performance, existing tools for early design evaluation typically over-restrict description 
in order to ensure minimal simulation time. Many do not have a true underlying geometry 
model, and use orthogonal building footprint templates and basic Cartesian dimensions to 
calculate energy consumption; while others that do support geometric representation reduce the 
non-geometric information to a blanket specification of internal and external boundary 
conditions and operational data, mapped onto the model after the geometry is created. These 
approaches to description restrict the variability of design outcomes and are not conducive to 
innovation, nor do they facilitate understanding of the relationships between architecture and 
performance. This research proposes that more a suitable compromise between description 
complexity and simulation speed can be achieved by incorporating the specification of required 
non-geometric information directly into the creation of building geometry. 
In the previous section, the key information requirements for energy simulation were identified 
as: climate and environment; thermal zones and associated internal gains for occupancy, 
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equipment and lighting; building construction, glazing and skylights, and external shading; and 
HVAC systems. In this chapter, a schema is established for describing these information 
requirements, using the geometry palette particular to energy analysis as the basis for 
representation. The types of geometric construct used to create an energy model, and their 
associated functional attributes, illustrated in figure 6.1, are as follows: 
§ A zone describes a contained thermal space. It is defined mathematically by its volume 
and best represented by the geometry of a solid. Two additional operational attributes 
complete the specification – a spatial program, the governing factor determining 
required internal gains, and the HVAC system servicing the space. 
§ A surface describes either a planar boundary condition between two zones or a zone 
and the external environment, or the planar face of a shading object. It is defined 
mathematically by the Cartesian coordinates of its vertices, and parallels the geometry 
of a polygon. Surfaces have only one associated functional property, a material or 
construction specification There are four different types of surface: 
- A building surface describes a floor, wall or roof in the building design, and a closed 
group of building surfaces is used to define a zone; 
- A fenestration surface describes a window, door, area of glazing or skylight anywhere 
in the building, and is defined as belonging to a building surface; 
- A building shade surface describes an overhang or shading structure attached to the 
external envelope of the building, and is defined as belonging to a building surface; 
- A site shade object describes any object that shades the building but is not actually a 
part of it, such as neighbouring structures and vegetation. 
These constructs outline the schema for a design aspect model that supports integrated energy 
analysis in early design. Functional attributes are incorporated directly into the creation of zone 
and surface geometry using simple tags to avoid overcomplicating input requirements. In order 
to derive a counterpart analysis aspect model, there is a significant amount of non-geometric 
information that must be attached to the design description via these tags during the translation 
procedure. For zones, the two attributes identified in figure 6.1 serve to reference numerical 
data quantifying occupancy, equipment and lighting requirements for internal gains, as well as a 
corresponding HVAC system and ventilation rate. In early design, when little is known about 
how a building will operate, this data is defined using standards, default inputs and templates, 
sourced from building codes, energy modelling guidelines and analysis applications. Internal 
gains requirements and ventilation rates are specified in different places throughout energy 
modelling guidelines and the National Construction Code (Australian Building Codes Board, 
2011), but are all determined by a single factor for any given zone – the spatial program that it 
houses. Basic HVAC templates that allow system auto-sizing during simulation are best 
developed within the analysis application, and often can be adapted from example files that 
accompany the software. During generation of the analysis model, these numerical descriptions 
of zone attributes are substituted for the tags specified in the design representation, referenced 
in from support databases that ensure their compliance with simulation input requirements. 
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Figure 6.1: Non-geometric information attributed to energy simulation constructs: a) zone; b) building surfaces; c) 
fenestration surfaces; and d) shading surfaces. 
In an energy model, the non-geometric information associated with surface constructs describes 
material attributes. These are, however, defined in different ways depending on the surface type. 
Building and fenestration surfaces must be linked to a construction description that details their 
structural composition and its thermal and optical properties. This information is sourced from 
material libraries accompanying simulation software and data tables in manufacturers’ 
specifications. The context of the surface within the building determines which construction 
types are able to be specified for inclusion in its description, as not all types are appropriate in all 
contexts; for example, a timber-frame structure faced both sides with plasterboard might be 
used for an internal partition, but not a roof. This differentiation is also needed because while an 
external surface is assumed to have one face, as it has only one zone as a boundary condition, 
internal surfaces have two faces – one for each zone that they bound. To define the 
construction tag for a building surface, it first must be identified as either an internal or external 
boundary, and then specified to be a floor, wall or roof. A fenestration surface inherits its 
internal/external context from the building surface to which it belongs, and then must be 
specified as a window, door or glass door before it can be allocated a glazing description. These 
context identifiers are parsed directly into the analysis aspect model, along with the numerical 
description that replaces the construction tag, in order to fulfil the input requirements for these 
two surface types. The properties of shading surfaces are described quite differently. Rather than 
having to reference a detailed construction description, shading surfaces are only required to 
define their transmittance and reflectance of light. This is because, unlike building and 
fenestration surfaces, they do not function as thermal boundaries moderating the flow of heat 
energy within the building, but as filters of solar radiation to the external building envelope that 
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influence the solar heat energy entering the building. The transmittance and reflectance values 
are both determined simply by the material of the shading surface. In addition to this material 
description, a building shade object has one contextual identifier referencing its associated 
building surface, while a site shade object does not have any, as it is independent of the building. 
Energy analysis also requires certain non-geometric information describing the building’s siting 
and operations. The project must be linked to a location, type of surrounding terrain, north 
point angle and operational schedules in order to run a simulation. This information relates to 
the design description at the level of the building as a whole, and is defined at the inception of 
the project model as it is independent of any specific geometric construct. 
At the heart of a representation schema that has such an emphasis on non-geometric attributes, 
detailed support databases play a critical role in generating the numerical input descriptions 
required for energy simulation. To be able to simply tag design geometry with string identifiers 
for properties like spatial program, HVAC system and material, and have these tags translated 
into sensible simulation inputs, there must be data at hand to populate the analysis aspect model 
automatically with numerical descriptions of operational usage profiles, services specifications 
and material properties. This requires databases of values derived from guidelines and 
regulations that are well accepted within the Australian AEC industry, structured to parallel the 
input format of the associated simulation application; in this case, the IDF representation used 
by EnergyPlus. Here, it is proposed that these databases support a modified coupling approach 
to information exchange, illustrated in figure 6.2, which not only streamlines the generation of 
simulation-compliant models, but allows direct interaction with the analysis aspect model by 
providing functionality to alter non-geometric attributes. Results are then both output to a web 
application and returned to the design application, in order to create a collaborative platform for 
review and provide feedback during the design process respectively. 
Since parametric design software like GenerativeComponents is geometry-based rather than 
structured around building components, it does not inherently recognise the constructs of zone 
and surface required for energy analysis. To ensure simulation-compliant building descriptions 
 
 
Figure 6.2: Proposed program coupling approach for linking design and analysis applications via support databases. 
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can be created, new modelling features that extend on the inbuilt geometric definitions of a solid 
and a polygon have therefore been developed to parallel the analytical constructs of zone and 
surface, for a custom design representation which relates more directly to the analysis task. As 
well as addressing the non-geometric information requirements of energy simulation procedures 
through the inclusion of tags for functional attributes, these features enable fast and intuitive 
model creation in order to support the rapid and flexible exploration needed in early design. The 
geometric strategies that have been implemented to aid generation of the required analytical 
constructs are discussed in the following subsection. 
 
6.3.1 Model creation 
A representation schema for a design aspect model formulated to address a specific analysis task 
prescribes a certain logic for geometry creation. Typically in energy simulation software targeted 
at early design, users model zones from solid primitives (like boxes or prisms) that generate 
surfaces merely as a by-product. This does not support sufficient variability in the design 
description, not only because it restricts form to combinations of the software’s predefined 
primitive shapes, but also because it does not easily allow different material attributes to be 
allocated to the individual faces of the solid, lending itself instead to the blanket specification of 
constructions for the zone’s associated surface types. To provide users with greater flexibility 
and control in the way they create their geometric models, the proposed representation schema 
offers not only this manner of model creation, but also the reverse, where surfaces are first 
modelled explicitly and then used to generate zones. In this latter scenario, the geometry of a 
zone is subsequently defined from a group of surfaces enclosing a volume, a method of solid 
creation that is already standard functionality within GenerativeComponents and requires only 
basic extension to incorporate the non-geometric attribute tags needed for zone description. A 
user-specified tolerance value is included in the feature, which accommodates gaps between the 
edges of adjacent surfaces that may arise in early design modelling when absolute accuracy is not 
the highest priority. Additional functionality, not yet implemented, includes the automatic 
generation of a zone when a group of closed surfaces is detected. Upon generation, the user 
would then be prompted to select the spatial program and HVAC system for the zone. 
To facilitate the rapid creation of analysis-compliant geometry, particularly for the description of 
complex form, new features for modelling energy surfaces are needed. The polygon geometry 
on which surface description is based presents only a limited number of relatively simplistic 
creation methods within GenerativeComponents; the complexity afforded by the bspline 
surface94 often preferred for design description as it offers more sophisticated modelling 
capabilities. Existing features have therefore been extended not only to ensure compliance with 
non-geometric analysis requirements, but to provide more intuitive methods of creation that, 
where possible, embody functionality similar to that for bspline surface modelling. Table 6.1 
illustrates the range of building surface definitions that have been developed to support the 
modelling process, outlining the input requirements and constraints for geometry generation. 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
94  In this context, surface always refers to the construct defined for energy simulation, as distinct from bspline surface, 
which is a design geometry. 
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Table 6.1: Building surface definitions. 
Surface Creation Method Inputs Enforced Constraints 
a) Surface by points 
 
§ Surface vertices 
§ Coplanarity of vertices 
§ No self-intersecting edges 
b) Surface by point grid 
 
§ Point grid 
§ Force or split quads based 
on planarity 
c) Surface by faceting 
 
§ NURBS geometry 
§ Tolerance of deviation 
§ Maximum length of side 
d) Surface copying 
 
§ Surface 
§ Origin point 
§ Destination point 
§ Assumed compliance 
e) Surface mirroring 
 
§ Surface 
§ Mirror plane 
§ Assumed compliance 
f) Surface offset 
 
§ Surface 
§ Offset distance 
§ Assumed compliance 
g) Surface by edge curves 
 
§ Edge curves 
§ Coplanarity of curve 
endpoints  
§ No self-intersecting edges 
h) Surface by extrusion 
 
§ Curve for extrusion 
§ Extrusion direction 
and distance 
§ Tolerance of deviation 
i) Surface trimming 
 
§ Surface for trimming 
§ Trimming object 
§ Assumed compliance 
j) Surface splitting 
 
§ Surface for splitting 
§ Splitting object 
§ Assumed compliance 
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Polygons are most commonly defined by their vertices, using a collection of standalone points 
or a point grid to generate a single polygon or an array of polygons respectively, as shown in a 
and b of table 6.1. Two critical constraints in creating analysis-compliant polygons, which are 
not enforced in these standard geometric definitions, are that the outputs must be planar and 
not self-intersecting – inherent requirements for energy simulation. Modification of existing 
features to ensure that these requirements are met, as well as that the necessary non-geometric 
properties can be specified, is therefore essential. When defining a standalone building surface, 
the means of constraint are quite simple - if the input points are found not to be coplanar or if 
points of intersection between potential edges of the building surface are detected, the polygon 
will not be generated. When defining an array of building surfaces from a point grid, however, 
while self-intersection is not a concern (due to point ordering built into the grid construct), the 
issue of planarity must be addressed quite differently. Polygons created in this manner are an 
important vehicle for approximating complex curved geometry, as a point grid can easily be 
generated across a bspline surface. In this scenario, input points are unlikely to be coplanar for 
all quadrilateral polygons in the array, given the inherent non-uniformity of bspline surfaces, and 
enforced restrictions of coplanarity would more often than not result in failure to create 
geometry. Two alternatives are therefore offered to satisfy the planarity requirement. Planarity 
can either be explicitly forced on the quadrilateral polygons via existing GenerativeComponents 
functionality, which is often helpful in other respects such as examining the potential for 
panelisation; or it can be dealt with through deferral to an automatic checking procedure that 
has been incorporated into this modelling feature, which tests each potential resultant 
quadrilateral and divides it diagonally into two triangular polygons if planarity is not found. Tags 
for functional attributes are then able to be collectively applied to the resultant polygon array. 
Altogether, this enables efficient creation of analysis-compliant building surfaces that would 
otherwise need to be defined individually, in terms of their respective geometry, context, surface 
type and construction, if input manually into EnergyPlus. 
In addition to point-based methods of creation, other existing polygon features have also been 
adapted to support the generation of analysis-compliant geometry. Surface faceting, illustrated in 
c of table 6.1, allows a polygon array to be created directly from a bspline surface, favouring the 
generation of triangular polygons, as defined by a tolerance of deviation from the input 
geometry and a maximum side length for the output facets. Copying, mirroring and offsetting of 
surfaces, shown in d, e and f of table 6.1, are also supported. Planarity and self-intersection 
checking is not needed in these instances, as these requirements are assumed to have been 
already satisfied for the input geometry undergoing translation. Four further features that are 
not standard for polygon creation, illustrated in g, h, i and j of table 6.1, have also been 
developed, their logic derived from bspline surface modelling functionality. The first of these 
allows a polygon to be generated from a closed group of edge lines. Before any geometry is 
created, this feature checks that the input lines have intersection points at their start and end but 
not anywhere else, to ensure that they are a closed group and not self-intersecting. It then 
discards the duplicate points (since a point is created for each line at each intersection), tests 
those remaining for coplanarity, and if this requirement is satisfied uses these points as vertices 
to define the polygon. The next feature allows polygons to be created through curve extrusion. 
If the input curve is not linear, it is approximated with a series of line segments, the resolution 
of which is determined by a user-defined tolerance variable. Points are then created at the curve 
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start and end and the segment junctures, replicated as per the specified extrusion direction and 
distance, and then altogether treated as a point grid to generate an array of polygons. Planarity is 
inherent and does not need to be checked explicitly, and self-intersection is not possible. The 
final two features enable polygon trimming and splitting, using either another polygon or a line 
projected onto its face. Points of intersection between the polygon edges and the cutting object 
are determined, and used, along with the original vertices, to create two new polygons. Planarity 
and self-intersection do not need to be checked as these requirements are assumed to have been 
satisfied for the original geometry. The extrusion, trimming and splitting features were 
conceived specifically to aid rapid generation of the wall constructs required for energy analysis. 
Extrusion enables a number of walls to be created simultaneously, while splitting and trimming 
enables walls to be readily sectioned at junctions to facilitate zone definition, which requires a 
closed group of building surfaces. Additional functionality to streamline the modelling process, 
not yet implemented, includes automatic subdivision of building surfaces upon detection of a 
surface-surface intersection. In this situation, the user would then be prompted to specify the 
functional attributes of the resultant geometry, with the option to tag the same construction to 
all subdivisions or to define different constructions for each individual building surface. 
Building shade surfaces and site shade objects use the same methods of creation outlined in 
table 6.1. The only difference with these features is the material attributes included in their 
definition. Fenestration surfaces also use these same creation methods, with one exception – 
there is no feature for surface faceting. Given that a fenestration surface must always be defined 
as belonging to building surface, it is not appropriate to use a bspline surface as direct input. In 
cases where glazing is required for faceted building surfaces, it is much more efficient to apply a 
translation to these original facets to generate the fenestrations. In order to accommodate such 
scenarios, the fenestration copy and offset features are designed to accept building surfaces as 
input as well as other fenestration surfaces. Replacing the surface faceting feature is functionality 
unique to fenestrations – creation by UV parameters or distance on a parent building surface. 
This enables a fenestration to be defined as a two-dimensional domain on any building surface, 
applying logic that is normally reserved for bspline surfaces. As well as these differences in 
methods of creation, fenestrations also require two additional checking mechanisms – they must 
be coplanar with the building surface to which they belong and they must not have more than 
four vertices, the latter being an in-built constraint of EnergyPlus. If either of these 
requirements is not met, the fenestration surface will not be generated. 
Once the design aspect model has been created in GenerativeComponents, it must be converted 
to a corresponding analysis aspect model for simulation in EnergyPlus. In order for zone and 
surface geometry to be successfully translated into counterpart IDF constructs, it must undergo 
an orientation transformation to ensure its compliance with simulation input requirements. This 
transformation procedure is discussed in the following subsection. 
 
6.3.2 Model transformation 
In EnergyPlus, surfaces are defined by the coordinates of their vertices, which must be input in 
an anti-clockwise direction, starting at the upper left corner when viewing the surface from 
outside the zone that it bounds. Since the surface constructs created in GenerativeComponents 
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have no inherent understanding of ‘upper left’ or ‘anticlockwise’, a script has been written to 
determine whether the normal of the surface coincides with the interior of its associated zone so 
that vertices can be ordered accordingly. The logic that this script employs to order the vertices 
is diagrammed in figure 6.3, and discussed below. 
The first step in this procedure is to determine which side of the surface is ‘inside’. Two vectors 
are drawn from the centroid of surface vertices to the first and second vertex points, and, 
through vector cross product, the normal and the reverse normal of the surface are determined. 
By testing whether the resulting vectors intersect with any other surfaces associated with the 
given zone, the inside direction can be established. If there is an intersection with another zone 
surface, the normal is in the inside direction, and if no intersection points are detected, the 
normal points outside the zone. A plane is then created at the surface centroid to split the vertex 
points into left and right. This plane is generated using the direction established as inside and a 
vector defined in a vertical direction from the centroid point. Once the vertices on the left side 
of the surface have been isolated, the upper left vertex can be determined by comparing the 
heights of these points. The point with the largest z-value is the upper left. 
After the upper left vertex has been found, the remaining vertices must be ordered in an 
anticlockwise direction. This is done by measuring the angle of rotation between each of these 
points and the upper left vertex, with the centre of rotation being the surface centroid. The 
remaining vertices are then ordered according to the magnitude of their corresponding angles, 
from smallest to largest. If a surface defines a boundary condition between two zones, it must 
 
 
Figure 6.3: Ordering of surface vertices for translation to EnergyPlus: a) creation of vectors to first two vertices; b) creation of 
surface normal; c) finding intersection point to determine zone inside; d) identification of ‘left’ points; e) finding ‘upper left’ 
point; f) ordering of points for EnergyPlus. 
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be described twice in this manner, once for each zone that it faces. It is also important to note 
that for horizontal surfaces, no upper left point exists because all vertices have the same z-value 
height. In this scenario the anticlockwise rule still applies, however, any of the vertices can be 
used as a start point for this ordering. 
Once this transformation procedure has been executed, the coordinates of the correctly ordered 
vertices are established to form the geometric component of the input description prescribed by 
the IDF format. Other geometric properties needed for energy simulation, such zone volumes, 
are also derived from the design model and formatted according to input requirements. 
Following this, the string tags specifying functional attributes are exchanged for their 
corresponding numerical descriptions, sourced from the supporting database. This combined 
information forms the analysis aspect model within the proposed representation schema. 
Adopting a representation schema such as this, where simulation requirements are explicitly 
linked to the geometric description, helps to structure interdisciplinary interaction and aid 
designers in developing a shared understanding of building performance. It also supports a 
greater degree of semantic communication between design and analysis applications than what 
can be achieved through the use of standardised product models, as it embeds relationships 
within the representation itself, rather than relying on standalone translation procedures to 
extract domain-specific information for individual subtasks. The following section outlines how 
the proposed design system engages this representation schema in coupling modelling and 
simulation software to provide iterative feedback on energy performance during early design. 
 
6.4 The design system 
DEEPA (Dynamic Energy-Efficient Parametric Architecture) is the design system that has been 
developed to demonstrate how parametric modelling and performance simulation applications, 
in this case GenerativeComponents and EnergyPlus, can be linked to create a collaborative 
decision-support environment for early exploration. The structure of the DEEPA system is 
illustrated in figure 6.4. Adopting the information exchange strategy outlined in the previous 
section, model transfer between programs is direct rather than via a generic file format, 
effectively coupling design and analysis software through support from an underlying database. 
This enables cooperative interaction between architectural and engineering domains, and 
provides designers with dynamic performance feedback throughout the exploration process. 
DEEPA’s openly customisable design environment links applications through a cloud-based 
integration platform. Here, the support database automatically assigns the required numerical 
descriptions of functional attributes to building geometry, in place of the tags specified during 
the modelling process. This allows analytical representations to be generated from the design 
aspect model without the need for expert interpretation and translation, so that the modelling 
environment can invoke the simulation process directly. Evaluation occurs in close to real time, 
with results pushed to a web application that displays design options and performance outcomes 
side-by-side, as well as returned to the design application to provide feedback on performance. 
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Figure 6.4: The structure of the DEEPA system. 
The DEEPA system is structured around the service-oriented paradigm of cloud computing. 
Cloud computing refers to the delivery of computing as a service, rather than a product, through 
the integration of software and resources over the internet. Developers of cloud applications 
deliver their software through remote data centres and network infrastructure provided by third 
parties. These computing resources are purchased as fully-outsourced services on a utility basis, 
much like the purchase of electricity. The inherent ability to re-provision resources to meet 
demand as required allows dynamic scalability of the system. Cloud services are accessed by 
users over the internet, via client applications utilising web technology (such as web browsers), 
eliminating the need to install software on local user machines and simplifying maintenance and 
support. Client applications can be consumers of multiple services, and by combining data and 
functionality from different sources can generate new ‘mashup’ services. 
In DEEPA, the data, semantics, models and simulation results required for and produced by the 
energy simulation process exist as cloud services. Clients can be either the consumers or 
suppliers of data and/or functionality to these services. In the prototype, the plugin developed 
for GenerativeComponents consumes data required for energy simulation from the attributes 
database, such as thermal properties for referenced constructions, and publishes model data for 
analysis procedures. The web service then consumes the simulation data produced by the 
EnergyPlus service to generate a visual mashup of analysis results. Developers may use the 
DEEPA services to develop plugins for different modelling and simulation software, or to 
extend the user interface to include visualisation of performance results other than operational 
energy consumption. Regardless of how the services are engaged, DEEPA allows these 
resources to be shared and developed by users as required. At the time of writing this thesis, the 
system consists of four key service components, discussed in the following subsections. 
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6.4.1 Plugin for parametric design software 
The plugin embeds the new zone and surface features discussed in section 6.3.1 inside 
GenerativeComponents, and provides functionality enabling simulation procedures to be 
invoked from within this modelling environment. In supporting these capabilities, the plugin 
acts as a middleware between GenerativeComponents and the attributes database. As seen in 
figure 6.5, users specify non-geometric properties, like the construction of a building surface, 
during the modelling process through the selection of tags from associated lists in the 
Construction Selector Form, which are populated in real-time from the database using client-
side access to the data service. Later when the plugin is used to invoke the energy simulation 
procedure, the database is queried for the relevant numerical data for each non-geometric tag, as 
well as additional information concerning building location and scheduling. This information, 
along with the associated geometric data (after it undergoes the required transformation 
procedure), is then published to the web server and forwarded to EnergyPlus for analysis. 
 
6.4.2 Attributes database 
The attributes database is essential for ensuring that building geometry acquires the functional 
properties necessary for energy simulation, without over-complicating the input requirements of 
the modelling process for the user. It separates the required numerical data from the geometric 
model, allowing designers to focus on the manipulation of form during early exploration. The 
user populates and edits the database through a graphical interface, seen in the screenshots in 
figure 6.6, which organises data into tab separators for each of the following: 
§ Weather: defines the weather data to be used in simulation calculations. After a location 
is named, it is linked to a weather file that describes the climate over the course of an 
average year, and a design day file that describes the conditions on days of climatic 
 
 
Figure 6.5: Custom plugin for GenerativeComponents. 
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extremes. These files allow EnergyPlus to calculate maximum building loads and size 
mechanical systems automatically, and are available for download from the 
EnergyPlus website for a large range of locations (US Department of Energy, 2012). 
§ Schedules: describes building operation profiles throughout the year. Seasons of 
operation are defined by a start and end date, and weekly schedules for four different 
aspects of building functionality. Profiles for occupancy, lighting and equipment are 
specified by percentages of operational capacity for each hour of each day of the 
week, and HVAC systems profiles are defined by on/off values in the same manner. 
Unless operations data is supplied in the design brief, this information is sourced from 
simulation guidelines for the energy rating scheme applicable to the project. 
 
 
Figure 6.6: Web-based interface to database - above: weather; below: materials. 
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§ Materials: specifies the thermal and visual properties of different building materials. 
This information is sourced from either material libraries accompanying simulation 
software or data tables in manufacturers’ specifications. Material definitions fall into 
the categories of detailed material, simple material, glazing material, shading material, 
air gap and gas, each of which have a unique set of input parameters and are utilised 
differently in the simulation description. Detailed materials and simple materials, along 
with air gaps, are used to define constructions, which are then referenced in the 
modelling of building surfaces. Thermal and visual properties are specified to greater 
depth in detailed materials than in simple materials; the former being the preferred 
means of description and the latter accommodating situations where detailed material 
data is not available. Glazing materials and gases are used to define window systems 
for the modelling of fenestration surfaces, while shading materials are referenced 
directly in the modelling of building shade surfaces and site shade objects. 
§ Constructions: describes the sectional composition of materials within different building 
structures. As well as specifying material layers, ordered from outside face of the 
structure in towards the zone that it encloses, a construction must indicate (through 
check-box selection) whether or not it can be used to describe each of the following 
types of building surface - external floor, external wall, roof, internal floor/ceiling and 
internal wall. It is important to note that a construction can only be attributed to the 
internal wall surface type if its definition is symmetric. This is because internal wall 
surfaces are described twice when transcribed into an energy model, once for each 
zone that they bound, with the composition of their construction defined from outer 
face inward each time. The order of material layers for one surface transcription is 
therefore the reverse for the other. Having to specify the compositional directionality 
for an asymmetric internal wall surface during its creation would require explicit 
knowledge of the construction definition and introduce a greater degree of complexity 
into the modelling process than is needed in early design. By instead using symmetric 
constructions for internal wall structures, the same definition can be referenced each 
time the surface is transcribed. This problem is not experienced with internal floors, as 
compositional directionality can be determined automatically for each surface 
transcription through comparison with the centroid points of the two associated 
zones. When the surface represents a floor, it is transcribed for the zone with the 
higher centroid point and references the construction description defined in the 
database directly. When the surface represents a ceiling, it is transcribed for the zone 
with the lower centroid point and a new construction description is automatically 
generated that reverse orders the material layers of the original database definition. 
§ Fenestrations: describes various fenestration systems. These systems are defined in a 
similar manner to constructions, specifying material layers from the outside face 
inward, and must indicate (again via check-box selection) whether or not they can be 
attributed to the following types of fenestration surface – external window, internal 
window, external glass door, internal glass door, external door and internal door. All 
internal fenestrations must be symmetric in construction, for the same reasons stated 
for internal walls. In addition to these detailed fenestration descriptions, simple 
glazing systems can also be defined for standard window units, in order to 
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accommodate situations where only basic properties data is available from 
manufacturers’ specifications. In this scenario, the entire glazing system is described 
simply by values for combined heat transfer coefficient (U-factor), solar heat gain 
coefficient and visible transmittance. 
§ Activities: specifies the occupancy, lighting and equipment requirements for internal 
gains, as well as ventilation rates, for different spatial programs. This data is typically 
sourced from building codes and standards, however, if the precise nature of the 
building function is not known, all-purpose default values can be obtained from 
simulation guidelines for the energy rating scheme applicable to the project. 
§ HVAC Systems: describes the specification and configuration of equipment for 
mechanical services. In the current prototype, a system is named and then linked to a 
corresponding IDF template. Basic template files accompany the EnergyPlus 
installation; however, design-specific HVAC descriptions would ideally be developed 
by mechanical engineers in collaboration with architectural designers at the project 
outset, and then refined during the exploration process. Future work includes further 
development of the database to support basic HVAC systems definition directly from 
the interface, so that user knowledge of EnergyPlus is not required. 
One of the primary downfalls of existing energy analysis applications targeted for use in early 
architectural design is that the required non-geometric data is largely hidden from the user, and 
typically specifies defaults that are only applicable for the location, climate and context in which 
the program was developed. This can cause unnecessary inaccuracy and uncertainty in the 
simulation description and results. The proposed database allows this problem to be avoided by 
providing users with the freedom to define their own non-geometric attributes. It also facilitates 
data reuse between projects and software, rather than forcing the use and development of 
application-specific libraries. Furthermore, as the database can invoke the simulation procedure 
directly, building materials, HVAC systems and other non-geometric variables can be further 
investigated and refined once a design model exists. 
The Database Management System is implemented using SQL Server 2008, running in a 
sandbox95 and hosted on a web server operating Windows 7. The web-based interface for 
populating the database uses ASP.NET MVC 2 technology, and WCF Data Service technology 
is employed to enable the database to communicate with client applications. To ensure that 
access is possible from secure networks, the protocol of the data service is an XML web service 
that allows direct communication on port 80, the only port open in a firewalled environment 
such as that found at Project Services. As a cloud service, the database allows concurrent access 
by multiple users, who can either be populating it with required non-geometric information or 
consuming its data to generate simulation models.  
While the intention is for the database to be hosted and accessed on a web server, it can also run 
standalone. Designers can work in connected or disconnected modes, depending on the 
availability of internet connection. Using the Mercurial revision-control system, the database 
repository can be copied locally, so that the information it contains can be accessed even if the 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	   	  	  	  	  	  	  	  	  	  	  	  	  	  	  
95  A sandbox is an isolated virtual environment that replicates minimum system functionality requirements in order to 
test software and other code under development. 
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user is disconnected from the cloud96. Any changes or additions made to the database in the 
standalone copy are then resolved and merged when connection is re-established, and if 
erroneous information is mistakenly published during the committal process, the database can 
be rolled back to any earlier version saved prior to this occurrence. This functionality 
accommodates a range of usage scenarios, from a lone designer working on an isolated machine 
to a design team working across a distributed network from different organisations and physical 
locations, and allows the mode of operation to be changed at any time. 
 
6.4.3 Server-side energy simulation 
EnergyPlus performs analysis on a text-based IDF representation of the building description, 
which is generated before the simulation procedure is invoked. As the user calls the simulation 
service from inside GenerativeComponents, the IDF is constructed on the fly using the 
transformed geometric data from the design model and relevant non-geometric data from the 
attributes database. Analysis results and user information and annotations are stored for each 
simulation run. The configuration of the parametric design model is also recorded at each 
instantiation of the simulation procedure, for on-demand visualisation of the associated 
geometry. This ensures that a snapshot of the design is captured for every simulation that is 
performed, to facilitate the tracking of design options, their respective performance results and 
information concerning the users and intentions that create them. 
 
6.4.4 Web application for results visualisation 
At the time of writing this dissertation, the DEEPA prototype generates simulation results as 
CSV files and webpage reports. Future work includes the development of a web interface that 
facilitates visualisation of the results in a more intuitive manner, a mock-up of which can be 
seen in figure 6.7. As well as displaying the results of the simulation runs, this web application 
will be embedded with a Java applet that displays the geometry of the recorded design 
snapshots, so that different options and their respective energy performance can be viewed side-
by-side by multiple users. This will enable an entire project team to review design alternatives so 
that decisions can be made collaboratively. Simplified simulation results will also be returned to 
GenerativeComponents in order to provide users with direct access to performance data within 
the design environment and further support the decision-making process. This will consist of a 
small window with a graphical representation of the results, as well as data being mapped back 
onto the model according to a colour scale indicative of operational energy consumption. 
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Figure 6.7: Comparative visualisation of energy simulation results. 
 
6.5 Discussion 
The ability of designers to minimise operational energy consumption is determined greatly by 
the early decisions they make regarding building orientation, form, layout and construction. 
However, despite ongoing appeals from the building simulation community, energy assessment 
of early design alternatives remains uncommon (Smith, et al., 2011). While recent advances in 
modelling and simulation technology have given rise to opportunities for direct connections 
between architectural and engineering programs, there is still limited guidance available to assist 
designers in using energy analysis to support early decision-making (Attia, 2010; Bambardekar & 
Poerschke, 2009). Existing analysis applications largely fail to establish clear links between 
design constructs and simulation requirements, procedures and results. Regardless of whether 
simulation routines are embedded in design environments or linked to them via model 
interoperation faculty, energy modelling processes are presently so far removed from normal use 
of architectural programs that designers require different skills and knowledge to engage with 
them (Pratt, et al., 2012). Interdependent limitations in process, representation and software 
inhibit a holistic understanding of building performance and hinder performance-oriented 
design practice. Furthermore, current simulation tools lack support for design collaboration, 
accommodating the needs of either the engineer or the architect, but not both working together. 
They are either too complex for early design, relegating their use to specialist engineers; or they 
impose overly-simplistic analysis abstractions in an effort to encourage use by architects, 
compromising simulation integrity and, subsequently, engineer involvement in the design 
process (Nicholas, 2008). Either way, these tools do not respond to the collective needs of 
multidisciplinary design teams, and have little capacity to interface design knowledge across 
disciplines or support integrated design exploration. 
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There is a clear need for collaborative decision-support tools that better integrate energy analysis 
into early design exploration. The framework presented in this chapter answers this call by 
supporting the early design needs of both architects and engineers pursuing more energy-
efficient design solutions and streamlining the interaction between them. It establishes a cross-
cutting performance logic that enables the two disciplines to work together at the same semantic 
level to investigate building energy performance, by sharing data, models and simulation results 
on the fly. The cooperative and integrated design method, representation and system ensure that 
relationships between design and analysis constructs and tasks are clear and accessible to all. By 
providing this common foundation for understanding, the framework facilitates the exchange of 
design intelligence between disciplines, so that the impacts of design choices on building 
performance can be explored in a holistic manner, and decisions made collaboratively. 
In order to make energy simulation a more accessible decision-support tool for designers, the 
DEEPA system addresses issues that have been major deterrents to the uptake of performance 
simulation by architects in the past. The capacity to construct analysis representations directly 
from a 3D modelling environment, via user-friendly interfaces that display simulation inputs and 
outputs graphically rather than numerically, facilitates simple navigation, intuitive manipulation 
and flexible control of the design description. Detailed support databases allow the non-
geometric data required for simulation calculations to be imparted to the system discretely 
without impeding the architectural exploration process, and automated transformation 
procedures enable design representations to be mapped to analysis representations without the 
need for expert interpretation and translation. The DEEPA system also satisfies the critical 
requirement for engineer involvement in the design process – a validated and reliable simulation 
procedure. Rather than simplifying the underlying representation structure and analysis 
equations to ensure a level of detail appropriate for conceptual exploration, DEEPA employs a 
verified simulation tool and instead simplifies the way in which analysis inputs are defined. By 
enabling non-geometric attributes to be specified during the modelling process through simple 
descriptive tags, which in turn reference detailed functional definitions from the DEEPA 
database into the analysis model automatically, input requirements are eased for users while the 
integrity of the representation remains uncompromised. This avoids inaccuracy and uncertainty 
caused by over-abstraction; facilitates reuse of non-geometric data across projects; reduces user 
input errors; and embeds models with the constructs needed for more detailed development and 
assessment in later design stages. As a result, design alternatives and ‘what-if’ scenarios are able 
to be rapidly generated, tracked and compared, with the reliability required by engineers and in a 
manner that overcomes issues of complexity and time expense cited most commonly by 
architects as affecting limited uptake of energy analysis. 
The DEEPA system moves away from the trend of linking energy analysis to BIM-based design 
environments, and turns instead to MDO methodology from the aerospace industry to 
overcome limitations in process and technology currently experienced in building design 
integration. By adopting MDO’s three key principles of interaction via program coupling, 
distributed representation and parametric definition of geometry, DEEPA demonstrates the 
rapid and flexible exploration processes that this methodology makes possible. It establishes a 
process-oriented integration environment that allows collaborative assessment of building 
energy performance, and provides near real-time performance feedback that supports reliable 
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comparison of early design alternatives, enabling more informed decisions to be made. The 
modular structure and use of distributed technologies facilitate a dynamic and efficient 
simulation process, as well as allowing system resources to be accessed, developed and shared by 
users on an as-need basis. While DEEPA has been designed around GenerativeComponents 
and EnergyPlus, since these applications best address the needs of Australian public practice, 
this modularity lends itself to the integration of other modelling and simulation programs as 
required. The system is purposefully structured to allow individual elements to be leveraged in 
an ad hoc manner and overlaid with other design and analysis tools, supporting mashup-style 
modifications tailored for different contexts of use. This conveys the underlying intent behind 
DEEPA’s development, which is to demonstrate a process-oriented approach to integration 
that can be adapted to support various methods of performance analysis in early design. Rather 
than providing a finite technological solution for interdisciplinary collaboration, it offers a 
design and analysis environment that can evolve over time according to the needs of its users, 
similar to earlier development endeavours like the Structural Design Tools by Coenders (2007). 
The proposed framework differs from previous efforts to integrate design modelling and 
performance analysis applications in both the combination of strategies that it employs and the 
manner in which MDO principles have been implemented. It offers greater support for the 
rapid iteration of options needed in early design than the OpenStudio environment, which 
adopts a comparable program-coupling approach, by linking to a modelling application that has 
parametric capabilities. The use of MDO methodology seen in CIFE’s research and 
development using the ModelCenter platform is extended upon to provide a more adaptable 
software architecture, by establishing a cloud-based system that accommodates a range of usage 
scenarios and enables interaction with simulation procedures from multiple access points. And, 
perhaps most importantly, unlike BIM-based integration strategies, the framework embeds 
design and analysis relationships within the representation schema itself, rather than relying on 
standalone translation procedures to interpret interdependencies from a standardised product 
model that does not inherently convey the information requirements of different disciplines. 
The MDO-based approach presented by the DEEPA system is expected to offer four key 
benefits to designers: 
Collaboration: Members of the design team are able to work in parallel to generate the 
building description and evaluate design alternatives, as seen in figure 6.8. Initially it is 
expected that architects will undertake the modelling of different design alternatives, 
referencing inputs from the attributes database created and refined by engineers to ensure 
accuracy in the results. This will integrate the typically separate tasks of design and 
analysis specification to produce a shared representation of the building, while mimicking 
the existing workflows of each discipline. Over time, as designers gain experience in using 
the system, it is envisaged that the roles of architect and engineer will become less 
distinct, and responsibility for the different tasks will be shared across the professions. By 
structuring the interactions between design and analysis activities, process and 
information dependencies will be more readily apparent, and, driven by this common 
understanding, able to be explored by all. With design and analysis outcomes being 
published to a common web application, different team members will then be able to 
review options simultaneously and make decisions collaboratively. 
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Figure 6.8: User interaction with DEEPA. 
Iteration: By linking energy simulation procedures to a parametric modelling environment, 
design options can be produced and assessed rapidly, allowing more alternatives to be 
considered. 
Scalability: The modular and distributed structure accommodates various usage scenarios, 
from a single user working on a local computer to multiple users accessing the system on 
a network, able to swap between modes of operation at any stage. 
Customisation: Users will have the freedom to define their own construction types, 
building activities, HVAC systems and operational schedules within the attributes 
database, to reflect the unique requirements of individual projects and project teams. In 
addition to this, all aspects of the system and services will be customisable and able to be 
extended as needed to include further capabilities and features. 
Work is currently underway to open-source DEEPA so that it can be made publicly available. 
This presents challenges related to data integrity, security and versioning that require further 
investigation. However, it also presents a very significant opportunity – the potential for the 
development of DEEPA to be furthered by a community of users. Although DEEPA has been 
designed for the Australian context, its inherent flexibility makes it readily adaptable to other 
countries and climates. As such, this modular and distributed digital framework has the capacity 
to act as a platform where users from any location can customise and extend the basic 
functionality to suit their needs, and contribute their developments back to the system to 
broaden its design and analysis capabilities. 
The DEEPA system also has the potential to be a vehicle for the consolidation of other 
research efforts concerned with improving the connection between energy analysis and design 
process. In recent years, the architecture and building simulation communities have suggested 
several areas for development to enhance the usability of energy simulation as a decision-
support tool, which are presently the focus of a number of discrete research projects. Design 
knowledge bases have been identified as a key means by which to support learning and 
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deduction, by providing users with libraries of case-based example buildings for reference and 
enquiry (Attia, et al., 2009; Maassen, et al., 2003). Researchers from Delft University of 
Technology are currently developing a case-based knowledge model that implements fuzzy logic 
operations to query a database of building models and simulation results for the best possible 
options for improving performance, based on the designer’s expressed requirements regarding 
energy efficiency, thermal comfort and general design criteria (Erbas, Bittermann, & Stouffs, 
2011; Erbas, Stouffs, & Sariyildiz, 2011). There are also ongoing endeavours dedicated to 
collecting real data about energy end-use in buildings, in order to establish a frame of reference 
for comparison of predicted and actual energy consumption; most notably the CarbonBuzz 
initiative in the UK (Kimpian & Chisholm, 2011; RIBA & CIBSE, 2011). Case-based reasoning 
links between DEEPA and such libraries of simulated and real buildings and their performance 
data would not only support designers with recommendations during the design process, but 
also enable them to better calibrate simulation models to reflect real-world operational 
conditions. Sensitivity and uncertainty analysis is currently another key area of research in energy 
simulation (Capozzoli, et al., 2009; Hopfe & Hensen, 2009; Struck, et al., 2009). Inclusion of this 
functionality in the DEEPA system would enable designs to be developed to perform well over 
a range of plausible operational scenarios, and improve user confidence by allowing the risks 
associated with different decisions to be assessed. Links to building codes and energy rating 
schemes, to check code compliance and energy credits respectively, are also a frequently 
suggested enhancement for energy simulation applications (Attia, et al., 2009). It is unlikely, 
however, that this functionality could be incorporated into DEEPA through connection to any 
single research effort, as building codes and rating schemes vary between different locations and 
are typically developed discretely. In this case, different compliance modules would need to be 
developed for individual jurisdictions, and then could be integrated with DEEPA through the 
attributes database. The most logical way to go about this would be through extension of the 
location definition in the database to support links to these compliance modules as well as to the 
weather and design day files. As with other types of information in the attributes database, 
building up a comprehensive catalogue of building codes and rating schemes would require 
significant time, and maintenance would be an ongoing effort. However, such development and 
upkeep tasks could be shared across the community of users, minimising the responsibilities of 
any one person and at the same time increasing the impacts of their individual efforts through 
integration with the work of others. 
In the long run, it is envisaged that the DEEPA system will also be extended to address two 
further integration needs. Firstly, it will be linked to more conventional BIM-based modelling 
environments, for streamlined transition to detail development and documentation activities in 
later design stages; and secondly, its simulation capabilities in early exploration will be expanded 
to enable assessment of additional aspects of building performance, such as structure and 
daylighting. The most significant challenge here will be the development of representation 
schemas and translation models that support customisable task-specific transformations 
between different modes of description. Extrapolating the solid geometry required for a BIM 
from the planar boundary representations of an energy model, for example, poses problems 
regarding how centreline surfaces are offset to generate solid building components that abut at 
junctures without overlap or void, particularly at floor-wall and wall-roof intersections; as well as 
issues concerning the relation of fenestration and shading surfaces to appropriate BIM objects, 
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and the transcription of non-geometric information to relevant object properties. 
Transformations to other types of analysis model and geometric description each present 
additional new sets of relationships and constraints to be resolved, preferably in a manner that 
enables bidirectional translation. The development of a single all-encompassing representation 
schema to facilitate design-analysis translations is not considered a viable solution, for the same 
reason that BIM is not seen as the ultimate answer to integration – such a schema would 
inevitably end up immensely large, complex and difficult to navigate, while still not foreseeably 
accommodating all possible usage scenarios. This would impose limitations on the way in which 
models, and therefore designs themselves, could be described, and reiterate problems of 
information filtering and exchange that are inherent with the use of standards-based design 
descriptions. A further issue, perhaps of greater concern, is the potential for such a broad 
representation schema to obscure the fundamental process requirements of individual design 
and analysis tasks. This problem is commonly observed in the use of BIM, where preoccupation 
with the description displaces bigger-picture considerations of its relationship to design process 
and workflow, resulting in models that contain data superfluous to performance analysis tasks 
while simultaneously not satisfying their information requirements. This hinders translation 
processes and their automation, as well as creating divisions between design and analysis tasks 
that obstruct integration and prevent a shared understanding of building performance across 
disciplines. 
This research instead sees the answer lying in the development of various task-specific aspect 
models for early design, each an abstraction corresponding to a particular exploration activity. 
Only if a representation schema is developed for a specific transformation procedure can data 
be matched and mapped successfully between design and analysis domains. Detailed support 
databases, like the one in the DEEPA system, are seen to play an important role in the 
development of these representation schemas and translation models, enabling different 
attributes to be assigned to design geometry as required for the specific transformation at hand, 
and simplifying input requirements for users. Employing this strategy, communication between 
domain-specific applications can be direct and automated, rather than via a common standard 
and requiring expert interpretation, circumventing divisions between design and analysis tasks 
and facilitating more integrated explorations of building performance. Although more work may 
be needed to develop the various transformation procedures, along with their associated 
representation schemas and translation models, this seems more desirable than over-constraint 
of the design process caused by the use of generic import/export functionality and standardised 
descriptions that are only applicable within a relatively small region of design space. 
The introduction of concurrent design and analysis environments, such as the one presented in 
this chapter, will facilitate a degree of flexibility that is lacking in current integration 
environments built around principles of centralisation and standardisation, and better suit the 
needs of multidisciplinary design teams. But more importantly, it is anticipated that this 
approach will further open up the dialogue between architects and engineers and strengthen 
design communication networks. This will support the development of more integrated design 
practices that facilitate a shared understanding and knowledge between disciplines, which is of 
as great a benefit to the design process as the performance evaluation capabilities that systems 
like DEEPA provide. 
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7.1 Research summary and reflection 
This thesis has explored how design teams can better use simulation in early architectural design 
to support the decision-making process. It has developed a novel framework for integrating 
energy simulation into early design modelling that outlines an adaptable method applicable to 
the establishment of collaborative simulation procedures. This framework demonstrates how 
digital processes and tools can structure and streamline the interactions between different 
disciplines for more holistic investigations of building performance. By first establishing a 
shared understanding of the simulation process amongst architects and engineers, it has shown 
how new instruments for collaboration can be developed that allow these two disciplines to 
work together to create and evaluate design options collectively. The key insight arising from 
this research is that: 
Performance-driven design exploration requires more effective strategies for early-
stage collaboration and dialogue that support interdependency in both process 
and technology across disciplines. 
Driven by the central proposition that holistic performance assessment requires a collaborative 
simulation procedure, this thesis has sought to understand the process and technology 
requirements of architects and engineers pursuing energy efficiency in building design. Guided 
by relevant design theory and literature, it has drawn on firsthand experience of multidisciplinary 
design practice on a day-to-day basis to unravel the different disciplinary perspectives of 
building performance simulation and the rationale behind them. The framework that this thesis 
has developed is a critical response to the observed conflicts and obstacles currently facing AEC 
professionals in Australian public practice. It serves to demonstrate how the complex 
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relationships between architecture and performance can be explored in an integrated manner 
early on, so that crucial design decisions can be informed by a more holistic understanding of a 
building’s performance qualities. 
 
7.1.1 Thesis review 
This thesis began by defining the research problem as the lack of procedure around the 
integration of building energy simulation in the design process. Chapter 1 made apparent that in 
early design there is a need for more integrated simulation processes and tools that reconcile 
disparities in modus operandi between architects and engineers, to facilitate more collaborative 
explorations of the complex relationships between architecture, services and comfort. The 
question that was posed was: 
How can simulation offer more effective decision support in early design 
collaboration, to foster a holistic performance evaluation process that integrates 
the ways in which architects and engineers reason and work? 
Chapter 2 set the context for this question, with a review of selected literature to detail the 
development of design integration practices in the AEC industry, and their limitations in current 
implementation. Examination of the historical and contemporary roles of architect and engineer 
revealed a trend of increasing specialisation that has led to contrasting disciplinary approaches to 
the shared problem of design. Despite significant research concerning computational support 
for design integration, this separation between disciplines was found to be reflected and 
perpetuated by current digital tools and processes. BIM, the predominating industry approach to 
integration, showed little evidence of bridging differences in understanding between architects 
and engineers. Relying on model-based information exchange to support interdisciplinary 
interaction, BIM was seen rather to encourage the use of tools and methods that lack the 
capacity to support feedback between design and analysis domains. Its benefits were found to 
be far greater for documentation, construction and facilities management activities than for early 
design. Although the literature suggested that contemporary digital tools allow for increasingly 
concurrent methods of working, their discipline-specific nature and data-centric approach to 
integration were seen to reinforce a sequential design process that fails to cultivate the 
collaboration needed for early decision-making. What was observed to be missing, particularly in 
the context of early design, were tools that provide a shared decision-support framework where 
project teams can share knowledge and evaluate design performance collaboratively. 
Expanding on the literature review, Chapter 3 explored obstacles to the integration of energy 
simulation in the design process, drawing on firsthand experience of multidisciplinary design 
practice at Queensland Government Project Services. The JCC building, Project Services’ 
benchmark project for BIM and sustainability, served as a case study demonstrating both the 
effectiveness of simulation as a decision-support tool and the obstructions to its use in early 
design. Discussions with the project’s architects, engineers and modellers uncovered difficulties 
relating to the exchange of information between design and analysis domains, and highlighted 
limitations typical of BIM-based integration strategies. Subsequently, the following key barriers 
to the integration of energy simulation in early design were identified: 
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Exchange strategy: Conventional model-based interoperation restricts information exchange 
to the sharing of a static instance, or series of instances, of the product model. This 
reinforces a sequential design process where one domain is active and the other reactive, 
rather than allowing design and analysis domains to be active concurrently. 
Information representation: Standard design model formats do not adequately support 
performance simulation in their default form, and typically lack data concerning critical 
simulation parameters. Different representation schemas between domains necessitate 
expert interpretation and translation of models from one application to another. 
Software: Digital tools do not act to structure the interaction between design and analysis 
tasks. As well as BIM software offering limited capacity to support performance analysis, 
energy simulation software fails to connect to the actual analysis needs of the designer, 
presenting highly complex, non-visual and unintuitive working environments that cater 
primarily to the systems optimisation needs of services engineers. 
Communication: Integration is restricted primarily by the interdisciplinary interpretation and 
transmission of design information, rather than its technical precision. Practitioners often 
have limited knowledge of the task requirements and outputs of other disciplines. 
Chapter 3 went on to identify the last barrier to integration, inadequate communication, as 
the most significant hindrance to integration, with the absence of a shared understanding of 
the simulation process observed to prevent any capacity for collaborative evaluation of 
design options. This prompted investigation to establish a shared foundation for 
communication to support the use of energy simulation in early design. The primary 
objective of this investigation was to identify the key requirements of early-stage energy 
simulation and their relationship to design semantics. Through participation in the energy 
modelling on a refurbishment project for the Pine Rivers district police headquarters, the 
following key simulation requirements were identified: 
1. Climate and environment; 
2. Thermal zones (used as the geometric construct rather than rooms or spaces); 
3. Internal heat gains for occupancy, lighting and equipment; 
4. Building constructions; 
5. Glazing and skylights; 
6. External shading; and 
7. HVAC systems. 
Establishing links between these requirements and early architectural considerations proved to 
be quite straightforward. The first is a constant for any project that provides guidance to the 
overarching design strategy. Thermal zones are primarily determined by architectural concerns 
related to the design of form and space, while internal heat gains are associated with their 
allocated spatial program. Requirements 4-6 describe the assignment of materials throughout the 
building, another consideration typical of the early architectural design process. And finally, 
HVAC systems are selected, through collaboration with mechanical engineers, for their capacity 
to accommodate architectural considerations of form and function, establishing broad services 
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strategies upfront. These seven requirements were found to be highly interdependent, having to 
be examined in combination to gain a complete understanding of their effects on building 
energy performance. 
Chapter 4 turned attention to the first two barriers to integration – exchange strategy and 
information representation. The capacity to provide dynamic feedback between design and 
analysis domains was established to be the key characteristic needed in an information exchange 
strategy for performance-oriented design. In response to this need, a data and process model 
cooperation approach was identified as the most suitable interaction paradigm, where one program 
is effectively coupled to another to automate the process of generating and simulating analysis 
models. While the AEC industry was found to typically only employ this strategy to support 
integration between related simulation fields, the aerospace industry demonstrated an extended 
application of this approach to provide interaction with design domains also. MDO theory and 
practice illustrated how various digital tools can be engaged concurrently for aircraft design and 
analysis, exploiting parametric definition of geometry to facilitate the iteration required to search 
for optimal performance. Relevant literature also revealed that effective and efficient 
information exchange, critical for this search process, required deconstruction of the design 
description into a series of abstracted aspect models, each corresponding to an individual 
simulation task and containing only information essential for that task. This ‘multi-model’ 
strategy of deconstruction and modularity was seen to offer a contrasting alternative to the 
centralisation that is becoming increasingly entrenched in building integration practice. 
Chapter 4 went on to review research from Stanford and Arup demonstrating that, in spite of 
significant differences between the AEC and aerospace industries in terms of both product and 
organisational structure, benefits similar to those observed in aircraft design result when MDO 
is applied to architectural design. Focused predominantly on structural optimisation, these 
studies illustrated that MDO effects improved performance outcomes by facilitating more 
collaborative design processes that enable increased numbers of design options to be generated 
and evaluated. Building on this research, Chapter 4 then examined how the three MDO 
principles of parametric geometry definition, model deconstruction, and modularity might assist 
building performance investigation with respect to operational energy consumption. It 
established the key requirements for a representation strategy facilitating the effective and 
efficient exchange of information needed for performance-driven design. 
Chapter 5 examined the issue of software as the final barrier to integration. It explored the 
selection of suitable modelling and simulation programs for the development of a coupling link 
to streamline connections between architectural design and energy analysis tools. The need for 
high-level parametric definition of geometry, and a low entry cost point to ensure accessibility to 
the full range of design practices, presented two possible options for a modelling application – 
GenerativeComponents and Grasshopper. GenerativeComponents was chosen for its well-
tested extensibility, long-standing ability for compiling new features, and built-in capacity for 
integration with BIM software. The selection of an energy simulation application proved a far 
less trivial task. An abundance of analysis tools to choose from meant that selection criteria first 
had to be established. With only the calculation engine of the simulation tool needed in a 
program-coupling scenario, ‘designer-friendly’ features related to interface usability, while being 
important to the system as a whole, did not factor in this selection process. Rather, selection 
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criteria defined the capacity for the tool to be ‘design-integrated’, and outlined features required 
to ensure reliability in simulation procedures and results, as well as functionality necessary for 
program extension and coupling. Three critical criteria were established: 
1. The ability to simulate the latent heat associated with high humidity climates, like 
those found in Australia, and HVAC systems used to accommodate these 
environmental conditions; 
2. The use of validated simulation calculations; and 
3. The capacity for software extension and customisation via an API or scripting 
interface that makes the application available remotely. 
In addition to these criteria, two additional desirables were also identified: 
4. Established coupling procedures for information exchange; and 
5. A direct link to a parametric design environment (applicable for coupled tools only). 
A review of a number of energy analysis tools commonly used in practice revealed EnergyPlus 
to be the application most able to contribute to an integrated design and simulation 
environment in the context of Australian public practice. While not satisfying the two desirables, 
it met all of the critical criteria, and offered the additional benefits of being highly modular, not 
assuming a level of simulation resolution, and being freely available for use. As well as guiding 
tool selection, this review offered a novel perspective on the potential of simulation applications 
to integrate with the design process; one that moved beyond a restricted understanding of these 
tools as intrinsically stand-alone programs and scrutinised their capacity for interaction. 
Bringing together the strategies established for addressing the four identified obstructions to 
design integration, Chapter 6 presented a novel framework for performance-oriented design, 
exercising a limited implementation of MDO to support collaborative energy simulation in early 
exploration. This framework consisted of three distinct components. The first described the 
design method adopted by project teams to ensure a cooperative design process that takes full 
advantage of the performance evaluation capabilities of simulation procedures in a collaborative 
and integrated manner. It defined the project information required for energy assessment, its 
sources, and methods for managing and evaluating it. This part of the framework also 
established strategies for enhancing communication amongst members of the project team to 
make certain that the decision-making process is understood by all. 
Using geometry as the foundation for information exchange, the second part of this framework 
proposed a distilled representation strategy, based on a centreline surface description of building 
components and the use of a tagging system to assign geometry the performance attributes 
required for energy analysis. A transformation procedure for translating information between 
architecture and engineering domains based on this representation schema was then presented. 
Devised to respond to the decision-support needs of multidisciplinary design teams, both in 
Australian public practice and elsewhere, this schema then provided the basis for a technological 
solution that embodied the principles outlined in the design method and design representation. 
DEEPA, a prototype design system enabling architects and engineers to work at the same 
semantic level to generate shared models for energy simulation, demonstrated the application of 
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the framework and its approach to the use of performance simulation in early design. It 
described how parametric modelling and energy simulation software can be coupled to link the 
creation of building geometry more closely with analysis inputs and automate the process of 
simulating and tracking design alternatives. It also explained how DEEPA had engaged a 
distributed computing strategy for structuring the system in an inherently modular way, to 
support flexibility in the configuration of both the system technology and the design process 
that it enables. This openly customisable design environment was shown to allow data, models 
and results to be shared on the fly, so that the complex relationships between architecture, 
building performance and energy consumption could be explored in an integrated manner. 
Chapter 6 then concluded with a discussion of the benefits that this framework presents for 
design process and outcomes with regards to the use of performance simulation for 
collaborative decision support in early design. 
Chapter 7, this final chapter, provides reflection on the research that has been undertaken for 
this dissertation. In addition to this summary of the core thesis ideas, it discusses the key 
findings and contributions of the research, along with further challenges and opportunities for 
future work. Finally, it speculates on the implications that this work may have for practice and 
research as we move forward into an era of more environmentally-conscious design. 
 
7.1.2 Key findings and observations 
It is clear from the research that performance-oriented design is heavily reliant on the 
progression of integration theory and practice beyond a narrow discourse on technology, 
towards a more holistic understanding of interaction that is grounded in design process. Both 
the literature and firsthand investigations of multidisciplinary design practice offer unequivocal 
evidence that technology is inseparable from process in the advancement of building design 
integration. Its raison d’être is to support the design process, and at the same time new processes 
are made possible by developments in technology. Current industry approaches to design 
integration, however, show little recognition of this interdependency, decoupling technology 
from process in their dogged pursuit of an all-encompassing data-standardisation solution to 
interdisciplinary interaction. Derived from STEP, these standardisation efforts typically define a 
product data model for information exchange between disciplines, but without any logical 
association to a formal process model (Lee, et al., 2007). Their focus on software interoperability 
implies that design integration can be reduced to a technological problem of data exchange, 
creating the false pretence that solutions lie in the specification and extension of data model 
structures and exchange standards (Boddy, et al., 2007).  
While this prior research has undoubtedly been invaluable in establishing a technical 
infrastructure on which to build, it has influenced an adoption of computational support in the 
AEC industry that falls short of its full potential (Boddy, et al., 2007).  The weakness of systems 
based on this type of approach is that they usually lack functionality to aid the social interaction 
needed in working across real and virtual organisational boundaries; the critical prerequisite for 
knowledge exchange amongst disciplines that leads to creative design exploration. These 
systems typically focus on finding solutions to the technical problems of integration, primarily 
through data exchange standards that encourage closely-coupled interaction. However, the 
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literature examined in this dissertation concerned with organisational learning in the design 
process, along with firsthand observations of practice, has led to the conclusion that: 
Social interaction that is loosely coupled, which allows various forms of 
information to be shared early on, is what facilitates the intersection of different 
disciplinary worldviews that are more conducive to creativity and innovation. 
The real problem lies not in the increasing complexity of design information, but rather in the 
inability to make sense of it in translation from one domain to another. A shared understanding 
must exist across disciplines for design information to be filtered and processed in the integrated 
manner required for collaborative design exploration. Consequently, this research finds that: 
Increased effort by AEC professionals to reconcile epistemological differences in 
disciplinary worldviews and establish coherent process logics is needed to foster 
interaction between architects and engineers and integrate design intelligence 
across professions. 
Performance logics have been seen in the literature and investigations to offer significant 
potential for structuring interdisciplinary interaction, due to the creation of cross-cutting 
concerns, but only if all professions are able to associate design meaning with relevant 
performance consequences. Better knowledge of the design intentions, information 
requirements and methods of working of architects and engineers is currently needed to be able 
to establish this commonality across different disciplinary perspectives. Development of this 
knowledge is expected to require ongoing effort in day-to-day practice, as well as in research, as 
the nature of interdisciplinary interaction is that it is dynamic and changes with the requirements 
of individual projects and project teams, and over time. 
It is clear that there is more to the exchange of information across disciplinary boundaries than 
simply data transfer supported by a common building representation. Effective exchange 
between domains also involves establishing clear information dependencies that constrain, but 
at the same time enable, the process workflow. Current design and simulation software, 
however, does little to support or communicate workflow dependencies, restricting information 
input and output to building models and results tables that largely fail to convey their process 
context, purpose or implications. This research therefore finds that: 
There is a need for digital tools that better structure and streamline the interaction 
between design and analysis tasks, particularly in early exploration, when an 
understanding of combined design impact is critical for effective decision-
making. 
This involves establishing clear relationships between simulation requirements and design 
semantics to guide interaction across disciplinary boundaries. Feedback from this interaction is 
ideally generated in close to real-time, to match the fluidity of conceptual exploration, and made 
available to the entire design team, so that decisions can be informed by their collective 
expertise and made collaboratively. It is essential to realise, however, that tools enabling 
designers to interact digitally with each other and with information cannot replace face-to-face 
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communication. Their use must be accompanied by regular project meetings and team 
discussion to effect improved process integration. 
As design complexity and computing power increase, and it becomes both necessary and 
possible to assess a greater range of design issues concurrently, the reliability of analysis 
procedures and results becomes increasingly important. Expressed repeatedly by engineers 
during the course of this research was the need for validated methods of calculation to reduce 
the potential for error in simulations and results, given the environmental and cost stakes. The 
ability to trust simulation calculations was seen to be a critical prerequisite for effective 
performance assessment. This was necessary to avoid compounding the complexity and 
uncertainty already inherent in the plethora of input variables, their interdependency, the varying 
sensitivity of the analysis to them, and assumptions made about them – particularly in early 
design. While observations of practice at Project Services did suggest that this simulation 
accuracy was perhaps more important for predicting operational energy consumption than other 
aspects of performance that have far fewer input variables, similar complexities and 
uncertainties were found to exist for combined assessment of multiple performance indicators. 
Seemingly negligible approximations and margins of error in individual performance simulations 
may be compounded and exaggerated when combined with similar inaccuracies in other 
analyses, contributing to significantly erroneous, and possibly misleading, results. As a result, 
this research concludes that: 
Low resolution ‘designer-friendly’ analysis tools have limited capacity to support 
early design collaboration. 
While superficially they may seem to encourage a union between architectural and engineering 
concerns by enabling architects to become better versed in building physics, this comes at the 
expense of reliable performance assessment and, consequently, engineer involvement in the 
design process. Low-resolution tools therefore fail to support the primary requirement for 
collaboration – process integration. Consequently, this research finds that: 
In order to establish interdependent methods of working between architects and 
engineers in early design, high-resolution tools must be used in a low-resolution 
manner. 
Only in this way can the needs of the engineer be addressed as well as the needs of the architect, 
and integrated decision-support environments be developed. The key to this lies in defining a 
level of design abstraction appropriate for the early performance enquiries of both disciplines, 
and developing a process that supports shared investigation of these enquiries. While broad 
strategies for abstraction can be developed for each type of simulation, these strategies need to 
be adapted and refined to suit the individual requirements of each new project. It is this capacity 
for tailored design exploration that makes high-resolution tools more effective in supporting 
performance-driven design than their low-resolution counterparts. 
Highlighted by this call for high-resolution tools is the fact that design teams use, and will 
continue to use, a variety of task-specific software applications and platforms in their work, 
since one program cannot possibly support all project needs. For these different design and 
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analysis applications to be linked as required, supporting varying degrees of design abstraction, 
flexible methods for exchanging information are needed. Current top-down, standards-based 
strategies for exchange like IFC, however, are contradictory to this flexibility. They impose 
severe limitations on the way that information, and therefore designs themselves, can be 
described. These limitations are further compounded by the use of monolithic BIM-based 
integration systems that internalise, and thus obscure, interoperability issues. To overcome these 
limitations, this research finds that: 
Information exchange that is direct between domain-specific applications, rather 
than via a common standard, is needed to support flexible design exploration. 
While significant work is needed to develop the numerous coupling links required to support 
direct exchange between applications, this seems more desirable than over-constraint of the 
design process caused by the use of standardised representations and workflows that are only 
applicable within a relatively small region of design space. Given the design flexibility that stands 
to be gained, and the comparable effort that goes into maintaining and extending the IFC 
ontology to cater for all possible usage scenarios, the direct exchange approach seems the 
preferable alternative for integration. 
An integration strategy that acts to connect discrete applications via numerous small and 
specialised coupling links differs greatly from the predominating push for ever more centralised 
and standardised representations, tools and workflows. It has the potential to overcome the 
limitations of these current integration strategies by aiding direct and tailored communication 
between applications. The conclusion drawn from this is that: 
A distributed, modular and process-oriented approach to integration is more 
suited to support the varied needs of designers and design teams, because it 
enables the flexible and efficient exchange of information critical for effective 
design collaboration. 
Rather than relying on information transfer via standardised formats and/or protocols, this 
research finds that more effective interoperability solutions lie in the development of 
customisable connections between applications. As well as enabling designers to contribute to 
their own unique integration solutions, it offers the opportunity for tools to be used in new and 
novel ways that allow unconventional design spaces to be defined and explored. 
 
7.1.3 Contribution to knowledge 
This research serves to demonstrate how a coupling link between design and analysis software 
might be developed as part of a distributed and modular integration strategy. The contribution 
that it makes is not merely the DEEPA system and the energy assessment capabilities that it 
provides, but the novel framework for integration that this system represents. As well as 
developing a decision-support environment to facilitate passive low-energy design in the context 
of Australian practice, this research defines a procedure for integrating simulation into the early 
design process; a formula for coupling design and analysis tasks. The first, and most critical, step 
in this procedure is the identification of key simulation parameters, to determine information 
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dependencies between tasks for structuring the process workflow. The requirements of 
architects and engineers working in collaboration to explore these dependencies are 
subsequently established, and used as criteria that guide exchange strategies and the selection of 
software for coupling. A strategy for interaction between the selected applications is then 
developed by deconstructing the simulation process into a series of procedural subtasks, to 
create a modular and flexible ‘multi-model’ framework for translating information from one 
domain to the other. 
By employing this coupling approach, tools and technology that allow designers to structure 
their own unique workflows, rather than forcing them to adapt workflows to suit rigid tool 
requirements, can be developed. This illustrates how integration solutions born from a strong 
understanding of design process, rather than a focus on data standardisation, can improve 
interdisciplinary interaction and support more collaborative explorations of design performance. 
 
7.2 Future work 
As architectural design becomes increasingly driven by performance objectives, and building 
simulation is utilised more frequently in the design process, new challenges to integration 
emerge. For computational systems supporting combined assessment of a range of performance 
issues to become a reality in everyday practice, the structure of underlying integration 
frameworks and the procedures by which users interact with design and analysis processes will 
require further development. The most critical aspects of this will be ensuring that incremental 
and ad hoc changes to design representations and workflows are supported; and that information 
dependencies between tasks and their impacts on decisions can be communicated clearly to 
designers. These considerations have implications for both the continuing development of the 
DEEPA system and future research into more holistic design environments. 
7.2.1 Short term 
To progress DEEPA from a prototype to a system ready for deployment in everyday practice, it 
must be tested and further developed. The first step in this process is to open source DEEPA 
so that it can be made publicly available. This is currently underway, and the domain 
www.deepasystem.com has been established to host the system. Enabling user subscription to 
this web service, however, presents challenges related to data integrity, security and versioning 
that require further work. At the time of writing this thesis, development of a user login system, 
allowing different levels of access to be set for individuals by assigning roles to their user 
profiles, is in progress. When complete, this access overlay will also include functionality 
enabling users, or user groups, to define and manage individual projects, models and databases. 
Data and files are expected to be managed in a repository environment, using a version-control 
system similar to those employed in software development, where users work on local file 
copies and then merge or commit changes to the shared repository. 
Following this, the DEEPA prototype will be tested; first within QUT, then extended to the 
greater AEC community. Testing will be used not only to resolve any bugs that might be present 
in the prototype, but also to gain feedback from users concerning further functionality required 
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to ensure viability in a practice environment. Several additional features are anticipated to be 
necessary, and testers will be surveyed on how important they perceive these features to be in 
the overall development of DEEPA, as well as invited to make suggestions about possible 
improvements to the system. Anticipated areas for extension include: 
Results visualisation: The current prototype generates simulation results as numerical tables 
and simple bar charts of total energy consumption. Further development of the web 
interface is needed to support a variety of visualisation techniques; the breakdown of total 
energy consumption into user-defined end-use categories; a snapshot of the design model 
to accompany each set of results; annotation of results; and the ability to specify a 
selection of options for viewing. Future work also includes providing simplified 
performance feedback to the modelling environment and support for error-checking. 
HVAC systems definition: HVAC systems are presently defined in DEEPA through 
EnergyPlus template files that make extensive use of inbuilt ideal loads functionality to 
provide a baseline for comparison. Extension of the database is necessary to support 
basic HVAC definition from the web interface, so that users can specify new systems 
without requiring a working knowledge of EnergyPlus to be able to do so. 
Optimisation routines: Given the number of variables involved in energy analysis, and the 
vast array of possible input combinations, optimisation routines will greatly enhance the 
decision-support capabilities of the system. This will require the development of 
computational procedures that automate and guide iteration through different input 
combinations to determine a population of top-performing design options. 
More work is also needed to connect DEEPA with current BIM efforts. While this research has 
discussed the inadequacy of BIM in early design, it does not discount its value for 
documentation and management tasks arising later in project development. Rather, it finds that 
a combination of tools and techniques is needed to support integration throughout the design 
process. Different types of information exchange are needed at different times and it is likely 
that the solution lies in an amalgamation of approaches like the one presented here and more 
conventional BIM methods. 
 
7.2.2 Long term 
This research has drawn on MDO theory and practice to establish a novel framework for 
performance-oriented design. The DEEPA system exercises a limited implementation of MDO 
supporting user-guided investigation of building performance with respect to operational energy 
consumption only. Moving forward, the natural progression of this research is the extension of 
DEEPA to include other simulation domains, such as daylighting, airflow and cost analysis, for 
combined assessment of multiple performance indicators. To offer further flexibility, and 
increase the potential user community, development of a connection to Grasshopper is planned 
in addition to the plugin for GenerativeComponents. Future work also includes contributing the 
coupling links developed between these two parametric modelling tools and EnergyPlus back 
into the MDO environments that influenced their development; in particular, the DesignLink 
platform from Arup. 
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There is also opportunity for this work to contribute to the development of more distributed 
and modular integration environments. Research into how the DEEPA system might be 
positioned within a broader integration strategy is currently being undertaken as part of ongoing 
collaboration with a group of academics and practitioners internationally. Emerging from the 
“Open Systems and Methods for BEM (Building Environment Modelling)” workshop held at 
the CAAD Futures conference in Liège, Belgium, early in July 2011, this research effort aims to 
develop an open platform for integration supporting flexible information exchange throughout 
the design process (Toth, et al., 2012). It draws on research into scientific workflow systems to 
propose a bottom-up, user controlled and process-oriented approach to linking design and 
analysis applications that is more responsive to the varied needs of designers and design teams. 
Discrete tools are connected in flexible and distributed process networks via modularised 
coupling links, as demonstrated by DEEPA, which match and map information across different 
data schemas. These links can be developed, adapted and linked ad hoc to meet the needs of 
individual design projects and project teams, with mapping processes openly exposed to assist 
with integration by expressing the underlying design logic unambiguously. 
This ‘open systems’ framework dispenses with an ontological premise for integration, 
eliminating file format and mapping language restrictions to ensure maximum flexibility. In the 
proposed system, IFC exchange becomes a part of the workflow process, integrated into 
required coupling links as required rather than forcing the entire system to adhere to its 
ontology. This illustrates how conventional BIM methods might be combined with more 
dynamic and performance-oriented approaches to collaboration involving flexible information 
exchange at all stages of the design process. Although a demonstration of this framework is still 
under development, and has not yet been tested, the group is confident that this strategy will 
lend itself well to cope with the changing pace and focus of architectural design projects. In 
addition to benefiting design practice, this system is envisaged as a platform whereby researchers 
can share their work and increase the impact of their individual efforts through integration with 
other research. 
 
7.3 Conclusions 
This thesis contributes to the growing body of research challenging designers to think beyond 
current applications of technology and evolve digital tools into a new medium for design 
conceptualisation. In an era when environmental conscience demands more sustainable 
architecture, conventional design tools no longer provide adequate support for 
conceptualisation, perpetuating formalistic approaches to design in favour of performance-
oriented investigation. With technology becoming increasingly inextricable from process, 
computation-mediated design presents an altruistic alternative to this outmoded mannerism, 
enabling design exploration to be driven by performance logics instead of narrow preconceived 
notions of form. 
This demarcates a shift away from the traditional design paradigm of ‘form-making’ to that of 
‘form-finding’, where the design emerges from a process of systematic guidance and refinement 
towards optimal performance. The post-rational use of analysis to validate formal concepts is 
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replaced by a pre-rational performative approach where simulation instead steers design 
synthesis. To affect highly integrated and environmentally-responsive design outcomes, 
advanced computation must be employed as early as possible to allow designers to embed their 
knowledge collaboratively in form-finding processes. Over time, this a priori approach will 
enable designers to develop a new tacit understanding about the relationships between 
architecture and performance, as well as provide a means by which to impart this expertise into 
the conceptualisation of every project. Cognitive processes that were implicit in previous modes 
of design will be explicated to create well-formulated representations of knowledge that sustain 
a more harmonious coexistence between the science and art of architectural design. 
Computation-mediated design therefore does not subjugate aesthetic ideals; rather it augments 
architectural creativity to produce aesthetics of performance. The intention is not to 
preconfigure design outcomes or defer decision-making responsibilities from human to 
machine, but instead to increase the amount of information available to designers when making 
choices. In contrast to traditional CAD, which largely mimics the principles, theories and 
methods of paper-based design, this emerging generation of digital design forges new 
relationships between designers, design media, and design information. Designers interact with 
form through computational tools and techniques, rather than explicit representational 
structures like building information models, and in the process create feedback information that 
assists them in sculpting the design for improved performance. The degree of interaction and 
control achieved depends not only on the digital mechanisms available but also the designer’s 
computational skills, which challenges traditional professional responsibilities. With digital 
design media becoming more knowledge-intensive, as a result of increasing numbers and 
complexity of software, scripting languages and data models, the role of the designer extends to 
include digital toolmaker. This reflects the significant opportunity for design innovation 
afforded by high-level interaction with digital tools as much as it does the need for specialist 
knowledge to operate these tools. 
Control of computational design processes, regardless of how advanced they might be, lies with 
designers and the ways in which they interact with digital media and each other through this 
media. Interdependencies between architectural and engineering design are not determined by 
software, but rather must be negotiated by practitioners for each project in response to its 
unique requirements. This calls for the two professions to work together more closely and 
earlier in the design process to establish strategies for integrated conceptualisation procedures. 
As a result, the roles of architect and engineer are changing. They are no longer discrete figures 
working independent of one another, they are instead co-authors negotiating interdependent 
design solutions and extending their knowledge into reciprocal domains. This does not, 
however, imply the dissolution of individual professions – foreseen as unlikely given the 
increasing spectrum of expertise required for building design – but rather a blurring of the 
boundaries between them. The responsibilities of architects and engineers largely remain 
distinct, but are connected more directly through conceptualisation processes that share spaces 
of common interest. These processes neither wholly represent the thinking of any one 
discipline, nor do they assimilate disciplinary logics; rather they echo key architectural and 
engineering concerns, and explore the interdependencies between them to effect more 
integrated design outcomes. 
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Just as interconnection between disciplines benefits design practice, strong links between 
academia and practice offer significant opportunity to increase the efficacy and impact of 
research efforts. Embedded-practice research is a highly effective instrument for investigation, 
combining theoretical study with practical experience to achieve outcomes beyond those 
possible working in academia or practice alone. It supports firsthand observation of and 
participation in professional environments, enabling problems within the industry to be better 
understood and defined; and provides practical grounding for the development and testing of 
research, ensuring its relevance and contribution to the field. As well as benefiting the academic 
exercise, this type of research affords practitioners the opportunity to influence the direction 
and implementation of studies that will affect their future working environments, and opens 
possibilities for researchers to catalyse constructive change in the organisations that foster their 
work. This symbiotic relationship between academia and practice has enriched this research and 
its outcomes, and confirms the critical role of embedded-practice research in the current and 
future development of the AEC industry. 
	  203 
	  
References 
 
Achten, H. (2002). Requirements for collaborative design in architecture. In Proceedings of the 6th 
DDSS Conference, Avegoor, pp.1-13. 
Agte, J., de Weck, O., Sobieszczanski-Sobieski, J., Arendsen, P., Morris, A., & Spieck, M. (2010). 
MDO: Assessment and direction for advancement - An opinion of one international group. 
Structural and Multidisciplinary Optimization, 40(1), pp.17-33. 
AIA California Council. (2007). Integrated Project Delivery - A Working Definition (Practice Report). 
Sacramento: AIA California Council. 
Aish, R. (2000). Migration from an individual to an enterprise computing model and its 
implications for AEC Research. White paper for the Berkeley-Stanford CE&M Workshop. Retrieved 
1st July 2013, from: http://www.ce.berkeley.edu/~tommelein/CEMworkshop/Aish.pdf 
Aish, R. (2003). Bentley’s GenerativeComponents: A design tool for exploratory architecture. 
Retrieved 2nd July 2010, from: 
http://195.250.185.245:8080/MyWeb/get/Bentley_training/GenerativeComponents.pdf 
Aish, R., & Woodbury, R. (2005). Multi-level interaction in parametric design. In A. Butz, B. 
Fisher, A. Krüger & P. Olivier (Eds.), Smart Graphics (Vol. 3638), Berlin/Heidelberg: Springer, 
pp.151-162. 
Akbas, R., Clevenger, C., & Haymaker, J. (2007). Temporal visualization of building occupancy 
phase. In Proceedings of the 2007 ASCE International Workshop on Computing in Civil Engineering, 
Pittsburgh, pp.208-215. 
Ambrose, M. (2009). Energy-efficient planning and design. In P. Newton, K. Hampson & R. 
Drogemuller (Eds.), Technology, Design and Process Innovation in the Built Environment, London & 
New York: Spon Press, pp.238-249. 
American Institute of Architects. (2007). Integrated Project Delivery: A Guide: American Institute of 
Architects. 
Architecture 2030. (2011). Problem: The building sector. Retrieved 1st July 2013, from: 
http://architecture2030.org/the_problem/buildings_problem_why 
Arup. (2013). DesignLink SDK. Retrieved 1st July 2013, from: 
http://arupforge.arup.com/wiki/index.php?title=DesignLink_SDK 
Attia, S. (2010). Building Performance Simulation Tools: Selection Criteria and User Survey (Research 
Report). Louvain-La-Neuve: Architecture et Climat, Université Catholique de Louvain. 
Attia, S. (2012). A Tool for Design Decision Making Zero Energy Residential Buildings in Hot Humid 
Climates. PhD Thesis, Université Catholique de Louvain, Louvain La Neuve. 
Attia, S., Beltran, L., De Herde, A., & Hensen, J. (2009). "Architect friendly": A comparison of 
ten different building performance simulation tools. In Proceedings of the 11th IBPSA Conference, 
Glasgow, pp.204-211. 
Augenbroe, G. (1992). Integrated building performance evaluation in the early design stages. 
Building and Environment, 27(2), pp.149-161. 
	  204 
	  
Augenbroe, G. (1994). An overview of the COMBINE project. Paper presented at the 1st ECPPM 
Conference, Dresden. Retrieved 1st July 2013, from: http://erg.ucd.ie/combine/papers.html 
Augenbroe, G. (2001). Building simulation trends going into the new millenium. In Proceedings of 
the 7th IBPSA Conference, Rio de Janeiro, pp.15-28. 
Augenbroe, G. (2002). Trends in building simulation. Building and Environment, 37(8-9), pp.891-
902. 
Augenbroe, G. (2004). Trends in building simulation. In A. Malkawi & G. Augenbroe (Eds.), 
Advanced Building Simulation, New York: Spon Press, pp.4-24. 
Augenbroe, G. (2005). A framework for rational building performance dialogues. In B. 
Kolarevic & A. Malkawi (Eds.), Performative Architecture: Beyong Instrumentality (Kindle ed.), New 
York & London: Spon Press, pp.96-110. 
Augenbroe, G., Blassel, J., Elder, J., McCleary, P., Otto, G., Spuybroek, L., et al. (2005). 
Operative performativity (panel discussion). In B. Kolarevic & A. Malkawi (Eds.), Performative 
Architecture: Beyong Instrumentality (Kindle ed.), New York & London: Spon Press, pp.236-246. 
Augenbroe, G., de Wilde, P., Moon, H., & Malkawi, A. (2004). An interoperability workbench 
for design analysis integration. Energy and Buildings, 36(8), pp.737-748. 
Australian Building Codes Board. (2009). BCA 2009: Building Code of Australia (Vol. 1). Canberra: 
Australian Building Codes Board. 
Australian Building Codes Board. (2011). National Construction Code series 2011. Canberra: 
Australian Building Codes Board. 
Australian Bureau of Statistics. (2014). Australian System of National Accounts (Catalogue No. 
5204.0). Canberra. 
Australian Greenhouse Office. (1999). Australian Commercial Building Sector Greenhouse Gas 
Emissions 1999-2010 (Executive Summary Report). Canberra. 
Australian Institute of Architects, Consult Australia, & Autodesk. (2010). BIM in Australia. 
Retrieved 30th May 2012, from: http://www.architecture.com.au/i-cms_file?page=10832/BIM-
in-Australia-2010.pdf 
Autodesk Inc. (2010a). Autodesk Ecotect Analysis and Green Building Studio services & 
support. Retrieved 1st June 2012, from: 
http://usa.autodesk.com/adsk/servlet/ps/dl/item?siteID=123112&id=14587661&linkID=137
34494 
Autodesk Inc. (2010b). Ecotect Analysis: Visualize sustainable design. Retrieved 1st June 2012, 
from: http://images.autodesk.com/adsk/files/autodesk_ecotect_analysis_2011_brochure.pdf 
Autodesk Inc. (2011). Getting started with web service tools for whole building analysis. from: 
http://images.autodesk.com/adsk/files/Getting_Started_with_Green_Building_Studio_Web_S
ervice_2012.pdf 
Autodesk Inc. (2012a). Analysis display styles overview: Project Vasari. Retrieved 1st June 2012, 
from: http://wikihelp.autodesk.com/Vasari/enu/TP25/Help/0521-Analyze_521/0611-
Analysis611 
	  205 
	  
Autodesk Inc. (2012b). Frequently asked questions: Project Vasari. Retrieved 1st June 2012, 
from: http://wikihelp.autodesk.com/Vasari/enu/TP25/Help/0001-Introduc1/0002-
Getting_2/0016-Frequent16 
Autodesk Inc. (2012c). Vasari Software Development Kit (SDK). Retrieved 1st June 2012, from: 
http://wikihelp.autodesk.com/Vasari/enu/Community/Work_in_Progress/Vasari_Software_
Development_Kit_%28SDK%29 
Azamatov, A., Lee, J., & Byun, Y. (2011). Comprehensive aircraft configuration design tool for 
Integrated Product and Process Development. Advances in Engineering Software, 42(1-2), pp.35-49. 
Bachman, L. (2003). Integrated Buildings: The Systems Basis of Architecture. Hoboken: John Wiley & 
Sons Inc. 
Bakis, N., Aouad, G., & Kagioglou, M. (2007). Towards distributed product data sharing 
environments - Progress so far and future challenges. Automation in Construction, 16(5), pp.586-
595. 
Bambardekar, S., & Poerschke, U. (2009). The architect as the performer of energy simulation in 
the early design stage. In Proceedings of the 11th IBPSA Conference, Glasgow, pp.1306-1313. 
Banerjee, H., & De Graaff, E. (1996). Problem-based learning in architecture: Problems of 
integration of technical disciplines. European Journal of Engineering Education, 21(2), pp.185-195. 
Banham, R. (1990). A black box: The secret profession of architecture. New Statesman & Society, 
3, pp. 22-25. 
Barnett, R. (2000). Working knowledge. In J. Garrick & C. Rhodes (Eds.), Research and Knowledge 
at Work: Perspectives, Case-Studies and Innovative Strategies, London: Routledge, pp.15-31. 
Bay, J. (2001). Cognitive Biases in Design: The Case of Tropical Architecture. PhD Thesis, Delft 
University of Technology, Delft. 
Bedrick, J., & Rinella, T. (2006). Report on Integrated Practice: Technology, Process, Improvement and 
Culture Change. Washington: American Institute of Architects. 
Bentley, P. (1996). Generic Evolutionary Design of Solid Objects using a Genetic Algorithm. PhD, 
University of Huddersfield, Huddersfield. 
Bentley Systems Inc. (2010). Bentley Hevacomp Simulator V8i. Retrieved 1st June 2012, from: 
ftp://ftp2.bentley.com/dist/collateral/Web/Building/BentleyHevacomp/DynamicSimulation-
ProductDataSheet.pdf 
Billington, D. (1991a). Discussion. In D. Gans (Ed.), Bridging the Gap: Rethinking the Relationship of 
Architect and Engineer, New York: Van Nostrand Reinhold, pp.49-56. 
Billington, D. (1991b). The new art of engineering. In D. Gans (Ed.), Bridging the Gap: Rethinking 
the Relationship of Architect and Engineer, New York: Van Nostrand Reinhold, pp.3-21. 
BIMserver. (2013). Open source Building Information Modelserver. Retrieved 1st July 2013, 
from: http://bimserver.org/ 
Björk, B. (1992). A conceptual model of spaces, space boundaries and enclosing structures. 
Automation in Construction, 1(3), pp.193-214. 
Björk, B., & Laakso, M. (2010). CAD standardisation in the construction industry: A process 
view. Automation in Construction, 19(4), pp.398-406. 
	  206 
	  
Bleil de Souza, C., & Knight, I. (2007). Thermal performance simulation from an architectural 
design viewpoint. In Proceedings of the 10th IBPSA Conference, Beijing, pp.87-94. 
Boddy, S., Rezgui, Y., Cooper, G., & Wetherill, M. (2007). Computer integrated construction: A 
review and proposals for future direction. Advances in Engineering Software, 38(10), pp.677-687. 
Bogdan, R. (1973). Participant observation. Peabody Journal of Education, 50(4), pp.302-308. 
Bogenstätter, U. (2000). Prediction and optimization of life-cycle costs in early design. Building 
Research & Information, 28(5), pp.376-386. 
Bollinger, K., Grohmann, M., & Tessmann, O. (2010). Structured becoming: Evolutionary 
processes in design engineering. Architectural Design, 80(4), pp.34-39. 
Bourdieu, P. (1990). The Logic of Practice. Stanford: Stanford University Press. 
Bourdieu, P. (1993). Outline of a Theory of Practice. Cambridge: Cambridge University Press. 
Boyd, T. (2009). Evaluating the impact of sustainability on investment property performance. In 
P. Newton, K. Hampson & R. Drogemuller (Eds.), Technology, Design and Process Innovation in the 
Built Environment, London & New York: Spon Press, pp.422-438. 
Braham, W. (2005). Biotechniques: Remarks on the intensity of conditioning. In B. Kolarevic & 
A. Malkawi (Eds.), Performative Architecture: Beyong Instrumentality (Kindle ed.), New York & 
London: Spon Press, pp.53-70. 
Bratteteig, T. (1998). The unbearable lightness of grouping: Problems of introducing computer 
support for cooperative work. In Proceedings of the NOKOBIT-98, Sandvika, pp.99-113. 
Brown, Z., & Cole, R. (2009). Influence of occupants' knowledge on comfort expectations and 
behaviour. Building Research & Information, 37(3), pp.227-245. 
Brujic, D., Ristic, M., Mattone, M., Maggiore, P., & De Poli, G. (2010). CAD based shape 
optimization for gas turbine component design. Structural and Multidisciplinary Optimization, 41(4), 
pp.647-659. 
BuildingServices. (2008). Building services blog. Retrieved 1st June 2012, from: 
http://buildingservicesworld.blogspot.com.au/2008/12/hevacomp-software.html 
buildingSMART. (2013). International home of openBIM. Retrieved 1st July 2013, from: 
http://www.buildingsmart.com/ 
Burgoyne, J. (1995). Learning from experience: From individual discovery to meta-dialogue via 
the evolution of transitional myths. Personnel Review, 24(6), pp.61-72. 
Burke, M. (2012). Ecotect LUA resources. Retrieved 2012 1st June, from: 
http://ecotectlua.wordpress.com/ 
Burry, J., & Burry, M. (2008). The bonds of spatial freedom: Working around the constraints of 
parametric design. In Proceedings of the 26th eCAADe Conference, Antwerpen, pp.301-308. 
Capozzoli, A., Mechri, H., & Corrado, V. (2009). Impacts of architectural design choices on 
building energy performance applications of uncertainty and sensitivity techniques. In Proceedings 
of the 11th IBPSA Conference, Glasgow, pp.1000-1007. 
Carbon Trust. (2012). Closing the Gap: Lessons Learned on Realising the Potential of Low 
Carbon Building Design. Retrieved 15th March 2015, from: 
	  207 
	  
https://www.carbontrust.com/media/81361/ctg047-closing-the-gap-low-carbon-building-
design.pdf 
Carrier Corporation. (2012). Hourly Analysis Program (HAP): 8760 hour load & energy analysis. 
Retrieved 1st June 2012, from: 
http://www.commercial.carrier.com/commercial/hvac/general/0,3055,CLI1_DIV12_ETI496,
00.html 
Ceccato, C. (2001). Integration: Master [Planner | Programmer | Builder]. Paper presented at the 
International Conference on Generative Art, Milan. Retrieved 1st July 2013, from: 
http://cumincad.scix.net/cgi-bin/works/Show?_id=ga0107 
Cerulli, C. (2006). Sieving pebbles and growing profiles - Capitalising on knowledge embodied in 
design practice. In J. van Leeuwen & H. Timmermans (Eds.), Innovations in Design & Decision 
Support Systems in Architecture and Urban Planning, Dordrecht: Springer, pp.277-291. 
Cerulli, C., Peng, C., & Lawson, B. (2001). Capturing histories of design processes for 
collaborative building design development: Field trial of the ADS prototype. In Proceedings of the 
9th International CAAD Futures Conference, Eindhoven, pp.427-437. 
Chachere, J., & Haymaker, J. (2008). Framework for Measuring Rationale Clarity of AEC Design 
Decisions (Technical Report No. TR177): Stanford University. 
Charles, P., & Thomas, C. (2009). Building performance simulation in undergraduate 
multidisciplinary education: Learning form an architecture and engineering collaboration. In 
Proceedings of the 11th IBPSA Conference, Glasgow, pp.212-219. 
Chastain, T., Kalay, Y., & Peri, C. (2002). Square peg in a round hole or horseless carriage? 
Reflections on the use of computing in architecture. Automation in Construction, 11(2), pp.237-248. 
Chaszar, A. (2006). Bridging the gap with collaborative design programs. In A. Chaszar (Ed.), 
Blurring the lines, Chichester, England: John Wiley, pp.158-167. 
Chaszar, A., Kienzl, N., & Stoller, P. (2006). Environmental engineering: Integrating computer 
simulation into the design process. In A. Chaszar (Ed.), Blurring the Lines, Chichester: John Wiley, 
pp.96-107. 
Chen, Y., Frame, I., & Maver, T. (1998). A virtual studio environment for design integration. 
Advances in Engineering Software, 29(10), pp.787-800. 
Cheng, N. (2003). Approaches to design collaboration research. Automation in Construction, 12(6), 
pp.715-723. 
Cheng, N., & Kvan, T. (2000). Design collaboration strategies. In Proceedings of the 5th DDSS 
Conference, Nijkerk, pp.62-73. 
Chok, K., & Donofrio, M. (2010). Abstractions for information based design. International Journal 
of Architectural Computing, 8(3), pp.233-256. 
Citherlet, S., Clarke, J., & Hand, J. (2001). Integration in building physics simulation. Energy and 
Buildings, 33(5), pp.451-461. 
Clarke, J. (1985). The ESP system: Towards a new generation of building energy analysis 
program. In Proceedings of the First International IBPSA Conference, Seattle (United States), pp.215-
227. 
	  208 
	  
Clarke, J. (2001). Domain integration in building simulation. Energy and Buildings, 33(4), pp.303-
308. 
Clevenger, C., & Haymaker, J. (2006). The impact of the building occupant on energy modeling 
simulations. In Proceedings of the Joint International Conference on Computing and Decision Making in Civil 
and Building Engineering, Montreal, pp.3637-3646. 
Cockroft, J., Ghauri, S., Samuel, A., & Tuohy, P. (2009). Complex energy simulation using 
simplified user interaction mechanisms. In Proceedings of the 11th IBPSA Conference, Glasgow, 
pp.1962-1967. 
Coenders, J. (2007). Interfacing between parametric associative and structural software. Paper 
presented at the 4th International Conference on Structural and Construction Engineering, Melbourne. 
Retrieved 1st July 2013, from: 
http://www.jlcoenders.nl/joomla/images/publications/20070418_paper_jlcoenders.pdf 
Coenders, J., & Wagemans, L. (2005). The next step in modelling for structural design: 
Structural Design Tools. In Proceedings of the IASS 2005 International Symposium on Shell and Spatial 
Structures, Bucharest, pp.85-92. 
Cole, R., Robinson, J., Brown, Z., & O'Shea, M. (2008). Re-contextualizing the notion of 
comfort. Building Research & Information, 36(4), pp.323-336. 
Coons, S. (1963). An outline of the requirements for a computer-aided design system. In 
Proceedings of the Spring Joint Computer Conference, Detroit (United States), pp.299-304. 
Cooper, G., Cerulli, C., Lawson, B., Peng, C., & Rezgui, Y. (2005). Tracking decision-making 
during architectural design. ITcon, 10, pp.125-139. 
Coopey, J. (1995). The learning organization, power, politics and ideology. Management Learning, 
26(2), pp.193-213. 
Crawford, J., Marchant, D., Hohnen, F., Bowtell, P., & Legge-Wilkinson, J. (2005). Parametric 
Building Development During Early Design Stage (No. 2002-060-B). Brisbane: CSIRO. 
Crawley, D., Hand, J., Kummert, M., & Griffith, B. (2005). Contrasting the Capabilities of Building 
Energy Performance Simulation Programs (Research Report): US Department of Energy in 
association with the University of Strathclyde and the University of Wisconsin. 
Crawley, D., Hand, J., Kummert, M., & Griffith, B. (2008). Contrasting the capabilities of 
building energy performance simulation programs. Building and Environment, 43(4), pp.661-673. 
Crawley, D., Lawrie, L., Winkelmann, F., Buhl, W., Huang, Y., Pedersen, C., et al. (2001). 
EnergyPlus: Creating a new-generation building energy simulation program. Energy and Buildings, 
33(4), pp.319-331. 
CRC Construction Innovation. (2009a). National Guidelines for Digital Modelling. Brisbane: 
Icon.Net Pty Ltd. 
CRC Construction Innovation. (2009b). National Guidelines for Digital Modelling: Case Studies. 
Brisbane: Icon.Net Pty Ltd. 
Cross, N., & Clayburn-Cross, A. (1995). Observations of teamwork and social processes in 
design. Design Studies, 16(2), pp.143-170. 
Cuff, D. (1991). Architecture: The Story of Practice. Cambridge: MIT Press. 
	  209 
	  
Daly, D., Cooper, P., & Ma, Z. (2014). Understanding the risks and uncertainties introduced by 
common assumptions in energy simulations for Australian commercial buildings. Energy and 
Buildings, 75, pp.382-393. 
Day, M. (2002). Intelligent architectural modeling. AEC Magazine. Retrieved 1st July 2013, from: 
http://www.caddigest.com/subjects/aec/select/Intelligent_modeling_day.htm 
Day, M. (2003). Gehry, Dassault and IBM too. AEC Magazine. Retrieved 1st June 2012, from: 
http://www.caddigest.com/subjects/aec/select/103103_day_gehry.htm 
Day, M. (2009). Rhino Grasshopper. AEC Magazine. Retrieved 1st June 2012, from: 
http://aecmag.com/index.php?option=com_content&task=view&id=293&Itemid=32 
Day, M. (2010). Revit Server. AEC Magazine. Retrieved 1st July 2013, from: 
http://aecmag.com/index.php?option=content&task=view&id=395 
de Wilde, P. (2004). Computational Support for the Selection of Energy Saving Building Components. PhD 
Thesis, Delft University of Technology, Delft. 
de Wilde, P. (2014). The gap between predicted and measured energy performance of buildings: 
A framework for investigation. Automation in Construction, 41, pp.40-49. 
de Wilde, P., & van der Voorden, M. (2003). Computation support for the selection of energy 
saving building components. In Proceedings of the 8th IBPSA Conference, Eindhoven, pp.1409-1416. 
Détienne, F. (2006). Collaborative design: Managing task interdependencies and multiple 
perspectives. Interacting with Computers, 18(1), pp.1-20. 
Dong, B., Lam, K., Huang, Y., & Dobbs, G. (2007). A comparative study of the IFC and 
gbXML informational infrastructures for data exchange in computational design support 
environments. In Proceedings of the Tenth International IBPSA Conference, Beijing (China), pp.1530-
1537. 
Donn, M., Selkowitz, S., & Bordass, B. (2009). Simulation in the service of design - asking the 
right questions. In Proceedings of the 11th IBPSA Conference, Glasgow, pp.1314-1321. 
Eastman, C. (1992). A data model analysis of modularity and extensibility in building databases. 
Building and Environment, 27(2), pp.135-148. 
Eastman, C. (1999). Building Product Models: Computer Environments Supporting Design and 
Construction. Boca Raton: CRC Press. 
Eastman, C., Bond, A., & Chase, S. (1991). Application and evaluation of an engineering data 
model. Research in Engineering Design, 2(4), pp.185-207. 
Eastman, C., & Siabiris, A. (1995). A generic building product model incorporating building type 
information. Automation in Construction, 3(4), pp.283-304. 
Eastman, C., Teichholz, P., Sacks, R., & Liston, K. (2011). BIM Handbook - A Guide to Building 
Information Modeling for Owners, Managers, Designers, Engineers, and Contractors (2nd ed.). Hoboken: 
John Wiley & Sons. 
Eastman, C., Wang, F., You, S., & Yang, D. (2005). Deployment of an AEC industry sector 
product model. Computer-Aided Design, 37(12), pp.1214-1228. 
EDSL. (2012). Tas Building Designer. Retrieved 1st June 2012, from: 
http://www.edsl.net/main/Software/Designer.aspx 
	  210 
	  
Ellis, M., & Mathews, E. (2001). A new simplified thermal design tool for architects. Building and 
Environment, 36(9), pp.1009-1021. 
Ellis, M., & Mathews, E. (2002). Needs and trends in building and HVAC system design tools. 
Building and Environment, 37(5), pp.461-470. 
Erbas, I., Bittermann, M., & Stouffs, R. (2011). Use of a knowledge model for integrated 
performance evaluation for housing re(design) towards environmental sustainability: A case 
study. In Proceedings of the 14th CAAD Futures Conference, Liège, pp.281-296. 
Erbas, I., Stouffs, R., & Sariyildiz, S. (2011). Knowledge based integration of sustainability issues 
in the (re)design process. Paper presented at the AAAI Spring Symposium Series, Stanford University. 
Retrieved 16th April 2012, from: 
http://www.aaai.org/ocs/index.php/SSS/SSS11/paper/view/2478 
Faraj, I., Alshawi, M., Aouad, G., Child, T., & Underwood, J. (2000). An industry foundation 
classes Web-based collaborative construction computer environment: WISPER. Automation in 
Construction, 10(1), pp.79-99. 
Fetterman, D. (2003). Ethnography. In M. Lewis-Beck, A. Bryman & T. Liao (Eds.), Encyclopedia 
of Social Science Research Methods, Thousand Oaks: SAGE Publications, pp.329-333. 
Fischer, M., & Kam, C. (2002). PM4D final report (Technical Report No. TR143): Stanford 
University. 
Flager, F., & Haymaker, J. (2007). A comparison of multidisciplinary design, analysis and 
optimisation processes in the building construction and aerospace industries. In Proceedings of the 
24th International Conference on Information Technology in Construction, Maribor, pp.625-630. 
Flager, F., Welle, B., Bansal, P., Soremekun, G., & Haymaker, J. (2009). Multidisciplinary 
process integration and design optimization of a classroom building. ITcon, 14, pp.595-612. 
Fontana, A. (2003). Unstructured Interview. In M. Lewis-Beck, A. Bryman & T. Liao (Eds.), 
Encyclopedia of Social Science Research Methods, Thousand Oaks: SAGE Publications, pp.1169-1170. 
Fook, J. (2002). Theorizing from practice: Towards an inclusive approach for social work 
research. Qualitative Social Work, 1(1), pp.79-95. 
Frazer, J. (1974). Reptiles. Architectural Design, 4, pp.231-239. 
Frazer, J. (1995). An Evolutionary Architecture. London: John Frazer and the Architectural 
Association. 
Frazer, J., & Connor, J. (1979). A conceptual seeding technique for architectural design. In 
Proceedings of the International Conference on the Application of Computers in Architectural Design and Urban 
Planning, Berlin, pp.425-434. 
Frazer, J., Frazer, J., Liu, X., Tang, M., & Janssen, P. (2002). Generative and evolutionary 
techniques for building envelope design. Paper presented at the 5th International Conference on 
Generative Art, Milan. Retrieved 1st July 2013, from: http://eprints.qut.edu.au/10565/  
Frazer, J., Tang, M., & Gu, N. (2001). Problems of participation and connection: A problem of 
context? In Proceedings of the Problems of Participation and Connection, Amsterdam, pp.175-190. 
Froese, T. (2010). The impact of emerging information technology on project management for 
construction. Automation in Construction, 19(5), pp.531-538. 
	  211 
	  
Fujii, H., & Tanimoto, J. (2004). Integration of building simulation and agent simulation for 
exploration to environmentally symbiotic architecture. Building and Environment, 39(8), pp.885-
893. 
Gallaher, M., O'Connor, A., Dettbarn, J., & Gilday, L. (2004). Cost Analysis of Inadequate 
Interoperability in the U.S. Capital Facilities Industry (Report No. NIST GCR 04-867). Gaithersburg: 
National Institute of Standards and Technology. 
Galle, P. (1995). Towards integrated, “intelligent”, and compliant computer modeling of 
buildings. Automation in Construction, 4(3), pp.189-211. 
Gane, V., & Haymaker, J. (2009). Design scenarios: Methodology for requirements driven 
parametric modeling of high-rises. In Proceedings of the Nineth International Conference on Construction 
Applications of Virtual Reality, Sydney, pp.79-89. 
Gane, V., & Haymaker, J. (2010). Benchmarking current conceptual high-rise design processes. 
Journal of Architectural Engineering, 16(3), pp.100-111. 
Gann, D., & Salter, A. (2000). Innovation in project-based, service-enhanced firms: The 
construction of complex products and systems. Research Policy, 29(7–8), pp.955-972. 
Garas, F. (1998). CIMsteel integrated standards - Delivering the promise. Journal of Constructional 
Steel Research, 46(1–3), p.372. 
GBCA. (2006). The Dollars and Sense of Green Buildings: Building the Business Case for Green Commercial 
Buildings in Australia: Green Building Council of Australia. 
Geyer, P. (2009). Component-oriented decomposition for multidisciplinary design optimization 
in building design. Advanced Engineering Informatics, 23(1), pp.12-31. 
Gielingh, W. (1988). General AEC Reference Model (GARM). In Proceedings of the CIB Seminar 
Conceptual Modeling of Buildings, Lund, pp.165-178. 
Gonçalves, H. (1993). Building simulation in practice: The Portuguese experience. In Proceedings 
of the 4th IBPSA Conference, Adelaide, pp.119-125. 
Graphisoft. (2011). GRAPHISOFT EcoDesigner User Guide. Retrieved 1st July 2013, from: 
http://www.graphisoft.com/ftp/marketing/ed/ed_user_guide.pdf 
Graphisoft. (2012). White Paper - Design sharing in BIM. Retrieved 1st July 2012, from: 
http://www.graphisoft.com.au/uploads/docs/GRAPHISOFT%20White%20Paper%20-
%20Design%20Sharing%20in%20BIM.PDF 
Gray, C., & Hughes, W. (2001). Building Design Management. Woburn: Butterworth Heinemann. 
Green Building Council of Australia. (2013). Green Star. Retrieved 1st July 2013, from: 
http://www.gbca.org.au/green-star/ 
Green Progress. (2012). Autodesk acquires Ecotect and Green Building Studio analysis tools. 
Retrieved 1st June 2012, from: 
http://www.greenprogress.com/green_building_article.php?id=1573 
Guglielmetti, R., Macumber, D., & Long, N. (2011). OpenStudio: An open source integrated 
analysis platform. In Proceedings of the 12th IBPSA Conference, Sydney, pp.442-449. 
Haber, B. (2000). Connects and disconnects between architectural and engineering design. 
Retrieved 1st July 2013, from: http://www.c-i-d.dk/pdf/harber.pdf 
	  212 
	  
Halfawy, M. (2010). Municipal information models and federated software architecture for 
implementing integrated infrastructure management environments. Automation in Construction, 
19(4), pp.433-446. 
Hamid, B., Kalay, Y., Jeong, Y., & Cheng, E. (2006). Investigating the role of social aspects in 
collaborative design. In Proceedings of the 11th CAADRIA Conference, Kumamoto, pp.91-100. 
Hammersley, M. (2003). Case study. In M. Lewis-Beck, A. Bryman & T. Liao (Eds.), Encyclopedia 
of Social Science Research Methods, Thousand Oaks: SAGE Publications, pp.93-95. 
Hand, J. (1998). Removing Barriers to the Use of Simulation in the Building Design Professions. PhD 
Thesis, University of Strathclyde, Glasgow. 
Hand, J. (2009). Documentation of open-source simulation - Addressing multiple points of 
interest. In Proceedings of the 11th IBPSA Conference, Glasgow, pp.1955-1961. 
Haymaker, J., Fischer, M., Kunz, J., & Suter, B. (2004). Engineering test cases to motivate the 
formalization of an AEC project model as a directed acyclic graph of views and dependencies. 
ITcon, 9, pp.419-441. 
Haymaker, J., Kunz, J., Suter, B., & Fischer, M. (2004). Perspectors: Composable, reusable 
reasoning modules to construct an engineering view from other engineering views. Advanced 
Engineering Informatics, 18(1), pp.49-67. 
Haymaker, J., & Suter, B. (2006). Communicating, integrating and improving multidisciplinary 
design and analysis narratives. In Proceedings of the 2nd International Conference on Design Computing 
and Cognition, Netherlands, pp.635-653. 
Hensel, M., & Menges, A. (2006). Differentiation and performance: Multi-performance 
architectures and modulated environments. Architectural Design, 76(2), pp.60-69. 
Hensen, J. (1994). Energy related design decisions deserve simulation approach. Paper presented at 
the 2nd DDSS Conference, Vaals. Retrieved 1st July 2013, from: 
http://www.bwk.tue.nl/bps/hensen/publications/94_ddss_edesign.pdf 
Hensen, J. (2004). Towards more effective use of building performance simulation in design. In 
Proceedings of the 7th DDSS Conference, Eindhoven, pp.291-306. 
Herbsleb, J., & Grinter, R. (1999). Splitting the organization and integrating the code: Conway's 
Law revisited. In Proceedings of the International Conference on Software Engineering, Los Angeles, pp.85-
95. 
Hietanen, J. (2002). BLIS Review: IMSvr. The BLIS Project. Retrieved 1st July 2013, from: 
http://www.blis-project.org/software/reviews/IMSvr_Review.pdf 
Hobbs, D., Morbitzer, C., Spires, B., Strachan, P., & Webster, J. (2003). Experience of using 
building simulation within the design process of an architectural practice. In Proceedings of the 8th 
IBPSA Conference, Eindhoven, pp.491-498. 
Hoes, P., Hensen, J., Loomans, M., de Vries, B., & Bourgeois, D. (2009). User behavior in 
whole building simulation. Energy and Buildings, 41(3), pp.295-302. 
Holzer, D. (2007). Are you talking to me? Why BIM alone is not the answer. Paper presented at the 
Association of Architecture Schools of Australasia Conference, Sydney. Retrieved 1st July 2013, from: 
http://epress.lib.uts.edu.au/dspace/bitstream/2100/476/1/Holzer_Are%20you%20talking.pdf 
	  213 
	  
Holzer, D. (2009). Sense-Making Across Collaborating Disciplines in the Early Stages of Architectural 
Design. PhD Thesis, RMIT University, Melbourne. 
Holzer, D. (2010). Optioneering in collaborative design practice. International Journal of 
Architectural Computing, 8(2), pp.165-182. 
Holzer, D. (2011). BIM's seven deadly sins. International Journal of Architectural Computing, 9(4), 
pp.463-480. 
Holzer, D., Burry, M., & Hough, R. (2007). Linking parametric design and structural analysis to 
foster transdisciplinary design collaboration. In Proceedings of the 12th CAADRIA Conference, 
Nanjing (China), pp.423-431. 
Holzer, D., & Downing, S. (2010). Optioneering: A new basis for engagement between 
architects and their collaborators. Architectural Design, 80(4), pp.60-63. 
Holzer, D., Hough, R., & Burry, M. (2007). Parametric design and structural optimisation for 
early design exploration. International Journal of Architectural Computing, 5(4), pp.625-644. 
Holzer, D., Tengono, Y., & Downing, S. (2007). Developing a framework for linking design 
intelligence from multiple professions in the AEC industry. In Proceedings of the 12th CAAD 
Futures Conference, Sydney, pp.303-316. 
Hong, T., & Jiang, Y. (1997). A new multizone model for the simulation of building thermal 
performance. Building and Environment, 32(2), pp.123-128. 
Hopfe, C., & Hensen, J. (2009). Experiences testing enhanced building performance simulation 
prototypes on potential user group. In Proceedings of the Eleventh International IBPSA Conference, 
Glasgow (Scotland), pp.1976-1982. 
Horvath, L., & Rudas, I. (2008). Communication and knowledge in product model supported 
engineering processes. In Proceedings of the IEEE 6th International Conference on Computational 
Cybernetics, Stara Lesna, pp.203-208. 
Howard, R., & Björk, B. (2008). Building information modelling - Experts' views on 
standardisation and industry deployment. Advanced Engineering Informatics, 22(2), pp.271-280. 
Hui, S. (2003). Effective use of building energy simulation for enhancing building energy codes. 
In Proceedings of the 8th IBPSA Conference, Eindhoven, pp.523-530. 
Hume, L., & Mulock, J. (2004). Introduction: Awkward spaces, productive places. In L. Hume 
& J. Mulock (Eds.), Anthropologists in the Field: Cases in Participant Observation, New York: Columbia 
University Press, pp.xi-xxvii. 
Ibarra, D., & Reinhart, C. (2009). Daylight factor simulations - How close do simulation 
beginners 'really' get? In Proceedings of the 11th IBPSA Conference, Glasgow, pp.196-203. 
Integrated Environmental Solutions. (2012a). Ve-Pro. Retrieved 1st June 2012, from: 
http://www.iesve.com/software/flyers/ies_ve-pro_may_12.pdf 
Integrated Environmental Solutions. (2012b). VE-Toolkits. Retrieved 1st June 2012, from: 
http://www.iesve.com/software/pdf-reader/ies_ve-toolkits_flyer__hr_1_.pdf 
IPCC. (2007a). Climate Change 2007: Mitigation of Climate Change. New York: Cambridge 
University Press for the Intergovernmental Panel on Climate Change. 
	  214 
	  
IPCC. (2007b). Climate Change 2007: Synthesis Report. Geneva: Intergovernmental Panel on 
Climate Change. 
Isikdag, U. (2012). Design patterns for BIM-based service-oriented architectures. Automation in 
Construction, 25(0), pp.59-71. 
Jakubiec, J., & Reinhart, C. (2011). DIVA 2.0: Integrating daylight and thermal simulations using 
Rhinoceros 3D, DAYSIM and EnergyPlus. In Proceedings of the 12th IBPSA Conference, Sydney, 
pp.2202-2209. 
James J. Hirsch & Associates. (2010). eQUEST: Introductory Tutorial, version 3.64. Retrieved 
1st July 2013, from: http://doe2.com/download/equest/eQ-v3-64_Introductory-Tutorial.pdf 
Janssen, P. (2004). A design method and computational architecture for generating and evolving building 
designs. Thesis, The Hong Kong Polytechnic University, Hong Kong. 
Janssen, P. (2006). A generative evolutionary design method. Digital Creativity, 17(1), pp.49-63. 
Janssen, P., Frazer, J., & Tang, M. (2005). A computational system for generating and evolving 
building designs. In Proceedings of the Tenth International Conference on Computer Aided Architectural 
Design Research In Asia: "Digital Opportunities", New Dehli (India), pp.463-474. 
Janssen, P., Stouffs, R., Chaszar, A., Boeykens, S., & Toth, B. (2012). Data transformations in 
custom digital workflows: Property graphs as a data model for user-defined mappings. Paper 
presented at the EG-ICE 2012 International Workshop: Intelligent Computing in Engineering, Munich. 
Retrieved 1st July 2013, from: https://www.cms.bv.tum.de/eg-ice2012/proceedings/ 
Jarvis, P. (1999). The Practitioner-Researcher: Developing Theory From Practice. San Francisco: Jossey-
Bass. 
Johnson, S., Von Buelow, P., & Tripeny, P. (2004). Linking analysis and architectural data: Why 
it’s harder than we thought. In Proceedings of the 23rd ACADIA Conference, Cambridge, pp.230-243. 
Jørgensen, K., Skauge, J., Christiansson, P., Kjeld, S., Kristian, S., & Mitchell, J. (2008). Use of 
IFC Model Servers: Modelling Collaboration Possibilities in Practice. Denmark: Aalborg University & 
Aarhus School of Architecture. 
Julistiono, E., & Arifin, L. (2005). The sustainable traditional structural system of 'tongkonan' in 
Celebes, Indonesia. In Proceedings of the The 2005 World Sustainable Building Conference, Tokyo, 
pp.2667-2674. 
Kalay, Y. (1985). Redefining the role of computers in architecture: From drafting/modelling 
tools to knowledge-based design assistants. Computer-Aided Design, 17(7), pp.319-328. 
Kalay, Y. (1986). Integrating solid-modelling and drafting through multiple dynamic views. 
Computer-Aided Design, 18(7), p.390. 
Kalay, Y. (1997). P3: An integrated environment to support design collaboration. In Proceedings of 
the ACADIA '97 Conference, Cincinatti, pp.191-205. 
Kalay, Y. (1998). P3: Computational environment to support design collaboration. Automation in 
Construction, 8(1), pp.37-48. 
Kalay, Y. (2004). Architecture's New Media: Principles, Theories, and Methods of Computer-Aided Design. 
Cambridge: MIT Press. 
	  215 
	  
Kalay, Y. (2006a). The (changing) roles of computing in architectural design and education. In 
Proceedings of the 25th ACADIA Conference, Louisville, pp.21-25. 
Kalay, Y. (2006b). The impact of information technology on design methods, products and 
practices. Design Studies, 27(3), pp.357-380. 
Kalay, Y. (2008). The Impact of Information Technology on Architectural Education in the 21st 
Century. In Proceedings of the 1st International Conference on Critical Digital: What Matters(s)?, 
Cambridge, pp.3-6. 
Kalay, Y. (2009). The impact of information technology on architectural design in the 21st 
century. In Proceedings of the CAAD Futures 2009 Conference, Montreal, pp.21-34. 
Kalay, Y., Khemlani, L., & Choi, J. (1998). An integrated model to support distributed 
collaborative design of buildings. Automation in Construction, 7(2–3), pp.177-188. 
Katz, A. (2008). Green building returns outweigh costs. Sustainable Facility, 33(4), pp.32-33. 
Khemlani, L. (2009a). SmartGeometry 2009 conference day. AECbytes. Retrieved 1st July 2013, 
from: http://www.aecbytes.com/feature/2009/SmartGeometry2009.html 
Khemlani, L. (2009b). Sustainable design tools exhibited at AIA 2009. AECbytes. Retrieved 1st 
June 2012, from: http://www.aecbytes.com/feature/2009/AIA2009_EnergyApps.html 
Khemlani, L., & Kalay, Y. (1997). An integrated computing environment for collaborative, 
multi-disciplinary building design. In Proceedings of the CAAD Futures 1997 Conference, München, 
pp.389-416. 
Khemlani, L., Timerman, A., Bennen, B., & Kalay, Y. (1998). Intelligent representation for 
computer-aided building design. Automation in Construction, 8(1), pp.49-71. 
Kilian, A. (2006). Design innovation through constraint modeling. International Journal of 
Architectural Computing, 4(1), pp.87-105. 
Kim, J., Lee, H., Kim, S., & Lee, J. (2009). A problem solving environment portal for 
Multidisciplinary Design Optimization. Advances in Engineering Software, 40(8), pp.623-629. 
Kimpian, J., & Chisholm, S. (2011). Tracking design and actual energy use: CarbonBuzz, an 
RIBA CIBSE platform. In Proceedings of the 27th PLEA Conference, Louvain-la-Neuve, pp.33-38. 
Kiviniemi, A. (2006). Ten years of IFC development - Why we are not there yet [Keynote]. Paper 
presented at the CIB-W78 Conference, Montreal. Retrieved 1st July 2013, from: 
http://cic.vtt.fi/projects/vbe-net/data/20060615_Ten_Years_of_IFC_Development_@_CIB-
W78_Montreal_Keynote.pdf 
Kiviniemi, A., Fischer, M., & Bazjanac, V. (2005). Integration of multiple product models: IFC 
model servers as a potential solution. In Proceedings of the 22nd CIB-W078 Conference, Dresden. 
Kolarevic, B. (2003). Computing the performative in architecture. In Proceedings of the 21st 
eCAADe Conference, Graz, pp.457-464. 
Kolarevic, B. (2005a). Computing the performative. In B. Kolarevic & A. Malkawi (Eds.), 
Performative Architecture: Beyong Instrumentality (Kindle ed.), New York & London: Spon Press, 
pp.194-202. 
Kolarevic, B. (2005b). Prologue. In B. Kolarevic & A. Malkawi (Eds.), Performative Architecture: 
Beyong Instrumentality (Kindle ed.), New York & London: Spon Press, pp.2-4. 
	  216 
	  
Kolarevic, B. (2005c). Towards the performative in architecture. In B. Kolarevic & A. Malkawi 
(Eds.), Performative Architecture: Beyong Instrumentality (Kindle ed.), New York & London: Spon 
Press, pp.202-214. 
Kvan, T. (1995). Fruitful exchanges: Professional implications for computer-mediated design. In 
Proceedings of the CAAD Futures '95 Conference, Singapore, pp.771-776. 
Kvan, T. (2000). Collaborative design: What is it? Automation in Construction, 9(4), pp.409-415. 
Kvan, T., & Candy, L. (2000). Designing collaborative environments for strategic knowledge in 
design. Knowledge-Based Systems, 13(6), pp.429-438. 
Lagios, K., Niemasz, J., & Reinhart, C. (2010). Animated Building Performance Simulation 
(ABPS) - Rhinoceros/Grasshopper with Radiance/DAYSIM. In Proceedings of the SimAUD 2010 
Conference, New York. 
Laiserin, J. (2008). Digital environments for early design: Form-making versus form-finding. 
Paper presented at the Critical Digital: What Matter(s)? Conference, Cambridge. Retrieved 1st July 2013, 
from: http://cumincad.scix.net/cgi-bin/works/Show?cdc2008_235 
Lam, K., Wong, N., & Feriadi, H. (1999). A study of the use of performance-based simulation 
tools for building design and evaluation in Singapore. In Proceedings of the 7th IBPSA Conference, 
Kyoto, pp.675-682. 
Lammers, H. (2011). OpenStudio visualizes energy use in buildings. NREL Newsroom. Retrieved 
1st June 2012, from: http://www.nrel.gov/news/features/feature_detail.cfm/feature_id=947 
Lawrence Berkeley National Laboratory. (2006). Building Design Advisor. Retrieved 1st July 
2013, from: http://gaia.lbl.gov/BDA/bdainfo.htm 
Lawrence Berkeley National Laboratory, & James J. Hirsch & Associates. (1998). Overview of 
DOE-2.2 Available from http://www.doe2.com/Download/Docs/22_oview.pdf 
Lawson, B. (1997). How Designers Think. Oxford: Architectural Press. 
Lawson, B. (2004). What Designers Know. Oxford: Architectural Press. 
Lawson, B. (2005). Oracles, draughtsmen, and agents: The nature of knowledge and creativity in 
design and the role of IT. Automation in Construction, 14(3), pp.383-391. 
Lawson, B. (2006). How Designers Think: The Design Process Demystified (4th ed.). Oxford: 
Architectural Press. 
Lawson, B., Bassanino, M., Phiri, M., & Worthington, J. (2003). Intentions, practices and 
aspirations: Understanding learning in design. Design Studies, 24(4), pp.327-339. 
LeCompte, M., & Goetz, J. (1982). Problems of reliability and validity in ethnographic research. 
Review of Educational Research, 52(1), pp.31-60. 
Ledermann, C., Hanske, C., Wenzel, J., Ermanni, P., & Kelm, R. (2005). Associative parametric 
CAE methods in the aircraft pre-design. Aerospace Science and Technology, 9(7), pp.641-651. 
Lee, A., Green, B., & Brennan, M. (2000). Organisational knowledge, professional practice and 
the professional doctorate at work. In J. Garrick & C. Rhodes (Eds.), Research and Knowledge at 
Work: Perspectives, Case-Studies and Innovative Strategies, London: Routledge, pp.117-136. 
	  217 
	  
Lee, G., Eastman, C., & Sacks, R. (2007). Eliciting information for product modeling using 
process modeling. Data & Knowledge Engineering, 62(2), pp.292-307. 
Lee, H., Lee, J., & Lee, J. (2009). Development of Web services-based Multidisciplinary Design 
Optimization framework. Advances in Engineering Software, 40(3), pp.176-183. 
Li, Z., Heo, Y., & Augenbroe, G. (2009). HVAC design informed by organizational simulation. 
In Proceedings of the 11th IBPSA Conference, Glasgow, pp.2198-2203. 
Linkov, I., Satterstrom, F., Kiker, G., Seager, T., Bridges, T., Gardner, K., et al. (2006). 
Multicriteria Decision Analysis: A comprehensive decision approach for management of 
contaminated sediments. Risk Analysis, 26(1), pp.61-78. 
Lipman, R., Palmer, M., & Palacios, S. (2011). Assessment of conformance and interoperability 
testing methods used for construction industry product models. Automation in Construction, 20(4), 
pp.418-428. 
Lovins, A. (1992). Energy Efficient Buildings: Institutional Barriers and Opportunities (Strategic Issues 
Paper). Boulder: Rocky Mountain Research Associates. 
Luebkeman, C. (1992). Good fences make good neighbours? Architronic, 1(1). Retrieved 1st July 
2013, from: http://corbu2.caed.kent.edu/architronic/v1n1/v1n1.07.html 
Luebkeman, C., & Shea, K. (2005). CDO: Computational design + optimization in building 
practice. The Arup Journal, 3, pp.17-21. 
Maassen, W., de Groot, E., & Hoenen, M. (2003). Early design support tool for building 
services design model development. In Proceedings of the 8th IBPSA Conference, Eindhoven, pp.761-
768. 
Mahdavi, A. (2004). Reflections on computational building models. Building and Environment, 
39(8), pp.913-925. 
Mahdavi, A. (2009). Cogitative buildings: Concepts, technologies, implementations. ITcon: Special 
Issue - Building Information Modeling Applications, Challenges and Future Directions, 14, pp.692-704. 
Mahdavi, A., Feurer, S., Redlein, A., & Suter, G. (2003). An inquiry into the building 
performance simulation tools usage by architects in Austria. In Proceedings of the 8th IBPSA 
Conference, Eindhoven, pp.777-784. 
Mahdavi, A., Mathew, P., Kumar, S., & Wong, N.-H. (1997). Bi-directional computational 
design support in the SEMPER environment. Automation in Construction, 6(4), pp.353-373. 
Mahdavi, A., Mathew, P., Lee, S., Brahme, R., Kumar, S., Liu, G., et al. (1996). On the structure 
and elements of SEMPER. In Proceedings of the ACADIA '96 Conference, Tucson, pp.71-84. 
Mahdavi, A., Suter, G., & Ries, R. (2002). A representation scheme for integrated building 
performance analysis. In Proceedings of the 6th DDSS Conference, Avegoor, pp.301–316. 
Maher, A., & Burry, J. (2006). The re-engineering project: Developing pedagogical frameworks 
for early stage collaborative design between engineers and architects. In Proceedings of the 25th 
ACADIA Conference, Louisville, pp.200-212. 
Maher, A., Nelson, A., & Burry, M. (2006). Embedding research within the context of 
architectural practice. Working Papers in Art and Design, 4. Retrieved 1st July 2013, from: 
http://sitem.herts.ac.uk/artdes_research/papers/wpades/vol4/amafull.html 
	  218 
	  
Maile, T., Fischer, M., & Bazjanac, V. (2007). Building Energy Performance Simulation Tools - A Life-
Cycle and Interoperable Perspective (Working Paper No. WP107): Stanford University. 
Malin, N. (2008). Autodesk, Bentley continue to expand, agree to collaborate Environmental 
Building News, 17(8). Retrieved 1st June 2012, from: 
http://www.buildinggreen.com/auth/article.cfm/2008/7/29/Autodesk-Bentley-Continue-to-
Expand-Agree-to-Collaborate/ 
Malkawi, A. (2004). Developments in environmental performance simulation. Automation in 
Construction, 13(4), pp.437-445. 
Malkawi, A. (2005). Performance simulation: Research and tools. In B. Kolarevic & A. Malkawi 
(Eds.), Performative Architecture: Beyong Instrumentality (Kindle ed.), New York & London: Spon 
Press, pp.86-96. 
Maver, T. (1971). PACE 1: Computer aided design appraisal. Architects Journal, July, pp.207-214. 
Maver, T. (1972). PACE: The concept, form and use of a program package for building design 
appraisal. Paper presented at the CSI Symposium, Rotterdam. Retrieved 1st July 2013, from: 
http://cumincad.scix.net/cgi-bin/works/Show?c310 
Maver, T. (1980). Appraisal in design. Design Studies, 1(3), pp.160-165. 
Maver, T. (1988). Software tools for the technical evaluation of design alternatives. In Proceedings 
of the CAAD Futures '87 Conference, Eindhoven, pp.47-58. 
Maver, T. (1997). Some successes in the environmental training of architectural students. In 
Proceedings of the ENTREE 97, UETP-EEE, Sophia-Antipolis, pp.155-165. 
Mazzarella, L., & Pasini, M. (2009). Building energy simulation and object-oriented modelling: 
Review and reflections upon achieved results and further developments. In Proceedings of the 11th 
IBPSA Conference, Glasgow, pp.638-645. 
McCleary, P. (1991). Discussion. In D. Gans (Ed.), Bridging the Gap: Rethinking the Relationship of 
Architect and Engineer, New York: Van Nostrand Reinhold, pp.49-56. 
McCleary, P. (2005). Performance (and performers): In search of a direction (and a director). In 
B. Kolarevic & A. Malkawi (Eds.), Performative Architecture: Beyong Instrumentality (Kindle ed.), New 
York & London: Spon Press, pp.216-224. 
McElroy, L. (2009). Embedding Integrated Building Performance Assessment in Design Practice. PhD 
Thesis, University of Strathclyde, Glasgow. 
Menezes, A., Cripps, A., Bouchlaghem, D., & Buswell, R. (2012). Predicted vs. actual energy 
performance of non-domestic buildings: Using post-occupancy evaluation data to reduce the 
performance gap. Applied Energy, 97, pp.355-364. 
Mirtschin, J. (2011). Engaging generative BIM workflows. Paper presented at the LSAA 2011: 
Collaborative Design of Lightweight Structures, Sydney. Retrieved 1st July 2013, from: 
http://ssi.wikidot.com/local--files/about-
us/Engaging%20Generative%20BIM%20Workflows%20submit.pdf 
Mirtschin, J. (2013). Geometry Gym. Retrieved 1st July 2013, from: 
http://www.geometrygym.com 
	  219 
	  
Mitchell, W. (1999). A tale of two cities: Architecture and the digital revolution. Science, 
285(5429), pp. 839-841. Retrieved 1st July 2013, from: 
http://www.sciencemag.org/cgi/content/full/285/5429/839 
Moller, S., & Thomas, P. (2009). Right-sizing HVAC. In P. Newton, K. Hampson & R. 
Drogemuller (Eds.), Technology, Design and Process Innovation in the Built Environment, London & 
New York: Spon Press, pp.407-421. 
Morbitzer, C. (2003). Towards the Integration of Simulation into the Building Design Process. PhD Thesis, 
University of Strathclyde, Glasgow. 
Morbitzer, C., Strachan, P., Webster, J., Spires, B., & Cafferty, D. (2001). Integration of building 
simulation into the design process of an architecture practice. In Proceedings of the 7th IBPSA 
Conference, Rio de Janeiro, pp.697-704. 
Morton, S. (2002). Business case for green design. Building Operating Management, 49(11), pp.24-
34. 
Moum, A. (2006). A framework for exploring the ICT impact on the architectural design 
process. ITcon: Special Issue - The Effects of CAD on Building Form and Design Quality, 11, pp.409-425. 
Munkvold, B. (2003). Implementing Collaboration Technologies in Industry: Case Examples and Lessons 
Learned. London: Springer-Verlag. 
Murakami, S., & Ikaga, T. (2008). Evaluating environmental performance of vernacular 
architecture through CASBEE. Retrieved 1st July 2013, from: 
http://www.ibec.or.jp/CASBEE/english/document/Vernacular_Architecture_brochure.pdf 
Murray, M., Finlayson, N., Kummert, M., & Macbeth, J. (2009). Live Energy TRNSYS - 
TRNSYS simulation within Google SketchUp. In Proceedings of the 11th IBPSA Conference, 
Glasgow, pp.1389-1396. 
Myers, L., & Pohl, J. (1992). ICADS expert design advisor: An aid to reflective thinking. 
Knowledge-Based Systems, 5(1), pp.41-54. 
NABERS. (2008). NABERS Energy Guide to Building Energy Estimation. Retrieved 1 July 
2009, from: www.nabers.com.au/downloadFile.aspx?file_id=189 
Naciri, N. (2007). Sustainable features of the vernacular architecture: A case study of climatic 
controls in the hot-arid regions of the Middle Eastern and North African regions. Retrieved 1st 
July 2013, from: http://www.solaripedia.com/files/488.pdf 
National Institute of Building Sciences. (2007). United States National Building Information Modeling 
Standard: Version 1 - Part 1: Overview, Principles, and Methodologies: Natioanl Institute of Building 
Sciences. 
Neymark, J., & Judkoff, R. (2009). IEA BESTEST diagnostic cases for ground coupled heat 
transfer related to slab-on-grade construction. In Proceedings of the Eleventh International IBPSA 
Conference, Glasgow (Scotland), pp.1099-1106. 
Neymark, J., Judkoff, R., Knabe, G., Le, H., Dürig, M., Glass, A., et al. (2002). Applying the 
building energy simulation test (BESTEST) diagnostic method to verification of space 
conditioning equipment models used in whole-building energy simulation programs. Energy and 
Buildings, 34(9), pp.917-931. 
Nicholas, P. (2008). Approaches to Interdependency: Early Design Exploration Across Architectural and 
Engineering Domains. PhD Thesis, RMIT University, Melbourne. 
	  220 
	  
Nicholas, P., & Burry, M. (2007). Import as: Interpretation and precision tools. In Proceedings of 
the 12th CAADRIA Conference, Nanjing, pp.249-257. 
Nicol, F., & Roaf, S. (2005). Post-occupancy evaluation and field studies of thermal comfort. 
Building Research & Information, 33(4), pp.338-346. 
Nielsen, T. (2005). Simple tool to evaluate energy demand and indoor environment in the early 
stages of building design. Solar Energy, 78(1), pp.73-83. 
Nikas, A., Poulymenakou, A., & Kriaris, P. (2007). Investigating antecedents and drivers 
affecting the adoption of collaboration technologies in the construction industry. Automation in 
Construction, 16(5), pp.632-641. 
Nour, M. (2007). Manipulating IFC sub-models in collaborative teamwork environments. In 
Proceedings of the 24th International Conference on Information Technology in Construction, Maribor, pp.111-
118. 
NREL. (2012). OpenStudio: SystemOutliner | Getting started. Retrieved 1st June 2012, from: 
https://openstudio.nrel.gov/systemoutliner-getting-started 
NSW Government Office of Environment & Heritage. (2013). NABERS Rating Calculator. 
Retrieved 1st July 2013, from: 
http://www.nabers.gov.au/public/WebPages/RatingCalculator.aspx?module=40&id=500 
Nyiri, J. (1988). Tradition and practical knowledge. In J. Nyiri & B. Smith (Eds.), Practical 
Knowledge: Outlines of a Theory of Traditions and Skills, London: Croom Helm, pp.17-52. 
Obayne, I. (2006). Integrating building energy simulation into the architectural design process. 
Paper presented at the Built Environment Education Annual Conference, London. Retrieved 1st July 
2013, from: http://ctiweb.cf.ac.uk/news/events/beecon2006/pdf/P18_Ike_Obanye.pdf 
Ochoa, C., & Capeluto, I. (2008). Strategic decision-making for intelligent buildings: 
Comparative impact of passive design strategies and active features in a hot climate. Building and 
Environment, 43(11), pp.1829-1839. 
Olson, G., & Olson, J. (2000). Distance matters. Human-Computer Interaction, 15(2), pp.139–178. 
Oxman, N. (2007). Get real towards performance-driven computational geometry. International 
Journal of Architectural Computing, 5(4), pp.663-684. 
Oxman, R. (2006). Theory and design in the first digital age. Design Studies, 27(3), pp.229-265. 
Oxman, R. (2008). Performance-based design: Current practices and research issues. International 
Journal of Architectural Computing, 6(1), pp.1-17. 
Oxman, R. (2010). The new structuralism: Conceptual mapping of emerging key concepts in 
theory and praxis. International Journal of Architectural Computing, 8(4), pp.419-438. 
Oxman, R., & Oxman, R. (2010). The new structuralism: Design, engineering and architectural 
technologies. Architectural Design, 80(4), pp.14-23. 
Papamichael, K. (1999). Application of information technologies in building design decisions. 
Building Research & Information, 27(1), pp.20-34. 
Papamichael, K., La Porta, J., Chauvet, H., Collins, D., Trzcinski, T., Thorpe, J., et al. (1996). 
The Building Design Advisor. In Proceedings of the ACADIA '96 Conference, Tucson, pp.85-97. 
	  221 
	  
Papamichael, K., LaPorta, J., & Chauvet, H. (1997). Building Design Advisor: Automated 
integration of multiple simulation tools. Automation in Construction, 6(4), pp.341-352. 
Papamichael, K., & Protzen, J. (1993). The limits of intelligence in design. Paper presented at the 
Focus Symposium on "Computer-Assisted Building Design Systems" of the 4th International Symposium of 
System Research, Informatics and Cybernetics, Baden-Baden (Germany). Retrieved 1 July 2013, from: 
http://cbs.lbl.gov/sites/all/files/31742_0.pdf 
Parnas, D. (1972). On the criteria to be used in decomposing systems into modules. 
Communication of the ACM, 15(12), pp.1053-1058. 
Parthenios, P. (2005). Conceptual Design Tools for Architects. PhD Thesis, Harvard University, 
Cambridge. 
Payne, G., & Payne, J. (2004). Participant observation. In G. Payne & J. Payne (Eds.), Key 
Concepts in Social Research, London: SAGE Publications, pp.166-169. 
Pazlar, T., & Turk, Z. (2008). Interoperability in practice: Geometric data exchange using the 
IFC standard. ITcon: Special Issue - Case Studies of BIM Use, 13, pp.362-380. 
Pedrini, A., & Szokolay, S. (2005). The architects approach to the project of energy efficient 
office buildings in warm climate and the importance of design methods. In Proceedings of the 9th 
IBPSA Conference, Montreal, pp.937-944. 
Penttilä, H. (2006). Describing the changes in architectural information technology to 
understand design complexity and free-form architectural expression. ITcon: Special Issue - The 
Effects of CAD on Building Form and Design Quality, 11, pp.395-408. 
Peters, T. (1991). Architectural and engineering design: Two forms of technological thought on 
the borderline between empiricism and science. In D. Gans (Ed.), Bridging the Gap: Rethinking the 
Relationship of Architect and Engineer, New York: Van Nostrand Reinhold, pp.23-35. 
Petrinja, E., Stankovski, V., & Turk, Z. (2007). A provenance data management system for 
improving the product modelling process. Automation in Construction, 16(4), pp.485-497. 
Plume, J., & Mitchell, J. (2007). Collaborative design using a shared IFC building model: 
Learning from experience. Automation in Construction, 16(1), pp.28-36. 
Pohl, J., & Myers, L. (1994). A distributed cooperative model for architectural design. Automation 
in Construction, 3(2–3), pp.177-185. 
Pohland, P. (1972). Participant observation as a research methodology. Studies in Art Education, 
13(3), pp.4-15. 
Pollock, M., Roderick, Y., McEwan, D., & Wheatley, C. (2009). Building simulation as an 
assisting tool in designing an energy efficient building: A case study. In Proceedings of the 11th 
IBPSA Conference, Glasgow, pp.1191-1198. 
Pottmann, H. (2010). Architectural geometry as design knowledge. Architectural Design, 80(4), 
pp.72-77. 
Pratt, K., Jones, N., Schumann, L., Bosworth, D., & Heumann, A. (2012). Automated 
translation of architectural models for energy simulation. In Proceedings of the SimAUD 2012 
Conference, Orlando. 
Prazeres, L. (2006). An Exploratory Study about the Benefits of Targeted Data Perceptualisation Techniques 
and Rules in Building Simulation. PhD Thesis, University of Strathclyde, Glasgow. 
	  222 
	  
Price, M., Raghunathan, S., & Curran, R. (2006). An integrated systems engineering approach to 
aircraft design. Progress in Aerospace Sciences, 42(4), pp.331-376. 
Pultar, M. (1999). Building education: From fragmentation to integration. In G. Saglamer, A. 
Melezinek & S. Incecik (Eds.), Engineering Education in the Third Millenium, Alsbach: Verlag, 
pp.373-379. 
Punjabi, S., & Miranda, V. (2005). Development of an integrated building design information 
interface. In Proceedings of the 9th IBPSA Conference, Montreal, pp.969-976. 
Queensland Department of Public Works. (2007). Carbon Reduction Strategy for Government Office 
Buildings. Brisbane: Queensland Government. 
Queensland Department of Public Works. (2008). Strategic Energy Efficiency Policy for Queensland 
Government Buildings. Brisbane: Queensland Government. 
Raman, M. (2005). Sustainable design: An American perspective. In B. Kolarevic & A. Malkawi 
(Eds.), Performative Architecture: Beyong Instrumentality (Kindle ed.), New York & London: Spon 
Press, pp.40-53. 
Ramscar, M., & White, R. (1993). A goal driven approach to knowledge extraction for 
architectural design systems,. In H. Kangassalo, H. Jaakkola, K. Hori & T. Kitahashi (Eds.), 
Information Modelling and Knowledge Bases IV: Concepts, Methods and Systems, Amsterdam: IOS Press, 
pp.196-206. 
Reardon, C. (2010). Your Home Technical Manual (4th ed.). Canberra: Commonwealth of Australia. 
Rezgui, Y., Brown, A., Cooper, G., Yip, J., Brandon, P., & Kirkham, J. (1996). An information 
management model for concurrent construction engineering. Automation in Construction, 5(4), 
pp.343-355. 
Rhodes, C. (2000). Doing knowledge at home: Dialogue, monologue and power in 
organisational learning. In J. Garrick & C. Rhodes (Eds.), Research and Knowledge at Work: 
Perspectives, Case-Studies and Innovative Strategies, London: Routledge, pp.217-231. 
RIBA & CIBSE. (2011). CarbonBuzz. Retrieved 1st July 2013, from: 
http://www.carbonbuzz.org/ 
Rice, P. (1991). Building as craft, building as industry. In D. Gans (Ed.), Bridging the Gap: 
Rethinking the Relationship of Architect and Engineer, New York: Van Nostrand Reinhold, pp.87-97. 
Rizzoli, A., & Young, W. (1997). Delivering environmental decision support systems: Software 
tools and techniques. Environmental Modelling & Software, 12(2-3), pp.237-249. 
Roberts, A., & Marsh, A. (2001). ECOTECT: Environmental prediction in architectural 
education. In Proceedings of the 19th eCAADe Conference, Helsinki, pp.342-347. 
Robinson, D. (1996). Energy model usage in building design: A qualitative assessment. Building 
Services Engineering Research and Technology, 17(2), pp.89-95. 
Rogers, R. (1991). The artist and the scientist. In D. Gans (Ed.), Bridging the Gap: Rethinking the 
Relationship of Architect and Engineer, New York: Van Nostrand Reinhold, pp.139-155. 
Roper, K., & Beard, J. (2006). Justifying sustainable buildings - Championing green operations. 
Journal of Corporate Real Estate, 8(2), pp.91-103. 
	  223 
	  
Roujol, S., Fleury, E., Marchio, D., Millet, J., & Stabat, P. (2003). Testing the energy simulation 
building model of ConsoClim using BESTEST method and experimental data. In Proceedings of 
the Eight International IBPSA Conference, Eindhoven (Netherlands), pp.1131-1138. 
Rousseau, P., & Mathews, E. (1993). Needs and trends in integrated building and HVAC 
thermal design tools. Building and Environment, 28(4), pp.439-452. 
Rush, R. (1986). The Building Systems Integration Handbook. Stoneham: Butterworth-Heinemann. 
Sabbagh, K. (1996). 21st Century Jet: The Making of the Boeing 777. London: Pan Books. 
Sacks, R. (2002). Integrated AEC information services using object methods and a central 
project model. Computer-Aided Civil and Infrastructure Engineering, 17(6), pp.449-456. 
Sacks, R., Eastman, C., & Lee, G. (2004). Parametric 3D modeling in building construction with 
examples from precast concrete. Automation in Construction, 13(3), pp.291-312. 
Salvadori, M. (1991). Introduction: Architects versus engineers. In D. Gans (Ed.), Bridging the 
Gap: Rethinking the Relationship of Architect and Engineer, New York: Van Nostrand Reinhold, 
pp.xiii-xv. 
Sanguinetti, P., Eastman, C., & Augenbroe, G. (2009). Courthouse energy evaluation: BIM and 
simulation model interoperability. In Proceedings of the 11th IBPSA Conference, Glasgow, pp.1922-
1929. 
Santo, Y., Frazer, J., & Drogemuller, R. (2010). Co-adaptive environments: Investigation into 
computer and network enhanced adaptable, sustainable and participatory environments. In 
Proceedings of the 28th eCAADe Conference, Zurich, pp.677-686. 
Santo, Y., Frazer, J., & Drogemuller, R. (2011). Active buildings: What can we do about 
buildings that simply stand still? In Proceedings of the 16th CAADRIA Conference, Newcastle, 
pp.301-310. 
Schein, E. (1995). Dialogue and learning. Executive Excellence, 12(4), pp.3-3. 
Scheurer, F. (2007). Getting complexity organised: Using self-organisation in architectural 
construction. Automation in Construction, 16(1), pp.78-85. 
Schlaich, J. (1991). Practices which integrate architecture and engineering. In D. Gans (Ed.), 
Bridging the Gap: Rethinking the Relationship of Architect and Engineer, New York: Van Nostrand 
Reinhold, pp.109-122. 
Schlueter, A., & Thesseling, F. (2009). Building information model based energy/exergy 
performance assessment in early design stages. Automation in Construction, 18(2), pp.153-163. 
Schönning, A., Nayfeh, J., & Zarda, R. (2005). An integrated design and optimization 
environment for industrial large scaled systems. Research in Engineering Design, 16(1), pp.86-95. 
Schwartz, M., & Schwartz, C. (1955). Problems in participant observation. American Journal of 
Sociology, 60(4), pp.343-353. 
Schwitter, C. (2005). Engineering complexity: Performance-based design in use. In B. Kolarevic 
& A. Malkawi (Eds.), Performative Architecture: Beyong Instrumentality (Kindle ed.), New York & 
London: Spon Press, pp.110-122. 
Scott, P. (1995). The Meanings of Mass Higher Education. Buckingham: Society for Research in 
Higher Education and Open University Press. 
	  224 
	  
Seipel, M. (2005). Interdisciplinarity: An introduction. Retrieved 1st July 2013, from: 
http://mseipel.sites.truman.edu/files/2012/03/Introducing-Interdisciplinarity.pdf 
Seletsky, P. (2005). Digital design and the age of building simulation. AECbytes. Retrieved 1st 
July 2013, from: http://www.aecbytes.com/viewpoint/2005/issue_19.html 
Selkowitz, S., Haberl, J., & Claridge, D. (1992). Future directions: Building technologies and 
design tools. In Proceedings of the ACEEE Summer Study 1992, pp.269-290. 
Senescu, R., & Haymaker, J. (2008). Process integration platform: Applied to multi-disciplinary 
building design. Paper presented at the 3rd Design Computing and Cognition Conference, Atlanta. 
Retrieved 1st July 2013, from: 
http://cife.stanford.edu/wiki/lib/exe/fetch.php?media=rs:papers:senescu-
processintegrationplatform-appliedtomulti-disciplinarybuildingdesign.pdf 
Senescu, R., & Haymaker, J. (2009a). Improving Design Processes Through Collaborating, Sharing, and 
Understanding (Working Paper No. WP124): Stanford University. 
Senescu, R., & Haymaker, J. (2009b). Specifications for a social and technical environment for 
improving design process communication. In Proceedings of the 26th International Conference on 
Information Technology in Construction, Instanbul, pp.227-238. 
Shaviv, E., Kalay, Y., & Peleg, U. (1992). An integrated knowledge-based and procedural system 
for the design of energy conscious buildings. Automation in Construction, 1(2), pp.123-141. 
Shea, K., Aish, R., & Gourtovaia, M. (2003). Towards integrated performance-based generative 
design tools. In Proceedings of the 21st eCAADe Conference, Graz, pp.553-560. 
Simon, H. (1991). Bounded rationality and organizational learning. Organization Science, 2(1), 
pp.125-134. 
Simpson, M., & Viller, S. (2004). Observing architectural design: Improving the development of 
collaborative design environments. In Y. Luo (Ed.), Cooperative Design, Visualization, and 
Engineering (Vol. 3190), Berlin/Heidelberg: Springer, pp.12-20. 
Smith, L., Bernhardt, K., & Jezyk, M. (2011). Automated energy model creation for conceptual 
design. In Proceedings of the Proceedings of the SimAUD '11 Symposium, Boston, pp.13-20. 
Sobieszczanski-Sobieski, J. (1993). Multidisciplinary design optimization: An emerging new 
engineering descipline. Paper presented at the World Congress on Optimal Design of Structural Systems, 
Rio de Janeiro.  
Soebarto, V. (2005). Teaching an energy simulation program in an architecture school: Lessons 
learned. In Proceedings of the 9th IBPSA Conference, Montreal, pp.1147-1154. 
Steel, J., Drogemuller, R., & Toth, B. (2012). Model interoperability in building information 
modelling. Software and Systems Modeling, 11(1), pp.99-109. 
Steele, J., Austin, S., Macmillan, S., Kirby, P., & Spence, R. (1999). Interdisciplinary interaction 
during concept design. In Proceedings of the 15th Annual ARCOM Conference, Liverpool, pp.297-305. 
Strachan, P., Kokogiannakis, G., & Macdonald, I. (2008). History and development of validation 
with the ESP-r simulation program. Building and Environment, 43(4), pp.601-609. 
Struck, C., de Wilde, P., Hopfe, C., & Hensen, J. (2009). An investigation of the option space in 
conceptual building design for advanced building simulation. Advanced Engineering Informatics, 
23(4), pp.386-395. 
	  225 
	  
Succar, B. (2009). Building information modelling framework: A research and delivery 
foundation for industry stakeholders. Automation in Construction, 18(3), pp.357-375. 
Sutherland, I. (1963). Sketchpad: A man-machine graphical communication system. In Proceedings 
of the Spring Joint Computer Conference, Detroit (United States), pp.329-346. 
Tammik, J. (2010). Project Vasari API. Retrieved 1st June 2012, from: 
http://thebuildingcoder.typepad.com/blog/2010/11/project-vasari-api.html 
Taylor, J., & Levitt, R. (2004). Understanding and managing systemic innovation in project-
based industries. In D. Slevin, D. Cleland & J. Pinto (Eds.), Innovations: Project Management Research 
2004, Newton Square: Project Management Institute, pp.83-99. 
Thammavijitdej, P., & Horayangkura, V. (2006). Interdisciplinary conflicts and resolution as 
cultural behavior among architects and engineers. Thammasat Review, 11(1), pp.50-64. 
Thoo, S. (2010). Graphisoft EcoDesigner. AECbytes. Retrieved 1st June 2012, from: 
http://www.aecbytes.com/review/2010/EcoDesigner.html 
Todesco, G. (1996). Super-efficient buildings: How low can you go? ASHRAE Journal, 38(12), 
pp.35-40. 
Todesco, G. (1998). Sustainable construction: Efficiency through design integration. ASHRAE 
Journal, 40(6), pp.52-56. 
Todesco, G. (2004). Integrated designs and HVAC equipment sizing. ASHRAE Journal, 46(9), 
pp.42-47. 
Tolman, F. (1999). Product modeling standards for the building and construction industry: Past, 
present and future. Automation in Construction, 8(3), pp.227-235. 
Total Interactive Solutions. (2006). Feasibility & Optioneering Studies. Retrieved 1st July 2013, 
from: http://www.tis-ltd.co.uk/feasibility.html 
Toth, B., Boeykens, S., Chaszar, A., Janssen, P., & Stouffs, R. (2012). Custom digital workflows: 
A new framework for design analysis integration. In Proceedings of the 17th CAADRIA Conference, 
Chennai. 
Trane. (2013a). 100 Years of Trane History. Engineers Newsletter, 42(1). Retrieved 1st July 2013, 
from: http://www.tranehk.com/eng_news/vol42_1.pdf 
Trane. (2013b). TRACE 700 Program Features: Overview. Retrieved 1st July 2013, from: 
http://www.trane.com/content/dam/Trane/Commercial/global/products-systems/design-
analysis-tools/analysis-tools/trace-700/traceoverview.pdf 
Trane. (2013c). Trace 700: HVAC load design and analysis software. Retrieved 1st July 2013, 
from: http://www.trane.com/content/dam/Trane/Commercial/global/products-
systems/design-analysis-tools/analysis-tools/trace-700/CDS-SLB005-EN.pdf 
Treldal, N. (2008). Integrated Data and Process Control During BIM Design: Focused on Integrated Design 
of Energy and Indoor Climate Conditions. Masters Thesis, Technical University of Denmark, Lyngby. 
Trimble Navigation Limited. (2014). OpenStudio 1.0.0. Retrieved 1st February 2014, from: 
https://extensions.sketchup.com/en/content/openstudio-100 
	  226 
	  
Turkle, S., Dumit, J., Mindell, D., Gusterson, H., & Silbey, S. (2005). Information Technologies and 
Professional Identity: A Comparative Study of the Effects of Virtuality (National Science Foundation 
Report). Cambridge: Massachusetts Institute of Technology. 
Turner, J. (1998). AEC building systems model: Working Paper ISO TC/184/SC4/WG1. 
University of Wisconsin. (2011). TRNSYS 17: Updates in version 17. Retrieved 1st June 2012, 
from: http://sel.me.wisc.edu/trnsys/features/t17updates.pdf 
US Department of Commerce: Bureau of Labor Statistics. (2003). Construction and non-farm 
labor productivity index (1964-2003). 
US Department of Energy. (2011). BESTEST. Retrieved 1st July 2012, from: 
http://apps1.eere.energy.gov/buildings/tools_directory/software.cfm/ID=85/pagename=alph
a_list 
US Department of Energy. (2012). EnergyPlus energy simulation software: Weather data. 
Retrieved 9th April 2012, from: 
http://apps1.eere.energy.gov/buildings/energyplus/weatherdata_about.cfm 
US Department of Energy. (2013a). Building energy software tools directory. Retrieved 1st July 
2013, from: http://apps1.eere.energy.gov/buildings/tools_directory/ 
US Department of Energy. (2013b). EnergyPlus energy simulation software. Retrieved 1st July 
2013, from: http://apps1.eere.energy.gov/buildings/energyplus/ep_interfaces.cfm 
Valkenburg, R. (1998). Shared understanding as a condition for team design. Automation in 
Construction, 7(2–3), pp.111-121. 
Vanlande, R., Nicolle, C., & Cruz, C. (2008). IFC and building lifecycle management. Automation 
in Construction, 18(1), pp.70-78. 
Venâncio, R., & Pedrini, A. (2009). The influence of design decisions on energy consumption 
and thermal performance: The case of UFRN campus, Brazil. In Proceedings of the 11th IBPSA 
Conference, Glasgow, pp.137-143. 
von Paumgartten, P. (2003). The business case for high-performance green buildings: 
Sustainability and its financial impact. Journal of Facilities Management, 2(1), pp.26-34. 
Wang, L., & Wong, N. (2009). Coupled simulations for naturally ventilated rooms between 
building simulation (BS) and computational fluid dynamics (CFD) for better prediction of 
indoor thermal environment. Building and Environment, 44(1), pp.95-112. 
Ward, D., Horton, F., & Brown, A. (1992). An environmental design assistant. In Proceedings of the 
10th eCAADe Conference, Barcelona, pp.427-434. 
Warren, P. (2002). Bringing simulation to application: IEA ECBCS Annex 30 (Technical Synthesis 
Report No. 0-9542670-2-8). Hertfordshire (United Kingdom): FaberMaunsell Ltd on behalf of 
the International Energy Agency. 
Wasilowski, H., & Reinhart, C. (2009). Modelling an existing building in 
DesignBuilder/EnergyPlus: Custom versus default inputs. In Proceedings of the 11th IBPSA 
Conference, Glasgow, pp.1252-1259. 
Wasiluk, K., & Horne, R. (2009). The business case for sustainable commercial buildings. In P. 
Newton, K. Hampson & R. Drogemuller (Eds.), Technology, Design and Process Innovation in the Built 
Environment, London & New York: Spon Press, pp.493-513. 
	  227 
	  
Watson, A. (2011). Digital buildings – Challenges and opportunities. Advanced Engineering 
Informatics, 25(4), pp.573-581. 
WCED. (1987). Report of the World Commission on Environment Development: Our Common Future. 
Oxford: Oxford University Press. 
Weinstock, M., & Stathopoulos, N. (2006). Advanced simulation in design. Architectural Design, 
76(2), pp.54-59. 
Whitehead, H., & Peters, B. (2008). Geometry, form and complexity. In D. Littlefield (Ed.), 
Space Craft: Developments in Architectural Computing, London: RIBA Publishing, pp.21-34. 
Williamson, M. (2012). IES has sights on a greener future and global domination. Herald Scotland. 
Retrieved 1st June 2012, from: http://www.heraldscotland.com/mobile/business/people/ies-
has-sights-on-a-greener-future-and-global-domination.17451434 
Wong, N., Lam, K., & Feriadi, H. (2000). The use of performance-based simulation tools for 
building design and evaluation - A Singapore perspective. Building and Environment, 35(8), pp.709-
736. 
Wong, N., & Mahdavi, A. (2000). Automated generation of nodal representations for complex 
building geometries in the SEMPER environment. Automation in Construction, 10(1), pp.141-153. 
Xia, C., Zhu, Y., & Lin, B. (2008). Building simulation as assistance in the conceptual design. 
Building Simulation, 1(1), pp.46-52. 
Yan, D., & Jiang, Y. (2005). An overview of an integrated building simulation tool - designer's 
simulation toolkit (DeST). In Proceedings of the Nineth International IBPSA Conference, Montreal 
(Canada), pp.1393-1400. 
Young, N., Jones, S., & Berstein, H. (2007). Interoperability in the Construction Industry. New York: 
McGraw Hill Construction. 
Young, N., Jones, S., & Berstein, H. (2008). Building Information Modeling (BIM): Transforming 
Design and Construction to Achieve Greater Industry Productivity. New York: McGraw Hill 
Construction. 
Yudelson, J. (2008). The business case for green buildings. National Driller, 29(6), pp.10-12. 
Zahle, J. (2012). Practical knowledge and participant observation. Inquiry, 55(1), pp.50-65. 
Zero Carbon Hub. (2010). A Review of the Modelling Tools and Assumptions: Topic 4, Closing the Gap 
between Designed and Built Performance. London: NHBC Foundation. 
 
 
	  228 
	  
	  229 
	  
Appendix A: Glossary of Terms 
 
Active design: A design approach that relies on the use of mechanical systems (such as air-
conditioning, fans and ventilators) to control indoor comfort, and necessitates the direct 
consumption of energy from external sources for building operations. 
Aspect model: A sub-model that crosscuts or deconstructs a central base model in terms of 
behaviour or in relation to task division. It is made up of three distinct parts – a specification of 
the elements it consists of; the definition of its interdependencies within the overall 
representation schema; and its behavioural relationships and interactions with other aspect 
models in this schema. 
Building Information Modelling: The use of standardised digital product models for 
generating, storing, managing, exchanging and sharing building information, to produce “a 
computable representation of all the physical and functional characteristics of a building” 
(Vanlande, et al., 2008, p.71). This corresponds with the growing view that BIM is not merely a 
tool, but rather “a methodology to manage the essential building design and project data in 
digital format throughout the building’s life-cycle” (Penttilä, 2006, p.403). 
Building performance simulation: The use of abstracted mathematical representations and 
calculations to describe individual systems within a digital building model and their physical 
behaviour, for the purpose of aiding in the prediction of specific aspects of building operations. 
Building services: The systems installed in buildings to make them comfortable, functional, 
efficient and safe, with the aim of providing healthy environments in which people can live, 
work and occupy. In this thesis, they refer primarily to systems associated with energy 
consumption, which relate to heating, cooling, air-conditioning, lighting and general equipment. 
Collaboration: Typically defined as “agreement among specialists to share their abilities in a 
particular process, to achieve the larger objectives of the project as a whole” (R.W. Hobbs, 
Leadership through collaboration, AIArchitect 3 (1996) 11: in Kalay, 1998). 
Designers: In this thesis, the word designers is used to refer to both architects and engineers, 
recognising the blurring of disciplinary boundaries that is needed to support energy-oriented 
design successfully. The terms architect and engineer are used only when it is necessary to 
distinguish between the two disciplines. 
Design day: A representative day, usually one of several for any given location, characterising 
weather extremes that give rise to peak heating and cooling demands, which are used to 
determine maximum system load requirements for sizing HVAC equipment. 
Dialogue: A concept from theory on organisational learning that is defined “as a process where 
people mobilise language by talking, listening and constructing meaning on the basis of their 
interaction with others” (Rhodes, 2000, p.217). It is considered a social construct “that accounts 
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for a co-existence of ‘common meaning’ and diverse and interrelated experience, but where 
difference is not regarded as an anomaly in need of reconciliation” (Rhodes, 2000, p.219). 
Early design: In the context of this research, ‘early design’ is considered to mean briefing and 
pre-design, conceptual design and schematic design, collectively. This references Model 
Development Phases 0-2 outlined in the “National Guidelines for Digital Modelling” (CRC 
Construction Innovation, 2009a). 
Embedded-practice research: A research approach where the investigator is embedded in the 
practice being studied, for the purpose of scholarly enquiry that establishes a reciprocity 
between academia and industry in order to explicate organisational learning processes. 
Energy performance: A measurement of energy efficiency that takes into consideration annual 
operational energy consumption, floor area and building typology, to identify and evaluate 
energy-saving opportunities for design and equipment specifications or upgrades. 
Enterprise computing: In its ideal form, this describes a scenario where “practitioners (each 
with an individual internal representation of design intent) interact with other practitioners by 
first interacting with an information processing system that manages various shared external 
representation of design intent” (Aish, 2000, n.p.). 
Green building: An environmentally sustainable building or building strategy that engages 
processes of design, construction and operation which are resource-efficient and aim to reduce 
or eliminate negative impacts on the environment and occupants. 
Integrated Project Delivery: An approach to project delivery that “integrates people, systems, 
business structures and practices into a process that collaboratively harnesses the talents and 
insights of all participants to optimize project results, increase value to the owner, reduce waste 
and maximize efficiency through all phases of design, fabrication and construction” (American 
Institute of Architects, 2007). This approach can be applied to various contractual arrangements, 
and typically involves multidisciplinary project teams that include uniquely placed expert 
consultants as well as the conventional triad of owners, designers and contractors, in order to 
achieve more effective collaboration for improved building outcomes. 
Interdisciplinary: An approach to a problem or issue that integrates knowledge from a number 
of disciplines, with specialist concepts, tools and methods of investigation considered, 
contrasted and combined, such that the resulting understanding is greater than the sum of these 
individual disciplinary contributions (Seipel, 2005). 
Interoperability: Often viewed from a purely technological perspective, interoperability is seen 
as the ability of a system to exchange electronic data amongst project teams via standardised 
product models and protocols. However, as with IPD, it is increasingly being defined as the 
implementation of strategies to manage collaborative processes and relationships across 
multidisciplinary teams, from early design through to project handover (Young, et al., 2007, p.4).  
Interoperation: An approach to information exchange where several different systems work in 
combination to offer support for more ad hoc interactions between tools, which are often based 
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on dissimilar object models and linked via multiple communication protocols and/or data 
formats. In contrast to interoperability, it recognises the increasing need for technological 
solutions that go beyond standardisation to achieve more efficient processes for tool integration, 
and support methods of use which offer the flexibility needed in current building design. 
Labour productivity: A measure of gross value added per man-hour worked. 
Model server: A platform structured on a specified product model standard (either open or 
proprietary) that provides a centralised environment for hosting project databases, which are 
accessed client-side via applications adhering to this same standard, in order to support 
consistent multi-user, server-based management of these databases. 
Multidisciplinary: An approach to a problem or issue that draws on the knowledge of several 
disciplines, each offering and maintaining a different perspective, but who together contribute to 
the overall understanding in a primarily additive fashion (Seipel, 2005). 
Multidisciplinary Design and Optimisation: A ‘multi-model’ approach to integration defined 
as “a methodology for the design of complex engineering systems that are governed by mutually 
interacting physical phenomena and made up of distinct interacting subsystems” 
(Sobieszczanski-Sobieski, 1993). The design representation is not viewed as a single entity, but 
rather deconstructed into a series of interconnected aspect models that describe and analyse the 
performance of various subsystems, so that trade-offs between mutually-influentially constraints 
can be evaluated simultaneously rather than sequentially. 
Object-oriented programming: A programming paradigm that is structured around the 
definition of objects rather than procedures. This requires not only specification of the objects 
themselves, but their interrelationships and associated properties. 
Optioneering: A concept originating from business management practice in the 1990s that 
provides the theoretical underpinning for DesignLink’s development. Holzer (2009) states 
optioneering to be a process that supports MCDA, thus overcoming issues that often arise in 
group decision-making by enabling informed choices to be derived from the systematic 
evaluation of multiple criteria. Holzer (2009, pp.211-212) goes on to describe its application in 
the AEC industry as, “an approach where designers create multiple variations of a design 
proposal and evaluate those in regard to diverse performance criteria that were set out at the 
beginning of the design process”. 
Passive design strategies: Design strategies that control the influence of environmental 
factors affecting indoor comfort without requiring electro-mechanical energy to do so. 
Examples include: using narrow floor plates and operable building envelope apertures to 
facilitate cross-ventilation; providing external shading elements that prevent direct solar 
exposure in summer while allowing it in winter; and using thermal mass to absorb and radiate 
heat energy in a way that moderates internal temperature. 
Performance-oriented design: An approach to architectural design that engages with concepts 
of sustainability and human experience by integrating considerations of environmental impact 
and indoor comfort into the early design process. This typically involves measureable 
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comparisons of performance requirements and objectives that are tested through the concurrent 
use of simulation during design development, often across several aspects of physical behaviour.  
Post-occupancy evaluation: The systematic process of assessing the performance of buildings 
post-construction and after they have been occupied for a period of some time, in order to 
evaluate operational functions as well as user occupation and experience. 
Product model: A formal information model that defines a representation schema consisting 
of standardised data structures and object constructs, intended to provide a consistent manner 
by which to capture design artefacts from multiple disciplines. 
Program coupling: A strategy for connecting software directly by providing the faculty to link 
to other applications at run time (Citherlet, et al., 2001). Typically, one program controls the 
evaluation process and invokes other applications as required, automatically generating the 
necessary simulation models and performing analyses (Hensen, 2004). This allows information 
to be cooperatively exchanged during the design process in a manner that is able to be 
customised to meet the needs of the design team. 
Semantic integrity: Is the constraint of data and its logical relationships to ensure that 
information is consistent with its meaning in relation to the system that it represents. 
Sensitivity analysis: The study and evaluation of how uncertainty in the outputs of a 
mathematical model or simulation are influenced by changes to the input parameters and the 
degree of impact that differences in these changes have on results. 
Sustainable development: Is defined as “development that meets the needs of the present 
without compromising the ability of future generations to meet their own needs” (WCED, 1987, 
p.43). This contends that the use of resources must be limited to that which is necessary to 
maintain acceptable standards of living, as defined by the state of technology and social 
organisation (WCED, 1987). 
Transdisciplinary: An approach to a problem or issue that is concerned with the development 
of unified knowledge systems that transcend disciplinary boundaries (Seipel, 2005). 
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Appendix B: Unstructured Interviews 
 
10-06-2009: ICT/CAD Manager 1 
Question: What is the best way to remain informed about upcoming projects so that we are 
able to be involved at an earlier stage in the design process, as well as have time to familiarise 
ourselves with the brief and applicable performance considerations? 
Answers: 
§ Individual discipline leaders typically do not get involved at an early enough stage to 
be able to provide sufficient notification for this. 
§ Project managers are the people to contact regarding this matter. 
§ The usual process is for the brief to be given to an architect, a scheme is subsequently 
produced and presented back to the client to secure funding, and then the project 
managers and architects determine which disciplines are required to produce the work. 
§ In the future, the intention is for engineering disciplines to become more involved 
earlier on in project design and development.  
§ Clients are mostly government departments (e.g. education, housing, etc.) and this is 
the general process adopted across the different sectors. 
Notes: This process would appear to hinder collaboration in the early design process, given that 
a scheme has already been produced by the architect and agreed upon by the client, prior to any 
involvement from engineering disciplines providing advice on performance and constraints. 
 
11-06-2009: ICT/CAD Manager 3 
Question: What is the process for dividing building models, and allocating ownership of the 
objects that they contain, across the various design and engineering disciplines on a project? 
Answers: 
§ There is uncertainty regarding how models are partitioned for different disciplines, 
despite internal quality assurance guidelines that document this process extensively 
and were written with the express aim to achieve consistency across the practice. 
§ Ownership of objects changes at different stages throughout a project, and also may 
be required by more than one discipline at any single point in time; for example, a wall 
may be needed by an architect when exploring design options and detailing, while a 
structural engineer may simultaneously require access to test structural integrity. 
Notes: The unique nature of AEC projects often means that a one-size-fits-all approach to 
building modelling is not applicable outside a very narrow sector of work, and restrictions on 
object ownership fail to support an integrated approach to design development. 
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11-06-2009: ICT/CAD Manager 3 
Question: Who would be the best person to identify relevant projects involving the use of 
energy analysis as the basis for case studies in this research? 
Answers: 
§ [Electrical Engineer 2] has been responsible for energy analysis on all recent projects 
where it has been used, and has the most knowledge of how it has been utilised within 
the design process to be able to assist with identifying suitable projects. 
§ The services representatives for the selected projects will then need to be determined 
in order to collect data about the overall design process, as each representative has a 
different method for keeping track of information and the way in which it is recorded. 
§ Each services representative is responsible for handling relevant RFIs and delegating 
them to members of their team. Since all work is government-based, there are 
typically a significant number of RFIs on each project requesting clarification of every 
detail, no matter how minor. 
Notes: Given the degree of quality assurance required for government-based construction 
projects, the lack of a consistent approach to logging project information seems contradictory, 
and potentially disruptive in a situation where there is a change in representative. It also has 
implications for the development, and subsequent dissemination, of organisational knowledge. 
 
25-06-2009: Electrical Engineer 1 
Question: What energy simulation software are you of the opinion is potentially the most 
beneficial to use, or to explore for use, as a tool to assist decision-making in early design? 
Answers: 
§ The OpenStudio application, linking SketchUp and EnergyPlus, would be interesting 
to compare with the IES tools currently used at Project Services for evaluating 
building options during early design; however, this is made is difficult due to the lack 
of administrator rights on computers for general users within the organisation. 
§ The link between ArchiCAD and IES is also something yet to be explored, but could 
be a worthwhile exercise, as it offers potentially significant value-adding opportunity 
for the design process given that a lot of sketch design is done in ArchiCAD. 
§ The tool itself is not as important as finding a method that enables quick and accurate 
comparison of early design options. While the JCC project went through numerous 
iterations in relation to services and design, this was the exception rather than the rule. 
§ Most of the time, designs are already quite developed before analysis is requested, and 
there is very little opportunity for thermal performance to influence architectural 
outcomes. Simulations are typically run on a single model towards the end of the 
design process to refine building services and provide information on operations, 
making IES-VE the favoured software due to its ability to handle detailed models. 
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Notes: Simulation is used primarily as a reporting tool to provide an estimation of operational 
energy usage for a pre-determined design, rather than as a vehicle by which to support decision-
making processes early on through the comparison of design options. 
 
26-06-2009: ICT/CAD Manager 1 
Question: What energy simulation software are you of the opinion is potentially the most 
beneficial to use, or to explore for use, as a tool to assist decision-making in early design? 
Answers: 
§ From an architectural perspective, Ecotect has merit as tool for comparing design 
options in an iterative conceptualisation process, as it is an easy-to-use modelling 
environment that presents outputs in a highly visual manner. However, its underlying 
methods of calculation are highly simplified, giving rise to a lack of precision in results 
that makes it unsuitable for use during later project stages when accuracy is required. 
§ Consequently, engineers need to use other software like IES-VE to perform more 
precise simulations for tasks involving the selection of building systems and 
specification of services equipment. This means that Ecotect is unlikely to be 
implemented within Project Services, as project teams would not be willing to devote 
resources (and therefore budget) to undertaking the same analyses twice. 
§ While Ecotect’s lack of precision could defeat the purpose of collaboration between 
architects and engineers, unless a workflow was established linking it to other software 
for refinement of energy models in later project stages, as a tool, it could also provide 
architects with a means for understanding the requirements of analysis models. 
§ The IES plugin for SketchUp may also be useful to explore for use in early design. 
§ While BERS accreditation is undertaken in the Housing Department downstairs, the 
Green Star and NABERS training required for the types of government projects that 
Project Services are involved on is far more intensive, and as a result not engaged with 
to the same degree, unless specifically requested as part of the client brief. 
Notes: While there is value in the highly visual presentation of results provided by Ecotect for 
architects, the lack of underlying precision rules out its implementation in a collaborative design 
and simulation process, as it precludes use by engineers. 
 
26-06-2009: Architect 3 
Question: What are the issues hindering the integration of energy analysis in the early design 
process and its use as a tool for collaborative decision-making with engineers? 
Answers: 
§ From an architectural perspective, engineers often do not explain their working 
requirements clearly enough. For example, last week an engineer wanting to run a 
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thermal analysis on a building model stated that they needed “a model with no holes 
in it, where everything is a wall, floor or ceiling/roof, and nothing else”. The 
implications of this statement for the modelling process were not obvious, and an 
assumption of understanding of what this meant was presumed rather than discussed. 
§ If these requirements are not explicitly stated at the start of a project, it is difficult to 
meet such expectations on short notice. Communication of modelling and 
information specifications needs to occur from the outset, to avoid unnecessary 
remodelling and establish efficient workflows that deal with constraints effectively. 
§ Despite IFC being an industry standard developed to support interoperability, there 
are significant issues with its compatibility between different architectural modelling 
programs like ArchiCAD and Revit, let alone software for environmental simulation. 
Translating models for use in structural analysis appears to be less problematic, 
potentially due to a clearer understanding of the relationships between architecture 
and structure, whereas transformations to the representations required for energy 
simulation commonly result in missing data and GUIDs that change between exports. 
§ These observations of the problems that occur with information transfer make 
apparent that BIM standards require further development to support interoperability. 
Such difficulties are often unexpected and the underlying reasons for them not 
understood, which is quite possibly why BIM is dismissed by certain disciplines within 
the organisation who continue to document in 2D CAD overlays on the building 
model, sometimes even when working within the Revit environment. 
Notes: Greater communication of the information requirements between architecture and 
engineering is needed, as well as representation schemas that support this communication. 
 
26-06-2009: ICT/CAD Manager 1 
Question: Who are the main people using BIM and 3D modelling within Project Services? 
Answers: 
§ A number of individuals within architecture, as well as structural, mechanical and 
electrical engineering, are using BIM and 3D modelling software, while engagement 
from other engineering disciplines and landscape architecture is minimal. 
§ The younger graduates within the organisation show much greater interest in building 
modelling techniques, but typically move on after gaining a few years experience. 
§ This creates a different demographic of employees to what is observed in private 
practice. In particular, there are a significant number of older professionals who have 
been with the organisation for decades and have little interest in learning new software 
or processes. At the same time, there is also a mid-level group who attempt to bridge 
the gap between old and new ways of working not only by undertaking project work 
but by training the continual turnover of recent graduates. 
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Notes: The mid-level group of employees typically have numerous responsibilities that prevent 
them from having time to research new methods or tools to support the development of more 
effective and efficient practices within Project Services. This hinders post-project evaluation of 
design workflows, as well as the opportunity to advance processes of collaboration, thus 
inhibiting organisational learning and its transfer throughout the practice. 
 
09-07-2009: Electrical Engineer 1 
Question: In your view, which recent projects are of interest in relation to the implementation 
of energy simulation as a decision-support tool for building design; and what tools have been 
tested on different projects and how successful have they been in their outcomes? 
Answers: 
§ Two projects that might be of interest are the Mareeba Police Station and the North 
Lakes Police Station.  To review these properly, there will need to be discussion with 
[Mechanical Engineer 1], who played a significant role in the modelling of building 
services for the delivery of a fully integrated building information model that 
accompanied the required traditional 2D documentation. 
§ Prior to using IES, Ruiska and TAS were implemented on other projects; however, 
IES has proven to be the most accurate so far, particularly in terms of estimating the 
humidity and associated latent heat loads that are prevalent in an Australian context. 
§ IBPSA provides open access to their conference papers online, and is the most 
internationally prominent association for building simulation. Recently, the topics 
covered in these papers have demonstrated a growing interest in the integration of 
simulation with early design processes, and its influence on architectural outcomes. 
They also reveal that the tools used vary between contexts of use, as certain programs 
are more suited to particular locations and building typologies. 
§ While architects are taught rules-of-thumb with regards to strategies for sustainable 
design, these do not always hold true for large-scale modern construction. There is a 
need for architects to gain a better working knowledge of building physics and an 
understanding of the information requirements for building simulation.  
§ The specific software used in early design investigations is less important than its 
ability to demonstrate the benefits that energy simulation provides for comparing the 
performance of design options. Whether it be eQUEST, OpenStudio, Ecotect or the 
IES tools for early design, the more critical objective is to convey an understanding of 
the inputs needed for analysis, and their impacts on performance, to architects. 
§ Noticeably absent from nearly all existing energy simulation software is functionality  
providing recommendations for variations to input parameters that have the capacity 
to improve performance. 
Notes: What comes across here clearly is that the software used to perform energy analysis is 
less important than understanding the requirements and constraints of simulation procedures, 
and how they influence the selection of appropriate applications for use in particular scenarios. 
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13-07-2009: Electrical Engineer 2 and Mechanical Engineer 1 
Question: What are some of the primary constraints and considerations to take into account 
when performing energy simulation in early design? 
Answers: 
§ The senior services engineer on the JCC project is the best person to talk to regarding 
the specifics of systems configuration and varying strategies applied in response to 
objectives outlined in different project briefs for particular building typologies. 
§ Typically HVAC systems are designed to maintain a constant internal temperature of 
23.5° Celsius in summer and 21.5° Celsius in winter, although there is a current 
initiative within the Department of Public Works to increase the set-point temperature 
to 24° Celsius in summer, as this lowers cooling loads considerably. 
§ The Australian Standard for acceptable airflow velocity is 7.5 L/s/person, as outlined 
in AS 1668; however, more air is required in areas where strenuous activity takes place 
or dust content is high, and increased productivity has been linked to an airflow 
velocity of 20L/s/person. 
§ The Green Star rating scheme offers up to three points for indoor air quality, awarded 
by demonstrating that outside air is supplied at rates exceeding the minimum 
requirements of AS 1668. For each 50% increase above the required 7.5 L/s/person, 
one point is gained; i.e. a 50% increase to 11.25 L/s/person achieves one Green Star 
point in this category; a 100% increase to 15 L/s/person secures two points; and three 
points requires an increase of 150% to 18.75 L/s/person. 
§ Chilled beam cooling systems use less energy than standard mechanical air-ducted 
systems; however, in humid climates they must be used in combination with 
dehumidification systems to prevent condensation. The energy savings achieved by 
employing this strategy on the JCC project were not specifically assessed, and an 
evaluation of its impact on operational energy usage would be useful to evaluate. 
§ According to [Electrical Engineer 2], EnergyPlus and IES-VE are the only energy 
simulation programs that have the provisions to model chilled beam systems. 
Notes: The constraints defining the operation of HVAC systems appear to be somewhat fluid 
and differ significantly between achieving minimum compliance and aiming for best practice. 
 
13-08-2009: Architect 2 
Question: Are there any upcoming projects that could be used for an active case study to test 
the benefits of energy simulation as a decision-support tool in early design, with minimum risk 
to the organisation’s contractual obligations? Also, given that the use of energy analysis is not 
typically part of the early design process, how is advice concerning building performance 
currently provided to clients, and if simulation were to be implemented as support for decision-
making during conceptualisation, what is the main functionality that would be sought? 
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Answers: 
§ The old Petrie Courthouse is currently proposed for redevelopment to house the Pine 
Rivers District Police Office. Primarily a refurbishment project, the concept design 
involves minimal intervention to the existing building structure, offering opportunities 
to test a limited set of variables and their impacts with little risk to project outcomes. 
§ While the project has a tight budget, since the client is an owner-occupier, operational 
costs will be taken into account when deciding upon proposed alterations. Being able 
to provide reasonable estimates of the impacts that different variations to the building 
envelope will have on energy performance would very much aid in this decision-
making process. The modifications being considered include the introduction of 
skylights; the addition of external window shades; and the type of glazing to use 
externally, as all existing windows are scheduled for replacement due to age. 
§ The advice that is currently being given to clients is not quantifiable in terms of the 
comparative impacts of different design options on operational energy consumption, 
it is more a best guess. At present, the only guidance available is a checklist developed 
by the Housing Department that outlines sustainability considerations. 
§ It is often difficult to provide this kind of information in early design when trying to 
assess upfront costs against the value of operational savings. Energy analysis, and 
therefore the time and resources required for the necessary collaboration between 
architects, mechanical engineers, and electrical engineers, is typically not budgeted for; 
and individual disciplines are not prepared to step outside their professional 
boundaries to make judgements on behalf of one another. 
§ Generally, the engineers involved in projects make valuable contributions to pre-
design reports and are proficient in documentation, but demonstrate insufficient skill 
in providing architects with advice on performance strategies during the early design 
phase. The analysis tools that they use also lack support for decision-making in 
conceptualisation, when the building form is still fluid, due to their detailed nature, 
and restrict support for geometric manipulation. 
§ On projects like the JCC project, where a Green Star rating is specifically requested as 
part of the client brief, there is an allocated budget to explore design performance 
early on. The real question is whether similar opportunities exist for assessing building 
performance during early design on smaller projects that have much lower budgets, 
using tools which require less expertise than high-detail analysis software like IES-VE. 
§ There is a need for sketch-style analysis tools that provide rough, but comparatively 
accurate, estimates of performance during the conceptualisation process, and limit the 
required inputs to a level of detail suitable for early design to support fast feedback. 
§ Simultaneously, consideration must be given to how the expertise of engineering 
disciplines can be integrated into early assessments of design performance, in order to 
support effective and reliable decision-making processes. 
Notes: As a project for use in an active case study, the Pine Rivers District Police Station offers 
benefits unlikely to be encountered on other projects. The constraints of working with an 
existing building restricts the design variables that can be tested, enabling focused investigation 
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of energy simulation inputs and their impacts on performance. Furthermore, the risk to project 
deliverables is minimal, given that energy compliance ratings prescribed for new public buildings 
do not apply to refurbishment proposals, and there is no explicit reliance on analysis results to 
inform the design. What will be key during this case study is to develop an understanding of the 
information requirements for energy simulation and relate them back to architectural concerns. 
 
29-09-2009: Electrical Engineer 2 and Mechanical Engineer 1 
Question: What are the problems experienced in information exchange when transferring 
building models from architectural programs to simulation applications? 
Answers: 
§ When exporting models from Revit MEP to IES, the main issue lies in transformation 
procedures and the difference in how representation schemas are interpreted between 
the two applications. Regardless of whether gbXML or IFC files are used for 
information exchange, wall properties are lost in the process. Furthermore, after 
models are saved out in these formats, they can’t be re-opened within Revit, as the 
software is unable to read the files back in correctly. The relationships between object 
definitions in this program’s proprietary representation schema and corresponding 
entities in open product model standards like IFC need to be made clearer, so that any 
discrepancies can be understood and accommodated in the modelling process. 
§ Neither Revit or ArchiCAD have the capability to export enclosed spaces unless room 
objects are explicitly defined within the model. This is problematic as IES can only 
perform simulations on sealed zones, and requires accurate definition of these room 
objects to access associated properties essential for energy analysis procedures. 
§ IFC export procedures do not flag room objects that have been incorrectly defined 
within modelling software, which makes it difficult to check the quantity of rooms and 
their properties between Revit MEP and IES-VE models so that any discrepancies 
can be easily identified. Furthermore, architectural modellers typically do not turn on 
the analytical view in Revit, so wall centrelines often do not meet up, leaving gaps 
between what should be enclosed spaces such that they are analysed a single zone 
(refer to the plan-view diagram below), which returns erroneous performance results. 
In ArchiCAD, room objects snap to wall boundaries, leaving sliver spaces between 
zones that end up being treated as external space. It is often easier create models from 
scratch in IES-VE, tracing over a 2D floor plan imported from a DXF file and then 
extruding zones to the required height, than it is to import models directly from Revit. 
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§ Although property sets for individual objects can be mapped out according to user 
specifications, information concerning the system networks that they belong to is not 
retained during export. For example, with lighting design, each light is part of a 
switching system and a circuit system that is explicitly defined in Revit MEP, but 
transformation procedures do not support the translation of this network information 
to IFC. This similarly occurs with the modelling of mechanical services, where objects 
like pipes and ducts are defined as part of a larger HVAC system. ArchiCAD does not 
support similar functionality to model these kinds of networks, as it is fundamentally 
an architectural modelling environment and not intended for use by engineers. 
§ Regardless of these shortcomings in information translation from Revit MEP to IES-
VE, the greater problem is that changes made in IES-VE cannot be transferred back 
to Revit MEP. Ideally, results would be returned to the original modelling 
environment so that all information regarding building services was available in a 
single representation, and then could be exported via open product model standards 
like IFC to achieve integration with models produced by other disciplines. 
§ On the JCC project, early simulations testing options for the basic building form 
worked well in determining several key factors, which included orientation, floor-to-
floor heights, glazing to façade ratios, and eaves overhangs. After a number of 
alternatives had been assessed, simple massing models were returned to the architects, 
with a turnaround of approximately 24 hours. Following this, spatial organisation 
scenarios were tested, looking how the placement of different functional zones within 
the building impacted energy performance, and this took around a week to complete. 
As a result of these investigations, which were driven by a client brief for a Green Star 
rating of six stars, the building outcome resembled the propositions made by the 
engineers far more than the initial architectural design concept. 
§ Up until the contract documentation stage of the JCC project, templates were set up 
in IES-VE that enabled Revit models to be imported reliably and analyses run 
efficiently. This allowed feedback about how any design changes would affect the 
energy rating for Green Star to be provided to the architectural team quickly. 
§ During contract documentation, the translation process became increasingly difficult 
to maintain as the models being imported from Revit contained a greater level of 
detail and version changes for individual objects could not be tracked in the transfer. 
Subsequently, a significant amount of manual remodelling was required within IES-
VE to run analyses. Small changes, such as moving doors and windows, were often 
harder to accommodate than large changes that were more obvious. The most 
challenging task was to adapt the analysis model for modifications to ceiling heights, 
as room objects were typically not adjusted accordingly within Revit. As a result, the 
corresponding zones in IES-VE needed to be deleted and then redefined, while 
ensuring that surrounding boundary conditions were maintained. 
§ Revit MEP presented additional problems in relation to the design and specification 
of mechanical and electrical systems. With regards to mechanical, the program was 
unable to cope with the constant recalculation of HVAC system requirements if 
pipework was longer than 3-4m, and became increasingly slow to run. While there is 
an option to turn these calculations off until the modelling of mechanical systems has 
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been completed, the lack of MEP training within Project Services meant that this was 
not common knowledge, and as such HVAC design was time consuming. In terms of  
electrical, the inbuilt object library within the software was limited and restricted the 
outputs supported, and so a custom object library was created, where all fittings had 
associated voltages, etc., which enabled total electrical loads, the number of switches 
needed on a board, and other information, to be calculated in about two hours. 
§ Daylighting and glare analyses were particularly difficult to carry out on the JCC 
project. Relux was used as the software of choice, as several other tools commonly 
employed for these types of simulation were ruled out due to various restrictions – 
Radiance is not accepted for Green Star certification; IES-VE sequences its simulation 
algorithms in a specific order and doesn’t support multiprocessing; and other lighting 
programs lack the functionality to perform calculations on multiple rooms 
simultaneously rather than individually. Models were created in this software from 
imported DXF files of 2D floor plans, which not only necessitated remodelling of the 
building form, but involved a very specific process for window definition that was 
particularly tedious. The process generating window surfaces in Relux requires the 
first vertex to be defined according to global coordinates, while remaining vertices are 
defined by local coordinates relative to this initial point, in a specific order of input. 
§ In addition to the time spent setting up the daylighting models, the analysis itself took 
up to 6 weeks per room. While an analysis grid of 100mm is typically recommended 
by IES consultants, due to the shading fins on the building facade being closely 
spaced and only 200mm deep, a finer grain grid of 25mm was required to achieve the 
accuracy in results necessary to satisfy criteria for Green Star certification. 
§ For a Green Star project aiming to achieve a six start rating, a design freeze is needed 
prior to the end of contract documentation, as approximately an additional 4 weeks is 
then required to finalise the energy model. For a five star rating, the analysis 
undertaken up until the contract documentation stage is typically sufficient. 
§ Clash detection was undertaken on the combined JCC building model, which reported 
40,000 conflicts; however, some of these were not legitimate, for example, a power 
socket in a wall was perceived as a clash. This indicates a need for clash detection that 
supports functionality for user specification of rule-based constraints, in order to filter 
out perceived conflicts that are valid with regards to building construction. 
§ No debriefing occurred after this clash detection process to provide individual 
disciplines with feedback about their modelling techniques. This would have been 
beneficial for the team in terms of learning what was done well and what mistakes had 
been made that required improvement on future projects. 
§ Due to the contractual regulations of the Australian AEC industry, 2D documentation 
remains of greater importance than the production of an accompanying 3D building 
model. However, many of the JCC project team focused too much on the digital 3D 
representation and not enough on the final drawing sheets, introducing detail into the 
model that was not only unnecessary, but made it time-consuming to access and 
manage. If work had been undertaken with a clear focus on contractual requirements, 
and the level of model detail required to produce this 2D documentation had been 
moderated, then the process would have been far more efficient. 
	  243 
	  
Notes: While there are some significant interoperability issues between design modelling and 
performance simulation software, these arise from a lack of understanding regarding how 
constructs in one domain of application relate to those required for other associated domains. 
Tools that supposedly facilitate integrated design processes have been developed from a purely 
technological perspective, rather than considering the information requirements of different 
disciplines working in collaboration and how to support communication between them. 
 
30-09-2009: Architectural Technicians 1, 2, and 3 
Question: What were the main problems observed and experienced on the JCC project when 
integrating models from different disciplines, particularly with regards to the subsequent use of 
these combined representations for export to energy simulation applications? 
Answers: 
§ The issue was not the merging of different Revit models, the problem lay in extracting 
information relevant to energy analysis from the architectural representation, 
particularly after changes had been made. Structural integration also affected 
simulation procedures because, similar to architectural designers, structural engineers 
often don’t worry about walls meeting up with the required analytical precision. This 
was made further problematic by structures and architecture sharing the same models. 
§ Although the JCC project was designed entirely around building services, none of the 
MEP engineers really discussed or negotiated the impacts that their decisions may 
have for other disciplines on the team. This was possibly because mechanical 
engineers do not traditionally come into the design process until about halfway 
through. As a result, they only realised that they needed two extra plant rooms during 
the contract documentation stage of the project, which required significant 
reconfigurations of space and redesign that should have been picked up earlier. 
§ While Project Services, as an 80% Revit-based office, aims to hand over ‘as-built’ 
models upon project completion, there are still several disciplines not working in 3D 
modelling or BIM software. Consequently, more responsibility is falling back onto the 
architectural modellers to fulfil this requirement, rather than on the architects and 
engineers who are designing the building and its systems in the first place. 
§ Other specific software problems included: 
- Issues in Revit MEP with regards to viewing ceilings; 
- Clash detection in Revit reporting errors on what were valid features within the 
building model; for example, power points in walls were detected as clashes unless 
a specific void was created for their insertion; however, unlike with doors and 
windows, voids are not automatically created for objects such as this. 
- IES-VE did not recognise shading structures exported from the Revit model, in 
addition to its lack of detection for walls that do not have crossed centrelines when 
in close proximity; ideally a tolerance value would be provided for the latter. 
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Notes: What came across clearly in this discussion was that integration across all the different 
software packages required by the various disciplines involved in building design was not truly 
feasible without significant customisation of translation procedures between applications. 
 
03-12-2009: Architect 2 
Question: What benefits did the report produced for the Pine Rivers District Police Station 
have in terms of decision-making for proposed alterations to the building envelope, and what 
issues could be reasonably anticipated with regards to progressing this integration of energy 
simulation in the early design process to support tasks in later project stages? 
Answers: 
§ The information provided at this early stage of the design process was critical to 
decision-making, as it assisted in supporting design recommendations by quantifying 
the impacts of different options that would otherwise have been put forward with 
little idea of exactly how much impact they had on energy performance. 
§ The impacts that somewhat minor changes to the building fabric had on energy 
consumption outcomes were quite unexpected, and the notion that simple design 
interventions could have such significant implications for performance provided an 
additional and novel dimension to the design process. Architects typically view energy 
consumption to be affected primarily by mechanical systems, and do not intuitively 
consider the impacts that building form might have on minimising the energy loads 
that these building services need to accommodate in the first place. 
§ One of the greatest benefits of the report produced for this project was that it was 
written from an architectural point of view, where recommendations were made not 
solely on the basis of energy performance outcomes, but also with an understanding 
of the importance of maintaining the integrity of the existing building design. 
§ From an architectural perspective, the energy analysis process should consist of three 
different stages. In schematic design, its purpose is to inform the building form and 
envelope; during design development it should act to support the verification or 
modification of earlier assumptions made with regards to mechanical and electrical 
services; and in contract documentation, a fully detailed energy model would provide 
as accurate as possible predictions of energy performance and ratings. 
§ The final model produced during contract documentation is probably of least 
importance for most projects (with the exception of those requiring Green Star 
certification), since at this stage, any design changes that can be made to improve 
performance are not as substantial or varied as those during conceptualisation. 
§ During early design it is critical to communicate that energy simulation results provide 
a comparative analysis of design options enabling identification of performance 
trends. They cannot be used as an absolute measure of operational energy 
consumption, as there are too many unknown variables to guarantee the precision of 
numerical outcomes. If this was made clear, then energy simulation could be quite a 
useful tool for decision support on a number of other projects also. 
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§ While a tool like eQUEST provided this ability for comparison of early design options 
on the Pine Rivers project, the restrictions that it presented with regards to predefined 
operational constraints and HVAC systems makes it unsuitable for use in later project 
stages, particularly given that it has been developed with a US context in mind. Its 
visual representation of outputs and results is also somewhat lacking. 
§ Ideally, the resolution of the IES model would be controlled so that its level of detail 
was appropriate to the early design process, while still providing functionality for user 
definition of operational requirements specific to an Australian context. This would 
enable quick comparisons of design options, and allow a workflow to be established 
where this could be extended upon during design development and documentation. 
Notes: During this discussion, interest was expressed in using early stage analyses to break 
down simulations results into ‘energy budgets’ for the different services engineering disciplines 
to aim for in their systems designs. While the rationale of providing targets for lighting and 
HVAC calculations is understandable from a conventional architectural perspective, it implies 
that there is still a sense of removal from the performance analysis process and demonstrates the 
lack of interdependency between architecture and engineering that is prevalent in industry. 
 
18-02-2010: Electrical Engineer 2 
Question: What are the constraints governing the selection of software used at Project Services 
for energy analysis and the main criteria that applications need to satisfy for use? 
Answers: 
§ It is critical that the simulation software being used has the capacity to calculate latent 
heat, as without this capability, the energy contained in air moisture content associated 
with humid climates, such as those experienced in Brisbane, cannot be accurately 
accounted for. A number of simulation programs do not adequately support this 
functionality as they were originally designed for cooler climates in the UK and US. 
§ Since CAMEL97 is the application mechanical engineers within Project Services use to 
calculate building loads, and BEAVER98 has been designed for compatibility with 
CAMEL (as both programs are produced by the same company), this could be an 
option to consider when looking into the selection of energy analysis software. It is, 
however, limited in the equipment components and systems options that it offers. 
§ Regardless of the software selected for energy simulation, the critical criteria that must 
be satisfied to ensure relevance in this context of application are as follows: 
- BESTEST validation to ensure compliance with rating scheme requirements, such 
as those for Green Star certification. 
- The capacity to accurately calculate latent heat loads associated with humidity. 
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98 http://members.ozemail.com.au/~acadsbsg/ 
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- Object libraries that include heating and cooling equipment typically used in the 
design of HVAC systems within an Australian context. 
- Functionality to define custom schedules of occupancy and operations. 
§ While IES-VE can run comparative simulations on alternative configurations to 
HVAC systems, it does not provide functionality to test variations to the building 
envelope or operational functionality related to occupancy. The IES plugin for Revit 
allows user selection of operational usage profiles based on building typology; 
however, these profiles are pre-set according to UK profiles of activity and cannot be 
manually adjusted for Australian operational standards or seasons. 
§ There is a need for consistency in results, which dictates the use of the same software 
throughout the design process. Changes in application from stage to stage throughout 
project development hinders the comparison of design options, as different programs 
often produce slightly different results even when given exactly the same inputs. 
§ While IES and EnergyPlus only permit planar surfaces as input for energy simulation 
procedures, MagiCAD99 supports curved surfaces in its analytical representation; 
however, this software is targeted for use in northern Europe and lacks functionality 
to accommodate conditions associated with the Australian climate. 
Notes: Most software for energy analysis has been developed in locations with cold dry 
climates, rather than the subtropical conditions experienced in Brisbane (and a large portion 
Australia generally). Consequently, they lack either functionality to support the simulation of 
latent heat associated with humidity or object libraries that describe equipment commonly used 
in HVAC systems in these environments. This limits their relevance of application in this 
context, particularly if the software does not provide an API allowing user definition of objects 
required for the specification of suitable equipment or operational schedules. 
 
23-07-2010: Mechanical Engineer 3 
Question: What are the typical concerns involved in the design of mechanical systems, and the 
impacts of strategies employed for sizing and specification equipment on energy performance? 
Answers: 
§ The majority of mechanical engineers are not concerned with evaluating the energy 
consumption of the systems that they design, and calculations that are performed 
when developing services strategies are undertaken simply to size the equipment. 
§ Considerations of efficiency are only considered when specifying this equipment, and 
usually simply involve looking at manufacturer’s specifications of COP. However, 
there is little understanding of how these COPs are calculated, or how they are 
affected when equipment is running within a system at lower than maximum capacity. 
§ The software most commonly used within the organisation is CAMEL, which 
calculates peak loads and sizing data for equipment specifications; while BEAVER, an 
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application for predicting operational energy consumption that is produced by the 
same company and able to import data directly from CAMEL, is rarely used. 
§ As a result, the input information required for energy simulation is rarely considered 
by mechanical engineers. For example, 21° Celsius is typically used as the thermostat 
set-point for heating in winter and 24° Celsius for cooling in summer, however, there 
is no understanding of what triggers the changeover between these set-points. There is 
a lack of knowledge of whether it relates simply to internal conditions, whether there 
are scheduled seasons for different set-points, or whether a set-point somewhere in-
between these two temperature values is used for the periods of spring and autumn. 
§ The design of mechanical systems differs significantly between individuals, based on 
personal experience and how it has affected their development of tacit knowledge. 
[Mechanical Engineer 3] designs by calculating loads in CAMEL, oversizing slightly, 
then selecting equipment, while others may take a different approach to how they 
derive services strategies or implement different oversizing multipliers. 
§ The primary concern for most mechanical engineers is that the equipment they specify 
can cope with any given climatic scenario, rather than how energy efficient it is, hence 
the over-sizing. This is done to avoid litigation for systems not performing to maintain 
internal comfort in buildings and any consequent impacts that this has on operations. 
§ Very little consideration is given to alternative systems configurations. For any given 
space, a HVAC system with known ability to handle predicted peak loads is typically 
selected, which then operates at less than maximum capacity most of the year round. 
Another option would be to have two or three systems servicing the same space, with 
one or two running at full capacity at all times and the others supplementing 
operational requirements on an as-need basis, to improve overall efficiency. 
Notes: If mechanical engineers are not calculating annual energy consumption, their ability to 
reliably specify systems that adhere with operational ‘energy budgets’ cannot be guaranteed. 
Furthermore, there is a need for a database where different HVAC parameters and systems 
configurations employed on projects can be compiled for standard reference and use across the 
practice, not only to describe simulation inputs for various building scenarios, but also to record 
the tacit knowledge learnt through experience for organisational learning. 
 
23-07-2010: Electrical Engineer 2 
Question: As the individual within Project Services who has been responsible for energy 
analysis on all recent projects where it has been used, what is your view of the way in which 
mechanical services are typically designed in terms of the implications for energy performance? 
Answers: 
§ Many of the inputs necessary for energy analysis that relate to HVAC systems are not 
considered by mechanical engineers in everyday practice, and are not written into 
simulation guidelines beyond simplified expectations of minimum requirements. 
Calculations related to the design of mechanical systems are typically concerned with 
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instants in time with regards to peak usage conditions, rather than measurements of 
performance over periods of time throughout the year. 
§ Consequently, these inputs cannot be accounted for consistently, only reasonable 
assumptions can be made, which immediately introduces variability into predictions. 
§ Mechanical engineers appear to be largely unconcerned with how changes to the 
design of their services affect overall operational energy consumption. 
§ However, at the same time, many engineers within the organisation, both from 
mechanical and electrical backgrounds, have expressed concerns regarding architects 
impinging on their professional domains by becoming involved in the use of energy 
simulation to support decision-making during the design process. 
Notes: While concerns related to the use of energy simulation by architects are valid in terms of 
them not having the knowledge to make assumptions regarding building services, it appears that 
many within engineering disciplines are simultaneously not taking responsibility for energy 
estimations. Time and resources appear less of an impediment to engaging energy simulation on 
projects than the lack of communication and distinct territorialism exhibited by individual 
disciplines, which hinders the collaboration required for its use as a decision-support tool. 
 
23-07-2010: Mechanical Engineer 4 
Question: Why is energy analysis not engaged to support decision-making more frequently on 
building projects? Also, after over 40 years of experience as a mechanical engineer, what 
strategies and rules-of-thumb do you typically employ when designing HVAC systems that have  
implications for operational energy consumption which are of potentially significant impact? 
Answers: 
§ The primary reason energy analysis is not utilised for decision support in standard 
practice is due to its complexity. Despite a number of HVAC engineers expressing 
interest in implementing simulation on projects, the reality is that input requirements 
for the majority of software designed for this purpose, such as BEAVER, are 
extremely complicated. The time and budgetary constraints outlined in client briefs 
usually offer little opportunity to explore efficient methods for its use on projects. 
§ The IES plugin for SketchUp appears to have significant potential as a tool for 
decision support in early design, however, access to critical operational inputs is 
restricted. While trends can be identified, simulation results cannot be assumed as 
absolute, and a considerable amount of additional information must be included in the 
analysis model before it can be used for tasks associated with later project stages. 
Since IES-VE requires the definition of component-based systems, all coils, fans, air-
handling units, etc., must be specified for accurate results, as opposed to simply 
applying a generic template to generate comparative performance outcomes. 
§ A number of decisions regarding system sizing and efficiency are made mostly based 
on rules-of-thumb; personal experience has led to the following recommendations 
that are imparted to the graduate engineers at Project Services as guides: 
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- Water-cooled systems are more efficient than air cooled-systems, with a COP of 
approximately 10 as opposed to 5-6, due to the greater heat capacity of liquids. 
- Chillers (used to cool and dehumidify air) are always oversized on large-scale 
constructions so that if one breaks down the other can still cope with the loads. 
- Air-handling units are sized as closely as possible to predicted demand because if 
they are too big and more air is taken in than needed, humidity becomes an issue. 
- Pumps are normally over-sized up to 25% to ensure that they can handle demand. 
- The specification of larger pipes allows a trade-off for smaller-sized pumps. 
§ There are no rules or guidelines written anywhere to assist people in making these 
decisions, this information is simply learnt on the job. Decisions are influenced by this 
tacit knowledge, which is developed primarily in response to cost-related factors. For 
example, pumps are oversized because if they are undersized and breakdown as a 
result of operational functions that cause them to run beyond the peak demand they 
were specified for, the cost to repair or replace them is quite substantial. 
§ Comparisons of system options also often come down to rules-of-thumb. For 
example, large-scale HVAC systems often contain two pumps, with one running at 
full capacity and the other supplementing operations as required. The alternative of 
having one large pump specified to cope with peak demand on its own means that it is 
often running at less than maximum capacity, which causes system inefficiencies that 
increase operational costs. While having two pumps costs more upfront, it reduces 
operational costs, but there is no way to estimate how large this reduction might be. 
Notes: The design of mechanical systems involves a significant amount of tacit knowledge that 
needs to be extracted from more experienced engineers to enable organisational learning. At the 
same time, this knowledge has been developed from the perspective of designing systems able 
to cope with peak loads that minimise financial costs for the client, rather than considering their 
operational performance over the course of a year in terms of energy usage. Due to this lack of 
consideration of energy consumption and building operations over an annual period, mechanical 
systems become an overlay on the architecture rather than a factor in informing its design. 
