In order to use strong gravitational lens time delays to measure precise and accurate cosmological parameters the effects of mass along the line of sight must be taken into account. We present a method to achieve this by constraining the probability distribution function of the effective line of sight convergence κ ext . The method is based on matching the observed overdensity in the weighted number of galaxies to that found in mock catalogs with κ ext obtained by ray-tracing through structure formation simulations. We explore weighting schemes based on projected distance, mass, luminosity, and redshift. This additional information reduces the uncertainty of κ ext from σ κ ∼0.06 to ∼0.04 for very overdense lines of sight like that of the system B1608+656. For more common lines of sight, σ κ is reduced to 0.03, corresponding to an uncertainty of 3% on distance. This uncertainty has comparable effects on cosmological parameters to that arising from the mass model of the deflector and its immediate environment. Photometric redshifts based on g, r, i and K photometries are sufficient to constrain κ ext almost as well as with spectroscopic redshifts. As an illustration, we apply our method to the system B1608+656. Our most reliable κ ext estimator gives σ κ =0.047 down from 0.065 using only galaxy counts. Although deeper multi-band observations of the field of B1608+656 are necessary to obtain a more precise estimate, we conclude that griK photometry, in addition to spectroscopy to characterize the immediate environment, is an effective way to increase the precision of time-delay cosmography.
from its ability to measure mass independent of its dynamical state, as well as from its ability to magnify background sources. Detailed mass models of the deflector galaxies, groups, or clusters of galaxies can be determined by reproducing the strong lensing observables, i.e. multiple image time delays, positions, and fluxes (e.g., Keeton 2010 , and references therein). However, one of the main limitations of gravitational lensing is due to the so-called "mass-sheet degeneracy" (Falco et al. 1985; Schneider & Seitz 1995; Saha 2000; Wucknitz 2002 ). This emerges from considering the solution to the lens equation, characterized by a certain surface mass density κ for the deflector in units of the critical density Σ crit . By linear transformations, one finds that an infinite family of solutions can be obtained. The family of solutions results in a range of inferred properties both for the mass model of the main deflector as well as for the properties of the lensed source. One needs to break the mass-sheet degeneracy using physical arguments in order to fully exploit the power of gravitational lensing.
A number of strategies have been adopted to break this degeneracy both in the strong and weak lensing regimes (e.g., Broadhurst et al. 1995; Kneib et al. 2003; Bradač et al. 2004; Sonnenfeld et al. 2011) . A common strategy is requiring the surface mass density of the main deflector to vanish at large distances from its center. This solution is physically equivalent to assuming that the distribution of mass along the line of sight (LOS), excluding the plane of the main deflector, is uniform and equal to the average of the Universe. This approxima-tion is sufficient for many applications of gravitational lensing, resulting typically in uncertainties of only a few percent in the inferred mass distribution of the main deflector and in the luminosity and size of the lensed source (Seljak 1994; Keeton et al. 1997; Koopmans et al. 2006; Treu et al. 2009; Hoekstra et al. 2011 ). For higher precision measurements however, one needs to determine the effects of the line of sight mass distribution. It is customary to condense these effects into an equivalent additional mass sheet at the redshift of the main deflector with uniform surface mass density κ ext , which can be positive or negative depending on whether the line of sight is over or underdense with respect to the average of the Universe (Schneider 1997) . In practice, mass-sheet degeneracy can be broken, i.e., the value of κ ext can be inferred, by constraining in an independent way (1) the mass of the lens galaxy via stellar kinematics (e.g., Koopmans & Treu 2003; Barnabè et al. 2009; Auger et al. 2010; Suyu et al. 2010; Sonnenfeld et al. 2012) , and/or (2) the total mass of any intervening mass structures along the line of sight via imaging and spectroscopy of objects along the line of sight (e.g., Keeton & Zabludoff 2004; Fassnacht et al. 2006; Momcheva et al. 2006; Suyu et al. 2010; Wong et al. 2011; Fassnacht et al. 2011) .
Determining κ ext is especially important for doing precision cosmography with gravitational lens time delays. Gravitational lens time delays are the difference in the arrival time of photons along the paths corresponding to multiple images arising from geometric and general relativistic effects.
For variable sources, like active galactic nuclei, time delays can be measured via dedicated monitoring campaigns (e.g., Fassnacht et al. 2002; Fohlmeister et al. 2008; Paraficz et al. 2009; Courbin et al. 2011; Tewes et al. 2012) . If the mass distribution in the plane of the deflector and along the line of sight is known, the measured time delays can be converted to the so-called timedelay distance D ∆t , a combination of three angular diameter distances (e.g., Treu 2010) . In turn, the timedelay distance contains information on cosmological parameters, primarily the Hubble constant H 0 (Refsdal 1964) , but also the curvature and other parameters (Coe & Moustakas 2009; Suyu et al. 2010; Linder 2011) . To first approximation, time delays constrain cosmology in a similar way to baryon acoustic oscillation experiments and therefore are an excellent complement to other probes like the cosmic microwave background and type Ia Supernovae (Linder 2011; Das & Linder 2012) . It has been shown that with current techniques and sufficient ancillary data a single gravitational lens measures the time-delay distance to approximately 5-6% (Suyu et al. 2010 (Suyu et al. , 2013 .
In cases like B1608+656 where the time delays are known to ∼2% and the mass model of the main deflector and its immediate environment is exquisitely constrained by the data, the dominant source of uncertainty is the distribution of mass along the line of sight (e.g., Bar-Kana 1996) , i.e. effectively the external convergence κ ext . Specifically, D ∆t ∝ (1 − κ ext ) −1 . Thus, for small κ ext , the uncertainty σ κ translates directly into relative uncertainty in time-delay distance, currently dominating the overall error budget. Suyu et al. (2010) constrained κ ext by using the density of galaxies within 45 ′′ of B1608+656, which was measured to be twice that of an average field observed at the same depth by Fassnacht et al. (2011) . Then, by selecting lines of sight with the same galaxy overdensity ζ gal in the Millennium ray-tracing simulations of Hilbert et al. (2009) , they measured the conditional probability distribution function (PDF), P (κ ext |ζ gal ), which was then used as a prior in deriving cosmological information. Several efforts are underway to explore ways to further reduce this source of uncertainty. Those include spectroscopic and photometric surveys (Momcheva et al. 2006; Williams et al. 2008; Auger et al. 2007 ) as well as measurements of the external shear (Suyu et al. 2013) In this paper we focus on refining and developing practical tools to estimate external convergence by comparing the output of cosmological numerical simulations with readily available observables such as those that can be derived from a galaxy photometric catalog. We define the relative overdensity ζ as the value of selected observables related to the stellar mass, the redshift, and the projected distance on the sky (angular distance) divided by the mean of the same observables over all lines of sight. Extending the work of Suyu et al. (2010) we consider a set of observables with relative overdensities ζ in addition to ζ gal , the number of galaxies along a LOS divided by the average, seeking observables that minimize σ κ . In a companion paper, Collett et al. (2013, submitted) a halo-model approach is used to perform a full reconstruction of the mass distribution along the line of sight, and thus provide a theoretical counterpart to the methods and weighting schemes developed here.
The main result of this paper is that using these statistics it is possible to reduce significantly σ κ , using a multiband photometric catalog. The amount of gain depends on the specific line of sight, but for a system like B1608+656 it is possible to reduce it from 6 to 5% (even 4% in the best cases). We note that even reducing the uncertainty on a single lens from 5 to 4% is extremely useful given how rare these strong lenses are and how time-consuming it is to obtain ancillary data like time delays and high-resolution images. Oversimplifying for the purpose of illustration, assuming a target precision of 1% from a sample of lenses, only 16 systems would be needed if each were precise to 4%, as opposed to 25 systems at 5% precision each 11 . The paper is organized as follows. In Section 2 we briefly summarize the Millennium Simulation that forms the backbone of our study. In Section 3 we revisit the galaxy count statistic ζ gal . In Section 4 we introduce other statistics involving stellar mass, luminosity, redshift, and distance. In Section 5 we test the influence of using photometric redshifts instead of spectroscopic redshifts in our method. In Section 6 we apply our method for several statistics to the gravitational lens B1608+656. Throughout the paper magnitudes are given on the Vega scale.
SUMMARY OF THE MILLENNIUM SIMULATION
11 In reality, since lenses and sources will have different redshifts, the likelihoods of the cosmological parameters from each lens will not be perfectly aligned in multiple dimensions, and therefore the combined uncertainty should decrease faster than Numerical simulations of large-scale structure provide a way to determine statistically the amount of external convergence for a lens system. By ray tracing through the Millennium Simulation (Springel et al. 2005) , one can produce a simulated image of the sky populated with galaxies and a corresponding map of the external convergence, κ ext , for a given source redshift (Hilbert et al. 2007 (Hilbert et al. , 2008 (Hilbert et al. , 2009 ). The distribution of κ ext values associated with lines of sight in the simulation that resemble the lens system of interest (e.g., in terms of the overdensity of galaxies around the lens system) provides a statistical estimate of the κ ext for the lens system.
We use 64 simulated fields of 4×4 deg 2 from the Millennium Simulation containing galaxies with positions, redshifts, magnitudes (in SDSS u,g,r,i,z and 2MASS J,H,K) and stellar masses from the semianalytic galaxy model of Guo et al. (2011) 12 . Each field has approximately 5 million galaxies with redshifts up to ∼ 3.2 and an associated map of the external convergence on a 4096 × 4096 grid for a source redshift of 1.4, typical of strong lensing systems like B1608+656. We use each position on the κ ext map as a line of sight, and therefore have approximately 10 9 lines of sight for the 64 fields. Hilbert et al. (2009) and Suyu et al. (2010) showed that the distribution of κ ext from strong lens lines of sight are very similar to the distribution for all lines of sight 13 . Therefore, we consider all lines of sight from the 64 fields in our analysis. These lines of sight provide the pool from which we select subsets that have observational properties (based on the galaxies) matching those of the lens system for determining the κ ext of the lens.
GALAXY NUMBER COUNTS AS A PROBE OF κext
In this section we revisit the galaxy overdensity statistic introduced by Suyu et al. (2010) . We recall that the use of relative overdensities -instead of absolute densities -in both the data and simulations is meant to minimize the impact of theoretical and observational systematic uncertainties. In particular this should reduce sensitivity to the choice of a specific reference simulation (Suyu et al. 2010) .
In practice, we study P (κ ext |ζ gal ), where ζ gal is given by the number of galaxies within 45 ′′ , N gal , in a specific line of sight, divided by the average value for all lines of sight, N gal ; i.e. ζ gal ≡ N gal N gal . For the Millennium Simulation data, N gal is readily computed by multiplying the total number of galaxies by πr 2 /A where r = 45 ′′ and A is the angular area of the entire field. However, in practice one must be careful of masked regions and edge effects. The choice of the radius is motivated by practical reasons. As discussed by Fassnacht et al. (2011) , this is typically the maximum radius that can be surveyed for a target in middle of one of the two chips, i.e. the standard pointing of the Wide Field Camera of the Advanced Camera for Surveys (ACS) on board the Hubble Space Telescope (HST ). We also impose restrictions similar to
12
Obtained from the Millennium Database ( Lemson & Virgo Consortium 2006) . 13 The κext constructed from the Millennium Simulation excludes the convergence at the primary lens plane (i.e., the redshift of the lens galaxy) since this is already accounted for in the lens galaxy mass modeling. Therefore, the external convergence is truly external to the lens and is due to line-of-sight contributions.
observations of B1608+656 such that all galaxies must have 0 < z < z source (where z source = 1.394 is the source redshift of B1608+656, Fassnacht et al. 1996) , and following Fassnacht et al. (2011) , have 18.5 < mag i < 24.5. The results found by Suyu et al. (2010) used only the latter constraint. In Section 6, we revisit this field with redshift information. Once the PDFs of κ ext are computed we define the width of the PDF σ κ as the semidifference of the 84 and 16 percentiles of P (κ ext |ζ gal ). We remind the reader that in this paper we use the convergence maps detailed in Section 2 to supply our κ ext values.
The κ ext PDF for a LOS with a known relative overdensity in galaxy count is readily computed by first counting N gal for each line of sight on the convergence maps. The convergence maps are defined on a regular grid with resolution of ∼3.5 ′′ , and the grid points thus conveniently serve as locations of the lines of sight for our galaxy number counts. Then, it is sufficient to select lines of sight with overdensity close to the desired value ζ gal . In practice, we select all lines of sight with
where E, the interval width, is some integer value. As we increase E, the number of lines of sight satisfying Equation (1) also increases. As a general rule the parameter E should be chosen to be as small as possible while still leaving sufficient lines of sight to generate the PDF. Note that sample variance noise is already introduced by the simulations so we expect that varying E while keeping it smaller than ∼ N gal should not affect our results. A number of subtleties must be taken into account when constructing the κ ext PDFs. As expected, the distributions are in general highly skewed. For example, fewer lines of sight become available at higher relative overdensities (and similarly at lower underdensities; for conciseness we shall discuss explicitly only the overdensities in our examples). Because the number of lines of sight N LOS at a given galaxy count N gal are always greater than that at N gal + 1, simply constructing a PDF from all κ ext whose corresponding N gal satisfy Equation (1) would be biased towards lower N gal , and their respective κ ext values. We define κ med ext as the median κ ext for a given PDF, and find that a good indicator of the bias in a sample is the change in κ med ext as function of the interval width E. The narrowest interval E = 1 gives the closest estimate to the true median. Since lower N gal pull the entire PDF away from that with a galaxy count of ζ gal N gal , we expect that a notable change in κ med ext will occur when we increase E. This is shown in the top panel of Figure  1 . To circumvent this shift in κ med ext that would lead to a bias in the time-delay distance determination, we weight each value of κ ext by 1 NLOS for its respective N gal -that is, we find N LOS for the N gal responsible for contributing a particular κ ext , and multiply by the inverse. Therefore each of the 2E κ ext PDFs for a given N gal within ζ gal N gal ± E carries equal weight, and κ ext from higher N gal offset those from lower, thus ensuring that our overall distribution remains relatively static. This is indeed the case, as the bottom panel of Figure 1 shows κ med ext declines much more slowly as a function of uncertainty than in the upper panel. However, maintaining a steady median has resulted in increasing the width of the distribution σ κ . This is expected because PDFs on either side of ζ gal N gal are centered slightly above or below our target. For this reason -and that of residual effects on the median -we see that lower galaxy interval widths (E) offer the best results, assuming they can encompass sufficient data to adequately reduce statistical uncertainty. For the purposes of this paper unless otherwise noted we set E = 2.
As an illustration of our method, in this paper we investigate the underdense case ζ gal = 0.75 and the overdense cases ζ gal = 1.25, 1.5, and 2 (used in Figure 1 ), although our method carries over to any arbitrary value of ζ gal . We show in Figure 2 the PDF of κ ext for these ζ gal values. As expected, larger ζ gal produces a shift in the PDF along positive κ ext , however, it also increases σ κ . In other words more overdense lines of sight have higher convergence but also a broader range of possible convergences. In the study of Fassnacht et al. (2011) , B1608+656 possessed a relative overdensity of 2.18 without redshift cuts. We will thus look at the case of ζ gal = 2 with particular interest.
ALTERNATE CHARACTERISTICS AS WEIGHTS
Defining ζ gal = N gal /N gal is useful for constructing PDFs of κ ext for strong lenses. Counting N gal for any line of sight is straightforward and requires only that each object within 45 ′′ have z < z source and a flux greater than an observational limit. However, by using N gal we neglect characteristics of an object that may play a significant role in gravitational lensing (i.e. mass, redshift, angular offset). By using quantities that are closely related to lensing we expect that we should be able to reduce the uncertainty on κ ext . For example, we do not suspect all LOS with ζ gal = 2 to have exactly the same physical characteristics as B1608+656, hence we can use relative overdensities in observable features besides N gal to construct an even tighter -and perhaps more relevant -PDF.
Redefining ζ for New Characteristics
To identify LOS with overdensities with particular features, we need to design a weighting scheme such that all objects are not equivalent, but weighted by a feature relevant to lensing. By summing each object multiplied by its weight within 45 ′′ we define the weighted sum
where q i is the weight for object i. Note that for our definition of N gal , q i = 1 for all i and therefore the weighted number of galaxies W gal simply corresponds to N gal . We next define ζ q = W q /W q as before. In accordance with ζ gal , we will set ζ q = 0.75, 1.25, 1.5, and 2 for the purpose of demonstrating our general method.
Weighting by Radius
The angular separation between the source and a nearby object is a significant factor in distorting, and thereby shaping, the path through which the source's light passes. We expect then that each galaxy within 45 ′′ does not contribute equally, but that those nearer the optical axis of the lens are more influential than those farther away. In particular for isothermal total mass distributions (appropriate for massive galaxies or around the scale radius of halos, e.g., Gavazzi et al. 2007; Lagattuta et al. 2010) , we expect the convergence to decline as the inverse projected distance from the deflector. This gives rise to our first weighting method of 1/r. We will scale all objects that satisfy 10 ′′ < r ≤ 45 ′′ by 1/r. At r ≤ 10 ′′ weighting becomes sensitive to small changes in r. Thus for r ≤ 10 ′′ we allow each object to carry a weight of 1/10, giving us a continuous weighting function. We note that in general objects that are very close to the main deflector are more likely to be physically associated with it and exert a stronger impact (e.g., Keeton & Zabludoff 2004) . Therefore it is prudent to model them explicitly, rather than considering them as part of the statistical lines of sight effect. This might require obtaining as much information as possible on them, including redshifts (Momcheva et al. 2006; Auger et al. 2007 ) and possibly stellar velocity dispersions, especially if they are consistent with massive galaxies.
Weighting by Redshift
Objects close to the source along the line of sight have minimal lensing effects from the scaled deflection of light rays. Likewise, those nearest to the observer are relatively insignificant. In order to approximately account for this, our next heuristic weighting method is quadratic in z and defined as z source · z − z 2 where z source and z are the redshifts of the source and the object along the LOS, respectively. For simplicity the notation of this weighting method is "z".
Weighting by Stellar Mass
The most massive galaxies will produce detectable lensing effects over a larger area of the sky. Thus we choose one of the weighting methods to be M n where M is the object's stellar mass and n is some positive integer. The rationale for this scaling is that at the high mass end of the galaxy stellar mass function, the relation between stellar mass and total mass is non-linear. According to, e.g., weak lensing, clustering, satellites, and abundance matching studies, the total mass increases with stellar mass faster than linear in for the most massive galaxies (Mandelbaum et al. 2006; Wake et al. 2011; Behroozi et al. 2010; Leauthaud et al. 2012; More et al. 2011) . This is consistent with the fact that the central galaxies of massive clusters and poor groups do not typically differ in stellar mass by orders of magnitude even though their halos do. For M n with n > 1 we will consider both
The former will be denoted as W M n while the latter as the root sum of the squares W M n rss . In this paper we explore the cases of n = 1, 2, and 3. In this section we assume to know precisely the correct masses, as given by the Millennium catalog; in Section 5 we allow each mass to depend on its respective photometric redshift to assess the reliability of a M n weighting method.
Weighting by Luminosity
In practice, inferring the stellar mass of an object with limited observational data can be difficult, leading to large uncertainties. For this purpose we will also explore weighting by luminosity, W L .
κ ext PDF with New Statistics
We now proceed with the method outlined in Section 3, requiring that ζ q = 0.75, 1.25, 1.5, or 2 for all aforementioned q. Contour plots for ζ q versus ζ gal given in Figure  3 show how the various relative overdensities are related. Because each weighting scheme differs in W q from every other, we would like to ensure that keeping a consistent interval width E does not affect our relative spread. Weighting schemes with low W q would offer a higher percentage of total lines of sight than those with large W q .
To normalize our spread we multiply each W q by
Thus, we generalize Equation (1) to the following for new statistics:
Furthermore, W q is no longer restricted to discrete integer values, but rather a continuum. Still, we expect dNLOS dWq = 0 at under-and overdense ζ q so it is necessary to normalize by the inverse number of LOS. We allow 2E bins, each of length 1, from ζ q N gal − E to ζ q N gal + E (as previously done in Section 3 with discretely-valued N gal ), and define N LOS as the number of LOS within a particular bin. We then weight each κ ext value by 1 NLOS of its respective bin when constructing the PDF.
The variables discussed in Section 4.1 are the principal contributors to gravitational lensing; however, using a single variable may be too basic of an approximation. We can expand our definition of Equation (2) to allow the weighted sum (W q ) to be the product of characteristics
where n var is the number of variables. Figure 4 (the seven right-most set of bars) and Table 1 show that this leads to greater improvements in σ κ when combining 1/r with the established q, though in principle this can be done with any combination. In addition to generalizing W q , we can use Equation (3) to impose multiple ζ q conditions. For example, we can require that LOS satisfy Equation (3) for both galaxy count and 1/r weighting. This is a more stringent demand, as LOS must now pass two separate cuts. Note that our respective ζ q (in this example ζ gal , ζ 1 r ) values need not be equivalent. However, for the sake of illustration in this paper we will assume they are. We refer to the number of applied conditions as n con . This imposes consecutive cuts that improve the quality of the κ ext PDF, but reduce the number of LOS. As long as n con is not chosen to be large enough to introduce statistical uncertainty, we expect a sharpening of the peak as remaining LOS will be more relevant to the lens of interest. We must, however, now expand our definition of N LOS to incorporate combinations of every possible value between ±E for each of n con . Thus each LOS does not simply correspond to one of 2E values, but instead (2E) ncon . We remind the reader that ζ q refers to the relative overdensity of any of the aforementioned weights (e.g. galaxy counts, 1/r, z, L, M ). Using the prescribed method we measure σ κ for each weighting scheme. We do this by constructing the PDF from LOS that satisfy Equation (3) in three variations: (1) ζ q ; (2) ζ q and ζ gal , and; (3) ζ q , ζ gal , and ζ 1 r . It is worth noting that for case (2) this amounts to applying the same condition twice for ζ gal , and in case (3) we have a similar redundancy for both ζ gal and ζ 1 r . We expect that imposing more conditions, as in cases (2) and (3), would lead to a smaller width of the κ ext PDF. Figure 4 shows σ κ for these latter two cases. There are several features here worth noting. First, changes in σ κ for ζ q = 0.75, 1.25, and 1.5 are relatively small when compared with those for ζ q = 2. Thus, it is most easy to detect any increase or decline in σ κ for ζ q = 2. Second, if we assume that any change in σ κ for each q at ζ q = 2 is indicative of the change at lower ζ q (albeit on a smaller scale), then we can restrict the analysis to ζ q = 2 to determine which variables constrain κ ext the most.
We also see that in all cases σ κ decreases when more conditions are imposed, as expected. Table 1 gives the values for the bars in Figure 4 , along with ζ q for case (1) as mentioned above. We note that for lenses with ζ q 1.5 in multiple conditions, the uncertainty in κ ext is reduced to 0.03, a level that is comparable to or smaller than the strong lens mass modeling uncertainty in terms of its impact on the time-delay distance (e.g. Suyu et al. 2010 Suyu et al. , 2013 . As current and future surveys are expected to discover at least hundreds of lenses (Oguri & Marshall 2010) , we expect an efficient sample for cosmographic studies to contain lenses with relative overdensities 1.5. This will ensure that uncertainties due to the LOS structures are subdominant. The spread of κ ext for ζ q = 2 in Table 1 is easily explained by Figure 3 . If we look at ζ q = 2 for ζ q = ζ gal we see that a majority of its ζ gal values lie at ζ gal < 2. This causes a shift in the overall κ ext distribution, lowering the median and shrinking σ κ . Therefore, such a decrease is not the result of improving our method to find κ ext , but the inclusion of a large number of small κ ext values with ζ gal < 2. This reiterates the effectiveness of imposing ζ gal and other ζ q conditions, as in Figure 4 and the remaining columns of Table 1 .
While all weighting methods lead to a decrease in σ κ , the lowest values are for W M n r . For the κ ext PDFs that include the ζ gal constraint, the weighting scheme that leads to the tightest PDF is ζ gal , ζ M 2 r , ζ 1 r = 2 with the corresponding PDF width as σ κ = 0.0423 ± 0.0006 (see columns 3 to 6 in Table 1 ). This is a substantial drop from our initial finding of σ κ = 0.0562 ± 0.0003 for ζ gal = 2, and σ κ ∼ 0.065 that was obtained by Suyu et al. (2010) for B1608 without applying the z < 1.4 cut.
TESTING THE FIDELITY OF κext ESTIMATES BASED ON PHOTOMETRIC REDSHIFTS
Until this point our simulated galaxy catalogs from the Millennium Simulation have allowed us to neglect uncertainties in redshift and stellar mass that would normally arise from observations. However, getting spectroscopic redshifts for a large sample of objects -many at z > 1 -is difficult and expensive. It is thus prudent to focus spectroscopic resources on the brighter objects and those closer to the main deflector, while using photometric redshifts for the remaining objects along the line of sight. Because a galaxy's estimated stellar mass and luminosity are dependent on its redshift, their uncertainties are sensitive to errors in z. It is necessary then to estimate the uncertainties in κ ext associated with obtaining redshifts photometrically.
Estimating photometric redshifts
The Millennium Simulation gives magnitudes for SDSS u, g, r, i, z and 2MASS J, H, K bands. We use the Bayesian Photometric Redshift (hereafter BPZ; Benítez 2000; Coe et al. 2006) program to calculate the photometric redshift z phot , which is defined as the peak of the redshift PDF, for all objects. To evaluate how κ ext is affected by the quality of z phot , we examine three different band combinations. First of all, we use ugrizJHK to compute what we may assume to be the best approximation to z spec . Secondly, we use g, r, i, and K bands, in an effort to strike a compromise between survey speed and wavelength coverage, as a measure of the effectiveness of conditions as measured from numerical simulations. As discussed in the text, note that cases where multiple conditions become equivalent (such as the leftmost bar in the top panel, corresponding to imposing two consecutive ζ gal conditions) amount to a redundancy and no new information is gained. The color scheme is the same as in previous plots: purple, green, red, and blue refer to ζq = 0.75, 1.25, 1.5, and 2, respectively. The horizontal dashed lines correspond to the lowest value of σκ obtained through the weighting schemes considered. We find the uncertainty on κext is reduced by imposing more conditions. our method when only a few bands are available. Lastly, we compute z phot using just g, r, and i bands to evaluate how our method holds under the least number of bands from which a redshift might be computed. Typically, optical bands such as g, r, and i are the most readily available or do not require long integration times, which make them ideal for large-scale surveys.
5.2. Calculating κ med ext based on galaxy number counts with photometric data The errors associated with photometric redshifts are expected to decrease as wavelength coverage is increased. However, in practice obtaining ugrizJHK is observationally expensive. Thus this section serves primarily as a premise for the optimal strategies associated with photometrically determining z.
In Figure 5 , we plot κ ext PDFs for N gal with the original requirement of Equation (1) for ζ gal = 0.75, 1.25, 1.5, and 2 based on the spectroscopic redshifts (solid) and various photometric-redshift estimations (dashed, dotdashed, dotted). With photometric-z computed using all 8-bands, we recover the overall shape of the κ ext PDF. The κ ext PDF based on griK is shown only for ζ gal = 2, which is nearly indistinguishable from the one based on all bands. It is evident that fewer photometric bands causes a shift in κ ext toward higher values. This is consistent with the fact that with only gri BPZ tends to produce photo-z with large uncertainties and slightly low bias. Thus, high redshift objects are incorrectly assigned z < 1.4 and vice versa, but the net exchange favors an increase in objects with z phot < 1.4. If we assume these underestimated high-z objects are unlikely to be correlated with already overdense regions for z spec < 1.4 (a reasonable assumption), then a uniform increment, δN gal , is accounted for along each LOS. Thus our LOS of previous relative overdensities go from ζ gal N gal → ζ gal N gal +δN gal , while our new mean becomes N ′ gal = N gal + δN gal . Multiplying ζ gal by N ′ gal , we find that our new count based on z phot and satisfying (1) is ζ gal (N gal + δN gal ), having δN gal (ζ gal − 1) more galaxies than the previous selection criteria. Consequently, rel- Notes. The σκ measured from numerical simulations decrease with some of the unique condition ζq = 2 (second column) because they incorporate a large range of ζ gal values not necessarily correspondent to ζ gal = 2. This problem is fixed by always imposing initial condition ζ gal = 2 (columns 3-6). ative galaxy (over/under)densities based on photometric redshifts are associated with more (over/under)dense lines of sight compared to spectroscopy-based galaxy overdensities with the same nominal value. If one were to ignore the difference between photometric and spectroscopic redshifts, this would induce a bias in the estimation of κ ext . This bias is small when using ugrizJHK or even griK, but notable when only gri is available. It is possible, however, to further reduce such a bias by improving the photo-z to remove the small bias or by using exactly the same method of redshift determination in the actual observations and the simulations.
The accuracy of the κ ext PDF should reflect the effectiveness of a band combination's ability to estimate correctly an object's redshift. To quantify this accuracy we define the change in PDF width ∆σ κ ≡ σ and the spectroscopically-determined κ med ext . We expect these quantities to be the smallest for z phot with all 8 bands, and to increase as fewer bands are used in constructing the redshift. The first row of Table 2 shows that with all 8 bands or with even only griK, the change in the κ ext PDF is <0.007, corresponding to <0.7% impact on the time-delay distance. We thus conclude that the minimal set of filters necessary to achieve a 1% precision and Fig. 5. -κext PDFs constructed from LOS satisfying Equation (1) for ζ gal = 0.75 (purple), 1.25 (green), 1.5 (red), and 2 (blue) for spectroscopic (solid) and photometric redshifts as measured from numerical simulations. Photometric redshifts are computed using all available optical and infrared bands (dashed), griK bands (dotdashed; shown for ζ gal = 2 only) and gri bands (dotted).
accuracy on time-delay distance (see Suyu et al. 2012 , for a summary of cosmological implications) is three optical filters plus K.
5.3. Impact of photometric redshifts on accuracy and precision of κ ext estimates using multiple weights Because Section 4 demonstrated that using characteristic features of galaxies provides a sharper PDF we need to explore how photometric redshifts affect these weights and their respective PDFs. Specifically, we would like to confirm our intuition that these weighted PDFs behave in the same manner as their spectroscopic counterparts, so that we may choose a universal optimal weighting method that is independent of how an object's attributes are obtained.
We use our photometric redshifts for W z and rescale the Millennium Simulation masses and luminosities by
where d L (z) is the luminosity distance at redshift z. This is a reasonable approximation for stellar mass, as to first order it scales proportional to luminosity. Table 2 lists the changes in the median ∆κ of the convergence distributions. We find that for nearly all q, ∆σ κ increases with fewer bands, which is consistent with our observations for ζ gal . However, when using either all bands or griK, the changes are below 0.01 for a majority of the q.
We thus conclude that, as in the previous section, one should use as much information as possible to infer P (κ ext ) for the observed line of sight. As shown in Figure 3 , observables like position, luminosity, redshift, and stellar mass add valuable information and can improve both the precision (by reducing σ κ ) and the accuracy (by shifting κ med ext closer to the "true" value) of the inference. In case spectroscopic redshifts are not available, we recommend using at least three optical bands and one infrared band for the weighting schemes considered in this paper. For the current level of cosmological precision and accuracy, using griK is sufficient to constrain κ ext almost as well as with spectroscopic redshifts.
ILLUSTRATING THE METHOD WITH THE CASE STUDY B1608+656
The previous sections outlined a new approach for determining κ ext for an arbitrary lens given that sufficient characteristics are known to calculate the relevant ζ q . In this section we illustrate how the method works in practice using B1608+656 as a case study. The data on the B1608+656 field includes deep HST imaging in F555W and F814W (9 and 11 orbits, respectively; GO-10158, PI Fassnacht), as well as more shallow imaging in Gunn g, r, and i obtained with the Palomar 60-Inch Telescope (full details of the observations can be found in Fassnacht et al. 2006) . This section should be taken as an illustration only, since the data in hand for B1608+656 are not sufficient to achieve the full potential of our method. Therefore we do not revisit the cosmological implications of B1608+656 in this work. Work is in progress to collect the necessary photometry and spectroscopy and future papers will present improved estimates of κ ext and cosmological parameters for B1608+656 and other systems. 6.1. Field Preparation and W q As a reference, we use the central portion (1.1 × 1.1 deg 2 ) of the COSMOS field (Cosmic Evolution Survey; Scoville et al. 2007 ) as a sample for measuring the average number of galaxies and also the average properties of the features for all lines of sight, i.e., W q . COSMOS data, like B1608+656 data, has ACS F814W photometry that is sufficiently deep to satisfy the upper limit of the I magnitude cut. We use the 2006 ACS Catalog ) and match the galaxies to those in the 2006 Photometry Catalog ) in order to obtain redshifts and stellar masses. We consider two objects in opposing catalogs to be identical if they have angular separation ≤ 0.5 ′′ . Of the ∼ 124, 000 objects in the ACS databank with 18.5 < m F814 < 24.5, approximately 118, 000 or 95% have photometric coordinate-matched counterparts. Only ∼ 60 ACS objects are found to be ≤ 0.5 ′′ to two different objects from the photometry catalog. In these few cases of ambiguous identification, the stellar mass from the multiband photometric catalog (Ilbert et al. 2010 ) is assigned to objects in the ACS catalog proportional to their fractional contribution to the total flux.
Because a small subsample of the ACS catalog does not have matches in the photometric database, we expect our mean relative overdensity values for all but ζ gal and ζ 1/r to be slightly underestimated. As a solution, a correction factor b = N ACS /N phot is applied where N ACS and N phot are the total and matched number of galaxies in the ACS catalog, respectively. Thus multiplying the average number of galaxies that are found in the Photometry Catalog by b results in the true average. This is not so apparent with other weighting methods, as simply multiplying W q by the inverse fraction of galaxies detected with groundbased photometry assumes the missing subset is representative of the entire ACS catalog. Nonetheless, given that the N ACS and N phot only differ at the 5% level, we expect the effects of such an assumption to be small.
To determine W q for B1608+656, we identify objects in the field of B1608+656 using SExtractor (Bertin & Arnouts 1996) . To ensure a fair comparison with COSMOS, we use only a single HST or- Notes. Column 1 lists the statistic, Column 2 are the average weights from lines of sight in COSMOS, Column 3 are the weights for B1608+656, and Column 4 are the relative overdensities (the ratio of Column 3 to Column 2). Columns 5 and 6 are, respectively, κext and σκ values found with all Millennium Simulation LOS that satisfy Equation (3) for both ζ gal and ζq conditions imposed. The number of LOS found from the Millennium data is also provided in Column 7 to indicate the reliability of the data.
bit of imaging (so that the COSMOS and B1608+656 images have similar depths), and follow the reduction steps outlined in Leauthaud et al. (2007) , with the exception of masking out asteroid trails, oversaturated stars, etc. since these are not present within 45 ′′ of B1608+656. Once a catalog of all objects with r < 45 ′′ and 18.5 < m F814 < 24.5 has been created, the objects are coordinate-matched with a deeper catalog, constructed from the full 11 HST orbits of imaging. This second catalog serves two purposes: (1) to exclude fake detections from the single orbit SExtractor data set, and (2) to produce more reliable redshifts and stellar masses necessary to find ζ q for the detected objects in the singleorbit catalog. A limited number of objects (∼ 15) have spectroscopic redshifts, or Gunn g, r, and i bands from ground-based imaging. Most, however, have just F814W and F606W photometries that make it difficult to obtain accurate stellar masses and photometric redshifts.
6.2. Finding ζ q for B1608 We impose z < 1.4 for COSMOS and B1608+656. We find that the observed average number of galaxies in COSMOS is N gal = 41.6 while B1608+656 has 83 galaxies within 45 ′′ , giving ζ gal = 1.99. This is close to ζ gal = 2.18 as found by Fassnacht et al. (2011) by comparing the galaxy counts to those in pure-parallel fields. The slight difference in ζ gal could be due to (1) our imposed redshift restriction z < z source that was not applied by Fassnacht et al. (2011) , and (2) the COSMOS field being slightly overdense. However, it is not clear how much COSMOS is overdense when the redshift condition is imposed. For simplicity, we neglect this correction, though in the future this will need to be measured before applying it to time-delay systems for cosmological inferences. In a method analogous to Section 4 we compute ζ q for each characteristic, the results of which can be seen in Table 3 for characteristics that are computed with a higher degree of accuracy (e.g., 1/r). Unfortunately the present data are not sufficient to estimate reliable stellar masses, luminosities, or accurate photometric redshifts. Deeper optical and NIR imaging of the field are necessary to obtain more accurate redshifts (see Table 2 ), luminosities, and stellar masses for computing ζ q .
Next we select from the Millennium Simulation lines of sight with the new ζ q values to find κ ext . In keeping with Section 4 we impose Equation (3) for both ζ gal and ζ q and find κ ext and σ κ for the resulting distribution. These, along with the number of lines of sight, are given in the last three columns of Table 3 . Distributions with ζ gal ∼ ζ q are closely correlated and therefore have large N LOS . In Figure 6 , we show the κ ext PDF for B1608+656 with (1) only ζ gal imposed, and (2) both ζ gal and ζ 1/r conditions imposed. The additional ζ 1/r condition sharpens the PDF, leading to a decrease in σ κ from 0.056 by ∼ 0.01. In this specific case of B1608+656, the new κ ext PDF does not decrease the uncertainty on the final time-delay distance measurement appreciably since the stellar kinematics of the lens galaxy provides substantial constraints on κ ext already, similar to the level that is achieved with the multiple ζ q conditions. Nonetheless, the PDF of the time-delay distance is shifted to lower values by 1 − 2% due to the lower κ med ext . We thus conclude that even though these effects are smaller than current uncertainties for a single lens, they will become important for reaching the ultimate goal of 1% precision and accuracy.
To generalize, without the velocity dispersion as a constraint, the new κ ext would have decreased the uncertainty on the resulting H 0 from B1608+656 for various uniform cosmological priors by ∼ 1 km s −1 Mpc −1 from ∼ 4 km s −1 Mpc −1 . Therefore, for lens systems in which the lens velocity dispersion is difficult to obtain (due to, e.g., bright lensed images that are near the lens galaxies), or for very large samples for which stellar velocity dispersions might not be practical, our techniques for tightening κ ext are especially valuable since the reduction in the uncertainty on κ ext would then translate directly to that on the time-delay distance (e.g., 0.01 in κ ext is approximately 1% on the time-delay distance).
SUMMARY AND CONCLUSIONS
With the goal of finding ways to measure the effects of the distribution of mass along the line of sight to gravitational lensing time delays, we have performed a comprehensive analysis of simulated lines of sight catalogs. These lines of sight catalogs are based on the Millennium Simulation, used to compute the external convergence κ ext via ray-tracing, as well as on semianalytic models of galaxy formation, used to assign observable properties to halos along the line of sight.
Our main results can be summarized as follows 1. The observed relative abundance of galaxies within a given aperture ζ gal provides an estimate of κ ext that is accurate to a few percent, depending on the actual under/overdensity of the observed line of sight. This is consistent with previous work (Suyu et al. 2010 ).
2. Adding information from other observables like stellar mass, luminosity, redshift, position of the galaxies in the vicinity of the main deflector, reduces significantly the uncertainty in κ ext . The most significant drop in uncertainty is obtained by weighting each galaxy with the inverse of the projected distance to the main deflector, followed by powers of the stellar mass. With this kind of information the uncertainty on time-delay distance arising from κ ext can be reduced to ∼ 4% from ∼ 6% using only galaxy counts for a very overdense line of sight and to ∼ 3% for typical lines of sight.
3. Even though spectroscopic redshifts are valuable, especially for the galaxies most closely associated with the main deflector, photometry in three optical bands (e.g., gri) and the near infrared (K) are sufficient for obtaining photometric redshifts such that the median and width of the κ ext change by < 0.007, i.e., < 0.7% on the time-delay distance.
4. As a practical illustration, we apply this method to the field of B1608+656 and show that some gain can be made even with existing data. Better multiband photometry is needed to fully realize the gains promised by our method.
From these results, we conclude that with sufficient imaging and spectroscopy data the effects of the mass distribution along the line of sight on gravitational timedelay distances can be accounted for and the associated uncertainties reduced for all lines of sight. These improvements -in combination with recent advances in the derivation of gravitational time delays (Tewes et al. 2012) and in the modeling of the mass distribution of the main deflector and objects in close proximity to it (Suyu et al. 2013 ) -bring us closer to the goal of 1% precision in cosmological distances, necessary to address fundamental issues such as the nature of dark energy (Suyu et al. 2012) .
In the next decade, upcoming surveys are expected to deliver thousands of gravitationally lensed quasars (Oguri & Marshall 2010) , a number more than sufficient to meet the 1% goal provided effort is made to keep systematic uncertainties under control. This will have to include theoretical uncertainties related to the choice of numerical simulations and associated semianalytic models. Our choice of using overdensities with respect to random fields, as opposed to absolute densities, minimizes the impact of the choice of this specific model. However, as the number of lenses with measured time delays increases thus reducing the observational errors toward the 1% level, it will be important to repeat and extend this study with independent cosmological simulations and galaxy formation models. This is left for future work.
From an observational point of view, the future abundance of targets will change dramatically the situation with respect to the present time when the precision of time-delay cosmology is limited by the number of known strongly lensed quasars, and allow us to choose the targets that give more cosmological information at fixed observational resources. This work suggests that focusing follow-up efforts on specific lines of sight -those that are not too overdense with respect to the average of the universe -should result in substantial gains in efficiency.
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