Systematic methods are presented for obtaining recurrence relations for the coefficients in Chebyshev series solutions of linear differential equations, of first to fourth order, with polynomial coefficients. Polynomial approximations to certain rational functions are also discussed.
1. Introduction. In Morris and Horner [10] , the Chebyshev series solution of a linear fourth-order homogeneous differential equation was discussed in relation to eigenvalue problems associated with simple boundary conditions. That investigation provided a systematic method for obtaining the recurrence relation for the coefficients in a Chebyshev series solution. The ideas are now applied to the solution of both homogeneous and inhomogeneous equations of orders one to four. It is also shown how the same approach can help in obtaining Chebyshev series expansions for certain rational functions.
In the literature, there are many tables of Chebyshev expansions for mathematical functions, especially the elementary functions and the special functions. Among such tables are those of Clenshaw [3] , Clenshaw and Picken [4] , Abramowitz and Stegun [1] , Luke [7] , [8] , [9] which all include references to further sources. Many of the authors solve differential equations in order to find Chebyshev expansions, and the methods are fairly standard. Nevertheless, the equations are often solved on an ad hoc basis, and the aim here is to provide the data for quick and systematic construction of recurrence relations for the Chebyshev coefficients. Indeed, the data can be used to automate the solution of equations of appropriate type, but care should be taken, for example, to investigate singular points of the equation, the convergence of the solution, and the number of terms needed for a desired accuracy. In general, any automatically generated recurrence relation should also be investigated analytically.
The equations to be solved are of the form i dPy
/ is the order of the differential equation, Ppix) is a polynomial, and for most of the problems will be quadratic, and gix) is a continuous function, assumed to be expressed in Chebyshev series form.
The Chebyshev polynomial of the first kind, Tnix), is used, where
Tnix) = cos(« cos-1*).
The differential equation is solved on the interval -1 < x < 1, to give a series as in Eq. (2.2) below. A change of variable can lead to solutions on other intervals as will be seen in later sections.
2. The Method of Solution. The method of solution is the same as that in Morris and Horner [10] , and is stated briefly with regard to the solution of a secondorder equation. Whenever a subscript is negative, the interpretation is a<2=4'>.
The general method for solving (2.1) is then to substitute (2.3) and (2.4) to obtain, after equating coefficients of Tkix), followed by repeated use of (2.5) and (2.6), the recurrence relation
c^* ),(*) = w7*>7*> where W2fe) = (wjy°) is the 9 x 9 matrix in 
The maximum value of m is 4, but is related to the length of the vectors a^ and g^k\ each of which has 2m + 1 components. Often in practice, m can be taken to be less than 4, because some of the multipliers {wjp} and {cf} are zero.
Once the general form of the recurrence relation is known, a suitable truncation point in the series (2.2), is chosen, (say at an), so that the series solution is sufficiently well represented by the resulting polynomial. Then the appropriate equations from (2.7), together with equations representing the initial or boundary conditions, are solved for a0, ay, . . . , an. (See Clenshaw [2] , [3] , Fox and
Parker [5] .) This is often done by solving an explicit set of algebraic equations using standard methods such as Gaussian elimination, or iterative methods such as successive overrelaxation. A common method involves back substitution in the recurrence relation, followed by normalizing of the coefficients, using the initial or boundary conditions. The actual method for solving the algebraic equations for {ak} will not be considered further, but it is important that a stable, accurate method is selected. Differential equations of other orders can be solved in the same manner. Thus, let Pßix) in Eq. (1.1) be written
where d~ is the degree of Pßix) and will be usually taken as 2, but where there
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use The above notation is illustrated in Table 1 , in relation to the second-order differential equation with quadratic coefficients.
3. The Matrices { W¡k)}. Although it is desirable to have the matrices { w\k)) in explicit form, as in Table 1 , it is impractical to exhibit such matrices for large /. Thus with a modified notation for the elements of each matrix, namely writing wia,ß = w(*> a' ß)> tne nonzer° elements of rows 0 torn, are given below. If the value of any element of w\k^, (/ > 0) is fik), then the element found by reflection about row 0, is -fi~k); and the entire matrix can be constructed.
The main tabulation below, corresponds to quadratic coefficients {po(x)}.
Sometimes, further elements of WJk^ are given at the foot of a table.
The elements are tabulated from the higher-order derivatives to the lower, but with the polynomial coefficients being written in increasing powers of x. Except for subsection 3.5, (/ = 0), the scaling of the elements is standardized so that there are no fractional numerical elements when all the polynomial coefficients are quadratics. Wa-i+ \))\ '
where the combinatorial symbol (") is zero if r < 0, r > n, or r is noninteger. This result is easily proved using 2xTkix) = Tk_lix) + Tk+lix).
Nonzero Elements in the Lower
Clenshaw, and Smith [12] show how the numerical values of f^r\x)/r\ can be evaluated using similar schemes, and Hunter [6] points out how the method is related to synthetic division for evaluating a polynomial and its derivatives. At the points x -0, ± 1, the particular values for /, and its derivatives, are fio)= e' (-iy+i«2*-2. ï=i
For many simpie appUcations the values of a solution and its derivatives at x = 0, ± 1 are sufficient for implementing initial and boundary conditions. However, the author has successfully used (4.1), (4.2) with the back-substitution method, to impose conditions at any points. Second-and third-order equations were solved in the examples, and first-and fourth-order equations can be solved in a similar way. The examples were of initial value type, but boundary value conditions can be simply applied.
Linear differential equation eigenvalue problems can be formulated algebraically as in [10] , but shooting methods can be used successfully for both linear and nonlinear problems. A subsequent paper will report on these problems.
