Bitableaux bases of the quantum coordinate algebra of a semisimple group  by Iglesias, Rodrigo
Journal of Algebra 301 (2006) 308–336
www.elsevier.com/locate/jalgebra
Bitableaux bases of the quantum coordinate algebra
of a semisimple group
Rodrigo Iglesias
Departamento de Matematica, Universidad Nacional del Sur, Alem 1253, Bahia Blanca, Argentina
Received 29 April 2005
Available online 9 November 2005
Communicated by Peter Littelmann
Abstract
We extend the Standard Basis Theorem of Rota et al. to the setting of quantum symmetrizable Kac–
Moody algebras. In particular, we obtain a procedure to give a presentation of the quantum coordinate
algebra of any semisimple group, for generic q. More precisely, given any integrable module V of
a quantum symmetrizable Kac–Moody algebra Uq(g), we obtain a generating set of the ideal of
relations among the matrix coefficients of V , and we give an upper bound for the degrees of these
polynomials. Our approach is based on the theory of crystal bases and Littelmann’s generalization of
the plactic algebra.
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1. Introduction
Quantum groups arose as a mathematical structure related to the construction of quan-
tum integrable systems. Drinfeld and Jimbo independently realized this structure as certain
deformations Uq(g) of the universal enveloping algebra of a simple Lie algebra g. On the
other hand, Manin and Woronowics independently constructed noncommutative deforma-
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R. Iglesias / Journal of Algebra 301 (2006) 308–336 309tions of the algebra of functions on the groups SL2(C) and SU2, respectively, and they
show that many of the classical results about algebraic and topological groups admit non-
commutative analogues. It turns out that there is a duality between these quantized function
algebras Fq(G) and Uq(g). The philosophy of noncommutative geometry in the sense of
A. Connes is that a “space” is determined by its algebra of functions, so from this point of
view, Fq(G) should be studied first as a quantization of a group G. But historically, the
quantized enveloping algebra Uq(g) has played a more important role. One reason has been
the lack of a canonical presentation of the (commutative) coordinate algebra F(G) on a
simple Lie group. The usual presentations of F(G) differ from one type to another, while
U(g) has a uniform description in terms of the Chevalley generators. One can recover
F(G) from U(g) as the algebra of matrix coefficients of finite-dimensional representa-
tions of U(g). Then it is natural to define the quantization Fq(G) of F(G) as the algebra
of matrix coefficients of a suitable category of representations of Uq(g) (see [1] or [16]).
A natural question comes up: how to obtain a presentation of Fq(G), and how to do it in a
uniform way for all types of simple Lie groups. Recently, Popov [12] solved this problem
in the commutative case and he proposed to extend his method to find a nice presentation
of Fq(G).
Here we take a different approach (essentially noncommutative) to give a canonical
presentation of the quantum group Fq(G). In fact, our aim is to answer to a more general
question. Given an integrable representation V of Uq(g), where g is a symmetrizable Kac–
Moody algebra, we describe a generating set (finite if g is finite-dimensional) of the ideal
of relations between the matrix coefficients of V , and we give an upper bound for the
degrees of these relations that depend on g and V . For the standard representations of
the classical groups GLn, SLn, SOn and Spn, a solution was given by Fadeev et al. [13]
and Takeuchi [18]. The matrix coefficients relations were obtained from the knowledge of
certain R-matrix attached to the corresponding simple Lie algebra. But the lack of explicit
R-matrices for the exceptional groups has been an obstruction to the generalization of this
approach (the G2 case is considered in [15]).
Let us illustrate the usual approach to this problem. The algebra Uq(sln) is the Q(q)-
algebra generated by symbols ei , fi , ki , k−1i with i = 1, . . . , n − 1, satisfying certain
relations (see Section 2.1). The representation theory of Uq(sln) is parallel to that of U(sln).
The basic representation V (ω1) of Uq(sln) is the Q(q)-vector space with base {x1, . . . , xn}
on which Uq(sln) acts by:
kixj = qδij−δi+1,j xj , k−1i xj = q−δij+δi+1,j xj ,
eixj = δi+1,j xi, fixj = δi,j xi+1. (1)
If (·,·) is the symmetric bilinear form on V (ω1) such that {x1, . . . , xn} is an orthonormal
base, let xij ∈Fq(SLn) ⊂ Uq(sln)∗ be the matrix coefficient defined by xij (z) = (xi, zxj ),
z ∈ Uq(sln). The coproduct in Uq(sln) induces an algebra structure on Uq(sln)∗ (see Sec-
tion 2.5), so Fq(SLn) is defined as the subalgebra generated by the xij ’s. It is well known
that all algebraic relations between the xij ’s are generated by the following
xikxil = qxilxik, (2a)
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xilxjk = xjkxil, (2c)
xikxjl − xjlxik =
(
q − q−1)xjkxil, (2d)∑
σ∈Sn
(−q)l(σ )x1σ(1) . . . xnσ(n) = 1 (2e)
for 1 i < j  n, 1 k < l  n. These relations can be obtained in a natural way from a
geometric point of view, when the symmetries of a quantum space are considered. For ex-
ample the quantized algebra of regular functions on the “quantum plane” is the associative
Q(q)-algebra generated by indeterminates {x, y} with the commutation rule xy = qyx. Let
(
x′
y′
)
=
(
x11 x12
x21 x22
)(
x
y
)
, ( x′′ y′′ ) = ( x y )
(
x11 x12
x21 x22
)
. (3)
If we require {x′, y′} and {x′′, y′′} to be again coordinates of the quantum plane, i.e.,
x′y′ −qy′x′ = 0, x′′y′′ −qy′′x′′ = 0, then we obtain the above conditions (2) for the letters
x11, x12, x21, x22.
Our approach is different from this geometric method. Instead of searching for quantum
analogues of the commutative case q = 1, we study first the “crystal limit” q = 0, where
Fq(G) turns out to have a simple multiplicative structure, and then we treat Fq(G) as
a deformation of the case q = 0. In [10], Littelmann defined a plactic algebra for any
semisimple Lie algebra, and he gave a method to obtain presentations of them. Here, we
apply this tool to obtain presentations and bitableaux bases of the quantum coordinate
algebra in the crystal limit q = 0. Then, we use the theory of crystal bases, developed by
Kashiwara [3,4] and Lusztig [11], to induce the corresponding presentations and bases for
generic values of q .
Leclerc and Thibon observed in [6] that crystal bases play an important role in the
quantum coordinate algebra. They show that the Robinson–Schensted correspondence co-
incides with the quantum straightening algorithm when q = 0. To be more precise, we
define a quantum minor as
⎡
⎣ ik
. . .
i1
|
jk
. . .
j1
⎤
⎦= ∑
σ∈Sk
(−q)l(σ )xi1jσ(1) . . . xikjσ(k) ,
where i1 < · · · < ik and j1 < · · · < jk . We represent products of quantum minors by
bitabloids reversing the order of the factors, for example
⎡
⎣ 43 2
2 1
|
6
3 4
1 2
⎤
⎦=
⎡
⎣ 42
1
|
6
4
2
⎤
⎦[ 3
2 |
3
1
]
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and they weakly decrease from left to right, the numbers in the boxes are strictly increasing
from bottom to top and weakly increasing from left to right, for example
⎡
⎣ 62 3 4
1 2 2 4
|
5
3 4 4
2 2 3 3
⎤
⎦ .
Leclerc and Thibon proved the following:
Theorem 1. The set S of standard bitableaux is a linear Q(q)-base of the quantum coor-
dinate algebra Fq(SLn). The coefficients of the expansion of a monomial xi1j1 . . . xikjk in
terms of S are in Z[q], and when q = 0 all these coefficients are zero except at most one
of them.
This nonzero coefficient is determined by the Robinson–Schensted correspondence so
the theorem provides a direct connection with combinatorics. On the other hand, by setting
q = 1 in Theorem 1 we recover the Standard Basis Theorem (SBT) due to Rota et al. [14]
in the 70s. In [2], Huang and Zhang proved a quantum analogue of the SBT (previously,
the quantized flag manifold GLn/U was studied by Taft, Towber [17] and Lakshmibai,
Reshetikhin [5]). Our main result (contained in Theorems 24 and 26) is a generalization
of Theorem 1 where Fq(SLn) is replaced by the algebra F generated by the matrix coef-
ficients of the integrable modules of a quantum symmetrizable Kac–Moody algebra, and
the basic representation of SLn is replaced by any faithful integrable representation. In its
original form, the SBT is a statement concerning the basic representation of GLn. It gives a
finite set P of relations between the minors of an n× n matrix; it shows that certain prod-
ucts of these minors form a Z-base B of Z[x11, x12, . . . , xnn] and it gives the Straightening
Algorithm to expand any monomial as a linear combination of elements of B, using at
each step a relation in P . The base B is well behaved with respect to the bilateral action of
GLn. In Section 8 we describe a similar situation in a more general setting: given a faithful
integrable module V of the Drinfeld–Jimbo algebra Uq(g), we define certain matrix coef-
ficients of V ⊗k as analogues of the minors of the matrix (xij ). Here the xij ’s are the matrix
coefficients associated with certain base of V . Then we describe a set P of relations be-
tween these minors, we prove that certain products of them form a linear base B of Fq(G)
and we show that using the relations in P any polynomial in the xij ’s can be written in
terms of B. In particular, we give an upper bound for the degrees of the polynomials in P .
2. The quantum coordinate algebra
Let G be a complex simply connected semisimple group with Lie algebra g, F(G) the
algebra of regular functions on G, and U(g) the universal enveloping algebra of g. Let
U(g)∗ be the subspace of the dual U(g)∗ generated by the matrix coefficients of finite-0
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on F(G), the pairing
U(g)⊗F(G) → C : (X,f ) → (X.f )(e)
induces an isomorphism of Hopf algebras F(G)  U(g)∗0. Following [1], we define in this
section a quantum analogue of U(g)∗0 and consider it as the definition of the quantizationFq(G) of F(G). The definition is meaningful even if g is an arbitrary symmetrizable Kac–
Moody algebra.
2.1. The quantum universal enveloping algebra U
In order to fix the conventions, we recall the definition of the quantum universal en-
veloping algebra associated with a given symmetrizable Cartan matrix. Our input will be
a system Ω = {I,P, {αi}i∈I , {hi}i∈I , (·,·)} where I is a finite set of indices (for simple
roots), P is a free Z-module (the weight lattice), {αi}i∈I ⊂ P is a linearly independent
subset (the simple roots), {hi}i∈I ⊂ P ∗ = HomZ(P,Z) is a linearly independent subset
of P ∗ (the simple coroots), and (·,·) :P × P → Q is a bilinear symmetric form such that
(αi, αi) ∈ {2,4,6, . . .}, (αi, αj ) ∈ {0,−1,−2, . . .} for i 	= j,
〈hi, λ〉 = 2(αi, λ)
(αi, αi)
for i ∈ I and λ ∈ P, (4)
where 〈·,·〉 :P ∗ × P → Z is the canonical pairing. We say that Ω is of finite type if the
symmetric matrix (αi, αj ) is positive definite. The quantum enveloping algebra U(Ω) (or
simply U ) is defined as the Q(q)-algebra generated by the symbols ei , fi (i ∈ I ), qh
(h ∈ P ∗) with the following relations:
q0 = 1, qhqh′ = qh+h′ for all h,h′ ∈ P ∗, (5a)
qheiq
−h = q〈h,αi 〉ei for all h ∈ P ∗, i ∈ I, (5b)
qhfiq
−h = q−〈h,αi 〉fi for all h ∈ P ∗, i ∈ I, (5c)
eifj − fj ei = δij ki − k
−1
i
qi − q−1i
, (5d)
where ki = q(1/2)(αi ,αi )hi and qi = q(αi ,αi )/2, (5e)∑
r+r ′=1−〈hi ,αj 〉
(−1)r ′e(r)i ej e(r
′)
i = 0 for all i 	= j, (5f)
∑
r+r ′=1−〈hi ,αj 〉
(−1)r ′f (r)i fjf (r
′)
i = 0 for all i 	= j, (5g)
where e(r)i = eri /[r]i !, f (r)i = f ri /[r]i !, (5h)
[r]i =
(
qr − q−r)/(qi − q−1), [r]i ! = [1]i . . . [r]i . (5i)i i i
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Q(q)-algebra homomorphism defined by
Δ(ei) = ei ⊗ k−1i + 1 ⊗ ei, Δ(fi) = fi ⊗ 1 + ki ⊗ fi,
Δ
(
qh
)= qh ⊗ qh. (6)
2.2. Integrable representations of U
Let Ui be the subalgebra of U generated by ei , fi , ki and k−1i , and let U+ be the subalge-
bra of U generated by {1, e1, e2, . . . , er}. LetOint =Oint(Ω) be the category of U -modules
M satisfying:
(a) M =⊕λ∈P Mλ, Mλ = {u ∈ M | qhu = q〈h,λ〉u for all h ∈ P ∗},
(b) as an Ui -module, M is direct sum of finite-dimensional Ui -module,
(c) dim(U+m) < ∞ for each m ∈ M .
2.3. Complete reducibility in Oint
Let P+ = {λ ∈ P | 〈hi, λ〉  0 for all i ∈ I }. Given λ ∈ P+, we define V (λ) as the
U -module generated by the symbol uλ satisfying
qhuλ = q〈h,λ〉uλ, eiuλ = 0, f 1+〈hi ,λ〉i uλ = 0. (7)
The following result is due to Lusztig [11]:
Theorem 2. Every U -module in Oint is direct sum of simple U -modules, and every simple
U -module in Oint is isomorphic to V (λ) for some λ ∈ P+.
2.4. Inner products
There is a unique anti-automorphism of Q(q)-algebra T :U → U such that
T (ei) = q−1i k−1i fi, T (fi) = q−1i kiei, T
(
qh
)= qh. (8)
Observe that T 2 = Id and that T is a Q(q)-coalgebra automorphism of U .
Definition 3. Let V be an U -module and ( , )V :V ⊗V → Q(q) a symmetric bilinear form
on V . We say that the ( , )V is an inner product on V if
(a) (xv,w)V = (v, T (x)w)V for all v,w ∈ V, and all x ∈ U ,
(b) ( , )V is nondegenerate.
Let ( , )V and ( , )W be inner products defined on U -modules V and W , respectively. We
define the symmetric bilinear forms ( , )V⊕W and ( , )V⊗W on the U -modules V ⊕ W and
V ⊗W , respectively, by
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(v1 ⊗w1, v2 ⊗w2)V⊗W = (v1, v2)V (w1,w2)W
for v1, v2 ∈ V,and w1,w2 ∈ W. It is straightforward to check that ( , )V⊕W and ( , )V⊗W
are inner products. Up to a scalar, there is a unique inner product on the irreducible module
V (λ) [4, §5]. Then inner products exist on arbitrary U -modules in the category Oint. We
denote by ( , )λ the unique inner product on V (λ) such that (uλ,uλ)λ = 1.
2.5. Definition of the quantum coordinate algebra F
Let Q(Ω) be the set of all quadruples {V, (·,·), v,w} where V ∈ Oint(Ω), (·,·) is an
inner product on V and v,w ∈ V . For each quadruple in Q(Ω), the matrix coefficient
CV,(·,·)[v | w] ∈ U∗ is defined by〈
CV,(·,·)[v | w], x〉= (v, xw) for all x ∈ U . (9)
We define the quantum coordinate algebra F(Ω) =F as the set of all matrix coefficients
F = {CV,(·,·)[v | w] ∣∣ (V, (·,·), v,w) ∈ Q(Ω)}⊆ U∗. (10)
The coalgebra structure of U induces a natural Q(q)-algebra structure on the dual U∗ and
it allows to define the action of U on the tensor product V ⊗W of U -modules
〈fg,x〉 =
∑
(x)
〈f,x′〉〈g,x′′〉, f, g ∈ U∗, x ∈ U, (11)
x(v ⊗w) =
∑
(x)
x′v ⊗ x′′w, x ∈ U, v ∈ V, w ∈ W. (12)
To see that F is a Q(q)-subalgebra of U∗ it is sufficient to check that
CV,(·,·)V [v | v′] +CW,(·,·)W [w | w′] = CV⊕W,(·,·)V⊕W [v ⊕w | v′ ⊕w′], (13)
CV,(·,·)V [v | v′].CW,(·,·)W [w | w′] = CV⊗W,(·,·)V⊗W [v ⊗w | v′ ⊗w′]. (14)
2.6. The bilateral action of U on F
The tensor product U⊗2 is a Q(q)-algebra with multiplication given by (x⊗y)(x′⊗y′) =
(xx′ ⊗ yy′). If Ω ′ is the system (with weight lattice P ⊕ P ) such that U(Ω)⊗2 = U(Ω ′),
then the integrable modules in the category Oint(Ω ′) are of the form V ⊗ W , where
V,W ∈Oint(Ω) (with the obvious action (x ⊗ y)(v ⊗ w) = (xv ⊗ yw), where x, y ∈ U ,
v ∈ V , w ∈ W ). The simple U⊗2-modules are those of the form V (λ) ⊗ V (μ). We endow
the dual U∗ with the following U⊗2-module structure: if x, y ∈ U and f ∈ U∗, the action
of x ⊗ y ∈ U⊗2 on f is given by〈
(x ⊗ y).f, z〉= 〈f,T (x)zy〉 for all z ∈ U . (15)
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(x ⊗ y).(fg) =
∑
(x),(y)
(
(x′ ⊗ y′).f )((x′′ ⊗ y′′).g), (16)
which means that the bilateral action endows U∗ with a U⊗2-module-algebra structure.
Let V ∈ Oint and consider V ⊗ V as a U⊗2-module with the obvious action. Then the
map CV,(·,·)V :V ⊗V → U∗ given by v⊗w → CV,(·,·)V [v | w] is homomorphism of U⊗2-
modules, and we have:
Proposition 4. The quantum coordinate algebra F ⊂ U∗ is stable by the bilateral action
on U∗ and the restriction of the action furnishes F with a U⊗2-module-algebra structure.
2.7. The Peter–Weyl decomposition of F
Now let us see that the image CV,(·,·)V [V | V ] of V ⊗ V via the map CV,(·,·)V does not
depend on the inner product (·,·)V , but it only depends on the equivalence class of V. If
V = V (λ) and (·,·)V is the unique inner product (·,·)λ on V (λ) with (uλ,uλ) = 1, we sim-
ply denote CV,(·,·)V = Cλ. The following is an algebraic version of Peter–Weyl’s theorem.
Theorem 5. As U⊗2-module, the quantum coordinate algebra F decomposes as a direct
sum
F =
⊕
λ∈P+
Cλ
[
V (λ) | V (λ)]. (17)
Proof. It is clear that the image Cλ[V (λ) | V (λ)] of V (λ) ⊗ V (λ) is nontrivial and irre-
ducible as U⊗2-module. Let V be an arbitrary U -module inOint and (·,·)V an inner product
on it. It suffices to prove that CV,(·,·)V [V | V ] ⊆⊕λ∈P+ Cλ[V (λ) | V (λ)]. There exists a
base of weight vectors E of the highest weight space {v ∈ V | ei .v = 0, ∀i ∈ I }, such that
for b, b′ ∈ E, (b, b′) = 0 iff b = b′. Then V =⊕b∈E Ub, and for each b ∈ E we have an
isomorphism ϕb :V (λb) → Ub given by ϕb(uλb) = b, where λb ∈ P+ is the weight of b.
The bilinear form (ϕb(·), ϕb(·)) is an inner product on V (λb), and from the uniqueness
of (·,·)λb we see that (ϕb(·), ϕb(·)) = cb(·,·)λb for some nonzero constant cb ∈ Q(q). Let
v,w ∈ V, v =∑b∈E vb , w =∑b∈E wb , where vb,wb ∈ Ub. Observe that (Ub,Ub′) = 0
if b 	= b′, then
〈
CV,(·,·)V [v | w], x〉= (v, xw) =∑
b∈E
(vb, xwb)
=
∑
b∈E
cb
(
ϕ−1b (vb), xϕ
−1
b (wb)
)
λb
=
∑
b∈E
cb
〈
Cλb
[
ϕ−1b (vb) | ϕ−1b (wb)
]
, x
〉
which proves that CV,(·,·)V [v | w] ∈⊕λ∈P+ Cλ[V (λ) | V (λ)]. 
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Let A ⊂ Q(q) be the subring of regular functions at q = 0. Let V be a U -module inOint
and {Vλ}λ∈P the weight spaces, then
V =
⊕
λ∈P,0n〈hi ,λ〉
f
(n)
i
(
Ker(ei)∩ Vλ
)
. (18)
The Kashiwara’s operators e˜Vi and f˜
V
i (i ∈ I ) are the unique endomorphisms of V such
that
f˜ Vi
(
f
(n)
i u
)= f (n+1)i u, e˜Vi (f (n)i u)= f (n−1)i u, (19)
for all u ∈ Ker(ei) ∩ Vλ. To simplify the notation, we define K as the free associative
A-algebra generated by {1, f˜1, . . . , f˜r , e˜1, . . . , e˜r} and consider every U -module V in the
category Oint as a K-module with the action f˜iv := f˜ Vi v, e˜iv := e˜Vi v. If ϕ :V → W is a
U -module homomorphism, note that ϕ ◦ f˜ Vi = f˜ Wi ◦ ϕ and ϕ ◦ e˜Vi = e˜Wi ◦ ϕ, then every
U -module homomorphism is a K-module homomorphism.
If L is an A-lattice of V (i.e., L is an A-submodule such that L ⊗A Q(q) = V ) stable
by the action of K, then there is a natural induced action of K/qK on the Q-vector space
L/qL. We denote the Q-algebra K/qK by K.
A local base of V at q = 0 is a pair (L,B) where L is an A-lattice of V and B is a base
of the Q-vector space L/qL. We say that two local bases (L,B) and (L′,B ′) are equal if
and only if there is an isomorphism of A-modules ϕ :L → L′ such that ϕ(B) = B ′, where
ϕ is the induced isomorphism of Q-vector spaces ϕ :L/qL → L′/qL′.
A local base (L,B) of V is said to be a crystal base if:
(a) L is K-stable,
(b) B ∪ {0} is K-stable,
(c) L =⊕λ∈P Lλ, B =⊔λ∈P Bλ, where Lλ = L∩ Vλ and Bλ is a Q-base of Lλ/qLλ,
(d) b′ = f˜ib ⇔ e˜ib′ = b for all b, b′ ∈ B .
Existence of crystal bases were proved in [4].
Theorem 6. The U -module V (λ) has a crystal base (L(λ),B(λ)) given by
L(λ) =Kuλ =
∑
i1,...,il∈I, l0
Af˜i1 . . . f˜il uλ,
B(λ) =Kuλ − {0} =
⊔
i1,...,il∈I, l0
f˜i1 . . . f˜il uλ − {0}.
Note that given a U -module V ∈Oint with a crystal lattice (L,B), there are many A-
bases B of the lattice L such that their projection on L/qL is B . So from now on, for each
λ ∈ P+, we fix an A-base B(λ) of L(λ) which contains the highest weight element uλ and
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unique in the sense of local bases [4].
Theorem 7. Let V be any U -module in the category Oint and let (L,B) be a crys-
tal base of V . Then there is an U -module isomorphism ϕ :⊕jV (λj ) → V such that
L = ϕ(⊕j L(λj )) and B = ϕ(⊔j B(λj )).
If (L,B) is a crystal base of V, the crystal graph Γ (V ) of V is defined to be the
oriented colored graph whose vertices are the elements of B and such that for every pair
b, b′ ∈ B we have b →i b′ if and only if f˜ib ≡ b′. From Theorem 7 it follows that the
graph depends only on the isomorphism class of V. From Theorem 6 the crystal graph of
V (λ) is connected. Moreover, if V  V1 ⊕ V2, as U -modules, then Γ (V ) is the disjoint
union of Γ (V1) and Γ (V2), so the connected components of Γ (V ) are the crystal graphs
of the irreducible components of V . To each vertex b and each colour i of the crystal graph
Γ (V ) there are two quantities associated:
εi(b) = max
{
n | e˜ni b 	= 0
}
, φi(b) = max
{
n | f˜ ni b 	= 0
}
. (20)
Theorem 8. Let (L,B) and (L′,B ′) be crystal bases of the U -modules V and V ′, re-
spectively. Let B × B ′ be the set {b ⊗ b′ ∈ L/qL ⊗Q L′/qL′ | b ∈ B,b′ ∈ B ′}. Then
(L⊗A L′,B ×B ′) is a crystal base of the U -module V ⊗ V ′, and
f˜i (u⊗ v) ≡
{
f˜iu⊗ v, if φi(u) > εi(v),
u⊗ f˜iv, if φi(u) εi(v),
e˜i(u⊗ v) ≡
{
e˜iu⊗ v, if φi(u) εi(v),
u⊗ e˜iv, if φi(u) < εi(v). (21)
We have the following recursive formulas for φi and εi :
εi(u⊗ v) = max
(
εi(u), εi(v)− φi(u)+ εi(u)
)
,
φi(u⊗ v) = max
(
φi(u)+ φi(v)− εi(v),φi(v)
)
. (22)
The inner product (·,·)λ is well behaved with respect to crystal bases. The following
result is proved in [4].
Theorem 9. Let (·,·)λ be the inner product on V (λ) with values in Q(q). Then
(a) (L(λ),L(λ))λ ∈ A,
(b) B(λ) is an orthonormal base with respect to the induced inner product with values in
Q defined on L(λ)/qL(λ).
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We want to describe the algebra F in terms of generators and relations. Given any
faithful representation V of U with inner product (·,·)V and given any base B of V , the
algebra F is generated by the set {CV,(·,·)V [b | b′]}b,b′∈B. The free associative algebra T ′V
generated by the set of indeterminates {[b | b′]}b,b′∈B is isomorphic to the tensor algebra
T (V ⊗ V ). Then F is the quotient of T ′V  T (V ⊗ V ) modulo the bilateral ideal of all
the relations of the matrix coefficients CV,(·,·)V [b | b′]. For simplicity, we may assume
the base B to be the disjoint union of bases of simple modules so that CV,(·,·)V [b | b′] is
nonzero only if b and b′ are in the same simple component. We call TV the subalgebra of
T ′V freely generated by the restricted set of indeterminates [b | b′] with b and b′ in the same
component. Then F is a quotient of TV .
Let us give more precise definitions and fix some notation. We say that V is faithful
if every simple U -module V (λ) is embedded into V ⊗n for some n  1. From now on,
we assume V to be a faithful U -module of the form V = V (λ1) ⊕ · · · ⊕ V (λk), where
λ1, . . . , λk ∈ P+, with inner product (·,·)V given by
(w1 ⊕ · · · ⊕wk, v1 ⊕ · · · ⊕ vk)V = (w1, v1)λ1 + · · · + (wk, vk)λk , (23)
and we define the inner product (·,·)V⊗n on V ⊗n in the usual way
(w1 ⊗ · · · ⊗wn,v1 ⊗ · · · ⊗ vn)V ⊗n = (w1, v1)V . . . (wn, vn)V . (24)
We set Mn = V ⊗n ⊗ V ⊗n for n  1, M0 = Q(q), and T ′V =
⊕
n0 Mn. We endow
T ′V with the Q(q)-algebra structure given by the multiplication μ :Mn ⊗ Mm → Mn+m,
μ((w ⊗ v)⊗ (w′ ⊗ v′)) = (w ⊗w′)⊗ (v ⊗ v′), where w,w′ ∈ V ⊗n and v, v′ ∈ V ⊗m. We
use the following notation: the element (v1 ⊗ · · ·⊗ vn)⊗ (w1 ⊗ · · ·⊗wn) ∈ Mn ⊂ T ′V will
be denoted by [v1 . . . vn | w1 . . .wn]. We consider T ′V as an U⊗2-module with the natural
action (x ⊗ y).[w | v] = [x.w | y.v], where x, y ∈ U,w, v ∈ V ⊗n. This action furnishes
T ′V with a U⊗2-module-algebra structure. Now we define TV as the Q(q)-subalgebra ofT ′V generated by elements [v | w] where both v and w belong to the same direct summand
V (λi) ⊆ V (note that TV is an U⊗2-submodule of T ′V ). Let CV :T ′V → U∗ be the linear
map defined by〈
CV [w | v], x
〉= (w,x.v)V⊗n , for all w,v ∈ V ⊗n, x ∈ U . (25)
We also denote by CV the restriction of CV to TV . A straightforward verification proves
the following:
Proposition 10. Let V = V (λ1)⊕· · ·⊕V (λk) be a faithful U -module. Then CV :TV → U∗
is a homomorphism of U⊗2-module-algebras, and it induces an isomorphism TV /
Ker(CV ) F .
In order to describe the kernel of CV , we first observe the behavior of highest weight
vectors. If λ,μ ∈ P+, the highest weight space of TV of weight λ⊕μ is the subspaceHλ,μV
of those [v | w] ∈ TV such that
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qhv | qh′w]= [q〈h,λ〉v | q〈h′,μ〉w], for all h,h′ ∈ P ∗. (26)
Then TV =⊕λ,μ∈P+ U⊗2Hλ,μV .
Lemma 11. If [v | w] ∈Hλ,μV , with v,w ∈ V ⊗n, then
CV [v | w] = (v,w)V⊗nCλ[uλ | uλ] =
〈
CV [v | w],1
〉
Cλ[uλ | uλ]. (27)
Proof. By Theorem 10, CV is a homomorphism of U⊗2-modules then the image of a
vector [v | w] ∈ Hλ,μV is a highest weight vector in F . By Theorem 5 the only highest
weight vectors in F are those of the form αCγ [uγ | uγ ] for some constant α ∈ Q(q) and
γ ∈ P+. If α 	= 0, the weight (as U⊗2-module) of [v | w] must be the same weight of
CV [v | w] = αCγ [uγ | uγ ], then γ = λ = μ. The value of α can be obtained evaluating the
functional CV [v | w] at 1:
(v,w)V⊗n =
〈
CV [v | w],1
〉= α〈Cλ[uλ | uλ],1〉= α(uλ,uλ)λ = α.  (28)
5. Standard monomials
In this section we adapt to our discussion some definitions and results in [10]. For
each direct summand of V = V (λ1) ⊕ · · · ⊕ V (λk) we fix a copy Bi of the base B(λi) of
V (λi). We define a monomial of degree n 1 as an element of TV of the form [v1 . . . vn |
w1 . . .wn] where vj ,wj are elements of the base Bi(j) for some i(j) ∈ {1, . . . , k}. The
shape of this monomial is defined as λ = λi(1)+· · ·+λi(n) ∈ P+ (or λ = (λi(1), . . . , λi(n))).
We consider the unity of TV as the unique monomial of degree 0 and denote by MV the
set of all monomials. From Theorem 8 we see that MV is a linear Q(q)-base of TV and
generates an A-lattice L(MV ) such that (L(MV ),MV ) is a crystal base of TV (as U⊗2-
module), so the set MV of all monomials parametrizes the vertices of the crystal graph
of TV .
Let m = [v1 . . . vn | w1 . . .wn] be a monomial of shape (λi(1), . . . , λi(n)). We say that m
is standard if there are indices j1, . . . , js, k1, . . . , kd ∈ I such that
[v1 . . . vn | w1 . . .wn] ≡
[
f˜j1 . . . f˜js (uλi(1) . . . uλi(n) ) | f˜k1 . . . f˜kd (uλi(1) . . . uλi(n) )
] (29)
modulo qL(MV ). In other words, m is standard if and only if the images of [v1 . . . vn |
w1 . . .wn] and [uλi(1) . . . uλi(n) | uλi(1) . . . uλi(n) ] on MV are vertices of the same connected
component of the crystal graph of TV . The monomial [v1 . . . vn | w1 . . .wn] is said to be
weakly standard if [vjvj+1 | wjwj+1] is standard of shape (λi(j), λi(j+1)) for all 1 j 
n− 1.
Now let us consider the relation between standard and weakly standard monomials.
From Theorem 8 we know that (L(λi) ⊗A L(λj ),B(λi) × B(λj )) is a crystal base of
the U -module V (λi) ⊗ V (λj ) for every pair 1 i, j  k. As U -modules, V (λi) ⊗ V (λj )
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there exist isomorphisms of U -modules ψi,j :V (λi) ⊗ V (λj ) → V (λj ) ⊗ V (λi) with the
following properties:
(a) ψi,j (L(λi)⊗A L(λj )) = L(λj )⊗A L(λi),
(b) ψi,j (B(λi)×B(λj )) = B(λj )×B(λi)) where ψi,j is the induced map,
(c) ψi,j and ψi,j commute with Kashiwara’s operators.
For each pair 1  i, j  k we fix such an isomorphism ψi,j . Note that ψi,j is an
isomorphism between the crystal graphs of V (λi) ⊗ V (λj ) and V (λj ) ⊗ V (λi), and
ψi,j (uλi uλj ) = uλj uλi for any choice of ψi,j . Let τs :TV → TV be the linear map defined
by
τs[v1 . . . vsvs+1 . . . vn | w1 . . .wsws+1 . . .wn]
= [v1 . . .ψi(s),i(s+1)(vsvs+1) . . . vn | w1 . . .ψi(s),i(s+1)(wsws+1) . . .wn] (30)
if [v1 . . . vn | w1 . . .wn] is of shape (λi(1), . . . , λi(n)) (τs fix the monomials where s  n).
Note that τs is an U⊗2-module automorphism. From properties (a)–(c) of ψi,j we see that
τs(L(MV )) = L(MV ) and τ s(MV ) =MV . Note that if we have highest weight vectors
uα,uβ in the s and s + 1 places then mod qL(MV )
τs[v1 . . . uαuβ . . . vn | w1 . . . uαuβ . . .wn] ≡ [v1 . . . uβuα . . . vn | w1 . . . uβuα . . .wn] (31)
so if m is a weakly standard monomial then the class of τs(m) modulo qL(MV ) does not
depend on the choice of the isomorphisms ψi,j . The following theorem is a slight variation
of Theorem 6.1 in [10], and can be proved in the same way.
Theorem 12 (Littelmann). Let m = [v1 . . . vn | w1 . . .wn] be a monomial. For each σ ∈ Sn
we choose a reduced decomposition σ = tl1 . . . tls and let mσ be the unique monomial such
that mσ ≡ τl1 . . . τlsm mod qL(MV ). Then m is standard if and only if for all σ ∈ Sn the
monomial mσ is weakly standard.
Proof. Let T(β1,...,βn) ⊂ TV be the Q(q)-span of the set of monomials of shape (β1, . . . , βn),
where βj ∈ {λ1, . . . , λk}. We identify these monomials with the vertexes of the crys-
tal graph of T(β1,...,βn). Note that, if a monomial m is (weakly) standard, then all the
monomials in the connected component that contains m are (weakly) standard. The
map m → mσ induces an isomorphism between the crystal graphs of T(β1,...,βn) and
T(βσ(1),...,βσ(n)). Then it suffices to prove the theorem for extremal monomials, i.e., for
those m such that (e˜i ⊗ 1)m ≡ (1 ⊗ e˜i )m ≡ 0 for all i ∈ I. All the congruences in the
proof are modulo qL(MV ). We denote by mβj the highest weight monomial [uβj | uβj ].
The unique extremal standard monomial in T(β1,...,βn) is mβ1 . . .mβn. We have that
τl1 ◦ · · · ◦ τls (mβ1 . . .mβn) ≡ mβσ(1) . . .mβσ(n) is weakly standard for all σ ∈ Sn, and this
proves the ‘only if’ part of the theorem.
R. Iglesias / Journal of Algebra 301 (2006) 308–336 321Now we assume that m ≡ m1 . . .mn ∈ T(β1,...,βn) is a monomial such that τl1 ◦· · ·◦τls (m)
is weakly standard for all σ ∈ Sn. If n = 2, then every weakly standard monomial is
standard. We assume by induction that the theorem holds for n − 1. For simplicity,
in the proof we denote the operators {e˜i ⊗ 1}i∈I ∪ {1 ⊗ e˜i}i∈I by {e˜i}i∈IunionsqI (the same
for the f˜i ’s). We remark that, here, the indexes of the Kashiwara’s operators run over
I unionsq I . From Theorem 8, we see that e˜i (m1 . . .mn) ≡ 0 implies e˜i (m1 . . .mn−1) ≡ 0. Then
m1 . . .mn−1 ≡ mβ1 . . .mβn−1 . We have to prove that mn ≡ mβn , so let us suppose that this
is false. By the hypothesis, mβn−1mn is standard, i.e., mβn−1mn ≡ f˜i1 . . . f˜it (mβn−1mβn) for
some sequence i1, . . . , it ∈ I unionsq I . Then f˜i1 . . . f˜it (mβn−1mβn) ≡ mβn−1 f˜i1 . . . f˜it (mβn). Let
us show that this implies φij (mβn−1) = 0 for all 1 j  t . Let j be such that, either j = t ,
or ij 	= ij+1, . . . , ij 	= it . From Theorem 8 we have that f˜ij (mβn−1 f˜ij+1 . . . f˜it (mβn)) ≡
mβn−1 f˜ij . . . f˜it (mβn) if and only if φij (mβn−1)  εij (f˜ij+1 . . . f˜it (mβn)). Owing to the
fact that ij is different from each ij+1, . . . , it , we have that εij (f˜ij+1 . . . f˜it (mβn)) =
εij (mβn) = 0. Then φij (mβn−1) = 0. By hypothesis, the monomial mβσ(1) . . .mβσ(n−1)mn
is weakly standard for all σ ∈ Sn−1. Then φij (mβp) = 0 for all 1  j  t, 1 
p  n − 1. Together with formula (22), this implies εi1(m) = εi1(mβ1 . . .mβn−1mn) =
εi1(mβ2 . . .mβn−1mn) = · · · = εi1(mn). The monomial m is extremal, then εi1(mn) = 0.
But e˜i1(m) ≡ e˜i1(f˜i1 . . . f˜it (mβn−1mβn)) ≡ f˜i2 . . . f˜it (mβn−1mβn), which is not congruent to
zero, so we have a contradiction. Then mn = mβn , and this proves the theorem. 
6. Standard Basis Theorem at q = 0
From now on we assume that there is a linearly independent set of generating weights
{ω1, . . . ,ωr} ⊂ P+ such that P+ =∑i∈I Z0ωi . In this section we focus on the key special
case V =⊕i∈I V (ωi) (i.e., k = r, λi = ωi ). In this case, we refer to TV , MV , (·,·)V and
CV as T , M, (·,·) and C, respectively.
6.1. Crystalization of the quantum coordinate algebra F
Here we define a natural A-form F˜ of F (i.e., F˜ is an A-lattice of F closed under
multiplication) which enable us to evaluate q at 0. The quotient F = F˜/qF˜ turns out to
have a very simple multiplicative structure: it has a Q-linear base S such that S ∪ {0} is
closed under multiplication.
We define F˜ =⊕λ∈P+ ACλ[L(λ) | L(λ)].
Lemma 13. The A-module F˜ satisfies
(a) 〈f,1〉 ∈ A for all f ∈ F˜ ,
(b) F˜ is stable under the action of Kashiwara’s operators,
(c) every A-submodule of F satisfying (a) and (b) is contained in F˜ .
Proof. By definition, an element of F˜ is of the form f = ∑mi=1 Cγi [vi | wi] with
vi,wi ∈ L(γi), then 〈f,1〉 = ∑m (vi,wi)γ and by Theorem 9 this belongs to A soi=1 i
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on F , then (κ ⊗ κ ′)f = ∑mi=1 Cγi [κvi | κwi]. Then (b) follows from the stability of
the A-modules L(γi). To prove (c), suppose that D ⊂ F satisfies (a) and (b). By (b),
there is a set S of highest weight elements dλ ∈ D of weight λ ⊕ λ (with respect to
the bilateral action), such that D =⊕dλ∈S Kdλ. Elements in F of highest weight λ ⊕ λ
are determined up to a scalar, so dλ = Cλ[uλ | uλ]α for some α ∈ Q(q). This scalar is
α = (uλ,uλ)λα = 〈Cλ[uλ | uλ],1〉α = 〈dλ,1〉, so by the assumption of (a) we have α ∈ A.
Then dλ ∈ Cλ[L(λ) | L(λ)] ⊂ F˜ . 
Lemma 14. If λ = n1ω1 + · · · + nrωr ∈ P+ then
Cλ
[
L(λ) | L(λ)]= C[K(un1ω1 . . . unrωr ) |K(un1ω1 . . . unrωr )].
Proof. As a K⊗K module, the left side of the equation is generated by Cλ[uλ | uλ], and
the right side is generated by C[un1ω1 . . . unrωr | un1ω1 . . . unrωr ], so it is sufficient to prove that
these two elements are equal. By Lemma 11, C[un1ω1 . . . unrωr | un1ω1 . . . unrωr ] = αCλ[uλ | uλ],
where α = 〈C([uω1 | uω1]a1 . . . [uω1 | uω1]a1),1〉 = (uω1, uω1)a1 . . . (uωr , uωr )ar = 1. 
We define the A-lattice T˜ of T as the A-span of the set M of monomials.
Lemma 15. The image of T˜ via the map C :T →F is F˜ .
Proof. Let us see that C(T˜ ) satisfies property (a) of Lemma 13. By definition, a mono-
mial m ∈M is an element of T of the form m = [v1 . . . vs | w1 . . .ws], where vi,wi are
elements of the base B(ωji ) for some generating weight ωji . This base B(ωji ) is an A-
base of the lattice L(ωji ) so the scalar product (vi,wi) is in A by Theorem 9. On the other
hand, by the product formula (11) we have 〈C[v1 . . . vs | w1 . . .ws],1〉 = 〈C[v1 | w1],1〉 . . .
〈C[vs | ws],1〉. This last product is equal to (v1,w1) . . . (vs,ws) which shows that
〈C(m),1〉 ∈ A and C(T˜ ) has property (a). Now let’s prove that C(T˜ ) satisfies property
(b) of Lemma 13. It is sufficient to prove that T˜ is stable by the action of Kashiwara’s
operators. The elements v1 . . . vs and w1 . . .ws are in L(ωj1) ⊗A · · · ⊗A L(ωjs ), which is
K-stable (Theorem 8), soK(v1 . . . vs) andK(w1 . . .ws) are in L(ωj1)⊗A · · ·⊗AL(ωjs ) and
K[v1 . . . vs | w1 . . .ws] is in T˜ . Then C(T˜ ) has properties (a) and (b), and by part (c) of the
same lemma we conclude that C(T˜ ) ⊆ F˜ . To prove that F˜ ⊆ C(T˜ ), note that by the defini-
tion of F˜ and by Lemma 14, we have that F˜ =⊕λ∈P+ C[K(un1ω1 . . . unrωr ) |K(un1ω1 . . . unrωr )].
Now, T˜ is stable by the bilateral action of K⊗2, so each component of F˜ is in C(T˜ ). 
Corollary 16. F˜ is an A-form of F .
Proof. From the definition of F˜ we see that F  F˜ ⊗A Q(q). Clearly, T˜ is closed under
multiplication, and the map C is an A-algebra homomorphism. Then C(T˜ ) = F˜ is closed
under multiplication. 
Corollary 17. The map C :T → F restricts to a surjective homomorphism of A-algebras
C˜ : T˜ → F˜ that commutes with Kashiwara’s operators.
R. Iglesias / Journal of Algebra 301 (2006) 308–336 323Let T = T˜ /qT˜ and F = F˜/qF˜ . By Theorem 8 both T and F are Q-algebras endowed
with a crystal graph structure. Then C˜ : T˜ → F˜ induce a homomorphism C :T → F of
Q-algebras compatible with the crystal graph structures of T and F , i.e., it commutes with
the induced actions of Kashiwara’s operators on T and F .
6.2. The Standard Basis Theorem at q = 0
We define a bitableau as a monomial in T such that its first a1 letters are of shape ω1,
the following a2 letters (from left to right) are of shape ω2, and so on. The unity is the
unique bitableau of shape 0. A bitableau is said to be (weakly) standard if it is (weakly)
standard as a monomial (see Section 5). In other words, a standard bitableau of shape λ is a
monomial m ∈M such that, as an element of the crystal graph of T , it is in the connected
component with highest weight element mλ = [ua1ω1ua2ω2 . . . uarωr | ua1ω1ua2ω2 . . . uarωr ].
Let Sλ be the set of standard bitableaux of shape λ and S =⊔λ∈P+ Sλ the set of all
standard bitableaux. Let S and Sλ be their projections on T˜ /qT˜ .
Theorem 18. The image C(S) of the set of standard bitableaux is a linear Q-base of the
crystalized quantum coordinate algebra F .
Proof. It is sufficient to prove that C(Sλ) is a Q-base of the image of the component
Cλ[L(λ),L(λ)] on F . The monomial mλ = [ua1ω1ua2ω2 . . . uarωr | ua1ω1ua2ω2 . . . uarωr ] ∈ T˜ gener-
ates with the bilateral action an irreducible U⊗2-submodule U⊗2mλ of T . If we apply the
Kashiwara’s operators to the monomial mλ, we obtain an A-lattice K⊗2mλ of U⊗2mλ.
Note that (K⊗2mλ,Sλ) is a crystal base of U⊗2mλ. By Lemma 14 we have that the map C
sends K⊗2mλ onto C[L(λ),L(λ)]. Then the map C induces an isomorphism of Q-vector
spaces K⊗2mλ/qK⊗2mλ → C[L(λ),L(λ)]/qC[L(λ),L(λ)] sending the base Sλ to a Q-
base C(Sλ). 
6.3. Robinson–Schensted-type correspondence
We want to know how to expand an element of F in terms of the standard bitableaux
base when q = 0. The answer is very simple: the expansion of a monomial is either
zero, or it’s a standard bitableau which is given by a Robinson–Schensted-type correspon-
dence. This is an extension of the result of Leclerc and Thibon [6] for the case of the
standard representation V = V (ω1) of U = Uq(gln). Here we define a variation of the clas-
sical Robinson–Schensted correspondence. We refer to the work of Lecouvey [7–9], for
a detailed investigation of the Robinson–Schensted-type correspondence and the plactic
monoid for types Bn, Cn, Dn and G2.
Let B =⊔i∈I B(ωi) be the base of V =⊕i∈I V (ωi). Let B⊗k be the set of elements
of the form u1 . . . uk with ui ∈ B (and B⊗0 = {1}). Then B =⊔∞k=0 B⊗k can be identified
with the set of vertices of the crystal graph of
⊕∞
k=0 V ⊗k . If v ∈ B, the connected com-
ponent of this graph containing v has a unique highest weight element Q(v) ∈ B, that is,
e˜i (Q(v)) ≡ 0 mod qL(B) for all i ∈ I. Here L(B) is the A-module generated by B.
The weight λ of Q(v) is dominant, so λ = n1ω1 + · · · + nrωr, ni ∈ Z0. We denote
by U .Q(v) and U .un1ω . . . unrωr the U -submodules of
⊕∞
V ⊗k generated by Q(v) and1 k=0
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n1
ω1 . . . u
nr
ωr , respectively. By Theorem 2, there is a unique isomorphism of U -modules
P ′ :U .Q(v) → U .un1ω1 . . . unrωr sending Q(v) to un1ω1 . . . unrωr . Intersecting these U -modules
with L(B), we obtain crystal bases for both modules, and P ′ induces an isomorphism
between their crystal graphs. From Theorem 8, there is a unique element P(v) ∈ B ∩
U .un1ω1 . . . unrωr such that P(v) ≡ P ′(v) modulo qL(B). Another way to describe P(v) is the
following. By definition, v ≡ f˜is . . . f˜i1 Q(v) modulo qL(B) for some sequence i1, . . . , is .
Then, P(v) is the unique element of B such that
P(v) ≡ f˜is . . . f˜i1
(
un1ω1 . . . u
nr
ωr
)
mod qL(B) (32)
where i1, . . . , is is the above sequence. The element P(v) does not depend on the word
i1, . . . , is , because the crystal graphs of U .Q(v) and U .un1ω1 . . . unrωr are isomorphic. Observe
that if [v | w] ∈M is a monomial, then [P(v) | P(w)] is a standard bitableau.
Theorem 19. Let [v | w] ∈M be a monomial in the free algebra T . Then
C[v | w] ≡
{
C[P(v) | P(w)] mod qF˜, if Q(v) = Q(w),
0 mod qF˜ , if Q(v) 	= Q(w). (33)
Proof. The map C :T → F induces a morphism of crystal graphs, so it is sufficient
to prove the theorem for the extremal case [v | w] = [Q(v) | Q(w)]. In this case,
C[v | w] is, modulo qF˜ , extremal with respect to the bilateral action, so C[v | w] ≡
αC[un1ω1 . . . unrωr | un1ω1 . . . unrωr ] mod qF˜ for some α ∈ Q, and for some dominant weight
λ = n1ω1 + · · · + nrωr . Moreover, if [v | w] = [v1 . . . vh | w1 . . .wh], then we have,
mod qA, that α ≡ 〈C[v | w],1〉 ≡ 〈C[v1 | w1]) . . .C[vh | wh]),1〉 ≡ (v1,w1) . . . (vh,wh).
First we assume that α 	= 0. From the orthogonality properties of crystal bases (Sec-
tion 9), we have that vi = wi for all i = 1, . . . , h, and that α = 1. Then v = w, and
this is equivalent to Q(v) = Q(w), because we are assuming from the beginning that
v = Q(v) and w = Q(w). Besides, P(v) = P(w) = un1ω1 . . . unrωr , so we conclude that
C[v | w] ≡ C[P(v) | P(w)] and that Q(v) = Q(w). On the other hand, if α = 0, the
orthogonality properties imply that (vi,wi) ≡ 0 mod qA for some i. Then vi 	= wi , and
v 	= w. This means that Q(v) 	= Q(w) and C[v | w] ≡ 0. 
6.4. Presentation of the crystalized quantum coordinate algebra F
Here we exhibit a set that generates the kernel of C :T →F as a bilateral ideal. The set
is finite if Ω is of finite type. In this section, [v1 . . . vk | w1 . . .wk] denotes a monomial in
T˜ as well as its projection on T . Let P ⊂ Ker(C) be the set of all Plücker type relations of
the form
P := {[vv′ | ww′] − δ(Q(vv′),Q(ww′))[P(vv′) | P(ww′)]} (34)
where v and w are elements of the base B(ω), v′ and w′ are in B(ω′), ω and ω′ are
generating weights, and δ is Dirac’s delta.
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The map C :T → F induces an algebra isomorphism F  T /(P) that commutes with
Kashiwara’s operators.
Proof. By Theorem 18, it suffices to prove that every monomial [v1 . . . vk | w1 . . .wk] ∈M
is either equivalent to zero, or equivalent to a standard bitableau, modulo the bilat-
eral ideal (P). First we show that we can reorder the factors of any monomial of
shape (ωi1, . . . ,ωik ) to obtain an equivalent monomial of shape (ωiσ(1) , . . . ,ωiσ(k) ) for
any permutation σ . Let v,w ∈ B(ω) and v′,w′ ∈ B(ω′) where ω,ω′ are generat-
ing weights. Let τs : T˜ → T˜ be the isomorphisms of Section 5. There are elements
x, y ∈ B(ω) and x′, y′ ∈ B(ω′) such that τ1[vv′ | ww′] ≡ [x′x | y′y] modulo qT˜ . Recall
that τ1[vv′ | ww′] = [ψω,ω′(vv′) | ψω,ω′(ww′)] where ψω,ω′ is the chosen isomorphism
ψω,ω′ :V (ω) ⊗ V (ω′) → V (ω′) ⊗ V (ω). Then vv′ = ww′ if and only if x′x = y′y.
The maps τs ’s commute with Kashiwara’s operators, then τ1[Q(vv′) | Q(ww′)] ≡
[Q(x′x) | Q(y′y)] modulo qT˜ , and Q(vv′) = Q(ww′) if and only if Q(x′x) = Q(y′y).
Moreover, if Q(vv′) = Q(ww′), we have P(vv′) = P(x′x) and P(ww′) = P(y′y). So,
modulo (P), either both [vv′ | ww′] and [x′x | y′y] are equivalent to zero or both monomi-
als are equivalent to the same standard bitableau [P(vv′) | P(ww′)] = [P(x′x) | P(y′y)].
Then all relations of the form
[vv′ | ww′] − τ 1[vv′ | ww′] (35)
are in the ideal (P), and we can use them to obtain the desired reordering.
Given any monomial m = [v1 . . . vk | w1 . . .wk] ∈M of shape (ωi1, . . . ,ωik ), we can
rewrite it as a standard bitableau or zero, using relations (34) and (35) with the following
algorithm:
(1) For each permutation σ ∈ Sk , using relations (35) we find a reordered monomial mσ =
[v′1 . . . v′k | w′1 . . .w′k] of shape (ωiσ(1) , . . . ,ωiσ(k) ), equivalent to m modulo (P). Note
that m and mσ have the same shape λ = ωiσ(1) + · · · +ωiσ(k) .
(2) If for some σ ∈ Sk the monomial mσ = [v′1 . . . v′k | w′1 . . .w′k] fails to be weakly stan-
dard, i.e., [v′j v′j+1 | w′jw′j+1] is not standard for some j , we use relations (34) to
replace [v′j v′j+1 | w′jw′j+1] either by zero (in this case the procedure finishes), or by a
standard bitableau s, obtaining a monomial m′ of shape λ′ such that m′ ≡ m modulo
(P). We redefine m := m′, λ := λ′ and go back to step (1).
(3) If for all σ ∈ Sk the monomial mσ is weakly standard, then, by Theorem 12, mσ is
standard for all σ ∈ Sk . In particular there is a σ ′ ∈ Sk such that mσ ′ is a bitableau.
Then mσ ′ is a standard bitableau equivalent to m modulo (P).
To see that steps (1)–(2) cannot repeat infinitely, observe that in step (2) the shape of the
standard bitableau s is strictly smaller than the shape ωiσ(j) +ωiσ(j+1) of [v′j v′j+1 | w′jw′j+1],
so λ′ < λ. Any strictly decreasing sequence of dominant weights is finite. 
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We have proved in Section 6 that, when q = 0, the set of standard bitableaux S ⊂ T
projects onto a Q-base C(S) of the crystalized quantum function algebra F , and the set
P ⊂ T of Plücker-type relations suffices to generate the ideal Ker(C) of all relations among
the matrix coefficients of the representation V (ω1) ⊕ · · · ⊕ V (ωr). In this section, we use
this result to obtain a q-analogue valid for generic values of the parameter q , i.e., we prove
that C(S) is a A-base of F˜ and we construct a set P ⊂ T˜ that generates the bilateral ideal
Ker(C).
Let Mλμ ⊂M be the set of monomials of shape  λ ∈ P+ and weight μ = μ′ ⊕ μ′′ ∈
P ⊕ P. Let T˜ λμ ⊂ T˜ be the A-span of Mλμ.
Lemma 21. Mλμ is finite.
Proof. The set of monomials of shape  λ ∈ P+ is a linear base of the U⊗2-module
T λ = ⊕V (ωi(1))⊗2 ⊗ · · · ⊗ V (ωi(s))⊗2, where the direct sum runs over all sequences
ωi(1), . . . ,ωi(s) of generating weights such that ωi(1) + · · · + ωi(s)  λ, s  0. There is
only a finite number of such sequences, then T λ is the direct sum of a finite number of
simple U⊗2-modules. The weight spaces of simple U⊗2-modules are finite-dimensional,
so T˜ λμ is finite-dimensional and Mλμ is finite. 
7.1. Plücker-type relations
We want to lift P to a set P of relations among the matrix coefficients of V (ω1)⊕· · ·⊕
V (ωr).
Lemma 22. There is a set P contained in the kernel of the map C : T˜ → F˜ , such that its
projection on T˜ /qT˜ is P .
Proof. The vectors vv′ and ww′, appearing in the crystalized Plücker relations (34), are
elements of (B(ω1) unionsq · · · unionsq B(ωr))⊗2. By Theorem 8, the pair (L,B) = ((L(ω1) ⊕ · · · ⊕
L(ωr))
⊗A2, (B(ω1)unionsq· · ·unionsqB(ωr))⊗2) is a crystal base of the U -module V = (V (ω1)⊕· · ·⊕
V (ωr))
⊗2
, which is isomorphic to certain direct sum
⊕
j V (λj ). By Theorem 7, there is a
U -module isomorphism ϕ :⊕j V (λj ) → V such that (L,B) = ϕ(⊕j L(λj ),⊔j B(λj )).
In particular, the finite set {t1, t2, . . .}, where tj = ϕ(uλj ), is a A-base of the A-submodule
of highest weight vectors in L, with the property that, when q = 0, each ti is a “monomial”,
that is, ti ≡ zz′ modulo qL, where z and z′ are elements of the base B(ω1) unionsq · · · unionsqB(ωr).
Now, let [v1v2 | w1w2] ∈ T˜ λμ be a monomial such that, modulo qT˜ , it is of highest
weight with respect to the bilateral action. Here, v1, v2,w1,w2 ∈ B(ω1) unionsq · · · unionsq B(ωr),
λ ∈ P+, and μ = μ′ ⊕ μ′′ ∈ P ⊕ P . Then, there are elements ti and tj of the above base
such that the polynomial [ti | tj ] is equivalent to the monomial [v1v2 | w1w2] modulo qT˜ .
By Lemma 11 we have that C[ti | tj ]− (ti , tj )C[uμ′ | uμ′ ] = 0. If μ′ = n1ω1 + · · ·+nrωr,
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weight μ′ ⊕μ′ such that 〈f,1〉 = 1, so C[uμ′ | uμ′ ] = C[un1ω1 . . . unrωr | un1ω1 . . . unrωr ]. Then
[ti | tj ] − (ti , tj )
[
P(v1v2) | P(w1w2)
] (36)
is in the kernel of C. To see that it projects on [v1v2 | w1w2] − δQ(v1v2),Q(w1w2)[P(v1v2) |
P(v1v2)] when q = 0, note that, modulo qA, we have
(ti , tj ) ≡ (v1v2,w1w2) ≡ (v1,w1)(v2,w2) ≡ δv1v2,w1w2 ≡ δQ(v1v2),Q(w1w2). (37)
This proves the lemma for the extremal relations. The remaining relations in Ker(C)
which project on P can be obtained choosing for each element of P a suitable sequence
f˜i1 . . . f˜il ⊗ f˜j1 . . . f˜js of Kashiwara’s operators and applying it to one of the highest weight
relations (36). 
Let (P) be the bilateral ideal generated by the set P . The above lemma assures that,
modulo (P), we have that
[v1v2 | w1w2] ≡ δQ(v1v2),Q(w1w2)
[
P(v1v2) | P(w1w2)
]+ r[v1v2|w1w2] (38)
for some polynomial r[v1v2|w1w2] ∈ qT˜ . We need to control the shapes and weights of the
monomials of r[v1v2|w1w2].
Lemma 23. Let v1, v2,w1,w2 ∈ B(ω1) unionsq · · · unionsqB(ωr). If [v1v2 | w1w2] ∈ T˜ λμ , then there is
a polynomial g[v1v2|w1w2] ∈ qT˜ λμ such that
[v1v2 | w1w2] − δQ(v1v2),Q(w1w2)
[
P(v1v2) | P(w1w2)
]− g[v1v2|w1w2] (39)
is in the ideal (P) generated by the set P .
Proof. First, we prove it for monomials [v1v2 | w1w2] which, modulo qT˜ , are of highest
weight μ = μ′ ⊕μ′′ with shape λ. The polynomial [ti | tj ] in the proof of Lemma 22 is in
T˜ λμ , so r = [v1v2 | w1w2] − [ti | tj ] is in qT˜ λμ . On the other hand,
(ti , tj )− δQ(v1v2),Q(w1w2) ∈ qA and
[
P(v1v2) | P(w1w2)
] ∈ T˜ λμ ,
so h = ((ti , tj )− δQ(v1v2),Q(w1w2))[P(v1v2) | P(w1w2)] is in qT˜ λμ . Then,
[v1v2 | w1w2] − δQ(v1v2),Q(w1w2)
[
P(v1v2) | P(w1w2)
]
= [ti | tj ] − (ti , tj )
[
P(v1v2) | P(w1w2)
]+ r + h (40)
which shows the lemma for extremal monomials. For the other relations we proceed as
before, applying Kashiwara’s operators to Eq. (40). Given a monomial [v′1v′2 | w′1w′2], we
take the sequence f˜i1 . . . f˜il ⊗ f˜j1 . . . f˜js of Kashiwara’s operators chosen in Lemma 22 to
define the corresponding Plücker relation. The sequence satisfies
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f˜i1 . . . f˜il (v1v2) | f˜j1 . . . f˜js (w1w2)
]− [v′1v′2 | w′1w′2] ∈ qT˜ , (41)
with
[v1v2 | w1w2] =
[
Q(v′1v′2) | Q(w′1w′2)
]
. (42)
In fact, the difference (41) is a weight vector. Its weight is μ− ε = (μ′ − ε′)⊕ (μ′′ − ε′′),
where μ is the weight of [v1v2 | w1w2] and ε = (αi1 + · · · + αil ) ⊕ (αj1 + · · · + αjs ) (the
α’s are the simple roots). Note that Kashiwara’s operators do not change the shape of the
monomials, so
[v′1v′2 | w′1w′2] −
[
f˜i1 . . . f˜il (v1v2) | f˜j1 . . . f˜js (w1w2)
] ∈ qT˜ λμ−ε. (43)
Now, [P(v′1v′2) | P(w′1w′2)] is by definition equivalent to[
f˜i1 . . . f˜il P (v1v2) | f˜j1 . . . f˜js P (w1w2)
]
, (44)
modulo qT˜ . The same argument as before shows that
[
P(v′1v′2) | P(w′1w′2)
]− [f˜i1 . . . f˜il P (v1v2) | f˜j1 . . . f˜js P (w1w2)] ∈ qT˜ λμ−ε. (45)
From Eqs. (40), (43) and (45), we have that
[v′1v′2 | w′1w′2] − δQ(v′1v′2),Q(w′1w′2)
[
P(v′1v′2) | P(w′1w′2)
] (46)
is equivalent, modulo qT˜ λμ−ε , to the polynomial obtained by applying f˜i1 . . . f˜il ⊗ f˜j1 . . . f˜js
to the right-hand side of (40). This polynomial is the sum of
(f˜i1 . . . f˜il ⊗ f˜j1 . . . f˜js )
([ti | tj ] − (ti , tj )[P(v1v2) | P(w1w2)]) (47)
(which by definition is a Plücker relation in P) plus (f˜i1 . . . f˜il ⊗ f˜j1 . . . f˜js )(g + h). But
r + h ∈ qT˜ λμ so this last term is in qT˜ λμ−ε , and the lemma is proved. 
7.2. Main theorem
We are now prepared to state and prove the Standard Basis Theorem. For λ =
a1ω1 + · · · + arωr ∈ P+, we define |λ| := a1 + · · · + ar . Let NU be the maximum of |λ|
such that V (λ) ↪→ V (ω)⊗V (ω′) for some pair ω,ω′ of generating weights. Let BU be the
set of elements in T of the form [v | w], where v,w ∈ B(ω) and ω is a generating weight.
Theorem 24. Let NU and BU be defined as above. Then,
(a) the image C(S) of the set S of standard bitableaux is a A-base of the A-form F˜ of the
quantum coordinate algebra F , and so it is a Q(q)-base of F .
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ciative A-algebra generated by the set BU , modulo the Plücker-type relations in P .
(c) The polynomials in P are of degree NU .
Proof. First note that C(S) is linearly independent, because it projects, via F˜ → F , onto
the linearly independent set C(S) (Theorem 18). Then, to prove (a) and (b), it is sufficient
to see that each monomial in Mλμ (that is, of shape λ ∈ P+ and weight μ ∈ P ⊕ P ), is
equivalent, modulo (P), to a A-linear combination of standard bitableaux in Mλμ. We
define
Sλμ =Mλμ ∩ S and N λμ =Mλμ − Sλμ.
By Lemma 21, Mλμ is finite. Let Sλμ = {s1, . . . , sk} and N λμ = {n1, . . . , nd}. The proof of
Theorem 20 gives an algorithm to rewrite a monomial, either as a standard bitableaux, or
as zero, using the relations in P . Starting from an arbitrary monomial m ∈ N λμ , we can
follow step by step that procedure, but using P in the place of P . More precisely, in each
step of the algorithm, we replaced [v1v2 | w1w2] by δQ(v1v2),Q(w1w2)[P(v1v2) | P(w1w2)]
(or vice versa). Instead of that, now we use the lifted relations in P , given by Lemma 23,
to replace, either [v1v2 | w1w2] by δQ(v1v2),Q(w1w2)[P(v1v2) | P(w1w2)] + g[v1v2|w1w2], or[P(v1v2) | P(w1w2)] by [v1v2 | w1w2] − g[v1v2|w1w2]. Here, g[v1v2|w1w2] is the polynomial∈ qT λμ of Lemma 23. The result of the modified procedure, is an equation
m ≡ P(m)+ gm mod (P) (48)
where gm is a polynomial ∈ qT λμ , and P(m) is zero or a standard bitableaux. Then, formula
(48) allows us to express each ni ∈N λμ , i = 1, . . . , l, as a linear combination
ni ≡
k∑
j=1
Rij sj +
d∑
h=1
Qihnh mod (P) (49)
with Rij ∈ A and Qih ∈ qA. This can be written as (Id −Q)n = Rs, where R is the d × k
matrix with entries Rij , Q is the d × d matrix with entries Qij , and n = (n1, . . . , nd)t and
s = (s1, . . . , sk)t are vector columns. Note that at q = 0 we have det(Id −Q) = 1 because
Qih ∈ qA, so det(Id − Q) is an invertible element of A and Id −Q is invertible. Then we
obtain the straightening formula
n = (Id −Q)−1Rs (50)
which expresses, modulo the ideal generated by P , any monomial which is not a stan-
dard bitableaux as a linear combination of standard bitableaux with coefficients in A. This
proves parts (a) and (b) of the theorem.
To prove (c) it is sufficient to check its validity for the highest weight relations in P .
Formula (36) shows that all the terms of a highest weight relation have degree 2 (note
that 2NU ), with the possible exception of [P(v1v2) | P(w1w2)], which also has degree
NU . 
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In the previous section, we described a generating set of the ideal Ker(C) of all relations
among the matrix coefficients of the direct sum
⊕
ω V (ω) of all fundamental representa-
tions. In order to obtain a true generalization of the classical Standard Basis Theorem,
we extend this result replacing
⊕
ω V (ω) by an arbitrary representation V of the form
V = V (λ1)⊕ · · ·⊕V (λk). We describe a generating set of the kernel of CV :TV →F (the
map defined in Section 4). For simplicity we assume that V is faithful. Let Bi , CV , TV , and
MV be as in Section 5, and let BV be the set of letters BV = {[v | w], where v,w are both
in some Bi}, i.e., ⊔i Bi is a base of V , TV is the free associative algebra generated by BV ,
and MV is the set of monomials [v1, . . . , vs | w1, . . . ,ws] in these letters. The number of
letters of a monomial defines the natural graduation of TV .
8.1. The standard base in terms of matrix coefficients of V
We define, for any faithful representation V , certain analogues of the quantum minors
considered in [2,6]. Let nV be the smaller positive integer such that, for any generating
weight ω, there is an embedding V (ω) ↪→ ⊕nVk=1 V ⊗k . For each generating weight ω,
we fix a vector vω ∈ V ⊗n of highest weight ω, with n  nV , such that (vω, vω) 	= 0. Let
pω ∈ TV be the polynomial pω = [vω | vω]/(vω, vω). Then,
(a) pω is of highest weight ω ⊕ω with respect to the bilateral action,
(b) pω is of degree  nV and
(c) 〈CV (pω),1〉 = 1.
Let jV :T → TV be the unique homomorphism of U⊗2-module-algebras such that
jV [uω | uω] = pω. Note that CV ◦ jV = C. The following is a consequence of Theorem 24.
Theorem 25. The image of the set jV (S) by the map CV :TV →F is an A-base of F˜ .
8.2. Relations between matrix coefficients of V
Theorem 25 shows that, for each letter b ∈ BV , we can write
CV (b) =
∑
s∈S
cbsCV ◦ jV (s) (51)
where the cbs ∈ Q(q) are uniquely determined, and cbs = 0 except for a finite number of
standard bitableaux s. Then, the set
JV =
{
b −
∑
s∈S
cbsjV (s)
∣∣ b ∈ BV
}
(52)
is contained in Ker(CV ). On the other hand,P induces a set of relations jV (P) ⊂ Ker(CV ).
We define PV ⊂ Ker(CV ) as PV = JV ∪ jV (P). Note that PV is finite if and only if Ω is
of finite type.
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max{|λ1|, . . . , |λk|}. Then,
(a) the bilateral ideal Ker(CV ) of all relations between the matrix coefficients of V is
generated by the set PV , and
(b) the polynomials in PV are of degree  nV max(NV ,NU ).
Proof. To prove part (a), it suffices to show that, employing the relations in PV , we can
rewrite any monomial m ∈ MV as a Q(q)-linear combination of elements of the base
jV (S). First, using JV , we can replace each letter of the monomial m by a linear com-
bination of elements of jV (S), so the expansion is a linear combination of monomials of
the form jV (s1) . . . jV (sj ), with s1, . . . , sj ∈ S . This means that m is equivalent, modulo
(JV ), to an element in jV (T ). Note that T  jV (T ) as U⊗2-module-algebras. Then, by
Theorem 24, we can use the Plücker relations jV (P) to write any element in jV (T ) as a
linear combination of elements in jV (S), and this proves (a).
To prove (b), note that each polynomial pω has, by definition, degree  nV , and the
relations in P have degree NU , so the polynomials in jV (P) are of degree  nV NU . To
bound the degrees of the relations in JV , it suffices to estimate the degree of the highest
weight polynomials. These are of the form
[ui | ui] − jV
[
ua1ω1 . . . u
ar
ωr
∣∣ ua1ω1 . . . uarωr ] (53)
where ui is the highest weight vector in the base Bi of V (λi) and λi = a1ω1 + · · · + arωr .
The degree of jV [ua1ω1 . . . uarωr | ua1ω1 . . . uarωr ] is  nV NV , and this proves part (b). 
9. Example: g= sl3, V = V (ω1) ⊕ V (ω2)
Let us illustrate the method, described in Section 7, to obtain the Plücker relations P .
We restrict ourself to list the highest weight polynomials of P . Let I = {1,2}, aii = 2
for i = 1,2, and aij = −1 if i 	= j . The weight lattice P is the Z-module spanned by
the generating weights {ω1,ω2}, equipped with the symmetric bilinear form (·,·) given by
(ω1,ω1) = (ω2,ω2) = 2/3, (ω1,ω2) = 1/3. Let α1 = 2ω1 − ω2, α2 = −ω1 + 2ω2, and
hi = (αi, ·) ∈ P ∗. Then Ω = {P, {α1, α2}, {h1, h2}} satisfy conditions (4) in Section 2.
The simple U -module V (ω1) has the base B(ω1) = {x1, x2, x3} where x1 = uω1 with
the action e1x1 = 0, f1x1 = x2, k1x1 = qx1, e2x1 = 0, f2x1 = 0, k2x1 = x1, e1x2 = x1,
f1x2 = 0, k1x2 = q−1x2, e2x2 = 0, f2x2 = x3, k2x2 = qx2, e1x3 = 0, f1x3 = 0, k1x3 = x3,
e2x3 = x2, f2x3 = 0, k2x3 = q−1x3. The inner product (·,·)ω1 of Section 2.4 makes
the base {x1, x2, x3} orthonormal. The base B(ω2) of the simple U -module V (ω2) is
{x12, x13, x23} with the action e1x12 = 0, f1x12 = x12, k1x12 = x12, e2x12 = 0, f2x12 = x13,
k2x12 = qx12, e1x13 = 0, f1x13 = x23, k1x13 = qx13, e2x13 = x12, f2x13 = 0, k2x13 =
q−1x13, e1x23 = x13, f1x23 = 0, k1x23 = x23, e2x23 = 0, f2x23 = 0, k2x23 = q−1x23. The
diagrams
x1 −→ x2 ⇒ x3 x12 ⇒ x13 −→ x23
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V (ω1)⊗ V (ω1) x1x1 2ω1
x1x2 − qx2x1 ω2
V (ω1)⊗ V (ω2) x1x12 ω1 +ω2
x1x23 − qx2x13 + q2x3x12 0
V (ω2)⊗ V (ω1) x12x1 ω1 +ω2
x12x3 − qx13x2 + q2x23x1 0
V (ω2)⊗ V (ω2) x12x12 2ω2
x12x13 − qx13x12 ω1
Fig. 1. Highest weight vectors of
⊕
i,j V (ωi)⊗ V (ωj ).
Fig. 2. Crystal graph of
⊕
i,j V (ωi)⊗ V (ωj ).
are the crystal graphs of V (ω1) (left) and V (ω2) (right) where → and ⇒ represent the
Kashiwara’s operators f˜1 and f˜2, respectively. The extremal standard bitableaux are of the
form [x1 . . . x1x12 . . . x12 | x1 . . . x1x12 . . . x12]. The highest weight subspaces of V (ωi) ⊗
V (ωj ) are generated by the weight vectors in Fig. 1. When q = 0 these vectors turn out to
be the extremal vertices of the crystal graph of
⊕
i,j V (ωi)⊗V (ωj ) (see Fig. 2). To obtain
the extremal Plücker relations we form all pairs [u | v] of the vectors in Fig. 1 having the
same shape, and equate each pair [u | v] to the corresponding extremal standard bitableau
[P(u) | P(v)], multiplied by the scalar (u, v), as shown in Fig. 3 (we exclude the trivial
identities).
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[x1x2 − qx2x1 | x1x1] = 0
[x1x2 − qx2x1 | x1x2 − qx2x1] = (1 + q2)[x12 | x12]
[x1x12 | x1x23 − qx2x13 + q2x3x12] = 0
[x1x23 − qx2x13 + q2x3x12 | x1x12] = 0
[x1x23 − qx2x13 + q2x3x12 | x1x23 − qx2x13 + q2x3x12] = 1 + q2
[x12x1 | x12x3 − qx13x2 + q2x23x1] = 0
[x12x3 − qx13x2 + q2x23x1 | x12x1] = 0
[x12x3 − qx13x2 + q2x23x1 |
x12x3 − qx13x2 + q2x23x1] = 1 + q2
[x12x12 | x12x13 − qx13x12] = 0
[x12x13 − qx13x12 | x12x12] = 0
[x12x13 − qx13x12 | x12x13 − qx13x12] = (1 + q2)[x1 | x1]
Fig. 3. The complete list of the extremal Plücker relations. The remaining relations in P are obtained applying
sequences of the operators f˜1, f˜2 to these identities.
10. Example: g= g2,V = V (ω1)
Here I = {1,2}, aii = 2, a12 = −1, and a21 = −3. The weight lattice is the Z-
span of the generating weights {ω1,ω2} and the bilinear form (·,·) on P is given by
(ω1,ω1) = 2, (ω2,ω2) = 6, (ω1,ω2) = 3. If α1 = 2ω1 − ω2, α2 = −3ω1 + 2ω2, and
hi = (αi, ·) ∈ P ∗ then Ω = {P, {α1, α2}, {h1, h2}} satisfy (4). The base B(ω1) of V (ω1) is
{x1, x2, x3, xz, x4, x5, x6}, where uω1 = x1. The action of the operators fi and ei on V (ω1)
is shown in Fig. 4. To compute the action of k1 and k2, note that ka11 k
a2
2 v = qa1n1+3a2n2v
if v has weight n1ω1 + n2ω2, ni ∈ Z, and that the weights of the elements of B(ω1) are
ω1,−ω1 +ω2,2ω1 −ω2,0,−2ω1 +ω2,ω1 −ω2,−ω1, respectively. Let V = V (ω1). Then
TV is the free associative algebra generated the 49 letters [x1 | x1], [x1 | x2], . . . , [x6 | x6].
All of them are standard bitableaux. The crystal graph of the tensor product V (ω1)⊗2 is
shown in Fig. 5. All bitableaux of shape 2ω1 are obtained as pairs of these monomials, and
the standard bitableaux as pairs of those monomials in the connected component of x1x1,
for example [xzx1 | x4x3]. The extremal vertices {x1x1, x1x2, x1xz, x1x6} of this crystal
graph are the surviving monomials in the highest weight vectors of V (ω1)⊗2 (see Fig. 6)
after evaluation at q = 0. We define x12 = (1/α)(x1x2 − qx2x1), where α =
√
1 + q2. By
successive applications of the Kashiwara’s operators f˜1, f˜2 to this vector, we obtain the
f1 f2 f1 f1/[2]q f2 f1
−→ ⇒ −→ −→ ⇒ −→
x1 x2 x3 xz x4 x5 x6
←− ⇐ ←− ←− ⇐ ←−
e1 e2 e1/[2]q e1 e2 e1
(54)
Fig. 4. Action of Uq (g2) on V (ω1).
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Highest weight vector Weight
x1x1 2ω1
x1x2 − qx2x1 ω2
x1xz − q2x2x3 + q5x3x2 − q6xzx1 ω1
x1x6 − qx2x5 + q4x3x4 − q4xzxz + q6x4x3 − q9x5x2 + q10x6x1 0
Fig. 6. Extremal vectors of V (ω1)⊗2.
base x12, x13, . . . , x56, shown in Fig. 7, of the module Ux12  V (ω2) (the quantized ad-
joint representation of g2). To write the images on F of the bitableaux of shape ω2 in terms
of the matrix coefficients of V = V (ω1), we take all pairs of vectors in Fig. 7, and perform
the linear expansion. For example, if we expand CV [x24 | x3z], we obtain
CV [x24 | x3z] =
(
1 + q2)−1CV [x2x4 − qx4x2 | x3xz − q2xzx3 − qx5x1 + q2x1x5]
= (1 + q2)−1(c23c4z − q2c2zc43 − qc25c41
+ q2c21c45 + qc43c2z + q3c4zc23 + q2c45c21 − q3c41c25
)
where cij denotes the matrix coefficient CV [xi | xj ]. Note that cij ckl = CV [xixk | xjxl],
according to the definitions of Section 4. The Plücker relations are obtained from the de-
compositions of the tensor products V (ωi) ⊗ V (ωj ), i, j ∈ {1,2}. For instance, consider
the module V (ω1) ⊗ V (ω1). The extremal relations are obtained by taking all the sixteen
pairs [u | v] of weight vectors in Fig. 7, and equating them to (u, v)[P(u) | P(v)]. As an
example, let u0 = x1x2 − qx2x1 and v0 = x1xz − q2x2x3 + q5x3x2 − q6xzx1. Since they
have different weights they are orthogonal so [u0 | v0] = 0, and its expansion is the relation
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αx13 = x1x3 − qx3x1
αx23 = x2x3 + qx1xz − qxzx1 − q3x3x2
αx2z = x2xz − q2xzx2 + q2x1x4 − qx4x1
αx24 = x2x4 − qx4x2
αx3z = x3xz − q2xzx3 − qx5x1 + q2x1x5
αx34 = x3x4 − q2x4x3 + qx2x5 − qx5x2
αxzz = (1 − q2)xzxz + (q + q3)x3x4 + (−q − q3)x4x3
− qx6x1 − q2x5x2 + q2x2x5 + q3x1x6
αxz4 = xzx4 − q2x4xz − qx6x2 + q2x2x6
αx35 = x3x5 − qx5x3
αxz5 = xzx5 − q2x5xz + q2x3x6 − qx6x3
αx45 = x4x5 + qxzx6 − qx6xz − q3x5x4
αx46 = x4x6 − qx6x4
αx56 = x5x6 − qx6x5
Fig. 7. Base of V (ω2).
0 = c11c2z − q2c12c23 + q5c13c22 − q6c1zc21
− q2c21c1z + q3c22c13 − q6c23c12 − q7c2zc11.
As another example, take the pair [v0 | v0]. Since v0 is of highest weight ω1, then
P(v0) = x1. To compute the inner product (v0, v0)V (ω1)⊗2 note that the base B(ω1) is or-
thonormal with respect to ( , )V (ω1), so {x1x1, x1x2, . . . , x6x6} is orthonormal with respect
to ( , )V (ω1)⊗2 . Then [v0 | v0] = (1 + q4 + q10+ q12)[x1 | x1] and its expansion gives us the
relation
(
1 + q4 + q10 + q12)c11 = c11czz − q2c12cz3 + q5c13cz2 − q6c1zcz1 − q2c21c3z
+ q4c22c33 − q7c23c32 + q8c2zc31 + q5c31c2z
− q7c32c23 + q10c33c22 − q11c3zc21 − q6cz1c1z
+ q8cz2c13 − q11cz3c12 + q12czzc11.
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