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In these notes, we present the basis of path integral techniques for indistinguishable and boson
particles. The numerical evaluations of physical equilibrium properties needs an accurate action
for the many body problem and an efficient algorithm to sample the paths.
1 Introduction
Feynman’s path integral formulation of quantum mechanics has been proven to be very
well suited to condensed boson systems, such as liquid or solid 4He, and fermion systems,
such as liquid or solid 3He or a hydrogen plasma. Here we focus on problems than can be
described by the following non-relativistic Hamiltonian:
H = −
N∑
i=1
λi∇
2
i +
∑
i<j
v(|ri − rj |) (1)
where N is the number of particles and λi =
  2/2mi. The pair potential is exactly known
for hydrogen plasma (v(r) = ZiZje2/r) and also very well known for the interaction
between helium atoms2. The same method applies for both the smoother but long range
Coulomb potential and for the short range but strongly repulsive interaction between he-
lium atoms.
These notes are taken from the most part from the review article1 “Path Integrals in
theory of condensed helium” published in Rev. Mod. Phys. 67 280 (1995) where the reader
can find many more details concerning path integral techniques as well as the physics of
condensed helium 4. In these notes we give a minimum needed to start with path integral
computations.
The second part of the notes is devoted to the exact mapping of the quantum problem
to a classical one and general considerations on how path integrals are done. Because most
interesting physical quantum systems deal with indistinguishable particles, the second part
is about Bose systems.
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2 Mapping of the Quantum to a Classical Problem
All static properties of quantum system in thermal equilibrium are obtained from the ther-
mal density matrix. It can be defined in terms of the exact eigenvalues and eigenfunctions:
ρ = e−βH =
∑
i
|φi〉 e
−βEi 〈φi| . (2)
The equilibrium value of an operatorO is:
〈O〉 = Z−1 TrρO = Z−1
∑
i
e−βEi 〈φi|O |φi〉 , (3)
where Z is the partition function:
Z = Trρ =
∑
i
e−βEi . (4)
In the previous equations, the traces have been expressed in the eigenfunction basis. In
the following we shall work exclusively in a position basis where particles are labeled.
In such a basis, the density matrix elements are non-negative and can be interpreted as
probabilities. The density matrix elements are thus defined as:
ρ(R, R′; β) ≡ 〈R| e−βH |R′〉 =
∑
i
φ∗i (R)e
−βEiφi(R
′), (5)
where R = (r(i), . . . , r(N)), and r(i) is the position of the ith particle. In space dimension
3, ρ(R, R′; β) is, in general, a function of 6N + 1 variables. In position representation,
Eqs. (3-4) become:
〈O〉 = Z−1
∫
dR 〈R| ρO |R〉
= Z−1
∫
dR dR′ρ(R, R′; β) 〈R′| O |R〉 , with (6)
Z =
∫
dRρ(R, R; β), (7)
where the identity 1I =
∫
dR′ |R′〉 〈R′| is introduced. From the definition of ρ(β) (Eq. 2),
one derives the Bloch Equation:
−
∂ρ
∂β
= Hρ (8)
with the initial condition ρ(0) = 1I, which reads ρ(R, R′; 0) = δ(R − R′) in the position
representation.
2.1 Basis of Path Integral
The following equation is the basis of the path integral method:
ρ(β1 + β2) = e
−(β1+β2)H = e−β1He−β2H, (9)
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and in position representation:
〈R| ρ(β1 + β2) |R
′〉 =
∫
dR′′ 〈R| e−β1H |R′′〉 〈R′′| e−β2H |R′〉 , (10)
ρ(R, R′; β1 + β2) =
∫
dR′′ρ(R, R′′; β1)ρ(R
′′, R′; β2) (11)
By repeating this process M times, one has:
e−βH =
(
e−τH
)M
(12)
ρ(R0, RM ; β) =
∫
. . .
∫
dR1dR2 . . . dRM−1ρ(R0, R1; τ)
×ρ(R1, R2; τ) . . . ρ(RM−1, RM ; τ), (13)
where τ = β/M is called the time step. The succession of the points (R0, R1, . . . , RM )
is called a path. Note that Eq. (13) is exact for any M > 0. In the limit M → ∞,
the path becomes continuous, but its derivative will be discontinuous at almost all points
on the path. Equation (13) is useful because we can find sufficiently accurate analytical
approximations of the density matrix at small τ .
In order to go further, we explicitly use the Hamiltonian. Let us suppose it is split in two
pieces:
H = T + V , (14)
where T and V are the kinetic and potential operators which, in general, do not commute.
The primitive approximation neglects all commutators between T and V :
e−τH ≈ e−τT e−τV , (15)
where the error is proportional to τ 2. One can think that such approximation will lead
to large error when the number of steps M increases (τ = β/M → 0). But, the Trotter
formula shows this is a well controlled process provided the operators are bounded below3:
e−βH = lim
M→∞
[
e−
β
M
T e−
β
M
V
]M
. (16)
We now write the primitive approximation Eq. (15) in the position representation:
ρ(R, R′; τ) ≈
∫
dR′′ 〈R| e−τT |R′′〉 〈R′′| e−τV |R′〉 . (17)
Usually the potential is diagonal in position representation:
〈R′′| exp(−τV) |R′〉 = exp(−τV (R′))δ(R′′ −R′). (18)
The kinetic operator is diagonal in the reciprocal space. In a 3-dimensional box of length
L, the free particle density matrix elements reads:
ρ0(R, R
′; τ) = 〈R| e−τT |R′〉
=
∑
n
L−3Ne−τλ4pi
2n2/L2−2ipin.(R−R′)/L
=
1
(4piλτ)3N/2
exp(−
(R− R′)2
4λτ
), (19)
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where n is a vector with integer components and the last equality holds when the “size” of
a particle (its thermal wavelength) is much smaller than the size of the box4:
τλ  L2. (20)
Inserting these expressions (Eqs. 18-19) in the primitive approximation (Eq. 17) and using
it in Eq. (13) gives:
ρ(R0, RM ; β) =
∫
. . .
∫
dR1dR2 . . . dRM−1
1
(4piλτ)3NM/2
exp
(
−
M∑
m=1
[
(Rm−1 −Rm)
2
4λτ
+ τV (Rm)
])
. (21)
Thus the density matrix can be calculated at any temperature from an integral over the
paths R1, . . . , RM−1. Such an integral looks like a partition function of some classical
system. In particular, we see here that the integrand is always non-negative and can be
interpreted as a probability; an essential property for Monte Carlo simulations.
2.2 Classical Isomorphism
We have now all pieces to understand the classical isomorphism. Let us start with a single
particle where V might be some external potential. The path consists of a list of points
r0, . . . , rM . In Eq. (21), the first term in the exponential (rm−1 − rm)2/4λτ can be
interpreted as the energy of a spring. Thus, a path is interpreted as a polymer where only
first neighbors in the chain are connected with springs. Moving a quantum particle is
equivalent to evolve this polymer6. If we have many free particles, using the identity
M∑
m=1
(Rm−1 − Rm)
2 =
M∑
m=1
N∑
i=1
(r
(i)
m−1 − r
(i)
m )
2 =
N∑
i=1
M∑
m=1
(r
(i)
m−1 − r
(i)
m )
2, (22)
we see that each particle can be interpreted as a polymer with strings connecting nearest
neighbors in each chain. Thus quantum particles are represented by polymers in Path Inte-
gral language. Now adding the potential interaction between particles does not change this
picture (see Fig. 1). We only have interacting polymers. But these polymers are simpler
than classical polymers as the potential interactions occur only at the same “time” in the
path. Indeed, in Eq. (21), the potential term depends only on Rm, which means that only
the beads of the paths at the same time (τm) interact. In a real polymer, all beads interact
with each other.
Most of the equilibrium quantities, such as energies, are obtained from the partition func-
tion (see Eq. (7). In that case, the starting and ending beads of the polymers are the same:
RM ≡ R0 (see Fig. 2). Quantum particles are represented by ring polymers, and the paths
expression is symmetric under a cyclic permutation of (R0, . . . , RM−1), thus any time can
be chosen as a reference time. Note that this is true only for ring polymers. It is very
instructive to keep in mind this picture that quantum particles are mapped on “classical
polymers” with specific interactions.
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Figure 1. Cartoon of a path for 3 particles (A, B, C) with M = 4, τ = β/4. The kinetic terms are represented
by zig-zag lines and potential by dotted lines. Note that dotted lines connect only beads of the polymers at the
same time
Figure 2. The trace of the close paths of six helium atoms at a temperature of 2K with M = 80. Straight
lines (kinetic term) connect successive beads of the polymers. The filled circles are markers for the (arbitrary)
beginning of the path. The paths have been replicated using the periodic conditions. The dashed lines represent
the simulation cell.
2.3 Definition of the Action
The action is defined as minus the logarithm of the density matrix. For a given link m (see
Eq. 13), one has:
Sm ≡ S(Rm−1, Rm; τ) ≡ − ln[ρ(Rm−1, Rm; τ)]. (23)
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Then, the exact path integral expression (Eq. 13) becomes:
ρ(R0, RM ; β) =
∫
. . .
∫
dR1dR2 . . . dRM−1 exp
(
−
M∑
m=1
Sm
)
. (24)
The action has an exact kinetic (free particle) contribution denoted Km:
Km =
3N
2
ln(4piλτ) +
(Rm−1 −Rm)
2
4λτ
(25)
All the rest of the action is the inter-action (potential) contribution:
Um ≡ U(Rm−1, Rm; τ) = Sm −Km (26)
The primitive approximation reads:
Um ≡
τ
2
[V (Rm−1) + V (Rm)] , (27)
where Eq. (18) has been symmetrized, a property of the exact action5. Note this sym-
metrized form of the primitive action leaves unchanged Eq. (21) only for ring polymers
where R0 ≡ RM .
With the primitive action one usually will need a large number of beads to get accurate
properties, because this approximation is correct only at very small τ (high temperature).
Semi-classical expansions give expressions which are even more singular at short distances
(as they involve derivatives of the potential which are usually singular at the origin). But,
one can considerably reduce the number of beads by solving “exactly” all partial two body
problems1. It is then possible to write an N -body action that will be good as long as three
body collisions are negligible. For helium such a good action is obtained at τ = 1/40K.
See the review for how to get a “good” action.
2.4 Sampling the Path
Once, one has the “best” available action for the many-body system, one has to define the
moves. Path Integral methods are usually used within the context of generalized Metropo-
lis, or Markov chain Monte Carlo methods. Other contributions will consider the possibil-
ity of using Molecular Dynamics methods to sample path space, but such methods are not
applicable when quantum statistics are important.
2.4.1 Displacement
The simplest move consists in a translation of the whole path of a given number of parti-
cles. Such a move will not change the relative positions of the beads inside each polymer.
Therefore, it does not change the kinetic energy. But they do change the potential energy as
they do with classical Monte Carlo, though without relaxation of the internal bead position
the potential so computed will be biased. Displacement moves are efficient to evaluate the
potential energy, especially in the weak coupling regime.
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2.4.2 Multislice Moves
To change the kinetic energy, one has to move the relative positions of the beads inside
the polymer. Moving only one bead is very inefficient because of the springs connecting
a bead with its neighbors. Thus it is necessary to have moves that will change several
adjacent time-slices of the polymer. In practice, one cuts a slice (r(i)m+1 . . . r
(i)
m+l−1) of the
polymer, and samples a new path starting at r(i)m and finishing at r
(i)
m+l. Several algorithms
may be used to reconstruct the path. One can start at one end and build a path constrained
to reach the other end. One can also use the bisection algorithm which first samples the
mid point and if it is accepted, it then sample the mid point of each link, and so on. The
efficiency of each algorithm is problem dependent. For most simulations of dense systems
the bisection algorithm has been successful. The choice of the number of slices l of the
polymer which is moved may be fixed or even better may be chosen at random. Multislice
moves change the center of mass of the polymer and a change in the potential energy also.
One can think such moves are enough, but in practice, it is always better to allow as many
types of moves as possible.
2.4.3 Acceptance Ratio
All kind of moves may be tried, but we do not want to waste computer time trying moves
that will be always rejected. On the other hand, when all moves are always accepted,
we might worry about really moving in the phase space. In classical Monte Carlo, the
parameters of the moves are usually chosen to get acceptance ratio of roughly 1/2. For
moves with no good a priori sampling distribution, an acceptance ratio of 1/2 is correct.
But when we have a very good a priori sampling distribution, for example at very small
τ , the acceptance ratio gets naturally close to 1. It is of great importance to check the
acceptance ratio for each type of moves. For example, in the bisection algorithm, we
often have a poor sampling distribution at the first levels and the acceptance ratio is small,
but when a path is eventually accepted, it has moved far away. Then the rest of the path
gets better chance to succeed as the sampling action gets better (because it corresponds to
smaller τ ). In this algorithm, the time spent to evolve points with a poor action is much
smaller than the time spent to evolve points with a good action.
3 Bose Symmetry
The Bose density matrix must be completely symmetric under any permutation of particle
labels. It is also the solution of the Bloch equation (Eq. 8) with the symmetrized initial
condition:
ρB(R, R
′; 0) =
1
N !
∑
P
δ(R −PR′) (28)
If ρ is solution for distinguishable particles, then the Bose density matrix is written in
position representation:
ρB(R, R
′; β) =
1
N !
∑
P
ρ(R,PR′; β) (29)
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The bad news is that we have now to evaluate N ! terms and there is no efficient algorithm
to calculate it explicitly; in mathematics it is called a “permanent.” The good news is that
all terms are positive and therefore the sum can be sampled by Monte Carlo. One has an
additional discrete variable P , a variable in the permutation space of N ! elements. Thus
one has only to add another type of move to the list of Monte Carlo moves.
At high temperature, the identity permutation dominates, while at zero temperature,
all permutations have equal an probability. In classical polymer language, the action of a
cyclic permutation P with cycle length n, consists in opening the ring polymers involved
in this permutation and making a single polymer out of then7 with nM beads. Typically
only 2, 3 and 4-body ring permutations are tried (see the Appendix). They have the highest
probability of success and are enough to walk through the permutation space, because all
permutations can always be written as a product of pair permutations. The permutation
sampled after p Monte Carlo steps is the product of all the accepted permutation moves
since the beginning of the simulation.
Using the classical isomorphism, one can now see how the permutations allow new
physics: when the temperature decreases, the particles are less and less localized (the
number of beads increases), but two adjacent beads of a polymer are still constrained by
the kinetic action which prevents the decrease of the kinetic energy. At low temperature,
the ring-polymers try to be as elongated as possible. When two of them collide (which
means some of the same-time-beads are close together), only a few beads are concerned.
Then when the pair-permutation is tried, it is tried on these few beads: in both polymers,
the slices at the same times are cut and new paths connecting polymer 1 to polymer 2
are built. If this move is been accepted, we are left with a ring-polymer with twice as
much beads. The resulting polymer is more spread out so the kinetic energy has decreased.
At high temperature, the number of beads is small and a polymer looks like a ball and
the probability to have exchanging polymers is small. As the temperature decreases, the
number of beads increases and the probability of alignment increases. First to appear are
pair permutations. Longer cycles appear as the temperature is lowered.
By still decreasing the temperature, more and more polymers join to build longer ones.
At some temperature, like in a percolation transition, a polymer of macroscopic size forms,
connecting all portions of the systems When this happens, there is a phase transition, and
we have a fraction of the atoms in a superfluid phase. Properties of the transition can
be calculated within PIMC. In a periodic system, the order parameter is measured by the
winding number: the number of times a polymer wraps around the periodic boundary
conditions. With a winding polymer, it is not possible to enclose the polymer completely
in the simulation cell by only moving the center of the periodic box. This transition does
not change much the local arrangement of particles and thus the pair correlation function
changes very little around the transition.
4 Applications
We close the paper with a short list of applications for atomic and molecular problems that
have been done using PIMC.
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4.1 Boltzmanons
First, there are applications considering only the diffraction effects of quantum mechanics
and not the effect of statistics. This is important when the thermal wave length associ-
ated with the particles is no longer negligible with respect to the mean spacing between
them. Examples are systems of helium atoms or hydrogen molecules for T > 5K. These
calculations are often quantum corrections to the classical results. Some examples are:
• Quantum effects on the kinetic energy of helium and heavier atoms8.
• Quantum effects on solids, melting or liquid-vapor transitions: i) the isotopic shift of
the helium melting transition9, ii) Debye-Waller factor of solid helium10, iii) quan-
tum effects on the critical point of helium11.
• Atoms and molecules on various surfaces: i) rotations of molecules on a surface12,
ii) wetting transition of helium13.
• Quantum effects on excess volumes of liquid hydrogen and neon mixtures14.
4.2 Bosons
There are a number of calculations concerned with the superfluid transition of 4He1. Be-
cause 4He is one of the simplest bosonic system for experimentalists as well as for theo-
reticians, it has been studied also in inhomogeneous conditions:
• droplets: superfluidity in doped helium/hydrogen droplets15
• hydrogen molecules can also Bose condensed and have been studied on surfaces, in
mixture with helium and in confined geometry. For a review of bosons in surfaces
geometry see ref.17.
The hard sphere model is useful for the new Bose-Einstein condensation16, for helium
in porous media18 and vortices in High-Tc map onto bosons19.
Appendix
Permutation Sampling
In this section we describe the heat-bath algorithm to choose the permutation to be
tried. The heat-bath probability for a permutation change between times i and i + m is:
T ∗(P) ∝ ρ(Ri,PRi+m) (30)
Within the end-point approximation, these density matrix elements have the same potential
part (thus can be dropped out) and T ∗ depends only on the kinetic part:
T ∗(P) =
1
CI
exp

− n∑
j=1
(
r
(j)
i − r
(Pj)
i+m
)2
/(4λ∗mτ)

 , (31)
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where CI is a normalization factor, λ∗ is an effective mass to account off-diagonal contri-
butions. T ∗(P) (Eq. 31) can be computed from the square matrix of the distances between
end points:
tkj = exp
[
−
(
r
(k)
i − r
(j)
i+m
)2
/(4λ∗mτ)
]
. (32)
A random walk through this table will try to make a permutation of l atoms: the first
atoms k1 is chosen at random, the second atom k2 is selected according to the probability
tk1,k2/hk1 where hk1 =
∑
k tk1,k. After all of the l labels are selected and it is verified
that they are unique, the trial permutation is accepted with the probability:
A = min
[
1,
∑l
i=1 hki/tki,ki∑l
i=1 hki/tki,ki+1
]
, (33)
where kl+1 ≡ k1. The sum of terms comes from the various starting point of the cyclic
permutation. The probability of acceptance is rare because the last link tkl,k1 has 1/N
chance to be not small (i.e. when the cycle closes on itself). But the process of constructing
each loop is very rapid.
The physics help to fix the parameter l. On dense liquid, it is much to permute 3
or 4 than 2 atoms. A Monte Carlo simulation starts with the identity permutation. It is
thus difficult to get pair exchanges accepted. On the contrary, once three and quadruple
exchanges have build long cycles, pair exchanges can efficiently add or subtract from them.
Also to get winding number changes, the parameter l must be large enough so that the
permutation change can span the whole box.
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