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ABSTRACT
We give an exhaustive presentation of the semi-analytical approach to the model independent leptonic
QED corrections to deep inelastic neutral current lepton-nucleon scattering. These corrections include
photonic bremsstrahlung from and vertex corrections to the lepton current of the order O(α) with
soft photon exponentiation. A common treatment of these radiative corrections in several variables –
leptonic, hadronic, mixed, Jaquet-Blondel variables – has been developed and double differential cross
sections are calculated. In all sets of variables we use some structure functions, which depend on the
hadronic variables and which do not have to be defined in the quark parton model. The remaining
numerical integrations are twofold (for leptonic variables) or onefold (for all other variables). For
the case of hadronic variables, all phase space integrals have been performed analytically. Numerical
results are presented for a large kinematical range, covering fixed target as well as collider experiments
at HERA or LEP⊗LHC, with a special emphasis on HERA physics.
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1 Introduction
The first deep inelastic scattering experiments have been performed at SLAC in 1968 and lead
to the discovery of the parton structure of nucleons [1]. The cross section of the reaction of
figure 1,
e(k1) + p(p1)→ e(k2) +X(p2), (1.1)
was determined at a transferred momentum of
√
Q2 ∼ 3 GeV. The measurements were based
on the registration of the scattered electron’s energy and angle. The physical interpretation
of the data took into account contributions from two important competing processes: the
bremsstrahlung contribution to (1.1) of figure 2 with non-observed photon(s),
e(k1) + p(p1)→ e(k2) +X(p2) + nγ(k), (1.2)
and also the elastic radiative tail, i.e. photonic bremsstrahlung in the elastic channel:
e(k1) + p(p1)→ e(k2) + p(p2) + nγ(k). (1.3)
Semi-analytical expressions for the cross sections of these radiative corrections to (1.1) had
been calculated in the classical work of Mo and Tsai [2]. They were of considerable importance
for the interpretation of the data. In the long period between the SLAC experiment and the
start-up of HERA, the experimental devices for the study of deep inelastic lepton-nucleon scat-
tering had a relatively simple structure. Therefore, there was little need to radically improve
the treatment of the radiative corrections as developed in [2]. On the other hand, rising ex-
perimental accuracy and considerably higher beam energies had to be met with corresponding
improvements in the treatment of radiative corrections.
Originally motivated by the needs of the BCDMS experiment [3], a series of papers [4]–
[11] was published by the Dubna group in the seventies and eighties. They all are devoted
to the model independent semi-analytical calculation of QED corrections arising from the
reactions (1.2) and (1.3). The QED corrections connected with the electrons are treated for
processes with virtual exchange of a photon between the lepton and the hadronic system.
Applications to high energy muon scattering were first published in [5]–[7]. In [8], a technique
was developed for a covariant treatment of the corrections, thus preventing the introduction of
an unphysical parameter ω¯; this parameter was used in [2] to divide the contribution from (1.2)
into two parts which describe soft and hard photons separately. A covariant form of the peaking
approximation of [2] and of soft photon exponentiation have been introduced in [9]. With the
momentum transfer of
√
Q2 ∼ 10 GeV in the BCDMS experiment, the Z-boson exchange
had to be taken into account in the Born cross section. Therefore, the structure functions
became modified, and a new one describing parity violation had to be introduced [12]. All
these developments, together with the contributions from QED lepton pair production [10]
and the O(α2) corrections of the process (1.3) [11] have been included in the semi-analytical
program TERAD86 [13]. A detailed comparison of the Fortran program FERRAD, which is based
on the approach of Mo and Tsai with TERAD86 may be found in [14].
So far, the theoretical description of deep inelastic scattering relied on a picture, where
leptons with some couplings (electrical charge, weak neutral couplings) interact via a neutral
current with a hadronic system, being described by structure functions. These contain the
quark couplings and distributions. In this sense, a factorization of the matrix element into a
leptonic and a hadronic part occured.
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Figure 1: Deep inelastic scattering of electrons off protons: (a) Born diagram, (b) leptonic
vertex correction.
In a next step, the complete treatment of electroweak Standard Model corrections to
deep inelastic lepton-nucleon scattering was performed in [15], thereby covering both the
complete O(α) photonic corrections with soft photon exponentiation and the full set of weak
one loop insertions. Such a complete treatment of the weak corrections unavoidably spoils
the aforementioned factorization between the electronic and the hadronic part of the cross
section formula, which is the spiritual basis of the introduction of structure functions. See [16]
for details. Therefore, the model independent approach to the radiative corrections has to be
given up in favor of the quark parton model. The calculations in [15] go beyond the model
independent approach in a second respect: A complete treatment of the photonic corrections
includes photonic radiation from the hadronic state, containing as a part the electron-quark
interference. The numerical calculations in the quark parton model approach were realized in
the Fortran program ASYMETR [15]. At that time, the sophisticated treatment of the tiny effects
which are covered in ASYMETR but not in TERAD86 was not justified by experimental needs so
that the program ASYMETR did not find a broader attention. The same happened with the early
study published in [17], where a leading logarithmic calculation of leptonic QED corrections
for ep scattering at HERA energies was performed. Recently, initiated by the HERA Physics
Workshops, the Dubna-Zeuthen group updated the treatment of the weak one loop corrections
and the renormalization scheme used in ASYMETR. Further, the QED part was recalculated,
carefully checked, and considerably compactified [16], [18]; the related programs are DISEPNC
and DISEPCC. These two programs use the weak library DIZET [19].
Recently, the experimental techniques have been improved considerably and much higher
beam energies are reached. In deep inelastic fixed target experiments, transferred momenta
of
√
Q2 ∼ 10 GeV and √Q2 ∼ 17 GeV were obtained at CERN [20] and Fermilab [21]. At
HERA [22, 23, 24], the mass scale of the weak gauge bosons is in reach,
√
Q2 ∼ 100 GeV.
As did the SLAC experiment, the recent fixed target experiments rely on the observation of
the scattered electrons (muons) (with the notable exclusion of the neutral current neutrino
scattering experiments [25]). By comparison, the HERA detectors H1 [26] and ZEUS [27]
represent a new generation. They allow to detect the scattered electrons, the hadronic final
state, and also photons with high precision. Thus, for the physical analysis of the ep collisions
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Figure 2: The two leptonic bremsstrahlung diagrams.
at HERA one may use not only the familiar electron variables,
Q2l = (k1 − k2)2, yl =
p1(k1 − k2)
p1k1
, xl =
Q2l
ylS
, (1.4)
where
s = −(k1 + p1)2 = S +m2 +M2 ≈ 4EeEp, (1.5)
but also the kinematical variables from the hadron measurement,
Q2h = (p2 − p1)2, yh =
p1(p2 − p1)
p1k1
, xh =
Q2h
yhS
, (1.6)
or some composition of both, the so-called mixed variables [28, 30]:
Q2m = Q
2
l , ym = yh, xm =
Q2l
yhS
. (1.7)
Here Ee, m and Ep,M are the energies and masses of incident electron and proton (see figure 1).
Another useful set of hadronic variables has been introduced by Jaquet and Blondel [31]:
Q2JB =
(~p⊥2 )
2
1− yh , yJB = yh, xJB =
Q2JB
yhS
. (1.8)
Different choices of variables make no difference for the determination of the cross section
of reaction (1.1) in the Born approximation. Although, there are huge differences in the
predictions for the radiative corrections, because the kinematics becomes quite different. This
may be seen from the tetrahedron of momenta which is shown in figure 3. For vanishing
photon momentum k, the simple Born kinematics is recovered. The differences concern the
calculation of the corrections, but also, and maybe more important, their numerical values.
In addition, the advanced HERA detectors allow the application of dedicated experimental
cuts in the event selection which represent further potential problems for the calculation of
radiative corrections. A satisfactory treatment relies almost exclusively on the use of the
Monte-Carlo technique. Nevertheless, from the data with sometimes complicated cuts, it is
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Figure 3: Spatial configuration of the momenta in reaction (1.2) in the proton rest system.
usually possible to reconstruct some sufficiently inclusive and smooth cross sections. These
cross sections then may be the subject of further study by a semi-analytical approach as is
advocated here.
The HERA physics workshops in 1987 [23] and 1991 [24] lead to an enhanced activity
both in the calculation of radiative corrections and in the comparison between the results
of different authors [32]. Several authors obtained new results for the radiative corrections
using quite different techniques, which we quote here for completeness: leading logarithmic
calculations [33]–[37], Monte-Carlo approaches [38]–[40], and semi-analytical approaches [16,
18, 41, 42, 43, 44] for both the neutral current and the charged current reactions at HERA.
Eventually, all groups were able to reproduce the numerical results of the above mentioned
series of papers of the Dubna-Zeuthen group with reasonable precision [45] and, of course, to
go beyond in many other aspects [32]. Considerable parts of the present article have been
worked out during and after the 1991 workshop on HERA physics.
In the following, we will restrict ourselves to neutral current scattering. The Born cross
section is:
d2σB
dydQ2
=
2πα2
S
3∑
i=1
Ai(x,Q2) 1
Q4
SBi (y,Q2), (1.9)
with the kinematical factors
SB1 (y,Q2) = Q2,
SB2 (y,Q2) = 2(1− y)S2,
SB3 (y,Q2) = 2Q2(2− y)S.
The generalized structure functions Ai(x,Q2) describe the electroweak interactions of the
electrons with the protons via the exchange of a photon or Z boson and will be defined later.
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It is well-known from the above mentioned earlier studies, e.g. from [16], that a treatment
of the leptonic photonic corrections covers the bulk of the complete corrections to this cross
section. Fortunately, both types of corrections – weak loop insertions and QED corrections
related to the hadronic current – are relatively small. For a large part of the kinematical
region they are below the experimental accuracy. If the experimental intention is a study of
the hadronic current, one may be interested in a model independent description of the cross
section which not necessarily uses the quark parton model. With the last remarks, the line of
thought which we will follow from now on in this article is indicated:
This article is devoted to complete, model independent, semi-analytical calculations of leptonic
corrections to neutral current deep inelastic lepton-nucleon scattering in different kinematical
variables. By complete we mean the full O(α) corrections with soft photon exponentiation
which are not restricted to the leading logarithmic approximation. By semi-analytical we
understand that the Monte-Carlo technique is not used. We perform as many analytical
integrations as is possible for a given set of kinematical variables. In order to get a double
differential cross section, one has to perform three phase space integrations. In principle,
one is interested to describe the cross sections with structure functions which may have an
arbitrary dependence on the variables xh, Q
2
h. Then, for the case of leptonic variables, only
one analytical integration, for the case of Jaquet-Blondel variables or for mixed variables – two
integrations, and for hadronic variables all three phase space integrations may be performed
analytically.
In the above discussion, the characteristic elements of the calculation of real bremsstrahlung
corrections have been introduced:
• Choice of a reasonable phase space parameterization with a practical set of internal
variables which are to be integrated over;
• Choice of the order of integration and complete understanding of the corresponding
kinematical boundaries, by necessity without neglect of masses;
• Separation of the infrared singular part of the bremsstrahlung integral with use of a
special rest system which has to be chosen appropriately;
• Dedicated performance of the various hard bremsstrahlung integrations which are regu-
lated or finite in the soft photon part of the phase space;
• Calculation of the infrared divergent correction with a reasonable regularization proce-
dure. Consecutively, compensation of the infrared singularity with that of the virtual
corrections and elimination of the soft and hard photon separation with establishment
of the lorentz invariance of the net correction.
In order to give an impression of the spirit of the approach we quote here an expres-
sion which contains the complete leptonic QED corrections to order O(α) with soft-photon
exponentiation to the Born cross section (1.9):
d2σ
dyhdQ
2
h
=
d2σB
dyhdQ
2
h
exp
[
α
π
δinf(yh, Q
2
h)
]
+
2α3
S
3∑
i=1
1
Q4h
Ai(xh, Q2h)Si(yh, Q2h).
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The soft photon corrections factorize with the Born cross section. They are exponentiated in
order to take into account the multiple soft photon emission:
δinf(yh, Q
2
h) =
(
ln
Q2h
m2
− 1
)
ln(1− yh). (1.10)
The hard bremsstrahlung corrections are taken into account to order O(α). They do not
factorize but lead to modifications of the functions SBi while the generalized structure functions
Ai(x,Q2) remain unchanged:
S1(yh, Q2h) = Q2h
[
1
4
ln2 yh − 1
2
ln2(1− yh)− ln yh ln(1− yh)− 3
2
Li2(yh) +
1
2
Li2(1)
−1
2
ln yhLh +
1
4
(
1 +
2
yh
)
Lh1 +
(
1− 1
yh
)
ln yh −
(
1 +
1
4yh
)]
,
S2(yh, Q2h) = S2
[
−1
2
yh ln
2 yh − (1− yh) ln2(1− yh)− 2(1− yh) ln yh ln(1− yh)− yhLi2(1)
− (2− 3yh)Li2(yh) + yh ln yhLh + yh
2
(1− yh)Lh1 −
yh
2
(2− yh) ln yh
]
,
S3(yh, Q2h) = SQ2h
{
−(2− yh)
[
−1
2
ln2 yh + ln
2(1− yh) + 2 ln yh ln(1− yh) + 3Li2(yh)
− Li2(1) + ln yh + ln yhLh
]
+
3
2
yhLh1 + yh −
7
2
+ 2 (1− 2yh) ln yh
}
,
(1.11)
with Lh = ln(Q
2
h/m
2) and Lh1 = Lh + ln[yh/(1− yh)].
Since the structure functions depend on the hadronic variables and are hardly to be inte-
grated over together with radiative corrections, such a compact result may be obtained only
in hadronic variables.
The purpose of the present article is fourfold:
• We give a systematic presentation of the model independent approach to the leptonic
QED corrections in terms of leptonic variables, thereby compactifying known results and
transforming them into a modern terminology.
• The complicated kinematics of deep inelastic scattering is explained in great detail for
leptonic, mixed, hadronic, and Jaquet-Blondel variables. We systematically retain both
the electron and the proton masses if needed. This is necessary for many intermediate
steps of the calculation of QED corrections.
• The complete leptonic QED corrections to order O(α) with soft photon exponentiation
in terms of mixed, hadronic, and Jaquet-Blondel variables are reviewed here for the first
time1.
1With the exception of references [46] and [47], which contain short collections of the main formulae.
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• The contents of this article is the theoretical framework for the Fortran program TERAD91
[41]. This program is used here for a systematic numerical study of the QED corrections
for a wide kinematical range: fixed target deep inelastic µp scattering, ep scattering at
HERA, and ep scattering at LEP⊗LHC [48]. Naturally, the main emphasis will be on
applications to HERA physics.
The article is organized as follows. After an introduction of notations and of the Born
cross section the radiative process (1.2) is described in section 2. In section 3, the phase
space is parameterized such that the analytical integrations we aim at may be performed.
A first integration will be carried out there. After this, the further treatment of the phase
space will depend on the choice of kinematical variables. In section 4, we isolate and handle
the infrared singularity, thereby defining soft and hard cross section parts in a covariant way.
The soft photon exponentiation is performed. All this will be done separately for leptonic,
mixed, and hadronic variables. The integrated cross section in the three above-mentioned
variables is derived in section 5. There, for the case of mixed and hadronic variables, a
second analytical integration is performed. Numerical results for the QED corrections at
three different accelerator scenarios will be compared. In section 6, we introduce the necessary
modifications for an accurate treatment of the photoproduction region. Section 7 contains a
parameterization of the phase space, which deviates from that introduced in section 3. This
parameterization will allow us to derive compact formulae for the QED corrections in terms
of Jaquet-Blondel and hadronic variables. For the case of hadronic variables we perform all
three phase space integrations analytically, thus obtaining a double differential cross section
formula for the QED corrections without any integration being left. Section 8 contains a
discussion. It includes a comparison with estimates which are based on the leading logarithmic
approximation, a study of the influence of different choices of structure functions on the
relative size of the radiative corrections, an example of cuts on the photon kinematics, and
an outlook. In appendix A, we derive several phase space parameterizations, which are used
in the calculations. In appendix B, the kinematical boundaries for the different variable sets
are studied. The photons are treated totally inclusively in the main body of this article.
Appendix B.1.2 is an exclusion to this. It contains some formulae with cuts on the photonic
variables. Several tables of integrals which have to be used in order to perform the many
integrations are listed in appendices D and E for the different phase space parameterizations.
For completeness, we collect the cross sections in leading logarithmic approximation which
have been used for comparisons in appendix F.
2 Matrix elements and differential cross sections
2.1 The Born process ep→ eX
In order to define the notations, we collect some basic formulae for the Born process (1.1).
The matrix element which corresponds to the diagram shown in figure 1a is
MB = see
2
(2π)2
(2π)3〈p2|Jµ|p1〉 1
Q2
u¯(k2) {|Qe|γµ + χγµ (ve + aeγ5)}u(k1), (2.1)
where ve and ae are the vector and axial-vector couplings of the electron to the Z boson:
ve = 1− 4|Qe| sin2 θW , ae = 1. (2.2)
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Here, θW is the weak mixing angle sin
2 θW = 1 − M2W/M2Z and se|Qe| = Qe = −1 is the
electron charge. Further,
χ = χ(Q2) =
Gµ√
2
M2Z
8πα
Q2
Q2 +M2Z
, (2.3)
with the finestructure constant α = 1/137.06, the Fermi constant Gµ = 1.16637 · 10−5 GeV−2,
and the Z boson mass MZ . In the numerical examples, we will use the following values:
sin2 θW = 0.228, MZ = 91.173 GeV.
The cross section of the reaction (1.1),
dσB = 2
(2π)2p01√
λS
∑
spins
∣∣∣MB∣∣∣2 d~k2
2k02
∏
i
d~pi
2p0i
δ4(k1 + p1 − k2 −
∑
i
pi), (2.4)
λS = S
2 − 4m2M2, (2.5)
depends on three variables, e.g. on S, the momentum transfer Q, and the energy transfer ν:
S = −2p1k1, Q2 = (p2 − p1)2, ν = −2p1Q. (2.6)
In the following, we will use also the Bjorken scaling variables y and x, the parton momentum
fraction,
y =
ν
S
, x =
Q2
ν
, (2.7)
with
Q2 = xyS. (2.8)
The phase space element of the Born process is:
dΓB =
d~k2
2k02
∏
i
d~pi
2p0i
δ4(k1 + p1 − k2 −
∑
i
pi)
=
d~k2
2k02
d~p2
2p02
dM2hδ
4(k1 + p1 − k2 − p2)dΓh
=
πS
2
√
λS
dydQ2dΓh. (2.9)
In the last step, the integral over p2 has been performed with the aid of the δ-function. The
integral over k2 is performed in appendix A.4.1. Further, we introduced the phase space
element of the hadron system in the final state dΓh and its invariant mass Mh:
dΓh =
∏
i
d~pi
2p0i
δ4(p2 −
∑
i
pi), M
2
h = −p22. (2.10)
In the following, the dΓh will become part of the definition of the hadronic structure functions.
With our definitions we follow [49],
p01
M
∑
spins
∣∣∣MB∣∣∣2 = e4
(2π)4Q4
(
SBγµν W γµν + 2χSBIµνW Iµν + χ2SBZµν WZµν
)
, (2.11)
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where SBAµν and WAµν , A = γ, I, Z, are the corresponding components of the leptonic and
hadronic tensors.
The phenomenological hadronic tensors WAµν [12],
WAµν = (2π)
6 p
0
1
M
∑∫ 〈p1|J γ,Zµ |p2〉〈p2|J γ,Zν |p1〉dΓh
≡ WA1 (δµν −
QµQν
Q2
) +
WA2
M2
(p1µ − p1Q
Q2
Qµ)(p1ν − p1Q
Q2
Qν) +
WA3
2M2
eµνρσp1ρQσ,
(2.12)
describe the deep inelastic interactions of unpolarized nucleons with a photon and a Z boson.
The real scalar functions WAa depend on the invariants Q
2 and ν.
After neglecting in the contractions in (2.11) those terms from the squared Z exchange,
which are proportional to a2em
2, one observes a factorization of the leptonic and hadronic parts
of the Born cross section:
d2σB
dydQ2
=
2πα2
λS
S
3∑
i=1
Ai(x,Q2) 1
Q4
SBi (y,Q2). (2.13)
The factorized functions SBi are:
SB1 (y,Q2) = Q2 − 2m2, (2.14)
SB2 (y,Q2) = 2[(1− y)S2 −M2Q2], (2.15)
SB3 (y,Q2) = 2Q2(2− y)S. (2.16)
The factorized hadronic functionsAi(x,Q2) describe the electroweak interactions of leptons
with beam charge Qe and a lepton beam polarization ξ via the exchange of a photon or Z
boson with unpolarized nucleons:
A1(x,Q2) ≡ (2MW1) = 2FNC1 (x,Q2),
A2(x,Q2) ≡ 1yS (νW2) =
1
ySFNC2 (x,Q2),
A3(x,Q2) ≡ 12Q2 (νW3) =
1
2Q2
FNC3 (x,Q2).
(2.17)
The generalized structure functions FNCi (x,Q2) are:
FNC1,2 (x,Q2) = F1,2(x,Q2) + 2|Qe| (ve + λae)χ(Q2)G1,2(x,Q2)
+ 4
(
v2e + a
2
e + 2λveae
)
χ2(Q2)H1,2(x,Q
2), (2.18)
FNC3 (x,Q2) = −2 sign(Ql)
{
|Qe| (ae + λve)χ(Q2)xG3(x,Q2)
+2
[
2veae + λ
(
v2e + a
2
e
)]
χ2(Q2)xH3(x,Q
2)
}
, (2.19)
with λ = ξ sign(Ql). In the above formulae, the Ql is the charge of the lepton beam.
The contribution of the weak loop corrections to (1.1) is not within the scope of the present
article. We only mention that these corrections may be covered by an inclusion of real-valued
weak form factors into the definitions of the weak neutral couplings (2.2). Such a program
has been carried through first in [16], and was described and updated also in [50].
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The generalized structure functions FNCi (x,Q2) may also be used to describe some new
phenomena, e.g. the virtual exchange of an additional heavy gauge boson Z ′ [51].
The running of the QED coupling α may be taken into account by a real form factor:
α(Q2) =
α
1−∑f Q2fNf∆Ff (Q2) , (2.20)
∆Ff (Q
2) =
α
π
[
−5
9
+
4
3
m2f
Q2
+
1
3
βf
(
1− 2m
2
f
Q2
)
ln
βf + 1
βf − 1
]
, (2.21)
βf =
√√√√1 + 4m2f
Q2
. (2.22)
The sum in (2.20) extends over all charged fermions f , Qf is the corresponding electric charge,
and Nf the color factor: Nf = 3, 1 for quarks and leptons, respectively. The heavy fermions
practically decouple in (2.20). For light fermions, with m2f << Q
2, the following approximate
formula is valid:
∆Ff (Q
2) =
α
3π
(
ln
Q2
m2f
− 5
3
)
. (2.23)
The numerical factors in (2.18)–(2.19) are chosen such that some often used definitions of
the structure functions in the quark parton model are matched. Assuming here the Callan-
Gross relation, it is
2xF1(x,Q
2) = F2(x,Q
2) = x
∑
q
|Qq|2 [q(x,Q2) + q¯(x,Q2)],
2xG1(x,Q
2) = G2(x,Q
2) = x
∑
q
|Qq| vq [q(x,Q2) + q¯(x,Q2)],
2xH1(x,Q
2) = H2(x,Q
2) = x
∑
q
1
4
(
v2q + a
2
q
)
[q(x,Q2) + q¯(x,Q2)],
xG3(x,Q
2) = x
∑
q
|Qq| aq [q(x,Q2)− q¯(x,Q2)],
xH3(x,Q
2) = x
∑
q
1
2
vqaq [q(x,Q
2)− q¯(x,Q2)].
(2.24)
These definitions should help the reader to find a link to other articles on the subject, which
often prefer the use of a slightly different notation (remind that we use the definition af = 1
for all fermions). A comprehensive presentation of the basic formulae for the description of
deep inelastic scattering may be found in [52].
The allowed region of the variables y and Q2 is derived in appendix B.2.1 and shown in
figure 4. In the following, sometimes the exact expressions in the electron and the proton
masses are needed. So, in the figures with kinematics we will not apply the ultra-relativistic
approximation.
In figure 5, we show the Born cross section (2.13), rewritten as a function of x and Q2:
d2σB
dxdQ2
=
2πα2
xQ4
{
2
(
1− y − xyM
2
S
)
FNC2 (x,Q2) + 2xy2
(
1− 2m
2
Q2
)
FNC1 (x,Q2)
+ y(2− y)FNC3 (x,Q2)
}
. (2.25)
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Figure 4: Physical region of the variables y and Q2.
At small Q2 the neglect of the Z exchange is a good approximation:
d2σγB
dxdQ2
=
2πα2
xQ4
[
2 (1− y)− 2xyM
2
S
+
(
1− 2m
2
Q2
)(
1 + 4x2
M2
Q2
)
y2
1 +R
]
Fγ2 (x,Q2),
(2.26)
where R is the ratio of the cross sections with virtual exchange of longitudinal and transverse
photons, respectively:
R(x,Q2) =
σL
σT
=
(
1 + 4x2
M2
Q2
) Fγ2 (x,Q2)
2xFγ1 (x,Q2)
− 1. (2.27)
This cross section formula becomes in the ultra-relativistic approximation:
d2σγB
dxdQ2
=
2πα2
xQ4
[
Y+Fγ2 (x,Q2)− y2FγL(x,Q2)
]
, (2.28)
where the notations
FγL(x,Q2) = Fγ2 (x,Q2)− 2xFγ1 (x,Q2)
= 2xFγ1 (x,Q2)R(x,Q2) (2.29)
and
Y± = 1± (1− y)2 (2.30)
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Figure 5: Born cross section d2σB/dxdQ2 for deep inelastic neutral current scattering as
function of ln Q2 with x as a parameter.
are introduced. The cross section (2.25) becomes in the ultra-relativistic approximation:
d2σB
dxdQ2
=
2πα2
xQ4
[
Y+FNC2 (x,Q2) + Y−FNC3 (x,Q2)
]
. (2.31)
Here, we additionally assume the validity of the Callan-Gross relation [53]:
FNC2 (x,Q2) = 2xFNC1 (x,Q2). (2.32)
In the numerical examples, we will cover three typical kinematical regions: that of fixed target
muon scattering (S = 1000 GeV2), of the ep collider HERA (S = 4 · 30 · 820 GeV2), and
of the ep collider project LEP⊗LHC (S = 4 · 50 · 7000 GeV2). The solid curves in figure 5
are calculated for LEP⊗LHC. They start at Q2 = 5 GeV2, the approximate lower limit of
applicability of the structure functions which are derived from the available data. For a given
value of x, the highest value of Q2 depends on S. This boundary derives from (2.8), taken
at y = 1, and is seen in the figure. Further, the actual value of S has an influence on the
cross sections (2.31) via the functions Y±. This leads to different predictions for the fixed
target and HERA kinematics. The stars (for fixed targets) and crosses (for HERA) in the
figure indicate the corresponding cross section values at the maximal allowed Q2 for given x.
The first curve which shows a prediction for the fixed target case, e.g., is that for x = 10−2.
Smaller values of x are outside the kinematical range for Q2 > 5 GeV2. The influence of S
on the predictions is minor (in the variables and scales, which are chosen here). In the double
logarithmic representation, the cross sections are nearly linear functions over the complete
kinematical region. The cross section behaviour is determined by the characteristic 1/(xQ4)
dependence. The 1/Q4 arises from the photon propagator (and, at very high energies, also
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from the Z propagator). The event rates are highest for the smallest values of x and Q2.
With the lower bound on Q2 being fixed, the accessible kinematical range in x and Q2 rises
considerably with the available beam energies, although the event rates at the highest values
of x and Q2 are substantially suppressed.
In sum, the ep collider with the highest accessible beam energies will open the field not
only for a study of very deep inelastic scattering, but also, at high rates, the study of the
region of very small x.
The cross section predictions may depend crucially on the choice of structure functions.
For the illustrational purposes, we decided to use the MRS D′− parameterization in the DIS
scheme [54] as it is compiled in [55]. The influence of the structure functions on the theoretical
predictions, including the numerical values of the QED corrections, will be a subject of the
discussion.
2.2 The radiative process ep→ eXγ
The differential cross section for the scattering of electrons off protons (1.2), originating from
the Feynman diagrams of figure 2, may be derived from the following matrix element:
MR = seQee
3
(2π)7/2
ǫα(k)(2π)
3〈p2|Jµ|p1〉 1
Q2h
× u¯(k2)
{
|Qe|
[
1
z1
γµ
(
2k1α − kˆγα
)
− 1
z2
(
2k2α + γαkˆ
)
γµ
]
+ χ
[
1
z1
γµ (ve + aeγ5)
(
2k1α − kˆγα
)
− 1
z2
(
2k2α + γαkˆ
)
γµ (ve + aeγ5)
]}
u(k1),
(2.33)
where the electron propagators have the denominators z1 or z2:
z1 = −2k1k, z2 = −2k2k. (2.34)
The corresponding cross section2,
dσR = 2
(2π)2p01√
λS
∑
spins
∣∣∣MR∣∣∣2 δ4(k1 + p1 − k2 −∑
i
pi − k)d
~k2
2k02
d~k
2k0
∏
i
d~pi
2p0i
, (2.35)
may be rewritten as follows:
dσR =
8α3
π2
√
λS
1
Q4h
SdΓ, (2.36)
where
S = 1
2
M
(
SγµνW γµν + 2χSIµνW Iµν + χ2SZµνWZµν
)
, (2.37)
2The squaring of the Feynman diagrams has been performed with the program for algebraic manipulations
SCHOONSCHIP [56].
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and
dΓ =
d~k2
2k02
d~p2
2p02
d~k
2k0
dM2hδ
4(k2 + p2 + k − k1 − p1). (2.38)
The sum (2.37) may be treated exactly in the masses of electron m and proton M . As
mentioned above, the Born cross section (2.13) exhibits a nice factorization property. We
have shown explicitly, that the same is true for the radiative cross section after a neglection
of the tiny terms proportional to χ2a2em
2/z1(2) and χ
2a2em
4/z21(2):
S ≡ S(E , I, z1, z2) =
3∑
i=1
Ai(xh, Q2h)Si(E , I, z1, z2). (2.39)
The neglected terms are due to the Z exchange. They are vanishing at small Q2 since the
Z propagator is suppressed there compared to the photon propagator. So, the corresponding
approximation is sufficiently well even in the photoproduction region. In that region one has
to retain, however, all particle masses in the cross section contributions from photon exchange.
We should mention in addition that certain bremsstrahlung corrections, which are proportional
to m2/z21(2) yield finite contributions to the cross section even at larger Q
2; this may be seen
from an inspection of the tables of integrals in appendix D.
Besides on z1 and z2, the radiator functions Si(E , I, z1, z2) depend on two additional two-
dimensional sets of variables E and I:
S1(E , I, z1, z2) = 1 + 1
z1z2
(Q4h − 4m4) +
(
1
z1
− 1
z2
) [
1
2
(Q2h +Q
2
l )− 2m2
]
− m2(Q2h − 2m2)
(
1
z21
+
1
z22
)
, (2.40)
S2(E , I, z1, z2) = − 2M2 + 1
z1z2
{
Q2h[(1− yh)S2 + (1− yl)(1− yl + yh)S2
− 2M2(Q2h + 2m2)] + 2m2
[
2(1− yl) + yh(yl − yh)
]
S2
}
− 1
z1
[
yhS
2 +M2(Q2h +Q
2
l )
]
− 1
z2
[
yh(1− yl)S2 −M2(Q2h +Q2l )
]
− 2m2 1
z21
[
(1− yl)(1− yl + yh)S2 −M2Q2h
]
− 2m2 1
z22
[
(1− yh)S2 −M2Q2h
]
, (2.41)
S3(E , I, z1, z2) = S
{
2Q2h
1
z1z2
(Q2h + 2m
2)(2− yl)
+
1
z1
[
2Q2h − yh(Q2h +Q2l )
]
− 1
z2
[
2(1− yl)Q2h + yh(Q2h +Q2l )
]
− 2m2Q2h
[
1
z21
(2− 2yl + yh) + 1
z22
(2− yh)
]}
. (2.42)
The first two of the functions Si are the result of an exact calculation in both the masses
m and M for the case of photon exchange. For Z exchange, they contain certain harmless
approximations in the electron mass, which were mentioned before (2.39). The same is with
the S3.
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These radiators Si will be the central objects of the derivations in the following sections. In
their arguments, the symbol E stands for two external variables, which will not be integrated
over, while I denotes two internal variables. These latter two become, together with z2 (or
z1), part of the integration measure. In the first part of the paper, the variable sets E and I
will be selected out of the following set of variables:
Q2l = (k1 − k2)2, yl = −2p1QlS , xl =
Q2l
ylS
,
Q2h = (p2 − p1)2, yh = −2p1QhS , xh =
Q2h
yhS
.
(2.43)
The radiators Si are the main ingredient of the subsequent integration over the radiative
phase space. The functions S1 and S2 agree analytically with expressions obtained earlier [6]).
Further, the Monte Carlo program HERACLES [38] is based on formulae, which are equivalent
to our functions Si (i=1,2,3) [57].
The following sections will be devoted to a number of analytical integrations, aiming at
semi-analytical, compact expressions for the QED corrections.
2.3 The elastic radiative tail ep→ epγ
A possible background process for deep inelastic scattering is the elastic scattering (1.3) from
which the so-called elastic radiative tail originates. The corresponding formulae have been
derived in [5, 42]. They may be obtained from the formulae for reaction (1.2) applying the
following relations between the generalized structure functions Ai(xh, Q2h) (i=1,2,3) and the
generalized elastic form factors Ai(Q2h):
A1(xh, Q2h) = xhA1(Q2h) δ(1− xh), (2.44)
A2,3(xh, Q2h) =
xh
Q2h
A2,3(Q2h) δ(1− xh), (2.45)
where Ai(Q2h) are defined by formulae (20)–(22) of [42].
Further, from (3.13)–(3.16) of the subsequent section, one may get formulae (26)–(28)
of [42], the expressions for Sel1,2,3 in the ultra-relativistic approximation. The exact in m and
M expressions for Sel1,2 may be found in [5], equation (37).
3 A covariant treatment of the phase space
3.1 Phase space parameterization
The cross section of reaction (1.2) is characterized by six independent invariants which may
be taken as follows:
S, yl, Q
2
l , yh, Q
2
h, z2. (3.1)
In addition, we use
z1 = z2 +Q
2
h −Q2l . (3.2)
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We will now rewrite the phase space of process (1.2) such that it is expressed by these
variables. The phase space is defined as follows:
dΓ =
d~k2
2k02
d~k
2k0
d~p2
2p02
dM2h δ
4(k1 + p1 − k2 − k − p2), (3.3)
where the dΓh is already split away. After rewriting d~p2/2p
0
2 = d
4p2 δ(p
2
2+M
2
h) and taking the
integral over d4p2 using the δ function, we arrive at
dΓ =
d~k2
2k02
d~k
2k0
δ[(p1 +Qh)
2 +M2h ] dM
2
h . (3.4)
With a trivial calculation, which is explained in appendix A.4.1, one gets
d~k2
2k02
=
πS
2
√
λS
dyldQ
2
l . (3.5)
Introducing the notation
dΓk =
d~k
2k0
δ[(p1 +Qh)
2 +M2h ]δ[Q
2
h − (p2 − p1)2)], (3.6)
we arrive at:
dΓ =
πS
2
√
λS
dyl dQ
2
l dM
2
h dQ
2
h dΓk. (3.7)
With M2h = −p22 =M2+ yhS−Q2h, the differential dM2hdQ2h may be replaced by SdyhdQ2h. In
appendix A.4.2, we derive the following parameterization, which will be used for the subsequent
integrations:
dΓk =
dz2
2
√
Rz
, (3.8)
where Rz is a quadratic polynomial in z2.
In sum, the phase space in terms of the invariants yl, Q
2
l , yh, Q
2
h, together with one addi-
tional variable z2 (or z1), is [6]:
Γ =
πS2
4
√
λS
∫
dyl dQ
2
l dyh dQ
2
h
dz1(2)√
Rz
. (3.9)
3.2 An analytical integration
Taking into account (2.39) and (3.9), the differential cross section (2.36) for the process (1.2)
can be written as follows:
dσR =
2α3S2
πλS
S(E , I, z1, z2) dE dI dz1(2)
Q4h
√
Rz
. (3.10)
Here and henceforth we use the following variables:
leptonic variables : E = El = (yl, Q2l ), I = Il = (yh, Q2h);
mixed variables : E = Em = (yh, Q2l ), I = Im = (yl, Q2h);
hadronic variables : E = Eh = (yh, Q2h), I = Ih = (yl, Q2l ).
(3.11)
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For the case of mixed variables, we define in addition:
xm =
Q2l
yhS
. (3.12)
The physical regions of Ea and Ia, a = l, m, h, are determined in appendix B. Here, we would
only like to mention that the variable xm may not be restricted to the interval [0,1]; see the
discussion in appendix B.3.
For the calculation of the double differential cross section (1.2) one has to perform a
threefold integration over the squared matrix element (2.36) with the following integration
variables: z2 (or z1), and the two invariants in Ia, a = l, m, h, respectively.
The first integration is that over z2. Since the generalized structure functions Ai(xh, Q2h)
are independent of z1(2), it is sufficient to integrate the kinematical functions Si(E , I, z1, z2)
of (2.40)–(2.42). The integration limits may be found in (B.9), and the necessary table of
integrals in appendix D.1.
The following expressions are the result of the integration:
S(E , I) = 1
π
∫ dz1(2)√
Rz
S(E , I, z1, z2) ≡
3∑
i=1
Ai(xh, Q2h)Si(E , I) , (3.13)
where the Si(E , I) are
S1(E , I) =
{
1√
C2
[
2m2 − 1
2
(Q2h +Q
2
l ) +
Q4h − 4m4
Q2h −Q2l
]
− m2(Q2h − 2m2)
B2
C
3/2
2
}
+
1√
A2
−
{
(1)↔ −(1− yl)
}
, (3.14)
S2(E , I) =
{
1√
C2
[
M2(Q2h +Q
2
l )− yh(1− yl)S2
]
+
1
(Q2h −Q2l )
√
C2
[
Q2h
[
(1) [(1)− yh]S2
+ (1− yl) [(1− yl) + yh]S2 − 2M2(Q2h + 2m2)
]
+ 2m2S2
[
[(1)− yh] [(1− yl) + yh] + (1)(1− yl)
]]
− 2m2 B2
C
3/2
2
[
(1) [(1)− yh]S2 −M2Q2h
]}
− 2M
2
√
A2
−
{
(1)↔ −(1 − yl)
}
, (3.15)
S3(E , I) =
{
S√
C2
[
2Q2h(Q
2
h + 2m
2) [(1) + (1− yl)]
Q2h −Q2l
− 2(1− yl)Q2h − yh(Q2h +Q2l )
]
− 2m2SQ2h
B2
C
3/2
2
[2(1)− yh]
}
+
{
(1)↔ −(1− yl)
}
, (3.16)
where [6]
A2 = λq,
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B2 =
{
2M2Q2l (Q
2
l −Q2h) + (1− yl)(ylQ2h − yhQ2l )S2 + S2(1)Q2l (yl − yh)
}
≡ − B1 {(1)↔ −(1− yl)} ,
C2 =
{
(1− yl)Q2h −Q2l [(1)− yh]
]2
S2 + 4m2
[
(yl − yh)(ylQ2h − yhQ2l )S2 −M2(Q2h −Q2l )2
}
≡ C1 {(1)↔ −(1 − yl)} .
The kinematical function λq and the coefficients Ai, Bi, Ci, i=1,2, are derived in appendix A.
Again, for the photon exchange and the γZ interference cross sections, the radiators are exact
in the masses m,M .
Formulae (3.13)–(3.16) describe the contribution of the radiative process to neutral current
deep inelastic scattering without applying a cut on the photon kinematics. In (3.13), an
integration over the azimuthal angle ϕ of the emitted photon [as introduced in (A.21)] is
already performed. In principle, one could proceed here in a different way and apply some
simple photonic cuts. This is done in section 8.3 and appendix B.1.2.
Further, we should indicate that the resulting expressions are singular at k → 0. There,
z1 and z2 vanish. It may be seen from (3.2) which relates z1 and z2 that Q
2
h and Q
2
l become
equal in this limit. The same happens with yh and yl [see (2.43)]. This reflects the infrared
singularity of the radiative cross section which deserves a special treatment before we can
perform additional numerical or analytical integrations.
4 Removal of the infrared divergence
4.1 The infrared divergence
In the last section, it has been shown that the double differential cross section of the pro-
cess (1.2) can be written in the following form:
dσR
dE =
2α3S2
λS
∫
dI
3∑
i=1
Ai(xh, Q2h)
1
Q4h
Si(E , I). (4.1)
As was mentioned at the end of the foregoing section, the integrand of (4.1) diverges if the
kinematics is such that the photon momentum vanishes. Then the kinematical functions
Si(E , I) become infrared singular as may be seen from formulae (3.14)–(3.16). Usually, in
complete O(α) QED calculations the infrared singularity is treated as follows. One introduces
an (artificial) infrared cut-off parameter ǫ, which divides the photon phase space into two
parts: In the soft photon part, the photon momentum may become infinitesimal, while in the
other, the hard photon part, it is enforced to remain finite. The soft photon contribution to the
cross section is treated analytically; it depends on the cut-off which is introduced in a specially
chosen lorentz frame. Thereby the lorentz invariance is spoiled intermediary in the calculation.
The soft photon contribution contains the infrared singularity, which is compensated by the
vertex correction of figure 1b. The hard photon contribution is calculated by some dedicated
integration method and depends also on the cut-off ǫ. Finally, the compensation of the various
occurrences of the infinitesimal parameter ǫ is performed numerically, often with the need of an
adjustment of it to the kinematical situation. Examples of such an approach are [2] and [43].
For the calculations, which are aiming at the leading logarithmic approximation, the soft
photon problem may be solved completely by an analytical calculation of all the contributions.
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This implies both an explicit analytical compensation of the infrared cut-off parameter ǫ and
the semi-analytical integration of the hard photon bremsstrahlung.
Here, the infrared problem will be treated with a covariant method [8] with similar features
as that used in the leading logarithmic calculations. As mentioned above, a cut-off parameter
ǫ will be invented. Then, from the exact squared matrix element the terms, which contain
the infrared singularity are extracted. These are of much simpler structure than the exact
expression. The resulting simplified cross section part will be integrated analytically over the
full phase space, thereby compensating the infrared singularity with the vertex correction and,
more complicated, eliminating the cut-off parameter ǫ. By construction, the infrared divergent
bremsstrahlung cross section part contains hard and soft photon contributions. This is quite
similar to the leading logarithmic approximation.
The rest of the bremsstrahlung contribution is free of the soft photon problem. The
integrand is quite complicated. Nevertheless, one may perform analytical integrations over all
those internal variables, which are not an argument of the structure functions.
One may represent (4.1) in the following form:
d2σR
dE =
(
d2σR
dE −
d2σIRR
dE
)
+
d2σIRR
dE ≡
d2σFR
dE +
d2σIRR
dE , (4.2)
where dσIRR /dE is the infrared divergent part to be defined below and dσFR/dE is finite at k → 0.
Such a separation is not unique. The essentials of the approach will be the same for all the
different ways of integrations over sets I of invariants, although certain details of the specific
calculations will differ.
Going back to (2.36) and (3.7), the fully differential cross section may be written as
dσR =
4α3S2
πλS
1
Q4h
S(E , I, z1, z2) dE dI dΓk. (4.3)
From (2.40)–(2.42), one may get the limit of S(E , I, z1, z2)/Q4h at k → 0:
lim
k→0
1
Q4h
S(E , I, z1, z2) =
3∑
i=1
Ai(x,Q2) 1
Q4
SBi (y,Q2)F IR(Q2, z1, z2), (4.4)
where
F IR(Q2, z1, z2) = Q
2 + 2m2
z1z2
−m2
(
1
z21
+
1
z22
)
, (4.5)
and x, y and Q2 are variables as defined in the Born kinematics. The factorized universal
function F IR is the well-known Low factor [58],
F IR =
(
k1
2k1k
− k2
2k2k
)2
, (4.6)
and contains the infrared singularities of the photonic bremsstrahlung from the electron line.
Now, we define the infrared part of the cross section as follows:
d2σIRR
dE =
4α3S2
πλS
∫
dI dΓk
3∑
i=1
Ai(x,Q2) 1
Q4
SBi (y,Q2)F IR(Q2, z1, z2)
=
d2σB
dE
2αS
π2
∫
dI dΓkF IR(Q2, z1, z2)
≡ d
2σB
dE
α
π
δIRR (E). (4.7)
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The integration range in (4.7) will be split into two parts:
δIRR (E) =
2S
π
∫
dI dΓkF IR(Q2, z1, z2)θ(ǫ− k0)
+
2S
π
∫
dI dΓkF IR(Q2, z1, z2)θ(k0 − ǫ)
≡ δIRsoft(E , ǫ) + δIRhard(E , ǫ). (4.8)
Here, the k0 is chosen to be the energy of the emitted photon in the proton rest frame (A.4),
k0 =
S
2M
(yl − yh), (4.9)
and ǫ is an infinitesimal parameter, ǫ > 0, ǫ→ 0. The first term will constitute the soft photon
contribution to δIRsoft(E):
δIRsoft(E , ǫ) =
2S
π
∫
dI d
~k
2k0
δ
[
(p1 +Qh)
2 +M2h
]
δ
[
Q2h − (p2 − p1)2
]
F IR(Q2, z1, z2)θ(ǫ− k0)
=
2
π
∫
d~k
2k0
F IR(Q2, z1, z2)θ(ǫ− k0). (4.10)
The second part contains an integration over nearly the complete phase space and implies also
contributions from hard photons, but with a considerably simplified integrand compared to
the complete bremsstrahlung integral. It will also be dependent on the infrared cut-off ǫ, but
is infrared finite for finite ǫ:
δIRhard(E , ǫ) =
S
π
∫
dI dz1(2)√
Rz
F IR(Q2, z1, z2)θ(k0 − ǫ). (4.11)
With the additional notation
F IR(E , I) = S
π
∫ dz1(2)√
Rz
F IR(Q2, z1, z2)
=
Q2 + 2m2
Q2l −Q2h
( 1√
C1
− 1√
C2
)
−m2
( B1
C
3/2
1
+
B2
C
3/2
2
)
, (4.12)
the hard part of the infrared divergent correction becomes:
δIRhard(E , ǫ) =
∫
dI F IR(E , I)θ(k0 − ǫ). (4.13)
The integration of (4.5) over z2 has been performed with the table of integrals D.1. The
coefficients Bi, Ci, i=1,2 are introduced in appendix A.
For later use, the infrared divergent part of the corrections is quoted also in a slightly more
general notation:
δIRR (E) =
4
π2
√
λS
S
∫
dΓ
dEF
IR(Q2, z1, z2), (4.14)
where the Q2 on the right hand side is, by definition, one of the external variables and the
F IR(Q2, z1, z2) is defined in (4.5).
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4.2 The soft and hard parts of δIRR
The soft photon contribution δIRsoft(E , ǫ) will be considered first. The integration region is
limited to photons with an energy, which is smaller than ǫ. After inserting F IR as defined
in (4.5) into (4.10), one gets
δIRsoft(E , ǫ) = 2(2π)2
∫ d3k
(2π)3k0
θ(ǫ− k0)
[
Q2 + 2m2
(−2k1k)(−2k2k) −
m2
(−2k1k)2 −
m2
(−2k2k)2
]
.
(4.15)
The expression (4.15) will be regularized now by changing into the (n − 1)-dimensional
space [59]. After an integration over (n − 3) azimuthal angles, two integrations remain to
be performed: one over the polar angle ϑ of the photon and the other over the photon energy
k0:
δIRsoft(E , ǫ) →
2(2π)2
(2
√
π)nΓ (n/2− 1)
∫ 1
0
dα
1
µn−4
∫ ǫ
0
(k0)n−5dk0
∫ π
0
(sinϑ)n−3dϑ
[
Q2 + 2m2
(k0α)
2(1− βα cosϑα)2 −
m2
(k01)
2(1− β1 cosϑ1)2 −
m2
(k02)
2(1− β2 cosϑ2)2
]
.
(4.16)
In order to simplify the angular integration, in the first term a Feynman parameter integration
is inserted, which linearizes the angular dependence of the denominator:
1
(−2k1k)(−2k2k) =
∫ 1
0
dα
[(−2k1k)α+ (−2k2k)(1− α)]2 , (4.17)
kα = k1α+ k2(1− α). (4.18)
Further, the relations
−kik = k0i k0 (1− βi cosϑi) , (4.19)
βi =
∣∣∣~ki∣∣∣
k0i
, i = 1, 2, α, (4.20)
are used where the βi are (n− 1) dimensional velocities, and the ϑi the corresponding spatial
angles between the photon three-momentum and k¯i. We now go into the rest system of the
proton, where it is ~p1 = 0. In this system, the βi are expressed in terms of the invariants (A.4).
We get:
1
µn−4
∫ ǫ
0
dk0(k0)n−5 =
(ǫ/µ)n−4
n− 4
=
1
n− 4
[
1 + (n− 4) ln ǫ
µ
+ · · ·
]
. (4.21)
Soft photon emission is isotropic. For any of the three terms under the integral, one has the
freedom to choose a coordinate frame in the proton rest system with the (n− 1)st axis being
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parallel to ~ki, i.e. ϑi = ϑ. After a trivial change of variable, cosϑ = ξ,
∫ π
0
(sinϑ)n−3dϑ
(1− βi cosϑ)2 =
∫ 1
−1
(1− ξ2)n/2−2dξ
(1− βiξ)2
=
∫ 1
−1
dξ
(1− βiξ)2
[
1 +
1
2
(n− 4) ln(1− ξ2) + · · ·
]
. (4.22)
From the above substitutions, one obtains the following expression for δIRsoft(E , ǫ):
δIRsoft(E , ǫ) =
[
P IR + ln 2ǫ
µ
]
1
2
∫ 1
0
dα
∫ 1
−1
dξ F(α, ξ) + 1
4
∫ 1
0
dα
∫ 1
−1
dξ ln(1− ξ2) F(α, ξ).
(4.23)
Here, it is
F(α, ξ) = Q
2 + 2m2
(k0α)
2(1− βαξ)2 −
m2
(k01)
2(1− β1ξ)2 −
m2
(k02)
2(1− β2ξ)2 , (4.24)
and
P IR = 1
n− 4 +
1
2
γE + ln
1
2
√
π
≡ − 1
2ǫ¯
, (4.25)
where the ǫ¯ is a parameter, which is often used in the MS subtraction scheme. The P IR
contains the pole term, which corresponds to the infrared divergence, as well as the Euler
constant γE. The arbitrary parameter µ has the dimension of a mass.
After the integration over ξ and α with the aid of the integrals of appendix D.2 one gets:
δIRsoft(E , ǫ) = 2
[
P IR + ln 2ǫ
µ
] [
(Q2 + 2m2)Lm − 1
]
+ SΦ + 1
2β1
ln
1 + β1
1− β1 +
1
2β2
ln
1 + β2
1− β2 ,(4.26)
with SΦ defined in (D.22) and (4.31). Further,
β1 =
√
λS
S
=
√
1− 4m
2M2
S2
, (4.27)
β2 =
√
λl
(1− yl)S =
√√√√1− 4m2M2
(1− yl)2S2 , (4.28)
Lm =
1√
λm
ln
√
λm +Q
2
√
λm −Q2
, (4.29)
λm = Q
2(Q2 + 4m2). (4.30)
The equation (4.26) with SΦ defined in (D.22) is exact. In the ultra-relativistic limit it is
SΦ = −1
2
ln2
(
Q2
m2
1
1− y
)
− ln Q
2
m2
ln
S2(1− y)2
M2Q2
− Li2(1), (4.31)
and one gets the following short expression:
δIRsoft(E , ǫ) =
[
2P IR + 2ln2ǫ
µ
− ln(1− y)S
2
m2M2
] (
ln
Q2
m2
− 1
)
+
1
2
ln2
Q2
m2
− 1
2
ln2(1− y)− Li2(1), (4.32)
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where
Li2(x) = −
∫ 1
0
ln(1− xy)
y
dy. (4.33)
The infrared pole P IR in δIRsoft(E , ǫ) has to cancel against a corresponding contribution from
the QED vertex correction:
δvert(E) = −2
(
P IR + ln m
µ
)(
ln
Q2
m2
− 1
)
− 1
2
ln2
Q2
m2
+
3
2
ln
Q2
m2
+ Li2(1)− 2. (4.34)
This cancellation may be seen explicitly from the above expressions.
The parameter ǫ in (4.32) has to be compensated by corresponding terms from δIRhard(E , ǫ).
In order to obtain the δIRhard(E , ǫ), one has to perform the integration of F IR(E , I) over the
physical regions of the variable sets Ia(a = l, m, h) as derived in appendix B, but with the
exclusion of a small region around the infrared point F ; see also the figures in that appendix.
These integrations are tedious and will be commented on in appendix D.3.
In the ultra-relativistic approximation, one gets the following expression for δIRhard in leptonic
variables:
δIRhard(El, ǫ) =
[
−2ln2ǫ
m
+ ln
(1− yl)y2l (1− xl)2S2
(1− ylxl)(1− yl(1− xl))m2M2
](
ln
Q2l
m2
− 1
)
+
1
2
ln2(1− yl)− 1
2
ln2
[
1− yl(1− xl)
1− ylxl
]
+ Li2
[
(1− yl)
(1− ylxl)(1− yl(1− xl))
]
− Li2(1). (4.35)
In mixed variables, it is:
δIRhard(Em, ǫ) =
[
−2ln2ǫ
m
+ ln
(1− yh)2(1− xm)S2
m2M2
](
ln
Q2l
m2
− 1
)
− 1
2
ln2(1− xm) + ln(1− yh) ln(1− xm)− Li2
[
xm(1− yh)
xm − 1
]
. (4.36)
Finally, in hadronic variables:
δIRhard(Eh, ǫ) =
[
−2ln2ǫ
m
+ ln
(1− yh)2S2
m2M2
](
ln
Q2h
m2
− 1
)
+ ln yh + Li2(1− yh)− Li2(1) + 1.
(4.37)
At this intermediate state of the calculation, we would only like to remark that the depen-
dencies of δIRhard on the ln(2ǫ/m), ln(S/m
2), and ln(S/M2) are fictitious. They are compen-
sated by corresponding dependencies of δIRsoft completely; see (4.32). At the other hand, the
ln(Q2/m2) becomes part of the final results.
4.3 The net correction δIRR and the soft photon exponentiation
For applications, it is convenient to define a dimensionless radiative correction factor,
δa ≡ δ(Ea) = d
2σtheor/dEa
d2σB/dEa − 1, a = l, m, h, (4.38)
28
where d2σB/dE is the Born cross section of the process (1.1) and d2σtheor/dE is the theoretical
prediction for the measured cross section,
d2σtheor
dE =
(
1 +
α
π
δvert
)
d2σB
dE +
d2σR
dE . (4.39)
One may collect within one expression all the terms, which are explicitly proportional to the
Born cross section; we call it the factorized part δVR of the total radiative corrections and
introduce it in the following way:
d2σtheor
dE =
[
1 +
α
π
δvert(E)
]
d2σB
dE +
d2σIRsoft
dE +
d2σIRhard
dE +
d2σFR
dE
≡
[
1 +
α
π
δVR(E)
]
d2σB
dE +
d2σFR
dE , (4.40)
with
δVR(E) = δvert(E) + δIRsoft(E , ǫ) + δIRhard(E , ǫ)
≡ δvert(E) + δIRR (E). (4.41)
The net radiative correction factor (4.38) becomes to order O(α):
δa =
α
π
δVR(Ea) + d
2σFR
dEa /
d2σB
dEa
≡ α
π
[
δVR(Ea) + δFR(Ea)
]
. (4.42)
In δVR(Ea), a dilogarithmic term δinf(Ea) may be found, which controls the multiple soft photon
emission in the bremsstrahlung process (1.2). An exponentiation of this term leads to a
significant numerical improvement of the QED predictions [9]:
α
π
δVR(E)→ α
π
δexpVR(E) = exp
[
α
π
δinf(E)
]
− 1 + α
π
[
δVR(E)− δinf(E)
]
. (4.43)
Finally, the radiative correction factor (4.38) with soft photon exponentiation becomes:
δexpa =
α
π
[
δexpVR(Ea) + δFR(Ea)
]
. (4.44)
The factorized correction (4.41) follows from (4.32), (4.34), and (4.35)–(4.37) and is differ-
ent for the different sets of variables.
In leptonic variables, it is:
δVR(El) = δinf(El)− 1
2
ln2
[
1− yl(1− xl)
1− ylxl
]
+ Li2
[
1− yl
(1− ylxl)[1− yl(1− xl)]
]
+
3
2
ln
Q2l
m2
− Li2(1)− 2 , (4.45)
where
δinf(El) =
(
ln
Q2l
m2
− 1
)
ln
[
y2l (1− xl)2
(1− ylxl)[1− yl(1− xl)]
]
. (4.46)
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In mixed variables, we can write (4.43) as follows:
δVR(Em) = δinf(Em)− 1
2
ln2
(
1− yh
1− xm
)
− Li2
[
xm(1− yh)
xm − 1
]
+
3
2
ln
Q2l
m2
− 2 , (4.47)
where
δinf(Em) =
(
ln
Q2l
m2
− 1
)
ln[(1− yh)(1− xm)]. (4.48)
In hadronic variables, finally:
δVR(Eh) = δinf(Eh)− 1
2
ln2(1− yh) + Li2(1− yh) + lnyh + 3
2
ln
Q2h
m2
− Li2(1)− 1 ,(4.49)
where
δinf(Eh) =
(
ln
Q2h
m2
− 1
)
ln(1− yh). (4.50)
5 The net radiative correction δR = δ
exp
VR + δ
F
R
In this section, the net correction will be discussed:
δexpa =
α
π
[
δexpVR(Ea) + δFR(Ea)
]
. (5.1)
We will use the following abbreviations: δlep = δ
exp
l , δmix = δ
exp
m , δhad = δ
exp
h .
Before the discussion of the numerical results, some preparations will be performed with
the infrared finite, hard part of the corrections. This hard part of the cross section has been
defined in (4.2):
d2σFR
dE ≡
d2σR
dE −
d2σIRR
dE (5.2)
=
2α3S2
λS
∫
dI
3∑
i=1
[
Ai(xh, Q2h)
1
Q4h
Si(E , I)−Ai(x,Q2) 1
Q4
SBi (y,Q2) F IR(E , I)
]
≡ α
π
δFR
d2σB
dE .
From the explicit expressions (3.14)–(3.16) and (4.12) one may see that both terms under the
integral contain a remnant of the soft photon singularity at Q2l = Q
2
h, while their difference is
finite by construction.
The subsequent calculations in this section will be organized in such a way that the in-
tegrations over Q2l or Q
2
h remain the last ones, respectively. Thus, the compensation of the
harmless rests of the infrared singularity appears to be quite transparent. In the case of non-
leptonic variables, in the analytical integrations of the hard bremsstrahlung no special care
has to be devoted to the soft photon problems.
In the following subsections, formulae will be presented for the infrared free part of the
cross section in the different sets of variables.
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5.1 Leptonic variables
For the case of leptonic variables, the generalized structure functions Ai(xh, Q2h) (i=1,2,3)
depend on the integration variables yh and Q
2
h and the structure functions become part of the
integrand for the remaining twofold integral, which has to be performed numerically. For the
variables El = (yl, Q2l ) and Il = (yh, Q2h), the expression (5.2) is the final result:
d2σFR
dyldQ
2
l
=
2α3S2
λS
∫
dyhdQ
2
h
3∑
i=1
[
Ai(xh, Q2h)
1
Q4h
Si(yl, Q2l , yh, Q2h)
− Ai(xl, Q2l )
1
Q4l
SBi (yl, Q2l ) LIR(yl, Q2l , yh, Q2h)
]
, (5.3)
where the radiators Si(yl, Q2l , yh, Q2h) are given by (3.14) –(3.16).
The expression for LIR(yl, Q2l , yh, Q2h) is defined by (4.12) with Q2 = Q2l ; it is exact in both
masses m and M :
LIR(yl, Q2l , yh, Q2h) ≡ F IR(yl, Q2l , yh, Q2h)|Q2=Q2
l
=
Q2l + 2m
2
Q2l −Q2h
( 1√
C1
− 1√
C2
)
−m2
( B1
C
3/2
1
+
B2
C
3/2
2
)
. (5.4)
The two-dimensional numerical integration in (5.3) has to be performed over the physical
region (B.34); see figure 35. In the ultra-relativistic approximation, the boundaries are:
0 ≤ yh ≤ yl,
yh
yl
Q2l ≤ Q2h ≤ min
[
yhS,Q
2
l
(
1 + yl − yhxl
S
M2
)]
.
(5.5)
In the numerical integrations, one has to leave out a small region around the phase space points
with Q2l = Q
2
h. There, the integrand is finite but occurs as the difference of two divergent
terms.
5.1.1 Discussion
The radiative corrections in leptonic variables are shown in figures 6–8 for a fixed target
experiment, HERA, and LEP⊗LHC. At HERA and LEP⊗LHC, the corrections are very
similar. For small x, the range of y is reduced due to the condition Q2min = 5 GeV2 at a
given value of x. This tendency is more pronounced for the fixed target experiments. The net
corrections are smaller there because for the fixed target experiments the S is quite different.
Further, the muon mass sets the scale in the leading logarithm ln(S/m2), while at a collider
it is the electron mass.
From figure 35 and also from (4.9) it may be seen that for small yl the photon energy
is strongly bound and only soft photons occur. These corrections are negative. Without
the soft photon exponentiation, they would even diverge when yl vanishes and at the same
time xl approaches 1. This may be seen from (4.46) as well. At large yl and small xl
the factorized correction seems to diverge also; see the squared logarithm in (4.45). This
behaviour, however, is fictitious. It is compensated by corresponding terms from the hard non-
factorizing corrections. The steep rise of the corrections at large yl and small xl is completely
due to the Compton peak, which arises from the small Q2h in the denominator of the photon
propagator. This is explained in detail in section 8.4. From the Z-exchange diagrams, there
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Figure 6: Radiative correction δlep in % for a cross section measurement in terms of leptonic
variables at a fixed target µp experiment.
Figure 7: Radiative correction δlep in % for a cross section measurement in terms of leptonic
variables at HERA.
32
Figure 8: Radiative correction δlep in % for a cross section measurement in terms of leptonic
variables at LEP⊗LHC.
is no contribution to the Compton peak and no steep rise of the corrections at large Q2l . This
may be explicitly seen in figure 3 of [16].
At small values of xl, the corrections are no longer monotonously dependent on xl. In this
region, the hard photon corrections are dominant. They are not proportional to the Born
cross section and an influence of the properties of the structure functions at smaller values of
x may show up. We will come back to this point in section 8.
The complete QED corrections in leptonic variables have been calculated in the quark
parton model in [16].
5.2 Mixed variables. A second analytical integration
For the case of mixed variables, it is Em = (yh, Q2l ) and the integrations have to be performed
over the variables Im = (yl, Q2h). The cross section (5.2) becomes:
d2σFR
dyhdQ
2
l
=
2α3S2
λS
∫
dQ2h dyl
3∑
i=1
[
Ai(xh, Q2h)
1
Q4h
Si(yl, Q2l , yh, Q2h)
− Ai(xm, Q2l )
1
Q4l
SBi (yh, Q2l ) LIR(yl, Q2l , yh, Q2h)
]
. (5.6)
Here, the definition (3.12) of the variable xm is used, xm = Q
2
l /(yhS).
In contrast to the case of leptonic variables, in (5.6) one may perform an analytical inte-
gration over the variable yl. As it is discussed in appendix B.3.3 and may be seen in figure 39,
the integration region in (5.6) must be split into two regions I and II as long as the condition
Q2l < yhS is fulfilled, which corresponds to xm ≤ 1. If instead xm > 1, there is only the
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region I, see figure 40. Some technical details about the analytical integration over yl may be
found in appendix D.4.
In the ultra-relativistic approximation, one gets the following expressions for xm < 1:
SI1(Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l
dyl S1(yl, Q2l , yh, Q2h)
=
1
S
[
1
2
Q2l
Q2l −Q2h
(
1 +
Q4h
Q4l
)
(L + L1 − L2 − 1)
− 1
2
Q2l
Q2h
(
1 +
Q4h
Q4l
)
(Lt + L2) + LT − Lt + 1
2
(
1− Q
2
h
Q2l
)]
, (5.7)
SI2(Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l
dyl S2(yl, Q2l , yh, Q2h)
= S
{
1
Q2l
Q2h − yhQ2l
Q2l −Q2h
(
1 +
Q4h
Q4l
)
(L + L1 − L2 − 1)
+
1
Q2h
(
1 +
Q4h
Q4l
)[
yh(1 +
Q2l
Q2h
)−
(
1 +
Q2l
Q2h
+
Q2h
Q2l
)]
(Lt + L2)
+
1
Q2h
(
1 +
3
2
Q2h
Q2l
+ 3
Q4h
Q4l
+ 2
Q6h
Q6l
)
− yh
Q2h
(
Q2l
Q2h
+ 2 + 4
Q2h
Q2l
+ 3
Q4h
Q4l
)
+
1
2
y2h
Q2h
(
2 +
Q2l
Q2h
+ 2
Q2h
Q2l
)}
, (5.8)
SI3(Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l
dyl S3(yl, Q2l , yh, Q2h)
=
Q2l
Q2l −Q2h
(
1 +
Q4h
Q4l
)(
2
Q2h
Q2l
− yh
)
(L + L1 − L2 − 1)
− Q
2
l
Q2h
(
1 +
Q4h
Q4l
)(
2
Q2h
Q2l
− yh + 2
)
(Lt + L2)
+
Q2l
Q2h
(
1 +
Q2h
Q2l
)2 (
2
Q2h
Q2l
− yh
)
− yh
(
Q2l
Q2h
+ 1 + 2
Q2h
Q2l
)
, (5.9)
SII1 (Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l
dyl S1(yl, Q2l , yh, Q2h)
=
1
S
[
−1
2
Q4l
Q2h(Q
2
l −Q2h)
(
1 +
Q4h
Q4l
)
(L− L1 + L2 − 1)
− 1
2
Q2l
Q2h
(
1 +
Q4h
Q4l
)
L1 + LT +
1
2
(
1− Q
2
l
Q2h
)]
, (5.10)
SII2 (Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l
dyl S2(yl, Q2l , yh, Q2h)
= S
{
−Q
4
l
Q4h
(1− yh)
Q2l −Q2h
(
1 +
Q4h
Q4l
)
(L− L1 + L2 − 1)
+
1
Q2h
(
1 +
Q4h
Q4l
)[
yh
(
1 +
Q2l
Q2h
)
−
(
1 +
Q2l
Q2h
+
Q2h
Q2l
)]
L1
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+
1
Q2l
(
3
2
+
Q2h
Q2l
+ 3
Q2l
Q2h
+ 2
Q4l
Q4h
)
− yh
Q2h
(
3Q2l
Q2h
+ 4 + 2
Q2h
Q2l
+
Q4h
Q4l
)
+
1
2
y2h
Q2h
(
2 + 2
Q2l
Q2h
+
Q2h
Q2l
)}
, (5.11)
SII3 (Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l
dyl S3(yl, Q2l , yh, Q2h)
= − (2− yh)
(Q2l −Q2h)
Q4l
Q2h
(
1 +
Q4h
Q4l
)
(L− L1 + L2 − 1)
+
(
1 +
Q4h
Q4l
)[
yh
Q2l
Q2h
− 2
(
1 +
Q2l
Q2h
)]
L1
+ 2(1− yh)Q
2
l
Q2h
(
1 +
Q2h
Q2l
)2
+ yh
(
1− Q
2
l
Q2h
)
. (5.12)
The subtracted part of the cross section also becomes integrated over yl with the aid of
appendix D.4:
LIRI (Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l
dyl LIR(yl, Q2l , yh, Q2h)
=
1
S(Q2l −Q2h)
[
−1− Q
2
l
Q2h
(Lt + L2) + (L + Lt + L1)
]
, (5.13)
LIRII (Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l
dylLIR(yl, Q2l , yh, Q2h)
=
1
S(Q2l −Q2h)
[
Q2l
Q2h
+ L1 − Q
2
l
Q2h
(L + L2)
]
. (5.14)
The following abbreviations are used:
L = ln
Q2l
m2
, Lt = ln
Q2l
Q2h
, LT = ln
1
yh
, (5.15)
L1 = ln
Q2h − yhQ2l
| Q2l −Q2h |
, L2 = ln
(1− yh)Q2h
| Q2l −Q2h |
. (5.16)
The final formula for d2σFR/dyhdQ
2
l can be written in the form:
d2σFR
dyhdQ
2
l
=
2α3S2
λS
{∫ Q2
l
Q2min
h
dQ2h
3∑
i=1
[
Ai(xh, Q2h)
1
Q4h
SIi (yl, Q2l , yh, Q2h)
− Ai(xm, Q2l )
1
Q4l
SBi (yh, Q2l )LIRI (yl, Q2l , Q2h)
]
+
∫ yhS
Q2
l
dQ2h
3∑
i=1
[
Ai(xh, Q2h)
1
Q4h
SIIi (Q2l , yh, Q2h)
− Ai(xm, Q2l )
1
Q4l
SBi (Q2l , yh)LIRII (Q2l , yh, Q2h)
] }
. (5.17)
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The above expressions again show remnants of the infrared singularity at Q2l = Q
2
h. In
contrast to the case of leptonic variables, one may easily see that the corresponding terms are
multiplied by kinematical factors, which in the limit Q2l = Q
2
h become explicitly equal to the
kinematical Born functions SBi , (2.14)–(2.16). This makes the finiteness of the d2σFR obvious.
5.2.1 Discussion
The leptonic QED corrections in mixed variables are shown in figures 9–11 for three different
kinematical situations. As in leptonic variables, at HERA and LEP⊗LHC they are similar,
while in the fixed target case less pronounced.
The cross section depends on Q2l and yh. From figure 39, and also from (4.9), it may be seen
that for large yh the photon energy is strongly bound; we have only soft photon corrections.
These corrections are negative there. This is contrary to the case of leptonic variables, where
this happened at small yl. Without the soft photon exponentiation, they would even diverge
when yh approaches 1. This behaviour is enhanced, but less than for leptonic variables, if
xm approaches 1, too. This may be seen from (4.48). In principle, the Compton peak is
present in mixed variables. It is considerably suppressed compared to the case of leptonic
variables, see section 8.4. At small yh, hard photon emission is possible and compensates for
the negative soft photon corrections. The net correction is positive and remains moderate. If
in addition xm approaches 1, we observe that the corrections, if expressed in terms of the δ,
rise steeply. This phenomenon is attributed to the following: the Born cross section does not
exist for xm > 1, while hard photon emission does (see also figure 38). So, their ratio explodes
and the δ becomes an inappropriate variable.
Figure 9: Radiative correction δmix in % for a cross section measurement in terms of mixed
variables for fixed target µp scattering.
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Figure 10: Radiative correction δmix in % for a cross section measurement in terms of mixed
variables at HERA.
Figure 11: Radiative correction δmix in % for a cross section measurement in terms of mixed
variables at LEP⊗LHC.
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In sum, the features of the radiative corrections in terms of mixed variables are quite
different from those in leptonic variables. This is an instructive illustration of the general
statement that the radiative corrections depend substantial on the choice of variables, in
which they are determined. In another context, namely for the neutrino-electron charged
current scattering, a similar observation was made in [60].
The complete QED corrections in mixed variables have been calculated in the quark parton
model in [61].
5.3 Hadronic variables. A second analytical integration
For the cross section in terms of hadronic variables Eh = (yh, Q2h), the integrations have to be
performed over Ih = (yl, Q2l ) and (5.2) becomes:
d2σFR
dyhdQ
2
h
=
2α3S2
λS
3∑
i=1
Ai(xh, Q2h)
Q4h
∫
dQ2l dyl
[
Si(yl, Q2l , yh, Q2h)
− SBi (yh, Q2h)HIR(yl, Q2l , yh, Q2h)
]
, (5.18)
where
HIR(yl, Q2l , yh, Q2h) ≡ F IR(yl, Q2l , yh, Q2h)|Q2=Q2
h
=
Q2h + 2m
2
Q2l −Q2h
( 1√
C1
− 1√
C2
)
−m2
( B1
C
3/2
1
+
B2
C
3/2
2
)
. (5.19)
In (5.18) we again can perform the analytical integration over yl. As in the case of mixed
variables, the region of integration in (5.18) must be split into two parts (see appendix B.4.2
and figure 41). The limits for yl at given values of yh, Q
2
h, Q
2
l are naturally the same as for the
mixed variables. The difference is with the Q2, which interchange their roles.
After the integration over yl, the following expression for d
2σFR/dyhQ
2
h is obtained:
d2σFR
dyhdQ
2
h
=
2α3S2
λS
3∑
i=1
Ai(xh, Q2h)
Q4h
{∫ Q2
h
Q2min
l
dQ2l
[
SIi (Q2l , yh, Q2h)− SBi (yh, Q2h)HIRI (Q2l , yh, Q2h)
]
+
∫ Q2max
l
Q2
h
dQ2l
[
SIIi (Q2l , yh, Q2h)− SBi (yh, Q2h)HIRII (Q2l , yh, Q2h)
]}
. (5.20)
Here the functions SI,IIi (Q2l , yh, Q2h) (i = 1, . . . , 3) are exactly the same as those for mixed
variables [see (5.7)–(5.12)]. The definition of the HIRI (Q2l , yh, Q2h) differs slightly from that of
the LIRI (Q2l , yh, Q2h). The integrals which are calculated with the aid of appendix D.4 differ
also and the result in terms of hadronic variables is:
HIRI (Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l I
dylHIR(yl, Q2l , yh, Q2h)
=
1
S(Q2l −Q2h)
[
−1 + Q
2
h
Q2l
(L + Lt + L1)− Lt − L2
]
, (5.21)
HIRII (Q2l , yh, Q2h) ≡
∫ ymax
l
ymin
l II
dylHIR(yl, Q2l , yh, Q2h)
=
1
S(Q2l −Q2h)
[
Q2l
Q2h
+
Q2h
Q2l
L1 − L− L2
]
. (5.22)
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The logarithms L,La, a = 1, 2, t are defined in (5.15)–(5.16).
The remarks about the remnants of the infrared singularity and its numerical treatment
may be simply taken over from the case of the mixed variables.
The reader may realize that there is one interesting difference between mixed and hadronic
variables: in the latter case, one may perform also the last integration analytically, thus
avoiding any numerical part of the calculation. In fact, we have done also this last step, but
with a different parameterization of the phase space; see section 7.4.
5.3.1 Discussion
The leptonic QED corrections in hadronic variables are shown in figures 12-14. They are
considerably smaller than those which are determined in terms of leptonic variables. From
figure 41 and also from (4.9), it may be seen that for small yh the photon energy is strongly
bound; we have only soft photon corrections there. This is the origin of the similarity of the
gross behaviour of the corrections in hadronic and mixed variables with each other. Without
the soft photon exponentiation, the corrections would diverge when yh approaches 1. This
may be seen from (4.50). There is no explicit dependence of the dominant terms on xh.
Although, with the factor lnQ2h/m
2, one may explain that at higher xh the corrections are
slightly more pronounced. Another singularity of the factorizing part of the corrections (4.49)–
(4.50) is located at yh = 0. As may be seen from the figures, it is compensated for in the
net corrections. Again, as was mentioned in the case of leptonic variables, this singularity is
cancelled by a corresponding behaviour of the hard non-factorizing bremsstrahlung. In fact,
at yh = 0 the corrections vanish even.
Figure 12: Radiative correction δhad in % for a cross section measurement in terms of hadronic
variables for fixed target µp scattering.
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Figure 13: Radiative correction δhad in % for a cross section measurement in terms of hadronic
variables at HERA.
Figure 14: Radiative correction δhad in % for a cross section measurement in terms of hadronic
variables at LEP⊗LHC.
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This may be explicitly seen from the formulae of section 7.4, where a completely integrated
analytical expression for the corrections in hadronic variables is derived.
Finally, we should mention that a Compton peak may not be developed since Q2h is fixed.
6 Photoproduction
The ep scattering process at vanishing photon momentum, Q2 ≈ 0, proceeds via the exchange
of nearly real photons and is called photoproduction.
The process kinematics usually is described with the Q2 as defined from the leptonic
variables and the invariant mass W of the compound system consisting of the photon and the
hadrons,
Q2 = Q2l = (k1 − k2)2, (6.1)
W 2 = −(Ql + p1)2
= M2 + (1− xl)ylS =M2 + ylS −Q2l . (6.2)
For a fixed value of W 2 << S, the minimal value of Q2 (B.25) may become extremely small.
With (B.19), W 2 ≥ (M +mπ)2, it remains non-vanishing:
Q2l
min
(W 2) ≈ m2 [W
2 −M2]2
S2
> 0. (6.3)
The integrated deep inelastic cross section is strictly finite.
For example, in the reaction ep→ epρ at HERA energies the possible values of Q2 extend
from 10−15 to 105 GeV2 [62]. In such a kinematical region, the description of the radiative
corrections must be exact in both the proton mass M and the electron mass m. For this
reason, we derive here formulae for the QED corrections in leptonic variables which remain
valid at extremely small Q2. The chosen integration variables differ slightly from those which
we used so far:
E = E ′l = (W 2, Q2l ), I = I ′l = (M2h , Q2h). (6.4)
The invariant mass M2h of the hadronic system is
M2h = −(p1 +Qh)2 = M2 + yhS −Q2h. (6.5)
It will be convenient to treat the infrared singularity in a lorentz system where the above
mentioned compound system is at rest: ~p2 + ~k = 0. The necessary kinematical relations are
derived in the appendices A.2 and B.2. In the following it will be described how the three
different contributions to the corrections are treated: the infrared divergent correction δIRsoft,
the factorized hard part δIRhard, and the finite rest of the hard bremsstrahlung contribution.
The removal of the infrared divergence proceeds technically as it is described in section 4.2
but will be performed in the rest system introduced here. For the soft part of δIR one gets
again the expression (4.26). The velocities βi, which are introduced in (4.20) are now to be
expressed by (A.7) with the invariants (A.6). The result is:
β1 =
√√√√1− 4m2M2
(S −Q2l )2
, β2 =
√√√√1− 4m2M2
[S(1− yl) +Q2l ]2
. (6.6)
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Further, for SΦ the exact definition (D.22) has to be used in terms of the momenta (A.7).
Integrating (4.13) threefold as it is explained in appendix D.3.2 one obtains the following
expression:
δIRhard(yl, Q
2
l , ǫ) = 2
[
−ln2ǫ
m
+ ln
W 2 − (M +mπ)2
m
√
W 2
](
1 + β2
2β
Lβ − 1
)
, (6.7)
where
Lβ = ln
β + 1
β − 1 , β =
√√√√1 + 4m2
Q2l
. (6.8)
Further, we need the exact QED vertex correction, which contains δvert [6]:
δvert(β) = −2
(
P IR + ln m
µ
)(
1 + β2
2β
Lβ − 1
)
+
3
2
βLβ − 2
− 1 + β
2
2β
[
Lβ ln
4β2
β2 − 1 + Li2
(
1 + β
1− β
)
− Li2
(
1− β
1 + β
)]
. (6.9)
Finally one has to take into account also the contribution from the anomalous magnetic
moment of the electron [63]. This vertex correction is needed only for the virtual photon
exchange, i.e. one may neglect the axial vector part in the matrix element (2.1):
γµ → δvert(β)γµ + imVanom(β)(k1 + k2)µ
Q2
, (6.10)
Vanom(β) = −Lβ
β
. (6.11)
The cross section contribution from the anomalous magnetic moment is3:
d2σanom
dyldQ
2
l
=
2α3S
λSQ
4
l
m2
xlQ
2
l
Vanom(β)
[
2β2y2l xlF1(xl, Q
2
l )− (2− yl)2F2(xl, Q2l )
]
. (6.12)
Combining the three factorizing corrections, one gets for the factorized part δVR the fol-
lowing expression:
δVR(yl, Q
2
l ) = δvert + δ
IR
hard + δ
IR
soft
= δinf(yl, Q
2
l ) +
1
2β1
ln
1 + β1
1− β1 +
1
2β2
ln
1 + β2
1− β2 + SΦ
+
3
2
βLβ − 2− 1 + β
2
2β
[
Lβ ln
4β2
β2 − 1 + Li2
(
1 + β
1− β
)
− Li2
(
1− β
1 + β
)]
,
(6.13)
where
δinf(yl, Q
2
l ) = 2 ln
W 2 − (M +mπ)2
m
√
W 2
(
1 + β2
2β
Lβ − 1
)
. (6.14)
3The corresponding equation (47) in [6] was not correct.
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Finally, the infrared free part of the cross section (1.1) can be written as follows:
d2σFR
dyldQ
2
l
=
2α3S
λS
∫
dM2hdQ
2
h
3∑
i=1
[
Ai(xh, Q2h)
1
Q4h
Si(yl, Q2l , yh, Q2h)
− Ai(xl, Q2l )
1
Q4l
SBi (yl, Q2l ) LIR(yl, Q2l , yh, Q2h)
]
, (6.15)
where Si(yl, Q2l , yh, Q2h) (i = 1, 2, 3) are given by (3.14)–(3.16), and LIR(yl, Q2l , yh, Q2h) is defined
by (5.4). We would like to remind that these expressions are exact in both masses m and M
for the photon exchange contribution.
In sum, the cross section is:
d2σR
dyldQ
2
l
=
d2σanom
dyldQ
2
l
+
d2σFR
dyldQ
2
l
+
d2σB
dyldQ
2
l
{
exp
[
α
π
δinf(E)
]
− 1 + α
π
[
δVR(E)− δinf(E)
]}
. (6.16)
Here, we should also mention that the structure functions must have a certain behaviour in
the limit of small Q2. From the relation between the total cross section of photon-proton
scattering and the structure function F2 at small Q
2 [62],
σTγp(W ) =
4πα
Q2
F2(x,Q
2)|Q2=0, (6.17)
one concludes that the structure functions should vanish with vanishing Q2. One possibility
is to multiply them by a global suppression factor [64]:
FNC1,2 (x,Q2)→ [1− exp(−aQ2)]FNC1,2 (x,Q2), a = 3.37GeV−2. (6.18)
In our numerical results, we follow this prescription.
6.1 Discussion
The QED corrections in the case of photoproduction are shown in figure 15 for HERA energies.
The structure functions [54, 65] are taken from [55] and [66].
As was already discussed in the section on leptonic variables, soft photon emission is located
near yl = 0. With rising yl more and more hard photons may be emitted and the influence
of the structure functions via the non-factorizing hard corrections becomes more pronounced.
It is further interesting to observe that at the extreme small values of xl as discussed here
the radiative corrections vanish at yl = 0. For the anomalous vertex correction (6.12) and the
exponentiated soft photon correction (6.14) this follows immediately from the limits in (6.8):
β → ∞ and Lβ → 2/β. Here, it is important to notice that the Q2l becomes small even
compared to the electron mass. In fact, with the aid of (6.2), (6.3) may be well approximated by
Q2l
min ∼ m2y2l << m2 for small yl. Further, the δIRhard of (6.7) vanishes explicitly. This reflects
the general statement that for sufficiently small yl energetic photons cannot be emitted. For
the rest of the corrections, we see no trivial argument why they should vanish or compensate
each other; but they do. A further interesting feature is of kinematical origin. At very small
xl, the Q
2
l is also bound strongly. As may be seen in figure 35, then the allowed values of yh
are bound from above. In the ultra-relativistic approximation this property gets lost.
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Figure 15: Radiative correction for photoproduction at HERA with two different sets of struc-
ture functions.
7 An alternative treatment of the phase space
So far, one unique phase space parameterization has been used for all three different sets of
external variables. The infrared problem was treated in the proton rest system. Compared
to this, for leptonic variables the rest system which was introduced for the treatment of the
photoproduction process lead to considerable simplifications.
Here, we change to a completely different phase space parametrization, which is specially
adapted to the case of hadronic and Jaquet-Blondel variables. The leptonic degrees of freedom
will be integrated over at the very beginning of the calculation.
7.1 Hadronic variables. The phase space
Wherever possible, the ultra-relativistic kinematics will be used in this section. We start from
the slightly rewritten expression (2.38):
Γ =
∫
d~k2
2k02
d~k
2k0
δ4(k1 + p1 − k2 − p2 − k)d4p2δ(p22 +M2h)dM2h . (7.1)
Now, the integration variables we are interested in will be introduced. For that purpose, we
consider the photon and the final state electron to be a compound system. The corresponding
rest frame R is defined by the three-momentum relation ~kR2 +
~kR = 0. The integration variables
~k2, ~k may be replaced by the following variables:
• the invariant mass of the (γe) compound system τ = −(k2 + k)2;
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• the photonic angles ϑR, ϕR in the rest frame R of this compound system.
The phase space of the variables k2, k may be parameterized as follows:
∫
d~k2
2k02
d~k
2k0
δ4(k1 + p1 − k2 − p2 − k) =
∫
dτδ(τ + Λ2)dΓγe. (7.2)
Here, the phase space element of the (γe)-compound system is introduced:
dΓγe =
d~k2
2k02
d~k
2k0
δ4(Λ− k2 − k). (7.3)
In the rest frame R of the compound system, (7.3) may be rewritten as it is explained in
appendix A.4.3:
∫
dΓγe =
√
λ(τ,m2, 0)
8τ
∫ 1
−1
d cosϑR
∫ 2π
0
dϕR,√
λ(τ,m2, 0) = τ −m2. (7.4)
In a next step, the hadronic momentum transferred Q2h is introduced into (7.1), and the
corresponding δ-function under the p2 integral is exploited. In appendix A.4.4, it is shown:∫
d4p2δ(p
2
2 +M
2
h)δ
[
(k1 + p1 − p2)2 + τ
]
δ
[
Q2h − (p2 − p1)2
]
=
π
2
√
λS
. (7.5)
Then, with the relation yhS = Q
2
h +M
2
h −M2 from (6.5) one gets the identity dQ2hdM2h =
SdQ2hdyh. This introduces the last of the hadronic variables into the integration measure:
Γ =
π2S
4
√
λS
∫
dyhdQ
2
h
∫
dτ
1
4π
τ −m2
τ
∫
d cosϑRdϕR. (7.6)
The physical region of (yh, Q
2
h, τ) is derived in appendix B.4.4.
7.2 A twofold angular integration
In hadronic variables, the double differential cross section of the process (1.2) becomes:
d2σR
dyhdQ
2
h
=
2α3
SQ4h
∫
dτ
3∑
i=1
Ai(xh, Q
2
h)Si(yh, Q2h, τ), (7.7)
where
Si(yh, Q2h, τ) =
1
4π
z2
τ
∫
d cosϑRdϕR Si(yh, Q2h, τ, cosϑR, ϕR). (7.8)
The functions Si(yh, Q2h, τ, cosϑR, ϕR) arise from the functions Si(E , I, z1, z2) after the follow-
ing substitutions for yl, Q
2
l , and z1 in (2.40)–(2.42) in accordance with appendix A.3 and with
the definitions (2.34), (2.43):
Q2l = Q
2
h + z2 − z1, (7.9)
z1 =
z2
2τ
(
Q2h + τ +m
2 −
√
λ1 cos ϑR
)
, (7.10)
1− yl = 1
2
(1− yh)
(
1 +
m2
τ
)
+
z2
2τS
√
λτ (cosϑp cosϑR + sinϑp sinϑR sinϕR) , (7.11)
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where
cosϑp =
S(Q2h − z2)− yhS(Q2h + τ +m2)√
λτ
√
λ1
. (7.12)
After performing the above insertions, the Si may be integrated over the two photon angles
with the aid of the tables of integrals of appendix E.1. In the ultra-relativistic approximation,
the result is:
S1(yh, Q2h, τ) = Q2h
[
1
z2
(Lτ − 2) + 1
4
τ −m2
τ 2
]
+
1
4
+
1
2
(
1− Q
2
h
Q2τ
)
Lτ , (7.13)
S2(yh, Q2h, τ) = S2
{
2(1− yh)
[
1
z2
(Lτ − 2) + 1
4
τ −m2
τ 2
]
− Q
4
h
Q6τ
(Lτ − 3) (7.14)
+
Q2h
Q4τ
[1− (1− yh)(Lτ − 3)]− 1
Q2τ
[
(2− yh)Lτ − 1
2
(1− yh) (7− yh)
]}
,
S3(yh, Q2h, τ) = S
{
2Q2h(2− yh)
[
1
z2
(Lτ − 2) + 1
4
τ −m2
τ 2
]
− yh
(
Lτ − 1
2
)
+
Q2h
Q2τ
[
2− (Lτ − 2)
(
2− yh + 2Q
2
h
Q2τ
)]}
, (7.15)
where
Lτ = ln
Q4τ
m2τ
, (7.16)
Q2τ = Q
2
h + τ −m2. (7.17)
The infrared singularity is located at z2 = 0 and has to be treated appropriately.
7.3 The infrared divergence
As was done in section 4.1, the following ansatz will be used in order to separate the infrared
divergent parts in (7.7):
d2σR
dyhdQ
2
h
=
2α3
SQ4h
3∑
i=1
Ai(xh, Q
2
h)
{
SBi (yh, Q2h)δIRR (yh, Q2h)
+
∫
dτ
[
Si(yh, Q2h, τ)− SBi (yh, Q2h)F IR(yh, Q2h, τ)
]}
. (7.18)
Here, we define the δIRR (yh, Q
2
h) in complete analogy with (4.14) as the sum of an infrared
divergent soft and a finite hard contribution:
δIRsoft(yh, Q
2
h, ǫ) =
2
π
∫
d3k
2k0
F IR(Q2h, z1, z2)θ(ǫ− k0), (7.19)
δIRhard(yh, Q
2
h, ǫ) =
4
π2
√
λS
S
∫
dΓ
dEF
IR(Q2, z1, z2)θ(k
0 − ǫ)
=
∫
dτ
1
4π
τ −m2
τ
∫
d cosϑRdϕRF IR(Q2, z1, z2)θ(k0 − ǫ). (7.20)
46
The F IR(yh, Q2h, τ) will be determined below. The expression for δIRsoft(yh, Q2h, ǫ) is the equiva-
lent of (4.10) and δIRhard(yh, Q
2
h, ǫ) follows immediately from (4.14). Further,
F IR(Q2h, z1, z2) =
Q2h
z1z2
−m2
(
1
z21
+
1
z22
)
. (7.21)
The hard part of the infrared divergent correction will be integrated first. The integrals over
the photon angles in δIRhard(yh, Q
2
h, ǫ) may be performed with the aid of (7.10) and of the table
of integrals in appendix E.1:
δIRhard(yh, Q
2
h, ǫ) =
∫
dτF IR(yh, Q2h, τ)θ(k0 − ǫ), (7.22)
F IR(yh, Q2h, τ) =
1
4π
τ −m2
τ
∫
d cosϑRdϕRF IR(Q2h, z1, z2)
=
1
z2
(Lτ − 2)− 1
Q2τ
Lτ +
1
τ
, (7.23)
and Lτ and Q
2
τ are defined in (7.16) and (7.17).
The boundaries for the integration over τ may be found in (B.94). The potentially infrared
divergent term in δIRhard(yh, Q
2
h, ǫ) contains a dependence on 1/z2 and is integrated with the aid
of the table of integrals E.2:
∫ τm
z¯2
dz2
z2
(Lτ − 2) = 2 (Lh − 1) ln
[
Q2h
2mǫ
(
1
yh
− 1
)]
− 1
2
ln2
[
Q2h
m2
(
1
yh
− 1
)]
− 2Li2
(
1− 1
yh
)
− Li2(1). (7.24)
With the aid of appendix E.3, the explicitly finite part of δIRhard(yh, Q
2
h, ǫ) may finally also be
integrated. We will not quote the result separately, but rather treat this contribution together
with the finite hard cross section in the next section.
Now, the infrared divergence in δIRsoft(yh, Q
2
h, ǫ) will be treated. For this purpose, the R
system of the foregoing section is used. As derived in appendix A.3, the photon energy
becomes:
k0,R = |~kR| = τ −m
2
2
√
τ
=
z2
2
√
τ
< ǫ. (7.25)
Besides kR, we will need the four momenta kR1 , k
R
2 in the limit z2 → 0, see A.9:
k0,R2 → m, |~kR2 | = |~kR| ∼ z2 → 0, β2 → 0,
k0,R1 → Q
2
h
2m, |~kR1 | →
Q2h
2m, 1− β21 → 4m
4
(Q2h + 2m
2)2
.
(7.26)
Since the final state lepton is practically at rest there, the following isotropic relation holds:
−2kk2 → 2mk0,R. (7.27)
It is this property, which simplifies the angular integration. In (4.15), it is not necessary to
introduce the Feynman parameter which finally lead to the complicated function SΦ of (D.22).
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Instead of (4.16), one gets:
δIRsoft(E , ǫ) →
2(2π)2
(2
√
π)nΓ (n/2− 1)
1
µn−4
∫ ǫ
0
(k0,R)n−5dk0,R
∫ π
0
(sin ϑ)n−3dϑ1
×
[
Q2 + 2m2
mk0,R1 (1− β1 cosϑ1)
− m
2
(k0,R1 )
2(1− β1 cos ϑ1)2
− 1
]
,
(7.28)
where one has to use Q2 → Q2h. Instead of (4.23) and (4.24), it is now
δIRsoft(E , ǫ) =
[
P IR + ln 2ǫ
µ
]
1
2
∫ 1
−1
dξ F(ξ) + 1
4
∫ 1
−1
dξ ln(1− ξ2) F(ξ), (7.29)
with
F(ξ) = 2(Q
2
h + 2m
2)
Q2h
1
1− β1ξ −
4m4
Q4h
1
(1− β1ξ)2 − 1. (7.30)
The integrations in (7.29) may be performed with the aid of appendix D.2:
δIRsoft(yh, Q
2
h, ǫ) = 2
[
P IR + ln 2ǫ
µ
]
(Lh − 1)− L2h + Lh − Li2(1) + 1, (7.31)
where P IR is introduced in (4.25), and
Lh = ln
Q2h
m2
. (7.32)
The cut-off parameter ǫ may be seen to be cancelled against the corresponding terms in (7.24).
In order to get an infrared finite and well-defined cross section the photonic vertex correc-
tion δvert has to be added to the radiative cross section (7.18). It is given by (4.34), again with
the replacement Q2 → Q2h. In the sum, the infrared divergence cancels:
δIRsoft(yh, Q
2
h, ǫ) + δvert(Q
2
h) = 2 (Lh − 1) ln
2ǫ
m
− 3
2
L2h +
5
2
Lh − 1. (7.33)
7.4 A third analytical integration
In (7.18), the last remaining integral is that over τ or, equivalently, over z2. Since the structure
functions depend on hadronic variables which are here at the same time the external variables
the last integral may be performed analytically. For this purpose one has to integrate the
functions Si(yh, Q2h, τ) as given by (7.13)–(7.15). The cross section may be reordered such
that the infrared singular terms in the finite hard cross section explicitly compensate each
other:
d2σR
dyhdQ
2
h
=
d2σB
dyhdQ
2
h
α
π
[
δIRsoft(yh, Q
2
h, ǫ) +
∫ τm
z¯2
dz2
z2
(Lτ − 2)
]
+
2α3
SQ4h
3∑
i=1
Ai(xh, Q
2
h)
∫ τm
m2
dτ
[
Si(yh, Q2h, τ)− SBi (yh, Q2h)
1
z2
(Lτ − 2)
]
.
(7.34)
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The resulting cross section is rather compact and the last integrations over τ may be easily
performed with the aid of appendix E.3.
The net cross section is:
d2σ
dyhdQ
2
h
=
d2σB
dyhdQ
2
h
exp
[
α
π
δinf(yh, Q
2
h)
]
+
2α3
S
3∑
i=1
1
Q4h
Ai(xh, Q2h)Si(yh, Q2h). (7.35)
The δinf(yh, Q
2
h) and the Si(yh, Q2h) are defined in (1.10) and (1.11).
We would like to remark that these purely analytical formulae for the leptonic QED cor-
rections in hadronic variables to neutral current deep inelastic scattering are an extremely
esthetic result. They are published here for the first time. Numerically, the corrections agree
completely with those derived within the approach of section 5.3.
As was mentioned above, the corrections vanish at y → 0. That this is really the case may
be seen by inspecting the analytical expressions.
7.5 Jaquet-Blondel variables
From hadronic variables, one may easily change to Jaquet-Blondel variables (1.8) in the phase
space (7.6). The expression for Q2JB in terms of hadronic variables is derived in appendix B.5:
yJB = yh, (7.36)
Q2JB = Q
2
h −
yh
1− yh (τ −m
2). (7.37)
The physical boundaries in the phase space integral (7.6),
Γ =
π2
4
∫
dyJB dQ
2
JB
∫
dτ
1
4π
τ −m2
τ
∫
d cosϑR dϕR, (7.38)
are also derived there. From the above relations, it may be seen that the Jaquet-Blondel
variables and the hadronic variables are related in a one-to-one correspondence, with τ being
a parameter.
In Jaquet-Blondel variables, the double differential cross section of process (1.2) reads:
d2σR
dyJBdQ
2
JB
=
2α3
S
∫
dτ
3∑
i=1
Ai(xh, Q2h)
1
Q4h
Si(yJB, Q2JB, τ). (7.39)
The Si(yJB, Q2JB, τ) may be trivially obtained from (7.13)–(7.15) with the relations
yh = yJB, (7.40)
Q2h = Q
2
JB +
yJB
1− yJB (τ −m
2). (7.41)
The explicit expressions are [46]4:
S1(Q2JB, yJB, τ) = Q2JB
[
1
z2
(Lτ − 2) + z2
4τ 2
]
+
1− 8yJB
4(1− yJB) + Lτ
(
z2
2Q2τ
+
yJB
1− yJB
)
, (7.42)
4The equation (7.44) corrects the equation (17) in [46]. The error was created in the manuscript. Fortran
program and numerical results were not influenced by this.
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S2(Q2JB, yJB, τ) = S2
{
2(1− yJB)
[
1
z2
(Lτ − 2) + z2
4τ 2
]
− 1
Q2τ
[
2(Lτ − 2) + 1
2
(1− yJB2)
]
+
Q2JB
Q4τ
(1− yJB) [1− (1 + yJB)(Lτ − 3)]− Q
4
JB
Q6τ
(1− yJB)2(Lτ − 3)
}
,
(7.43)
S3(Q2JB, yJB, τ) = S
{
2Q2JB(2− yJB)
[
1
z2
(Lτ − 2) + z2
4τ 2
]
+
yJB(1 + yJB
2)
1− yJB Lτ + 5
− 7yJB
2(1− yJB) − (1− yJB)(5 + 2yJB)
+
Q2JB
Q2τ
(1− yJB)
[
(1− yJB)
(
3− 2Q
2
JB
Q2τ
)
(Lτ − 2) + 12− 5Lτ
]}
. (7.44)
The integral over τ has to be performed numerically as long as one cannot neglect the
difference between Q2JB and Q
2
h – the structure functions are depending on Q
2
h and thus on τ .
The integrand in (7.39) is infrared singular at τ = m2, which corresponds to z2 = 0. The
treatment of the infrared singularity may be performed in full analogy with the foregoing
section. In the infrared singular point, z2 → 0, the hadronic and the Jaquet-Blondel variables
agree and the δIRsoft in these variables do so:
δIRsoft(yJB, Q
2
JB, ǫ) =
1
π
∫
d3k
k0
F IR(Q2JB, z1, z2)θ(ǫ− k0)
= 2
[
P IR + ln 2ǫ
µ
]
(LJB − 1)− L2JB + LJB − Li2(1) + 1. (7.45)
The δIRhard(yJB, Q
2
JB, ǫ) differs slightly from the hadronic correction:
δIRhard(yJB, Q
2
JB, ǫ) =
4
π2
√
λS
S
∫
dΓ
dE F
IR(Q2JB, z1, z2)θ(k
0 − ǫ)
=
∫
dτ
1
4π
τ −m2
τ
∫
d cosϑRdϕRF IR(Q2JB, z1, z2)θ(k0 − ǫ). (7.46)
In fact, it is
F IR(Q2JB, z1, z2) =
Q2JB
z1z2
−m2
(
1
z21
+
1
z22
)
= F IR(Q2h, z1, z2)−
yJB
1− yJB
1
z1
. (7.47)
Using the results of the calculation of the hadronic correction, it is sufficient to explicitly
integrate the difference term in (7.47) over ϕR and cosϑR with the aid of appendix E.1. Then,
δIRhard(yJB, Q
2
JB, ǫ) =
∫
dτF IR(yJB, Q2JB, τ)θ(k0 − ǫ), (7.48)
where
F IR(yJB, Q2JB, τ) =
1
4π
τ −m2
τ
∫
d cosϑRdϕRF IR(Q2JB, z1, z2)
=
1
z2
(Lτ − 2)− 1
(1− yJB)
Lτ
Q2τ
+
1
τ
. (7.49)
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The Lτ and Q
2
τ are defined in (7.16) and (7.17), respectively; furthemore the substitutions
(7.40) and (7.41) have to be used. The integral over τ may be performed with appendix E.2
for the potentially infrared singular terms and with appendix E.3 for the others; but now
within the boundaries (B.106).
The result is:
δIRhard(yJB, Q
2
JB, ǫ) = 2 (LJB − 1) ln
τmax
2mǫ
− 1
2
ln2
τmax
m2
+ ln
τmax
m2
+ lnXJB [ln(1− yJB)− lnXJB − LJB]− Li2(XJB)− 2Li2(1−XJB),
(7.50)
where
LJB = ln
Q2JB
m2
, (7.51)
XJB =
1
xJByJB
[1− xJB(1− yJB)] , (7.52)
τmax = (1− xJB)(1− yJB)S. (7.53)
The photonic vertex correction δvert is given by (4.34), but with the replacement Q
2 → Q2JB.
The net factorized part is
δVR(yJB, Q
2
JB) = δvert + δ
IR
soft(yJB, Q
2
JB, ǫ) + δ
IR
hard(yJB, Q
2
JB, ǫ)
= δinf(Q2JB, yJB)− ln2XJB + lnXJB [ln(1− yJB)− 1]
− 1
2
ln2
[
(1− xJB)(1− yJB)
xJByJB
]
+
3
2
LJB − Li2(XJB)− 2Li2(1−XJB)− 1, (7.54)
where
δinf(yJB, Q
2
JB) = ln
(1− xJB)(1− yJB)
1− xJB(1− yJB)
(
ln
Q2JB
m2
− 1
)
. (7.55)
The finite part of the radiative cross section in Jaquet-Blondel variables is
d2σFR
dyJBdQ
2
JB
=
2α3
S
∫
dτ
3∑
i=1
[
Ai(xh, Q2h)
1
Q4h
Si(yJB, Q2JB, τ)
− Ai(xJB, Q2JB)
1
Q4JB
SBi (yJB, Q2JB) F IR(yJB, Q2JB, τ)
]
. (7.56)
The net cross section is:
d2σR
dyJBdQ
2
JB
=
d2σB
dyJBdQ
2
JB
{
exp
[
α
π
δinf(yJB, Q
2
JB)
]
− 1 + α
π
[
δVR(yJB, Q
2
JB)− δinf(yJB, Q2JB)
]}
+
d2σFR
dyJBdQ
2
JB
. (7.57)
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7.5.1 Discussion
The leptonic QED corrections in Jaquet-Blondel variables are shown in figures 16–18. They
behave quite similar to the corrections in hadronic variables. At small y, this follows from the
fact that the variables become equal there. Thus, the vanishing of the corrections at yh → 0 is
understood from the hadronic case. As was discussed with the mixed and hadronic variables,
the soft photon corner is at yJB approaching 1. From (7.55) one may see that the dominant
soft photon corrections are negative and the more pronounced, the larger the xJB. This makes
some difference to the hadronic variables. Again as in all the previous cases, the corrections
for fixed target scattering are different from the collider cases due to the smaller value of S
and to the difference of the muon and electron masses. The collider results are quite similar
to each other.
8 Discussion
In the foregoing sections, we discussed some of the basic features of the leptonic QED correc-
tions to the neutral current deep inelastic ep scattering in terms of different sets of kinematical
variables.
Basic features of the magnitudes of the corrections and their behaviour as functions of the
kinematics have been discussed there.
Figure 16: Radiative cross section for fixed target deep inelastic neutral current scattering in
terms of Jaquet-Blondel variables.
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Figure 17: Radiative cross section for deep inelastic neutral current scattering at HERA in
terms of Jaquet-Blondel variables.
Figure 18: Radiative cross section for deep inelastic neutral current scattering at LEP⊗LHC
in terms of Jaquet-Blondel variables.
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In this section, we discuss some additional features of the corrections:
• the dependence of the corrections on the structure functions;
• comparison with the leading logarithmic approximation;
• photonic cuts in leptonic variables;
• the Compton peak;
• other radiative corrections.
8.1 The influence of structure functions on the QED corrections
In figures 19 and 20, the radiative corrections in leptonic variables at HERA and LEP⊗LHC
are parameterized with two different sets of structure functions [54, 55, 67, 68]. Both sets
were derived before HERA started operation. If there are deviations between predictions with
different structure functions, then they are due to the contribution from hard photon emission.
For soft photons, the correction factorizes and the structure function dependence drops out in
the corrections, when expressed in form of the ratios δ. In experimentally unexplored regions
the predicted structure functions rely heavily on the predictive power of perturbative QCD.
Especially for small values of x problems may arise. These are reflected in rising deviations of
corrections with different structure functions when x becomes smaller. While, at intermediate
and larger values of x, the dependence of the corrections on the choice of structure functions
becomes minor. For this reason we changed the presentation of the corrections and chose the
set of variables Q2, x, thereby losing sensitivity to y.
Figures 21 and 22 show the same corrections as figures 19 and 20, respectively. But now
with structure functions [69, 70, 67, 71] whose derivations took into account HERA data at
low x. The disagreement of the predictions at small x remains but is much smaller.
A similar comparison for the other sets of variables is shown in figures 23–25. The structure
functions [54, 55, 67, 68] which were not yet improved with the HERA data are used. The
dependence of the corrections in mixed variables on the choice of structure functions is quite
substantial but less pronounced than in the corresponding case in leptonic variables. For the
hadronic and Jaquet-Blondel variables the influence is reasonably small. This follows from the
smaller contribution of hard photon emission. The net corrections are negative. This proves
the dominance of the factorizing soft and virtual photonic contributions. Their dependence
on the structure functions cancels when δ is calculated.
The dependence of the QED corrections on the structure functions is not only influenced
by different estimates of the QCD predictions for the parton distribution evolutions. The
corrections show additional dependences on the low-Q2 behaviour of the structure functions,
the choice of Q2 in the argument of the parton distributions, soft photon exponentiation, and
the running of the QED coupling constant.
We use the corrections in mixed variables for an illustration of this. The Fortran program
TERAD91 [41] allows us to switch on and off the above indicated dependencies of the cross
sections with the following flags:
(i) For IVAR=0, the low-Q2 behaviour of the structure functions remains untouched; for
IVAR=2, the modification (6.18) is applied.
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Figure 19: Comparison of the radiative corrections δlep(x,Q
2) at HERA in terms of two dif-
ferent sets of structure functions.
Figure 20: Comparison of the radiative corrections δlep(x,Q
2) at LEP⊗LHC in terms of two
different sets of structure functions.
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Figure 21: Comparison of the radiative corrections δlep(x,Q
2) at HERA in terms of two dif-
ferent sets of HERA-improved structure functions.
Figure 22: Comparison of the radiative corrections δlep(x,Q
2) at LEP⊗LHC in terms of two
different sets of HERA-improved structure functions.
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Figure 23: Comparison of the radiative corrections δmix(x,Q
2) at HERA in terms of two
different sets of structure functions.
Figure 24: Radiative corrections δhad(x,Q
2) at HERA in terms of two different sets of structure
functions.
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Figure 25: Radiative corrections δJB(x,Q
2) at HERA in terms of two different sets of structure
functions.
(ii) For ITERAD=0, the structure functions are assumed to depend on Q2l . A correct choice
is ITERAD=1, which makes the structure functions dependent on Q2h.
(iii) With the settings IEXP=0,1 the soft photon exponentiation as it is introduced in (4.43)
is switched off or on.
(iv) For IVPOL=0,1 the running of the QED coupling constant with the Q2 of the t-channel
momentum flow is switched off or on.
In the figures, the flag settings are quoted as follows: (IVAR,ITERAD,IEXP,IVPOL).
Figure 26 shows the dependence of the corrections on both the running of the QED cou-
pling constant and the soft photon exponentiation. Both corrections are small and tend to
compensate each other for large values of y. For xm = 0.5 and the maximal value of Q
2, the
values are: -34.4% for (0000), -29.8% for (0010), and -32.7% for (0011).
Figure 27 shows the dependence of the corrections on the choice of the Q2 in the structure
functions under the integral for the hard photon emission. There is a strong dependence
when hard photon emission contributes substantially to the corrections. We see also a faking
behaviour of the corrections at smaller values of Q2, which is more pronounced at larger values
of x. At Q2 = 5 GeV2, the parton distributions are artificially frozen since below this value
the evolution may not be controlled. Thus, there is no room for a variation of Q2 at all, and
both flag settings become equal.
Finally, figure 28 shows the most realistic choice of the flags mentioned. As is evident from
the above discussion and a comparison with the foregoing figures, the low-Q2 modifications
are extremely important for a correct description of the corrections at small Q2 and large x.
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Figure 26: Comparison of the radiative corrections δmix(x,Q
2) at HERA with two parameteri-
zations of structure functions. Flag settings (IVAR,ITERAD,IEXP,IVPOL) are explained in the
text.
Figure 27: Comparison of the radiative corrections δmix(x,Q
2) at HERA with two parameter-
izations of structure functions; the flag settings are explained in the text.
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Figure 28: Comparison of the radiative corrections δmix(x,Q
2) at HERA with two parameter-
izations of structure functions. Flag settings are explained in the text.
To summarize this part of the discussion, at least in certain regions of the phase space it
is extremely important to ensure an iterative improvement of the various components of
the description of deep inelastic scattering, including the interplay of structure functions and
QED corrections.
8.2 A comparison with leading logarithmic approximations
An interesting and practically important question concerns the accuracy of the leading logar-
ithmic approximations (LLA). For a comparison, we use the Fortran program HELIOS [36]
with the same structure functions as in TERAD. For the special purpose here soft photon
exponentiation, other higher order corrections, the low-Q2 modifications etc. are excluded.
The comparison is performed for leptonic, mixed, and Jaquet-Blondel variables and shown
in figures 29 – 31. For the comparison, the structure functions [67, 72] and the following flags
in TERAD have been chosen: (IVAR,ITERAD,IEXP,IVPOL)=(0100).
Over a wide kinematical range, the leading logarithmic approximation works quite well
and is completely sufficient for a description of the experimental data. For intermediate x in
leptonic and small x in mixed and hadronic variables, the accuracy of the LLA is best.
One may also conclude from the figures that a complete O(α) calculation will become
necessary if the experimental accuracy reaches the level of one per cent or better.
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Figure 29: Comparison of radiative corrections δlep(x,Q
2) at HERA from a complete O(α)
and a LLA calculation.
Figure 30: Comparison of radiative corrections δmix(x,Q
2) at HERA from a complete O(α)
and a LLA calculation.
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Figure 31: Comparison of radiative corrections δJB(x,Q
2) at HERA from a complete O(α)
and a LLA calculation.
8.3 Photonic cuts
An instructive illustration of some basic features of the QED corrections is figure 325. It shows
the dependence of the correction δlep on yl in presence of cuts on the photon momentum which
are introduced in appendix B.1.2.
To be definite, we chose x = 0.001 and HERA kinematics. The quark distributions are [65,
66]. It is assumed that photons may be observed if they have an energy larger than Em = 1
GeV and are inside a cone with an opening angle of θmaxγ = 0.1 rad. The cut conditions are
inactive as long as the photon energy is smaller than Em. The left-hand side of the second
of (B.15) corresponds to this. As long as zminE is negative, the cut is fictitious. It starts to be
influential if, in the ultra-relativistic limit,
yl = yh +
Em
Ee
. (8.1)
Since yh is integrated over, this condition weakens to the following one:
yl =
Em
Ee
= 0.033. (8.2)
At this value of yl the rise of the cross section is sharply interrupted. The collinear initial and
final state photons may get an energy larger than Em. If so they become cut when being
5The figure was made with data from TERAD91. Later, it was reproduced by the Monte-Carlo program
HERACLES [32, 38]. We should like to thank H. Spiesberger for his careful analysis of the figure, which we used
when preparing this section.
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Figure 32: Radiative cross section for deep inelastic neutral current scattering at HERA in
leptonic variables with photonic cuts; x=0.001.
emitted inside the cut cone. The collinear final state photons escape from the cut cone and
become non-observable if the electron scattering angle θ′e,
cos θ′e =
1
E ′e
[(1− yl)Ee − xlylEp] , (8.3)
E ′e = [(1− yl)Ee + xlylEp] , (8.4)
becomes larger than θmaxγ . The value of yl above which this is the case and the collinear final
state photons become more and more unconstrained by our cuts is:
yl =
(1− cos θ′e)Ee
(1− cos θ′e)Ee + (1 + cos θ′e)xlEp
= 0.084. (8.5)
Above this value, the contribution from final state radiation to the cross section rises.
Further, the emission of photons due to the Compton mechanism grows. This contribution
peaks at large yl and small xl (see the next section). It is due to the t-channel exchange
of photons with practically vanishing Q2. Thus, it comes mainly from events with real pho-
tons whose transverse momenta are balanced with those of the scattered electrons and the
longitudinal ones are opposite. If now yl becomes larger than the value
yl = 1− (1− cos θ
′
e)Ee
(1− cos θ′e)Ee + (1 + cos θ′e) xlEp
= 1− 0.084 = 0.916, (8.6)
these photons enter into the cut cone and will not contribute to the measured cross section.
The Compton peak starts to become cut.
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8.4 The Compton peak
The Compton peak has been discussed first in [2]. The corresponding cross section enhance-
ment is due to energetic final state radiation from the lepton. It is related to large yl and
small xl. As will be shown here, the origin of the Compton peak is deeply connected with the
lower bound on the Q2h which is reached when the integral over Q
2
h is performed in order to
get a cross section in leptonic variables. The extremely small Q2 of the virtual photon makes
the kinematical situation resembling the scattering of light at matter.
As may be also seen from the figures, the Compton peak occurs in leptonic and mixed
variables, while it is absent in hadronic and Jaquet-Blondel variables. The reason is that in
the last two sets of variables, the Q2h is an external variable and thus not free to vary down to
the kinematical limit.
The Compton peak arises from the integration of the photon propagator dQ2h/Q
4
h over Q
2
h
in the contribution from the γ exchange in formulae (5.3) and (5.6). We will indicate here the
essential steps only. For the structure functions, Bjorken scaling will be assumed:
Fi(xh, Q
2
h) ≈ Fi(xh). (8.7)
Further, for an integration over Q2h at fixed xh the following change of integration variables is
necessary:
dyhdQ
2
h = dxhdQ
2
h
Q2h
x2hS
. (8.8)
The variables xh and Q
2
h vary within limits which are derived in appendix B.2.5.
Using (8.7) and (8.8), the γ exchange part of the radiative cross section may be rewritten
as follows:
d2σQED(γ)
dyldQ
2
l
=
d2σB(γ)
dyldQ
2
l
α
π
δˆVR +
d2σFR(γ)
dyldQ
2
l
, (8.9)
d2σFR(γ)
dyldQ
2
l
=
2α3S
λS
∫
dxhdQ
2
h
×
{
2
x2hQ
4
h
F1(xh)S1(yl, Q
2
l ; yh, Q
2
h) +
1
xhQ4h
F2(xh)S2(yl, Q
2
l ; yh, Q
2
h)
−
[
2
x2lQ
4
l
F1(xl)S
B
1 (yl, Q
2
l ) +
1
xlQ4l
F2(xl)S
B
2 (yl, Q
2
l )
]
LIR(yl, Q2l ; yh, Q2h)
}
.
(8.10)
The correction δˆVR may be found in [5, 16]. For a discussion of the Compton peak, only
the first two terms under the integral in (8.10) are relevant. Examining their variations
as functions of Q2h one may conclude that they are of two types. From the integrands
(1; 1/
√
C1; 1/
√
C2)dQ
2
h/Q
2
h, a ln(Q
2
h
min
/Q2h
max
) emerges, while from the integrands (1; 1/
√
C1;
1/
√
C2)dQ
2
h/Q
4
h a 1/Q
2min
h . The latter, however, are screened by factors m
2 or M2.
In [5, 16], the following formula has been derived after integration of (8.10) over Q2h in the
ultra-relativistic approximation:
d2σQED(γ)
dyldQ
2
l
=
2α3
ylQ4l
{
Y+
[
ln
(1− xl)2y2l
x2l (1− yl)
(
ln
Q2l
m2e
− 1
)
+
3
2
ln
Q2l
m2e
− 1
2
ln2(1− yl)− 2
]
F2(xl)
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+ 2Y+
(
ln
Q2l
m2e
− 1
)∫ 1/xl
1
dz
F2(zxl)− F2(xl)
z − 1
+
∫ 1/xl
1
dz
dz
z2
[Ue(γ; 1, 1− yl) + Ue(γ; yl − 1,−1)]F2(zxl)
}
, (8.11)
where
Ue(γ; a, b) = −y2l
(
ln
Q2l
m2e
− 1
)
− y
2
l (a
2 + b2)(z − 1)
2ab
+
y2l
2z
ln
yl(z − 1)S
xlM2
− y
3
l
2(1− z)
(
ln
Q2l
m2e
+ ln
(za− b)2
(z − 1)y2l
)
− yl
b
[
ayl − y
2
l
2z
− z(a2 + b2)
]
ln
b2S2
m2M2
,
(8.12)
and
z =
xh
xl
. (8.13)
From the exact boundaries of appendix B.2.5 one gets the following relations:
Q2h
max
(yl, Q
2
l , xh) ≈
xh
xl
Q2l , (8.14)
Q2h
min
(yl, Q
2
l , xh) ≈
xhxlQ
2
l(
xh
xl − 1
)
Q2l + x
2
hM
2
M2. (8.15)
Therefore, one of the logarithmically peaking integrands in (8.10) is:
∫ Q2max
h
Q2min
h
dQ2h
Q2h
≈ ln (xh − xl)ylS + (xhM)
2
(xlM)2
≈ ln (z − 1)ylS
xlM2
. (8.16)
This contribution is explicitly seen in (8.12). Two additional logarithmically enhanced con-
tributions may be found in the last term in (8.12). The above mentioned screening of the
other potential sources of kinematical peaks in the variable Q2h may also be seen in (8.11) –
the inverse powers of M2 are absent.
The argument of the logarithm at the right hand side of (8.16) may become very large
at xl ≈ 0, yl ≈ 1 (xh > xl). This is the origin of the Compton peak. We would like to
stress that the cross section depends on the proton mass M on purely kinematical grounds. It
has nothing to do with assumptions in the quark parton model. In the above considerations
we used one implicit assumption. Namely, for the argument to hold, the parton distribution
must be a slowly varying, non-vanishing function at smallest Q2h. This is exactly, what they
aren’t. We remember here about the discussion of (6.3). Thus, the Compton peak is at
least partly regularized by this damping of the quark distributions. In view of lack of a
reliable model for the parton distributions in the region of smallest Q2h it is not evident which
theoretical prediction of the radiative corrections is best. Maybe one should look inversely
onto the problem: a clean measurement of the Coulomb peak could teach us something about
the parton distributions which give rise to it [73]. We do not think that there are strong
arguments to favor ΛQCD as a scale of damping of the parton distributions at small Q
2
h as was
proposed in [74].
So far, we discussed the case of leptonic variables. In section 5.2.1, it was mentioned that
the Compton peak in mixed variables is much less pronounced but present. The cross section
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in mixed variables has been integrated once, over yl, in (5.7)–(5.17). Only in one of the two
regions, in region I, the Q2h may become small. There, again the integration starts from Q
2
h
min
.
The minimal value of Q2h has been determined in (B.62). With the aid of (B.22), in the
ultra-relativistic limit in me it is y
max
l (Q
2
l ) = 1−M2Q2l /S2 and
Q2h
min
= Q2l (1− ymaxl + yh)
= xmy
2
h(1 + rxm)S ≈ xmy2hS. (8.17)
The corresponding kinematical singularity is located at xm → 0, yh → 0. The extreme value
of Q2h for mixed variables is scaled by a factor of the order of S/M
2 compared to the case
of leptonic variables and the peak is much less pronounced in the experimentally accessible
kinematical ranges.
8.5 Summary and outlook
In this article, we gave a comprehensive presentation of the O(α) leptonic QED corrections
to deep inelastic ep scattering. The detailed analysis of the kinematics of deep inelastic
scattering is of a general interest. It has been performed exactly in both the electron and
proton masses in order to scope both with extreme kinematical situations and the characteristic
singularities of the totally differential cross section. Then, for several sets of kinematical
variables semi-analytical integrations have been performed. The remaining two integrals for
leptonic variables have to be taken numerically while for mixed and Jaquet-Blondel variables
one integral remains. The hadronic case has been solved completely analytically. Most of the
results of this article have not been published before.
It was not the intention to cover all relevant radiative corrections.
Here we would like to mention which corrections have been left out of the presentation:
• Electroweak one loop corrections [16]. These have to be treated in the quark parton
model.
• The QED corrections which are not related to the lepton legs – the lepton-quark inter-
ference and the quarkonic radiation. Their calculation rests also on the quark parton
model. The corrections are known in leptonic variables [16] and in mixed variables [61].
In other variables they are under study.
• Within the LLA approach, there exist predictions for QED corrections also in other
variables; for an overview, see [78]. A semi-analytical, complete O(α) calculation in
these variables seems to be nontrivial.
• A discussion of the Monte-Carlo approach has been left out completely. For this topic,
we refer to the overviews given in [23, 24].
• Further, there is the wide field of higher order corrections. Their importance depends
on the variables chosen. For leptonic variables, They have certainly to be included in
certain regions of the phase space if an accuracy of one per cent or better is aimed at.
The soft photon exponentiation is part of this and the hard photon contributions beyond
O(α) are certainly needed in LLA. Partial solutions are obtained in [37, 76, 77, 78].
• Aiming at an accuracy of 1% or better, one has to concern about QCD corrections to
the parton distributions. This has been done in the HECTOR project [78].
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• Finally, one should mention that for many physical applications charged current scat-
tering has to be described with the same accuracy as the neutral current one. A lot of
theoretical work remains to be done here. So far we may refer only to [18, 32].
To summarize, in this article we treated the numerically largest QED radiative corrections
semi-analytically in several of the most important kinematical variables. This gives an im-
portant tool for a satisfactory description of fixed target and HERA data and the possibility
to estimate the corrections at much higher beam energies. The most important next (or
alternative) steps have been indicated.
Note added in March 1996.
We corrected misprints in the following formulae: (2.25), (A.23), (A.26).
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A Kinematics and phase space
A.1 Kinematics and phase space for section 3
Throughout this section, all definitions and relations are understood to be exact in the electron
and proton masses. The presentation follows [6].
Let us introduce the following kinematical λ-functions:
λk ≡ λ[−(p1 + k)2,−p21,−k2] = (yl − yh)2S2,
λS ≡ λ[−(p1 + k1)2,−p21,−k21] = S2 − 4m2M2,
λl ≡ λ[−(p1 + k2)2,−p21,−k22] = (1− yl)2S2 − 4m2M2,
λq ≡ λ[−(p1 +Ql)2,−p21,−Q2l ] = y2l S2 + 4M2Q2l ,
λh ≡ λ[−(p1 + p2)2,−p21,−p22] = y2hS2 + 4M2Q2h,
λτ ≡ λ[−(p1 + Λ)2,−p21,−Λ2] = (1− yh)2S2 − 4M2τ,
(A.1)
where
−Λ2 = τ = −(k2 + k)2 = z2 +m2 (A.2)
and
λ(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz
= (x− y − z)2 − 4yz
= [x− (√y +√z)2][x− (√y −√z)2]. (A.3)
In the proton rest system, ~p1 = 0, the following relations hold:
|~k| = 12M
√
λk, k
0 = S2M (yl − yh),
|~k1| = 12M
√
λS, k
0
1 =
S
2M ,
|~k2| = 12M
√
λl, k
0
2 =
S
2M (1− yl),
| ~Ql| = 12M
√
λq, Q
0
l =
S
2Myl,
|~p2| = | ~Qh| = 12M
√
λh, p
0
2 = M +
S
2Myh,
|~Λ| = 12M
√
λτ , Λ
0 = S2M (1− yh).
(A.4)
They may be derived with the aid of the relation [79]
4M2A|~pB|2 = λ[−(pA + pB)2,−p2A,−p2B]|~pA=0. (A.5)
Thus, to any of the momenta in the rest system of the proton corresponds one of the relativistic
invariant λ-functions. From (A.1) and (A.4) it follows that the invariants (3.1) totally fix the
spatial configuration of momenta of reaction (1.2) which in the proton rest system can be
drawn as a momentum tetrahedron; see figure 3.
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A.2 Kinematics for section 6
For the calculation of QED corrections to the photoproduction process sets of external and
integration variables are used which differ from the set yl, Q
2
l , yh, Q
2
h. Further, the infrared
singularity is treated in a different rest frame. For these reasons, some additional kinematical
relations are needed here. The presentation follows [6].
Let us introduce the following λ-functions:
λ′k ≡ λ[−p22,−(p2 + k)2,−k2] = (W 2 −M2h)2,
λ′1 ≡ λ[−(p1 − k2)2,−(p2 + k)2,−k21] = (S −Q2l )2 − 4m2W 2,
λ′2 ≡ λ[−(p1 + k1)2,−(p2 + k)2,−k22] = [(1− yl)S +Q2l ]2 − 4m2W 2
= (S −W 2 +M2)2 − 4m2W 2.
(A.6)
With the aid of them and of (A.5), the following relations may be found in the rest frame of
the compound system, which is defined by the condition ~kR + ~pR2 = 0:
|~kR| =
√
λ′k
2
√
W 2
, k0,R =
W 2 −M2h
2
√
W 2
,
|~kR1 | =
√
λ′1
2
√
W 2
, k0,R1 =
S −Q2l
2
√
W 2
,
|~kR2 | =
√
λ′2
2
√
W 2
, k0,R2 =
(1− yl)S +Q2l
2
√
W 2
.
(A.7)
The invariant mass of the compound system at rest is W 2 = −(k + p2)2.
A.3 Kinematics for section 7
In the approach of section 7 to the phase space, the first two integrations will be performed
over the photonic angles in the rest frame R of the (γe) compound system: ~ΛR = ~kR+~kR2 = 0.
For that purpose, the expressions for some four momenta and invariants are needed in that
system in order to finally express yl, Q
2
l , z1 in (2.40)–(2.42). The velocities which are used in
the infrared divergent part of the cross section are also calculated in the R frame.
The necessary λ-functions are:
λ′′k ≡ λ[−(Λ− k)2,−Λ2,−k2] = (τ −m2)2,
λ1 ≡ λ[−(Λ− k1)2,−Λ2,−k21] = (Q2h + z2)2 + 4m2Q2h,
λ2 ≡ λ[−(Λ− k2)2,−Λ2,−k22] = (τ −m2)2,
(A.8)
and the λτ has been introduced in (A.1).
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The four-momenta are:
|~kR| =
√
λ′′k
2
√
τ
, k0,R = τ −m2
2
√
τ
= z2
2
√
τ
,
|~kR1 | =
√
λ1
2
√
τ
, k0,R1 =
Q2h + τ +m
2
2
√
τ
,
|~kR2 | =
√
λ2
2
√
τ
, k0,R2 =
τ +m2
2
√
τ
,
|~pR1 | =
√
λτ
2
√
τ
, p0,R1 =
(1− yh)S
2
√
τ
.
(A.9)
In the R system the following cartesian coordinates are chosen: the z-axis be parallel to ~kR1
and the yz-plane spanned by the vectors ~kR1 , ~p
R
1 ; the angle between the z-axis and ~p
R
1 be ϑp.
Then it is:
k =
{
k0,R sin ϑR cosϕR, k
0,R sinϑR sinϕR, k
0,R cosϑR, k
0,R
}
, (A.10)
k1 =
{
0, 0, |~kR1 |, k0,R1
}
, (A.11)
k2 =
{
−k0,R sinϑR cosϕR, −k0,R sinϑR sinϕR, −k0,R cosϑR, k0,R2
}
, (A.12)
p1 =
{
0, |~pR1 | sinϑp, |~pR1 | cosϑp, p0,R1
}
. (A.13)
From these expressions, one may easily derive (7.9)–(7.12).
A.4 Some phase space parameterizations
A.4.1 The integral d3k2/2k
0
2
The following phase space integral has to be calculated in section 3.1:
I =
∫
d3k2
2k02
=
∫ |~k2|
2
dk02d cosϑdϕ. (A.14)
It is:
Q2l = −2m2 + 2k01k02 (1− β1β2 cosϑ12) . (A.15)
One has the freedom to identify ϑ12 = ϑ. In the rest system of the proton the formulae of
appendix A.1 may be used. It follows:
yl = 1− 2M
S
k02, S = 2Mk
0
1. (A.16)
These two relations allow to replace the energies introduced above by the invariants yl and
Q2l . The corresponding two three-momenta may also be expressed with the aid of A.4:
|~k1| =
√
λS
2M
, |~k2| =
√
λl
2M
. (A.17)
Inserting these relations into (A.14), one gets:
I =
πS
2
√
λS
∫
dyldQ
2
l . (A.18)
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A.4.2 The integral dΓk
In section 3.1, the following expression has to be simplified:
dΓk =
d~k
2k0
δ
[
(p1 +Qh)
2 +M2h
]
δ
[
Q2h − (p2 − p1)2
]
. (A.19)
With Ql = Qh + k it is in the proton rest system:
dΓk =
1
2
k0dk0 d cosϑγ dϕ δ
[
(p1 +Ql − k)2 +M2h
]
δ
[
Q2h − (Ql − k)2
]
=
1
2
k0dk0 d cosϑγ dϕ δ
[
(−M2 + 2p1(Ql − k) + (Ql − k)2 +M2h
]
δ
[
Q2h − (Ql − k)2
]
=
1
2
k0dk0 d cosϑγ dϕ δ
[
(−M2 + 2p1(Ql − k) +Q2h +M2h
]
δ
[
Q2h −Q2l + 2Qlk
]
=
1
2
k0
1
2M
dϕ
2|Ql|k0 =
dϕ
8M | ~Ql|
. (A.20)
Here ϕ is the angle between the planes defined by the three-momenta (~k1, ~k2) and (~k, ~p2), see
figure 3.
Now the integration over dz2 may be introduced with the aid of an auxiliary δ-function
δ(z2 + 2k2k):
dΓk =
dz2
8M | ~Ql|
dϕ δ(z2 + 2k2Ql − 2k2Qh). (A.21)
The following coordinate system will be chosen. The z axis is parallel to ~Ql. The vector ~k2
stays within the xz planeand has an angle ϑp with respect to the z axis. The projection of
the vector ~Qh = ~p2 into the xy plane has angle ϕ to the x axis, and the vector itself has the
angle ϑ with respect to the z axis. Then, it will be
~k2 · ~Qh = ~k2 · ~p2 = |~k2||~p2|(sinϑp sin ϑ cosϕ+ cosϑp cosϑ), (A.22)
and
dΓk =
dz2
16M | ~Ql||~k2||~p2|| sinϑp sin ϑ sinϕ|
≡ dz2
16M | ~Ql · (~k2 × ~p2)|
. (A.23)
The three-momenta used here and in the following may be calculated with the aid of the
λ-functions (A.1). The dΓk is related to the volume VT of the tetrahedron of momenta as
shown in figure 3:
VT ≡ 1
6
∣∣∣ ~Ql · (~k2 × ~p2)∣∣∣ = 1
24M
√
Rz . (A.24)
Explicitly,
VT =
1
6
{
~Q2l
~k22~p
2
2 − ~Q2l (~k2~p2)2 − ~k22(~p2 ~Ql)2 − ~p22( ~Ql~k2)2 + 2( ~Ql~k2)(~k2~p2)(~p2 ~Ql)
}1/2
. (A.25)
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The positive-definite function Rz in (A.24) is the Gram determinant of 4-vectors k1, p1,
k2, p2,
Rz ≡ −∆4(k1, p1, k2, p2) = −16
∣∣∣∣∣∣∣∣∣
k21 (k1p1) (k1k2) (k1p2)
(p1k1) p
2
1 (p1k2) (p1p2)
(k2k1) (k2p1) k
2
2 (k2p2)
(p2k1) (p2p1) (p2k2) p
2
2
∣∣∣∣∣∣∣∣∣
. (A.26)
It may be expressed by the G-function introduced in [79]:
Rz = − 1
16M4
G(λl, λh, λτ , λq, λS, λk). (A.27)
For further use, it is convenient to write Rz in a form which exhibits its explicit dependence
on z1 or z2:
Rz = −A1z21 + 2B1z1 − C1 ≡ −A2z22 + 2B2z2 − C2, (A.28)
A2 = λq ≡ A1, (A.29)
B2 =
{
2M2Q2l (Q
2
l −Q2h) + (1− yl)(ylQ2h − yhQ2l )S2 + S2(1)Q2l (yl − yh)
}
≡ − B1
{
(1)↔ −(1 − yl)
}
, (A.30)
C2 =
{
(1− yl)Q2h −Q2l [(1)− yh]
]2
S2 + 4m2
[
(yl − yh)(ylQ2h − yhQ2l )S2 −M2(Q2h −Q2l )2
}
≡ C1
{
(1)↔ −(1− yl)
}
, (A.31)
with the discriminant
Dz = B
2
1,2 − A1,2C1,2 =
1
64M4
λ(λS, λl, λq)λ(λq, λh, λk). (A.32)
With (A.24), the phase space takes the form
dΓk = 2× dz2
4
√
Rz
=
dz2
2
√
Rz
, (A.33)
where the overall factor of 2 at the right hand side corresponds to ϕ ∈ [0, π] ↔ z1(2) ∈
[zmin1(2), z
max
1(2) ]. The latter boundaries for the integration over z1(2) are derived in appendix B.1.
A.4.3 The compound phase space volume dΓγe
The following phase space integral has to be calculated in section 7.1:
I =
∫
dΓγe =
∫
d~k2
2k02
d~k
2k0
δ4(Λ− k2 − k)
=
∫
d~k2
2k02
δ[(Λ− k2)2] =
∫ |~k2|
2
dk02d cosϑdϕδ[(Λ− k2)2]. (A.34)
In the rest system of the (γe) compound one may use the expressions for the energies and
momenta (A.9). In this system, it is∫
dk02δ[(Λ− k2)2] =
∫
dk02δ(−τ −m2 + 2
√
τk02) =
1
2
√
τ
. (A.35)
With |~k2| =
√
λ2/2
√
τ and λ2 = λ(τ,m
2, 0) = (τ −m2)2, see appendix A.3, one gets:
I =
τ −m2
8τ
∫
d cosϑdϕ. (A.36)
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A.4.4 The integral d3p2/2p
0
2
In section 7.1, the following integral has to be calculated:
I =
∫
d4p2δ
(
p22 +M
2
h
)
δ
[
(p2 − p1)2 −Q2h
]
δ
[
(p2 − p1 − k1)2 + τ
]
= 2π
∫ |~p2|
2
dp02d cosϑδ
[
(p2 − p1)2 −Q2h
]
δ
[
(p2 − p1 − k1)2 + τ
]
. (A.37)
In the rest system of the proton it is τ = −(p2 − p1 − k1)2 = M2h + S − 2Mp02 + 2p2k1.
In appendix A.1, the expressions for the four-momenta p2 and k1 in this frame in terms of
invariants have been derived. It is −2p2k1 = −(
√
λhλS/2M
2) cosϑ + . . . This relation allows
to use the second of the δ-functions for the calculation of the integral over cosϑ:
∫
d cosϑδ
[
−(p2 − p1 − k1)2 + τ
]
=
2M2√
λhλS
. (A.38)
With |~p2| =
√
λh/2M and −(p2 − p1)2 + Q2h = −2Mp02 +M2 +M2h + Q2h, the last δ-function
allows to perform the integration over dp02 and one gets:
I =
π
2
√
λS
. (A.39)
A.4.5 Notations
Here, we confront some old and new notations. This may prove useful if someone tries to read
the preprints [4], [5]:
Sl = ylS, T = yhS, t = Q
2
h,
Q2 = Q2l , X = (1− yl)S, Y = Q2l ,
SX = S −X = ylS.
(A.40)
B Kinematic boundaries
We now come to the derivation of the many different kinematical boundaries which are con-
nected with the different choices of the integration variables and their sequential order. By
vmax(min)(V1, V2, . . .), the maximum (minimum) value of v will be denoted which may be taken
at fixed values of V1, V2, . . . Further, the extreme value of variable v is v¯; it depends only on S
and possibly on M,m.
The physical regions of invariants (3.1) may be found from the conditions of existence of
the momentum tetrahedron depicted in figure 3. This tetrahedron is defined by the triangles
∆(~k1,−~k2,−~Ql), ∆( ~Ql,−~p2,−~k), and ∆(~k1,−~Λ,−~p2) in the proton rest system. The areas of
these triangles are equal to
1
4
√
−λ(~k21, ~k22, ~Q2l ),
1
4
√
−λ( ~Q2l , ~p22, ~k2),
1
4
√
−λ(~k21, ~Λ2, ~p22),
correspondingly; they exist if
λ(~k21,
~k22, ~Q
2
l ) ≤ 0, λ( ~Q2l , ~p22, ~k2) ≤ 0, λ(~k21, ~Λ2, ~p22) ≤ 0. (B.1)
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With the expressions (A.1) for the squared three-momenta in terms of λ-functions, the follow-
ing boundary conditions are derived:
λ(λS, λl, λq) ≤ 0, λ(λq, λh, λk) ≤ 0, λ(λS, λτ , λh) ≤ 0. (B.2)
The boundary equation for the first condition is:
M2Q4l +Q
2
l ylS
2 +m2y2l S
2 − λSQ2l = 0. (B.3)
The boundary equation for the second condition is:
y2l S
2Q2h + y
2
hS
2Q2l −M2(Q2l −Q2h)2 − ylyh(Q2l +Q2h)S2 = 0. (B.4)
It is symmetric with respect to the interchanges (yl ↔ yh) and (Q2l ↔ Q2h).
The third boundary condition may be rewritten:
(2M2z2 + yhS
2 + 2M2Q2h)
2 − λSλh ≤ 0. (B.5)
The z2 is known to be positive definite (see appendix B.1.1). The maximal value z
max
2 (yh, Q
2
h)
of z2 at given values of (yh, Q
2
h) is one of the roots z
±
2 (yh, Q
2
h) of (B.5),
z±2 (yh, Q
2
h) =
1
2M2
[
−(yhS2 + 2M2Q2h)±
√
λSλh
]
, (B.6)
namely z+2 . It is positive definite if
M2Q4h +Q
2
hyhS
2 +m2y2hS
2 − λSQ2h ≤ 0. (B.7)
From the zero of (B.7) the third boundary equation results. By the replacements Q2h ↔ Q2l
and yl ↔ yh it transforms into the boundary equation of the first condition.
B.1 Boundaries for z1, z2
B.1.1 Boundaries for z1(2)(yl, Q
2
l , yh, Q
2
h)
Here we closely follow [6]. From (A.32) and (B.2) one may conclude Dz ≥ 0. The invariants
z1 and z2 are positive definite. This may be understood easiest from the general statement
that an invariant of the form I = −2pk is positive definite when the momenta p, k are on the
mass shell. One may also use an argument based on the photon energy in (A.9), which is
proportional to z2. For z1 the same property may be derived by a replacement of k2 in favour
of k1 in the arguments which lead to the lower boundary of z2 (i.e. in section A.3).
From (A.1) and (A.29) it follows A1,2 > 0. The Rz which is introduced in (A.24) and
rewritten in (A.28) is proportional to the volume of the tetrahedron in figure 3, i.e. it is also
positive definite. This volumee vanishes at the boundary values of the physical regions of the
invariants. Rewriting Rz,
Rz = λq
[
zmax1(2) − z1(2)
] [
z1(2) − zmin1(2)
]
, (B.8)
one may derive an expression for the boundary values of z1 and z2 at fixed values of yl, Q
2
l ,
yh, Q
2
h:
zmax,min1,2 (yl, Q
2
l ; yh, Q
2
h) =
B1,2 ±
√
Dz
Az
=
C1,2
B1,2 ∓
√
Dz
. (B.9)
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The Dz in the above relation must be positive. Since the z1(2) are positive definite, the B1(2)
must be positive, too. Finally, from the second equality in the above chain, the C1(2) are also
seen to be positive. In the ultra-relativistic approximation, the latter is also evident from
(A.31).
We mention here that the integration limits for z2 at fixed values of yh, Q
2
h will be derived
in appendix B.4 and at fixed yJB, Q
2
JB in appendix B.5. They are also influenced by the
photonic cuts, which are introduced for leptonic variables in section 6; see appendix B.1.2.
B.1.2 Boundaries for z1(2)(yl, Q
2
l , yh, Q
2
h) with photonic cuts
In section 5 we argued that cuts may be applied on the momentum of the bremsstrahlung
photon. This is of some interest in the case of leptonic variables in the region of small x and
large y. In this appendix, the necessary formulae will be derived.
We define the photonic cuts by the following conditions:
Eγ ≥ Em = E minγ ,
cos(θ minγ ) = cmin ≥ cos θγ ≥ cmax = cos(θ maxγ ). (B.10)
With these cuts, photons with an energy larger than E minγ and within a cone defined by
cos(θ max,minγ ) are excluded from the observed cross section.
Both experiments at HERA have a γ counter which may register photons with an energy
Eγ ≥ 1 GeV and an emission angle 0 ≤ θγ ≤ 0.5 mrad in the HERA laboratory system.
In order to incorporate the cuts (B.10) into the cross section calculations one needs two
invariants which depend exclusively on Eγ and θγ and, possibly, on Ee and Ep, the energies of
the electron and proton beams in the laboratory system.
One candidate is z1:
z1 = −2k1k = 2EeEγ(1− βe cos θγ), (B.11)
βe =
√√√√1− m2
E2e
. (B.12)
Another one may be found to be
Iγ = −2p1k = (yl − yh)S = 2EpEγ(1 + βp cos θγ), (B.13)
βp =
√√√√1− M2
E2p
. (B.14)
Dividing (B.11) by (B.13) one gets a first condition which is formulated completely in terms
of integration variables and measurable parameters. A second one may be obtained by elimi-
nating the cos θγ from (B.11) with the aid of (B.13):
zminc ≡ Ee(1− βecmin)Ep(1 + βpcmin)S(yl − yh) ≤ z1 ≤
Ee(1− βecmax)
Ep(1 + βpcmax)
S(yl − yh) ≡ zmaxc ,
zminE ≡ 2EeEm(1 + βeβp )−
Eeβe
Epβp
S(yl − yh) ≤ z1.
(B.15)
Taking into account z2 = z1 +Q
2
l −Q2h one may realize that (B.15) represents cut conditions
on the first integration variable.
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The actual modifications of the analytical integrations over z1(2) due to the cuts may be
found in D.1. After this first integration, the finite hard cross section part undergoes two nu-
merical integrations, which are not essentially affected by the cuts. Concerning the treatment
of the infrared singularity, nothing changes compared to the presentation in section 4. The
reason is simple. We subtracted from and added to the complete bremsstrahlung correction a
simplified expression, well adapted to the infrared problem. Now, in the presence of cuts, we
have the freedom to subtract and add the same expressions. Here, it is of importance that the
applied cuts do not influence the infrared behaviour since the contribution of hard photons is
manipulated.
Concluding,
zˆmax1 = min {zmax1 (yl, Q2l , yh, Q2h), zmaxc (Ee, Ep, cmax, yl, yh)} ,
zˆmin1 = max
{
zmin1 (yl, Q
2
l , yh, Q
2
h), z
min
c (Ee, Ep, cmin, yl, yh), z
min
E (Ee, Ep, yl, yh)
}
,
zˆ
min(max)
2 = z
min(max)
1 +Q
2
l −Q2h. (B.16)
B.1.3 Boundaries for z2(yh, Q
2
h)
The following boundaries are used for the calculation of cross sections in hadronic and Jaquet-
Blondel variables where the integration over τ is the third one. After two integrations over
photonic angles the ultra-relativistic approximations are justified and will be applied. For
given values of yh and Q
2
h, the upper limit of z2 is given in (B.6) while the lower one is zero;
compare the expression for k0,R in (A.9):
0 ≤ z2 ≤ xh(1− yh)S. (B.17)
The boundary values of z2 define also those for the variable τ when the latter is used as the
argument of the last integration at given values of either yh, Q
2
h or yJB, Q
2
JB.
B.2 Boundaries for leptonic variables
From now on, we will use the following notations for external variables: if a variable is maximal
or minimal as a function of the other one (and of S and the masses), the superscripts min or
max will be used to indicate this. Absolute extremes which depend only on S and the masses
get a bar.
The maxima and minima of an internal variable at fixed values of the other internal variable
and of the external variables get the subscripts I, III, and II, IV, respectively. In the figures
these functions are boundaries. If the integration order is changed the corresponding curves
in the figures get a different analytical meaning. This will become clear in the following
discussions of integration regions.
B.2.1 External variables El = (yl, Q2l )
We start with the derivation of absolute bounds for W 2.
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For the invariant hadronic mass M2h the lower limit is defined by the kinematical threshold
of hadron production, i.e. the mass of the lightest strongly interacting particle, the pion. The
upper limit of M2h , for a given W
2, may be derived from the expression for k0 in the rest
system (A.7). It is reached for k0 = 0:
(M +mπ)
2 ≤M2h ≤ W 2. (B.18)
The above inequality may also be interpreted as the absolute lower limit of W 2.
The upper bound for W 2 = −(p1 + k1 − k2)2 follows from a consideration of the defining
four momentum squared in the centre-of-mass system:
(M +mπ)
2 ≤W 2 ≤ W¯ 2 = (√s−m)2 ≡ (
√
S +M2 +m2 −m)2. (B.19)
One may eliminate W 2 from (B.19) with the aid of (6.2)6:
0 ≤ ylS −Q2l ≤
(√
S +M2 +m2 −m
)2 −M2. (B.20)
The boundary equation (B.3) originally depends on the variables we are interested in: yl and
Q2l . It may be pursued once more. The boundaries for yl at a given value of Q
2
l shall be
determined. The lower bound of yl results from (B.20); the upper limit is the solution of
(B.3):
yminl (Q
2
l ) =
Q2l
S
≤ yl ≤ ymaxl (Q2l ), (B.21)
where
ymaxl (Q
2
l ) =
1
2m2
[
1
S
√
λSλm −Q2l
]
≤ y¯l. (B.22)
Here the y¯l is the maximum of yl and may be determined by differentiation of (B.22) with
respect to Q2l :
y¯l =
S − 2mM
S
. (B.23)
The absolute minimum of Q2l is zero. The condition y
min
l (Q
2
l ) = y
max
l (Q
2
l ) is fulfilled at
Q2l = 0 and also at the absolute maximum of Q
2
l . It may be used for a determination of the
limits of the latter variable:
0 ≤ Q2l ≤
λS
S +M2 +m2
≡ Q¯2l . (B.24)
The physical region El = (Q2l , yl) is shown in figure 33.
B.2.2 External variables E ′l = (W 2, Q2l )
The bounds for W 2, (B.19), have been derived in the foregoing appendix.
Those for Q2l at a given value of W
2 may be obtained from (B.3) by replacing the yl by
W 2 with the aid of (6.2):
Q2l
max(min)
(W 2) =
S (S −W 2 +M2)− 2m2 (W 2 +M2)±
√
λSλ
′
2
2 (S +M2 +m2)
. (B.25)
From the lower limit in (B.25) the estimation of the lowest accessible Q2 (6.3) in the photo-
production region was derived.
The physical region E ′l = (W 2, Q2l ) is shown in figure 34.
6If not stated differently, the pion mass is neglected here and in the following.
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Figure 33: Physical region (Q2l , yl) for the cross section in leptonic variables.
Figure 34: Physical region (W 2, Q2l ) for the photoproduction process.
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B.2.3 Integration variables Il = (yh, Q2h)
For the hard photon corrections in leptonic variables, the last two integrations are numerically
performed over Il = (yh, Q2h). The hard part of the infrared divergent contribution is integrated
analytically; thereby the last integration is that over yh.
Inserting (6.5) into (B.18), one gets a first condition the left hand side of which is equivalent
to xh = 1:
0 ≤ yhS −Q2h ≤ W 2 −M2. (B.26)
The (B.4) defines a pair of intersecting straight lines :
Q2hI,II = Q
2
l +
S
2M2
(yl − yh)(ylS ±
√
λq). (B.27)
From the second relation, the lower bound of Q2h is obtained:
Q2h
min
(yh, yl, Q
2
l ) = Q
2
hII. (B.28)
The upper bound of Q2h depends on the actual value of yh. The two curves Q
2
h = yhS and
Q2h = Q
2
hI meet at the maximum value of Q
2
h which is reached at the following value of yh:
yhd(yl, Q
2
l ) =
yl(ylS +
√
λq) + 2Q
2
l r
ylS +
√
λq + 2M2
, (B.29)
r = M2/S. (B.30)
At yh > yhd it is Q
2
h
max
(yh, yl, Q
2
l ) = Q
2
hI.
The minimum of yh may be obtained from the equality Q
2
hII = yhS; see figure 35:
yminh (yl, Q
2
l ) =
yl(ylS −
√
λq) + 2Q
2
l r
ylS −
√
λq + 2M
2
. (B.31)
The maximum of yh at a fixed value of yl is equal to yl and independent of Q
2
l ; this may
be seen from the expression for k0 in (A.4). The infrared singularity is located at F(yl, Q2l ).
When calculating the hard part (4.13) of the infrared divergent cross section contribution, one
has to take into account an additional condition:
k0 ≥ ǫ > 0. (B.32)
In the approach to the phase space where the boundaries of this appendix are used the infrared
problem is treated in the proton rest frame. From the expression for k0 in (A.4) the following
modification of the integration boundary results:
ymaxh = yl → ymaxh (ǫ) = yl −
2ǫM
S
. (B.33)
The net physical region for Il = (yh, Q2h) is:
Q2hII ≤ Q2h ≤ yhS if yh ≤ yhd,
Q2hII ≤ Q2h ≤ Q2hI if yh ≥ yhd,
yminh (yl, Q
2
l ) ≤ yh ≤ ymaxh (ǫ).
(B.34)
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Figure 35: Integration region (yh, Q
2
h) for the cross section in leptonic variables.
When calculating the twofold integrals in (4.13) over the kinematical domain, which is
derived here, one will need the substitutions of
√
C1 and
√
C2 at the kinematical boundaries.
The square roots at (Q2h)I,II can be taken exactly:
√
C1(Q
2
hI) = (yl − yh)S

S
√
λq + ylS
2M2
+Q2l

 , (B.35)
√
C2(Q
2
hI) = (yl − yh)S

(1− yl)S
√
λq + ylS
2M2
−Q2l

 , (B.36)
√
C1(Q
2
hII) = (yl − yh)S

S
√
λq − ylS
2M2
−Q2l

 , (B.37)
√
C2(Q
2
hII) = (yl − yh)S

(1− yl)S
√
λq − ylS
2M2
+Q2l

 . (B.38)
The corresponding roots at Q2h = yhS may be taken in the ultra-relativistic approximation in
the electron mass; see the expressions (A.31). One arrives at the following absolute values:√
C1 ≃ S2|yh − xlyl(1 + yh − yl)|, (B.39)√
C2 ≃ S2|yh(1− yl)− xlyl(1− yh)|, (B.40)
which vanish inside the region of integration over yh, (B.34), at
yh1 =
xlyl(1− yl)
1− ylxl , (B.41)
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yh2 =
xlyl
1− yl(1− xl) , (B.42)
correspondingly. Within the kinematical limits of figure 35, the following inequalities hold:
yminh < yh1 < yh2 < yhd < y
max
h (ǫ). (B.43)
The integration region Il = (yh, Q2h) is shown in figure 35.
B.2.4 Integration variables I ′l = (M2h , Q2h)
The boundaries for M2h have been derived in (B.18):
(M +mπ)
2 ≤M2h ≤ W 2.
The infrared singularity is located at F(W 2, Q2l ). When calculating the hard part (4.13) of
the infrared divergent cross section contribution, one has to take into account the additional
condition for the photon energy (A.7):
k0,R =
W 2 −M2h
2
√
W 2
≥ ǫ > 0. (B.44)
This condition may be transformed into the following modification of the upper bound of M2h :
(M +mπ)
2 ≤M2h ≤ W 2 − 2ǫ
√
W 2. (B.45)
The limits of the variable Q2h for given values of W
2,M2h , Q
2
l will be derived now. For that
purpose, one has to replace in (B.4) the yl with (6.2) by W
2 and Q2l and the yh with (6.5) by
M2h and Q
2
h and solve the resulting inequality for Q
2
h in terms of M
2
h , Q
2
l ,W
2 [7]:
Q2hI,II = Q
2
h
max(min)
(W 2,M2h , Q
2
l ) =
1
2W 2
[(
W 2 −M2h
) (
ylS ±
√
λq
)
+ 2M2hQ
2
l
]
. (B.46)
The two straight lines meet in the infrared point while the two extreme values of Q2h at given
external variables are reached for M2h = (M +mπ)
2.
The physical region I ′l = (M2h , Q2h) is shown in figure 36.
B.2.5 Integration variables I ′′l = (xh, Q2h)
For the discussion of the Compton peak we need the integration boundaries for the variables
xh and Q
2
h where the latter has to be integrated over first.
Using in (B.4) the relation yh = Q
2
h/(xhS), one immediately arrives at the boundaries for
Q2h at given values of xh, yl, Q
2
l :
Q2hI,II = Q
2
h
max(min)
(yl, Q
2
l , xh) =
xh(xhylS −Q2l )(ylS ±
√
λq) + 2Q
2
l (xhM)
2
2[xhylS −Q2l + (xhM)2]
. (B.47)
At the lower limit of xh the two curves Q
2
hI,II meet; see figure 37. From (B.47) one derives
that this is realized if xh = xl, which is at the same time the infrared point. The upper limit
for xh may be got by rewriting (6.5) and inserting (B.18):
Q2h/xh −Q2h =M2h −M2 ≥ mπ(2M +mπ). (B.48)
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Figure 36: Integration region (M2h , Q
2
h) for the cross section in leptonic variables.
Figure 37: Integration region (xh, Q
2
h) for the cross section in leptonic variables.
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Neglecting here the pion mass, the absolute maximum of xh is evidently equal to one:
xl ≤ xh ≤ 1, (B.49)
Taking the pion mass into account, the value xh = 1 is forbidden; in fact xh = 1 corresponds
to the kinematics of the elastic channel.
The integration region Il = (yh, Q2h) is shown in figure 37.
B.3 Boundaries for mixed variables
B.3.1 External variables Em = (yh, Q2l )
The boundaries for Q2l are the same as in the case of leptonic variables; see (B.24):
0 ≤ Q2l ≤
λS
S +M2 +m2
≡ Q¯2l .
The maximum of yh in the two-dimensional distribution [yh(Q
2
l ); yl(yh, Q
2
h, Q
2
l )] is, inde-
pendent of the value of Q2l , equal to yl. Thus, its absolute maximum is given by the value for
ymaxl (Q
2
l ) of (B.22). The minimal value of yh(Q
2
l ) may be obtained by studying the functional
dependence of yminh (yl, Q
2
l ) in (B.34) on yl. The extremum is reached at yl = y
max
l (Q
2
l ). The
explicit expressions are:
yminh (Q
2
l ) ≤ yh ≤ ymaxh (Q2l ), (B.50)
where
yminh (Q
2
l ) =
Q2l
(√
(ymaxl S)
2 + 4M2Q2l − ymaxl S
)
S
[√
(ymaxl S)
2 + 4M2Q2l + y
max
l S − 2Q2l
]
=
Q2l
(√
λm +Q
2
l
) (
S −√λS
)
S
(√
λm −Q2l
) (
S +
√
λS −Q2l −
√
λm
) ≤ Q2l
S
, (B.51)
ymaxh (Q
2
l ) =
1
2m2
[
1
S
√
λSλm −Q2l
]
≤ y¯l. (B.52)
At the right hand side of (B.51), the ymaxl stands for y
max
l (Q
2
l ) [see (B.22)] and
λm = Q
2
l
(
Q2l + 4m
2
)
. (B.53)
The second part of (B.51) has been obtained from the identity
√
(ymaxl S)
2 + 4M2Q2l =
1
2m2
(
S
√
λm −Q2l
√
λS
)
.
The two curves ymaxh (Q
2
l ) and y
min
h (Q
2
l ) meet each other at Q
2
l = Q¯
2
l as defined in (B.24).
With the variables Em one may define a corresponding set of scaling variables:
Q2m = Q
2
l , ym ≡ yh, xm =
Q2l
−2p1Qh =
Q2l
yhS
. (B.54)
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Figure 38: Physical region (yh, Q
2
l ) for the cross section in mixed variables; lower part for
xm > 1, upper part for xm < 1.
Here the mixed variable xm is defined from both leptonic and hadronic variables, while
ym is defined exclusively by the hadronic kinematics. For yhS ≥ Q2l , the scaling variable xm
fulfills 0 ≤ xm ≤ 1, while at yhS ≤ Q2l it is xm ≥ 1.
Values of x which are larger than 1 seem to be exceptional. Nevertheless they are physical
in the case of xm. This statement may be checked e.g. by reproducing the phase space
volume (C.7) in mixed variables.
The physical region Em = (Q2l , yh) is shown in figure 38.
In the kinematical region with xm > 1 it is ensured that Q
2
l − Q2h > 0 since yhS =
Q2h +M
2
h −M2 < Q2l . Thus, the infrared point may not be reached and only the radiative
process is possible. The equality in (B.51) is realized for ymaxl S = Q
2
l ; then it is y
min
h S = Q
2
l .
B.3.2 Integration variables Im = (yl, Q2h)
The complete analytical integration of the hard part of the infrared divergent cross section
will be performed first over Q2h and then over yl. We consider only the case xm ≤ 1 explicitly.
As in the case of leptonic variables, the bounds for Q2h at given values of yl, yh, Q
2
l may be
derived from (B.26) and (B.27), and figure 39. The Q2h
max
(yl, yh, Q
2
l ) is either equal to Q
2
hI or
to yhS; both curves meet at the value yld:
yld =
1
2
yh
[
1 + xm + (1− xm)
√
1 +
4r
yh
]
, (B.55)
with r =M2/S.
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The lower bound Q2h
min
(yl, yh, Q
2
l ) is equal to Q
2
hII:
Q2hI,II = Q
2
l +
S
2M2
(yl − yh)(ylS ±
√
λq).
The upper bound for yl is dependent only on Q
2
l ; see (B.22):
ymaxl (Q
2
l ) =
1
2m2
[
1
S
√
λSλm −Q2l
]
.
The lower bound for yl is reached at the infrared singularity F(yh, Q2l ). In the calculation of
the hard part (4.13) of the infrared divergent cross section contribution one has to take into
account an additional condition:
k0 ≥ ǫ > 0. (B.56)
The infrared problem is treated in the proton rest frame. Corresponding to (A.4), this condi-
tion may be transformed into the following modification of the integration boundaries (B.34):
yminl = yh → yminl (ǫ) = yh +
2ǫM
S
. (B.57)
The integration boundaries are:
Q2hII ≤ Q2h ≤ yhS if yl ≥ yld,
Q2hII ≤ Q2h ≤ Q2hI if yl ≤ yld,
yminl (ǫ) ≤ yl ≤ ymaxl (Q2l ).
(B.58)
The integration region Im = (yl, Q2h) is shown in figures 39 and 40.
In appendix D.3.3, the square roots of the functions C1 and C2 will be needed. In ap-
pendix B.2.3, we discussed these roots at the integration boundaries for the case of leptonic
variables. Here, exactly the same discussion applies with inclusion of the relations (B.35)–
(B.40). Although, there is one modification which concerns the location of the zeros of C1 and
C2 at the boundary Q
2
h = yhS. Differing from the leptonic case here they are at some values
of yl for fixed external values of yh and Q
2
l :
yl1 = 1 + yh −
1
xm
,
yl2 = 1− xm(1− yh). (B.59)
They satisfy the inequalities
yl1 < yh < yld < yl2 < y
max
l , (B.60)
if additionally the condition yh < 1/(1+ r) is fulfilled. In this case, the yl1 does not belong to
the physical interval (yh, yl
max) of variation of yl, see figure 39.
We only mention that one needn’t know the values of the roots of C1 and C2 on the fourth
boundary since the integration is performed along its direction in the phase space.
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Figure 39: Integration region (yl, Q
2
h) for the cross section in mixed variables, xm ≤ 1.
Figure 40: Integration region (yl, Q
2
h) for the cross section in mixed variables, xm > 1.
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B.3.3 Integration variables I ′m = (Q2h, yl)
Here the boundaries for the integration of the hard, infrared finite part of the bremsstrahlung
cross section are derived. In this case, the integrals over yl are performed analytically in
appendix D.4. The last one over Q2h has to be done numerically.
The lower limit of yl at fixed values of Q
2
l , yh, and Q
2
h may be found from (B.4):
yminl (yh, Q
2
h, Q
2
l ) =
1
2Q2h
[
yh(Q
2
l +Q
2
h) +
1
S
|Q2l −Q2h|
√
λh
]
. (B.61)
There is only one solution if xm > 1 since then it is definitely Q
2
l > Q
2
h. For the more common
case xm < 1 the solution has two branches. Geometrically, they coincide with the curves
Q2hI,II in figure 39. The two curves (B.61) meet at the infrared point F(yl, Q2h). This point
marks the lowest allowed value for yl since yl ≥ yh; see (A.4). There is no need to exclude
the infrared singularity from the integration boundary, since the integrand has been regulated
there. The upper limit ymaxl (yh, Q
2
h;Q
2
l ) of yl does not depend on yh or Q
2
h and is as derived
earlier [see (B.22)]:
ymaxl (Q
2
l ) =
1
2m2
[
1
S
√
λSλm −Q2l
]
≤ y¯l.
The upper limit of Q2h derives from the inequality M
2
h ≥ M2 together with (6.5). It is
independent of the actual value of Q2l : Q
2
h
max
(yh, Q
2
l ) = yhS. The curves y
min
l (yh, Q
2
h, Q
2
l ) and
ymaxl (Q
2
l ) meet at Q
2
h = Q
2
h
min
; this condition may be used for the calculation of Q2h
min
(yh, Q
2
l ):
Q2h
min
(yh, Q
2
l ) = Q
2
l +
S
2M2
(ymaxl − yh)
[
ymaxl S −
√
(ymaxl S)
2 + 4M2Q2l
]
= Q2l −
S (ymaxl − yh)
(
Q2l +
√
λm
)
S +
√
λS
. (B.62)
Taking all the above conditions together, the physical region for the integration variables
is found:
Q2h
min
(yh, Q
2
l ) ≤ Q2h ≤ yhS,
yminl (yh, Q
2
l , Q
2
h) ≤ yl ≤ ymaxl (yh, Q2l , Q2h).
(B.63)
For the analytical integration over yl in appendix D.4, we need the expressions for the
roots of C1 and C2 at the integration boundaries.
At ymaxl , they are:
√
C1(ymaxl ) =
√
λS[Q
4
l + 2m
2(Q2l +Q
2
h)]−
√
λmS(Q
2
l + 2m
2yh)
2m2
, (B.64)
√
C2(ymaxl ) =
√
λS[Q
2
lQ
2
h + 2m
2(Q2l +Q
2
h)]−
√
λmS(Q
2
h + 2m
2yh)
2m2
, (B.65)
√
λq(ymaxl ) =
S
√
λm −
√
λSQ
2
l
2m2
. (B.66)
Since the lower boundary of yl has two branches, the roots have different analytical ex-
pressions there and the integration region has to be divided into two subregions:
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• Region I: Q2l ≥ Q2h
• Region II: Q2l ≤ Q2h
The following relations hold:
√
C1(yminl )
I
=
(Q2l −Q2h)
[
2SQ2h −Q2l (yhS +
√
λh)
]
2Q2h
, (B.67)
√
C2(yminl )
I
=
(Q2l −Q2h)
[
2SQ2h −Q2h(yhS −
√
λh)
]
2Q2h
, (B.68)
√
λq(y
min
l )
I
=
yhS(Q
2
l −Q2h) + (Q2l +Q2h)
√
λh
2Q2h
, (B.69)
√
C1(y
min
l )
II
=
(Q2h −Q2l )
[
2SQ2h −Q2l (yhS −
√
λh)
]
2Q2h
, (B.70)
√
C1(yminl )
II
=
(Q2h −Q2l )
[
2SQ2h −Q2h(yhS +
√
λh)
]
2Q2h
, (B.71)
√
λq(yminl )
II
=
yhS(Q
2
h −Q2l ) + (Q2l +Q2h)
√
λh
2Q2h
. (B.72)
All these roots are positive definite. Again, the values of the roots at the fourth boundary are
not needed since the integration is performed along its direction.
B.4 Boundaries for hadronic variables
B.4.1 External variables Eh = (yh, Q2h)
The physical region of Eh = (yh, Q2h) may be derived from the boundary condition (B.7) and
from the inequality
0 ≤ yhS −Q2h = W 2 −M2 ≤ W¯ 2 −M2, (B.73)
where W¯ 2 may be taken from (B.19). This proceeds exactly as in the case of the leptonic
variables, by a replacement of (yl, Q
2
l ) by (yh, Q
2
h) everywhere in the argumentations.
One gets for Eh the following physical region:
0 ≤ Q2h ≤ λSS +M2 +m2 ≡ Q¯
2
h,
yminh (Q
2
h) =
Q2h
S ≤ yh ≤ ymaxh (Q2h),
(B.74)
where
ymaxh (Q
2
h) =
1
2m2
[
1
S
√
λSQ
2
h(Q
2
h + 2m
2)−Q2h
]
≤ y¯h. (B.75)
Here, the y¯h is the maximal possible value of yh:
y¯h =
S − 2mM
S
. (B.76)
The physical region Eh = (Q2h, yh) coincides with that for the case of leptonic variables,
which is shown in figure 33.
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B.4.2 Integration variables Ih = (yl, Q2l )
Similar to the case of the mixed variables, for the determination of the hard part of the infrared
divergent contribution we first integrate over Q2l and afterwards over yl. This will be done in
appendix D.3.4.
Two bounds forQ2l at given values of yl, yh, Q
2
h may be derived from (B.27) by interchanging
yl with yh and Q
2
l with Q
2
h as was indicated in connection with (B.4),
Q2l I,II = Q
2
h +
S
2M2
(yl − yh)
(
±
√
λh − yhS
)
, (B.77)
and two others from (B.3),
Q2l III,IV =
1
2M2
[
(1− yl)S2 − 4m2M2 ±
√
λSλl
]
. (B.78)
As may be seen in figure 41, the absolute maximum y¯l of yl divides the curved boundary into
two parts. The y¯l is defined in (B.23). It is the root of λl: λl(y¯l) = 0. Thus, the two curves
Q2l III,IV meet there. Further, the minimum of yl at given yh is equal to yh and independent of
Q2h.
When calculating the hard part (4.13) of the infrared divergent cross section contribution,
one has to take into account an additional condition:
k0 ≥ ǫ > 0. (B.79)
The infrared problem is treated in the proton rest frame. With the expression for k0 in (A.4),
this condition may be transformed into the following modification of the lower bound for yl:
yminl = yh → yminl (ǫ) = yh +
2ǫM
S
. (B.80)
For a complete definition of the integration region one needs yet the points where each of the
two straight boundaries meets one of the two curved. The points yl3 and yl2 are determined
from the conditions Q2l II = Q
2
l IV and Q
2
l I = Q
2
l III, respectively:
yl2(3) =
[(1− yh)(S ±
√
λS + 2yhS)S − 2M2(Q2h + 2m2)](
√
λh ∓ yhS)
2S[(1− yh)(
√
λh ∓ yhS)S ± 2M2(Q2h +m2)]
∓ 2M
2Q2h[(1− 2yh)S ∓
√
λS]
2S[(1− yh)(
√
λh ∓ yhS)S ± 2M2(Q2h +m2)]
. (B.81)
In the ultra-relativistic approximation,
yl2 ≈
2S + yh(
√
λh − yhS)− 2rQ2h
2S +
√
λh − yhS
, (B.82)
yl3 ≈ yh +
2rQ2h
yhS +
√
λh
. (B.83)
The integration limits may be summarized as follows:
Q2l
min
(yl, yh, Q
2
h) = Q
2
l II if y
min
l (ǫ) ≤ yl ≤ yl3,
Q2l
min
(yl, yh, Q
2
h) = Q
2
l IV if yl3 ≤ yl ≤ y¯l,
Q2l
max
(yl, yh, Q
2
h) = Q
2
l I if y
min
l (ǫ) ≤ yl ≤ yl2,
Q2l
max
(yl, yh, Q
2
h) = Q
2
l III if yl2 ≤ yl ≤ y¯l.
(B.84)
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Figure 41: Integration region (yl, Q
2
l ) for the cross section in hadronic variables.
The integration region Ih = (yl, Q2l ) is shown in figure 41. The infrared divergence is
located at F(yh, Q2h).
In the course of the integrations, the values of the roots of C1 and C2 are needed at the
boundaries. They may be determined exactly:
√
C1(Q
2
l I,II) = (yl − yh)S
[
(1− yl + yh)S
√
λl ∓ yhS
2M2
∓Q2h
]
, (B.85)
√
C2(Q
2
l I,II) = (yl − yh)S
[
(1− yh)S
√
λl ∓ yhS
2M2
±Q2h
]
, (B.86)
√
C1(Q
2
l III,IV) = −
1
2M2
{√
λS
[
(1− yl + yh)(1− yl)S2 − 2M2(Q2h + 2m2)
]
±
√
λl
[
(1− yl + yh)S2 − 4m2M2
]}
, (B.87)
√
C2(Q
2
l III,IV) =
1
2M2
{√
λS
[
(1− yl)(1− yh)S2 − 4m2M2
]
±
√
λl
[
(1− yh)S2 − 2M2(Q2h + 2m2)
]}
. (B.88)
B.4.3 Integration variables I ′h = (Q2l , yl)
Here, the boundaries for the integration over leptonic variables will be derived for the case
where the integration over yl is performed before that over Q
2
l . This is needed in appendix D.4
and will be used for the calculation of the finite hard part of the cross section. We remind that
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in this case the boundaries for yl are the same as in the case of the mixed variables. Thus,
the minimal value of yl for given values of Q
2
l , yh, and Q
2
h is given by (B.61),
yminl (yh, Q
2
h, Q
2
l ) =
1
2Q2h
[
yh(Q
2
l +Q
2
h) +
1
S
|Q2l −Q2h|
√
λh
]
,
and the maximal value by (B.22):
ymaxl (yh, Q
2
h, Q
2
l ) =
1
2m2
[
1
S
√
λSλm −Q2l
]
≤ y¯l.
For fixed yh, Q
2
h, one may see in figure 41 that y
max
l and y
min
l are equal for the extreme values
of Q2l . Solving the resulting equation, one gets:
Q2l
min(max)
(yh, Q
2
h) =
Q4h
(
S ∓√λS
) (
S ∓√λS − yhS ∓
√
λh
)
2S
(
yhS ∓
√
λh
)
(Q2h +m
2yh) + 4M2Q
2
h(Q
2
h +m
2)
. (B.89)
Concluding, the physical region of I ′h = (Q2l , yl) is:
Q2l
min
(yh, Q
2
h) ≤ Q2l ≤ Q2l max(yh, Q2h),
yminl (Q
2
l ; yh, Q
2
h) ≤ yl ≤ ymaxl (Q2l ; yh, Q2h).
(B.90)
B.4.4 Variables in section 7: Eh = (yh, Q2h), Ih = (τ)
In this section, we restrict ourselves to the ultra-relativistic approximation.
The physical region for the external variables is as derived in section B.4.1:
0 ≤ yh ≤ 1,
0 ≤ Q2h ≤ yhS.
(B.91)
The limits for τ = z2 + m
2 at given values of yh and Q
2
h follow from those for z2 which
are derived in appendix B.1.3. For the case of the hard photon contribution to the infrared
singular cross section part one has also to take into account the condition
k0 ≥ ǫ > 0. (B.92)
The infrared problem is treated in the rest frame of the (γe) compound system. There, this
condition may be fulfilled by the demand
z2 ≥ z¯2 = 2mǫ. (B.93)
The boundaries are then:
m2 + 2mǫ ≤ τ ≤ m2 + xh(1− yh)S ≈ xh(1− yh)S. (B.94)
At the lower boundary, one has to retain the influence of the electron mass in order to ensure
the positive definiteness of the phase space measure and to prevent unphysical singularities
during the integrations.
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B.5 Boundaries for Jaquet-Blondel variables: EJB = (yJB, Q2JB),
IJB = (τ)
In this section, we restrict ourselves to the ultra-relativistic approximation. The definitions of
the Jaquet-Blondel variables are:
yJB = yh, (B.95)
Q2JB = N (~p2⊥)2. (B.96)
The normalization N has to be adjusted such that in the limiting case of the Born kinematics
it will hold Q2JB = Q
2
h. We will immediately see that
N = 1
1− yh + . . . , (B.97)
where the dots stand for some terms proportional to m2 and M2. An exact expression for
Q2JB in terms of yh, Q
2
h, τ may be obtained in the rest frame of the proton. In the momentum
tetrahedron of figure 3 it is ~k1 − ~p2 = ~Λ. In this system, these three three-vectors span a
triangle whose area may be expressed in two ways:
1
2
|~k1||~p2⊥| =
√
−1
4
λ(~k1
2
, ~p2
2, ~Λ2). (B.98)
The three three-vectors squared are expressed by invariants in (A.4):
(~p2⊥)2 = − 1
4M2λS
λ(λS, λh, λτ ). (B.99)
With this expression, the Q2JB is determined after the normalization has been adjusted such
that for z2 = 0 the Q
2
JB becomes Q
2
h:
Q2JB = Q
2
h
[Q2h − yh(Q2h + z2)]S2 −M2(Q2h + z2)2 −m2λh
(1− yh)Q2hS2 −M2Q4h −m2λh
. (B.100)
If the electron mass is neglected the Q2JB becomes
Q2JB =
(1− yh)Q2h − yhz2 − (Q2h + z2)2r/S
(1− yh)−Q2hr/S
, (B.101)
where it is r =M2/S. Neglecting also the proton mass, one finally obtains
Q2JB = Q
2
h −
yh
1− yhz2. (B.102)
The hadronic and Jaquet-Blondel–transferred momentum squares are related by yh = yJB
and the additional variable z2. This property may be used for a derivation of the kine-
matical boundaries. We start from the hadronic integration limits which were derived in
appendix B.4.4. A chain of simple changes of the integration region allows a derivation of the
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boundary values for Jaquet-Blondel variables:
Γ3 =
S∫
0
dQ2h
1∫
Q2
h
/S
dyh
(1−yh)Q2h/yh∫
0
dz2 =
1∫
0
dyh
yhS∫
0
dQ2h
(1−yh)Q2h/yh∫
0
dz2
=
1∫
0
dyh
(1−yh)S∫
0
dz2
yhS∫
yhz2/(1−yh)
dQ2h =
1∫
0
dyJB
(1−yh)S∫
0
dz2
yhS−yhz2/(1−yh)∫
0
dQ2JB
=
1∫
0
dyJB
yhS∫
0
dQ2JB
(1−xJB)(1−yJB)S∫
0
dz2 =
S∫
0
dQ2JB
1∫
Q2
JB
/S
dyJB
(1−xJB)(1−yJB)S∫
0
dz2.
(B.103)
Thus, we derived:
0 ≤ Q2JB ≤ S, (B.104)
Q2JB
S
≤ yJB ≤ 1, (B.105)
m2 + 2mǫ ≤ τ ≤ m2 + (1− xJB)(1− yJB)S
≈ (1− xJB)(1− yJB)S. (B.106)
Here we took into account that the lower bound for the τ integration is modified in case of the
hard contribution to the infrared singular part; see the corresponding remarks in the foregoing
appendix.
The physical region EJB = (Q2JB, yJB) is shown in figure 42.
C The phase space volume
In the above appendices, many boundaries for external variable sets and for integration vari-
ables have been introduced in different combinations of variables and in different order. A
useful tool for numerical checks of the correctness of all these boundaries is the integral over
the phase space volume, which must be identical for all the different presentations.
The phase space volume (3.9) is calculated now in terms of the variables which were
introduced for the study of the photoproduction process:
Γ =
πS2
4
√
λS
∫
dyl dQ
2
l dyh dQ
2
h
dz2(1)√
Rz
=
π
4
√
λS
∫ (√s−m)2
(M+mpi)2
dW 2
∫ Q2max
l
Q2min
l
dQ2l
∫ W 2
(M+mpi)2
dM2h
∫ Q2max
h
Q2min
h
dQ2h
∫ zmax2
zmin2
dz2√
Rz
. (C.1)
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Figure 42: Physical region (Q2JB, yJB) for the cross section in Jaquet-Blondel variables.
The boundaries for z2 are (B.9), those for Q
2
h are (B.46), and those for Q
2
l are (B.25). We first
apply (D.2). Next, the integration over Q2h yields∫
dQ2h = Q
2
h
max −Q2hmin, (C.2)
which together with the result of the first integration and with (A.29), A2 = λq, leads to
fortunate cancellations:
Γ =
π
4
√
λS
∫
dW 2 dQ2l dM
2
h
W 2 −M2h
W 2
. (C.3)
The two subsequent integrals over M2h and Q
2
l are also trivial; after neglecting mπ:
Γ =
π
8s
∫
dW 2
(W 2 −M2)2
W 2
√
(s−W 2 +M2)2 − 4m2W 2. (C.4)
The last integration yields
Γ =
π2
8S
{√
λS
6
[
s2 + 10m2s− 5M2s +m4 − 5m2M2 − 2M4
]
−
[
m2s(s+m2 − 2M2) + 1
2
(s+m2)M4
]
ln
s+m2 −M2 +√λS
s +m2 −M2 −√λS
+
1
2
(s−m2)M4 ln
(
s−m2 +M2 +√λS
) (
s−m2 −M2 +√λS
)
(
s−m2 +M2 −√λS
) (
s−m2 −M2 −√λS
)
}
, (C.5)
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with s = S +m2 +M2. Neglecting the electron mass m one gets
Γ ≈ π
2
8s
[
1
6
(s2 − 5sM2 − 2M4)(s−M2) + sM4 ln s
M2
]
, (C.6)
and after a subsequent neglection of the proton mass
Γ ≈ π
2
48
s2. (C.7)
D Tables of integrals for the approach of section 3
D.1 First series of z1(2)-integrals
This first series of integrals over z1 or z2 is used for the common treatment of the cross section
in leptonic, mixed, and hadronic variables. The first integration is over z1 or z2. It corresponds
to the angular integration over the angle ϕ of the photon in the rest system of the proton as
discussed in A.1. At this stage of the integration, there is no infrared problem. The necessary
integrals are:
[A]z = 1
π
∫ zmax
1(2)
zmin
1(2)
dz1(2)√
RZ
A, (D.1)
[1]z =
1√
A1,2
, (D.2)
[
1
z1(2)
]
z
=
1√
C1(2)
, (D.3)

 1
z21(2)


z
=
B1(2)
C
3/2
1(2)
. (D.4)
Using the relation z1 = z2 +Q
2
h −Q2l , one may derive
1
z1z2
=
1
Q2h −Q2l
(
1
z2
− 1
z1
)
, (D.5)
and thus reduce the corresponding integral type to known ones. The functions A,B,C are
defined in (A.29)–(A.31). The integration boundaries z
max(min)
1(2) may be found in (B.9).
In appendix B.1.2, we perform the integration over z1(2) with dedicated cuts for the photonic
energy and scattering angle. In this case, the above table of integrals becomes modified:
[1]zˆ = −
1
π
√
λq
asin
B1(2) − z1(2)λq√
Dz
|zˆ, (D.6)
[
1
z1(2)
]
zˆ
=
1
π
√
C1
asin
z1(2)B1(2) − C1(2)
z1(2)
√
Dz
|zˆ, (D.7)

 1
z21(2)


zˆ
=
1
πC1
√
Rz(z1(2))
z1(2)
|zˆ + B1(2)
C1(2)
[
1
z1(2)
]
zˆ
. (D.8)
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In the table, the abbreviation
|zˆ ≡
∣∣∣∣zˆmax1(2)zˆmin
1(2)
(D.9)
is used, where the boundaries zˆmin,max1(2) have been derived in B.1.2. Further, we use (A.28) in
the slightly rewritten form (B.8) and a similar relation holds for Dz:
Dz = 4sW
2
[
Q2l
max
(W 2)−Q2l
] [
Q2l −Q2l min(W 2)
]
×
[
Q2h
max
(W 2, Q2l ,M
2
h)−Q2h
] [
Q2h −Q2hmin(W 2, Q2l ,M2h)
]
. (D.10)
D.2 The integrals for the infrared problem
For the angular integration,
[A]ξ = 1
2
∫ 1
−1
dξA, (D.11)
one needs the following integrals which are calculated with account of the exact kinematics:
[1]ξ = 1, (D.12)[
1
1− βiξ
]
ξ
=
1
2βi
ln
1 + βi
1− βi , (D.13)[
1
(1− βiξ)2
]
ξ
=
1
1− β2i
, (D.14)
[
ln(1− ξ2)
]
ξ
= 2 ln 2− 2, (D.15)[
ln(1− ξ2)
1− βiξ
]
ξ
= ln 2
1
βi
ln
1 + βi
1− βi +
1
2βi
[
Li2
(
2βi
βi − 1)
)
− Li2
(
2βi
βi + 1
)
)]
, (D.16)
[
ln(1− ξ2)
(1− βiξ)2
]
ξ
=
1
1− β2i
(
2 ln 2− 1
βi
ln
1 + βi
1− βi
)
. (D.17)
Since the definition of the velocities βi depends on the lorentz system, some of the above
integrals do so.
Further, integrals over the Feynman parameter α are used:
[A]α =
∫ 1
0
dαA. (D.18)
The first one is [
1
−k2α
]
α
= 2Lm. (D.19)
with
−k2α = Q2α(1− α) +m2, (D.20)
and the Lm is defined in (4.29). Due to the invariance of −k2α, the integral (D.19) is relativistic
invariant.
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A second integral of the type (D.18) occurs in (4.23). It depends on the system in which
it is calculated:[
1
βα(−k2α)
ln
1− βα
1 + βα
]
α
=
2
Q2 + 2m2
SΦ, (D.21)
SΦ = 1
2
(
Q2 + 2m2
) ∫ 1
0
dα
βα(−k2α)
ln
1− βα
1 + βα
. (D.22)
The exact answer for this type of integrals may be found following the hints in [8]. For the
proton rest system, the explicit result in the ultra-relativistic limit is (4.31). For the case of
photoproduction, which was calculated in another rest system, the exact expression has been
calculated numerically. Finally, we mention that for the case of the (γe) rest frame, which
was used e.g. in the case of Jaquet-Blondel variables, the kinematical simplifications are such
that the SΦ-function need not be introduced; see section 7.3.
D.3 The second and third integrations for δIRhard
In this appendix, integrals over (first) Q2 and (then) y are collected. They are used for the
calculation of the hard part of the infrared divergent cross section contribution.
D.3.1 Leptonic variables
The necessity to work out the absolute values in (B.39)–(B.40) explicitly for a subsequent
integration over yh forces us to perform the integrations in the following four regions separately:
Region I : yminh < yh < yh1, Q
2
hII ≤ Q2h ≤ yhS,
Region II : yh1 < yh < yh2, Q
2
hII ≤ Q2h ≤ yhS,
Region III : yh2 < yh < yhd, Q
2
hII ≤ Q2h ≤ yhS,
Region IV : yhd < yh < y
max
h (ǫ), Q
2
hII ≤ Q2h ≤ Q2hI.
We introduce now the operation
{A}Qz = S
∫ min{Q2
hI
,yhS}
Q2
hII
dQ2h[A]z, (D.23)
where the operation [A]z is defined in (D.1).
The integrals {A}Qz in the regions I–IV are:
{
Q2l
z1z2
}I
Qz
=
1
ylh
ln
b
(−a1)(−a2) , (D.24){
m2
z21
}I
Qz
=
{
m2
z22
}I
Qz
= 0, (D.25)
{
Q2l
z1z2
}II
Qz
=
1
ylh
(
ln
Q2l
m2
+ ln
a1
−a2
)
, (D.26)
{
m2
z21
}II
Qz
=
1
ylh
, (D.27)
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{
m2
z22
}II
Qz
= 0, (D.28)
{
Q2l
z1z2
}III
Qz
=
1
ylh
(
2 ln
Q2l
m2
+ ln
a1a2
b
)
, (D.29)
{
m2
z21
}III
Qz
=
{
m2
z22
}III
Qz
=
1
ylh
, (D.30)
{
Q2l
z1z2
}IV
Qz
=
2
ylh
ln
Q2l
m2
, (D.31)
{
m2
z21
}IV
Qz
=
{
m2
z22
}IV
Qz
=
1
ylh
, (D.32)
with
a1 = (1− ylxl)(yh − yh1),
a2 = [1− yl(1− xl)](yh − yh2),
b = (yh − xlyl)2(1− yl − xlylr),
ylh = yl − yh. (D.33)
Now we define the third integration over yh:
(A)yQz =
∫ yh1
ymin
h
dyh {A}IQz +
∫ yh2
yh1
dyh {A}IIQz +
∫ yhd
yh2
dyh {A}IIIQz +
∫ ymax
h
(ǫ)
yhd
dyh {A}IVQz .
(D.34)
The result of this:(
Q2l
z1z2
)
yQz
= ln
Q2l
m2
ln
y2l (1− xl)2(1− yl)S2
4M2ǫ2(1− ylxl)[1− yl(1− xl)]
+
1
2
ln2(1− yl)− 1
2
ln2
[
1− yl(1− xl)
1− ylxl
]
− Li2
[
1− yl
(1− ylxl)[1− yl(1− xl)]
]
− Li2(1), (D.35)(
m2
z21
)
yQz
= ln
yl(1− xl)S
2Mǫ(1 − ylxl) , (D.36)(
m2
z22
)
yQz
= ln
yl(1− xl)(1− yl)S
2Mǫ[1 − yl(1− xl)] . (D.37)
From (D.35)–(D.37), (4.35) follows immediately.
D.3.2 Leptonic variables. Photoproduction
The first integration of (4.5) with Q2 = Q2l , is over z2. Then, one has to integrate (4.12),
which becomes (5.4) for leptonic variables, over Q2h within the integration region as shown in
figure 36. We begin with these two integrations:
{A}Qz ≡
∫ Q2max
h
Q2min
h
dQ2h[A]z, (D.38)
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where the boundaries of the integration over Q2h are (B.46), and the [A]z is defined and
calculated in appendix D.1. Two such twofold integrals have to be performed:{
Q2l
z1z2
}
Qz
=
1
W 2 −M2h
1
β
Lβ, (D.39)
{
m2
z21
}
Qz
=
{
m2
z22
}
Qz
=
1
W 2 −M2h
. (D.40)
The Lβ and β are defined in (6.8). There is only one third integration:{
1
W 2 −M2h
}
M
≡
∫ M2max
h
M2min
h
dM2h
1
W 2 −M2h
= ln
W 2 − (M +mπ)2
2ǫ
√
W 2
. (D.41)
The boundaries for this integration are (B.45). After three integrations, we finally arrive
at (6.7).
D.3.3 Mixed variables
W consider the case xm ≤ 1. From the discussion of the roots of C1 and C2 in appendix B.3.2
it may be seen that there are three integration regions:
Region I : yminl (ǫ) < yl < yld, Q
2
hII ≤ Q2h ≤ Q2hI,
Region II : yld < yl < yl2, Q
2
hII ≤ Q2h ≤ yhS,
Region III : yl2 < yl < y
max
l , Q
2
hII ≤ Q2h ≤ yhS,
with Q2hI,II given by (B.27).
Using the definition (D.23) for {A}Qz, one gets the following results in the three regions
I–III: {
Q2l
z1z2
}I
Qz
=
2
ylh
ln
Q2l
m2
, (D.42)
{
m2
z21
}I
Qz
=
{
m2
z22
}I
Qz
=
1
ylh
, (D.43)
{
Q2l
z1z2
}II
Qz
=
1
ylh
[
2 ln
Q2l
m2
+ ln
[1− xm(1 + yh − yl)](yl2 − yl)
(1− xm)2(1− yl − xlylr)
]
, (D.44)
{
m2
z21
}II
Qz
=
{
m2
z22
}II
Qz
=
1
ylh
, (D.45)
{
Q2l
z1z2
}III
Qz
=
1
ylh
[
ln
Q2l
m2
+ ln
1− xm(1 + yh − yl)
yl − yl2
]
, (D.46)
{
m2
z21
}III
Qz
=
1
ylh
, (D.47)
{
m2
z22
}III
Qz
= 0. (D.48)
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The third integration is defined by
(A)yQz =
∫ yld
ymin
l
(ǫ)
dyl{A}IQz +
∫ yl2
yld
dyl{A}IIQz +
∫ ymax
l
yl2
dyl{A}IIIQz. (D.49)
The results of the integrations are:
(
Q2l
z1z2
)
yQz
= ln
Q2l
m2
ln
(1− yh)2(1− xm)S2
4ǫ2M2
+ ln(1− yh) ln(1− xm)
− 1
2
ln2(1− xm)− Li2
[
xm(1− yh)
xm − 1
]
, (D.50)
(
m2
z21
)
yQz
= ln
(1− yh)S
2ǫM
, (D.51)
(
m2
z21
)
yQz
= ln
(1− yh)(1− xm)S
2ǫM
. (D.52)
From (D.50)–(D.52), (4.36) immediately follows.
D.3.4 Hadronic variables
For the hadronic variables one has to integrate δIRhard over the kinematical region of figure 41.
With the aid of the boundary conditions which are derived in appendix B.4.2 the integration
region may be split into the following three subregions:
Region I : yminl (ǫ) ≤ yl ≤ yl3, Q2l II ≤ Q2l ≤ Q2l I,
Region II : yl3 ≤ yl ≤ yl2, Q2l IV ≤ Q2l ≤ Q2l I,
Region III : yl2 ≤ yl ≤ y¯l, Q2l IV ≤ Q2l ≤ Q2l III.
The operation {A}Qz is defined as follows:
{A}Qz = S
∫ min{Q2
lI,Q
2
lIII}
max{Q2
lII
,Q2
lIV
}
dQ2l [A]z. (D.53)
The integrals {A} in the three regions I–III are:
{
Q2h
z1z2
}I
Qz
=
2
ylh
ln
Q2h
m2
, (D.54)
{
m2
z21
}I
Qz
=
1
ylh(1− ylh)
, (D.55)
{
m2
z22
}I
Qz
=
1− yl
ylh(1− yh)
, (D.56)
{
Q2h
z1z2
}II
Qz
=
1
ylh
[
2 ln
Q2h
m2
+ ln
(1− yl)(2 +
√
λh/S − yh)
[2(1− yl) +
√
λh/S + yh](1− yh − xhyhr)
]
, (D.57)
{
m2
z21
}II
Qz
=
1
ylh(1− ylh)
, (D.58)
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{
m2
z22
}II
Qz
=
1− yl
ylh(1− yh)
, (D.59)
{
Q2h
z1z2
}III
Qz
=
1
ylh
[
ln
Q2h
m2
+ ln
(1− yl)2
xhyhr − (1− yl)(1− ylh)
]
, (D.60)
{
m2
z21
}III
Qz
= 0, (D.61)
{
m2
z22
}III
Qz
=
1− yl
ylh(1− yh)
. (D.62)
The third integration is:
(A)yQz =
∫ yl3
ymin
l
(ǫ)
dyl{A}IQz +
∫ yl2
yl3
dyl{A}IIQz +
∫ y¯l
yl2
dyl{A}IIIQz. (D.63)
And the results of the integrations are
(
Q2h
z1z2
)
yQz
= ln
Q2h
m2
ln
(1− yh)2S2
4ǫ2M2
+ Li2(1− yh)− Li2(1), (D.64)
(
m2
z21
)
yQz
= ln
(
S
2ǫM
1− yh
yh
)
, (D.65)
(
m2
z22
)
yQz
= ln
(1− yh)S
2ǫM
− 1. (D.66)
From (D.64)–(D.66), (4.37) follows immediately.
D.4 The second integration for δFR. Mixed and hadronic variables
When performing the integration over yl at given values of yh, Q
2
h, and Q
2
l within the limits
yl
min and yl
max, one faces eleven types of integrals which should be treated separately in
regions I and II of figure 39.
For details of their definitions see the appendices B.3.3 for the case of mixed and B.4.3 for
hadronic variables.
The integrals are:
[A]y = S
∫ ymax
l
ymin
l
dylA. (D.67)
Integrals for region I with Q2l > Q
2
h:

 1√
λq


I
y
= ln
(
Q2h
yhQ
2
l
)
, (D.68)
[
1√
C1
]I
y
=
1
Q2l
ln

Q
2
l
m2
(
1− yhQ
2
l
Q2h
)
(
1− Q
2
h
Q2l
)

 , (D.69)
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[
1√
C2
]I
y
=
1
Q2h
ln

 1− yh
1− Q
2
h
Q2l

, (D.70)
[
yl√
C1
]I
y
=
Q2h − yhQ2l
Q4l
(
2− Q
2
l
Q2h
)
+
Q2l −Q2h + yhQ2l
Q2l
[
1√
C1
]I
y
, (D.71)
[
yl√
C2
]I
y
=
Q2h − yhQ2l
Q4h
+
Q2h −Q2l + yhQ2l )
Q2h
[
1√
C2
]I
y
, (D.72)
[√
C1
]I
y
= S2(Q2h − yhQ2l )2
(
Q2l
2Q4h
+
1
Q2l
− 1
Q2h
)
, (D.73)
[√
C2
]I
y
= S2(Q2h − yhQ2l )
(
−yhQ
2
l
2Q2h
+
Q2l
Q2h
− 1
2
)
, (D.74)
[
m2
C
3/2
1
]I
y
=
Q2l
2S2(Q2h − yhQ2l )(Q2l −Q2h)2
, (D.75)
[
m2
C
3/2
2
]I
y
= 0, (D.76)
[
m2yl
C
3/2
1
]I
y
=
Q2l −Q2h + yhQ2l
2S2(Q2h − yhQ2l )(Q2l −Q2h)2
, (D.77)
[
m2yl
C
3/2
2
]I
y
= 0. (D.78)
Integrals for region II with Q2l < Q
2
h:[
1√
λq
]II
y
= ln
(
1
yh
)
, (D.79)
[
1√
C1
]II
y
=
1
Q2l
ln


1− yhQ
2
l
Q2h
1− Q
2
l
Q2h

 , (D.80)
[
1√
C2
]II
y
=
1
Q2h
ln

 Q
2
l (1− yh)
m2
(
1− Q
2
l
Q2h
)

 , (D.81)
[
yl√
C1
]II
y
=
1− yh
Q2l
+
Q2l −Q2h + yhQ2l
Q2l
[
1√
C1
]II
y
, (D.82)
[
yl√
C2
]II
y
=
(1− yh)(2Q2l −Q2h)
Q4h
+
Q2h −Q2l + yhQ2l
Q2h
[
1√
C2
]II
y
, (D.83)
[√
C1
]II
y
= (1− yh)S2
[
Q2h −
(1 + yh)Q
2
l
2
]
, (D.84)
[√
C2
]II
y
= (1− yh)2S2
[
Q4l
Q2h
−Q2l +
Q2h
2
]
, (D.85)
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[
m2
C
3/2
1
]II
y
= 0, (D.86)
[
m2
C
3/2
2
]II
y
=
1
2(1− yh)(Q2l −Q2h)2S2
, (D.87)
[
m2yl
C
3/2
1
]II
y
= 0, (D.88)
[
m2yl
C
3/2
2
]II
y
=
Q2h −Q2l + yhQ2l
2Q2h(1− yh)(Q2l −Q2h)2S2
. (D.89)
E Tables of integrals for section 7
E.1 The cosϑR, ϕR-integrals
The integrals are defined as follows:
[A]ϕR =
1
2π
∫ 2π
0
dϕRA, (E.1)
[1]ϕR = 1, (E.2)
[1− yl]ϕR = A, (E.3)[
(1− yl)2
]
ϕR
= A2 +
1
2
B2. (E.4)
The following abbreviations are used:
A =
1
2τ
{
(1− yh)(τ +m2) + z2√
λ1
[
Q2h − z2 − yh(Q2h + τ +m2)
]
cosϑR
}
, (E.5)
B =
z2
2τS
√
λτ sin ϑp sin ϑR. (E.6)
After applying these exact formulae, in a second step the following integrals are applied:
[A]ϑR =
1
2
∫ 1
−1
A, (E.7)
[1]ϑR = 1, (E.8)
[cosϑR]ϑR = 0, (E.9)[
1
z1
]
ϑR
=
τ
z2
1√
λ1
ln
Q2h + τ +m
2 +
√
λ1
Q2h + τ +m
2 −√λ1
, (E.10)
[
1
z21
]
ϑR
=
τ
z2
1
m2z2
. (E.11)
In ultra-relativistic approximation:
ln
Q2h + τ +m
2 +
√
λ1
Q2h + τ +m
2 −√λ1
≈ Lτ , (E.12)
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and [
1
z1
]
ϑR
≈ 1
Q2τ
Lτ . (E.13)
The Lτ and Q
2
τ are defined in (7.16) and (7.17), respectively.
The twofold integrals over the two photon angles, J R[A] = (τ −m2)/(4πτ) ∫ dΩRA, with
A = 1/z1 and A = 1/z21 agree exactly with those which have been calculated for bremsstrah-
lung problems in e+e− annihilation in [80].
E.2 The third integration for δIRhard
In the integration of the infrared divergent part of the cross section we use the following
regularized integrals for the integration of the hard, finite contributions in hadronic variables:
[A]hz =
∫ τmax
z¯2
dz2A, (E.14)
with z¯2 = 2mǫ, and τ
max = Q2h(1− yh)/yh, see (B.94).
In the case of Jaquet-Blondel variables, the upper boundary differs:
[A]JBz =
∫ τmax
z¯2
dz2A, (E.15)
with τmax = (1− xJB)(1− yJB)S, see (B.106).
The integrals are:
[
1
z2
]h
z
= ln
(
Q2h
2mǫ
1− yh
yh
)
, (E.16)
[
Lτ
z2
]h
z
= 2 ln
Q2h
m2
ln
(
Q2h
2mǫ
1− yh
yh
)
− 1
2
ln2
(
Q2h
m2
1− yh
yh
)
− 2Li2
(
1− 1
yh
)
− Li2(1),
(E.17)[
1
z2
]JB
z
= ln
(1− xJB)(1− yJB)S
2mǫ
, (E.18)
[
Lτ
z2
]JB
z
= 2 ln
Q2JB
m2
ln
(1− xJB)(1− yJB)S
2mǫ
− 1
2
ln2
(1− xJB)(1− yJB)S
m2
− 2Li2 (1−XJB)− Li2(1), (E.19)
where
XJB =
1− xJB(1− yJB)
xJByJB
. (E.20)
The regular integrals may be found in appendix E.3.
E.3 The third integration for δFR
A second series of integrals over z2 is used in order to perform analytically even the last, third
integration in case of hadronic variables. Here, this integration corresponds to an integral over
the invariant mass τ ; see the discussion in section 7.4.
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The finite integrals over z2 or, equivalently, over τ , are defined as follows:
[A]hτ =
∫ τmax
m2
dτA, (E.21)
[A]JBτ =
∫ τmax
m2
dτA. (E.22)
Here, at the upper integration limit the ultra-relativist approximation may be applied: τmax ≈
zmax2 = Q
2
h(1−yh)/yh in the case of hadronic variables, and τmax ≈ zmax2 = (1−xJB)(1−yJB)S
in the case of Jaquet-Blondel variables.
The integrals are:
[1]hτ = Q
2
h
1− yh
yh
, (E.23)
[
1
τ
]h
τ
= ln
(
Q2h
m2
1− yh
yh
)
, (E.24)
[
1
τ 2
]h
τ
=
1
m2
, (E.25)
[
1
Q6τ
]h
τ
=
1
2
(1− y2h)
1
Q4h
, (E.26)
[
1
Q4τ
]h
τ
= (1− yh) 1
Q2h
, (E.27)
[
1
Q2τ
]h
τ
= ln
1
yh
, (E.28)
[Lτ ]
h
τ =
Q2h
yh
{
2 ln
1
yh
+ (1− yh)
[
2ln
Q2h
m2
− ln
(
Q2h
m2
1− yh
yh
)
− 1
]}
, (E.29)
[
Lτ
Q2τ
]h
τ
= ln2 yh − ln yhlnQ
2
h
m2
+ Li2
(
1
yh
)
− Li2(1), (E.30)
[
Lτ
Q4τ
]h
τ
=
1
Q2h
[
−(1− 2yh) ln yh + (1− yh)
(
ln
(
Q2h
m2
yh
1− yh
)
+ 2
)]
, (E.31)
[
Lτ
Q6τ
]h
τ
=
1
2Q4h
[
−(1− 2y2h) ln yh + (1− y2h)ln
(
Q2h
m2
yh
1− yh
)
+ (1− yh)(2 + yh)
]
.
(E.32)
Further,
[
1
τ
]JB
τ
= ln
(1− xJB)(1− yJB)S
m2
, (E.33)
[
Lτ
Q2τ
]JB
τ
= (1− yJB)
[
ln2XJB + lnXJB ln
Q2JB
m2(1− yJB) + Li2(XJB)− Li2(1)
]
, (E.34)
where the XJB is defined in (E.20).
105
F Leading logarithmic approximations
In the leading logarithmic approximation, the O(α) corrections consist of initial state radia-
tion, final state radiation, and the Compton peak contribution,
d2σR
dxdy
=
d2σi
dxdy
+
d2σf
dxdy
+
d2σC
dxdy
, (F.1)
where the latter contribution exists only for leptonic and mixed variables. For leptonic vari-
ables it is numerically important:
d2σC
dxldyl
=
α3
xlS
[
1 + (1− yl)2
]
ln
Q2l
M2
1∫
xl
dz
z2
z2 + (xl − z)2
xl(1− yl)
∑
f
[qf (z, Q
2
l ) + q¯f (z, Q
2
l )] .
(F.2)
The other two cross sections have the following structure:
d2σa
dxdy
=
1∫
0
dz
[
α
2π
(
ln
Q2a
m2
)
1 + z2
1− z
]
θ(z − z0)J (x, y, Q2) d
2σ0
dxdy
∣∣∣∣∣
x=xˆ,y=yˆ,S=Sˆ
− d
2σ0
dxdy

 .
(F.3)
For the different sets of variables, the definitions of the xˆ, yˆ, Sˆ, as well as the lower integration
boundary z0, differ. For leptonic variables, they are well-known since long; see, e.g. [17, 77].
For the cases of mixed and Jaquet-Blondel variables, they have been derived in [74] and for
further sets of variables in [76] where also the formulae for higher order LLA corrections with
soft photon exponentiation are collected and numerically discussed.
The formulae which were used for our comparisons in section 8.2 may be found in table 1.
In the case of Jaquet-Blondel variables, the hadronic final state is treated totally inclusive.
Thus, in accordance with the Kinoshita-Lee-Nauenberg theorem [81] there is no LLA correc-
tion from final state radiation. One should also mention that a gauge invariant separation of
initial and final state radiation is possible for the leading logarithmic corrections but not for
the complete order O(α).
In (F.3), it is
xˆ =
Qˆ2
yˆSˆ
, (F.4)
J (x, y, Q2) =
∣∣∣∣∣∂(xˆ, yˆ)∂(x, y)
∣∣∣∣∣ , (F.5)
xˆ(z0) = 1. (F.6)
From the last equation, the lower integration boundary derives.
More details on LLA corrections in a large variety of variables may be found in [78].
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Initial state radiation Final state radiation
Variables leptonic Jaquet-Blondel mixed leptonic Jaquet-Blondel mixed
yˆ
z + y − 1
z
y
z
y
z
z + y − 1
z – y
Sˆ zS zS zS S – S
Qˆ2 zQ2
1− y
1− y/zQ
2 zQ2
Q2
z –
Q2
z
Table 1: The definition of scaling variables for the different leading logarithmic cross sections.
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