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Abstract
We establish Kamenev-type criteria and interval criteria for oscillation of the second-order scalar
differential equation (p(t)x∆(t))∆+q(t)x(σ (t)) = 0 on a measure chain. Our results cover those for
differential equations and provide new oscillation criteria for difference equations. Several examples
are given to show the significance of the results.
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1. Introduction
In this paper, we study the self-adjoint second-order scalar equation(
p(t)x∆(t)
)∆ + q(t)x(σ(t))= 0 (1.1)
on a measure chain T, that is, on a nonempty closed subset T of R, the set of real numbers.
We assume throughout that p,q ∈ Crd(T,R) with p(t) > 0. This guarantees that any initial
value problem associated with Eq. (1.1) has a unique solution existing on the whole mea-
sure chain T. Without loss of generality we assume throughout that 0 ∈ T and supT = ∞
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and difference equations, namely(
p(t)x ′(t)
)′ + q(t)x(t) = 0 (1.2)
with T the interval R+ := [0,∞), and
∆(pn∆xn) + qnxn+1 = 0 (1.3)
with T = N0, the set of nonnegative integers.
Numerous oscillation and nonoscillation criteria have been established for Eqs. (1.2)
and (1.3), see, for example, [3,4,9,13,14,16–25]and references therein. Many of the criteria
involve the integral of q(t) or the sum of qn and hence require information concerning the
equation on the whole set R+ or N.
For instance, for Eq. (1.2) with p ≡ 1, define Q(t) = ∫ t0 q(s) ds. Then three well-known
conditions which guarantee that all solutions of Eq. (1.2) oscillate are as follows:
(A1) lim
t→∞Q(t) dt = ∞ (Fite [13]),
(A2) lim
t→∞
1
t
t∫
0
Q(s) ds = ∞ (Wintner [25]),
(A3) −∞ < lim inf
t→∞
1
t
t∫
0
Q(s) ds < lim sup
t→∞
1
t
t∫
0
Q(s) ds ∞ (Hartman [14]).
Coles [5] and Willett [24] and many others extended these criteria by considering a
weighted average of the integral of q in the form
Qφ(t) =
t∫
0
φ(s)Q(s) ds
/ t∫
0
φ(s) ds.
Kamenev [17] gave another condition for the oscillation of Eq. (1.2), i.e.,
(A4) lim sup
t→∞
1
tn
t∫
0
(t − s)nq(s) ds = ∞, n > 1.
We can easily see that (A1) and (A2) imply (A4) with n = 2. We should note that (A4)
with n = 1 alone is not sufficient for the oscillation of Eq. (1.2), see Hartman [14].
The Kamenev criterion has been extended by several authors. Among them, Philos [22]
obtained new results on oscillation by replacing the kernel function (t − s)n by a gen-
eral class of functions H(t, s) satisfying certain assumptions. This class of functions is as
follows: Let H : D ≡ {(t, s): t  s  t0} → R be a continuous function such that
H(t, t) = 0 for t  t0 and H(t, s) > 0 for t > s  t0, (1.4)
and has a continuous and nonpositive partial derivative Hs(t, s) on D with respect to the
second variable. Moreover, let h :D → R be a continuous function with
Hs(t, s) = −h(t, s)
√
H(t, s) for all (t, s) ∈ D.
The following is the main result of Philos [22].
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any t0  0,
lim sup
t→∞
1
H(t, t0)
t∫
t0
[
H(t, s)q(s)− 1
4
h2(t, s)
]
ds = ∞.
Then Eq. (1.2) is oscillatory.
Clearly, the Kamenev criterion is the special case of Proposition 1.1 where H(t, s) =
(t − s)n for n > 1.
Another direction of extensions is from a consideration of the Sturm separation theorem
which implies that oscillation of Eq. (1.2) can be regarded as an interval property. More
precisely, if there exists a sequence of subsets [ai, bi] of [0,∞), ai → ∞ as i → ∞, such
that for each i there is a nontrivial solution of Eq. (1.2) which has at least two zeros in
[ai, bi], then every solution of Eq. (1.2) is oscillatory, no matter what the behavior of the
coefficients of Eq. (1.2) is on the remaining parts of [0,∞). This idea was used by Kong
[18] to establish interval criteria for oscillation of the general Eq. (1.2) for the case that
p(t) > 0, not necessarily p(t) ≡ 1. As a result of the interval criteria, the following gives
an improvement of Philos’ result in [18].
Proposition 1.2. Let H :D → R satisfy (1.4) and
Ht(t, s) = h1(t, s)
√
H(t, s) and Hs(t, s) = −h2(t, s)
√
H(t, s)
for some locally integrable functions h1 and h2. Assume that for any l  0,
lim sup
t→∞
t∫
l
[
H(s, l)q(s) − 1
4
p(s)h21(s, l)
]
ds > 0
and
lim sup
t→∞
t∫
l
[
H(t, s)q(s)− 1
4
p(s)h22(t, s)
]
ds > 0.
Then Eq. (1.2) is oscillatory. In particular, let p ≡ 1. Assume there exists r > 1 such that
for any l  0,
lim sup
t→∞
1
tr−1
t∫
l
(s − l)rq(s) ds > r
2
4(r − 1)
and
lim sup
t→∞
1
tr−1
t∫
l
(t − s)rq(s) ds > r
2
4(r − 1) .
Then Eq. (1.2) is oscillatory.
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for the difference equation (1.3), under certain upper-bound assumptions on 1/p, see Chen
and Erbe [3,4]. Recently, such criteria have already been obtained by Erbe [6], Erbe and Pe-
terson [10], for Eq. (1.1) on measure chains. There are also other results on the oscillation
of Eq. (1.1) on measure chains, see [2,7,8,11,12]. However, to the best of our knowledge,
the Kamenev-type and interval criteria for oscillation have not been well-developed for the
difference equation (1.3) in the literature. This is because the Riccati equation, which plays
a key role in the proofs of the results for Eq. (1.2), has a different structure for Eq. (1.3)
which prevent simple extensions of the existing work for the continuous case.
In this paper, we will take the challenge of extending the work by Philos [22] and by
Kong [18] to the general equation (1.1) on measure chains. With careful discussions on the
Riccati variable and the Riccati equation, we will establish Kamenev-type criteria as well
as interval criteria for Eq. (1.1). Obviously, our results will cover those for the differential
equation (1.2) as a special case. We will apply our results to the discrete case to get an
entirely new set of oscillation criteria for the difference equation (1.3). Several examples
will be given to show the significance of the results.
Before stating the main results, we recall the following concepts related to measure
chains for the convenience of the reader. For further knowledge on measure chains, the
reader is referred to [1,2,7,15] and references therein.
Definition 1.1. Let T be a measure chain with the inherited Euclidean topology. For t ∈ T
we define the forward-jump operator σ and the backward-jump operator ρ on T by
σ(t) := inf{s ∈ T: s > t} and ρ(t) := sup{s ∈ T: s < t},
where inf∅ := supT and sup∅ := infT. If σ(t) > t , t is said to be right-scattered; other-
wise, it is right-dense. If ρ(t) < t , t is said to be left-scattered; otherwise, it is left-dense.
We also define σk(t) = σ(σ k−1(t)) and ρk(t) = ρ(ρk−1(t)) for t ∈ T and k = 2,3, . . . .
Finally, the graininess function µ :T → [0,∞) is defined by µ(t) := σ(t) − t .
Definition 1.2. For f :T → R and t ∈ T (if t = supT, assume t is not left-scattered), define
the ∆-derivative f∆(t) of f (t) to be the number, provided it exists, with the property that,
for any  > 0, there is a neighborhood U of t such that∣∣[f (σ(t))− f (s)]− f∆(t)[σ(t) − s]∣∣ ∣∣σ(t) − s∣∣
for all s ∈ U . For n > 1, the nth ∆-derivative of f (t) is defined by f ∆n(t) := (f ∆n−1)∆(t).
We say that f is ∆-differentiable on T provided f ∆(t) exists for all t ∈ T.
It is easily seen that if f :T → R is continuous at t ∈ T and t is right-scattered, then
f ∆(t) = f (σ(t)) − f (t)
σ (t) − t .
Note that if T = Z, the set of integers, then
f ∆(t) = ∆f (t) = f (t + 1) − f (t).
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f ∆(t) = f ′(t) = lim
s→t
f (t) − f (s)
t − s .
The following formula involving the graininess function is valid for all points at which
f ∆(t) exists:
f
(
σ(t)
)= f (t) + f∆(t)µ(t). (1.5)
Definition 1.3. Let f :T → R be a function. We say that f is rd-continuous if it is con-
tinuous at each right-dense point in T and lims→t− f (s) exists as a finite number for all
left-dense points t ∈ T. We denote by Crd(T,R) the set of all rd-continuous functions
f :T → R.
Definition 1.4. If F∆(t) = f (t), then we define the integral of f on [a, b] ∩T by
b∫
a
f (τ )∆τ = F(b)− F(a),
and
∫∞
a f (τ )∆τ = limb→∞
∫ b
a f (τ )∆τ .
It has been shown that if f is rd-continuous on [a, b] ∩ T, then ∫ ba f (τ )∆τ exists.
Note that
∫ b
ρ(b)
f (τ )∆τ = f (ρ(b))(b − ρ(b)), we see that the single value f (b) has no
contribution to the integral.
The next are integration by parts formulae on measure chains:
b∫
a
f
(
σ(t)
)
g∆(t)∆t = [f (t)g(t)]b
a
−
b∫
a
f ∆(t)g(t)∆t (1.6)
and
b∫
a
f (t)g∆(t)∆t = [f (t)g(t)]b
a
−
b∫
a
f ∆(t)g
(
σ(t)
)
∆t. (1.7)
A solution x = x(t) of Eq. (1.1) is said to have a generalized zero at t∗ ∈ T if
x(t∗)x(σ (t∗)) 0, and it is said to be nonoscillatory on T if there exists τ ∈ T such that
x(t)x(σ (t)) > 0 for t > τ . Otherwise, it is oscillatory. It is well-known that either all solu-
tions of Eq. (1.1) are oscillatory or none are, so Eq. (1.1) may be classified as oscillatory
or nonoscillatory.
2. Kamenev-type criteria
In this section we establish generalized Kamenev-type criteria for the oscillatory be-
havior of Eq. (1.1). Our approach to the oscillation problems of Eq. (1.1) is based largely
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x(t)x(σ (t)) > 0 for t ∈ [t0,∞)∩ T with t0 ∈ R+. We let
u(t) = p(t)x
∆(t)
x(t)
. (2.1)
Then for t ∈ [t0,∞) ∩ T, u = u(t) satisfies the Riccati equation
u∆(t) + u
2(t)
p(t) + µ(t)u(t) + q(t) = 0. (2.2)
The following lemma plays an important role in many of the proofs in this paper, see
Theorem 4.36 in [2].
Lemma 2.1. A solution x(t) of Eq. (1.1) satisfies x(t)x(σ (t)) > 0 for t ∈ [t0,∞)∩T if and
only if the corresponding solution u(t) of the Riccati equation (2.2) exists and satisfies
p(t) + µ(t)u(t) > 0 for t ∈ [t0,∞) ∩ T. (2.3)
We begin by extending the results of Philos [22] to the more general case with p(t) > 0
and from the real number line to measure chains.
Let D = {(t, s) ∈ T2: t  s  0}. For any function f (t, s) :T2 → R, denote by f∆1 and
f ∆2 the partial derivatives of f with respect to t and s, respectively. For E ⊂ R, denote by
Lloc(E) the space of functions which are integrable on any compact subset of E. Define
H∗ = {H(t, s) ∈ C1(D,R+): (H∆2 (t, ·))2/H(t, ·) ∈ L([0, ρ(t)]∩ T),
H(t, t) = 0, H(t, s) > 0 and H∆2 (t, s) 0 for t > s  0
}
and
H∗ =
{
H(t, s) ∈ C1(D,R+):
(
H∆1 (·, s)
)2
/H(·, s) ∈ Lloc
([
σ(s),∞)∩T),
H(t, t) = 0,H(t, s) > 0 and H∆1 (t, s) 0 for t > s  0
}
.
Examples of functions in these classes can be obtained in such a way: Let G ∈ C1(R+,R+)
satisfy G(0) = 0, G′(u) > 0 for u > 0, and (G′(u))2/G(u) ∈ Lloc(R+); α ∈ C(T,R+) and
β ∈ C1(T,R+) satisfying α(t) > 0 and β∆(t) > 0 for t ∈ T. Let
H ∗(t, s) = α(t)G(β(t), β(s)) and H∗(t, s) = α(s)G(β(t), β(s)).
Then H ∗(t, s) ∈H∗ and H∗(t, s) ∈H∗. In particular, H(t, s) = (t − s)r , r > 1, is a func-
tion in bothH∗ andH∗.
These function classes will be used throughout this paper.
The first theorem gives oscillation conditions using functions inH∗.
Theorem 2.1. Let H ∈H∗. Assume that for any t0 ∈ T,
lim sup
t→∞
1
H(t, t0)
[ t∫
t0
H
(
t, σ (s)
)
q(s)∆s −
ρ(t)∫
t0
(H∆2 (t, s))
2
4H(t, σ (s))
p(s)∆s
+ H∆2
(
t, ρ(t)
)
χt−ρ(t)p
(
ρ(t)
)]= ∞, (2.4)
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χt =
{
0, t = 0,
1, t ∈ (0,∞).
Then Eq. (1.1) is oscillatory.
Proof. First, we observe that for t ∈ T, the integral
ρ(t)∫
t0
(H∆2 (t, s))
2
4H(t, σ (s))
p(s)∆s
in (2.4) may or may not be convergent. Denote
T
∗ =
{
t ∈ T:
ρ(t)∫
t0
(H∆2 (t, s))
2
4H(t, σ (s))
p(s)∆s < ∞
}
.
Then it is easy to see that T∗ is nonempty. In fact, it contains all t ∈ R+ ∩T such that either
(i) t and ρ(t) are left-scattered, in this case, σ(ρ2(t)) = ρ(t) < t ; or (ii) there exists c < t
such that (c, t) ⊂ T, in this case, σ(s) = s for all s ∈ (c, t). Moreover, (2.4) holds if and
only if
lim sup
T∗
t→∞
1
H(t, t0)
[ t∫
t0
H
(
t, σ (s)
)
q(s)∆s −
ρ(t)∫
t0
(H∆2 (t, s))
2
4H(t, σ (s))
p(s)∆s
+ H∆2
(
t, ρ(t)
)
χt−ρ(t)p
(
ρ(t)
)]= ∞. (2.5)
Assume Eq. (1.1) is not oscillatory. Without loss of generality we may assume there exists
t0 ∈ [0,∞) ∩ T such that x(t) > 0 for t ∈ [t0,∞) ∩ T. Let u(t) be defined by (2.1). Then
by Lemma 2.1, u(t) is a solution of Eq. (2.2) on [t0,∞) ∩T and satisfies (2.3).
For simplicity in the following, we let Hσ = H(t, σ (s)) and omit the arguments in the
integrals. Let t ∈ T∗. Multiplying (2.2), where t is replaced by s, by Hσ , and integrating it
with respect to s from t0 to t we obtain
t∫
t0
Hσq ∆s = −
t∫
t0
Hσ
(
u∆ + u
2
p + µu
)
∆s = −
t∫
t0
(
Hσu
∆ + Hσ u
2
p + µu
)
∆s.
Note that H(t, t) = 0. By the integration by parts formula (1.6) we have
t∫
t0
Hσq ∆s = H(t, t0)u(t0) +
t∫
t0
(
H∆2 u − Hσ
u2
p + µu
)
∆s
= H(t, t0)u(t0) +
t∫
H∆2 u∆s +
ρ(t)∫
t
(
H∆2 u − Hσ
u2
p +µu
)
∆s. (2.6)
ρ(t) 0
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t∫
ρ(t)
H∆2 u∆s = H∆2
(
t, ρ(t)
)
u
(
ρ(t)
)(
t − ρ(t))
= H∆2
(
t, ρ(t)
)
u
(
ρ(t)
)
µ
(
ρ(t)
)
χt−ρ(t)
−H∆2
(
t, ρ(t)
)
χt−ρ(t)p
(
ρ(t)
)
. (2.7)
For t  σ(t0), s ∈ [t0, ρ(t)), and u(s) 0,
H∆2 u − Hσ
u2
p + µu H
∆
2 u − Hσ
u2
p
= −Hσ
p
[
u2 − H
∆
2 p
Hσ
u + 1
4
(
H∆2 p
Hσ
)2 ]
+ (H
∆
2 )
2p
4Hσ
= −Hσ
p
[
u − 1
2
(
H∆p
Hσ
)]2
+ (H
∆
2 )
2p
4Hσ

(H∆2 )
2p
4Hσ
.
For t  σ(t0), s ∈ [t0, ρ(t)), and u(s) > 0,
H∆2 u − Hσ
u2
p + µu = −
1
p + µu
[(
Hσ − µH∆2
)
u2 − H∆2 pu
]
= −Hσ − µH
∆
2
p + µu
[
u2 − H
∆
2
Hσ − µH∆2
u
]
= −Hσ − µH
∆
2
p + µu
[
u − 1
2
(
H∆2 p
Hσ −µH∆2
)]2
+ (H
∆
2 )
2p2
4(Hσ − µH∆2 )(p + µu)

(H∆2 )
2p2
4(Hσ − µH∆2 )(p + µu)

(H∆2 )
2p2
4Hσp
= (H
∆
2 )
2p
4Hσ
.
Therefore, for all t  σ(t0) and s ∈ [t0, ρ(t)) we have
H∆2 u − Hσ
u2
p + µu 
(H∆2 )
2p
4Hσ
. (2.8)
Then from (2.6), (2.7) and (2.8) we obtain that for t ∈ T∗,
t∫
t0
Hσq ∆s H(t, t0)u(t0) − H∆2
(
t, ρ(t)
)
χt−ρ(t)p
(
ρ(t)
)+
ρ(t)∫
t0
(H∆2 )
2
4Hσ
p∆s. (2.9)
Hence
1
H(t, t0)
[ t∫
t0
Hσq ∆s −
ρ(t)∫
t0
(H∆2 )
2
4Hσ
p∆s + H∆2
(
t, ρ(t)
)
χt−ρ(t)p
(
ρ(t)
)]
 u(t0) < ∞
which contradicts (2.5) and completes the proof. 
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T1 = {s ∈ T: s is right-dense} and T2 = {s ∈ T: s is right-scattered}. (2.10)
The following corollary is from Theorem 2.1 where H(t, s) = (t − s)r , r > 1.
Corollary 2.1. For t ∈ T, let T1(t) = [0, t) ∩ T1 and T2(t) = [0, t) ∩ T2. Assume there
exists r > 1 such that
lim sup
t→∞
1
tr
[ t∫
0
(
t − σ(s))rq(s)∆s − ∫
T1(ρ(t))
r2
4
(t − s)r−2p(s) ds
−
∑
T2(ρ(t))
r2(t − s)2r−2
4(t − σ(s))r p(s)µ(s) −
(
t − ρ(t))r−1p(ρ(t))
]
= ∞. (2.11)
Then Eq. (1.1) is oscillatory.
Proof. Note that for any t0 ∈ T, (2.11) is equivalent to
lim sup
t→∞
1
(t − t0)r
[ t∫
t0
(
t − σ(s))rq(s)∆s − ∫
[t0,ρ(t))∩T1
r2
4
(t − s)r−2p(s) ds
−
∑
[t0,ρ(t))∩T2
r2(t − s)2r−2
4(t − σ(s))r p(s)µ(s) −
(
t − ρ(t))r−1p(ρ(t))
]
= ∞. (2.12)
Let H(t, s) = (t − s)r . Then H ∈H∗, and
H∆2 (t, s) =
{−r(t − s)r−1, s ∈ T1,
((t − σ(s))r − (t − s)r )/µ(s), s ∈ T2.
Note from the mean value theorem that for t ∈ T and s ∈ [0, t) ∩ T2, there exists ξ(s) ∈
[s, σ (s)] such that
0H∆2 (t, s) = −r
(
t − ξ(s))r−1 −r(t − s)r−1. (2.13)
Hence, for t ∈ T in both cases
H∆2
(
t, ρ(t)
)
χt−ρ(t) = −
(
t − ρ(t))r−1.
Therefore (2.12) implies (2.4) and the conclusion follows from Theorem 2.1. 
The next theorem gives oscillation conditions using functions inH∗. Note that this result
does not apply to the case where all points in T are right-dense.
Theorem 2.2. Let H ∈H∗ and let T1,T2 be defined by (2.10). Then Eq. (1.1) is oscillatory
provided there exists {tn}∞n=1 ⊂ T2, tn → ∞, such that for any t0 ∈ T, one of the following
holds:
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lim sup
n→∞
µ(tn)
H(tn, t0)p(tn)
[ tn∫
t0
H(σ(s), t0)q(s)∆s
−
tn∫
σ(t0)
(H∆1 (s, t0))
2
4H(s, t0)
p(s)∆s
]
= ∞; (2.14)
(ii) lim supn→∞ H(tn, t0)p(tn)/µ(tn) = ∞ and
lim
n→∞
µ(tn)
H(tn, t0)p(tn)
[ tn∫
t0
H(σ(s), t0)q(s)∆s
−
tn∫
σ(t0)
(H∆1 (s, t0))
2
4H(s, t0)
p(s)∆s
]
= ∞; (2.15)
(iii) lim supn→∞ H(tn, t0)p(tn)/µ(tn) < ∞ and
lim sup
n→∞
[ tn∫
t0
H(σ(s), t0)q(s)∆s
−
tn∫
σ(t0)
(H∆1 (s, t0))
2
4H(s, t0)
p(s)∆s
]
= ∞. (2.16)
Proof. Assume Eq. (1.1) is not oscillatory. Without loss of generality we may assume there
exists t0 ∈ [0,∞)∩ T such that x(t) > 0 for t ∈ [t0,∞) ∩ T. Let u(t) be defined by (2.1).
Then by Lemma 2.1, u(t) is a solution of Eq. (2.2) on [t0,∞) ∩ T and satisfies (2.3).
Multiplying (2.2), where t is replaced by s, by H(σ(s), t0), integrating it with respect to s
from t0 to t , and then using the integration by parts formula (1.6) we have that
t∫
t0
H
(
σ(s), t0
)
q(s)∆s = −
t∫
t0
H
(
σ(s), t0
)(
u∆(s) + u
2(s)
p(s) + µ(s)u(s)
)
∆s
= −H(t, t0)u(t) +
t∫
t0
(
H∆1 (s, t0)u(s) −
H(σ(s), t0)u2(s)
p(s) + µ(s)u(s)
)
∆s
= −H(t, t0)u(t) +
( σ(t0)∫
t0
+
t∫
σ(t0)
)(
H∆1 (s, t0)u(s) −
H(σ(s), t0)u2(s)
p(s) + µ(s)u(s)
)
∆s.
(2.17)
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H
(
σ(s), t0
)− H∆1 (s, t0)µ(s) = H(s, t0). (2.18)
Hence
σ(t0)∫
t0
(
H∆1 (s, t0)u(s) −
H(σ(s), t0)u2(s)
p(s) + µ(s)u(s)
)
∆s
=
(
H∆1 (t0, t0)u(t0) −
H(σ(t0), t0)u2(t0)
p(t0) + µ(t0)u(t0)
)
µ(t0)
= −[(H(σ(t0), t0) − H
∆
1 (t0, t0)µ(t0))u
2(t0) − H∆1 (t0, t0)p(t0)u(t0)]µ(t0)
p(t0) +µ(t0)u(t0)
= −[H(t0, t0)u
2(t0) − H∆1 (t0, t0)p(t0)u(t0)]µ(t0)
p(t0) + µ(t0)u(t0)
= H∆1 (t0, t0)p(t0)
µ(t0)u(t0)
p(t0) + µ(t0)u(t0) H
∆
1 (t0, t0)χµ(t0)p(t0). (2.19)
Furthermore, for t  t0, s ∈ [σ(t0), t), and u(s) 0,
H∆1 (s, t0)u(s) −
H(σ(s), t0)u2(s)
p(s) + µ(s)u(s) H
∆
1 (s, t0)u(s) −
H(σ(s), t0)u2(s)
p(s)
= −H(σ(s), t0)
p(s)
(
u(s) − H
∆
1 (s, t0)p(s)
2H(σ(s), t0)
)2
+ (H
∆
1 (s, t0))
2
4H(σ(s), t0)
p(s)

(H∆1 (s, t0))
2
4H(σ(s), t0)
p(s)
(H∆1 (s, t0))
2
4H(s, t0)
p(s).
For t  t0, s ∈ [σ(t0), t), and u(s) > 0, (2.18) implies that
H∆1 (s, t0)u(s) −
H(σ(s), t0)u2(s)
p(s) + µ(s)u(s)
= − 1
p(s) + µ(s)u(s)
[(
H
(
σ(s), t0
)− H∆1 (s, t0)µ(s))u2(s)
− H∆1 (s, t0)p(s)u(s)
]
= − 1
p(s) + µ(s)u(s)
[
H(s, t0)u
2(s) − H∆1 (s, t0)p(s)u(s)
]
= − H(s, t0)
p(s) + µ(s)u(s)
(
u(s) − H
∆
1 (s, t0)p(s)
2H(s, t0)
)2
+ (H
∆
1 (s, t0))
2p2(s)
4H(s, t0)(p(s) +µ(s)u(s))

(H∆1 (s, t0))
2p2(s)
4H(s, t0)(p(s) + µ(s)u(s)) 
(H∆1 (s, t0))
2
4H(s, t0)
p(s).
Hence for all t  t0 and s ∈ [σ(t0), t),
H∆1 (s, t0)u(s) −
H(σ(s), t0)u2(s) 
(H∆1 (s, t0))
2
p(s). (2.20)p(s) + µ(s)u(s) 4H(s, t0)
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t∫
t0
H
(
σ(s), t0
)
q(s)∆s −H(t, t0)u(t) + H∆1 (t0, t0)χµ(t0)p(t0)
+
t∫
σ(t0)
(H∆1 (s, t0))
2
4H(s, t0)
p(s)∆s. (2.21)
For t ∈ T2, (2.3) implies
t∫
t0
H
(
σ(s), t0
)
q(s)∆s H(t, t0)
p(t)
µ(t)
+ H∆1 (t0, t0)χµ(t0)p(t0)
+
t∫
σ(t0)
(H∆1 (s, t0))
2
4H(s, t0)
p(s)∆s. (2.22)
Assume condition (i) holds. Let t = tn in (2.22). Then we obtain
µ(tn)
H(tn, t0)p(tn)
[ tn∫
t0
H(σ(s), t0)q(s)∆s −
tn∫
σ(t0)
(H∆1 (s, t0))
2
4H(s, t0)
p(s)∆s
]
 1 + H
∆
1 (t0, t0)p(t0)µ(tn)
H(tn, t0)p(tn)
χµ(t0).
Taking the lim sup as n → ∞ on both sides, we have
lim sup
n→∞
µ(tn)
H(tn, t0)p(tn)
[ tn∫
t0
H(σ(s), t0)q(s)∆s −
tn∫
σ(t0)
(H∆1 (s, t0))
2
4H(s, t0)
p(s)∆s
]
< ∞
which contradicts (2.14).
The conclusions with conditions (ii) are (iii) can be obtained easily. We omit the de-
tails. 
Corollary 2.2. Let T1 and T2 be defined by (2.10), and for any l, t ∈ T let
T1(l, t) = [l, t) ∩T1 and T2(l, t) = [l, t) ∩T2.
Then Eq. (1.1) is oscillatory provided there exist r > 1 and {tn}∞n=1 ⊂ T2, tn → ∞, such
that for any t0 ∈ T, one of the following holds:
(i) limn→∞(tn)rp(tn)/µ(tn) = ∞ and
lim sup
n→∞
µ(tn)
(tn)rp(tn)
[ tn∫
t
(
σ(s) − t0
)r
q(s)∆s −
∫
r2
4
(s − t0)r−2p(s) ds0 T1(σ (t0),tn)
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∑
T2(σ (t0),tn)
r2(σ (s) − t0)2r−2
4(s − t0)r p(s)µ(s)
]
= ∞; (2.23)
(ii) lim supn→∞(tn)rp(tn)/µ(tn) = ∞ and
lim
n→∞
µ(tn)
(tn)rp(tn)
[ tn∫
t0
(
σ(s) − t0
)r
q(s)∆s −
∫
T1(σ (t0),tn)
r2
4
(s − t0)r−2p(s) ds
−
∑
T2(σ (t0),tn)
r2(σ (s) − t0)2r−2
4(s − t0)r p(s)µ(s)
]
= ∞; (2.24)
(iii) lim supn→∞(tn)rp(tn)/µ(tn) < ∞ and
lim sup
n→∞
[ tn∫
t0
(
σ(s) − t0
)r
q(s)∆s −
∫
T1(σ (t0),tn)
r2
4
(s − t0)r−2p(s) ds
−
∑
T2(σ (t0),tn)
r2(σ (s) − t0)2r−2
4(s − t0)r p(s)µ(s)
]
= ∞. (2.25)
Proof. Let H(t, s) = (t − s)r . Then H ∈H∗, and
H∆1 (s, t0) =
{
r(s − t0)r−1, s ∈ T1,
((σ (s) − t0)r − (s − t0)r )/µ(s), s ∈ T2.
Note from the mean value theorem that for s ∈ [t0,∞)T2, there exists ξ(s) ∈ [s, σ (s)] such
that
0H∆1 (s, t0) = r
(
ξ(s) − t0
)r−1  r(σ(s) − t0)r−1. (2.26)
Therefore the conclusion follows from Theorem 2.2. 
3. Interval criteria
Now, we establish analogues of the interval criteria for oscillation of Eq. (1.2) in [18] to
the differential equation (1.1) on measure chains. Further conditions for oscillation of the
Kamenev type are derived from them.
Lemma 3.1. Let H ∈H∗. Assume x(t) is a solution of Eq. (1.1) such that x(t) > 0 on a
nonempty interval [c, b)∩T with c, b ∈ T. Let u(t) be defined by (2.1). Then
b∫
c
H
(
b,σ (s)
)
q(s)∆s H(b, c)u(c)− H∆2
(
b,ρ(b)
)
χb−ρ(b)p
(
ρ(b)
)
+
ρ(b)∫
c
(H∆2 (b, s))
2
4H(b,σ(s))
p(s)∆s. (3.1)
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directly from (2.9) with t0 = c and t = b. 
Lemma 3.2. Let H ∈H∗. Assume x(t) is a solution of Eq. (1.1) such that x(t) > 0 on a
nonempty interval (a, c] ∩T with a, c ∈ T. Let u(t) be defined by (2.1). Then
c∫
a
H
(
σ(s), a
)
q(s)∆s −H(c, a)u(c)+ H∆1 (a, a)χµ(a)p(a)
+
c∫
σ(a)
(H∆1 (s, a))
2
4H(s, a)
p(s)∆s. (3.2)
Proof. As in the proof of Theorem 2.2 we obtain inequality (2.21). Then (3.2) follows
directly from (2.21) with t0 = a and t = c. 
In the rest of this paper, we use the notationH=H∗ ∩H∗.
Theorem 3.1. Let a, c, b ∈ T such that a < c < b. Assume that for some H ∈H,
1
H(c, a)
c∫
a
H
(
σ(s), a
)
q(s)∆s + 1
H(b, c)
b∫
c
H
(
b,σ (s)
)
q(s)∆s
>
1
4
[
1
H(c, a)
c∫
σ(a)
(H∆1 (s, a))
2
H(s, a)
p(s)∆s + 1
H(b, c)
ρ(b)∫
c
(H∆2 (b, s))
2
H(b,σ(s))
p(s)∆s
]
+ H
∆
1 (a, a)
H(c, a)
χµ(a)p(a) − H
∆
2 (b,ρ(b))
H(b, c)
χb−ρ(b)p
(
ρ(b)
)
. (3.3)
Then every solution of Eq. (1.1) has at least one generalized zero in (a, b).
Proof. Suppose the contrary. Then without loss of generality we may assume there exists
a solution x(t) of Eq. (1.1) such that x(t) > 0 for t ∈ (a, b). By Lemmas 3.1 and 3.2 we
see that both the inequalities (3.1) and (3.2) hold. By dividing (3.1) and (3.2) by H(b, c)
and H(c, a), respectively, and then adding, we have
1
H(c, a)
c∫
a
H
(
σ(s), a
)
q(s)∆s + 1
H(b, c)
b∫
c
H
(
b,σ (s)
)
q(s)∆s
 1
4
[
1
H(c, a)
c∫
σ(a)
(H∆1 (s, a))
2
H(s, a)
p(s)∆s + 1
H(b, c)
ρ(b)∫
c
(H∆2 (b, s))
2
H(b,σ(s))
p(s)∆s
]
+ H
∆
1 (a, a)
H(c, a)
χµ(a)p(a) − H
∆
2 (b,ρ(b))
H(b, c)
χb−ρ(b)p
(
ρ(b)
)
which contradicts (3.3). 
A. Del Medico, Q. Kong / J. Math. Anal. Appl. 294 (2004) 621–643 635Theorem 3.2. Equation (1.1) is oscillatory provided that for any T  0, there exists H ∈H
and a, b, c ∈ R such that T  a < c < b and (3.3) holds.
Proof. Pick a sequence Ti ⊂ T such that Ti → ∞ as i → ∞. By the assumption, for each
i ∈ N there exists ai, bi, ci ∈ R such that Ti  ai < ci < bi and (3.3) holds where a, b, c are
replaced by ai, bi, ci , respectively. From Theorem 3.1 every solution x(t) has at least one
generalized zero ti ∈ (ai, bi). Noting that ti > ai  Ti , i ∈ N, we see that every solution
has arbitrarily large generalized zeros. Thus, Eq. (1.1) is oscillatory. 
Corollary 3.1. Assume there exists H ∈H such that for any l ∈ T,
lim sup
t→∞
[ t∫
l
H
(
σ(s), l
)
q(s)∆s −
t∫
σ(l)
(H∆1 (s, l))
2
4H(s, l)
p(s)∆s
− H∆1 (l, l)χµ(l)p(l)
]
> 0 (3.4)
and
lim sup
t→∞
[ t∫
l
H
(
t, σ (s)
)
q(s)∆s −
ρ(t)∫
l
(H∆2 (t, s))
2
4H(t, σ (s))
p(s)∆s
+ H∆2
(
t, ρ(t)
)
χt−ρ(t)p
(
ρ(t)
)]
> 0. (3.5)
Then Eq. (1.1) is oscillatory.
Proof. For any T  t0, let a = T . In (3.4) we choose l = a. Then there exists c > a such
that
c∫
a
H
(
σ(s), a
)
q(s)∆s −
c∫
σ(a)
(H∆1 (s, a))
2
4H(s, a)
p(s)∆s
− H∆1 (a, a)χµ(a)p(a) > 0. (3.6)
In (3.5) we choose l = c. Then there exists b > c such that
b∫
c
H
(
b,σ (s)
)
q(s)∆s −
ρ(b)∫
c
(H∆2 (b, s))
2
4H(b,σ(s))
p(s)∆s
+ H∆2
(
b,ρ(b)
)
χb−ρ(b)p
(
ρ(b)
)
> 0. (3.7)
Combining (3.6) and (3.7) we obtain (3.3). The conclusion thus follows from Theo-
rem 3.2. 
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T1(l, t) = [l, t) ∩T1 and T2(l, t) = [l, t) ∩T2.
Assume there exists r > 1 such that for any l  0,
lim sup
t→∞
[ t∫
l
(
σ(s) − l)rq(s)∆s − ∫
T1(σ (l),t)
r2
4
(s − l)r−2p(s) ds
−
∑
T2(σ (l),t)
r2(σ (s) − l)2r−2
4(s − l)r p(s)µ(s) − p(l)µ
r−1(l)
]
> 0 (3.8)
and
lim sup
t→∞
[ t∫
l
(
t − σ(s))rq(s)∆s − ∫
T1(l,ρ(t))
r2
4
(t − s)r−2p(s) ds
−
∑
T2(l,ρ(t))
r2(t − s)2r−2
4(t − σ(s))r p(s)µ(s) − p
(
ρ(t)
)(
t − ρ(t))r−1
]
> 0. (3.9)
Then Eq. (1.1) is oscillatory.
Proof. Let H(t, s) = (t − s)r . Then H ∈H, and H∆2 (t, s) and H∆1 (t, s) satisfy (2.13) and
(2.26), respectively. Note that
H∆2
(
t, ρ(t)
)
χt−ρ(t) = −
(
t − ρ(t))r−1 and H∆1 (l, l)χµ(l) = µr−1(l). (3.10)
Therefore, conditions (3.4) and (3.5) are satisfied and hence the conclusion follows from
Corollary 3.1. 
Remark 3.3. It can be easily seen that Corollaries 3.1 and 3.2 are improvements of Theo-
rems 2.1, 2.2, Corollaries 2.1 and 2.2 for many cases.
Remark 3.4. By applying our theorems and corollaries in Sections 2 and 3 to the case
where T = R+, we can obtain criteria for oscillation of Eq. (1.2) which cover and general-
ize those by Philos [22] and Kong [18], etc., including Propositions 1.1 and 1.2.
4. Applications to difference equations
Here, we apply the results in Sections 2 and 3 to obtain the Kamenev type and interval
criteria for oscillation for the difference equation (1.3).
The first two theorems are direct consequences of Corollaries 2.1 and 2.2 with T = N.
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lim sup
n→∞
1
nr
[
n−1∑
k=0
(n − k − 1)rqk −
n−2∑
k=0
r2(n − k)2r−2
4(n − k − 1)r pk −pn−1
]
= ∞.
Then Eq. (1.3) is oscillatory.
Theorem 4.2. Eq. (1.3) is oscillatory provided there exists r > 1 such that for any n0 ∈ N,
one of the following holds:
(i) limn→∞ nrpn = ∞ and
lim sup
n→∞
1
nrpn
[
n−1∑
k=n0
(k + 1 − n0)rqk −
n−1∑
k=n0+1
r2(k + 1 − n0)2r−2
4(k − n0)r pk
]
= ∞;
(ii) lim supn→∞ nrpn = ∞ and
lim
n→∞
1
nrpn
[
n−1∑
k=n0
(k + 1 − n0)rqk −
n−1∑
k=n0+1
r2(k + 1 − n0)2r−2
4(k − n0)r pk
]
= ∞;
(iii) limn→∞ nrpn < ∞ and
lim sup
n→∞
[
n−1∑
k=n0
(k + 1 − n0)rqk −
n−1∑
k=n0+1
r2(k + 1 − n0)2r−2
4(k − n0)r pk
]
= ∞.
The next is an interval criterion for Eq. (1.3) derived from Theorem 3.2.
Theorem 4.3. Assume that for any K > 0, there exists r > 1 and l,m ∈ N, K  l < m,
satisfying that
m−1∑
k=l
[
(k + 1 − l)rqk + (k − l)rq2m−k−1
]
>
r2
4
m−1∑
k=l+1
[
(k + 1 − l)2r−2
(k − l)r (pk + p2m−k−1)
]
+ (pl + p2m−l−1). (4.1)
Then Eq. (1.3) is oscillatory.
Proof. Let H(t, s) = (t − s)r and n = 2m − l. Then H(m, l) = H(n,m), and for any f
defined on [l, n − 1] ∩ N we have that
n−1∑
k=m
f (k) =
m−1∑
k=l
f (2m− k − 1) and
n−2∑
k=m
f (k) =
m−1∑
k=l+1
f (2m − k − 1).
Hence
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k=l
H (k + 1, l)qk +
n−1∑
k=m
H(n, k + 1)qk =
m−1∑
k=l
(k + 1 − l)rqk +
n−1∑
k=m
(n − k − 1)rqk
=
m−1∑
k=l
[
(k + 1 − l)rqk + (k − l)rq2m−k−1
]
, (4.2)
and from (2.13) and (2.26),
m−1∑
k=l+1
(H∆1 (k, l))
2
H(k, l)
pk +
n−2∑
k=m
(H∆2 (n, k))
2
H(n, k + 1) pk
 r2
[
m−1∑
k=l+1
(k + 1 − l)2r−2
(k − l)r pk +
n−2∑
k=m
(n − k)2r−2
(n − k − 1)r pk
]
= r2
m−1∑
k=l+1
[
(k + 1 − l)2r−2
(k − l)r pk +
(k + 1 − l)2r−2
(k − l)r p2m−k−1
]
= r2
m−1∑
k=l+1
[
(k + 1 − l)2r−2
(k − l)r (pk + p2m−k−1)
]
. (4.3)
From (4.2) and (4.3) and noting that (3.10) holds for µ ≡ 1, we see that (4.1) implies (3.3).
Hence the conclusion follows from Theorem 3.2. 
As a result of the improved Kamenev criterion given by Corollary 3.2 with T = N, we
have the following
Theorem 4.4. Assume there exists r > 1 such that for every n0 ∈ N,
lim sup
n→∞
[
n−1∑
k=n0
(k + 1 − n0)rqk −
n−1∑
k=n0+1
r2(k + 1 − n0)2r−2
4(k − n0)r pk − pn0
]
> 0
and
lim sup
n→∞
[
n−1∑
k=n0
(n − k − 1)rqk −
n−2∑
k=n0
r2(n − k)2r−2
4(n − k − 1)r pk − pn−1
]
> 0.
Then Eq. (1.3) is oscillatory.
For the case where p ≡ 1, we summarize the results in Theorems 4.1, 4.2, and 4.4 below.
Theorem 4.5. Let p ≡ 1. Then Eq. (1.3) is oscillatory provided there exists an r > 1 such
that for any n0 ∈ N, one of the following holds:
(i) lim sup
n→∞
1
nr
n−1∑
(n − k − 1)rqk = ∞;k=0
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n→∞
1
nr
n−1∑
k=n0
(k + 1 − n0)rqk = ∞;
(iii) lim sup
n→∞
1
nr−1
n−1∑
k=n0
(k + 1 − n0)rqk > r
2
4(r − 1) and
lim sup
n→∞
1
nr−1
n−1∑
k=n0
(n − k − 1)rqk > r
2
4(r − 1) .
Proof. It is easy to see that
lim
n→∞
1
nr−1
n−1∑
k=n0+1
r2(k + 1 − n0)2r−2
4(k − n0)r
= r
2
4
lim
n→∞
(n − n0)2r−2
(n − n0 − 1)r(nr−1 − (n − 1)r−1) =
r2
4(r − 1) . (4.4)
Similarly,
lim
n→∞
1
nr−1
n−2∑
k=n0
r2(n − k)2r−2
4(n − k − 1)r =
r2
4
lim
n→∞
1
nr−1
n−n0∑
k=2
k2r−2
(k − 1)r
= r
2
4
lim
n→∞
(n − n0)2r−2
(nr−1 − (n − 1)r−1)(n − n0 − 1)r =
r2
4(r − 1) . (4.5)
Consequently,
lim
n→∞
1
nr
n−2∑
k=0
r2(n − k)2r−2
4(n − k − 1)r = limn→∞
1
nr
n−1∑
k=n0
r2(k + 1 − n0)2r−2
4(k − n0)r = 0.
Therefore, for the case when p ≡ 1, condition (i) implies the condition of Theorem 4.1,
and condition (ii) implies the condition (i) of Theorem 4.2. Furthermore, from (4.4) and
(4.5) we have that
lim sup
n→∞
1
nr−1
[
n−1∑
k=n0
(k + 1 − n0)rqk −
n−1∑
k=n0+1
r2(k + 1 − n0)2r−2
4(k − n0)r − r
]
> 0
and
lim sup
n→∞
1
nr−1
[
n−1∑
k=n0
(k + 1 − n0)rqk −
n−2∑
k=n0
r2(n − k)2r−2
4(n − k − 1)r − r
]
> 0.
Hence condition (iii) implies that the conditions of Theorem 4.4 hold. 
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In the last section, we give several examples to illustrate our results. To the best of our
knowledge, no previous criteria for oscillation can be applied to these examples. The first
two examples are for difference equations, while the third is for a discrete measure chain
with an unbounded graininess function µ(t), and the fourth deals with the case when the
measure chain is the union of disjoint closed intervals.
Example 1. Consider the Euler difference equation
∆2xn + µ
n2
xn+1 = 0, (5.1)
where µ > 0 is a constant. This is the case when pn ≡ 1 and qn = µ/n2 in Eq. (1.3). We
show that Eq. (5.1) is oscillatory for µ > 1/4.
In fact, by a similar computation to that in the proof of Theorem 4.5 we see that for any
r > 1 and n0 ∈ N,
lim
n→∞
1
nr−1
n−1∑
k=n0
(k + 1 − n0)r µ
k2
= µ
r − 1
and
lim
n→∞
1
nr−1
n−1∑
k=n0
(n − k − 1)r µ
k2
= µ
r − 1 .
We observe that for any µ > 1/4, there exists an r > 1 such that µ/(r −1) > r2/(4(r −1)).
This means that condition (iii) of Theorem 4.5 holds. Hence the conclusion follows from
Theorem 4.5. Note that in this case,
∑∞
n=1 qn is convergent.
Example 2. Consider the difference equation
∆(pn∆xn) + qnxn+1 = 0, (5.2)
where
pn =
{
ek, n = 5k, . . . ,5k + 3,
> 0, n = 5k + 4, k ∈ N,
and
qn =
{
2ek, n = 5k, . . . ,5k + 3,
arbitrary, n = 5k + 4, k ∈ N.
We show that Eq. (5.1) is oscillatory.
In fact, by a simple computation we see that condition (4.1) holds with r = 2, l = 5n,
and m = 5n + 2. Hence the conclusion follows from Theorem 4.3. Note that in this case,
pn and qn can be defined properly at n = 5k + 4 for k ∈ N so that ∑∞n=1 1/pn is either
convergent or divergent, and
∑∞
n=1 qn is either ∞,−∞, or unbounded oscillatory.
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p(t)x∆(t)
)∆ + q(t)x(σ(t))= 0 (5.3)
on the discrete measure chain T = {an: n ∈ N} with a > 1, where p(t) = 1/t and q(t) =
2/t3 for t ∈ T. Hence T1 = ∅ and T2 = T, and for any n ∈ N, µ(an) = σ(an) − an =
(a−1)an. We show that Eq. (5.3) is oscillatory by verifying condition (iii) of Corollary 2.2.
Let tn = an for n ∈ N, and r = 2. Then
lim
n→∞
(tn)
rp(tn)
µ(tn)
= 1
a − 1 < ∞,
and
lim
n→∞
[
n∑
k=n0
(
σ(ak) − an0)rq(ak)µ(ak) − n∑
k=n0+1
r2(σ (ak) − an0)2r−2
4(ak − an0)r p(a
k)µ(ak)
]
= lim
n→∞
[
n∑
k=n0
2(ak+1 − an0)2a−2k(a − 1) −
n∑
k=n0+1
(ak+1 − an0)2
(ak − an0)2 (a − 1)
]
= a2(a − 1) lim
n→∞
[
n∑
k=n0
2(1 − an0−k−1)2 −
n∑
k=n0+1
(1 − an0−k−1)2
(1 − an0−k)2
]
= ∞
since an0−k−1 → 0 as k → ∞. Therefore, condition (iii) of Corollary 2.2 holds. Hence the
conclusion follows from Corollary 2.2. Note that in this case, µ(t) is unbounded on T,∑∞
n=1 µ(an)/p(an) = ∞ and
∑∞
n=1 q(an)µ(an) < ∞.
Example 4. Consider the differential equation(
p(t)x∆(t)
)∆ + q(t)x(σ(t))= 0 (5.4)
on the measure chain T =⋃∞n=1[2n,2n+ 3/2], where
p(t) =
{
e−3n, t ∈ [2n,2n+ 1],
> 0, t ∈ (2n + 1,2n+ 3/2], n ∈ N,
and
q(t) =
{
3et−3n, t ∈ [2n,2n+ 1],
arbitrary, t ∈ (2n + 1,2n+ 3/2], n ∈ N.
We show that Eq. (5.4) is oscillatory by verifying the conditions of Theorem 3.2.
Let a = 2n, c = 2n + 1/2, b = 2n + 1, and define H(t, s) = (et − es)2. Then H ∈H,
and for t, s ∈ [2n,2n+ 1], n ∈ N,(
H∆1 (t, s)
)2
/H(t, s) = 4e2t , (H∆2 (t, s))2/H(t, s) = 4e2s.
Obviously, σ(s) = s for s ∈ [2n,2n + 1), n ∈ N. Then by a simple computation we find
that for any n ∈ N,
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a
H
(
σ(s), a
)
q(s)∆s − 1
4
c∫
σ(a)
(H∆1 (s, a))
2
H(s, a)
p(s)∆s
=
2n+1/2∫
2n
[
3(es − e2n)2es−3n − e2s−3n]ds
= (√e − 1)en[e2n(√e − 1)2 − (√e + 1)/2]> 0 (5.5)
and
b∫
c
H
(
b,σ (s)
)
q(s)∆s − 1
4
ρ(b)∫
c
(H∆2 (b, s))
2
H(b,σ(s))
p(s)∆s
=
2n+1∫
2n+1/2
[
3(e2n+1 − es)2es−3n − e2s−3n]ds
= (√e − 1)en+1[e2n+1/2(√e − 1)2 − (√e + 1)/2]> 0. (5.6)
We observe that
H∆1 (a, a)= 0 and H∆2
(
b,ρ(b)
)= H∆2 (b, b) = 0.
Therefore, (5.5) and (5.6) imply (3.3). Hence the conclusion follows from Theorem 3.1.
Note that in this case,
∫
T
1/p(t)∆t = ∞, and q(t) can be defined properly on (2n+1,2n+
3/2] for n ∈ N so that ∫
T
q(t)∆t is either convergent, ∞,−∞, bounded oscillatory, or
unbounded oscillatory.
Additional examples may readily be given to illustrate the oscillation criteria of the
other results. We leave this to the interested reader.
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