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Práce obecně popisuje problematiku datových skladů a získávání znalostí z databází. Dále
se zaměřuje na databáze s meteorologickými daty a jejich problémy. V praktické části práce
je popsán návrh metody pro dolování dat z projektu NOAA Global Surface Summary of
the Day (GSOD), která je následně implementována dvěma různými způsoby s využitím
Pentaho nástrojů. Na závěr je provedeno vyhodnocení a srovnání těchto dvou přístupů.
Abstract
The thesis generally describes matters of data warehouses and knowledge discovery in da-
tabases. Then it focuses on the meteorological databases and their problems. The practical
part of thesis describes design methods for data mining project, NOAA Global Surface
Summary of the Day (GSOD), which is then implemented in two different ways using the
Pentaho tools. Finally, an evaluation and comparison of these two approaches.
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Z jakého důvodu vlastně obor jako získávání znalostí z databází neboli dolování dat vznikl?
Bylo to bezprostředně nutné, protože dnešní moderní dynamický a rychle se rozvíjející svět
vyprodukuje ohromné množství nejrůznějších dat. Tato data nesdílí vlastnost jednotného
formátu, ale vyskytují se v nejrůznějších podobách (prostý text, databáze, Excel soubory,
apod.). Zde uvažujeme pouze formáty, které se vyskytují v elektronické podobě nebo jsou
na ně aspoň převedeny. Ze všech těchto nejrůznějších formátů a ohromného množství dat
je potřeba získávat užitečné informace a orientovat se v nich.
V meteorologii je dnes podobná situace. Meteorologové mají již k dispozici spoustu
moderní techniky, včetně meteorologických stanic, které pořizují nejrůznější data (např.
teplota, rosný bod, nadmořský tlak, rychlost větru apod.). Tyto a podobné stanice jsou
rozmístěny již po celém světě a každoročně nashromáždí obrovské množství dat. Z těchto
dat je potřeba získat co nejužitečnější analýzy. Techniky získávání znalostí z databází jsou
pro takové množství dat přímo stvořeny. Práce se tedy zaměřuje na tvorbu metod a nástrojů,
které umožní získávání znalostí z meteorologických databází.
Druhá kapitola obecně rozebírá problematiku získávání znalostí z databází. Jsou zde
uvedeny metody pro předzpracování dat, problematika datových skladů jejich architektury,
pojem datová kostka, rozdíly mezi technologiemi OLTP a OLAP. Na závěr této části je po-
psán proces dolování z datových skladů jako je shlukování, klasifikační a predikční (založené
na regresi) metody.
V další části se již zaměřuji na datové sklady v meteorologii neboli přesněji řečeno na
datové sady, které se v dnešní době archivují a zpřístupňují i veřejnosti pro vědecké účely.
Detailněji je zde popsán význam a formát získaných údajů od NOAA.
Ve čtvrté části práce se zamýšlím nad problémem dolování z meteorologických dat. Také
popisuje již konkrétní tvorbu datového skladu s meteorologickými daty. Dále se zde rozebírá
tvorba datového schématu (datové kostky) pro nasazení na OLAP server. Konkrétně je zde
popsán Pentaho OLAP server a s ním spojené nástroje. Na závěr se zde zmiňuji o nástroji
Weka
Další dvě části popisují nástroje, které jsem implementoval pro analýzu a dolování
z meteorologických dat. První je implementován pomocí jazyka Java a knihovny Swing.
Druhý je postaven primárně na integraci Pentaho nástrojů, které pracují na technologii
Java EE. Uvádím zde také vyhodnocení a porovnání obou implementovaných nástrojů.
Poslední část práce se snaží o objasnění množství nástrojů od společnosti Pentaho a její
komunity, které se nejčastěji používají.
Tato diplomová práce přímo navazuje na výsledky semestrálního projektu, v němž byla
zpracována teoretická část práce. Konkrétně se jedná o kapitoly číslo 2 a 3.
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Kapitola 2
Získávání znalostí z databází
Hlavní podíl na nárůstu množství dat a iniciování vzniku oboru jako získávání znalostí
zapříčinily hlavně databáze, jakožto hlavní zdroj dat, a proto se zaměřuji na ně. Již od
roku 1960 jsou databáze a informační technologie systematicky vyvíjeny z primitivních
systémů zpracovávající soubory k sofistikovaným a výkonným databázovým systémům (dnes
známým relačním databázovým systémům, data modelující nástroje, indexování, apod.).
Takto uživatel získal flexibilní přístup k datům nehledě na dotazovací jazyky, uživatelská
rozhraní apod.
Zvyšování populárnosti vedlo vývoji stále novějších a výkonnějších databázových sys-
témů. Jistý podíl na tomhle trendu měl i rychlý vývoj výkonnějších a dostupnějších počí-
tačů včetně médií pro ukládání dat. Z pokročilejších datových modelů jsou to například
objektově-orientované, objektově-relační a deduktivní modely. Co se týče aplikačně orien-
tovaných databázových systému, stojí za zmínění prostorové, temporální, multimediální,
proudové, vědecké a inženýrské databáze. Tyto databáze mají určitě také cestu otevřenou,
jak se uvádí v literatuře [4], ze které jsou majoritně čerpány informace pro tuto kapitolu.
Nastal velký nárůst uložených dat, která se nacházejí v nejrůznějších databázích. Bylo
potřeba tyto data sjednotit do jednoho obrovského datového úložiště. Zde se tyto data ne-
zbytně musejí vyčistit, zaintegrovat, apod. Zmíněné techniky budou lépe vysvětleny v ná-
sledujících kapitolách. Nad tímto úložištěm bylo nezbytné provádět efektivní analýzy dat.
Proto vznikly výkonné metody pro analytickou práci s daty a způsob uložení dat v databázi
tzv. OLAP (On-line Analytical Processing), které umožňují na data pohlížet z různých úhlů
pohledu. Tyto metody kladou důraz na dotazy, které jsou optimalizované pro operace čtení
nad obrovským množstvím dat. OLAP bude ještě podrobněji popsáno později v sekci 2.2.
Získávání znalostí z databází je tedy jednoduše řečeno extrakce užitečných znalostí z ob-
rovského množství dat. Tyto znalosti bývají reprezentovány formou modelů a vzorů dat jak
se popisuje v [27] (např. vícerozměrový datový model popsaný v sekci 2.2.2). Nejedná se
o informace, které by šli získat například i složitějším SQL dotazem nad databází. V data-
bázi jsou uloženy pouze fakta, ale většinou potřebujeme získat informace, které nelze získat
pouhým přečtením faktů.
Využití získávání znalostí z databází nachází dobré uplatnění v odvětvích jako jsou
analýza nákupního košíku, analýza trhu a marketingu, analýza a detekce neobvyklého cho-
vání k detekci podvodu, získávání znalostí z textu, bioinformatika, business inteligence a
v neposlední řadě také v meteorologii.
Jednotlivé kroky získávání znalostí z databází názorně ilustruje obrázek 2.1.
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Obrázek 2.1: Proces získávání znalostí z databází
Popis jednotlivých kroků:
1. Čištění - jedná se o základní operaci, která bývá často požadována. Často se stává,
že se ve velkém množství dat vyskytují chybějící položky nebo naopak různý šum
(položky navíc atd.). Také se v této části provádí odstraňování ne-konzistence dat.
2. Integrace - v případě, že máme data pocházející z různých zdrojů tak jsme nuceni pro-
vést integraci do jediného úložného prostoru (většinou datový sklad). Pomocí operace
integrace se obvykle zbavíme dříve zmiňované ne-konzistence dat.
3. Výběr dat - tento krok se provádí z důvodu vybrání pouze dat, které jsou relevantní
a vhodné pro náš prováděný výzkum. Typický příklad je datový sklad, ve kterém
vybíráme konkrétní dimenze. Jedná-li se o relační databázi kde operujeme ve většině
případů pouze s jednou rozsáhlou tabulkou, potom vybíráme konkrétní sloupce s poža-
dovanými daty.
4. Transformace dat - takto nazvanou operaci provádíme z důvodu sjednocení formy dat,
tak aby dolování bylo co nejvíce bezproblémové. Provádí se například o vyhlazení,
agregaci, generalizaci, normalizaci apod.
5. Dolování dat - hlavní část procesu získávání znalostí z databází tzv. dolování dat.
Často jsou tendence zaměňovat tyto dva názvy a jejich významy. Metody a postupy
pro dolování dat budou ještě detailněji popsány později.
6. Vyhodnocení modelů a vzorů - s využitím měr užitečnosti identifikujeme co nejzají-
mavější vzory.
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7. Prezentace znalostí - zobrazení získaných výsledků do názorných grafů, vizualizací
apod. Potom jsou výsledky užitečné a srozumitelné pro běžného uživatele, obchodního
analytika atd.
Jednotlivé kroky se nemusejí nutně dělat přesně v uvedeném pořadí. Také se často proces
získávání znalostí z databází aplikuje vícekrát. Nyní si popíšeme první část procesu a to
formátování dat, které nám data vhodně připraví k dalšímu zpracování.
2.1 Příprava dat
V současných rozsáhlých databázových systémech a datových skladech není neobvyklý
výskyt nekompletních a nekonzistentních dat. Tyto problémy se vyskytují z několika zřejmých
důvodů. Vždy nejsou služby z kterých jsou data zaznamenávána dostupné (poruchy zařízeni
apod.) nebo jednoduše zrovna v čase zaznamenávání nebyli důležité. Mohlo také například
dojít k nechtěnému smazání určitých dat z důvodu ne-konzistence ostatních nahraných dat.
Důvodů, kdy nastanou chyby, může být opravdu spousta, proto je krok předzpracování dat
obzvláště důležitý. Proto si nyní popíšeme techniky sumarizace, čistění, redukce, integrace
a transformace dat.
2.1.1 Sumarizace
Pokud chceme, aby příprava dat pro dolování byla co nejúspěšnější, potom si musíme udělat
napřed celkový přehled našich analyzovaných dat. Zkoumá se, jestli data jsou zašumělá či
jestli se vyskytuj chybějící hodnoty, hodnoty které jsou mimo rozsah apod.
Existuje několik typů atributů, které se základně dělí na tři. První je kvantitativní, který
obsahuje numerické hodnoty (obdoba typu integer v jazyce C). Další je kategorický atri-
but a ten nabývá diskrétních hodnot (speciální případ je například informace zdali člověk
píše levou nebo pravou rukou) na kterých není definováno uspořádání. Poslední je ordinální
atribut a ten se od předešlého liší v uspořádání (ordinální atribut má definováno, ale ka-
tegorický nikoliv). Nad uvedenými typy stanovujeme určité míry, které nám zjistí určitou
informaci. Pokud budeme uvažovat například relační databáze, tak pro určení statistiky,
data vždy uvažujeme pouze z jednoho sloupce tabulky. Ze sloupce vezme hodnoty a zač-
neme je uvažovat jako posloupnost hodnot (seřazenou či neseřazenou). Na takových datech
se dají aplikovat dva typy statistik a to míry polohy a míry rozptylu.
Míra polohy stanovuje, zdali se jedná o konzistentní data a to pomocí určeného význam-
ného prvku. Významný prvek se určí na základě nějaké významné pozice (průměr, medián
apod.). Míra rozptylu stanovuje rozptyl hodnot dané posloupnosti. Určuje se pomocí ma-
ximální a minimální hodnoty nebo rozdílu těchto hodnot.
2.1.2 Čištění
Jedná se o nalezení a odstranění nesrovnalostí. K tomu potřebujeme co nejvíce informací
z metadat (datové typy, možný rozsah hodnot, apod.). Proces odstranění chybějících dat
můžeme rozdělit do následujících dvou možností.
Chybějící hodnoty - v takovém případě zkoumáme data, jestli je kompletní sada
všech dat. Jestli se vyskytuje příliš mnoho chybějících hodnot, tak to může zapříčinit značné
zkreslení našich statistik. Dokonce některé dolovací metody nejsou schopny s tak narušenými
daty vůbec pracovat. Pokud uvažujeme jednu tabulku v relační databázi (většina případů),
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tak určíme v kolika řádcích nám chybí některá hodnota určitého sloupce. Máme několik
možností jak chybějící data opravit (i když vždy se bude jednat o menší či větší zkreslení
výsledné statistiky).
Jako první se určitě nabízí nejjednodušší možnost a to odstranit cely řádek tabulky, ve
kterém některá hodnota schází. Pokud na řádku schází větší množství hodnot, tak je tato
metoda vhodná. V opačném případě se musí používat opatrně.
Další možnost je provést manuální nahrazení chybějících hodnot. Vzhledem, že se před-
pokládá určitá znalost lidí, kteří by prováděli doplnění hodnot, tak je tato metoda značně
úspěšná. Bohužel většinou padá na časové náročnosti vzhledem k obrovskému množství dat
ke kontrole.
Jiná možnost, která překoná problém s časovou náročností je automatická náhrada.
Můžeme chybějící data nahradit konstantou (např. 0 - pokud by se jednalo o velké množ-
ství chybějících dat, tak by mohla zanést umělou statisticky zajímavou chybu), průměrnou
hodnotou chybějícího údaje, průměrnou hodnotou nebo nejpravděpodobnější hodnotou (vy-
užívá např. regrese, Bayesovské klasifikace a rozhodovacího stromu).
Náhodné chyby - v tomto případě se jedná o tzv. datový šum (příliš velké odchylky
hodnot). Dochází k takovému jevu při nejrůznějších poruchách měřících zařízení a jiných
zařízení (stroje se vždy budou kazit), lidské chyby (lidé budou vždy chybovat - únava, stres,
apod.), různé formáty pro stejné věci (datum, jednotky atd.). Opět se nám nabízí několik
technik jak minimalizovat dopad šumu na výsledné statistiky.
První technika je lokální vyhlazování. Provádí se postupem nad setříděnými daty, kde se
berou v úvahu okolní hodnoty. Setříděné hodnoty se rozdělí do ”binsů”(košů - do každého se
umístí cca stejný počet hodnot) se stejnou ”equal-freguency”(stejnou frekvencí). Jednotlivé
binsy se nahradí maximální/minimální/průměrnou hodnotou daného binsu. Záleží, ke které
hodnotě má nahrazovaná hodnota nejblíže.
Další možná technika je regrese. Jádrem techniky je regresní křivka, která poskytuje
hodnoty k doplnění. Existují lineární regrese (aproximující přímka mezi dvěma body), pre-
diktivní regrese (jeden prvek se použije k predikci druhého), vícenásobná lineární regrese
(rozšířená - více než dva prvky).
2.1.3 Integrace
Proces integrace nám umožní sjednotit data pocházející z více různých zdrojů. Správně
spárovat objekty může být značně obtížné. Objekty, které pocházejí z reálného světa, tak
jsou zachyceny různými datovými zdroji odlišně. Proto někdy bývá dosti problematické
tyto vztahy rozluštit. Nemůžeme si například být jistí, že názvy některého sloupce z jedné
databáze budou shodné s názvem sloupce v jiné databázi uchovávajíc stejný typ dat (např.
u sloupce pohlaví gender id a sex id). Pokud se nám podaří spárovat názvy jednotlivých
sloupců, tak může nastat další problém, kdy ve spárované dvojici jsou uložena odlišná data
(např. u roku narození 1986 a 86).
Doteď jsme řešili problémy týkající se konkrétních sloupců. Problémy ovšem nastávají
i v hodnotách od těchto sloupců odvozených. Jako modelový příklad je pokud máme údaj
o objemu předmětu: v databází je uložen přímo objem, ale při průzkumu byly zapsány roz-
měry předmětu. Objem lze jednoduše z rozměru odvodit. Proto obecně řečeno pokud máme
dostatek metadat včetně jejich sémantiky potom dokážeme takovou redundanci odstranit.
Také se můžeme setkat s rozdílností hodnot získaných z různých zdrojů (můžeme si
například představit hodnoty ale s různými jednotkami). Například teplota může být jak
ve stupních Celsia, tak ve Fahrenheitech nebo velikost v cm, mm, m apod. Dále různé
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rozdíly pojetí abstrakce nebo odlišná měna v jednotlivých státech.
2.1.4 Transformace
Proces transformace dat má za úkol převést data do vhodné podoby pro dolování dat.
Transformaci můžeme rozdělit následovně.
1. Vyhlazování - techniky jako binning (košování), regrese a clustering (shlukování) od-
straňují šum z dat.
2. Agregace - neboli souhrnné operace, které data seskupí podle určitých vlastností.
Například podle datu pořizování na týdenní, víkendové, měsíční, roční apod. Tato
operace se často využívá při vytváření datové kostky.
3. Generalizace - nízkoúrovňová data jsou nahrazována vysokoúrovňovými koncepty vyu-
žívajíce konceptové rozvržení. Jako modelový příklad můžeme uvést stáří automobilů.
Hodnoty, které udávají stáří vozu (r. v. 2000, r. v. 2001 atd.) se mohou generalizovat
na vůz na náhradní díly, starý vůz, novější vůz, nový vůz atd.
4. Normalizace - pří normalizaci jsou data převáděna do menších specifických intervalů
(-1.0 až 1.0 nebo 0.0 až 1.0 atd.).
5. Konstrukce atributů - někdy se také nazývá jako konstrukce rysů. Jedná se o kon-
strukci nových údajů získaných z dosavadních hodnot. Tyto nově vytvořené atributy
jsou použity pro lepší dolování.
2.1.5 Redukce
Redukce nám umožní zmenšit množství dat a tak značně zefektivnit pozdější dolování
dat. Ale je nutné, aby redukce přesně zachovala integritu původních dat. Takto dostaneme
stejné analytické výsledky, ale mnohem efektivněji. Redukce zahrnuje následující metody
pro zpracování dat.
Obrázek 2.2: Proces redukování dat (převzato z [4])
Agregace datové kostky - tato operace je používána k vytvoření datové kostky z původ-
ních dat.
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Výběr podmnožiny atributů (sloupců) - vyhledá a odstraní zbytečné, málo podstatné a
redundantní atributy (sloupce) nebo dimenze. Podobně jako předchozí operace nám obecně
řečeno zmenší počet dat a tak opět zefektivní dolování dat.
Redukce počtu dimenzí - provede zakódování, které použije ke zmenšení velikosti množiny
původních dat k dolování.
Redukce počtu dat - odhadne nebo nahradí určitou alternativou původní data k do-
lování. Po této operaci jsou data opět menší a reprezentuje je parametrický model nebo
bezparametrický model. Parametrický model je výhodný v uložení pouze svých parametrů
namísto všech původních dat. Bezparametrický model zahrnuje metody shlukování, vzor-
kování a histogram.
Diskretizace a generace konceptuální hierarchie - obecně diskretizace a generace koncep-
tuální hierarchie jsou silné nástroje pro dolování dat. Provádějí náhradu hodnot jednotlivých
atributů (sloupců) určitým rozsahem nebo vyšší konceptuální vrstvou. Datová diskretizace
je určitá forma předchozí operace (Redukce počtu dat). Pro automatickou generaci je vý-
znamná diskretizace dat.
Podrobněji dále v sekci 2.3 popíšu pouze postup pro redukci počtu dat. Konkrétně jeden
její typ a to shlukování (clustering), jelikož plánuji tuto metodu aplikovat na získaných
meteorologických datech, které popisuji v kapitole 3.
2.2 Datové sklady
Co to vlastně datové sklady jsou a k čemu nám jsou dobré? Existuje více popisů co je
datový sklad a jaká data obsahuje. Nejčastěji se v literaturách uvádí popis od Williama H.
Inmona [8].
”Datový sklad je předmětově orientovaná, integrovaná, stálá a časově vari-
antní kolekce dat podporující rozhodování managementu. Datový sklad obsahuje
granulovité firemní data. Data v datových skladech jsou dostupná pro použití
mnoha různými způsoby, zahrnujíc sezení a čekání na budoucí požadavky, které
dnes ještě nejsou známy.”
Neboli datový sklad nám poskytuje architekturu a nástroje pro pochopení dat a jejich
využití při strategických rozhodováních. Většinou je využívají obchodníci. Nyní si popíšeme
základní vlastnosti datových skladů, které jsou uvedeny v literatuře [4], z které se čerpají
informace pro tuto kapitolu:
1. Předmětová orientovanost - datový sklad je zaměřen na určité hlavní předměty (pro-
dukty, předměty apod.) a jeho modelování (analyzování) a ne na každodenní rutinní
operace. Zbytečná data se odstraní a nepoužijí.
2. Integrovanost - datový sklad využívá čištění a integraci, aby ustálil jednotlivé para-
metry, protože se provádí integrace dat z několika různých zdrojů (relační databáze,
textová data apod.).
3. Časová variantnost - jedná se hlavně o historická data v řádech roků.
4. Stálost - vzhledem k tomu, že datový sklad je fyzicky oddělen od vstupní databáze,
tak nejsou potřeba běžné operace (zotavení, transakce, apod.). Většinou jsou potřeba
pouze dvě operace a to nahrání a přístup k datům.
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Protože v dnešní době se dobrá informovanost vysoce cenní a poskytuje nemalou kon-
kurenční výhodu, tak jsou datové sklady a dolování z nich dosti oblíbené. Nacházejí využití
v širokém spektru oborů a případů (např. vyhodnocování různých výrobků, sledování cho-
vání zákazníka a jeho potřeb, apod.).
2.2.1 OLTP vs. OLAP
Operační databáze (např. relační databáze) jsou označovány systémem On-line Transaction
Processing (OLTP). Jak již název napovídá, jedná se o systém, který je stvořen pro zpra-
covávání běžných (častých) operací jako jsou platby, registrace, účetnictví, apod.
Datové sklady jsou označovány systémem On-line Analytical Processing (OLAP). Jak
opět z názvu jasně plyne, tak tyto systémy jsou uzpůsobeny hlavně k analyzování a následné
prezentaci výsledků analýzy.
Když se na rozdíl operačních databází a datových skladů podíváme z pohledu výstupních
zpráv tak je situace naznačena na obrázku 2.3.
Obrázek 2.3: Rozdíly mezi výstupem OLTP a OLAP (Převzato z [8])
Vzhledem k rozdílným přístupům ke každému systému (OLTP a OLAP) je nutné mít
oddělené data pro OLTP a zvlášť pro OLAP. Tyto hlavní rozdíly (rysy) znázorňuje násle-
dující tabulka 2.1.
Všeobecně bývají OLAP servery rozdělovány podle toho jak ukládají svá data. Existují
dva hlavní přístupy:
• MOLAP (vícerozměrový OLAP) - server všechny svá data ukládá na disk ve struktuře,
která je optimalizována právě pro vícerozměrový přístup.
• ROLAP (relační OLAP) - server všechny svá data ukládá do relační databáze. Každý
řádek v tabulce faktů má pro každou svou dimenzi a míru patřičný sloupec.
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Význačný rys OLTP OLAP
uživatelé úředník, databázový profesio-
nál
manažer, vedoucí pracovník, analy-
tik
data současné, aktuální historické, precizně udržované
velikost databází v řádech MB až GB v řádech GB až TB
návrh databáze ER model, aplikačně oriento-
vané
hvězda, sněhová vločka, předmětově
orientované
náhled na data podrobný, plošně relační sumarizované, vícerozměrové
přístup k datům čtení/zápis velké množství čtení
Tabulka 2.1: Hlavní rysy jednotlivých technologií OLTP a OLAP.
Každý OLAP server musí být schopen ukládat tři základní věci a to data z tabulky
faktů, agregace a dimenze.
MOLAP databáze ukládají fakta ve vícerozměrovém formátu. Pokud obsahují více než
pár dimenzí, tak jsou data málo nahuštěna a vícerozměrový formát nepracuje nejlépe. Exis-
tuje proto tzv. HOLAP (hybrid OLAP), který řeší tento problém pomocí přesunutí nejméně
nahuštěných dat do relační databáze. Agregace takto přesunutých dat ukládá stále ve více-
rozměrovém formátu.
Před-vyhodnocené agregace jsou nezbytně nutné pro velké datové sady, jinak některé
dotazy nebude možné zodpovědět, aniž by se musela přečíst celá tabulka faktů. MOLAP
agregace jsou často ve formě obrazu datové struktury z vnitřní paměti, které jsou rozděleny
do stránek a uloženy na disk. V tom je hlavní rozdíl oproti ROLAP agregacím, které jsou
uloženy v tabulkách. V některých ROLAP systémech, které jsou explicitně řízeny OLAP
serverem (v jiném systému), jsou tabulky deklarovány jako pohledy. Pohledy jsou implicitně
používány, když OLAP server vydává dotaz s určitou vhodnou kombinací sloupců, v klauzuli
GROUP BY.
Poslední nejdůležitější část agregační strategie je právě vyrovnávací paměť. Vyrovná-
vací paměť udržuje před-vyhodnocené agregace v paměti, pomocí kterých je možné násled-
nými dotazy přistupovat k datům bez přístupu na disk. Když vyrovnávací paměť udržuje
požadované datové sady v nízkých úrovních agregace, tak další datové sady mohou být
dopočítány pomocí rolling-up. Pro vyrovnávací paměť je obtížné vybírat sady agregací pro
před-výpočet, které by vedly k zrychlení systému, bez toho aniž by byl použit příliš ve-
liký prostor na disku. Obtížnost je způsobena částečně při vysoké dimenzionalitě, nebo
když uživatel položí nepředvídatelný dotaz. V systémech, kde jsou data měněny real-time
je nepraktické udržovat před-vypočítané agragace. Přiměřená velikost vyrovnávací paměti
nám umožní, aby systém rozumě vykonával nepředvídatelné dotazy s pár či žádnými před-
vypočítanými agregacemi.
2.2.2 Datová kostka
Jádrem datových skladů (OLAP) a dolováním z nich je vícerozměrový datový model. Ta-
kový model nejčastěji reprezentuje tzv. datová kostka. Pomocí datové kostky můžeme mo-
delovat data a zobrazovat je jako vícerozměrová. Datová kostka se skládá ze dvou částí:
Fakta jsou data, které chceme analyzovat vzhledem k dimenzím (můžeme si to před-
stavit, že nám udávají vztahy mezi dimenzemi). Tabulka faktu obsahuje jména faktů. Dále
obsahuje také cizí klíče, kdy každý souvislý s tabulkou dimenzí.
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Dimenze jsou pohledy a entity vzhledem ke kterým chce organizace uchovávat zá-
znamy. Ke každé dimenzi musí být přidělena tabulka, která se potom nazývá tzv. tabulka
dimenze a danou dimenzi popisuje. Tabulka určená dimenzi může být vytvořena uživatelem,
odborníkem nebo automaticky vygenerována a nastavena na základě datové distribuce.
Většinou je datová kostka n-dimenzionální. Pro reálnou představu je, ale lepší uvažovat
datovou kostku jako 3D geometrickou strukturu a pokud potřebujeme n-rozměrnou tak si
představit několik (n−1)-D datových kostek mezi sebou vzájemně určitými vztahy svázané
(n-rozměrný prostor se hůře představuje či kreslí). Jako typický příklad 3D kostky a n-
rozměrné kostky (kde n = 4 a podle předchozí definice zobrazujeme tedy sérii 3D kostek)
ohledně prodejů představují následující obrázky 2.4 a 2.5 .
Obrázek 2.4: 3D datová kostka (Převzato z [4])
Obrázek 2.5: 4D datová kostka (Převzato z [4])
Díky datovým kostkám můžeme na data pohlížet z různých pohledů, protože zmiňované
kostky se skládají mimo jiné z jednotlivých dimenzí a ty se skládají z několika úrovní
abstrakcí.
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2.2.3 Třívrstvá architektura datových skladů
Pokud potřebujeme provést návrh datového skladu, tak takový proces se obecně skládá ze
čtyř kroků:
1. Výběr obchodního procesu - vybereme některý obchodní proces, který budeme chtít
modelovat (prodeje, objednávky, apod.).
2. Určení granularity obchodního procesu - určíme atomické data, které budou repre-
zentovat fakta (tabulka faktů) pro náš vybraný proces k modelování. Například to
mohou být jednotlivé transakce, apod.
3. Výběr dimenzí - stanovíme si dimenze, které budou aplikovány na každý záznam (ta-
bulka faktů). Většinou se jako dimenze stanovují čas, položka, zákazník, typ transakce
apod.
4. Výběr míry - určíme typy hodnot (něco na způsob měrných jednotek), které budou
použity na každý záznam tabulky faktů. Většinou se stanovují typy hodnot, které je
možné numericky inkrementovat (kusy prodané, atd.).
Architektura datových skladů se dá navrhnout několika způsoby, ale v této práci se
zaměřím na nejčastěji používanou a to třívrstvou architekturu, kterou plánuji použít. Tento
přístup a zároveň prostředky, které mi byly doporučeny vedoucím práce na realizování
jednotlivých vrstev je znázorněn na obrázku 2.6.
První vrstva je databázový server datového skladu, který mimo jiné obsahuje i re-
positáře s metadaty (uchovávají údaje o datových skladech a jejich obsahu). Tento server
většinou bývá reprezentován relačním databázovým systémem. Data do této databáze se
získávají z různorodých zdrojů jako jsou operační databáze, různé průzkumy, záznamy
v textové podobě atd. Pomocí back-end nástrojů získáme data z těchto zdrojů (provedeme
na nich operace jako čištění integrace, transformace apod., jak již byly tyto operace po-
psány v kapitole 2.1.) a pomocí tzv. gateway (JDBC apod.) aplikací vygenerujeme SQL
kód, který se vykoná následně na databázovém serveru datového skladu.
Druhá vrstva je OLAP server. Tento server bývá většinou reprezentován relačním
OLAP (ROLAP) nebo vícerozměrovým OLAP (MOLAP) modelem.
Třetí vrstva je nazývána fornt-end vrstva klienta. Jsou zde obsaženy nejrůznější ná-
stroje pro dotazování a poskytování zpráv, analýzu apod. Samozřejmě také nástroje pro
dolování dat (založené na predikci apod.).
Určitě stojí za to se zmínit i o tzv. On-line Analytical Mining (OLAM), které integruje
OLAP s dolováním dat ve vícerozměrových databázích. Proto lze tímto způsobem provádět
asociace, klasifikace, predikce, různé analýzy apod.
2.3 Dolování z dat
Pokud máme již vše potřebné vytvořeno. Zjednodušeně řečeno jistým způsobem máme
předpřipravené data, vytvořený datový sklad a v něm datový model. Tak můžeme začít
s tzv. dolováním dat.
Existuje celá řada nejrůznějších metod a postupů jak provádět dolování dat. K těmto
účelům existuje celá řada nástrojů (aplikací), které nám dolování z dat značně ulehčují
(přehled pár vybraných je např. v [1]). My si zde pro představu zmíníme krátce ty nej-
známější metody. Jako první zde uvedu metodu pro shlukování dat, kterou plánuji aplikovat
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Obrázek 2.6: Datový sklad - třívrstvá architektura a použité nástroje
na získaná data od NOAA. Další popsané metody rozdělíme na klasifikační a prediktivní
metody.
Klasifikační metody podle vlastností dat zařazují tyto data do určitého konečného počtu
tříd. Je to dvoufázový proces (trénovací fáze a testovací fáze). Trénovací fáze se provede na
vzorku dat, o kterých předem víme, do jaké třídy spadají. Následně se spustí proces, který
se snaží naučit jak získat správné rozdělení. Po skončení se provádí testovací fáze opět na
vzorku dat s předem známými třídami (musí být ale disjunktní od vzorku dat z první fáze).
Podle naučeného chování z první fáze se provede přiřazení dat do jednotlivých tříd. Na
závěr se porovná výsledek druhé fáze se skutečnostmi, určí se tak úspěšnost a na základě
ní se určí, zdali se může tento proces nasadit do ostrého provozu.
Prediktivní metody pro určitý vstup predikují souvislé hodnoty (bývá zastupován urči-
tou funkcí). Často se pro numerickou predikci používá regrese. Regrese je statistická metoda
vyvinuta Sirem Francesem Galtonem. Vhodnější a také se nejčastěji používá, je řešení pro-
blému lineární regresí. Pokud se jedná o nelineární regresi tak se většinou převádí na lineární
regresi, protože existují na tento převod transformační metody.
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Všechny metody, které zde uvádím, jsou pouze principy jejich funkce a podrobnější
popis těchto metod lze případně dohledat v knize [4] a to v kapitole 6.
2.3.1 Shlukování
Shlukování je náročná operace, při které aplikace vyvíjené pomocí této metody mají speci-
ální požadavky, jako jsou škálovatelnost, schopnost provádět operace nad rozdílnými daty,
nalézat shluky různých tvarů, minimální požadavky na znalostní domény k vymezení vstup-
ních parametrů, schopnost provádět operace nad zašumělými daty, přírůstkové shlukování a
nezávislé na pořadí vstupních údajů, vysoko-dimenzionální, shlukování postavené na ome-
zování, interpretovatelnost a použitelnost.
Nejčastěji se pracuje s daty jako intervalové, binární, nominální, ordinální a poměrové
proměnné. Většinou ovšem data nejsou popsány pouze jedním typem dat, ale více růz-
nými typy dat. Každý typ dat, která se nejčastěji vyskytují je potřeba určitým způsobem
předzpracovat pro následnou analýzu.
Předpokládáme, že shlukované data obsahují n objektů. Tyto objekty mohou být napří-
klad dokumenty, zvířata, hardware, apod. Existují dvě hlavní datové struktury, se kterými
se většinou provádí shlukování.
Matice dat reprezentuje n zmíněných objektů jak je znázorněno v matici 2.1. Každý
objekt má m vlastností (proměnných). Pokud uvažujeme například objekt zvířata, tak mo-
hou obsahovat vlastnosti jako jméno, řád, třída, věk, váha, výška, apod. Z takových objektů
můžeme sestrojit matici, která bude obsahovat n sloupců a m řádků jak je znázorněno na
obrázku. Často se takováto matice nazývá také ”one-mode”matice.









xn1 . . . xnf . . . xnp

(2.1)
Matice odlišností obsahuje vztahy dvojic, které reprezentují všechny kombinace jed-
notlivých objektů, jak je znázorněno na obrázku 2.2. Nejčastěji bývá reprezentována maticí
nxn. Platí zde komutativita (d(i, j) = d(j, i)), proto se do matice uvádí pouze d(i, j). Hlavní
diagonála matice je zastoupena hodnotami 0, které zastupují vztah d(i, i) = d(i, i). Často












Existující shlukovací metody se shrnují do několika kategorií, jako jsou rozkládající
(partitioning) a hierarchické (hierarchical) metody dále také metody založené na hustotě
(density-based), na mřížce (grid-based), na modelech (model-based) a na závěr metody
shlukující vysoko-dimenzionální data (clustering high-dimensional data) a metoda založená
na nátlakovém shlukování.
Hierarchické shlukující metody pracují na základě seskupování datových objektů do
stromu clusterů. Metoda existuje ve dvou typech, které jsou znázorněny na nákresu 2.7 .
První typ metody je založen na shlukování a používá přístup bottom-up (shlukování
zdola nahoru). Začíná umístěním každého objektu do vlastního shluku a následným slu-
čováním jednotlivých shluků do větších shluků. Jakmile všechny objekty jsou v jednom
clusteru nebo je splněna některá ukončovací podmínka, tak skončí se slučováním.
Druhý typ metody je založen na rozdělování a používá přístup top-down (rozdělování
shora dolu). Začíná umístěním všech objektů do jednoho clusteru. Ten je dále rozdělován
do menších clusterů. Jakmile je každý objekt ve vlastním clusteru nebo je splněna některá
ukončovací podmínka, tak skončí s rozdělováním.
Obrázek 2.7: Typy hierarchických metod (Převzato z [4])
Čistě hierarchické clusterovací metody mají nevýhodu v procesu rozdělení či shlukování,
který později není vratný.
2.3.2 Klasifikace pomocí rozhodovacího stromu
Metoda je založena na vývojovém diagramu ve formě stromové struktury. Můžeme ho tedy
označit jako rozhodovací strom. Rozhodovací strom se skládá z uzlů (nelistové uzly), listů
(listové uzly) a jednotlivých větví (určitá část stromu). Rozhodovací strom se skládá z
• nelistových uzlů obsahující jednotlivé testy na atributy,
• listových uzlů uchovávající různé třídy,
• větví stromu představující výstupy určitých testů.
16
Obrázek 2.8: Příklad rozhodovacího stromu (vystuduje student FIT?)
Pokud se provádí klasifikace, tak se předá kořenovému uzlu objekt, který je potřeba
klasifikovat. Tento objekt postupně prochází stromem, dokud se nedostane do některého
listového uzlu, neboli není přiřazen do nějaké třídy. Není problém z rozhodovacího stromu
vytvořit patřičná klasifikační pravidla.
Vytváření rozhodovacího stromu se provádí pomocí algoritmu, který zde nebudu roze-
pisovat, jelikož lze snadno dohledat v knize [4] a to v kapitole 6.3.1.
Metoda klasifikace pomocí rozhodovacího stromu je dosti oblíbená. Má totiž několik
dobrých vlastností. Například nepožaduje žádné doménové znalosti, nastavování parametrů
a přesto je dostatečná pro zkoumání znalostí. Je jednoduchá, dostatečně rychlá, apod.
2.3.3 Bayesovská klasifikace
Metoda je založena na statistické klasifikaci (tzv. Bayesovské klasifikaci), kdy určí pravdě-
podobnost příslušnosti daného objektu do každé třídy. Tyto jednotlivé pravděpodobnosti
seřadí podle velikosti a první (ta s největší pravděpodobností) prohlásí za správnou.
Jádrem je tedy Bayesův vzorec, který lze odvodit od známé podmíněné pravděpodob-
nosti. Bayesův vzorec 2.3 vypadá následovně
P (H|X) = P (H|X)P (H)
P (X)
, (2.3)
kde H je podmíněná pravděpodobnost a její podmínka je výskyt jevu X. Pokud budeme
uvažovat tzv. jednoduchou bayesovskou klasifikaci, tak si stanovíme X = (x1, x2, x3, ..., xn)
což bude reprezentovat hodnoty atributů. Dále si zavedeme C1, C2, C3, Cm reprezentující
jednotlivé třídy do kterých budeme objekty rozřazovat. Po zavedení těchto konvencí můžeme
vzorec 2.3 upravit na následující tvar 2.4.




Takto modifikovaný vzorec nám určí jednotlivé pravděpodobnosti příslušnosti objektu
do postupně všech tříd. Největší získaná hodnota P (Ci|X) je považována za výsledek příslu-
šnosti.
Jednotlivé složky vzorce se určují následovně. Jmenovatel vzorce P (X) je konstantní,
takže není potřeba počítat. Co se týče čitatele tak se postupuje následovně. Část P (Ci) se
určuje pomocí vzorce 2.5, který nám poskytne pravděpodobnost, se kterou libovolný prvek




kde |Ci,D| představuje počet prvků z množiny D, které patří do třídy |Ci| a |D| je počet
prvků množiny všech trénovacích dat.
Dále část P (X|Ci) se určuje pomocí vzorce 2.6, který nám poskytne pravděpodobnost




P (xk, Ci) (2.6)
Jednotlivé hodnoty atributů jsou na sebe nezávislé a toho využívá zmíněný vzorec.
Hodnotu P (xk, Ci) zjistíme podle stavu xk, které může představovat diskrétní nebo spojité
hodnoty. Používáme vzorce 2.7 nebo 2.8.
P (X|Ci) = Ak|Ci,D| (2.7)







Při diskrétních hodnotách použijeme vzorec 2.7, kde čitatel Ak je P (xk|Ci) a to určuje
počet prvků z trénovací množiny D, které patří do třídy Ci a k-tý atribut obsahuje hodnotu
xk. Jmenovatel vzorce je |Ci,D| a ten určuje opět počet všech prvků z trénovací množiny
D.
Při spojitých hodnotách použijeme vzorec 2.8, kde g je Gaussovo rozložení pro k-tý
atribut s hodnotou xk a ostatní proměnné znamenají
• µc - průměrná hodnota,
• σc - směrodatná odchylka pro atributy Ak ze třídy Ci.
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Obrázek 2.9: Princip činnosti umělého neuronu (Převzato z [27])
2.3.4 Klasifikace založená na neuronové síti Backpropagation
Pro jednoduší pochopení je potřeba nejdříve popsat funkci tzv. umělého neuronu, který
vznikl inspirací klasického biologického neuronu a lze pomocí spojování jednotlivých umě-
lých neuronů vytvářet neuronové sítě. Jeho princip je znázorněn na obrázku 2.9, kde:
• x1, x2, x3, . . . , xn - jsou vstupy, kde se přivádí data (získané ze vstupních dat nebo
výstupů jiných neuronů),
• w1, w2, w3, . . . , wn - jsou jednotlivé váhy,
• Θ - je konstanta vždy určitého neuronu (nastavováním těchto konstant a uvedených
vah probíhá učení neuronové sítě),
• f - jedná se o tzv. aktivační funkci, která hodnotu získanou po sumě dále určitým
způsobem transformuje a přivádí na výstup
• sumarizační funkce - provede výpočet, který získává z jednotlivých vstupů, jejich vah
a konstanty,
• výstup - je výsledek naší klasifikace (případně může být jeho hodnota položena na
další vstupy neuronů).
Podobným způsobem se vytváří právě klasifikace pomocí neuronové sítě Backpropa-
gation, kde jsou na začátku všechny váhy a biasy nastaveny na malá čísla, která jsou
náhodně vygenerována. Hlavní rozdíl je v tom, že se tato síť skládá v základu ze tří částí
jak je vidět na obrázku 2.10, kde:
1. vrstva - zastupuje vstupní vrstvu kam se přivádějí vstupní data.
2. vrstva - zastupuje skryté vrstvy (může jich být i více). První skrytá vrstva si načte
hodnoty ze vstupní vrstvy. Poté každý neuron ze skryté vrstvy provede sumu součinů
jednotlivých vah se vstupy. K této sumě přičte svůj bias a pošle výsledek další skryté
vrstvě. Jednotlivé výpočty se propracují přes všechny skryté vrstvy, až do výstupní
3. vrstvy.
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Obrázek 2.10: Vrstvy neuronové sítě backpropagation
3. vrstva - zastupuje výstupní vrstvu, která vytváří výstupní vektor reprezentující kód
patřičné třídy
Pro případ učení neuronové sítě Backpropagation se provádí také zpětné šíření chyby
(porovná se výstupní vektor s očekávaným), které případně upraví nastavení biasů a
vah. Přesný tvar algoritmu lze dohledat v literatuře [4] v kapitole 6.6.3 Backpropa-
gation.
2.3.5 Lineární regrese
Jak nadpis této sekce napovídá, jedná se již o regresivní metodu pro dolování dat. Existují
dva druhy lineární regrese. Jedna se označuje jednoduchá lineární regrese a její princip
je založen na aproximaci konečné posloupnosti bodů ve 2-D prostoru pomocí polynomu
prvního řádu (přímky). Tedy v této metodě hledáme přímku, která nám nejlépe popíše
tendenci průběhu závislosti mezi jednotlivými daty.
Máme tedy k dispozici jednotlivá data. Ty převedeme do matematických názvů pro
body jako hodnoty xi, a jejich funkční hodnoty yi, kde i = 0, . . . , n a následně budeme
hledat rovnici přímky tvaru, jak uvádí vzorec 2.9.
y = c0 + c1x (2.9)
Jedná se o směrnicovou rovnici přímky, tak se může jevit jasné, že se bude i stejně
vyhodnocovat, ale není tomu úplně tak. Pro nalezení rovnice 2.9 se používá metoda nejme-
nších čtverců. Zde tuto metodu popíši jenom stručně a optimalizovanou pro náš případ.
Pokud by bylo potřeba podrobnějších informaci a vzorců tak lze dohledat v literatuře [3].
Koeficienty c0 a c1 se určují pomocí vzorců
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Obrázek 2.11: Metoda nejmenších čtverců (převzato z [3])
c0 = y − c1x; (2.10)
c1 =
∑n
i=1(xi − x)(yi − y)∑n
i=1(xi − x)2
, (2.11)
kde x resp. y je aritmetický průměr hodnot xi resp. yi a i = 0, . . . , n. Metodu nejmenších
čtverců tedy shrnuje obrázek 2.11.
Jako druhý typ lineární regrese označujeme tzv. vícenásobnou lineární regresi. Vchází
v podstatě z jednoduché, ale lze pomocí ní pracovat s daty, které obsahují více jako dva
parametry. Její rovnice je obecně tvaru y = c0 + c1x1 + c2x2 + · · ·+ cnxn. Podrobnější popis
jednoduché a vícenásobné regrese je možno nalézt v literatuře [14]
2.3.6 Nelineární regrese
Určitě není těžké si představit situaci, kdy závislosti mezi daty nejsou lineární, ale například
polynomy vyšších řádu apod. Proto existují i nelineární regrese. Jako nejjednodušší řešení
nelineárnosti je převést ji na lineárnost. Takový převod se provádí například z kubické
funkce 2.12.
y = c0 + c1x+ c2x
2 + c3x
3 (2.12)
Převod se provede pomocí substituce x1 = x, x2 = x2, x3 = x3. Která po aplikování




Dnes je již k dispozici obrovské množství klimatických dat, která jsou shromažďovány a
sbírány z celého světa. Pro jednoduchý přístup jsou data uchovávána v datových sadách,
které obsahují nejrůznější klimatické údaje a atmosférické parametry vyskytující se v tří-
rozměrném prostoru. Spolehlivé vyhodnocování a monitorování klimatu vyžaduje vysokou
úroveň korektnosti a spolehlivosti údajů, úměrnou požadované přesnosti v daných oblas-
tech. Je nezbytné vyřešit několik problémů pro získání kvalitních datových sad. V datech
se vyskytují tři druhy chyb. V první řadě se jedná o chyby měření a vzorkování. Dále jsou
to chyby způsobené teplotními vlivy a v neposlední řadě jsou to chyby způsobené omeze-
ným pokrytím pozorování. Proto vědci vyvinuli metody, které zachovávají inherentní data
a minimalizují neurčitosti, a tak mají jistotu, že datové sady budou přesně postačovat pro
klimatické monitorování a odhady změn klimatu. Existuje několik mezinárodních datových
center, které vyvíjejí a skladují vysoce kvalitní homogenizované globální datové sady. Ta-
kové sady kombinují zemské a mořské povrchové data. Data jsou takto shromažďována více
než 160 let.
Existuje několik druhů takových klimatických datových sad, které se nezřídka zaměřují
na určitou organizaci. Existují například klimatické datové sady pro námořnictvo, letectvo
apod.
Často se klimatické datové sady zaměřují na určitou oblast. Například denní datové
sady, data povrchu země, data zaměřující se na mlhy, kombinované data apod.
V meteorologii existuje spousta různých jevů (veličin). Například atmosférická analýza
se soustřeďuje na distribuci prostorových a časových proměnných. Můžeme například ho-
vořit o fyzických proměnných, které zahrnují výrazy týkající se fyzického stavu vzduchu
(tlak, teplota, obsah vodních par a množství dalších závislých na některých z nich) nebo
o kinematických proměnných, které zahrnují pohyb vzduchových částic nebo systémy vzdu-
chových částic (například vítr, který představuje horizontální rychlost vzduchu v bodě).
Další podrobnější objasnění většiny základních meteorologických pojmů, veličin a principů
je popsáno v literatuře [20].
3.1 Datové sady NASA
Jako příklad existence velké škály nejrůznějších meteorologických dat, zaměřené vždy na
určitou oblast, uvedu pár organizací pro zpracovávání, archivování a distribuci zemských
vědeckých dat ve výzkumném centru NASA Langley [11], kde je možnost dohledat po-
drobnější informace. Některé projekty mají širší záběr a tak mohou pokrývat i více oblastí
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specializace. Data jsou sbírána a vytvářena vždy určitou organizací, která má k dispozici
potřebné speciální vybavení.
Projekt Popis projektu
NARSTO Poskytuje několik experimentů pro zhodnoco-
vání troposférického znečištění.
MAPS Poskytuje data posbírána během vesmírných
letů v roce 1981, 1984 a 1994. Při kterých byl,
mimo jiné, do troposféry vypuštěn karbon mo-
noxid (CO).
Tabulka 3.1: Příklady projektů se zaměřením na problematiku chemického složení troposféry
(Tropospheric Chemistry).
Projekt Popis projektu
SAGE I Seskupuje data týkající se prostorové distribuce
stratosférické mlhy, ozónu a dusíkového dioxidu
v globálním měřítku. Používá sluneční fotometr.
SAGE II Navazuje na SAGE I, ale navíc se ještě zabývá
vodní párou a událostmi mraků, které jsou ma-
povány na vertikální profily, a určuje jejich mě-
síční průměry.
CALIPSO Zkoumá účinky mraků a mlhy na zemské klima.
Satelit Calipso používá tři zařízení a to Mračno-
Mlhový Lidar, Snímací Infračervený Radiometr
a Kameru se širokým záběrem.
Tabulka 3.2: Příklady projektů se zaměřením na problematiku mlhy (Aerosols).
Projekt Popis projektu
NARSTO Poskytuje několik experimentů pro zhodnoco-
vání troposférického znečištění.
MAPS Poskytuje data posbírána během vesmírných
letů v roce 1981, 1984 a 1994. Při kterých byl,
mimo jiné, do troposféry vypuštěn karbon mo-
noxid (CO).




SUCCESS Zkoumá účinky nadzvukového letadla na kon-
denzační stopu, cirrus (cirrus-cloud) a chemické
složení atmosféry. Používá vědecké přístroje ob-
sažené ve speciálních letadlech a měřicí přístroje
umístěné na zemi.
CALIPSO Zkoumá účinky mraků a mlhy na zemské klima.
Satelit Calipso používá tři zařízení a to Mračno-
Mlhový Lidar, Snímací Infračervený Radiometr
a Kameru se širokým záběrem.
Tabulka 3.4: Příklady projektů se zaměřením na problematiku mraků (Clouds).
Projekt Popis projektu
ARESE Měří absorpci slunečního záření v atmosféře
mraků pomocí tzv. vrtů světelných toků ze zdola
nahoru a z hora dolů. Světelné toky se vytváří
třemi letadly letícími v tropopauze, poblíž horní
části mraku, ale pod základem mraků.
MISR Existuje pro lepší pochopení životního prostření
a klimatu země. Pozoruje zemi osvícenou slun-
cem zároveň z devíti úhlů. Poskytuje tak radi-
ometrické a geometrické obrázky kalibrované ve
čtyřech spektrech z každého úhlu.
Tabulka 3.5: Příklady projektů se zaměřením na problematiku zářivé rovnováhy (Radiation
Budget).
3.2 Denní globální souhrn dat
Pro tuto práci použiji volně dostupná data od národního datového klimatického centra,
která se nezaměřují na specifickou oblast, ale poskytují souhrn zajímavých denních údajů.
Denní globální souhrn dat (Global Surface Summary of the Day - GSOD) je produkt,
který je archivován národním datovým klimatickým centrem (NCDC). Vytvářen je NCDC
v Ashevillu. Národní klima je odvozeno z integrovaných povrchových hodinových dat (ISH).
ISH data obsahují globální informace získané z USAF klimatologického centra, které sídlí
ve Federálním Klimatickém Komplexu s NCDC. Souhrn posledních denních dat je obvykle
dostupný 1-2 dny po datu pozorování používaném v denních souhrnech. Soubory s online
daty začínají rokem 1929 v čase psaní softwaru Verze 8. Většinou je dostupných okolo 9000
datových stanic. Denní údaje (dostupné z každé stanice) zahrnuté v datech jsou následující:
Globální souhrn denních dat osmnácti povrchových meteorologických údajů jsou odvo-
zeny ze synoptických/hodinových pozorování a obsaženy v USAF DATSAV3 Povrchových
dat a ve Federálním Klimatickém Komplexu Integrovaného Hodinového Povrchu (ISH).
Historické data jsou dostupné hlavně od roku 1929 do současnosti. Data z roku 1973 do
současnosti se stávají více kompletní. Pro některé periody, jedna nebo více dat ze země
nemusí být dostupné přímo do datových omezení nebo komunikačních problémů. Rozsah
dat, která tato organizace shromažďuje je v podstatě celý zemský povrch jak je znázorněno
na obrázku 3.1. Podrobnější informace lze dohledat v [15].
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Obrázek 3.1: Rozsah dat od GSOD (převzato z [15])
3.2.1 Formát vstupních dat
Data za jednotlivé roky jsou uloženy v adresářích označených vždy patřičným rokem. V ka-
ždém adresáři se nacházejí jednotlivé soubory, které obsahují informace v určitém časovém
období, ve formátu prostého textu. Každý záznam je uložen na jednom řádku zmiňovaného
souboru. Parametry každého záznamu jsou odděleny ”bílými”znaky jak je vidět na obrázku
3.2. Významy a povolené formáty jednotlivých parametrů jsou podrobně popsány v příloze
A.
Obrázek 3.2: Ukázka formátu záznamů
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Kapitola 4
Dolování z meteorologických dat
Nyní je již dostatečně popsán potřebný teoretický základ k získávání znalostí z databází.
Popsal jsem potřebné a možné kroky pro určitou přípravu dat. Některé z operací použiji na
zpracovávaná meteorologická data, která byla popsána v sekci 3.2. Popsal jsem také, jak se
tvoří datové sklady a přehled nejrůznějších druhů meteorologických dat, které jsou v dnešní
době veřejnosti k vědeckým účelům volně poskytnuty. Vysvětleny byly také nejznámější
přístupy pro dolování z dat.
Znalosti jsem využil při návrhu dolovací metody. Metoda bude popsána v sekci 4.1.
Následně budou popsány nástroje a metody, které při realizaci této metody byly aplikovány.
Podrobněji popíši Pentaho OLAP server a návrh datového skladu na úrovni modelu, který
bude na tento server nasazen. Představím nástroj Weka, který mi pomůže určit správné
dolovací algoritmy a nastavení jejich parametrů.
4.1 Proces dolování z meteorologických dat
Navrhl jsem metodu s pomocí vedoucího této práce pro analýzu a dolování z meteorolo-
gických dat. Metoda byla navrhnuta konkrétně pro globální souhrn denních dat. Skládá
se ze sedmi částí. Nástroje a implementace, které souvisí s jednotlivými částmi metody,
budou podrobněji popsány v následujících kapitolách. Pro lepší přehled zde obecně popíši
jednotlivé kroky metody, které jsou znázorněny na obrázku 4.1.
1. Získání vhodných meteorologických dat v elektronickém formátu. Pro tuto práci byla
získána data, která jsou již popsána v sekci 3.2.
2. Jedná se o předzpracování, které je důležitou částí. Tato část zajistí korektnost dat,
aby bylo možné získávat správné výsledky na výstupu metody. Pro tento krok jsem
si vytvořil skript v jazyce Java. Částečně jsem využíval i nástroj Kettle.
3. Po získání korektních dat je potřeba tyto data přemístit do datového skladu, které
zvládne takto obrovské množství dat a bude poskytovat přístup k nim v rozumném
čase. Použil jsem databázi PostgreSQL, která běží na školním serveru minerva2.
4. Čtvrtou část metody zastupuje OLAP server. Použil jsem konkrétně Mondrian OLAP
server. Pro Mondrian jsem vytvořil datovou kostku, která je na něj distribuována.
5. Výběr atributů představuje další část metody. Provádí se s využitím tzv. MDX dotazů
na datovou kostku.
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6. Shlukování představuje známou dolovací metodu, která byla zvolena jako vhodná pro
meteorologická data. Pro realizaci této metody jsem použil nástroj Weka.
7. Posledním část se zabývá vhodným zobrazením a prezentací výsledků, aby byly co
nejsrozumitelnější i pro běžného uživatele (analytika).
Obrázek 4.1: Blokové schéma zvolené metody pro dolování z meteorologických dat.
4.2 Zpracování dat GSOD
Formát a informace o těchto datech jsou již popsány v sekci 3.2, proto je zde nebudu znovu
popisovat, ale zaměřím se spíše na problémy, se kterými jsem se setkával. Vzhledem k tomu,
že získaných dat je opravdu velké množství, tak bylo nezbytně nutné vytvořit skript pro
automatizované zpracování dat.
Vytvořil jsem tedy skript v programovacím jazyce JAVA 1.6, který využívá API JDBC
8.3 pro přístup obecně k jakékoliv databázi (v této práci používám databází PostgreSQL
[18]). Vytvořený skript prochází data po jednotlivých složkách a v nich po jednotlivých
souborech. Každý soubor v patřičném formátu načte a provede parsování. Jakmile získá
jednotlivé hodnoty, tak vytvoří patřičnou tabulku v PostgreSQL, a provede import získa-
ných dat tak jak je znázorněno na obrázku 4.2.
V databázi je využíván tzv. partitioning (rozdělení na jednotlivé roky v intervalu
1930 až 2011) pro zrychlení pozdější práce s databází vzhledem k velkému množství dat.
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Obrázek 4.2: Hlavní princip skriptu pro zpracování dat.
Jako další optimalizaci rychlosti práce s daty je použita indexace, která prioritně způsobí
urychlení čtení dat, zároveň disponuje vlastností zpomalení vytváření nových dat. Tyto
vlastnosti jsou ideální pro účel této práce. Je potřeba jednou importovat data do databáze
a dále již zůstanou konstantní a provádí se již pouze jejich čtení.
Další problém s kterým jsem se setkal, jsou chybějící hodnoty v některých souborech.
Tento problém se vyskytuje ve dvou provedeních, kde každý z nich bylo potřeba zvlášť
řešit. První je chybějící hodnota v některém z řádků a druhá je chybějící celé jedno měření
některé vlastnosti (prakticky to znamená, že v souboru chybí celý jeden sloupec dat). Tyto
chyby jsem ošetřil přímo ve vytvořeném skriptu.
Vzhledem k vysokým požadavkům na výkonnost databázového serveru mi byl poskyt-
nut přístup na školní server minerva2, kde je k dispozici databáze PostgreSQL 8.4.9 (server
vyžaduje komunikaci s využitím ssh). Vytvořený skript byl spuštěn nad databází trecvid
a schématem gsod. Kromě vytvoření tabulek s meteorologickými daty byla vytvořena také
pomocná tabulka Stations s informacemi o jednotlivých meteorologických stanicích. Veřej-
nosti dostupné informace pro tyto stanice jsou zeměpisná délka, zeměpisná šíře, nadmořská
výška, kód stanice, datum vzniku stanice, datum zániku stanice a kód země, ve kterém se
stanice nachází. Zde bylo také potřeba vyřešit zavádějící a chybějící hodnoty.
4.2.1 Kettle
Pro určité operace předzpracovaní dat jsem využíval také rozšířený open source nástroj
Kettle [12] (nazýván také jako Spoon, PDI, apod.). Tento nástroj disponuje grafickým uži-
vatelským rozhraním (viz. obrázek 4.3), tedy uživatel neznalý programování může provádět
bez problému předzpracování dat. Nástroj umožňuje velké množství operací, ale nenabízí
tak velkou flexibilitu a jednoduchou možnost spouštění v pozadí na vzdáleném serveru (bez
instalace nástrojů), tak jako vlastní programování, proto jsem zvolil prioritně tvorbu vlast-
ního skriptu popsaného v sekci 4.2. Kettle nástroj jsem využil hlavně na propojení Weka
softwaru a dashboardu pro BI-Server (bude popsáno později v kapitole 6).
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Obrázek 4.3: Ukázka GUI nástroje Kettle od Pentaho.
4.3 Tvorba modelu datového skladu
Datový model se tvoří pomocí tzv. datové kostky (podrobněji popsáno v sekci 2.2.2), která
se skládá z faktů a dimenzí. Data použita v této práci nabízejí spoustu různých faktů,
jako jsou např. průměrná teplota, průměrný rosný bod, rok pořízení, měsíc a den pořízení,
průměrný nadmořský tlak apod. Celý výčet dat a jejich formátu je uveden v příloze A. Jako
dimenze se nabízí datum pořízení záznamu, číslo měřící stanice nebo některá fakta rozdělit
na určité intervaly (například teplota na: velká zima, zima, teplo, horko, velké vedro).
Jako dimenzi, která není zároveň faktem, jsem navrhl například stanici. O stanici je
nám známo několik informací, z nichž jsem vybral následující:
• country - kód země kde se stanice nachází,
• lat - zeměpisná šířka,
• lon - zeměpisná délka,
• begin - datum uvedení stanice do provozu,
• end - datum zrušení stanice.
Rád bych také uvedl zmínku o dimenzi času, kterou jsem použil. Tato dimenze nebyla
potřeba vytvářet přímo v databázi, protože OLAP server Mondrian disponuje speciální
podporou pro tento typ dimenze (popsáno dále v 4.4.1). Běžně se také při tvorbě datové
29
kostky využívá poznatku, že některá fakta lze zároveň využít jako dimenze. Proto jsem
navrhl datovou kostku, která většinu dimenzí tvoří právě takto.
Navržená datová kostka je znázorněna na obrázku 4.4. Schéma je vytvořeno pomocí
jazyka UML. Jedná se o schéma hvězdy.
Obrázek 4.4: Schéma hvězdy navržené datové kostky
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4.3.1 Schema workbench
Pro OLAP server Mondrian, který pro tuhle práci používám, se tvoří datové kostky vy-
tvořením XML souboru, který se následně nahraje na server. Ukázka části souboru nám
naznačuje představu o syntaxi:
<Schema name="DIP-minerva2">
<Cube name="Weather-minerva2" visible="true" cache="true" enabled="true">
<Table name="noaa" schema="gsod">
</Table>
<Dimension type="TimeDimension" foreignKey="yearmoda" name="Time">
<Hierarchy visible="true" hasAll="true" allMemberName="All Period">
<Table name="noaa" schema="gsod">
</Table>











Z nepřeberného množství možností při tvorbě schématu bych rád uvedl například tzv.
KeyExpression. Ten nám dovoluje mapovat na schéma sloupce z databáze, které nejsou
v ideální podobě. Umožňují nám totiž definovat pomocí SQL syntaxe (podle typu použité
databáze), jak se má na sloupec nahlížet v určitých případech.
Při takovém způsobu tvorby datové kostky je potřeba důkladně znát syntaxi1 pro Mon-
drian a také je tato tvorba vysoce náchylná na překlepy a podobné chyby.
Mezi Pentaho řešením má proto i své místo nástroj Schema workbench [26], který po-
skytuje grafické uživatelské rozhraní pro tvorbu těchto souborů. Usnadňuje také distribuci
vytvořené datové kostky na server. Je možné v tomto prostředí pokládat rovnou MDX2
dotazy na vytvářenou datovou kostku a tak si ověřovat korektnost návrhu. Případně je
možné procházet pomocí nástroje JDBC explorer datový sklad, nad kterým datovou kostku
tvoříme.
1Kompletní dokumentaci syntaxe na tvorbu schématu pro server Mondrian lze dohledat na webu [5].
2Jazyk MDX je kompletně popsán v sekci 4.4.2
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Obrázek 4.5: Ukázka GUI nástroje Schema workbench.
4.4 OLAP server
Obecně OLAP přístup můžeme označit za počítačové zpracování, které umožňuje uživa-
teli snadno a výběrově extrahovat a zobrazovat data z různých úhlů pohledu. Například
u meteorologických dat uživatel může chtít analyzovat situaci, kdy si nechá zobrazit, který
měsíc nejvíce prší v určitém státě a porovnat, jak často pršelo v ten samý měsíc v ostatních
státech a jestli některý jiný měsíc v roce také tolik pršelo. Pro usnadnění těchto typů do-
tazů OLAP data ukládá ve vícerozměrových databázích. Zatímco relační databáze mohou
ukládat pouze dvourozměrná data, tak naproti tomu vícerozměrové databáze uvažují každý
datový atribut (například teplota, množství srážek, poloha měřící stanice, čas pořízení) jako
oddělenou dimenzi. OLAP softwary umožňují provádět průniky těchto dimenzí (například
počet srážek naměřených všemi stanicemi za jeden rok) a následné zobrazení.
Některé atributy mohou být rozděleny do dalších podatributů. OLAP může být použit
jak pro dolování dat, tak pro zkoumání předchozích neodhalených vztahů mezi datovými po-
ložkami. OLAP databáze nepotřebuje být tak rozsáhlá jako datový sklad, protože většinou
nejsou potřeba všechny datové transakce, aby bylo možné analyzovat nejrůznější trendy.
OLAP serverů existuje celé množství (výčet nejznámějších je v tabulce 4.1). Většinou
jsou navrženy pro více uživatelské prostředí, kdy se cena softwaru odvíjí od počtu uživatelů.
V této práci pracuji s kolekcí nástrojů od Pentaho, proto jsem výběr OLAP serveru provedl
jednoznačně a zvolil si Pentaho OLAP server Mondrian. Jeho EPL3 open source licence byla
další kladný argument pro výběr Mondrianu. Tato licence se vztahuje pouze na produkty
Pentaho CE (Community Edition), které udržuje komunita. Přímo Pentaho nabízí podporu
3 Znění Eclipse Public License je možné dohledat na webu http://www.eclipse.org/legal/epl-v10.html
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pouze k EE (Enterprise edition) produktům, které jsou již placené.
4.4.1 Mondrian
Pro tuto práci jsem si tedy vybral OLAP server Mondrian. Mondrian je open source OLAP
server napsaný v Javě. Podporuje MDX (multidimensional expressions) dotazovací jazyk,
XML pro analýzy a specifikace rozhraní pro olap4j. Čtení dat provádí z SQL a jiných
datových zdrojů. Provádí také agregaci dat v paměti.
Hlavní výhody, proč je Mondrian často používán, jsou vysoký výkon a interaktivní ana-
lýzy rozsáhlých i malých informací. Umožňuje prostorové zkoumání dat (například analýza
prodejů podle produktové řady, regionu, časové periody, atd.). Zprostředkovává zpracování
MDX jazyka do SQL k získání odpovědí pro prostorové otázky. Disponuje vysokou rychlostí
dotazů pomocí agregační tabulky v RDBMS. Je možné provádět pokročilé výpočty pomocí
výpočetních výrazů (calculation expressions) MDX jazyka.
Pro rámcovou představu, jak pracuje konkrétně OLAP server od Pentaho popíši jeho
architekturu, která se skládá ze čtyř vrstev představující funkci serveru od koncového uži-
vatele až po samotná data. Jednotlivé vrstvy jsou pojmenovány jako prezentační vrstva,
vrstva dimenzí, vrstva hvězdy, vrstva úložišť (znázorněno na obrázku 4.6).
Prezentační vrstva určuje, co koncový uživatel uvidí na svém monitoru a jak může
pokládat různě dotazy. Existuje, spousta možností, jak prezentovat vícerozměrové datové
sady, zahrnující interaktivní tabulky (znázorněna v 4.4.3), koláčové, sloupcové a klasické
grafy. Je možno používat i pokročilejší metody vizualizačních nástrojů jako jsou interaktivní
mapy a dynamické grafy. Mohou být napsány ve Swingu nebo JSP, grafy renderované do
JPEG nebo GIF formátu nebo přenášeny do vzdálených aplikací pomocí XML. Všechny
tyto formy prezentací mají společnou vícerozměrovou gramatiku pro dimenze (dimensions),
míry (measures) a položky (cells), kterou prezentační vrstva pokládá dotazy a OLAP server
vrací odpovědi.
Druhá vrstva dimenzí zpracovává, validuje a vykonává MDX dotazy (budou popsány
v sekci 4.4.2). Libovolný dotaz je zpracováván v několika fázích. Nejdříve jsou vypočítány
osy, dále položky vzhledem k osám. Pro zlepšení výkonu posílá vrstva dimenzí položkové
požadavky do agregační vrstvy po dávkách. Transformátor pro dotazy umožňuje aplikaci
manipulovat s již existujícími dotazy, než vytvářet MDX zprávy od začátku pro každý
požadavek. Metadata popisují vícerozměrový model tak, jak je mapován na relační model.
Třetí vrstva je vrstva hvězdy. Tato vrstva udržuje agregační vyrovnávací paměť. Agre-
gace znamená množinu položek (cells) v paměti, kvalifikovanou množinou hodnot sloupců
dimenzí. Vrstva dimenzí posílá požadavky pro množiny hodnot. Jestliže požadované hod-
OLAP Server Firma Licence
Microsoft Analysis Services Microsoft Proprietary
Mondrian OLAP server Pentaho EPL
Oracle Database OLAP Option Oracle Proprietary
SAS OLAP Server SAS Institute Proprietary
TM1 IBM Proprietary
Tabulka 4.1: Přehled nejznámějších OLAP serverů.
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noty nejsou ve vyrovnávací paměti nebo je nelze odvodit pomocí ”rolling up”agregace ve
vyrovnávací paměti, tak agregační manažer odešle požadavek do vrstvy úložišť.
Poslední vrstva úložišť je RDBMS (Relational DataBase Management System). Zodpo-
vídá za poskytování agregovaných dat a členů z tabulek dimenzí.
Všechny popsané komponenty většinou pracují ze stejného PC. Jsou navrhnuty tak,
že v případě potřeby mohou být distribuovány na více výpočetních strojů. Výjimku tvoří
vrstvy 2 a 3 (zahrnují Mondrian server), které musejí být na jednom PC. Vrstva úložišť
se může nacházet na vzdáleném PC, ke které lze přistupovat pomocí JDBC připojení.
V případě víceuživatelského systému by každý koncový uživatel mohl mít prezentační vrstvu
na svém PC (pokud nepoužíváme JSP generování stránek již na serveru).
Obrázek 4.6: Architektura Mondrian serveru (převzato z [6]).
Mondrian má svou agregační strategii:
• Fakta jsou uložena v RDBMS. Není potřeba vyvíjet nového manažera úložišť (storage
manager) když RDBMS obsahuje svého.
• Čtení agregačních dat do vyrovnávací paměti jako skupiny dotazů. Opět není třeba
vyvíjet, když RDBMS zajistí tuto obsluhu.
• Jestliže RDBMS podporuje pohledy a databázový administrátor vybírá vytvoření po-
hledů pro částečné dotazy agregací, pak je Mondrian implicitně použije. Manažer
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agregací v Mondrianu, by si měl být vědom, že pohledy existují a částečné agregace
jsou levné, co se týče výpočetní náročnosti. Tento způsob by měl vždy nabízet vyle-
pšení výkonu pro databázového administrátora.
Hlavní myšlenkou je přenášet do databáze pouze to, co tam patří. Klade to větší zátěž
na databázi, ale jakmile je tato vlastnost přidána do databáze, tak z ní mohou těžit výhody
všichni databázoví klienti. Vícerozměrové úložiště by mělo snižovat I/O operace a rychlost
výsledku operace v určitých situacích.
Výhodou Mondrianu je, že nepožaduje vlastní úložiště. Úložiště může být nainstalováno
přidáním JAR souboru do CLASSPATH a následně spuštěno. Protože zde nejsou redun-
dantní datové sady ke spravování, tak proces pro nahrání dat je jednoduchý a Mondrian
je ideálně situován k vykonávání funkce OLAP na datových sadách, které jsou měněny
real-time.
Nyní shrnu hlavní informace o Mondrian serveru. Obecně řečeno Mondrian server pra-
cuje na principu ROLAP, proto ke své činnosti potřebuje dvě hlavní věci a to relační
databázi a na ni namapované schéma. Pomocí nich poskytuje patřičnou výpočetní sílu a
cache pro urychlení výpočtu. ROLAP systémy bývají náročné na velikost paměti a jinak
to není ani u Mondrian serveru. Doporučuje se pro Mondrian vyčlenit alespoň 1GB pa-
měti, aby byl schopný pracovat efektivně. Samozřejmě potřebná velikost je závislá také na
velikosti databáze, se kterou pracujeme apod. Schéma se tvoří formou xml souboru, který
v případě potřeby lze upravovat pomocí libovolného textového editoru (případně pomocí
specializovaných nástrojů, jako je například Schema Workbench uvedeny v sekci 4.3.1).
4.4.2 MDX
Pro co nejlepší návrh analytického systému na principu OLAP je potřeba se zamyslet nad
dvěma základními faktory. První je návrh dimenzí, který určí v podstatě framework pro
všechny dotazy a výpočty. Následně je důležité zvolit jazyk, který svým používáním bude
nejlépe pracovat při vytváření dotazů a výpočtů. Při dotazech jsme hlavně limitování ná-
vrhem dimenzí, které nám stanoví, co vše bude možné získávat případně dopočítat. V dnešní
době je hojně používán MDX jazyk, který je dostatečně propracovaný. Pomocí něj je možné
zodpovídat na širokou škálu dotazů i v případech kdy se jedná o neefektivní nebo méně
výrazově (less-expressive) vybavené databázové struktury. Vhodné je co nejlépe porozumět
návrhu dimenzí, protože nám to pak usnadní jednodušší tvorbu MDX dotazů.
Jinými slovy MDX (Multidimensional Expressions) jazyk je dotazovací jazyk pro OLAP
databáze. Jedná se o podobný vztah, jako SQL dotazovací jazyk má k relačním databá-
zím. MDX jazyk nabízí speciální syntaxi pro dotazování a manipulaci s vícerozměrnými
daty, které jsou uloženy v datové kostce (popsána v sekci 4.3). I když je možnost některé
MDX dotazy přeložit i do tradičního SQL, tak by tyto dotazy byly značně komplikované a
nepřehledné oproti MDX. Mimo jiné jazyk MDX je již přijaty většinou majoritních firem,
které se zabývají OLAP řešeními a tak se postupně jazyk propracoval do formy standartu
pro OLAP systémy.
Popis principu práce jazyka MDX předvedu na jednoduchém příkladě. Kompletní a
přesný popis syntaxe MDX jazyka lze dohledat ve veřejně dostupné online referenci [13].
Použiji vytvořený datový model, který byl již popsán v sekci 4.3. Model je zde konkrétně
pojmenován Weather-minerva2. Tento model mimo jiné obsahuje dimenzi času (Time),
která obsahuje také členy jednotlivých let (interval od roku 1930 do 2011). Dále použiji
z datového modelu míru (measures) TempAvg, která provádí agregaci (v tomhle případě
vypočítává průměr) naměřených průměrných teplot. Pro klauzuli WHERE použiji také
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dimenzi stanice (Station), která obsahuje mimo jiné jako členy jednotlivé státy, ve kterých
jsou jednotlivé meteorologické stanice (CZ, PL, US, BA, CU, . . .). Uvádím zde pouze část
dat, protože pro rozsáhlé množství by zde nebylo prakticky možné zobrazit celou datovou
sadu.
SELECT
NON EMPTY { [Time].[2011]} ON COLUMNS,
NON EMPTY { [Measures].[TempAvg] } ON ROWS
FROM Weather-minerva2
WHERE ( [Station.location].[CZ] )
Po seznámení jednotlivých částí modelu je již zřejmé jakou informaci tímto dotazem
chceme získat. Konkrétně se jedná o zobrazení průměrné teploty v České Republice za rok
2011. Původní tabulka s daty je znázorněna na obrázku 4.7. Obsahuje dvě dimenze čas a
poloha stanice podle státu a k nim příslušné průměrné teploty. Po vyvolání MDX dotazu
je výsledek zobrazen na obrázku 4.8, kde již je z dimenze času pouze rok 2011 a jedná se
o teplotu ze státu CZ.
Obrázek 4.7: Ukázka dat před MDX dotazem. Obrázek 4.8: Ukázka dat po MDX dotazu.
Z příkladu je zřejmé, že podobně jako u SQL jazyk MDX také obsahuje klauzule SE-
LECT, FROM a WHERE. Přestože tyto klauzule nesou stejné názvy, tak mnohdy nemají
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podobný význam jako u SQL. Zatímco SQL pouze provede výběr určitých sloupců tabulky,
tak naproti tomu výsledek MDX dotazu je jiná datová kostka kde můžeme položit libovol-
nou dimenzi (případně kombinace dimenzí) na libovolné osy. Takže v některých případech
může každá osa představovat kombinaci více dimenzí.
Dále je na příkladě možné zpozorovat další MDX vlastnosti. Používá složené závorky
k uzavření sady hodnot ze stejné dimenze nebo z více dimenzí. Na našem příkladě je pro
jednoduchost použita pouze jedna dimenze pro každou osu. Také výraz COLUMNS se musí
vždy nacházet před výrazem ROWS. Klauzule WHERE má stejný výraz jako u SQL, ale
nejedná se o název tabulky. Jedná se o název datového modelu (datové kostky).
Podrobnější popis jazyka MDX by již bylo nad rámec této práce, proto se odkazuji
v případě zájmu na publikaci [21], která se zabývá podrobným popisem vlastností MDX
jazyka a jeho konkrétním použití na Microsoft’s OLAP Services 7.
4.4.3 jPivot
K provádění MDX dotazů na Pentaho OLAP server je výborný a hojně využívaný ná-
stroj JPivot (ukázka tohoto nástroje je na obrázku 4.9). I když není v budoucnu ze strany
Pentaha plánováno tento nástroj podporovat, tak stále má své nezanedbatelné místo pro
svou spolehlivost, jednoduchost a nepotřebnost podrobnějších konfigurací. JPivot je navrh-
nut k používání pro širokou škálu OLAP serverů, ale prioritně je zaměřený na Mondrian.
I přesto nepoužívá přímo Mondrian API, ale definuje svůj vlastní OLAP model z hlediska
rozhraní balíku olap.model a olap.navi (jedná se o balíky, které jsou součásti JPivot). Proto,
aby JPivot spolupracoval s Mondrian serverem, tak je nezbytně nutné, aby toto rozhraní
bylo implementováno pomocí tříd v Mondrian serveru.
Obrázek 4.9: Ukázka jPivot nástroje.
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JPivot obsahuje následující funkce:
• Základní OLAP navigaci ve formě operací nad výsledkem (drill down, drill up, rotati-
ons, filters, slice, dice, drill-throughs, atd.).
• MDX editor, který umožňuje provádět dotazy v reálném čase.
• Zobrazení výsledných dat v přehledném grafu.
• Tabulku i graf je možné vyexportovat do PDF nebo Excel formátu. Vhodné pro
distribuci výsledků analýz.
• Jednoduchou modifikaci uživatelského rozhraní pomocí CSS a XSL technologií.
Jeho možnosti (hlavně MDX editor) jsem využíval při zkoumání a provádění analýz
k získávání zajímavých informací. Abych zjistil na co se již konkrétně zaměřovat při tvorbě
svého nástroje, který bude popsán v sekci 5.
4.5 Dolování pomocí nástroje Weka
Pro dolování dat jsem použil projekt Weka [23], který je vyvíjen univerzitou Waikato na
Novém Zélandě. Je šířen pod open source licencí GPL. Vytvořen byl v jazyce Java. Jedná
se v podstatě o kolekci vizualizačních nástrojů a algoritmů pro datovou analýzu a predikci.
Jsou v ní implementovány spousty algoritmů, které jsou potřebné pro dolování dat, jako
jsou například předzpracování, shlukování, klasifikace, regrese atd.
Algoritmy implementované v projektu Weka je možné spouštět přímo z příkazové řádky.
Včetně nastavení parametrů, získání vstupních dat a zobrazení výstupních dat.
Weku je také možné nasadit přímo ve vlastní aplikaci pomocí API, které je nastíněno
v sekci 4.5.2.
Neocenitelnou možností je určitě i využití grafického uživatelského rozhraní, které je pro
Weku vytvořeno. Mezi hlavní grafické nástroje patří Weka Explorer, který je představen
v sekci 4.5.1.
Vstupní data umí zpracovávat z nejrůznějších zdrojů. Patří mezi ně soubory typu ARFF,
databáze nebo vygenerování testovacích dat.
Pro účely této práce jsem použil vstupní data z databáze PostgreSQL. Pro podporu
této databáze je potřeba pouze připojit patřičnou jdbc knihovnu. V databázi jsem používal
datové typy, které nebyly přímo ve vece nadefinovány. Weka nabízí, ale šikovný mechanizmus
kde nebyl problém si chybějící typy dodefinovat.
Podrobnější informace o dolování dat konkrétně pomocí nástroje Weka je v literatuře
[25].
4.5.1 Základní použití
Hlavním GUI nástrojem pro nástroj Weka je bezesporu Explorer. Pomocí kterého je možné
natrénovat a odzkoušet různě postupy, které se pak například uplatní při psaní vlastní apli-
kace. Podrobný popis nástroje Weka Explorer je v uživatelské příručce [10]. Já zde nastíním
pouze základní možnosti pro představení síly a komplexnosti tohoto nástroje. Možnosti za-
čínají od široké škály vstupních dat, kdy můžeme jako vstupní data použít soubor, url,
databázi (libovolnou) nebo generování testovacích dat. Dále můžeme na atributy po nač-
tení aplikovat různé filtry, zjistit jejich maximum, minimum, směrodatnou odchylku atd.
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Jsou zde možnosti nejrůznějších Klasifikačních, shlukovacích, asociačních metod. Výsledky
si můžeme nechat zobrazit v různých grafech apod. Ukázka Weka Exploreru je na obrázku
4.10.
Obrázek 4.10: Ukázka Weka Exploreru.
4.5.2 Možnost použít ve vlastní aplikaci
Weka mimo jiná nabízí propracované API, které vzhledem k open source filozofii je možné
rozšiřovat. Mezi základní komponenty, které můžeme využít, jsou:
• Instance - v podstatě naše data s kterými dále pracujeme. Můžou být získávány jak
z ARFF souborů tak z databáze.
• Filtry - slouží k předzpracování dat.
• Klasifikátor/Shluk - staví na předzpracovaných datech.
• Vyhodnocení - zjištění do jaké míry pracují dobře klasifikátory a shluky.
• Výběr atributů - odstranění chybných atributů ze zpracovávaných dat.
Mimo uvedené komponenty obsahuje Weka také třídy pro práci s GUI. Většina z nich
je využívána pro dříve popsané Weka GUI, ale některé z nich lze použít také ve vlastní
aplikaci. Například zpracované vizualizační nástroje jako jsou pro stromy a jiné datové
typy, které jsou k dispozici v balíčku jako treeviewer and visualize.
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Kapitola 5
Vytvořený nástroj pro dolování
Nyní jsou již popsány všechny kroky a nástroje, které jsem použil a prozkoumal, aby bylo
možné navrhnout a vytvořit specializovaný nástroj pro analýzu a dolování z meteorologic-
kých dat od NOAA. Data jsou vyčištěna a předzpracována. Potřebný datový sklad je již
také připraven. Datový model je navrhnut a vytvořen s využitím nástroje Schema wor-
kbench. Pomocí testovacích MDX dotazů v nástroji jPivot je možné již ve vyvíjené aplikaci
přímo praktikovat zvolené dotazy. V neposlední řadě je také popsán nástroj Weka a jeho
GUI, které nám také umožní nasazovat již odladěné dolovací metody do vyvíjené aplikace.
Prozkoumané a zvolené algoritmy použiji pro nástroj, který jsem vytvořil pomocí Pen-
taho nástrojů, olap4j, jFreeCharts, programovacího jazyka Java a jeho knihovny, pro tvorbu
grafického uživatelského rozhraní, Swing.
Proto v této kapitole je již možné popsat konkrétní vyvinutý nástroj. Nástroj jsem začal
vyvíjet pomocí programovacího jazyka Java 1.6, pro který jsou uzpůsobeny API jednotli-
vých využívaných nástrojů od Pentaho, které bude popsáno v kapitolách 5.1 a 5.2.
Jako grafické uživatelské rozhraní jsem zvolil známý GUI widget toolkit s názvem Swing.
Swing je součástí JFC (Java Foundation Classes) od firmy Oracle, které poskytuje API
pro grafické uživatelské rozhraní v programech napsaných v Javě. Její hlavní výhody jsou
rozšiřitelnost (množství pluginů), přizpůsobitelnost (jednoduchá změna vzhledu) a konfigu-
rovatelnost.
Pro komunikaci s databází používám JDBC (Java Database Connectivity), který je de
facto standart pro databázově nezávislou konektivitu mezi programovacím jazykem Java
a širokým spektrem nejrůznějších databází. Obecně JDBC zajišťuje tři základní věci jako
vytvoření spojení s databázovým serverem, odeslání SQL výrazu a zpracování výsledku.
Protože na poskytnutém školním serveru běží PostgreSQL databáze, tak jsem použil kon-
krétně PostgreSQL JDBC Driver ve verzi 4. Tento driver je implementován čistě v Javě,
a proto se dá jednoduše získat ve formě jar souboru, který se již jednoduše použije jako
knihovna ve vlastním kódu.
Jak již bylo zmíněno, tak databázový server běží na školním serveru, na který je možné
přistupovat pouze pomocí ssh spojení. Proto bylo potřeba získat a nainstalovat patřičné
certifikáty.
5.1 Propojení s Pentaho OLAP serverem
První bylo potřeba prozkoumat API, které nabízí Mondrian, aby byl program schopen
s tímto serverem komunikovat a pokládat na něj dotazy. Zatím neexistuje žádné standardi-
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Obrázek 5.1: Architektura vytvořeného nástroje.
zované univerzální API pro OLAP dotazy, tak se Mondrian vydal vlastní cestou. Mondrian
API se nápadně podobá používání JDBC, tak je relativně jednoduché pro naučení. Hlavní
rozdíl mezi JDBC a Mondrian API je v používání dotazovacího jazyka, kde oproti SQL se
používá MDX. Jednoduchá ukázka použití Mondrian API v jazyku Java:
import mondrian.olap.*;
import java.io.PrintWriter;










"[Measures].[Store Sales]} on columns, " +
"{[Product].children} on rows " +
"FROM [Sales] " +
"WHERE ([Time].[1997].[Q1], [Store].[CA].[San Francisco])");
Result result = connection.execute(query);
result.print(new PrintWriter(System.out));
Lze pozorovat podobnosti s používáním známého JDBC. Spojení je vytvořeno pomocí
DriverManager (podobně jako u JDBC). Query je vytvořeno parsováním MDX dotazu a
je podobné jako v JDBC statement. Result je analogický k JDBC ResultSet. Protože
se zde pracuje s vícerozměrovými daty, tak hovoříme u výsledku dotazu spíše o osách a
buňkách než o řádcích a sloupcích. Jelikož je OLAP server zaměřen na průzkum dat, tak
můžeme například upravit rozkladový strom (parse tree). Strom se upraví pomocí operací
drill-down a řazení.
Bohužel standardní Mondrian API mi nepracuje dobře pro Mondrian od verze 3 a vyšší.
Proto jsem si zvolil jiný přístup a to pomocí olap4j, které Mondrian také nabízí. Zdá se to
být i lepší varianta tvoření dotazů a následné zpracování jejich výsledků.
Open Java API for OLAP (olap4j) je obecné API, které lze použít pro obsluhu libo-
volného OLAP serveru. Využití má například pro tvorbu klientských analytických aplikací,
které komunikují s jedním druhem OLAP serveru a v případě potřeby je možné stejnou
klientskou aplikaci přepnout na jiný typ OLAP serveru. Je možné s olap4j vytvářet celou
kolekci nástrojů a komponent. Olap4j má také dobrou dokumentaci. V podstatě se dá říci, že
olap4j má vůči vícerozměrovým datům stejnou pozici jako JDBC pro relační data. Z čehož
vyplynulo, že i syntaxe a používání olap4j se nápadně podobá JDBC jak bude vidět na ná-
sledujících příkladech. Dokonce olap4j sdílí některé základní třídy s JDBC a tak poskytuje
mnoho stejných výhod. Olap4j poskytuje řadu výhod, které jsou ceněny u OLAP aplikací
komunikujícími s OLAP servery. Vyvíjen je konsorciem společností jako jsou například Je-
dox, Tensegrity SQL Power, JasperSoft, Pentaho a další. Z open source projektů, které se
na vývoji podílí, patří mimo jiné i Mondrian, takže je perfektně přizpůsoben k využívání
olap4j. Podle všeho to vypadá, že do budoucna se Pentaho a jejich Mondrian bude ubírat
spíše cestou olap4j nežli původním Mondrian API, proto jsem si také olap4j zvolil.
Podrobný popis Mondrian serveru byl již proveden v sekci 4.4.1 proto se tímto již zde
nebudu zabývat, ale zaměřím se na práci s olap4j a jeho Mondrian implementací. Funkční
celky olap4j, které v aplikaci využívám, jsou znázorněny na obrázku 5.2.
Na nejnižší úrovni olap4j provádí registraci ovladačů a obsluhuje připojení a dotazy.
Provádí to pomocí rozšíření JDBC frameworku. Jako první věc jsem tedy musel provést
inicializaci Mondrian olap4j ovladače pomocí JVM (Java Virtual Machine) classloaderu.
Tato inicializace stačí provést pouze jednou a to použitím jednoduchého kódu (zajistí zís-
kávání dat pomocí MondrianOlap4jDriver třídy):
Class.forName("mondrian.olap4j.MondrianOlap4jDriver");
Jako další krok jsem musel vytvořit připojení, které je syntaxí podobné známému JDBC:
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Obrázek 5.2: Funkční celky olap4j API (převzato z [7]).









Při vytváření spojení je důležité zadat všechny tyto parametry:
• ”jdbc:mondrian”- jedná se o důležitý řetězec, který nesmíme opomenout. Zajistí pro-
pojení s Mondrian olap4j serverem.
• Jdbc - obsahuje tzv. connect string, který určí url kde se nachází databáze. Přesný
formát tohoto řetězce musíme určit podle použitého ovladače. Musel jsem zde využít
i parametru ssl=true, který mi zajistí použití spojení pomocí ssl. Databáze, ke které
se připojuji, je na vzdáleném serveru, který ssl připojení vyžaduje.
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• JdbcUser - jméno uživatele, který má přístup a patřičná práva k databázi.
• JdbcPassword - heslo uživatele, který má přístup a patřičná práva k databázi.
• Catalog - určí nám kde se nachází xml soubor se schématem. V tomto případě jsem
použil fyzický soubor na lokálním disku. Je možné použít také například soubor, který
se nachází na určité adrese kdekoliv na internetu (samozřejmě odkaz musí mít právo
čtení).
• JdbcDrivers - určuje, jaký ovladač se má použít pro komunikaci s databází. V tomto
případě jako databázový backend musí být PostgreSQL. Nesmí se také zapomenout
patřičný databázový ovladač definovat v CLASSPATH.
Vytvořené připojení pracuje s katalogem weather-minerva2. V podstatě se jedná o da-
tovou kostku (popsána již v sekci 2.2.2). Objekty s metadaty v olap4j schématu, se kterými
je možné pracovat, jsou znázorněny na obrázku 5.3. Jak je z obrázku patrné tak například
databáze je kolekce katalogů, každý katalog je kolekce schémat, každé schéma je kolekce
datových kostek, atd.
Obrázek 5.3: Objekty v olap4j schématu (převzato z [7]).
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Olap4j obsahuje velké množství databázových ovladačů. Každý z nich vyžaduje speci-
fické parametry. Jejich jednotlivý popis by byl mimo rámec této práce. Lze je, ale případně
dohledat v dokumentaci. Pomocí olap4j se lze také připojit na vzdálený OLAP server po-
mocí tzv. XMLA.
Takto jsem tedy vytvořil objekt pro připojení na OLAP server (Mondrian). Objekt,
který jsem získal je specifický pro JDBC (způsobují společně třídy) připojení a neumožnil
by nám v této podobě plně využívat všechny funkce OLAP serveru. Proto je nezbytně
nutné napřed tento objekt upravit pomocí následujícího kódu. Následně již mohu vytvořit
patřičný objekt.
OlapConnection olapConnection = ((OlapWrapper) connection)
.unwrap(OlapConnection.class);
OlapStatement statement = olapConnection.createStatement();
Pomocí vytvořeného objektu statement již mohu vykonávat dotazy na OLAP server
Mondrian. Vytvořil jsem si proto řetězec s mdx dotazem, který jsem spustil pomocí násle-
dujícího kódu:
CellSet cellSet = statement.executeOlapQuery(olapQuery1);
Po získání výsledku jsem již prováděl zpracování jednotlivých informací a jejich zobra-
zení v podobě grafů. Tvorba grafů bude více popsána později v sekci 5.3.
5.2 Propojení s nástrojem Weka
Open source projekt Weka pro dolování dat byl již představen v sekci 4.5. Proto zde popíši
pouze, jak jsem konkrétně Weku a její API využil v této práci. Popsané postupy jsem apli-
koval při tvorbě nástroje pro analýzu a dolování z meteorologických dat. Nejdříve jsem na-
trénoval a odzkoušel několik kombinací a možností pomocí Weka exploreru. To mi umožnilo
následně ve své aplikaci tvořit již konkrétní metodu se zaměřením na konkrétní parametry
a data.
Jako první bylo nezbytně nutné získat potřebné knihovny, které se budou používat a ty
vložit do CLASSPATH a následně importovat do projektu. Jako další krok je potřeba znát
parametry pro připojení databáze. Ty se zadávají následovně:





Opět se přistupuje k databázi, která se nachází na školním serveru minerva2 kde je
vyžadován přístup pomocí ssl. Jako autorizace je požadováno uživatelské jméno a heslo.
query.setQuery("select temp from gsod.noaa_1930");




Nyní již máme všechny funkční celky, které nám zajistí potřebná data. Zobrazení samotných
dat bývá někdy nereálné, pokud je jich velké množství. Také pouhá textová informace
nebývá nejlepším způsobem sdělování informací určených pro běžného uživatele. Proto jsem
ve své aplikaci pro vizualizaci výsledků zvolil grafickou reprezentaci ve formě grafů. Pro
programovací jazyk Java existuje spousta nejrůznějších knihoven pro tvorbu grafů. Pro svou
aplikaci jsem si zvolil JFreeChart knihovnu pro její konzistentnost, dobrou dokumentaci a
podporu široké škály různých grafů. Také důležité bylo, že se jedná o open source knihovnu
s licencí LGPL. Základ samotného grafu se vytvoří následovně:








Jedná se konkrétně o sloupcový graf. Je v něm nastaven (uvažováno ve sledu od první
položky title až po poslední true) titulek grafu, popis x-ové a y-ové osy, datová sada, vypnuté
zobrazení legendy a povolena nápověda.
5.4 Ověření nástroje na meteorologických datech
Finální nástroj jsem tedy vytvořil v jazyce Java a jeho GUI knihovny Swing. Využívám
volně dostupné nástroje a aplikace jako jsou Pentaho OLAP server, Weka, PostgreSQL,
JFreeChart a jiné.
Při návrhu aplikace jsem kladl důraz na jednoduchost a efektivnost. Aplikace je roz-
dělena do tří částí (záložek). V první záložce se pracuje s MDX dotazy, které jsou pokládány
na Pentaho OLAP server, který využívá databázi PostgreSQL a výsledky zobrazuje ve formě
grafu. Další záložka poskytuje obsluhu pro nástroj Weka. Poslední záložka nabízí volby pro
nastavení programu, jako jsou parametry pro připojení na server a jiné.
Nástroj byl ověřen na datech projektu NOAA Global Surface Summary of the Day 3.2.
Provedl jsem například dotaz na OLAP kostku, který zjistil průměrné teploty od roku 1992
do roku 2011 jak je patrné z obrázku 5.4.
Další ověření proběhlo například pomocí shlukování jak znázorňuje obrázek 5.5. Výběr
parametrů jako vstup pro shlukovací metodu jsem zvolil průměrnou teplotu, průměrný tlak,
maximální teplotu a minimální teplotu.
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Obrázek 5.4: Ověření funkčnosti vytvořeného nástroje (sekce Mondrian).
Obrázek 5.5: Ověření funkčnosti vytvořeného nástroje (sekce Weka).
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Kapitola 6
Vytvořený nástroj s využitím BI
Serveru
V předchozí kapitole jsem popsal svůj vytvořený produkt, který spočívá hlavně v prozkou-
mání stěžejních produktu firmy Pentaho a jejich vzájemnému propojení a rozšíření pomocí
jazyka Java. Při tvorbě takového řešení (čím dál více jsem měl povědomí o rozsáhlé a trochu
i zmatené škále produktu, které se točí okolo Pentaho) jsem dospěl k dalším produktům,
které mi do té doby nebyly známy. Po jejich prozkoumání jsem zjistil, že jsou mnohem
perspektivnější a podílí se na nich jak komunita, tak různé firmy.
Na základě nově nalezených produktů jsem zjistil, že usnadňují spousty věcí, které by
si jinak programátor musel tvořit od základu sám. Proto nežli rozšiřování svého původního
řešení, jsem se rozhodl vytvořit ještě jiný zajímavější produkt.
V této kapitole se proto také pokusím nastínit, jak jsem postupoval a které nové pro-
dukty jsem při tom využíval.
Pro upřesnění situace je nutno zmínit, že Pentaho se rozhodlo rozdělit svůj balík pro-
duktů (tzv. Pentaho BI Suite) do dvou hlavních větví, které jsou označovány jako Pentaho
Enterprise edition (nabízena ještě ve třech variantách základní, profesionální a podniková)
a Pentaho Comunity edition. První jmenovaná větev je šířena pod Open Source GPL licencí
a na vývoji se podílí hlavně komunita, která je okolo Pentaha rozrostlá. Tato komunita je
ale vedena a sponzorována přímo Pentahem. Je to hlavně z důvodu, že vývoj open source
verze je používáno jako jádro pro komerční verzi. Druhá jmenovaná větev je šířena pod
licencí Annual Subscription. Vznikla přidáním nejrůznějších rozšíření (Enterprise Console,
PDI Extensions, atd.), nabídnutím technické podpory a každý rok poskytnutí sady nových
vylepšeních. Vzhledem k licencím a pro dostačující funkcionalitu jsem pro tuhle práci použil
Pentaho Comunity edition jejíž kompletní přehled, dokumentaci a další informace lze do-
hledat na [16]. Výpis všech možností by bylo mimo rámec této publikace, proto se odkazuji
na již zmíněný zdroj. .
6.1 BI Server
Pentaho BI Platform poskytuje architekturu a infrastrukturu potřebnou k vývoji řešení pro
business intelligence (BI) problémy. Takový framework poskytuje základní služby, jako jsou
například autentizace, logování, audit, webové služby a engine pro pravidla. Platforma také
zahrnuje engine pro integraci reportů, analýz, dashboardů a komponenty pro dolování dat.
Takto modulární návrh a pluginově navržená architektura poskytuje platformu, kterou je
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možné používat a integrovat s libovolnou aplikací od jiných firem a vývojářů.
Pentaho vytvořilo dnes nejznámější implementaci popsané platformy, kterou nazvali
Pentaho BI Server [9]. Celý server je navrhnut tak, aby také bylo možně jej jednoduše
integrovat do business procesů.
Pentaho BI Server může být nasazen jako samostatný WAR na již existující server, ale
většinou bývá součástí Pentaho balíku (označovaného jako Pentaho BI Suite). Často se pro
tyto účely používá aplikační server Apache Tomcat a relační databáze MySQL. Pro tuto
práci jsem využil Pentaho balík i se serverem Apache Tomcat, ale jako relační databázi
jsem použil PostgreSQL. Mezi základní funkční součásti Pentaho BI Server patří:
• Pentaho User Console - jedná se o webové rozhraní, které umožňuje jednoduchou
správu reportů a analýz.
• Ad hoc reporting - rozhraní, které poskytuje wizard pro návrh jednoduchých reportů.
Jako výstup se může vytvořit PDF, RTF, HTML nebo XLS.
• Pohledy na real-time analýzy - rozhraní, které umožňuje důkladné zkoumání připra-
vených dat.
• Komplexní plánovací podsystém - umožňuje uživatelům, aby si nastavily spuštění
určitých reportů ve stanovených intervalech.
• Email - je možnost odeslání emailu s publikovaným reportem ostatním uživatelům.
Podrobnější popis Pentaho BI Serveru a některých dalších produktů lze dohledat v li-
teratuře [2].
6.1.1 Saiku
V kombinace s nástrojem JPivot (popsaný již v sekci 4.4.3) jsem použil také Saiku. Jedná se
o modulární analytický nástroj nabízející odlehčenou verzi OLAP. Saiku se může jednoduše
integrovat do jiných nástrojů, rozšiřovat o další funkcionality a libovolně konfigurovat. Vý-
hodou je také, že se jedná o open source nástroj. Nabídne nám silné uživatelsky přívětivé
a intuitivní analýzy. Uživatelské rozhraní využívá moderní odlehčený na jquery založený
frontend. Saiku bývá dokonce nazýváno jako analýzy příští generace. Svědčí to o jeho per-
spektivní budoucnosti, proto jsem se rozhodl pro jeho využití a integraci do Pentaho BI
Suite respektive do Pentaho BI Serveru.
Saiku můžeme používat dvěma způsoby. První způsob obnáší zprovoznění Saiku mimo
Pentaho jako soběstačný nástroj. Jako druhý způsob můžeme Saiku integrovat s Pentaho
jako plugin, který je možné získat i jako součást tzv. CTOOLS (budou popsány v následující
sekci 6.2).
Tento skvělý nástroj nám umožní i různé typy pokročilých analytických operací jako
jsou drill-down, zaměňování os nebo psaní vlastních MDX (jazyk popsaný v sekci 4.4.2)
dotazů. Ukázku již integrovaného Saiku do Pentaho BI Serveru je možné vidět na obrázku
6.1.
Podrobnější informace nebo video ukázky je možné dohledat na oficiálním webu Saiku
[22] .
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Obrázek 6.1: Ukázka nástroje Saiku integrovaného do Pentaho BI Serveru.
6.1.2 Pentaho Administration Console
Nezanedbatelnou součástí Pentaho BI Serveru je Pentaho Administration Console (PAC),
která poskytuje nástroj umožňující nám centrálně spravovat naše Pentaho prostředí. Kon-
zole shromažďuje na jedno místo a zjednodušuje nám mnoho administračních úkolů, jako
jsou správa uživatelů a rolí, plánování úkolů a správa služeb. Vznik tohoto nástroje mění
naši práci s Pentaho prostředí způsobem automatizace některých úkolů, které jsme dříve
museli provádět ručně.
Pro tuto práci používám CE verze nástrojů od Pentaha, jak již bylo zmíněno, a proto
PAC nenabízí tak široké možnosti jako placené Pentaho Enterprise Console, ale pro mé
účely bylo dostačující. Využíval jsem hlavně části pro správu uživatelů a rolí společně se
správou datových zdrojů. Správa uživatelů a rolí obsahujíce některé defaultní uživatelé a
k nim přidělené patřičné role a v případě potřeby je možné vytvořit, upravit nebo mazat své
vlastní. Stejná situace je u datových zdrojů, kde je možné vytvářet přístupy k nejrůznějším
typům zdrojů. Vytvořil jsem si připojení k postgresql databází pomocí patřičného jdbc
driveru a s využitím opět ssl komunikace, která je nezbytná pro školní databázový server
(ukázka administrace datových zdrojů v PAC je na obrázku 6.2). Povolení ssl komunikace
v PAC by bylo na rozsáhlejší popis, proto ho zde nebudu popisovat.
Neocenitelnou možností u BI Serveru je tvorba tzv. dashboardů. Jedná se o obrazovku,
kde se zobrazují získané data již ve formátu (Grafy, tabulky apod.), který je jednoduše
pochopitelný běžným uživatelem. Tyto dashboardy mohou být i interaktivní a tak posky-
tovat větší možnosti komunikace s uživatelem. Existuje nástroj, který usnadní a urychlí
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Obrázek 6.2: Ukázka nástroje Pentaho Administration Console.
spoustu věcí při tvorbě dashboardů. Tento nástroj je pojmenován jako CTools a bude po-
psán v sekci 6.2. Aby dashboardy měli přístup i k datům, které byly získány za pomocí
dolovacího nástroje Weka tak je potřeba použít plugin Weka scoring [17] pro Kettle (Kettle
byl již popsán v 4.2.1).
6.1.3 Weka scoring
Weka scoring plugin je nástroj, který umožňuje používání klasifikačních a shlukovacích
modelů, které byly vytvořeny s pomocí Weky, jako součást Kettle transformace. Pomocí
pluginu můžeme využívat všechny typy klasifikačních a shlukovacích algoritmů, které jsou
přítomny v nástroji Weka.
Nejdříve se tedy musí vytvořit model pomocí Weky a následně provést jeho export ve
formě Java objektu do souboru. Tento soubor můžeme pak nahrát do pluginu a aplikovat
na něj libovolná data.
6.2 CTools
Moderní a perspektivní novinkou (mezi nástroji které se nějakým způsobem pohybují okolo
Pentaho) jsou bezesporu nástroje, které se globálně nazývají CTools. Tyto nástroje za-
střešuje opět komunita okolo Pentaho, ale hlavními vývojáři a tvůrci jsou lidé z firmy Web-
details. O inovativnosti těchto nástrojů svědčí i názor, který prezentuje firma Webdetails
[24]:
Webdetails takes open source Pentaho BI suite to the next level.
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CTool v první řadě poskytuje jednoduchý framework pro vytváření a udržování da-
shboardů pro Pentaho BI Server popsaný již v 6.1. Jeho součástí jsou nástroje k návrhu
a tvorbě interaktivních dashboardů, které jsou schopny spolupracovat a být integrovány
do Pentaho BI Serveru. Z tohoto důvodu jsou také bezpečnostní modely přeneseny z BI
Serveru na dashboardy. CTools se skládají ze čtyř základních nástrojů, které jsem použil při
vytváření tohoto přístupu. Jedná se o Community Dashboard Framework (CDF), Commu-
nity Chart Components (CCC), Community Data Access (CDA) a Community Dashnoard
Editor (CDE), které budou následně popsány. Ukázkové příklady pro práci a nasazování
těchto nástrojů je popsáno v literatuře [19].
6.2.1 CDF
CDF je engine, který generuje interaktivní dashboardy. Ty jsou pak dostupné pomocí Pen-
taho User Console, která je součástí BI Serveru. Dashboardy jsem pomocí tohoto nástroje
tvořil vytvářením komponent a jejich propojováním s patřičnými daty. Komponenty jsou na-
psány jako JavaScript objekty, které zapouzdřují potřebné vlastnosti a chování komponenty.
Mohou komunikovat s jinými komponentami na dashboardu, mají spoustu nastavitelných
parametrů a mohou být jednoduše zaměňovány za jiné. CDF poskytuje spoustu propra-
covaných komponent pro tvorbu například grafů, datových tabulek, výběrových prvků,
vstupních boxů. Pro dosažení lepší interakce s uživatelem je možnost používat i moderní
JQuery.
CDF je postavený na základu CDE. CDE se hůře vytváří a proto bylo rozšířeno pomocí
CDF.
6.2.2 CDA
Dashboardy nezbytně potřebují také nějaký zdroj dat ve formě relační databáze, víceroz-
měrných dat, XML, apod. Potom jsou teprve schopny provádět vizualizace. CDA je šikovný
nástroj, který tohle umožňuje. Poskytuje totiž přístup k různorodým zdrojům dat, ke kte-
rým se pomocí CDA může přistupovat stále stejným způsobem. Provedeme si pomocí CDA
definici datových zdrojů (případně dotazu, který nám vytvoří datový zdroj), které pak bude
CDF zobrazovat na straně klienta. Samotné CDF je sice schopné přistupovat přímo k MDX
a SQL zdrojům, ale CDA má značné výhody jako jsou například širší záběr na více typů
zdrojů dat, spojování dat z odlišných zdrojů, jednodušší export dat z dotazů, apod. Bez-
pečnost je také více zajištěna při použití CDA, protože CDF pracuje na straně klienta a
přímé SQL dotazy na straně klienta poskytují dobré prostředí pro sql injection.
Jedná se o klíčový nástroj ze sady CTools, který odstraní nutnost programování vlastní
aplikace. Při takové tvorbě se různě uzpůsobují a používají API jednotlivých nástrojů,
aby bylo možné zároveň přistupovat k odlišným zdrojům dat. U kterých následně není
jednoduché jejich vzájemné propojování, protože pocházejí z odlišných databází, odlišných
jazyků apod. Typickým příkladem je spojování dat z SQL dotazu s daty z MDX dotazu.
Tyto problémy nám při použití CDA zmizí.
6.2.3 CCC
Využil jsem komponenty pro tvorbu přehledných grafů. Pomocí CCC je možné dosáhnout
i interaktivních grafů, které zobrazují například různá pop-up okna hodnotami dat apod.
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6.3 Ověření nástroje na meteorologických datech
Všechny nástroje od Pentaho, které byly již popsány jsem tedy použil pro vytvoření da-
lšího nástroje, který rovněž implementuje vytvořenou metodu 4.1. Aplikace je primárně
postavena na popsaném BI Serveru, který je vyvinut pomocí Java EE a pracuje na ser-
veru Tomcat. Aplikaci spouštím lokálně, ale univerzálnost řešení by neměla bránit spuštění
na libovolném serveru v síti, který má zprovozněné a nakonfigurované patřičné prostředí.
Po lokálním spuštění se k aplikaci dostaneme pomocí libovolného internetového prohlížeče.
Podle zadané URI se můžeme do aplikace vstoupit dvěma způsoby:
1. http://127.0.0.1/pentaho/Login nebo http://127.0.0.1/pentaho,
2. http://127.0.0.1/pentaho/Home.
Pomocí prvního přístupu se dostaneme na přihlašovací obrazovku. Po přihlášení se již
dostaneme do vytvořeného nástroje, který je postaven primárně na Ctools nástrojích, které
byly již představeny v sekci 6.2.
Obrázek 6.3: Ověření funkčnosti nástroje na datech (sekce ČR).
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Na obrázku 6.3 je zobrazeno ověření funkčnosti nástroje na datech projektu NOAA
Global Surface summary of the day. Konkrétně se zde jedná o počty dešťů za jednotlivé
měsíce ve státě Česká Republika, které se vyskytly od roku 1930 až do roku 2011. Je zde
také vidět konkrétní statistika průměrných, maximálních a minimálních teplot za jednotlivé
roky v České Republice.
Vytvořený nástroj, ke kterému se dostaneme pomocí prvního přístupu, se skládá z ně-
kolika částí. V každé části jsou analýzy zaměřené na určitou oblast. Případně je možné
u některých grafů volit parametry jako například stát, pro který chceme zobrazit analýzu.
Úplný popis všech částí bude uveden v dokumentaci. Zde bych pro zkrácení rád popsal
pouze jednu zajímavou část a to sekci Weka, která poskytuje výstup z dolování dat pomocí
integrace Kettle a jejího weka pluginu 6.1.3.
Obrázek 6.4: Znázorněn postup při integraci dolování dat do vytvořeného nástroje.
Pomocí integrovaného nástroje Kettle jsem získal data z Mondrian serveru. Získané data
jsou distribuována na vstup Weka scoring pluginu. Provedl jsem korekci výstupních dat a
následně jsem je uložil do souboru. Z výsledného souboru jsem si data načetl pomocí CDA
a použil je pro vytvoření tabulky pomocí CDF. Popsaný postup od Mondrian serveru po
uložení do souboru je znázorněn na obrázku získaného z Kettle nástroje 6.4.
Obrázek 6.5: Ověření funkčnosti nástroje na datech (sekce Weka).
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Pomocí provedené integrace jsem mohl ověřit funkčnost shlukování na datech projektu
NOAA Global Surface summary of the day. Jako vstupní parametry pro shlukovací me-
todu jsem vybral dny v měsíci (1-31), průměrnou teplotu, tlak a počet tornád. Výsledek
shlukování je zobrazen do tabulky 6.5, kterou poskytuje CDF.
Druhým způsobem se rovněž dostaneme na přihlašovací obrazovku, ale po přihlášení se
nám zpřístupní Pentaho User Console, která nám poskytuje nástroje pro libovolné analy-
tické dotazy nad nasazeným datovým modelem (pomocí jPivot, Saiku), vytváření reportů
a jiné.
Nástroj využívá pro všechny vytvořené dashboardy soubor weather-minerva2.xml, který
zastupuje olap model (datovou kostku) a style.css (udržuje globální kaskádové styly pro
layout aplikace). Jednotlivé dashboardy (ČR, Statistiky, Svět, apod.) jsem vytvořil pomocí
následujících specifických souborů:
• dashboard.cda - poskytuje přístup k datovým zdrojům (včetně kettle integrace),
• dashboard.cdfde - udržuje informace o použitých komponentách a jejich konfiguraci,
• dashboard.wcdf - základní nastavení pro CDF,
• index.xml - nastavení viditelnosti konkrétní složky v BI Serveru,
• local-style.css - udržuje lokální kaskádové styly pro konkrétní dashboard.
Kettle integraci jsem nastavil pro CDA, který poskytuje univerzální přístup k datovým
















Shrnutí celého řešení vytvořeného nástroje naznačuje schéma spolupráce jednotlivých
nástrojů na obrázku 6.6. Všechny komponenty ve schématu byly již v této práci popsány,
proto je nebudu zde znovu popisovat.
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Byly popsány nástroje, které jsem v rámci této práce vytvořil pro analýzu a získávání zna-
lostí z databází. Oba přístupy jsou jistě užitečné a použitelné. Záleží na situaci, pro kterou
je potřeba nástroj tohoto typu. K vytvoření dvou různých nástrojů pro řešení stejného pro-
blému mě vedla zvědavost prozkoumat více možností a také fakt, že relativně nové a mladé
technologie jako CTools a jiné jsem objevil (některé teprve vznikly) až při tvorbě prvního
nástroje.
První jsem implementoval nástroj (pracovně nazvaný Aplikace typu I) čistě pomocí
programování a to v jazyce Java. Tento přístup má výhodu, že programátor má větší kon-
trolu nad použitými algoritmy, postupy apod. Také se dají takto tvořit více specializované
programy, ve kterých je udělaně přesně a pouze to co je požadováno jak vzhledově tak
funkcionálně. Vzhledem k tomu, že většinu věcí si programátor musí vytvořit sám je tento
způsob tvorby náročný na čas a znalosti. To se může v případě tvorby na zakázku promít-
nout do ceny výsledného řešení.
Druhý přístup (pracovně nazvaný Aplikace typu II) je určitě lepší a dostačující pro vel-
kou většinu požadovaných řešení. Vývoj touto metodou, kde se navzájem integrují, upravují
a nastavují různé produkty (Pentaho a nástroje s ním spojené) je značně rychlejší, co se
týče rychlosti vývoje. Máme k dispozici totiž již spoustu hotových a odladěných nástrojů,
které vyvíjejí firmy anebo komunita a jsou poskytovány (většina) zdarma. Proto napří-
klad aktualizace, opravy apod. jsou realizovány určitě ve větší frekvenci než vývoj jednou
osobou. Nástroj se tvoří na platformě, která má již spoustu věcí vyřešených a nabízí i ná-
stroje pomocí kterých si může uživatel vytvářet případně další věci, aniž by musel zatěžovat
vývojáře.
Když se na aplikace podívám pomocí vysoké abstrakce tak je můžu porovnat pomocí
částí, které jsou pro ně společné nebo odlišné. Obě aplikace využívají stejnou databázi s
meteorologickými daty. Pro OLAP řešení využívají Mondrian. Tyto společné rysy včetně
části, které jsou v každé aplikaci řešeny jiným způsobem, jsem znázornil pomocí schématu
7.1. Odlišné části pro jednotlivé aplikace jsou výběr atributů, shlukování a vizualizace.
57
Obrázek 7.1: Schéma společných částí obou vytvořených aplikací.
Výběr atributů se v prvním typu aplikace provádí pomocí zásahu do kódu aplikace. Do-
plní nebo pozmění se dotaz MDX. Je tedy potřeba mít základní znalost s programováním
a znát dobře MDX syntaxi. V druhém typu aplikace je k dispozici uživatelsky přívětivý ná-
stroj Saiku, kde není potřeba znát MDX syntaxi ani programování. Pomocí kurzoru si může
uživatel vybrat libovolné dimenze, míry (measures) apod. Rozdílný přístup je znázorněn na
obrázcích 7.2 a 7.3.
Shlukování je u prvního typu aplikace prováděno pomocí Weka API. V uživatelském
rozhraní jsou vytvořený ovládací prvky pro vytváření shluků, kde jako vstup můžou být
vybrány data z databáze s meteorologickými daty nebo vložen ARFF soubor. Je tak k dis-
pozici jednoduché ovládání, ale není umožněna plná ovladatelnost a jsou omezené možnosti
konfigurace provádění shluků. U druhého typu aplikace je také využíván nástroj Weka, ale
pomocí pluginu do integračního nástroj Kettle, který je následně integrován do dashboardu
BI Serveru. Je to pracnější přístup, ale umožňuje tak neomezené množství možností pro
konfiguraci a provádění shluků.
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Obrázek 7.2: Výběru atributů pro aplikaci typu I.
Obrázek 7.3: Výběru atributů pro aplikaci typu II.
Na závěr uvádím srovnání vytvořených nástrojů formou přehledové tabulky 7.1. Srov-
návány jsou nejdůležitější aspekty, které mohou hrát roli při rozhodování se, jaký přístup
raději zvolit.
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Řešení s Javou Řešení s BI Serverem
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Tabulka 7.1: Srovnání hlavních vlastností dvou přístupů při implementaci nástroje.
7.1 Shrnutí Pentaho nástrojů
Existuje velké množství nástrojů, které jsou přímou nebo nepřímou součástí kolekce Pen-
taho. Bezesporu je v takovém množství vyvíjených nástrojů složité udržet transparentní a
jednotné názvosloví. V případě Pentaha není tato záležitost příliš dobře vyřešena. Začá-
tečníkovi (člověk, který nemá v podstatě žádné zkušenosti s těmito nástroji) to způsobuje
počáteční obtíže při zkoumání možností a potenciálu těchto nástrojů, který je bezesporu
veliký. V komunitě okolo Pentaho, která je prioritním zdrojem informací je používána růz-
norodá škála názvů pro totožné věci. Komunita, která se podílí na vývoji a rozšiřování
těchto nástrojů je hodně aktivní a při dalších rozšířeních se vytváří nové názvy, které se
pak často zaměňují s názvy již existujícími.
Protože jsem se při tvorbě této práce pracně orientovával v jednotlivých technologi-
ích, tak jsem vytvořil vlastní přehled nejdůležitějších částí nástrojů okolo Pentaho, který
je zobrazen na obrázku 7.4. Celkové zmapování jednotlivých částí prozatím nebylo nikde
prezentováno. Proto by tento přehled mohl usnadnit počáteční rozhled dalším vývojářům,
kteří chtějí začít s nástroji Pentaho.
V přehledu jsou uvedeny normálním stylem písma názvy, které se nejčastěji používají a
kurzívou méně používané názvy jednotlivých technologií. Na počátku byla vytvořena plat-
forma Pentaho, z které vše začalo. Její nejznámější implementací je BI Server. V podstatě
všechny tyto nástroje byly již popsány, proto je zde nebudu znovu popisovat. Jak jsem již
uvedl, jedná se pouze o celkový přehled. Důležité je uvést, že se jedná o přehled řešení CE
(Community edition) verzí nástrojů. Existují ještě EE verze nástrojů, které jsou placené
a nebyly v této práci používány, proto mi není jejich přehled detailu znám (strukturu a
propracovanost nástrojů mají odlišnou).
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V diplomové práci jsem se zabýval metodami a nástroji, které umožňují analýzu a dolovaní
z globálních meteorologických dat. První část práce shrnuje současný stav problematiky
získávání znalostí z databází od přípravy dat až po konečné dolování.
Následně jsem popsal databáze, které jsou zaměřeny na meteorologická data, a přináším
zde přehled různých možností, jaká meteorologická data jsou v dnešní době dostupná pro
veřejnost. Podrobněji jsem popsal data GSOD (Global Surface Summary of the Day), která
jsem použil pro účely této práce.
V třetí části práce jsem vytvořil návrh metody pro práci s meteorologickými daty. Po-
psal jsem jednotlivé kroky, které jsem provedl při implementaci zvolené metody. Představil
jsem kolekci open source nástrojů od firmy Pentaho, které jsem využíval při tvorbě svých
nástrojů.
V další části jsem vytvořil nástroje, které implementují navrženou metodu a umožňují
uživateli provádět analýzu meteorologických dat, zobrazovat výsledky v podobě grafů nebo
dashboardů a na základě vybraných atributů aplikovat shlukovou analýzu. Shluková analýza
se může provádět jak nad původními daty tak nad daty získanými z OLAP serveru a jeho
datové kostky.
První nástroj jsem od základů implementoval v jazyce Java a grafické uživatelské roz-
hraní jsem vytvořil pomocí knihovny Swing. Druhý nástroj využívá více aplikací třetích
stran, které jsem integroval spolu se sadou nástrojů od společnosti Pentaho. Celý nástroj je
tedy postaven na technologii Java EE a aplikačním serveru Tomcat. Oba nástroje využívají
jako stěžejní technologie Mondrian (OLAP server) a Weka (dolovací nástroj). Jsou napojeny
na PostgreSQL databázi, která je vytvořena na školním databázovém serveru minerva2.
Provedl jsem ověření funkčnosti těchto nástrojů na datech projektu NOAA Global Sur-
face Summary of the day. Ukázky dalších získaných statistik, které byly tvořeny v rámci
širšího ověřování funkčnosti vytvořených nástrojů, jsou uvedeny v příloze D.
Oba nástroje byly vzájemně porovnány a představeny jejich výhody a nevýhody, které
se týkají například způsobu tvorby OLAP dotazů, rychlosti vývoje, dostupnosti nástrojů
třetích stran, apod.
V poslední části práce jsem se pokusil zanést více transparentnosti do kolekce nejpou-
žívanějších nástrojů, které existují kolem firmy Pentaho a její komunity. Nástrojů je velké
množství a jejich názvy jsou často měněny. Snahou tohoto přehledu bylo umožnit rychlejší
zorientování se v těchto silných nástrojích lidem, kteří by chtěli tyto nástroje využívat, ale
nemají s nimi ještě v podstatě žádné zkušenosti.
Určitě je zde spousta prostoru pro další rozšíření vytvořených nástrojů. Pro oba ná-
stroje by určitě byla přínosná funkce, která by poskytla na vyžádání automatické získání,
62
zpracování a nahrání nových GSOD dat. Například jednou měsíčně pro udržování všech
historických dat. Dále by bylo přínosné implementovat větší interakci s uživatelem, aby
analytici měli větší možnosti. Druhý typ nástroje by mohl být spuštěn místo na localhostu
na serveru v síti, aby byl dostupný odkudkoliv a nezatěžoval tolik klientský počítač. Sa-
mozřejmě pomocí vytvořených nástrojů jde v podstatě provádět neomezené množství hle-
dání zajímavých informací, které se v historických meteorologických datech pravděpodobně
ukrývají. Proto lze stanovit jako možné rozšíření tvorbu dalších statistik, případně pro tyto
statistiky nástroje modifikovat nebo rozšiřovat.
Práce mi umožnila prohloubit si znalosti ohledně získávání znalostí z databází a realizaci
nástrojů pro její aplikování. Získal jsem větší všeobecné povědomí o dnešní meteorologii.
Pronikl jsem do velkého množství Pentaho nástrojů, které jsou v dnešní době populární a
mají v sobě obrovský potenciál. Jejich výhodou je i open source dostupnost, proto si myslím,
že v dnešní době ekonomických krizí jsou takto levná řešení u většiny firem žádaná.
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Parametry záznamů z dat GSOD
Název parametru Pozice Datový typ Popis
STN- - - 1-6 Int Číslo stanice (WMO/DATSAV3
číslo) pro danou lokaci.
WBAN 8-12 Int. Historické ”Weather Bureau Air
Force Navy”číslo
YEAR 15-18 Int. Rok pořízení.
MODA 19-22 Int. Měsíc a den pořízení.
TEMP 25-30 Real Průměrná teplota pro daný den
ve fahrenheitech zaokrouhlená na
desetiny.
Count 32-33 Int. Počet pozorování používané při
výpočtech průměrné teploty.
DEWP 36-41 Real Průměrný rosný bod pro daný
den ve fahrenheitech zaokrouh-
lený na desetiny.
Count 43-44 Int. Počet pozorování používané při
výpočtech průměrné teploty.
SLP 47-52 Real Průměrný nadmořský tlak pro
daný den v miliBarech zaokrouh-
lené na desetiny.
Count 43-44 Int. Počet pozorování používané při
výpočtech průměrné teploty.
STP 58-63 Real Průměrný staniční tlak pro daný
den v miliBarech zaokrouhlené
na desetiny.
Count 65-66 Int. Počet pozorování používané při
výpočtech průměrné teploty.
VISIB 69-73 Real Průměrná vyditelnost pro daný
den v mílích zaokrouhlené na de-
setiny.
Count 75-76 Int. Počet pozorování používané při
výpočtech průměrné teploty.
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WDSP 79-83 Real Průměrná rychlost větru pro
daný den v uzlech zaokrouhlená
na desetiny.
Count 85-86 Int. Počet pozorování používané při
výpočtech průměrné teploty.
MXSPD 89-93 Real Maximální rychlost trvalého
větru pro daný den v uzlech
zaokrouhlené na desetiny.
GUST 96-100 Real Maximální náraz větru pro daný
den v uzlech zaokrouhlený na de-
setiny.
MAX 103-108 Real Maximální teplota během da-
ného dne ve Fahrenheitech zao-
krouhlené na desetiny.
Flag 109-109 Char Vynechání značí, že teplota byla
získána z explicitní maximální
teploty. * označuje získání tep-
loty z hodinových dat.
MIN 111-116 Real Minimální teplota během daného
dne ve Fahrenheitech zaokrouh-
lené na desetiny.
Flag 117-117 Char Vynechání značí, že teplota byla
získána z explicitní minimální
teploty. * označuje získání tep-
loty z hodinových dat.
PRCP 119-123 Real Úhrn srážek (déšť a/nebo roztátý
sníh) během daného dne v pal-
cích a setinách; obvykle nekončí
s půlnočním pozorováním, tzn.
může zahrnovat i pozdější část
předešlého dne.
SNDP 126-130 Real Sněhová hloubka v palcích s přes-
ností na desetiny - poslední
zpráva pro daný den, jestliže byla
zaznamenána více než jednou.
FRSHTT 133-138 Int. Indikátory (1 = yes, 0
= nezaznamenána) pro
výskyt během dne jako:
Mlha (’F’ - 1.číslo)
Déšť nebo Mrholení (’R’ - 2.číslo)
Sníh nebo Sněhové
kroupy (’S’ - 3.číslo)
Kroupy (’H’ - 4.číslo)
Hřmění (’T’ - 5.číslo)
Tornádo nebo Kondenzační
chobot (’T’ - 6.číslo)
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Flag 124-124 Char A = 1 záznam šesti hodino-
vého srážkového množství.
B = suma 2 zá-
znamů 6-hodinového
srážkového množství.
C = suma 3 zá-
znamů 6-hodinového
srážkového množství.
D = suma 4 zá-
znamů 6-hodinového
srážkového množství.
E = 1 záznam 12-hodinového
srážkového množství.
F = suma 2 zá-
znamů 12-hodinového
srážkového množství.
G = 1 záznam 24-hodinového
srážkového množství.
H = Staniční záznam ’0’
jako množství pro daný den
(ze 6-hodinového záznamu), ale
také záznam nejméně v jednom
případu srážky v hodinových
pozorovnáních - mohlo by to
indikovat stopu výskytu, ale
také by to mohlo zvažovat jako
nekompletní data pro daný den.
I = Stanice nezaznamenala
jakékoliv srážkové data pro
daný den a také nezaznamenala
jakýkoliv výskyt srážek v ho-
dinovych pozorováních - to je
možné jestli se srážky objevily,
ale nezaznamenaly.





B.1 Ukázka souboru s informacemi o stanicích
USAF WBAN STATION NAME CTRY ST CALL LAT LON ELEV BEGIN END
114060 99999 CHEB CZ EZ +50067 +012400 +04900 19370102 20110126
114140 99999 KARLOVY VARY CZ EZ LKKV +50217 +012917 +06070 19390101 20110126
114180 99999 MARIANSKE LAZNE CZ EZ +49917 +012717 +05410 19390901 20010907
114230 99999 PRIMDA CZ EZ +49667 +012683 +07470 19400102 20110126
114231 99999 CESKE BUDEJOVICE CZ EZ LKCS +48933 +014417 +04430 20040510 20090328
114232 99999 KBELY CZ EZ LKKB +50117 +014533 +02860 20040510 20110126
114233 99999 KUNOVICE CZ EZ LKKU +49017 +017433 +01770 20040510 20110126
B.2 Význam jednotlivých parametrů
• USAF - Číslo stanice.
• WBAN - Historické číslo stanice.
• STATION NAME - Jméno stanice.
• CTRY - Historické ID státu, následováno novým ID státu
• ST - Stát pouze pro stanice US
• CALL - ICAO telefonní předvolba
• LAT - Zeměpisná délka umístění stanice
• LON - Zeměpisná šíře umístění stanice
• ELEV - Nadmořská výška umístění stanice
• BEGIN - Datum vzniku stanice
• END - Datum ukončení provozu stanice
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=== Run information ===
Scheme:weka.clusterers.EM -I 100 -N 5 -M 1.0E-6 -S 100
Number of clusters: 5
Cluster
Attribute 0 1 2 3 4
(0.09) (0.23) (0.25) (0.19) (0.24)
==================================================================
Day
mean 24.8617 8.1897 12.3286 15.7595 22.8642
std. dev. 3.9934 4.7251 7.6137 8.7847 4.9872
TempAvg
mean 43.0631 52.4084 42.4326 64.732 52.6992
std. dev. 10.7252 12.1362 11.3394 4.9338 12.06
TwisterNumber
mean 1374.746 7184.0785 1003.9845 1315.8683 7196.2151
std. dev. 889.3741 1212.8174 923.2969 838.3992 1218.5399
Pressure
mean 1016.9412 1014.7684 1016.0003 1012.6327 1014.6864
std. dev. 2.5928 2.8614 6.3017 1.9015 2.8088
Clustered Instances
0 2843 ( 9%)
1 7019 ( 23%)
2 7031 ( 23%)
3 5838 ( 19%)
4 7218 ( 24%)
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(a) (b)
Obrázek D.1: Průběhy teplot za jednotlivé roky v ČR a UK.
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(a) (b)
Obrázek D.2: Počet dešťů za jednotlivé roky na světě a počet dešťů za jednotlivé mesíce
v roce v ČR.
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(a) (b)
Obrázek D.3: Počet tornád a počet krupobití za jednotlivé roky na světě.
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