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Abstract
We study the adaptation properties of the multivariate log-concave maximum likeli-
hood estimator over three subclasses of log-concave densities. The first consists of densities
with polyhedral support whose logarithms are piecewise affine. The complexity of such
densities f can be measured in terms of the sum Γ(f) of the numbers of facets of the
subdomains in the polyhedral subdivision of the support induced by f . Given n indepen-
dent observations from a d-dimensional log-concave density with d ∈ {2, 3}, we prove a
sharp oracle inequality, which in particular implies that the Kullback–Leibler risk of the
log-concave maximum likelihood estimator for such densities is bounded above by Γ(f)/n,
up to a polylogarithmic factor. Thus, the rate can be essentially parametric, even in this
multivariate setting. For the second type of adaptation, we consider densities that are
bounded away from zero on a polytopal support; we show that up to polylogarithmic
factors, the log-concave maximum likelihood estimator attains the rate n−4/7 when d = 3,
which is faster than the worst-case rate of n−1/2. Finally, our third type of subclass con-
sists of densities whose contours are well-separated; these new classes are constructed to
be affine invariant and turn out to contain a wide variety of densities, including those
that satisfy Ho¨lder regularity conditions. Here, we prove another sharp oracle inequality,
which reveals in particular that the log-concave maximum likelihood estimator attains
a risk bound of order n
−min
(
β+3
β+7
, 4
7
)
when d = 3 over the class of β-Ho¨lder log-concave
densities with β ∈ (1, 3], again up to a polylogarithmic factor.
1 Introduction
The field of nonparametric inference under shape constraints has witnessed remarkable progress
on several fronts over the last decade or so. For instance, the area has been enriched by method-
ological innovations in new research problems, including convex set estimation (Gardner et al.,
2006; Guntuboyina, 2012; Brunel, 2013), shape-constrained dimension reduction (Chen and
Samworth, 2016; Xu et al., 2016; Groeneboom and Hendrickx, 2018) and ranking and pair-
wise comparisons (Shah et al., 2017). Algorithmic advances together with increased computing
power now mean that certain estimators have become computationally feasible for much larger
sample sizes (Koenker and Mizera, 2014; Mazumder et al., 2018). On the theoretical side, new
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tools developed in recent years have allowed us to make progress in understanding how shape-
constrained procedures behave (Du¨mbgen et al., 2011; Guntuboyina and Sen, 2013; Cai and
Low, 2015). Moreover, minimax rates of convergence are now known∗ for a variety of core prob-
lems in the area, including decreasing density estimation on the non-negative half-line (Birge´,
1987), isotonic regression (Zhang, 2002; Chatterjee et al., 2018; Deng and Zhang, 2018; Han et
al., 2019) and convex regression (Han and Wellner, 2016). Groeneboom and Jongbloed (2014)
provide a book-length introduction to the field; many recent developments are also surveyed in
a 2018 special issue of Statistical Science devoted to the topic.
One of the most intriguing aspects of many shape-constrained estimators is their ability to
adapt to unknown features of the underlying data generating mechanism. To illustrate what
we mean by this, consider a general setting in which the goal is to estimate a function or
parameter that belongs to a class D. Given a subclass D′ ⊆ D, we say that our estimator
adapts to D′ with respect to a given loss function if its worst-case rate of convergence over D′
is an improvement on its corresponding worst-case rate over D; in the best case, it may even
attain the minimax rates of convergence over both D′ and D, at least up to polylogarithmic
factors in the sample size. As a concrete example of this phenomenon, consider independent
observations Y1, . . . , Yn with Yi ∼ N(θ0i, 1), where θ0 := (θ01, . . . , θ0n) belongs to the monotone
cone D := {θ = (θ1, . . . , θn) ∈ Rn : θ1 ≤ . . . ≤ θn}. Zhang (2002) established that the least
squares estimator θˆn over D satisfies the worst-case `2-risk bound that
E
{‖θˆn − θ0‖2} ≤ C {(θ0n − θ01
n
)2/3
+
log n
n
}
for some universal constant C > 0; thus, in particular, it attains the minimax rate of O(n−2/3)
for signals θ0 ∈ D of bounded uniform norm. On the other hand, the fact that the least squares
estimator is piecewise constant motivates the thought that θˆn might adapt to piecewise constant
signals. More precisely, letting D′ ≡ D′k denote the subset of D consisting of signals with at
most k constant pieces, a consequence of Bellec (2018, Theorem 3.2) is that
sup
θ0∈D′k
E
{‖θˆn − θ0‖2} ≤ k
n
log
(en
k
)
.
Note that, up to the logarithmic factor, this rate of convergence (which is parametric when
k is a constant) is the same as could be attained by an ‘oracle’ estimator that had access
to the locations of the jumps in the signal. The proof of this beautiful result relies on the
characterisation of the least squares estimator as an `2-projection onto the closed, convex cone
D, as well as the notion of such a cone’s statistical dimension, which can be computed exactly
in the case of the monotone cone (Amelunxen et al., 2014; Soloff et al., 2019).
As a result of intensive work over the past decade, the adaptive behaviour of shape-
constrained estimators is now fairly well understood in a variety of univariate problems (Balab-
daoui, Rufibach and Wellner, 2009; Du¨mbgen and Rufibach, 2009; Jankowski, 2014; Chatterjee
et al., 2015; Kim et al., 2018; Chatterjee and Lafferty, 2019). Moreover, in the special cases
of isotonic and convex regression, very recent work has shown that shape-constrained least
squares estimators exhibit an even richer range of adaptation properties in multivariate set-
tings (Han and Wellner, 2016; Chatterjee et al., 2018; Deng and Zhang, 2018; Han et al., 2019;
Han, 2019). For instance, Chatterjee et al. (2018) showed that the least squares estimator in
bivariate isotonic regression continues to enjoy parametric adaptation up to polylogarithmic
factors when the signal is constant on a small number of rectangular pieces. On the other
hand, Han et al. (2019) proved that, in general dimensions d ≥ 3, the least squares estimator in
∗In the interests of transparency, we note that in some of our examples, there remain gaps between the
known minimax lower and upper bounds that are polylogarithmic in the sample size.
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fixed, lattice design isotonic regression† adapts at rate O˜(n−2/d) for constant signals, and that
it is not possible to obtain a faster rate for this estimator. This is still an improvement on the
minimax rate of O˜(n−1/d) over all isotonic signals (in the lexicographic ordering) with bounded
uniform norm, but is strictly slower than the parametric rate. We remark that, in addition
to the ideas employed by Bellec (2018), these higher-dimensional results rely on an alternative
characterisation of the least squares estimator due to Chatterjee (2014), as well as an argument
that controls the statistical dimension of the d-dimensional monotone cone by induction on d;
see Han (2019, Theorem 3.9) for an alternative approach to the latter. Given the surprising
nature of these results, it is of great interest to understand the extent to which adaptation is
possible in other shape-constrained estimation problems.
This paper concerns multivariate adaptation behaviour in log-concave density estimation.
The class of log-concave densities lies at the heart of modern shape-constrained nonparametric
inference, due to both the modelling flexibility it affords and its attractive stability properties
under operations such as marginalisation, conditioning, convolution and linear transformations
(Walther, 2009; Saumard and Wellner, 2014; Samworth, 2018). However, the class of log-
concave densities is not convex, so the maximum likelihood estimator cannot be regarded as
a projection onto a convex set, and the results of Amelunxen et al. (2014), Chatterjee (2014)
and Bellec (2018) cannot be applied.
To set the scene, let Fd denote the class of upper semi-continuous, log-concave densities on
Rd, and suppose that X1, . . . , Xn are independent and identically distributed random vectors
with density f0 ∈ Fd. Also, we write dH(f, g) :=
{∫
Rd (f
1/2−g1/2)2}1/2 for the Hellinger distance
between two densities f and g. Kim and Samworth (2016) proved the following minimax lower
bound‡: for each d ∈ N, there exists cd > 0 such that
inf
f˜n
sup
f0∈Fd
E{d2H(f˜n, f0)} ≥
{
c1 n
−4/5 if d = 1
cd n
−2/(d+1) if d ≥ 2, (1)
where the infimum is taken over all estimators f˜n of f0 based on X1, . . . , Xn. Thus, when d ≥ 3,
there is a more severe curse of dimensionality than for the problem of estimating a density with
two bounded derivatives and exponentially decaying tails, for which the corresponding minimax
rate is n−4/(d+4) in all dimensions (Goldenshluger and Lepski, 2014). See Section S3.2.1 in the
supplementary material (Feng et al., 2019) for further details and discussion. The reason why
this comparison is interesting is because any concave function is twice differentiable Lebesgue
almost everywhere on its effective domain, while a twice differentiable function is concave if
and only if its Hessian matrix is non-positive definite at every point. This observation had led
to the prediction that the rates in these problems ought to coincide (e.g. Seregin and Wellner,
2010, page 3778).
The result (1) is relatively discouraging as far as high-dimensional log-concave density es-
timation is concerned, and has motivated the definition of alternative procedures that seek
improved rates when d is large under additional structure, such as independent component
analysis (Samworth and Yuan, 2012) or symmetry (Xu and Samworth, 2019). Neverthe-
less, in lower-dimensional settings, the performance of the log-concave maximum likelihood
estimator fˆn := argmaxf∈Fd
∑n
i=1 log f(Xi) has been studied with respect to the divergence
d2X(fˆn, f0) := n
−1∑n
i=1 log
fˆn(Xi)
f0(Xi)
(cf. Kim et al., 2018, page 2281). This loss function is closely
related to the Kullback–Leibler divergence KL(f, g) :=
∫
Rd f log(f/g) and Hellinger distance.
Indeed, we have d2H(fˆn, f0) ≤ KL(fˆn, f0) ≤ d2X(fˆn, f0), where the the first bound is standard
and the second inequality follows by applying Du¨mbgen et al. (2011, Remark 2.3) to the func-
tion x 7→ log(f0(x)/fˆn(x)). A small modification of the proof of Kim and Samworth (2016,
†Here and below, the O˜ notation is used to denote rates that hold up to polylogarithmic factors in n.
‡In fact, more recently, Kur et al. (2019) proved that cd may be chosen independently of the dimension d.
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Theorem 5) yields the following result, which is stated as Theorem S2 in the supplementary
material (Feng et al., 2019) for convenience:
sup
f0∈Fd
E{d2X(fˆn, f0)} =

O(n−4/5) if d = 1
O(n−2/3 log n) if d = 2
O(n−1/2 log n) if d = 3;
(2)
see also Doss and Wellner (2016) for a related result in the univariate case. Moreover, very
recently, Kur et al. (2019) proved that§
sup
f0∈Fd
E{d2H(fˆn, f0)} = Od(n−2/(d+1) log n) (3)
for d ≥ 4, so that, at least in squared Hellinger loss, it follows from (1), (2) and (3) that fˆn
attains the minimax optimal rate in all dimensions, up to a logarithmic factor.
Our goal is to explore the potential of the log-concave maximum likelihood estimator to
adapt to two different types of subclass of Fd. The definition of the first of these is motivated
by the observation that log fˆn is piecewise affine on the convex hull of X1, . . . , Xn, a polyhedral
subset of Rd. It is therefore natural to consider, for k ∈ N and m ∈ N ∪ {0}, the subclass
Fk(Pm) ≡ Fkd (Pm) ⊆ Fd consisting of densities that are both log-k-affine on their support (see
Section 1.1), and have the property that this support is a polyhedral set with at most m facets.
Note that this class contains densities with unbounded support. By Proposition 1 in Section 2
below, the complexity of such densities f can be measured in terms of the sum Γ(f) of the
numbers of facets of the subdomains in the polyhedral subdivision of the support induced by
f . A consequence of our first main result, Theorem 2, is that for all f0 ∈ Fk(Pm), we have
E{d2X(fˆn, f0)} = O˜
(
Γ(f0)
n
)
(4)
when d ∈ {2, 3}; moreover, we also show that Γ(f0) is at most of order k +m when d = 2, and
at most of order k(k+m) when d = 3. Thus, when k and m may be regarded as constants, (4)
reveals that, up to the polylogarithmic term, the log-concave maximum likelihood estimator
adapts at a parametric rate to Fk(Pm) when d ∈ {2, 3}. Moreover, Theorem 2 offers a complete
picture for this type of adaptation by providing a sharp oracle inequality that covers the case
where f0 is well approximated (in a Kullback–Leibler sense) by a density in Fk(Pm) for some
k,m. Unsurprisingly, the proof of this inequality is much more delicate and demanding than
the corresponding univariate result given in Kim et al. (2018), owing to the greatly increased
geometric complexity of both the boundaries of convex subsets of Rd for d ≥ 2 and the structure
of the polyhedral subdivisions induced by the densities in Fk(Pm). In particular, the parameter
m plays no role in the univariate problem, since the boundary of a convex subset of the real
line has at most two points, but it turns out to be crucial in this multivariate setting. Indeed,
no form of adaptation would be achievable in the absence of restrictions on the shape of the
support of f0 ∈ Fd; for instance, when f0 is the uniform density on a closed Euclidean ball
in Rd with d ≥ 2, consideration of the volume of the convex hull of X1, . . . , Xn yields that
E{d2H(fˆn, f0)} ≥ c˜d n−2/(d+1) for some c˜d > 0 depending only on d (Wieacker, 1987).
In contrast to the isotonic regression problem described above, Theorem 2 indicates that
even when d = 3, the log-concave maximum likelihood estimator also enjoys essentially para-
metric adaptation when f0 is close to a density in Fk(Pm) for small k and m. Unfortunately,
our arguments do not allow us to extend our results to dimensions d ≥ 4, where the relevant
bracketing entropy integral diverges at a polynomial rate. Recent work by Carpenter et al.
§Here and below, the Od(·) notation is used as shorthand for an upper bound that holds up to a dimension-
dependent quantity.
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(2018) derived worst-case rates in squared Hellinger loss for the log-concave maximum likeli-
hood estimator when d ≥ 4; the crux of their argument involved using Vapnik–Chervonenkis
theory to bound
E
(
sup
K∈K∗d
∣∣∣∣ 1n
n∑
i=1
1{Xi∈K} − P(X1 ∈ K)
∣∣∣∣),
where K∗d denotes the set of all closed, convex subsets of Rd. Kur et al. (2019) obtained
an improved bound on this quantity of Od(n
−2/(d+1)) using a general chaining argument, and
this allowed them to deduce the worst-case guarantees on the performance of the log-concave
maximum likelihood estimator stated in (3). Unfortunately, it is unclear whether this approach
can provide any adaptation guarantees.
Sections 3 and 4 consider different subclasses of Fd, and are motivated by the hope that if
we rule out ‘bad’ log-concave densities such as the uniform densities with smooth boundaries
mentioned above, then we may be able to achieve faster rates of convergence, up to the n−4/(d+4)
rate conjectured by Seregin and Wellner (2010). Since this rate already coincides with the worst-
case rate for the log-concave maximum likelihood estimator given in (2) when d = 1, 2 (up to
a logarithmic factor), and since the same entropy integral divergence issues mentioned above
apply when d ≥ 4, we focus on the case d = 3 in these sections. In Section 3, we restrict
attention to densities with polytopal support (that need not satisfy the log-k-affine condition
of Section 2). Theorem 5 therein provides a sharp oracle inequality, which reveals that in such
cases, the log-concave maximum likelihood estimator attains the rate O˜(n−4/7) with respect to
d2X divergence, at least when the density is bounded away from zero on its support.
In Section 4, we introduce an alternative way to exclude the bad uniform densities mentioned
above, namely by considering subclasses of Fd consisting of densities f whose contours are well-
separated in regions where f is small. A major advantage of working with contour separation,
as opposed to imposing a conventional smoothness condition such as Ho¨lder regularity, is that
we are able to exhibit adaptation over much wider classes of densities, as we illustrate through
several examples in Section 4. A consequence of our main theorem in this section (Theorem 9)
is that the log-concave maximum likelihood estimator attains the rate O˜(n−4/7) with respect to
d2X divergence over the class of Gaussian densities; again, one can think of this result as partially
restoring the original conjecture of Seregin and Wellner (2010), in that their rate is achieved
with additional restrictions on the class of log-concave densities. A key feature of our definition
of contour separation is that it is affine invariant; since the log-concave maximum likelihood
estimator is affine equivariant and our loss functions d2H, KL and d
2
X are affine invariant, this
allows us to obtain rates that are uniform over classes without any scale restrictions.
We mention that alternative estimators have also been studied for the class of log-concave
densities. One such is the smoothed log-concave maximum likelihood estimator (Du¨mbgen
and Rufibach, 2009; Chen and Samworth, 2013), which matches the first two moments of
the empirical distribution of the data, but for which results on rates of convergence are less
developed. Another proposal is the ρ-estimation framework of Baraud and Birge´ (2016), for
which similar adaptation properties as for the log-concave maximum likelihood estimator are
known in the univariate case.
Proofs of most of our main results are given in the Appendix. The remaining proofs, as well
as numerous auxiliary results, are presented in the supplementary material (Feng et al., 2019);
these results appear with an ‘S’ before the relevant label number.
1.1 Notation and background
First, we set up some notation and definitions that will be used throughout the main text
as well as in the proofs later on. For a fixed d ∈ N, we write {e1, . . . , ed} for the standard
basis of Rd and denote the `2 norm of x = (x1, . . . , xd) =
∑d
j=1 xjej ∈ Rd by ‖x‖ ≡ ‖x‖2 =
5
(∑d
j=1 x
2
j
)1/2
. For x, y ∈ Rd, let [x, y] := {tx + (1 − t)y : t ∈ [0, 1]} denote the closed line
segment between them, and define (x, y), [x, y), (x, y] analogously. For x ∈ Rd and r > 0, let
B¯(x, r) := {w ∈ Rd : ‖w − x‖ ≤ r}. For A ⊆ Rd, we write dim(A) for the affine dimension
of A, i.e. the dimension of the affine hull of A, and for Lebesgue-measurable A ⊆ Rd, we write
µd(A) for the d-dimensional Lebesgue measure of A. If 0 < dim(A) = k < d, we can view A as
a subset of its affine hull and define µk(A) analogously, whilst also setting µl(A) = 0 for each
integer l > k. In addition, we denote the set of positive definite d× d matrices by Sd×d and the
d× d identity matrix by I ≡ Id.
Next, let Φ ≡ Φd be the set of all upper semi-continuous, concave functions φ : Rd →
[−∞,∞) and let G ≡ Gd := {eφ : φ ∈ Φ}. For φ ∈ Φ, we write domφ := {x ∈ Rd : φ(x) > −∞}
for the effective domain of φ, and for a general f : Rd → R, we write supp f := {x ∈ Rd : f(x) 6=
0} for the support of f . For k ∈ N, we say that f ∈ Gd is log-k-affine if there exist closed sets
E1, . . . , Ek such that supp f =
⋃ k
j=1 Ej and log f is affine on each Ej. Moreover, let F ≡ Fd be
the family of all densities f ∈ Gd, and let µf :=
∫
Rd xf(x) dx and Σf :=
∫
Rd (x−µf )(x−µf )>dx
for each f ∈ Fd. In addition, we write F0,I ≡ F0,Id := {f ∈ Fd : µf = 0, Σf = I} for the class
of isotropic log-concave densities.
Henceforth, for real-valued functions a and b, we write a . b if there exists a universal
constant C > 0 such that a ≤ Cb, and we write a  b if a . b and b . a. More generally, for
a finite number of parameters α1, . . . , αr, we write a .α1,...,αr b if there exists C ≡ Cα1,...,αr > 0,
depending only on α1, . . . , αr, such that a ≤ Cb. Also, for x ∈ R, we write x+ := x ∨ 0 and
x− := (−x)+, and for x > 0, we define log+ x := 1 ∨ log x.
To facilitate the exposition in Section 4, we now introduce some additional terminology. We
say that the densities f and g on Rd are affinely equivalent if there exist an Rd-valued random
variable X and an invertible affine transformation T : Rd → Rd such that X has density f and
T (X) has density g; in other words, there exist b ∈ Rd and an invertible A ∈ Rd×d such that
g(x) = |detA|−1f(A−1(x − b)) for all x ∈ Rd. Thus, each f ∈ Fd is affinely equivalent to a
unique f0 ∈ F0,Id . A class D of densities is said to be affine invariant if it is closed under affine
equivalence; in other words, if f belongs to D, then so does every density g that is affinely
equivalent to f .
The rest of this subsection is devoted to a review of some convex analysis background used
in Section 2. A closed half-space is a set of the form {x ∈ Rd : α>x ≤ u}, where α ∈ Rd \ {0}
and u ∈ R, and the interiors and boundaries of closed half-spaces are known as open half-spaces
and affine hyperplanes respectively. For a non-empty and convex E ⊆ Rd, we say that an
affine hyperplane H supports E if H ∩E 6= ∅ and H is the boundary of a closed half-space that
contains E. A face F ⊆ E is a convex set with the property that if u, v ∈ E and tu+(1−t)v ∈ F
for some t ∈ (0, 1), then u, v ∈ F . We say that x ∈ E is an extreme point if {x} is a face of
E. Also, we say that F ⊆ E is an exposed face of E if F = E ∩H for some affine hyperplane
H that supports E. Exposed faces of affine dimensions 0, 1 and dim(E) − 1 are also known
as exposed points (or vertices), edges and facets respectively. We write F(E) for the set of all
facets of E.
A polyhedral set is a subset of Rd that can be expressed as the intersection of finitely many
closed half-spaces, and a polytope is a bounded polyhedral set, or equivalently the convex hull
of a finite subset of Rd; see Theorems 2.4.3 and 2.4.6 in Schneider (2014). As a special case,
we also view Rd as a polyhedral set with 0 facets. Let P ≡ Pd denote the collection of all
polyhedral sets in Rd with non-empty interior, and for m ∈ N0 := N∪{0}, let Pm ≡ Pmd denote
the collection of all P ∈ P with at most m facets. For 1 ≤ k ≤ d, a k-parallelotope is the image
of [0, 1]k under an injective affine transformation from Rk to Rd, i.e. a polytope of the form
{v0 +
∑k
`=1 λ`v` : 0 ≤ λ` ≤ 1 for all `}, where v0, v1, . . . , vk ∈ Rd and v1, . . . , vk are linearly
independent. Recall also that a k-simplex is the convex hull of k + 1 affinely independent
points in Rd. Finally, for P ∈ Pd, a (polyhedral) subdivision of P is a finite collection of sets
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E1, . . . , E` ∈ Pd such that P =
⋃ `
j=1Ej and Ei ∩ Ej is a common face of Ei and Ej for all
i, j ∈ {1, . . . , `}. A triangulation of a polytope P ∈ Pd is a subdivision of P consisting solely
of d-simplices.
2 Adaptation to log-k-affine densities with polyhedral
support
In order to present the main result of this section, we first need to understand the structure
of log-k-affine functions f ∈ Gd with polyhedral support. Due to the global nature of the
constraints on f , namely that log f is concave on supp f ∈ P and affine on each of k closed
subdomains, the function f necessarily has a simple and rigid structure. More precisely, Propo-
sition 1 below shows that there is a minimal representation of f in which the subdomains are
polyhedral sets that form a subdivision of supp f , and the restrictions of log f to these sets are
distinct affine functions. The proof of this result is deferred to Section S2.1.
Proposition 1. Suppose that f ∈ Gd is log-k-affine for some k ∈ N and that supp f ∈ P.
Then there exist κ(f) ≤ k, α1, . . . , ακ(f) ∈ Rd, β1, . . . , βκ(f) ∈ R and a polyhedral subdivision
E1, . . . , Eκ(f) of supp f such that f(x) = exp(α
>
j x + βj) for all x ∈ Ej, and αi 6= αj whenever
i 6= j. Moreover, the triples (αj, βj, Ej)κ(f)j=1 are unique up to reordering. In addition, if supp f ∈
Pm, then Ej ∈ Pk+m−1 for all j.
In particular, for each such f , the sum of the numbers of facets of the polyhedral subdomains
E1, . . . , Eκ(f), which we denote by
Γ(f) :=
κ(f)∑
j=1
|F(Ej)|, (5)
is well-defined and can be viewed as a parameter that measures the complexity of f . Now for
k ∈ N and P ∈ P , let Fk(P ) denote the collection of all f ∈ Fd for which κ(f) ≤ k and
supp f = P , so that Fk(Pm) = ⋃P∈Pm Fk(P ) for m ∈ N0. It is shown in Proposition S21 that
Fk(Pm) is non-empty if and only if k+m ≥ d+ 1. We remark here that it is more appropriate
to quantify the complexity of a polyhedral support in terms of m, which refers to the number
of facets of the support, rather than in terms of the number of vertices. Indeed, the former
quantity may be much greater than the latter when the support is unbounded; for example, a
polyhedral convex cone has just a single vertex but may have arbitrarily many facets. That
said, if the support is a polytope with v vertices and m facets, it can be shown that v = m
when d = 2, and that v ≤ 2m − 4 and m ≤ 2v − 4 when d = 3; see the proof of Lemma S23
and the subsequent remark.
We are now in a position to state our sharp oracle inequality for the risk of the log-concave
maximum likelihood estimator when the true f0 ∈ Fd is close to some element of Fk(Pm).
Theorem 2. Fix d ∈ {2, 3}. Let X1, . . . , Xn iid∼ f0 ∈ Fd with n ≥ d + 1, and let fˆn denote the
corresponding log-concave maximum likelihood estimator. Then there exists a universal constant
C > 0 such that
E{d2X(fˆn, f0)} ≤ inf
k∈N,m∈N0:
k+m≥d+1
inf
f∈Fk(Pm)
{
C Γ(f)
n
logγd n+ KL(f0, f)
}
, (6)
where γ2 := 9/2 and γ3 := 8. Moreover, for d ∈ {2, 3}, we have Γ(f) . kd−2(k + m) for all
f ∈ Fk(Pm).
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The ‘sharpness’ in this oracle inequality refers to the fact that the approximation term
KL(f0, f) has leading constant 1. A consequence of Theorem 2 is that if d = 2 and f0 ∈ Fk(Pm)
with k +m small by comparison with n1/3 log−7/2 n, then the log-concave maximum likelihood
estimator attains an adaptive rate that is faster than the rate of decay of the worst-case risk
bounds (2) of Kim and Samworth (2016). When d = 3, the same conclusion holds when k(k+m)
is small by comparison with n1/2 log−7 n.
Theorem 2 is proved in Section 5.1 by first considering the case k = 1, where it turns out
that we can prove a slightly stronger version of our result. We therefore state it separately for
convenience:
Theorem 3. Fix d ∈ {2, 3}. Let X1, . . . , Xn iid∼ f0 ∈ Fd with n ≥ d + 1, and let fˆn denote the
corresponding log-concave maximum likelihood estimator. Then there exists a universal constant
C¯ > 0 such that
E{d2X(fˆn, f0)} ≤ inf
m≥d
{
C¯m
n
logγd n + inf
f∈F1(Pm)
supp f0⊆supp f
d2H(f0, f)
}
. (7)
We suspect that the restriction on the support of the approximating density f in (7) is an
artefact of our proof. Indeed, in the case d = 1, Baraud and Birge´ (2016) obtain an oracle
inequality for their ρ-estimator where the approximating density f need not have this property
(although their result is stated for d2H rather than d
2
X); moreover, we have been able to strengthen
the corresponding univariate result for the log-concave maximum likelihood estimator (Kim et
al., 2018, Theorem 5) by removing this restriction.
The proof of Theorem 3 in fact constitutes the main technical challenge in deriving Theo-
rem 2. This entails deriving upper bounds on the (local) Hellinger bracketing entropies of classes
of log-concave functions that lie in small Hellinger neighbourhoods of densities in f ∈ F1(Pm)
for each m ∈ N with m ≥ d. Our argument proceeds via a series of steps, the first of which
deals with the case where f is a uniform density on a simplex (Proposition S8); it turns out
that any density in a small Hellinger ball around such an f satisfies a uniform upper bound
(Lemma S25(ii)), and a pointwise lower bound whose contours are characterised geometrically
in Lemma S30 (and illustrated in Figure S5). We proceed by considering a finite nested se-
quence of polytopal subsets of the simplex, each of which has a controlled number of vertices
and approximates the region enclosed by one of the aforementioned contours; see the accompa-
nying Figure S1. After constructing suitable triangulations of the regions between successive
polytopes (Corollary S33), we exploit existing bracketing entropy results for classes of bounded
log-concave functions (Proposition S7).
In the next step, we consider the uniform density on a polytope in Pm; here, using the fact
that there is a triangulation of the support into O(m) simplices (Lemma S23), we apply our
earlier bracketing entropy bounds in conjunction with an additional argument which handles
carefully the fact that these simplices may have very different volumes (Proposition S9).
Finally, in the proof of Proposition 10 in Section 5.1, we generalise to settings where f
is an arbitrary (not necessarily uniform) log-affine density whose polyhedral support may be
unbounded. There, we subdivide the domain by intersecting it with a sequence of parallel half-
spaces whose normal vectors are in the direction of the negative log-gradient of the density.
Our characterisation of such log-affine densities in Section S2.1 ultimately allows us to apply
our earlier results to transformations of the original density and thereby obtain the desired
local bracketing entropy bounds (Proposition 10). The conclusion of Theorem 3 then follows
from standard empirical process theory arguments (e.g. van de Geer, 2000, Corollary 7.5); see
Section 5.1.
We do not claim any optimality of the polylogarithmic factors in Theorems 2 and 3. In fact,
we can improve these exponents in the special case where f0 is well-approximated by a uniform
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density fP := µd(P )
−1
1P on a polytope P ∈ P ≡ Pd. Note that every polytope in Pd has at
least as many facets as a d-simplex, namely d+ 1; see for example Lemma S22.
Proposition 4. Fix d ∈ {2, 3}, and for m ≥ d + 1, denote by F [1](Pm) the subclass of all
uniform densities on polytopes in Pm. Let X1, . . . , Xn iid∼ f0 ∈ Fd with n ≥ d + 1, and let
fˆn denote the corresponding log-concave maximum likelihood estimator. Then there exists a
universal constant C ′ > 0 such that
E{d2X(fˆn, f0)} ≤ inf
m≥d+1
{
C ′m
n
logγ
′
d n + inf
f∈F [1](Pm)
supp f0⊆supp f
d2H(f0, f)
}
, (8)
where γ′2 := 3 and γ
′
3 := 6.
3 Adaptation to densities bounded away from zero on a
polytopal support
Recall from the discussion in the introduction that in order to observe adaptive behaviour for
the log-concave maximum likelihood estimator, we need to exclude uniform densities supported
on convex sets with smooth boundaries. In fact, we will see from Proposition 6 below that we
also need to rule out subclasses containing sequences of elements of Fd that approximate such
uniform densities. In this section, we continue to work with densities in Fd that are close
to a log-concave density with polyhedral support, but, in contrast to Section 2, now drop the
requirement that this approximating density be log-k-affine. In fact, we do not impose any extra
structural constraints or smoothness conditions that would regulate further the behaviour of
the densities on the interiors of their supports. It will turn out, however, that we will only be
able to improve on the worst-case risk bounds of Theorem S2 when the approximating density
is also bounded away from zero on its support, which must therefore necessarily be a polytope.
The generality of the resulting new classes means that we can no longer expect near-parametric
adaptation, and moreover, for the reasons explained in the introduction, our main result of this
section (Theorem 5 below) is restricted to the case d = 3. As an example of a density that will
be covered by this result, we can consider the density of a trivariate Gaussian random vector
conditioned to lie in [−1, 1]3.
The proofs of both results in this section are given in Section 5.2.
Following on from Proposition 4, we now extend the definition of F [1](Pm) given above and
introduce our new family of subclasses of Fd. For θ ∈ (0,∞) and a polytope P ∈ Pd, let
F [θ](P ) ≡ F [θ]d (P ) denote the collection of all f ∈ Fd for which supp f = P and f ≥ θ−1fP
on P . Then F [1](P ) = {fP} and F [θ](P ) is non-empty if and only if θ ≥ 1. For θ ∈ [1,∞)
and m ∈ N with m ≥ d + 1, denote by F [θ](Pm) ≡ F [θ]d (Pmd ) the union of those F [θ](P )
for which P is a polytope in Pm ≡ Pmd , and note that this is a non-empty affine invariant
subclass of Fd. Indeed, fix b ∈ Rd and an invertible A ∈ Rd×d, and let T : Rd → Rd be the
invertible affine transformation defined by T (x) := Ax + b. If X ∼ f ∈ F [θ](P ) for some
polytope P ∈ Pm, then µd(T (P )) = |detA|µd(P ), and so the density g of T (X) satisfies
g(x) = |detA|−1f(T−1(x)) ≥ {θ |detA|µd(P )}−1 = {θµd(T (P ))}−1 for all x ∈ T (P ). Since
supp g = T (P ) is also a polytope in Pm, this shows that g ∈ F [θ](Pm), as required.
The sharp oracle inequality (9) below may be viewed as complementary to Theorem 3 and
Proposition 4.
Theorem 5. Let X1, . . . , Xn
iid∼ f0 ∈ F3 with n ≥ 4, and let fˆn denote the corresponding
log-concave maximum likelihood estimator. Then there exists a universal constant C > 0 such
9
that
E{d2X(fˆn, f0)}
≤ inf
m≥4
θ∈(1,∞)
{
C
(
log6/7 θ
(m
n
)4/7
log
17/7
+
(
n
log3/2 θ
)
+
(m
n
)20/29
log85/29 n+ θ log3(eθ)
m log6 n
n
)
+ inf
f∈F [θ]3 (Pm)
supp f0⊆supp f
d2H(f0, f)
}
. (9)
For a fixed θ ∈ (1,∞), note that if n/m is sufficiently large, then the dominant contribution
to the right-hand side of (9) comes from the first term. It follows that for fixed θ,m, the
log-concave maximum likelihood estimator fˆn of f0 ∈ F [θ]3 (Pm) converges at rate O˜(n−4/7) as
n→∞, which was the rate originally conjectured by Seregin and Wellner (2010).
Despite the attractions of the adaptation mentioned in the previous paragraph, it is worth
considering the bound (9) in the limits as θ ↘ 1 and θ → ∞. In the first case, owing to the
presence of the second term on the right-hand side of (9), we do not recover the bound (8) from
Proposition 4 when we take the limit of the right-hand side of (9); see Section S1.3 for further
discussion. We also mention here that for a fixed n, the bound in (8) may be stronger than
that in (9) if for example f0 ∈ F [θ]3 (Pm) for some θ ≡ θn ∈ (1,∞) sufficiently close to 1. To
substantiate this remark, we note that if θ ∈ [1,∞) and P ∈ P3 is a polytope, then it follows
from the proof of Lemma S25(iii) that every f ∈ F [θ]3 (P ) satisfies θ−1fP ≤ f . log3(eθ)fP on
P . Thus, if f0 ∈ F [θ]3 (P ), then
d2H(f0, fP ) =
∫
P
(√
f0 −
√
fP
)2 . (1− θ−1) ∨ (log3(eθ)− 1) . θ − 1
when θ ≤ 2. Consequently, if n is fixed and θ,m are such that θ ≤ 1 + n−20/29 and m ≤
n9/29 log−6 n, then for any f0 ∈ F [θ]3 (P ) with P ∈ Pm, the bound in (8) is at most a universal
constant multiple of (m/n) log6 n + (θ − 1) . n−20/29, whereas the bound in (9) is at least a
universal constant multiple of n−20/29 log85/29 n.
It is also notable that the bound in (9) diverges to infinity as θ →∞. In fact, we will deduce
from Proposition 6 below that this is not just an artefact of our analysis; more precisely, the log-
concave maximum likelihood estimator does not adapt uniformly over
⋃
θ≥1F [θ]d (P ), or indeed
over any subclass of Fd containing an approximating sequence for a uniform density on a closed
Euclidean ball.
Proposition 6. Fix d ∈ N and n ≥ d+ 1. Let (f (`)) be a sequence of densities in Fd for which
the corresponding sequence of probability measures (P (`)) converges weakly to a distribution P (0)
with density f (0) : Rd → [0,∞). For each ` ∈ N0, let X(`)1 , . . . , X(`)n iid∼ f (`), and let fˆ (`)n denote
the corresponding log-concave maximum likelihood estimator. Then
lim inf
`→∞
E
{
d2X
(
fˆ (`)n , f
(`)
)} ≥ E{d2X(fˆ (0)n , f (0))}.
To understand the consequences of this lower semi-continuity result, fix any polytope P ∈ Pd
and a closed Euclidean ball B ⊆ IntP . We can find a sequence (f (`)) in ⋃ θ≥1F [θ]d (P )
such that the corresponding probability measures converge weakly to the uniform distribu-
tion on B. Such a sequence must necessarily satisfy infx∈P f (`)(x) → 0, and Proposition 6,
together with the result of Wieacker (1987) mentioned in the introduction, then ensures that
lim inf`→∞ E
{
d2X
(
fˆ
(`)
n , f (`)
)}
&d n−2/(d+1) for d ≥ 2. Thus, indeed, no adaptation is possible.
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The proof of Theorem 5 follows a similar approach to that set out after the statement of
Theorem 3. The key intermediate results are the local bracketing entropy bounds in Propo-
sitions S10 and S11 in Section S1.3, which are analogous to the Propositions S8 and S9 that
prepare the ground for the proof of Theorem 3. As we explain in the discussion before the proof
of Proposition S8, some modifications to the previous arguments are necessary, but we once
again draw heavily on the technical apparatus developed in Section S2.2. The key reason we
are able to apply these techniques here is that the densities in F [θ](Pm) are bounded away from
zero, as evidenced by the fact that the bound (9) diverges as θ → ∞. Once we have obtained
Proposition S11, all that remains is to appeal to standard empirical process theory (van de Geer,
2000, Corollary 7.5), from which the desired conclusion (9) follows readily; see Section 5.2. In
contrast to the proof of Theorem 3, we do not require an additional argument along the lines
of the proof of Proposition 10 given in Section 5.1, which is specific to the log-1-affine densities
(with possibly unbounded polyhedral support) studied in Section 2.
4 Adaptation to densities with well-separated contours
In this section, we consider adaptation of the log-concave maximum likelihood estimator over
yet further subclasses of Fd. As discussed in Examples 4 and 5 below, these are designed to
generalise notions of Ho¨lder smoothness, while at the same time satisfying our key property
of affine invariance. Given S ∈ Sd×d and x ∈ Rd, we write ‖x‖S := (x>S−1x)1/2 for its S-
Mahalanobis norm.
Definition 1. For β ≥ 1 and Λ, τ > 0, let F (β,Λ,τ) ≡ F (β,Λ,τ)d denote the collection of all f ∈ Fd
that are continuous on Rd and satisfy
‖x− y‖Σf ≥
{f(x)− f(y)} det1/2 Σf
Λ
{
f(x) det1/2 Σf}1−1/β
(10)
whenever x, y ∈ Rd are such that f(y) < f(x) < τ det−1/2 Σf . In addition, we define F (β,Λ) :=⋂
τ>0F (β,Λ,τ).
The defining condition (10) imposes a separation condition on contours below some fixed
level. For instance, when f is isotropic, the condition asks that for all small t > 0, the contours
of f at levels t and 2t are at least a distance of order Λ−1t1/β apart. See below for further
discussion and motivating examples. We now collect together some basic properties of the
classes F (β,Λ,τ).
Proposition 7. For β ≥ 1 and Λ, τ > 0, we have the following:
(i) F (β,Λ,τ) is affine invariant; i.e. if X ∼ f ∈ F (β,Λ,τ) and T : Rd → Rd is an invertible affine
transformation, then the density g of T (X) also lies in F (β,Λ,τ).
(ii) F (β,Λ,τ) ⊆ F (β,Λ∗) for all Λ∗ ≥ Λ(Bd/τ)1/β, where Bd := suph∈F0,Id supx∈Rd h(x) ∈ (0,∞).
(iii) If α ∈ [1, β), then F (β,Λ,τ) ⊆ F (α,Λ′,τ) for all Λ′ ≥ B1/α−1/βd Λ.
(iv) There exists Λ0,d > 0, depending only on d, such that F (β,Λ) is non-empty only if Λ ≥ Λ0,d.
Note in particular that since the log-concave maximum likelihood estimator fˆn is affine
equivariant (Du¨mbgen et al., 2011, Remark 2.4), and since our loss functions d2H, KL and d
2
X
are affine invariant, property (i) above allows us to restrict attention to isotropic f ∈ F (β,Λ,τ),
namely those belonging to F0,Id . Property (iii) indicates that the classes F (β,Λ,τ) are nested with
respect to the exponent β ≥ 1.
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In addition, by taking α = 1 in (iii) and then applying (ii), we deduce that the densities
in F (β,Λ,τ) are all Lipschitz on Rd, but as we will see in Examples 2 and 4, they need not be
differentiable everywhere. In cases where f ∈ Fd is differentiable on an open set of the form
{x ∈ Rd : f(x) < τ ∗} for some τ ∗ > 0, the necessary and sufficient condition in the following
proposition provides us with a simpler way of checking whether f lies in F (β,Λ,τ). For w ∈ Rd
and S ∈ Sd×d, let ‖w‖′S := (w>S−1w)1/2 det−1/2 S denote its scaled S-Mahalanobis norm.
Proposition 8. Suppose that there exists τ ∗ > 0 such that f ∈ Fd is continuous on Rd and
differentiable at every x ∈ Rd satisfying f(x) < τ ∗. Then for β ≥ 1 and any τ ≤ τ ∗ det1/2 Σf ,
we have f ∈ F (β,Λ,τ) if and only if
‖∇f(x)‖′
Σ−1f
≤ Λ{f(x) det1/2 Σf}1−1/β (11)
for all x ∈ Rd with f(x) < τ det−1/2 Σf .
Our main result in this section is a sharp oracle inequality for the performance of the log-
concave maximum likelihood estimator when the true log-concave density is close to F (β,Λ)d
when d = 3. In view of Proposition 7(ii), we work here with the classes F (β,Λ)3 rather than
the more general classes F (β,Λ,τ)3 for ease of presentation. Let Λ0 ≡ Λ0,3 > 0 be the universal
constant from Proposition 7(iv) and its proof, and for each β ≥ 1, let rβ := β+3β+7 ∧ 47 .
Theorem 9. Let X1, . . . , Xn
iid∼ f0 ∈ F3 for some n ≥ 4, and let fˆn denote the corresponding
log-concave maximum likelihood estimator. Then there exists a universal constant C > 0 such
that
E{d2X(fˆn, f0)} ≤ inf
β≥1,Λ≥Λ0
{
CΛ
4β
β+7
∧ 1 n−rβ log
16β+39
2(β+3)
rβ n + inf
f∈F(β,Λ)3
d2H(f0, f)
}
. (12)
Ignoring polylogarithmic factors and focusing on the case where f0 ∈ F (β,Λ)3 for some β ≥ 1
and Λ > 0, Theorem 9 presents a continuum of rates that interpolate between the worst-case
rate of O˜(n−1/2), corresponding to the rate when β = 1, and O˜(n−4/7), again matching the rate
conjectured by Seregin and Wellner (2010).
The proofs of all results in this section are given in Section 5.3.
As mentioned in the introduction, the main attraction of working with the general contour
separation condition (10) is that we can give several examples of classes of densities contained
within F (β,Λ,τ) for suitable β, Λ and τ . Since each of the conditions (10) and (11) are affine
invariant, it suffices to check these conditions for the isotropic elements of the relevant classes
(or for any other convenient choice of scaling). Moreover, to verify (10) for densities that are
spherically symmetric, it suffices to consider pairs x, y of the form y = λx for some λ > 0; in
other words, if f(x) = g(‖x‖), then it is enough to verify the contour separation condition (10)
for g.
Example 1 (Gaussian densities). Writing f : x 7→ (2pi)−d/2 e−‖x‖2/2 for the standard Gaussian
density on Rd and fixing an arbitrary β ≥ 1, we have
‖∇f(x)‖′I = ‖∇f(x)‖ =
‖x‖
(2pi)d/2
e−‖x‖
2/2 = 21/2f(x) log1/2
(
1
(2pi)d/2f(x)
)
≤ β
1/2
(2pi)d/(2β)
e−1/2f(x)1−1/β
for all x ∈ Rd. Hence, it follows from Proposition 8 that f ∈ F (β,Λ) for all β ≥ 1, with
Λ = β1/2e−1/2 (2pi)−d/(2β). Thus, Theorem 9 implies that when d = 3, the log-concave maximum
likelihood estimator attains the rate O˜(n−4/7) in d2X divergence uniformly over the class of
Gaussian densities.
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Example 2 (Spherically symmetric Laplace density). Let Vd := µd(B¯(0, 1)) = pi
d/2/Γ(1+d/2).
Then f : x 7→ (d!Vd)−1e−‖x‖ is a density in Fd with corresponding covariance matrix Σ ≡ Σf =
(d+ 1)I. For τ ≤ (d+ 1)d/2 (d!Vd)−1 and any β ≥ 1, we have
‖∇f(x)‖′Σ−1 = (d+ 1)(d+1)/2f(x) ≤
(d+ 1)(d+1)/2
(d!Vd)1/β
f(x)1−1/β
for all x ∈ Rd with f(x) < τ det−1/2 Σ = τ(d + 1)−d/2. Hence, when d = 3, the log-concave
maximum likelihood estimator attains the rate O˜(n−4/7) in d2X divergence uniformly over the
class of densities that are affinely equivalent to f , even though f is not differentiable at 0.
A similar conclusion holds for the densities f1, f2 satisfying f1(x) ∝ exp(−e‖x‖) and f2(x) ∝
exp
(−ee‖x‖).
Example 3 (Spherically symmetric bump function density). Consider the smooth density
f : x 7→ Ce−1/(1−‖x‖2)1{‖x‖<1}, where C > 0 is a normalisation constant. By Xu and Samworth
(2019, Proposition 2), f is log-concave. Writing Σ ≡ Σf = σ2I for the covariance matrix
corresponding to f , and again fixing an arbitrary β ≥ 1, we see that each x ∈ Rd with ‖x‖ < 1
satisfies
‖∇f(x)‖′Σ−1 = σd+1‖∇f(x)‖ = σd+1
2C‖x‖
(1− ‖x‖2)2 e
−1/(1−‖x‖2)
≤ 2σd+1f(x) log2
(
C
f(x)
)
≤ Λβ
{
f(x) det1/2 Σ}1−1/β,
where Λβ := 8C
1/ββ2e−2σ1+d/β. Thus, again by Proposition 8, we deduce that f ∈ F (β,Λβ) for
all β ≥ 1. Consequently, when d = 3, the log-concave maximum likelihood estimator attains the
rate O˜(n−4/7) in d2X divergence uniformly over the class of densities that are affinely equivalent
to f .
Example 4 (Ho¨lder condition on the log-density). For γ ∈ (1, 2] and L > 0, let H˜γ,L ≡ H˜γ,Ld
denote the subset of densities f ∈ Fd such that φ := log f is differentiable and
‖∇φ(y)−∇φ(x)‖Σ−1f ≤ L‖y − x‖
γ−1
Σf
(13)
for all x, y ∈ Rd. We extend this definition to γ = 1 by writing H˜1,L for the subset of densities
f ∈ Fd for which φ = log f satisfies
|φ(y)− φ(x)| ≤ L‖y − x‖Σf . (14)
for all x, y ∈ Rd. Note that the densities in H˜1,L can have points of non-differentiability for
arbitrarily small values of the density. For instance, if we define f ∈ Fd by
f(x) ∝ exp
(
−
∞∑
r=0
‖x‖ − r
2r
1{‖x‖≥r}
)
,
which is not differentiable at any x ∈ Rd with integer Euclidean norm, then f ∈ H˜1,L for
suitably large L > 0.
The careful and non-standard choice of norms in (13) and (14) ensures that the classes
H˜γ,L are affine invariant. Moreover, Proposition S40(iv) in Section S3.1 shows that for each
β ≥ 1, there exists Λ′ ≡ Λ′(β, L) such that ⋃γ∈[1,2] H˜γ,L ⊆ F (β,Λ′). Thus, when d = 3, the log-
concave maximum likelihood estimator attains the rate O˜(n−4/7) in d2X divergence uniformly
over
⋃
γ∈[1,2] H˜γ,L.
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A related result in the literature is Du¨mbgen and Rufibach (2009, Theorem 4.1), which
applies when d = 1, γ ∈ (1, 2] and the logarithm of the true fixed f0 ∈ F1 is γ-Ho¨lder on some
compact subinterval T of the interior of supp f0. In this case, the corresponding fˆn is shown to
achieve an adaptive rate of order
(
logn
n
) γ
2γ+1 with respect to the supremum norm over certain
compact subintervals of the interior of T . We remark that this is not entirely comparable
with the rate we obtain in the paragraph above, especially since our loss function d2X is rather
different.
Observe that the densities in the classes H˜γ,L must be supported on the whole of Rd, and
that conditions (13) and (14) imply that the rate of tail decay of f is ‘super-Gaussian’. This is
quite a stringent restriction; note for example that the density f satisfying f(x) ∝ exp(−e‖x‖)
does not feature in any of the classes H˜γ,L. Another drawback of this definition of smoothness
is that the classes are not nested with respect to the Ho¨lder exponent γ ∈ (1, 2]; this can be
seen by considering a density f satisfying f(x) ∝ exp(−‖x‖γ), which belongs to H˜γ˜,L for some
L > 0 if and only if γ˜ = γ.
Example 5 (Ho¨lder condition on the density). To remedy the issues mentioned in the previous
example, fix β ∈ (1, 2] and L > 0, and let Hβ,L ≡ Hβ,Ld denote the set of f ∈ Fd such that f is
differentiable on Rd and
‖∇f(y)−∇f(x)‖′
Σ−1f
≤ L‖y − x‖β−1Σf (15)
for all x, y ∈ Rd. Again, it can be shown that the classes Hβ,L are affine invariant, and if
f ∈ Fd is β-Ho¨lder in the usual Euclidean sense, i.e. ‖∇f(y) −∇f(x)‖ ≤ L‖y − x‖β−1 for all
x, y ∈ Rd, then f ∈ Hβ,L˜ with L˜ := Lλβ/2max(Σf ) det1/2 Σf , where λmax(Σf ) denotes the maximum
eigenvalue of Σf . This is because ‖w‖Σf ≥ ‖w‖λ−1/2max (Σf ) and ‖w‖′Σ−1f ≤ ‖w‖λ
1/2
max(Σf ) det
1/2 Σf
for all w ∈ Rd. Moreover, Proposition S39 shows that the classesHβ,L are nested with respect to
the Ho¨lder exponent β; more precisely, if β, L are as above, then there exists L˜ ≡ L˜(d, β, L) > 0
such that Hβ,L ⊆ Hα,L˜ for all α ∈ (1, β].
The condition (15) can in fact be extended to an affine invariant notion of β-Ho¨lder regularity
for all β > 1; see Section S3.2 for full technical details. Here, we present the analogue of (15) for
β ∈ (2, 3] and L > 0, for which we require the following additional notation. First, if g : Rd → R
is twice differentiable at x ∈ Rd, then denote byHg(x) ∈ Rd×d the Hessian of g at x. In addition,
for each S ∈ Sd×d, define a norm ‖·‖′S on Rd×d by ‖M‖′S := ‖S−1/2MS−1/2‖F det−1/2 S, where
‖A‖F := tr(A>A)1/2 denotes the Frobenius norm of A ∈ Rd×d. We now define Hβ,L to be the
collection of f ∈ Fd for which f is twice differentiable on Rd and
‖Hf(y)−Hf(x)‖′
Σ−1f
≤ L‖y − x‖β−2Σf (16)
for all x, y ∈ Rd. In Section S3.2, we present a unified argument that establishes the affine
invariance of the classes Hβ,L defined by (15) and (16); see the proof of Lemma S38.
In addition, for each β ∈ (1, 3] and L > 0, parts (i) and (iii) of Proposition S40 in Section S3.1
imply that Hβ,L ⊆ F (β,Λ) for some Λ ≡ Λ(β, L); when β ∈ (1, 2], we can take Λ(β, L) :=
L1/β(1− 1/β)−1+1/β. It was this fact that motivated our choice of parametrisation in β in (10).
Theorem 9 therefore yields the rate O˜
(
n−min{β+3β+7 , 47}) for the log-concave maximum likelihood
estimator, uniformly over Hβ,L. An interesting feature of this rate is that, when β ∈ (1, 9/5),
it is faster than the rate O(n−
2β
2β+3 ) that can be obtained in squared Hellinger distance for
β-Ho¨lder densities that satisfy a ‘tail dominance’ condition (Goldenshluger and Lepski, 2014,
Section 4). For further details of this comparison, see Section S3.2.1. Thus, in this range of β,
the log-concavity shape constraint results in a strict improvement in the rates attainable.
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5 Appendix: Proofs
The following notation is used in this section and in the supplementary material.
To define bracketing entropy, let S ⊆ Rd and let G be a class of non-negative functions whose
domains contain S. For ε > 0 and a semi-metric ρ on G, let N[ ](ε,G, ρ, S) denote the smallest
M ∈ N for which there exist pairs of functions {[gLj , gUj ] : j = 1, . . . ,M} such that ρ(gUj , gLj ) ≤ ε
for every j = 1, . . . ,M , and such that for every g ∈ G, there exists j∗ ∈ {1, . . . ,M} with
gLj∗(x) ≤ g(x) ≤ gUj∗(x) for every x ∈ S. We then define the ε-bracketing entropy of G over S
with respect to ρ by H[ ](ε,G, ρ, S) := logN[ ](ε,G, ρ, S) and write H[ ](ε,G, ρ) := H[ ](ε,G, ρ,Rd)
when S = Rd.
For each f0 ∈ Fd and δ > 0, let G(f0, δ) ≡ Gd(f0, δ) := {f1supp f0 : f ∈ Gd, dH(f, f0) ≤ δ}.
In addition, let F(f0, δ) ≡ Fd(f0, δ) = Fd ∩ Gd(f0, δ) and let F˜(f0, δ) ≡ F˜d(f0, δ) := {f ∈ Fd :
dH(f, f0) ≤ δ}. Writing ‖M‖ ≡ ‖M‖op := sup‖u‖≤1 ‖Mu‖ for the operator norm of a matrix
M ∈ Rd×d, we denote by F˜1,η ≡ F˜1,ηdd := {f ∈ Fd : ‖µf‖ ≤ 1, ‖Σf − I‖ ≤ ηd} the class of
‘near-isotropic’ log-concave densities, where the constant η ≡ ηd ∈ (0, 1) is taken from Kim and
Samworth (2016, Lemma 6) and depends only on d. Finally, we define h2, h3 : (0,∞)→ (0,∞)
by h2(x) := x
−1 log3/2+ (x
−1) and h3(x) := x−2 respectively.
5.1 Proofs of main results in Section 2
The proof of Proposition 1 is lengthy and is deferred to Section S2.1. The main goal of this
subsection, therefore, is to prove Theorem 2, which proceeds via several intermediate results,
including Theorem 3. We begin by stating our main local bracketing entropy result, whose proof
is summarised at the end of Section 2. Note that by Proposition S21, the subclass F1(Pm) is
non-empty if and only if m ≥ d.
Proposition 10. Let d ∈ {2, 3} and fix m ∈ N with m ≥ d. Then there exist universal
constants %2, %3 > 0 such that whenever 0 < ε < δ < %d and f0 ∈ F1(Pm), we have
H[ ](2
1/2ε,G(f0, δ), dH) . m
(
δ
ε
)
log3
(
1
δ
)
log3/2
(
log(1/δ)
ε
)
(17)
when d = 2 and
H[ ](2
1/2ε,G(f0, δ), dH) . m
{(
δ
ε
)2
log6
(
1
δ
)
+
(
δ
ε
)3/2
log7
(
1
δ
)}
(18)
when d = 3.
See Propositions S8 and S9 for details of the initial stages of the proof, which deal with the
case where f0 is the uniform density fK := µd(K)
−1
1K on some polytope K ∈ Pm. Here, we
turn our attention to the general non-uniform case, where the support of f0 may be unbounded.
Writing F1 for the subclass of all log-1-affine densities in Fd, we note that any f ∈ F1 must
take the form x 7→ fK,α(x) := c−1K,α exp(−α>x)1{x∈K}, where K ⊆ Rd and α ∈ Rd are the
support and negative log-gradient of f respectively, and cK,α :=
∫
K
exp(−α>x) dx ∈ (0,∞);
see (S69). It follows from the characterisation of F1 given in Proposition S15 that K and α
satisfy the conditions of Proposition S13(ii), which in turn implies that mK,α := infx∈K α>x is
finite. In addition, let MK,α := supx∈K α
>x ∈ (−∞,∞], and for t ∈ R, define the convex sets
Kα,t := K ∩ {x ∈ Rd : α>x = t},
K+α,t := K ∩ {x ∈ Rd : α>x ≤ t},
K˘α,t := K ∩ {x ∈ Rd : t− 1 ≤ α>x ≤ t},
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which are all compact by Proposition S13; see Figure S2 for an illustration. Finally, we denote
by F1? the collection of all f = fK,α ∈ F1 for which mK,α = 0.
Proof of Proposition 10. For a fixed d ∈ {2, 3}, let υ ≡ υd := 2−3/2 ∧ {d−1/2(d + 1)−(d−1)/2},
C ≡ Cd := 8d + 7 and % ≡ %d := νd ∧ υd e−C/2 γ(d, C)1/2, where γ ≡ γ(d, C) and ν ≡ νd are
taken from Lemmas S17 and S26 respectively. For 0 < ε < δ < υ, the important quantity
Hd(δ, ε) is defined in Proposition S8.
Fix 0 < ε < δ < % and m ∈ N with m ≥ d. It follows from Corollary S16 and the
affine invariance of the Hellinger distance that we need only consider densities f0 = fK,α ∈
F1? ∩ F1(Pm), which have the property that K ∈ Pm and mK,α = 0. Since Proposition S9
handles the case α = 0, we fix an arbitrary fK,α ∈ F1? ∩ F1(Pm) with α 6= 0, and set L :=
dMK,αe ∈ N ∪ {∞}. Now define
K ′j :=
{
K+α,C for j = C
K˘α,j for each j ∈ N with C + 1 ≤ j ≤ L,
which is compact for all integers C ≤ j ≤ L. Note also that since K ∈ Pm, it follows
from Bruns and Gubeladze (2009, Theorem 1.6) that K ′C ∈ Pm+1 and K ′j ∈ Pm+2 for all
integers C + 1 ≤ j ≤ L.
Also, let a+ be the smallest integer C + 1 ≤ j ≤ L such that δ2ej+1µd(K˘α,j)−1cK,α ≥ υ2
if such a j exists, and let a+ = L + 1 otherwise. Since (1/δ˜)
d−1 ≥ logd−1(1/δ˜) ≥ d(d +
1)d−1 υ2 logd−1(1/δ˜) for all δ˜ ∈ (0, 1), we deduce from (S72) in Lemma S17 that
δ2et+1cK,α(
µd(K˘α,t)
) ≥ δ2et+1cK,α(
dtd−1µd(K+α,1)
) ≥ δ2et
dtd−1
≥ υ2
for all t ≥ (d+ 1) log(1/δ), and hence that a+ . log(1/δ). Next, set u2j := c exp{−(j − a+)/2}
for each integer a+ ≤ j ≤ L, where c := 1− e−1/2 is chosen to ensure that
∑L
j=a+
u2j ≤ 1, and
also define
ε2j :=

2ε2/3 for j = C
2ε2(a+ − C)−1/3 for j = C + 1, . . . , a+ − 1
2u2j ε
2/3 for j = a+, . . . , L.
Since K =
⋃L
j=C K
′
j and
∑L
j=C ε
2
j ≤ 2ε2, we can write
H[ ](2
1/2ε,G(fK,α, δ), dH) ≤ H[ ](εC ,G(fK,α, δ), dH, K ′C) (19)
+
∑a+−1
j=C+1 H[ ](εj,G(fK,α, δ), dH, K ′j) (20)
+
∑L
j=a+
H[ ](εj,G(fK,α, δ), dH, K ′j), (21)
and we now address each of the terms (19), (20) and (21) in turn. Note that while there are
infinitely many summands in (21) when MK,α = L = ∞, it will follow from the bounds we
obtain that only finitely many of these are non-zero.
For (19), let AC := cK,α/µd(K
′
C), which by Lemma S17 satisfies e
−C ≤ AC ≤ γ−1. For
f ∈ G(fK,α, δ), define f˜C : Rd → [0,∞) by f˜C(x) := AC exp(α>x)f(x)1{x∈K′C} and observe that
δ2 ≥
∫
K′C
(
f
1/2
C − f 1/2K,α
)2
=
∫
K′C
e−α
>x
AC
{
f˜
1/2
C (x)− f 1/2K′C (x)
}2
dx ≥ e
−C
AC
∫
K′C
(
f˜
1/2
C − f 1/2K′C
)2
,
which shows that f˜C ∈ G
(
fK′C , A
1/2
C e
C/2δ
)
. Since δ < % < υe−C/2 γ1/2, it follows from the above
bounds on AC that
δ ≤ A1/2C eC/2δ < υ < 2−3/2 and A−1/2C ε−1C . ε−1. (22)
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Recalling that K ′C ∈ Pm+1, we can now apply Proposition S9 to deduce that there exists an(
A
1/2
C εC
)
-Hellinger bracketing set {[g˜L` , g˜U` ] : 1 ≤ ` ≤ NC} for G
(
fK′C , A
1/2
C e
C/2δ
)
such that
logNC . (m+ 1)Hd
(
A
1/2
C e
C/2δ, A
1/2
C εC
)
. mHd(δ, ε). (23)
We see that {f1K′C : f ∈ G(fK,α, δ)} is covered by the brackets {[gL` , gU` ] : 1 ≤ ` ≤ NC} defined
by
gL` (x) := A
−1
C exp(−α>x) g˜L` (x); gU` (x) := A−1C exp(−α>x) g˜U` (x).
Moreover, exp(−α>x) ≤ 1 for all x ∈ K ′C , so∫
K′C
(√
gU` −
√
gL`
)2
= A−1C
∫
K′C
(√
g˜U` (x)−
√
g˜L` (x)
)2
exp(−α>x) dx ≤ ε2C
for all 1 ≤ ` ≤ NC . Together with (23), this implies that
H[ ](εC ,G(fK,α, δ), dH, K ′C) ≤ logNC . mHd(δ, ε). (24)
For (20), fix an integer C + 1 ≤ j ≤ a+ − 1 (if such a j exists) and let Aj := cK,α/µd(K ′j). For
f ∈ G(fK,α, δ), define f˜j : Rd → [0,∞) by f˜j(x) := Aj exp(α>x)f(x)1{x∈K′j}. Now
δ2 ≥
∫
K′j
(
f 1/2 − f 1/2K,α
)2
=
∫
K′j
e−α
>x
Aj
{
f˜
1/2
j (x)− f 1/2K′j (x)
}2
dx ≥ e
−j
Aj
∫
K′j
(
f˜
1/2
j − f 1/2K′j
)2
,
so f˜j ∈ G
(
fK′j , A
1/2
j e
j/2 δ
)
. Since j ≤ a+ − 1, it follows from the definition of a+ that Aj <
δ−2υ2 e−(j+1). In addition, since K ′j ⊆ K+α,j, we can apply Lemma S17 to deduce that Aj ≥
cK,α/µd(K
+
α,j) ≥ e−j. Therefore,
δ ≤ A1/2j ej/2 δ < υ < 2−3/2 and A−1/2j e−(j−1)/2 . 1.
Since K ′j ∈ Pm+2, we can apply Proposition S9 to deduce that there exists an (A1/2j e(j−1)/2 εj)-
Hellinger bracketing set {[g˜L` , g˜U` ] : 1 ≤ ` ≤ Nj} for G
(
fK′j , A
1/2
j e
j/2 δ
)
such that
logNj . (m+ 2)Hd
(
A
1/2
j e
j/2 δ, A
1/2
j e
(j−1)/2 εj
)
. mHd(δ, εj). (25)
We see that {f1K′j : f ∈ G(fK,α, δ)} is covered by the brackets {[gL` , gU` ] : 1 ≤ ` ≤ Nj} defined
by
gL` (x) := A
−1
j exp(−α>x) g˜L` (x); gU` (x) := A−1j exp(−α>x) g˜U` (x).
Moreover, exp(−α>x) ≤ e−(j−1) for all x ∈ K ′j, so∫
K′j
(√
gU` −
√
gL`
)2
= A−1j
∫
K′j
(√
g˜U` (x)−
√
g˜L` (x)
)2
exp(−α>x) dx ≤ ε2j
for all 1 ≤ ` ≤ Nj. Together with (25) and the fact that a+ . log(1/δ), this implies that
a+−1∑
j=C+1
H[ ](εj,G(fK,α, δ), dH, K ′j) . log(1/δ)mHd
(
δ, ε/ log(1/δ)1/2
)
,
which is bounded above up to a universal constant by
m
(
δ
ε
)
log3
(
1
δ
)
log3/2
(
log(1/δ)
ε
)
(26)
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when d = 2 and
m
{(
δ
ε
)2
log6
(
1
δ
)
+
(
δ
ε
)3/2
log7
(
1
δ
)}
(27)
when d = 3.
For (21), if L ≥ C + 1, consider f = eφ ∈ G(fK,α, δ) and define ψ ≡ φ˜K,α : Rd → [−∞,∞)
by ψ(x) := φ(x) + α>x+ log cK,α, as in the statement of Lemma S26. First, we claim that
ψ(x) ≤ 4d+ 2
a+ − 2 α
>x (28)
for all x ∈ K \K+α, a+−1. To see this, first set K˜ := K+α, a+−1 and A˜ := cK,α/µd(K˜), and define
f˜ : Rd → [0,∞) by f˜(x) := A˜ exp(α>x)f(x)1{x∈K˜}. Observe that
log f˜(x) = log f(x) + α>x+ log cK,α − log µd(K˜) = ψ(x)− log µd(K˜).
By similar arguments to those given above, we deduce that f˜ ∈ G(fK˜ , A˜1/2 e(a+−1)/2 δ). More-
over, if a+ ≥ C + 2, then it follows from the definitions of a+ and υ that
A˜ea+−1δ2 ≤ µd(K˘α, a+−1)−1cK,α ea+−1δ2 < e−1υ2 < 2−3.
Otherwise, if a+ = C + 1, then recall from (22) that
A˜ea+−1δ2 = AC eCδ2 < υ2 < 2−3.
Therefore, in all cases, Lemma S25(ii) implies that log f˜(x) ≤ 27/2d (A˜1/2 e(a+−1)/2 δ)−log µd(K˜)
for all x ∈ K˜, and hence that ψ ≤ 4d on Kα, a+−1. On the other hand, we know from Lemma S26
that there exists some x− ∈ K+α,1 such that ψ(x−) > −2. Now if x ∈ K and α>x > a+ − 1,
then s := (a+ − 1 − α>x−)/(α>x − α>x−) satisfies 1 ≥ s ≥ (a+ − 2)/(α>x − 1) > 0, and
w := sx+ (1− s)x− lies in Kα, a+−1. It then follows from the concavity of ψ that
ψ(x) ≤ 1
s
ψ(w)− 1− s
s
ψ(x−) ≤ 4d
s
+
2 (1− s)
s
=
4d+ 2
s
− 2 < 4d+ 2
a+ − 2 α
>x,
which yields (28), as required.
Now fix an integer a+ ≤ j ≤ L (if such a j exists). First, recalling the definition of a+, we
deduce from the bound (S72) in Lemma S17 that
µd(K
′
j)
cK,α ea+
≤
(
j
a+ − 1
)d−1 µd(K˘α, a+)
cK,α ea+
≤ eυ−2δ2
(
j
a+ − 1
)d−1
. (29)
Also, it follows from (28) that if f ∈ G(fK,α, δ), then the function f˜j : Rd → [0,∞) defined
by f˜j(x) := cK,α exp(α
>x)f(x)1{x∈K′j} belongs to G−∞,Bj(K ′j) :=
{
g1K′j : g ∈ G, g1K′j ≤ eBj
}
,
where Bj := (4d + 2)j/(a+ − 2). Now if {[g˜L` , g˜U` ] : 1 ≤ ` ≤ N} is a (c1/2K,αe(j−1)/2 εj)-Hellinger
bracketing set for G−∞,Bj(K ′j), then {f1K′j : f ∈ G(fK,α, δ)} is covered by the brackets {[gL` , gU` ] :
1 ≤ ` ≤ N} defined by
gL` (x) := c
−1
K,α exp(−α>x) g˜L` (x); gU` (x) := c−1K,α exp(−α>x) g˜U` (x).
Moreover, exp(−α>x) ≤ e−(j−1) for all x ∈ K ′j, so∫
K′j
(√
gU` −
√
gL`
)2
= c−1K,α
∫
K′j
(√
g˜U` (x)−
√
g˜L` (x)
)2
exp(−α>x) dx ≤ ε2j
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for all 1 ≤ ` ≤ N . Recalling that a+ ≥ C = 8d + 7 and that hd is a decreasing function for
d = 2, 3, we now apply (29) and the bound (S35) from Proposition S7 to deduce that
H[ ]
(
εj,G(fK,α, δ), dH, K ′j) ≤ H[ ]
(
c
1/2
K,αe
(j−1)/2 εj,G−∞,Bj(K ′j), dH
)
. hd
 c1/2K,αe(j−1)/2 εj
µd(K ′j)1/2 exp
{
(4d+2) j
2(a+−2)
}

. hd
{ cK,α
µd(K ′j)
}1/2
e(j−a+)/2ea+/2e−(j−a+)/4 ε
exp
{
(4d+2)(j−a+)
2(a+−2) +
(4d+2) a+
2(a+−2)
}

. hd
({
cK,α e
a+
µd(K ′j)
}1/2
ε exp
{
−
(
4d+ 2
2(a+ − 2) −
1
4
)
(j − a+)
})
. hd
(
ε
δ
(
a+ − 1
j
) d−1
2
exp
{
−
(
4d+ 2
2(a+ − 2) −
1
4
)
(j − a+)
})
. hd
(
ε
δ
(
a+ − 1
j
) d−1
2
exp
{
−
(
4d+ 2
2(8d+ 5)
− 1
4
)
(j − a+)
})
,
and we note that 4d+2
2(8d+5)
− 1
4
< 0. Thus, when d = 2, the final expression above is bounded
above by a constant multiple of
δ
ε
log3/2
(
δ
ε
)
j1/2 (log3/2 j) exp
{
−
(
1
4
− 4d+ 2
2(8d+ 5)
)
(j − a+)
}
,
where we have used the fact that log+(ax) ≤ (1 + log a) log+ x for all x > 0 and a ≥ 1. It
follows that
L∑
j=a+
H[ ](εj,G(fK,α, δ), dH, K ′j) .
δ
ε
log3/2
(
δ
ε
)
(30)
when d = 2. Similarly, when d = 3, we conclude that
L∑
j=a+
H[ ](εj,G(fK,α, δ), dH, K ′j) .
(
δ
ε
)2
. (31)
The result follows upon combining the bounds (19), (20), (21), (24), (26), (27), (30) and (31).
We are now in a position to give the proof of Theorem 3.
Proof of Theorem 3. By the affine equivariance of the log-concave maximum likelihood estima-
tor (Du¨mbgen et al., 2011, Remark 2.4) and the affine invariance of dH, we may assume without
loss of generality that f0 ∈ F0,Id . In addition, by Kim and Samworth (2016, Lemma 6), we have
sup
f0∈F0,Id
P(fˆn /∈ F˜1,ηdd ) = O(n−1), (32)
where F˜1,ηdd is the class of ‘near-isotropic’ log-concave densities defined at the start of Section 5.1.
For fixed f0 ∈ Fd and m ≥ d, let
∆ := inf
f∈F1(Pm)
supp f0⊆supp f
d2H(f0, f).
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First we consider the case d = 2 and assume for the time being that ∆ ≤ %2/2, where %2 is
taken from Proposition 10. If δ ∈ (0, %2 − ∆), then for all η′ ∈ (0, %2 − ∆ − δ), there exists
f ∈ F1(Pm) with supp f0 ⊆ supp f such that dH(f0, f) ≤ ∆ + η′. It follows from the triangle
inequality that F(f0, δ) ⊆ F(f, δ+∆+η′) ⊆ F(f, %2), and we deduce from the first bound (17)
in Proposition 10 that
H[ ](2
1/2ε,F(f0, δ), dH) . m
(
δ + ∆ + η′
ε
)
log3
(
1
δ
)
log3/2
(
log(1/δ)
ε
)
.
But since η′ ∈ (0, %2 −∆− δ) was arbitrary, it follows that
H[ ](2
1/2ε,F(f0, δ), dH) . m
(
δ + ∆
ε
)
log3
(
1
δ
)
log3/2
(
log(1/δ)
ε
)
(33)
and hence that∫ δ
δ2/213
H
1/2
[ ] (ε,F(f0, δ), dH) dε . m1/2(δ + ∆)1/2 log3/2
(
1
δ
)∫ δ
0
ε−1/2 log3/4
(
log(1/δ)
ε
)
dε.
(34)
Now for any a > eδ, we can integrate by parts to establish that∫ δ
0
ε−1/2 log3/4
(a
ε
)
dε = a1/2
∫ ∞
log(a/δ)
u3/4e−u/2 du = 2δ1/2 log3/4
(a
δ
)
+
3a1/2
2
∫ ∞
log(a/δ)
e−u/2
u1/4
du
≤ 5δ1/2 log3/4(a/δ). (35)
Thus, setting a := log(1/δ) and combining the bounds in (34) and (35), we see that
1
δ2
∫ δ
δ2/213
H
1/2
[ ] (ε,F(f0, δ) ∩ F˜1,η2 , dH) dε . m1/2
(
δ + ∆
δ3
)1/2
log9/4
(
1
δ
)
,
where the right-hand side is a decreasing function of δ ∈ (0, %2 − ∆). On the other hand, if
δ ≥ %2 −∆, which is at least %2/2, then it follows from Kim and Samworth (2016, Theorem 4)
that
H[ ](ε, F˜1,η2 , dH) . h2(ε) . 1
ε
log
3/2
+
(
1
ε
)
. δ
ε
log
3/2
+
(
1
ε
)
and hence that
1
δ2
∫ δ
δ2/213
H
1/2
[ ] (ε,F(f0, δ) ∩ F˜1,η2 , dH) dε .
1
δ
log
3/4
+
(
1
δ
)
.
Consequently, there exists a universal constant C ′2 > 0 such that the function Ψ2 : (0,∞) →
(0,∞) defined by
Ψ2(δ) := C
′
2m
1/2 δ1/2(δ + ∆)1/2 log
9/4
+ (1/δ)
satisfies Ψ2(δ) ≥ δ ∨
∫ δ
δ2/213
H
1/2
[ ] (ε,F(f0, δ) ∩ F˜1,η2 , dH) dε for all δ > 0 and has the property
that δ 7→ δ−2 Ψ2(δ) is decreasing. Setting c2 := 269/4C ′2∨1 and δn := (c22mn−1 log9/2 n+∆2)1/2,
we have ∆ ≤ δn and δ−1n ≤ c−12 m−1/2 n1/2 log−9/4 n ≤ n1/2, so
δ−2n Ψ2(δn) ≤ 21/2C ′2m1/2 δ−1n log9/4(n1/2) ≤ 2−19n1/2. (36)
We are now in a position to apply van de Geer (2000, Corollary 7.5), which is restated as
Theorem 10 in the online supplement to Kim et al. (2018). It follows from this, (32) and the
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bound (S2) from Lemma S1 that there are universal constants C¯, c, c′, c′′ > 0 such that
E{d2X(fˆn, f0)} ≤
∫ 8d logn
0
P
[{d2X(fˆn, f0) ≥ t} ∩ {fˆn ∈ F˜1,η2}] dt
+ (8d log n)P(fˆn /∈ F˜1,η2) +
∫ ∞
8d logn
P
{
d2X(fˆn, f0) ≥ t
}
dt
≤ δ2n +
∫ ∞
δ2n
c exp(−nt/c2) dt+ c′n−1 log n+ c′′n−3 ≤ δ2n + 2c′n−1 log n
≤ C¯m
n
log9/2 n+ ∆2 (37)
for all n ≥ 3, provided that ∆ ≤ %2/2. On the other hand, when ∆ > %2/2, observe that by
Theorem S2, which is a small modification of Kim and Samworth (2016, Theorem 5), we have
E{d2X(fˆn, f0)} . n−2/3 log n . (%2/2)2 ≤ ∆2. We have now established the d = 2 case of the
desired result.
The proof for the case d = 3 is very similar in most respects, except that the first term in
the local bracketing entropy bound (18) from Proposition 10 gives rise to a divergent entropy
integral. If ∆ ≤ %3/2, then
1
δ2
∫ δ
δ2/213
H
1/2
[ ] (ε,F(f0, δ) ∩ F˜1,η3 , dH) dε . m
(
δ + ∆
δ2
)
log4+
(
1
δ
)
for all δ > 0, where we once again appeal to the global entropy bound
H[ ](ε, F˜1,η3 , dH) . h3(ε) . 1
ε2
from Kim and Samworth (2016, Theorem 4) to handle the case δ ≥ %3 − ∆. We conclude as
above that there exists C ′3 > 0 such that the function Ψ3 : (0,∞)→ (0,∞) defined by
Ψ3(δ) := C
′
3m
1/2(δ + ∆) log4+(1/δ)
has all the required properties. Also, if we set c3 := 2
16C ′3∨1, then δn :=
(
c23mn
−1 log8 n+∆2
)1/2
satisfies δ−2n Ψ3(δn) ≤ 2−19n1/2 for all n ≥ 4. The rest of the argument above then goes through,
and we once again use the worst-case bound E{d2X(fˆn, f0)} . n−1/2 log n from Theorem S2 to
handle the case where ∆ > %3/2.
Proof of Proposition 4. Observe that in Proposition S9, the polylogarithmic exponents in the
local bracketing entropy bounds for uniform densities on polytopes in Pm are smaller than
those that appear in Proposition 10. We can therefore exploit this and deduce Proposition 4
from Proposition S9 in the same way as Theorem 3 is derived from Proposition 10. We omit
the details for brevity.
Now that we have established our main novel results of this section, the proof of Theorem 2
is broadly similar to that of the univariate oracle inequality stated as Theorem 3 in Kim et
al. (2018), so our exposition will be brief, and we will seek to emphasise the main points of
difference.
Proof of Theorem 2. Fix f0 ∈ F and an arbitrary f ∈
⋃
m∈NFk(Pm) such that KL(f0, f) <∞.
Note that we must have supp f0 ⊆ supp f . Proposition 1 yields a polyhedral subdivision
E1, . . . , E` of supp f ∈ P with ` := κ(f) ≤ k such that log f is affine on each Ej, and recall
that Γ(f) =
∑`
j=1 dj, where dj := |F(Ej)|. Setting pj :=
∫
Ej
f0 and qj :=
∫
Ej
f for each
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j ∈ {1, . . . , `}, we see that ∑`j=1 pj = ∑`j=1 qj = 1. Moreover, let Nj := ∑ni=1 1{Xi∈Ej} for each
j ∈ {1, . . . , `}, and partition the set of indices {1, . . . , `} into the subsets J1 := {j : Nj ≥ d+ 1}
and J2 := {j : Nj ≤ d}. Then |J2| ≤ d` and
d2X(fˆn, f0) ≤
1
n
∑
j∈J1
∑
i:Xi∈Ej
log
fˆn(Xi)
f0(Xi)
+
d`
n
max
1≤i≤n
log
fˆn(Xi)
f0(Xi)
. (38)
The bound (S1) from Lemma S1 controls the expectation of the second term on the right-hand
side of (38), so it remains to handle the first term. For each j ∈ J1, let f (j)0 , f (j) ∈ F be
the functions defined by f
(j)
0 (x) := p
−1
j f0(x)1{x∈Ej} and f
(j)(x) := q−1j f(x)1{x∈Ej}. We also
denote by fˆ (j) the maximum likelihood estimator based on {X1, . . . , Xn}∩Ej, which exists and
is unique with probability 1 for each j ∈ J1 (Du¨mbgen et al., 2011, Theorem 2.2). Writing
M1 :=
∑
j∈J1 Nj and arguing as in Kim et al. (2018), we find that∑
j∈J1
∑
i:Xi∈Ej
fˆn(Xi) ≤
∑
j∈J1
∑
i:Xi∈Ej
Nj
M1
fˆ (j)(Xi).
It follows that
1
n
E
∑
j∈J1
∑
i:Xi∈Ej
log
fˆn(Xi)
f0(Xi)
 ≤ 1n E
∑
j∈J1
∑
i:Xi∈Ej
log
Nj fˆ
(j)(Xi)/M1
pjf
(j)
0 (Xi)

=
1
n
E
∑
j∈J1
∑
i:Xi∈Ej
log
fˆ (j)(Xi)
f
(j)
0 (Xi)
+ E
(∑
j∈J1
Nj
n
log
Nj
npj
)
+ E
(
M1
n
log
n
M1
)
(39)
=: r1 + r2 + r3.
To bound r1, we observe that f
(j) ∈ F1(Pdj) and supp f (j)0 ⊆ supp f (j) for each j ∈ J1.
Consequently, after conditioning on the set of random variables {Nj : j = 1, . . . , `}, we can
apply the risk bound in Theorem 3 to each f
(j)
0 and the corresponding fˆ
(j) to deduce that
r1 ≤ 1
n
E
(∑
j∈J1
Nj
{
C¯dj
Nj
logγd Nj + inf
f1∈F1(Pdj )
supp f
(j)
0 ⊆supp f1
d2H
(
f
(j)
0 , f1
)})
≤ C¯ Γ(f)
n
logγd n+
∑`
j=1
pj d
2
H
(
f
(j)
0 , f
(j)
)
≤ C¯ Γ(f)
n
logγd n+ KL(f0, f), (40)
where the penultimate inequality follows as in the proof of Kim et al. (2018, Theorem 3).
Moreover,
r2 ≤
∑`
j=1
E
{
Nj
n
(
Nj
npj
− 1
)}
− E
(∑
j∈J2
Nj
n
log
Nj
npj
)
≤ `
n
+
d`
n
log n. (41)
Finally, for r3, we first suppose that d` < n/2, in which case M1/n ≥ 1− (d`)/n > 1/2. Thus,
arguing as in Kim et al. (2018), we deduce that r3 ≤ (2`d)/n. Together with (39), (40), (41) and
the fact that ` ≤ Γ(f), this implies that the desired bound (6) holds whenever d` < n/2. On
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the other hand, if d` ≥ n/2, then Γ(f)/n & 1 and we can apply Lemma S1 again to conclude
that
E{d2X(fˆn, f0)} ≤ E
{
max
1≤i≤n
log
fˆn(Xi)
f0(Xi)
}
. log n . Γ(f)
n
logγd n.
This completes the proof of (6). The final assertion of Theorem 2 follows from Lemma S23 in
the case d = 2 and from the final assertion of Proposition 1 in the case d = 3.
5.2 Proofs of results in Section 3
Proof of Theorem 5. As in the proof of Theorem 3, we apply some empirical process theory to
convert the local bracketing entropy bound in Proposition S11 into a statistical risk bound. Fix
f0 ∈ F3, m ≥ d+ 1 = 4 and θ ∈ (1,∞), and let
∆ := inf
f∈F [θ](Pm)
supp f0⊆supp f
d2H(f0, f).
Suppose first that ∆ < (8θ)−1/2/2 =: θ′/2. If δ ∈ (0, θ′−∆), then by analogy with the derivation
of (33) in the proof of Theorem 3, we deduce from Proposition S11 and the triangle inequality
that
H[ ](2
1/2ε,F(f0, δ), dH)
. m
{
log3/2 θ + (δ + ∆)3/5
ε3/2
log17/4
(
1
θδ2
)
+ θ3/4
(
δ + ∆
ε
)3/2
log21/4
(
1
θδ2
)
+ θ log3(eθ)
(
δ + ∆
ε
)2
log4
(
1
θδ2
)}
. (42)
On the other hand, if δ ≥ θ′ −∆, then an application of the global entropy bound in Kim and
Samworth (2016, Theorem 4) yields
H[ ](2
1/2ε,F(f0, δ) ∩ F˜1,η, dH) ≤ H[ ](21/2ε, F˜1,η, dH) . 1
ε2
. θ
(
δ + ∆
ε
)2
, (43)
where the final inequality follows since θ−1/2 . θ′ ≤ δ+ ∆. We deduce from (42) and (43) that
1
δ2
∫ δ
δ2/213
H
1/2
[ ] (2
1/2ε,F(f0, δ) ∩ F˜1,η, dH) dε
. m1/2
{
log3/4 θ + (δ + ∆)3/10
δ7/4
log
17/8
+
(
1
θδ2
)
+ θ3/8
(δ + ∆)3/4
δ7/4
log
21/8
+
(
1
θδ2
)
+ θ1/2 log3/2(eθ)
δ + ∆
δ2
log3+
(
1
δ
)}
. m1/2
{
log3/4 θ + (δ + ∆)3/10
δ7/4
log
17/8
+
(
1
θδ2
)
+ θ1/2 log3/2(eθ)
δ + ∆
δ2
log3+
(
1
δ
)}
for all δ > 0. Therefore, setting
Φ1(δ) := m
1/2 (log3/4 θ) δ−7/4 log17/8+
(
1/(θδ2)
)
Φ2(δ) := m
1/2 (δ + ∆)3/10 δ−7/4 log17/8+
(
1/(θδ2)
)
Φ3(δ) := m
1/2 θ1/2 log3/2(eθ)(δ + ∆) δ−2 log3+(1/δ)
Φ(δ) := Φ1(δ) ∨ Φ2(δ) ∨ Φ3(δ)
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for all δ > 0, we conclude that there exists a universal constant C > 0 such that Ψ(δ) :=
Cδ2 Φ(δ) ≥ δ∨∫ δ
δ2/213
H
1/2
[ ] (ε, F˜(f0, δ)∩F˜1,η, dH) dε for all such δ. Note also that Φ1,Φ2,Φ3 and
hence Φ are decreasing on (0,∞). Now for some universal constant C˜ ≥ 1, define
δ1 := {C˜(log6/7 θ) (m/n)4/7 log17/7+ (n/ log3/2 θ)}1/2
δ2 := {C˜(m/n)20/29 log85/29 n+ ∆2}1/2
δ3 := {C˜mθ log3(eθ) (m/n) log6 n+ ∆2}1/2.
Since δ
−7/4
1 ≤ C˜−7/8(log−3/4 θ) (m/n)−1/2 log−17/8+ (n/ log3/2 θ) ≤ (n/ log3/2 θ)1/2, it follows that
log+(1/δ
2
1) . log+(n/ log3/2 θ), so if C˜ ≥ 1 is chosen to be sufficiently large, then
CΦ1(δ1) ≤ Cm1/2 (log3/4 θ) δ−7/41 log17/8+ (1/δ21) ≤ 2−19n1/2.
Similarly, since δk+∆ ≤ 2δk for k = 2, 3, it can be verified that CΦk(δk) ≤ 2−19n1/2 for k = 2, 3
so long as C˜ ≥ 1 is taken to be sufficiently large; see (36) in the proof of Theorem 3 for details
of a similar calculation. Since Φ1,Φ2,Φ3 are decreasing, we conclude that if δ1, δ2, δ3 are defined
as above for some suitably large universal constant C˜ ≥ 1, then every δ ≥ δ∗ := δ1 ∨ δ2 ∨ δ3
satisfies
δ−2 Ψ(δ) = CΦ(δ) ≤ C{Φ1(δ1) ∨ Φ2(δ2) ∨ Φ3(δ3)} ≤ 2−19n1/2.
Thus, arguing as in the proof of Theorem 3 and recalling the derivation of (37) in particular,
we can now apply van de Geer (2000, Corollary 7.5) and Lemma S1 to conclude that there
exists a universal constant c′ > 0 such that
E{d2X(fˆn, f0)} ≤ δ2∗ + C ′n−1 log n = (δ21 ∨ δ22 ∨ δ23) + c′n−1 log n,
which implies the bound (9). This completes the proof of the theorem in the case where
∆ < θ′/2. Finally, suppose on the other hand that ∆ ≥ θ′/2 = (32θ)−1/2. By Theorem S2, a
small modification of Kim and Samworth (2016, Theorem 5), there exists a universal constant
C ′ > 0 such that E{d2X(fˆn, f0)} ≤ C ′n−1/2 log n. Observe that there exists a universal constant
c¯ > 0 such that if n ≥ c¯ θ2 log2 θ, then C ′n−1/2 log n ≤ 1/(32θ) ≤ ∆2, in which case the
desired bound (9) follows. Otherwise, if 4 ≤ n < c¯ θ2 log2 θ, then n1/2 log−5 n ≤ (41/2 log−5 4) ∨
{(θ log θ) log−5 θ} . θ, so again by Theorem S2, we conclude that
E{d2X(fˆn, f0)} . n−1/2 log n . θn−1 log6 n . θ log3(eθ)(m/n) log6 n.
This completes the proof of (9) in the remaining cases.
Next, we study the map f0 7→ E{d2X(fˆn, f0)} and prove the lower semi-continuity result
stated as Proposition 6, for which we require the following additional definitions. We write
dW (Q1, Q2) := inf(X,Y ) E(‖X − Y ‖) for the 1-Wasserstein distance between probability mea-
sures Q1, Q2 on Rd, where the infimum is taken over all pairs of random variables X, Y that
are defined on a common probability space and have marginal distributions Q1, Q2 respectively.
For probability measures Q,Q1, Q2, . . . on Rd, recall that dW (Qn, Q)→ 0 if and only if Qn → Q
weakly and
∫ ‖x‖ dQn(x) → ∫ ‖x‖ dQ(x). For φ ∈ Φd and a probability measure Q on Rd, we
also define L(φ,Q) := 1 +
∫
φ dQ − ∫ eφ and L(Q) := supφ∈Φd L(φ,Q), as in Du¨mbgen et al.
(2011).
Proof of Proposition 6. Since P (`) → P (0) weakly, Skorokhod’s representation theorem (e.g. van
der Vaart, 1998, Theorem 2.19) implies that there exist random variables {X(`) : ` ∈ N0} defined
on a common probability space (Ω˜, A˜, P˜), with the property that X(`) ∼ P (`) for all ` ∈ N0 and
X(`) → X(0) almost surely. Now consider the n-fold product space (Ω,A,P) := (Ω˜n, A˜⊗n, P˜⊗n),
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where P˜⊗n denotes the n-fold product measure, and for i ∈ {1, . . . , n} and ` ∈ N0, define
X
(`)
i : Ω˜
n → Rd by X(`)i (ω1, . . . , ωn) := X(`)(ωi). Then for each such i, we certainly have
X
(`)
i → X(0)i almost surely as `→∞. Moreover, if A1, . . . , An ∈ A˜ and ` ∈ N0 is fixed, then
P
(⋂n
i=1
{
X
(`)
i ∈ Ai
})
= P˜⊗n
(∏n
i=1(X
(`))−1(Ai)
)
=
∏n
i=1 P˜
(
(X(`))−1(Ai)
)
=
∏n
i=1 P
(`)(Ai),
which shows that X
(`)
1 , . . . , X
(`)
n
iid∼ P (`).
Next, for each ` ∈ N0 (and ω ∈ Ω), denote by P(`)n ≡ P(`)n (ω) := n−1
∑n
i=1 δX(`)i (ω)
the
empirical measure of X
(`)
1 (ω), . . . , X
(`)
n (ω), where we write δx for a Dirac (point) mass at x ∈ Rd.
Since X
(`)
i → X(0)i almost surely for each i ∈ {1, . . . , n}, it follows that there exists Ω0 ∈ A
with P(Ω0) = 1 such that whenever ω ∈ Ω0, we have∫
g(x)P(`)n (ω)(dx) =
1
n
n∑
i=1
g
(
X
(`)
i (ω)
)→ 1
n
n∑
i=1
g
(
X
(0)
i (ω)
)
=
∫
g(x)P(0)n (ω)(dx)
as ` → ∞ for all continuous g : Rd → R. In particular, this implies that P(`)n (ω) → P(0)n (ω)
weakly and
∫ ‖x‖P(`)n (ω)(dx)→ ∫ ‖x‖P(0)n (ω)(dx) for all ω ∈ Ω0. Therefore, dW (P(`)n ,P(0)n )→ 0
almost surely as `→∞.
By assumption, f (`) ∈ Fd for all ` ∈ N and P (0) has a Lebesgue density. Since P (`) →
P (0) weakly, it follows from Cule and Samworth (2010, Proposition 2) that P (0) has a log-
concave density f (0) with f (`) → f (0) almost everywhere. Since replacing f (0) by an equivalent
density alters d2X(fˆ
(0)
n , f (0)) only up to almost sure equivalence, we may assume without loss
of generality that f (0) is upper semi-continuous, i.e. that f (0) ∈ Fd. Therefore, the random
variables d2X(fˆ
(`)
n , f (`)) : Ω → R satisfy d2X(fˆ (`)n , f (`)) ≥ KL(fˆ (`)n , f (`)) ≥ 0 for all ` ∈ N0, so in
view of Fatou’s lemma, the desired conclusion will follow if we can show that
d2X(fˆ
(`)
n , f
(`)) =
∫
log
(
fˆ (`)n /f
(`)
)
dP(`)n →
∫
log
(
fˆ (0)n /f
(0)
)
dP(0)n = d2X(fˆ (0)n , f (0)) (44)
almost surely as `→∞.
To this end, note that since dW (P(`)n ,P(0)n )→ 0 almost surely as `→∞, we deduce from the
definition of fˆ
(`)
n and Du¨mbgen et al. (2011, Theorem 2.15) that∫
log fˆ (`)n dP(`)n = L
(
P(`)n
)→ L(P(0)n ) = ∫ log fˆ (0)n dP(0)n (45)
almost surely as ` → ∞. To establish (44), it will suffice to show that log f (`)(X(`)i ) →
log f (0)
(
X
(0)
i
)
almost surely for each i ∈ {1, . . . , n}, since this will imply that∫
log f (`) dP(`)n =
1
n
n∑
i=1
log f (`)
(
X
(`)
i
)→ 1
n
n∑
i=1
log f (0)
(
X
(0)
i
)
=
∫
log f (0) dP(0)n (46)
almost surely as ` → ∞. Recall that φ` := log f (`) is concave for each ` ∈ N0 and that
φ` → φ0 almost everywhere. First fix x ∈ Int domφ0 and note that we can find δ > 0 and
w1, . . . , wd+1 ∈ Int domφ0 such that φ`(wk) → φ0(wk) for all 1 ≤ k ≤ d + 1 and B(x, δ) ⊆
conv{w1, . . . , wd+1} ⊆ Int domφ0. Then infB(x,δ) φ` ≥ inf1≤k≤d+1 φ`(wk) by the concavity of
φ` for each ` ∈ N, and since the latter quantity converges to inf1≤k≤d+1 φ0(wk) > −∞, we
deduce that B(x, δ) ⊆ Int domφ` for all sufficiently large ` ∈ N. Since φ` → φ0 (almost
everywhere) on B(x, δ) ⊆ Int domφ0, Rockafellar (1997, Theorem 10.8) implies that φ` → φ0
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uniformly on compact subsets of B(x, δ). In view of this and the continuity of φ0 on B(x, δ) ⊆
Int domφ0 (Schneider, 2014, Theorem 1.5.3), it follows that if x` → x, then
|φ`(x`)− φ0(x)| ≤ |φ`(x`)− φ0(x`)|+ |φ0(x`)− φ0(x)| → 0 (47)
since x` ∈ B¯(x, δ/2) for all sufficiently large `. Thus, writing Ω′0 ∈ A for the event on which
X
(`)
i → X(0)i and X(0)i ∈ Int domφ0 = Int supp f (0) for all i ∈ {1, . . . , n}, we see that P(Ω′0) = 1
and deduce from (47) that φ`
(
X
(`)
i (ω)
)→ φ0(X(0)i (ω)) for all i ∈ {1, . . . , n} whenever ω ∈ Ω′0.
This yields (46), which together with (45) implies (44), as required.
5.3 Proofs of results in Section 4
Our first task in this section is to give the proofs of Propositions 7 and 8, which are fairly
routine.
Proof of Proposition 7. For (i), fix a density f ∈ F (β,Λ,τ) and define g ∈ Fd by g(x) :=
|detA|−1f(A−1(x − b)), where b ∈ Rd and A ∈ Rd×d is invertible. Since Σg = AΣfA>, we
have g(x) det1/2 Σg = f(A
−1(x − b)) det1/2 Σf and ‖A−1x‖Σf = ‖x‖Σg for all x ∈ Rd. Now fix
x, y ∈ Rd satisfying g(y) < g(x) < τ det−1/2 Σg, and let x′ := A−1(x− b) and y′ := A−1(y − b).
Since f(y′) < f(x′) < τ det−1/2 Σf , it follows from (10) that
‖x− y‖Σg = ‖x′ − y′‖Σf ≥
{f(x′)− f(y′)} det1/2 Σf
Λ
{
f(x′) det1/2 Σf}1−1/β
=
{g(x)− g(y)} det1/2 Σg
Λ
{
g(x) det1/2 Σg}1−1/β
.
This shows that g ∈ F (β,Λ,τ), as required.
For (ii), fix f ∈ F (β,Λ,τ) ∩ F0,I and consider x, y ∈ Rd such that f(x) ≥ τ and f(y) < f(x).
Now let zt := x + t(y − x) and define h(t) := − log f(zt) for t ≥ 0, so that h : [0,∞) → R
is continuous and convex. Then there exist unique t2 > t1 ≥ 0 such that h(t1) = − log τ ,
h(t2) = − log τ + log f(x)− log f(y) and h is strictly increasing on [t1,∞). It follows from the
convexity of h that h(t1 + 1)− h(t1) ≥ h(1)− h(0) = log f(x)− log f(y) = h(t2)− h(t1). Thus,
h(t1 + 1) ≥ h(t2) > h(t1) and so 0 < t2 − t1 ≤ 1. Since τ f(y)/f(x) = f(zt2) < f(zt1) = τ and
f ≤ Bd on Rd, we deduce from (10) that
‖x− y‖ ≥ ‖zt1 − zt2‖
≥ Λ−1 f(zt1)− f(zt2)
f(zt1)
1−1/β = Λ
−1 τ{1− f(y)/f(x)}
τ 1−1/β
= Λ−1
(
τ
f(x)
)1/β
f(x)− f(y)
f(x)1−1/β
≥ Λ−1
(
τ
Bd
)1/β
f(x)− f(y)
f(x)1−1/β
.
This shows that F (β,Λ,τ)∩F0,I ⊆ F (β,Λ∗)∩F0,I for all Λ∗ ≥ Λ(Bd/τ)1/β. Since we established in
(i) that the classes F (β,Λ,τ) and F (β,Λ∗) are affine invariant, the desired conclusion (ii) follows.
As for (iii), we rely on affine invariance once again in order to reduce to the isotropic case, and
the result is an immediate consequence of the fact that f ≤ Bd on Rd for all f ∈ F0,I ; indeed,
for each such f , we have Λ′f(x)1−1/α ≥ Λf(x)1−1/β for all x ∈ Rd whenever Λ′ ≥ B1/α−1/βd Λ.
To establish (iv), we appeal to Lova´sz and Vempala (2006, Theorem 5.14(c)), which asserts
that maxx∈Rd h(x) > (4epi)−d/2 =: td for all h ∈ F0,I . We also recall that there exist A˜d > 0
and B˜d ∈ R, which depend only on d, such that h(x) ≤ exp(−A˜d‖x‖+ B˜d) for all h ∈ F0,I and
x ∈ Rd (e.g. Kim and Samworth, 2016, Theorem 2(a)). This implies that there exists Rd > 0,
which depends only on d, such that h(x) < td/2 whenever h ∈ F0,I and ‖x‖ > Rd. Now if
β ≥ 1 and Λ > 0 are such that F (β,Λ) is non-empty, then by affine invariance, there must exist
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f ∈ F (β,Λ) ∩ F0,I . By the facts above and the continuity of f , there exist x, y ∈ Rd such that
f(x) = td and f(y) = td/2. It follows from the defining condition (10) that
Λ−1 td/2 ≤ Λ−1 t1/βd /2 =
f(x)− f(y)
Λf(x)1−1/β
≤ ‖x− y‖ ≤ ‖x‖+ ‖y‖ ≤ 2Rd
and hence that Λ ≥ R−1d td/4 =: Λ0,d, as required.
Proof of Proposition 8. Throughout, we write Σ ≡ Σf for convenience. First suppose that
(11) holds for all x ∈ Rd satisfying f(x) < τ det−1/2 Σ, where τ ≤ τ ∗ det1/2 Σ is fixed. Fix
x, y ∈ Rd such that f(y) < f(x) < τ det−1/2 Σ, and let t′ := inf {t ∈ (0, 1] : f(y + t(x − y)) =
f(x)}. It follows from the continuity of f that t′ > 0 and that x′ := y + t′(x − y) satisfies
f(x′) = f(x) > 0. Moreover, since [y, x′] ⊆ {w : f(w) < τ det−1/2 Σf}, an open set on which
f is differentiable, the mean value theorem guarantees the existence of z ∈ [y, x′] such that
∇f(z)>Σ{Σ−1(x′ − y)} = ∇f(z)>(x′ − y) = f(x′) − f(y) = f(x) − f(y). By considering the
inner product 〈v, w〉′ := (det Σ) (v>Σw) on Rd that gives rise to the norm ‖·‖′Σ−1 , we can apply
the Cauchy–Schwarz inequality together with (11) to deduce that
f(x)− f(y) ≤ ‖∇f(z)‖
′
Σ−1 ‖Σ−1(x′ − y)‖′Σ−1
det Σ
≤ Λ
{
f(z) det1/2 Σ
}1−1/β ‖x′ − y‖Σ
det1/2 Σ
.
By the choice of t′, we have f(z) ≤ f(x), so we obtain the desired conclusion that
‖x− y‖Σ ≥ ‖x′ − y‖Σ ≥ Λ−1 {f(x)− f(y)} det
1/2 Σ{
f(x) det1/2 Σ
}1−1/β .
Turning to the reverse implication, suppose that (10) holds whenever x, y ∈ Rd satisfy f(y) <
f(x) < τ det−1/2 Σf . Now fix x ∈ Rd such that f(x) < τ det−1/2 Σ, which by assumption
is a point at which f is differentiable, and let u := −Σ∇f(x). It can be assumed without
loss of generality that u 6= 0, since otherwise the desired conclusion follows trivially. Setting
h(t) := f(x+ tu) for t ≥ 0, we now apply the chain rule to deduce that
‖∇f(x)‖′Σ−1 = −
h′(0) det1/2 Σ
‖Σ∇f(x)‖Σ = limt↘0
{h(0)− h(t)} det1/2 Σ
‖tu‖Σ
= lim
t↘0
{f(x)− f(x+ tu)} det1/2 Σ
‖tu‖Σ ≤ Λ
{
f(x) det1/2 Σ
}1−1/β
,
as required, where we have used (10) to obtain the final bound.
Next, we establish a local bracketing entropy bound from which we will subsequently deduce
our main result, Theorem 9.
Proposition 11. Let d = 3 and let Λ0 ≡ Λ0,3 > 0 be the universal constant from Proposi-
tion 7(iv). Then there exists a universal constant c¯ ∈ (0, 1) such that whenever 0 < ε < δ <
e−1 ∧ (c¯Λ−3/2 log−1+ Λ) and f0 ∈ F (β,Λ) for some β ≥ 1 and Λ ≥ Λ0, we have
H[ ](2
1/2ε, F˜(f0, δ) ∩ F˜1,η, dH) . Λ
{
(Λ3δ2)(β−1)/(β+3)
ε2
log6(β+2)/(β+3)(Λ−3δ−2)
+
(Λ3δ2)−
(4−3β)+
4(β+3)
ε3/2
log(16β+39)/{2(β+3)}(Λ−3δ−2)
}
. (48)
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Proof. Let c¯ := e−1/2 ∧ c˜∧ c˜′, where c˜, c˜′ are the universal constants from Lemmas S34 and S35
respectively, and fix 0 < ε < δ < e−1 ∧ (c¯Λ−3/2 log−1+ Λ). Since dH is affine invariant, we may
assume without loss of generality that f0 ∈ F (β,Λ)∩F0,I . First, recall from Kim and Samworth
(2016, Corollary 3(a)) that there exist universal constants a˜3 > 0 and b˜3 ∈ R such that
sup
h∈F˜1,η
h(x) ≤ exp(−a˜3‖x‖+ b˜3) =: M(x). (49)
for all x ∈ R3. Thus, there exists a universal constant C∗3 > 0 such that f0(x) ≤ M(x) ≤ Λ3δ2
whenever ‖x‖ > C∗3 log(Λ−3δ−2). Now let r := dC∗3 log(Λ−3δ−2) ∨ (2Λ0η¯)−1e and D := [−r, r]3,
where the universal constants Λ0 > 0 and η¯ ≡ η¯3 > 0 are taken from Proposition 7 and
Lemma S36 respectively, and observe that
H[ ](2
1/2ε, F˜(f0, δ) ∩ F˜1,η, dH) ≤ H[ ](ε, F˜1,η, dH, Dc) +H[ ](ε, F˜(f0, δ) ∩ F˜1,η, dH, D). (50)
We begin by considering the first quantity on the right-hand side. For each z = (z1, z2, z3) ∈
Z3, let Rz :=
∏3
j=1 [zj, zj + 1) and note that mz := maxy∈Rz M(y) ≤ e
√
3a˜3M(w) for all w ∈ Rz.
Writing A4B for the symmetric difference of sets A,B, we set J := {z ∈ Z3 : Rz 6⊆ D} and
observe that µ3
(
Dc4 ⋃z∈J Rz) = 0, from which we deduce that
b :=
∑
z∈J
m1/2z ≤ e
√
3a˜3/2
∫
Dc
M1/2 ≤ e
√
3a˜3/2
∫
B¯(0,r)c
M1/2 = 4pie
√
3a˜3/2
∫ ∞
r
t2e−(a˜3t−b˜3)/2 dt
. Λ3/2δ log2(Λ−3δ−2). (51)
We now apply the bound (S35) from Proposition S7 to establish that
H[ ](ε, F˜1,η, dH, Dc) ≤
∑
z∈J
H[ ](m
1/4
z b
−1/2ε, F˜1,η, dH, Rz)
.
∑
z∈J
m
1/2
z
b−1ε2
. Λ
3δ2 log4(Λ−3δ−2)
ε2
. (52)
To handle the second term on the right-hand side of (50), we subdivide D further into
regions that are derived from polytopal approximations to the closed, convex sets defined by
Uf0,t := {x ∈ Rd : f0(x) ≥ t} for t ≥ 0. We start by making some further definitions. Let
` := (c˜Λ3δ2)β/(β+3), where c˜ > 1 is the universal constant defined in Lemma S34. Since δ <
c¯Λ−3/2 log−1+ Λ and c¯ < 1, we have Λ
3δ2 < 1, so ` ≥ c˜β/(β+3)Λ3δ2 > Λ3δ2. Also, by Lova´sz and
Vempala (2006, Theorem 5.14(c)) and the proof of Kim and Samworth (2016, Corollary 3(b)),
we have infh∈F˜1,η supx∈Rd h(x) > (1+η)
−3/2 (4epi)−3/2 =: t0, and note that k0 := blog2(t0 `−1)c .
log(Λ−3δ−2).
Now for k ∈ {0, . . . , k0}, define Uk := Uf0, 2k` and rk := (2Λ)−1(2k`)1/β. Then rk ≤ rk0 ≤
(2Λ)−1t1/β0 ≤ (2Λ)−1 for all such k. Recalling the definition of r and the fact that ` > Λ3δ2, we
see that D ⊇ B¯(0, r) ⊇ Uf0,Λ3δ2 ⊇ U0 ⊇ U1 ⊇ · · · ⊇ Uk0 ⊇ Uf0, t0 6= ∅. Also, since f satisfies
(10), it follows that Uk−1 ⊇ Uk + B¯(0, rk) for every k ∈ {1, . . . , k0}.
Next, we obtain suitable approximating polytopes P0 ⊇ · · · ⊇ Pk0−1. For each fixed k ∈
{1, . . . , k0}, note that rk/r ≤ (2Λ)−1/(2Λ0η¯)−1 ≤ η¯ in view of the definition of r, and that Uk ⊆
B¯(0, r) is compact and convex. Thus, by Lemma S36, there exists a polytope Pk−1 with at most
C¯∗(rk/r)−1 . (2k`)−1/βΛ log(Λ−3δ−2) vertices such that Uk ⊆ Pk−1 ⊆ Uk + B¯(0, rk) ⊆ Uk−1.
We emphasise that the hidden constant here does not depend on k. In addition, let Pk0 := ∅.
In the argument below, we also use the fact that if P ⊆ Q ⊆ R3 are polytopes with p and q
vertices respectively, then there is a triangulation of Q\IntP containing . p+q simplices (Wang
and Yang, 2000). We will apply this to the nested pairs P0 ⊆ D and Pk ⊆ Pk−1 for 1 ≤ k ≤ k0.
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First, we consider the region D \P0. By the facts above, D \ IntP0 can be triangulated into
. `−1/βΛ log(Λ−3δ−2) simplices. Also, since U1 ⊆ P0, we have f0(x) ≤ 2` for all x ∈ D \ P0.
Thus, by Lemma S35 and the fact that `  (Λ3δ2)β/(β+3), each f ∈ F˜(f0, δ) ∩ F˜1,η satisfies
f . ` log2β/(β+3)(Λ−3δ−2) on D\P0. We now apply the final assertion of Proposition S7 together
with the bound µ3(D \ P0) ≤ µ3(D) . log3(Λ−3δ−2) to deduce that
H[ ](2
−1/2ε, F˜(f0, δ) ∩ F˜1,η, dH, D \ P0)
. `−1/βΛ log(Λ−3δ−2) ` log
2β/(β+3)(Λ−3δ−2) log3(Λ−3δ−2)
ε2
. Λ (Λ
3δ2)(β−1)/(β+3)
ε2
log6(β+2)/(β+3)(Λ−3δ−2). (53)
Next, fix 1 ≤ k ≤ k0 and consider Pk−1 \ Pk. By the facts above, Pk−1 \ IntPk can be
triangulated into . (2k`)−1/βΛ log(Λ−3δ−2) simplices. Moreover, since Pk−1 \Pk ⊆ Uk−1 \Uk+1,
we have 2k−1` ≤ f0(x) < 2k+1` for all x ∈ Pk−1 \ Pk. Thus, by the choice of c¯ at the start of
the proof and the fact that `  (Λ3δ2)β/(β+3), it follows from Lemmas S34 and S35 that
2k−2` ≤ f(x) . 2k` log2β/(β+3)(Λ−3δ−2)
whenever f ∈ F˜(f0, δ) ∩ F˜1,η and x ∈ Pk−1 \ Pk. In addition, µ3(Pk−1 \ Pk) ≤ µ3(D) .
log3(Λ−3δ−2), so by applying the first bound (S33) from Proposition S7, we conclude that
H[ ](ε/
√
2k0, F˜(f0, δ) ∩ F˜1,η, dH, Pk−1 \ Pk)
. (2k`)−1/βΛ log(Λ−3δ−2)
(
(2k`)1/2 logβ/(β+3)(Λ−3δ−2) log5/2(Λ−3δ−2)
k
−1/2
0 ε
)3/2
. Λ (2
k`)3/4−1/β
ε3/2
log(14β+33)/{2(β+3)}(Λ−3δ−2), (54)
where we emphasise again that the hidden constant here does not depend on k. Now for
any α ∈ R, we have the simple bound ∑k0k=0 (2k`)−α ≤ `−α+ k0 . `−α+ log(Λ−3δ−2). Since
P0 =
⋃ k0
k=1 (Pk−1 \ Pk), it follows from the above that
H[ ](2
−1/2ε, F˜(f0, δ) ∩ F˜1,η, dH, P0) ≤
k0∑
k=1
H[ ](ε/
√
2k0, F˜(f0, δ) ∩ F˜1,η, dH, Pk−1 \ Pk)
. Λ (Λ
3δ2)−
(4−3β)+
4(β+3)
ε3/2
log(16β+39)/{2(β+3)}(Λ−3δ−2). (55)
Finally, since
H[ ](ε, F˜(f0, δ) ∩ F˜1,η, dH, D) ≤ H[ ](2−1/2ε, F˜(f0, δ) ∩ F˜1,η, dH, D \ P0)
+H[ ](2
−1/2ε, F˜(f0, δ) ∩ F˜1,η, dH, P0),
we can combine the bounds (50), (52), (53) and (55) to obtain the desired local bracketing
entropy bound (48).
Theorem 9 now follows from Proposition 11 and standard empirical process theory in much
the same way that Theorem 3 follows from Proposition 10.
Proof of Theorem 9. Fix f0 ∈ F3, β ≥ 1 and Λ ≥ Λ0, and let ∆˜ := inff∈F(β,Λ)3 d
2
H(f0, f).
Defining the universal constant c¯ ∈ (0, 1) as in Proposition 11, we first suppose that ∆˜ <
29
2−1{e−1 ∧ (c¯Λ−3/2 log−1+ Λ)} =: 2−1Λ˜. If δ ∈ (0, Λ˜ − ∆˜), then by analogy with the derivation
of (33) in the proof of Theorem 3, we deduce from Proposition 11 and the triangle inequality
that
H[ ](2
1/2ε, F˜(f0, δ) ∩ F˜1,η, dH) . Λ
{{
Λ3(δ + ∆˜)2
}α
ε2
logγ(Λ−3δ−2)
+
{
Λ3(δ + ∆˜)2
}−α˜
ε3/2
logγ˜(Λ−3δ−2)
}
, (56)
where we set α := (β − 1)/(β + 3), γ := 6(β + 2)/(β + 3), α˜ := −(4 − 3β)+/{4(β + 3)} and
γ˜ := (16β + 39)/{2(β + 3)}. Since Λ−3 ≤ Λ−30 . 1 and 1 + γ/2 ≤ γ˜/2, it follows from (56) that
1
δ2
∫ δ
δ2/213
H
1/2
[ ] (2
1/2ε, F˜(f0, δ) ∩ F˜1,η, dH) dε
. Λ
1/2
δ2
{
Λ3(δ + ∆˜)2
}α/2
logγ/2(Λ−3δ−2) log(1/δ) +
Λ1/2
δ7/4
{
Λ3(δ + ∆˜)2
}−α˜/2
logγ˜/2(Λ−3δ−2)
. logγ˜/2(1/δ)
(
Λ1/2
δ2
{
Λ3(δ + ∆˜)2
}α/2
+
Λ1/2
δ7/4
{
Λ3(δ + ∆˜)2
}−α˜/2)
=: Φ1(δ)
for all δ ∈ (0, Λ˜− ∆˜). Setting δ˜ := Λ3δ2, observe that since
r−1β = (2− α) ∨ (α˜ + 7/4) =
{
2− α = (β + 7)/(β + 3) if α < 1/4
7/4 if α ≥ 1/4
and Λ25/8 ≤ Λ−3/80 Λ7/2, we have
Φ1(δ) ≤ 2 logγ˜/2(Λ3/2δ˜−1)
(
Λ7/2 δ˜α−2 + Λ25/8 δ˜−(α˜+7/4)
)
≤ 2(1 + Λ−3/80 )Λ7/2 δ˜−1/rβ logγ˜/2(Λ3/2δ˜−1) (57)
for all δ ∈ (∆˜, Λ˜ − ∆˜). On the other hand, if δ ≥ Λ˜ − ∆˜ > Λ˜/2, then by Kim and Samworth
(2016, Theorem 4), we have
H[ ](2
1/2ε, F˜(f0, δ) ∩ F˜1,η, dH) ≤ H[ ](21/2ε, F˜1,η, dH) . 1
ε2
. (δ + ∆˜)
2
Λ˜2 ε2
. (δ + ∆˜)
2 Λ3 log2+ Λ
ε2
,
so
1
δ2
∫ δ
δ2/213
H
1/2
[ ] (2
1/2ε, F˜(f0, δ) ∩ F˜1,η, dH) dε . δ + ∆˜
δ2
log+
(
1
δ
)
Λ3/2 log2+ Λ =: Φ2(δ)
for all δ ≥ Λ˜− ∆˜. It is straightforward to verify that Φ1 and Φ2 are decreasing functions of δ.
Moreover, since Λ˜/2 < Λ˜−∆˜ ≤ Λ˜, we see that Φ1(δ) & Λ7/2 log2+γ˜/2+ Λ for all δ ∈ (0, Λ˜−∆˜) and
Φ2(δ) . Λ3 log3+ Λ for all δ ≥ Λ˜− ∆˜. Consequently, there exist universal constants C˜ ′, C˜ ′′ > 0
such that the function Ψ: (0,∞)→ (0,∞) defined by
Ψ(δ) :=
{
C˜ ′δ2 Φ1(δ) if δ ∈ (0, Λ˜− ∆˜)
C˜ ′′δ2 Φ2(δ) if δ ≥ Λ˜− ∆˜
satisfies Ψ(δ) ≥ δ ∨ ∫ δ
δ2/213
H
1/2
[ ] (ε, F˜(f0, δ) ∩ F˜1,η, dH) dε for all δ > 0 and has the property
that δ 7→ δ−2 Ψ(δ) is decreasing. Next, let C˜ := Λ−10 (1 ∨ Λ1/20 ) ∨
{
220C˜ ′
(
1 + Λ
−3/8
0
)}2rβ , which
satisfies C˜Λ7rβ−3 ≥ C˜Λ7rβ−30 ≥ 1 in view of the fact that rβ ∈ (1/2, 4/7], and define
δn :=
(
C˜Λ7rβ−3n−rβ logγ˜rβ n+ ∆˜2
)1/2
.
30
It is straightforward to verify that there exists a universal constant K˜ > 1 such that δ¯n :=
(C˜Λ7rβ−3n−rβ logγ˜rβ n)1/2 ≤ Λ˜/2 < Λ˜ − ∆˜ for all n ≥ dK˜Λ8e. Since δn > ∆˜ and log(1/δ¯n) ≤
log n, it follows from (57) that for all n ≥ K˜Λ8, we have
δ−2n Ψ(δn) ≤ δ¯−2n Ψ(δ¯n) = C˜ ′Φ1(δ¯n)
≤ 2C˜ ′(1 + Λ−3/80 )Λ7/2(C˜−1Λ−7rβnrβ log−γ˜rβ n)1/(2rβ) logγ˜/2 n
≤ 2−19n1/2.
Thus, arguing as in the proof of Theorem 3 and recalling the derivation of (37) in particular,
we can now apply van de Geer (2000, Corollary 7.5) and Lemma S1 to conclude that there
exists a universal constant C˜∗ > 0 such that
E{d2X(fˆn, f0)} ≤ C˜∗Λ7rβ−3n−rβ logγ˜rβ n+ ∆˜2
for all n ≥ K˜Λ8, provided that ∆˜ < Λ˜/2.
Suppose on the other hand that ∆˜ ≥ Λ˜/2. By Theorem S2, a small modification of Kim and
Samworth (2016, Theorem 5), there exists a universal constant C ′ > 0 such that E{d2X(fˆn, f0)} ≤
C ′n−1/2 log n, and observe that there exists a universal constant K ′ ≥ K˜ such that if n ≥ K ′Λ8
then
E{d2X(fˆn, f0)} ≤ C ′n−1/2 log n ≤ {e−2 ∧ (c¯2Λ−3 log−2+ Λ)}/4 = Λ˜2/4 ≤ ∆˜2.
Otherwise, if 4 ≤ n < K ′Λ8 and ∆˜ ≥ 0, then since 8(rβ − 1/2) ≤ 7rβ − 3, it again follows from
Theorem S2 that
E{d2X(fˆn, f0)} . n−1/2 log n . Λ7rβ−3 n−rβ logγ˜rβ n.
This completes the proof of the oracle inequality (12).
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Section S1.3 contains the supporting results that are most directly relevant to the proofs
of the main theorems in Sections 2 and 3. Much of the groundwork for Section S1.3 is laid
in Section S2.2, where many of the technical lemmas have a strong geometric flavour. The
structural results in Section S2.1 are rooted in convex analysis and underpin many of the key
definitions and calculations in Sections 2 and 5.1. Other supplementary results of a more
statistical nature may be found in Sections S1.1 and S1.2 (such the envelope result stated as
Proposition S3, which may be of interest in its own right).
The technical preparation for the proof of the main result in Section 4 is carried out in
Section S3.1, in which the key auxiliary results play a similar role to those in Section S2.2. Two
of the examples in Section 4 draw on the background material in Section S3.2, which develops
a notion of affine invariant smoothness and reviews some existing results on nonparametric
density estimation over Ho¨lder classes.
S1 Supplementary proofs for Sections 5.1 and 5.2
S1.1 Tail bounds for d2X divergence and their consequences
Lemma S1. Fix d ∈ N. Let X1, . . . , Xn iid∼ f0 ∈ Fd with n ≥ d + 1 and let fˆn denote the
corresponding log-concave maximum likelihood estimator. Then
E
{
sup
x∈Rd
log fˆn(x) + max
i=1,...,n
log
1
f0(Xi)
}
.d log n, (S1)
and ∫ ∞
8d logn
P
{
d2X(fˆn, f0) ≥ t
}
dt .d n−3. (S2)
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Proof. The case d = 1 of this result was proved in Lemma 2 in the online supplement to Kim et
al. (2018), so suppose now that d ≥ 2. Let T : Rd → Rd be the invertible affine transformation
defined by T (x) := Σ
1/2
f0
x+µf0 for all x ∈ Rd, and let Yi := T−1(Xi) for all i = 1, . . . , n. Setting
g0(x) := f0(T (x)) det
1/2 Σf0 for all x ∈ Rd, we have Y1, . . . , Yn iid∼ g0 ∈ F0,Id , and
max
i=1,...,n
log
1
g0(Yi)
= max
i=1,...,n
log
1
f0(Xi)
− log det1/2 Σf0 .
Also, by the affine equivariance of the log-concave maximum likelihood estimator (Du¨mbgen
et al., 2011, Remark 2.4), the corresponding gˆn based on Y1, . . . , Yn is given by gˆn(x) :=
fˆn(T (x)) det
1/2 Σf0 for all x ∈ Rd, so
sup
x∈Rd
log gˆn(x) = sup
x∈Rd
log fˆn(x) + log det
1/2 Σf0 .
It follows that
sup
x∈Rd
log gˆn(x) + max
i=1,...,n
log
1
g0(Yi)
= sup
x∈Rd
log fˆn(x) + max
i=1,...,n
log
1
f0(Xi)
,
and a similar argument shows that d2X(fˆn, f0) = d
2
X(gˆn, g0), i.e. that d
2
X is affine invariant.
Therefore, for the purposes of establishing (S1) and (S2), there is no loss of generality in
assuming henceforth that f0 ∈ F0,Id .
To begin with, we control the first term on the left-hand side of (S1). Write Σˆn :=
n−1
∑n
i=1(Xi − X¯)(Xi − X¯)> for the sample covariance matrix, where X¯ := n−1
∑n
i=1 Xi,
and let λmin(Σˆn) and λmax(Σˆn) denote the smallest and largest eigenvalues of Σˆn respectively.
By the affine equivariance of the log-concave maximum likelihood estimator, together with
straightforward modifications of arguments in the proof of Lemma 2 in the online supplement
to Kim et al. (2018), there exists C˜d > 0, depending only on d, such that for every t > 0,
P
(
sup
x∈Rd
log fˆn(x) >
t
2
log n
)
≤ P(det Σˆn ≤ C˜dn−t/2) ≤ P(λmin(Σˆn) ≤ C˜1/dd n−t/(2d)).
To handle the final expression above, we now seek an upper bound on P
(
λmin(Σˆn) ≤ s
)
for each
s > 0. To this end, let N ≡ N (s2/2) ⊆ Sd−1 be an (s2/2)-net of Sd−1 := {x ∈ Rd : ‖x‖ ≤ 1}
of cardinality Kd s
−2(d−1), say, where Kd > 0 depends only on d. Then for each u ∈ Sd−1, there
exists u˜ ∈ N such that ‖u− u˜‖ ≤ s2/2, whence
− s2λmax(Σˆn) ≤ u>Σˆnu− u˜>Σˆnu˜ = u˜>Σˆn(u− u˜) + (u− u˜)>Σˆnu ≤ s2λmax(Σˆn). (S3)
In particular, if N ′ is a (1/4)-net of Sd−1 of cardinality K˜d := 2d−1Kd, then setting s = 1/
√
2
and taking u ∈ Sd−1 to be a unit eigenvector of Σˆn with corresponding eigenvalue λmax(Σˆn),
we deduce from (S3) that
max
u∈N ′
u>Σˆnu ≥ 1
2
max
u∈Sd−1
u>Σˆnu =
1
2
λmax(Σˆn). (S4)
Next, fix u˜ ∈ Sd−1 and let Y := (Y1, . . . , Yn), where Yi := u˜>Xi for i = 1, . . . , n. Also, let
Q ∈ Rn×n be an orthogonal matrix such that Qnj = n−1/2 for all j = 1, . . . , n, and define
Z := QY and W := (Z1, . . . , Zn−1). Then Y has an isotropic log-concave density, so the same
is true of Z and W . Writing fW for the density of W , we deduce from Lova´sz and Vempala
(2006, Theorem 5.14(e)) that fW ≤ {216(n− 1)}(n−1)/2. Moreover, setting Y¯ := u˜>X¯, we have
n(u˜>Σˆnu˜) =
n∑
i=1
(Yi − Y¯ )2 = ‖Y ‖2 − nY¯ 2 = ‖Z‖2 − Z2n = ‖W‖2,
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Thus, for all a > 0, it follows that
P
(
u˜>Σˆnu˜ ≤ a
)
= P
(‖W‖2 ≤ na) = ∫
B¯(0,n1/2a1/2)
fW (w) dw
≤ {216(n− 1)}(n−1)/2 µn−1(B¯(0, n1/2a1/2)) ≤ (2
16pin2a)(n−1)/2
Γ
(
(n+ 1)/2
) , (S5)
where we have used the fact that µn−1(B¯(0, r)) = (pi1/2r)n−1/Γ
(
(n + 1)/2
)
for all r > 0.
Furthermore, by Gue´don and Milman (2011, Theorem 1.1), there exist universal constants
C, c > 0 such that for all b > 0, we have
P
(
u˜>Σˆnu˜ > b
) ≤ P( n∑
i=1
(u˜>Xi)2/n > b
)
≤ C exp (−cn1/2 min{n3/2(b1/2 − 1)3, n1/2(b1/2 − 1)}) , (S6)
which is at most C exp(−cn(b1/2 − 1)) ≤ C exp(−cnb1/2/2) when b ≥ 4. Now let s :=
C˜
1/d
d n
−t/(2d), and for this value of s, let N be an (s2/2)-net of Sd−1. Then taking a = 2s
and b = (2s)−1 in (S5) and (S6) respectively, we deduce that
P
(
sup
x∈Rd
log fˆn(x) >
t
2
log n
)
≤ P(λmin(Σˆn) ≤ s) = P( inf
u∈Sd−1
u>Σˆnu ≤ s
)
≤ P
(
min
u∈N
u>Σˆnu− s2λmax(Σˆn) ≤ s
)
≤ P
(
min
u∈N
u>Σˆnu ≤ 2s
)
+ P
(
λmax(Σˆn) > s
−1)
≤ P
(
min
u∈N
u>Σˆnu ≤ 2s
)
+ P
(
max
u∈N ′
u>Σˆnu > (2s)−1
)
≤ Kd C˜−2(d−1)/dd nt(d−1)/d
(216pi)(n−1)/2
Γ
(
(n+ 1)/2
)nn−1(2C˜1/dd n−t/(2d))(n−1)/2 (S7)
+ K˜dC exp
(
−cn1/2 min
{
n3/2(C˜
−1/(2d)
d n
t/(4d) − 1)3, n1/2(C˜−1/(2d)d nt/(4d) − 1)
})
, (S8)
=: R1 +R2,
where the second, fourth and fifth inequalities follow from (S3), (S4) and a union bound re-
spectively. We now consider R1 and R2 separately. Setting ζd := (d+ 1) ∨ 217C˜1/dd pi, note that
we can find nd > ζd depending only on d such that
ζ
(n−1)/2
d n
n−1
∫ ∞
8d
nt (
d−1
d
−n−1
4d
) dt ≤ ζ(n−1)/2d nn−1 n8d (
d−1
d
−n−1
4d
) ≤ n−n/2 (S9)
for all n ≥ nd. This takes care of R1. Also, C˜−1/dd nt/(2d) ≥ 4 whenever t ≥ 4d and n ≥ nd >
2C˜
1/(2d)
d , so R2 .d exp(−c′dnt/(4d)) for all such t and n, where c′d > 0 depends only on d. But
since ∫ ∞
8d
exp(−c′dnt/(4d)) dt =
4d
log n
∫ ∞
n2
s−1 e−c
′
ds ds .d e−c
′
dn
2
, (S10)
it follows from (S7), (S8), (S9) and (S10) that there exists n′d > 0 depending only on d such
that ∫ ∞
8d
P
(
sup
x∈Rd
log fˆn(x) >
t
2
log n
)
dt .d n−n/2 (S11)
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for all n ≥ n′d. We deduce that
E
{
sup
x∈Rd
log fˆn(x)
}
≤ log n
2
{
8d+
∫ ∞
8d
P
(
sup
x∈Cn
log fˆn(x) ≥ t
2
log n
)
dt
}
.d log n (S12)
for all n ≥ n′d. By increasing the multiplicative constants to deal with smaller values of n if
necessary, we can ensure that (S11) and (S12) hold for all n ≥ d+ 1.
Next, we address the second term on the left-hand side of (S1). Let X ≡ (X1, . . . , Xd) ∼ f0,
and for j = 1, . . . , d, let fj|1:(j−1)(· |x1, . . . , xj−1) denote the conditional density of Xj given
(X1, . . . , Xj−1) = (x1, . . . , xj−1), where we adopt the convention that the j = 1 case refers to the
marginal density of X1. By Cule et al. (2010, Proposition 1(a)), each of these densities is then
log-concave. For j = 1, . . . , d, let Fj|1:(j−1)(· |x1, . . . , xj−1) denote the corresponding distribution
function, and define U j := Fj|1:(j−1)(Xj |X1, . . . , Xj−1). Then U j | (X1, . . . , Xj−1) ∼ U(0, 1) for
all j, so in particular each U j has a marginal U(0, 1) distribution. In addition, for j = 1, . . . , d,
let
Ij|1:(j−1)(· |X1, . . . , Xj−1) := fj|1:(j−1)
(
F−1j|1:(j−1)(· |X1, . . . , Xj−1) |X1, . . . , Xj−1
)
,
which by Bobkov (1996, Proposition A.1(c)) is positive and concave on (0, 1). We now need
to understand how the functions Ij|1:(j−1) transform under affine maps. To this end, consider a
real-valued random variable Y with density f and distribution function F , and let I := f ◦F−1.
Now for µ ∈ R and σ > 0, let Z := σY +µ and let fµ,σ, Fµ,σ and Iµ,σ denote the corresponding
functions for Z. Then
fµ,σ(z) =
1
σ
f
(
z − µ
σ
)
, Fµ,σ(z) = F
(
z − µ
σ
)
, F−1µ,σ(u) = σF
−1(u) + µ,
so that
Iµ,σ(u) = fµ,σ
(
F−1µ,σ(u)
)
=
1
σ
f
(
F−1(u)
)
.
It follows from this and Lemma 3 in the online supplement to Kim et al. (2018) that there
exists a universal constant α > 0 such that for every u ∈ (0, 1) and j ∈ {1, . . . , d}, we have
Ij|1:(j−1)(u |X1, . . . , Xj−1) ≥ α
Var1/2(Xj |X1, . . . , Xj−1) min(u, 1− u).
Therefore, if X ∼ f0, then for all t > 0, we have
P
(
log
1
f0(X)
≥ t
)
= P
(
f0(X) ≤ e−t
)
= P
(∏d
j=1 fj|1:(j−1)(X
j |X1, . . . , Xj−1) ≤ e−t
)
= P
(∏d
j=1 Ij|1:(j−1)(U
j |X1, . . . , Xj−1) ≤ e−t
)
≤ P
(
min
j=1,...,d
Ij|1:(j−1)(U j |X1, . . . , Xj−1) ≤ e−t/d
)
≤ P
(
min
j=1,...,d
α
Var1/2(Xj |X1, . . . , Xj−1) min(U
j, 1− U j) ≤ e−t/d
)
.
Also, the function h(x) := e ∨ exp(√x/2) is convex and increasing on [0,∞). By applying
Proposition S3(iii) to the density of Xj, which lies in F0,I1 , we find that
E
{
eVar
1/2(Xj |X1,...,Xj−1)/2} ≤ E{eE1/2((Xj)2 |X1,...,Xj−1)/2}
≤ E{h(E{(Xj)2 |X1, . . . , Xj−1})}
≤ E{e ∨ exp (|Xj|/2)} ≤ e+ 2 ∫ ∞
0
e−x/2+1 dx = 5e,
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where we have used Jensen’s inequality to obtain the penultimate bound. Defining the event
B :=
{
maxj=1,...,d Var
1/2(Xj |X1, . . . , Xj−1) ≤ t}, we deduce that if n ≥ d+1 and X1, . . . , Xn iid∼
f0, then
P
(
min
j=1,...,d
α
Var1/2(Xj |X1, . . . , Xj−1) min(U
j, 1− U j) ≤ e−t/d
)
≤ P
({
min
j=1,...,d
αmin(U j, 1− U j)
Var1/2(Xj |X1, . . . , Xj−1)≤ e
−t/d
}
∩B
)
+ P(Bc)
≤ 2α−1dte−t/d + 5de1−t/2.
It follows that for all t > 0, we have
P
(
max
i=1,...,n
log
1
f0(Xi)
>
t
2
log n
)
≤ nP
(
log
1
f0(X)
>
t
2
log n
)
≤ dt log n
αnt/(2d)−1
+
5ed
nt/4−1
.
Since
∫∞
8d
(t log n)n1−t/(2d) dt .d n
∫∞
4 logn
(log n)−1 se−s ds .d n−3, we conclude that∫ ∞
8d
P
(
max
i=1,...,n
log
1
f0(Xi)
>
t
2
log n
)
dt .d n−3 (S13)
and hence that
E
{
max
i=1,...,n
log
1
f0(Xi)
}
≤ log n
2
{
8d+
∫ ∞
8d
P
(
max
i=1,...,n
log
1
f0(Xi)
>
t
2
log n
)
dt
}
.d log n
(S14)
for all n ≥ d + 1. The required bounds (S1) and (S2) follow by combining (S12) and (S14),
and (S11) and (S13) respectively.
Recalling that d2H(fˆn, f0) ≤ KL(fˆn, f0) ≤ d2X(fˆn, f0), as mentioned in the introduction, we
record here that in Kim and Samworth (2016, Theorem 5), the worst-case d2H risk bounds for
fˆn in dimensions d = 1, 2, 3 can be strengthened to d
2
X risk bounds of the same form. This
requires only a small modification to the original proof, as we now explain.
Theorem S2. Let X1, . . . , Xn
iid∼ f0 ∈ Fd with n ≥ d + 1, and let fˆn denote the corresponding
log-concave maximum likelihood estimator. Then
sup
f0∈Fd
E{d2X(fˆn, f0)} =

O(n−4/5) if d = 1
O(n−2/3 log n) if d = 2
O(n−1/2 log n) if d = 3.
(S15)
Proof. In the original proof of Kim and Samworth (2016, Theorem 5), the key bracketing
entropy bounds from Kim and Samworth (2016, Theorem 4) are converted into d2H risk bounds
by appealing to van de Geer (2000, Theorem 7.4), a result from empirical process theory that
is restated as Theorem 5 in the online supplement to Kim and Samworth (2016). Note that
d2X(fˆn, f0) = n
−1∑n
i=1 log
fˆn(Xi)
f0(Xi)
=
∫
log(fˆn/f0) dPn, where Pn denotes the empirical measure of
X1, . . . , Xn. In view of this, we can derive (S15) from Kim and Samworth (2016, Theorem 4) by
carrying out identical calculations to those in the proof of Kim and Samworth (2016, Theorem 5)
but instead appealing to van de Geer (2000, Corollary 7.5). The latter is restated as Theorem 10
in the online supplement to Kim et al. (2018) and holds under the same conditions as those
required for van de Geer (2000, Theorem 7.4).
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S1.2 The envelope function for the class of isotropic log-concave
densities on R
In the proof of Lemma S1, we make use of Proposition S3, a result of independent interest
that characterises the envelope function for the class F0,11 ≡ F0,I1 of all real-valued isotropic
log-concave densities. Previously, it was known that F (x) := supf∈F0,11 f(x) ≤ 1 for all x ∈ R
(Lova´sz and Vempala, 2006, Lemma 5.5(a)) and that there exist A > 0 and B ∈ R such that
F (x) ≤ e−A|x|+B for all x ∈ R (e.g. Kim and Samworth, 2016, Theorem 2(a)). The proposition
below shows that we can in fact take A = B = 1 and moreover that this is the optimal choice
of A and B, in the sense that the bound above does not hold for all x ∈ R if either A > 1 or
A = 1 and B < 1. Furthermore, there is a simple closed form expression for F (x) when |x| ≤ 1,
and it is somewhat surprising that F (x) increases as |x| increases from 0 to 1.
Proposition S3. The envelope function F for F0,11 is even and piecewise smooth, and has the
following properties:
(i) F (x) = (2− x2)−1/2 for all x ∈ (−1, 1);
(ii) F (x) ≥ e−(x+1) for all x ≥ −1 and ex+1F (x)→ 1 as x→∞;
(iii) F (x) ≤ 1 ∧ e−|x|+1 for all x ∈ R.
As a by-product of the proof, we obtain an explicit expression for F : see (S27) below.
Moreover, we will see that for each x ∈ R, there exists a piecewise log-affine density fx that
achieves the supremum in the definition of F (x). This extremal distribution fx can take one of
two forms depending on whether |x| < 1 or |x| ≥ 1, and we treat these cases separately. The
proof relies heavily on stochastic domination arguments based on the following lemma.
Lemma S4. Let X, Y be real-valued random variables with densities f, g and corresponding
distribution functions F,G respectively. Then we have the following:
(i) If there exists a ∈ R such that f ≤ g on (−∞, a) and f ≥ g on (a,∞), then F ≤ G, i.e.
X stochastically dominates Y . If in addition X and Y are integrable and f, g differ on a
set of positive Lebesgue measure, then E(X) > E(Y ).
(ii) Suppose that there exist a < b such that f ≥ g on (a, b) and f ≤ g on (−∞, a) ∪ (b,∞),
and moreover that f and g are not equal almost everywhere when restricted to either
(−∞, a) or (b,∞). Then there exists a unique c ∈ R with 0 < F (c) = G(c) < 1 such that
F ≤ G on (−∞, c) and F ≥ G on (c,∞). If in addition X and Y are square-integrable
and E(X) = E(Y ), then Var(X) < Var(Y ).
Proof of Lemma S4. Note that P(X ≥ t) = ∫∞
t
f(s) ds ≥ ∫∞
t
g(s) ds = P(Y ≥ t) when t ≥ a.
Similarly, P(X ≥ t) = 1− ∫ t−∞ f(s) ds ≥ 1− ∫ t−∞ g(s) ds = P(Y ≥ t) when t ≤ a. Part (i) now
follows immediately from the identity
E(X) = E(X+)− E(X−) =
∫ ∞
0
{
P(X ≥ s)− P(X < −s)} ds.
For (ii), G−F is an (absolutely) continuous function that is increasing on the intervals (−∞, a)
and (b,∞), so the first assertion is an immediate consequence of the fact that (G−F )(a) > 0 >
(G − F )(b). Also, if W is a square-integrable random variable, then Fubini’s theorem implies
that∫ ∞
0
∫ ∞
s
P(W ≥ t) dt ds = E
(∫ ∞
0
∫ ∞
0
1{W≥t≥s} dt ds
)
= E
(∫ ∞
0
(W − s)1{W≥s} ds
)
.
(S16)
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Now since E
(
W
∫∞
0
1{W≥s} ds
)
= E{(W+)2} and
E
(∫ ∞
0
s1{W≥s} ds
)
=
∫ ∞
0
sP(W ≥ s) ds = 1
2
∫ ∞
0
P
{
(W+)2 ≥ s} ds = 1
2
E{(W+)2},
the right-hand side of (S16) is equal to 2−1 E{(W+)2}. By applying similar reasoning to W−,
we conclude that
E(W 2) = E{(W+)2}+ E{(W−)2} = 2
(∫ ∞
0
∫ ∞
s
{
P(W ≥ t) + P(W ≤ −t)} dt ds) .
Since P(X ≥ c + t) ≤ P(Y ≥ c + t) and P(X ≤ c − t) ≤ P(Y ≤ c − t) for all t ≥ 0,
and since F and G do not agree almost everywhere by hypothesis, it follows from this that
E{(X − c)2} < E{(Y − c)2}. This implies the second assertion in view of our assumption that
E(X) = E(Y ).
The proofs of parts (ii) and (iii) of Proposition S3 require some additional probabilistic
input. For K ∈ (0,∞] and a non-degenerate random variable W that takes non-negative
values, let WK be a random variable whose distribution is that of W conditioned to lie in
[0, K). Letting Y be a random variable with an Exp(1) distribution, we now set
h(K) := E(YK) =
1− (K + 1) e−K
1− e−K (S17)
V (K) := Var(YK) = 1− K
2
2 (coshK − 1) . (S18)
It is easily verified that V is positive, strictly increasing and tends to 1 as K →∞. Also, h and
V are smooth, so in particular, V has a smooth inverse V −1 : (0, 1) → (0,∞). Moreover, for
each λ ∈ (0, 1], let W λ be a random variable distributed as Exp(λ). We now make crucial use
of the scaling property W λ
d
= Y/λ of exponential random variables, a consequence of which is
that we need only work with the functions h and V . Indeed, we have E(W λK) = h(λK)/λ and
Var(W λK) = V (λK)/λ
2, so we can find a unique
K = K(λ) := V −1(λ2)/λ ∈ (0,∞) (S19)
such that Var(W λK) = 1. Thus, the density fλ of Xλ := W
λ
K(λ) − E(W λK(λ)) lies in F0,11 and is
log-affine on its support [−m(λ), a(λ)], where
m(λ) := E(W λK(λ)) =
1
λ
(
1− λK
eλK − 1
)
, (S20)
a(λ) := K(λ)−m(λ) = 1
λ
(
λKeλK
eλK − 1 − 1
)
(S21)
are smooth, non-negative functions of λ. We now show that:
Lemma S5. The functions m, a,K are smooth bijections from (0, 1) to (1,
√
3), (
√
3,∞) and
(2
√
3,∞) respectively. Moreover, m is strictly decreasing and a,K are strictly increasing. We
also have (1− λ)K(λ)→ 0 as λ↗ 1.
While much of the following argument relies only on elementary analysis, a little probabilistic
reasoning based on Lemma S4 helps to simplify the proof.
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Proof of Lemma S5. The functions K,m and a defined in (S19), (S20) and (S21) are certainly
smooth, and since V −1(y) → ∞ as y↗ 1, we see that m(λ) → 1 and K(λ), a(λ) → ∞ when
λ↗ 1. Furthermore, s := V −1(λ2)→ 0 as λ→ 0, and since
V (s) = 1− 1
1 + s2/12 + o(s2)
=
s2
12
+ o(s2)
as s → 0, we have K(λ) = s V (s)−1/2 → √12 = 2√3 as λ → 0. Consequently, m(λ) =
K(λ) (1− s/(es − 1))/s→ 2√3× 1/2 = √3 as λ→ 0.
Finally, to show that K(λ)(1−λ)→ 0 as λ→∞, note that cosh y /ey → 1/2 as y →∞ and
moreover that for each δ > 0, we have y2e−y < e−(1−δ)y for all sufficiently large y. This then
implies that V (y) > 1 − exp(−y/2) for all sufficiently large y. Thus, V −1(λ2) < 2 log(1 − λ2)
for all λ sufficiently close to 1, so K(λ)(1− λ) = V −1(λ2)(1− λ)/λ→ 0 as λ↗ 1, as required.
It remains to show that m and a are strictly monotone. Fix 0 < λ1 < λ2 < 1 and for
i = 1, 2, let φλi := log fλi and recall that the density fλi ∈ F0,11 is supported on [−m(λi), a(λi)].
In addition, observe that an (infinite) straight line in R2 with slope −λ2 intersects the graph
of φλ1 in exactly two points in R2, one of which has x-coordinate a(λ1). Now if the graphs
of φλ1 , φλ2 intersect in at most two points, then the densities fλ1 , fλ2 ∈ F0,11 satisfy one of
the two sets of hypotheses in Lemma S4. However this then implies that either the means or
the variances of fλ1 , fλ2 do not match, which yields a contradiction. Therefore, it follows that
m(λ2) < m(λ1) and a(λ2) > a(λ1).
The fact that K is strictly increasing follows readily from the observation that the function
s 7→ s−2 − 2−1(cosh s − 1)−1 is strictly decreasing on (0,∞), as can be seen by applying the
simple fact Lemma S6 below.
Lemma S6. If
∑
n≥0 anz
n and
∑
n≥0 bnz
n are power series with infinite radii of convergence
such that an, bn > 0 for all n ≥ 0 and (an/bn)n≥0 is a strictly decreasing sequence, then z 7→(∑
anz
n
)
/
(∑
bnz
n
)
is a strictly decreasing function of z ∈ (0,∞).
Proof. Fix 0 < w < z and let cn := an/bn for each n. Then for fixed n > m ≥ 0, we have
cn < cm, which implies that cnz
nwm + cmz
mwn < cnz
mwn + cmz
nwm. Thus, summing over all
m,n ≥ 0, we obtain the desired conclusion that(∑
n≥0 anz
n
)(∑
m≥0 bmw
m
)
=
∑
n,m≥0 cnbnbmz
nwm
<
∑
n,m≥0 cnbnbmz
mwn =
(∑
n≥0 anw
n
)(∑
m≥0 bmz
m
)
.
Proof of Proposition S3. For a fixed x ∈ (−1, 1), we make the ansatz
fx(w) := C
{
exp
(
−w − x
a1
)
1{w≥x} + exp
(
w − x
a2
)
1{w<x}
}
, (S22)
where C, a1, a2 > 0 are to be determined. Note that log fx is continuous on R and affine on
the intervals (−∞, x] and [x,∞). If we are to ensure that fx ∈ F0,11 , then the parameters
C, a1, a2 > 0 must satisfy the constraints
C(a1 + a2) = 1 (S23)
C(a22 − a21) = x (S24)
C
{
2(a31 + a
3
2) + 2x(a
2
1 − a22) + x2(a1 + a2)
}
= 1, (S25)
which respectively guarantee that fx integrates to 1 and has mean 0 and variance 1. The
first two equations yield a1 = (C
−1 − x)/2 and a2 = (C−1 + x)/2, so in particular we require
Cx < 1. After substituting these expressions into the final equation, we conclude that 1 +x2 =
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2C(a31 + a
3
2) = 2x
2 + (C−2−x2)/2, so C = (2−x2)−1/2. Since |x| < 1, it is indeed the case that
Cx < 1, so these equations uniquely determine the form of fx in terms of x.
Next, to show that g(x) ≤ C = fx(x) for all g ∈ F0,11 , we work on the logarithmic scale
and suppose for a contradiction that there exists g ∈ F0,11 such that g(x) > C. Now since the
functions φ := log g and φx := log fx are concave and upper semi-continuous, it follows from
the assumption φ(x) > φx(x) that the graphs of φ and φx (viewed as subsets of R2) intersect in
at most one point in each of the regions (−∞, x)×R and (x,∞)×R. Note that here, we also
take into account those x′ which satisfy φ(x′) ≥ φx(x′) and which correspond to intersection
points on the boundary of the support of g. To obtain the required contradiction, observe that
the densities g, fx ∈ F0,11 must therefore satisfy one of the two sets of hypotheses in Lemma S4.
It follows from this that either the means or the variances of g, fx do not match. This concludes
the proof of part (i) of the proposition.
If instead our fixed x ∈ R satisfies |x| ≥ 1, then the previous system of equations does
not admit suitable solutions, so we take a different approach. Suppose first that there exists a
compactly supported density in F0,11 of the form
fx(w) := C exp{−λ(w − x)}1{w∈[−a,x]}, (S26)
for some C > 0, a ∈ (0,∞] and λ ∈ R. Then by appealing to Lemma S4 and arguing as in
the previous paragraph, it follows that F (x) = fx(x); the key observation is that if there did
exist g ∈ F0,11 satisfying g(x) > fx(x), then the graphs of g and fx would intersect in either
one or two points (in the sense described above), and these would necessarily lie in the region
[−a, x)× R.
It therefore remains to show that, for each x ∈ R with |x| ≥ 1, the class F0,11 does indeed
contain a log-affine density fx of this type (which in view of Lemma S4 is clearly unique if it
exists). To see this, we reparametrise the densities of the form (S26) in terms of λ, and then
appeal to (S20), (S21), Lemma S5 and the probabilistic setup on which these are based. When
x ∈ (1,√3), we can take fx to be the density of −Xλ with λ = m−1(x), and when x ∈ (
√
3,∞),
we can take fx to be the density of Xλ with λ = a
−1(x). We can then argue by symmetry to
handle negative values of x.
Finally, we consider the borderline cases |x| = 1,√3. If |x| = 1, then the extremal density
fx is the density of ±(Y −1) where Y ∼ Exp(1): this can be realised either as the limit of (S22)
as |x| ↗ 1 or as the limit of (S26) as |x| ↘ 1, so (unsurprisingly) F is continuous at 1. The
case |x| = √3 corresponds to λ = 0; indeed, fx is the density of U [−
√
3,
√
3] in this instance.
In summary, using the fact that fx integrates to 1 for each x, we deduce that
F (x) = fx(x) =

λ
(
eλK(λ) − 1)−1 with λ = a−1(|x|) when |x| > √3
(2
√
3)−1 when |x| = √3
λ
(
1− e−λK(λ))−1 with λ = m−1(|x|) when 1 < |x| < √3
(2− x2)−1/2 when |x| ≤ 1,
(S27)
which is smooth on (−1, 1) and (−∞,−1) ∪ (1,∞). Also, a ◦ m−1 is a smooth and strictly
decreasing function from (1,
√
3) to (
√
3,∞), and the values of F on these intervals are related
by the identity
F (a(λ)) = F (m(λ))e−λK(λ), (S28)
which holds for all λ ∈ (0, 1). We now return to the assertions in part (ii) of the proposition.
The first of these follows immediately from the fact that the density of an Exp(1)− 1 random
variable lies in F0,11 . For the second, we write λ = a−1(|x|), and in view of (S27), it suffices
to compute the ratio of λ/(eλK(λ) − 1) and e−a(λ)−1 = e−K(λ)+m(λ)−1 as λ ↗ 1. Note that
log λ → 0 and m(λ) → 1 as λ↗ 1. Thus, after taking logarithms, it is enough to consider
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the difference of λK(λ) and K(λ), which does indeed tend to 0 by the final part of Lemma S5.
This completes the proof of (ii), and also shows that there exists a constant B ∈ R such that
F (x) ≤ exp(−|x|+B) for all x ∈ R.
To establish part (iii) of the result, it remains to show that we can take B = 1. The
expressions above can be made more analytically tractable by reparametrising everything in
terms of s = V −1(λ2) = λK(λ), which is strictly increasing in λ ∈ (0, 1), so in a slight abuse of
notation, we start by redefining
V (s) = 1− 2−1s2/(cosh s− 1),
K(s) = s V (s)−1/2,
m(s) = (1− s/(es − 1))V (s)−1/2,
a(s) = (−1 + ses/(es − 1))V (s)−1/2
as functions of s ∈ (0,∞). Lemma S5 implies that all of these are strictly monotone. In view
of (S27), we need to show that
V (s)1/2 em(s)−1 (1− e−s)−1 ≤ 1; (S29)
V (s)1/2 ea(s)−1 (es − 1)−1 ≤ 1 (S30)
for all s ∈ (0,∞). First we address (S29), which corresponds to values of x ∈ (1,√3). This can
be verified directly by numerical calculation for s ∈ (0, 5]. Indeed, for s ∈ (0, 3/2], the left-hand
side can be rewritten as
K(s)−1 em(s)−1
s
1− e−s .
For s ∈ (0, 1], this is bounded above by (2√3)−1 e
√
3−1 s/(1−e−s) ≤ 1 in view of Lemma S5, and
for s ∈ [1, 3/2], this is at most K(1)−1 em(1)−1 s/(1−e−s) ≤ 1. Similarly, for each k ∈ {3, . . . , 9},
the left-hand side of (S29) is at most
V
(
k + 1
2
)1/2
em(k/2)−1 (1− e−k/2)−1
for all s ∈ [k/2, (k + 1)/2], and all these values can be checked to be less than 1, as required.
Now we present a general argument that handles the case s ≥ 5. We certainly have
1− s2(es − 2)−1 ≤ V (s) ≤ 1− s2(es − 1)−1
for all s ≥ 0, and we claim that
1− s2e−s/2 ≥
√
V (s) ≥
(
1− s
2
es − 2
)1/2
≥ 1− s2e−s/2− s4e−2s/2 (S31)
for all s ≥ 5/2. To obtain the final inequality, observe that (1 − z)1/2 ≥ 1 − z/2 − z2/4 for
all 0 ≤ z ≤ 2(√2 − 1) and that u := s2(es − 2)−1 ≤ 22/(e2 − 2) < 2(√2 − 1) for s ≥ 2, so it
is enough to prove that the right-hand side above is at most 1 − u/2 − u2/4. This reduces to
showing that s2(1 − 2e−s) − s2(e−s + (es − 2)−1) − 2 ≥ 0 for all s ≥ 5/2, but as the left-hand
side of this final inequality is an increasing function of s which is non-negative at s = 5/2, the
claim in (S31) follows.
The original inequality (S29) can be rewritten in the form
1√
V (s)
(
1− s
es − 1
)
− 1 ≤ log
(
1− e−s√
V (s)
)
,
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and since s2 ≤ es when s ≥ 0, we have e−s(s2/2 − 1)(1 − s2e−s/2)−1 ≤ 1. So by the bounds
in (S31) and the fact that log(1 + z) ≥ z − z2/2 for |z| < 1, it is enough to show that
1− se−s
1− s2e−s/2− s4e−2s/2 − 1 ≤ e
−s s
2/2− 1
1− s2e−s/2
(
1− e
−s(s2/2− 1)
2 (1− s2e−s/2)
)
.
This is equivalent to showing that
(s2 − 2s) + s4e−s
s2 − 2 ≤
(
1− s
4e−2s
2 (1− s2e−s/2)
)(
1− e
−s(s2/2− 1)
2 (1− s2e−s/2)
)
for all s ≥ 5. In fact, we will establish the slightly stronger bound
(s2 − 2s) + s4e−s
s2 − 2 ≤ 1−
s4e−2s + e−s(s2/2− 1)
2 (1− s2e−s/2)
for all s ≥ 5. After clearing denominators and simplifying, we arrive at the equivalent inequality
4es(s− 1) + 2s4e−s + 4s2 ≥ 5s4/2 + 2s3 + 2,
which certainly holds whenever s ≥ 5. Indeed, 16es − 5s4/2 − 2s3 ≥ 0 for all s ≥ 0, since
5s4e−s + 4s3e−s ≤ 5(4/e)4 + 4(3/e)3 ≤ 32, so we are done.
Now that we have established (S29), it is relatively straightforward to obtain (S30). For
s ≤ 3, we again proceed by direct calculation: here, the left-hand side equals
K(s)−1 ea(s)−1 l(s),
where l(s) := s/(es−1) for s > 0 and l(0) = 1. Each of the terms in this product is a monotone
in s by Lemma S5, so for each k = 0, 1, 2 and for all s ∈ [k, k + 1], their product is at most
(2
√
3)−1 ea(k+1)−1 l(k) ≤ 1. On the other hand, for s ≥ 3, the desired result will follow if we
can establish that a(s) ≤ m(s) + s. This is equivalent to the inequality√
V (s) ≥ 1− 2/s+ 2/(es − 1), (S32)
so it suffices to prove that the lower bound in (S31) is at least 1 − 2/s + 2/(es − 1), which
amounts to showing that
s3e−s/2 + s5e−2s/2 + 2s (es − 1)−1 ≤ 2
for all s ≥ 3. To establish this, we simply bound each summand on the left-hand side by its
global maximum in [3,∞). This completes the proof of (iii).
S1.3 Local bracketing entropy bounds
The aim of this section is to prove some local bracketing entropy results that form the backbone
of the proofs of Theorems 3 and 5 in Sections 2 and 3 respectively. Theorem 3 is a consequence
of the key local bracketing entropy bound stated as Proposition 10 in Section 5.1, which in turn
builds on two intermediate results that we establish below, namely Propositions S8 and S9. By
modifying the proofs of these two results, we obtain the analogous bounds in Propositions S10
and S11, which constitute the crux of the proof of Theorem 5. Throughout, we rely heavily on
the technical tools developed in Section S2.2. We will use the notation introduced at the start
of Sections 1.1, 5 and S2, as well as the key definitions from Sections 2 and 3.
We start by collecting together some global bracketing entropy bounds which are minor
modifications of those that appear in Gao and Wellner (2017), Kim and Samworth (2016),
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and Kim et al. (2018). Recall that, as in Kim and Samworth (2016), we define h2, h3 : (0,∞)→
(0,∞) by h2(x) := x−1 log3/2+ (x−1) and h3(x) := x−2 respectively. For measurable f, g : Rd → R,
let L2(f, g) :=
{∫
Rd (f − g)2
}1/2
. In addition, denote by Kb ≡ Kbd the collection of all compact,
convex sets K ⊆ Rd with non-empty interior. For K ∈ Kb, let Φ(K) := {φ|K : φ ∈ Φ}, and
for −∞ ≤ B1 < B2 <∞ and K1, . . . , Km ∈ Kb, define ΦB1,B2(K1, . . . , Km) := {φ :
⋃m
j=1 Kj →
[B1, B2] : φ|Kj ∈ Φ(Kj) for all 1 ≤ j ≤ m} and GB1,B2(K1, . . . , Km) :=
{
eφ 1⋃m
j=1Kj
: φ ∈
Φ, φ|⋃m
j=1 Kj
∈ ΦB1,B2(K1, . . . , Km)
}
.
Proposition S7. For d ∈ N, let S1, . . . , Sm ⊆ Rd be d-simplices with pairwise disjoint interiors.
If ε > 0 and −∞ < B1 < B2 <∞, then
H[ ]
(
ε,GB1,B2(S1, . . . , Sm), dH
)
.d m
(
eB2/2 (B2 −B1)µ1/2d
(⋃m
j=1 Sj
)
ε
)d/2
. (S33)
Suppose henceforth that d ∈ {2, 3}. If K ∈ Kb ≡ Kbd and ε > 0, then
H[ ](ε,GB1,B2(K), dH) . hd
(
ε
eB2/2 (B2 −B1)µ1/2d (K)
)
(S34)
whenever −∞ < B1 < B2 <∞, and
H[ ](ε,G−∞,B(K), dH) . hd
(
ε
eB/2µ
1/2
d (K)
)
(S35)
for all B ∈ R. Finally, for any family of sets K1, . . . , Km ∈ Kb with pairwise disjoint interiors,
we can obtain bounds for H[ ]
(
ε,GB1,B2(K1, . . . , Km), dH
)
and H[ ]
(
ε,G−∞,B(K1, . . . , Km), dH
)
by
multiplying the right-hand sides of (S34) and (S35) respectively by m, and replacing µd(K)
with µd
(⋃m
j=1 Kj
)
throughout.
Proof. We first address (S33), which is a d-dimensional version of Proposition 7 in the on-
line supplement to Kim et al. (2018). First, for a fixed ε > 0, set D :=
⋃m
j=1 Sj and
εj := {µd(Sj)/µd(D)}1/2 ε for each 1 ≤ j ≤ m, and observe that by Gao and Wellner (2017,
Theorem 1.1(ii)), we have
H[ ]
(
ε,ΦB1,B2(S1, . . . , Sm), L2
) ≤ m∑
j=1
H[ ](εj,ΦB1,B2(Sj), L2) .d
m∑
j=1
(
(B2 −B1)µ1/2d (Sj)
εj
)d/2
.d m
(
(B2 −B1)µ1/2d (D)
ε
)d/2
. (S36)
To obtain (S33), fix ε > 0 and set ζ := 2εe−B2/2. We deduce from (S36) that there exists a
bracketing set {[φLj , φUj ] : 1 ≤ j ≤ M} for ΦB1,B2(S1, . . . , Sm) such that L2(φLj , φUj ) ≤ ζ and
φUj ≤ B2, where logM is bounded above by the right hand side of (S33) up to a multiplicative
factor that depends only on d. Since∫
D
(
eφ
U
j /2 − eφLj /2)2 ≤ eB2
4
∫
D
(
φUj − φLj
)2 ≤ ε2,
it follows that {[eφLj , eφUj ] : 1 ≤ j ≤ M} is an ε-Hellinger bracketing set for {f |D : f ∈
GB1,B2(S1, . . . , Sm)}, as required.
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In view of Proposition 4 in the online supplement to Kim and Samworth (2016), a similar
proof to that given above yields (S34). As for (S35), we fix d ∈ {2, 3} and begin by outlining a
simple scaling argument that allows us to deduce the general result from the special case where
B = −2 and µd(K) = 1. For B′ ∈ R and K ′ ∈ Kbd, let K := λ−1K ′ and λ := µd(K ′)1/d, and
suppose that we have already shown that
H[ ](ε,G−∞,−2(K), dH) . hd(ε) (S37)
for all ε > 0. Then for each ε > 0, we can find a bracketing set {[fLj , fUj ] : 1 ≤ j ≤ M} for
G−∞,−2(K) such that ∫
K
(√
fUj −
√
fLj
)2
≤ ε2e−(B′+2)λ−d
for each 1 ≤ j ≤ M and logM . hd
(
εe−(B
′+2)/2λ−d/2
)
. hd
(
εe−B
′/2µ
−1/2
d (K
′)
)
. Since every
g ∈ G−∞,B′(K ′) takes the form x 7→ eB′+2f(λ−1x) for some f ∈ G−∞,−2(K), it follows that
G−∞,B′(K ′) is covered by the brackets {[gLj , gUj ] : 1 ≤ j ≤M} defined by
gLj (x) := e
B′+2fLj (λ
−1x), gUj (x) := e
B′+2fUj (λ
−1x).
To see that this constitutes a valid ε-bracketing set and thereby implies the desired conclusion,
observe that ∫
K′
(√
gUj −
√
gLj
)2
= eB
′+2
∫
K′
{
fUj
(
λ−1x
)1/2 − fLj (λ−1x)1/2}2 dx
= eB
′+2 λd
∫
K
(√
fUj −
√
fLj
)2
≤ ε2
for all 1 ≤ j ≤M , as required. Therefore, it remains to establish (S37). This will require only
a few small adjustments to the arguments in steps 2 and 3 of the proof of Theorem 4 in Kim
and Samworth (2016), where it was shown that
H[ ]((4 + e)ε,G−∞,−2 (K), dH) = H[ ]((4 + e)ε,G−∞,−1 (K), L2) . hd(ε) (S38)
for all 0 < ε < e−1 when K = [0, 1]d. For ε > e−1, we may use a single bracketing pair [fL, fU ]
with fL ≡ 0 and fU ≡ 1, so the left-hand side is 0 in this case. Therefore (S38) holds for all
ε > 0 when K = [0, 1]d. Furthermore, since the bounds in Propositions 2 and 4 in the online
supplement to Kim and Samworth (2016) depend on the convex domain K only through µd(K),
all the intermediate steps in the proof of (S38) in Kim and Samworth (2016) remain valid when
[0, 1]d is replaced with an arbitrary K ∈ Kbd with µd(K) = 1. This crucial observation completes
the proof of (S37) and hence that of (S35).
The final assertion of Proposition S7 follows from (S34) and (S35) in much the same way
that (S33) follows from the special case m = 1.
As a first step towards proving Proposition 10 for general f0 ∈ F1(Pm), we consider here
the special case where K is a d-simplex and f0 = fK = µd(K)
−1
1K is the uniform density
on K. For further discussion of the proof techniques we employ, see the discussion after the
statement of Theorem 3 in Section 2 and page 68 of Section S2.2. See Figure S1 for an
illustration of the proof. For d ∈ N, we define a ‘canonical’ regular d-simplex 4 ≡ 4d :=
conv{e1, . . . , ed+1} ⊆ Rd+1 of side length
√
2, which will be viewed as a subset of its affine hull,
namely aff4 = {x = (x1, . . . , xd+1) ∈ Rd+1 :
∑d+1
j=1 xj = 1}.
Proposition S8. Let d ∈ {2, 3}. If 0 < ε < δ < (d+ 1)−d/2 and S ⊆ Rd is a d-simplex, then
H[ ](2
1/2ε,G(fS, δ), dH) .
(
δ
ε
)
log3/2
(
1
δ
)
log3/2
(
log(1/δ)
ε
)
=: H2(δ, ε) (S39)
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Figure S1: Illustration of the proof of Proposition S8 when d = 2 (and δ < 1/24, so that ` ≥ 4).
The polytopes R†1, R
†
2, R
†
3 ⊆ S are demarcated by the black lines. For i ∈ {` − 3, ` − 2, ` − 1} and
j ∈ {1, 2, 3}, the ‘invelopes’ J†i,j ⊆ R†j are represented by the grey shaded regions (see Lemma S30) and
the boundaries of the approximating polytopes P †i,j ⊆ J†i,j are outlined in colour (see Corollary S33).
Moreover, the regions between the nested polytopes R†j ⊇ P †1,j ⊇ P †2,j ⊇ · · · ⊇ P †`,j may be triangulated,
as is indicated by the green line segments. The main reason for considering these sets is that by
Lemma S30(iii), every f ∈ G(fS , δ) satisfies a pointwise lower bound log f + log µd(S) ≥ −2−i+2 on
J†i,j ⊇ P †i,j .
when d = 2 and
H[ ](2
1/2ε,G(fS, δ), dH) .
(
δ
ε
)2
log4
(
1
δ
)
+
(
δ
ε
)3/2
log21/4
(
1
δ
)
=: H3(δ, ε) (S40)
when d = 3.
Proof. Fix d ∈ {2, 3} and suppose that 0 < ε < δ < (d + 1)−d/2. In addition, define ε′ :=
ε/
√
d+ 1 and ` := dlog2((d + 1)−d/2δ−1)e, so that ` is the smallest integer i such that 4iδ2 ≥
(d + 1)−d, and note that 1 ≤ ` . log(1/δ). Since dH is affine invariant, we may assume
without loss of generality that S is a regular d-simplex with side length
√
2. Then since
4 ≡ 4d = conv{e1, . . . , ed+1} ⊆ Rd+1 is also a d-simplex with side length
√
2, there is an (affine)
isometry T : aff4 → Rd such that T (4) = S. For each j ∈ {1, . . . , d + 1}, define Rj ⊆ 4 as
in (S87) and let R†j := T (Rj) ⊆ S. Then S is the union of the polytopes R†1, . . . , R†d+1, whose
interiors are pairwise disjoint.
Fix j ∈ {1, . . . , d + 1}, and for each i ∈ {1, . . . , ` − 1}, define J†i,j := T
(
Rj ∩ J44iδ2
)
and
P †i,j := T
(
P4
4iδ2, j
)
, where J4
4iδ2
⊆ 4 and P4
4iδ2, j
⊆ Rj are taken from Lemma S28, Lemma S30
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and Corollary S33 respectively. In addition, set J†`,j := ∅ and P †`,j := ∅. It follows from
Corollary S33 that P †i+1, j ⊆ P †i,j ⊆ J†i,j ⊆ R†j for all 1 ≤ i ≤ `− 1, so
R†j =
(
R†j \ IntP †1,j
) ∪ ⋃ `−1i=1 (P †i,j \ IntP †i+1, j). (S41)
By our choice of `, the interiors of (R†j \ IntP †1,j), (P †1,j \ IntP †2,j), . . . , (P †`−1, j \ IntP †`,j) are non-
empty and pairwise disjoint, and by Corollary S33(ii), each of these ` sets can be expressed as
the union of . logd−1(1/δ) d-simplices with pairwise disjoint interiors. Moreover, defining Q4
as in Lemma S30 and Jη as in Lemma S28 for η > 0, we can apply Corollary S33(i), Lemma S30
and Lemma S28(iii) in that order to deduce that
µd(R
†
j \ P †i,j) . µd(R†j \ J†i,j) . µd(Q4 \ J4iδ2) . µd([0, 1/2]d \ J4iδ2) . 4iδ2 logd−1(1/δ) (S42)
for all 1 ≤ i ≤ `. It follows that µd(P †i,j \ P †i+1, j) ≤ µd(R†j \ P †i+1, j) . 4iδ2 logd−1(1/δ) for all
1 ≤ i ≤ `− 1. We emphasise here that the hidden multiplicative constants in these bounds do
not depend on i.
Now if f ∈ G(fS, δ), then Lemma S25(ii) implies that log f ≤ 27/2dδ− log µd(S) ≤ 27/2d (d+
1)−d/2 − log µd(S) on S. Also, for each 1 ≤ i ≤ ` − 1, we deduce from Lemma S30(iii) that
log f(x) ≥ −2−i+2(d!)−1/2 − log µd(S) ≥ −2−i+2 − log µd(S) for all x ∈ P †i,j \ IntP †i+1, j ⊆
J†i,j. Thus, for each 1 ≤ i ≤ ` − 1, it follows from the observations above and (S33) from
Proposition S7 that
H[ ](ε
′/
√
`,G(fS, δ), dH, P †i,j \ P †i+1, j) . logd−1
(
1
δ
)(
(27/2dδ + 2−i+2){4iδ2 logd−1(1/δ)}1/2
`−1/2 ε
)d/2
.
(
δ
ε
)d/2
log
d(d+4)
4
−1
(
1
δ
)(
27/2d (2iδ) + 4
)d/2
.
(
δ
ε
)d/2
log
d(d+4)
4
−1
(
1
δ
)
,
where the final bound follows from the fact that 2iδ ≤ 2`−1δ ≤ (d + 1)−d/2 ≤ 2−d/2. Since
1 ≤ ` . log(1/δ) and the hidden multiplicative constants in the bounds above do not depend
on i, we conclude that
H[ ](ε
′,G(fS, δ), dH, P †1,j) ≤
`−1∑
i=1
H[ ](ε
′/
√
`,G(fS, δ), dH, P †i,j \ P †i+1, j)
.
(
δ
ε
)d/2
log
d(d+4)
4
(
1
δ
)
. (S43)
Furthermore, recalling that every f ∈ G(fS, δ) satisfies f ≤ e27/2dδ−log µd(S) . 1 on R†j \ IntP †1,j,
we may apply the final assertion of Proposition S7 together with (S42) to deduce that
H[ ](ε
′,G(fS, δ), dH, R†j \ P †1,j) . logd−1
(
1
δ
)
hd
(
ε
δ log(d−1)/2(1/δ)
)
. (S44)
Having now established (S43) and (S44) for each fixed 1 ≤ j ≤ d+ 1, we finally note that
H[ ](2
1/2ε,G(fS, δ), dH) ≤
d+1∑
j=1
{
H[ ](ε
′,G(fS, δ), dH, R†j \P †1,j) +H[ ](ε′,G(fS, δ), dH, P †1,j)
}
. (S45)
Thus, when d = 2, we conclude that
H[ ](2
1/2ε,G(fS, δ), dH) .
(
δ
ε
)
log3/2
(
1
δ
){
log3/2
(
1
δ
)
+ log3/2
(
δ log1/2(1/δ)
ε
)}
, (S46)
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which is bounded above by the quantity H2(δ, ε) in (S39) up to a universal constant. Similarly,
when d = 3, the bound (S40) follows immediately on combining (S43), (S44) and (S45).
We now extend Proposition S8 to the case where f0 is the uniform density fK on a polytope
K ∈ Pm. By Lemma S22, every polytope in Pd has at least as many facets as a d-simplex,
namely d+ 1.
Proposition S9. Let d ∈ {2, 3} and fix m ∈ N with m ≥ d + 1. If 0 < ε < δ < 2−3/2 and
K ∈ Pm is a polytope, then
H[ ](2
1/2ε,G(fK , δ), dH) . m
(
δ
ε
)
log3/2
(
1
δ
)
log3/2
(
log(1/δ)
ε
)
= mH2(δ, ε) (S47)
when d = 2 and
H[ ](2
1/2ε,G(fK , δ), dH) . m
{(
δ
ε
)2
log4
(
1
δ
)
+
(
δ
ε
)3/2
log21/4
(
1
δ
)}
= mH3(δ, ε) (S48)
when d = 3.
Proof. Fix d ∈ {2, 3} and suppose that 0 < ε < δ < 2−3/2. By Proposition S23, we can
find M ≤ 6m d-simplices S1, . . . , SM with pairwise disjoint interiors whose union is K. Set
αj := {µd(Sj)/µd(K)}1/2 for each 1 ≤ j ≤M , so that
∑M
j=1 α
2
j = 1. For each f ∈ G(fK , δ) and
1 ≤ j ≤ M , let nj(f) be the smallest nj ∈ N for which
∫
Sj
(√
f − √fK
)2 ≤ α2j njδ2. By the
minimality of nj(f), we have α
2
j (nj(f)− 1) δ2 ≤
∫
Sj
(√
f −√fK
)2
for each j, so
M∑
j=1
α2j nj(f) = 1 +
M∑
j=1
α2j (nj(f)− 1) ≤ 1 + δ−2
M∑
j=1
∫
Sj
(√
f −
√
fK
)2
= 1 + δ−2
∫
K
(√
f −
√
fK
)2 ≤ 2, (S49)
where the final inequality follows because f ∈ G(fK , δ). We also claim that nj(f) . δ−2 for
all 1 ≤ j ≤ M . To see this, note that since f ∈ G(fK , δ) and δ < 2−3/2, it follows from
Lemma S25(ii) that
0 ≤ f ≤ e8
√
2dδfK ≤ e4dfK = e4dµd(K)−1 on K. (S50)
Thus, we have
(√
f − √fK
)2 ≤ f ∨ fK . fK = µd(K)−1 on K, so ∫Sj (√f − √fK)2 .
µd(Sj)/µd(K) = α
2
j for all j. Recalling the definition of nj(f), we deduce that nj(f) . δ−2 for
all j, as required.
Now let U := {(n1(f), . . . , nM(f)) : f ∈ G(fK , δ)}, and for each (n1, . . . , nM) ∈ U , define
G(fK , δ;n1, . . . , nM) := {f ∈ G(fK , δ) : nj(f) = nj for all 1 ≤ j ≤M}.
Since G(fK , δ) is the union of these subclasses, it follows that
N[ ](2
1/2ε,G(fK , δ), dH) ≤
∑
(n1,...,nM )∈U
N[ ](2
1/2ε,G(fK , δ;n1, . . . , nM), dH),
so
H[ ](2
1/2ε,G(fK , δ), dH) ≤ log |U |+ max
(n1,...,nM )∈U
H[ ](2
1/2ε,G(fK , δ;n1, . . . , nM), dH). (S51)
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Since nj(f) . δ−2 for all 1 ≤ j ≤M , we deduce that |U | . δ−2M and hence that
log |U | .M log(1/δ) . m log(1/δ). (S52)
Next, we bound the second term on the right-hand side of (S51). Fix j ∈ {1, . . . ,M} and
(n1, . . . , nM) ∈ U . If f ∈ G(fK , δ;n1, . . . , nM), then fK1Sj = α2j fSj and
∫
Sj
(√
f − √fK
)2 ≤
α2j njδ
2, so
∫
Sj
{
(α−2j f)
1/2 − f 1/2Sj
}2 ≤ njδ2. This shows that α−2j f1Sj ∈ G(fSj ,√nj δ). In
addition, it follows from (S50) that
0 ≤ α−2j f1Sj = µd(K)f1Sj/µd(Sj) ≤ e4dµd(Sj)−11Sj = e4dfSj on Sj. (S53)
Suppose first that
√
nj δ < (d + 1)
−d/2. Since 0 <
√
nj ε <
√
nj δ < (d + 1)
−d/2, we can
apply Proposition S8 to deduce that there exists a
√
nj ε-Hellinger bracketing set {[gL` , gU` ] :
1 ≤ ` ≤ Nj} for G(fSj ,√nj δ) such that
logNj . Hd(
√
nj δ,
√
nj ε) . Hd(δ, ε).
Note that we can find 1 ≤ ` ≤ Nj such that gL` (x) ≤ α−2j f(x) ≤ gU` (x) for all x ∈ Sj. Therefore,
{f1Sj : f ∈ G(fK , δ;n1, . . . , nM)} is covered by the brackets {[α2j gL` , α2j gU` ] : 1 ≤ ` ≤ Nj}. Since∫
Sj
(√
α2j g
U
` −
√
α2j g
L
`
)2
= α2j
∫
Sj
(√
gU` −
√
gL`
)2
≤ α2j nj ε2 (S54)
for all 1 ≤ ` ≤ Nj, we conclude that
H[ ]
(
αj
√
nj ε,G(fK , δ;n1, . . . , nM), dH, Sj
)
. Hd(δ, ε), (S55)
provided that
√
nj δ < (d+ 1)
−d/2.
We now verify that (S55) remains valid when
√
nj δ ≥ (d + 1)−d/2. In this case, we define
Bj := 4d log(µd(Sj)
−1) and deduce from (S53) that {α−2j f1Sj : f ∈ G(fK , δ;n1, . . . , nM)} ⊆
G−∞,Bj(Sj). By the final bound (S35) from Proposition S7, we can find a √nj ε-Hellinger
bracketing set {[g˜L` , g˜U` ] : 1 ≤ ` ≤ N˜j} for G−∞,Bj(Sj) such that
log N˜j . hd
( √
nj ε
eBj/2µd(Sj)1/2
)
= hd
(√
nj ε
e2d
)
. hd
(ε
δ
)
. Hd(δ, ε).
Indeed, the penultimate inequality above follows since
√
nj δ ≥ (d + 1)−d/2 & 1 and hd is
decreasing, and the final inequality can be verified separately for d = 2, 3; see (S46) for example
to obtain the bound when d = 2. As above, we see that {f1Sj : f ∈ G(fK , δ;n1, . . . , nM)} is
covered by the brackets {[α2j g˜L` , α2j g˜U` ] : 1 ≤ ` ≤ N˜j}, and as in (S54), we have∫
Sj
(√
α2j g˜
U
` −
√
α2j g˜
L
`
)2
≤ α2j nj ε2
for all j. It follows that
H[ ](αj
√
nj ε,G(fK , δ;n1, . . . , nM), dH, Sj) ≤ log N˜j . Hd(δ, ε),
so (S55) holds when
√
nj δ ≥ (d+ 1)−d/2, as required.
Finally, since (n1, . . . , nM) ∈ U , it follows from (S49) and the definition of U above that∑M
j=1 α
2
j nj ε
2 ≤ 2ε2. Having established (S55) for all 1 ≤ j ≤M , we conclude that
H[ ]
(
21/2ε,G(fK , δ;n1, . . . , nM), dH
) ≤ M∑
j=1
H[ ]
(
αj
√
nj ε,G(fK , δ;n1, . . . , nM), dH, Sj
)
.MHd(δ, ε) . mHd(δ, ε)
whenever 0 < ε < δ < 2−3/2 and (n1, . . . , nM) ∈ U . Together with (S51) and (S52), this implies
the desired conclusion.
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Turning now to the subclasses F [θ](Pm) defined in Section 3, we first establish an analogue
of Proposition S8.
Proposition S10. Let d = 3 and let S ⊆ R3 be a 3-simplex. If 0 < ε < δ < 2−3 θ−1/2 and
f0 ∈ F [θ](S) ≡ F [θ]3 (S) for some θ ∈ (1,∞), then
H[ ](2
1/2ε,G(f0, δ), dH) . log
3/2 θ + δ3/5
ε3/2
log17/4
(
1
θδ2
)
+ θ3/4
(
δ
ε
)3/2
log21/4
(
1
θδ2
)
+ θ log3(eθ)
(
δ
ε
)2
log4
(
1
θδ2
)
(S56)
=: H3,θ(δ, ε).
The following proof is similar in structure and content to that of Proposition S8, although
alterations must be made to the arguments that previously relied on the pointwise upper
bound from Lemma S25(ii), which applies only when f0 is uniform. For general θ ∈ (1,∞)
and f0 ∈ F [θ](S), we instead turn to Lemma S25(iii) for a pointwise upper bound on functions
f ∈ G(f0, δ). While the bound in Lemma S25(ii) features a term of order δ, the corresponding
term in Lemma S25(iii) is of order δ2/(d+2) = δ2/5 when d = 3. The latter manifests itself in
the overall bound (S56) through the contribution of order (δ2/5/ε)3/2 log17/4(1/(θδ2)), which in
turn is ultimately responsible for the term of order (m/n)20/29 log85/29 n in the adaptive risk
bound (9) in Theorem 5. This explains why we do not recover the local bracketing entropy
bounds (S40) and (S48) in Propositions S8 and S9 or the risk bound (8) in Proposition 4 when
we take the limit θ ↘ 1 in (S56), (S60) and (9) respectively.
On the other hand, since f0 ∈ F [θ](S) is bounded below by θ−1fS (and hence bounded away
from 0) on S, the pointwise lower bound on f ∈ G(f0, δ) from Lemma S25(i) can still be applied
in this context. By extension, the same is true of the constructions and reasoning based on
Corollary S33 and Lemmas S28 and S30. As such, we will reuse much of the notation from the
proof of Proposition S8, and we will also repeat many of the key definitions and intermediate
assertions without further justification or explanation.
Proof. Suppose that 0 < ε < δ < 2−3 θ−1/2. Define ε′ := ε/
√
d+ 1 = ε/2 and ` :=
dlog2(θ−1/2δ−1/8)e, so that ` is the smallest integer i such that 4iθδ2 ≥ 4−3 = (d + 1)−d, and
note that 1 ≤ ` . log(1/(θδ2)). As in the proof of Proposition S8, we may assume without loss
of generality that S is a regular 3-simplex with side length
√
2. Once again, let T : aff4→ R3
be an affine isometry such that T (4) = S, and define R†j := T (Rj) for 1 ≤ j ≤ d + 1 = 4, so
that R†1, . . . , R
†
4 are polytopes with disjoint interiors whose union is S.
For a fixed j ∈ {1, . . . , 4}, we now follow closely the second paragraph of the proof of
Proposition S8 and construct a family of nested polytopes within R†j. For each i ∈ {1, . . . , `−1},
define J†i,j := T
(
Rj ∩ J44iθδ2
)
and P †i,j := T
(
P4
4iθδ2, j
)
. In addition, let J†`,j := ∅ and P †`,j := ∅.
Then P †i+1, j ⊆ P †i,j ⊆ J†i,j ⊆ R†j for all 1 ≤ i ≤ ` − 1, and as in (S41), we can write R†j as
the union of (R†j \ IntP †1,j), (P †1,j \ IntP †2,j), . . . , (P †`−1, j \ IntP †`,j), whose interiors are non-empty
and pairwise disjoint. Each of these ` sets may be expressed as the union of . log2(1/(θδ2))
3-simplices with pairwise disjoint interiors, and similarly to (S42), we have
µ3(R
†
j\P †i,j) . µ3(R†j\J†i,j) . µ3(Q4\J4iθδ2) . µ3([0, 1/2]3\J4iθδ2) . 4iθδ2 log2
(
1/(θδ2)
)
(S57)
for all 1 ≤ i ≤ `. Thus, µ3(P †i,j \ P †i+1, j) ≤ µ3(R†j \ P †i+1, j) . 4iθδ2 log2(1/(θδ2)) for all
1 ≤ i ≤ ` − 1. We emphasise again that the hidden multiplicative constants in these bounds
do not depend on i.
Now let the universal constants s3 ≥ 1 and s′ > 0 be as in Lemma S25(iii). For θ˜ ∈ [1,∞),
define t(θ˜) ≡ t3(θ˜) = log(s3 log3(eθ˜) − s3 + 1) as in the proof of this result, and note that
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t(θ˜) . log θ˜ and et(θ˜) . log3(eθ˜). If f ∈ G(f0, δ), then it follows from Lemma S25(iii) that
log f ≤ t(θ) + s′(34δ)2/5 − log µ3(S) on S. Also, for each 1 ≤ i ≤ ` − 1, we deduce from
Lemma S30(iii) that log f(x) ≥ −2−i+2(3!)−1/2− log θ− log µ3(S) ≥ −2−i+2− log θ− log µ3(S)
for all x ∈ P †i,j \ IntP †i+1, j ⊆ J†i,j. Thus, for each 1 ≤ i ≤ `− 1, it follows from the observations
above and (S33) from Proposition S7 that
H[ ](ε
′/
√
`,G(f0, δ), dH, P †i,j \ P †i+1, j)
. log2
(
1
θδ2
)({
log θ + t(θ) + s′(34δ)2/5 + 2−i+2
}{
4iθδ2 log2
(
1/(θδ2)
)}1/2
`−1/2 ε
)3/2
.
(
δ
ε
)3/2
log17/4
(
1
θδ2
)
θ3/4
(
2i log θ + 2iδ2/5 + 4
)3/2
.
(
δ
ε
)3/2
log17/4
(
1
θδ2
)
θ3/4
(
23i/2 log3/2 θ + 23i/2δ3/5 + 1
)
.
By our choice of `, we have ` . log(1/(θδ2)) and
∑`−1
i=1 2
3i/2 . 23(`−1)/2 − 1 . (θδ2)−3/4, and
since θ > 1 and θδ2 < 2−3, we conclude that
H[ ](ε
′,G(f0, δ), dH, P †1,j) ≤
`−1∑
i=1
H[ ](ε
′/
√
`,G(f0, δ), dH, P †i,j \ P †i+1, j)
. 1
ε3/2
log17/4
(
1
θδ2
)(
log3/2 θ + δ3/5 + (θδ2)3/4 `
)
. 1
ε3/2
log17/4
(
1
θδ2
)(
log3/2 θ + δ3/5
)
+ θ3/4
(
δ
ε
)3/2
log21/4
(
1
θδ2
)
.
(S58)
Furthermore, recalling that every f ∈ G(f0, δ) satisfies f ≤ et(θ)+s′(34δ)2/5−logµ3(S) . et(θ) .
log3(eθ) on R†j \ IntP †1,j, we may apply the final assertion of Proposition S7 together with (S57)
to deduce that
H[ ](ε
′,G(f0, δ), dH, R†j \ P †1,j) . log2
(
1
θδ2
)
θδ2 log2(1/(θδ2)) log3(eθ)
ε2
. θ log3(eθ)
(
δ
ε
)2
log4
(
1
θδ2
)
. (S59)
Now that we have established (S58) and (S59) for each 1 ≤ j ≤ d+ 1 = 4, the result follows on
noting that
H[ ](2
1/2ε,G(f0, δ), dH) ≤
4∑
j=1
{
H[ ](ε
′,G(f0, δ), dH, R†j \ P †1,j) +H[ ](ε′,G(f0, δ), dH, P †1,j)
}
.
By imitating the proof of Proposition S9, we obtain the key local bracketing entropy result
that enables us to prove Theorem 5.
Proposition S11. Let d = 3 and fix θ ∈ (1,∞). If 0 < ε < δ < (8θ)−1/2 and f0 ∈ F [θ](Pm)
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for some m ≥ 4, then
H[ ](2
1/2ε,G(f0, δ), dH) . m
{
log3/2 θ + δ3/5
ε3/2
log17/4
(
1
θδ2
)
+ θ3/4
(
δ
ε
)3/2
log21/4
(
1
θδ2
)
+ θ log3(eθ)
(
δ
ε
)2
log4
(
1
θδ2
)}
= mH3,θ(δ, ε). (S60)
Proof. Suppose that 0 < ε < δ < (8θ)−1/2. By Proposition S23, we can find M ≤ 6m 3-
simplices S1, . . . , SM with pairwise disjoint interiors whose union is P := supp f0. Set αj :=
{µ3(Sj)/µ3(P )}1/2 for each 1 ≤ j ≤ M , so that
∑M
j=1 α
2
j = 1. For each f ∈ G(f0, δ) and
1 ≤ j ≤ M , let nj(f) be the smallest nj ∈ N for which
∫
Sj
(√
f − √f0
)2 ≤ α2j njδ2, so that∑M
j=1 α
2
j nj(f) ≤ 2, as in (S49). We also claim that nj(f) . log3(eθ) δ−2 for all 1 ≤ j ≤ M .
To see this, let t(θ) ≡ t3(θ) be as in the proof of Lemma S25 and note that since f0 ∈ F [θ](P ),
δ < (8θ)−1/2 and f ∈ G(f0, δ), it follows from Lemma S25(iii) that
0 ≤ f ∨ f0 . et(θ)−log µ3(P ) . log3(eθ)µ3(P )−1 = log3(eθ) fP on P . (S61)
Thus, we have
(√
f − √f0
)2 ≤ f ∨ f0 . log3(eθ) fP = log3(eθ)µ3(P )−1 on P , so ∫Sj (√f −√
f0
)2 . log3(eθ)µ3(Sj)/µ3(P ) = log3(eθ)α2j for all j. Recalling the definition of nj(f), we
deduce that nj(f) . log3(eθ) δ−2 for all j, as required.
Now let U := {(n1(f), . . . , nM(f)) : f ∈ G(f0, δ)}, and for each (n1, . . . , nM) ∈ U , define
G(f0, δ;n1, . . . , nM) := {f ∈ G(f0, δ) : nj(f) = nj for all 1 ≤ j ≤M}.
Since G(f0, δ) is the union of these subclasses, it follows that
N[ ](2
1/2ε,G(f0, δ), dH) ≤
∑
(n1,...,nM )∈U
N[ ](2
1/2ε,G(f0, δ;n1, . . . , nM), dH),
so
H[ ](2
1/2ε,G(f0, δ), dH) ≤ log |U |+ max
(n1,...,nM )∈U
H[ ](2
1/2ε,G(f0, δ;n1, . . . , nM), dH). (S62)
Since nj(f) . log3(eθ) δ−2 for all 1 ≤ j ≤ M , we deduce that |U | . log3M(eθ) δ−2M and hence
that
log |U | .M(log log(eθ) + log(1/δ)) . m(log log(eθ) + log(1/δ)). (S63)
Next, we bound the second term on the right-hand side of (S62). Fix j ∈ {1, . . . ,M}
and (n1, . . . , nM) ∈ U . If f ∈ G(f0, δ;n1, . . . , nM), then
∫
Sj
(√
f − √f0
)2 ≤ α2j njδ2, so∫
Sj
{
(α−2j f)
1/2− (α−2j f0)1/2
}2 ≤ njδ2. This shows that α−2j f1Sj ∈ G(α−2j f01Sj ,√nj δ). Observe
also that α−2j f01Sj ≥ θ−1fSj , whence α−2j f01Sj ∈ F [θ](Sj). Furthermore, it follows from (S61)
that
0 ≤ α−2j f1Sj = µ3(P )f1Sj/µ3(Sj) . log3(eθ)µ3(Sj)−11Sj = log3(eθ) fSj on Sj. (S64)
Suppose first that
√
nj δ < 2
−3 θ−1/2. Since α−2j f01Sj ∈ F [θ](Sj) and 0 < √nj ε < √nj δ <
2−3 θ−1/2, we can apply Proposition S10 to deduce that there exists a
√
nj ε-Hellinger bracketing
set {[gL` , gU` ] : 1 ≤ ` ≤ Nj} for G(α−2j f01Sj ,√nj δ) such that
logNj . H3,θ(
√
nj δ,
√
nj ε) . H3,θ(δ, ε).
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Arguing as in the proof of Proposition S9, we see that {[α2j gL` , α2j gU` ] : 1 ≤ ` ≤ Nj} is an
(αj
√
nj ε)-Hellinger bracketing set for {f1Sj : f ∈ G(f0, δ;n1, . . . , nM)}, which implies that
H[ ]
(
αj
√
nj ε,G(f0, δ;n1, . . . , nM), dH, Sj
)
. H3,θ(δ, ε), (S65)
provided that
√
nj δ < 2
−3 θ−1/2.
We now verify that (S65) remains valid even when
√
nj δ ≥ 2−3 θ−1/2. In this case, we
define Bj := log(log
3(eθ)µ3(Sj)
−1) and deduce from (S64) that for a sufficiently large universal
constant C > 0, we have {α−2j f1Sj : f ∈ G(f0, δ;n1, . . . , nM)} ⊆ G−∞, CBj(Sj). By the final
bound (S35) from Proposition S7, we can find a
√
nj ε-Hellinger bracketing set {[g˜L` , g˜U` ] : 1 ≤
` ≤ N˜j} for G−∞, CBj(Sj) such that
log N˜j . h3
( √
nj ε
eBj/2µ3(Sj)1/2
)
. h3
( √
nj ε
log3/2(eθ)
)
. h3
(
ε
{θ log3(eθ)}1/2 δ
)
. H3,θ(δ, ε).
Indeed, the penultimate inequality above follows since
√
nj δ & θ−1/2 and h3 : η 7→ η−2 is
decreasing, and the final inequality is easily verified. As above, we see that {[α2j g˜L` , α2j g˜U` ] :
1 ≤ ` ≤ N˜j} an (αj√nj ε)-Hellinger bracketing set for {f1Sj : f ∈ G(f0, δ;n1, . . . , nM)}, which
implies that
H[ ]
(
αj
√
nj ε,G(f0, δ;n1, . . . , nM), dH, Sj
) ≤ log N˜j . H3,θ(δ, ε)
and hence that (S65) holds when
√
nj δ ≥ 2−3 θ−1/2, as required.
Finally, since (n1, . . . , nM) ∈ U and
∑M
j=1 α
2
j nj(f) ≤ 2 for all f ∈ G(f0, δ), it follows from
the definition of U that
∑M
j=1 α
2
j nj ε
2 ≤ 2ε2. Having established (S65) for all 1 ≤ j ≤ M , we
conclude that
H[ ]
(
21/2ε,G(f0, δ;n1, . . . , nM), dH
) ≤ M∑
j=1
H[ ]
(
αj
√
nj ε,G(f0, δ;n1, . . . , nM), dH, Sj
)
.MH3,θ(δ, ε) . mH3,θ(δ, ε)
whenever 0 < ε < δ < (8θ)−1/2 and (n1, . . . , nM) ∈ U . Together with (S62) and (S63), this
implies the desired conclusion.
S2 Technical preparation for Sections 2 and S1
In this section, we require some further concepts and definitions that are of a more techni-
cal nature compared with those already outlined in Section 1.1 in the main text. Accessible
introductions to this material can be found in Schneider (2014) and Rockafellar (1997).
For x ∈ Rd and r > 0, let B(x, r) := {w ∈ Rd : ‖w − x‖ < r} and B¯(x, r) := {w ∈ Rd :
‖w − x‖ ≤ r}. Recall that a line is a set of the form {x + λu : λ ∈ R} and that a ray is a set
of the form {x + λu : λ ≥ 0}, where x ∈ Rd and u ∈ Rd \ {0}. For A ⊆ Rd, let convA, aff A,
spanA respectively denote the convex hull, affine hull and linear span of A.
A cone is a set C ⊆ Rd with the property that λC ⊆ C for all λ > 0. We say that C
is pointed if C ∩ (−C) = {0}. If C is a non-empty, closed, convex cone, then the dual cone
C∗ := {α ∈ Rd : α>x ≥ 0 for all x ∈ C} is also closed and convex, and we have C∗∗ = C
(Schneider, 2014, Theorem 1.6.1).
If E ⊆ Rd is non-empty and convex, then its relative interior relintE is defined as the
interior of E within the ambient space aff E, and we write ∂E := (ClE) \ (relintE) for the
relative boundary of E. It is always the case that ∂E = ∂(ClE) and µd(∂E) = 0; see Schneider
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(2014, Theorem 1.1.15(c)) and Lang (1986) for example. If in addition E is closed, then the
recession cone rec(E) := {u ∈ Rd : E+u ⊆ E} is closed and convex, and we have rec(E) = {0}
if and only if E is compact (Rockafellar, 1997, Theorem 8.4).
Let K ≡ Kd denote the collection of all closed, convex sets K ⊆ Rd with non-empty interior,
and let Kb ≡ Kbd be the collection of all bounded K ∈ Kd. We say that K ∈ K is line-free if
K does not contain a line; i.e. for all x ∈ K and u ∈ Rd \ {0}, there exists some λ ∈ R such
that x + λu /∈ K. Also, if K ∈ K, then K = Cl IntK (Schneider, 2014, Theorem 1.1.15(b))
and ExpK ⊆ ExtK, where ExtK and ExpK respectively denote the sets of extreme points
and exposed points of K; see Section 1.1 for the relevant definitions. For K ∈ K, Straszewicz’s
theorem (Schneider, 2014, Theorem 1.4.7) asserts that ExtK ⊆ Cl ExpK. Moreover, for each
K ∈ K with 0 ∈ IntK, the Minkowski functional of K is the function ρK : Rd → [0,∞) defined
by ρK(x) := inf{λ > 0 : x ∈ λK}, which is easily seen to be positively homogeneous (i.e.
ρK(λx) = λρK(x) for all λ > 0 and x ∈ Rd) and subadditive (i.e. ρK(x + y) ≤ ρK(x) + ρK(y)
for all x, y ∈ Rd), and therefore convex; see Schneider (2014, Section 1.7) for example.
Finally, if f : S → R∪{∞} is a function whose domain S is a subset of Rd, then the epigraph
of f is the set {(x, t) ∈ S × R : f(x) ≤ t}.
S2.1 Properties of log-concave, log-k-affine densities
The results in this section provide a basis for the definition of the complexity parameter Γ(f) in
Section 2, as well as for some key calculations in the derivation of the key local bracketing en-
tropy bound (Proposition 10) in Section 5.1. Some of the propositions below are of independent
interest; in particular, we obtain an explicit parametrisation of the subclass F1 of log-1-affine
densities in Fd (Proposition S15) and also provide a proof of Proposition 1 in the main text,
which elucidates the geometric structure of log-concave, log-k-affine functions with polyhedral
support. Much of the requisite convex analysis background and notation is set out above. The
subclass F1 is not to be confused with the subclass F0,11 studied in Section S1.2.
To begin with, we state and prove two results from convex analysis, the second of which
(Proposition S13) plays a crucial role in the subsequent theoretical development. A key ingre-
dient in the proof of Proposition S13 is the powerful Brunn–Minkowski inequality (Schneider,
2014, Theorem 7.1.1).
Lemma S12. Let C ⊆ Rd be a non-empty, closed, convex cone. Then we have the following:
(i) IntC∗ = {α ∈ Rd : α>x > 0 for all x ∈ C \ {0}}.
(ii) C is pointed if and only if Int(C∗) is non-empty.
This appears as Exercise B.16 in Ben-Tal and Nemirovski (2015), and we provide a proof
here for convenience.
Proof. Let hC : Rd → R be the function defined by hC(α) := inf{α>x : x ∈ C ∩ Sd−1}, and
observe that since hC(α) ≥ hC(α′) + hC(α − α′) for all α, α′ ∈ Rd, it follows that hC is in fact
1-Lipschitz with respect to the Euclidean norm. Indeed, we have
|hC(α)− hC(α′)| ≤ max{−hC(α− α′),−hC(α′ − α)} ≤ ‖α− α′‖
for all α, α′ ∈ Rd. Since hC is positively homogeneous (i.e. hC(λα) = λhC(α) for all λ > 0
and α ∈ Rd), we have α ∈ C∗ if and only if hC(α) ≥ 0. Now fix α ∈ Rd. If α>x > 0 for all
x ∈ C \ {0}, then since hC is continuous and C ∩ Sd−1 is compact, it follows that hC(α) > 0
and hence that α ∈ Int(C∗). Conversely, if there exists x ∈ C \ {0} such that α>x ≤ 0, then
fix v ∈ Rd such that α>v < 0 and note that α>(x + εv) < 0 for all ε > 0. This implies that
α /∈ Int(C∗), so the proof of (i) is complete.
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For (ii), observe that C∗ has empty interior if and only if span(C∗) has dimension at most
d − 1, which is equivalent to saying that there exists x ∈ Rd \ {0} such that α>x = 0 for all
α ∈ C∗. If this latter condition holds, then x and −x both belong to C∗∗ = C, so C is not
pointed. On the other hand, if there exists x ∈ Rd \ {0} such that x and −x lie in C, it follows
from the definition of C∗ that α>x = 0 for all α ∈ C∗, so the converse is also true.
For K ∈ K and α ∈ Rd, let mK,α := infx∈K α>x and MK,α := supx∈K α>x, and for each
t ∈ R, define the closed, convex sets
K+α,t := K ∩ {x ∈ Rd : α>x ≤ t} and Kα,t := K ∩ {x ∈ Rd : α>x = t}. (S66)
Proposition S13. Let K ∈ K and α ∈ Rd. Then we have the following:
(i) K+α,t is compact for all t ∈ R if and only if α ∈ Int(rec(K)∗).
(ii) If α ∈ Int(rec(K)∗) \ {0}, then mK,α is finite and Kα,mK,α is a non-empty exposed face of
K. Moreover, if d ≥ 2, then the function t 7→ µd−1(Kα,t)1/(d−1) is concave, finite-valued
and strictly positive on (mK,α,MK,α).
Proof. (i) By taking C := rec(K) in Lemma S12(i), we see that
Int(rec(K)∗) =
{
α ∈ Rd : α>u > 0 for all u ∈ rec(K) \ {0}}. (S67)
If α /∈ Int(rec(K)∗), then there exists u ∈ rec(K) \ {0} such that α>u ≤ 0. Thus, if K+α,t is
non-empty, then x+ λu ∈ K and α>(x+ λu) ≤ α>x ≤ t for all x ∈ K+α,t and λ > 0, so K+α,t is
unbounded.
If α ∈ Int(rec(K)∗) and t ∈ R are such thatK+α,t is non-empty, letH+ := {u ∈ Rd : α>u > 0}
and H− := {u ∈ Rd : α>u ≤ 0}. Note that rec(K+α,t) \ {0} ⊆ rec(K) \ {0}, which by (S67)
is disjoint from H−. Moreover, if x ∈ K+α,t and u ∈ H+, then there exists λ > 0 such that
α>(x + λu) > t. Thus, since x + λu /∈ K+α,t, it follows that u /∈ rec(K+α,t). We conclude that
rec(K+α,t) = {0} and therefore that K+α,t is compact (Rockafellar, 1997, Theorem 8.4).
(ii) For α ∈ Int(rec(K)∗) \ {0}, if we fix y ∈ K+α,t and set s := α>y, then it follows from the
compactness of K+α,s that
s ≥ mK,α = inf
x∈K
α>x = inf
x∈K+α,s
α>x > −∞,
and that the infimum is attained at some z ∈ K+α,s with α>z = mK,α. It is now clear that
Kα,mK,α is a non-empty exposed face of K. Finally, if d ≥ 2, fix λ ∈ (0, 1) and t1, t2 ∈ R with
mK,α ≤ t1 < t2 ≤ MK,α, and set t := λt1 + (1 − λ)t2. Also, for j = 1, 2, fix aj ∈ Kα,tj and
let K ′j := Kα,tj − aj. Setting a := λa1 + (1 − λ)a2 ∈ Kα,t, we see that K ′ := Kα,t − a, K ′1
and K ′2 are contained in the (d − 1)-dimensional subspace H := {u ∈ Rd : α>u = 0}. Since
K+α,t2 is compact and convex, the sets Kα,t, Kα,t1 and Kα,t2 are all non-empty and compact,
and we have Kα,t ⊇ λKα,t1 + (1− λ)Kα,t2 . This implies that K ′ ⊇ λK ′1 + (1− λ)K ′2, so taking
the ambient space to be H, we can apply the Brunn–Minkowski inequality (Schneider, 2014,
Theorem 7.1.1) to deduce that
µd−1(Kα,t)1/(d−1) = µd−1(K ′)1/(d−1) ≥ λµd−1(K ′1)1/(d−1) + (1− λ)µd−1(K ′2)1/(d−1)
= λµd−1(Kα,t1)
1/(d−1) + (1− λ)µd−1(Kα,t2)1/(d−1).
Thus, t 7→ µd−1(Kα,t)1/(d−1) is indeed concave and finite-valued on (mK,α,MK,α). Since
0 < µd(K) = ‖α‖−1
∫ MK,α
mK,α
µd−1(Kα,t) dt, (S68)
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we deduce from this that µd−1(Kα,t) > 0 for all t ∈ (mK,α,MK,α), as required. To verify the
identity (S68), one can proceed as follows: let {u1, . . . , ud} be an orthonormal basis for Rd such
that ud = α/‖α‖, and let Q : Rd → Rd be the invertible linear map defined by setting Quj = ej
for j = 1, . . . , d− 1 and Qud = ‖α‖ed. Since detQ = ‖α‖ and α>Q−1w = α>(wd ud/‖α‖) = wd
for all w = (w1, . . . , wd) ∈ Rd, it follows that
µd(K) =
∫
Q(K)
‖α‖−1 dw = ‖α‖−1
∫ MK,α
mK,α
µd−1({w ∈ Q−1(K) : wd = t}) dwd
= ‖α‖−1
∫ MK,α
mK,α
µd−1(Kα,t) dt,
as claimed, where we have used Fubini’s theorem to obtain the first equality.
Next, we obtain a useful geometric characterisation of the sets K ∈ K for which Int(rec(K)∗)
is non-empty.
Proposition S14. For a fixed K ∈ K, the following are equivalent:
(i) K is line-free;
(iii) Int(rec(K)∗) is non-empty;
(ii) rec(K) is a pointed cone;
(iv) K has at least one exposed point.
Proof. (i) ⇔ (ii): If K contains the line L := {y + λu : λ ∈ R} and x ∈ K, then x + λu ∈
Cl conv
({x} ∪ L) ⊆ K for every λ ∈ R, so {λu : λ ∈ R} ⊆ rec(K). Therefore, rec(K) is
not pointed. Conversely, if rec(K) is not pointed, then there exists u ∈ Rd \ {0} such that
u ∈ rec(K) ∩ (− rec(K)), so K + λu ⊆ K for all λ ∈ R. Therefore, K is not line-free.
(iv) ⇒ (i): As above, if there exist y ∈ K and u ∈ Rd \ {0} such that y + λu ∈ K for all
λ ∈ R, then x + λu ∈ K for all x ∈ K and λ ∈ R. In particular, K has no extreme points, so
it has no exposed points.
(ii) ⇔ (iii): This follows directly from Lemma S12(ii).
(iii)⇒ (iv): If (iii) holds, then there exists α ∈ Int(rec(K)∗)\{0}. For a fixed t ∈ (mK,α,∞),
we know from Proposition S13 that Kα,mK,α is a non-empty exposed face of K
+
α,t, which is d-
dimensional, compact and convex. Thus, Kα,mK,α must itself be compact and convex, so it has
at least one extreme point z (Schneider, 2014, Corollary 1.4.4). Now z is necessarily an extreme
point of K+α,t, so it follows from Straszewicz’s theorem (Schneider, 2014, Theorem 1.4.7) that z
is the limit of a sequence of exposed points of K+α,t. But by the convexity of K, every exposed
point of K+α,t must be an exposed point of K, so (iv) holds, as required.
Using the above results, we now derive necessary and sufficient conditions for a density
f : Rd → [0,∞) to belong to the subclass F1 of log-1-affine densities in Fd.
Proposition S15. For K ∈ K and α ∈ Rd, the function gK,α : Rd → [0,∞) defined by
gK,α(x) := exp(−α>x)1{x∈K} is integrable if and only if K is line-free and α ∈ Int(rec(K)∗). It
follows from this that
F1 = {fK,α := c−1K,α gK,α : K ∈ K, K is line-free and α ∈ Int(rec(K)∗)}, (S69)
where cK,α :=
∫
K
exp(−α>x) dx.
Proof. The result is clear if d = 1, so suppose now that d ≥ 2. First we consider the case where
α = (α1, . . . , αd) /∈ Int(rec(K)∗), which by Proposition S14 covers all instances where K is not
line-free. By (S67), there exists u ∈ rec(K) \ {0} such that α>u ≤ 0, and we may assume
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without loss of generality that u = ed. Then for a fixed x ∈ IntK, we can find ε > 0 such that
Rx,ε :=
(∏d−1
j=1 [xj − ε, xj + ε]
)× [xd − ε,∞) ⊆ K. But since αd = α>ed ≤ 0, we have
cK,α ≥
∫
Rx,ε
exp(−α>w) dw =
∫ ∞
xd−ε
exp(−αdwd) dwd ×
d−1∏
j=1
∫ xj+ε
xj−ε
exp(−αjwj) dwj =∞,
so fK,α is not integrable.
Now suppose that K is line-free and α ∈ Int(rec(K)∗). By (S67), the case α = 0 is possible
if and only if rec(K) = {0}. But by Rockafellar (1997, Theorem 8.4), this is equivalent to
requiring that K be compact, in which case the result is clear. We can therefore assume that
α 6= 0. By the final assertion of Proposition S13(ii), the function t 7→ µd−1(Kα,t)1/(d−1) is
concave and takes strictly positive values on (mK,α,MK,α), so there exist a, b ∈ R such that
µd−1(Kα,t) ≤ |at + b|d−1 for all t in this range. By analogy with (S68) and its derivation, we
have
cK,α =
∫
K
e−α
>x dx = ‖α‖−1
∫ MK,α
mK,α
µd−1(Kα,t) e−t dt ≤ ‖α‖−1
∫ MK,α
mK,α
|at+ b|d−1e−t dt <∞,
as required. The final assertion of the proposition now follows immediately.
Kα,t
K+α,t
K
K˘α,s
α
α>x
s
s− 1
t
mK,α
Figure S2: Illustration of the sets K+α,t, Kα,t and K˘α,s.
Now let F1? ≡ F1d,? denote the collection of all fK,α ∈ F1 for which mK,α = 0. An immediate
consequence of Proposition S13(ii) and Proposition S15 is the following:
Corollary S16. If X ∼ f ∈ F1, there exists x ∈ Rd such that the density of X − x lies in F1? .
If fK,α ∈ F1, then by Proposition S13(i) and Proposition S15, the sets K+α,t and
K˘α,t := K ∩ {x ∈ Rd : t− 1 ≤ α>x ≤ t} (S70)
are compact and convex for all t ∈ R. See Figure S2 for an illustration of the sets K+α,t and
K˘α,s. We now derive simple bounds on µd(K
+
α,t) and µd(K˘α,t) that apply to all fK,α ∈ F1? with
α 6= 0.
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Lemma S17. If fK,α ∈ F1? and α 6= 0, then
γ(d, t) := 1− e−t
d−1∑
`=0
t`
`!
≤ µd(K
+
α,t)
cK,α
≤ et (S71)
for all t > 0. Moreover, if 1 ≤ s ≤ t− 1, then
µd(K˘α,t) ≤ t
d − (t− 1)d
sd − (s− 1)d µd(K˘α,s). (S72)
Proof. The result is clear if d = 1, so suppose now that d ≥ 2. Fix t > 0 and observe that, by
analogy with (S68), we can write
µd(K
+
α,t)
cK,α
=
) ∫ t
0
µd−1(Kα,u) du
)( ∫ t
0
µd−1(Kα,u) e−u du
) × ( ∫ t0 µd−1(Kα,u) e−u du)) ∫∞
0
µd−1(Kα,u) e−u du
) . (S73)
The first term on the right-hand side is bounded above and below by et and 1 respectively. The
second term is clearly at most 1, and we now show that it is bounded below by γ(d, t). This
is certainly the case when t ≥ MK,α, so suppose henceforth that t < MK,α. We know from
Proposition S13(ii) that u 7→ µd−1(Kα,u)1/(d−1) is concave and strictly positive on (0,MK,α), so
µd−1(Kα,u) ≥ (u/t)d−1µd−1(Kα,t) for all 0 ≤ u ≤ t and µd−1(Kα,u) ≤ (u/t)d−1µd−1(Kα,t) for all
u ≥ t. Therefore, introducing random variables Y ∼ Γ(d, 1) and W ∼ Po(t), we conclude that
the second term in (S73) is bounded below by) ∫ t
0
ud−1µd−1(Kα,t) e−u du
)( ∫∞
0
ud−1µd−1(Kα,t) e−u du
) = P(Y ≤ t) = P(W ≥ d) = γ(d, t). (S74)
This establishes (S71). Similarly, if 1 ≤ s ≤ t− 1 and s < MK,α, then
µd(K˘α,t))
µd(K˘α,s)
) = ) ∫ tt−1 µd−1(Kα,u) du)( ∫ s
s−1 µd−1(Kα,u) du
) ≤ ) ∫ tt−1(u/s)d−1µd−1(Kα,s) du)( ∫ s
s−1(u/s)
d−1µd−1(Kα,s) du
) = td − (t− 1)d
sd − (s− 1)d .
The bound (S72) holds trivially when s ≥MK,α, so we are done.
Remark. By appealing to Proposition S13(ii) and stochastic domination arguments, one can
in fact show that the reciprocal of the first term on the right-hand side of (S73) is bounded
below by dt−dγ(d, t) and above by d!
∑d−1
`=1 (−1)`−1t−`/(d− `)! (and also that these bounds are
tight).
We now turn to the proof of Proposition 1 in the main text, which makes use of the following
two facts from general topology and convex analysis. Recall that P ≡ Pd denotes the collection
of all polyhedral subsets of Rd, namely those that can be expressed as the intersection of finitely
many closed half-spaces (and Rd itself).
Lemma S18. If K is a subset of a topological space E and if K1, . . . , K` ⊆ E are closed
sets such that Cl IntK =
⋃ `
j=1 Kj, then Cl IntK is in fact the union of those Kj for which
IntKj 6= ∅. Moreover,
⋃ `
j=1 IntKj is dense in Cl IntK.
Proof of Lemma S18. We first verify that if A,B ⊆ E and A is closed, then
Cl Int(A ∪B) = (Cl IntA) ∪ (Cl IntB) = Cl((IntA) ∪ (IntB)). (S75)
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Indeed, recalling that (ClP ) ∪ (ClQ) = Cl(P ∪ Q) and (IntP ) ∪ (IntQ) ⊆ Int(P ∪ Q) for
all P,Q ⊆ E, we immediately obtain the second equality and the inclusion Cl Int(A ∪ B) ⊇
(Cl IntA) ∪ (Cl IntB). It now remains to show that Cl Int(A ∪ B) ⊆ (Cl IntA) ∪ (Cl IntB).
To this end, fix x ∈ Cl Int(A ∪ B) and suppose that x /∈ Cl IntA, in which case there exists
an open neighbourhood U of x that is disjoint from IntA. Now let V be an arbitrary open
neighbourhood of x and let W := U ∩ V ∩ Int(A ∪B). Then W ⊆ A ∪B is a non-empty open
set that is disjoint from IntA, so W 6⊆ A. Thus, since A is closed by assumption, it follows
that W ∩Ac is a non-empty open set contained within B, and hence that W ∩Ac ⊆ IntB. We
conclude that V ∩ IntB 6= ∅ for all open neighbourhoods V of x, whence x ∈ Cl IntB. This
completes the proof of the first equality in (S75).
Moreover, if K ⊆ E, then Cl Int Cl IntK = Cl IntK; indeed, note that Int Cl IntK ⊇
Int Int IntK = IntK and Cl Int Cl IntK ⊆ Cl Cl Cl IntK = Cl IntK. We deduce from this
and (S75) that if K,K1, . . . , K` are as in the statement of the lemma, then
Cl IntK = Cl Int
(⋃ `
j=1Kj
)
= Cl
(⋃ `
j=1 IntKj
)
=
⋃ `
j=1 Cl IntKj ⊆
⋃
j : IntKj 6=∅ Kj.
Since
⋃
j : IntKj 6=∅ Kj ⊆
⋃ `
j=1 Kj = Cl IntK, this yields the first assertion of the lemma. The
second assertion follows from the first two equalities in the display above.
Lemma S19. Suppose that E1, . . . , E` ∈ P have pairwise disjoint interiors and that any inter-
section Er∩Es with affine dimension d−1 is a common face of Er and Es. If P :=
⋃ `
s=1Es ∈ P,
then E1, . . . , E` constitutes a polyhedral subdivision of P .
The proof of Lemma S19 relies on the auxiliary result below.
Lemma S20. Let d ≥ 2 and let U ⊆ Rd be a path-connected open set. If we have a finite
collection of sets E1, . . . , E` ⊆ Rd, each of affine dimension at most d−2, then A := U \
⋃ `
s=1Es
is path-connected. In fact, for any x, y ∈ A, there is a piecewise linear path γ : [0, 1]→ A with
x = γ(0) and y = γ(1).
Proof of Lemma S20. Before proving the result in full generality, we first specialise to the case
where U is an open ball and proceed by induction on d ≥ 2. The base case d = 2 is trivial, so
now consider a general d > 2 and fix x, y ∈ A. For each 1 ≤ s ≤ `, define a linear subspace
Ws := {z − w : z, w ∈ aff Es} and suppose for the time being that x− y /∈
⋃ `
s=1Ws. Thus, we
cannot have [x, y] ⊆ aff Es for any s. Consequently, if dim(Es) = d−2, then dim(Es∪{x, y}) =
d−1, so Hs := aff(Es∪{x, y}) is the unique affine hyperplane H for which x, y ∈ H and Es ⊆ H.
In other words, if H 6= Hs is any other affine hyperplane through x, y, then Es \ H 6= ∅, in
which case aff(Es ∪H) = Rd and dim(H ∩ Es) = dim(H) + dim(Es) − dim(Rd) = d − 3. On
the other hand, if dim(Es) ≤ d− 3, then clearly dim(H ∩Es) ≤ dim(Es) ≤ d− 3 for any affine
hyperplane H through x, y. We therefore conclude that there is an affine hyperplane H (of
dimension d− 1) such that x, y ∈ H and dim(H ∩Es) ≤ d− 3 for all s. Since H ∩U is an open
ball inside H, it follows by induction that there is a piecewise linear path γ : [0, 1]→ H from x
to y, as required.
In general, if x, y are arbitrary points of A, then since A and Rd \⋃ `s=1Ws have non-empty
interior, we can find z ∈ A such that neither x− z nor z − y lie in ⋃ `s=1Ws. We have already
established that there exist piecewise linear paths in A from x to z and from z to y, so we
can concatenate these to obtain a suitable path from x to y. This shows that U \⋃ `s=1Es is
path-connected whenever U is an open ball.
Now let U be an arbitrary path-connected open set. Then for fixed x, y ∈ A = U \⋃ `s=1Es,
there exists a path α : [0, 1] → U with α(0) = x and α(1) = y. Since U c is closed and Imα
is compact, there exists δ > 0 such that B(α(t), δ) ⊆ U for all t ∈ [0, 1]. We now claim that
there exist K ∈ N and 0 ≤ t0, . . . , tK ≤ 1 such that x ∈ B(α(t0), δ), y ∈ B(α(tK), δ) and
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B(α(tj−1), δ) ∩ B(α(tj), δ) 6= ∅ for all 1 ≤ j ≤ K. Indeed, by the compactness of Imα, we can
extract a finite subset T ⊆ [0, 1] such that Imα ⊆ ⋃t∈T B(α(t), δ). Now consider the graph with
vertex set T in which r, s ∈ T are joined by an edge if and only if B(α(r), δ) ∩ B(α(s), δ) 6= ∅.
If ∅ 6= S ⊆ T constitutes a connected component of this graph, then ⋃t∈S B(α(t), δ) and⋃
t∈T\S B(α(t), δ) are disjoint open sets that cover Imα. But since Imα is connected, it follows
that S = T and hence that the graph is connected. Choosing r, s ∈ T such that x ∈ B(α(r), δ)
and y ∈ B(α(s), δ), we deduce that there is a path in the graph from r to s, as claimed.
Thus, since
⋃ `
s=1Es has empty interior, we can find x1, x2, . . . , xK ∈ A such that xj ∈
B(α(tj−1), δ) ∩ B(α(tj), δ) for all 1 ≤ j ≤ K. Setting x0 := x and xK+1 := y, we have
xj, xj+1 ∈ B(α(tj), δ) \
⋃ `
s=1Es for 0 ≤ j ≤ K, so it follows from the previous argument
that there exists a piecewise linear path in A from xj−1 to xj for each j. As before, we can
concatenate these to obtain a suitable path from x to y.
Proof of Lemma S19. Let d ≥ 2 and fix 1 ≤ r, s ≤ `. First we claim that for any fixed
x ∈ relint(Er ∩ Es), there exist r = r0, r1, . . . , rL = s such that x ∈
⋂L
j=0Erj and Erj−1 ∩ Erj
has affine dimension d− 1 for all 1 ≤ j ≤ L. Indeed, let J be the set of indices t ∈ {1, . . . ,m}
such that x ∈ Et. Since each Et is closed, we can find δ > 0 such that B(x, δ) ∩ Et 6= ∅ if and
only if t ∈ J . Now fix y ∈ B(x, δ) ∩ IntEr and z ∈ B(x, δ) ∩ IntEs, and let E ′ be the union of
all sets of the form Ej ∩ Ek with affine dimension at most d− 2, where j, k ∈ J .
By Lemma S20, there is a piecewise linear path γ : [0, 1]→ IntP ∩B(x, δ)\E ′ with γ(0) = y
and γ(1) = z. Let J ′ be the set of indices t ∈ J for which Im γ ∩ Et 6= ∅, and define
θ(t) := inf{u ∈ [0, 1] : γ(u) ∈ Et} for each t ∈ J ′. Now enumerate the elements of J ′ as
t′0, t
′
1, . . . , t
′
K in such a way that 0 = θ(t
′
0) < θ(t
′
1) ≤ θ(t′2) ≤ . . . ≤ θ(t′K) < 1. Then for each
2 ≤ J ≤ K, there exists 1 ≤ I < J such that γ(θ(t′J)) ∈ Et′I ∩ Et′J , so by the definition of
E ′, it follows that Et′I ∩Et′J must have affine dimension d− 1. Consequently, we can extract a
subsequence r = r0, r1, . . . , rL = s of t
′
0, . . . , t
′
K with the required properties.
Setting E ′j := Erj for 0 ≤ j ≤ L, we now show that Er ∩ Es = E ′0 ∩ E ′L =
⋂L
j=0 E
′
j.
Indeed, first note that since relint(E ′0 ∩ E ′L) is a relatively open convex subset of E ′0, it follows
from Schneider (2014, Theorem 2.1.2) that there is a unique face F ′0 of E
′
0 with relint(E
′
0∩E ′L) ⊆
relintF ′0. Moreover, since E
′
0 ∩E ′1 has affine dimension d− 1 by construction, the conditions of
the lemma imply that E ′0∩E ′1 is a face of E ′0 that contains x. Thus, x ∈ (E ′0∩E ′1)∩relintF ′0, and
we now appeal to the following consequence of the proof of Schneider (2014, Theorem 2.1.2),
which applies to any closed, convex and non-empty K ⊆ Rd: if G,G′ are faces of K such that
G ∩ relintG′ 6= ∅, then G ⊇ G′. Applying this with K = E ′0, G = E ′0 ∩ E ′1 and G′ = F ′0, and
invoking Schneider (2014, Theorem 1.1.15(b)), we deduce that E ′0 ∩ E ′1 ⊇ F ′0 ⊇ E ′0 ∩ E ′L and
hence that E ′0 ∩ E ′L = E ′0 ∩ E ′1 ∩ E ′L.
Next, it follows from this and Schneider (2014, Theorem 2.1.2) that there is a face F ′1 of E
′
1
with x ∈ relint(E ′0 ∩E ′L) = relint(E ′0 ∩E ′1 ∩E ′L) ⊆ relintF ′1. Since E ′1 ∩E ′2 is a face of E ′1 that
contains x, we can apply the fact above with K = E ′1, G = E
′
1∩E ′2 and G′ = F ′1 to deduce that
E ′1 ∩ E ′2 ⊇ F ′1 ⊇ E ′0 ∩ E ′1 ∩ E ′L and hence that E ′0 ∩ E ′L = E ′0 ∩ E ′1 ∩ E ′L = E ′0 ∩ E ′1 ∩ E ′2 ∩ E ′L.
Continuing inductively in this vein, we obtain the conclusion that Er∩Es = E ′0∩E ′L =
⋂L
j=0E
′
j,
as claimed.
Now suppose that we have z ∈ ⋂Lj=0E ′j and x, y ∈ E ′0 such that z ∈ relint[x, y]. Then
E ′0 ∩ E ′1 is a face of E ′0 that contains z, so x, y ∈ E ′1. In view of this and the fact that E ′1 ∩ E ′2
is a face of E ′1 that contains z, it then follows that x, y ∈ E ′2. By repeating this argument, we
conclude that x, y ∈ ⋂Lj=0 E ′j. This shows that Er ∩ Es is a face of Er = E ′0, and it follows by
symmetry that Er ∩ Es is a face of Es.
We are now ready to assemble the proof of Proposition 1. This proceeds via a series of
intermediate claims which together imply the result. In Section 1.1, we provide only a ‘bare-
bones’ definition of a log-k-affine function f ∈ Gd in the sense that the subdomains on which f
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is log-affine are assumed only to be closed. Starting from this, we show in Claim 1 that f has a
‘minimal’ representation in which the subdomains are closed, convex sets and the restrictions of
f to these sets are distinct log-affine functions. In the remainder of the proof, we investigate the
boundary structure of these subdomains more closely and establish that, under the hypotheses
of Proposition 1, these are in fact polyhedral sets that form a subdivision of supp f .
Proof of Proposition 1. For convenience, we set g := log f . The case k = 1 is trivial, so we
assume throughout that f is not log-1-affine. By Lemma S18 and the fact that K = Cl IntK
for all K ∈ K (Schneider, 2014, Theorem 1.1.15(b)), we may assume without loss of generality
that there exist k ≥ 2 closed sets E ′1, . . . , E ′k with non-empty interiors such that P := supp f =⋃ k
j=1E
′
j = Cl
(⋃ k
j=1 IntE
′
j
)
, and θ1, . . . , θk ∈ Rd, ζ1, . . . , ζk ∈ R such that g(x) = θ>j x + ζj for
all x ∈ E ′j. Moreover, we may suppose that there exist pairwise distinct α1, . . . , α` ∈ Rd and a
subsequence 0 = k0 < k1 < . . . < k` = k of the indices 0, 1, . . . , k such that θj = αs whenever
ks−1 < j ≤ ks. Let κ(f) := `, and for each 1 ≤ s ≤ `, let Es :=
⋃ ks
j=ks−1+1E
′
j.
Claim 1. E1, . . . , E` are closed, convex sets with pairwise disjoint and non-empty interiors.
Moreover, if θi = θj, then ζi = ζj, i.e. there exist β1, . . . , β` ∈ R such that g(s) = gs(x) :=
α>s x + βs for all x ∈ Es. Thus, the restrictions of g to the sets E1, . . . , E` are distinct affine
functions g1, . . . , g`.
Proof of Claim 1. If E ⊆ Rd has non-empty interior and g1, g2 : E → R are affine functions
that agree on a non-empty open subset of E, then g1, g2 must in fact agree everywhere on E,
so (IntEr) ∩ (IntEs) = ∅ whenever r 6= s. Moreover, for distinct i, j ∈ {ks−1 + 1, . . . , ks},
fix x′i ∈ IntE ′i and x′j ∈ IntE ′j, so that g(x) = α>s x + ζj for all x ∈ [x′i, x′j] sufficiently close
to x′j and g(x) = α
>
s x + ζi for all x ∈ [x′i, x′j] sufficiently close to x′i. But since g is concave
on [x′i, x
′
j], it follows that ζi = ζj, as required. Thus, there exist β1, . . . , β` ∈ R such that
g(x) = gs(x) := α
>
s x+ βs for all x ∈ Es.
It remains to show that each Es is convex. Fix y ∈ IntEs and suppose for a contradiction
that (convEs)\Es is non-empty. Since convEs ⊆ Cl(convEs) = Cl Int(convEs), it follows that
Int(convEs) \Es ⊆ P is a non-empty open set. We know from Lemma S18 that
⋃ `
r=1 IntEr is
dense in P , i.e. that it has non-empty intersection with any non-empty open subset of P . Thus,
there exist r 6= s such that W := (IntEr) ∩ Int(convEs) \ Es is a non-empty open set. Now
for each x ∈ W , there exist x1, x2 ∈ Es such that x ∈ [x1, x2]. Since g is concave on [x1, x2]
and g(xj) = α
>
s xj + βs for j = 1, 2, we have g(x) ≥ α>s x + βs. On the other hand, since g is
concave on [x, y] and g(z) = α>s z + βs for all z ∈ [x, y] sufficiently close to y, it follows that
g(x) ≤ α>s x + βs. Thus, g(x) = α>s x + βs = α>r x + βr for all x ∈ W ⊆ IntEr, so αr = αs
and βr = βs. This contradicts the fact that α1, . . . , α` are pairwise distinct, so the proof of the
claim is complete.
Claim 2. If Er ∩Es 6= ∅ and r 6= s, then Er ∩Es is a closed, convex subset of ∂Er. Moreover,
if Er∩Es has affine dimension d−1, then there exists a unique closed half-space H+rs containing
Er such that Er ∩Es = Er ∩Hrs, where Hrs := ∂H+rs. Thus, in this case, Er ∩Es is a common
(exposed) facet of Er and Es, and we must have H
+
sr = (IntH
+
rs)
c and Hrs = Hsr.
Proof of Claim 2. Since Es is convex and IntEs ⊆ (IntEr)c, we have Es = Cl IntEs ⊆ (IntEr)c,
so Er ∩ Es is a closed, convex subset of ∂Er. Then by Schneider (2014, Theorem 2.1.2), there
exists a unique proper face F of Er (whose affine dimension is at most d − 1) such that
relint(Er ∩ Es) ⊆ relintF . Now suppose that Er ∩ Es has affine dimension d− 1. Then F is a
facet of Er, so by Schneider (2014, Theorem 2.1.2) and the final observation in the paragraph
after the proof of this result (Schneider, 2014, page 75), there exists a closed half-space H+rs ⊇ Er
such that Hrs := ∂H
+
rs is a supporting hyperplane to Er with F = Er ∩Hrs. Note that a closed
half-space H+rs with these properties must be unique. Furthermore, since the affine functions
60
gr and gs agree on a relatively open subset of Hrs, namely relint(Er ∩ Es), they must agree
everywhere on Hrs.
We now show that Er ∩ Es = F . If this is not the case, then there exist y ∈ F \ (Er ∩ Es)
and z ∈ relint(Er ∩Es) ⊆ relintF . Thus, there is some x ∈ (y, z] that belongs to ∂(Er ∩Es) ∩
(relintF ) and there exists η > 0 such that B(x, η) ∩ Hrs ⊆ F ⊆ Er. Now fix w ∈ IntEr and
observe that we can find δ ∈ (0, η) such that Es 6⊆ B(x, δ) and B(x, δ) ∩ H+rs ⊆ conv({w} ∪
B(x, η) ∩ Hrs) ⊆ Er. Since Er ⊆ H+rs, it follows that B(x, δ) ∩ H+rs = B(x, δ) ∩ Er. Writing
H+sr := (IntH
+
rs)
c for the other closed half-space bounded by Hrs, we note in addition that Es ⊆
H+sr; indeed, if there did exist x˜ ∈ Es \H+sr = Es∩ IntH+rs, then [x, x˜] would be contained within
Es and also have non-empty intersection with B(x, δ) ∩ IntH+rs = Int(B(x, δ) ∩H+rs) ⊆ IntEr,
which would contradict the fact that Es = Cl IntEs ⊆ (IntEr)c.
Next, fix x′ ∈ Es \B(x, δ) ⊆ H+sr \B(x, δ) and note that there exists δ′ ∈ (0, δ] such that for
every y′ ∈ B(x, δ′) ∩ IntH+sr, we can find z′ ∈ B(x, η) ∩Hrs ⊆ F ⊆ Hrs with y′ ∈ [x′, z′]. Thus,
if y′, z′ are as above, then since g(x′) = gs(x′) and g(z′) = gr(z′) = gs(z′), it follows from the
concavity of g on [x′, z′] that g(y′) ≥ gs(y′). On the other hand, there exists w′ ∈ [x, x′] ⊆ Es
sufficiently close to x such that w′ ∈ [y′, z′′] for some z′′ ∈ B(x, η)∩Hrs ⊆ F ⊆ Hrs. As before,
we have g(w′) = gs(w′) and g(z′′) = gr(z′′) = gs(z′′), so g(y′) ≤ gs(y′) by the concavity of
g on [w′, z′′]. We therefore conclude that g(y′) = gs(y′) for all y′ ∈ B(x, δ′) ∩ IntH+sr. Note
that we cannot have B(x, δ′) ∩ IntH+sr ⊆ IntEs; indeed, it would follow that B(x, δ′) ∩Hrs ⊆
Er ∩ (Cl IntEs) = Er ∩ Es, and since aff(Er ∩ Es) = Hrs, this would contradict the fact
that x ∈ ∂(Er ∩ Es). Thus, there exists t 6= r, s such that the intersection of IntEt with
B(x, δ′) ∩ IntH+sr is a non-empty open set, which we denote by U . We see that the affine
functions gs and gt both agree with g on U , so in fact gs = gt on Rd. This contradicts Claim 1,
so it must therefore be the case that Er ∩ Es = F = Er ∩Hrs, as required.
By interchanging Er and Es in the argument above, we deduce that there exists a closed
half-space H+ containing Es such that Er∩Es = Es∩∂H+. Then Er∩Es ⊆ Hrs∩∂H+ ⊆ Hrs,
so dim(Er ∩Es) = dim(Hrs ∩ ∂H+) = dim(Hrs) = d− 1. It follows that ∂H+ = Hrs and hence
that H+ = H+sr, which yields the final assertion of the claim.
Since P ∈ P by hypothesis, there exist closed half-spaces H+1 , . . . , H+M such that P =⋂M
j=1H
+
j . For each 1 ≤ j ≤ M , let Hj := ∂H+j , and for each 1 ≤ r ≤ `, let Ir be the set of
indices s ∈ {1, . . . , `} for which Er ∩ Es has affine dimension d− 1.
Claim 3. If 1 ≤ r ≤ ` and x ∈ ∂Er, then either x ∈ Er ∩ Hj for some 1 ≤ j ≤ M or
x ∈ Er ∩ Es = Er ∩Hrs for some s ∈ Ir.
Proof of Claim 3. Fix 1 ≤ ` ≤ r, and note that ∂P ⊆ ⋃Mj=1Hj and ClEcr ⊆ Cl (P c∪⋃s 6=r Es) =
(ClP c) ∪ (⋃s 6=r Es) = P c ∪ (∂P ) ∪ (⋃s 6=r Es). Since IntEr ∩ ∂P ⊆ IntP ∩ ∂P = ∅, we
have Er ∩ ∂P ⊆ ∂Er. Recalling from Claim 2 that
⋃
s 6=r (Er ∩ Es) ⊆ ∂Er, we deduce that
∂Er = Er∩ClEcr is the union of the sets Er∩H1, . . . , Er∩HM and
⋃
s 6=r (Er∩Es), all of which
are closed. In view of Claim 2 and Lemma S18, in which we set E := ∂Er (equipped with the
subspace topology), it suffices to show that Er ∩ Es has non-empty interior in ∂Er if and only
if s ∈ Ir.
Suppose first that s ∈ Ir, so that dim(Er ∩ Es) = d − 1. Then Er ∩ Es = Er ∩Hrs ⊆ ∂Er
and aff(Er ∩ Es) = Hrs by Claim 2, so for a fixed x ∈ relint(Er ∩ Es), there exists δ > 0
such that B(x, δ) ∩ Hrs ⊆ Er ∩ Es. Now fix w ∈ IntEr and note that there exists δ′ ∈ (0, δ]
such that B(x, δ′) ∩H+rs ⊆ conv({w} ∪ B(x, δ) ∩Hrs) ⊆ Er. Since B(x, δ′) ∩ IntH+sr ⊆ Ecr and
B(x, δ′) ∩ IntH+rs = Int(B(x, δ) ∩H+rs) ⊆ IntEr, we deduce that B(x, δ′) \Hrs = ∅ and hence
that B(x, δ′) ∩ ∂Er = (B(x, δ′) ∩Hrs) ∩ ∂Er ⊆ Er ∩Es. Thus, Er ∩Es has non-empty interior
in E = ∂Er, as required.
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On the other hand, if s /∈ Ir, then F := Er∩Es has affine dimension at most d−2. Fix x ∈ F
and w ∈ IntEr, and let η > 0 be such that B(w, η) ⊆ IntEr. Then there exist w1, w2 ∈ B(w, η)
such that w1 /∈ aff F and w2 /∈ aff(F ∪ {w1}). Now let A := aff{x,w1, w2}. Then A ∩ F = {x}
and A ∩B(w, η) 6= ∅ by construction, so A ∩ Er is a closed, convex set with dim(A ∩ Er) = 2.
We now verify that ∂(A ∩ Er) = A ∩ ∂Er. Indeed, since A ∩ IntEr and ∂(A ∩ Er) are
disjoint, we have ∂(A ∩ Er) ⊆ A ∩ ∂Er. For the reverse inclusion, note that if x ∈ A ∩ ∂Er,
then there exists an open half-space H− ⊆ Rd such that H− ∩Er = ∅ and ∂H− is a supporting
hyperplane to Er at x. Since A ∩ IntEr 6= ∅, we cannot have A ⊆ ∂H−, so dim(A ∩ ∂H−) = 1
and therefore x ∈ Cl(A ∩H−) ⊆ Cl(A \ Er) ⊆ (relint(A ∩ Er))c, as required.
Since x ∈ F ⊆ A ∩ ∂Er = ∂(A ∩ Er), it follows that x ∈ Cl (∂(A ∩ Er) \ {x}). By
combining the observations above, we see that ∂(A ∩Er) \ {x} = (A \ {x}) ∩ ∂Er ⊆ F c ∩ ∂Er,
so x ∈ Cl(F c ∩ ∂Er). Since x ∈ F was arbitrary, we conclude that F ⊆ Cl(F c ∩ ∂Er), which
implies that F = Er ∩ Es has non-empty interior in ∂Er.
Claim 4. For each 1 ≤ r ≤ `, we have Er = P ∩
⋂
s∈IrH
+
rs, so in particular Er ∈ P.
Proof of Claim 4. For a fixed 1 ≤ r ≤ `, we already know that Er ⊆ P ∩
⋂
s∈IrH
+
rs. Now fix
x ∈ Ecr and w ∈ IntEr, and note that there exists y ∈ ∂Er ∩ [x,w). By Claims 2 and 3, there
is a closed half-space H+ ⊇ Er with y ∈ ∂H+ such that either H+ = H+j for some 1 ≤ j ≤M ,
or H+ = H+rs for some s ∈ Ir. In all cases, we have w ∈ H+, so it follows that x /∈ H+ and
hence that x /∈ P ∩⋂ s∈IrH+rs.
We have now established the first part of Proposition 1, as well as the fact that Er ∩ Es is
a common face of Er and Es whenever this intersection has affine dimension d− 1. In view of
Claim 1, a direct application of Lemma S19 yields the conclusion that E1, . . . , E` constitutes
a polyhedral subdivision of P . Since |Ir| ≤ k − 1 for all 1 ≤ r ≤ `, it follows from Claim 4
that each Er can be expressed as the intersection of at most M + |Ir| ≤M + k− 1 closed half-
spaces. In view of Bruns and Gubeladze (2009, Theorem 1.6), this implies the last assertion of
Proposition 1.
Finally, to show that the triples (αj, βj, Ej)
κ(f)
j=1 are unique up to reordering, we make the
following observation: if g is affine on some E˜ ∈ K with E˜ ⊆ P , then there exists a unique
1 ≤ r ≤ ` such that E˜j ⊆ Er. Indeed, it cannot happen that there exist distinct 1 ≤ r, s ≤ `
such that Int E˜ intersects both IntEr and IntEs, since g1, . . . , g` are distinct affine functions
by Claim 1. Thus, there exists a unique 1 ≤ r ≤ ` such that Int E˜ ⊆ IntEr, so E˜ = Cl Int E˜ ⊆
Cl IntEr = Er, whereas for s 6= r, we cannot have E˜ ⊆ Es since Int E˜ 6⊆ IntEs.
Consequently, if E˜1, . . . , E˜`′ ∈ K are such that P =
⋃ `′
j=1 E˜j and the restrictions of g to
these sets are distinct affine functions, then the observation above implies that `′ = ` and that
there is some permutation pi : {1, . . . , `} → {1, . . . , `} such that E˜pi(j) ⊆ Ej for all 1 ≤ j ≤ `.
In fact, we must have E˜pi(j) = Ej for all j. Indeed, if Ej \ E˜pi(j) 6= ∅ for some j, then since
Ej = Cl IntEj, it would follow that W := (IntEj) \ E˜pi(j) is a non-empty open subset of P .
Since E˜pi(j) ∩W = ∅ and E˜pi(j′) ∩W ⊆ Ej′ ∩ IntEj = ∅ for all j′ 6= j, this would imply that⋃ `′
j=1 E˜j ⊆ P \W $ P . This contradiction completes the proof.
Now for k ∈ N and P ∈ P ≡ Pd, denote by Fk(P ) ≡ Fkd (P ) the collection of all f ∈ Fd
for which κ(f) ≤ k and supp f = P . For m ∈ N0, recall that Pm ≡ Pmd denotes the collection
of all P ∈ Pd with at most m facets (and that we view Rd as a polyhedral set with 0 facets).
Finally, for k ∈ N and m ∈ N0, define Fk(Pm) ≡ Fkd (Pmd ) :=
⋃
P∈Pm Fk(P ).
Proposition S21. For k ∈ N and m ∈ N0, the subclass Fk(Pm) is non-empty if and only if
k +m ≥ d+ 1.
For one direction of the proof, we require the following basic result:
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Lemma S22. Every line-free P ∈ Pd has at least d facets. Moreover, every bounded P ∈ Pd
(i.e. every d-dimensional polytope) has at least d+ 1 facets.
Proof of Lemma S22. Fix P ∈ P and consider any representation of P as the intersection of
finitely many closed half-spaces H+1 , . . . , H
+
m, where H
+
j = {x ∈ Rd : α>j x ≤ bj} for some
αj ∈ Rd \ {0} and bj ∈ R. Then C :=
{∑m
j=1 λjαj : λj ≥ 0 for all j
}
is a closed, convex
cone, and note that rec(P ) = {u ∈ Rd : α>j u ≤ 0 for all j} = −C∗. Thus, if P is line-free,
then Int(rec(P )∗) = − IntC is non-empty by Proposition S14, so m ≥ dim(C) = d. On the
other hand, if P is bounded, then rec(P ) = −C∗ = {0} by Rockafellar (1997, Theorem 8.4),
so C = Rd. As above, this implies that m ≥ dim(C) = d, and observe that we cannot have
m = dim(C) = d, since then α1, . . . , αd would be linearly independent, in which case C 6= Rd.
This implies that m ≥ d + 1, as required. In both the line-free and bounded cases, the result
follows on applying Bruns and Gubeladze (2009, Theorem 1.6).
Proof of Proposition S21. Suppose first that k ∈ N and m ∈ N0 are such that Fk(Pm) is non-
empty. Then for f ∈ Fk(Pm), we deduce from the final assertion of Proposition 1 that there
are polyhedral sets E1, . . . , Eκ(f) ∈ Pk+m−1 such that f |Ej is log-1-affine and integrable for each
1 ≤ j ≤ κ(f). Thus, by Proposition S15 and Lemma S22, each Ej is line-free and therefore has
at least d facets. It follows that k +m− 1 ≥ d, as desired.
To establish the converse, note that since the classes Fk(Pm) are nested in k and m by
definition, it will suffice to consider each k ∈ {1, . . . , d+1} in turn and exhibit a density fk, d+1−k
on Rd that lies in Fk(Pd+1−k) ≡ Fkd (Pd+1−kd ). We proceed by induction on d ∈ N. When d = 1,
the univariate densities f1,1 : x 7→ e−x 1{x≥0} and f2,0 : x 7→ e−|x|/2 have the required properties.
For a general d ≥ 2, first fix k ∈ {1, . . . , d} and define fk, d+1−k : Rd → [0,∞) by
fk, d+1−k(x1, . . . , xd) := fk, d−k(x1, . . . , xd−1) e−xd 1{xd≥0},
where fk, d−k : Rd−1 → [0,∞) is an element of Fkd−1(Pd−kd−1 ) whose existence is guaranteed by the
inductive hypothesis. Then
∫
Rd fk, d+1−k =
(∫
Rd−1 fk, d−k
)(∫∞
0
e−xd dxd
)
= 1 by Fubini’s theo-
rem, so fk, d+1−k is a density, which is easily seen to lie in Fd. Observe also that supp fk, d+1−k =
(supp fk, d−k)× [0,∞) ∈ Pd+1−kd ; indeed, P := supp fk, d−k has (at most) d− k facets by induc-
tion, and we see that F is a facet of supp fk, d+1−k = P × [0,∞) if and only if either F = P ×{0}
or F = F ′ × [0,∞) for some facet F ′ of P . Furthermore, since fk, d−k ∈ Fkd−1(Pd−kd−1 ), there are
closed sets E ′1, . . . , E
′
k ⊆ Rd−1 such that P = supp fk, d−k =
⋃ k
j=1 E
′
j and log fk, d−k is affine on
each E ′j. It follows that log fk, d+1−k is affine on each of the sets E
′
1 × [0,∞), . . . , E ′k × [0,∞),
whose union is P × [0,∞) = supp fk, d+1−k. This shows that fk, d+1−k ∈ Fkd (Pd+1−kd ).
Finally, to define fd+1, 0, we fix u1, . . . , ud+1 ∈ Rd such that S := conv{u1, . . . , ud+1} is a d-
simplex with 0 ∈ IntS. Then as remarked at the start of Section S2, the Minkowski functional
ρS : w 7→ inf{λ > 0 : w ∈ λS} ∈ [0,∞) is a convex (and therefore continuous) function on Rd,
and by Xu and Samworth (2019, Proposition 2), there exists c > 0 such that fd+1, 0 : x 7→ ce−ρS(x)
is a density in Fd. Defining Fj := conv{u1, . . . , uj−1, uj+1, . . . , ud+1} for 1 ≤ j ≤ d + 1, we see
that the facets of S are precisely F1, . . . , Fd+1, and hence that log fd+1, 0 = log c−ρS is affine on
Cj :=
⋃
λ∈[0,∞) λFj for each 1 ≤ j ≤ d+ 1. Since supp fd+1, 0 = Rd =
⋃
λ∈[0,∞) λS =
⋃ d+1
j=1 Cj, it
follows that fd+1, 0 ∈ Fd+1d (P0d), as required.
To conclude this subsection, we also record the fact that if d ≤ 3, then every polytope in
Pm ≡ Pmd can be triangulated into O(m) simplices.
Lemma S23. If d ≤ 3 and P ∈ Pm is a polytope, then P has at most 2m vertices and there is
a triangulation of P that contains at most 6m simplices.
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Proof. The cases d = 1, 2 are trivial, so suppose now that d = 3. If P has v vertices, e edges
and f facets, then Euler’s formula asserts that v − e + f = 2 (e.g. Kalai, 2004, Section 20.1).
The edges of P induce a graph structure on the set of vertices of P , and it is easy to see that
the degree of every vertex is at least 3. This implies that 2e ≥ 3v, and we deduce from Euler’s
formula that v ≤ 2(f − 2). The result above follows from the fact that P has a triangulation
that contains at most 3v − 11 simplices (Edelsbrunner et al., 1990).
Remark. In the case d = 3, we also have the bound 2e ≥ 3f , since every face has at least
3 edges and every edge belong to exactly 2 faces. It then follows from Euler’s formula that
f ≤ 2(v − 2).
In addition, when d = 2, we have the following useful result about polyhedral subdivisions.
Lemma S24. If d = 2 and E1, . . . , Ek is a subdivision of a polyhedral set P ∈ Pm, then∑k
j=1 |F(Ej)| . k +m.
dual graph
P
Figure S3: Illustration of the configuration in Lemma S24.
Proof. Regardless of whether or not P is bounded, observe that P c can be subdivided into m
polyhedral sets in such a way that the intersection of each of these sets with P is a facet of P .
It may be helpful to refer to Figure S3, in which P is represented by the blue shaded region
and the subdivisions of P and P c are indicated by the blue lines.
Having dissected R2 = P ∪ P c into k + m polyhedral regions, we now form the dual graph
G′ of this configuration by fixing a point in each region and joining two points by an edge if the
corresponding regions share a (non-trivial) line segment. This is highlighted in red in Figure S3.
In this graph, the degree of the vertex inside Ej is simply the number of facets of Ej, and the
sum of the degrees of all k +m vertices is equal to twice the number of edges of G′. But G′ is
planar (i.e. it can be drawn in the plane in such a way that no two edges cross), so it has at
most 3(k +m)− 6 edges (Kalai, 2004, Section 20.1). Together with the previous observations,
this implies the desired result.
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S2.2 Auxiliary results for bracketing entropy calculations
The results in this subsection hold for any d ∈ N. First, we consider log-concave functions
f0, f whose restrictions to some K ∈ Kb are close in Hellinger distance, and obtain pointwise
bounds on f under the assumption that f0 is bounded away from 0 on K. Henceforth, we write
fK := fK,0 = µd(K)
−1
1K ∈ F1 for the uniform density on K.
Recall that Φ ≡ Φd denotes the set of all upper semi-continuous, concave functions φ : Rd →
[−∞,∞), and that G ≡ Gd = {eφ : φ ∈ Φ}. For φ ∈ Φ and x ∈ Rd, let Dφ,x := {w ∈ Rd :
φ(w) > φ(x)}.
Lemma S25. Fix K ∈ Kb and f0 ∈ F , and suppose that there exists θ ∈ [1,∞) such that
f0 ≥ θ−1fK on K. Let f ∈ G and δ > 0 be such that
∫
K
(√
f − √f0
)2 ≤ δ2. Then setting
φ := log f ∈ Φ, we have the following:
(i) If x ∈ K satisfies µd(K \Dφ,x) ≥ 4δ2θµd(K), then
φ(x) + log µd(K) ≥ −4δ{θµd(K)/µd(K \Dφ,x)}1/2 − log θ.
(ii) If θ = 1 and δ ∈ (0, 2−3/2], then f0 = fK and φ+ log µd(K) ≤ (8
√
2d)δ on K.
(iii) There exist sd ≥ 1, depending only on d, and a universal constant s′ > 0 such that if θ > 1
and δ ∈ (0, (8θ)−1/2], then φ+ log µd(K) ≤ log(sd logd(eθ)− sd + 1) + s′(d (d+1)δ)2/(d+2) on
K.
Proof. For (i), we may assume that φ(x) + log µd(K) < − log θ, for otherwise there is nothing
to prove. Setting c := θµd(K), we have e
φ(w)/2 ≤ eφ(x)/2 < c−1/2 ≤√f0(w) for all w ∈ K \Dφ,x,
so
δ2 ≥
∫
K\Dφ,x
(√
f0 − eφ/2
)2 ≥ ∫
K\Dφ,x
(
c−1/2 − eφ/2)2 ≥ µd(K \Dφ,x)(c−1/2 − eφ(x)/2)2.
Since log(1− t) ≥ −2t for all t ∈ [0, 1/2], we deduce that if µd(K \Dφ,x) ≥ 4δ2c, then
φ(x) ≥ 2 log
(
1− δc
1/2
µd(K \Dφ,x)1/2
)
− log c ≥ − 4δc
1/2
µd(K \Dφ,x)1/2 − log c,
as required. Turning to assertions (ii) and (iii), we suppose for now that µd(K) = 1 and begin
by establishing that:
Claim. There exists sd > 0, depending only on d, such that φ0 := log f0 ≤ log(sd logd(eθ) −
sd + 1) =: td(θ) on K.
Proof of Claim. Since φ0 ∈ Φ and K ∈ K, we have supx∈K φ0(x) = supx∈IntK φ0(x). Indeed,
for any z ∈ K, note that if y ∈ IntK, then [y, z) ⊆ IntK (Schneider, 2014, Lemma 1.1.9), so it
follows from the concavity of φ0 that φ0(z) ≤ supx∈[y,z) φ0(x) ≤ supx∈IntK φ0(x). Thus, it will
suffice to show that a bound of the above form holds on IntK.
Fix x ∈ IntK and assume that a := φ0(x) + log θ > 0, for otherwise there is nothing to
prove. Now K − x ∈ K and 0 ∈ Int(K − x), so as remarked at the start of Section S2, the
Minkowski functional ρK−x : w 7→ inf{λ > 0 : w ∈ λ(K − x)} ∈ [0,∞) is convex. Thus, the
function ψ0 : Rd → R defined by
ψ0(w) := a
(
1− ρK−x(w − x)
)− log θ
is concave, and note that the restriction of ψ0 to any ray with endpoint x is an affine function.
Also, ψ0(x) = φ0(x), and since f0 ≥ θ−1fK = θ−1 on K by hypothesis, we have ψ0(w) =
− log θ ≤ φ0(w) for all w ∈ ∂K. Since φ0 is concave, this implies that − log θ ≤ ψ0 ≤ φ0 on
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K. Recalling that f0 is a density and setting g(r) := θ
−1ea(1−r) for r ≥ 0 in Xu and Samworth
(2019, Lemma S1), we deduce that
1 ≥
∫
K
eφ0 ≥
∫
K
eψ0 = θ−1d
∫ 1
0
rd−1ea(1−r) dr = θ−1
d! ea
ad
γ(d, a) = θ−1
∞∑
`=0
d!
(`+ d)!
a`, (S76)
where γ(d, a) is defined as in (S71) and the second equality above follows by similar reasoning to
that used to obtain (S74). The final expression in (S76) is bounded below by (1 +a/(d+ 1))/θ,
so
φ0(x) = a− log θ ≤ (d+ 1)(θ − 1)− log θ ≤ (d+ 1)(θ − 1). (S77)
Suppose now that a ≥ 1. Since s 7→ ∑∞`=0 d! s`/(` + d)! is increasing on [0,∞), it follows
from (S76) that θ ≥ d! eγ(d, 1) =: θd. In addition, introducing random variables W ∼ Po(1)
and Wa ∼ Po(a), we see that γ(d, a) = P(Wa ≥ d) ≥ P(W ≥ d) = γ(d, 1). Thus, defining
l : (0,∞)→ R by l(s) := es/sd, we deduce from (S76) that
l(a) = ea/ad ≤ θ/(d! γ(d, 1)). (S78)
Observe now that there exists Cd > 1, depending only on d, such that for all θ˜ ≥ θd, we have
log(Cd θ˜ log
d θ˜) ≥ d and d! γ(d, 1)Cd logd θ˜ ≥ 2d−1
(
logdCd + log
d(θ˜ logd θ˜)
) ≥ logd(Cd θ˜ logd θ˜),
so that
l
(
log(Cd θ˜ log
d θ˜)
)
=
Cd θ˜ log
d θ˜
logd(Cd θ˜ log
d θ˜)
≥ θ˜
d! γ(d, 1)
. (S79)
Since l is increasing on [d,∞), it follows from (S78) and (S79) that
φ0(x) = a− log θ ≤ log+(Cd logd θ), (S80)
provided that φ0(x) + log θ = a ≥ 1. In fact, (S80) holds even when a < 1, so in all cases, we
deduce from this and (S77) that φ0(x) ≤ min{(d+ 1)(θ − 1), log+(Cd logd θ)}. Note that there
exists θ˜d > 1, depending only on d, such that (d + 1)(θ˜ − 1) ≥ log+(Cd logd θ˜) for all θ˜ ≥ θ˜d.
Also, since θ˜ 7→ logd(eθ˜)− 1 is increasing and has strictly positive derivative at θ˜ = 1, we have
e(d+1)(θ˜−1) − 1 .d θ˜− 1 .d logd(eθ˜)− 1 for all θ˜ ∈ [1, θ˜d]. We conclude that there exists sd ≥ 1,
depending only on d, such that φ0(x) ≤ log(sd logd(eθ)− sd + 1), as required.
Proceeding with the proofs of (ii) and (iii), we may assume without loss of generality that
supp f = domφ ⊆ K, since otherwise we can replace f by f1K ; indeed, the hypotheses and
conclusions depend on f only through f |K . Then
√
f0 − eφ/2 ≥ θ−1/2 on K \ domφ under our
assumption that µd(K) = 1, so δ
2 ≥ ∫
K
(
√
f0−eφ/2)2 ≥ θ−1µd(K\domφ) = θ−1(1−µd(domφ)).
Since domφ is convex, this implies that Int domφ is non-empty, and since φ is concave, it follows
as in the first paragraph of the proof of the Claim above that supx∈K φ(x) = supx∈domφ φ(x) =
supx∈Int domφ φ(x). Thus, it will suffice to show that the bounds in (ii) and (iii) hold on Int domφ.
Fix x ∈ Int domφ and assume that φ(x) > t ≡ td(θ), for otherwise there is nothing to
prove. Since φ is upper semi-continuous, the set L := {u ∈ K : φ(u) ≥ t} is compact and
convex (Rockafellar, 1997, Theorem 7.1), and since φ is continuous on Int domφ (Schneider,
2014, Theorem 1.5.3), we have x ∈ IntL. Thus, L−x ∈ K and 0 ∈ Int(L−x), so the Minkowski
functional ρL−x : Rd → [0,∞) is convex. Since b := φ(x) − t > 0, the function ψ : Rd → R
defined by
ψ(w) := b
(
1− ρL−x(w − x)
)
+ t
is concave, and as was the case for the function ψ0 defined in the proof of the Claim, the
restriction of ψ to any ray with endpoint x is an affine function. Also, ψ(x) = φ(x) and
ψ(w) = t ≤ φ(w) for all w ∈ ∂L, so by the Claim above and the concavity of φ, we deduce that
φ0 ≤ t ≤ ψ ≤ φ on L, and (S81)
φ0 ≥ − log θ ≥ t− βb ≥ ψ ≥ φ on K \
(
x+ (1 + β)(L− x)) (S82)
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for all β ≥ (t + log θ)/b. Now fix any α ∈ (0, 1) and suppose first that µd(L) ≥ α. By
applying (S81) and setting g(r) := b2(1− r)2 for r ≥ 0 in Xu and Samworth (2019, Lemma S1),
we find that
δ2 ≥
∫
L
(eφ/2 − eφ0)2 ≥
∫
L
(eψ/2 − et/2)2 ≥ et
∫
L
(ψ − t)2
4
=
dµd(L)e
t
4
∫ 1
0
b2(1− r)2 rd−1 dr
≥ αe
t
2(d+ 1)(d+ 2)
b2. (S83)
On the other hand, suppose instead that µd(L) < α. Fix β ≥ (t+log θ)/b, and let t′ := t−βb and
Lβ := x+(1+β)(L−x). Then µd(K\Lβ) ≥ µd(K)−µd(Lβ) = 1−(1+β)d µd(L) > 1−(1+β)d α.
Together with (S82), this implies that
δ2 ≥
∫
K\Lβ
(
eφ0/2−eφ/2)2 ≥ µd(K\Lβ)(θ−1/2−et′/2)2 ≥ {1− (1 + t− t′
b
)d
α
}(
θ−1/2−et′/2)2.
(S84)
To obtain the bounds in (ii) and (iii), we now substitute suitably chosen values of α and β
into (S83) and (S84). For (ii), let α = 1/4 and β = 21/d − 1. Since t = 0, it follows from (S83)
that if µd(L) ≥ 1/4, then φ(x) = b ≤
√
8(d+ 1)(d+ 2) δ. Otherwise, if µd(L) < 1/4, then since
θ = 1 and t′ = −βφ(x), we deduce from (S84) that
φ(x) ≤ − 2
β
log(1−
√
2δ) ≤ 2
√
2δ
β(1−√2δ) =
2
√
2δ
1−√2δ
(
1 + 21/d + . . .+ 2(d−1)/d
)
≤ 4
√
2δ · 2d = (8
√
2d)δ,
where the second inequality above follows since δ ∈ (0, 2−3/2] by assumption. Therefore, (ii)
holds when µd(K) = 1. As for (iii), suppose that θ > 1, and let α = (δ/d)
2d/(d+2)e−t/4 ∈
(0, 1/4) and β = {t + log(4θ)}/b, so that t′ = − log(4θ). If µd(L) ≥ α, then φ(x) − t = b ≤√
8(d+ 1)(d+ 2) d d/(d+2)δ2/(d+2) . (d d+1δ)2/(d+2) by (S83). Otherwise, if µd(L) < α, then since
8θδ2 ≤ 1 by assumption, we deduce from (S84) that(
1 +
t+ log(4θ)
b
)d
α ≥ 1− δ
2
(θ−1/2/2)2
= 1− 4θδ2 ≥ 1/2.
Now since α ≤ 1/4, we have (2α)−1/d − 1 ≥ (1 − 2−1/d)(2α)−1/d ≥ α−1/d/(4d) > 0, so by
rearranging the inequality above, we conclude that
b ≤ t+ log(4θ)
(2α)−1/d − 1 ≤ 4dα
1/d
(
t+ log(4θ)
) ≤ 4d d/(d+2)δ2/(d+2) t+ log(4θ)
et/d
. (S85)
Recalling that etd(θ˜) = sd log
d(eθ˜) − sd + 1 ≥ logd(eθ˜) for all θ˜ ∈ [1,∞) and that se−s/d ≤ d/e
for all s ∈ [0,∞), we see that there exists a universal constant C ′ > 0 such that {td(θ˜) +
log(4θ˜)}/etd(θ˜)/d ≤ C ′d for all θ˜ ∈ [1,∞). Together with (S85), this implies that φ(x) − t =
b . (d d+1δ)2/(d+2) when µd(L) < α. This completes the proof of (iii) in the special case where
µd(K) = 1.
Having established (ii) and (iii) under the assumption that µd(K) = 1, we now extend these
results to arbitrary K ∈ Kb by means of a simple scaling argument. For a general K ∈ Kb,
suppose that K, θ, f0, f satisfy the conditions of the lemma and that δ ∈ (0, (8θ)−1/2]. Let
λ := µd(K)
1/d and K ′ := λ−1K, so that µd(K ′) = 1. Then defining f˜0, f˜ : Rd → [0,∞)
by f˜0(x) := λ
df0(λx) and f˜(x) := λ
df(λx), we see that f˜0 ∈ F and f˜ ∈ G. Moreover,
f˜0(x) ≥ λd θ−1fK(λx) = θ−1fK′(x) for all x ∈ K ′ and
∫
K′
(
f˜ 1/2−f˜ 1/20
)2
=
∫
K
(
f 1/2−f 1/20
)2 ≤ δ2.
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This shows that K ′, θ, f˜0, f˜ satisfy the conditions of the lemma. Now for any x ∈ K, we have
λ−1x ∈ K ′, and since µd(K ′) = 1, it follows from the bounds obtained hitherto that
log f(x) + log µd(K) = log f(x) + log(λ
d) = log f˜(λ−1x) ≤
{
(8
√
2d)δ if θ = 1
td(θ) + s
′(d (d+1)δ)2/(d+2) if θ > 1,
as required.
In addition, we derive a lower bound on supx∈K+α,1{φ(x)+α>x+log cK,α} that holds whenever
φ ∈ Φ and eφ is close in Hellinger distance to some fK,α ∈ F1? with α 6= 0. For d ∈ N, define
νd := {2−3d−de−1γ(d, 1)}1/2, where γ(d, 1) is taken from Lemma S17. Recall the definitions of
K+α,t and cK,α from (S66) and Proposition S15 respectively.
Lemma S26. Fix fK,α ∈ F1? with K ∈ K and α 6= 0. For φ ∈ Φ, define φ˜K,α : Rd → [−∞,∞)
by φ˜K,α := φ(x) + α
>x + log cK,α. If
∫
K
(
eφ/2 − f 1/2K,α
)2 ≤ δ2 for some δ ∈ (0, νd], then there
exists x− ∈ K+α,1 such that φ˜K,α(x−) > −2.
Proof. Let ψ := φ˜K,α. We first establish that there exists x− ∈ K ′ := K+α,1 with the property
that µd(K
′ ∩ H+) ≥ 2−1d−dµd(K ′) whenever H+ is a half-space whose boundary contains
x−. Then we show that any such x− necessarily satisfies ψ(x−) ≥ −2. To justify the first
claim above, we apply Fritz John’s theorem (John, 1948), which asserts that there exists an
invertible affine map T : Rd → Rd such that B¯(0, 1/d) ⊆ K˜ := T (K ′) ⊆ B¯(0, 1). Now if
H+ is any hyperplane whose boundary contains 0, then µd(K˜ ∩ H+) ≥ 2−1µd(B¯(0, 1/d)) =
2−1d−dµd(B¯(0, 1)) ≥ 2−1d−dµd(K˜), so x− := T−1(0) ∈ K ′ has the required property.
We may now assume that ψ(x) ≤ 0 for every x ∈ K ′, since otherwise the desired conclusion
follows trivially. Then ψ ∈ Φ and eψ(u)/2 ≤ eψ(x−)/2 ≤ 1 for all u ∈ K ′ \Dψ,x− ⊆ K, so
δ2 ≥
∫
K′\Dψ,x−
(
f
1/2
K,α−eφ/2
)2
=
∫
K′\Dψ,x−
e−α
>u
cK,α
(
1−eψ(u)/2)2 du ≥ (1−eψ(x−)/2)2∫
K′\Dψ,x−
e−α
>u
cK,α
du.
Since x− /∈ Dψ,x− and Dψ,x− is convex, the separating hyperplane theorem (Schneider, 2014,
Theorem 1.3.4) implies that there exists a open half-space H+ such that x− ∈ ∂H+ and
K ′ ∩H+ ⊆ K ′ \Dψ,x− . In view of the defining property of x− and Lemma S17, it follows that∫
K′\Dψ,x−
e−α
>u
cK,α
du ≥
∫
K′∩H+
e−α
>u
cK,α
du ≥ e
−1µd(K ′ ∩H+)
cK,α
≥ (2e)
−1d−dµd(K ′)
cK,α
≥ 4ν2d .
By combining the bounds in the two previous displays, we conclude that
ψ(x−) ≥ 2 log
(
1− δ
2νd
)
> −2,
where we have used the fact that δ ∈ (0, νd] to obtain the final inequality. This completes the
proof of the lemma.
The remaining results in this subsection prepare the ground for the proof of Proposition S8,
which establishes a local bracketing entropy bound for classes of log-concave functions f that
lie within small Hellinger neighbourhoods G(fS, δ) of the uniform density fS on a d-simplex S.
As mentioned after the statement of Theorem 3 in Section 2 of the main text, we now develop
further the pointwise lower bound from Lemma S25(i) by identifying subsets (or ‘invelopes’) JSη
of a d-simplex S with the property that µd(S\Dφ,x) & ηµd(S) for all x ∈ JSη , which ensures that
log f + log µd(S) & −δ/η1/2 for all f ∈ G(fS, δ). This is the purpose of Lemma S30(iii), which
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handles the case where S is a regular d-simplex. However, in the proof of Proposition S8, it
turns out that for technical reasons, we cannot work directly with the invelopes we obtain in this
lemma; instead, the strategy we pursue involves constructing polytopal approximations that
satisfy the conditions of Corollary S33. For technical convenience, we first derive analogous
results in the case where the domain is [0, 1]d (Lemmas S28 and S32), before adapting the
relevant geometric constructions to the simplicial setting described above. The volume bound
in Lemma S28(iii) and the properties in Corollary S33 are exploited in the derivation of the local
bracketing entropy bounds in Proposition S8, where they help to ensure that the exponent of
δ matches that of ε; see the paragraph containing (S42). This in turn is ultimately responsible
for the essentially parametric adaptive rates that we are able to establish in Section 2.
Before proceeding, we make some further definitions. Fix 1 ≤ k ≤ d and let P ⊆ Rd be a
k-simplex or a k-parallelotope. Then for each vertex v of P , there are exactly k other vertices
v1, . . . , vk of P for which [v, v1], . . . , [v, vk] are edges of P . Setting wj := vj − v for 1 ≤ j ≤ k,
we note that
P =
{ {
v +
∑k
j=1 λjwj : λj ≥ 0,
∑k
j=1 λj ≤ 1 for all j
}
if P is a k-simplex{
v +
∑k
j=1 λjwj : 0 ≤ λj ≤ 1 for all j
}
if P is a k-parallelotope.
For any fixed x ∈ relintP , there exist unique x˜1, . . . , x˜k ∈ (0, 1) such that x = v +
∑k
j=1 x˜jwj.
Then
P v(x) :=
{
v +
∑k
j=1 λjx˜jwj : 0 ≤ λj ≤ 1 for all j
}
is a closed k-parallelotope, two of whose vertices are v and x. Observe that P v(x) ⊆ P ; indeed,
if λ1, . . . , λk ∈ [0, 1], then λjx˜j ∈ [0, 1] for all 1 ≤ j ≤ k and
∑k
j=1 λjx˜j ≤
∑k
j=1 x˜j. Also, a
simple calculation shows that
µk(P
v(x)) =
{
k!µk(P )
∏k
j=1 x˜j if P is a k-simplex
µk(P )
∏k
j=1 x˜j if P is a k-parallelotope.
(S86)
The following elementary geometric result will be used in the proofs of Lemmas S28 and S30.
Lemma S27. Let P ⊆ Rd be as above and fix x ∈ relintP . If H+ ⊆ Rd is a closed half-space
such that x ∈ ∂H+, then there exists a vertex v of P for which P v(x) ⊆ P ∩H+.
Proof. Since x ∈ ∂H+, there exists a unit vector θ ∈ Rd such that H+ = {u ∈ Rd : θ>u ≤ θ>x},
and since P is compact and convex, we can find a vertex v of P such that v ∈ argminu∈P θ>u.
To see that v has the required property, define vj, wj, x˜j as above for 1 ≤ j ≤ k, and observe
that θ>wj = θ>(vj − v) ≥ 0 for all j by our choice of v. Therefore, since x˜j > 0 for all j,
it follows from the definition of P v(x) that θ>u ≤ θ>x for all u ∈ P v(x), so P v(x) ⊆ H+, as
required.
We now consider Q = Qd := [0, 1]
d. For each ξ = (ξ1, . . . , ξd) ∈ {0, 1}d, let gξ : Q → Q be
the function (x1, . . . , xd) 7→ (ξ1 + (−1)ξ1x1, . . . , ξd + (−1)ξdxd). Then GR(Q) ≡ GR(Qd) := {gξ :
ξ ∈ {0, 1}d} is the subgroup of (affine) isometries of Q generated by reflections in the affine
hyperplanes {(w1, . . . , wd) ∈ Rd : wj = 1/2}, where j = 1, . . . , d. We say that D ⊆ [0, 1]d is
GR(Q)-invariant if g(D) = D for all g ∈ GR(Q).
Moreover, let M : Q→ [0, 1/2]d be the function (x1, . . . , xd) 7→ (x1 ∧ (1− x1), . . . , xd ∧ (1−
xd)). Then for each x ∈ Q, note that M(x) is an element of the orbit of x under GR(Q) that
lies in [0, 1/2]d, and also that M(g(x)) = M(x) for all g ∈ GR(Q).
Lemma S28. For each η > 0, the sets Aη ≡ Ad,η := {(x1, . . . , xd) ∈ (0,∞)d :
∏d
j=1 xj ≥ η} and
Jη ≡ Jd,η := {x ∈ Q : M(x) ∈ Aη} are closed and convex, and have the following properties:
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0 1
1
Aη = {(x1, x2) ∈ (0,∞)2 : x1x2 ≥ η}
Q = [0, 1]2
1/2
1/2
Jη = ∩ g∈GR(Q) g(Aη ∩Q)
x2
x1
Figure S4: Illustration of the sets Aη (union of the lighter and darker regions) and Jη (darker region)
in Lemma S28 when d = 2.
(i) Aη = Ad,η = η
1/dAd,1 and [0, 1/2]
d ∩ Jη = [0, 1/2]d ∩ Aη.
(ii) Jη =
⋂
g∈GR(Q) g(Aη ∩Q), so Jη is GR(Q)-invariant.
(iii) If η ≤ 2−d, then µd(Q \ Jη) = 2dη
∑d−1
`=0 log
`(2−dη−1)/`! and therefore µd(Q \ Jαη) ≤
αµd(Q \ Jη) for all α ≥ 1.
(iv) If C ⊆ Q is convex and Jη 6⊆ IntC, then µd(Q \ C) ≥ η.
(v) If φ ∈ Φ and δ, η > 0 are such that 4δ2 ≤ η ≤ 2−d and ∫
Q
(eφ/2 − 1)2 ≤ δ2, then
φ(x) ≥ −4δη−1/2 for all x ∈ Jη.
Proof. The assertions in (i) are immediate from the definitions above. In addition, the function
r : (0,∞)d → (0,∞) defined by r(x1, . . . , xd) :=
∏d
j=1 x
−1
j is convex since its Hessian matrix is
positive definite everywhere, so Aη = {x ∈ (0,∞)d : r(x) ≤ η−1} is convex for all η > 0. Now
for x ∈ Q, note that if M(x) ∈ Aη (i.e. x ∈ Jη), then g(x) ∈ Aη for all g ∈ GR(Q) by the
definition of M , and since M(x) = g˜(x) for some g˜ ∈ GR(Q), the converse is also true. This
shows that Jη =
⋂
g∈GR(Q) g(Aη ∩ Q), as claimed in (ii), and since g(Aη ∩ Q) is convex for all
g ∈ GR(Q), we see that Jη is convex for all η > 0.
Turning to (iii), the formula for µd(Q \ Jη) certainly holds when d = 1, and we now extend
this to all d ≥ 1 by induction. For d ≥ 2, we partition [0, 1/2]d into the sets D1 := [0, 1/2]d−1×
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[0, 2d−1η) ⊆ J cη and D2 := [0, 1/2]d−1 × [2d−1η, 1/2], and write
µd([0, 1/2]
d \ Jη) = µd(D1) + µd(D2 \ Jη) = η +
∫ 1/2
2d−1η
η
xd
d−2∑
`=0
log`
(
xd
2d−1η
)
1
`!
dxd
= η + η
d−1∑
`=1
log`(2−dη−1)
1
`!
,
where we have used the inductive hypothesis to obtain the integrand above. Since µd(Jη) =
2dµd([0, 1/2]
d \ Jη) by symmetry, this completes the inductive step. In particular, µd(Q \ Jη) ≥
2dη when η ≤ 2−d. It follows from this and the formula for µd(Q \ Jη) that µd(Q \ Jαη) ≤
αµd(Q\Jη) for all α ≥ 1, including when αη ≥ 2−d, in which case µd(Q\Jαη) = 1. Alternatively,
to obtain the final assertion of (iii), simply note that [0, 1/2]d \ Jαη ⊆ α1/d ([0, 1/2]d \ Jη) for all
α ≥ 1 and η > 0.
To establish (iv), fix a convex set C ⊆ Q and suppose that there exists x ∈ Jη \ IntC. By
the separating hyperplane theorem, there is a closed half-space H+ such that x ∈ ∂H+ and
C ∩ IntH+ = ∅. Since x ∈ IntQ, it follows from Lemma S27 that there exists a vertex v of Q
such thatQv(x) ⊆ Q∩H+. Therefore, µd(Q\C) ≥ µd(Q∩H+) ≥ µd(Qv(x)) =
∏d
j=1 |xj−vj| ≥ η
by (S86), as desired.
Finally, for fixed x ∈ Jη and η ≥ 4δ2, let C := Q ∩ Dφ,x. Since x ∈ Jη \ IntC by the
definition of Dφ,x, it follows from (iv) that µd(Q\Dφ,x) ≥ η, and we deduce from Lemma S25(i)
that φ(x) ≥ −4δ µd(Q \Dφ,x)−1/2 ≥ −4δη−1/2, as required.
We now obtain an analogous result for 4 ≡ 4d := conv{e1, . . . , ed+1} ⊆ Rd+1, a regular
d-simplex of side length
√
2 that will be viewed as a subset of its affine hull aff4 = {x =
(x1, . . . , xd+1) ∈ Rd+1 :
∑d+1
j=1 xj = 1}. Note that 4 can be subdivided into d + 1 congruent
polytopes R1, . . . , Rd+1, where
Rj :=
{
(x1, . . . , xd+1) ∈ 4 : xj = max1≤`≤d+1 x`
}
. (S87)
The proof of Lemma S30 makes use of another elementary fact from linear algebra.
Lemma S29. Let u1, u2 ∈ Rd be unit vectors and for i = 1, 2, let Hi := {x ∈ Rd : u>i x = 0}.
For x ∈ Rd, write Π(x) := x − (u>2 x)u2 for the orthogonal projection of x onto H2. Then
µd−1(Π(A)) = |u>1 u2|µd−1(A) for all Lebesgue-measurable A ⊆ H1, where Π(A) denotes the
image of A under Π.
Proof. Let α := u>1 u2. The result holds trivially if u1 = u2, so we now assume that u1 6= u2, in
which case H1∩H2 has dimension d−2. Fix an orthonormal basis B = {v3, . . . , vd} of H1∩H2,
and let v1 := u2 − αu1 and v2 := −u1 + αu2. Observe that ‖vi‖2 = v>i vi = 1 − α2 for i = 1, 2
and let v′i := vi/‖vi‖ for each i. Then Bi := {v′i} ∪ B is an orthonormal basis of Hi for each
i, and note that Π(v1) = u2 − (u>1 u2)u1 − (1 − α2)u2 = αv2, whence Π(v′1) = αv′2. Thus, Π is
represented by the matrix diag(α, 1, . . . , 1) with respect to the bases B1 and B2.
Now for i = 1, 2, let Ti : Rd−1 → Hi be the linear map defined by setting Ti e1 = v′i and
Ti ej = vj+1 for 2 ≤ j ≤ d − 1. Then µd−1(A) = µd−1(Ti(A)) for all i and for all measurable
A ⊆ Rd−1. Defining D : Rd−1 → Rd−1 by D(x1, . . . , xd−1) := (αx1, . . . , xd−1), we see that
if R is a hyperrectangle of the form
∏d−1
j=1 [aj, bj], then (Π ◦ T1)(R) = (T2 ◦ D)(R) by the
final observation in the previous paragraph. Thus, if A = T1(R) for some hyperrectangle
R =
∏d−1
j=1 [aj, bj] ⊆ Rd−1, then
µd−1(Π(A)) = µd−1((T2 ◦D)(R)) = µd−1(D(R))
= |α|µd−1(R) = |α|µd−1(T1(R)) = |α|µd−1(A).
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Since the Borel σ-algebra of H1 is generated by the pi-system of sets of the form T1(R), where
R is a hyperrectangle, it follows that the claimed identity µd−1(Π(A)) = |α|µd−1(A) holds for
all Lebesgue-measurable A ⊆ H1, as required.
Remark. The key fact that underlies this result is that |u>1 u2| is the determinant of any matrix
which represents Π|H1 with respect to orthonormal bases of H1 and H2. This follows from the
first paragraph of the proof, which amounts to a derivation of the principal angles between H1
and H2 from first principles.
4 = conv{e1, e2, e3} e2e1
e3
R1 R2
R3
A4η,1 = {(x1, x2, x3) ∈ 4 : x2x3 ≥ η}
J4η = ∩ 3j=1A4η,j
Figure S5: Illustration of the polytopes R1, R2, R3, and the sets A
4
η,1 (union of the lighter and darker
regions) and J4η (darker region) in Lemma S30 when d = 2. Lemma S30(iii) is a key property that
we exploit in the proof of Proposition S8; see Figure S1.
Lemma S30. Let Π: Rd+1 → Rd denote the projection onto the first d coordinates, so that
Π(x1, . . . , xd+1) := (x1, . . . , xd), and let Q
4 ≡ Q4d denote the image of Rd+1 under Π. Then
Q4 is a polytope with 2d facets, and [0, 1/(d + 1)]d ⊆ Q4 ⊆ [0, 1/2]d. Moreover, µd(Π(A)) =
µd(A)/
√
d+ 1 for all Lebesgue-measurable A ⊆ Rd+1.
In addition, for each η > 0, the sets A4η,j ≡ A4d,η,j := {(x1, . . . , xd+1) ∈ 4 :
∏
`6=j x` ≥ η}
and J4η ≡ J4d,η :=
⋂ d+1
j=1 A
4
d,η,j are convex and have the following properties:
(i) Π(Rd+1 ∩ J4η ) = Q4 ∩ Jη and Rj ∩ J4η = Rj ∩ A4η,j for every 1 ≤ j ≤ d+ 1.
(ii) If C ⊆ 4 is convex and J4η 6⊆ relintC, then µd(4 \ C) ≥ d! ηµd(4).
(iii) Suppose that φ, φ0 : aff4 → [−∞,∞) are concave and upper semi-continuous, and that
there exists θ ∈ [1,∞) such that eφ0 ≥ (θµd(4))−1 on 4. Let δ, η > 0 be such that
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4δ2/d! ≤ η ≤ (d+ 1)−d and ∫4 (eφ/2 − eφ0/2)2 ≤ δ2. Then
φ(x) + log µd(4) ≥ −4δ{θ/(d! η)}1/2 − log θ for all x ∈ J4η .
Proof. Note that H := aff4 = {x = (x1, . . . , xd+1) ∈ Rd+1 :
∑d+1
j=1 xj = 1} is an affine
hyperplane with unit normal u := (1/
√
d+ 1, . . . , 1/
√
d+ 1) ∈ Rd+1. For 1 ≤ k ≤ d, let H+k :=
{x ∈ Rd+1 : xk ≥ 0} and H+d+k := {x ∈ Rd+1 : xk ≤ xd+1}. Then Rd+1 = H ∩
⋂ 2d
k=1 H
+
k ⊆ 4,
and it is easy to verify that Rd+1 $ H ∩
⋂
k 6=k′ H
+
k for all 1 ≤ k′ ≤ 2d. Therefore, Rd+1 is
a polytope when viewed as a subset of H, and we deduce from Bruns and Gubeladze (2009,
Theorem 1.6) that F is a facet of Rd+1 if and only if F = Rd+1 ∩H+k for some 1 ≤ k ≤ 2d. It
follows that Rd+1 is a polytope with exactly 2d facets, and since Π|H : H → Rd is linear and
bijective, the same is true of Q4 = Π(Rd+1).
To see that [0, 1/(d + 1)]d ⊆ Q4, fix x = (x1, . . . , xd) ∈ [0, 1/(d + 1)]d and set x′ :=
(x1, . . . , xd, xd+1), where xd+1 := 1 −
∑d
j=1 xj. Then xd+1 ≥ 1/(d + 1) ≥ xj for all 1 ≤ j ≤ d,
so x′ ∈ Rd+1 ⊆ 4 and therefore x = Π(x′) ∈ Π(Rd+1) = Q4, as required. In addition, if
x′ = (x1, . . . , xd+1) ∈ Rd+1, then 0 ≤ xk ≤ xd+1 and xk + xd+1 ≤
∑d+1
j=1 xj = 1 for all 1 ≤ k ≤ d,
so xk ∈ [0, 1/2] for all such k. It follows that Π(x′) ∈ [0, 1/2]d for all x′ ∈ Rd+1 and hence that
Q4 ⊆ [0, 1/2]d.
Furthermore, to establish that µd(Π(A)) = µd(A)/
√
d+ 1 for all Lebesgue-measurable A ⊆
Rd+1, we apply Lemma S29 to the hyperplanes H−e1 = {x ∈ Rd+1 : u>x = 0} and {x ∈ Rd+1 :
e>d+1x = 0}, whose unit normals u and ed+1 satisfy |e>d+1u| = 1/
√
d+ 1. Since Π is linear and
Lebesgue measure is translation invariant, we see that
µd(Π(A)) = µd(Π(A)− e1) = µd(Π(A− e1)) = µd(A− e1)/
√
d+ 1 = µd(A)/
√
d+ 1
for all Lebesgue-measurable A ⊆ Rd+1, as required.
As for (i), note that if x′ = (x1, . . . , xd+1) ∈ Rj ∩ A4η,j for some 1 ≤ j ≤ d + 1, then
xj = max1≤`≤d+1 x` and
∏
6`=j x` ≥ η, so
∏
`6=j′ x` ≥
∏
`6=j x` ≥ η for all 1 ≤ j′ ≤ d + 1, and
therefore x′ ∈ Rj ∩A4η,j′ for all j′. This shows that Rj ∩A4η,j ⊆ Rj ∩ J4η for each 1 ≤ j ≤ d+ 1,
and the reverse inclusion is clear. To see that Π(Rd+1 ∩ J4η ) = Q4 ∩ Jη, first note that since
Q4 ⊆ [0, 1/2]d, it follows from Lemma S28(i) that Q4 ∩ Aη = Q4 ∩ Jη. Thus, x ∈ Q4 ∩ Jη =
Q4 ∩ Aη if and only if x = Π(x′) for some x′ = (x1, . . . , xd+1) ∈ Rd+1 with
∏d
j=1 xj ≥ η, i.e.
precisely when x ∈ Π(Rd+1 ∩ A4η,d+1) = Π(Rd+1 ∩ J4η ), as required.
The proof of (ii) is very similar to that of Lemma S28(iv). Suppose that C ⊆ 4 is convex and
that there exists x ∈ J4η \ relintC. Then it once again follows from the separating hyperplane
theorem and Lemma S27 that there exists a vertex v of 4 such that 4v(x) ⊆ 4∩H+ for some
closed half-space H+ ⊆ Rd+1 with x ∈ ∂H+, H 6= ∂H+ and C ∩ IntH+ = ∅. Then v = ek for
some 1 ≤ k ≤ d+ 1, and note that x = ∑d+1j=1 xjej = ek +∑j 6=k xj(ej − ek). Thus,
µd(4 \ C) ≥ µd(4∩H+) ≥ µd(4v(x)) = d!µd(4)
∏
j 6=k xj ≥ d! ηµd(4)
by (S86) and the fact that x ∈ J4η , as required. Finally, the final assertion (iii) follows from (ii)
and Lemma S25(i) in much the same way that Lemma S28(v) follows from Lemma S28(iv).
In view of Lemma S28(iv) and Lemma S30(ii), we shall henceforth refer to the sets Jη and
J4η as (convex) invelopes. Next, we show that the sets Jη ⊆ Q can be approximated from
within by polytopes Pη satisfying µd(Q \ Pη) .d µd(Q \ Jη), in such a way that the number of
vertices of Pη does not grow too quickly as η↘ 0. This is the content of Lemma S32, whose
proof hinges on an inductive construction based on the following fact.
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Lemma S31. Let E ⊆ (0,∞)d be a convex set with the property that λE ⊆ E for all λ ≥ 1,
and let h : [0,∞)→ [0,∞] be a convex function. Then
Eh := {(x, z) ∈ (0,∞)d × (0,∞) : h(z) ∈ (0,∞), x/h(z) ∈ E}
∪ {(x, z) ∈ (0,∞)d × (0,∞) : h(z) = 0, x ∈ ⋃λ>0 λE}
is a convex subset of Rd+1 ∼= Rd×R. Suppose further that E is closed and (0,∞)d = ⋃λ>0 λE.
Then τE(x) := sup{λ > 0 : x ∈ λE} lies in (0,∞) for all x ∈ (0,∞)d and τE(λx) = λτE(x) for
all x ∈ (0,∞)d and λ ∈ (0,∞). Moreover, we have the following:
(i) λE = {x ∈ (0,∞)d : τE(x) ≥ λ} and λ IntE = {x ∈ (0,∞)d : τE(x) > λ} for all λ > 0, so
τE is continuous on (0,∞)d and λE $ E for all λ > 1.
(ii) Eh = {(x, z) ∈ (0,∞)d × (0,∞) : τE(x) ≥ h(z)}.
If in addition h is lower semi-continuous and decreasing on [0,∞), and if limx↘ 0 h(x) = ∞,
then
(iii) h−1(c) := inf{z ∈ [0,∞) : h(z) ≤ c} ∈ (0,∞] for all c ∈ [0,∞), where we set inf ∅ :=∞.
The function h−1 : [0,∞)→ (0,∞] is convex, decreasing and lower semi-continuous. For
z, c ∈ [0,∞), we have h(z) ≤ c if and only if h−1(c) ≤ z.
(iv) h−1 ◦ τE : (0,∞)d → [0,∞] is a convex function whose epigraph is Eh. If h(z) ∈ (0,∞)
for all z ∈ (0,∞), then Eh is closed and h−1 ◦ τE is lower semi-continuous.
(v) λEh ⊆ Eh for all λ ≥ 1, and if h is not identically ∞, then (0,∞)d+1 = ⋃λ>0 λEh.
Proof. Fix (x1, z1), (x2, z2) ∈ Eh and t ∈ (0, 1), and let (x, z) := t(x1, z1) + (1− t)(x2, z2). Since
h(zi) < ∞ for i = 1, 2, we must have h(z) ≤ th(z1) + (1 − t)h(z2) < ∞. Moreover, it follows
from the definition of Eh that there exist λ1, λ2 ∈ (0,∞) and y1, y2 ∈ E such that λi ≥ h(zi)
and xi = λiyi for each i = 1, 2. Let λ := tλ1 + (1− t)λ2 ∈ (0,∞) and observe that
x′ := x/λ =
tλ1
λ
y1 +
(1− t)λ2
λ
y2 ∈ [y1, y2] ⊆ E.
Thus, if h(z) = 0, then x = λx′ ∈ ⋃λ>0 λE. Otherwise, if h(z) ∈ (0,∞), then
λ′ :=
λ
h(z)
≥ th(z1) + (1− t)h(z2)
h(tz1 + (1− t)z2) ≥ 1,
so x/h(z) = λ′x′ ∈ λ′E ⊆ E. In both cases, we deduce that (x, z) ∈ Eh, and this establishes
the convexity of Eh.
Henceforth, suppose that E is closed and (0,∞)d = ⋃λ>0 λE. It follows from these assump-
tions that 0 /∈ E and moreover that for each x ∈ (0,∞)d, there exists αx ∈ (0,∞) such that
Rx := E ∩ {ax : a ≥ 0} = {ax : a ≥ αx}. Thus, τE(x) = max{λ > 0 : x/λ ∈ E} = 1/αx,
and it is clear that τE(λx) = λτE(x) for all λ ∈ (0,∞). Now if x /∈ E, then x /∈ Rx, so
τE(x) < 1. On the other hand, if x ∈ IntE, then there exists δ > 0 such that (1− δ)x ∈ E, so
τE(x) > 1. Otherwise, if x ∈ ∂E, then by the supporting hyperplane theorem (Schneider, 2014,
Theorem 1.3.2), there exists an open half-space H+ such that x ∈ ∂H+ and H+ ∩E = ∅. Note
that we cannot have Rx ⊆ ∂H+; indeed, this would imply that 0 ∈ ∂H+, and since there exists
η > 0 such that B(x, η) ⊆ (0,∞)d, it would then follow that H+ ∩ (0,∞)d is a non-empty cone
that is disjoint from E. But this contradicts the assumption that (0,∞)d = ⋃λ>0 λE, so it is
indeed the case that Rx 6⊆ ∂H+, as claimed. We conclude that Rx ∩ ∂H+ = {x} and hence
that τE(x) = 1.
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In summary, for λ ∈ (0,∞), we have τE(x) = λτE(x/λ) ≥ λ if and only if x/λ ∈ E, and
τE(x) = λτE(x/λ) > λ if and only if x/λ ∈ IntE. In other words, τ−1E
(
(λ,∞)) = λ IntE and
τ−1E
(
(−∞, λ)) = (λE)c for each λ > 0, and since these sets are all open, we conclude that τE is
continuous on (0,∞)d. Moreover, we see that ∂E ∩ λE = ∅ for all λ > 1, which yields the final
assertion of (i).
For (ii), observe that if h(z) = 0, then τE(x) ≥ h(z) = 0 for all x ∈ (0,∞)d =
⋃
λ>0 λE. On
the other hand, if h(z) ∈ (0,∞), then (i) implies that τE(x) ≥ h(z) if and only if x/h(z) ∈ E.
We conclude that Eh = {(x, z) ∈ (0,∞)d × (0,∞) : τE(x) ≥ h(z)}, as required.
Suppose further that h is convex, decreasing and lower semi-continuous, and that h(x)↗∞
as x↘ 0. Now for c ∈ [0,∞), let Ic := {z ∈ [0,∞) : h(z) ≤ c} and note that either Ic = ∅, in
which case h−1(c) = ∞, or Ic = [z′,∞) for some z′ ∈ (0,∞), in which case h−1(c) = z′. For
z, c ∈ [0,∞), this shows that h(z) ≤ c if and only if h−1(c) ≤ z; in other words, (z, c) ∈ [0,∞)2
lies in the epigraph of h if and only if (c, z) lies in the epigraph of h−1. Since h is convex and
lower semi-continuous, the epigraph of h is closed and convex (Rockafellar, 1997, Theorem 7.1),
so the same is true of the epigraph of h−1. This in turn implies that h−1 is convex and lower
semi-continuous. Moreover, since h is decreasing, the same is true of h−1. This yields (iii).
For (iv), we deduce from (ii) and (iii) that
Eh = {(x, z) ∈ (0,∞)d+1 : τE(x) ≥ h(z)} = {(x, z) ∈ (0,∞)d × R : z ≥ (h−1 ◦ τE)(x)},
where we have used the fact that h−1(c) > 0 for all c ∈ [0,∞) to obtain the second equality.
Thus, h−1◦τE is a convex function whose epigraph is Eh, and if h(z) ∈ (0,∞) for all z ∈ (0,∞),
then it follows from (i) that
{x ∈ (0,∞)d : z ≥ (h−1 ◦ τE)(x)} = {x ∈ (0,∞)d : τE(x) ≥ h(z)} = h(z) · E
is closed for all z ∈ (0,∞). Together with Rockafellar (1997, Theorem 7.1), this implies that
h−1 ◦ τE is lower semi-continuous and Eh is closed, as required.
Finally, if (x, z) ∈ Eh and λ ≥ 1, then τE(x) ≥ h(z) ≥ h(λz)/λ by (ii) and the fact that
h is decreasing, so it follows from (ii) that λ(x, z) ∈ Eh. Also, for a fixed (x, z) ∈ (0,∞)d+1,
note that since h(tz)/t → 0 as t → ∞ if h is not identically ∞, there exists λ > 0 such that
h(λz)/λ ≤ τE(x). We deduce from (ii) that λ(x, z) ∈ Eh, as claimed in (v).
Lemma S32. There exists αd > 0, depending only on d ∈ N, such that for every η ∈ (0, 2−d], we
can construct a GR(Q)-invariant polytope Pη ≡ Pd,η ⊆ Jd,η ≡ Jη with the following properties:
(i) Pη has at most αd log
d−1(1/η) vertices and µd(Q \ Pη) ≤ αd µd(Q \ Jη).
(ii) If 0 < η < η˜ ≤ 2−d, then Pη˜ $ Pη, and the regions Q \ IntPη and Pη \ IntPη˜ can each
be expressed as the union of at most αd log
d−1(1/η) d-simplices with pairwise disjoint
interiors.
(iii) P˜η ≡ P˜d,η := Q4 ∩ Pd,η is a polytope and µd(Q4 \ P˜η) ≤ αd µd(Q4 \ Jη), where Q4 is
defined as in Lemma S30.
(iv) If 0 < η < η˜ ≤ (d + 1)−d, then P˜η˜ $ P˜η, and the regions Q4 \ Int P˜η and P˜η \ Int P˜η˜ can
each be expressed as the union of at most αd log
d−1(1/η) d-simplices with pairwise disjoint
interiors.
A key feature of this result is that the bounds on the number of simplices in (ii) and (iv) have
a polylogarithmic (rather than polynomial) dependence on η−1. The proof below is constructive
and ‘bare-hands’ in that it does not appeal to the general theory of polytopal approximations to
compact, convex sets. It is instructive to compare our conclusions with what could be obtained
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1/2
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Jη
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Pη˜
Figure S6: Diagram of the nested sets Jη ⊇ Pη ⊇ Pη˜ in Lemma S32 for 0 < η < η˜ ≤ 2−d when
d = 2. The grey shaded region is Jη, and the boundaries of Pη and Pη˜ are outlined in purple and
blue respectively. The x1-coordinates of the vertices of Pη in [0, 1/2)
2 take the form 2kη1/2, where
k ∈ Z. The green line segments indicate a triangulation of Pη \ IntPη˜ that is constructed using a
scaling argument, which we illustrate using faint blue line segments; see properties (iv) and (ix) in the
proof.
by directly applying an off-the-shelf result such as Lemma S36 in Section S3.1, or Gordon et
al. (1995, Theorem 3), which states that for any K ∈ Kb and ζ > 0, there exists a polytope
P ⊆ K with .d ζ−(d−1)/2 vertices such that µd(K \ P ) ≤ ζµd(K). In (i), we seek a polytope
P ⊆ Jη such that µd(Q \ P ) ≤ αd µd(Q \ Jη), and in view of Lemma S28(iii), the requirement
is that
µd(Jη \ P ) ≤ (αd − 1)µd(Q \ Jη) .d η logd−1(1/η) .d η logd−1(1/η)µd(Jη),
at least when η ≤ 2−(d+1). It follows from Gordon et al. (1995, Theorem 3) that there exists
a suitable polytope P with .d {η logd−1(1/η)}−(d−1)/2 vertices, but this bound is much weaker
than what is claimed in (i). Similarly, the bounds of order logd−1(1/η) in (ii) and (iv) do not
follow straightforwardly from general schemes for approximating and subdividing the region
between two nested convex sets or polytopes (cf. Lee, 2004, page 390).
Instead, we exploit the special structure of the regions Jη and Aη defined in Lemma S28. In
particular, the scaling property in Lemma S28(i) implies that [0, 1/2]d ∩ Jη = [0, 1/2]d ∩ Aη =
η1/d
(
[0, η−1/d/2]d ∩ A1
)
. In the proof, we aim to construct a set E ≡ Ed ⊆ Ad,1 ≡ A1 such
that [0, η−1/d/2]d ∩ E is a polytope satisfying µd([0, η−1/d/2]d \ E) .d µd([0, η−1/d/2]d \ A1) for
all η > 0. It turns out that this can be achieved whilst also ensuring that [0, η−1/d/2]d ∩E has
.d logd−1(1/η) vertices in [0, η−1/d/2)d. Intuitively, the reason for this is that the boundary of
A1 becomes much ‘flatter’ away from the origin, as can be seen in Figures S4 and S6. This
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means that the volume bound above can be satisfied by an approximating polytope whose
vertices are spread much more diffusely over the boundary of A1 in regions further away from
the origin.
Returning to the original domain [0, 1/2]d, we scale E to get Lη := η
1/dE ⊆ η1/dA1 = Aη, so
that µd([0, 1/2]
d ∩ Lη) .d µd([0, 1/2]d ∩ Jη). The polytope Pη is then constructed by applying
the isometries in GR(Q) to [0, 1/2]
d ∩ Lη. By elucidating the facial structure of E and scaling
E as above, we proceed to obtain simplicial decompositions of Q \ IntPη and Pη \ IntPη˜ that
satisfy the conditions of (ii).
Proof of Lemma S32. Throughout, for d ∈ N, we identify Rd and Zd with Rd−1×R and Zd−1×Z
respectively. First, we will show by induction on d that for all d ∈ N and η > 0, there exists a
closed, convex set Lη ≡ Ld,η with the following properties:
(i) Ld,η is the epigraph of a continuous, convex function gη : (0,∞)d−1 → (0,∞) with the
property that gη(u) ≥ sη(u) := η
∏d−1
j=1 u
−1
j for all u ∈ Rd, and ∂Ld,η = {(x, gη(x)) : x ∈
(0,∞)d−1}.
(ii) λLd,η ⊆ Ld,η ⊆ Ad,η for all λ ≥ 1 and (0,∞)d =
⋃
λ>0 λLd,η.
(iii) If (x1, . . . , xd) ∈ Ld,η, then (x′1, . . . , x′d) ∈ Ld,η whenever x′j ≥ xj for all 1 ≤ j ≤ d. Also,
if (x1, . . . , xd) ∈ IntLd,η, then (x′1, . . . , x′d) ∈ IntLd,η whenever x′j ≥ xj for all j.
(iv) Ld,η = η
1/dLd,1 =: η
1/dEd and (η
1/d, . . . , η1/d) ∈ Rd lies in Ld,η. If η˜ > η, then Ld,η˜ =
(η˜/η)1/d Ld,η $ Ld,η. Moreover, [0, 1/2]d ∩ Ld,η is non-empty if and only if η ∈ (0, 2−d],
and [0, 1/2]d ∩ IntLd,η is non-empty if and only if η ∈ (0, 2−d).
(v) Every facet of Ld,η is a (d − 1)-dimensional polytope and every x ∈ ∂Ld,η lies in some
facet. More precisely, if d ≥ 2 and F is a facet of Ld,η, then there exists m′ = (m, j) ∈
Zd−2 × Z ≡ Zd−1 such that F = Fη,m′ := {(λx, gη(λx)) : x ∈ Gm, λ ∈ [wη,j, wη,j−1]},
where Gm is a corresponding facet of Ed−1 and wη,k ≡ wd,η,k := 2−kη1/d for k ∈ Z.
Moreover, Fη,m′ = η
1/dF1,m′ =: Gm′ for all m
′ ∈ Zd−1, and if (x1, . . . , xd) ∈ Fη,m′ , then
xd ∈ [zη,j−1, zη,j], where zη,k ≡ zd,η,k := 2(d−1)kη1/d for k ∈ Z.
We will then show by induction on d that for all d ∈ N, there exists α′d > 0, depending only on
d, such that the following hold for all η ∈ (0, 2−d]:
(vi) Pη ≡ Pd,η :=
⋂
g∈GR(Q) g(Ld,η ∩Q) is non-empty and GR(Q)-invariant, and Pd,η ⊆ Jd,η.
(vii) [0, 1/2]d ∩ Pd,η = [0, 1/2]d ∩ Ld,η and [0, 1/2]d ∩ IntPd,η = [0, 1/2]d ∩ IntLd,η. Moreover,
µd([0, 1/2]
d \ Pd,η) ≤ α′d µd([0, 1/2]d \ Jd,η).
(viii) Pd,η is a polytope with at most α
′
d log
d−1(1/η) vertices.
(ix) If 0 < η < η˜ ≤ 2−d, then [0, 1/2]d \ IntPd,η and [0, 1/2]d ∩ (Pd,η \ IntPd,η˜) can each be
triangulated into at most α′d log
d−1(1/η) d-simplices, in such a way that for any d-simplex
S in the triangulation of [0, 1/2]d ∩ (Pd,η \ IntPd,η˜), there exists m′ ∈ Zd−1 such that
S ⊆ ⋃λ∈[1,(η˜/η)1/d] λFη,m′ = ⋃λ∈[η1/d, η˜1/d] λGm′ .
In view of the GR(Q)-invariance of Pη, these final four assertions imply parts (i) and (ii) of the
desired result. We will address parts (iii) and (iv) of the lemma at the end of the proof.
When d = 1, we can take L1,η := A1,η = [η,∞) and P1,η := J1,η = [η, 1 − η] for each
η ∈ (0, 1/2], which trivially have the desired properties. Note that L1,η has a single facet
Fη,∅ := {η}, where we write ∅ for the empty tuple. Next, for fixed d ≥ 2 and η > 0, let
hη(z) ≡ hd,η(z) := (η/z)1/(d−1) for each z ∈ (0,∞) and let hη ≡ hd,η : (0,∞) → (0,∞) be
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the piecewise affine function that is linear on each of the intervals [zη,j−1, zη,j] and satisfies
hη(zη,j) = wη,j = hη(zη,j) for all j ∈ Z. Then hη is a strictly decreasing, convex bijection
whose inverse h−1η : (0,∞) → (0,∞) is also piecewise affine. Indeed, for j ∈ Z, let tη,j be the
(unique) affine function that satisfies tη,j(wη,j) = zη,j and tη,j(wη,j−1) = zη,j−1, and observe that
h−1η (w) ≥ tη,j(w) for all w ∈ (0,∞), with equality if and only if w ∈ [wη,j, wη,j−1].
We now verify that hη ≤ hη ≤ γd hη for some γd > 0 that depends only on d. Indeed, if
z = λzη,j ∈ [zη,j, zη,j+1] for some j ∈ Z and λ ∈ [1, 2d−1], then
hη(z)
hη(z)
=
{
1− (λ− 1)/(2d − 2)}hη(zη,j)
λ−1/(d−1) hη(zη,j)
=
(2d − λ− 1)λ1/(d−1)
2d − 2 , (S88)
which is independent of j and attains its maximum value when λ = (2d− 1)/d. Also, it is easy
to see that hη(z) = η
1/dh1(z/η
1/d) and h−1η (w) = η
1/dh−11 (w/η
1/d) for all z, w ∈ (0,∞). Since
h1 is strictly decreasing, it follows that hη < hη˜ whenever 0 < η < η˜.
Using the notation of Lemma S31, we claim that Ld,η := (Ed−1)hη has the required properties
(i)–(v), where Ed−1 ≡ Ld−1,1.
Properties (i) and (ii). By part (ii) of the inductive hypothesis and Lemma S31(iv), it follows
that Ld,η is closed and convex, and that gη := h
−1
η ◦ τEd−1 is a convex function whose epigraph
is Ld,η. Since h
−1
η and τEd−1 are continuous, it follows that gη is continuous and hence that
∂Ld,η = {(x, gη(x)) : x ∈ (0,∞)d−1}. In addition, Lemma S31(v) implies that λLd,η ⊆ Ld,η for
all λ ≥ 1 and (0,∞)d = ⋃λ>0 λLd,η. Now for each z ∈ (0,∞), observe that
Ld,η ∩
(
(0,∞)d−1 × {z}) = (hη(z) · Ed−1)× {z} (S89)
⊆ (hη(z) · Ad−1,1)× {z} ⊆ (hη(z) · Ad−1,1)× {z} (S90)
= Ad−1, η/z × {z} = Ad,η ∩
(
(0,∞)d−1 × {z});
indeed, the first inclusion in (S90) follows from part (ii) of the inductive hypothesis, which
ensures that Ed−1 = Ld−1,1 ⊆ Ad−1,1, and the second inclusion follows from the definition of
Ad−1,1 and the fact that hη ≤ hη. This shows that Ld,η ⊆ Ad,η.
Property (iii). Now fix (x, z) ∈ Ld,η and let x′ ∈ (0,∞)d−1 be such that x′j ≥ xj for all 1 ≤ j ≤
d− 1. It follows from parts (ii) and (iii) of the inductive hypothesis that τEd−1(x′) ≥ τEd−1(x).
Since Ld,η = {(x, z) : x ∈ (0,∞)d, z ≥ gη(x)}, we see that if z′ ≥ z, then
z′ ≥ z ≥ gη(x) = (h−1η ◦ τEd−1)(x) ≥ (h−1η ◦ τEd−1)(x′) = gη(x′),
so (x′, z′) ∈ Ld,η. This yields the first assertion of (iii). Since IntLd,η = {(x, z) : x ∈ (0,∞)d, z >
gη(x)} by property (i), we can argue similarly to obtain the corresponding conclusion when Ld,η
is replaced by IntLd,η throughout.
Property (iv). Note that (x, z) ∈ (0,∞)d lies in Ld,η if and only if (η−1/dx)/h1(η−1/dz) =
x/hη(z) ∈ Ed−1, i.e. η−1/d (x, z) ∈ Ld,1. Thus, if η˜ > η, then Ld,η˜ = η˜1/dLd,1 ≡ η˜1/dEd =
(η˜/η)1/d Ld,η $ Ld,η by property (ii) and Lemma S31(i). Moreover, hη(η1/d) = hη(η1/d) = η1/d,
and part (iv) of the inductive hypothesis asserts that Ed−1 contains (1, . . . , 1) ∈ Rd−1, so we
deduce from (S89) that Ld,η contains (η
1/d, . . . , η1/d) ∈ Rd. It follows from this and property
(iii) that τEd(x) ≤ τEd((1/2, . . . , 1/2)) = 1/2 for all x ∈ [0, 1/2]d. Together with property (ii)
and Lemma S31(i), this shows that [0, 1/2]d ∩ Ld,η = {x ∈ [0, 1/2]d : τEd−1(x) ≥ η1/d} is non-
empty if and only if η ∈ (0, 2−d], and that [0, 1/2]d ∩ IntLd,η = {x ∈ [0, 1/2]d : τEd−1(x) > η1/d}
is non-empty if and only if η ∈ (0, 2−d).
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Property (v). Next, we investigate the facial structure of Ld,η. By part (v) of the inductive
hypothesis, every facet of Ed−1 is a polytope of the form Gm ≡ F1,m for some m ∈ Zd−2.
For each such m, let θm ∈ Rd−1 be such that Hm := {u ∈ Rd−1 : θ>mu = 1} is a supporting
hyperplane to Ed−1 with Ed−1∩Hm = Gm. Since Hm is disjoint from IntEd−1 and x ∈ (θ>mx)Hm
for all x ∈ (0,∞)d−1, it follows from Lemma S31(i) that τEd−1(x) ≤ θ>mx for all x ∈ (0,∞)d−1,
with equality if and only if x ∈ (θ>mx) (Ed−1 ∩Hm) = (θ>mx)Gm, i.e. x ∈
⋃
λ>0 λGm. Therefore,
gη(x) = (h
−1
η ◦ τEd−1)(x) ≥ h−1η (θ>mx) ≥ tη,j(θ>mx) (S91)
for all x ∈ (0,∞)d−1, with equality if and only if x ∈ Dm,j :=
⋃
λ∈[wη,j ,wη,j−1] λGm.
Observe that Dm,j is a (d− 1)-dimensional polytope; indeed, writing Vm for the (finite) set
of extreme points of the polytope Gm, we see that Vm,j := {λu : λ ∈ {wη,j, wη,j−1}, u ∈ Vm} is
the set of extreme points of Dm,j. Setting m
′ = (m, j) ∈ Zd−2×Z ≡ Zd−1, we deduce from (S91)
that the restriction of gη to Dm,j is an affine function x 7→ tη,j(θ>mx), and moreover that Ld,η is
contained within the closed half-space H+η,m′ := {(x, z) ∈ Rd : z ≥ tη,j(θ>mx)}. It follows that
Hη,m′ := ∂H
+
η,m′ = {(x, tη,j(θ>mx)) : x ∈ Rd−1} ⊆ Rd is a supporting hyperplane to Ld,η and that
Fη,m′ := Ld,η ∩Hη,m′ = {(x, gη(x)) : x ∈ Dm,j} = {(x, tη,j(θ>mx)) : x ∈ Dm,j} ⊆ ∂Ld,η
is a facet of Ld,η. In addition, the set of extreme points of Fη,m′ is Vη,m′ := {(x, gη(x)) : x ∈ Vm,j},
so Fη,m′ is also a (d− 1)-dimensional polytope.
Since gη(x) = (h
−1
η ◦ τEd−1)(x) = η1/d h−1η (τEd−1(x)/η1/d) = η1/dg1(x/η1/d) for all x ∈
(0,∞)d−1, it follows that x′ ∈ Fη,m′ if and only if there exists λ′ ∈ [2−j, 2−j+1] = [w1,j, w1,j−1]
and x ∈ Gm such that x′ = (η1/dλ′x, gη(η1/dλ′x)) = η1/d(λ′x, g1(λ′x)). This shows that
Fη,m′ = η
1/dF1,m′ ≡ Gm′ . Moreover, since θ>mx = τEd−1(x) ∈ [wη,j, wη,j−1] for all x ∈ Dm,j,
we have gη(x) = tη,j(θ
>
mx) ∈ [h−1η (wη,j−1), h−1η (wη,j)] = [zη,j−1, zη,j] for all x ∈ Dm,j.
By applying parts (ii) and (v) of the inductive hypothesis, we find that
(0,∞)d−1 = ⋃λ>0 λ ∂Ed−1 = ⋃m∈Zd−2 ⋃j∈Z ⋃λ∈[wη,j ,wη,j−1] λGm = ⋃(m,j)∈Zd−2×ZDm,j.
Thus, for every x′ = (x, gη(x)) ∈ ∂Ld,η, there exists m′ = (m, j) ∈ Zd−1 such that x ∈ Dm,j,
so that x′ ∈ Fη,m′ . Furthermore, if F is an arbitrary facet of Ld,η, then there exist m′ =
(m, j) ∈ Zd−1 and x ∈ IntDm,j such that (x, gη(x)) ∈ relintF ⊆ ∂Ld,η. But since (x, gη(x)) ∈
relintFη,m′ , it follows that (relintF )∩ (relintFη,m′) 6= ∅, whence F = Fη,m′ by Schneider (2014,
Theorem 2.1.2).
Having established properties (i)–(v) of Ld,η, we now verify that Pd,η =
⋂
g∈GR(Q) g(Ld,η∩Q)
has the required properties (vi)–(ix).
Property (vi). Since Ld,η ∩Q is compact and convex, it follows that Pd,η is a compact, convex
and GR(Q)-invariant subset of Q. Moreover, we have
Pd,η =
⋂
g∈GR(Q) g(Ld,η ∩Q) ⊆
⋂
g∈GR(Q) g(Ad,η ∩Q) = Jd,η
by property (ii) of Ld,η and Lemma S28(ii).
Property (vii). Recalling the definition of the function M : Q → [0, 1/2]d from the paragraph
before Lemma S28, we deduce from property (iii) of Ld,η that for x ∈ Q, we have g(x) ∈ Ld,η
for all g ∈ GR(Q) if and only if M(x) ∈ Ld,η. Thus, it follows as in the proof of Lemma S28(ii)
that Pd,η = {x ∈ Q : M(x) ∈ Ld,η} and hence that [0, 1/2]d ∩ Pd,η = [0, 1/2]d ∩ Ld,η. By a
similar argument based on property (iii), we deduce that IntPd,η = {x ∈ Q : M(x) ∈ IntLd,η}
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and hence that [0, 1/2]d ∩ IntPd,η = [0, 1/2]d ∩ IntLd,η. Turning to the last assertion of (vii), it
suffices to show that there exists α′′d > 0, depending only on d, such that
µd−1(([0, 1/2]d−1 × {z}) \ Pd,η) ≤ α′′d µd−1(([0, 1/2]d−1 × {z}) \ Jd,η) (S92)
for all z ∈ [0, 1/2], since we can then integrate this inequality with respect to z to conclude
that µd([0, 1/2]
d \ Pd,η) ≤ α′′d µd([0, 1/2]d \ Jd,η). To this end, fix z ∈ [0, 1/2] and observe that
by (S89) and property (vi), the left-hand side of (S92) is equal to
µd−1(([0, 1/2]d−1 × {z}) \ Ld,η) = µd−1([0, 1/2]d−1 \ (hη(z) · Ed−1))
= µd−1([0, 1/2]d−1 \ Ld−1, hη(z)d−1).
By applying part (vii) of the inductive hypothesis, Lemma S28(iii), (S88) and Lemma S28(i)
in that order, we find that
µd−1([0, 1/2]d−1 \ Ld−1, hη(z)d−1) = µd−1([0, 1/2]d−1 \ Pd−1, hη(z)d−1)
≤ α′d−1 µd−1([0, 1/2]d−1 \ Jd−1, hη(z)d−1)
≤ α′d−1 {hη(z)/hη(z)}d−1 µd−1([0, 1/2]d−1 \ Jd−1, hη(z)d−1)
≤ α′d−1 γd−1d µd−1([0, 1/2]d−1 \ Ad−1, hη(z)d−1)
= α′d−1γ
d−1
d µd−1(([0, 1/2]
d−1 × {z}) \ Ad,η),
= α′d−1γ
d−1
d µd−1(([0, 1/2]
d−1 × {z}) \ Jd,η),
which completes the proof of (S92) and hence that of (vii).
Property (viii). In view of properties (iv) and (vii), it suffices to consider η ∈ (0, 2−d], since
otherwise Pd,η = ∅. Note that for x ∈ (0,∞)d−1, Lemma S31(i) implies that gη(x) = (h−1η ◦
τEd−1)(x) ≤ 1/2 if and only if τEd−1(x) ≥ hη(1/2). By property (iv), this is the case if and only
if x ∈ hη(1/2) · Ed−1 = Ld−1, hη(1/2)d−1 . In view of property (vii), it follows that
[0, 1/2]d ∩ ∂Pd,η = [0, 1/2]d ∩ ∂Ld,η =
{
(x, gη(x)) : x ∈ [0, 1/2]d−1, gη(x) ≤ 1/2
}
=
{
(x, gη(x)) : x ∈ [0, 1/2]d−1 ∩ Ld−1, hη(1/2)d−1
}
. (S93)
With the aid of this identity and the inductive hypothesis, we will identify a finite set U ′ such
that U ′ ⊆ [0, 1/2]d ∩ ∂Pd,η ⊆ convU ′ and |U ′| .d logd−1(1/η). We will then deduce that Pd,η is
the convex hull of U :=
⋃
g∈GR(Q) g(U
′) and hence that (viii) holds.
To this end, fix η ∈ (0, 2−d] and let j− :=
⌊
log2(2η
1/d)
⌋
+ 1 and j+ :=
⌈
log2
(
η1/d/hη(1/2)
)⌉
,
so that j− is the smallest integer j for which wη,j = 2−jη1/d < 1/2 and j+ is the smallest integer
j for which wη,j ≤ hη(1/2). Since hη(1/2) ≥ hη(1/2) = (2η)1/(d−1), we have
j+ ≤ 1 + log2
(
η1/d/hη(1/2)
) ≤ 1 + log2(η1/d/hη(1/2)) ≤ 1 + 1d(d−1) log2(1/η) and
j− ≥ 1 + log2(2η1/d) = 2− 1d log2(1/η),
so j+ − j− + 1 ≤ 1d−1 log2(1/η) ≤ 2 log(1/η). For j = j−, . . . , j+, let L′j := Ld−1, {wη,j∨hη(1/2)}d−1
and P ′j := Pd−1, {wη,j∨hη(1/2)}d−1 , and for convenience, set Pj−−1 := ∅. Then by property (iv)
above, we have L′j = Ld−1, wdη,j = wη,jEd−1 = 2L
′
j−1 for j = j− + 1, . . . , j+ − 1 and
L′j+ = Ld−1, hη(1/2)d−1 = hη(1/2) · Ed−1.
Recall also that by properties (iii) and (iv) above, we have τEd−1(x) ≤ τEd−1((1/2, . . . , 1/2)) =
1/2 for all x ∈ [0, 1/2]d−1. Thus, continuing on from (S93) and recalling part (vii) of the
inductive hypothesis, we can write
[0, 1/2]d−1 ∩ P ′j+ = [0, 1/2]d−1 ∩ L′j+ =
{
x ∈ [0, 1/2]d−1 : hη(1/2) ≤ τEd−1(x) ≤ 1/2
}
=
⋃ j+
j=j−
{
[0, 1/2]d−1 ∩ (P ′j \ IntP ′j−1)
}
; (S94)
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note in particular that by Lemma S31(i) and our choice of j±, it follows that
[0, 1/2]d−1 ∩ (P ′j \ IntP ′j−1) = [0, 1/2]d−1 ∩ (L′j \ IntL′j−1)
=
{
x ∈ [0, 1/2]d−1 : τEd−1(x) ∈ [wη,j ∨ hη(1/2), wη,j−1 ∧ 1/2]
}
⊆ [0, 1/2]d−1 ∩⋃λ∈[wη,j ,wη,j−1] λ ∂Ed−1 (S95)
for all j ∈ {j−, . . . , j+}, and moreover that the interiors of these sets are non-empty and pairwise
disjoint. Since 2−(d−1) = h2−d(1/2)d−1 ≥ hη(1/2)d−1 ≥ hη(1/2)d−1 = 2η, we deduce from part
(ix) of the inductive hypothesis and (S95) that the following holds for all j ∈ {j−, . . . , j+}: the
set [0, 1/2]d−1 ∩ (P ′j \ IntP ′j−1) can be triangulated into at most α′d−1 logd−2(1/η) simplices of
dimension d − 1, in such a way that for every constituent simplex S, there exists m ∈ Zd−2
such that S ⊆ ⋃[wη,j ,wη,j−1] λGm = Dm,j.
Recall from (S91) that gη|Dm,j is affine on Dm,j for all (m, j) ∈ Zd−2 × Z. Thus, by the
deduction in the previous paragraph and (S94), it follows that there is a triangulation of
[0, 1/2]d−1 ∩L′j+ into (d− 1)-simplices S1, . . . , SN , where N ≤ (j+ − j− + 1)α′d−1 logd−2(1/η) ≤
2α′d−1 log
d−1(1/η) and the restriction of gη to each Sk is an affine function. For each 1 ≤ k ≤ N ,
this implies that Rk := {(x, gη(x)) : x ∈ Sk} is a (d−1)-simplex and that there exists m′ ∈ Zd−1
such that Rk ⊆ Fη,m′ ⊆ ∂Ld,η. Writing Uk for the set of vertices of Rk and setting U ′ :=
⋃N
k=1 Uk,
we deduce from (S93) that
U ′ ⊆ [0, 1/2]d ∩ ∂Pd,η =
⋃N
k=1 Rk ⊆ convU ′. (S96)
By applying the (affine) isometries in GR(Q), we conclude that every u ∈ ∂Pd,η lies in the convex
hull of U :=
⋃
g∈GR(Q) g(U
′) =
⋃
g∈GR(Q)
⋃N
k=1 g(Uk), and it then follows from the convexity of
Pd,η that Pd,η = conv ∂Pd,η = convU . Since |Uk| = d for all 1 ≤ k ≤ N and |GR(Q)| = 2d, this
implies that Pd,η is a polytope with at most |U | ≤ 2d dN ≤ 2d+1 dα′d−1 logd−1(1/η) vertices, so
the proof of (viii) is complete.
Property (ix). We start by observing that in each of the following cases, the construction
from Lee (2004, Section 17.5.1) yields a triangulation of any polytope K ⊆ Rd of the spec-
ified form into d simplices of dimension d, each of which is the convex hull of d + 1 vertices of
K:
(a) K = S × [0, 1], where S ⊆ Rd−1 is a (d− 1)-simplex;
(b) K = S↓h := {(x, z) ∈ S × R : 0 ≤ z ≤ h(x)}, where S ⊆ Rd−1 is a (d − 1)-simplex and
h : S → R is an affine function that is strictly positive on S;
(c) K =
⋃
λ∈[a,b] λS, where 0 < a < b and S ⊆ Rd \ {0} is a (d− 1)-simplex.
Indeed, it is easily seen that all such polytopes are combinatorially isomorphic in the sense
of Henk et al. (2004, Section 16.1.1), so the same explicit construction works in all cases.
We will now triangulate [0, 1/2]d \ IntPd,η by ‘lifting’ an suitable triangulation of [0, 1/2]d−1
and then applying the fact above. Let S1, . . . , SN be the (d − 1)-simplices that constitute the
triangulation of P ′j+ = Pd−1, hη(1/2)d−1 obtained in the proof of (viii). By part (ix) of the inductive
hypothesis, we can also triangulate [0, 1/2]d−1 \ IntP ′j+ into (d− 1)-simplices SN+1, . . . , SN+M ,
where M ≤ α′d−1 logd−2(1/η).
Recall now that IntLd,η = {(x, z) ∈ (0,∞)d : z > gη(x)} by property (i) above. For
x ∈ (0,∞)d−1, Lemma S31(i) implies that gη(x) ≤ 1/2 if and only if x ∈ L′j+ , and gη(x) <
1/2 if and only if x ∈ IntL′j+ ; see also (S93). Also, by property (vii), we have [0, 1/2]d−1 ∩
P ′j+ = [0, 1/2]
d−1 ∩ L′j+ and [0, 1/2]d−1 ∩ IntP ′j+ = [0, 1/2]d−1 ∩ IntL′j+ . Therefore, for x ∈
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[0, 1/2]d−1 ∩ P ′j+ , we have (x, z) ∈ [0, 1/2]d \ IntLd,η if and only if 0 ≤ z ≤ gη(x), whereas for
x ∈ [0, 1/2]d−1 \ IntP ′j+ , we have (x, z) ∈ [0, 1/2]d \ IntLd,η for all z ∈ [0, 1/2]. Recalling from
the paragraph before (S96) that gη is affine on each of the simplices S1, . . . , SN , we deduce that
[0, 1/2]d \ IntP ′j+ = [0, 1/2]d \ IntL′j+ =
{
(x, z) : x ∈ [0, 1/2]d−1 ∩ P ′j+ , 0 ≤ z ≤ gη(x)
}∪{
(x, z) : x ∈ [0, 1/2]d−1 \ IntP ′j+ , z ∈ [0, 1/2]
}
=
(⋃N
k=1 (Sk)
↓
gη
) ∪ (⋃Mm=1 SN+m × [0, 1/2]).
By appealing to cases (a) and (b) of the fact above, we conclude that [0, 1/2]d \ IntP ′j+ can be
triangulated into d(N +M) ≤ 3dα′d−1 logd−1(1/η) simplices.
Now if 0 < η < η˜ ≤ 2−d, then it follows from properties (ii) and (iv) above as well as
Lemma S31(i) that
Ld,η \ IntLd,η˜ =
{
x ∈ (0,∞)d : τEd(x) ∈ [η1/d, η˜1/d]
}
=
⋃
λ∈[1,(η˜/η)1/d] λ ∂Ld,η. (S97)
In addition, [0, 1/2]d ∩ (λ ∂Ld,η) ⊆ λ ([0, 1/2]d ∩ ∂Ld,η) for all λ > 0, so by property (vii)
and (S96), we can write
[0, 1/2]d ∩ (Pd,η \ IntPd,η˜) = [0, 1/2]d ∩ (Ld,η \ IntLd,η˜)
= [0, 1/2]d ∩ {⋃λ∈[1,(η˜/η)1/d] λ([0, 1/2]d ∩ ∂Pd,η)}
= [0, 1/2]d ∩ (⋃Nk=1 ⋃λ∈[1,(η˜/η)1/d] λRk).
By appealing to case (c) of the fact above, we deduce that for every 1 ≤ k ≤ N , there is a
triangulation of
⋃
λ∈[1,(η˜/η)1/d] λRk into d-simplices Tk1, . . . , Tkd, so that
[0, 1/2]d ∩ (Pd,η \ IntPd,η˜) =
⋃N
k=1
⋃ d
`=1
(
[0, 1/2]d ∩ Tk`
)
. (S98)
Also, for each 1 ≤ k ≤ N , recall from the paragraph before (S96) that Rk ⊆ Fη,m′ for some
m′ ∈ Zd−1, so by property (iv), it follows that Tk` ⊆
⋃
λ∈[1,(η˜/η)1/d] λFη,m′ =
⋃
λ∈[η1/d, η˜1/d] λGm′
for all 1 ≤ ` ≤ d.
Before proceeding, we will now verify that the left-hand side of (S98) is in fact the union of
those sets T †k` := [0, 1/2]
d∩Tk` for which IntT †k` 6= ∅. In view of (S98) and Lemma S18, it suffices
to show that [0, 1/2]d ∩ (Pd,η \ IntPd,η˜) is the closure of its interior. If [0, 1/2]d ∩ IntPd,η˜ = ∅,
then [0, 1/2]d ∩ (Pd,η \ IntPd,η˜) is convex and therefore has the required property by Schneider
(2014, Theorem 1.1.15), so suppose now that this is not the case. Fix x˜ ∈ Int([0, 1/2]d \ Pd,η˜)
and let x ∈ [0, 1/2]d∩(Pd,η\Pd,η˜). Since [0, 1/2]d∩Pd,η is convex, Schneider (2014, Lemma 1.1.9)
implies that [x˜, x) ⊆ Int([0, 1/2]d ∩ Pd,η). Also, since [0, 1/2]d ∩ Pd,η˜ is a closed, convex set that
does not contain x, there is a unique x′ ∈ (x˜, x) such that [x˜, x] ∩ ([0, 1/2]d ∩ Pd,η˜) = [x˜, x′].
Therefore,
∅ 6= (x′, x) ⊆ Int([0, 1/2]d ∩ Pd,η) ∩ P cd,η˜ = Int{[0, 1/2]d ∩ (Pd,η \ IntPd,η˜)},
so x ∈ Cl(x′, x) ⊆ Cl Int{[0, 1/2]d ∩ (Pd,η \ IntPd,η˜)}. If instead x ∈ [0, 1/2]d ∩ ∂Pd,η˜, then
τEd(λx) = λτEd(x) = λη˜
1/d and λx ∈ (0, 1/2)d for all λ ∈ (0, 1). Thus, if λ ∈ ((η/η˜)1/d, 1),
then λx ∈ {u ∈ (0, 1/2)d : η1/d < τEd(u) < η˜1/d} = Int{[0, 1/2]d ∩ (Pd,η \ IntPd,η˜)}, where the
final equality follows from property (iv), (S97) and the continuity of τEd . This implies that
x = limλ↗ 1 λx ∈ Cl Int{[0, 1/2]d ∩ (Pd,η \ IntPd,η˜)}, as required.
Returning to the proof of (ix), note that for all k, `, the set T †k` = [0, 1/2]
d ∩ Tk` is the
intersection of a d-simplex and at most 2d closed half-spaces, so T †k` is a polytope and the
number of vertices of T †k` is bounded above by a constant that depends only on d. Therefore,
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there exists Γd > 0, depending only on d, such that whenever IntT
†
k` 6= ∅, the d-dimensional
polytope T †k` can be triangulated into at most Γd d-simplices (e.g. Rothschild and Straus, 1985,
Corollary 2.3), each of which is the convex hull of d + 1 vertices of T †k`. It follows from this
and the paragraph above that [0, 1/2]d ∩ (Pd,η \ IntPd,η˜) can be triangulated into at most
NdΓd ≤ 2dΓd α′d−1 logd−1(1/η) d-simplices, in such a way that for each constituent d-simplex
T , there exist 1 ≤ k ≤ N , 1 ≤ ` ≤ d and m′ ∈ Zd−1 such that T ⊆ Tk` ⊆
⋃
λ∈[1,(η˜/η)1/d] λFη,m′ =⋃
λ∈[η1/d, η˜1/d] λGm′ . This completes the inductive step.
We have now established properties (vi)–(ix), from which we can easily deduce assertions
(i) and (ii) of the lemma. To obtain part (iii) of the lemma, recall from Lemma S30 that Q4
is a polytope with 2d facets and that [0, 1/(d + 1)]d ⊆ Q4 ⊆ [0, 1/2]d. Thus, P˜η = Q4 ∩ Pη is
a polytope for all η > 0, and since [0, 1/2]d \ Jη ⊆ d+12 ([0, 1/(d + 1)]d \ Jη) ⊆ d+12 (Q4 \ Jη), it
follows from property (vii) above that
µd(Q
4 \ P˜η) = µd(Q4 \ Pη) ≤ µd([0, 1/2]d \ Pη) ≤ α′d µd([0, 1/2]d \ Jη)
≤ α′d
(
d+ 1
2
)d
µd(Q
4 \ Jη).
Turning now to part (iv) of the lemma, we first verify that P˜η is non-empty if and only if
η ∈ (0, (d + 1)−d]. Indeed, if x = (x1, . . . , xd) ∈ Q4, then it follows from the definition of Q4
that 1−∑dj=1 xj ≤ 1/(d+1), so by the AM–GM inequality, we have∏dj=1 xj ≤ (∑dj=1 xj/d)d ≤
(d + 1)−d. Together with the definition of Jη, this implies that P˜η = Q4 ∩ Pη ⊆ Q4 ∩ Jη is
non-empty only if η ∈ (0, (d+ 1)−d]. Conversely, if η ∈ (0, (d+ 1)−d], then property (iv) above
implies that (η1/d, . . . , η1/d) ∈ [0, 1/(d+ 1)]d ∩ Pη ⊆ Q4 ∩ Pη = P˜η, as required.
For 0 < η < η˜ ≤ (d+1)−d, we know from property (ix) above that there exist triangulations
of [0, 1/2]d \ IntPη and [0, 1/2]d ∩ (Pη \ IntPd,η˜) into at most α′d log(1/η) d-simplices. Since
Q4 ⊆ [0, 1/2]d, both Q4 \ Int P˜d,η = Q4 ∩ ([0, 1/2]d \ IntPη) and P˜d,η \ Int P˜d,η˜ = Q4 ∩
{[0, 1/2]d ∩ (Pη \ IntPd,η˜)} can be expressed as the union of Q4 ∩ T over all d-simplices T in
the respective triangulations above. By Lemma S30 and its proof, Q4 is the intersection of 2d
half-spaces, so each set of the form Q4∩T is the intersection of a d-simplex and 2d half-spaces.
Arguing as in the proof of (ix) above, we deduce that if Int(Q4 ∩ T ) 6= ∅, then Q4 ∩ T is a
d-dimensional polytope that can be triangulated into at most Γd simplices, each of which is the
convex hull of d+ 1 vertices of Q4 ∩ T .
Moreover, by a very similar argument to that given in the penultimate paragraph of the
proof of (ix), the sets Q4\Int P˜d,η and P˜d,η\Int P˜d,η˜ are each equal to the closure of their interior.
Indeed, note that in common with [0, 1/2]d, the set Q4 has the property that if x ∈ Q4, then
λx ∈ IntQ4 for all λ ∈ (0, 1). Thus, it follows as in the proof of (ix) that Q4 \ Int P˜d,η and
P˜d,η \ Int P˜d,η˜ can each be expressed as the union of those Q4 ∩ T for which T is a d-simplex in
the corresponding original triangulation and Int(Q4 ∩ T ) 6= ∅. We conclude that Q4 \ Int P˜d,η
and P˜d,η \ Int P˜d,η˜ can each be triangulated into at most Γd α′d logd−1(1/η) d-simplices, so the
proof of part (iv) of the lemma is complete.
By applying a simple transformation to the polytopes P˜η from Lemma S32, we obtain
suitable approximating polytopes P4η,j for the closed, convex sets Rj ∩ J4η ⊆ 4 defined in
Lemma S30. See Figure S1 for an illustration.
Corollary S33. There exists αd > 0, depending only on d ∈ N, such that for every η ∈
(0, (d+ 1)−d] and every 1 ≤ j ≤ d+ 1, we can construct a polytope P4d,η,j ≡ P4η,j ⊆ Rj ∩ J4η with
the following properties:
(i) µd(Rj \ P4η,j) ≤ αd µd(Rj \ J4η ).
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(ii) If 0 < η < η˜ ≤ (d+ 1)−d, then P4η˜,j $ P4η,j, and the regions Rj \ IntP4η,j and P4η,j \ IntP4η˜,j
can each be triangulated into at most αd log
d−1(1/η) d-simplices.
Proof. It suffices to establish the result for j = d+ 1, since for any other 1 ≤ j ≤ d, there is an
(affine) isometry of 4 that sends J4η to itself and maps Rd+1 to Rj. Writing Π: Rd+1 → Rd for
the projection onto the first d coordinates, recall from Lemma S30 that Π˜ := Π|Rd+1 : Rd+1 →
Q4 = Π(Rd+1) is a bijection which preserves Lebesgue measure up to a factor of 1/
√
d+ 1. By
Lemma S30(i) and the properties of the sets Pη, P˜η constructed in Lemma S32, it follows that
P4η, d+1 := Π˜
−1(P˜η) = Π˜−1(Q4 ∩ Pη) ⊆ Π˜−1(Q4 ∩ Jη) = Rd+1 ∩ J4η for all η ∈ (0, (d + 1)−d].
Moreover, P4η, d+1 is a polytope since Π is linear and P˜η is a polytope, and we deduce from
Lemma S32(iii) that
µd(Rd+1 \ P4η, d+1) = µd
(
Π˜(Rd+1 \ P4η, d+1)
)
/
√
d+ 1
= µd(Q
4 \ P˜η)/
√
d+ 1 ≤ αd µd(Q4 \ Jη)/
√
d+ 1 = αd µd(Rd+1 \ J4η ),
where αd > 0 is taken from Lemma S32 and depends only on d. Finally, if 0 < η < η˜ ≤ (d+1)−d,
then by Lemma S32(iv), there exist triangulations of Q4 \ Int P˜η and P˜η \ Int P˜η˜ into at most
αd log
d−1(1/η) d-simplices. By applying Π˜−1 to all the d-simplices in these triangulations, we
obtain suitable triangulations of Rd+1 \ IntP4η, d+1 = Π˜−1(Q4 \ Int P˜η) and P4η, d+1 \ IntP4η˜, d+1 =
Π˜−1(P˜η \ Int P˜η˜) into at most αd logd−1(1/η) d-simplices, as required.
S3 Supplementary material for Sections 4 and 5.3
S3.1 Technical preparation for Section 5.3
In this subsection, we restrict attention to the case d = 3 and work towards a proof of Propo-
sition 11 in Section 5.3, the key local bracketing entropy bound that implies the main result
(Theorem 9) in Section 4. The following two technical lemmas provide pointwise upper and
lower bounds on functions f belonging to a δ-Hellinger neighbourhood of some f0 ∈ F (β,Λ)∩F0,I .
For g ∈ Fd and t ≥ 0, let Ug,t := {w ∈ Rd : g(w) ≥ t}, which is closed and convex.
Lemma S34. Let d = 3, and fix β ≥ 1 and Λ > 0. If f0 ∈ F (β,Λ) ∩ F0,I and f ∈ F˜(f0, δ)
for some δ > 0, then f(x) ≥ f0(x)/2 for all x ∈ R3 satisfying f0(x) ≥ (c˜Λ3δ2)β/(β+3), where
c˜ := 6144pi−1.
Proof. Fix x ∈ R3 with f0(x) ≥ (c˜Λ3δ2)β/(β+3). It can be assumed without loss of generality
that f(x) < f0(x), and we begin by setting
t :=
f0(x)− f(x)
2
, U := Uf, f(x), UH := Uf0, f0(x) and UL := Uf0, f0(x)−t.
Then it follows from the defining condition (10) for F (β,Λ) that
min
y∈∂UL
min
z∈∂UH
‖y − z‖ ≥ tΛ
−1
f0(x)1−1/β
=: r˜. (S99)
Also, note that there exists u ∈ R3 \{0} such that f ≤ f(x) on H+x,u := {w ∈ R3 : u>w ≥ u>x}.
Indeed, this is clear if f(x) = maxw∈R3 f(w), and in the case where f(x) < maxw∈R3 f(w), we
have x ∈ ∂U by the concavity of log f , so there exists a suitable supporting half-space to U at
x.
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Next, we fix x′ ∈ argmaxw∈UH u>w (which necessarily lies in ∂UH) and apply (S99) to
deduce that B¯(x′, r˜) ∩ H+x′,u ⊆ (UL \ IntUH) ∩ H+x,u, where H+x′,u := {w ∈ R3 : u>w ≥ u>x′}.
Since f0 ≥ f0(x)− t on (UL \ IntUH) and f ≤ f(x) = f0(x)− 2t on H+x,u, we have
δ2 ≥
∫
(UL\IntUH)∩H+x,u
(
f
1/2
0 − f 1/2
)2 ≥ (√f0(x)− t−√f0(x)− 2t)2 µ3(B¯(x′, r˜) ∩H+x′,u)
=
2pi
3
(√
f0(x)− t−
√
f0(x)− 2t
)2( tΛ−1
f0(x)1−1/β
)3
.
(S100)
Now since √
f0(x)− t−
√
f0(x)− 2t = t√
f0(x)− t+
√
f0(x)− 2t
≥ t
2
√
f0(x)
,
it follows from (S100) that
δ2 ≥ pi t
5Λ−3
6f0(x)4−3/β
,
so {f0(x)− f(x)}/2 = t ≤ (6/pi)1/5 δ2/5 Λ3/5 f0(x)
4
5
− 3
5β . Rearranging this, we obtain the bound
f(x) ≥ f0(x)− 2(6/pi)1/5 δ2/5 Λ3/5 f0(x)
4
5
− 3
5β . (S101)
The right-hand side of (S101) is bounded below by f0(x)/2 if and only if
f0(x) ≥ (6× 45/pi)β/(β+3) Λ3β/(β+3) δ2β/(β+3) = (c˜Λ3δ2)β/(β+3).
This completes the proof.
Lemma S35. Let d = 3, and fix β ≥ 1 and Λ > 0. There exists a universal constant c˜′ > 0
such that whenever 0 < δ < e−1 ∧ (c˜′Λ−3/2 log−1+ Λ), f0 ∈ F (β,Λ) ∩ F0,I and f ∈ F˜(f0, δ) ∩ F˜1,η,
we have f(x) . f0(x) ∨ {Λ3δ2 log2(Λ−3δ−2)}β/(β+3) for all x ∈ R3.
Proof. Since the bound (49) applies to f ∈ F˜1,η, there exists a universal constant C˜3 > 0 such
that f(x) ≤ Λ3δ2 whenever ‖x‖ > C˜3 log(Λ−3δ−2). Moreover, if f0(x) ≥ 2−8d/6 = 2−24/6 =: c0,
then it follows from (49) that
f(x) ≤ exp(b˜3) ≤ c−10 exp(b˜3)f0(x).
Thus, we may restrict attention to x ∈ R3 such that ‖x‖ ≤ C˜3 log(Λ−3δ−2), f0(x) < c0 and
f(x) > f0(x). Fixing such an x, we aim to show that there exist universal constants C
′′ > C ′ > 0
such that {
f(x) ≤ 3f0(x) if f0(x) ≥ C ′t; (S102)
f(x) ≤ 2C ′′t otherwise, (S103)
where t := {Λ3δ2 log2(Λ−3δ−2)}β/(β+3). First, since f0 ∈ F0,I , it follows from Lova´sz and
Vempala (2006, Theorem 5.14) that inf‖w‖≤1/9 f0(w) ≥ 2−8d = 6c0, and hence that ‖x‖ > 1/9.
Also, Lemma S34 implies that inf‖w‖≤1/9 f(w) ≥ inf‖w‖≤1/9 f0(w)/2 ≥ 3c0, provided that
6c0 ≥ (c˜Λ3δ2)β/(β+3). (S104)
In addition, let s :=
(
f0(x) + {f(x)∧ (3c0)}
)
/2 and Hx := {w ∈ Rd : w>x = 0}. Since f is log-
concave, we have f(w) ≥ f(x)∧(3c0) = 2s−f0(x) for all w ∈ conv
({B¯(0, 1/9)∩Hx}∪{x}) =: K.
Note that K is a cone of volume µ3(K) = 9
−2 pi‖x‖/3.
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Since f0 ∈ F (β,Λ) and f0(x) < s, we have f0(w) < s for all w ∈ B¯(x, r′), where r′ :=
Λ−1{s−f0(x)}/s1−1/β. Therefore, f(w) ≥ 2s−f0(x) > s > f0(w) for all w ∈ K∩B¯(x, r′) =: K ′.
Noting that K ′ − x ⊇ (r′/√‖x‖2 + 9−2)(K − x) and recalling that ‖x‖ > 1/9, we deduce that
µ3(K
′) ≥
(
r′√‖x‖2 + 9−2
)3
µ3(K) &
(
s− f0(x)
Λs1−1/β
)3
‖x‖−2.
Now since ‖x‖ ≤ C˜3 log(Λ−3δ−2), it follows that
δ2 ≥
∫
K′
(
f 1/2 − f 1/20
)2 & (√2s− f0(x)−√s)2(s− f0(x)
Λs1−1/β
)3
log−2(Λ−3δ−2),
which implies that
t(β+3)/β = Λ3 δ2 log2(Λ−3δ−2) & {s− f0(x)}
5
s3 (1−1/β)
(√
2s− f0(x) +
√
s
)2 & {s− f0(x)}5s4−3/β .
This shows that
sα − f0(x)sα−1 ≤ Ctα, (S105)
where α := (β + 3)/(5β) ∈ (0, 1) and C > 0 is a suitable universal constant. For our fixed
x ∈ R3, we see that the function g : [f0(x),∞) → [0,∞) defined by g(w) := wα − f0(x)wα−1
is strictly increasing. Observe also that there exists a universal constant C ′ > 0 such that if
f0(x) ≥ C ′t, then g(2f0(x)) ≥ Ctα ≥ g(s). In this case, it follows from (S105) that(
f0(x) + {f(x) ∧ (3c0)}
)
/2 = s ≤ 2f0(x)
and hence that f(x) ∧ (3c0) ≤ 3f0(x). But since it was assumed that f0(x) < c0, we deduce
that f(x) ≤ 3f0(x), which yields (S102).
Otherwise, if f0(x) < C
′t, then g(w) ≥ wα − C ′twα−1 for w ≥ f0(x), so there exists a
universal constant C ′′ > C ′ such that g(C ′′t) ≥ Ctα ≥ g(s). As above, we deduce from (S105)
that s ≤ C ′′t, and so long as
3c0 > 2C
′′t, (S106)
this yields the desired bound (S103). It is easy to verify that there exists a universal constant
c˜′ > 0 such that (S104) and (S106) are satisfied whenever 0 < δ < e−1 ∧ (c˜′Λ−3/2 log−1+ Λ). This
completes the proof.
In the proof of Proposition 11, we also apply the following geometric result, which is due
to Bronshteyn and Ivanov (1975).
Lemma S36. For each d ∈ N, there exist η¯ ≡ η¯d > 0 and C¯∗ ≡ C¯∗d > 0, depending only on
d, such that for each η ∈ (0, η¯) and each compact, convex D ⊆ B¯(0, 1) ⊆ Rd, we can find a
polytope P with at most C¯∗η−(d−1)/2 vertices with the property that D ⊆ P ⊆ D + B¯(0, η).
S3.2 Ho¨lder classes
First, we extend the notions of Ho¨lder regularity discussed in Section 4 to general exponents β >
1. It will be helpful to introduce the following additional notation. For finite-dimensional vector
spaces V,W over R, let L(V,W ) ≡ L(1)(V,W ) denote the {dim(V ) × dim(W )}-dimensional
vector space of all linear maps from V to W . For positive integers k ≥ 2, we inductively define
L(k)(V,W ) := L(V,L(k−1)(V,W )). This may be identified with the space of all k-linear maps
from V k = V × · · · × V to W , or equivalently the space L(V ⊗k,W ), where V ⊗k = V ⊗ · · · ⊗ V
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denotes the k-fold tensor product of V with itself. For k ∈ N and a linear map T : V → W , we
write T⊗k : V ⊗k → W⊗k for the k-fold tensor product of T with itself, which sends u1⊗· · ·⊗uk ∈
V ⊗k to Tu1 ⊗ · · · ⊗ Tuk ∈ W⊗k. When V = Rd for some d ∈ N and W = R, we define the
Hilbert–Schmidt norm on L((Rd)⊗k,R) for k ∈ N by
‖α‖HS := tr(αα∗)1/2 = tr(α∗α)1/2 =
{
d∑
i1,...,ik=1
α(ei1 ⊗ · · · ⊗ eik)2
}1/2
, (S107)
where α∗ ∈ L(R, (Rd)⊗k) denotes the adjoint of α (as a linear map between inner product
spaces). In an abuse of notation, we also write ‖·‖HS for the norm this induces on L(k)(Rd,R).
This is the natural analogue of the Frobenius norm for general multilinear forms; indeed, when
k = 2, the expression in (S107) coincides with the Frobenius norm of the matrix that represents
the symmetric bilinear form corresponding to α with respect to the standard basis of Rd.
The reason for making these definitions is that if f : V → W is a map between finite-
dimensional normed spaces and f is differentiable at x ∈ V , then the derivative of f at x,
written Df(x), is an element of L(V,W ). In particular, if f is itself linear, then Df(x) = f
for all x ∈ V . More generally, if k ∈ N and f : V → W is (k − 1)-times differentiable in
a neighbourhood of x ∈ V and k times differentiable at x, then the kth derivative of f at
x, written Dkf(x), is an element of L(k)(V,W ). It is conventional to regard Dkf(x) as a k-
linear map (u1, . . . , uk) 7→ Dkf(x)(u1, . . . , uk). By repeatedly applying the chain rule, we can
establish the following:
Lemma S37. If f : Rd → R is k times differentiable for some k ∈ N and T : Rm → Rd is linear,
then Dk(f ◦ T )(x)(u1, . . . , uk) = Dkf(Tx)(Tu1, . . . , Tuk) for all x, u1, . . . , uk ∈ Rm. Equiva-
lently, if we view Dk(f ◦ T )(x) and Dkf(x) as elements of L((Rm)⊗k,R) and L((Rd)⊗k,R)
respectively, then Dk(f ◦ T )(x) = Dkf(x) ◦ T⊗k.
Proof. For k ∈ N, define the dual map (T⊗k)∗ : L((Rd)⊗k,R) → L((Rm)⊗k,R) to T⊗k by
(T⊗k)∗(α) := α ◦ T⊗k, and write T(k) for the corresponding linear map from L(k)(Rd,R) to
L(k)(Rm,R). Viewing Dk(f ◦ T )(x) and Dkf(x) as elements of L(k)(Rm,R) and L(k)(Rd,R)
respectively, we will establish by induction on k that Dk(f ◦ T )(x) = T(k) ◦ Dkf(Tx) for all
k ∈ N, which implies the desired conclusion. The base case k = 1 follows by applying the chain
rule directly to the function f ◦ T . For a general k ≥ 2, the inductive hypothesis asserts that
Dk−1(f ◦ T )(x) = (T(k−1) ◦ gk−1)(x), where gk−1(x) := Dk−1f(Tx), and we deduce by a further
application of the chain rule that Dgk−1(x) = Dk(Tx) ◦ T . Recalling that T(k−1) is linear, we
apply the chain rule once again to conclude that
Dk(f ◦ T )(x) = D(T(k−1) ◦ gk−1)(x) = T(k−1) ◦Dgk−1(x)
= T(k−1) ◦Dkf(Tx) ◦ T = T(k) ◦Dkf(Tx),
as required.
Using the above notation, we are now ready to formulate definitions of β-Ho¨lder regularity
for functions defined on Rd for general β > 1 and d ∈ N. For β > 1 and L > 0, we say that
h : Rd → R is (β, L)-Ho¨lder on Rd if h is k := dβe − 1 times differentiable on Rd and
‖Dkh(y)−Dkh(x)‖HS ≤ L‖y − x‖β−k (S108)
for all x, y ∈ Rd. We say that h is β-Ho¨lder if there exists L > 0 such that h is (β, L)-Ho¨lder.
In addition, we seek to extend the definition (15) of the affine invariant classes Hβ,L in
Example 5 in Section 4 to encompass general β > 1, rather than confine ourselves to working
87
with β ∈ (1, 2]. To this end, we define a scaled version of (S107) for each S ∈ Sd×d by
‖α‖′S :=
∥∥α ◦ (S−1/2)⊗k∥∥
HS
det−1/2S =
{
d∑
i1,...,ik=1
α
(
S−1/2ei1 ⊗ · · · ⊗ S−1/2eik
)2
det−1S
}1/2
;
(S109)
note that since (S−1/2)⊗k is invertible with inverse (S1/2)⊗k, ‖·‖′S does indeed constitute a norm
on L((Rd)⊗k,R). In a further abuse of notation, we also write ‖·‖′S for the corresponding norm
on L(k)(Rd,R). Now for general β > 1 and L > 0, let Hβ,L denote the collection of all f ∈ Fd
for which f is k := dβe − 1 times differentiable on Rd and
‖Dkf(y)−Dkf(x)‖′
Σ−1f
≤ L‖y − x‖β−kΣf (S110)
for all x, y ∈ Rd, where the norm on the left-hand side is given by (S109). Note that when
β ∈ (1, 2] or β ∈ (2, 3], this specialises to the definitions (15) and (16) of the classes Hβ,L in
Example 5. We now verify that:
Lemma S38. For general β > 1 and L > 0, Hβ,L is an affine invariant class of densities.
Proof. Fix f ∈ Hβ,L and define g ∈ Fd by g(x) := |detA|−1f(A−1(x − b)), where b ∈ Rd and
A ∈ Rd×d is invertible. Since Σg = AΣfA>, every α ∈ L
(
(Rd)⊗k,R
)
satisfies∥∥α ◦ (A−1Σ1/2g )⊗k∥∥HS = tr(α ◦ {A−1Σg(A−1)>}⊗k ◦ α∗)1/2
= tr
(
α ◦ Σ⊗kf ◦ α∗
)1/2
=
∥∥α ◦ (Σ1/2f )⊗k∥∥HS. (S111)
Setting k := dβe − 1 and viewing Dkf(x) and Dkg(x) as elements of L((Rd)⊗k,R), we deduce
from Lemma S37 and (S111) that
‖Dkg(y)−Dkg(x)‖′
Σ−1g
=
∥∥{Dkf(A−1(y − b))−Dkf(A−1(x− b))} ◦ (A−1)⊗k∥∥
Σ−1g
=
∥∥{Dkf(A−1(y − b))−Dkf(A−1(x− b))} ◦ (A−1Σ1/2g )⊗k∥∥HS det1/2 Σf
=
∥∥{Dkf(A−1(y − b))−Dkf(A−1(x− b))} ◦ (Σ1/2f )⊗k∥∥HS det1/2 Σf
=
∥∥Dkf(A−1(y − b))−Dkf(A−1(x− b))∥∥
Σ−1f
≤ L‖A−1(y − x)‖β−kΣf = L‖y − x‖β−kΣg
for all x, y ∈ Rd, as required.
Next, we establish that at least when β ∈ (1, 2], the classes Hβ,L are nested with respect to
the Ho¨lder exponent β in the sense of part (iii) of the following result.
Proposition S39. For each d ∈ N, we have the following:
(i) If f : Rd → R is a differentiable density and ∇f : Rd → Rd is uniformly continuous, then
f and ∇f are in fact bounded.
(ii) For β ∈ (1, 2] and L > 0, there exists C ≡ C(d, β, L) > 0 such that whenever f : Rd → R
is a differentiable density with the property that ‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖β−1 for all
x, y ∈ Rd, we have f(x) ≤ C and ‖∇f(x)‖ ≤ C for all x ∈ Rd.
(iii) For β ∈ (1, 2] and L > 0, there exists L˜ ≡ L˜(d, β, L) > 0 such that Hβ,L ⊆ Hα,L˜ for all
α ∈ (1, β].
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Proof. For (i), it follows from the uniform continuity of ∇f that there exists δ > 0 such that
‖∇f(x) − ∇f(y)‖ ≤ 1 whenever ‖x − y‖ ≤ δ. First, we show that f is bounded. Suppose
to the contrary that for every n ∈ N, there exists xn ∈ Rd such that f(xn) ≥ n. Fix any
n ∈ N and let Bn := B¯
(
xn, (nVd/2)
−1/d), where Vd := µd(B¯(0, 1)). Then (2/n) infx∈Bn f(x) =
µd(Bn) infx∈Bn f(x) ≤
∫
Bn
f ≤ 1 since f is a density, so we can find wn ∈ Bn such that
f(wn) ≤ n/2. By applying the chain rule and mean value theorem to the function that maps
t ∈ [0, 1] to f(wn + t(xn − wn)), we deduce that there exists zn ∈ [wn, xn] ⊆ Bn such that
∇f(zn)>(xn − wn) = f(xn)− f(wn) ≥ n/2, whence
‖∇f(zn)‖ ≥ n/2‖xn − wn‖ ≥
(n
2
)1+1/d
V
1/d
d . (S112)
Now let Sn := {w ∈ Rd : w>x ≥ 0 for all x ∈ B¯(∇f(zn), 1)} and Kn := xn + (B¯(0, δ/2) ∩ Sn).
We claim that if n ≥ 2V −1d (2/δ)d =: N1, then f(x) ≥ n for all x ∈ Kn. Indeed, for each fixed
x ∈ Kn, there exists y ∈ [xn, x] ⊆ B(xn, δ/2) such that f(x) − f(xn) = ∇f(y)>(x − xn), as
can be seen by applying the chain rule and mean value theorem to the function that maps
t ∈ [0, 1] to f(xn + t(x − xn)). If n ≥ N1, then (nVd/2)−1/d ≤ δ/2, so zn ∈ Bn ⊆ B¯(xn, δ/2)
and y ∈ B¯(xn, δ/2) ⊆ B¯(zn, δ). Recalling the first line of the proof, we deduce that ∇f(y) ∈
B¯(∇f(zn), 1). Since x − xn ∈ Sn, it follows from the definition of Sn that f(x) = f(xn) +
∇f(y)>(x− xn) ≥ f(xn) ≥ n, as required.
Also, if 1 < (n/2)1+1/d V
1/d
d , then we may define θ := arcsin
(
(2/n)1+1/d V −1d
) ∈ [0, pi/2]
and deduce from (S112) that µd(Kn) ≥ µd
(
B¯(xn, δ/2)
)
(pi − 2θ)/(2pi). Thus, for any fixed γ ∈
(0, 1/2), there exists N2 > 0 (depending only on d and γ) such that µd(Kn) ≥ γµd(B¯(xn, δ/2)) =
γ(δ/2)d Vd if n ≥ N2. Together with the previous claim, this implies that
∫
Kn
f ≥ nγ(δ/2)d Vd =
2γn/N1 > 1 whenever n > {(2γ)−1N1} ∨ N2, which contradicts the fact that f is a density.
This shows that f is bounded.
It remains to show that ∇f is bounded. Assume for a contradiction that for each n ∈
N, there exists yn ∈ Rd such that ‖∇f(yn)‖ ≥ n. For each fixed n ≥ 2, let y′n := yn +
δ∇f(yn)/‖∇f(yn)‖. Then by another application of the chain rule and mean value theorem,
there exists y′′n ∈ [yn, y′n] such that
f(y′n)− f(yn) = ∇f(y′′n)>(y′n − yn) = δ ‖∇f(y′′n)‖
∇f(y′′n)>∇f(yn)
‖∇f(y′′n)‖ ‖∇f(yn)‖
. (S113)
Now y′′n ∈ B¯(yn, δ), so ∇f(y′′n) ∈ B¯(∇f(yn), 1) by the first line of the proof. Also, if u, v ∈ Rd
are such that ‖v‖ ≥ 2 and u ∈ B¯(v, 1), then u>v ≥ √3 ‖u‖‖v‖/2. Thus, returning to (S113),
we deduce that f(y′n) − f(yn) ≥
√
3 δ‖∇f(y′′n)‖/2 ≥
√
3 δ(n − 1)/2 for all n ≥ 2. But this
contradicts the fact that f is bounded, so ∇f is indeed bounded. This establishes (i).
Under the additional hypothesis that ‖∇f(x) − ∇f(y)‖ ≤ L‖x − y‖β−1 for all x, y ∈ Rd,
note that in the proof above, we can choose suitable values for δ,N1, N2 that depend only on
d, β, L (and not on the specific f under consideration). By carefully tracking through the rest
of the argument above, we obtain bounds on f and ∇f that also depend only on d, β, L, so (ii)
holds.
Finally, to deduce (iii), fix β ∈ (1, 2] and L > 0 and consider any f ∈ Hβ,L ∩ F0,I . The
defining condition (15) implies that ‖∇f(x) − ∇f(y)‖ ≤ L‖x − y‖β−1 for all x, y ∈ Rd, and
part (ii) yields C ≡ C(d, β, L) > 0 such that f(x) ≤ C and ‖∇f(x)‖ ≤ C for all x ∈ Rd. Let
L˜ := L ∨ (2C) and note that if α ∈ (1, β], then
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖β−1 ≤ L‖x− y‖α−1 ≤ L˜‖x− y‖α−1
whenever ‖x− y‖ ≤ 1. On the other hand, if ‖x− y‖ > 1, then
‖∇f(x)−∇f(y)‖ ≤ 2C < L˜‖x− y‖α−1.
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These bounds apply to every f ∈ Hβ,L∩F0,I , so by the affine invariance of Hβ,L (Lemma S38),
it follows that Hβ,L ⊆ Hα,L˜ for all α ∈ (1, β], as required.
Remark. For β ∈ (1, 2], this argument shows that classes of β-Ho¨lder densities defined on the
whole of Rd are nested with respect to β. However, the same is not true of classes of general
β-Ho¨lder functions on Rd; see the discussion at the end of Example 4 in Section 4.
The following result shows that the classes H˜γ,L and Hβ,L defined in Examples 4 and 5
respectively (in Section 4) are contained within the more general classes F (β′,Λ′) for suitably
chosen values of β′ and Λ′ in each case.
Proposition S40. For L > 0, we have the following:
(i) If β ∈ (1, 2], then every f ∈ Hβ,L satisfies (11) and therefore (10) with this value of β
and Λ = Λ(β, L) := L1/β(1− 1/β)−1+1/β. Consequently, we have Hβ,L ⊆ F (β,Λ(β,L)).
(ii) For β ∈ (1, 2], suppose that g : Rd → [0,∞) satisfies ‖∇g(y)−∇g(x)‖ ≤ L‖y− x‖β−1 for
all x, y ∈ Rd. Then we have ‖∇g(x)‖ ≤ Λ(β, L) g(x)1−1/β for all x ∈ Rd and ‖x − y‖ ≥
Λ−1(β, L){g(x)− g(y)}/g(x)1−1/β whenever x, y ∈ Rd satisfy g(x) > g(y).
(iii) If β ∈ (2, 3], then there exists Λ ≡ Λ(β, L) > 0 such that every f ∈ Hβ,L satisfies (11)
and therefore (10) with this value of β and Λ = Λ(β, L). Consequently, we have Hβ,L ⊆
F (β,Λ(β,L)).
(iv) If β′ ≥ 1 and γ ∈ (1, 2], then there exists B¯ ≡ B¯d > 0 depending only on d such
that every f ∈ H˜γ,L satisfies (11) and therefore (10) with β = β′, Λ = βΛ(γ, L)B¯ and
any τ ≤ e−1. Consequently, for any β ≥ 1, we have ⋃γ∈[1,2] H˜γ,L ⊆ F (β,Λ′(β,L)), where
Λ′(β, L) := β(L ∨ L1/2)B¯e1/e(eBd)1/β and Bd > 0 is taken from Proposition 7(ii).
Proof. As in the proof of Proposition 8, we write Σ ≡ Σf for convenience and let 〈v, w〉′ :=
(det Σ) (v>Σw) denote the inner product that gives rise to the norm ‖·‖′Σ−1 on Rd. To verify
that (11) holds with the stated values of β,Λ, first fix x ∈ Rd. The bound (11) holds trivially
if ∇f(x) = 0, so we may assume that ∇f(x) 6= 0. Let u := −Σ∇f(x), and for t ∈ R, let
h(t) := f(x + tu). By the chain rule, we have h′(t) = ∇f(x + tu)>u for all t ∈ R, so upon
applying the Cauchy–Schwarz inequality and the defining condition (15) for the class Hβ,L, it
follows that
|h′(t)− h′(s)| = |{∇f(x+ tu)−∇f(x+ su)}>u|
= (det Σ)−1 〈∇f(x+ tu)−∇f(x+ su),Σ−1u〉′
≤ (det Σ)−1 ‖∇f(x+ tu)−∇f(x+ su)‖′Σ−1 ‖Σ−1u‖′Σ−1
≤ (det Σ)−1 L‖(t− s)u‖β−1Σ ‖∇f(x)‖′Σ−1
= (det Σ)−(β+1)/2 L|t− s|β−1 (‖∇f(x)‖′Σ−1)β
for all t, s ∈ R. Hence, writing λ := (det Σ)−1/2 ‖∇f(x)‖′Σ−1 , we deduce that
h′(t) ≤ h′(0) + Ltβ−1λβ (det Σ)−1/2 = −λ2 + Ltβ−1λβ (det Σ)−1/2
for all t ≥ 0. Since h takes non-negative values, we can apply the fundamental theorem of
calculus to deduce that
−f(x) = −h(0) ≤ h(t)− h(0) =
∫ t
0
h′(s) ds ≤
∫ t
0
{−λ2 + Lsβ−1λβ (det Σ)−1/2} ds
= (det Σ)−1/2
{
−‖∇f(x)‖′Σ−1 (λt) +
L
β
(λt)β
}
=: G(λt)
90
for all t ≥ 0. We now optimise this bound by setting t = a∗/λ, where a∗ := argmint≥0G(t) =
(‖∇f(x)‖′Σ−1/L)1/(β−1), which yields
f(x) ≥ −G(a∗) = (det Σ)−1/2 (1− 1/β)L−1/(β−1) (‖∇f(x)‖′Σ−1)β/(β−1).
This establishes the desired bound (11) on ‖∇f(x)‖′Σ−1 , and in view of Proposition 8, the
final assertion of (i) now follows immediately. Observe in particular that, in addition to the
defining condition (15), the key property of f ∈ Hβ,L that we exploit in the argument above
is the non-negativity of f . Since we do not appeal to the log-concavity of f or even the
fact that f is a density, we may therefore run through the same proof with Σ replaced by I
throughout in order to establish (ii) for general non-negative functions g : Rd → [0,∞) that
satisfy ‖∇g(y)−∇g(x)‖ ≤ L‖y − x‖β−1 for all x, y ∈ Rd.
For (iii), since Hβ,L is affine invariant (cf. Example 5 and Lemma S38), it suffices to consider
f ∈ Hβ,L ∩ F0,I . To verify that (11) holds with the stated values of β,Λ, fix x ∈ Rd with
∇f(x) 6= 0, and let u := −∇f(x)/‖∇f(x)‖. Note that by the log-concavity of the density f ,
the function h : [0,∞) → [0,∞) defined by h(t) := f(x + tu) is strictly decreasing and non-
negative. Using the chain rule, we find that h′(t) = ∇f(x+ tu)>u and h′′(t) = u>Hf(x+ tu)u
for all t, and it follows from the defining condition (16) for the class Hβ,L that
|h′′(t)− h′′(s)| = |u>{Hf(x+ tu)−Hf(x+ su)}u| ≤ ‖Hf(x+ tu)−Hf(x+ su)‖
≤ ‖Hf(x+ tu)−Hf(x+ su)‖F ≤ L|t− s|β−2
for all t, s ≥ 0. Therefore, recalling that h is decreasing, we now apply the fundamental theorem
of calculus to deduce that
−h′(0) ≥ h′(t)− h′(0) =
∫ t
0
h′′(s) ds ≥
∫ t
0
(
h′′(0)− Lsβ−2) ds = h′′(0)t− L
β − 1t
β−1,
for all t ≥ 0. Setting λ := ‖∇f(x)‖ = −h′(0) and Λ˜ := Λ(β − 1, L), as defined in (i), we
now optimise this bound with respect to t as in the proof of (i) and conclude that h′′(0) ≤
Λ˜λ(β−2)/(β−1). On the other hand, we have
h′(t)− h′(0) =
∫ t
0
h′′(s) ds ≤
∫ t
0
(
h′′(0) + Lsβ−2
)
ds = h′′(0)t+
L
β − 1t
β−1,
for all t ≥ 0, and a further application of the fundamental theorem of calculus yields
h(t)− h(0) ≤
∫ t
0
h′(s) ds ≤
∫ t
0
(
h′(0) + h′′(0)s+
L
β − 1s
β−1
)
ds
≤ −λt+ Λ˜
2
λ(β−2)/(β−1) t2 +
L
β(β − 1)t
β
for all t ≥ 0. Replacing t by λ1/(β−1)t and using the fact that h ≥ 0, we see that
0 ≤ h(0)−
(
t− Λ˜
2
t2 − L
β(β − 1)t
β
)
λβ/(β−1) =: h(0)− α(t)λβ/(β−1)
for all t ≥ 0. Letting α˜ := maxt≥0 α(t) > 0, it follows that ‖∇f(x)‖ = λ ≤ {α˜−1h(0)}1−1/β =
{α˜−1f(x)}1−1/β. Since α˜ depends only on β and L, the proof of (iii) is complete.
Finally, in view of the affine invariance of the conditions (11), (13), (14), it suffices to prove
assertion (iv) for f ∈ F0,I ∩ H˜γ,L. We begin by recalling that there exists B˜ ≡ B˜d > 0 such
that h(x) ≤ eB˜d for all h ∈ F0,Id and x ∈ Rd, (e.g. Kim and Samworth, 2016, Theorem 2(a)).
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Consequently, if f ∈ F0,I∩H˜γ,L, then the function ψ : Rd → R defined by ψ(x) = − log f(x)+B˜
is (γ, L)-Ho¨lder and takes non-negative values. Thus, if x, y ∈ Rd satisfy f(y) < f(x) < e−1
and if β ≥ 1, then
‖x− y‖ ≥ Λ(γ, L)−1 ψ(y)− ψ(x)
ψ(y)1−1/γ
= Λ(γ, L)−1
log f(x)− log f(y)
{log{1/f(y)}+ B˜}1−1/γ
≥ (B˜ + 1)−1 Λ(γ, L)−1 log f(x)− log f(y)
log{1/f(y)} ≥ (B˜ + 1)
−1 Λ(γ, L)−1 β−1
f(x)− f(y)
f(x)1−1/β
,
where we applied assertion (ii) of the proposition and Lemma S41 below to obtain the first and
last inequalities in the display above. This yields the first assertion of (iv). Since Λ(γ, L) ≤
(L∨L1/2) max 0<w≤1/2w−w = (L∨L1/2) e1/e for all γ ∈ (1, 2], the final conclusion of (iv) follows
immediately upon setting τ = e−1 and invoking Proposition 7(ii).
The following elementary bound is used in the proof of Proposition S40(iii) above.
Lemma S41. If β ≥ 1 and 0 < a < b < 1, then
log b− log a
log (1/a)
>
β−1(b− a)
b1−1/β
. (S114)
Proof. Setting u := log(eβ/b), we can differentiate the function w 7→ we1−w/β to deduce that
b1/β log(eβ/b) = ue1−u/β < β (S115)
for all b ∈ (0, 1). Now fix b ∈ (0, 1) and suppose first that a ∈ [be−β, b]. By the mean value
theorem, there exists c ∈ (a, b) such that (log b− log a)/(b−a) = 1/c, and it follows from (S115)
that
log b− log a
b− a =
1
c
≥ 1
b
>
β−1 log(eβ/b)
b1−1/β
≥ β
−1 log(1/a)
b1−1/β
,
so (S114) holds when a ∈ [be−β, b]. On the other hand, when a ∈ (0, be−β), note that the
left-hand side of (S114) is a decreasing function of a for each fixed value of b. Thus, we see that
log b− log a
log (1/a)
≥ β
log(eβ/b)
≥ b1/β > β
−1(b− a)
b1−1/β
,
as required, where we have again used (S115) to obtain the second inequality above.
S3.2.1 Review of results on nonparametric density estimation over Ho¨lder classes
When d = 3, β ∈ (1, 2] and L > 0, we saw in Example 5 that supf0∈Hβ,Ld Ef0{d
2
X(fˆn, f0)} .β,L
n−(β+3)/(β+7) logλβ n, where λβ := (16β + 39)/(2(β + 7)). To relate this result to the existing
literature on nonparametric density estimation over Ho¨lder classes of densities (without shape
constraints), we work with d2H instead of d
2
X divergence (since the latter is specific to the
estimator fˆn), and borrow some definitions from Goldenshluger and Lepski (2014). For d ∈ N,
let 1d := (1, . . . , 1) ∈ Rd, and for β ∈ (1, 2] and L > 0, denote by H(β, L) ≡ Hd(β, L) the
anisotropic Nikol’skii class N∞1d,d(β1d, L1d) = N∞1d,d(β1d, L1d, L) of densities g : Rd → R
satisfying |g(x)| ≤ L and |g(x + 2h) − 2g(x + h) + g(x)| ≤ L‖h‖β for all x, h ∈ Rd; see
(3.2) on page 488 of Goldenshluger and Lepski (2014). This is slightly different to our Ho¨lder
conditions (15) and (S108), but with the aid of Taylor’s theorem (with the mean value form of
the remainder) and Proposition S39, we can verify that whenever β ∈ (1, 2] and L > 0, there
exists L′ ≡ L′(d, β, L) > 0 such that Hβ,L ⊆ H(β, L′).
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Recalling the standard fact that d2H(f, g) ≥ ‖f − g‖21/4 = (
∫
Rd |f − g|)2/4 for all densities
f, g, we can apply the Cauchy–Schwarz inequality and take p = 1 in Goldenshluger and Lepski
(2014, Theorem 3(i)) to deduce that there exists c ≡ c(β, d) > 0 such that
inf
f˜n
sup
f0∈H(β,L′)
Ef0{d2H(f˜n, f0)} ≥ inf
f˜n
sup
f0∈H(β,L′)
Ef0{‖f˜n − f0‖1}2/4 ≥ c > 0, (S116)
where the infimum is taken over all estimators f˜n based on n observations. In other words, it is
not even possible to achieve consistency over H(β, L′) with respect to L1 (and hence d2H) loss.
In view of this, it will be more meaningful to compare the result of Example 5 with (a lower
bound on) the minimax d2H risk over a carefully chosen subclass of H(β, L
′).
Suppose henceforth that d = 3, and for fixed β ∈ (1, 2] and L > 0, let L′ ≡ L′(3, β, L) > 0
and H(β, L′) ≡ H3(β, L′) be as above. In the notation of Goldenshluger and Lepski (2014,
Sections 3.3 and 4), the parameters associated with this class are β1 = β2 = β3 = β and s =∞,
and to avoid confusion, we write β˜ for the quantity
(∑d
j=1 β
−1
j
)−1
= β/d = β/3 that these
authors denote by β. By Example 5 and the affine invariance of d2H, we have
sup
f0∈Hβ,L∩F0,I
Ef0{d2H(fˆn, f0)} = sup
f0∈Hβ,L
Ef0{d2H(fˆn, f0)} .β,L n−(β+3)/(β+7) logλβ n. (S117)
We now show thatHβ,L∩F0,I is contained within a subclass ofH(β, L′) over which the minimax
L1 risk is O˜(n−2β/(2β+3)), rather than O(1) as in (S116). The key fact we exploit is that F0,I
has an envelope function that decays exponentially in the following sense. For a > 0 and b ∈ R,
denote by G(a, b) the set of g : R3 → R such that g(x) ≤ e−a‖x‖+b for all x ∈ R3, and recall that
there exist universal constants A > 0 and B ∈ R such that G(A,B) ⊇ F0,I ≡ F0,I3 (e.g. Kim
and Samworth, 2016, Theorem 2(a)). Now for g ∈ G(a, b), define g∗ : R3 → [0,∞) as in (4.1) on
page 493 of Goldenshluger and Lepski (2014), so that g∗(x) := supHx µ3(Hx)
−1 ∫
Hx
g for each x ∈
R3, where the supremum is taken over all hyperrectangles Hx of the form
∏3
j=1 [xj−hj/2, xj +
hj/2] with h1, h2, h3 ∈ (0, 2]. Then g∗(x) ≤ suph∈[−1,1]3 g(x + h) ≤ suph∈[−1,1]3 e−a‖x+h‖+b ≤
e−a‖x‖+(a
√
3+b) for all x ∈ R3. Setting θ ≡ θ(β) := 1/(2 + 1/β˜) = β/(2β + 3) ∈ (0, 1), we
deduce that there exists R = R(a, b, β) > 0 such that every g ∈ G(a, b) satisfies the ‘tail
dominance’ condition
(∫
R3 (g
∗)θ
)1/θ ≤ R, which is the defining property (4.2) of the class Gθ(R)
on page 493 of Goldenshluger and Lepski (2014). Therefore, F0,I ⊆ G(A,B) ⊆ Gθ(R′), where
R′ := R(A,B, β).
Recall that s =∞ and that our β˜ = β/3 corresponds to the parameter β in their notation,
so that ν∗(θ) = 1/(2 + 1/β˜) = β/(2β + 3) in the last display on page 493 of Goldenshluger
and Lepski (2014). Consequently, by taking p = 1 in Goldenshluger and Lepski (2014, Theo-
rem 4(i)), we deduce that there exists R′′ ≡ R′′(β, L) > 0 such that
inf
f˜n
sup
f0∈H(β,L′)∩Gθ(R˜)
Ef0{d2H(f˜n, f0)} ≥ inf
f˜n
sup
f0∈H(β,L′)∩Gθ(R˜)
Ef0{‖f˜n − f0‖1}2/4 &β,L n−2β/(2β+3)
(S118)
for all R˜ ≥ R′′, where the first inequality follows as in (S116) and the second inequality is tight
up to logarithmic factors by Remark 3(4) on page 495 of Goldenshluger and Lepski (2014). Since
Hβ,L ∩F0,I ⊆ H(β, L′) ∩ Gθ(R′ ∨R′′), the minimax lower bound in (S118) suggests that under
the assumption of log-concavity, it is possible to achieve faster rates of convergence at least
when β ∈ (1, 9/5). However, this does not rule out the possibility that these accelerated rates
could be obtained under a weaker exponential tail condition in place of the stronger constraint
of log-concavity. To show that this is not the case, we observe that the proof of (S118) considers
only a subset of densities in H(β, L′) ∩ Gθ(R′) whose supports are contained within [−N,N ]3
for some N ≡ N(β, L) > 0. There exist a′ ≡ a′(β, L) ∈ (0, A] and b′ ≡ b′(β, L) ≥ B such that
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all such densities are contained within G(a′, b′), so we actually have
inf
f˜n
sup
f0∈H(β,L′)∩G(a′,b′)
Ef0{d2H(f˜n, f0)} ≥ inf
f˜n
sup
f0∈H(β,L′)∩G(a′,b′)
Ef0{‖f˜n − f0‖1}2/4 &β,L n−2β/(2β+3).
(S119)
Since Hβ,L ∩ F0,I ⊆ H(β, L′) ∩ G(A,B) ⊆ H(β, L′) ∩ G(a′, b′), we may justifiably conclude on
the basis of (S117) and (S119) that the improvement in the rates attainable is indeed due to the
log-concavity shape constraint rather than the exponential tail decay exhibited by log-concave
densities.
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