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In this paper we determine the bounds of using two analytical algorithms for the subset-sum 
problem with different summands. The algorithms work for problems for which the number of 
summands is large relative to their values. The exact relation is given. Computational results are 
presented for problems involving up to lo5 summands which are bounded by 109. 
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1. Introduction 
Let A = {a,, . . . . a,}, aje N, aill and let A * be a set of subset sums, i.e., A *= 
&3lSB== c (I EB aj, B c A >. The subset-sum problem (SSP) can be formulated as 
follows: find a maximal subset sum SEA *, such that SIM, where A4 is any given 
positive number. 
In this paper we consider two algorithms for SSP with different summands, which 
are based on analytical results of number theory. A possibility to solve integer 
programming problems by analytical methods was shown for the first time in 1980 
[4]. The algorithms under consideration were recently described by Freiman [6]. 
They work for the sets of different summands which satisfy m > 12’3+e, I> 10, where 
E>O and lo is a sufficiently large number depending on E. In [6] it was shown that 
these algorithms have the time bounds O(m log2m) and O(m) respectively. In this 
paper Algorithm 1 is given with a small modification (compare with [6]), which 
improves its time bound to O(m log m). In Section 2 we give a full description of 
two algorithms and determine the sufficient conditions of their validity. 
Let us denote ma(l) to be the minimal cardinality of a set for which Algorithm 1 
works correctly. According to [6], m0(l)=12’3+E. We manage to replace 1” by 
log”31, which is better, and to compute explicitly all constants. So we obtain 
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49, 
for 4911<60, 
mow =
( $)“31’/‘(log I+ 
for 601 I< 140, 
( y31qlog l+ 
for 12140, 
+_)“3( z + 2J3, 
~J3(z-ly+ qy3, 
(1) 
where y = ((72/x2). ((log I+ +)/1))1’3, and obviously, we have E. = 49. 
We created a computer program which makes Algorithm 1 and checked it on 
different sets of numbers: (i) random sets, (ii) sets where most of the summands 
belong to some arithmetic progression. In Section 3 we discuss results of our compu- 
tations. They showed that in reality Algorithm 1 solves SSP with essentially less 
cardinality of the set, namely, m > l1’2+E. We suppose that this fact will be proved 
in the near future. Since our algorithms work in the domain of problems which are 
not covered by other algorithms (see [S], for example), we could not compare our 
computations with them. 
2. Algorithms 
Let A(s,q)={al UEA, a=s(modq)} andA(O,q)/q={aIaqEA(O,q), a~lN}. Our 
intention is to find a number Q such that the set D = A(0, Q) is a large subset of A 
and, additionally, the set D’=D/Q satisfies the condition lD’(O, q)l I Ill’1 -q + 1, 
for all q22. 
To find such a number Q the algorithms in [6] check the condition IA(0, q)l I 
m - (31)/(2m) for all prime numbers q, 2 5 q < (31)/(2m). We change this condition 
where g(q) = n qsps(ll~)/(8m) p is prime P/o?- 1) (we wi11 explain 
the description of Algorith’m 1) and will check it for prime 
(111)/(8m). 
Algorithm 1. 
this definition after 
numbers q, 25 q< 
Step 1. Find a number Q and a set A, = A(0, Q)/Q resulting from the following 
process. 
(a) qo+ 1, A,+A, lo+/, i+O. 
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(b) For j = i + 1 do: (Aj’Ai(O, qj)/qj, b+ Ll;/qj J 3 i-j) where qj is the smallest 
prime number such that qirqj1(11[i)/(81AiI) and IAi(O,qj)l>IAiI-g(qj). 
(llfi)/(8lAil) [while such a number qj exists]. 
(c) [If such a number qj does not exist] phi, Q+nflzO qk. 
Step 2. Construct a set C of all distinct residues mod Q which can be represented 
as subset sums of a set B=A \ A(0, Q). 
(a) d+Q, C+(O), k+lCI=l. 
(b) For each b E B while d> 1 do: 
if bfO(modd) then C+C+{O,b}(modQ)={clcECor c-b(modQ)EC}; 
if ICI =k then d+-gcd(d,b), otherwise k+lCI. 
Step 3. Find a maximal subset sum S. Define r such that it satisfies the conditions 
r = M- sQ, 0 I r< Q, s E N. Let co be a maximal element of set C which satisfies an 
inequality co 5 r. S+M- r + co. 
Definition of function g(q) in (2) guarantees the following fact. If (2) is true for 
some prime number q, then each set Ai from a sequence Ao, . . . , A, contains at least 
(1 lli)/(8mi) elements with nonzero residues mod q. Therefore, finding a number 
qi, we do not need to check prime numbers q which are less than qi. As a result we 
have the time bound of Step 1 of the algorithm O(m log rn + (Urn)‘), where the first 
term gives the estimation of the number of cases when some prime q divides some 
a,~A and the second term gives the number of alternate cases which are needed to 
verify (2) for all prime numbers q. 
It is obvious that the time bound of Step 2 is O(m + Q2) = O(m + (l/m)2) and the 
total complexity is O(m log m + (l/m)2). Clearly, for I= 0(m3’210g1’2m) we obtain 
O(m log m). 
Algorithm 2. 
Step 1. Let A’ be a set consisting of m’=1/8m/log m first elements of A. Find a 
number Q applying the process from Step 1 of Algorithm 1 to set A ‘. 
Step 2. Perform Steps 2 and 3 of Algorithm 1. 
Clearly, the time bound of Algorithm 2 is O(mlog m’+ (l/~~‘)~+rn) =O(rn + 
((Zlog m)/m)2) and for I=O(m3’2/log m) we have the time bound O(m). 
The validity of Algorithms 1 and 2 are based on the following result, which is a 
continuation of [3, 7, 11. 
Theorem 2.1. Let A=(aiIl~aiI1, aj~N, ai+aj for i+j}, Ir49, and ~A]=wzz 
ma(Z), where ma(l) is defined by (1). Suppose that for all q, 2<q< (llf)/(8m), 
IA(O,q)l5m-q+ 1. (3) 
Then all integers N for which IN-+S,] I$ log”21 belong to the set of subset 
sums of A, i.e., NEA*. 
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This theorem is an analogy to [l, Proposition 1.31 (see also [6]). The general way 
that it is proved is similar to [l, Proposition 1.31, however, we need to use suffi- 
ciently more complicated consideration because we request weaker conditions: (1) 
instead of m > 12’3ts; (3) instead of IA(O, q)1 I m - 12’3; and 1249 instead of 11 lo, 
where lo is a sufficiently large number depending on E. 
Using Theorem 2.1 one can conclude: 
Corollary 2.2. Algorithm 1 works for sets of different summands which satisfy the 
condition m L ma(l) where m,(l) is defined by (1). 
Corollary 2.3. Algorithm 2 works for sets of different summands which satisfy the 
condition 
mrmax m&l), 
( li 
2/log&logl 
> 
where ma(l) is defined by (1). 
These corollaries determine the sufficient conditions for the cardinality of sets 
such that SSP can be solved by analytical algorithms. To prove them we need only 
to show that sets A, which we obtain in Step 1 of Algorithms 1 and 2 satisfy all the 
conditions of Theorem 2.1. 
In Table 1 we present the minimal cardinalities of sets for some values of 1. 
Table 1 
I m0U) )miigE3 log I 1 mow )f,m log 1 
100 71 105 11568 14829 
500 243 340 106 59895 63602 
103 412 594 10’ 301286 258887 
104 2241 3189 109 7.05 106 3.88. lo6 
3. Computational experience 
Algorithm 1 was coded in FORTRAN-77 and the computer program was run on 
the computer VAX-780. In order to examine the behaviour of the algorithm we 
generated 32 classes of problems (10 problems in each class). Each class of problems 
was characterized by four parameters: the problem size (m), the density ratio (Urn), 
the percentage of summands which belong to the arithmetic progression (P) and the 
difference of this progression (Q). The range of summands was limited by computer 
word length (I< 2. 109) and the cardinality of the set of summands was limited by 
internal memory (m 5 2. 105). 
Since the condition mrm,(l) is only a sufficient but not a necessary condition 
for validity of Algorithm 1, the performance of the algorithm was checked also for 
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smaller cardinality. The optimality of solutions in these cases was verified as 
follows. 
Let A={l<a,<...<a,} and Ai={al,...,ai}. Denote by [a,/3], alp, all 
integers t satisfying a 5 t <p and let Pi = {[a, /3]} be a set of disjoined intervals such 
that UIa,/310, [(x, p] =A:. We begin with PO = { [O,O]} and compute P, = Pi_, U Pi' 
where PI = {[a, p] ( [a - a,, j3 - a;] E Pi 1}. Obtaining the central interval (an interval 
I= [a, /3] E Pi for which +SA, ~1) with a sufficient length (p- ar 1 log1’21), this 
procedure explicitly proves Theorem 2.1 for a given set A. 
In our tests the procedure was applied to set A, obtained in the first step of the 
algorithm and the long interval was always obtained that ensures the optimality of 
the solution. 
The first ten classes of problems were problems with independent uniformly 
distributed random summands. The results are presented in Table 2. The striking 
feature of these results is the fact that the computational time grows less than the 
quadratic function of ratio I/m (decreasing of density), but absolutely independent 
from the range of summands and the problem size. This fact can be easily described: 
the number of cases where some summand is not divisible by some q is dominant 
relative to the number of alternate cases. 
Table 2. The random problems with a different size and density 
I/m m= lo2 m=103 m=104 m=105 Maximal running 
Average running time (set) for 10 problems 
time (set) 
10 0.002 0.004 0.003 0.002 0.016 
102 0.070 0.081 0.077 0.100 
103 4.26 4.30 4.75 
104 315.4 316.6 
The other classes of problems were intended for studying the performance of the 
algorithm with nonrandom sets of summands. The results of these computations are 
reported in Tables 3 and 4. They show that the computational time is nearly 
independent from the percentage of summands which belong to the arithmetic 
progression until we have enough summands which are outside of it, i.e., during 
execution of Step 1 we obtain Q = 1. Unlike this, as soon as we obtain the arithmetic 
progression, as a result of Step 1, the computational time begins to decrease quickly. 
This decrease is accelerated when the difference of the progression is larger and 
when this difference has less prime divisors. 
Table 3. Problems with a different percentage of summands, which belong to an arithmetic progression 
(other parameters are: I= 5. lo’, m = 10’) 
P Q=3 Q=23 Q= 103 Maximal running 
Average time (set) for 10 problems time (set) 
86.38 86.38 86.38 88.28 
67% 87.34 87.22 88.14 90.41 
99.9% 23.92 3.28 4.67 24.65 
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Table 4. Problems with different arithmetic progressions (other parameters are 1=5. lo’, M= lo’, 
P=99.9%) 
Q Number Running time (set) Q Number Running time (set) 
of prime for 10 problems of prime for 10 problems 
divisors divisors 
average maximal average maximal 
3 1 23.92 24.65 32 5 6.04 6.81 
4 2 19.77 20.17 64 6 6.25 6.53 
6 2 10.91 11.62 103 1 4.67 5.00 
8 3 9.24 10.19 210 4 5.60 5.81 
23 1 3.28 3.92 1024 10 10.95 11.38 
It is interesting to compare the running time of the first and the second steps of 
the algorithm. It is natural to propose that the second component of time will be 
more essential for a set of summands which contains an arithmetic progression with 
a large difference. Table 5 confirms this fact. 
Table 5. The average running times of the algorithm steps depending on the difference of an arithmetic 
progression (other parameters are: I= 5. lo’, m = 105) 
Step P Q=3 Q=6 Q=8 Q=23 Q=32 Q=103 Q=210 Q=1024 
1 23.7 10.71 9.02 2.91 5.72 4.10 4.62 9.25 
2 99.9% 0.22 0.20 0.22 0.37 0.32 0.57 1.08 1.7 
2 100% 1.14 1.05 1.08 1.12 1.08 1.06 1.08 1.07 
By generalization of the results of Tables 2-5 we can see that the algorithm re- 
quires the maximal running time for the random problems with small density. The 
special programming tricks can extend the hardware boundaries of the algorithm 
both in respect to a range of summands and in respect to a problem size, but this 
is not the subject of our work. 
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