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Abstract
We study a class of Pure Type Systems that are weaker than functional ones,
characterised by the possibility of assigning, in a non-trivial way, an integer number
to any typable term a in a context  : its order @
 
a.
We describe some applications of the order function. An important one is the
study of syntactic dependence in a class of systems that includes the left side of the
-cube.
Keywords: lambda calculi with types, pure type systems, cut elimination.
1 Introduction
The main advantage of pure type systems (PTS) [10,1] is that they provide
a exible and general framework in which to study properties of dependent
type systems and a large class of typed -calculi.
A PTS is dened by its specication, i.e., a tuple S = (S;A;R), where S
is a set of constants or sorts (s;2; : : : 2 S), A  S S is a set of axioms, and
R  S  S  S is a set of rules (let s
1
: s
2
2 A stand for (s
1
; s
2
) 2 A and let
s
1
: s
2
: s
3
2 R stand for (s
1
; s
2
; s
3
) 2 R). The notion of derivation   ` a : A
is dened by the inductive system shown in Fig. 1.
Let us recall that a PTS is functional if the relationsA andR are functions:
2 : s;2 : s
0
2 A ) s = s
0
; and 2 : 4 : s;2 : 4 : s
0
2 R ) s = s
0
:
It is well known that functional PTS verify the UT (uniqueness of types)
property:
  ` a : A; a : A
0
) A =

A
0
:
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(ax)
` 2 : 4
2 : 4 2 A
(var)
  ` A : s
 ; x : A ` x : A
x 62  
(weak)
  ` b : B   ` A : s
 ; x : A ` b : B
b 2 S [ V; x 62  
()
  ` A : s
1
 ; x : A ` B : s
2
  ` x : A:B : s
3
s
1
: s
2
: s
3
2 R
(apl)
  ` f : x : A:F   ` a : A
  ` fa : F [x := a]
()
  ` x : A:B : s  ; x : A ` b : B
  ` x : A:b : x : A:B
()
  ` a : A   ` A
0
: s
  ` a : A
0
A =

A
0
Figure 1. Inference rules for PTS.
Reciprocally, if UT holds then S is a functional system
4
. Therefore, UT is
only veried by functional PTS.
Functionality can be used to simplify many PTS proofs that would be
harder otherwise, for instance, the condensation property. UT has also been
very useful in the proof of particular instances of some opened problems like
EP (expansion postponement problem) [16], Barendregt-Geuvers-Klop conjec-
ture [3], and cut elimination [13].
Although the most interesting systems in the literature are functional
5
,
theoretical properties of non-functional systems have also been studied [20].
In this work we study almost-functional systems, characterised by the pos-
sibility of assigning an integer number to any sort in a non-trivial way:
Denition 1.1 (Order-Functional) A system is
O
functional if there are a
4
We assume that the triplets in R are useful, i.e., for each triplet exists a term that satisfy
the antecedent of the () rule. This is not a restriction, since after removing non-useful
rules the same relation ` is obtained.
5
Some authors, included ourselves, think that functional systems are more interesting
because of the UT property.
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constant  6= 0 and an application S
@
 ! Z that veries:
(a) s : s
0
2 A ) @s =  + @s
0
; and
(b) s
1
: s
2
: s
3
; s
0
1
: s
0
2
: s
0
3
2 R ^ (@s
1
; @s
2
) = (@s
0
1
; @s
0
2
)) @s
3
= @s
0
3
:
The essential property of
O
functional systems is that the function @ can be
extended to typable terms and contexts so that:
  ` a : A ) @
 
a =  + @
 
A:(1)
Therefore, @-uniqueness of types holds:   ` a : A; a : A
0
) @
 
A = @
 
A
0
.
@
 
is called an order function.
Most of the systems that have been studied are
O
functional, as are the
most of the systems described in [1](page 214), and some extensions of the
calculus of constructions with universes (Ecc [15] and CC
!
[14]).
Our order denition generalises the concept of degree described in [1,9].
These authors introduce the ] degree function for typable and non-typable
-cube terms, such that:
  ` a : A ) ]a = ]A  1:(2)
The existence of this special order, which is non-dependent on contexts, is
eased by two properties: (i) every s
1
: s
2
: s
3
2 R rule satisfy s
2
= s
3
, and
(ii) the use of annotated variables with sorts (i.e.,
s
x) and a modication of
the (var) and (weak) rules, provide an smaller inference relation `
va
(see the
note before Theorem 4.1). In this way, the order information for each variable
is reected in the variable itself: ](
s
x) = ]s  2, and this information does not
have to be obtained from the context.
Annotated variables are frequent in the literature: [6,1,9,3]. Although
some authors [20,17] prefer a pure stile, the contexts have to be included in
the order to obtained the property (1). We propose a notion of order which
is more general and with more-relaxed systems conditions. Additionally, that
we have found very promising.
The following classication will be useful for the rest of the paper:
Denition 1.2 Let us consider an
O
functional PTS with  > 0. The system
is:
(i) order-injective, if (@s
1
; @s
3
) = (@s
0
1
; @s
0
3
) ) @s
2
= @s
0
2
.
(ii) semialgebraic non-dependent, if @s
3
= @s
2
.
(iii) algebraic non-dependent, if @s
3
= @s
2
 @s
1
.
(iv) three order, if @s
3
= @s
2
= @s
1
.
(v) order-full, if (@s
1
; @s
2
) = (@2; @4) ) 2 : 4 : 2 R.
for each pair of rules s
1
: s
2
: s
3
; s
0
1
: s
0
2
: s
0
3
2 R.
In order to simplify the exposition we will use
O
injective,
O
full, semi-
algebraic and algebraic systems.
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Every injective and
O
functional PTS is
O
injective. Therefore, all systems
in the -cube are
O
injective, and also U and HOL. It is easy to prove that
for
O
injective systems the order function is non-dependent on contexts; thus
leading to a generalisation of the property (2).
It follows from the denition above that in the -cube, the systems in the
left side are algebraic and the corners 
!
and ! are three orders.
As the study of semifull PTSs [21] is interesting for its application to type-
checking, we see that
O
full generalises them and also admit easy type-checking
algorithms. All systems in the -cube are
O
full.
The order function allows us to make trivial the study
6
of a problem that
is hard to capture algebraically: the syntactic non-dependence. An essential
result of our work appears in Theorem 4.6: in algebraic systems, the depen-
dence is very limited, and s-types do not depend on s-terms
7
:
  ` B : s ^   ` N : : s ) N 6 B:
Proving this implication is not trivial, and we do not know of any proof as easy
as ours. In particular, if the system is three order, then it is -independent:
  ` z : A:B : ) z 62 FV(B). This is the case in the 
!
and ! corners.
Using this result, a very interesting property of these systems is obtained: cut
elimination [19,13,4].
Other applications of our order notion are exposed in the Section 4.
2 Description and Properties of PTS
In this section we introduce PTS and their main properties. For a deeper
study we refer to [10,1,20,18].
Considering an innite set of variables V (x; y; : : : 2 V) and a set of con-
stants or sorts S (s;2; : : : 2 S), the set T of terms for a PTS is inductively
dened as:
a 2 V [ S ) a 2 T ;
A; C; a; b 2 T ) a b; x : A:b; x : A:C 2 T :
We denote 

the -reduction and =

the equality generated by 

.
The set of -normal forms is denoted -nf and FV(a) denotes the set of free
variables. A[x := B] denotes, as usual, substitution. The relation 

is
Church-Rosser (CR). a

denotes the -normal form of a.
A context   is a sorted sequence x
1
: A
1
; : : : ; x
n
: A
n
. We denote
8
x
i
:
A
i
2  ,     
0
:
= 8x[x : A 2   ) x : A 2  
0
], Var( )
:
= fx
1
; : : : ; x
n
g ;
6
i.e.: using direct inspection of the set of rules.
7
We use   ` a : to stand for 9A 2 T [  ` a : A] and   ` a : : s to stand for
9A 2 T [  ` a : A ^   ` A : s].
8
:
= is the denition symbol.
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x 2  
:
= x 2 Var( ); FV( )
:
=
S
1in
FV(A
i
).
A PTS is dened by its specication, i.e., a tuple S = (S;A;R), where S
is a set of constants or sorts (s;2; : : : 2 S), A  S S is a set of axioms, and
R  S  S  S is a set of rules. The notion of derivation   ` a : A is dened
by the inductive system shown in Fig. 1. We say that   is a legal context
(denoted with   `) if 9c; C 2 T [  ` c : C].
Let us recall several elementary properties of PTS:
Lemma 2.1 (Elementary Properties) If   ` c : C, then:
(i) FV(c : C)  Var( ); and the variables of Var( ) are dierent.
(ii) p : q 2 A )   ` p : q:
(iii) y : D 2  )   ` y : D:
(iv) Correctness of types:   ` c : C ^ C 62 S ) 9s 2 S [  ` C : s]:
A free object in the right-hand side of an implication or in the lower part
of a rule, is implicitly quantied by 9. For example, the Correctness of types
property can be rewrite as   ` c : C ^ C 62 S )   ` C : s.
We also need typical properties of PTS: subject -reduction (S), predi-
cate -reduction (P), substitution lemma (Sbs), and thinning lemma (Thnng):
(S)
  ` a : A
  ` a
0
: A
a

a
0
; (P)
  ` a : A
  ` a : A
0
A

A
0
;
(Sbs)
  ` d : D  ; y : D; ` c : C
 ;[y := d] ` c[y := d] : C[y := d]
; (Thnng)
  ` b : B 	 `
	 ` b : B
   	:
We also use in our proofs the (generation) Lemma 5:2:13 described in [1].
3 Order Function Construction
Most systems in the literature are
O
functional. For instance, systems in the
-cube, U , HOL, AUT   68, AUT QE; PAL | all of them are de-
scribed in [1](page 21) | and some extensions with universes of the calculus
of construction, like Ecc [15] and CC
!
[14], are
O
functional systems. On the
other hand, the system  is non-
O
functional, because the  :  axiom requires
 = 0.
For other PTSs, the conditions of Denition 1.1 does not hold. For in-
stance, if A  f : 2;  : 4;2 : 4g (see the graph in Fig. 2:left). This system
is also non-functional. Similarly, the system formed by A = f : 2;2 : 4;r :
4g and R = f : 2 : 4;  : r : rg is functional but it is not
O
functional,
although the condition for the axioms holds (see Fig. 2:right). A system is
injective with respect to the axioms if 2 : s;2
0
: s 2 A ) 2 = 2
0
; the last
example is not injective with respect to the axioms.
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Figure 2. Graphs corresponding to two axioms set.
A cycle is a succession of axioms like 2
1
: 2
2
; : : : ;2
n
: 2
1
. The existence
of a cycle makes Denition 1.1(a) fail. We can conclude the following:
Lemma 3.1 Any functional system, injective with respect to the axioms, with-
out cycles and with a numerable set of sorts is
O
functional.
Proof One line is a numerable and non-cyclic collection of axioms fs
i
: s
i+1
g.
Under the conditions of the lemma, the graph of axioms is a numerable col-
lection of (nite or innite) numerable lines. Thus we can enumerate the con-
stants preserving (a) from Denition 1.1, and, additionally, @s = @s
0
() s =
s
0
. With that order, the property (b) in the denition is trivial. 2
The following lemma will be used to dene an extension of the order func-
tion for every term.
Lemma 3.2 For every PTS
O
functional:
(i)   ` a : :s ^   ` a : :s
0
) @s = @s
0
:
(ii)   ` a : s ^   ` a : A : s
0
) @s = + @s
0
:
(iii)   ` a : A : s ^   ` a : A
0
: s
0
) @s = @s
0
:
Proof Let us recall that in [20] the set of terms of a PTS can be divided in
two disjoint classes, T
v
and T
s
, inductively dened as:
x 2 T
v
; b 2 T
v
) b c; x : A:b 2 T
v
;
2;x : A:B 2 T
s
; b 2 T
s
) b c; x : A:b 2 T
s
;
such that
  ` a : A; a : A
0
)
8
<
:
a 2 T
v
) A =

A
0
(UT in T
v
class);
a 2 T
s
) A

:2 ^ A
0


:2
0
:
where hi:M
:
= M and hx : X;i:M
:
= x : X:(:M).
(i) If a 2 T
v
then we apply UT (uniqueness of types) and s  s
0
. For a 2 T
s
we proceed using structural induction on a:
| a  2. Then,  = hi. Thus,   ` 2 : s ^   ` 2 : s
0
. Then, by
the generation lemma, 2 : s;2 : s
0
2 A, and, by the order denition,
+ @s = @2 = + @s
0
, and therefore @s = @s
0
.
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| a  v : V:W . Again,  = hi, and thus   ` v : V:W : s and   ` v :
V:W : s
0
. By applying the generation lemma to both cases we obtain
  ` V : s
1
;  ; v : V `W : s
2
s
1
: s
2
: s 2 R;
  ` V : s
0
1
;  ; v : V ` W : s
0
2
s
0
1
: s
0
2
: s
0
2 R:
By applying the IH (induction hypothesis) again to both cases we obtain
@s
1
= @s
0
1
and @s
2
= @s
0
2
. Finally, we only have to apply Denition 1.1(b).
| a  v : V:w. By applying the generation lemma we obtain
 ; v : V ` w : 
0
:s;  ; v : V ` w : 
0
:s
0
where   v : V:
0
. By applying IH we obtain @s = @s
0
.
| a  f g. By applying the generation lemma again we obtain
  ` f : x : G:F;   ` f : x : G
0
:F
0
where
F [x := g] =

:s F
0
[x := g] =

:s
0
(3)
But, because f 2 T
s
,
x : G:F 

x : G
1
:
1
:s
1
; x : G
0
:F
0


x : G
1
:
1
:s
0
1
:
By (3), s  s
1
and s
0
 s
0
1
. If we apply P (predicate -reduction) we get
  ` f : x : G
1
:
1
: s;   ` f : x : G
1
:
1
: s
0
:
And, because f is a subterm, by applying IH we obtain @s = @s
0
.
(ii) If a 2 T
v
, by UT, s =

A, and by applying S (subject -reduction) and
the generation lemma, we obtain s : s
0
2 A and @s =  + @s
0
. If a 2 T
s
,
then A

s
00
. Thus, s
00
: s
0
2 A and @s
00
=  + @s
0
, and by applying (i) we
get @s = @s
00
.
(iii) If a 2 T
v
, then A =

A
0
. Let A
00
be a common reduct. Then,   ` A
00
: s; A
00
:
s
0
, and by applying (i) we obtain @s = @s
0
. If a 2 T
s
, then A 

:2
and A
0


:2
0
. By applying (i) we get @2 = @2
0
, and the result follows
from the following property:
8 :   ` :2 : s ^   ` :2
0
:s
0
^ @2 = @2
0
) @s = @s
0
:
We prove then the above property by induction on the length of . If
 = hi, then   ` 2 : s and   ` 2
0
: s
0
. This means that, 2 : s;2
0
: s
0
2 A,
thus @2 =  + @s and @2
0
= + @s
0
, and therefore @s = @s
0
.
Let   x : V;
1
. By applying the generation lemma, we get
  ` V : s
1
;   ` V : s
0
1
;
 ; x : V ` 
1
:2 : s
2
;  ; x : V ` 
1
:2
0
: s
0
2
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where s
1
: s
2
: s; s
0
1
: s
0
2
: s
0
2 R. Because of (i), from the left row we obtain
@s
1
= @s
0
1
. By IH on the right row we get @s
2
= @s
0
2
. And by the Denition
1.1(b), we get @s = @s
0
.
2
Denition 3.3 (Order of Terms) For every
O
functional system, the order
of a term m on a context   (denoted by @
 
m) is dened by:
@
 
s = @s; @
 
m =
8
<
:
+ @s if   ` m : s;
2+ @s if   ` m : M : s:
The Lemma 3.2 ensures that the above denition is correct, and that order
constitutes a family of partial functions: @
 
m is not dened if   6` m : . On
the other hand, we have to emphasize that the use of classication dened in
[20] has been essential.
Theorem 3.4 (Fundamental) In every
O
functional PTS, if   ` a : A, then:
(i) @
 
a = + @
 
A:
(ii)     ` ) @
 
a = @

a:
(iii) a =

a
0
;   ` a
0
: ) @
 
a = @
 
a
0
:
Proof (i) follows from type correctness and Denition 3.3; (ii) from thinning
(Thnng) and Denition 3.3, and (iii) from CR, S, and (ii). 2
Corollary 3.5 For any
O
functional PTS with S nite, if   ` a : , then:
(i)  > 0 )   @
 
a  2+ !;
(ii)  < 0 ) 2+   @
 
a  !;
where   minf@s j s 2 Sg and !  maxf@s j s 2 Sg.
Proof It follows from type correctness and Theorem 3.4. 2
As a consequence, in the -cube, taking  =  1 and @2 = 3, an order can
be obtained taking values in f0; 1; 2; 3g.
4 Applications of the Order Function
4.1 Order-Injective Systems
Following the
O
functional systems,
O
injective systems are the weaker studied
in this paper. The use of annotated variables allows us to demonstrate that
the order does not depend on contexts. Let us recall that, in order to use
annotated variables (i.e.:
s
x), both the (var) and (weak) inference rules must
169
Guti

errez and Ruiz
be modied as:
(var
va
)
  `
va
A : s
 ;
s
x : A `
va
s
x : A
; (weak
va
)
  `
va
b : B   `
va
A : s
 ;
s
x : A `
va
b : B
:
Then, the `
va
inference relation is smaller than the ` relation, that is to say:
`
va
 `.
Theorem 4.1 Any
O
injective PTS with annotated variables veries:
  `
va
m : M ^  
0
`
va
m : M
0
) @
 
M = @
 
0
M
0
^ @
 
m = @
 
0
m:
Proof Since of @
 
m =  + @
 
M , it is suÆces to prove the rst equality. The
proof follows by induction over the   `
va
m : M derivation, where each case
follows from Theorem 3.4, the generation lemma and IH. Besides, if the last
rule is (var
va
), then the following property is also used:
  `
va
s
x : M )   `
s
x : Q : s:(4)
Specically, to prove the application case, we use
O
injectivity; then we con-
sider:
  `
va
f : x : A:F   `
va
a : A
  `
va
f a : F [x := a]
(5)
where M  F [x := a]. From  
0
`
va
f a : M
0
, by applying the generation
lemma, we obtain
 
0
`
va
f : x : A
0
:F
0
;(6)
 
0
`
va
a : A
0
;(7)
M
0
=

F
0
[x := a]:(8)
By applying rst the type correctness property and then the generation lemma,
we get
  `
va
x : A:F : s
3
;  
0
`
va
x : A
0
:F
0
: s
0
3
;
  `
va
A : s
1
;  ; x : A `
va
F : s
2
s
1
: s
2
: s
3
2 R;
 
0
`
va
A
0
: s
0
1
;  
0
; x : A
0
`
va
F
0
: s
0
2
s
0
1
: s
0
2
: s
0
3
2 R:
| By IH, from (5) and (6) we obtain that @
 
(x : A:F ) = @
 
0
(x : A
0
:F
0
)
and thus, @s
3
= @s
0
3
.
| Also, by IH, from (5) and (7), we obtain that @
 
A = @
 
0
A
0
, and hence,
@s
1
= @s
0
1
.
Moreover, since the system is
O
injective, then @s
2
= @s
0
2
.
By the substitution lemma (Sbs), we know that   `
va
F [x := a] : s
2
and
 
0
`
va
F
0
[x := a] : s
0
2
, and besides we obtain, @
 
(F [x := a]) = @
 
0
(F
0
[x := a]).
We only have to observe that
@
 
M  @
 
(F [x := a]) = @
 
0
(F
0
[x := a]) = @
 
0
M
0
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where the last equality is obtained from Theorem 3.4(iii). 2
The
O
injectivity condition in Theorem 4.1 is essential as it is show in the
following example:
Example 4.2 If A = f? : 4;4 : ; : 2g and R = f : 4 : 2; :  : 2g
then, the system isn't
O
injective. In addition,
2
f : 

x : 4:?
| {z }
 
`
va
2
f ? : ? and
2
f : 

x : 4:4
| {z }
 
0
`
va
2
f ? : 4
can be derived, but @
 
(f ?) = + @? 6= + @4 = @
 
0
(f ?), and the implication
from Theorem 4.1 does not hold.
4.2 The Order Function in Semi-Algebraic Systems
In this section we establish the relation between the order of a term and its
degree by generalising the denition in [1,9]:
Denition 4.3 For every semi-algebraic system with annotated variables,
and  =  1, we dene the degree function 
]
 ! Z as:
]s = @s; ](
s
x) = ]s  2;
](x : A:B) = ](x : A:B) = ](B A) = ]B:
Let us observe that for systems in the -cube, taking @2 = 3, we get 
]
 !
f0; 1; 2; 3g.
Order and degree are related by the following lemma:
Lemma 4.4 For every semi-algebraic system, and for -cube's systems in
particular:
(i)   `
va
a : A ) ]a = @
 
a:
(ii)   `
va
a : A ) ]a = ]A  1:
Proof As @s = ]s, (ii) follows from type correctness, (i), and Theorem 3.4.
We now prove (i) by structural induction on a. If a is a variable then, from
(4), we obtain   `
va
s
x : Q : s, and as `
va
`, then   `
s
x : Q : s; hence,
by Theorem 3.4, @(
s
x) = @s   2 (let us recall that  =  1), and by applying
Denition 4.3 we obtain @(
s
x) = ](
s
x). In the remaining cases we apply IH,
Denition 4.3 and the following properties:
@
 
(x : A:B) = @
 ;x:A
(B); @
 
(x : A:b) = @
 ;x:A
(b); @
 
(f a) = @
 
(f)
that are proved using the generation lemma and Theorem 3.4. 2
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Let us observe that ]a can be dened even if the term is not well typed.
The reader can check that the proof of Lemma 4.4 is more general, elegant
and compact that a similar one described in [1] for the -cube.
To end this section, let us show an interesting application to type-checking
in
O
full systems: in these systems, the abstraction rule can notably be simpli-
ed.
Lemma 4.5 Consider any
O
full semi-algebraic PTS with annotated variables.
Then the () rule can be replaced by the following rule:
  `
of
A : s
1
 ; x : A `
of
b : B
  `
of
x : A:b : x : A:B
8
>
>
>
<
>
>
>
:
s
1
: p : 2 R;
]B = ]p  1;
B 2 S ) B : 2 A:
Proof It follows from Lemma 4.4. 2
The advantage of the `
of
system compared to the traditional `
sf
(semifull)
system [16,2,21] is that `
of
is correct and complete for non-semifull systems.
In addition, the side conditions lessen the number of rules used during the
process of type-checking.
4.3 Syntactic Independence in Algebraic Systems
The following theorem justies the non-dependent denomination for algebraic
systems and generalises a similar result described in [3](Remark 2.48):
Theorem 4.6 In any algebraic system,
(i) N  B ^   ` N : ; B : ) @
 
N  @
 
B (monotonicity).
(ii)   ` N : : s ^   ` B : s ) N 6 B.
Thus, s-types do not depend on s-terms. Therefore, if the system is three order
then it is -independent:
(ii
0
)   ` z : A:B : ) z 62 FV(B).
Proof Let us remember that s
1
: s
2
: s
3
2 R ) @s
3
= @s
2
 @s
1
. Using
the generation lemma, for well-typed terms it is easy to prove,
@
 
(v : V:W ) 
@
 
V
@
 ;v:V
W
; @
 
(v : V:w) 
@V
@
 ;v:V
w
; @
 
(V W ) 
@
 
V
@
 
W
;
The rst group of inequalities needs @s
1
; @s
2
 @s
3
; the second one @s
3

@s
2
; 1 + @s
3
 @s
1
; the third one @s
2
 @s
3
; @s
2
 @s
1
; thus, we need @s
2
=
@s
3
 @s
1
.
Using the above inequalities, we can easily prove (i) by structural induction
on B:
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| B  z _ B  2. Then N  B.
| B  v : V:W . If N  V , by IH we have @
 
N  @
 
V  @
 
(v : V:W ).
If N  W ; by Theorem 3.4(ii), @
 
N = @
 ;v:V
N ; by IH we get @
 ;v:V
N 
@
 ;v:V
W  @(v : V:W ).
| B  v : V:w. If N  V , by IH we have @
 
N  @
 
V  @
 
(v : V:w). If
N  w; @
 
N = @
 ;v:V
N ; by IH we get @
 ;v:V
N  @
 ;v:V
w  @(v : V:w).
| B  V W . If N  V , by IH we have @
 
N  @
 
V  @
 
(V W ). If
N  W , by IH we get @
 
N  @
 
W  @
 
(V W ).
In order to prove (ii) let us observe that if   ` N : : s and   ` B : s,
then (by Theorem 3.4(i)) @
 
N > @
 
B holds, and we only have to apply (i).
Let us now prove (ii
0
). Let    ; z : A. If   ` z : A:B : , then  ` z :
A;A : s
1
; B : s
2
; then, because the system is a three order, @

A = @

B, hence
@

z > @
 
B; and by (i), z 62 FV(B). 2
Unfortunately, some algebraic systems are -dependent systems; for in-
stance 2.
4.4 Cut Free Sequent Calculus and Cut Elimination
The notion of cut free sequent calculi for PTS [13,11] is inspired in the corre-
spondence between Gentzen's [7] natural intuitionistic logic N , and sequent
calculus L, besides its hauptsatz (central theorem): any derivation in L can be
obtained without using the cut rule, a result known as cut elimination. Thus,
in a cut free PTS we remove the (apl) rule to type applications because it
eliminates the  connective in the right side (see Fig. 1). Instead we will use
the following adaptation of the (! left) rule from the sequent calculus:
(
K
)
  ` a : A  ; x : S; ` c : C
 ;[x := y a] ` c[x := y a] : C[x := y a]
8
<
:
y : z : A:B 2  ;
S  B[z := a]:
In [13] we have proved that the new system obtained, K
cf
, is correct. If we
add the (cut) rule
(cut)
  ` a : A  ; x : A ` b : B
  ` b[x := a] : B[x := a]
;
the new system obtained, K, is equivalent to the original one.
The [x := y a] substitution operator preserves normal forms (B; a 2 -nf )
B[x := y a]) and hence, the K
cf
system provides normalised types, contexts,
and terms. Cut elimination means that any derivation   ` m : M with
m;M;  normalised, can be obtained without using the (cut) rule, that is:
 ; c; C 2 -nf ^   `
K
c : C )   `
K
cf c : C: (CE)
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The principal application of the order function in algebraic systems is:
Theorem 4.7 Every normalising and -independent system veries cut elim-
ination.
Proof (Sketch) First of all we prove the correctness of the following rule:
(aplV ar)
  `
K
cf a : A   `
K
cf y : z : A:B
  `
K
cf y a : B[z := a]
:
Let us assume the antecedent. Then, by Theorem 4.6(ii
0
), z 62 FV(B). By the
generation lemma (in K
cf
), we obtain  ; z : A `
K
cf B : s, and by applying the
condensation property in K
cf
, we obtain   `
K
cf B : s. Hence,  ; x : B `
K
cf x :
B, and by the (
K
) rule, we get   `
K
cf x[x := y a] : B.
Using (aplV ar) it is not diÆcult to prove the following rule:
(aplN)
  `
K
cf
a : A   `
K
cf
f : z : A:B
  `
K
cf fa : B[z := a]
f a 2 -nf:
Because the system is normalising, it is easy to prove that Cut Elimination
(CE) is equivalent to the following property:
 ; c 2 -nf ^   `
K
c : C )   `
K
cf c : C

: (CE
0
)
The proof of (CE
0
) is now by induction on derivations using the (aplN) prop-
erty. 2
5 Conclusions, Related Works, and Future Works
Are PTSs nowadays a promising research eld? We think that the answer to
this question is aÆrmative, and many researches are already working in their
applications
9
.
We have shown that the concept of order enriches the tool box that provides
elegant proofs to diÆcult properties.
Less general order concepts have been studied by other authors. For in-
stance, in [1,9] the concept of degree is used essentially to prove strong nor-
malisation for the systems in the -cube. We believe that our @ function can
be used in a similar way.
In [12], an extension to present paper, we prove that any
O
functional PTS
can be projected into a functional PTS (its kernel), and that such a projection
is a morphism. Therefore we can obtain an essential result: any
O
functional
PTS with a normalising kernel satises the EP (expansion postponement)
property. This result extends the one in [5] to functional normalising systems.
9
For instance, let us cite the denition and implementation of new programming languages
based on PTS, like the one recently developed at the University of Utrecht http://www.
cs.uu.nl/~johanj/MSc/jwroorda
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Maybe the concept of non-dependency nearest to ours is the one in [3].
The authors use PTS with annotated variables and the `
va
system. They
introduce the concepts of persistent, stratied, and generalised non-dependent
system. A system is persistent [3](Denition 2.12) if it is functional, injective
for the axioms, and all its rules have the form s
1
: s
2
: s
2
. A system is stratied
[3](Denition 2.19) if it does not contain innite successions of constants such
that s
1
< s
2
< : : :, and, additionally, the s
1
: s
2
: s
3
rules verify s
1
 s
2

s
3
; the < relation is the transitive closure of the relation determined by A,
introduced in [6]. Some systems with universes, like the extended calculus
Ecc described in [15] are excluded. A system is generalised non-dependent
if it is persistent and stratied. Any system verifying strong correctness of
types (  ` a : A )   ` A : s) is excluded. In particular, the systems with
universes Ecc and CC
!
[14] are excluded.
The main result in [3] is a proof of Barendregt-Geuvers-Klop conjecture
(BGK conjecture):
S j= WN() ) S j= SN()
for a class of generalised non-dependent systems.
Persistent systems with acyclic axioms are
O
functional. Additionally, for
an order @ with  = 1, s < s
0
is equivalent to @s > @s
0
. Therefore, any non-
dependent generalised system veries @s
3
= @s
2
 @s
1
for any rule; so it is an
algebraic system in the sense of Denition 1.2, and Theorem 4.6 also holds.
Also, we have checked that the technique used in [3] can be used for algebraic
systems, modifying for convenience the conditions of the results. In summary,
the concept of order could be used to simplify the proof of BGK conjecture,
even without using functionality.
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