Abstract. In this paper, we study averaging operators from an algebraic and combinatorial point of view. We first construct free averaging algebras in terms of a class of bracketed words called averaging words. We next apply this construction to obtain one and two variable generating functions for subsets of averaging words when the averaging operator is taken to be idempotent. When the averaging algebra has an idempotent generator, the generating function in one variable is twice the generating function for large Ströder numbers, leading us to give interpretations of large Ströder numbers in terms of bracketed words and rooted trees, as well as a recursive formula for these numbers.
certain vector fields. For example, the time average of a real valued function f defined on timespace f (x, t) →f (x, t) = lim
is such an operator.
In the 1930s, averaging operator was explicitly defined by Kolmogoroff and Kampé de Fériet [17, 20] . Then G. Birkhoff [5] continued its study and showed that a positive bounded projection in the Banach algebra C(X), the algebra of scalar valued continuous functions on a compact Hausdorff space X, onto a fixed range space is an idempotent averaging operator. In 1954, S. T. C. Moy [30] made the connection between averaging operators and conditional expectation. Furthermore, she studied the relationship between integration theory and averaging operators in turbulence theory and probability. Then her results were extended by G. C. Rota [26] . During the same period, the idempotent averaging operators on C ∞ (X), the algebra of all real valued continuous functions on a locally compact Hausdorff space X that vanish at the infinity, were characterized by J. L. Kelley [18] .
Later on, more discoveries of averaging operators on various spaces were made. B. Brainerd [4] considered the conditions under which an averaging operator can be represented as an integration on the abstract analogue of the ring of real valued measurable functions. In 1964, G. C. Rota [27] proved that a continuous Reynolds operator on the algebra L ∞ (S , Σ, m) of bounded measurable functions on a measure space (S , Σ, m) is an averaging operator if and only if it has a closed range. J. L. B. Gamlen and J. B. Miller [11, 20] considered averaging operators on noncommutative Banach algebras where the averaging identities are defined by Eq. (3). They discussed spectrum and resolvent sets of averaging operators on Banach algebras. N. H. Bong [6] found some connections between the resolvent of a Rota-Baxter operator [3, 13, 28] and that of an averaging operator on complex Banach algebras. In 1986, Huijsmans generalized the work of Kelley to the case of f -algebras. Triki [31, 32] showed that a positive contractive projection on an Archimedean f -algebra is an idempotent averaging operator.
In the last century, most studies on averaging operators had been done for various special algebras, such as function spaces, Banach algebras, and the topics and methods had been largely analytic. In this century, while averaging operators continued to find many applications in analysis and applied areas [10] , they also showed their remarkable algebraic importance.
W. Cao [7] construted free commutative averaging algebras and studied the naturally induced Lie algebra structures from averaging operators. J. L. Loday [19] defined the diassociative algebra as the enveloping algebra of the Leibniz algebra in analogue to the associative algebra as the enveloping algebra of the Lie algebra. M. Aguiar [1] showed that a diassociative algebra can be derived from an averaging associative algebra by defining two new operations x ⊣ y := xP(y) and x ⊢ y := P(x)y. An analogue process gives a Leibniz algebra from an averaging Lie algebra by defining a new operation {x, y} := [P(x), y] and derives a (left) permutative algebra [8] from averaging commutative associative algebra. In general, an averaging operator could be defined on any binary operad and this type of process was systematically studied in [22] by relating the averaging actions to a special construction of binary operads called duplicators [12, 23] . Combining the averaging operators actions with the Rota-Baxter operators [2, 23] actions, we obtained another connection between Rota-Baxter operators and averaging operators: the resulting algebraic structures given by the actions of the two operators are Koszul dual to each other.
These important developments in theory and applications of the averaging algebra motivate us to carry out an algebraic and combinatorial study of the averaging algebra in this paper. It is well known that in the category of any given algebraic structure, the free objects play a central role in studying the other objects. Further the combinatorial nature of the algebraic structure is often revealed by its free objects (see [24] for the Lie algebra case). Thus our first step is to construct free averaging algebras, after presenting some preliminary properties and examples of averaging algebras. This is carried out in Section 2, where the free averaging algebra on a set is realized on the free module spanned by a class of bracketed words composed from the set, called averaging words. In Section 3, we begin our combinatorial investigation by enumerating subsets of averaging words for the free averaging algebra on one generator and when the operator is taken to be idempotent. The generating function from the enumeration of averaging words turns out to be twice the generating function of the large Schröder numbers, revealing the combinatorial nature of averaging algebras. Pursuing this numerical connection of averaging algebra with large Schröder numbers further allows us to find two applications of averaging algebras to large Schröder numbers. We obtained two interpretations of large Schröder numbers, one in terms of averaging words, another in terms of decorated rooted trees. We also obtain a recursive formula for large Schröder numbers from such a formula arising from the study of averaging words.
Properties and free objects of averaging algebras
Convention. Throughout this paper, all algebras are taken to be nonunitary unless otherwise specified.
In this section, we first give some properties and examples of averaging operators. We then give an explicit construction of the free averaging algebra on a non-empty set X.
Definitions and properties.
An averaging operator in the noncommutative context is given as follows. Definition 2.1. A linear operator P on a k-algebra R is called an averaging operator if
A k-algebra R together with an averaging operator P on R is called an averaging algebra.
As is well-known and easily checked, an idempotent operator is an averaging operator if and only if it is a Reynolds operator defined in Eq. (2) . We also give a close relationship between averaging operators and Rota-Baxter operators (of weight zero). The latter operator is defined by the operator equation
and has played important role in mathematics and physics [3, 13, 28] .
Note that an averaging operator is a set operator in the sense that, for any semigroup (G, ·), it makes sense to define an averaging operator on G to be a map P : G → G such that
be a linear operator such that, for each n ≥ 0, we have P(
with β(n) ∈ Q and θ(n) > 0. Then [15] P is a Rota-Baxter operator of weight zero if and only if θ is an averaging operator on the additive semigroup Z ≥1 :
In addition to the examples of averaging algebras mentioned in the introduction, we display the following classes of examples. We first give some examples from averaging processes. Note that if P is an averaging operator, then cP is also an averaging operator for any c ∈ k. Proposition 2.2. Let R be a k-algebra.
(a) Let G be a finite group that acts on R (on the right) and preserves the multiplication of G: (xy) g = x g y g for all x, y ∈ R and g ∈ G. Then the linear operator
is an averaging operator. (b) Let a be a fixed element in the center of R. Define P a (x) := ax for all x ∈ R. Then P a is an averaging operator on R.
Proof. (a) For any x, y ∈ R, we have
We similarly have P(P(x)y) = P(x)P(y).
(b) For any x, y ∈ R, we have
Thus P is an averaging operator.
As an application of Proposition 2.2. and hence Proposition 2.2.(a) applies. When P is replaced by 1 n P which makes sense whenever k contains Q, then we obtain the usual averaging operator.
As a special case of Proposition 2.2.(b), let G be a finite group and let k[G] be the group algebra. Then the k-linear operator
is an averaging operator since There are many averaging operators that do not come from an averaging process. A differential operator on a k-algebra R is a linear operator d : R −→ R such that
It is immediately checked that a differential operator d with d 2 = 0 is an averaging operator. Birkhoff showed that an averaging operator on a unitary k-algebra that preserves the identity 1 R must be idempotent: [26] . We next determine the conditions for an idempotent linear operator to be an averaging operator. Recall that there is a bijection {idempotent linear operators on R} ←→ {linear decompositions R = R 0 ⊕ R 1 } such that R 0 = imP and R 1 = ker P. The linear map P corresponding to R = R 0 ⊕ R 1 is called the projection onto R 0 along R 1 . Proposition 2.3. Let R be a k-algebra and let P : R → R be an idempotent linear map. Let R = R 0 ⊕ R 1 be the corresponding linear decomposition. Then P is an averaging operator if and only if
Proof. For any x, y ∈ R, denote x = x 0 + x 1 and y = y 0 + y 1 with x i , y i ∈ R i , i = 0, 1. Suppose P is an averaging operator. Then from P(R) = R 0 and P(x)P(y) = P(xP(y)) we obtain R 0 R 0 ⊆ R 0 . Then we have
Thus from Eq. (3) we obtain P(x 0 y 1 ) = P(x 1 y 0 ) = 0 for all x i , y i ∈ R i , i = 0, 1. Therefore Eq. (5) holds since R 1 = ker P by the definition of P.
Conversely, suppose Eq. (5) holds. Then we have
and similarly P(xP(y)) = P(x)P(y) for all x, y ∈ R. Thus P is an averaging operator.
Recall that a k-superalgebra is a k-algebra R with a k-module decomposition R = R 0 ⊕ R 1 such that R i R j ⊆ R i+ j where the subscripts are taken modulo 2.
Corollary 2.4.
(a) An idempotent algebra endomorphism P : R → R is an averaging operator. In particular, when R is an augmented k-algebra with the augmentation map ε : R → k, then ε regarded as a linear operator on R is an averaging operator. (b) Let R = R 0 ⊕ R 1 be a k-superalgebra. Then the projection P of R to R 0 along R 1 is an averaging operator on A.
Proof. (a) Let R 0 := imP and R 1 := ker P. Then we have R = R 0 ⊕ R 1 and P is the projection to R 0 along R 1 . Since R 1 is an ideal of R, Eq. (5) holds. Hence P is an averaging operator. (b) This follows since R 0 and R 1 satisfies Eq. (5).
2.2. The construction of free averaging algebras. Free commutative averaging algebras were constructed in [7] . We now construct free (noncommutative) averaging algebras. We carry out the construction in this subsection (Theorem 2.11) and provide the proof of the theorem in the next subsection.
2.2.1.
A basis of the free averaging algebra. Let X be a given nonempty set. We will first obtain a linear basis of the free averaging algebra on X from the free operated semigroup S(X) on X [14, 13] .
For any nonempty set Y, let S (Y) be the free semigroup generated by Y and ⌊Y⌋ := {⌊y⌋ | y ∈ Y} be a replica of Y. Thus ⌊Y⌋ is a set that is indexed by Y but disjoint with Y.
Let X be the nonempty set. Define a direct system as follows. Let
with the natural injection
Inductively assuming that S n−1 and i n−2,n−1 : S n−2 ֒→ S n−1 have been obtained for n ≥ 2, we define
Finally, define S(X) := lim − − → S n . Elements in S(X) are called bracketed words on X. Define the depth of w ∈ S(X) to be
Taking the limit in S n = S (X ⊔ ⌊S n−1 ⌋), we obtain
Thus every bracketed word has a unique decomposition, called the standard decomposition,
where w i is in X or S(X) for i = 1, 2, · · · , b. Then we define b = b(w) to be the breadth of w. Elements of X ⊔ ⌊S⌋ are called indecomposable. Define the head index h(w) of w to be 0 (resp. 1) if w 1 is in X (resp. ⌊Ω⌋). Similarly define the tail index t(w) of w to be 0 (resp. 1) if
Further, by combining strings of indecomposable factors in w that are in X, we obtain the block decomposition of w:
where
As is known [9, 13] , the free Rota-Baxter algebra on a set is defined on the free k-module spanned by the set of Rota-Baxter words R(X) ⊆ S(X) consisting of bracketed words that do not contain a subword of the form ⌊u⌋⌊v⌋ where u, v ∈ S. It is natural to consider the averaging case in the similar way: Choose the set B of bracketed words that do not contain a subword of the forms ⌊u⌋⌊v⌋ and ⌊⌊u⌋v⌋, where u, v ∈ S. Unfortunately, this restriction is not enough. For example, we have ⌊x⌊x⌋
by the axiom of an averaging operator. Here ⌊ ⌋ (n) , n ≥ 0, denotes the n-th iteration of the operator ⌊ ⌋. Thus only one of the two elements ⌊x⌊x⌋ (2) ⌋ and ⌊x⌊x⌋⌋ (2) can be kept in a basis for the free averaging algebra. This motivates us to give the following definition. Definition 2.6. Let X be a set. A bracketed word w ∈ S(X) is called an averaging word if w does not contain any subword of the form ⌊u⌋⌊v⌋, ⌊⌊u⌋v⌋ or ⌊u⌊v⌋ (2) ⌋ for u, v ∈ S(X). The set of averaging words on X is denoted by A = A(X).
For example, ⌊x⌋x, ⌊x⌊x⌋⌋, ⌊x⌊x⌋⌋ (2) , ⌊x⌊x⌋ (2) x⌊x⌋⌋ are averaging words on {x}. We will prove in Theorem 2.11 that the free k-module kA spanned by the set A = A(X), equipped with a suitably defined multiplication and linear operator is the free averaging algebra on X. In order to carry out the construction and proof, we give the following recursive description of A.
For any nonempty subsets G, H and H ′ of S(X), denote
where, for a subset T of S(X), T r := {t 1 · · · t r | t i ∈ T, 1 ≤ i ≤ r} and T 0 := 1, the empty word. We construct direct systems {A
We have the following properties on A n , A + n and A + n . Proposition 2.7. For n ≥ 0, we have
Proof. We prove the inclusions by induction on n. When n = 0, by definition, we have
Suppose that the inclusions in Eqs. (12)- (14) 
These complete the induction.
Therefore we can take the direct systems
Proposition 2.8. For a given set X, we have
Because of the proposition, we will omit the notation A ∞ in the rest of the paper.
Proof. For now we let A (n) , n ≥ 0, denote the subset of A consisting of its elements of depth less or equal to n: A (n) := A ∩ S n . Then we have A = ∪ n≥0 A (n) . So we just need to verify
We will prove it by induction on n ≥ 0. When n = 0, there is nothing to prove since A (0) = A 0 = S (X). Assume that Eq. (15) has been verified for n ≤ k for a k ≥ 0 and consider the subsets A (k+1) and A k+1 .
Since
by the induction hypothesis. Thus elements in these subsets do not contain elements of the forms excluded in the definition of A. Further elements inÃ + k do not contain elements of the forms ⌊u⌋v and u⌊v⌋ (2) . Thus elements in ⌊Ã + k ⌋ do not contain elements of the form ⌊⌊u⌋v⌋ and ⌊u⌊v⌋ (2) ⌋. Therefore by the definition of A k+1 in Eq. (10), elements of A k+1 do not contain subwords of the forms excluded in the definition of A. Since A k+1 is also contained in S k+1 , we have
Conversely, since elements of A (k+1) have depth less or equal to k + 1 and do not contain subwords of the form ⌊u⌋⌊v⌋, by the induction hypothesis we have A (k+1) ⊆ Λ(A 0 , A k ). Since elements in A k are in brackets in Λ(A 0 , A k ) and elements of A (k+1) cannot contain elements of the forms ⌊⌊u⌋v⌋ and ⌊u⌊r⌋ (2) ⌋, we have
Taking the limit on both sides of Eq. (10), we obtain A = Λ(A 0 , A + ). Thus in the block decomposition w = ω 1 · · · ω r of w ∈ A, the elements ω 1 , · · · , ω r are alternatively in A 0 = S (X) and ⌊ A + ⌋. We show next that these are also sufficient conditions for w to be in A.
Lemma 2.9.
(a) Let w = ω 1 · · · ω r be the block decomposition of w ∈ S(X) in Eq. (9) . Then w is an averaging word if and only if w is in Λ(X, S(X)) and each ω i , 1 ≤ i ≤ r, is an averaging word and id(w i ) id(w i+1 ) for 1 ≤ i ≤ r − 1. (b) Let w = w 1 · · · w b be the standard decomposition of w ∈ S(X) in Eq. (8) . If w is an averaging word, then each w i , 1 ≤ i ≤ b, is an averaging word. Further, if w is an averaging word and w = uv with u, v ∈ S(X), then u and v are averaging words.
Proof. (a) Let w ∈ S(X) with block decomposition w = ω 1 · · · ω r is an averaging word. Then by the definition of an averaging word, w does not contain any of the subwords excluded in the definition of averaging words. Thus each ω i , 1 ≤ i ≤ r, does not contain these subwords and hence is an averaging word. Conversely, let w = ω 1 · · · ω r be in Λ(X, S(X)) and ω 1 , · · · , ω r are averaging words. Since w is in S k for some k ≥ 0, we just need to prove that w is in A by induction on k ≥ 0. When k = 0, we have S 0 = S (X) which is in A. Hence the claim holds. Assume that the claim holds for all w ∈ S k where k ≥ 0 and consider w ∈ S k+1 . Thus w is in Λ(X, S) and each ω i , 1 ≤ i ≤ r, is in A k+1 . The second condition means that each ω i is either in S (X) or in ⌊ A 
where u ′ ⋄ ⌊v ′ ⌋ is defined by the induction hypothesis since d(u ′
where u m ⋄ v 1 is the concatenation or as defined in Eq. (16) . For example, for u 1 = x, v 1 = ⌊x⌋, u 2 = ⌊x⌊x⌋⌋ (2) and v 2 = ⌊x⌋ (3) , we have
By the concatenation case and Eq. (16), we have
Extending ⋄ bilinearly, we obtain a binary operation on kA(X). The following properties can be derived from the definition of ⋄ directly.
Lemma 2.10. Let w, w
′ ∈ A. Then (a) h(w) = h(w ⋄ w ′ ) and t(w ′ ) = t(w ⋄ w ′ ). (b) If t(w) h(w ′ ) or t(w) = h(w ′ ) = 0, then for any w ′′ ∈ A,(19)(ww ′ ) ⋄ w ′′ = w(w ′ ⋄ w ′′ ),(20)w ′′ ⋄ (ww ′ ) = (w ′′ ⋄ w)w ′ .
2.2.3.
The construction of the operator. We next define a linear operator P on kA. For u ∈ A, there is some n such that u ∈ A n . Recall that
of which the first disjoint component is exactly the first disjoint union component of A + n . Also the third disjoint union component of A n is the second disjoint union component of A + n . By collecting the components of A + n together in this way, we see that A n can be rearranged as (22) 
So any u ∈ A n is in one of the above disjoint components. We accordingly define
where u 1 , u ′ 2 , u 3 are in A + and h(u 2 ) = t(u 2 ) = 0. Thus P X (u) is in A. Then extending P X by linearity to a linear operator on A(X) that we still denote by P X .
For example, if u = ⌊x⌊y⌋⌋z, v = x⌊y⌋ (2) and w = ⌊x⌊y⌋⌋z⌊x⌋ (2) then we have
Let j X : X −→ S (X) −→ A −→ kA denote the natural injection from X to A(X). The proof of the theorem is given in the next subsection.
2.3. The proof of Theorem 2.11. We now prove Theorem 2.11.
The proof of Theorem 2.11.(a).
We only need to verify the associativity of ⋄:
For this we prove by induction on the depth 
Case I. Suppose t(W) h(W
Then by Lemma 2.10, we have
Case II. Suppose t(W
This case is proved similarly.
Case III: Suppose t(W) = h(W
We divide this case into the following four subcases.
(
(ii) Suppose b(W) ≥ 2: Then W = w 1 w 2 with w 1 ∈ A, b(w 2 ) = 1 and either t(w 1 ) h(w 2 ) or t(w 1 ) = h(w 2 ) = 0. By Eq. (24), we have In summary we have reduced the proof of Case III to the proof of the following special case:
Since d(w) = k + 1 − s, by the induction hypothesis we have
This completes the inductive proof of Eq. (23).
The proof of Theorem 2.11.(b).
We only need to verify the equations
We first recall by Remark 2.1 that for any u, v ∈ A, there exist unique u ′ , v ′ ∈ A + and s, t ≥ 1 such that
Then we have
We verify the first equation in Eq. (25) by considering the two cases when h(v) = 0, 1. 
Case 1. Suppose h(v)
= 0: When t(v) = 0, we have v ∈ A + . Then P X (v) = ⌊v⌋ = ⌊v ′ ⌋ (t) inP X (P X (u)⋄v) = P X (⌊u ′ ⌋ (s) v) = ⌊u ′ ⋄ ⌊v⌋⌋ (s) , t(v) = 0 ⌊u ′ ⋄ ⌊v 1 ⌊v 2 ⌋⌋⌋ (s+ℓ−1) , t(v) = 1 = ⌊u ′ ⋄⌊v ′ ⌋⌋ (s+t−1) = P X (u)⋄P X (v).
Case 2. Suppose h(v) = 1: When t(v) = 0, we rewrite v as ⌊v
with v ′ = v 1 ⋄ ⌊v 2 ⌊v 3 ⌋⌋ and t = ℓ + q − 1. Then by Eq. (27), we have
Thus the first equation in Eq. (25) is verified.
To verify the second equation in Eq. (25), we also consider the two cases when h(u) is 0 and 1. (26) with u ′ = u and s = 1. When t(u) = 1, we rewrite u as u 1 ⌊u 2 ⌋ (ℓ) , where
Case 1. Suppose h(u)
Then by Eq. (27) we have
Case 2. Suppose h(u)
This completes the proof of the second equation in Eq. (25) . Therefore P X is an averaging operator.
The proof of Theorem 2.11.(c).
Let (B, Q) be an averaging algebra and * be the product in B. Let f : X −→ B be a map. We will construct a k-linear mapf : kA −→ B by definingf (w) for w ∈ A. We achieve this by using induction on n for w ∈ A n . For w = x 1 x 2 · · · x m ∈ A 0 = S (X), where
. Supposef (w) has been defined for w ∈ A n and consider w ∈ A n+1 which is defined by
(w 2i−1 ⌊w 2i ⌋), where w 2i−1 ∈ A 0 and w 2i ∈ A + n . By the construction of the multiplication ⋄ and the averaging operator P X , we also can express it by
). Thus there is only one possible way to definef (w) in order forf to be an averaging homomorphism:
f (w) can be similarly defined if w is in the other unions. This proves the existence of f as a map and its uniqueness.
We next prove that the mapf defined in Eq. (28) is indeed an averaging algebra homomorphism. We will first show thatf is an algebra homomorphism, that is, for any W, W ′ ∈ A,
We will prove Eq. (29) by induction on b :
′ is the concatenation and, by definition,
Suppose Eq. (29) 
(29). If d(W
′ ) > 0, then W = ⌊w⌋ (s) and W ′ = ⌊w ′ ⌋ (t) with w, w ′ ∈ A + . Hencē f (W ⋄ W ′ ) =f (⌊w ⋄ ⌊w ′ ⌋⌋ (s+t−1) ) = Q s+t−1 (f (w ⋄ ⌊w ′ ⌋)) (by definition) = Q s+t−1 (f (w) * f (⌊w ′ ⌋))) (by induction hypothesis) = Q s+t−1 (f (w) * Q(f (w ′ ))) (by definition) = Q s (f (w)) * Q t (f (w ′ )) (Q is an averaging operator) =f (⌊w⌋ (s) )) * f (⌊w ′ ⌋ (t) )) (by definition) =f (W) * f (W ′ ).
Now assume that Eq. (29) holds for all W, W
Applying the associativity of the product and the induction hypothesis, we havē
Thereforef commutes with the averaging operator. This completes the proof of Theorem 2.11.(c). The proof of Theorem 2.11 is now completed.
Enumeration in averaging algebras and large Schröder numbers
In this section, we study the enumeration and generating functions of free averaging algebras. We first give the generating function of averaging words in two variables parameterizing the number of appearances of the variable and the operator respectively. We then observe that the generating function in one variable for averaging words (resp. indecomposable averaging words) with one idempotent operator and one idempotent generator is twice (resp. z times) the generating function of large Schröder numbers. This motivates us to give two interpretations of large Schröder numbers in terms of averaging words and a class of decorated rooted trees. As a result, we obtain a recursive formula for large Schröder numbers.
3.1. Enumeration of averaging words. In this section, we restrict ourselves to the set of averaging words with one generator and one idempotent operator and then give some results on enumerations of this set. For an idempotent operator, P is an averaging operator if and only if it is a Reynolds operator. Interestingly, in most applications of averaging algebras in physics (invariant theory and fluid dynamics), function spaces, Banach algebras, the operators are idempotent.
Under the condition that the operator ⌊ ⌋ is idempotent, no two pairs of brackets can be immediately adjacent or nested in an averaging word. Enumerations of Rota-Baxter words are given in [16] . We will follow the similar notations and apply the similar method to solve the enumeration problem of averaging words.
For an averaging word w, an x-run is any occurrence in w of consecutive products of x of maximal length. Let v be either a positive integer or ∞ and let A v be the subset of A (including 1 1 ) where the length of x-runs is ≤ v with the convention that there is no restriction on x-runs when v = ∞. The number of balanced pairs of brackets (resp. of x) in an averaging word is called its degree (resp. arity). For n ≥ 1, let A v (n) denote the subset of A v consisting of all averaging words of degree n. For m ≥ 1, let A v (n, m) denote the subset of A v consisting of averaging words with degree n and arity m. Moreover, for 1 ≤ k ≤ m, we let A v (n, m; k) be the subset of A v (n, m) consisting of averaging words where the m x's are distributed into exactly k x-runs.
Let G(m, k, v) be the set of compositions of the integer m into k positive integer parts, with each part at most v and let g(m, k, v) be the size of this set (v = ∞ means there is no restrictions on the size of each part). Then we have [16, 21] 
In particular, by Eq. (31), we have v = 1 implies G k,1 (t) = t k .
By the definition of A v (n, m), we have the disjoint union
By the definition of A 1 (n, m; k), we have that A 1 (n, m; k) ∅ implies m = k. Then we have A 1 (n, m; k) = A 1 (n, k). We define a map
by sending w ∈ A v (n, m; k) to the averaging word Φ v,n,m (w) in A 1 (n, k) obtained by replacing each of the x-runs appearing in w by a single x. This map is clearly surjective for each pair (n, k). Further, each of the fiber (inverse image) of Φ v,n,m has g(m, k, n) elements, giving rise to a bijection
Therefore by Eq. (33), the numbers a v (n, m) of averaging words of degree n and arity m in the set A v are given by
We next determine the expressions of the generating functions A v (z, t) of the number sequences a v (n, m), n, m ≥ 0, for 1 ≤ v ≤ ∞. Proof. We have
By Eq. (32) we also have Corollary 3.2. We have the generating function
Now we have reduced the problem of finding the explicit expression of the generating function for a ∞ (n, m) to the problem of finding A 1 (z, t), to be considered in the next subsection.
3.2.
The generating function in the case of idempotent generator and operator. In this section, we will focus on the generating function A 1 (z, t) for a 1 (n, m). First, we give some descriptions of the word structures of averaging words. Note that A 1 is the subset consisting of 1 and averaging words w composed of x's and pairs of balanced brackets such that no two x's are adjacent, and no two pairs of brackets can be immediately adjacent or nested. This special case can be considered as the case that we have X = {x} and x 2 = x, ⌊ ⌋ 2 = ⌊ ⌋. In the rest of this section, all averaging words are assumed to be in A 1 . For n > 0, let B(n) be the subset of A 1 (n) consisting of averaging words that begin with a left bracket and end with a right bracket and words in B(n) are said to be bracketed. By preor post-concatenating a bracketed averaging word w with x, we get three new averaging words: xw, wx, and xwx, which are called respectively the left, right, and bilateral associate of w. We also consider x to be an associate of the trivial word 1. Any nontrivial averaging word is either bracketed or an associate. Thus for n > 0, the set C(n) of all associates is the disjoint union
and forms the complement of B(n) in A 1 (n). Define C − (n) := B(n)x. We call the words in the subset xB(n) ⊔ xB(n)x admissible. The set of bracketed averaging words is further divided into two disjoint subsets. The first subset I(n) consists of all indecomposable bracketed averaging words whose beginning left bracket and ending right bracket are paired, like ⌊x⌊x⌋⌋. The following table lists these various types of averaging words in lower degrees
The production rules will be
An averaging word w has arity m means the number of occurrences of x in w is m. 
From the production rules (36)-(40), we see that for n ≥ 1, m ≥ 2,
where Eq. (44) follows from Eq. (39) and C − (n) = B(n)x. Now for n ≥ 2, m ≥ 2 and any w ∈ D(n, m), we can write w uniquely as w n 1 xw n 2 · · · xw n p where w n j ∈ I(n j ) and n 1 + · · · + n p is a composition of n using p positive integers. Let m j be the arity of w n j . Then clearly,
The case when p = 1 corresponds to a single summand i n,m , and then 
(z, t), I(z, t), D(z, t), and C(z, t). Note that for B(z, t), I(z, t), and D(z, t),
it does not matter whether the series indices n, m start at 0 or 1. We will multiply both sides of Eq. Now, we sum the right hand side of Eq.(47) one term at a time.
Hence, we have the identity
Using Eq. (46), we have
and hence
.
Thus we obtained the identity defining I(z, t) as
Solving this quadratic equation in I(z, t) and using the initial conditions, we find
Then by Eq. (49), we have
Furthermore, from Eq. (46), we obtain
We can also obtain the bivariate generating series for c n,m :
Finally, utilizing A(z, t) = 1 + B(z, t) + C(z, t), Eqs. (52) and (54) we derive the following generating function A 1 (z, t) = A(z, t) for the sequences a n,m = a 1 (n, m).
Recall that the averaging words in A 1 can be considered as the case that we have X = {x} and
We conclude our discussion on generating functions by ignoring the arity and only focus on the degree. For n > 0, let a n (resp. c n , resp. b n , resp. i n , resp. d n ) be the number of all (resp. associate, resp. bracketed, resp. indecomposable, resp. decomposable) averaging words with n pairs of (balanced) brackets. For example, we have a 0 = 2 since such averaging words with no operators are {1, x}; while a 1 = 4 since those with one operators are { ⌊x⌋, x⌊x⌋, ⌊x⌋x, x⌊x⌋x }.
Putting t = 1 in the generating functions of A(z, t), B(z, t), I(z, t), D(z, t) and C(z, t), we obtain
Proof. Both results are proved by comparing the corresponding generating functions with the generating function
of large Schröder sequence (A006318 in the On-line Encyclopedia of Integer Sequences [29] ).
On the other hand, the number d n of bracketed decomposable averaging words of degree n (n ≥ 0) is a sequence which starts with 0, 0, 1, 5, 23, 107, 509, 2473, · · · .
This sequences is a new integers sequence which can not be found in [29] .
3.3. Averaging words and large Schröder numbers. The sequence s n , n ≥ 0, of large Schröder numbers (A006318 in [29] ) is an important sequence of integers with numerous interesting properties and interpretations. For example, s n counts the number of Schröder paths of semilength n is a lattice path on the plane from (0, 0) to (2n, 0) that does not go below the x-axis and consists of up steps U = (1, 1), down steps D = (1, −1) and horizontal steps H = (2, 0). See [29] for more details.
Corollary 3.4 gives two more interpretations of large Schröder numbers in terms of averaging words with a single idempotent generators and idempotent operator. Motivated by this, we next give another interpretation of the sequence of large Schröder numbers in terms of decorated trees.
Definition 3.5.
(a) Let T denote the set of planar reduced rooted trees together with the trivial tree . By a (ω, ι)-decorated tree we mean a tree t in T together with a decoration on the vertices of t by the symbol ω and a decoration on the leaves of t by ω or another symbol ι. Let D(t) denote the set of decorated trees from t and denote Since the rooted trees we are considering are reduced, we have m ≥ 2 in any grafting of trees. Now, we define a special subset of D(T).
Definition 3.6.
(a) A (ω, ι)-decorated tree τ ∈ D(T) is called a Schröder tree if either τ is the trivial tree decorated by ω or τ satisfies the following conditions: For each vertex v of τ, let τ v be the subtree of τ with root v. Then (i) the leftmost branch of τ v is a leaf decorated by ι;
(ii) the branches of τ v are alternatively a leaf decorated by ι and a subtree that is not a leaf decorated by ι (the latter means that the subtree is either not a leaf or a leaf decorated by ω). To put it in another way, let τ v be of the form ω(τ v,1 ∨ · · · τ v,k ), then each τ v,i for i odd is a leaf decorated by ι and each τ v,i for i even is either not a leaf or is a leaf decorated by ω.
ST p i for some integer p i ≥ 1. Since ω does not appear in τ i for i odd, we have p 1 + p 2 + · · · + p k = n − 1. That is (p 1 , · · · , p k ) is in G (n − 1, k) .
Conversely, let (p 1 , · · · , p k ) be in G(n − 1, k). Take τ 2i ∈ ST p i , 1 ≤ i ≤ k and take τ i for odd i to be a leaf decorated by ι. Then the (ω, ι)-decorated trees ω( 2k i=1 τ i ) and ω( 2k+1 i=1 τ i ) are in ST n . By the above argument, we obtain the following recursive formula for |ST n |, n ≥ 2. In summary, i n , n ≥ 1 and |ST n |, n ≥ 1 have the same initial value and the same recursive relation. Therefore i n = |ST n |, n ≥ 1. 
