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ABSTRACT 
On s'attaque au probl~me des structures des parenthdsages des mondmes non-asso- 
ciatifs et de leurs transformations engendr6es par une loi demi-associative. Soit n le 
nombre d'it6rations de l'op6ration binaire donnant un sens de mon6me aux roots de 
longueur n -~- 1 (indiqu6, en notation usuelle, par n -- 1 pairs de parenth6ses). On 
organise les parenth6sages t leurs transformations d'une mani6re naturelle t facile 
en un syst~me multiplicatif gradu6 T = Y~n~=o T noff les T~ sont des syst6mes partielle- 
ment ordonn6s finis. Au contraire, la d6monstration du resultat principal, ~t savoir 
que les Tn sont des treillis, demande une analyse combinatoire plus profonde t s'av6re 
difficile. 
L'introduction explique la motivation et le contexte g6ndral du problbme parti- 
culler; le chapitre I d6veloppe les notions et notations 616mentaires du syst6me or- 
donn6 T; II analyse ses transformations; III d6veloppe la th6orie d'indices utilis6e 
dans la suite; en IV l'exposition devient plus dense: on d6montre ~ l'aide deplusieurs 
lemmes (~ la proposition fondamentale ~ -- c'est le coeur du travail; enfin V conclut 
la d6monstration du r6sultat principal comme corollaire de la proposition fonda- 
mentale gt l'aide d'un algorithme d'Euclide gdn6ralis6. 
INTRODUCTION AU PROBL~ME 
L'associatiuitd ' un  syst~me mult ip l icat i f  signifie l ' ind6pendance de 
la valeur (ou du sens) d 'un  mot, dans la mesure  qu' i l  y en a, de la distri- 
bution des parenthkses, qui  sont  "a  pr io r i "  indispensables pour  r6duire 
son calcul ~t l 'op6rat ion  binaire interne donnde. La  complexi t6 du con- 
cept g6n6ral de l 'associat iv it6 d 'un  mono~'de (ou groupo ide  part iel) ,  
c 'est4t-dire d 'une  op6rat ion binaire part iel le (=  incompl&e = non-par -  
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tout-d6finie), est bien cach6e dans le cas ddg6ndr6 de la multiplication 
comp16te (= partout d6finie) usueUe. Donc, en passant au cas plus g6- 
n6ral de l'op6ration partielle, on est conduit/t la formulation d'un pro- 
bl6me de l'associativit6 out/t fait fondamental, qui s'av6re comme 6troite- 
ment lid au probl6me des mots pour les groupes, et, enfin, comme 6qui- 
valent/~ ce probl~me dans un sens pr6cis. I1 en r6sulte que le probl6me 
de l'associativit6 est insoluble, m~me pour les monoides fnis, ces derniers 
correspondant aux groupes g pr6sentation finie (c'est-g-dire, ayant un 
nombre fini de g6n6rateurs et de relation-d6finitions). En bref, en ad- 
mettant des "trous" dans les tables de multiplication--marne finies--on 
a admis "le diable de l'insolubilit6" [5]. 
Dans le cas traditionnel de l'op6ration compl&e la loi d'associativit6 
est usuellement exprimde par une simple identit6 incondit ionnelle, not6e As 
A~ : x (yz )  : (yx)z.  
On d6montre alors, par induction, qu'on a aussi toutes les identit6s in- 
conditionnelles 
An(P, Q): P(xo , ..., Xn) = Q(xo . . . .  , x , ) ,  
off nest  un nombre naturel > 2, P = pn,  Q = Qn d6notent deux paren- 
th6sages distincts (formellement corrects) quelconques, et Xo . . .  xn un 
mot quelconque de longueur n + 1. Le terme "inconditionnel" veut dire 
"pour tousles x, yet  z, respectivement, pour tousles x0, ..., xn apparte- 
nant au systbme multiplicatif consid6r6". I1 est bien 6vident que ceci 
n'a plus de sens dans le cas partiel, mais on peut y rem6dier facilement: 
p.e. en ajoutant la condition "si les deux membres existent (= ont un 
sens) simultan6ment". On prend cette modification en consid6rationen 
reformulant 
An(P, Q): P(xo . . . . .  Xn) ---- S, Q(xo , ..., xn) = t =~ s = t (n > 2). 
Cette formulation sugg6re A1 comme expression de l'uniformit6 de Fop& 
ration 
A 1 9 xy  = s, xy  : t ~ s : t, 
en admettant aussi P = Q. Alors on peut montrer (et on le doit!), par 
une induction facile, que A1 => An(P,  P )  pour tout n ~ 1. 
I1 est plus grave que, pour P =/= Q, la d6monstration de A2 =~ A,~(P, Q),  
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s'effondre. I1 est encore vrai que A2 =~ A~(P, P'), off Pet  P '  se distinguent 
par le d6placement d'une settle paire de parenth6ses. Mais si Pet  Q ne se 
d6rivent pas l'une de l'autre par le d6placement d'une seule paire de 
parenth6ses, A2 n'implique s = t que dans le cas off il existe une chalne 
de d6placements simples 
P : Po -~ P1 = P '  -+ P"  = P2 -+ -~ P~ -+ P~' -~ -+ P '  . . . . . .  l-1 
=P~= Q, 
et off tousles mon6mes intermddiaires P1, ..., Pt-1 ont aussi un sens si- 
multan6ment avec P et Q. On fabrique facilement des exemples "ad hoc" 
pour montrer qu'autrement il y a des lois An, n > 2, effectivement 
ind6pendantes de A2 9 Etant donn6 qu'il y a 
parenth~sages di tincts de n paires de parentheses [4], il y a 
kn 1 
2 / =7 k"(k"- 1) 
lois associatives A , ,  dont quelquesunes d~pendent de A2 et quelquesunes 
de plus de l'ensemble des A~, i < n; mais il y aura toujours des lois A, 
effectivement ind~pendantes del'ensemble des Ai, i < n [1.2]. C'est donc 
que la v6rification directe de l'associativit6, m~me d'un monoide fifii, 
devient, en g6n6ral, une tgche infinie. I1 ne suffit plus de regarder les 
triples d'616ments; on doit aussi bien regarder les quadruples, quintuples, 
etc. Le th6or~me de l'insolubilit6 du probl~me de l'associativit6 pour 
la classe des monoides finis signifie donc, qu'on ne peut trouver aucune 
procedure g6n6rale qui fera de cette tgche une t~che finie [5]. 
Ceci suffit pour motiver l'int6r~t port6 ~ une recherche plus d~taill6e 
de la structure de l'ensemble des parenth~sages t des lois associatives 
qui peuvent les lier, d'un point de vue g6n6ral. 
Par contre l'int6r~t du pr6sent ravail doit trouver sa justification on 
seulement dans le r6sultat obtenu avec assez de peine, mais aussi dans 
l'espoir d'une port6e plus grande des m6thodes employees: servant ici 
des buts apparemment sp6ciaux et gardant le charme d'un probl~me 
particulier assez difficile, elles sont, peut-~tre, typiques pour une alg~bre 
de syst6mes ordonn6s dont on ne sait que peu. 
Ici on s'attaque au probl~me de la structure des chaines de transforma- 
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tions 616mentaires des parenth6sages, l'une dans l'autre, par des succes- 
sions de d6placements simples de paires de parenth6ses. Une analyse des 
parenth6sages t des op6rateurs 616mentaires de transformation conduit, 
d'une mani6re naturelle, /t l'usage de termes qui rappellent une th6orie 
physique d'6mission et d'absorption de quanta dans un champs discret 
(-- granul6, discontinu). (I1 n'y a aucune pr6tention de faire une th6orie 
physique; c'est aux physiciens de d6cider, s'ils en veulent bien, qu'il 
y a l~t, peut&tre, le germe d'un mod61e possible.) Ensuite le probl6me 
est trait6 par une pseudo-alg~bre combinatoire "ad hoc" assez curieuse, 
associ6e au syst6me partiellement ordonn6 en question. Enfin, on est 
conduit/~ un algorithme d'Euclide g6n6ralis6. 
CHAPITRE I. - NOTIONS ]~Lt~MENTAIRES 
1. Le  systdme non-associati f  fondamenta l  et son ordre. Enoncd du thdorOme 
principal. 
Notons Tn l'ensemble de tousles parenth6sages sur des mots de Ion- 
co  
gueur n -]- 1 XoXl 9 9 9 x~- -donc  card Tn = ks - -e t  T---- t_) T~ le syst6me 
f t=0 
gradu6 de tousles parenth6sages. I1 n'est m~me pas 6vident "a priori" 
que les syst~mes T~ sont connexes dans ce sens qu'il existe, pour chaque 
couple P, Q ~ Tn, au moins une chaine de d6placements simples de 
parentheses suivant la loi A2 
P=Po,Px ,  . . . , P I _ I ,P t= Q avec P i+ l=P i ' ,  i=0 ,  1 .... I - -  1, P i t  T~. 
La r6ponse positive est un corollaire imm6diat d'un de nos premiers 
r6sultats. 
Le syst6me Test un syst6me multiplicatif gradu6 avec une composition 
naturelle . . . .  d6finie par A 9 B ~ (AB) ,  c'est-~t-dire par la juxtaposition 
AB ~ l'int6rieur d'une paire de parenth6ses; ~ signifie l'identit6 gra- 
phique. Evidemment A 9 B = C off A ~ A a ~ Ta, B = B e ~ Te, C = C ] 
c Tj. => f = d + e + 1. Inversement, chaque C = CY de dim f > 0 pos- 
s~de une et une seule d6composition en deux facteurs (directs), bien 
d6termin6s A = A a, B =- B e tels que C = A 9 B. I1 y a un seul paren- 
th6sage vide, ou de dim O, correspondant aux mon6mes (= mots pourvus 
de parenth6sage) d'une lettre seule. Tousles parentMsages sont obtenus 
par la composition canonique " . "  de proche en proche, en partant du 
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parenth6sage vide A~ ao. Ainsi on obtient, avec des notations 6vi- 
dentes, le seul A 1 = A ~ 9 A ~ = (aoa0; les deux A ~ qu'on notera A 2 
= A ~ 9 A 1 = (ao(ala2)) et A v = A 1 9 A ~ = ((aoal)a2); les cinq A3; 
les 14 A4; etc. 
Un parenth6sage C y poss6de, en g6n6ral, deux repr6sentations bien 
d6termin6es comme parenth6sages de parenth6sages: 
CY : Cf(xo . . . . .  xf) : CY(C ~ . . . . .  C ~ et C y : A d 9 B e : C I (A  el, B0, 
la derni~re seulement si f ~ 0; les deux se confondent si et seulement si
f :  1. S i f>  2 il y a aussi, pour tousles i, 1 < i <f ,  des repr6sentations 
C~(CYo ~ . . . . .  C~) avec f :  i +)Co + . . .  + f~,  mais elles ne sont plus, 
en g6n6ral, uniquement d6termin6es: 
C 3 : C3(a, b, c, d) = ((ab)(cd)) ~- AI(AI(a,  b), Al(c,  d)) : Aa(A ~, A ~) 
A2((ab), c, d) -~ AZ(A~(a, b), A~ A~ 
= A2(A 1, A ~ A ~ 
=- A2'(a, b, (cd)) ~ A2'(A~ A~ A~(c, d)) 
_-- A2'(A o, A ~ A 1) 
est l'exemple le plus simple. 
Le syst~me des parenth6sages T est canoniquement isomorphe au 
syst~me multiplicatif complet engendr6 par un seul g6n6rateur libre non- 
associatif, c'est-~-dire ~t la g6n6ralisation non-associative du semi-groupe 
cyclique, qu 'on peut identifier au syst~me des nombres naturels. De ce 
point de vue Test  donc la g6n6ralisation atureUe non-associative des 
nombres naturels. T = (T, .) est muni d'une structure de pr6ordre na- 
turel, not6--+, bien d6termin6 par: 
1) la loi demi-associatiue A2 : A 9 (BC)~ (AB)  9 C, c'est-~t-dire 
(A (BC) )  --+ ( (AB)C) ;  ou aussi A 9 (B 9 C) --~ (A 9 B) 9 C; 
2) fermeture transitive: A -+ B, B --+ C =~ A ~ C; 
3) l' invariance (= compatibilit6 ou homog6n6it6) de --~ avec la 
composition ".  ", c'est-~-dire l s multiplications, ou translations, gauches 
et droites: 
A --~ B =~ X 9 A ~ X 9 B, A 9 X --+ B 9 X,  c'est-~t-dire (XA)  ~ (XB) ,  
(AS) --+ (BX). 
On verra dans la suite, assez vite, que --+ est en fait un ordre (partiel) 
strict. 
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Dans la d6finition de la relation--~ on peut remplacer les propri6t6s 
1) et 3) par la propri6t6 de substitution suivante: Si C f poss6de une re- 
pr6sentation contenant A 2, c'est-~t-dire C I = Ci(CYoO , ..., C(i) off C i ou 
un C~(0 < j < i) est = A 2, et si Cf' s'obtient de Cgpar la substitution 
d'une A 2 par une A 2', alors C a --~ C ~'. 
Le pr6sent travail est principalement d6di6 ~t la d6monstration du 
Tr~OR~ME. Les systkmes Tn = (T , ,  -+) sont des treillis. 
L'6nonc6 de ce th6or6me se trouve d6j~ dans la th6se de Tamari (Pa- 
ris, 1951 [2]), employant les m~mes notations fondamentales introduites 
dans le paragraphe suivant, mais sans d6monstration. Les traits princi- 
paux de la d6monstration donn6e ici sont essentiellement dus/t un travail 
de Madame Haya Freedman de l'ann6e 1958. 
2. La notation fondamentale pour le systdme multiplicatif des parenthd- 
sages (patrons mon6miaux). Un thdorOme d'isomorphisme. 
Un mot de n -1- 1 lettres x0 ..... xn pourvu d'un parenth6sage binaire 
formellement correct est dit mon6me de dimension n (dim n ~ 0). 
En plus des parenth6ses sentielles habituelles, on compte aussi la paire 
ext6rieure superflue (que souvent on n'6crit pas). En faisant abstraction 
de la nature des lettres, on ne garde d'eUe que les indications n6cessaires 
pour localiser les parenth6ses du parenth6sage. On se limite dans la 
suite aux parenth6sages abstraits qu'on pourrait aussi appeler "patrons 
mon6miaux". Le mot mon6me signifiera ici parenth6sage ou mon6me 
de parenth6sages (=parenthdsage d parenth6sages). L'applieation de 
cette th6orie aux monoides quelconques ( yst~mes multiplicatifs partiels 
non-associatifs) est imm6diate. 
On d6note: la place imm6diatement avant la lettre x i ,  done (si i > 0) 
la place immddiatement apr~s xi-1, par l'indice i; le nombre d'ouver- 
tures de parenth6ses ~tla place i par ai ,  b i ,  ..., e i ,  etc. I1 est bien connu, 
et on peut le voir facilement, qu'un parenth6sage est d6jh bien d6ter- 
mind par ses ouvertures, donc p.e. par la suite 
E = E n = (eo . . . .  , ei ..... en) 
avec les conditions assez 6videntes (not6es *) 
en ---- 0 ou aussi bien en < 1 
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en_l + en ~ l 
e i+  . . . . .  +en <~n- - i  
eo + ex + . . . . .  -+- e~= n, 
ou encore eo ~ 1 
eo -k el _> 2 
eo + el . . " + ei >_ i + 1 
eo+el+' . .  +en_ l=n 
OU 
en_i + en < 2 
ei + . . . . . .  + en < n+ l 
eo + e~ + . . . . .  + e, : n; 
eo ~0 
eo + el > 1 
eo+e~+ . . .  +e~>i  
eo+el+- - .  +en- l :n  
On a donc r6duit les parenth6sages de dim n ~t certaines uites finies de 
nombres naturels 0, 1 . . . .  , n. Pour le moment  on garde encore e~, bien 
qu'6tant oujours : 0; on l 'abandonnera  dans la suite. La  composit ion 
A a 9 B e= (AdB e) : C y=a+e+l devient 
off 
(ao , ..., aa) 9 (bo . . . . .  be) = (Co , . . ,  cl) ,  
eo=ao-k  1, c i=a i  (0<i~d) ,ca+l+~=bi (0<j<e) .  
Aussi, inversement, chaque telle suite de nombres  naturels reprdsente un 
et un seul  parenthdsage.  On peut le montrer  "ab ovo",  ou, p.e., en cons- 
truisant un syst6me isomorphe au syst6me non-associat i f  l ibre d 'un seul 
g6n6rateur x --~ Xo, en posant  E ~ : (0 )  et appl iquant la composit ion, 
not6e " . "  (pour cause comme audessus) de proche en proche 
(ao . . . . .  am) 9 (bo . . . .  , hn)  : (a  o -[- 1, a l ,  . . . ,  am, bo . . . .  , bn), 
l ' isomorphisme &ant d6termin6 par Xo <:> (0 ) .  (0)  satisfait 6videmment 
(*) et est sa seule solution pour  n : 0. Si A m, B"  satisfont (*), A m 9 B n 
: C z=m+n+a le fait aussi, parce que 
c l=b.=0 
Cl_ 1 ~- C 1 : bn_ 1 ~- b n ~ 1 
cm+2 q- " '"  + cl = bl -q- " "  + bn <~ n - -  1 m+2=l - - (n - -  1) 
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C~?~,+I + ' ' '  + C 1 = b 0 + . . . .  b n = n m + 1 = 1 - -  n 
cm + ""  +ct=am+bo+ . . .  +bn O+n=n <n+ 1 
m=l - - (n+ l )  
c1+ . . .  +%+ . . .  + c t=a l  + . . .  +am+n<m-- l+n<l - -1  
Co+ . . . .  +ct=ao+ 1 +a l  + . . .  +a , ,~+n - 1 + m + n --  l 
Inversement donn6 un C t quelconque satisfaisant (*), on peut construire 
une et une seule d6composit ion V = A "~ 9 B '~ en d6terminant parmi les 
indices i, 0 < i < l, l ' indice le plus grand tel qu 'on a une 6galit6 cz_~ 
+ . . .  + cz = i. I1 yen  a toujours parce qu'on a, au moins, une 6galit6 
pour i=0.  On lenoten ,  e tonposem=l - -  1 - -n ;0<m <l ;m=0 
<=>n l - -1 .  
On a alors 
c l :  0 
cz-1 - /  ct <~ 1 
era+2+ . . . . . . .  +c~<n- -  1 
Cm+l  - -  . . . . . . .  -~- ct : n, 
ce que satisfait (*) en posant  
(cm+l . . . . .  cz )  = (bo . . . .  , bn) .  
I1 reste ~t montrer  qu'on peut aussi poser 
(Co - -  1 . . . . .  ci . . . .  , %> = {ao . . . .  , am) 
satisfaisant (*). Si 
011 a 
donc 
m=O<:>l=n + l <=>l-- n= l ,  
Co+C1+ " '"  +ct=l=n+ 1, 
co=l - -  (Ca+ "'" +e l )= l - -n= 1, 
et (Co--  1 )= (0)  satisfait (*). Si re=l - -n - -  1 >O<>l>n+ 1 
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Cm+Cm+l + ' ' "  +c l~cm+n~n+l  ~ cm=O 
cm-l + cm + cm+l + " " +cl=cm- l+c~+n<n+2 ~ Cm_l+Cm~l  
c1+'"  .+cm+n<l - - l=m+n ~ Cl + . . .  + cm ~ m- -  1 
Co+Ca+. . .+c . ,~+n- - l - - l+m+n => (c0- -1)+c l  + . . .  + cm = m. 
Naturellement, on aurait aussi bien pu choisir les suites de fermetures, 
ou une autre notation de parenth6sage, comme, p.e., les groupes de points 
de Peano. Des 6tudes des relations int6ressantes entre ces divers genres 
de notation ont 6t6 amorc6es dans la th6se [2] (voir aussi [3] et [4]). 
3. Ddplacements imples de parenthOses. 
Les n -  1 paires de parenth6ses essentielles d 'un parenth6sage se 
divisent en deux classes: premidres (I) ou gauches et secondes (II) ou 
droites, suivant qu'elles enferment le facteur gauche ou le facteur droit 
l'int6rieur de la parenth6se imm6diatement superordonn6e. On peut 
les caract6riser comme suit: Les ouvertures de (I) sont imm6diatement 
pr6c6d6es ur la m~me place d'autres ouvertures, au moins celle de leur 
superordonn6e, mais leurs fermetures ne sont suivies d'aucune fermeture 
sur leur place; les ouvertures de (II) ne sont pr6c6d6es d'aucune ouverture 
sur la m~me place, mais leurs fermetures ont imm6diatement suivies sur 
la m~me place de la fermeture de leur superordonn6e. Dans notre nota- 
tion de vecteurs E n= (eo .... , en) cette caract6risation s'exprime: les 
ouvertures (II) sont justement repr6sent6es par les premi6res unit6s du 
groupe des e i , e~ ~ O, sur la place i; les autres e~ - -  1, autant que 
e~-  1 > 0, sont des ouvertures (I). P.e., on a les  deux cas extremes: 
(1) toutes les parenth6ses ont droites (II), c'est-~t-dire 0 = el . . . .  
= en-1 = 1; ou bien (2) toutes sont gauches (I), et alors e0 = net  
el ~ . . .  ~ en-1 ~- O. 
Une application 616mentaire de la loi associative A2 consiste en un 
d6placement simple d'une parenth6se n changeant son caract6re, trans- 
formant une parenth6se droite en une gauche, ou bien une gauche en 
une droite. La premi6re transformation correspond ~t ce que nous avons 
distingu6 comme notre demi-associativit6; la seconde transformation 
correspond ~t l'inversion de la fl6che, la demi-associativit6 duale. 
Notons ai l 'application 616mentaire de la demi-associativit6 sur la 
place i, c'est-~t-dire l  transport d'une ouverture (II) de la place i (ei > 0) 
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gt la place i', i ' < i. On peut d6crire la situation par le schema 
i r i 
. . .  (A  (B  C) ) .  . . E= (e o . . . .  , ei,, .... ei , ..., en_l,e,~) 
ai l *m l (e~ . . . .  , e~t," i e~- l ,en)  ( i  " " " 'e l '  " '"  
9 A ~,) C ) .  Ea~ = E ~ = 
[(eo ..... e i ,+ 1 ..... e~ - -  1 ..... en-l,en) 
off le mon6me A = A i - l -e  s'6tend de la place i' jusqu'tt la place i - -  1. 
On a donc comme vecteur A = (ao .... , a i - l -e) ,  off 
a i_ l _ i ,  z e i _ l  ~ 0 
ah_  i ,  ~-  e h 
a I = e i t+ l  
ao ~ e i ,  
e~_l < 1 
ei_ 2 + ei_ 1 < 2 
eh + " "  + ei-1 < i -  h 
ei,+l + "'" @ e i - l  < i - -  1 - -  i' 
ei, + ei,+l + " "  q- e i - t  ~ i - -  i' 
Le parenth6sage nouveau E i obtenu par l 'application d'une transforma- 
tion (r i ne poss~de pas n6cessairement une parenth6se droite en moins 
et une gauche en plus que E,  le nombre des parenth6ses droites 6tant le 
nombre des composantes eh ~ ~/: 0. En fait, en d6plaqant la premi6re des ei 
parentheses, une droite, la premi6re des e~- -1  restantes, si e i ~ 2, 
qui 6tait auparavant gauche, devient droite. 
Notons les op6rations inverses, c'est-tt-dire l s applications de la demi- 
associativit6 duale (AB)C- - , .  A (BC)  par des lettres 7. Si l 'on voulait 
les noter vi si elles s'appliquent ~ une parenth~se (gauche, ouverture) 
sur la place i, donc si e i ~ 2, vi n 'aura pas de sens unique, sauf si ei ~ 2; 
si e~ > 2, ~ peut s'appliquer tt une quelconque des e~ - -  1 parenth6ses 
gauches. D'autre part, a~l est bien d6termin6e par a i comme l'op6ration 
qui reconduit une certaine ouverture de la place i' ~t sa place ant6rieure i.
On notera donc les ~ plut6t suivant la place du but de l'ouverture 
(y~ 1 z T i  . 
Si l 'on veut, on peut encore donner un sens ~t a l ,  si ei = O, comme la 
transformation identique qui ne change rien: transformation impropre. 
On exprime le fait que i' est aussi fonction de E en 5crivant i ' (E ) .  
Plus exactement i' d6pend de ei,, ee+l , ..., ei-~ 9 
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4. Les dldments extrdmaux. 
De la signification de " -+"  comme une suite d'applications de trans- 
formations o, c'est-~t-dire de transports de parenth6ses proprement vers 
la gauche, il s'ensuit imm6diatement que le pr6ordre "--+ " est un ordre. 
En allant toujours vers la gauche, on ne peut revenir sur une situation 
ant6rieure, ce que montre l'anti-sym6trie. 
On note E ~3 = (E~) ~ ---- Etr  i a~, et, plus g6n6ralement 
E i l i~ ' ' ' i z  ~ E ~ i l  " 9 9 ~ i t  ~ F 
le monSme ddrivd par une chalne de transformations ai 9 On suppose que 
toutes les ai sont des transformations propres; c'est4t-dire qu'on supprime 
dans une chaine les transformations identiques. 
L'ordre (partiel) strict s'exprime 
E > F~:>Eq...i; __~ F ( l~  1); 
E > F si et seulement si F est d6rivable de E par une chalne propre. 
En appliquant successivement, aussi longtemps que possible, des 
transformations o, ~t partir d'un parenth6sage quelconque, on dolt 
forc6ment s'arr~ter apr~s un hombre fini de pas, ~ la situation extreme 
0 = (n, 0, ..., 0, 0), qui est donc l'616ment le plus petit du syst6me par- 
tiellement ordonn6 T, .  
En appliquant, au contraire, aussi longtemps que possible, des trans- 
formations v, on doit s'arr~ter, aprbs un nombre fini de pas, au cas 
extreme 1 = (1, 1, ..., 1, 0). I1 suffit d'appliquer ~t 1 justement la suite 
des inverses ~r bien d6termin6s dans l'ordre inverse pour arriver de 
nouveau au parenth6sage d'origine voulue. 1 est donc bien l'616ment le 
plus grand de T, .  
CHAPITRE I I  
1. Classifications des intervalles. 
D6sormais nous rep6rons les monSmes de dim n fidklement par des 
vecteurs de partitions ordonn6es particuli~res du nombre n en n parts 
enti6res non-n6gatives: 
i-1 
E = (eo .... .  en_~) avec ~ ev = So i ~ i et So n = n. 
v=0 
On se limite, dans la suite,/t la consid6ration de ces vecteurs E, E ~ Tn. 
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Les op6rations, ou transformations, a i ,  s'expriment ainsi: 
E ~ T n ~ E ai = E i : (eo ~ . . . .  , ei~_a) ~ T n 
avec 
ei ~ : ei - 1, e~, : ei, + 1 et e, i :ev ( r : /~ i , i ' ) ,  
pourvu que e~ :~ 0 (transformations propres); si e~ : 0 ai est l'applica- 
tion identique (ou impropre);  i' est bien d6termin6e par 
(i' < h < i) Sh i < i - -  h, (intervalles [h, i[ dits ddficitaires); 
(h : i') S i, ~ i -  i', (intervalle dit suff isant); 
autrement dit: parmi les intervalles [h, i[ " imm6diatement devant i"  
l'intervalle [i', i[est le plus petit intervalle suffisant (non-d6ficitaire). 
Parmi les intervalles uffisants on distingue deux cas: 
Si, > i - -  i', (intervalle [i', i[ dit abondant); 
Si, : i -  i', (intervaUe [i', i[ dit juste (justement suffisant)). 
Appelons i -- h la longueur de l'intervalle [h, i[, Sh i : y,~-i e, sa mas- 
se, et, donc, Sh~/(i -- h) : Oh i sa densitd. La densit6 moyenne (globale) 
est Son/n : ~0 " : 1; les intervalles d6ficitaires ont donc des intervalles 
~t densit6 ~ < 1 ; les intervalles justes ont 6 : 1, et les abondants ~ > 1. 
I1 est commode de penser quelquefois en langage physique, ~t savoir, 
qu'une transformation propre ai est une dmission d'un quantum ( :  uni- 
t6 1) de la place i, vers la gauche, qui sera absorbd ~t la place i'. Onadonc  
la r6gle qu'un intervalle d6ficitaire n'absorbe jamais; donc il reste 
d6ficitaire sous les transformations ~ri, donc aussi sous des suites, ou 
chaines ai~, ~r~ ..... ai~ de telles transformations. On peut appeler i - -  i' le 
rendement de l'6mission de i, i' la place de la barridre absorbante i , ,  et 
S~, -  ( i -  i') la hauteur de la barriSre, qui est un nombre entier non 
n6gatif si la barri6re est propre. On a donc la r6gle: Un "quantum" 
6mis sera absorb6 par la premi6re barri6re (propre) ~ gauche qu'il 
rencontre. En d'autres termes: les intervalles d6ficitaires ont transparents, 
les barri6res sont opaques; sous l'influence d'6missions les r6gions de 
transparence ne changent qu'en s'6tendant. 
2. Rdgles de commutation. 
LEMME 1: j '  < i< j~ j '~ i ' .  
PREUVE: On doit montrer que pour tous les h, i' < h < i, les Sh ~ 
sont d6ficitaires. En fait, S j  est d6ficitaire, car j '  < i < j ;  de m~me tous 
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les Shi; donc aussi  Sh 3 = Sh ~ + S j ,  l 'un ion  de deux intervaUes d6fici- 
taires adjacents  &ant  d6ficitaire. 
Le deuxi6me lemme est impor tant :  il caract6r ise les cas de non-per -  
mutabi l i t6  de deux t rans format ions  a i ,  a~ de E, c'est-/t-dire si E ~5 ~ ou 
E j~. Ev idemment  E ~ 76 E J '~  i @j .  On peut  donc  supposer ,  p.e., 
i< j .  
LEMME 2. E ~ =/= E j i  -*~j'  = j ' (E )  = i et SiS(E) = j - -  i ( juste).  
Dans  ce cas E ~i > E ~, plus exactement  E ~ ---- EJU(i < j ) .  
PREUVE: a) i < j ' :  les interval les d 'ac t ion  des deux opdrat ions  sont 
s6par6s, et il n 'y  a aucune interf6rence:  
E ---- (. . . ,  ee ,  .... ei . . . . .  ej,, .... ej . . . .  } 
E i~=E j i=(  .... e , i ,+  1 , . . . ,e i - -  1 , . . . ,e j ,+  1 . . . .  ,e~- -  1 . . . .  } 
b) j '  < i: par  le lemme 1 j '  < i ' ,  c'est-/t-dire, ou I) j '  < i ' ,  ou I I )  
j '  ~ i ' ;  dans les deux cas on a E ~ = E 3~ : 
I) E= ( ... .  ey ,  .... ei , ,  . . . .  ei . . . . .  ej . . . .  } 
E i~=E ~i=(  .... ey+ 1 . . . . .  e i ,+  1 . . . . .  e i - -  1 . . . . .  e 3 -  1, ...}; 
OU 
I I )  E= ( ... .  e3,= e ,  ... .  ei . . . .  , e3 . . . .  } 
Ei3 = E3i = ( ... .  ey+2 . . . . .  e l - -1  . . . . .  e j - - I  . . . .  }. 
c) j '=  i; on dist ingue deux cas:  
I) S j (E )  > j - -  i (abondant )  => S j (E  i) = S j (E ) -  1 > j -  i 
suffisant ~ j ' (E  i) = j ' (E )  = i; 
I I )  Si3(E) ~ j - -  i ( juste) => S j (E  ~) = S i~(E) -  1 < j - -  i 
d6ficitaire => j ' (E  i) < i ~ j ' (E  i) = i ' (E) .  
On a done  dans le eas I) aj (E  i) = a3(E ) (a~(E) = a i (E  ~) est 6vident),  
done  aussi E ~j = E j~. 
I1 reste done seulement  le cas I I )  qui  est jus tement  le eas du lemme;  
mais dans ce cas a j (E  ~) :/: a~(E), parce  que j ' (E )  = i > i' = i' (E)  = j ' (E i ) .  
Le reste du lemme est 6vident par  inspect ion du scheme c idessous:  
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E ~ <,  . 
E i = <.. 
EJ =<. .  
Ei~ = ( . .  
Er = <.. 
E J "  = <.. 
ee ,  . . .  ,ei=j, ,  . . .  , e~, . . . )  
e~,q- 1, . . . ,e i - -  1 . . . .  ,ey . . . .  ) 
e i , ,  . . .  , e~=j, q-  1 . . . . .  e~- -  1, . . . )  
ee  § 2, . . . , e i -  1, . . . , e s -  1, . . . )  
ei,  § 1, . . .  , ei=j, , . . .  , ej - -  1 . . . .  ) 
e i ,+  2 , . . . ,e i - -  1, . . . , e j - -  1, . . . ) ;  
c'est-~t-dire E ~j ---- E3ii ,  off i < j. 
I1 est commode de parler de deux sortes de relations de commutation 
qui 6puisent, dans un certain sens, toutes les possibilit6s: 
1) Rkg le  du  quadrang le  (ou de permutabilit6) E i~ = E ~i aussi 6crite 
par abus 
a~aj = aja~ 
E ~ 
et repr6sent6e par la figure 
E 
EJ 
EJi = EJ~ 
2) ROgle du  pentagone  (ou de non-permutabilit6) (i < j )  c'est-~t-dire 
E iy = E J'ii (=~ E ~i) aussi 6crite par abus 
et reprdsent6e par la figure 
E ~ 
ai  ~rj = a j  a2  
E 
/ 
E~J = E~ii 
Nous les appellons aussi r~gles de commutat ion spdcia les .  
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3. Chafnes normales. 
Ddfiniton de chafne normale. Une chaine de transformations (propres) 
t ransformant E en F = E ~, ...... ~* (c'est-/t-dire E > F)  est dite normale, 
si nl ~> n2 > > n~. 
Quelquefois il est commode de r6unir en "puissances" les ni r6p6t6s 
dans la suite normale en 6crivant 
~01 ~0 s
F= E m~ ..... m, avec m 1 >. . .  > m s strictement descendant. Evi- 
demment ml = nl = . . .  = n~ > m2 = nvl+a . . . .  = n~+~, > m3. . .  
, 9 9 ms  = nr_ l )s+l  . . . . .  n r et Pl  + 9 9 9 + Ps  = r 
De mame, une chalne quelconque I = il . . . .  , i t peut ~tre 6crite 
J = j~', j~*, ..., jg'  off Ju =/=.~+x 
pour tous les u = 1, ..., s - -  1, avec 
Jl = il . . . . .  iql =7/= J2 = i q l+ l  . . . . .  iql+q2 =~ ""  =;& L 
= it-q,+1 . . . . .  it 
et q i+ " "  +qs- - - - l .  
Si une chaine n'est pas normale elle comporte au moins un couple 
voisin anormal, ~t savoir in < in+l ; en 6criture de puissances on 6crira 
plut6t j~n j~ avec A < A+I .  
En appl iquant les r~gles de commutat ions exactes de proche en proche, 
et en raccourcissant j11 . . .  j~h_]l par  J1 on peut 6crire 
qh qh+l qh+l qh t 
E J1 Jh Jh+~ = EJ~ Jh+~ Jn Off qh ~-~ qh' <5 qh 9 2qh+~. 
La valeur exacte de qh', d6pendant des circonstances de chaque cas, 
n ' importe pas ici. Ce qui importe c'est que le nombre des puissances 
distinctes ne s 'accroit  pas;  il peut bien diminuer parce qu 'on n 'a  pas 
n6cessairement Jh-1 5 & Jh+i ou Jh =~ Jh+~. Aussi on n 'a  pas ~t se soucier 
si des transformations originalement propres ne deviennent pas identiques, 
parce que la suppression de transformations identiques ne peut que di- 
minuer la chaine. 
On peut appeler r6gles de commutat ion  g6n6ralis6es et les 6crire par 
abus 
i < j :  a~ i a~J = a~ aqi' 
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off 
q~ ~ q( ~ q~ 9 2qJ. 
(On pourrait naturellement envisager des r6gles de commutation encore 
plus g6n6rales et plus vagues, mais nous n'avons pas besoin d'elles.) 
Comme mesure d'anormalit6 d'une chalne C, &rite en puissances, on 
prend le nombre A(C)  des inversions compar6 h l'ordre normal voulu, 
c'est-~t-dire l nombre de fois qu'on a .Jh < j f  pour tous les h <f  di- 
stincts possibles. En appliquant une r6gle de commutation g6n6ralis6e h 
un couple anormal de puissances voisines on diminue ce nombre A(C).  
Aussi longtemps que l'ordre de la chaine n'est pas encore normal, c'est-~t- 
dire A(C)  > 0, on peut appliquer des r~gles de commutation g6n6ralis6es, 
toujours diminuant A (C). On arrive donc de cette mani~re n6cessairement 
~t un stage avec A(C)  = 0, c'est-/t-dire/t une chaine normale. On a donc 
d6montr6 la 
PROPOSITION 1. Pour chaque couple E > Fi l  existe au moins une chaine 
normale d6rivant F de E: 
F : E nl~2"''n*, 
Pl Ps 
F = E "~'''~s 
H1 ~-- " 9 " ~ /'/r , OH,  s i  l 'on veut, 
ml > m2 > . . .  >ms.  
Dans le chapitre suivant, en appliquant plus ~t fond les donn6es de 
notre th6orie, on montre l'unicit6 de la chaine normale qu'on construit 
d'une mani6re assez simple. 
CHAPITRE III. - THEORIE DES INDICES 
1. Propridt& gldmentaires de l'indice ElF. 
Ddfinition. Soient 
E = (eo ..... en-1} 
F = ( fo ,  " " , fn -1 )  
deux mon6mes de la mEme dimension n. L'indice du couple ordonn6 
(E, F) est un nombre relatif, 6crit E/F  et d6fini par 
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i>O'~e i>f i}  
E lF= - - i<O <=> e i<f /  et e , ,=f ,  pour  tous les v > i  
s' i l  yen  a; 
0 autrement 
Conclusions imm6diates:  
1. Chaque couple 6 T n • T~ a un indice bien d6termin6. 
2. E = F -~ E /F= O, 
3. E lF  = i > 0 ~ ei > f i  , ei+l = fi+l , ..., en-1 = f~- I  9 
4. E /E i= i. 
Notons le max imum de deux nombres i, j par  i u j ,  et le maximum 
d'un ensemble de nombres i~ . . . . .  it par  u i n . On a alors 
n-~l 
LEMME 3. E/F  > O, FIG > 0 ~ E/G = E /F  • FIG > O. 
La d6monstrat ion s'ensuit directement des d6finitions. 
E/F= i > O ~ (ei > f~ et (v>i=~e~=f . ) ) ,  
F/G = j > O ~ (f~ > g~ et (v > j ~ f~ = g,)). 
Posant k = i U j on a ek >_ fk ~ gk,  off une in6galit6 au moins est 
stricte, donc ek > gk et (v > k =~ e. =f .  = g.) c'est-~-dire E/G = k 
= E lF  u FIG > O. 
Ce lemme a les corollaires imm6diats : 
5. E /F> 0, FIG ~ 0 ~ E/G = E /F  U F la.  
6. [ E/G ] ~ I E /F  ] U ] F/61.  
l 
7. F= E ~1 ...... i~ ~ E /F= U ih. 
8. E > F ~ E /F  > O; en mots:  une condit ion n6cessaire pour E > F 
est que l ' indice E/F  soit positif. 
LEMME 4. E > F, E /F  = i ~ E i ~ F. 
REMARQUES : 
a) On pourra i t  formel lement affaiblir les hypotheses de ce lemme en 
6crivant E ~ F, E /F  = i ~ E i ~ F, sans rien changer au contenu; car 
E~ F, E /F=i>O~ E> F; 
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si l 'on admet i = 0, et alors a0 l'identit6, donc E ~ = E, le lemme est en- 
core trivialement vrai. 
b) On peut 61iminer le i dans l'6nonc6 et le raccourcir: 
E > F => E Ely > F. 
Ddmonstration par induction. Si F est d6rivable de E par une 
chaine de longueur l = 1 l'6nonc6 est evidemment vrai, parce qu'alors 
E i = F. Supposons donc l'6nonc6 pour des chalnes de longueur < l - -  1 
( l~  2) et soit F= Eq~ ...... i~, done F= (EiO i~ ...... h d6riv6 de E i~ 
par une chaine de longueur l -  1. On a 
1 
Ei l  > F, E i l / F  = i* = L) ih 
h=2 
(Ei@ * = E i~i* ~ F et E/F  = i = i I t._) i*. 
Si i I ~ i* alors i = i Ie t  E i = E i l  ~ F ,  et mSme E i~ > F. 
Si il < i* alors i = i*, et l 'on distingue deux cas: 
a) (rq et (ri, = ai sont permutables par rapport ~t E, donc 
Eh i  = EU~ ~ F, donc mSme E i > F. 
b) (ri~ et (rl, = (r i ne sont pas permutables par rapport h E, donc 
E i~i = E ii~i~ ~ F donc m~me E i > F. 
2. L'unicitd de la chatne normale. 
PROPOSITION 2. Pour chaque couple E > F il existe une et une seule 
chaine normale transformant E en F (construite xplicitement en fonc- 
tion des indices, ind6pendamment de la proposition 1). 
PREUVE: E > F ~ E /F  = i I ~ 0 ~ Eil  ~ F ~ i2 = E i l / F  ~ E/F= i 1. 
Si Eil = F, done i2 ---- 0, la chaine est d6j~t finie (chaine normale triviale). 
Si Ei l  > F: ~ E ix /F  = iz > 0 ~ Eqi~ ~ F ~ ia = Ei l i~/F ~_ E i ' / F  = i2; 
plus g6n6ralement, 
E i~''''ia-~ > F :~ Ei~'"'ih-~/F = ih > 0 :~ E il"'''ih-lih ~ F 
ih+ 1 = Eil.....ia/F ~ ih 9 
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Enfin il doit exister un dernier tel h = I avec 
E i~''''i~-~ F ~ Ei~""iz-I/F ~ it ~ 0 ~ E i~''''i~-x it ~ F ,  
parce que le nombre d'616ments de Tn est fini. 
~q ai~,., tri~ est une chaine normale. 
L'unicit6 de la chaine normale il ~ 9 .. ~ iz s'ensuit immddiatement 
de la signification de ih : le premier il est bien d6termin6 parce que pour 
chaque chalne normale il = E lF  est l'indice bien d6termin6 du couple 
ElF.  Aussi i h = Eil....ih-~/Fest bien d6termin6 en fonction de i~ . . . . .  i h_  1 . 
Donc i2 est bien ddtermin6 (en fonction de /1 bien d6termin6); et ainsi 
de suite par induction: si les i 1 ..... ih_a sont d6j~t bien d6termin6s, il est 
de m~me de ih. 
REMARQUE: Sachant que Tn aun  616ment qui est le plus grand, ~t savoir 
1~ = (1 .... ,1) ,  il y aune seule chalne normale conduisant de in h chaque 
616ment de Tn. C'est donc une nouvelle m6thode de repr6senter (ou 
rep6rer) fid~lement les 616ments de Tn, fi savoir par leurs chaines nor- 
males d6rivant de ln,  qui est lui-m~me rep6r6 par la chalne vide consi- 
d6r6e aussi comme chaine normale. 
Une autre mani~re de profiter de la proposition 2 s'exprime dans un 
COROLLAIRE 9. Les chaines normales ortant de la "racine" In de Tn 
constituent l'ensemble [ Tnl comme "arbre" (dans le sens de la th6orie 
des graphes). 
On a aussi le 
COROLLAIRE 10. Soit a i l . . ,  ai, une chalne quelconque d6rivant F 
de E (E > F), F---- E i l ' ' ' i t  . En utilisant les relations de commutation 
exactes applicables, dans un ordre quelconque, on arrive toujour, 
apr~s un nombre fini de pas, ~t la mSme chaine normale (r6duite, c'est-h- 
dire sans transformations identiques). 
Dans le paragraphe suivant on se pose une t~tche contraire: de trans- 
former une chaine normale donn6e ~t une autre chaine, naturellement 
anormale, mais satisfaisant une propri6t6 voulue comme, p.e., de com- 
mencer avec un indice particulier i. Les transformations consid6r6es 
n'introduisant jamais un indice nouveau, on pent d6j~t conclure que tous 
les indices, apparaissant dans la chalne normale, doivent aussi apparaltre 
dans des chaines 6quivalentes quelconques. 
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3. L'invariance d'indice. 
LEMME 5. E/F  = i, .j > i > 0 ~ EJ/FJ = i. 
REMARQUES : 
l) En supposant seulement i ~ 0, on ajoute seulement le cas trivial 
E = F ~ E~ = FJ. 
2) On suppose naturellement que crj est propre; mais, si l 'on supprime 
cette hypothbse, on n'ajoute rien, parce que a~ est simultan6ment propre 
ou impropre dans E et dans F; le cas impropre est 6videmment trivial. 
3) Une v6ritable g6n6ralisation sera d'6crire 
E lF  = i, j > I i l  ~ EJ/FJ = i, 
ou d'une mani6re 6quivalente 
j > I E /F [  => E /F= E~/FL 
Mais ceci sera une cons6quence imm6diate du lemme consid6r6 et du 
lemme 3 en l'app!iquant, pour E/F  = i (0, /t  F IE  = - -  i )  0: 
F /E= - -  i, j > - -  i = ] i [ > O ~ FJ/EJ =- - -  i .~  E~/FJ = i. 
DI~MONSTRATION, Notons les places des barri6res de tr~ 
dans E par JE = j ' (E) ,  
dans F par JF = j ' ( F ) .  
La situation g6n6rale se pr6sente donc de la mani~re suivante: 
e~ 3 = e~ (~ :~ J, JE), e~ j = ej - -  1 (v = j), e~E = ejE + 1 (v = JE), 
f~  =f ,  (v=/=J, JF),f; j = f3 - -  1 (~ = j ) , f~ ,  =f3"8 + 1 (v =JF) ,  
e, = f ,  (~ > i), ei > f i  . 
Notons encore j* = JE u JF, et distinguons les cas suivants: 
a) j* > i: A cause de l'identit6 des "champs" de E et de F ~ droite 
de i, cela entraine j* = j• = JF > i, parce qu'une barri6re rencontr6e /l
droite de i darts E l'est aussi dans F et vice versa, Doric 
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v ;> i~e~J=f , J  
v = i => e j  = ei >f~ f i  j ~ eij >f i  j 
c'est-~t-dire EJ/F 3 = i. 
b) j* < i: L'identit6 des champs de E et de F/t  droite de i et ei > f i  
entrainent que si f /es t  une barri6re dans F, e~ l'est davantage dans E; 
autrement dit Je = i ~ JE ~ i, ou, ce qui revient au m~me, le cas 
JF = i > JE est impossible. On a donc les cas possibles: 
bl) j *= i= jE=jF ;  donc 
b2) j *= i= jE>jF ;  donc 
b3) j *< i ;  donc 
e~J = ei + 1 > f i  d- 1 = f j ;  
ei ~ = e~ + 1 > fi-+- 1 > f i  =f i3 ;  
ei j = ei > f i  = f i  j ; 
donc dans tous les cas ed" > j~,  mais ev 3 =f f  (~ > i), c'est-g-dire 
E~/F~ = i. 
CHAPITRE IV. - LA PROPOSITION FONDAMENTALE 
PROPOSITION 3 (la proposition fondamentale): 
E>G,  F>G,  E /F=i>O~ E i>G.  
Remarques : 
1) On peut formeUement affaiblir les hypoth6ses en 6erivant plus 
sym6triquement 
E~ G, F~ G, E /F= i>O=> E i~ G, 
sans rien changer au contenu. En fait 
E~G,  F~G,  E /F=i>O=> E> E~>G~ E>G;  
pour i = 0 la proposition est trivialement vraie. 
2) En posant F = G, au lieu F ~ G, on met en 6vidence que cette 
proposition est une g6n6ralisation du lemme 4. 
Ddmonstration de la Proposition Fondamentale. Soit G = E ml ........ m~ 
=Fn l  ...... nq, ofiml>_ . . .>_m~etn~> . . .  >nqsont les  deux chalnes 
normales d6rivant G de E et de F, done 
m~ = E/G > O, nl = F/G > O, et ml~iun l~ i ,  
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Si ml = i il n 'y  a rien ~t d6montrer, car par le lemme 2 E ~ > G. Reste 
done le cas m I > i. On note, pour abr6ger, la suite m~ . . .  mh = (h) 
et m r le dernier m avec mr > i; res t  donc un nombre bien d6fini 
parmi 1 ..... p. 
La suite de la d6monstration repose sur plusieurs lemmes. 
LEMME 6 (lemme auxiliaire), mr > i et m~+t <~ i ~ ml  = n l  , ..., mr=-n~ 
E I r~/F  I~ = i; m~§ : i; et  nr+l <~ i. 
PREUVE: ml > i =~ m I : i U nx ~ ml  : nl  > i =~ Enx/Fa~ = i (lem- 
me 5); de m~me mz>i=>m2=En~/G=En~/F  ~UF~/G=iUn2 
m2 = nz > i =*. En~/F  n~ = i. Supposons qu 'on a d6j~t montr6 
m I = n~ ..... mh-~ = nh_~ et Eth -a~/F  th-a~ = i; alors 
mh > i =~ mh = Eth -1 ) /G  : E Ih-1}/FIh- l~ U F (~-~/G = i ~ n~ 
=~ m n = n~ > i =~ E~n) /F  (~) = E(h-~)nn/F (h-x)nn : i. 
Donc, enfin, par r6currence, ml = nl .... ,mr  : nr et E~r~/F ~r~ : i ;  
mais r < pet  
mr+x : E{r~/G : Ecr~/F ~r~ U Fcr~/G = i U nr+l <~ i ~ mr+ ~ : i, 
nr+l <~ i. 
On retient de ce lemme la partie la plus importante par le 
COROLLAIRE 11. Sous les hypotheses de la proposit ion 3 au moins un tr i
fait partie de la chalne normale de E ~t G, donc m~me de chaque chatne 
deEAG.  
Grosso modo, on peut dire que le reste de la d6monstration est bas6 sur 
l'id6e suivante: La chaine normale de E ~t G est de la forme 
ml ~ . .  9 ~ mr  > i > . . .  > m v . 
On peut toujours la transformer en une autre chaine (anormale cette 
lois) commengant avec i, en utilisant de proche en proche des relations 
de commutat ion exactes, convenables, pour enfin pousser le i jusqu'en 
t~te. 
LEMME 7. k > j > i, E ~i : E ~ ~ E kj l  : E ki j .  
REMARQUE: Le lemme 6tant trivialement vrai pour j = i on peut lui 
donner une forme plus sym6trique: 
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k ~ i k) j, E ij : E j ibE  kji : E ki:. 
PREUVE (par l 'absurde): Supposons EkJi~/6 E kij, donc (lemme 2) 
(h) (i < h < j )  (Sh~(E k) < j - -  h) et Sf l (E k) = j - -  i (h = i). 
Comparons les ShJ(E k) avec ies ShJ(E) pour tous les  h, i ~ h < j. 
Evidemment 
(h) (h < j )  (ShJ(E) ~ ShJ(Ek)). 
Donc 
(h) (i < h < j)  (ShJ(E) ~ Sf f (E  k) < j - -  h) 
et pour h = i 
SiJ(E) < Sf l (E k) ---- j -  i. 
Mais SiJ(E) < j - -  i est impossible, parce qu'il entraine Si~(E k) < j - -  i 
en cons6quence du caractbre conservatif du d6ficit; on a donc Sfl(E) 
= j - -  i, donc E i~ 3& E jl en contradiction ~t notre hypoth6se. 
En appliquant le lemme de nouveau ~t Ek= Ekx(au lieu de E) on 
obtient pour k2 > j :  
gkxk~ji = EklkziJ, 
et, plus g6n6ralement, le
COROLLAIRE 12. Soit E i~ = E 5i, c'est-~t-dire a~ et (r~ permutables par 
rapport ~ E. Soit K = k lk  2 . . . kt off tous les k ~ i kJ j. Alors (r e et % 
sont aussi permutables par rapport ~t E~r: 
EiJ = E~i =~ EK i J  = EK~, 
ou d'une mani6re 6quivalente 
E Kij ~ E K~ ~ Ei~ =/= E ~. 
Revenant /t notre proposition, constatons que dans les cas particu- 
liers off ai est permutable par rapport ~t E avec tous les am~, h = 1 ..... r, 
le pr6c6dant dans la chalne normale de E ~t G, on a 
gtr)i = Et r -1} imr  . . . . .  Emri...mr = gitr~, 
et aussi 
Etr)imr+~....mz = E(r-1)imr mr+2.....m~ = . . . .  Ei(rImr+2....m,, 
donc E i ~ G. 
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I1 reste donc seulement 5, envisager des cas off il y a des rn h > i tels que 
amn n'est pas permutable avec ai par rapport  ~t E. C'est ici l 'occasion 
naturelle de se demander combien de tels mh peuvent exister pour un E 
donn6. 
LEMME 8. Pour un i donn6 il y a au plus un seul j > i tel que a~ et ai 
ne soient pas permutables par rapport  h E. 
PREUVE (par l 'absurde) : Soit k > j > i tels que E j i  ~ E ij et E ki ~- Eik, 
donc k '= j '= i ,  Si j= j - i ,  S~ k<k- je t  Si k=k- i .  On re9oit 
la contradiction 
Si k= k -  i=  S J  q- S~ k < j - -  i q- k - - j=  k - -  i. 
LEMME 9. am h, a i non-permutables par  rapport d E => Emi /G  = i. 
PREUVE: On montre d 'abord que E(r J i /F(~)= i. e~ -  e i ,  resp. 
f~) - -  f~, d6notent les nombres des quanta absorb6s h la place i dans E, 
resp. dans F, par les 6missions de (r). E/F  ~- i signifie que les champs h 
droite de i sont identiques dans E et dans F, mais aussi que ei > f i  ; 
c'est-h-dire que ei est une barriSre plus efficace que.]~ dans le sens qu'une 
6mission absorb6e par f~ l'est certainement aussi par ei ; donc 
e~  - -  ei ~ f(() - -  A "r e~ r) - -  f~r) ~ ei - -  A (~ 1). 
Supposons qu'il y ait en (r) (au moins) un mh = nh = j (>  i), dont a~ 
soit non permutable avec a i par rappor t / t  E. Ceci signifie qu'il y a (au 
moins) une 6mission a 3. telle qu'elle est justement absorb6e h la place i de 
E sur la barri~re ei ,  mais dont le rendement dans F est plus long;/~ sa- 
voir mh'(E)  = i, mais nh'(F) < i. En fait 
(h) (i < h < j )  (& J (E )  
h = i Si J (E) 
Si J(F) 
On a donc 
donc, pour 
pour 
= &f fF )  < j - -  h), 
= S~+~(E) + ei = j - -  i, 
= S~+I(F) + f~ < j -  i. 
e~ ) f~  > ei - -~  > 1 ~ e! ~) f (~ > 2; - -  - -  - - -  j , / ,  _ _  
~, > i: e?~ = e. (" = f~('.  
= i :  e~ )~-  1 >f~"  ~ E( ' i / F  (~) = i. 
PROBLEMES D'ASSOCIATIVITE 239 
mr+ 2 ~ E(r)i/G = E(r)i/F(r) U F(r)/G = i k) nr+~ ~ i ~ mr+ 2 ~ i, car 
nr+l ~ i (lemme 6) (ou, aussi bien, car E(~)i/G = rn~+2 __~ m~+l ~ i). 
Revenant sur notre proposition on peut maintenant conclure sa d6mon- 
stration: Soit mh ~ j tel que amh+l 9 9 9 (rm~ (s'il y en a ~ h < r) soient 
permutables avec a~. On peut donc supposer les transformations de 
chaine normale (rectangles) 
E(r+2) ~ E( r ) i i  ~ E ( r -1 ) i imr  ~ . . ,  ~ E(h) i ima+l . . . .mr  ~ E(h -1) j i imh+l . . . .mr .  
Appliquons la r6gle du pentagone ~t E(n-~)J"= E (h -1 ) i j .  En cons6quence 
du lemme 8 jes t  unique, et on peut de nouveau appliquer le rectangle 
E(h -1) i J  . . . . .  E i (h -1 ) J  ~ Ew) = E i (h -1 ) jmh+l  ' ' 'mrmr+a'' 'm, ~ G ~ E i ~ G. 
CHAPITRE V. - D~MONSTRATION DU THI~OREME. GI~NI~RALISATION DE 
L'ALGORITHME D'EuCLIDE 
1. Ddmonstration du thdorOme. 
Le th6or~me st un corollaire assez imm6diat de la proposition fonda- 
mentale (proposition 3), par son application it6r6e. Le proc6d6 en que- 
stion donne un algorithme pour le calcul de la limite inf6rieure d'un 
couple donn6 quelconque (E, F) ~ T~ • Tn, qui ressemble ~t l'algorithme 
d'Euclide pour le calcul du P.G.C.D. 
La proposition dit qu'un minorant commun quelconque G d'un couple 
(E, F), disons avec E lF  = i = il > O, est aussi minorant du couple 
(E ~, F); autrement dit, le couple (E, F) d6termine le m~me ensemble de 
minorants communs comme le couple (E ~, F), bien que E ~ soit strictement 
inf6rieur ~t E. E~/F ~ 0 ou FIE i > O: 
Ei /F  > 0 ::> E i /F  ---- i2 ~ il 
et (E i1~*, F) d6termine ncore le m~me nsemble de minorants communs; 
de m~me FIE il = Jl > 0 entraine que le couple (E i~, FJ~) d6termine 
encore le m~me ensemble de minorants communs. Aussi longtemps 
que l'indice du couple pr6c6demment obtenu est :~ 0, on peut continuer 
ce proc6d6 qui remplace ~ chaque pas une composante du couple par 
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une composante strictement infdrieure, et le proc6d6 ne s'arr&e qu'au 
moment  off les deux composantes ont 6gales (H, H) ;  donc H est un 
minorant commun,  majorant  tous les  minorants communs,  c'est-/~-dire 
H est la limite inf6rieure de E et de F. D'autre part ce proc6d6 ne peut 
continuer qu'un nombre fini de pas ~t cause du cardinal fini de T n . I1 
est assez naturel de noter H comme le P.G.C.D:  H = (H, H) . . . .  
= (E, F). Mais un syst6me ordonn6 fini avec limite inf6rieure pour 
chaque couple est un treillis. 
2. Formalisation du calcul de la limite infdrieure (E, F). 
Notons un couple (E, F )= c; son couple inverse (F, E )= c'; la 
partie non n6gative de son indice i = E/F  par 
i0 si i > 0 
~= si i <0  
et encore [ c [ = 5 tA~'  son "indice absolu" (on a toujours 5 n~'  --  0). 
On re~oit ainsi, en d6crivant le proc6d6 au-dessus, la suite de couples 
off 
c=c0=(E ,F )  ( ]c l  = Ico[ >0;  
cl = (E ~, F e') ( I c I ~ I Cl I > 0); 
c2= (E eel, F ~'~') ( l cl l >~ l c2 l >o) ;  
c,+1 = (E eel'-''e., F e'el'''''e~') (] c, [ > [ C,+l [ > 0); 
cr = (E e'''5;-1, F ~''''e~-0 ( I c~'-1 I ~ ] cr I > 0); 
Cr+l = (H ,H)  ([ Crl > I cr[ =0,  
H = E e~l''''~" = F ~%'''''~''. 
En supprimant tous les 5, ,  c - /=  0 correspondant/t  des transformations 
identiques (impropres), on obtient deux chaines normales compl6men- 
taires 5> c-k l>~.. .  >_ c-k, et 5~1> . . .  > c-~ t tels que k l . . . ks ;  
21, . . .  , 2 t n'est qu'une d6composit ion de la suite 1 ..... r. La chalne 
5 > c- h > . . .  > ?ks est identique avec la chalne normale ml > . . .  >m~ 
du chapitre pr6c6dent pour un G = H tel que m~ = Y = i = E/F. 
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3. Division formelle 
Perfectionnons la notat ion et le proc6d6 de "divis ion",  qui, pour  le 
moment,  est encore au stade de soustractions it6r6es. On associe/~ chaque 
indice i un "exposant"  ou une "mult ipl ic it6" p~ ; on appelle ce couple 
l'indice pesd El~F, qu'on 6crit sous forme de puissance formelle E/ /F= i~i 
indiquant ] E lF  [ = i et Pi = ei - -  f i ,  en remplaqant l ' indice ndgatif  
par l ' indice absolu avec exposant n6gatif et eonvenant 
E = F ~ E /F  = 0 .r E / /F  = i ~ (i arbitraire,  Pi = 0). 
On a d6j~t part iel lement utilis6 cette notat ion au chapitre II, section 3 
pour les chaines normales m~1 . . .  m~, avec ml > . . .  > ms > O. 
On appelle quotient et l 'on note Qx = E - -  F la chaine normale bien 
d6termin6e i~il . . .  i~% 
f lgi 1 .~0~1 . ~gi/e-- 1 
off if '~ = E / /F ,  if'~ = E ~ / /F ,  .... iff'k = E 'x ..... *~-1 / /F ,  
. P i l  . P i le  
mais E h ..... ~ / /F  = E Q1/ /F  = ik~ ~+1, 
off tous les Pal . . . . .  Pik ~ O, pik+ 1 ~ O. 
Supposons Pi~+l> O et posons k=k a, EQ ~=Rx,  Q2=F- -R1  
= F - -  EQ 1 
- -  . . . . . .  k l+k  ~ 
avec les condit ions correspondantes P~kl+~, "", P%+~, > 0, mais 
Fq.~ //  EQ 1 i -p%+k~+l : k lq_k$+l  
avec pi~l+~,+ 1>0.  Posons encore FQ'=Rz ,  Qa=R1- -R2 ,  plus 
g6n6ralement R, = R~_"2, Qv+a = R,_a - -  R , .  
4. Algorithme d'Euclide. 
lntroduisons une "mult ipl icat ion ext6rieure purement formel le" 
6crite Qv+IR,, et un symbole "d 'addi t ion purement formelle" 3_. On 
6crit done au lieu de 
QI :  E -- F, R I :  E Q1 ~ E : Q1F 3_ R1 
Q2= F -- R1 ,R2  = Fq~ ~> F = Q~R a _l_ R2 
Qs = R1- -  R2 , Ra = R Q3 <=> RI = QaR~ 3_ Ra 
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Q,+I : Rv-1 -- R , ,  Ru+ 1 : R Q"-~ ~,-1 ~ R~,-1 ~- Q,+IRv • R~+I 
On s'arr~te au moment  dans lequel apparait 
Rn+~ = R,  --~ (E, F) = (R,_~, R~); 
Rn = Rn+l ~ EQ1Q~...Q2En+I/2]-I ~ FQ2Q4...Q~tnR/21 _~_ RQ,,+2Q~+4 ...... 
Une modification triviale de 1,algorithme d'Euclide ordinaire fait dis- 
paraRre la diff6rence: au lieu de restreindre l s restes par 0 ~ r~ < r~-l, 
on pourrait  le faire aussi bien par 0 < r~ < rv_ 1; alors l 'algorithme d'Eu- 
clide s'arr~tera convenablement au moment dans lequel apparait rn+l 
= r n (au lieu de rn+ 1 = 0). 
En posant r  (~=0,  1 . . . .  ; E=R_a ,  F -~Ro)  on a 
eo > r > "'" > Pn > Pn+~ ----- 0 et l 'analogie devient parfaite. 
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