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La de´finition d’une diffe´rence syme´trique a` partir des ope´rateurs d’implica-
tion floue nous a permis de mettre en e´vidence une notion de distance
qui e´tend celle de Tchebytchev au cas flou. Nous montrons par la suite
comment on peut, a` partir de cette distance, construire une mesure de
la proximite´ entre deux modalite´s de caracte`res dans une description
statistique floue a` deux dimensions.
1 Introduction.
Dans ce papier, nous allons dans un premier temps replacer la notion de
caracte`re flou pre´ce´demment e´nonce´e (cf. [8]) dans un cadre plus vaste
et plus formel, celui des applications floues. Cela nous permettra de
de´finir les notions fondamentales de la statistique descriptive floue. Si en
statistique descriptive classique, la notion de “modalite´ observe´e” semble
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e´vidente, dans le cas flou il n’en est rien. En effet, une modalite´ a du ca-
racte`reX est observe´e par l’individu ω d’une population Ω si et seulement
si X(ω) = a. Cela traduit le fait que a est l’image de ω par l’application
X. Cette ope´ration d’affectation est symbolise´e par une application nette
X.
Que se passe-t-il si l’application X est floue? Quel sens donner a` l’asser-
tion “la modalite´ a est observe´e par l’individu ω” quand pre´cise´ment
l’individu ω a la possibilite´ de choisir plusieurs modalite´s de l’ensemble
des observations A a` la fois? Un choix qui peut non seulement eˆtre mul-
tiple mais e´galement a` plusieurs niveaux d’intensite´, i.e. ω a par exemple
la possibilite´ de choisir un peu a1, choisir beaucoup a2 et choisir tre`s peu
a3. Si l’on convient que “choisir un peu” correspond a` une association de
niveau 0.5, “choisir beaucoup” correspond a` une association de niveau
1 et que “choisir tre`s peu” correspond a` une association de niveau 0.1,
alors on obtient une liaison multivoque entre l’individu ω et les modalite´s
de l’ensemble A. (Figure 1).
En introduisant les notions d’image et d’image re´ciproque d’un sous-
ensemble flou par une application floue, nous proposons une autre in-
terpre´tation du tableau de correspondance possibiliste.
A chaque modalite´ a, nous associons le sous-ensemble flou X−1(a), que
l’on note (X = a). Ce sous-ensemble flou est une interpre´tation ensem-
bliste de la modalite´ a. Cette interpre´tation nous permettra de mesurer
la proximite´ entre deux modalite´s de caracte`res flous. Cette proximite´
entre deux modalite´s a et a′ sera e´value´e en calculant la distance entre les
sous-ensembles (X = a) et (X = a′) qui leur sont associe´s. Les distances
de Minkowski de´finies par






offrent un grand choix de distances. En particulier pour p = 1, on
retrouve la distance de Hamming ge´ne´ralise´e, largement utilise´e dans la
litte´rature. Nous montrons, moyennant un choix approprie´ d’ope´rateurs,
que cette distance de Hamming peut s’exprimer en terme de cardinal
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d’une diffe´rence syme´trique entre les sous-ensembles (X = a) et (X = a′).
Apre`s un rappel sur les ope´rateurs flous, l’objet de la premie`re partie de
notre papier sera pre´cise´ment de construire cette diffe´rence syme´trique.
Cela nous permettra par la suite d’obtenir une mesure de proximite´ dont
on montrera qu’elle est une distance et que ses proprie´te´s sont compati-
bles avec la the´orie des possibilite´s. Tout au long de l’article, le re´fe´rentiel
Ω et l’ensemble des modalite´s A sont tout deux suppose´s finis.
2 Ope´rateurs flous et Diffe´rence Syme´trique.
On conside`re le treillis multiplicatif ([0, 1],∨,∧, ∗) ou` ∧ repre´sente le min,
∨ le max et ∗ une t-norme. On note ⊕ la t-couronne duale de ∗, i.e. telle
que
a⊕ b = a⊕ b ∀a, b ∈ [0, 1] (2)
ou` a = 1− a est le pseudo-comple´ment de a.
2.1 Ope´rateurs flous.
Nous de´signons par | l’ope´rateur de pseudo-division associe´ a` la t-norme
∗. Il est de´fini par
a|b = max
t∈[0,1]
{a ∗ t ≤ b}. (3)
Nous de´signons par 	, l’ope´rateur de pseudo-soustraction, dual de |. Il
est de´fini par
a	 b = min
t∈[0,1]
{a⊕ t ≥ b}. (4)
a|b (resp. a	b) repre´sente en quelque sorte le re´sultat de la division (resp.
soustraction) de b par a dans le treillis multiplicatif ([0, 1],∨,∧, ∗).
Nous de´signons par →, l’ope´rateur d’implication floue (ou implication
tout court). Il est de´fini par
a→ b = a|b. (5)
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Nous de´signons par ----, l’ope´rateur de diffe´rence (ou diffe´rence tout court).
Il est de´fini comme e´tant le contraire d’une implication, i.e.
a−− b = 1− a|b. (6)
La relation (6) est une traduction de l’identite´ ensembliste nette
E − F = E ∩ F = E ∪ F = E → F .
Exemple 1.
Si ∗ est la t-norme probabiliste de´finie par a ∗ b = ab, alors
a|b = 1 ∧ b
a
, a	 b = 0 ∨ b− a






= 1 ∀b ∈ [0, 1].
Exemple 2.
Si ∗ est la t-norme de Lukasiewicz de´finie par a∗ b = 0∨ (a+ b−1), alors
a|b = 1 ∧ (1− a+ b), a	 b = 0 ∨ (b− a), a−−b = 0 ∨ (a− b). (8)
Certaines proprie´te´s des ope´rateurs de pseudo-division et de pseudo-
soustraction ont e´te´ e´nonce´es dans un pre´ce´dent papier ([8]).
Plusieurs implications ont e´te´ propose´es dans la litte´rature. Elles four-
nissent autant de types d’ope´rateurs de diffe´rence. Ces implications se
re´partissent en quatre grandes classes ([17], [2]):
type I:
a→ b = a|b et a−− b = 1− a|b (9)
type II:
a→ b = 1− b	 a et a−− b = b	 a (10)
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type III:
a→ b = a⊕ (a ∗ b) et a−− b = a ∗ (a⊕ b) (11)
type IV:
a→ b = a⊕ b et a−− b = a ∗ b. (12)
2.2 Diffe´rence.
Soient E et F deux sous-ensembles nets d’un meˆme re´fe´rentiel Ω. On
appelle diffe´rence de E et F, le sous-ensemble E − F de´fini par
E − F = E − (E ∩ F ). (13)
De cette de´finition, il vient imme´diatement que
E − F = E ∩ F . (14)
On appelle diffe´rence syme´trique entre E et F, le sous-ensemble E4F
de´fini par
E4F = E ∪ F − E ∩ F. (15)
Nous nous proposons d’e´tendre ces notions de diffe´rence et diffe´rence
syme´trique au cas ou` les deux sous-ensembles E et F sont flous.
Une premie`re extension aux sous-ensembles flous de la notion de diffe´rence
a e´te´ propose´e par Kaufmann [10], ou` µ est la fonction d’appartenance:
µE−F (ω) = µE(ω) ∧ µF (ω) ∀ω ∈ Ω. (16)
Cette extension est une transposition au cas flou de la de´finition (14) car
µE(ω) ∧ µF (ω) est la fonction d’appartenance de E ∩ F .
L’inconve´nient majeur de cette extension est que si E ⊂ F, on n’a pas
E−F = ∅ comme dans le cas boole´en. Nous contournons cet inconve´nient
en proposant une autre de´finition de la diffe´rence.
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De´finition.
Soient E et F deux sous-ensembles flous de Ω. Nous appellerons diffe´rence
de E et F, le sous-ensemble flou E − F de´fini ar
µE−F (ω) = µE(ω)− µF (ω). (17)
Proprie´te´ 1.
E ⊂ F ⇔ E − F = ∅. (18)
Preuve.
E ⊂ F ⇔ µE(ω) ≤ µF (ω) ∀ω ∈ Ω
⇔ µE(ω)|µF (ω) = 1 ∀ω ∈ Ω
⇔ µE−F (ω) = 0 ∀ω ∈ Ω
⇔ E − F = ∅.
Proprie´te´ 2.
E − F = E − (E ∩ F ). (19)
Preuve.
µE−(E∩F )(ω) = 1− µE(ω)|µE(ω) ∧ µF (ω)
= 1− µE(ω)|µE(ω) ∧ µE(ω)|µF (ω)
= µE−F (ω).
On ve´rifie sans peine que cette de´finition est une extension de la diffe´rence
nette. Le choix du type d’ope´ration nette dans la de´finition (17) de´pend
des pre´occupations que l’on a, et en particulier, la fac¸on de traduire le
fait qu’un individu ω appartient de fac¸on nette au sous-ensemble E −F.
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Exemple 3.
Si −−− est l’ope´rateur de diffe´rence associe´ a` la t-norme de Lukasiewicz
(8), alors la diffe´rence E −−−F sera donne´e par
µE−−F (ω) = 0 ∨ (µE(ω)− µF (ω)). (20)
Dire dans ce cas que ω appartient de fac¸on nette a` E−−−F revient a` dire
que
µE−−F (ω) = 1, i.e. µE(ω)− µF (ω) = 1.
Mais comme µE(ω) et µF (ω) appartiennent a` [0, 1], on a
µE(ω) = 1 + µF (ω)⇒ µE(ω) = 1 et µF (ω) = 0.
Autrement dit, dire qu’un individu appartient de fac¸on nette a` E −−−F
revient a` dire qu’il appartient de fac¸on nette a` E et a` F .
Exemple 4.
Si −−− est l’ope´rateur de diffe´rence associe´ a` la t-norme probabiliste (7),
alors la diffe´rence entre les sous-ensembles flous E et F est donne´e par
µE−−F = 1− µF (ω)
µE(ω)
. (21)
Et dans ce cas, dire qu’un individu ω appartient de fac¸on nette a` E−−−F
signifie µF (ω) = 0 et µE(ω) 6= 0, i.e. cet individu appartient de fac¸on
nette a` F et au moins un peu a` E.
2.3 Diffe´rence syme´trique.
Soient E et F deux sous-ensembles flous de Ω. On appellera diffe´rence
syme´trique de E et F, le sous-ensemble flou note´ E4F et de´fini par
µE4F = µE∪F (ω)− µE∩F (ω). (22)
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Lorsque les sous-ensembles E et F sont nets, on ve´rifie aise´ment que cette
de´finition coı¨ncide avec la diffe´rence syme´trique boole´enne.
Remarque.
Par de´finition de la diffe´rence syme´trique, on a
E4F = E ∪ F − E ∩ F. (23)
Proprie´te´ 3.
E4F = (E − F ) ∪ (F − E). (24)
Preuve.
µ(E−F )∪(F−E)(ω) = µ(E−F )(ω) ∨ µ(F−E)(ω)
= (1− µE(ω)|µF (ω)) ∨ (1− µF (ω)|µE(ω))
= 1− (µE(ω)|µF (ω)µF (ω)|µE(ω))
= 1− (µE(ω) ∨ µF (ω))|µF (ω) ∧ µE(ω))
= 1− (µE∪F (ω)|µE∩F (ω))
= µE∪F (ω)−µE∩F (ω)
= µE4F (ω).
Exemple 5.
Si l’on conside`re l’ope´rateur de diffe´rence associe´ a` la t-norme de Lukasie-
wicz (8), alors la diffe´rence syme´trique est donne´e par
µE4F (ω) = µE∪F (ω)− µF∪E(ω)
= |µE(ω)− µF (ω)|.
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Exemple 6.
Si l’on conside`re l’ope´rateur de diffe´rence associe´ a` la t-norme probabiliste
(7), alors la diffe´rence syme´trique est donne´e par
µE4F (ω) = 1− µE∩F (ω)µF∪E(ω)
= |µE(ω)−µF (ω)|
µE(ω)∨µF (ω) .
3 Distance de Tchebytchev Ge´ne´ralise´e.
Rappelons ce qu’on entend par distance de Tchebytchev entre deux sous-
ensembles nets. Soit Ω un re´fe´rentiel. Soient E et F deux sous-ensembles




|1E(ω)− 1F (ω)|, (25)
ou`
∨
est le max et 1E (resp.1F ) la fonction indicatrice d’appartenance a`
E (resp. F ).
Avant d’e´tendre cette de´finition aux sous-ensembles flous, rappelons qu’u-
ne application d : 2Ω × 2Ω → [0,∞] est une distance si et seulement si
d(E,F ) = 0⇔ E = F (26)
d(E,F ) = d(F,E) (syme´trie) (27)
d(E,G) ≤ d(E,F )⊕ d(F,G) (transitivite´) (28)
ou` ⊕ est un ope´rateur associe´ a` la distance d (ge´ne´ralement une t-
conorme).
On ve´rifie aise´ment que la distance de Tchebytchev est bien une distance
pour ⊕ = +. Le choix de l’ope´rateur ⊕ est e´troitement lie´ a` la nature du
proble`me a` e´tudier.
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Conside´rons maintenant l’extension de la distance de Tchebytchev au cas




|µE(ω)− µF (ω)|. (29)





ou` 4 est la diffe´rence syme´trique associe´e a` la t-norme de Lukasiewicz.
L’objet de ce paragraphe est de montrer que ce re´sultat peut se ge´ne´raliser
a` des t-normes autres que celle de Lukasiewicz. Conside´rons le treillis
multiplicatif [0, 1],∧,∨, ∗, ou` ∗ est une t-norme. Soit ⊕ la t-conorme
associe´e a` ∗. On de´signe par 4 la diffe´rence syme´trique associe´e a` ∗ et
de´finie en (22).
The´ore`me.





alors l’application d de´finit sur [0, 1]Ω une distance associe´e a` ⊕, i.e.
i) d(E,F ) = 0 ⇔ E = F
ii) d(E,F ) = d(F,E)
iii) d(E,G) ≤ d(E,F )⊕ d(F,G).
C’est cette distance que nous appellerons distance de Tchebytchev ge´ne´ra-
lise´e ou encore distance de la hauteur de la diffe´rence syme´trique. C’est
une formulation analogue a` celle de la distance du cardinal de la diffe´rence











1− (µE(ω) ∨ µF (ω))|(µE(ω) ∧ µF (ω)).
i)
d(E,F ) = 0 ⇔ (µE(ω) ∨ µF (ω))|(µE(ω) ∧ µF (ω)) = 1 ∀ω ∈ Ω
⇔ µE(ω) ∨ µF (ω) = µE(ω) ∧ µF (ω) ∀ω ∈ Ω
⇔ µE(ω) = µF (ω) ∀ω ∈ Ω
⇔ E = F.
ii) Trivial.
iii) Quels que soient a, b et c appartenant a` [0, 1], on a a|c ∗ c|b ≤ a|b
car a ∗ a|c ∗ c|b ≤ c ∗ c|b ≤ b; d’ou`:
(a|c ∧ c|a) ∗ (b|c ∧ c|b) = (a|c ∗ b|c) ∧ (a|c ∗ c|b) ∧ (c|a ∗ b|c) ∧ (c|a ∗ c|b)
≤ (a|c ∗ c|b) ∧ (b|c ∗ c|a)
≤ a|b ∧ b|a.
Remarquons que a|b ∧ b|a = (a ∨ b)|(a ∧ b), car
a ∨ b|a ∧ b = a|a ∧ a|b ∧ b|a ∧ b|b
= 1 ∧ a|b ∧ b|a
= a|b ∧ b|a.
En passant au comple´ment a` 1, on a:
(1− a ∨ b|a ∧ b) ≤ (1− a ∨ c|a ∧ c)⊕ (1− b ∨ c|b ∧ c).
En posant a = µE(ω), b = µF (ω) et c = µG(ω), on a:
1− µE∪F (ω)|µE∩F (ω)











car ai ≤ ∨i ai et bi ≤ ∨i bi entraıˆnent ai ⊕ bi ≤ ∨i ai ⊕ ∨i bi; d’ou`∨






ω∈Ω[1− µE∪F (ω)|µE∩F (ω)]
≤∨
ω
[1− µE∪G|µE∩G(ω)|µE∩G(ω)]⊕ [1− µF∪G(ω)|µF∩G(ω)],
c’est-a`-dire:∨
ω∈Ω µE4F (ω) ≤
∨
ω∈Ω µE4G(ω ⊕ µF4G(ω)
≤ ∨ω∈Ω µE4G(ω)⊕ ∨ω∈Ω µF4G(ω).
D’ou` d(E,F ) ≤ d(E,G)⊕ d(G,F ).
Remarque.
Il est e´galement possible de de´finir une distance de Tchebytchev entre
deux distributions de possibilite´s. En effet, on peut interpre´ter une dis-
tribution de possibilite´s pi sur Ω comme e´tant la fonction d’appartenance
a` un sous-ensemble flou E tel que pi(ω) = µE(ω) ∀ω ∈ Ω. Ainsi pour




1− (pi(ω) ∨ pi′(ω))|(pi(ω) ∧ pi′(ω)).
Exemple 7.






qui est une distance associe´e a` la somme borne´e a⊕ b = 1 ∧ (a+ b).
Prenons par exemple Ω = {ω1, ω2, ω3}. Pour E = {(ω1, .3), (ω2, .2),
(ω3, 0)} et F = {(ω1, .2), (ω2, .8), (ω3, .5)}, on aura
d(E,F ) = .1 ∨ .6 ∨ .5 = .6
Exemple 8.





µE(ω) ∨ µF (ω)
qui est une distance associe´e a` la somme probabiliste ⊕ de´finie par
a⊕ b = a+ b− ab.
Soit Ω = {ω1, ω2, ω3}. Pour E = {(ω1, .8), (ω2, .2), (ω3, .1)} et F =










L’objet de ce paragraphe est de proposer une extension au cas flou de
la notion d’application entre ensembles, avec pour objectif de conserver
le maximum de proprie´te´s possible des applications classiques. Com-
menc¸ons d’abord par rappeler ce que l’on entend par correspondance
entre deux ensembles.
4.1 Application nette.
Soient E et F deux re´fe´rentiels. Une correspondance entre E et F est
une relation R de E vers F. Une telle relation se pre´sente sous la forme
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d’un tableau a` deux entre´es E et F, ou` a` la croise´e de la ligne x et de la
colonne y, on a le nombre 1R(x, y) qui vaut 1 ou 0 selon que x et y sont
en relation ou non:
1R(x, y) =
{
1 si x est en relation avec y
0 sinon
Pour un e´le´ment x de S donne´, on apelle coupe suivant x, l’ensemble
C(x) des e´le´ments y de F qui sont en relation avec x :
C(x) = {y ∈ F / 1E(x, y) = 1}. (31)
On peut encore de´finir la coupe suivant x par la valeur de sa fonction
indicatrice:
1C(x)(y) = 1R(x, y) ∀y ∈ F. (32)
Une application nette est une correspondance de E vers F telle que
∑
y∈F
1C(x)(y) = 1 ∀x ∈ E. (33)
Cette condition traduit le fait que sur chaque ligne du tableau de cor-
respondance nette, on retrouve une fois et une seule, le chiffre 1, ou
encore que chaque e´le´ment x de l’ensemble de de´part E a une image et
une seule y dans l’ensemble d’arrive´e. L’image d’un e´le´ment x de E par
l’application X est alors donne´e par
X(x) = C(x) ∀x ∈ E. (34)
4.2 Application Floue.
Voyons maintenant comment on peut e´tendre l’ensemble de ces de´finitions
au cas flou. Soient E et F deux re´fe´rentiels. Une correspondance floue
de E vers F se pre´sente sous la forme d’un tableau E×F ou` a` la croise´e
de la ligne x et de la colonne y, on a le nombre µR(x, y) ∈ [0, 1] qui e´value
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le degre´ avec lequel x et y sont en relation.
Pour un e´le´ment x de E donne´, nous appellerons coupe suivant x, le
sous-ensemble flou C(x) de F de´fini par
µC(x)(y) = µR(x, y) ∀y ∈ F. (35)
Cette de´finition est semblable a` celle des coupes nettes, sauf qu’ici, les
indicatrices sont remplace´es par les fonctions d’appartenance.
Soit R une correspondance floue de E vers F et C(x) la coupe suivant
un e´le´ment x de E. On dira que la correspondance R est une application
floue si et seulement si ∨
y∈F
µC(x)(y) = 1 ∀x ∈ E. (36)
Cette condition traduit le fait que sur chaque ligne du tableau de corre-
spondance floue (Tableau 2), on retrouve au moins une fois le chiffre 1.
Ou encore que chaque e´le´ment de l’ensemble de de´part a au moins une
image nette dans l’ensemble d’arrive´e.
On appellera image d’un e´le´ment x de E par l’application X, le sous-
ensemble flou X(x) de´fini par
X(x) = C(x) ∀x ∈ E. (37)
Remarque.
Pour reprendre la terminologie traditionnelle, on peut dire qu’une ap-
plication floue de E vers F est une correspondance floue, fonctionnelle
entre E et l’ensemble des sous-ensembles flous de F, c’est-a`-dire une ap-
plication nette de E vers [0, 1]F . Par ailleurs, une application nette n’est
qu’une application floue particulie`re.
Soit X une application nette de E vers F et A un sous-ensemble flou de
E. Le principe d’extension de Zadeh permet de de´finir a` partir de A, un
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µA(x) ∧ 1X(x)=y. (38)
X(A) est l’image du sous-ensemble flou de A par l’application nette X.





µA(x) ∧ µX(x)(y). (39)
X(A) est l’image du sous-ensemble flou de A par l’application floue X.
On dira qu’un e´le´ment y de F est image nette d’un e´le´ment x de E par
l’application floue X si et seulement si
µX(x)(y) = 1. (40)
Soit X une application floue de E vers F. Soit B un sous-ensemble flou




µB(y) ∧ µX(x)(y). (41)
Lorsque le sous-ensemble B est re´duit a` un seul e´le´ment y de F, la formule
(41) se re´duit a`
µX−1(y)(x) = µX(x)(y). (42)
Remarque.
En rapprochant les e´quations de´finissant l’image et l’image re´ciproque, on
remarque qu’une ligne x du tableau de correspondance floue repre´sente
l’image de x par X. La colonne y du meˆme tableau est elle, repre´sente´e
par l’image re´ciproque de y par X. Par la suite, on e´crira (X = y) pour
repre´senter le sous-ensemble flou X−1({y}).
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Remarque
L’image et l’image re´ciproque par une application X peuvent se de´finir
de fac¸on plus condense´e par
µX(A)(y) = h(A ∩ (X = y)) (43)
et
µX−1(B)(x) = h(B ∩X(x)). (44)
Voici deux proprie´te´s des applications nettes, qui restent valables dans
le cas des applications floues.
Proprie´te´ 4.
Si X : E → F est une application floue, alors:
X−1(F ) = E. (45)
Preuve.
Par de´finition de l’image re´ciproque, on a:
µX−1(F )(x) =
∨
y∈F µX(x)(y) ∀x ∈ E
= h(X(x))
= 1 ∀x ∈ E.
Proprie´te´ 5. ⋃
y∈F










= 1 ∀x ∈ E.
Si noy(A) est le noyau de A, on dira qu’une application floue X : E → F
est surjective si et seulement si
card(noy(X = y)) ≥ 1 ∀y ∈ F. (47)
Cela veut dire que sur chaque colonne du tableau de correspondance
floue (Tableau 2), on retrouve au moins une fois le chiffre 1; ou encore
que chaque e´le´ment de F est image nette d’au moins un e´le´ment de E.
Remarque.
Cette condition de surjectivite´ e´quivaut a` X(E) = F, car quel que soit
y ∈ F,
X(E) = F ⇔ µX(E)(y) = 1 ∀y ∈ F
⇔ ∨x∈E µX(x)(y) ∀y ∈ F
⇔ ∨x∈E µX=y(x) ∀y ∈ F
⇔ h(X = y) ∀y ∈ F
⇔ card(noy(X = y)) ≥ 1 ∀y ∈ F
⇔ X est surjective.
Si noy(A) est le noyau de A, on dira qu’une application floue X : E → F
est injective si et seulement si
card(noy(X = y)) ≤ 1 ∀y ∈ F. (48)
Cette condition d’injectivite´ signifie que chaque e´le´ment y de F est i-
mage nette par X d’au plus un e´le´ment de E. Autrement dit, sur chaque
colonne du tableau de correspondances (Tableau 2), on retrouve au plus
une fois le chiffre 1.
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On dira qu’une application floue X : E → F est bijective si elle est a` la
fois injective et surjective, c’est-a`-dire
card(noy(X = y)) = 1 ∀y ∈ F. (49)
On notera que l’ensemble de ces de´finitions coıˆncide avec les notions tra-
ditionnelles d’injection, de surjection et de bijection lorsque l’application
est nette.
Soient X : E → F et Y : F → G deux applications floues. L’application




µX(x)(y) ∧ µY (y)(z) ∀x ∈ E, z ∈ G. (50)
D’apre`s la de´finition de l’image floue, on obtient l’associativite´ de la
composition max-min par
(Y ◦X)(x)(x) = Y (X(x)) ∀x ∈ E. (51)
Soit X : E → F une application floue. Soient A1, A2 ⊂ E et B1, B2 ⊂ F
des sous-ensembles flous.
Proprie´te´ 6.
A1 ⊂ A2 ⇔ X(A1) ⊂ X(A2) ∀x ∈ E. (52)
Preuve.
A1 ⊂ A2 ⇒ µA1(x) ≤ µA2(x) ∀x ∈ E
⇒ µX(x)(y) ∧ µA1(x) ≤ µX(x) ∧ µA2(x) ∀x ∈ E
⇒ ∨x∈E µX(x)(y) ∧ µA1(x) ≤ ∨x∈E µX(x)(y) ∧ µA2(x)
⇒ µX(A1)(y) ≤ µX(A2)(y) ∀y ∈ F
⇒ X(A1) ⊂ X(A2).
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Proprie´te´ 7.
B1 ⊂ B2 ⇒ X−1(B1) ⊂ X−1(B2). (53)
Preuve.
B1 ⊂ B2 ⇒ µB1(y) ≤ µB2(y) ∀y ∈ F
⇒ µX(x)(y) ∧ µB1(y) ≤ µX(x)(y) ∧ µB2(y) ∀y ∈ F
⇒ ∨y∈F µX(x)(y) ∧ µB1(y) ≤ ∨y∈F µX(x)(y) ∧ µB2(y)
⇒ µX−1(B1)(x) ≤ µX−1(B2)(x) ∀x ∈ E
⇒ X−1(B1) ⊂ X−1(B2).
Proprie´te´ 8.
X(A1 ∪ A2) = X(A1) ∪X(A2). (54)
Preuve.
µX(A1∪A2)(y) = h((A1 ∪ A2) ∩ (X = y))
= h(A1 ∩ (X = y)) ∨ h(A2 ∩ (X = y))
= µX(A1)(y) ∨ µX(A2)(y)
= µX(A1)∪X(A2)(y).
Proprie´te´ 9.
X−1(B1 ∪B2) = X−1(B1) ∪X−1(B2). (55)
Preuve.
µX−1(B1∪B2)(x) = h(B1 ∪B2) ∩ (X(x))
= h(B1 ∩X(x)) ∨ h(B2 ∩X(x))




X(A1 ∩ A2) ⊂ X(A1) ∩X(A2). (56)
Preuve.
µX(A1∩A2) = h(A1 ∩ A2 ∩ (X = y))
≤ h(A1 ∩ (X = y)) ∧ h(A2 ∩ (X = y))
= µX(A1)(y) ∧ µX(A2)(y)
= µX(A1)∩X(A2)(y).
Proprie´te´ 11.
X−1(B1 ∩B2) ⊂ X−1(B1) ∩X−1(B2). (57)
Preuve.
µX−1(B1∪B2) = h(B1 ∩B2 ∩X(x))
≤ h(B1 ∩X(x)) ∧ h(B2 ∩X(x))
= µX−1(B1)(x) ∧ µX−1(B2)(x)
= µX−1(B1)∩X−1(B2)(x).
5 Description floue.
Soit Ω une population. On convient de de´signer un individu de Ω par le
symbole ω. Nous dirons que la population Ω est de´crite par un caracte`re
flou X si et seulement si X est une application floue de X dans un en-
semble A appele´ ensemble des observations. Les e´le´ments A sont appele´s
des modalite´s.
5.1 Descripteur et signification.
On appelle descripteur d’un individu ω, le sous-ensemble flou X(ω). Pour
une modalite´ a ∈ A donne´e, on appelle signification de a, le sous-ensemble
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X−1(a). La description floue de la population Ω par le caracte`re X se
pre´sente sous la forme d’un tableau a` deux entre´es (Tableau 4).
La ligne de rang ω du Tableau 4 repre´sente le descripteur de l’individu
ω. La colonne de rang a du meˆme tableau repre´sente la signification de
la modalite´ a. A la croise´e de la ligne ω et de la colonne a, on a le nombre
k(ω, a) = µX(ω)(a) qui repre´sente le degre´ d’association entre l’individu
ω et la modalite´ a. Une modalite´ aj de A est dite observe´e (sigificative)
si et seulement si ∨
ω∈Ω
µX(ω)(aj) 6= 0. (58)
Cela revient a` dire que la je colonne du tableau de description floue
n’est pas remplie que de chiffres 0. Autrement dit, il existe au moins un
individu de la population qui soit associe´, meˆme faiblement, a` la modalite´
aj.
Une modalite´ qui n’est pas observe´e est dite sans signification. Dans
la pratique, une modalite´ qui n’est pas observe´e n’a que peu d’inte´reˆt.
Dans notre e´tude, sauf indication contraire, une modalite´ sera toujours
suppose´e eˆtre observe´e.
Une modalite´ aj de A est dite nettement observe´e (ou pleinement signi-
ficative) si et seulement si ∨
ω∈ω
µX(Ω)(aj) = 1. (59)
Cela veut dire que la je colonne du tableau de description floue comporte
au moins une fois le chiffre 1, i.e. qu’il existe au moins un individu de la
population qui soit pleinement associe´ a` la modalite´ aj.
5.2 Correspondance possibiliste.
On conside`re maintenant deux variables statistiques floues X et Y, a`
valeurs dans les ensembles d’observations respectifs A et B. Soit (X, Y ) :
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Ω→ [0, 1]A × [0, 1]B la variable conjointe de´finie par
(X, Y )(ω) = (X(ω), Y (ω)).
On pose
(X = a) = X−1(a), (Y = b) = Y −1(b) et
(X = a, Y = b) = (X, Y )−1(a, b)).
Tout comme pour les caracte`res nets, la signification conjointe est e´gale
a` la conjonction des significations, i.e. (X = a, Y = b) = (X = a)∩ (Y =
b).
Nous nous proposons de mesurer la signification conjointe (X = a, Y =
b) d’un couple de modalite´s observe´es (a, b) de A×B.
Le sous-ensemble (X = a, Y = b) joue un roˆle assez particulier dans
l’e´tude des relations entre deux caracte`res X et Y de´crivant une po-
pulation Ω donne´e. Dans le cas ou` X et Y sont des caracte`res nets, le
sous-ensemble (X = a, Y = b) n’est rien d’autre que l’ensemble des indi-
vidus de Ω ayant a` la fois les modalite´s a et b. Pour re´sumer l’information
contenue dans la paire (X, Y ), on construit alors un tableau de contin-
gence (k(a, b))a∈A, b∈B ou` a` la croise´e de la ligne a et de la colonne b,
on a le terme k(a, b) qui est le nombre d’individus de Ω ayant a` la fois
les modalite´s a et b (Tableau 5). Ce terme mesure, par le cardinal,
l’importance que l’on accorde au couple (a, b) :
k(a, b) = card(X = a, Y = b). (60)
Le terme de rang b de la ligne de marge est le nombre d’individus ayant
la modalite´ b. Il vaut card(Y = b). De meˆme, le terme de rang a de la
colonne de marge est le nombre d’individus ayant la modalite´ a. Il vaut
card(X = a).
Cette mesure par le cardinal donne, a` notre sens, une e´valuation quan-
titative des donne´es. Lorsqu’on manipule des informations vagues, on a
surtout besoin d’une e´valuation qualitative des donne´es. C’est la raison
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pour laquelle nous utilisons une autre mesure, la mesure de possibilite´,
pour e´valuer le sous-ensemble (X = a, Y = b). Ce sous-ensemble est flou
lorsque les applications X et Y le sont aussi. On obtient ainsi un tableau
de correspondance possibiliste (pi(a, b))a∈B, b∈B avec
pi(a, b) = Π(X = a, Y = b) (61)
ou` Π est une mesure de possibilite´ sur Ω.
5.3 Proximite´ entre modalite´s.
A partir du tableau de correspondance possibiliste, nous nous proposons
de mesurer la proximite´ entre deux modalite´s a et a′ de l’ensemble A des
observations du caracte`re flou X.
Nous de´finissons la proximite´ au sens de Tchebytchev entre les modalite´s
a et a′ comme e´tant e´gale a` la distance de Tchebytchev ge´ne´ralise´e entre





1− (µX=a(ω) ∨ µX=a′(ω))|(µX=a(ω) ∧ µX=a′(ω)), (62)
ou` | est un ope´rateur de pseudo-division.
Remarque.
Il peut arriver dans la pratique qu’on obtienne directement une cor-
respondance possibiliste entre deux ensembles A et B sans passer par
une population Ω. Dans ce cas, la distance entre deux modalite´s a et a′




1− (µY (X=a)(b) ∨ µY (X=a′)(b))|(µY (X=a)(b) ∧ µY (X=a′)(b).
(63)
Le choix de cette distance se justifie par le fait que la ligne de rang a
du tableau de correspondance possibiliste (Tableau 6) repre´sente l’image
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du sous-ensemble flou (X = a) par l’application Y, lorsque la population







pi(a, b) = Π0(X = a, Y = b)
=
∨
ω∈Ω µX=a(ω) ∨ µY=b(ω)
=
∨
ω∈Ω µX=a(ω) ∨ µY (ω)(b)
= µY (X=a)(b).
Cela veut dire que pi(a, b) repre´sente le degre´ d’appartenance de la modali-
te´ b a` l’image du sous-ensemble flou (X = a) par l’application floue Y.
La ligne de marge (pi(b))b∈B du tableau de correspondance floue repre´sente
l’image Y (Ω) de la population tout entie`re par l’application Y car quel
que soit b ∈ B,





De meˆme, la colonne de marge repre´sente le sous-ensemble flou X(Ω);
c’est dire
pi(a) = µX(Ω)(a).
Puisque la modalite´ a est repre´sente´e par le sous-ensemble flou Y (X = a),
il est naturel de de´finir la distance entre deux modalite´s a et a′ par la
distance entre les sous-ensembles Y (X = a) et Y (X = a′), soit,




1− (µY (X=a)(b) ∨ µY (X=a′)(b))|(µY (X=a)(b) ∧ µY (X=a′)(b)).
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Remarque.
Si la structure des donne´es l’impose, on peut remplacer la distance de





1− (µX=a(ω) ∨ µX=a′(ω)|µX(a) ∧ µX=a′(ω)). (64)
On montre qu’il s’agit bien d’une distance lorsque l’ope´rateur de pseudo-
division | est associe´ a` la t-norme de Lukasiewicz ou` a` la t-norme proba-
biliste.
Si par exemple l’ope´rateur de pseudo-division | est associe´ a` la t-norme










Si par exemple l’ope´rateur de pseudo-division | est associe´ a` la t-norme
de Lukasiewicz, alors l’expression de la distance entre les modalite´s a et
a′ est donne´e par
d(a, a′) =
∑




6 Remarques et Conclusion.
Il est essentiel d’offrir plusieurs choix d’ope´rateurs dans la de´finition
des concepts flous. Cela permet leur meilleure adaptation aux contraintes
particulie`res de chaque utilisateur. La distance de Tchebytchev ge´ne´ralise´
pre´sente beaucoup d’avantages, mais aussi quelques inconve´nients. L’a-
vantage avec cette famille de distances est qu’elle permet une e´valuation
qualitative des donne´es par l’utilisation des ope´rateurs flous. De plus,
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c’est une distance lie´e a` la diffe´rence syme´trique et compatible avec
l’arithme´tique dans le treillis multiplicatif ([0, 1],∧,∨, ∗). Mais dans la
pratique, elle ne peut apporter de bons re´sultats que si les donne´es sont
“tre`s floues”. Dans le cas ou` il y a une majorite´ de donne´es binaires, il est
plus indique´ d’utiliser la distance du cardinal de la diffe´rence syme´trique
associe´e a` la t-norme de Lukasiewicz.
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