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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ rˇesˇenı´m u´lohy kvadraticke´ho programova´nı´. Popisuje
algoritmy pouzˇı´vane´ pro rˇesˇenı´ te´to u´lohy jak bez omezenı´, tak i s jednoduchy´mi linea´rnı´mi
omezenı´mi a aplikuje je na vybrane´ u´lohy modelova´nı´ pru˚hybu struny a orˇeza´nı´ zvu-
kove´ho za´znamu.
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Abstract
This bachelor thesis deals with quadratic programming problems. It describes algorithms,
which are used for solving such problems without constraints and with simple linear in-
equality constraints. Thess algorithms are then used for modeling of string deflection and
clipping of audiosignals.
Keywords: Optimization problem, Gradient descent, Conjugate gradient method, Barzilai-
Borwein algorithm, MPRGP algorithm, Modeling of string deflection, Clipping of au-
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Seznam pouzˇity´ch zkratek a symbolu˚
α, β, γ, ϕ – Skala´ry nebo skala´rnı´ funkce (dle kontextu)
x, b, g – Vektory
A – Matice
f , g – Zobrazenı´ z Rn do R
β, ϕ – Zobrazenı´ z Rn do Rn
Ω, ΩB – Mnozˇiny
k – Cˇı´tacˇ
PΩB – Ortogona´lnı´ projekce na mnozˇinu ΩB
‖x‖ – Eukleidovska´ norma vektoru x
(x,y) – Eukleidovsky´ skala´rnı´ soucˇin vektoru˚ x a y
κ(A) – Spektra´lnı´ cˇı´slo podmı´neˇnosti matice A (Je rovno podı´lu
nejveˇtsˇı´ho a nejmensˇı´ho vlastnı´ho cˇı´sla matice)
KKT – Karush-Kuhn-Tuckerovy podmı´nky
MPRGP – Modified proportioning with reduced gradient projections
(Metoda modifikovane´ proporcionalizace s redukovany´mi
projekcemi gradientu
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21 U´vod
Optimalizace je snaha o nalezenı´ nejlepsˇı´ho prvku z urcˇı´te´ mnozˇiny pro zadane´ krite´ria.
V nejjednodusˇsˇı´m prˇı´padeˇ se jedna´ o minimalizaci nebo maximalizaci rea´lne´ funkce.
Mnoho teoreticky´ch i rea´lny´ch u´loh vede na rˇesˇenı´ teˇchto optimalizacˇnı´ch u´loh. Cı´lem
te´to pra´ce je popsat vybrane´ algoritmy urcˇene´ k rˇesˇenı´ minimalizacˇnı´ u´lohy a aplikovat
je pro u´lohy orˇeza´nı´ audiosigna´lu a modelova´nı´ pru˚hybu struny.
Nejdrˇı´ve si v druhe´ kapitole zformulujeme minimalizacˇnı´ u´lohu bez omezenı´ a uve-
deme si metodu nejveˇtsˇı´ho spa´du, metodu sdruzˇeny´ch gradientu˚ a Barzilai-Borweinu˚v
algoritmus pouzˇı´va´ne´ pro jejı´ rˇesˇenı´. Ve trˇetı´ kapitole se budeme zaby´vat u´lohou s linea´rnı´mi
nerovnostnı´mi omezenı´mi a prˇedvedeme si MPRGP algoritmus vyvinuty´ prof. Dosta´lem.
Ve cˇtvrte´ kapitole porovna´me uvedene´ algoritmy na u´loha´ch modelova´nı´ pru˚hybu struny
a orˇeza´nı´ zvukove´ho signa´lu.
32 Gradientnı´ metody
V te´to kapitole si prˇedstavı´me neˇktere´ gradientnı´ metody detailneˇ popsane´ v [1] a [3].
Tyto metody jsou urcˇene´ k rˇesˇenı´ minimalizacˇnı´ u´lohy
min
x∈Rn
f(x) = min
x∈Rn
1
2
(Ax,x)− (b,x),
kde
f : Rn → R,A ∈ Rn×n,b ∈ Rn
a kde matice A je symetricka´, pozitivneˇ definitnı´.
Lemma 2.1 Rˇesˇenı´ minimalizacˇnı´ u´lohy je ekvivalentnı´ s rˇesˇenı´m soustavy Ax = b.
Du˚kaz. Viz [1, strana 54].
2.1 Metoda nejveˇtsˇı´ho spa´du
Metoda nejveˇtsˇı´ho spa´du v kazˇde´m kroku k minimalizuje funkci f(x) ve smeˇru vektoru
vk s de´lkou kroku αk. Aproximaci rˇesˇenı´ v dalsˇı´m kroku k + 1 proto zı´ska´me z prˇedpisu
xk+1 = xk + αkvk, (1)
kde
xk ∈ R
n,vk ∈ R
n, αk ∈ R.
Volba smeˇru minimalizace
Jako vhodny´ smeˇr pro minimalizaci funkce se zda´ smeˇr, ve ktere´m funkce nejvı´ce klesa´,
tj. smeˇr nejveˇtsˇı´ho spa´du. Derivace funkce f ve smeˇru vk by proto meˇla by´t co nejmensˇı´
df(xk)
dvk
= (∇f(xk),vk) = cosϕ · ‖gk‖ · ‖vk‖.
Nejmensˇı´ bude tato hodnota, pokud zvolı´me cosϕ = −1 ⇔ ϕ = π. U´hel mezi vektorem
vk a vektorem gk je π, proto vk = −gk. Vhodny´m smeˇrem pro minimalizaci funkce je
tedy smeˇr opacˇne´ho gradientu.
4De´lka kroku
Zby´va´ zvolit optima´lnı´ de´lku kroku αk, nezˇ zacˇne funkce ve smeˇru vk znovu stoupat.
Zvolı´me si funkci ϕ(α) = f(xk + αvk) rea´lne´ promeˇnne´ α. Po u´prava´ch dosta´va´me
ϕ(α) = 12(A(xk + αvk),xk + αvk)− (b,xk + αvk)
= 12(Axk + αAvk,xk + αvk)− (b,xk)− (b, αvk)
= 12(Axk,xk) +
1
2(Axk, αvk) +
1
2(αAvk,xk)
+12(αAvk, αvk)− (b,xk)− (b, αvk)
= 12(Axk,xk)− (b,xk) +
1
2(Aαvk, αvk) + (αAxk,vk)− (b, αvk)
= f(xk) +
1
2(Aαvk, αvk) + α((Axk,vk)− (b,vk))
= f(xk) +
1
2(Aαvk, αvk) + α(Axk − b,vk)
= f(xk) +
1
2α
2(Avk,vk) + α(gk,vk).
(2)
Hleda´me takove´ α, aby byla funkce ϕ(α) minima´lnı´. Proto polozˇı´me derivaci funkce ϕ(α)
rovnu 0 a vyrˇesˇı´me rovnici
ϕ′(α) = α(Avk,vk) + (gk,vk) = 0.
Zı´ska´va´me staciona´rnı´ bod
αk = −
(gk,vk)
(Avk,vk)
.
Protozˇe je matice A pozitivneˇ definitnı´, tak
ϕ′′(α) = (Avk,vk) > 0.
Z toho plyne, zˇe minimum funkce ϕ je αk = −
(gk,vk)
(Avk,vk)
. Toto dosadı´me do prˇedpisu (1) a
dosta´va´me
xk+1 = xk + αkvk = xk +
(gk,vk)
(Avk,vk)
gk = xk −
(gk,gk)
(Agk,gk)
gk. (3)
5Algoritmus a jeho vlastnosti
Input: x0, A, b, ǫ
g0 := Ax0 − b
k := 0
while ‖gk‖ ≥ ǫ‖b‖ do
αk := ‖gk‖
2/(Agk,gk)
xk+1 := xk − αkgk
gk+1 := Axk+1 − b
k := k + 1
end while
Output: xk
Algoritmus 1: Metoda nejveˇtsˇı´ho spa´du
Pozna´mka 2.1 Vztah pro vy´pocˇet gradientu gk+1 mu˚zˇeme upravit
gk+1 = Axk+1 − b = A(xk − αkgk)− b = Axk −Aαkgk − b = gk − αkAgk,
cozˇ je vy´pocˇetneˇ vy´hodneˇjsˇı´, protozˇe Agk uzˇ zna´me z vy´pocˇtu αk.
Lemma 2.2 Pro libovolnou pocˇa´tecˇnı´ aproximaci x0 ∈ R
n konverguje metoda nejveˇtsˇı´ho spa´du
k rˇesˇenı´ rovnice Ax = b. Pro chybu dvou po sobeˇ na´sledujı´cı´ch iteracı´ navı´c platı´
(Aek+1, ek+1) ≤ (1−
1
κ(A)
)(Aek, ek),
kde ek je chyba k-te´ iterace metody nejveˇtsˇı´ho spa´du a κ(A) je spektra´lnı´ cˇı´slo podmı´neˇnosti
matice A.
Du˚kaz. Viz [1, strana 57].
Uvedeme si jednoduchy´ prˇı´klad, na ktere´m si uka´zˇeme postup iteracı´ metody nejveˇtsˇı´ho
spa´du.
Prˇı´klad 2.1
Nalezneˇte rˇesˇenı´ soustavy Ax = b, kde
A =
[
2 −1
−1 3
]
, b =
[
1
−1
]
, x =
[
x1
x2
]
.
Zvolme pocˇa´tecˇnı´ aproximaci x0 = (0, 0)
T a pozˇadovanou prˇesnost rˇesˇenı´ ǫ = 10−4. Po-
tom algoritmus metody nejveˇtsˇı´ho spa´du nalezne rˇesˇenı´ x¯ = (0.4,−0.2)T s pozˇadovanou
prˇesnostı´ po 7 iteracı´ch, ktere´ ukazuje obra´zek 1.
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Obra´zek 1: Iterace metody nejveˇtsˇı´ho spa´du
2.2 Metoda sdruzˇeny´ch gradientu˚
Pro minimalizaci funkce f(x) existuje i efektivneˇjsˇı´ metoda, nezˇ metoda nejveˇtsˇı´ho spa´du.
Touto metodou je metoda sdruzˇeny´ch gradientu˚, ktera´ pouzˇı´va´ jako smeˇr minimalizace
sdruzˇene´ smeˇry, ktere´ konvergujı´ k rˇesˇenı´ mnohem rychleji, nezˇ smeˇry nejveˇtsˇı´ho spa´du.
Sdruzˇene´ smeˇry
Nezˇ se dostaneme k samotne´ metodeˇ, tak si zadefinujeme pojem sdruzˇene´ smeˇry a uve-
deme neˇktere´ jejich vlastnosti.
Definice 2.1 Meˇjme nepra´zdnou mnozˇinu nenulovy´ch vektoru˚ {p0,p1, . . . ,pk}. Tato mnozˇina
je mnozˇinou sdruzˇeny´ch vektoru˚, jestlizˇe
∀i, j = 0, 1, . . . , k : i 6= j ⇒ pTi Apj = 0,
kde A je pozitivneˇ definitnı´, symetricka´ matice.
Pozna´mka 2.2 Pro definici mnozˇiny sdruzˇeny´ch vektoru˚ mu˚zˇeme take´ pouzˇı´t skala´rnı´
soucˇin
∀i, j = 0, 1, . . . , k : i 6= j ⇒ (Api,pj) = 0.
Lemma 2.3 Jednotlive´ vektory z mnozˇiny sdruzˇeny´ch vektoru˚ jsou navza´jem linea´rneˇ neza´visle´.
Du˚kaz. Viz [1, strana 61].
7Prˇedpis metody
Uzˇ vı´me, co to sdruzˇene´ smeˇry jsou, mu˚zˇeme tedy prˇejı´t k samotne´mu prˇedpisu metody
sdruzˇeny´ch gradientu˚.
Uvazˇujme v k-te´ iteraci mnozˇinu sdruzˇeny´ch vektoru˚ P := {p0,p1, . . . ,pk}. Dalsˇı´ ite-
raci potom zı´ska´me z prˇedpisu
xk+1 = xk + αkpk. (4)
Stejneˇ jako u metody nejveˇtsˇı´ho spa´du se snazˇı´me zvolit koeficient αk tak, abychom
co nejvı´ce minimalizovali funkci f . Proto znovu zvolı´me funkci ϕ(α) = f(xk + αpk) o
jedne´ rea´lne´ promeˇnne´ α a budeme ji minimalizovat. Po u´prava´ch (viz (2)) dosta´va´me
αk = −
(pk,gk)
(Apk,pk)
.
Lemma 2.4 Posloupnost {xk} z prˇedpisu (4) dosa´hne pro jakoukoliv pocˇa´tecˇnı´ volbu x0 ∈ R
n
rˇesˇenı´ soustavy linea´rnı´ch rovnic x¯ ∈ Rn po maxima´lneˇ n krocı´ch.
Du˚kaz. Viz [1, strana 62].
Grammu˚v-Schmidtu˚v A-ortogonalizacˇnı´ proces
Nynı´ potrˇebujeme sdruzˇene´ vektory generovat. K tomu se da´ vyuzˇı´t tzv. Grammu˚v-
Schmidtu˚v A-ortogonalizacˇnı´ proces (viz [2]).
Zvolme za prvnı´ A-ortogona´lnı´ vektor p0 gradient v bodeˇ x0. Tento gradient nenı´
nulovy´, protozˇe jinak by byl bod x0 rˇesˇenı´m.
Ma´me mnozˇinu sdruzˇeny´ch vektoru˚ {p0,p1, . . . ,pk} a potrˇebujeme najı´t vektor pk+1
takovy´, aby splnˇoval
∀i = 0, 1, . . . , k : (Apk+1,pi) = 0. (5)
Proto vyja´drˇı´me vektor pk+1 jako
pk+1 = gk+1 − βk+1,0p0 − βk+1,1p1 − . . .− βk+1,kpk = gk+1 − (
k∑
j=0
βk+1,jpj). (6)
Toto dosadı´me do (5) a dostaneme
0 = (Apk+1,pi) = (A(gk+1 −
k∑
j=0
βk+1,jpj),pi) = (Agk+1,pi)−
k∑
j=0
βk+1,j(Apj ,pi).
Celou rovnici mu˚zˇeme zjednodusˇit dı´ky A-ortogonaliteˇ vektoru˚ pi, kde i = 0, . . . , k. Do-
staneme tvar
0 = (Agk+1,pi)− βk+1,i(Api,pi).
8Z cˇehozˇ mu˚zˇeme vyja´drˇit
βk+1,i =
(Agk+1,pi)
(Api,pi)
=
(Api,gk+1)
(Api,pi)
.
Dosazenı´m do (6) dostaneme prˇedpis pro vy´pocˇet dalsˇı´ho sdruzˇene´ho vektoru
pk+1 = gk+1 −
k∑
j=0
(Apj ,gk+1)
(Apj ,pj)
pj . (7)
Tento prˇedpis ale nenı´ prˇı´lisˇ vhodny´, protozˇe by bylo nutne´ pamatovat si vsˇechny prˇedchozı´
smeˇry a v kazˇde´m kroku je znovu procha´zet. Nasˇteˇstı´ se da´ tento prˇedpis vy´razneˇ zjed-
nodusˇit.
Lemma 2.5 Meˇjme mnozˇinu gradientu˚ {g0,g1, . . . ,gk+1}, z ktere´ pomocı´ prˇedpisu (7) dosta-
neme mnozˇinu sdruzˇeny´ch vektoru˚ {p0,p1, . . . ,pk}. Potom platı´
(Apj ,gk+1) =
{
= 0 pro j < k
6= 0 pro j = k
Du˚kaz. Viz [1, strana 66].
Pozna´mka 2.3 Z prˇedchozı´ veˇty vyply´va´
βk+1,i =
(Api,gk+1)
(Api,pi)
=
{
= 0 pro i < k,
6= 0 pro i = k.
Cozˇ znamena´, zˇe jediny´ koeficient βk+1,k nenı´ nulovy´, proto
βk+1 = βk+1,k =
(Apk,gk+1)
(Apk,pk)
.
Prˇedpis (7) se tedy da´ zjednodusˇit na
pk+1 = gk+1 − βk+1pk = gk+1 −
(Apk,gk+1)
(Apk,pk)
pk. (8)
Tento prˇedpis pro vy´pocˇet dalsˇı´ho sdruzˇene´ho smeˇru pouzˇı´va´ jenom sdruzˇeny´ smeˇr z
prˇedchozı´ iterace a je proto mnohem me´neˇ vy´pocˇetneˇ i pameˇt’oveˇ na´rocˇny´.
9Algoritmus a jeho vlastnosti
Input: x0, A, b, ǫ
g0 := Ax0 − b
p0 := g0
k := 0
while ‖gk‖ ≥ ǫ‖b‖ do
αk := −(pk,gk)/(Apk,pk)
xk+1 := xk + αkpk
gk+1 := Axk+1 − b
βk+1 := (Apk,gk+1)/(Apk,pk)
pk+1 := gk+1 − βk+1pk
k := k + 1
end while
Output: xk
Algoritmus 2: Metoda sdruzˇeny´ch gradientu˚
Pozna´mka 2.4 V algoritmu mu˚zˇeme upravit vztah pro vy´pocˇet gradientu gk+1
gk+1 = Axk+1 − b = A(xk + αkpk)− b = Axk +Aαkpk − b = gk + αkApk.
Toto je vy´pocˇetneˇ vy´hodneˇjsˇı´, protozˇe Apk uzˇ zna´me z vy´pocˇtu αk.
Lemma 2.6 V metodeˇ sdruzˇeny´ch gradientu˚ mu˚zˇeme koeficienty αk a βk+1 vyja´drˇit rovneˇzˇ ve
tvaru
αk =
‖gk‖
2
pTkApk
, βk+1 = −
‖gk+1‖
2
‖gk‖2
.
Du˚kaz. Viz [1, strana 69].
Pozna´mka 2.5
1. Hleda´nı´ rˇesˇenı´ algoritmus ukoncˇı´ prˇi urcˇite´ prˇesnosti, proto lze metodu sdruzˇeny´ch
gradientu˚ povazˇovat za iteracˇnı´ metodu.
2. Rˇesˇenı´ x¯ soustavy Ax = b na´lezˇı´ do tzv. Krylovy´ch prostoru˚ Kn, ktere´ mu˚zˇeme
popsat pomocı´ linea´rnı´ho obalu mnozˇiny vektoru˚
x¯ ∈ Kn = 〈g0,g1,gn−1〉 = 〈g0,Ag0,A
n−1g0〉.
3. Metoda sdruzˇeny´ch gradientu˚ nalezne rˇesˇenı´ po n krocı´ch. Pokud ale nastane situ-
ace, kdy rˇesˇenı´
x¯ ∈ 〈g0,Ag0,A
m−1g0〉
a tedy gradient gm = 0, potom algoritmus nalezne rˇesˇenı´ po m < n krocı´ch.
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Lemma 2.7 Pro chybu dvou na´sledujı´cı´ch iteracı´ metody sdruzˇeny´ch gradientu˚ platı´
(Aek+1, ek+1) ≤
(
κ(A)− 1
κ(A) + 1
)2
(Aek, ek),
Du˚kaz. Viz [1, strana 70].
Postup iteracı´ metody sdruzˇeny´ch gradientu˚ si uka´zˇeme na stejne´m prˇı´kladu jako u
metody nejveˇtsˇı´ho spa´du (prˇı´klad 2.1).
Prˇı´klad 2.2
Nalezneˇte rˇesˇenı´ soustavy Ax = b, kde
A =
[
2 −1
−1 3
]
, b =
[
1
−1
]
, x =
[
x1
x2
]
.
Znovu zvolı´me pocˇa´tecˇnı´ aproximaci x0 = (0, 0)
T a pozˇadovanou prˇesnost rˇesˇenı´ ǫ =
10−4. Metoda sdruzˇeny´ch gradientu˚ nalezne rˇesˇenı´ x¯ = (0.4,−0.2)T dle ocˇeka´va´nı´ po 2
iteracı´ch. Postup iteracı´ algoritmu vidı´me na obra´zku 2.
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Obra´zek 2: Iterace metody sdruzˇeny´ch gradientu˚
2.3 Barzilai-Borweinu˚v algoritmus
Barzilai-Borweinu˚v algoritmus stejneˇ jako metoda nejveˇtsˇı´ho spa´du minimalizuje funci
f ve smeˇru opacˇne´ho gradientu. Pro vy´pocˇet nove´ho kroku tedy platı´
xk+1 = xk − αkgk. (9)
11
Rozdı´l mezi metodou nejveˇtsˇı´ho spa´du a Barzilai-Borweinovy´m algoritmem je ve volbeˇ
kroku αk. Tato zmeˇna mu˚zˇe vy´razneˇ snı´zˇit pocˇet iteracı´ potrˇebny´ch pro nalezenı´ rˇesˇenı´
x¯.
De´lka kroku
Prˇi urcˇenı´ spra´vne´ho koeficientu α vyjdeme z Newtonovy metody [1] pro rˇesˇenı´ rovnice
g(x) = Ax− b = o, ktera´ ma´ prˇedpis (pro n = 1)
xk+1 = xk −
g(xk)
g′(xk)
, (10)
kde derivaci funkce g mu˚zˇeme aproximovat vy´razem
g′(xk) ≈
g(xk)− g(xk−1)
xk − xk−1
.
Po dosazenı´ do (10) dosta´va´me
xk+1 = xk −
xk − xk−1
g(xk)− g(xk−1)
g(xk).
Oznacˇme g(xk) jako gradient gk funkce f a vy´raz
xk − xk−1
g(xk)− g(xk−1)
jako de´lku kroku αk. Vznikne na´m prˇedpis
xk+1 = xk − αkgk,
ktery´ je totozˇny´ s (9). Pro vy´pocˇet koeficientu αk proto platı´
αk =
xk − xk−1
gk − gk−1
.
Jelikozˇ tento vy´raz nelze vyhodnotit pro vı´ce dimenzı´ (n > 1), musı´me mı´sto toho vyrˇesˇit
rovnici
xk − xk−1
α
= gk − gk−1
metodou nejmensˇı´ch cˇtvercu˚ [1]. Dostaneme
1
αk
= argmin
α∈R
‖(xk − xk−1)
1
α
− (gk − gk−1)‖
2
= argmin
α∈R
1
2
‖(xk − xk−1)
1
α
− (gk − gk−1)‖
2. (11)
Oznacˇı´me si
uk = xk − xk−1,
wk = gk − gk−1,
(12)
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potom upravenı´m (11) dostaneme
1
αk
= argmin
α∈R
[
1
2α2
(uk,uk)−
1
α
(uk,wk) +
1
2
(wk,wk)].
Zvolme si funkci
h(α) =
1
2α2
(uk,uk)−
1
α
(uk,wk) +
1
2
(wk,wk).
Z nutne´ podmı´nky existence minima [4] platı´
h′(α) = −
1
α3
(uk,uk) +
1
α2
(uk,wk) = 0 = −
1
α
(uk,uk) + (uk,wk),
z cˇehozˇ dosta´va´me
αk =
(uk,uk)
(uk,wk)
. (13)
Vektory (12) mu˚zˇeme zapsat ve tvaru
wk = gk − gk−1 = (Axk − b)− (Axk−1 − b) = Auk,
uk = xk − xk−1 = (xk−1 + αk−1gk−1)− xk−1 = αk−1gk−1.
Dosazenı´m do (13) dostaneme vy´sledny´ krok αk:
αk =
(uk,uk)
(uk,Auk)
=
(αk−1gk−1, αk−1gk−1)
(αk−1gk−1, αk−1Agk−1)
=
(gk−1,gk−1)
(gk−1,Agk−1)
,
ktery´ dosadı´me do prˇedpisu (9) a vznikne na´m vy´sledny´ tvar
xk+1 = xk −
(gk−1,gk−1)
(gk−1,Agk−1)
gk. (14)
Porovna´nı´m s metodou nejveˇtsˇı´ho spa´du (3) zjistı´me, zˇe Barzilai-Borweinu˚v algoritmus
pouzˇı´va´ pro de´lku kroku αk prˇedchozı´ krok αk−1 metody nejveˇtsˇı´ho spa´du.
Algoritmus a jeho vlastnosti
Input: x0, A, b, ǫ
g0 := Ax0 − b
k := 0
α0 := ‖g0‖
2/(Ag0,g0)
while ‖gk‖ ≥ ǫ‖b‖ do
xk+1 := xk − αkgk
αk+1 := ‖gk‖
2/(Agk,gk)
gk+1 := Axk+1 − b
k := k + 1
end while
Output: xk
Algoritmus 3: Barzilai-Borweinu˚v algoritmus
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Pozna´mka 2.6 Stejneˇ jako u metody nejveˇtsˇı´ho spa´du mu˚zˇeme vy´pocˇet gradientu gk+1
upravit
gk+1 = Axk+1 − b = A(xk − αkgk)− b = Axk −Aαkgk − b = gk − αkAgk.
Tento vztah je vy´pocˇetneˇ vy´hodneˇjsˇı´, protozˇe Agk uzˇ zna´me z vy´pocˇtu αk.
Vlastnosti algoritmu si prˇedvedeme znovu na stejne´m prˇı´kladu jako u prˇedchozı´ch
metod.
Prˇı´klad 2.3
Nalezneˇte rˇesˇenı´ soustavy Ax = b, kde
A =
[
2 −1
−1 3
]
, b =
[
1
−1
]
, x =
[
x1
x2
]
.
Znovu zvolı´me pocˇa´tecˇnı´ aproximaci x0 = (0, 0)
T a pozˇadovanou prˇesnost rˇesˇenı´ ǫ =
10−4. Barzilai-Borweinu˚v algoritmus bude ukoncˇen po 6 iteracı´ch, cozˇ je o 1 me´neˇ nezˇ u
metody nejveˇtsˇı´ho spa´du. Pocˇet na´sobenı´ maticı´A je ale stejny´, protozˇe Barzilai-Borweinu˚v
algoritmus na´sobı´ navı´c maticı´ A pro vy´pocˇet α0. Postupne´ iterace algoritmu mu˚zˇeme
videˇt na obra´zku 3.
−0.05 0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
−0.45
−0.4
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
x1
x 2
Obra´zek 3: Barzilai-Borweinu˚v algoritmus - postupne´ iterace
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3 Minimalizace s linea´rnı´mi omezenı´mi
V te´to kapitole se budeme zaby´vat minimalizacˇnı´ u´lohou s jednoduchy´mi linea´rnı´mi
omezenı´mi l ∈ Rn a u ∈ Rn. Budeme tedy rˇesˇit u´lohu
min
x∈ΩB
f(x), (15)
kde
f(x) =
1
2
(Ax,x)− (b,x), f : Rn → R
a
ΩB = {x ∈ R
n : l ≤ x ≤ u}.
Pro vyrˇesˇenı´ te´to u´lohy pouzˇijeme vhodneˇ modifikovanou metodu nejveˇtsˇı´ho spa´du
a Barzilai-Borweinu˚v algoritmus z prˇedchozı´ kapitoly a MPRGP algoritmus kombinujı´cı´
metody z prˇedchozı´ kapitoly (viz [5]).
3.1 Metoda nejveˇtsˇı´ho spa´du
Pokud chceme pouzˇı´t metodu nejveˇtsˇı´ho spa´du pro u´lohu minimalizace s omezenı´mi
musı´me ji trochu upravit. Smeˇr minimalizace zu˚stane stejny´, tedy smeˇr opacˇne´ho gradi-
entu, stejneˇ jako de´lka kroku αk. U´prava zpocˇı´va´ v pouzˇitı´ ortogona´lnı´ projekce PΩB na
prˇı´pustnou kovnexnı´ mnozˇinu ΩB . Prˇedpis pro dalsˇı´ krok k + 1 se tedy zmeˇnı´ z (3) na
xk+1 = PΩB (xk − αkgk) = PΩB (xk −
(gk,gk)
(Agk,gk)
gk). (16)
Zadefinujme si nynı´, co to je projekce na konvexnı´ mnozˇinu.
Ortogona´lnı´ projekce na konvexnı´ mnozˇinu
Ortogona´lnı´ projekcı´ na konvexnı´ mnozˇinu Ω ⊂ Rn rozumı´me zobrazenı´, ktere´ kazˇde´mu
vektoru x ∈ Rn prˇirˇadı´ nejblizˇsˇı´ vektor xˆ ∈ Ω (viz obra´zek 4). Vzda´lenost vektoru˚ x a xˆ
mu˚zˇeme zmeˇrˇit jako normu eukleidovske´ho skala´rnı´ho soucˇinu teˇchto vektoru˚.
Tvrzenı´ 3.1 Necht’ Ω ⊂ Rn je nepra´zdna´, uzavrˇena´ konvexnı´ mnozˇina a x ∈ Rn. Potom existuje
pra´veˇ jeden bod xˆ ∈ Ω s minima´lnı´ eukleidovskou vzda´lenostı´ od x. Za´rovenˇ pro kazˇde´ y ∈ Ω
platı´
(x− xˆ)T (y − xˆ) ≤ 0.
Du˚kaz. Viz [5, strana 36].
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
x y
x
Obra´zek 4: Projekce na konvexnı´ mnozˇinu
Z tvrzenı´ 3.1 se da´ uka´zat, zˇe projekce PΩ je neexpanzivnı´ (viz obra´zek 5).
Du˚sledek 3.1 Necht’ Ω ⊂ Rn je nepra´zdna´, uzavrˇena´ konvexnı´ mnozˇina a pro kazˇde´ x ∈ Rn
oznacˇı´me projekci x na mnozˇinu Ω jako xˆ ∈ Ω. Pak pro kazˇde´ x,y ∈ Rn platı´
‖xˆ− yˆ‖ ≤ ‖x− y‖.
Du˚kaz. Viz [5, strana 37].

x
y
x
y
Obra´zek 5: Projekce PΩ je neexpanzivnı´
16
Pozna´mka 3.1 Vzhledem k tomu, zˇe v cele´ kapitole uvazˇujeme prˇı´pustnou mnozˇinu ΩB ,
mu˚zˇeme projekci PΩB zadefinovat vztahem
PΩB (x) = y : y ∈ R
n, yi = max{li,min{ui,xi}}, i = 1, . . . , n.
Takto zadefinovanou projekci mu˚zˇeme videˇt na obra´zku 6.
x
y
x
y
B
Obra´zek 6: Projekce na mnozˇinu ΩB
Algoritmus metody
Pozna´mka 3.2 Protozˇe algoritmus metody nehleda´ minimum v cele´m prostoru, ale jen
na mnozˇineˇ ΩB , musı´me pozmeˇnit jeho ukoncˇovacı´ podmı´nku. Mı´sto klasicke´ho gradi-
entu g pouzˇijeme projektovany´ gradient gP splnˇujı´cı´ KKT podmı´nky (definice viz algo-
ritmus MPRGP).
Input: A, b, l, u, ǫ, ΩB = {x : l ≤ x ≤ u}, x0 ∈ ΩB
g0 := Ax0 − b
gP0 := g0
k := 0
while ‖gPk ‖ ≥ ǫ‖b‖ do
αk := ‖gk‖
2/(Agk,gk)
xk+1 := PΩB (xk − αkgk)
gk+1 := Axk+1 − b
gPk+1 := (xk+1 − xk)/αk
k := k + 1
end while
Output: xk
Algoritmus 4: Metoda nejveˇtsˇı´ho spa´du s projekcı´
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Na jednoduche´m prˇı´kladu si prˇedvedeme fungova´nı´ algoritmu.
Prˇı´klad 3.1
Nalezneˇte minimum funkce
f(x) =
1
2
(Ax,x)− (b,x)
na mnozˇineˇ
Ω = {x ∈ Rn : l ≤ x ≤ u},
kde
A =
[
2 −1
−1 3
]
, b =
[
1
−1
]
, l =
[
1
−1
]
, u =
[
4
4
]
.
Zvolı´me-li pocˇa´tecˇnı´ aproximaci x0 = (3, 3)
T a pozˇadovanou prˇesnost rˇesˇenı´ ǫ = 10−4, al-
goritmus nalezne rˇesˇenı´ x¯ = (1, 0)T s pozˇadovanou prˇesnostı´ po 12 iteracı´ch. Na obra´zku
7 je vykreslen postup iteracı´ vzhledem k vrstevnicı´m funkce f a mnozˇineˇ Ω.
0 1 2 3 4 5
−1
0
1
2
3
4
x1
x 2
0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
−0.2
−0.1
0
0.1
0.2
0.3
0.4
x1
x 2
Obra´zek 7: Postup iteracı´ metody nejveˇtsˇı´ho spa´du (vpravo prˇiblı´zˇenı´)
3.2 Barzilai-Borweinu˚v algoritmus
Barzilai-Borweinu˚v algoritmus se stejneˇ jako metoda nejveˇtsˇı´ho spa´du pro u´lohu mi-
nimalizace s omezenı´mi lisˇı´ od sve´ za´kladnı´ verze v pouzˇitı´ ortogona´lnı´ projekce na
prˇı´pustnou mnozˇinu PΩB . Vy´sledny´ prˇedpis pro vy´pocˇet dalsˇı´ho kroku k + 1 se zmeˇnı´
na
xk+1 = PΩB (xk − αkgk) = PΩB (xk −
(gk−1,gk−1)
(gk−1,Agk−1)
gk). (17)
Stejneˇ jako u metody nejveˇtsˇı´ho spa´du musı´me v Barzilai-Borweinoveˇ algoritmu pro
ukoncˇovacı´ podmı´nku pouzˇı´t projektovany´ gradient gP . Algoritmus pak vypada´ na´sle-
dovneˇ:
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Input: A, b, l, u, ǫ, ΩB = {x : l ≤ x ≤ u}, x0 ∈ ΩB
g0 := Ax0 − b
gP0 := g0
k := 0
α0 := ‖g0‖
2/(Ag0,g0)
while ‖gPk ‖ ≥ ǫ‖b‖ do
xk+1 := PΩB (xk − αkgk)
αk+1 := ‖gk‖
2/(Agk,gk)
gk+1 := Axk+1 − b
gPk+1 := (xk+1 − xk)/αk
k := k + 1
end while
Output: xk
Algoritmus 5: Barzilai-Borweinu˚v algoritmus s projekcı´
Prˇı´klad 3.2
Nalezneˇte minimum funkce
f(x) =
1
2
(Ax,x)− (b,x)
na mnozˇineˇ
Ω = {x ∈ Rn : l ≤ x ≤ u},
kde
A =
[
2 −1
−1 3
]
, b =
[
1
−1
]
, l =
[
1
−1
]
, u =
[
4
4
]
.
Znovu zvolı´me pocˇa´tecˇnı´ aproximaci x0 = (3, 3)
T . Barzilai-Borweinu˚v algoritmus na-
lezne rˇesˇenı´ x¯ = (1, 0)T s pozˇadovanou prˇesnostı´ ǫ = 10−4 po 14 iteracı´ch. Postup iteracı´
vzhledem k vrstevnicı´m funkce f a mnozˇineˇ Ω mu˚zˇeme videˇt na obra´zku 8.
0 1 2 3 4 5
−1
0
1
2
3
4
x1
x 2
0.5 0.6 0.7 0.8 0.9 1 1.1
−0.1
0
0.1
0.2
0.3
0.4
0.5
x1
x 2
Obra´zek 8: Postup iteracı´ Barzilai-Borweinova algoritmu (vpravo prˇiblı´zˇenı´)
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3.3 MPRGP algoritmus
MPRGP algoritmus vycha´zı´ z metody sdruzˇeny´ch gradientu˚, kterou vhodneˇ kombinuje
s dalsˇı´mi kroky pro splneˇnı´ jednoduchy´ch omezenı´. Nezˇ se ale dostaneme k samotne´mu
algoritmu, zavedeme si na´sledujı´cı´ znacˇenı´.
Rˇesˇenı´ minimalizacˇnı´ u´lohy x¯musı´ splnˇovat tzv. Karush-Kuhn-Tuckerovy podmı´nky,
tedy pro i = 1, 2, . . . , n a g¯ = Ax− b musı´ platit
x¯i = li ⇒ g¯i ≥ 0,
x¯i = ui ⇒ g¯i ≤ 0,
li < x¯i < ui ⇒ g¯i = 0.
(18)
Oznacˇme N jako mnozˇinu vsˇech indexu˚
N = {1, 2, . . . , n}.
Nazveˇme mnozˇinu vsˇech indexu˚ A(x), pro ktere´ platı´ xi = li nebo xi = ui, aktivnı´
mnozˇinou:
A(x) = {i ∈ N : xi = li ∨ xi = ui}
a jejı´ doplneˇk F(x) volnou mnozˇinou:
F(x) = {i ∈ N : li 6= xi 6= ui}.
Definujme si volny´ gradient ϕ
ϕi(x) =
{
= 0 pro i ∈ A(x),
= gi(x) pro i ∈ F(x)
a urˇı´znuty´ gradient β
βi(x) =
{
= g±i (x) pro i ∈ A(x),
= 0 pro i ∈ F(x),
kde
g±i (x) =
{
= min{gi, 0} pro xi = li,
= max{gi, 0} pro xi = ui.
Definejme si taky projektovany´ gradient gP
gP = ϕ+ β.
Karush-Kuhn-Tuckerovy podmı´nky (18) jsou splneˇny pra´veˇ tehdy, pokud tento projek-
tovany´ gradient je roven nule.
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Popis algoritmu
MPRGP algoritmus obsahuje trˇi ru˚zne´ kroky, ktere´ ru˚zny´m zpu˚sobem nakla´dajı´ s aktivnı´
mnozˇinou A(x) a krite´rium, podle ktere´ho se urcˇı´, ktery´ z kroku˚ se pouzˇije.
Jednı´m z kroku˚ je krok sdruzˇeny´ch gradientu˚ vycha´zejı´cı´ z metody sdruzˇeny´ch gra-
dientu˚, ktery´ slouzˇı´ k minimalizaci funkce f . V tomto kroku zı´ska´me dalsˇı´ iteraci k + 1 z
prˇedpisu
xk+1 = xk + αcgpk = xk −
(pk,gk)
(Apk,pk)
pk. (19)
Nove´ sdruzˇene´ smeˇry generujeme pomocı´ Grammova-Schmidtova A-ortogonalizacˇnı´ho
procesu:
pk+1 = ϕ(xk)− γpk = ϕ(xk)−
(Apk,ϕ(xk))
(Apk,pk)
pk. (20)
Dalsˇı´m krokem MPRGP algoritmu je expanznı´ krok. Tento krok stejneˇ jako krok sdru-
zˇeny´ch gradientu˚ minimalizuje funci f a za´rovenˇ rozsˇirˇuje aktivnı´ mnozˇinu A(x). Ex-
panznı´ krok se skla´da´ ze dvou cˇa´stı´. Nejdrˇı´ve se provede posun ve smeˇru sdruzˇeny´ch
gradientu˚ zkra´ceny´ na mnozˇinu ΩB
xk+ 1
2
= xk − αfp, (21)
kde
αf = max{α : xk − αp ∈ ΩB}.
Druhou cˇa´stı´ expanznı´ho kroku je projektovany´ krok ve smeˇru volne´ho gradientu
xk+1 = PΩB (xk+ 1
2
− α¯ϕ(xk+ 1
2
)) (22)
o konstantnı´ de´lce kroku α¯ ∈ (0, 2‖A‖−1〉.
Trˇetı´m krokem je proporciona´lnı´ krok, jehozˇ u´cˇelem je redukce aktivnı´ mnozˇinyA(x).
Tento krok je definova´n prˇedpisem
xk+1 := xk − αcgβ(xk) (23)
s de´lkou kroku
αcg =
(β(xk),gk)
(Aβ(xk),β(xk))
.
Zby´va´ na´m rozhodnout, ktery´ z trˇı´ kroku˚ se v dane´ iteraci algoritmu pouzˇije. K to-
muto rozhodnutı´ pouzˇijeme krite´rium
‖β(xk)‖
2 ≤ γ2ϕ˜(xk)
Tϕ(xk), (24)
kde ϕ˜ definujeme jako
ϕ˜ = max
{
xi − ui
α¯
,min
{
xi − li
α¯
,ϕi(x)
}}
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a γ > 0 je konstanta, ktera´ urcˇuje, jak se bude minimalizovat funkce f , pokud se ne-
zmensˇuje aktivnı´ mnozˇina. Nejlepsˇı´ volbou je γ = 1.
Pokud je krite´rium (24) splneˇno, zkusı´me pouzˇı´t krok sdruzˇeny´ch gradientu˚. Jestlizˇe
vy´sledek xk+1 ∈ ΩB pouzˇijeme jej, pokud ne, tak vypocˇı´ta´me krok xk+1 pomocı´ ex-
panznı´ho kroku. Pokud krite´rium (24) splneˇno nenı´, pouzˇije se proporciona´lnı´ krok.
Algoritmus a jeho vlastnosti
Input: A, b, l, u, ǫ, ΩB = {x : l ≤ x ≤ u}, x0 ∈ ΩB
Inicializace
Zvolme: γ > 0, α¯ ∈ (0, 2‖A‖−1〉
k := 0
g := Ax0 − b
p := ϕ(x0)
while ‖gP (xk)‖ > ǫ‖b‖
if ‖β(xk)‖
2 ≤ γ2ϕ˜(xk)
Tϕ(xk)
Zkousˇka kroku sdruzˇeny´ch gradientu˙
αcg := g
Tp/pTAp
y := xk − αcgp
αf := max{α : xk − αp ∈ ΩB}
if αcg ≤ αf
Krok sdruzˇeny´ch gradientu˙
xk+1 := y
g := g − αcgAp
β := ϕ(y)TAp/pTAp
p := ϕ(y)− βp
else
Expanznı´ krok
xk+ 1
2
:= xk − αfp
g := g − αfAp
xk+1 := PΩB (xk+ 1
2
− α¯ϕ(xk+ 1
2
))
g := Axk+1 − b
p := ϕ(xk+1)
end if
else
Proporciona´lnı´ krok
d := β(xk)
αcg := g
Td/dTAd
xk+1 := xk − αcgd
g := g − αcgAd
p := ϕ(xk+1)
end if
k := k + 1
end while
Output: xk
Algoritmus 6: MPRGP algoritmus
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Lemma 3.1 Necht’ posloupnost xk je generova´na MPRGP algoritmem s pocˇa´tecˇnı´ aproximacı´
x0 ∈ ΩB a konstantami γ > 0 a α¯ ∈ (0, 2‖A‖
−1〉. Potom tato posloupnost konverguje k rˇesˇenı´
minimalizacˇnı´ u´lohy (15).
Du˚kaz. Viz [5, strana 190].
Znovu si na jednoduche´m prˇı´kladu uka´zˇeme fungova´nı´ algoritmu.
Prˇı´klad 3.3
Nalezneˇte minimum funkce
f(x) =
1
2
(Ax,x)− (b,x)
na mnozˇineˇ
Ω = {x ∈ Rn : l ≤ x ≤ u},
kde
A =
[
2 −1
−1 3
]
, b =
[
1
−1
]
, l =
[
1
−1
]
, u =
[
4
4
]
.
Pokud zvolı´me pocˇa´tecˇnı´ aproximaci x0 = (3, 3)
T , γ = 1 a α¯ = ‖A‖−1, MPRGP algorit-
mus nalezne rˇesˇenı´ x¯ = (1, 0)T s pozˇadovanou prˇesnostı´ ǫ = 10−4 uzˇ po 3 iteracı´ch, je
tedy o hodneˇ rychlejsˇı´ nezˇ prˇedchozı´ algoritmy. Postup iteracı´ vzhledem k vrstevnicı´m
funkce f a mnozˇineˇ Ω mu˚zˇeme videˇt na obra´zku 9.
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x 2
Obra´zek 9: Postup iteracı´ MPRGP algoritmu (vpravo prˇiblı´zˇenı´)
23
4 Aplikace
V te´to kapitole si prˇedvedeme algoritmy z prˇedchozı´ kapitoly na prˇı´kladech struny a
orˇeza´nı´ zvukove´ho za´znamu.
4.1 Struna
Uvazˇujme u´lohu modelova´nı´ pru˚hybu u struny o de´lce D, upevneˇne´ na obou koncı´ch a
zatı´zˇene´ silou o hustoteˇ f . Tuto u´lohu mu˚zˇeme vyja´drˇit rovnicı´ rovnova´hy ve tvaru
−u′′ = f (25)
a okrajovy´mi podmı´nkami u(0) = u(D) = 0.
K numericke´mu rˇesˇenı´ te´to u´lohy pouzˇijeme metodu sı´tı´ (viz [8]).
Z Taylorova rozvoje funkce u mu˚zˇeme odvodit aproximaci druhe´ derivace rˇesˇenı´. V
bodeˇ x+ h je hodnota funkce u
u(x+ h) = u(x) + u′(x)
h
1!
+ u′′(x)
h2
2!
+ C1(h
3),
kde cˇlen C1(h
3) mu˚zˇeme pro dostatecˇneˇ male´ h zanedbat. Podobneˇ pro bod x − h je
hodnota funkce u
u(x− h) = u(x)− u′(x)
h
1!
+ u′′(x)
h2
2!
+ C2(h
3),
Aproximaci prvnı´ derivace funkce u mu˚zˇeme zı´skat odecˇtenı´m obou vy´razu˚, pokud za-
nedba´me cˇleny vysˇsˇı´ch rˇa´du˚:
u′(x) ≈
u(x+ h)− u(x− h)
2h
Druhou derivaci naopak zı´ska´me secˇtenı´m obou vy´razu˚
u′′(x) ≈
u(x− h)− 2u(x) + u(x+ h)
h2
(26)
Nynı´ si tuto strunu rozdeˇlı´me pravidelneˇ s krokem h na n dı´lku˚ (viz obra´zek 10).
0 d
f
h
Obra´zek 10: Rozdeˇlenı´ struny na dı´lky
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Oznacˇı´me si hodnoty rˇesˇenı´ v uzlech xi jako ui a fi = f(xi). Pak dosazenı´m (26) do
(25) vznikne soustava linea´rnı´ch rovnic
−(u0 − 2u1 + u2) = h
2f1
−(u1 − 2u2 + u3) = h
2f2
...
−(ui−1 − 2ui + ui+1) = h
2fi
...
−(un−2 − 2un−1 + un) = h
2fn−1
(27)
s pru˚hyby v krajnı´ch bodech u0 = un = 0 a nezna´my´mi ui, i = 1, . . . , n − 1, kterou
mu˚zˇeme zapsat v maticove´m tvaru jako


2 −1 0 . . . 0
−1 2 −1 0
...
0 −1 2 −1
. . .
0 −1
. . .
. . . 0
...
. . .
. . . 2 −1
0 . . . 0 −1 2




u1
u2
u3
...
un−2
un−1


=


h2f1 + u0
h2f2
h2f3
...
h2fn−2
h2fn−1 + un


.
Tuto soustavu, oznacˇenou jako Au = f , jizˇ mu˚zˇeme rˇesˇit gradientnı´mi metodami po-
psany´mi v prˇedchozı´ch kapitola´ch.
4.1.1 Struna s jednı´m stupneˇm volnosti
V tomto prˇı´kladu uvazˇujeme strunu, ktera´ je pohybliva´ jen ve smeˇru osy y a je zateˇzˇova´na
silou
f = −30h2.
Zvolme omezenı´
l = 0.5 sin(4πx−
π
3
)− 2,
u = (1, 1, . . . , 1)T ,
a pozˇadovanou prˇesnost rˇesˇenı´ ǫ = 10−2. U´lohu provedeme pro dimenze
N = n− 1 = 100, 200, 500, 1000, 2000.
Dosazˇene´ vy´sledky jsou zobrazeny na obra´zku 11 a v tabulka´ch 1 a 2. V tabulce 1 jsou
zapsa´ny celkove´ pocˇty na´sobenı´ maticı´ A u jednotlivy´ch algoritmu˚. Nejlepsˇı´ch vy´sledku˚
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N Metoda nejveˇtsˇı´ho spa´du BB algoritmus MPRGP algoritmus
100 ∞ 163 167
200 ∞ 367 312
500 ∞ 139 910
1000 ∞ 509 2261
2000 ∞ 957 6055
Tabulka 1: Pocˇet na´sobenı´ maticı´ A
dosahuje Barzilai-Borweinu˚v algoritmus, nejhorsˇı´ch metoda nejveˇtsˇı´ho spa´du, ktera´ pro
zadanou prˇesnost nekonvergovala k rˇesˇenı´ v povolene´m pocˇtu iteracı´.
V tabulce 2 je uvedeno rozvrzˇenı´ provedeny´ch kroku˚ MPRGP algoritmu a celkovy´
pocˇet iteracı´ algoritmu. Nutno podotknout, zˇe v expanznı´m kroku se na´sobı´ maticı´ A
dvakra´t, zatı´mco v ostatnı´ch krocı´ch jen jednou.
N Sdruzˇeny´ gradientnı´ krok Expanznı´ krok Proporciona´lnı´ krok Celkem
100 132 16 2 150
200 256 26 3 285
500 772 66 5 843
1000 2011 120 9 2140
2000 5370 316 52 5738
Tabulka 2: MPRGP - pocˇet jednotlivy´ch kroku˚ algoritmu
Na obra´zku 11 pak vidı´me pru˚hyb struny vzhledem k zadany´m omezenı´m.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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1
x
y
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Omezení
Obra´zek 11: Pru˚hyb struny
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4.1.2 Struna se dveˇma stupni volnosti
Uvazˇujme nynı´ strunu, ktera´ je pohybliva´ nejen ve smeˇru osy y, ale i ve smeˇru osy z (viz
obr. 12). Prˇedpokla´dejme, zˇe se tyto dva pru˚hyby navza´jem neovlivnˇujı´. Pak mu˚zˇeme
rovnici rovnova´hy zapsat ve tvaru
−u′′y = fy
−u′′z = fz
a pro kazˇdou slozˇku funkce u platı´ stejne´ odvozenı´ jako pro strunu s jednı´m stupneˇm
volnosti.
0 d
y
z
x
fy
fz
Obra´zek 12: Ilustrace struny o dvou stupnı´ch volnosti
Zvolme nynı´ sı´ly
fy = 8π
2 sin(2πx),
fz = 12π
2 sin(2πx−
π
2
).
Omezenı´ rozdeˇlı´me podle obra´zku 13, pro prvnı´ polovinu vektoru x pouzˇijeme ome-
zenı´ zna´zorneˇne´ modry´m cˇtvercem, pro druhou polovinu omezenı´ zna´zorneˇne´ zˇluty´m
obdelnı´kem.
y
z
-1
-1
1
1
y
z
2
-2
-0.5 0.5
Obra´zek 13: Zna´zorneˇnı´ omezenı´
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U´lohu znovu provedeme pro dimenze
N = 100, 200, 500, 1000, 2000
s pozˇadovanou prˇesnostı´ rˇesˇenı´ ǫ = 10−2. Vy´sledky algoritmu˚ si uka´zˇeme na obra´zcı´ch
14 a 15 a v tabulka´ch 3 a 4. Na obra´zku 14 vidı´me pru˚hyb struny vzhledem k osa´m y a z,
obra´zek 15 pak zobrazuje pru˚hyb struny ve 3D.
Obra´zek 14: Pru˚hyb struny ve 2D
Obra´zek 15: Pru˚hyb struny ve 3D
V tabulce 3 jsou zapsa´ny celkove´ pocˇty na´sobenı´ maticı´ A u jednotlivy´ch algoritmu˚.
Mu˚zˇeme si vsˇimnout, zˇe nejlepsˇı´ch vy´sledku˚ sice dosahuje Barzilai-Borweinu˚v algorit-
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mus, ale narozdı´l od algoritmu MPRGP nenı´ dostatecˇneˇ stabilnı´ a pro dimenzi N = 100
nekonvergoval pro pozˇadovanou prˇesnost k rˇesˇenı´. Nejhorsˇı´ch vy´sledku˚ dosahuje opeˇt
metoda nejveˇtsˇı´ho spa´du.
N Metoda nejveˇtsˇı´ho spa´du BB algoritmus MPRGP algoritmus
100 ∞ ∞ 245
200 ∞ 117 502
500 ∞ 115 1699
1000 ∞ 125 4433
2000 ∞ 259 12266
Tabulka 3: Pocˇet na´sobenı´ maticı´ A
V na´sledujı´cı´ tabulce je uvedeno rozvrzˇenı´ provedeny´ch kroku˚ MPRGP algoritmu a
celkovy´ pocˇet iteracı´ algoritmu.
N Sdruzˇeny´ gradientnı´ krok Expanznı´ krok Proporciona´lnı´ krok Celkem
100 145 46 7 198
200 317 87 10 414
500 1176 246 30 1452
1000 3352 507 66 3925
2000 9932 1085 159 11178
Tabulka 4: MPRGP - pocˇet jednotlivy´ch kroku˚ algoritmu
4.2 Orˇeza´nı´ zvukove´ho za´znamu
Orˇeza´nı´ zvukove´ho za´znamu je du˚lezˇite´ pro mnoho audio aplikacı´. Prˇı´lisˇ vysoka´ ampli-
tuda signa´lu totizˇ zpu˚sobuje nejenom horsˇı´ kvalitu prˇehra´vane´ho za´znamu, ale mu˚zˇe i
posˇkodit prˇehra´vacı´ zarˇı´zenı´. Protozˇe samotne´ orˇeza´nı´ zvukove´ho za´znamu take´ snizˇuje
kvalitu za´znamu, byly vytvorˇeny nove´ orˇeza´vacı´ algoritmy zalozˇene´ na zachova´nı´ kva-
lity vnı´ma´nı´ (viz [9]).
Popis orˇeza´vacı´ho algoritmu
Vstupnı´ audiosigna´l x[n] je rozdeˇlen do oken obsahujı´cı´ch N vzorku˚ s prˇesahem do
dalsˇı´ho okna o velikosti P vzorku˚. Potom se pro kazˇde´ okno xk provedou na´sledujı´cı´
3 kroky:
1. Vypocˇı´ta´ se globa´lnı´ maskovacı´ pra´h tk ∈ R
N
2
+1 pomocı´ cˇa´sti MPEG-1 Layer-1 psy-
choakusticke´ho modelu 1 (viz [10]). Globa´lnı´ maskovacı´ pra´h uda´va´ mnozˇstvı´ de-
formacˇnı´ energie (v dB), ktera´ mu˚zˇe by´t maskova´na signa´lem.
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2. Urcˇı´ se optima´lnı´ vy´stupnı´ okno y∗k ∈ R
N jako vy´sledek na´sledujı´cı´ho minima-
lizacˇnı´ho proble´mu:
y∗k = arg min
yk∈R
N
f(yk) takove´, zˇe l ≤ yk ≤ u
= arg min
yk∈R
N
1
2N
N−1∑
i=0
wk(i)|Yk(e
jωi)−Xk(e
jωi)|2 (28)
takove´, zˇe l ≤ yk ≤ u
3. Na optima´lnı´ vy´stupnı´ okno se aplikuje lichobeˇzˇnı´kove´ okno tak, aby se po secˇtenı´
vy´stupnı´ch oken okna v prˇesahove´ zo´neˇ krˇı´zˇila. Toto zajistı´ souvislost vy´sledne´ho
signa´lu.
Po provedenı´ teˇchto 3 kroku˚ se optima´lnı´ vy´stupnı´ okna y∗k secˇtou do vy´stupnı´ho audio-
signa´lu y[n].
V minimalizacˇnı´m proble´mu (28) vektory l a u uda´vajı´ minima´lnı´ a maxima´lnı´ ampli-
tudu vy´sledne´ho signa´lu, ωi = (2πi)/N znacˇı´ diskre´tnı´ frekvencˇnı´ promeˇnnou, Xk(e
jωi)
aYk(e
jωi) jsou diskre´tnı´ frekvencˇnı´ komponenty xk a yk awk(i) jsou va´hy va´hove´ funkce
vnı´ma´nı´ definovane´ pomocı´ vztahu
wk(i) =
{
= 10−αtk(i) pro 0 ≤ i ≤ N2
= 10−αtk(i) pro N2 < i ≤ N − 1
(29)
kde kompresnı´ parametr α na´lezˇı´ do rozmezı´ 0.04− 0.06.
Formulaci (28) mu˚zˇeme prˇepsat na standartnı´ u´lohu kvadraticke´ho programova´nı´,
ktery´ mu˚zˇeme rˇesˇit algoritmy z prˇedchozı´ kapitoly na´sledovneˇ:
y∗k = arg min
yk∈R
N
1
2
(yk − xk)
HDHWkD(yk − xk)
H takove´, zˇe l ≤ yk ≤ u
= arg min
yk∈R
N
1
2
yHk D
HWkDyk − (D
HWkDxk)
Hyk takove´, zˇe l ≤ yk ≤ u
kde D ∈ CN×N je matice diskre´tnı´ Fourierovy transformace definova´na jako
D =


1 1 1 . . . 1
1 e−jω1 e−jω2 . . . e−jωN−1
1 e−jω2 e−jω4 . . . e−jω2(N−1)
...
...
...
. . .
...
+1 e−jωN−1 e−jω2(N−1) . . . e−jω(N−1)(N−1)


a Wk ∈ R
N×N je diagona´lnı´ matice s pozitivnı´mi vahami wk(i), i = 0, 1, . . . , N − 1 na
diagona´le, definovany´mi v (29).
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Parametry a vy´sledky u´lohy
V nasˇı´ u´loze se budeme zaby´vat jen druhy´m krokem orˇeza´vacı´ho algoritmu, tedy mini-
malizacˇnı´m proble´mem. Pouzˇijeme audiosigna´l o velikostech vzorku˚
N = 100, 200, 500, 1000, 2000,
zvolı´me parametr α = 0.04 a pozˇadovanou prˇesnost rˇesˇenı´ ǫ = 10−2. Pouzˇijeme omezenı´
l = (−0.4,−0.4, . . . ,−0.4)T ,
u = (0.4, 0.4, . . . , 0.4)T .
Dosazˇene´ vy´sledky jsou zobrazeny v tabulka´ch 5 a 6. V tabulce 5 jsou zapsa´ny cel-
kove´ pocˇty na´sobenı´ maticı´ A u jednotlivy´ch algoritmu˚. Vy´sledky Barzilai-Borweinova
algoritmu a MPRGP algoritmu jsou prˇiblizˇneˇ stejne´. Za´rovenˇ jsou oba algoritmy pro tuto
u´lohu mnohem rychlejsˇı´ nezˇ pro u´lohu struny. Nejhorsˇı´ch vy´sledku˚ znovu dosahuje me-
toda nejveˇtsˇı´ho spa´du, ktera´ vu˚bec nekonverguje k rˇesˇenı´ v povolene´m pocˇtu iteracı´.
N Metoda nejveˇtsˇı´ho spa´du BB algoritmus MPRGP algoritmus
100 ∞ 61 32
200 ∞ 45 37
500 ∞ 35 51
1000 ∞ 25 57
2000 ∞ 25 69
Tabulka 5: Pocˇet na´sobenı´ maticı´ A
V tabulce 6 je uvedeno rozvrzˇenı´ provedeny´ch kroku˚ MPRGP algoritmu a celkovy´
pocˇet iteracı´ algoritmu. Oproti prˇı´kladu struny prˇevla´da´ v tomto prˇı´padeˇ Expanznı´ krok.
N Sdruzˇeny´ gradientnı´ krok Expanznı´ krok Proporciona´lnı´ krok Celkem
100 3 14 0 17
200 2 17 0 19
500 2 24 0 26
1000 2 27 0 29
2000 2 33 0 35
Tabulka 6: MPRGP - pocˇet jednotlivy´ch kroku˚ algoritmu
Na na´sledujı´cı´ch obra´zcı´ch si uka´zˇeme, jak vypada´ samotne´ orˇeza´nı´ signa´lu. Pouzˇijeme
audiosigna´l o velikosti N = 200 vzorku˚, znovu zvolı´me α = 0.04 a budeme pozˇadovat
prˇesnost rˇesˇenı´ ǫ = 10−2. Pouzˇijeme stejne´ omezenı´, tedy
l = (−0.4,−0.4, . . . ,−0.4)T ,
u = (0.4, 0.4, . . . , 0.4)T .
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Na obra´zku 16 vidı´me pu˚vodnı´, neorˇezany´ signa´l vzhlem k zadany´m omezenı´m.
Obra´zek 17 pak zobrazuje signa´l po orˇeza´nı´ algoritmem MPRGP.
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Obra´zek 16: Pu˚vodnı´ signa´l
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Obra´zek 17: Orˇezany´ signa´l
32
5 Za´veˇr
Cı´lem te´to pra´ce bylo popsat vybrane´ algoritmy urcˇene´ k rˇesˇenı´ u´lohy kvadraticke´ho pro-
gramova´nı´ a aplikovat je pro u´lohy orˇeza´nı´ audiosigna´lu a modelova´nı´ pru˚hybu struny.
Ve druhe´ kapitole jsme si zavedli pojem minimalizacˇnı´ u´loha bez omezenı´ a popsali
jsme metodu nejveˇtsˇı´ho spa´du, metodu sdruzˇeny´ch gradientu˚ a Barzilai-Borweinu˚v al-
goritmus pouzˇı´va´ne´ pro jejı´ rˇesˇenı´. Ve trˇetı´ kapitole jsme se zaby´vali u´lohou minimalizace
s linea´rnı´mi nerovnostnı´mi omezenı´mi, uvedli jsme, co to znamena´ ortogona´lnı´ projekce
na mnozˇinu a popsali jsme MPRGP algoritmus vyvinuty´ prof. Dosta´lem. Ve cˇtvrte´ kapi-
tole jsme algoritmy metody nejveˇtsˇı´ho spa´du, Barzilai-Borweina a MPRGP vyzkousˇeli na
u´loha´ch modelova´nı´ pru˚hybu struny a orˇeza´nı´ zvukove´ho signa´lu a vza´jemneˇ je porov-
nali.
Na tuto pra´ci je mozˇne´ nava´zat v mnoha inzˇeny´rsky´ch u´loha´ch, ktere´ cˇasto vedou na
u´lohy kvadraticke´ho programova´nı´.
33
6 Literatura
[1] V. Vondra´k, L. Pospı´sˇil, Numericke´ metody I. Matematika pro inzˇeny´ry 21. stoletı´
(reg. cˇ. CZ.1.07/2.2.00/07.0332), 2011.
[2] Z. Dosta´l, Linea´rnı´ Algebra. Skriptum VSˇB-TU Ostrava , 2000.
[3] J. Barzilai, J.M.Borwein, Two-point step size gradient methods. IMA Journal of Nu-
merical Analysis 8, 1988.
[4] J. Bouchala, Matematika 3 pro bakala´rˇske´ studium, 2000.
[5] Z. Dosta´l, Optimal quadratic programming algorithms, with applicattions to vari-
ational inequalities, 2009.
[6] Z. Dosta´l, L. Pospı´sˇil, Optimal iterative QP and QPQC algorithms, 2013.
[7] Z. Dosta´l, J. Scho¨berl, Minimizing Quadratic Functions Subject to Bound Constraints
with the Rate of Convergence and Finite Termination, 2005.
[8] T. Kozubek, T. Brzobohaty´, M. Jarosˇova´, V. Hapla, A. Makropoulos, Linea´rnı´ Algebra
s Matlabem. Matematika pro inzˇeny´ry 21. stoletı´ (reg. cˇ. CZ.1.07/2.2.00/07.0332),
2012.
[9] B. Defraene, T. Waterschoot, H. J. Ferreau, M. Diehl, M. Moonen, Perception-Based
Clipping of Audio Signals, 2010
[10] ISO/IEC, 11172-3 Information technology - Coding of moving pictures and associa-
ted audio for digital storage media at up about 1.5 Mbit/s - Part 3: Audio, 1993
34
A Prˇı´lohy
Prˇı´loha na CD/DVD:
babycry.wav
bba.m
mns.m
mprgp.m
PrikladBB.m
PrikladBB 2.m
PrikladMNS.m
PrikladMNS 2.m
PrikladMPRGP 2.m
PrikladMSG.m
struna1.m
struna1BBA.m
struna1MNS.m
struna1MPRGP.m
struna2.m
struna2BBA.m
struna2MNS.m
struna2MPRGP.m
zvuk.m
zvukBBA.m
zvukMNS.m
zvukMPRGP.m
