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General probabilistic theories are designed to provide operationally the most general probabilistic
models including both classical and quantum theories. In this letter, we introduce a systematic
method to construct a series of entropies, all of which generalize Shannon entropy in classical system
and von Neumann entropy in quantum system. Using these entropies, the Holevo bound, an upper
bound of the accessible information from a quantum system, is generalized to hold in any general
probabilistic theory.
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I. INTRODUCTION
One of the key concept to construct the modern the-
ory of information is a probability. Shannon’s informa-
tion theory is based on the classical probability theory
[1], while the quantum information theory is based on
the quantum probability theory [2]. However, classical
and quantum probability theories are not only theories
that provide operationally valid probabilistic models, but
there are infinitely many such other probabilistic mod-
els. General probabilistic theories (hereafter GPTs) are
designed to provide all of the operationally valid proba-
bilistic models (See for instance [3–6]). In recent years,
many researchers are trying to construct the general in-
formation theories based on GPTs [7–15]. Through this
line of research, it is mainly expected to understand the
nature of information processings without resort to not
only classical concepts (i.e., local realism) but also par-
ticular rules of quantum theory. For instance, it is pos-
sible to construct a safe key-distribution protocol which
is based on experimentally testable physical principles,
such as the no-signaling condition and the existence of
an entanglement [9].
To quantify information, the concept of entropy plays
an important role. The optimal compression ratio is
given by Shannon entropy in classical system and by
von Neumann entropy (hereafter vN entropy) in quan-
tum system, respectively. Entropy can be also used to
characterize an upper bound of the accessible information
[16]: From a quantum system, the accessible informa-
tion I({px, ρx}) of encoded state ρx each prepared with
a probability px is bounded by
I({px, ρx}) ≤ Sq(ρ)−
∑
x
pxSq(ρx), (1)
where ρ =
∑
x pxρx and Sq(ρ) := − tr ρ log ρ is the vN
entropy. (In this letter, we use the binary logarithm).
In constructing the general information theory, there-
fore, it would be useful to have the concept of entropy
∗Electronic address: gen@shibaura-it.ac.jp
in each GPT. So far, at least three entropies S1, S2, S3
(See Eq. (2) below) are known [11–14], all of which are
well-defined irrespective of the underlining probabilistic
models (See also [15]). Those quantities are defined as
suitable positive-semidefinite functionals on a state space
of GPT, such that they coincide with Shannon entropy
and vN entropy if the model is classical and quantum,
respectively. Interestingly, they differ from each other in
general GPT, only degenerating when a model is classi-
cal or quantum. However, as for the application of in-
formation gain, it is known that none of them in general
provide an upper bound of the accessible information in
the form of Eq. (1) [18]. In this letter, we introduce
the novel method to construct new entropies which are
induced from a known entropy in a way that they still
generalize both Shannon and vN entropies. We show
that the combination of the original entropy and the in-
duced entropy gives an upper bound of the accessible in-
formation in any GPT. Since the von Numenann entropy
is invariant under the induction, this result generalizes
the Holevo theorem to hold in any GPT. We exemplify
these results in the squared model, which is the simplest
GPT neither classical nor quantum. In this model, we
show that S1, S2, S3 are interrelated through the induc-
tion: The induced entropy from S1 coincides with S2 and
the induced entropies from S2 and S3 coincide and are
invariant under the induction.
This letter is organized as follows. In Sec. II, we intro-
duce the induced and invariant entropies investigating
their general properties. In Sec. III, we generalize the
Holevo theorem to hold in any GPT. These results are
exemplified in the squared model in Sec. IV. Finally, in
Sec. V, we conclude this letter with several future works.
II. ENTROPIES IN GPTS
In this letter, we assume the reader’s familiarity with
GPTs but give the short review mainly for the consen-
sus of notations. (For the details of GPTs, we refer for
instance [8, 14] and references therein). In any GPT, a
physical state can be represented by a vector such that
a probabilistic mixture of states corresponds to a con-
2vex combination of the represented vectors. Hence, the
set of all states S is a convex set in the underling vector
space. A state is called pure if it cannot be prepared by a
non-trivial probabilistic mixture; otherwise called mixed.
Geometrically, a state is pure iff it is an extreme point of
S. With a given state s ∈ S, D(s) (resp. P(s)) is the set
of probabilistic mixture {px, sx} such that s =
∑
x pxsx
(resp. with sx begin pure).
An affine functional e : S → [0, 1] is called an effect,
and any measurement (with a finite outcome) can be rep-
resented by a tuple of effectsM = (my)y such thatmy(s)
gives the probability to get yth outcome when the mea-
surement is performed under a state s. We denote by
E ,M and Mfg the sets of all effects, measurements and
fine-grained measurements [19], respectively.
In any GPT, three entropies are defined through
classical-information quantities as follows [11–14]:
S1(s) := inf
M=(my)y∈Mfg
H(my(s)), (2a)
S2(s) := sup
{px,sx}∈P(s)
sup
M=(my)y∈Mfg
I(X : Y ), (2b)
S3(s) := inf
{px,sx}∈P(s)
H(px). (2c)
Here, H(pi) := −
∑
i pi log pi is the Shannon entropy and
I(X : Y ) := H(X) + H(Y ) − H(X,Y ) is the mutual
information between random variable X and Y . As is
mentioned above, all S1, S2, S3 coincide with Shannon
entropy or vN entropy when the model is classical or
quantum, respectively, but they differ in general.
Here, we introduce a method to construct a new en-
tropy from these known entropies:
Definition 1 With S being any entropy of GPT, we de-
fine an induced entropy S′ by
S′(s) := sup{
px,sx
}
∈D(s)
{
sup
(my)∈ Mfg
I(X : Y )+
∑
x
pxS(sx)
}
(3)
Note that the range of measurementMfg can be enlarged
to the whole measurement setM since any measurement
can be decomposed into a fine-grained measurement [14]
while a mutual information does not decrease through the
decomposition by the data process inequality [17]. Note
however that the range of decomposition D(s) cannot be
restricted to P(s) (See footnote [20]).
Interestingly, both Shannon and vN entropies are in-
variant under induction (3); In other words, we have:
Theorem 1 Let Sq and H be vN and Shannon entropies,
then S′q = Sq and H
′ = H.
Proof. By definition, S′q reads
S′q(ρ) := sup{
px,ρx
}
∈D(ρ)
{
sup
(my)∈ M
I(X : Y )+
∑
x
pxSq(ρx)
}
where ρ is a density operator. By Holevo theorem [16],
we have I(X : Y ) +
∑
x pxSq(ρx) ≤ Sq(ρ) for any prepa-
ration {px, ρx} ∈ D(ρ) and for any POVM measurement
M . Thus we have S′q(ρ) ≤ Sq(ρ). Next, with a prepa-
ration
{
px, ρx
}
=
{
px, |φx〉〈φx|
}
and a POVM mea-
surement (my) = (|φy〉〈φy |) where ρ =
∑
x px|φx〉〈φx|
is an eigenvalue decomposition of ρ, we have I(X :
Y ) = H(Y ) −
∑
x pxH(Y |X = x) = H(〈φy |ρφy〉) −∑
x pxH(〈φy||φx〉〈φx||φy〉) = H((py)) = Sq(ρ), and∑
x pxSq(ρx) = 0 since Sq vanishes on pure states. Thus,
we obtain Sq(ρ) = I(X : Y ) +
∑
x pxSq(ρx) ≤ S
′
q(ρ).
The invariance of H can also be shown using the fact
that a classical model is embedded into a quantum model
(using only diagonal elements). 
Notice that Theorem 1 implies that if S is a gener-
alization of vN (resp. Shannon) entropy in quantum
(resp. classical) system, then, so is the induced entropy
S′. Therefore, starting from such entropy, e.g., S1, S2,
or S3, the induction (3) provides a systematic method to
construct a series of entropies in any GPT which gener-
alize both Shannon and vN entropies.
We shall call an entropy S in a GPT an invariant
entropy if it is invariant under induction (3): S′(s) =
S(s) ∀s ∈ S. Both Shannon and vN entropy are thus
examples of an invariant entropy. If S is an invariant
entropy, then for any state s ∈ S and for any decompo-
sition {px, sx} ∈ D(s), it follows that S(s) = S
′(s) ≥
sup(my)∈ M I(X : Y ) +
∑
x pxSq(ρx) ≥
∑
x pxSq(ρx).
Namely, we have proved:
Proposition 1 If S is invariant, then is concave.
Notice that it is highly non-trivial whether there ex-
ists an invariant entropy in arbitrary GPT. However, the
following argument suggests the affirmative answer about
the existence: Firstly, note that the induction is generally
non-decreasing since a preparation of s with probability
1 is one of a preparation of s and the fact I(X : J) = 0
for such deterministic preparation:
Proposition 2 S′(s) ≥ S(s) (∀s ∈ S).
Therefore, we have infinitely many series of non-
decreasing entropies S → S′ → S′′ → · · · through in-
duction (3). Secondly, if GPT is finite, i.e., if the di-
mension of an underlying vector space is finite, then it is
not difficult to show that these sequence are bounded by
above which is independent of a state, hence there exists
the limit for each state. We shall call this an infinity
entropy, and it is a natural conjecture that an infinity
entropy is invariant. We later come back to this prob-
lem in Sec. IV where the existence is shown in a squared
model.
Before going to the application of the induced entropy,
let us investigate the role of entropies as a measure of
mixedness:
Proposition 3 (i) If S′(s) = 0, then s is a pure state.
(ii) Conversely, if S is an entropy such that S(s) = 0
for any pure state s, then the induced entropy S′ also
satisfies the property.
Proof. (i) This can be proven similarly as Propo-
sition 23 in [14]. (ii) Let s be a pure state. Then,
3there exists the unique preparation {1, s} and we have
S′(s) = supM∈M I(X : Y )+S(s) = 0 since S(s) = 0 and
I(X : Y ) = 0 for a deterministic preparation of X . 
We say that an entropy S measures a mixedness (of a
state) if S(s) = 0⇔ s is pure. Proposition 3 implies the
following:
Corollary 1 If S measures a mixedness, so does S′.
In [14], we have shown that both S2 and S3 measure
a mixedness (but not S1 in general), hence any induced
entropies from S2 and S3 measure a mixedness of a state.
III. BOUND ON ACCESSIBLE INFORMATION
In this section, we provide an application of the in-
duced and invariant entropy in GPTs. Let us start from
the general setting of an information gain in a GPT:
Assume that Alice has an information resource {px, x}
preparing a message x with a probability px, and de-
codes it to a state sx in a GPT. After sending the state
(through a noiseless channel) to Bob, he try to encode
the message x by performing a suitable measurement
M = (my)y . The accessible information is defined by
the maximum of a mutual information I(X : Y ) between
a message x and a measurement outcome y:
I({px, x}) := sup
M∈M
I(X : Y ). (4)
Now, we show that the combination of an original entropy
S and its induction S′ provide an upper bound of an
accessible information.
Theorem 2 For any encoding {px, sx} in arbitrary
GPT, the accessible information is bounded by
I({px, sx}) ≤ S
′(s)−
∑
x
pxS(sx), (5)
where s =
∑
x pxsx.
Proof. The proof is almost straightforward by reminding
that Mfg can be enlarged to M in (3): By the definition
of an induced entropy, we have I(X : Y )+
∑
x pxS(sx) ≤
S′(s) for any encoding {px, sx} and measurement M ∈
M, which completes the proof. 
Notice that this result (combined with Theorem 1) gen-
eralizes the famous Holevo theorem (1) in quantum sys-
tem to hold in arbitrary GPT. It is worth mentioning that
the difficulty to show Holevo theorem lies not in obtaining
the upper bound (5) but rather in showing the invariance
of vN entropy (Note that we have used Holevo’s result to
show Theorem 1). In particular, if we use an invariant
entropy S, then the upper bound takes the same form as
in (1).
IV. SQUARED MODEL
In this section, we illustrate our results in the squared
model: The state space of the squared model can be
represented by S = {(c1, c2) ∈ R
2 | 0 ≤ ci ≤ 1 (i =
1, 2)}. There are four pure states s(00) = (0, 0), s(01) =
(0, 1), s(10) = (1, 0), s(11) = (1, 1). Using Table 1 in [14],
without loss of generality, any fine-grained measurement
can be parametrized by one parameter α ∈ [0, 1] such
that (mj(s))
4
j=1 = (αc1, αc¯1, α¯c2, α¯c¯2) for s = (c1, c2) ∈
S. Here we use the notation a¯ := 1 − a for a ∈ [0, 1].
Then, for a fine-grained measurement, Shannon entropy
readsH((mj(s))) = h(α)+αh(c1)+α¯h(c2) where h(x) =
−x log x − x¯ log x¯ is the binary entropy. Moreover, with
a fixed decomposition {px, sx = (c1x, c2x)} ∈ D(s), we
have I(X : J) = αh(c1) + α¯h(c2) −
∑
x px(αh(c1x) +
α¯h(c2x)). Noting the affinity of α, we have S1(s) =
infM∈Mfg H((mj(s))) = min[h(c1), h(c2)] [14], and
sup
M∈Mfg
I(X : J) = max
i=1,2
[h(ci)−
∑
x
pxh(cix)]. (6)
Moreover, since cix = 0 or 1 for any pure state sx, we
have S2(s) = supM∈Mfg I(X : J) = max[h(c1), h(c2)]
[14].
Proposition 4 In the squared model, we have
S1(s) ≤ S
′
1(s) = S2(s) ≤ S3(s) ≤ S
′
2(s) = S
′
3(s) = S
′′
2 (s),
implying that S′2 and S
′
3 are invariant in the squared
model. For s = (c1, c2), their analytic form is given by
S′2(s) = S
′
3(s) = h(c1) + h(c2). (7)
Interestingly, generally non-relating entropies S1, S2 and
S3 are all connected through our induction in the squared
model. Since S′2 and S
′
3 are invariant, this coincides with
the infinity entropies and thus the conjecture on the ex-
istence of an invariant entropy in Sec. II is satisfied.
Corollary 2 An induced entropy is not necessary con-
cave even from concave entropy. Conversely, induced en-
tropy can be concave from a non-concave entropy.
Indeed, in the squared model, S1 is concave but S2(s) =
S′1(s) is not concave (See [14]). On the other hand,
S′2(s) = h(c1) + h(c2) is concave since it is an invariant
entropy (alternatively, since h is concave).
Proof of Prop. 4. The inequalities S1(s) ≤ S2(s) ≤
S3(s) have been shown in [14]. In the following, we de-
note s = (c1, c2) and {px, sx = (c1x, c2x)} ∈ D(s), and
use Eq. (6) for the estimation of induction (3).
Noting that S1(s) = min[h(c1), h(c2)], S2(s) =
max[h(c1), h(c2)], we have S
′
1(s) = maxi=1,2[h(ci) +∑
x px(min[h(c1x), h(c2x)] − h(cix))] ≤ maxi=1,2[h(ci)] =
S2(s) since min[a, b] − a ≤ 0. Using the decomposi-
tion s = p1s1 + p2s2 where s1 = (1, c2) and s2 =
4(0, c2) with p1 = c1, p2 = c¯1, we have maxi=1,2[h(ci) +∑
x px(min[h(c1x), h(c2x)] − h(cix))] = h(c1). Using an-
other decomposition s = p′1s
′
1 + p
′
2s
′
2 where s
′
1 = (c1, 1)
and s′2 = (c1, 0) with p
′
1 = c2, p
′
2 = c¯2, we have
supM∈Mfg I(X : J)−
∑
x p
′
xS1(s) = h(c2). Therefore, the
above inequality is attainable, and thus S′1(s) = S2(s) =
max[h(c1), h(c2)].
Similarly, S′2(s) = maxi=1,2[h(ci) +∑
x px(max[h(c1x), h(c2x)] − h(cix))]. If i = 1, 2 at-
tains the maximum, this is less than or equal to
h(ci) +
∑
x pxh(cjx) ≤ h(c1) + h(c2) where j 6= i and
we have used max[a, b] − a ≤ b and the concavity of
h. Moreover, it is easy to see that the inequality is
attainable by the above decomposition s = p1s1 + p2s2
[20] and thus S′2(s) = h(c1) + h(c2).
Consider now the pure state decomposition s =∑
x pxsx = c1c2s
(10) + c1c¯2s
(11) + c¯1c2s
(01) + c¯1c¯2s
(00).
Since (px) is a product of (c1, c¯1) and (c2, c¯2), we have
H((px)) = h(c1) + h(c2) using the additivity of Shan-
non entropy. By definition (2c), we have S3(s) ≤
S′2(s). It also follows that [21] S
′
3(s) = maxi=1,2[h(ci) −∑
x pxh(cix)] +
∑
x pxS3(sx) ≤ h(c1) + h(c2) = S
′
2(s).
However, since S2(s) ≤ S3(s), we have S
′
3(s) = S
′
2(s).
Finally, we show the invariance of S′2 (and also S
′
3). By
Proposition 2, we have S′2(s) ≤ S
′′
2 (s). However, using
S′2(s) = h(c1) + h(c2), we have S
′′
2 (s) = maxi=1,2[h(ci) +∑
x px(h(c1x) + h(c2x) − h(cix))]; if i = 1, 2 attains the
maximum, this equals h(ci) +
∑
x pxh(cjx) where j 6= i,
which is less than or equal to h(c1) + h(c2) = S
′
2(s) by
the concavity of h. This completes the proof. 
V. CONCLUSIONS AND DISCUSSION
In this paper, we have proposed a systematic method
to induce infinitely many entropies in any GPT starting
from a well defined entropy such as S1, S2 and S3. In par-
ticular, the induction keeps the generalization of Shan-
non and vN entropy in classical and quantum system and
also the property as the measure of mixedness. Using the
combination of the induced entropy and the original en-
tropy, we have generalized the Holevo theorem to hold
in any GPT. In a fixed GPT, an invariant entropy seems
to play an important role; it is always concave and gives
an upper bound of the accessible information exactly in
the same form as (1). Moreover, Shannon entropy and
vN entropy are both invariant in a classical and quan-
tum system, respectively. The existence of an invariant
entropy in a general model is strongly suggested by the
existence of an infinity entropy in any (finite) GPT and
is exemplified in the squared model by S′2.
It would be further interesting to investigate an oper-
ational meaning of each entropies (such as the optimal
compression ratio), the tightness of the bound, and the
relation with the thermodynamical entropy, etc.
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