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ABSTRACT
Multi-resolution modelling differs from standard modelling in that it employs
multiple abstractions of a system rather than just one. In describing the system
at several degrees of resolution, it is possible to cover a broad range of system
behaviours with variable precision. Typically, model resolution is chosen by
the modeller, however the choice of resolution for a given objective is not al-
ways intuitive. A multi-resolution model provides the ability to select optimal
resolution for a given objective. This has benefits in a number of engineering
disciplines, particularly in autonomous systems engineering, where the beha-
viours and interactions of autonomous agents are of interest.
To investigate both the potential benefits of multi-resolution modelling in
an autonomous systems context and the effect of resolution on systems engin-
eering objectives, a multi-resolution model family of the quadrotor micro air
vehicle is developed. The model family is then employed in two case studies.
First, non-linear dynamic inversion controllers are derived from a selection of
the models in the model family, allowing the impact of resolution on a model-
centric control strategy to be investigated. The second case study employs the
model family in the optimisation of trajectories in a wireless power transmis-
sion. This allows both study of resolution impact in a multi-agent scenario and
provides insight into the concept of laser-based wireless power transmission.
In addition to the two primary case studies, models of the quadrotor are
provided through derivation from first principles, system identification experi-
ments and the results of a literature survey. A separate model of the quadrotor
is employed in a state estimation experiment with low-fidelity sensors, per-
mitting further discussion of both resolution impact and the benefits of multi-
resolution modelling.
The results of both the case studies and the remainder of the investiga-
tions highlight the primary benefit of multi-resolution modelling: striking the
optimal balance between validity and efficiency in simulation. Resolution is
demonstrated to have a non-negligible impact on the outcomes of both case
studies. Finally, some insights in the design of a wireless power transmission
are provided from the results of the second case study.
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CHAPTER 1
INTRODUCTION
“Frustra fit per plura quod potest fieri per pauciora”
- William of Ockham (1323)
“It is futile to do with more things that which can be done with fewer.”
Ockham’s (or Occam) razor is a useful principle to adhere to in problem solv-
ing. It states that, for a problem with more than one solution, the solution
with the fewest elements or parts is preferable. In the context of mathematical
modelling, the principle may be formulated slightly differently. If two models,
describing the same system, provide the same prediction, the model with the
fewest elements and simplest relationships is preferable. Justification for this
choice is intuitive. A simpler model is faster to develop, faster to solve and
has fewer elements to be subject to errors. In tribute to the principle, consider
a simple example. A non-linear system is linearised about some trim state.
Around this operating point, both the linear and non-linear models provide
the same predictions. The linear model is therefore “better”, being inherently
simpler. Deviating from this trim state, the predictions of each model begin to
diverge. The linear model is no longer valid and the non-linear model is now
better. However, what if the system spends significant time in the vicinity of
this trim state? What if the non-linear model is only required when deviations
from trim are significant enough that the linear model provides inaccurate pre-
dictions. If the linear model is better around trim on account of its simplicity,
while the non-linear model is better at other times on account of its validity, is
it possible to identify exactly when to use which model?
One solution to this problem is found in the concept of Multi-Resolution
Modelling (MRM). A multi-resolution model describes the same system or phe-
nomena with varying degrees of detail or resolution. This allows the optimal
resolution to be used when predicting system behaviours in a given scenario.
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Figure 1.1: A quadrotor micro air vehicle.
While popularised by Paul Davis in simulation of military engagements, ap-
plications in other areas such as model-based systems engineering are virtually
non-existent. Recent efforts, such as the MAVERIC (Modelling of Autonomous
Vehicle Environments using Robust, Intelligent Computing) simulation engine
in ongoing development at the University of Glasgow (Anderson and Carson,
2009; Anderson and Thomson, 2014), represent an initial foray into this area.
MAVERIC allows the speed and accuracy of predictions of autonomous system
behaviours in single- and multi-agent scenarios to be balanced by automatically
selecting agent model resolutions based on user input and incidental events.
The question then becomes one of what resolution to employ in describing the
autonomous system at any given time. How does one identify the “best” res-
olution for a model with a given objective? Or, recalling Ockham’s razor, how
simple can a model be in providing an accurate solution to a problem?
The wealth of both autonomous systems and potential problems provides
an indication of the difficulty in obtaining a general answer to this question.
Instead, a specific case is studied, and some example problems are investig-
ated, with the hope that some general conclusions relating to model complex-
ity, fidelity and suitability against specific measures of effectiveness may be
drawn. The quadrotor Micro Air Vehicle (MAV) is a small-scale Unmanned
Aerial Vehicle (UAV) (Gremillion and Humbert, 2010) which has found popu-
lar use in the fields of aerial robotics (Michael, Mellinger, Lindsey, and Kumar,
2010), autonomous systems design (Cowling, 2008), advanced control theory
(Das, Subbarao, and Lewis, 2009) and trajectory optimisation (Cowling, Yaki-
menko, Whidborne, and Cooke, 2007). As a result of its popularity and mech-
anical simplicity, models of the quadrotor are prolific in literature and are often
tailored to a given objective.
Introduction 3
Therefore, in an effort to determine whether model resolution impacts the
outcome of such objectives, a multi-resolution model of the quadrotor is de-
veloped and employed to investigate two objectives. The first is control system
design, using an approach which is highly dependent on a model of the sys-
tem to be controlled. The second is trajectory optimisation, investigating which
trajectories the quadrotor must follow to minimise risk in a wireless power
transmission scenario. This latter objective represents a use of the quadro-
tor platform with contemporary relevance and is indicative of the applications
MAVERIC is intended for.
1.1 BACKGROUND
1.1.1 MATHEMATICAL MODELLING
The aircraft design process has changed dramatically since the maiden flight
of the Wright Flyer in 1903. The development of early aircraft was character-
ised by a trial-and-error approach which was costly and time-consuming. The
invention and continued advancement of computers has provided the altern-
ative design approach of simulation, where a model of a system may be used
to predict its behaviour. A system may be modelled mathematically and tested
in simulation before any empirical testing, reducing much of the uncertainty
associated with initial practical experiments (NASA, 2007).
Such an approach is, however, dependent on the accuracy or validity of
the model. A model is simply an abstraction of reality (Davis and Bigelow,
1998), describing behaviours in much simpler terms than the vastly complex
processes of the real system. The level of abstraction from reality in a model can
be inversely related to its resolution, or the level of detail with which the model
describes the system behaviour. The resolution of a given model is typically at
the discretion of the modeller, who draws upon experience to tailor the model
to the requirements of an objective.
1.1.2 THE QUADROTOR
The quadrotor is a small-scale unmanned rotorcraft which has found popular
use in both practical and research applications. Its hover and low-speed flight
capabilities and comparative simplicity next to the traditional helicopter (Car-
rillo, López, Lozano, and Pégard, 2012) have found it roles primarily in surveil-
lance, reconnaissance and aerial photography (Gupte, Mohandes, and Conrad,
2012). Suggested future applications include agricultural and environmental
monitoring and construction, the latter accomplished through multi-vehicle
co-ordination. Research applications of the quadrotor have seen its use as a
platform for testing concepts in control theory (Voos, 2009), trajectory genera-
tion (Cowling et al., 2007), visual navigation (Blösch, Weiss, Scaramuzza, and
Siegwart, 2010), robotics and multi-vehicle control and co-ordination (Mellinger,
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Figure 1.2: Qball-X4 quadrotor micro air vehicle.
Shomin, Michael, and Kumar, 2010b). Research applications typically employ
a model of the quadrotor in the first stages of the investigation.
The quadrotor models described in this thesis are developed using a com-
bination of approaches. First, the literature highlights a multitude of models
describing various aspects of the quadrotor system. Second, relationships may
be derived mechanistically using an appropriate formalism, as in Bouabdallah
(2007). Thirdly, statistical models are developed using system identification
of an actual quadrotor vehicle, as in Chamberlain (2011). Regardless of their
source, the models are populated with empirical data obtained from the Qball-
X4 (Figure 1.2.
1.1.3 WIRELESS POWER TRANSMISSION
Wireless Power Transmission (WPT) involves the transfer of power through the
use of wireless media such as lasers or microwaves. Removed of the need for a
human pilot, UAVs are limited in their endurance only by the capacity of their
power source. Large aircraft such as the MQ-1 Predator (General Atomics, 2013)
are typically very efficient in their power consumption due to their fixed-wing
configuration. Qinetiq’s Zephyr combined with a large wing surface area with
solar panels and a rechargeable battery to provide record-breaking endurance
(Putrich, 2010). Aircraft such as the quadrotor are far less efficient and have
small payload capability, resulting in short endurance and a lack of capacity
for significant onboard power reserves.
Combined with its short-range, low-altitude applications, the poor endur-
ance of the quadrotor make it an ideal platform for narrow-beam wireless
power, particularly laser-based transmission. While not a novel concept, the
technology has recently reached a state of maturity where it has practical ap-
plication to the unmanned systems industry and specifically the quadrotor
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Figure 1.3: Example scenario of wireless power transmission. The air-
borne system is charged by a laser emitter which is powered by a mains
supply or generator. The aircraft may either be charged while on-
mission, or deviate from the mission to enter a charging mode, while
other aircraft continue the mission.
(Achtelik, Stumpf, Gurdan, and Doth, 2011).
Figure 1.3 highlights the participant systems and interactions of a wireless
power transmission. An airborne system such as the quadrotor is charged by
a laser emitter which is powered by a mains supply or generator. The aircraft
may either be charged while on-mission, or deviate from the mission to enter a
charging mode. Regardless of the approach taken, laser-based WPT is a techno-
logy faced with numerous safety concerns. Both the safety and efficiency of the
transmission are critically dependent on the precision of the target tracking and
beam steering system. While a responsive PI controller contributes to this pre-
cision, it may be further augmented through robust co-operation of the Energy
Transmission System (ETS) and the receiving aircraft. Reduction of tracking
errors and improvement of power transfer efficiency are goals which can be ac-
complished through optimisation of the quadrotor’s trajectory while receiving
power. This represents an ideal case study for a multi-resolution model of the
quadrotor.
1.2 MULTI-RESOLUTION MODELLING
Multi-resolution modelling involves the modelling of a system or phenomenon
at multiple levels of resolution. This approach has most popularly been ap-
plied to military engagement simulation by Paul K. Davis , but the following
definitions, provided in Davis and Bigelow (1998), hold true for mathematical
modelling in general.
Detail in a model is primarily dependent on two properties: scope and
resolution. Scope concerns the extent of the modelled system, its inputs and
its outputs. A model with narrow scope might describe the inflow through a
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single rotor, while a model with wide scope could describe the interactions and
behaviour of several aircraft.
Resolution describes the level of detail with which components in the sys-
tem are described. In the context of a dynamic system such as the quadrotor,
this could be related to the size of the system state, the degree of non-linear
coupling in the states or the number of phenomena described.
A multi-resolution model therefore describes the same system or phenomenon
with multiple levels of resolution. According to Davis and Bigelow (1998),
multi-resolution modelling is:
1. Building a single model with alternate user modes involving different
levels of resolution for the same phenomena
2. Building an integrated family of two or more mutually consistent models
of the same phenomena at different levels of resolution.
3. Both of the above.
The literature review highlights the lack of a single definition for resolution,
or indeed multi-resolution modelling. This is likely due to the variance in both
types of models and their applications. Definitions of both with reference to
modelling of dynamic systems are therefore of great interest.
1.3 OBJECTIVES AND METHODOLOGY
The research objectives may be explicitly stated as follows:
1. Investigate how model resolution affects the outcomes of typical object-
ives in the design process, such as control system design and trajectory
optimisation.
2. Determine the benefits, if any, that multi-resolution modelling brings to
quadrotor design and autonomous system design in general.
3. Identify the principle parameters in the design of a wireless power trans-
mission control system.
The first and second objectives require development of a multi-resolution
model family and application of it to two case studies. First, a literature review
is undertaken to identify existing efforts in multi-resolution modelling and any
descriptions of meta-models and model complexity. Next, the use of quadrotor
models in literature is examined, with reference to the resolution of the de-
scribed models and their applications. A multi-resolution model family is then
developed using the approaches of: deriving relationships from first principles;
incorporating phenomena described in the literature; and identification of em-
pirical models through testing of the Qball-X4 quadrotor. The multi-resolution
model is then constructed as a family of models with successive increases in
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resolution between each level and is employed in two case studies. The first
case study is an investigation of the effects of resolution on model-centric con-
troller design, using a heuristic approach. This involves the development of a
control law which is strongly dependent on the model of the system: in this
case, non-linear dynamic inversion. A heuristic approach is employed as the
derived closed-loop systems are highly complex, making analytical stability
analysis non-trivial. The second is the optimisation of vehicle trajectories in a
wireless power transmission and investigation of the effects of model resolu-
tion on the optimisation solutions. The results of these case studies and the
literature review then allow discussion of the effects of resolution on such sys-
tems engineering objectives and identification of the benefits of multi-resolution
modelling to autonomous systems engineering of MAVs.
The third objective is accomplished through the case study on trajectory
optimisation, by analysing the results of the wireless power transmission in a
more general sense.
Each of the three objectives utilises the bespoke SiFRe (Simulation Engine
for investigations in Resolution) simulation engine, which was developed in
MATLAB R© (The MathWorks, Inc, 2014b) during the course of this project. Si-
FRe is a multi-agent engine designed to permit simultaneous simulation of
agents of same or different type, including similar agents of different resolu-
tion. Its primary benefits are: the ability to solve several quadrotor models
of varying resolution simultaneously and compare the solutions; the ability to
model the behaviours and interaction of two agents of different type, as re-
quired by the wireless power transmission model.
1.4 OUTLINE OF THESIS
Chapter 2 describes the results of a literature review in the areas of: multi-
resolution modelling and model complexity; investigations which employ mod-
els of the quadrotor system and subsystems; and the history and state-of-the-art
of wireless power transmission.
Chapter 3 presents mechanistic models of the quadrotor system. Rigid-body
dynamics are derived from both Newton-Euler and Euler-Lagrange formalisms
and compared. Force and moment contributions to the system are detailed.
Some mechanistic rotor models are introduced.
Chapter 4 provides the results of performing system identification on the
Qball-X4 quadrotor. A variety of system identification techniques are employed
to populate the quadrotor rigid-body model with empirical data. Black-box
system identification is used to determine a statistical rotor model, which is
demonstrated to be both non-linear and dynamic. This model is abstracted to
provide rotor models of lower resolution. Finally, empirical acceleration data
from a flight of the Qball-X4 is contrasted with predictions from a candidate
model of the quadrotor system, highlighting the presence of unmodelled dy-
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namics.
Chapter 5 discusses the identified properties of the mechanistic and empir-
ical quadrotor models described in Chapters 3 and 4 respectively. Reference is
made to the results of the literature review. This discussion leads to the descrip-
tion of a candidate multi-resolution model family, describing the quadrotor
system at several levels of resolution. Each level is discussed with reference to
applications typical of its resolution and the source models highlighted. Some
alternate models and additional phenomena for hypothetical higher levels of
resolution are discussed.
Chapter 6 employs the multi-resolution model family in an investigation of
controller design and stability. Dynamic inversion is applied to Levels 1 to 3 of
the model family to derive three non-linear controllers of increasing resolution.
The stability of each controller in loop with its source model is verified by a
candidate Lyapunov function. Each controller is then tested in simulation on
each level of the model family for several cases.
Chapter 7 employs the multi-resolution model family in investigating op-
timal trajectories for wireless power transmission. The quadrotor model family
is employed in a multi-agent simulation which describes the interaction of the
quadrotor with an energy transmission system. Operational safety is a primary
concern when employing high-power laser beams. The trajectories of the quad-
rotor when receiving power via laser beam are optimised to maximise the safety
of the operation. The differences in optimisation solutions between models of
different resolution are investigated and the impact of these differences dis-
cussed. The multi-agent simulations are executed by the SiFRe simulation en-
gine, inspired by MAVERIC.
Chapter 8 presents conclusions on the work described in this thesis and
introduces some suggestions for future work in the areas of multi-resolution
modelling, autonomous systems and wireless power transmission.
The appendices describe some additional information which is not crucial
to the narrative of the main body of the thesis. This includes information on
the Qball-X4 quadrotor, the SiFRe simulation engine, the MAST Laboratory
used in empirical testing, greater detail on some model derivations, system
identification data and a list of properties and their values.
1.5 PUBLICATIONS BY THE AUTHOR
The work described in this thesis has directly contributed to the following pub-
lications.
• Ireland, M and Anderson, D. Development of Navigation Algorithms for
Nap-of-the-Earth UAV Flight in a Constrained Urban Environment. In
Proceedings of the 28th International Congress of the Aeronautical Sciences,
Brisbane, 2012.
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• Murray, CWA, Ireland, ML and Anderson, D. On the Response of an
Autonomous Quadrotor Operating in a Turbulent Environment. In Pro-
ceedings of the 2014 AUVSI Unmanned Systems Conference, Orlando, FL,
2014.
• Ireland, ML and Anderson, D. An Investigation of the Effects of Model
Resolution on Control of a Quadrotor Micro Air Vehicle. In Proceedings of
the 2014 World Congress on Unmanned Systems Engineering. Oxford, 2014.
• Vargas, A, Ireland, M and Anderson, D. Swing-Free Maneuver Controller
for a RUAS Slung-Load System Using ESN. In Proceedings of the 2014 World
Congress on Unmanned Systems Engineering. Oxford, 2014.
CHAPTER 2
REVIEW OF LITERATURE
The literature on multi-resolution modelling is broad and typically focussed on
applications outside of systems engineering, but the general principles behind
the idea, and the concept of meta-models (Simpson, Peplinski, Koch, and Allen,
2001) may be investigated and used to aid development of a multi-resolution
quadrotor model. The quadrotor itself is a prominent fixture in literature re-
lating to autonomous systems and robotics. A variety of topics involving the
platform have been covered, including controller design, trajectory generation,
development of high-resolution models and practical experiments which take
advantage of the quadrotor’s manoeuvrability and hover capabilities. Finally,
the multi-resolution quadrotor model is used in a case study – wireless power
transmission – to investigate its effectiveness. The history and state-of-the-art
of this technology is briefly discussed.
2.1 MODEL COMPLEXITY AND META-MODELS
Models are used extensively in a variety of areas, including psychology , met-
eorology, military operations and, of course, engineering. As models are ab-
stract descriptions of reality, development of a model requires consideration
of the degree of abstraction used in describing that reality. This introduces
the concepts of model complexity and meta-models. Resolution is considered
one aspect of model complexity, thus some investigation of complexity and its
effects on the system design process are of interest. A meta-model is a de-
scription of a model or models; essentially a model of models (Simpson et al.,
2001). A multi-resolution model, typified by its very nature as a collection of
several models, might therefore benefit from some ontology to describe its gen-
eral structure and processes. Existing meta-models which might permit such
a description are therefore investigated. Finally, the term model can be used
to describe a variety of abstractions, including physical models, logical models
and a variety of mathematical models. The latter is of specific interest in this
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case and may be further categorised by a number of properties. Description
of these properties is made in order to aid later discussion of the quadrotor
models described in this thesis.
2.1.1 COMPLEXITY
As highlighted by Chwif, Barretto, and Paul (2000), complexity in modelling
has no universal definition but can be interpreted in one of two ways. The
first is related to one’s understanding of the system being modelled, while
the second is more concerned with the number of elements that comprise the
model. These concepts are characterised by Ward (1989) as transparency and
constructive simplicity, respectively. In the context of dynamic systems mod-
elling, one would understand the behaviour of a model of high transparency
fairly intuitively. The behaviours described by a model of low transparency
would be less simple to comprehend. A model of high constructive simplicity
would consist of fewer states and non-linear behaviours, while low construct-
ive simplicity denotes the opposite. Detail in the model, as described by Davis
and Bigelow (1998), is then analogous to constructive simplicity, or constructive
complexity. Constructive complexity may then be further split into two proper-
ties: scope, concerning the extents of the simulation; and level of detail, which
is analogous to resolution.
Chwif et al. (2000) describe the impact of scope and resolution on model
confidence – effectively the validity of the model. A simpler model – one of nar-
rower scope and lower resolution – is desired primarily because it is easier to
implement, validate and analyse. A simple model is also easier to adjust if the
system properties change or it can be discarded entirely, if necessary, at little
cost. Low complexity models represent an ideal tool for performing a quick
and rudimentary analysis of a system. These benefits contrast with the disad-
vantages of a simple model. If one interprets Ockham’s razor as the rule, “a
model must be as simple as possible, but not simpler,” the issue of oversim-
plification is highlighted. A model which is too simple suffers from a loss of
validity, having neglected or overly-abstracted certain behaviours in the system.
However, Chwif et al. (2000) states that, at the time of publication, there is no
method for determining the appropriate level of complexity of a model while
maintaining validity. Narrowing the scope could provide a simpler model, de-
scribed by Zeigler, Praehofer, and Kim (2000) as reducing the experimental frame.
This can, however, come at a cost to the flexibility of the model.
Complex models are similarly analysed. Obvious disadvantages of a com-
plex model are high computational requirements and a significant investment
of time in its design and implementation. Additionally, while Zeigler et al.
(2000) states that a more complex model more closely describes the reality,
Chwif et al. (2000) and Salt (1993) introduce the concept of a complex and
comprehensive model which is completely inaccurate. The greater number of
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Figure 2.1: Relationship between model confidence and resolution, from
Lobão and Porto (1997).
elements of a complex model increase the number of variables which could be
incorrect or inaccurate, resulting in behaviour which does not represent that
of the true system. Lobão and Porto (1997) highlight the decrease in model
confidence with continued increase in resolution, as shown in Figure 2.1. This
is similarly described by Schoups, van de Giesen, and Savenije (2008) in the
context of hydrological modelling, where the predictive validity of the model
first increases and then decreases with complexity, while the fit of the model
with calibration data decreases as complexity increases.
2.1.2 META-MODELS
As stated previously, a meta-model is a description or ontology of a model.
The broad nature of models in the general sense precludes the development
of a meta-model encompassing phenomena as diverse as physical, social and
biological systems. Early discussions such as that by Simon (1962) attempt to
present some abstract properties of models which are applicable to the math-
ematical model in general. The goal of this work was not to describe the specific
nature of the complexities, but to simply highlight the general complexity of
the system under investigation. More technical measures of complexity have
been described by McCabe (1976), Wallace (1987) and Schruben and Yücesan
(1993). Each of these requires the model to be described in a specific format to
be able to measure its complexity.
Standard modelling languages such as UML (Unified Modeling Language)
(Object Management Group, 2011) or SysML (Systems Modeling Language)
(Object Management Group, 2012) demonstrate the capability to describe mod-
els using a standard format. UML is primarily focussed on software engineer-
ing applications, while SysML is employed in systems engineering. Of note
is that SysML is an extension of UML, highlighting the limited capabilities of
each language beyond the disciplines described.
The Discrete Event System Specification (DEVS) formalism developed by
Zeigler (1984) is another example of meta-model, with application to both dis-
crete event systems and continuous state systems. According to Ramadge and
Wonham (1989), a Discrete Event System (DES) is a dynamic system in which
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the state evolves as a series of physical events. Between consecutive events it
is assumed that there is no changed in the system. Conversely, a continuous
state system continuously describes the state with time. This latter system is
representative of the models used in the design of autonomous systems.
2.1.3 MULTI-RESOLUTION MODELLING
The concept of resolution, or level of detail, as described by Chwif et al. (2000)
is extended to a model or family of models describing a system at multiple res-
olutions. A multi-resolution model has consistent scope across its submodels,
each of which describe a system with different degrees of abstraction. MRM is
primarily used in quantitative simulations for its predictive capabilities. Davis
and Bigelow (1998) describe the use of a multi-resolution model for battlefield
simulation, an example of a dynamic and strongly stochastic system with mod-
els typically derived from observations on the behaviour of agents, making it a
predominantly empirical simulation.
Baohong (2007) presents a candidate ontology for multi-resolution model-
ling, using the DEVS formalism developed by Zeigler (1984). It is noted that
existing formal specifications of MRM are few and those that do exist are too
simple to be employed in practical problems involving multi-resolution mod-
els. Lee and Fishwick (1999) discuss the development of OOPM/RT (Object-
Oriented Physical Modeler for Real-Time Simulation) methodology, which pro-
poses methods for identifying the optimal model for an objective, in the sense
that it balances validity with computational requirements and runtime. The be-
nefits of employing a higher-resolution (or lower-abstraction) model are stated
to be its greater validity. Sacrifices in validity are made to decrease the lead-
time on simulation results. The benefit of a multi-resolution model is then in
the ability to select the optimal resolution for producing results in a given time
frame.
Singla and Junkins (2009) present some methods for identification, model-
ling and control of dynamic systems, using a multi-resolution approach. Their
focus is specifically on empirical modelling of systems using dark grey box
system identification and a variety of methods to fit abstract relationships to
empirical data. Further investigations are presented in Singla (2006) with refer-
ence to aerospace engineering applications.
Some modern software packages facilitate multi-resolution modelling in the
form of multiphysics, which employs multiple modelling tools including compu-
tational fluid dynamics, finite element methods and electrical models in what
is effectively an expansion of multi-resolution modelling. Recent examples of
this type of tool include COMSOL (2014) Multiphysics and several components
of ANSYS (2014).
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2.1.4 TYPES OF MATHEMATICAL MODEL
The difficulty in developing meta-models is highlighted by the myriad types
of mathematical model. However, identification of these types permits later
discussion on the quadrotor models described in this thesis. A mathematical
model may be categorised by properties which described its composition and
the type of system which it emulates. These categories are described by Bokil
(2009) as follows.
A given system may be described by either a deterministic or stochastic model.
A deterministic model ignores random variation in the system and so con-
sistently produces the same result for a given input. This is in contrast to
a stochastic model, which include random properties drawn from probability
distributions and so can produce a range of results. An example of use for
a deterministic model is controller design, while a stochastic model might be
used to test the robustness of the controller to random disturbances. Stochastic
modelling is also popularly applied in Monte Carlo simulations.
The system may be described by a mechanistic or empirical model. These
are described by Isermann (2006) as theoretical or experimental models, re-
spectively. A mechanistic or theoretical model considers the mechanisms in-
volved in the behaviour of the system. These are typically the mathematical
laws which represent the laws of physics. An empirical or experimental model
provides a quantitative account of the changes in the system without regard to
the mechanism. Each form of model may be considered on a spectrum of pos-
sible models, from white box to black box (Sjöberg, Zhang, Ljung, Benveniste,
Delyon, Glorennec, Hjalmarsson, and Juditsky, 1995). In a white box model,
the desired properties and behaviours are perfectly replicated by the model.
A typical mechanistic model therefore is more representative of light grey box
modelling. Conversely, a black box model involves no physical insight in its de-
velopment. In systems engineering, empirical models are usually obtained by
employing system identification to map the system output to its input through
an arbitrary state. As this approach somewhat considers the mechanism of the
system, it is considered dark grey box system identification. Examples of black
box modelling include neural networks and fuzzy logic models (Sjöberg et al.,
1995).
A system is either static or dynamic. A model of the system therefore has
one of these properties. The state of a dynamic model changes with respect
to time, while the state of a static model does not. A dynamic system may be
approximated by a static model in a form of abstraction, but a static system
cannot be described a dynamic model due to it lacking information in the re-
quired dimension, time. Additionally, a dynamic system may be described as
an instantaneous response.
A dynamic system can be either continuous or discrete. All real-life systems
are continuous, while all computer simulations and digital systems are discrete.
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A continuous system may be represented by a continuous model, described
using differential equations, or a discrete model, described using difference
equations (Isermann, 2006).
Finally, a model may either be quantitative, where a numerical prediction of
the system behaviour is provided; or qualitative, which provides a more general
description of behaviours.
2.1.5 DISCUSSION OF REVIEW FINDINGS
The findings of the literature review which are presented here serve to highlight
the significant variation with which a model may be characterised. Investiga-
tions into model complexity and meta-modelling encompass a variety of fields,
including engineering, biology, psychology and philosophy. Even with relating
it to a specific model, complexity is in itself a complex concept to investigate.
While resolution is but one part of complexity, it is arguably a more opaque
property than scope. The goal of the investigations presented in this thesis is
then not to derive a meta-model or description of a multi-resolution quadrotor
model. Rather, the goal is to investigate the differences in any results produced
by simulation experiments with models of different resolution.
The concepts described by Davis and Bigelow (1998) are easily applied to
deterministic systems such as aircraft, which are typically described mechanist-
ically rather than empirically. Autonomous systems in particular are ideal for
use in multi-resolution modelling, allowing agent behaviours and interactions
to be described with varying complexity. This is the focus of ongoing work at
the University of Glasgow and the impetus behind the MAVERIC simulation
engine, the inspiration for the SiFRe simulation engine described in this thesis.
2.2 THE QUADROTOR MICRO AIR VEHICLE
Compared to the helicopter and other rotorcraft, the mechanics of the quadro-
tor are relatively simple. This, combined with the agility of the vehicle, have
led to its prolific use in the field of robotics, acting as a testbed for investiga-
tions in areas such as non-linear control (Voos, 2009); trajectory generation and
station-keeping (Cowling et al., 2007); co-ordinated lifting of loads (Mellinger
et al., 2010b); visual navigation (Kemp, 2006); and Simultaneous Localisation
And Mapping (SLAM) (Gupte et al., 2012). As a result of the popularity of the
platform, models of the quadrotor system are in abundance and vary signific-
antly in resolution. The complexity of these models is highly dependent on
their applications. While investigations in control favour low-resolution mod-
els which describe the input-output relationship in as simple terms as possible,
the literature demonstrates use of more complex models for investigations in
areas such as aerodynamics (Fay, 2001) and aeroelastics (Pounds, Mahony, and
Joel, 2004). Even within the bracket of simple or complex models, variation
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in the approach taken to model the quadrotor can be seen. This section de-
scribes a broad cross-section of the literature relating to the quadrotor micro air
vehicle. The models employed in the literature are related to their applications,
which include control system design, optimisations and predictions of system
behaviour. These models and their sources are discussed in this section of the
literature review.
2.2.1 QUADROTOR MODELS IN LITERATURE
The quadrotor is employed in a variety of simulation experiments, many of
which detail the model employed. While each of these models describes the
quadrotor system with some level of abstraction, they are often designed such
that they best fit the chosen investigation.
CONTROLLER DESIGN
The manoeuvrability of the quadrotor lends the platform to a wealth of in-
vestigations in controller designs. Linear or near-linear methods include PID
(Proportional Integral Derivative) and state feedback algorithms, while non-
linear approaches described in the literature include dynamic inversion and
backstepping techniques.
The translational and rotational dynamics of the quadrotor are often rep-
resented as a series of integrator chains, blurring the distinction between PD
and state feedback control. Mellinger, Michael, and Kumar (2010a) describes a
linear PID controller for tracking of trajectories. A quadrotor model with non-
linear rigid body dynamics and a first-order rotor response is described. This
model is linearised and the rotor dynamics neglected in deriving the control
law. Bouabdallah, Noth, and Siegwart (2004) derives the quadrotor model us-
ing Euler-Lagrange formalism and then employs the model in a comparison of
PID and LQ control methods. The model describes the rigid body dynamics
of the quadrotor with a non-linear model. The rotors are described by a lin-
ear, first-order model, abstracted from a non-linear model of the propeller and
DC motor. Erginer and Altug˘ (2007) describes a PD controller using a similar
approach, also including gyroscopic torques in the model used for simulation
testing. Balas (2007) also employs PID in an interesting approach to quadro-
tor control. The roll and pitch dynamics of the aircraft are neglected and the
horizontal position is related directly to the system input by a fourth-order
system. PID control on the horizontal position error then completes the closed-
loop system. Balas tests this controller on both linear and non-linear quadrotor
models and concludes that it is unsuitable. A nested-loop structure, typical of
a quadrotor control system, is then employed to control the system. Hoffmann,
Huang, Waslander, and Tomlin (2011) extends the concept of PID control by
including a second-derivative term in the feedback law. The higher-bandwidth
controller is then tested in simulation with a high-resolution model, using blade
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element and momentum theories to describe flapping and other phenomena in
the rotor blades.
A popular non-linear control technique is backstepping. Bouabdallah and
Siegwart (2007) describes the control of a quadrotor vehicle using an integral
backstepping approach. The controllers are tested in simulation on a high-
resolution model which includes: gyroscopic torques arising from rotor rota-
tion; ground effect; rotor hub forces; and a complex rotor model derived from
blade element and momentum theories. Bouabdallah and Siegwart (2005) again
consider backstepping control in addition to sliding mode techniques in control
of the quadrotor. The model employed for simulation testing also describes a
first-order linear rotor model. Hamel, Mahony, Lozano, and Ostrowski (2002)
and Fang, Wang, and Sun (2010) both employ non-linear models in testing of
backstepping control techniques. While Hamel et al. (2002) considers the effect
of rotor dynamics, Fang et al. (2010) does not.
Another non-linear control approach is feedback linearisation, or input-
output linearisation. This techniques uses dynamic inversion to derive a feed-
back which cancels the non-linearities in the model and results in a linear
closed-loop system. A state feedback law is then typically employed to control
the linearised system. This approach is demonstrated by Voos (2009), who de-
scribes a basic non-linear model which includes gyroscopic torques, and Mist-
ler, Benallegue, and M’Sirdi (2001), who consider the robustness of the con-
troller in the presence of external disturbances and parametric uncertainties.
Das et al. (2009) also describes a feedback linearisation controller, first deriving
the quadrotor model from Euler-Lagrange formalism and then controlling the
linearised system using a backstepping approach.
SYSTEM PARAMETER ESTIMATION
Models are essential for parameter estimation, where measured data is used
to predict and estimate unknown quantities. The Kalman filter, originally de-
scribed by Kalman (1960), requires a linear model of a system in order to calcu-
late an optimal observer for the system state. Application of the Kalman filter
in quadrotor state estimation is described by Domingues (2009) and Chamber-
lain (2011), each of whom describe a linear model of the quadrotor dynam-
ics. Alternatively, the quadrotor model can be used without linearisation in
an algorithm such as the Extended Kalman Filter (EKF), described by Ireland
and Anderson (2012), and the Unscented Kalman Filter (UKF), as described by
Abas, Legowo, and Akmeliawati (2011). Awan, Park, and Kim (2011) use an ad-
aptive observer in conjunction with a linearised model to estimate the thrust of
the quadrotor during flight, a useful property to know with regards to control.
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TRAJECTORY GENERATION
Trajectory generation and tracking is a popular topic of investigation in the
field of robotics. Applications to the quadrotor typically describe the system
dynamics in a form with is noted to be differentially flat, where all system inputs
and states may be described in terms of a flat output and its derivatives. This
approach then enables design of smooth trajectories, as evidenced by work
described by Chamseddine, Li, Zhang, Rabbath, and Theilliol (2012), Cowling
(2008) and Mellinger (2012). The models employed in these investigations are
invariable described in a specific format which considers only the dynamics of
the rigid body, facilitating the flatness of the system.
The concept of trajectory generation and differential flatness is extended
to quadrotors bearing suspended loads, as described by Palunko, Fierro, and
Cruz (2012) and Sreenath, Lee, and Kumar (2013).
VISION-BASED NAVIGATION
The hover-capability and manoeuvrability of the quadrotor make it ideal for
vision-based guidance navigation. Altug˘, Ostrowski, and Mahony (2002) de-
scribe the control of a quadrotor using visual feedback, employing for test-
ing a standard model with only the dynamics of the rigid-body considered.
A more advanced form of vision-based navigation is simultaneous localisa-
tion and mapping. Blösch et al. (2010) describe application of the quadro-
tor to a SLAM problem, describing the non-linear translational dynamics of
the system but simplifying the closed-loop attitude dynamics to a linear near-
instantaneous system.
REDUCED-SCOPE MODELS
Investigations involving phenomena such as rotor dynamics and ground effect
are not exclusive to the quadrotor, but rather are applicable to a variety of air-
craft. Models which describe the quadrotor are therefore usually of consistent
scope. Some investigations into complex phenomena involve an increase in
resolution in a specific aspect of the quadrotor system. The remainder of the
model is then of a standard or lower resolution, sufficient to facilitate simulation
investigation of the phenomenon of interest. This is evident in the investiga-
tion by Bristeau, Martin, Salaün, and Petit (2009), where a high-resolution rotor
model is described using blade element theory. The effects of rotor blade flexing
on the control of the quadrotor is then investigated using a rigid-body model
which is linearised about the hover state. Latorre (2011) also focusses primarily
on the rotor behaviour of the quadrotor in an effort to optimise the aircraft’s
propulsion system. A rotor model described by blade element and momentum
theories is corrected by empirical observations, combining both deterministic
and statistical modelling approaches. Similar investigations in rotor behaviour
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are described by Pounds et al. (2004) and Pounds, Mahony, and Corke (2010).
GENERAL SYSTEM MODELS
Several publications present a more complex model of the quadrotor, primarily
as a platform for performing a variety of analyses. The most prominent of these
is Bouabdallah (2007), who describes comprehensive quadrotor simulation, in-
corporating the rotor models and additional phenomena described in his other
works. A similar approach is demonstrated by de Oliveira (2011). Beard (2008)
describes a standard quadrotor model which is then simplified to provide mod-
els for controller design and state estimation, highlighting the fit-for-purpose
nature of modelling.
Bresciani (2008) derives the rigid-body dynamics of the quadrotor from
Newton-Euler formalism and describes a non-linear rotor model. These mod-
els are then simplified and partially linearised to allow design of a linear PID
controller. Bresciani describes the structure of the quadrotor simulation and the
capability for visual output in the form of a 3D animation.
Literature on the quadrotor primarily take the form of conference or journal
publications which are focussed on a specific investigation. However, several
theses such as those of Bouabdallah (2007), Chamberlain (2011) and Wierema
(2008) present a broader model of the aircraft as a platform for multiple invest-
igations. Some books have also been published which describe the derivation
of models and control strategies with greater depth, such as that by Carrillo
et al. (2012).
2.2.2 DISCUSSION OF MODEL RESOLUTION AND TYPE IN QUADROTOR
LITERATURE
Some commonalities in the aforementioned models may be identified, high-
lighting the modular nature of modelling and the tendency of the modeller to
tailor the model for purpose.
LINEARITY
The quadrotor is a non-linear system and is typically modelled as such to ac-
curately represent the system behaviours. A useful property of the quadrotor
is its ability to remain level at hover, presenting an excellent trim state around
which to linearise the system. This is typically used in development of linear
controllers, as in de Oliveira (2011) and state estimation. A linear rigid-body
model may also be used so that the effects of more complex phenomena are
more evident in the response, as in Bristeau et al. (2009).
Often, the non-linear quadrotor model is partially linearised such that only
the translational dynamics retain a non-linear relationship. This is valid for re-
latively slow flight, where the cross-coupling in angular velocities is negligible.
Review of Literature 20
This is evident in Altug˘ et al. (2002).
Further non-linearities beyond the usual rigid body models are introduced
by incorporating additional phenomena into the system description. An ex-
ample of this is the rotor model employed by Sudiyanto, Muljowidodo, and
Budiyono (2009), which employs blade element and momentum theories and
is highly non-linear.
ROTOR MODELS
The propulsion system employed by the quadrotor typically consists of four
small two-bladed rotors, each with an electric motor and an Electronic Speed
Controller (ESC). This subsystem has its own dynamics, which may be neg-
lected if they are sufficiently fast with respect to the rigid-body response of the
aircraft. The resolution of the rotor models in the literature vary from describ-
ing the thrust and torque as instantaneous linear responses to the rotor input to
describing the electro- and aerodynamics using non-linear models of multiple
order.
Some trends in the rotor models found in the literature may be identified.
Investigations which regard the quadrotor more as an aerial robot rather than
an aircraft, such as those in trajectory generation, typically use simple rotor
models which are sufficient to relate net forces and moments to the system
inputs. This is evidenced by Voos (2009), Erginer and Altug˘ (2007) and Cowl-
ing et al. (2007). On occasion, where the rotor dynamics are non-negligible, a
first-order dynamic relationship is introduced, as in Michael et al. (2010) and
Mellinger (2012). Both of these types of model use an empirical approach to
describing the system relationships, where the mechanics of the rotors are not
considered with any great detail.
Conversely, some publications treat the quadrotor as more of an aircraft, de-
scribing rotor behaviours from a deterministic approach. Sudiyanto et al. (2009)
describe the rotor system using blade element and momentum theories. The
result expresses the force and torque produced by each rotor as a non-linear
function of its rotational speed. Pounds et al. (2010) descibe the rotor beha-
viour using an actuator disk model which incorporates aeroelastic effects on
the blades. The quadrotor vehicle employed by Pounds et al. is designed such
that the rotor blades flex to an optimal operating angle under load. A model
which describes this phenomenon is thus key in investigating its impact on the
system. A similar investigation by Pounds et al. (2004) describes a quadrotor
with actuated rotors.
SYSTEM INPUTS
While the quadrotor models described in the literature consistently describe
four system inputs, the exact nature of these inputs varies. Several publications
describe the thrust and torque produced by a rotor as varying linearly with the
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square of its rotorspeed. This is approach is best suited to simulation exper-
iments, where the true rotor inputs are not required, only some property to
which both the thrust and torque can be related. A similar approach to this is
to employ the thrust of each rotor as its input. The rotor torque is then related
to the thrust by some constant scale factor. This is evidenced by Altug˘ et al.
(2002). Again, this is only suitable for simulation experiments, as the thrust is
not directly controllable in practice. Both of these approaches are interesting in
that they neglect rotor effects which may impact the system. This is an example
of the abstractions employed in some investigations.
The true motor input is typically employed when describing a comprehens-
ive model of the quadrotor system (Bouabdallah and Siegwart, 2007); when
applying controllers in practical experiments, where the relationship between
state and actuator input must be known (Wierema, 2008); or when applying
observers to experimental data; which require both empirical input and output
measurements. Depending on the motors used to drive the rotors, this input
may either by a direct voltage (Bouabdallah and Siegwart, 2007) or Pulse-Width
Modulation (PWM) signal (Chamseddine et al., 2012).
The majority of quadrotor models briefly describe the individual inputs to
each rotor and then introduce four pseudo-inputs which are related to the true
inputs by a simple invertible matrix relationship. The pseudo-inputs are related
to the net thrust and moments acting on the aircraft by constant gains, allowing
the system to be decoupled into four Single-Input Single-Output (SISO) mod-
els in the majority of cases. This simplifies investigations such as controller
design and trajectory generation significantly. Some publications neglect the
individual rotor inputs entirely and employ the pseudo-inputs exclusively, as
evidenced by Achtelik et al. (2011).
VISUALISATIONS
Animations such as those employed by Bresciani (2008) require a minimum
amount of information in order to display system behaviours, thus potentially
increasing the resolution of the model. A 3D visualisation of the quadrotor
requires at least the position and attitude of the quadrotor to be modelled.
2.3 WIRELESS POWER TRANSMISSION
Wireless power transmission, or power beaming, is the transmission of electrical
energy without the use of tangible conductors (Brown, 1996). The origins of
the technology and its evolution throughout history are closely tied to efforts
in wireless communication. In recent history, usage of the concept has focussed
on supplying power to long-endurance mobile systems such as spacecraft and
UAVs.
This section describes the origins of wireless power transmission, its de-
velopment throughout history and the current state of the art, with specific
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reference to its use in powering autonomous systems such as the quadrotor.
2.3.1 A BRIEF HISTORY OF WIRELESS POWER TRANSMISSION
The concept of wireless power transmission was introduced as early as the
1870s, when James Clerk Maxwell predicted that power could be transmitted
through free space through the use of electromagnetic waves. Maxwell’s equa-
tions were validated with a series of experiments conducted by Heinrich Rudolf
Hertz in the 1880s (Brown, 1984).
Later experiments were performed by Nikola Tesla, an inventor famous for
his work in the development of alternating current. Tesla’s experiments with
wired transmission of energy found that electricity would “leak” into the at-
mosphere, given sufficient power. A patent filed in 1902 describes the use of
a “magnifying transmitter” (Figure 2.2), designed to use the Earth itself as a
conductor (Tesla, 1914). These discoveries culminated in the construction of
Wardenclyffe Tower, a large transmitter ostensibly designed to facilitate trans-
Atlantic radio communication (Garnica, Chinga, and Lin, 2013). This venture
ultimately failed due to the successes of Guglielmo Marconi in achieving trans-
Atlantic transmissions using significantly less expensive equipment, resulting
in funding being withdrawn from Tesla’s efforts. In an attempt to secure ad-
ditional funding, Tesla revealed an additional feature of the tower: the ability
to transmit electricity wirelessly. Tesla’s efforts were unsuccessful – Wardencly-
ffe Tower was dismantled during World War I and investigations into wireless
power transmission effectively stopped until after World War II.
The invention of high-power microwave emitters during the Second World
War reignited interest in wireless power, now with a focus on transmission
through narrow microwave beams (Brown, 1996). Experimentation with high
power microwave tubes eventually resulted in a survey paper by Brown (1961),
describing the elements of a microwave-based power transmission system and
highlighting its weaknesses. Brown’s work led to a pivotal moment in the
history of wireless power transmission: the 1964 flight of an unmanned heli-
copter powered by microwaves transmitted from the ground (Brown, 1965).
The microwave-powered helicopter was limited in that it was required to be
tethered, but achieved a continuous flight time of ten hours. Subsequent exper-
iments employed the microwave beam to aid in controlling the helicopter while
power was supplied via a wired connection Brown (1969), however a combined
microwave-based stabilisation and power system was never implemented.
Brown’s work in wireless power transmission allowed Glaser (1968) to pub-
lish a pioneering report on Solar Power Satellites (SPS). This concept involved
collecting solar energy above the attenuating effects of the atmosphere and
transmitting it to the Earth’s surface in a focussed microwave beam. Prohibit-
ive cost prevented large-scale implementation at the time, but the potential for
exploitation of such a clean and abundant energy source ensured that Space-
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Figure 2.2: Nikola Tesla’s apparatus for transmitting electrical energy
(Tesla, 1914).
Based Solar Power (SBSP) would remain a topic of great interest. With the
introduction of a functioning laser emitter in 1960, laser-based power transmis-
sion from satellites began to be explored (Summerer and Purcell, 2008).
Recent advances in the efficiency of laser emitters and a reduction in cost
have allowed the expansion of power beaming into other areas. A demonstra-
tion of laser power transmission to a UAV was performed by NASA in 2003,
allowing a small radio-controlled fixed-wing aircraft to conduct several short
flights, powered solely by energy received by a photovoltaic array mounted un-
der the airframe (Mason, 2011). This was ultimately followed by application of
the technology to the endurance-challenged quadrotor, resulting in a continu-
ous 12-hour flight and a demonstration of the feasibility of the concept with the
available technology of the current day (Nugent, Kare, Bashford, Erickson, and
Alexander, 2011).
2.3.2 LASERS VS MICROWAVES
Dickinson and Grey (1999) compares the use of laser beams and microwaves
with application to SBPS systems. Some of the considerations are, however, of
consequence to shorter-range uses such as UAV power supply.
The most significant is the required size of the transmitting and receiving
antennas. The wavelength of the electromagnetic radiation used in a focussed
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Figure 2.3: NASA’s laser-powered aircraft (NASA, 2010)
beam directly affects the flux density of the transmission (Jacobs, 2006). Mi-
crowaves have a significantly longer wavelength than infrared light and there-
fore require a beam of greater diameter to transmit the same amount of power.
A larger transmitter and receiver is therefore required for transmission of mi-
crowaves. Additionally, diffraction of the beam decreases with wavelength. A
laser beam will therefore typically experience less divergence than a microwave
beam, again reducing the required size of the receiving antenna. Since applica-
tion of WPT technology to unmanned vehicles necessitates minimal size of the
receiving antenna at the very least, these considerations alone make laser-based
power transfer far more feasible.
The longer wavelength of microwaves does, however, yield some advant-
ages. Low-frequency microwaves suffer far less attenuation in the Earth’s at-
mosphere than waves of shorter length. Degenford, Sirkis, and Steier (1964)
demonstrated a transmission efficiency of more than 99%, using microwaves
of 4 m wavelength. Conversely, infrared waves are greatly affected by atmo-
spheric attenuation over large distances and are particularly affected by adverse
visibility. Al Naboulsi, Sizun, and de Fornel (2005) describes the approximate
relationship between range, visibility and transmittance, the ratio of power at a
given to range to the initial power output. An example of the relationship is
shown in Figure 2.4, demonstrating the loss of power with range and visibility
for a typical monochromatic laser beam.
Ultimately, the antennas required to generate sufficient power for microwave-
based power transfer are prohibitively large for use with unmanned aircraft.
Investigations of wireless power transmission for UAVs have therefore almost
exclusively employed infrared lasers, despite the reduced long-range efficiency.
Due to the highly mobile nature of aircraft, power transmission would likely
be restricted to relatively short ranges so as to reduce beam pointing errors and
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Figure 2.4: Effects of atmospheric attenuation on transmittance of wave
with wavelength λ = 532 nm
resultant damage from the high-powered laser.
2.3.3 STATE-OF-THE-ART
Laser-based wireless power transmission has only reached practical application
in the last few years. A frontrunner of laser beaming technology is LaserMotive,
who contributed to the endurance record set by the “Pelican” quadrotor and
described by Achtelik et al. (2011) and Nugent et al. (2011).
The system developed by LaserMotive involves a focussed laser beam which
is directed by a gimballed mirror onto a photovoltaic sensor array mounted
on the bottom of the receiving aircraft. The beam pointing and stabilisation
system used in the experiment tracks a Light-Emitting Diode (LED) on the
sensor array using an optical camera. The system has a rotational range of ±
15◦ and a maximum beaming range of 1 km. At maximum range, the system
has a pointing error of a few centimetres. At ranges of 15 to 20 m, the errors
were of order 1 mm.
Two approaches to utilisation of the laser power are then available. The first
is continuous powering of the aircraft, similar to Brown’s experiment with the
microwave-powered helicopter. This would allow the aircraft to carry only a
small energy storage device for regulating the power to the onboard systems.
The second is intermittent recharging of the aircraft when it is in range of the
power transmission system. This would require a standard onboard power
source, which would be recharged by the laser energy.
Both scenarios are applicable to a micro air vehicle such as the quadrotor.
The first favours operations such as aerial reconnaissance or surveillance, where
the aircraft can remain in sight of the laser source at all times. The second is
better suited to short-range missions where the aircraft can perform some task
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such as exploring a building or transporting materials and then return to the
ground station to be recharged.
2.3.4 FUTURE DIRECTION
The 12 hour flight of the Pelican suffered a notable limitation in that it was
restricted to a 5 metre square flight space. This was primarily due to the re-
striction of flying indoors but is responsible for the small pointing error of the
laser. In a less resricted environment, LaserMotive’s energy transmission sys-
tem is capable of powering a variety of unmanned aircraft, as described by
Nugent and Kare (2011).
With the feasibility of laser-based wireless power transmission having been
demonstrated, the goal becomes the refinement and improvement of the tech-
nology. Advances in laser emitter and receiver technologies can improve the
efficiency of the power transfer, but the receiving and transmitting systems are
still required to co-operate to ensure accurate vehicle tracking and improve the
safety of the operation. From a flight dynamics perspective, this requires op-
timisation of aircraft trajectories with respect to the energy transmission system
and accurate tracking of these trajectories. Optimisation of quadrotor trajector-
ies in a wireless power transmission operation is described in Chapter 7, while
controller design is covered in Chapter 6.
CHAPTER 3
MODELLING THE QUADROTOR SYSTEM
To investigate the effects of model resolution and determine the benefits of
multi-resolution modelling, it is first necessary to develop a multi-resolution
model of the quadrotor. To obtain a sufficient number of models to both pop-
ulate the model family and satisfy the required scope of the models, two ap-
proaches to modelling are taken. The first approach identifies behaviours of
the quadrotor which may be described mechanistically, wherein the system is
described by models either derived from first principles or by relationships
identified in the literature. The second approach employs system identification
to obtain empirical models of quadrotor behaviours, based on data taken from
the Qball-X4 quadrotor. This latter approach is described in Chapter 4, while
the former is detailed in this chapter.
The literature review described in Chapter 2 highlights the range of models
which can be used to describe the behaviour of the quadrotor system. In addi-
tion to detailing relationships described the literature, this chapter presents the
rigid-body model which is key to simulation of the quadrotor behaviour. This
is derived twice, from the opposing formalisms of Newton-Euler and Euler-
Lagrange, and the differences in the results of each approach discussed. Ad-
ditional phenomena, highlighted by the literature, are introduced and their
models models described. Modelling of the rotor behaviour is of particular
interest, as the range of resolution in the rotor models expressed by the literat-
ure is broad. Some observations are made on the described models, leading to
further investigation of the system behaviours in the next chapter.
3.1 VEHICLE DESCRIPTION
The quadrotor is a rotary-wing aircraft which derives its lifting force and con-
trollability from the four identical rotors spaced uniformly around its centre of
mass. The fundamental mechanics of the quadrotor are then very simple. Since
each of the four rotors is fixed-pitch, the thrust and torque produced is con-
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trolled exclusively by changing the rotational speed of the rotor. In adjusting
the voltage or PWM signal to each motor, the rotorspeed may be controlled,
thus allowing each rotor to produce thrust and torque and induce translational
and rotational motion in the aircraft.
The manoeuvrability of the vehicle can result in highly non-linear behaviour
arising from cross-coupling in angular velocities and deviations from the hover
state (Das et al., 2009). The system is therefore often described by a non-linear
rigid-body model, with forces and moments typically informed by either an
instantaneous or first-order rotor model.
Figure 3.1 shows the quadrotor in a “plus” configuration. Rotors 1 and 2 are
aligned with the x-axis and rotate clockwise, while rotors 3 and 4 are aligned
with the y-axis and rotate counter-clockwise. The opposing rotation of each pair
of rotors ensures the torques are balanced in hover. Motion of the quadrotor
body is induced by manipulating the outputs of the rotors – thrust and torque
– via the input PWM. Figure 3.2 demonstrates the effect of this manipulation
on the forces and moments of the body. The net thrust T of the quadrotor is
determined by the throttle of the rotors, changing the thrust of all four rotors
equally by some amount ∆T, where ∆T may be either positive or negative. A
rolling moment Mx may be excited by adding ∆T to the thrust produced by
Rotor 3 and similarly subtracting ∆T from rotor 4. A pitching moment My is
excited by a similar thrust differential between rotors 1 and 2. Finally, a yawing
moment Mz is induced by adding a change in torque ∆Q to rotors 3 and 4,
which rotate counter-clockwise, and subtracting the same amount from rotors
1 and 2, which rotate clockwise.
Ignoring complex phenomena such as aero-elastic effects and airframe vi-
bration, the quadrotor can be considered a rigid body. As with a typical rigid
body, the quadrotor has both translational freedom, described by the position
r = [x, y, z]T ∈ R3, and rotational freedom, which may be described by the
attitude vector of Euler angles η = [φ, θ,ψ]T ∈ R3, the direction cosine matrix
RWB ∈ SO(3) or the quaternion vector q ∈ SU(2). The system therefore has
six degrees of freedom and only four inputs, making it under-actuated. This
must be taken into consideration when designing control algorithms for the
quadrotor.
3.2 FRAMES OF REFERENCE AND KINEMATICS
Quadrotor reference frames and kinematics are detailed by Beard (2008) and
are adapted in this section for use in modelling the Qball-X4. The position r
and attitude η of the quadrotor are described in an inertially-fixed, or “world”,
frame of reference, denoted byW . Phenomena such as the forces and moments
acting upon the vehicle are, however, described with respect to a frame of ref-
erence fixed on the vehicle body, denoted by B. The direction cosine matrix
RWB describes B with respect to W and may be used to transform phenomena
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Figure 3.1: Quadrotor body frame of reference with respect to world
frame and vehicle forces and moments. The thrust of each rotor acts
along the axis of rotation, while the torque opposes the direction of
rotation.
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Figure 3.2: Demonstration of rotor outputs on rigid-body forces.
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described in B to the world frame. Both reference frames and the kinematic
relationships between them are detailed in this section.
3.2.1 CHOOSING AN APPROPRIATE KINEMATIC REPRESENTATION
The rotational kinematics of the quadrotor may be described by one of several
methods. The most popular method highlighted by the literature and illus-
trated by Bouabdallah (2007), Voos (2009) and Das et al. (2009), among others,
is the use of Euler angles. While this is arguably the most intuitive approach
to describing attitude, it has disadvantages which are absent in the alternative
approaches of quaternions (Fresk and Nikolakopoulos, 2013) and Direction Co-
sines Matrices (DCM) (Mellinger, 2012). The choice of kinematic representation
for the quadrotor models described in this chapter is justified here.
The primary effect that the choice of kinematic representation has is on the
evolution of the vehicle attitude, described by its relationship with the angular
velocity of the vehicle ω. The Euler angles describe this relationship by
η˙ = J−1η ω (3.1)
where the inverted Jacobian matrix J−1η is given by
J−1η =
1 sin φ tan θ cos φ tan θ0 cos φ − sin φ
0 sin φ sec θ cos φ sec θ

with its full derivation described in Section 3.2.3. The primary advantage of
this approach is that the vector of Euler angles η provides a description of the
vehicle attitude which is very simple to interpret and arguably more intuitive
than other methods. The primary drawback is the presence of singularities for
the condition θ = pi/2, resulting from the tan θ terms in J−1η .
The quaternions describe the attitude response by the relationship (Saripalli,
2009)
q˙ =
1
2
Q(q)ω (3.2)
where q = [q0, q1, q2, q3]T and the matrix Q(q) is given by
Q(q) =

−q1 −q2 −q3
q0 q3 −q2
−q3 q0 q1
q2 −q1 q0
 (3.3)
This solution avoids singularities and is less computationally complex than
the Euler angle approach, as evidenced by the lack of trigonometric terms.
However, the solution to this relationship, the quaternion q, is far less intuitive
to interpret and requires a greater state space to solve.
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Finally, the attitude may be described by the direction cosine matrix R
(Mellinger et al., 2010a), which is related to the angular velocity by
R˙AB = R
A
Bω (3.4)
where R describes the rotation from some inertially-fixed frame of reference A
to the vehicle body-fixed frame of reference B. The advantage of this approach
is again the lack of singularities in the solution, while another is that RAB may
be directly used in describing the position response without the need to recon-
struct it from Euler angles, as described in Equation (3.7). The disadvantage of
this approach is again the storage required to handle the state transition, and
the lack of intuitive meaning in the solution.
Noting the advantages and disadvantages of each approach to describing
the attitude kinematics, a suitable representation may be selected. The quad-
rotor is not designed to operate near the condition under which singularities
occur in Euler angle representation, θ = pi/2, except under particularly ag-
gressive manoeuvres. As the investigations in this thesis does not consider
flights under such conditions, the presence of a singularity in the attitude kin-
ematics has no effect on the quadrotor response. Next, an intuitive means of
describing the vehicle attitude is preferred in order to compare the responses
of models of different resolution. While it is possible to obtain Euler angles
from both quaternions and DCMs, this represents a further calculation beyond
the solution of the attitude kinematics state transition. Thus, given the smaller
storage requirements of the Euler angle representation and the lack of need to
convert the solution to another format, the Euler angles are chosen to represent
the attitude kinematics of the quadrotor.
3.2.2 FRAMES OF REFERENCE
The world frameW is a right-handed orthogonal axes system and is inertially-
fixed with respect to a point on the Earth’s surface. The NED (north-east-down)
convention is satisfied, in that the x-axis is positive in the direction of north, the
y-axis is positive in the direction of east and the z-axis is positive in the direction
of the local gravity vector (Carrillo et al., 2012).
The quadrotor body-fixed frame B is a right-handed orthogonal axes system
and has origin at the quadrotor centre of mass. The x-axis is positive in the
nominal forward direction of the vehicle, the y-axis is positive in the nominal
starboard direction and the z-axis is positive downwards and normal to the x-
and y-axis, satisfying the condition z = x× y.
Vector properties in W may be described in B by rotating through each of
the rotational degrees of freedom of the quadrotor in sequence. If the World-
fixed frame W is transformed to the body-fixed frame B using the rotation
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sequence yaw-pitch-roll, the direction cosine matrix describingW in B is
RBW =
1 0 00 cos φ sin φ
0 − sin φ cos φ

cos θ 0 − sin θ0 1 0
sin θ 0 cos θ

 cosψ sinψ 0− sinψ cosψ 0
0 0 1

=
 cθcψ cθsψ −sθsφsθcψ − cφsψ sφsθsψ + cφcψ sφcθ
cφsθcψ + sφsψ cφsθsψ − sφcψ cφcθ

(3.5)
The orientation of B, and therefore the attitude of quadrotor, is then de-
scribed inW by the reverse transformation
RWB = R
B
W
T
=
cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψcθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ
 (3.6)
3.2.3 KINEMATIC RELATIONSHIPS
Given the reference frame definitions provided by Equations (3.5) and (3.6), it
is possible to define the kinematics of the quadrotor as follows. For a velocity
vector v described in B, the position response inW is given by
r˙ = RWB v (3.7)
The angular velocity ω in B may be similarly described in W . The angular
velocity may also be related to the rates of change of the attitude angles η˙ by
ω =
φ˙0
0
+
1 0 00 cos φ sin φ
0 − sin φ cos φ

0θ˙
0

+
1 0 00 cos φ sin φ
0 − sin φ cos φ

cos θ 0 − sin θ0 1 0
sin θ 0 cos θ

00
ψ˙

(3.8)
This provides the Jacobian matrix Jη which relates the body angular velo-
cities to the Euler rates by
ω = Jη η˙ (3.9)
and is expressed by
Jη =
1 0 − sin θ0 cos φ sin φ cos θ
0 − sin φ cos φ cos θ
 (3.10)
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The reverse transformation then provides the attitude response as a function
of the quadrotor’s angular velocity
η˙ = J−1η ω
where J−1η =
1 sin φ tan θ cos φ tan θ0 cos φ − sin φ
0 sin φ sec θ cos φ sec θ
 (3.11)
3.3 RIGID BODY DYNAMICS
A rigid body model is used to describe the translational and rotational response
of the quadrotor to a force F and moment M. The rigid body model may be
derived from both Newton-Euler and Euler-Lagrange formalisms, producing
identical results. Both approaches are employed here – the results are then
discussed and a single model chosen for the quadrotor model family. The full
derivations from both formalisms are described in Appendix D.
3.3.1 DERIVATION FROM NEWTON-EULER FORMALISM
The translational and rotational dynamics of a rotating rigid body are derived
using Newton-Euler formalism. This approach considers the linear and angular
momentum of the body. The translational and rotational components of the
response are easily separated and are described as such here.
TRANSLATIONAL RESPONSE
Consider a body represented by a point of mass m. The translational response
of the body is obtained by considering its linear momentum, described in the
inertially-fixed World frameW by
p = mr˙ (3.12)
The force inW is the rate of change of linear momentum with time, giving
the simple solution
FW = m
dr˙
dt
= mr¨ (3.13)
Alternatively, the force in the body-fixed frame B may be described by not-
ing the kinematic relationship r˙ = RWB v. The force inW is now
FW = m
d
dt
(
RWB v
)
Noting the relationship R˙ = R[ω]×, the force in B is found to be
FB = m(v˙+ω× v) (3.14)
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ROTATIONAL RESPONSE
The rotational response is obtained similarly. The inertia matrix I of a body
is constant when described in the body-fixed frame B. The time-dependent
inertia matrix inW is then given by the relationship IW = RWB IRBW .
The angular momentum of a body with inertia matrix I is therefore de-
scribed in the World frameW by
L = IWωW (3.15)
The moment in W is then the rate of change of angular momentum with
time, giving
MW =
d
dt
(
IWωW
)
which results in Euler’s equation, with the form
MW = IW ω˙W +ωW × IWωW (3.16)
Noting the transformations of the moment MW = RWB M
B , angular velocity
ωW = RWB ω
B and angular acceleration ω˙W = RWB ω˙
B , Euler’s equation may be
described in the body-fixed frame to provide the rotational response
Iω˙ = M−ω× Iω (3.17)
where the superscripts are dropped for brevity, giving MB = M and ωB = ω.
3.3.2 DERIVATION FROM EULER-LAGRANGE FORMALISM
The translational and rotational dynamics of a rotating rigid body are derived
using Euler-Lagrange formalism. This approach considers the potential and
kinetic energy of the system, the latter of which is composed of translational
and rotational components.
Consider the generalised coordinate vector
q =
[
r
η
]
composed of a translational component r and rotational component η.
The Lagrangian of the rigid body is the difference between the kinetic en-
ergy of the system and its potential energy. The kinetic energy is composed of
translational and rotational components, giving
L = Ttrans + Trot −V (3.18)
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The total translational kinetic energy of the system is given by
Ttrans =
1
2
mr˙T r˙
while the total rotational kinetic energy is given by
Trot =
1
2
ωTIω
and the gravitational potential energy by
V = mgz
Recall the relationship between angular velocity and Euler rates described
by Equation (3.9). The rotational kinetic energy may then be described in terms
of the generalised coordinates
Trot =
1
2
η˙TJTη IJη η˙
The Lagrangian is then
L =
1
2
mr˙T r˙+
1
2
η˙TJTη IJη η˙−mgz
The generalised force vector Q is composed of the forces and moments
described in the body frame B of the quadrotor
Q =
[
F¯B
JTηMB
]
The system dynamics are then derived using the described Lagrangian and
the Euler-Lagrange equation, given by Goldstein et al. (2001) as
d
dt
(
∂L
∂q˙
)
− ∂L
∂q
= Q (3.19)
The resulting solution describes the translational motion with
mr¨−mgzˆ = RWB F¯B (3.20)
where F¯B describes the non-gravitational force, as the gravitational contribution
is already present due to consideration of the gravitational potential.
The rotational dynamics have the more complex solution
Jη¨+ C(η, η˙)η˙ = JTηM (3.21)
where J = J(η) = JTη IJη and C(η, η˙) describes the Coriolis component of the
response. Using the small angle approximation, the rotational dynamics then
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simplify to
Iη¨ = M− η˙× Iη˙ (3.22)
3.3.3 LINEARISED MODEL
A linear rigid-body model may be obtained by linearising about the states
r0 = [x, y, z]T η0 = [0, 0,ψ]
T
r˙0 = [0, 0, 0]T ω0 = η˙0 = [0, 0, 0]
T
Assuming the presence of a gravitational force, the linear rigid-body model
is described by
r¨ =
1
m
cosψ − sinψ 0sinψ cosψ 0
0 0 1
 F¯B + g
− sinψ − cosψcosψ − sinψ
0 0
 [φ
θ
]
+
00
g

η¨ = I−1M
(3.23)
3.4 QUADROTOR FORCES AND MOMENTS
The described rigid body models relate the translational and rotational re-
sponses of the quadrotor to a force F and moment M, the compositions of
which must be determined. Contributions to the force and moment include
standard considerations such as the gravitational force and rotor response and
more complex phenomena, described here.
3.4.1 GRAVITATIONAL FORCE
The gravitational force, already highlighted by the Euler-Lagrange derivation,
acts exclusively in the z-axis of the world frame. Described in B, it is
Fgrav = RBW
 00
mg
 (3.24)
3.4.2 PROPULSIVE FORCE AND MOMENT
The majority of rotor models described by the literature assume that the thrust
and torque produced by each rotor act exclusively in the z-axis of the body-
fixed frame. The net propulsive force is therefore in the direction of zB only,
giving
Fprop =
 00
−(T1 + T2 + T3 + T4)
 (3.25)
where Ti is the thrust generated by rotor i ∈ {1, 2, 3, 4}.
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The propulsive moment arises from the thrusting action of each rotor about
the centre of mass, which induces rolling and pitching motion. Additionally,
the reactive torque of the rotors on the airframe produces a yaw response. The
moment vector is therefore
Mprop =
 L(T3 − T4)L(T2 − T1)
−Q1 −Q2 + Q3 + Q4
 (3.26)
where L is the distance of the rotor hubs from the centre of mass and Qi is the
torque generated by rotor i.
3.4.3 GYROSCOPIC TORQUE
The rotation of the rotor blades in combination with the body rotation results
in a gyroscopic torque (Voos, 2009). If each rotor i ∈ {1, 2, 3, 4} has rotational
velocity Ωi and moment of inertia Ir about the axis of rotation, the gyroscopic
torque is
Mgyro = Ir
(
ω× zˆB
)
(Ω1 +Ω2 +Ω3 +Ω4) (3.27)
3.4.4 AERODYNAMIC DRAG
Aerodynamic drag on the quadrotor airframe can be approximated by the non-
linear model
Fdrag =
1
2
Acρ
cx x˙|x˙|cyy˙|y˙|
cz z˙|z˙|
 (3.28)
where cx, cy, cz are drag coefficients, Ac is the effective body surface area and
ρ is the atmospheric density. Linearising about a constant velocity provides the
linear model
Fdrag =
1
2
Acρ
c¯x x˙c¯yy˙
c¯z z˙
 (3.29)
where c¯x, c¯y, c¯z are the linearised drag coefficients.
The majority of quadrotor models in the literature neglect aerodynamic
drag, due to its negligible effect at low airspeeds. Inclusion of a drag model in
description of the quadrotor has the useful property of allowing the vehicle to
be trimmed about non-zero horizontal velocities.
3.5 ROTOR MODEL
Control of the quadrotor is achieved by adjusting the performance of each rotor
such that the net force and moment in or about each axis produces the desired
motion. The thrust and torque produced by a single rotor is related to its rota-
tional speed. This is controlled by a pulse width modulation or voltage signal.
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While the literature highlighted the tendency of some models to employ the
rotorspeed Ω of each motor as the system input, the true input to the motor
driving each rotor is either pulse width modulation or voltage. The former
is used by the Qball-X4 quadrotor, while the latter is described in literature.
Description of the thrust and torque response to the motor input therefore re-
quires either: mapping of thrust and torque to rotorspeed; or direct mapping of
thrust and torque to the motor input. The former approach employs separate
models of the propeller and motor, described here, while the latter requires an
empirical approach to modelling and is described in Chapter 4.
3.5.1 PROPELLER MODEL
From Prouty (1990), the thrust T and torque Q produced by a rotor can be
related to its rotational speed Ω by
T = CTρAR2Ω2
Q = CQρAR3Ω2
(3.30)
where A is the rotor disk area and R is the rotor radius. The thrust and torque
coefficients, CT and CQ respectively, are obtained either from empirical data or
analytically, using the relationships described by Fay (2001)
CT
σa
=
(
1
6
+
1
4
µ2
)
θ0 −
(
1+ µ2
) θtw
8
− 1
4
λ
CQ
σa
=
1
8a
(
1+ µ2
)
C¯d + λ
(
1
6
θ0 − 18θtw −
1
4
λ
) (3.31)
where, for the quadrotor, the root pitch θ0 and blade twist θtw are fixed. The ad-
vance ratio µ changes with vertical flight, resulting in a decrease in both thrust
and torque with velocity increase in −zB . Brandt and Selig (2011) demonstrate
the loss of performance as advance ratio increases. The losses associated with
the relatively small advance ratios of quadrotor are flight are negligible, how-
ever. The inflow ratio λ is roughly constant for the same reason.
Constant values of CT and CQ, obtained experimentally, describe the rotor
behaviour in static flow, a valid assumption for the quadrotor, which normally
operates around the hover state. Variable rotor coefficients are useful in more
precise analysis of rotor behaviours, as exemplified by Pounds et al. (2010), who
examine the effects of rotor flex on quadrotor control.
Bouabdallah (2007) also describes a hub force produced by the propeller,
which acts normal to the axis of rotation and is similarly described by
H = CHρAR2Ω2
CH
σa
=
1
4a
µC¯d +
1
4
λµ
(
θ0 − θtw2
) (3.32)
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and a rolling moment resulting from asymmetrical lift distribution over the
rotor disk during forward flight, described by
Rm = CRmρAR
3Ω2
CRm
σa
= −µ
(
1
6
θ0 − 18θtw −
1
8
λ
) (3.33)
The propeller model is often simplified in literature to the linear relationship
T = KTΩ2
Q = KQΩ2
(3.34)
where the gains KT and KQ are determined through system identification. This
model is typically used in controller and trajectory design as it sufficiently
describes the performance of the rotors around hover.
3.5.2 MOTOR MODEL
Motor models related in the literature exclusively describe the behaviour of a
DC motor driven by a voltage signal. While the three-phase motor employed
by the Qball may be modelled empirically, the DC motor model is included
here for future consideration. As described by Bresciani (2008), by incorporat-
ing rotor and gearbox models, the dynamics of the full rotor system may be
described by
JTRΩ˙ = −KEKMRM ηEN
2Ω− dΩ2 + KM
RM
ηNu (3.35)
where JTR is the moment of inertia of the rotor, KE and KM are electrical and
mechanical constants, ηE is the efficiency of the system, N is the gearbox ratio
and RM is the resistance in the motor. The input u is a voltage signal in this
instance.
Linearising about a nominal operating condition, the rotational speed at
hover Ωh, the rotational response of the rotor is given by
Ω˙ = ARΩ+ BRu + CR (3.36)
where the coefficients are
AR = −KEKMηN
2
JTRRM
− 2d
JTR
Ωh
BR =
KMηN
JTRRM
CR =
d
JTR
Ω2h
and the parameters comprising them are dependent on the properties of the
motor and rotor blades.
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3.6 INPUTS AND PSEUDO-INPUTS
Denoting the input to a rotor i = {1, 2, 3, 4} as ui, the input vector to the quad-
rotor system is then
u = [u1, u2, u3, u4]T (3.37)
Pseudo-inputs are often used in lieu of the true motor inputs to simplify
controller design and stability analyses. Note the effect of the rotor thrusts
and torques on the quadrotor forces and moments as described by Figure 3.2.
Consider only the propulsive forces on the quadrotor. A linear relationship is
assumed between the thrust T and torque Q generated by a rotor and its input
u. Thus, for a rotor i, its thrust and torque models are described by
Ti = KTui Qi = KQui (3.38)
Defining the net thrust
T =
4
∑
i=1
Ti
and noting Equation (3.26), the net thrust and moments acting on the quadrotor
are then related to the input u by
T
Mx
My
Mz
 =

T1 + T2 + T3 + T4
L(T3 − T4)
L(T2 − T1)
−Q1 −Q2 + Q3 + Q4
 =

KT(u1 + u2 + u3 + u4)
KT L(u3 − u4)
KT L(u2 − u1)
KQ(−u1 − u2 + u3 + u4)

The net thrust and moments are demonstrated by these equations to have
linear relationships with the inputs. Thus, the four-pseudo inputs may be
defined by normalising the thrust and moments with respect to the input u.
The resulting pseudo-input vector is denoted
u∗ = [ucol, ulat, ulong, uyaw]T (3.39)
and is related to the quadrotor thrust and moments, and hence the true input
u, by 
ucol
ulat
ulong
uyaw
 =

T/KT
Mx/KT L
My/KT L
Mz/KQ
 =

1 1 1 1
0 0 1 −1
−1 1 0 0
−1 −1 1 1


u1
u2
u3
u4
 (3.40)
Thus, the pseudo-input is related to the true input by the relationship u∗ =
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Cu where the Jacobian C is
C =

1 1 1 1
0 0 1 −1
−1 1 0 0
−1 −1 1 1

Use of pseudo-inputs provides a more intuitive approach to controlling the
quadrotor, as each input can be considered to induce motion in a specific direc-
tion. The collective input ucol drives linear motion in the zB direction, the lateral
input ulat controls rolling motion about xB , the longitudinal input ulong simil-
arly controls pitching motion about yB and the yaw input uyaw controls yawing
motion about zB . Employing pseudo-inputs has the added benefit of allowing
the quadrotor system to be described as a series of single-input, single-output
systems.
The inverse relationship may be employed to allow pseudo-inputs specified
by the vehicle controller to be translated into true system inputs, that is
u = C−1u∗
For the case where the relationship of thrust and torque with input is not
linear, the above simplification does not apply.
3.7 ADDITIONAL PHENOMENA
Additional phenomena which do not contribute directly to the force and mo-
ment acting on the quadrotor are described here.
3.7.1 GROUND EFFECT
Ground effect results in thrust augmentation at altitudes of approximately half
the rotor diameter. Bouabdallah (2007) describes the ground effect as
TIGE = CT,IGEρAR2Ω2
CT,IGE
σa
=
CT,OGE
σa
+
δvi
4ΩR
(3.41)
where the in ground effect thrust coefficient CIGE is related to the out of ground
effect coefficient COGE and a variation in the rotor inflow velocity δvi which
is induced by the image of the rotor, as described by Cheeseman and Bennett
(1955). The inflow variation may be described by the function of height z and
inflow velocity vi
δvi = vi
(
R
4z
)2
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Modelling of ground effect thus requires an inflow model is included in the
description of rotor behaviour.
3.7.2 AIRFRAME BLOCKAGE AND DRAG
The performance of the rotors in isolation is known as the free-air performance
(ESDU, 1985, 2006). The typical operating thrust and torque is reduced in com-
parison to free-air thrust and torque. This is due to airflow blockage caused by
the surrounding structure. The rotors on a typical quadrotor are mounted on
arms extending out from the centre of mass – these can cause some blockage.
Additionally, some vehicles such as the Qball-X4 have protective cages which
can affect the airflow through the rotors both upstream and downstream. The
rotors can also create a drag force on the airframe, which opposes the direction
of thrust and thus reduces performance further.
The rotors of the quadrotor are typically mounted on arms extending out
from the centre of the vehicle. This can cause blockage of airflow through
the rotors, resulting in a reduction in performance. Additionally, aircraft such
as the Qball-X4 have protective cages which can cause a further reduction in
performance.
3.7.3 ATMOSPHERIC TURBULENCE
Atmospheric turbulence impacts the quadrotor behaviour both as a disturbance
force acting on the aircraft body and as a contribution to the inflow velocity on
each rotor. The impact of the former may be modelled by substituting the
inertial velocities in Equation (3.28) for the local airspeed components. The
latter requires a model of the inflow effects on rotor performance. Description
of the gust field itself is achieved either through a stochastic model with realistic
bounds or using computational fluid dynamics to generate a velocity field, as
described in Murray et al. (2014). This latter approach is yet another example
of resolution increase, as well as an expansion of the model scope.
3.7.4 PROCESS NOISE
The state of a dynamic system is subject to process noise. This noise typically
describes such phenomena as those detailed in this section. Combining dis-
turbances such as gusts and vehicle vibration into a single noise vector is an
yet another example of abstraction. Algorithms such as the Kalman Filter (Kal-
man, 1960) require knowledge of the covariance of the process noise in order to
accurately estimate the system state. The process noise may also be included in
models of the system to more accurately reflect its stochastic nature.
A non-linear controllable system with process noise w has the general form
x˙(t) = f (x(t),u(t),w(t))
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where w has covariance Q and normal probability distribution
w(t) ∼ N(0,Q(t))
CHAPTER 4
SYSTEM IDENTIFICATION OF THE QBALL-X4
QUADROTOR
System identification is used to provide data for the properties and models
described in Chapter 3. Several approaches are available to determine sys-
tem constants, including analytical and experimental methods. The results
presented here are obtained primarily from experimental tests conducted on
the Qball-X4 quadrotor in the University of Glasgow’s Micro Air Systems Tech-
nologies (MAST) Laboratory. A complete summary of the identified properties
is provided in Appendix G.
The Qball-X4 quadrotor, shown in Figure 1.2, is the primary platform for
investigation of autonomous systems in the MAST Laboratory. The primary
purpose of the Qball in this project is to provide accurate values for the proper-
ties of the mechanistic models described in Chapter 3 and to provide empirical
models of subsystems such as the rotors. The Qball is capable of autonomous
flight using the MAST Laboratory’s Optitrack motion capture system, which
supplies position and attitude measurements to the Qball’s control system.
The setup and calibration of the Optitrack system are detailed in Appendix
C. The Qball’s rotors are driven by brushless outrunner motors supplied by a
constant voltage and variable Pulse-Width Modulation (PWM) signal. The on-
board hardware allows direct control of the PWM signal supplied to the Elec-
tronic Speed Controller (ESC) of each motor. For the purposes of controlling
the Qball and its derived model, the system input u is a vector of inputs of the
form
ui = u¯i − u¯0 (4.1)
where u¯i is the PWM signal to motor i = {1, 2, 3, 4} and u¯0 is the PWM value
corresponding to zero throttle.
44
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4.1 THE MAST LABORATORY
The MAST Laboratory, shown in Figure 4.1, is used to design, build and test mi-
cro air vehicles, enabling rapid prototyping and allowing the full system design
process to be undertaken. The MAST Laboratory employs an OptitrackTM mo-
tion capture system, supplied by Natural Point, Inc (2014), to provide posi-
tion and attitude tracking of rigid bodies to a ground station computer. The
QUARC R© real-time control software, supplied with the Qball-X4 by Quanser,
Inc (2014), provides toolboxes which facilitate control of the Qball. System con-
trollers may be developed in Simulink R© (The MathWorks, Inc, 2014a), using
the QUARC toolboxes to received position and attitude data via Optitrack and
send PWM commands to the Qball-X4 via a wifi connection.
The primary role of the MAST Laboratory in the investigations described
in this thesis is to supply empirical data relating to the Qball-X4 for use in
the described models. To enable this, a major part of this project has been the
installation and setup of the hardware and software which gives the MAST
Laboratory its capabilities. For the sake of brevity, the major accomplishments
may be summarised as:
• Installation of QUARC interface software and ground station hardware
for the Qball-X4 quadrotor.
• Testing and trouble-shooting of Qball-X4 manual flight controllers.
• Optimisation of camera placement using a model of the Optitrack camera
system, described in Appendix C.
• Supervision of camera system installation and iterative refinement of cam-
era positions are orientations.
• Calibration of camera system and testing of Qball-X4 in autonomous
flight mode.
• Development and testing of prototype micro air vehicles, including a
hexrotor and an octocopter.
4.2 BASIC PROPERTIES
Basic properties of the quadrotor and environment are easily obtained. Mass
is measured using a digital scale, accurate to 0.001 kg. Table 4.1 provides the
mass of the Qball, absent the photovoltaic sensor. With consideration of the
position of the centre of mass (Section 4.3), the rotor moment arms are found to
be of equal distance from the zB axis. The rotor radius and disk area are based
on measurements taken from the Qball’s four APC 10x4.7 slow flyer propellers.
Finally, standard values of the acceleration due to gravity and atmospheric
density at sea level are used.
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Figure 4.1: The University of Glasgow’s MAST Laboratory, showing the
Optitrack motion capture system and one of several quadrotor MAVs.
Table 4.1: Basic Qball-X4 properties.
Property Symbol Value Unit
Mass m 1.512 kg
Acceleration due to gravity g 9.81 m s−2
Atmospheric density ρ 1.225 kg m−3
Rotor moment arm L 0.2 m
Rotor radius R 0.127 m
Rotor disk area A 0.051 m2
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Figure 4.2: Location of and forces at the centre of mass of the quad-
rotor and the three support points at the vertices of the protective
cage.
4.3 CENTRE OF MASS
The centre of mass is required in order to determine the moments of inertia of
the vehicle body and the moment arms of the rotors.
4.3.1 METHODOLOGY
LOCATING THE CENTRE OF MASS IN A SINGLE PLANE
The quadrotor is supported at three points which form a plane, normal to the
weight vector of the vehicle, as shown in Figure 4.2. The vehicle weight is
distributed amongst the supports, each of which is subject to a resultant force,
dependent on the position of the point with respect to the centre of mass. Thus,
the structure may be described by
M = (r1 − rcg)× F1 + (r2 − rcg)× F2 + (r3 − rcg)× F3 = 0 (4.2)
where each point i = {1, 2, 3} has position ri and is subject to force Fi, and rcg
is the position of the centre of mass.
Alternatively, since the moments arising from the forces on each point are
known to balance the weight acting through rcg, the net moment may be de-
scribed by
rcg × (mgzˆ) = r1 × F1 + r2 × F2 + r3 × F3 (4.3)
The position of the centre of mass in the horizontal plane formed by the
three support points is then obtained from
r∗cg =
1
mg
zˆ× (r1 × F1 + r2 × F2 + r3 × F3) (4.4)
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Plane 2
Plane 1
l1
l2rcg
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Figure 4.3: The centre of mass exists at the intersection of the two lines
l1 and l2. The lines are normal to the planes defined by the support
points of each orientation.
Thus, the centre of mass is known to lie along a line, normal to the hori-
zontal plane, which passes through point rcg.
Selecting three new support points, the vehicle is then positioned such that
the weight vector acts in a different direction in the body-fixed frame. In re-
peating the above operations for this new orientation, the position of the centre
of mass in a second plane is found. The CG is then known to exist at the
intersection of the lines passing through the two planes at points r∗cg,1 and r
∗
cg,2.
LINE INTERSECTION
Figure 4.3 shows the intersection of the two lines at the centre of mass. The line
normal to plane 1 and passing through r∗cg,1 is described by the equation
l1 = r∗cg,1 + t1n1 (4.5)
with the line normal to plane 2 similarly described by
l2 = r∗cg,2 + t2n2 (4.6)
where n1 and n2 are the surface normals for each plane.
It is assumed that a unique solution exists for the intersection of the two
lines. The centre of mass thus lies at this intersection point, given by
rcg = r∗cg,1 + t1n1
= r∗cg,2 + t2n2
(4.7)
where t1 and t2 are parameters describing the distance of the CG along each
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Figure 4.4: Experimental data provides the resultant forces and posi-
tions of each point, allowing two planes to be defined. The position of
the centre of mass in each plane then provides the three-dimensional
position at the intersection of each line.
line from the points r∗cg,1 and r
∗
cg,2, respectively.
The intersection of the two lines is then found by equating the components
of the lines in two axes and solving for t1 and t2. Thus, for the equations
x∗cg,1 + t1n1,x = x
∗
cg,2 + t2n2,x
z∗cg,1 + t1n1,z = z
∗
cg,2 + t2n2,z
(4.8)
have the solutions
t1 =
n2,x(z∗cg,1 − z∗cg,2)− n2,z(x∗cg,1 − x∗cg,2)
n1,xn2,z − n2,xn1,z
t2 =
n1,x(z∗cg,1 − z∗cg,2)− n1,z(x∗cg,1 − x∗cg,2)
n1,xn2,z − n2,xn1,z
(4.9)
4.3.2 EXPERIMENTAL RESULTS
The Optitrack motion capture system, typically employed to track MAVs in
the MAST Laboratory, was used to record the position of the support points,
relative to the reference frame used in the lab. The Qball was supported on
its side and the weight acting on each point recorded. It was then oriented as
normal, with the weight through three of the supporting feet recorded. The
Optitrack system then provided the positions of the six points comprising the
two horizontal planes.
The normals of each plane then provide the direction vector along which
the supporting forces act. Applying the methodology presented in the previous
section, the equations of the lines are described in the Optitrack reference frame
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by
l1 =
−0.07570.0300
0.0174
+ t1
 00
−1
 (4.10)
l2 =
−0.28920.0377
−0.0252
+ t2
 0.7491−0.0392
−0.6613
 (4.11)
The intersection of these lines in the x-z plane provides the solutions t1 =
0.2311 and t2 = 0.2850. Substituting into equations (4.10) and (4.11) then
provide two solutions for the position of the centre of mass,
rcg,1 =
−0.07570.0300
−0.2137

rcg,2 =
−0.07570.0266
−0.2137

The existence of two solutions is due to the two lines not intersecting in
three-dimensional space, but rather passing within millimetres of one another.
This error can be attributed to the resolution of the Optitrack system and differ-
ences between the positions of the markers used to denote the support points
and the true positions of the support points.
The position of the centre of mass is thus taken as the centroid of the two
calculated positions,
rcg =
−0.07570.0286
−0.2137

which corresponds to a point directly below the geometric centre of the quad-
rotor airframe, as shown in Figure 4.4. Denoting the geometric centre as point
p, the centre of mass thus has relative position
rBcg/p =
0.000.00
0.05

described in the body-fixed frame.
4.4 MOMENTS OF INERTIA
The moments of inertia of the quadrotor are required to accurately model its
attitude dynamics. While it is possible to derive the moments of inertia about
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Figure 4.5: The bifilar torsional pendulum. The body is suspended at two
points on either side of the centre of mass. By rotating through angle
θ, the body gains height z. The moment which drives the rotational
response of the system is then provided by the weight of the body.
each of the principle axes analytically through consideration of the mass and
positions of the vehicle components (Bresciani, 2008), an experimental approach
is employed here. Due to the cross configuration of the aircraft, it is assumed
that off-axis inertias are negligible. The bifilar pendulum method is used to
determine the principle moments of inertia of the quadrotor.
4.4.1 THE BIFILAR TORSIONAL PENDULUM
The bifilar pendulum test described by Jardin and Mueller (2009) involves sus-
pending the vehicle with two wires of length h, separated by distance D (Figure
4.5). If the centre of the quadrotor-body-fixed frame of reference B is located at
the centre of mass, then the vehicle is positioned such that the axis of interest
is located at the halfway point between the suspending wires and is parallel to
them.
The vehicle is then rotated through angle θ about the axis of interest such
that it rises through height z. The weight of the vehicle then provides the
restoring torque which drives the rotational response of the system. The mo-
ment of inertia about the axis of interest may then be obtained from the natural
frequency of the response. The relationship between moment of inertia and
natural frequency is determined by first deriving the equation of motion of the
rotational response using Euler-Lagrange formalism.
Recalling the Euler-Lagrange equation, and considering the single general-
ised coordinate θ, the response of the system to a moment M is described by
d
dt
(
∂L
∂θ˙
)
− ∂L
∂θ
= M (4.12)
As before, the Lagrangian is the difference between the kinetic energy of
the system, composed of rotational and translational components and given by
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T =
1
2
Iθ˙2 +
1
2
mz˙2 (4.13)
and the gravitational potential energy, given by
V = mgz (4.14)
The frequency of the rotational response of the pendulum is the property
of interest; the vertical displacement z is thus described in terms of θ. The
resulting relationship, derived by considering the geometry of the system, is
z = h
(
1−
√
1− D
2
2h2
(1− cos θ)
)
(4.15)
The translational kinetic energy is negligible in comparison to the rotational
kinetic energy, thus the Lagrangian is simplified and Equation (4.15) substituted
to obtain
L =
1
2
Iθ˙2 −mgz
=
1
2
Iθ˙2 −mgh
(
1−
√
1− D
2
2h2
(1− cos θ)
) (4.16)
Assuming both aerodynamic drag and viscous damping are opposing the
motion of the pendulum, the moment M is expressed by
Q = −KD θ˙|θ˙| − CD θ˙ (4.17)
The equation of motion describing the rotational response is then obtained
by substituting the expressions for kinetic energy, potential energy and gener-
alised force in Equation (4.12):
θ¨ +
KD
I
θ˙|θ˙|+ CD
I
θ˙ +
mgD2
4Ih
sin θ√
1− D22h2 (1− cos θ)
= 0 (4.18)
A linear approximation is obtained by describing the aerodynamic damping
term with a linear function and using the small angle assumption, resulting in
θ¨ +
1
I
(
8A
3pi
KD + CD
)
θ˙ +
mgD2
4Ih
θ = 0 (4.19)
Comparing to the equation of motion for a simple harmonic oscillator,
θ¨ + 2ζωn θ˙ +ω2nθ = 0 (4.20)
the moment of inertia may be related to the natural frequency of the response
by
I =
mgD2
4Iω2n
(4.21)
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Table 4.2: Measured moments of inertia, compared with values supplied
by the vendor of the Qball.
Property Symbol Value Vendor Unit
Moment of inertia about xB Ix 0.032 0.03 kg m2
Moment of inertia about yB Iy 0.033 0.03 kg m2
Moment of inertia about zB Iz 0.041 0.04 kg m2
For Equation (4.21) to provide accurate results, the linear approximation of
the system response must accurately describe the system dynamics. The initial
rotational displacement of the vehicle body must therefore be small. For an
error of less than 1%, θ must be in the range −14◦ ≤ θ ≤ 14◦.
4.4.2 EXPERIMENTAL RESULTS
The quadrotor is oriented such that the x-axis of the quadrotor is aligned with
the vertical axis and the centre of mass positioned midway between the sus-
pension wires. A small initial angular displacement about the vertical axis then
results in a damped oscillatory response. The rotation of the system is captured
on video and the period of ten oscillations determined. The natural frequency
of the system is then
ωn =
2pi
T
(4.22)
where T is the period of a single oscillation.
The experiment is repeated for rotation about the x-axis with slight vari-
ations on the initial displacement. The same process is then repeated for the y-
and z-axes in the quadrotor body-fixed frame. The average natural frequency
of the response in each axis then provides the moments of inertia as given in
Table 4.2.
4.5 ROTOR PROPERTIES AND DYNAMICS
The behaviour of the Qball’s rotors may be described either mechanistically or
empirically. Section 3.5 describes a rotor model composed of an actuator disk
in static flow and a simple motor model. For this model to accurately predict
the response of the Qball’s rotors, it is necessary to determine the constant
properties of the models. Alternately, an empirical model of the rotor response
may be obtained by identifying the steady-state and dynamic relationships of
the rotors.
4.5.1 METHODOLOGY
Each of the four propeller and motor pairs are attached to a transducer as
shown in Figure 4.6. The transducer measures the axial force and torque of the
rotor, which it outputs as two voltage signals. The voltage signals are received
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Figure 4.6: Experimental rig for rotor characterisation.
in LabVIEW and converted to thrust and torque using the calibration data de-
tailed in Appendix E. A variable-frequency strobe light is used to measure the
rotorspeed. The PWM command to the motor is supplied using a custom con-
troller deployed on the Qball’s autopilot hardware. The PWM command u¯ is
increased incrementally in the range [0.05, 0.1] and the rotorspeed, thrust and
torque are recorded. The voltage level of the motor’s power supply is also re-
corded. The complete set of data obtained during system identification of the
rotors is described in Appendix E.
4.5.2 IDENTIFYING PROPERTIES OF A MECHANISTIC ROTOR MODEL
A mechanistic rotor model is described in Section 3.5. The propeller model
described by Equation (3.30) requires identification of the atmospheric density
at the aircraft’s operating altitude, the rotor radius and the thrust and torque
coefficients of the rotor disk. Using the properties described in Section 4.2,
identifying the relationship between thrust T, torque Q and rotorspeed Ω can
provide the thrust and torque coefficients, CT and CQ, respectively. The thrust
and torque measurements taken by the transducer are compared to the rotor-
speed measurements across the given range of PWM values. The resulting
relationships are shown in Figure 4.7. From the experimental data, the thrust
and torque of the Qball in static flow may be approximated by the relationships
T = 1.7× 10−5 Ω2 Q = 2.6× 10−7 Ω2
The identified thrust and torque coefficients are then given in Table 4.3. The
values are shown to be consistent with those described by Brandt and Selig
(2011) for an identical propeller in static flow.
The motor model described by Equation (3.36) is composed of several con-
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(a) Static thrust relationship with
rotorspeed.
(b) Static torque relationship with
rotorspeed.
Figure 4.7: Measured thrust and torque relationships with rotorspeed
at steady-state.
Table 4.3: Identified thrust and torque coefficients, compared to values
provided by Brandt and Selig (2011) for identical propeller at compar-
able rotorspeed.
Property Symbol Value Brandt & Selig
Thrust coefficient CT 0.0170 0.0155
Torque coefficient CQ 0.0026 0.0021
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(a) Experimental data showing
thrust variation with both PWM and
voltage.
(b) Thrust surface function fitted to
experimental data.
Figure 4.8: Thrust characterisation results.
stants related to the configuration of the motor. The motor model describes
a DC motor driven by a voltage signal, while the Qball uses three-phase mo-
tors driven by a constant voltage and PWM signal. An empirical approach to
modelling the rotor behaviour is therefore taken.
4.5.3 AN EMPIRICAL MODEL OF ROTOR BEHAVIOUR
An empirical model of the rotors may be developed by identifying both steady-
state and dynamic relationships.
STEADY-STATE RELATIONSHIPS
The thrust and torque of each rotor is measured across the range of PWM val-
ues given previously. Successive iterations of the experiment indicated a loss
in thrust and torque with a decrease in the voltage supply to the motor. The
results of the rotor system identification therefore describe the relationship of
thrust and torque with both PWM and the supplied voltage. MATLAB’s Curve
Fitting Tool is used to fit the experimental data to a quadratic polynomial sur-
face. This approach employs a linear least squares algorithm with robustness
provided by the least absolute residual. Figures 4.8 and 4.9 show the captured
data from several iterations of the experiment, across a range of PWM and
voltage values. The thrust and torque relationships with zeroed PWM u and
voltage V are then
T = kT1u + kT2u2 + kT3uV
Q = kQ1u + kQ2u2 + kQ3uV
(4.23)
where the coefficients of each polynomial are given in Table 4.4.
The nominal operating voltage of the Qball’s lithium-polymer batteries is
11.1 V. Assuming a constant voltage level during flight, a linear thrust and
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(a) Experimental data showing
torque variation with both PWM and
voltage.
(b) Torque surface function fitted to
experimental data.
Figure 4.9: Torque characterisation results.
Table 4.4: Coefficients of polynomials relating thrust and torque to
PWM and voltage.
Property Symbol Value Unit
Thrust gains
kT1 −115.0404 N
kT2 1671.4069 N
kT3 16.4609 N V−1
Torque gains
kQ1 −1.6911 N m
kQ2 27.2730 N m
kQ3 0.2491 N m V−1
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Table 4.5: Gains of linear models relating thrust and torque to zeroed
PWM command.
Property Symbol Value Unit
Thrust gains
KT 119.6 N
K∗T 171.3 N
Torque gains
KQ 1.919 N m
K∗Q 2.764 N m
torque model may be found by considering the thrust and torque relationships
at hover and rest. The resulting model is simply
T = KTu Q = KQu (4.24)
An alternative approach to deriving the linear model is to linearise Equation
(4.23) for perturbations about the hover state. This results in the linear model
T = K∗T∆u + Th Q = K
∗
Q∆u + Qh (4.25)
where ∆u is the perturbation in input about the value for hover uh, Th and Qh
are the thrust and torque at hover. The calculated gains for each model are
given in Table 4.5.
A comparison of the identified steady-state thrust and torque models is
given in Figure 4.10. The linear relationship described by (4.24) is shown to be
be closer to the non-linear model between rest and hover, while the model lin-
earised around hover is more representative of the true relationship for thrust
and torque at values greater than those at hover. Using a linear model rather
than the non-linear model described by Equation (4.23) affords the quadrotor
system model useful properties with regards to control, such as a control-affine
form.
DYNAMIC RELATIONSHIPS
The dynamic response of the motors is determined by recording the response
in thrust and torque to a series of step inputs. MATLAB’s System Identifica-
tion Tool is used to identify the dynamics of the thrust and torque signals with
respect to the PWM input. The magnitudes of the respective signals are neg-
lected by identifying the response of thrust T and torque Q to set-points Td and
Qd, which are related to the PWM input by the steady-state models described
previously.
The thrust response is determined to be a 2nd-order system, described by
T(s)
Td(s)
=
cT1
s2 + cT2s + cT1
(4.26)
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(a) Thrust models. (b) Torque models.
Figure 4.10: Identified steady-state thrust and torque models of Qball-
X4 quadrotor.
Table 4.6: Coefficients of the transfer functions describing thrust and
torque response.
Property Symbol Value
Thrust coefficients
cT1 198.8
cT1 24.81
Torque coefficients
cQ1 2.191× 104
cQ2 2425
cQ3 67.23
cQ4 6.793× 103
while the torque response is found to be a 3rd-order system, described by
Q(s)
Qd(s)
=
cQ4s + cQ1
s3 + cQ3s2 + cQ2s + cQ1
(4.27)
where the coefficients of each transfer function are given in Table 4.6.
Both the thrust and torque responses may be approximated by the first-
order model
T(s)
Td(s)
=
Q(s)
Qd(s)
=
ωR
s +ωR
(4.28)
which is sufficient to represent the lag in rotor response in many applications.
For the Qball’s rotor system, the actuator frequency of the first-order approx-
imation is
ωR = 10 rad s−1
The first-order and higher-order models are compared to the experimental
measurements in Figure 4.11. While the 2nd- and 3rd-order models accurately
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represent the response in thrust and torque respectively, the 1st-order model is
sufficient to represent the lag between input and steady-state in the response
of both thrust and torque.
FULL ROTOR MODEL
Noting the steady-state and dynamic relationships described in this section, the
full rotor model as determined through black box system identification is
T¨ = cT1
(
kT1u + kT2u2 + kT3uV − T
)− cT2T˙
Q¨ = cQ4
(
kQ1u + kQ2u2 + kQ3uV
)
+ qQ
q˙Q = (cQ1 − cQ3cQ4)
(
kQ1u + kQ2u2 + kQ3uV
)− cQ1Q− cQ2Q˙− cQ3qQ
(4.29)
where qQ is an arbitrary state used to describe the zero in the torque response
and the coefficients are as previously defined. This model is based on the char-
acterisation of each of the four rotors separately. Phenomena which may affect
the rotor performance in flight but are not present during system identification
include blockage from the airframe, ground effect and flow interaction with
other rotors.
4.6 VALIDATION OF QUADROTOR MODELS
Data from several flights of the Qball is used to validate the rotor and rigid-
body models described in this chapter and Chapter 3. The Qball’s Inertial
Measurement Unit (IMU) employs accelerometers and gyroscopes to measure
specific force and angular velocity, respectively, while the Optitrack motion cap-
ture system (Figure 4.1) measures the position and attitude of the aircraft. These
sensors are detailed in Appendix B. From these measurements, the translational
and rotational accelerations of the aircraft may be determined and compared to
expected results from simulation. This is a form of behaviour pattern testing,
as described by Barlas (1994).
4.6.1 METHODOLOGY
The translational acceleration r¨exp of the Qball during a flight is obtained by
differentiating the position history measured by the Optitrack system. The
rotational acceleration ω˙exp during the flight is obtained through differentiation
of the gyroscope measurements. These sensor outputs are chosen to avoid
unnecessary frame transformations which could introduce additional noise into
the measurements. The acceleration history of the Qball is then compared to
simulation results obtained using a model of the system. The criteria for model
selection is that it is of high resolution and all properties have been identified
and given values. Further discussion of model selection criteria is detailed in
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(a) Step input signal.
(b) Thrust response to step input.
(c) Torque response to step input.
Figure 4.11: Data sample from rotor dynamics identification. Experimen-
tal data is compared to the results of applying a step input to the de-
scribed thrust and torque transfer functions.
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Chapter 5. The validation model is then
r¨sim =
00
g
+ 1mRWB
 00
−(T1 + T2 + T3 + T4)

ω˙sim = I−1
 L(T3 − T4)L(T2 − T1)
−Q1 −Q2 + Q3 + Q4

where T¨i = cT1
(
kT1ui + kT2u2i + kT3uiV − T
)− cT2T˙
Q¨ = cQ4
(
kQ1ui + kQ2u2i + kQ3uiV
)
+ qQ,i
q˙Q,i = (cQ1 − cQ3cQ4)
(
kQ1ui + kQ2u2i + kQ3uiV
)
− cQ1Q− cQ2Q˙− cQ3qQ
(4.30)
where ui is the input to each motor i = {1, 2, 3, 4}. The properties of the con-
stants are detailed in this chapter and described in full in Appendix G. The
transformation matrix RWB is informed by attitude data capture by the Opti-
track system. Note that the rotational response of the modelled system has
been simplified to avoid systematic drift errors caused by integration of the es-
timated accelerations. This abstraction is valid for the small angular velocities
which occurred during the experimental flight tests.
4.6.2 RESULTS
Comparisons of the empirical and simulation results are shown in Figures 4.12
and 4.13. The simulated accelerations are shown to follow the general trend
of the empirical results, with an approximately constant bias in z¨ and variable
biases in the rotational velocities. The Qball was operated primarily at the hover
condition, with small deviations to produce identifiable perturbations for the
validation. This is indicated in the experimental acceleration signals, which
have means of approximately zero. Assuming negligible bias or magnitude
error in the experimental accelerations, the given results demonstrate an error
in the validation model.
The sustained bias error in prediction of z¨ indicates either miscalculation
of the system constants or the presence of unmodelled dynamics. A rigorous
approach to testing reduces the likelihood of the former source, thus the latter
is considered. The rotor model described in Equation (4.30) represents the
free-air rotor behaviour in static flow. Additional phenomena which affect the
rotor performance are described in Chapter 3. Since ground effect improves
rotor performance, its effects on the quadrotor during the test flights are either
minimal or are negated by detrimental system behaviour. Likely candidates
include blockage and propeller-off airframe drag.
Errors in the prediction of rotational acceleration indicate either: miscalcula-
tion of centre of mass; random disturbances; or differences in the performance
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of each rotor. Characterisation of the rotors demonstrated uniform perform-
ance in the rotors, thus a reduction in thrust could be again be attributed to
effects such as airframe blockage or drag.
4.6.3 DISCUSSION OF VALIDATION RESULTS
The validation experiment performed in this section highlights the deficit of
confidence in the model described by Equation (4.30), despite the validity of its
constituent parts. This provides valuable potential for further investigation in
the validity of high-resolution models. The validity could be improved through
the introduction of additional behaviours such as those described in Chapter 3
and further empirical testing. For the purposes of the simulation investigations
presented in this thesis, the model described by Equation (4.30) is assumed to
be sufficiently valid. Extension of the investigations in the following chapters
to empirical testing would require a model of higher confidence, although not
necessarily higher resolution.
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Figure 4.12: Translational and rotational accelerations from an em-
pirical test are compared with expected results from simulation. The
simulation model is driven by the input signals recording during empir-
ical testing.
System Identification of the Qball-X4 Quadrotor 65
Figure 4.13: Translational and rotational accelerations from an addi-
tional empirical test are compared with expected results from simula-
tion.
CHAPTER 5
A MULTI-RESOLUTION FAMILY OF QUADROTOR
MODELS
Investigations of the effects of model resolution on controller design and traject-
ory optimisation require a family of quadrotor models of varying resolution.
Chapters 3 and 4 present a number of models of the quadrotor system and
subsystems as well as brief descriptions of additional unmodelled phenomena.
Some of these models may be abstracted to provide lower-resolution relation-
ships. This results in a range of models, each describing different subsystems
of the quadrotor and exhibiting different properties in resolution, description
and form. A multi-resolution family of models is developed by considering
the models described in previous chapters and defining a succession of models
which feature a clear progression in resolution.
To best describe the multi-resolution model family, some concepts and gen-
eralities must be presented. The model family is composed of several levels,
each describing the quadrotor system at a specific resolution. The levels are
numbered such that lowest-numbered level indicates the lowest resolution,
while the highest-numbered describes the level of highest resolution. Each
level of the model family describes the same system, with the same extents.
The scope of the model is thus consistent between levels. A model in the model
family therefore has the general solution
x˙(t) = f (x(t),u(t), t)
y(t) = h(x(t),u(t), t)
(5.1)
where the input u and output y are identical in each level. The difference
between levels lies in the size and composition of the state x and the structure
of the process and measurement models, f and h respectively.
The choice of which models to employ for each level of the model family is
determined by considering the results of the previous two chapters. Consist-
ency across the model family is desired, ensuring the same system is described
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with only the level of abstraction changing. The various models previously
described are analysed to determine which of the properties highlighted by
the literature review they exhibit. Discussion of these properties then aids the
definition of the model family. Each level in the model family is then described
in full, detailing the justification for the model employed and the primary dif-
ferences/additions with respect to the previous levels. Where appropriate, al-
ternative models are described and their exclusions explained. Finally, a num-
ber of candidates for higher-still resolution models are presented.
5.1 PROPERTIES OF THE IDENTIFIED QUADROTOR MODELS
The models described in Chapters 3 and 4 may be discussed with reference
to the findings of the literature review. Properties such as linearity, resolution
and type are applied to each model. Identification of these properties aids
development of the model family.
5.1.1 LINEARITY OF MODELS
Linear models are typically used in tasks such as controller or observer design
as they are far easier to analyse and provide more predictable results than
non-linear models. The rigid-body dynamics of the quadrotor are strongly
non-linear, with coupling of attitude and position. A linear model of the rigid
body response is described by Equation (3.23). This is sufficient to describe the
response of the quadrotor at small deviations from the hover state and is thus
used extensively in controller design.
Similarly, while the identified rotor behaviour is shown to be non-linear, it is
popularly approximated by a linear relationship in the majority of applications.
Non-linear rotor models are typically used in either comprehensive quadrotor
simulations, where all phenomena are modelled, or investigations into rotor
performance.
Quadrotor behaviour may be described by a combination of linear and non-
linear models. The rigid-body dynamics of the system are described by non-
linear models derived using both Newton-Euler (Equations (3.13) and (3.17))
and Euler-Lagrange (Equations (3.20) and (3.22)) formalisms. Linearisation of
either non-linear rigid body model provides the linear system described by
Equation (3.23).
Models of the rotor range from the most basic linear relationship, described
by Equation (4.24) to highly non-linear systems, such as those described in
Section 3.5. The linear model describes the thrust and torque of the rotor in
relation to its input and is generally applicable to the hover or static flow con-
dition. This is sufficient for control applications where deviation from the hover
state is minimal and short-term. The non-linear model also relates thrust and
torque to input but includes relationships with rotorspeed, aircraft velocities
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and blade geometry, increasing the complexity of the model significantly. Non-
linear propeller models are employed where the behaviour of the rotor is of
particular interest or the intent to develop a comprehensive model of the sys-
tem. Non-linear motor models are employed for similar reasons.
Inclusion of additional phenomena can further increase the non-linearity of
the system. The aerodynamic drag model described by Equation (3.28) relates
drag force to the square of the aircraft velocity, while Equation (3.29) describes
drag force as a linear function of velocity. The non-linear model is more rep-
resentative of the true behaviour, but cannot be used directly in roles such as
linear stability analysis or Kalman Filter design.
5.1.2 MECHANISTIC AND EMPIRICAL MODELS
The difference between mechanistic and empirical modelling Bokil (2009) is
best demonstrated by the rotor models described in the preceding chapters.
Section 3.5 describes a number of rotor models defined with reference to the
mechanisms and properties of the propeller and motor. This approach has
several advantages. First, individual properties may be altered if the system
changes, without having to redefine the entire model. Second, as the model
is derived from the known mechanics of the system, it describes the system
behaviour for the entirety of its operating state, with consideration of any as-
sumptions or abstractions made in its definition. This allows the model to pre-
dict behaviour beyond that which has been demonstrated in practice. Finally,
the individual properties of the model may be substituted with additional rela-
tionships, allowing greater resolution or accuracy in the model. This is evident
in the model described by Equation (3.30), where the thrust and torque coeffi-
cients may be either constant or non-linear functions of the blade geometry and
rotor conditions. A disadvantage of this approach is that each property must
be identified accurately to ensure validity in the model. A greater number of
properties increases the likelihood of an imprecise model, due to cumulative
errors.
Section 4.5 describes the rotor behaviour using empirical models, identified
by testing of the rotors within their operational extents. The model is derived
from identification of the relationships between the variables of interest: thrust,
torque, rotorspeed and pulse width modulation. The benefit of this approach is
that the model is fitted to the available data using as few parameters as neces-
sary to ensure validity. The disadvantage of an empirical model is that it is only
valid within the extents of the measured data. Behaviour beyond these limits
is inherently unpredictable. A model such as that described by Equation (4.29)
leaves no scope for increase in resolution, as it directly maps the thrust and
torque to input without consideration of additional phenomena. It is thus only
valid for the static flow case, while a mechanistic model may be augmented
with more complex relationships by substitution of its parameters. However,
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an empirical relationship is easily abstracted by fitting a simpler relationship to
the model, while a mechanistic model may face loss of its individual paramet-
ers in doing so. Additionally, empirical models are often faster to design and
implement, due to their basis in observations of the system inputs and outputs
only. Mechanistic models typically require separate tests to identify each of the
different properties, which can be time-consuming.
5.1.3 DIFFERING FORMALISMS
The quadrotor is assumed to be a rigid body, the dynamics of which are derived
from both Newton-Euler and Euler-Lagrange formalisms. Each approach de-
rives the mechanics of the system from different principles. The Newton-Euler
method considers the linear and angular momentum of the body to obtain the
dynamics of the body in a rotating frame of reference, described by Equations
(3.13) and (3.17). The rotational response is then related to the attitude evolu-
tion of the vehicle by the kinematic relationship described in Equation (3.11).
The forces and moments on the vehicle are thus related to the position r and
attitude η. The Euler-Lagrange method begins with the kinetic and potential
energy of the system and then uses the Lagrangian to determine the evolution
of the generalised coordinates q = [rT, ηT]T directly, described by Equations
(3.20) and (3.21).
Both approaches relate the same coordinates, r and η, to the same forces, F
and M. The rotation of the body is accounted for in both cases without sim-
plification and both models are highly non-linear. Additionally, with appro-
priate substitutions, both models are analytically demonstrated to be identical.
The primary difference then lies in the derivations themselves, of which the
Newton-Euler approach is far more trivial to implement.
5.1.4 RESOLUTION
As highlighted in the literature review, there is no universal measure of com-
plexity or resolution. In some cases, however, identification of relative res-
olutions is intuitive. The abstraction of the non-linear empirical rotor model
described by Equation (4.29) to a linear and/or lower-order system is a clear
reduction in resolution. Conversely, the substitution of a constant thrust coef-
ficient in the mechanistic rotor model described by (3.30) with a non-linear
function of the blade geometry and inflow velocity represents an obvious in-
crease in resolution. This correlates with the notion that the resolution of a
model is related to the number of elements in its composition, particularly the
number of states in a dynamic system.
The differing approaches to deriving the rotor model of the Qball highlight
the methods by which a model of a given resolution may be obtained from
another. The non-linear empirical rotor model is based on observed behaviour
of the source system and thus cannot be increased in resolution without sac-
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rificing validity. Abstraction of this model is, however, trivial, as the use of
arbitrary properties in its composition means the relationship may be simpli-
fied without discarding meaningful parameters. This is apparent in the linear
rotor relationship described by Equation (4.24) and the non-linear relationship
described by Equation (4.23). Both models describe the relationship of thrust
and torque with PWM command using arbitrary parameters with no specific
property. Conversely, a mechanistic model has greater predictive capabilities
and may be augmented by substituting various properties with more complex
relationships, as previously stated. Abstraction of such a model may result in a
loss of information, although abstractions such as linearised models can retain
distinct properties, as demonstrated by Equation (3.36), which describes the
linearised model of the motor dynamics described in full by Equation (3.35).
In the absence of a general metric for complexity or resolution, the identified
properties of the models described in the previous chapters are used to high-
light some obvious relationships of resolution. First, resolution may be related
to the size of the state of the system. A larger state indicates a larger number of
equations which describe the system and thus implies greater resolution. This
is evident in the empirical rotor model, which closely describes the observed
thrust response of the rotor with a second-order model but may approximate it
with a first-order model – a clear abstraction and reduction in resolution. The
first rule is thus identified: increasing the size of a model’s state increases its
resolution.
Next, model resolution can be related to its linearity. The non-linear rigid
body models described in Chapter 3.3 have identical state size to the linear
model described by Equation (3.23), but are obviously more complex in their
description and involve more elements. Also, a linearised system such as that
described by Equation (3.23) is clearly an abstraction of the non-linear model
and therefore has lower resolution. The second rule is thus identified: linear-
isation of a model reduces the resolution.
Finally, a more general rule is described by Simon (1962). The complexity
of a model is related to the number of elements in its composition. For models
of equal scope, the one with a greater of number of elements has greater resol-
ution. This relationship is implicit in the two previous rules, where additional
elements are introduced by way of increasing the state size or non-linear rela-
tionships. For models with identical order and which are both either linear or
non-linear, this rule is useful in identifying the comparative resolution of each
model.
Note that these are very general rules applicable specifically to the quad-
rotor system identified in this thesis. A more general discussion of the results
is provided in Chapter 8. The rules may then be applied in specification of an
example model family.
A Multi-Resolution Family of Quadrotor Models 71
Rotors Rigid body
u y = [rTηT]TFprop,Mprop
Figure 5.1: Block diagram of minimum information required for input-
output mapping.
5.2 DEFINING THE MODEL FAMILY
Each level in the multi-resolution model family describes the same system with
consistent scope. In the context of a dynamic system such as the quadrotor, this
means that the input u and output y are the same for each level. Basing the
models specifically on the Qball-X4 system, the input is defined as the zeroed
PWM input to each rotor i, where i = {1, 2, 3, 4} and is thus
u = [u1, u2, u3, u4]T
while the output is defined as the displacement of the system in each degree of
freedom and is therefore simply related to the states by
y = [x, y, z, φ, θ,ψ]T
Any model describing the behaviour of the system must, at the very least,
describe the mapping between the specified input and output. In the case of
the quadrotor, each model must therefore describe the four rotors and the rigid
body response of the system, as demonstrated by Figure 5.1.
The logic for defining the quadrotor model family is thus as follows. The
Level 1 model is characterised as a near-linear model with the minimum num-
ber of states required to map the output of the system to its input. Successive
levels increase in resolution from this baseline by either: increasing the size of
the state; substituting linear models with non-linear relationships; or adding
some other elements such as static properties. Each level of the model family is
described by the general state-space equation
x˙i(t) = fi(xi(t),u(t)) (5.2)
where the subscript i denotes Level i, the assigned identifier. Models which
describe control-affine systems may be described in the form
x˙i(t) = fi(xt(t)) + gi (xi(t)) u(t) (5.3)
As the output of each level is the same, the measurement model is described
by
y(t) = h(xi(t), t) (5.4)
where only the state changes between levels.
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5.3 A CANDIDATE MULTI-RESOLUTION MODEL FAMILY
A multi-resolution quadrotor model family is defined using the models presen-
ted in Chapters 3 and 4. The choice of models is informed by the concepts
presented previously in this chapter and dependent on the data available to
populate the model properties. The Qball-X4 is used as the basis for the model
family, thus each level in the model family is required to describe the behaviour
of the Qball at a different resolution. It is therefore required that the relation-
ships in each level are populated with empirical data from system identification
of the Qball.
The previous chapters highlighted models of several phenomena associated
with the quadrotor. Some of these models clearly describe the same phenom-
ena at different resolutions, while others describe the same system with roughly
equivalent resolutions but mathematically-distinct relationships. Some models,
such as the gyroscopic torques, describe behaviour which is otherwise uncon-
sidered by the quadrotor model. The wealth of models describing the behaviour
of the quadrotor and its subsystems with varying resolution, including those
not described in this thesis, result in a large number of possible combinations
which could inform a multi-resolution model family. This is indicated in Figure
5.2, which describes a non-exhaustive hierarchy of the models which could be
used to describe the quadrotor behaviour.
The candidate model family is thus limited to describing the rigid body and
rotor behaviours of the quadrotor, which allows a clear increase in resolution
between levels. The possibility for inclusion of additional phenomena or the
substitution of a model of one type for one of another type is discussed at the
end of this chapter.
The candidate model family consists of five levels, with the successive in-
creases in resolution defined as
Level 1 A near-linear rigid-body model and instantaneous, linear rotor model.
Level 2 The rigid-body response is described by a non-linear model.
Level 3 The rotor behaviour is described by a linear, first-order model.
Level 4 The order of the rotor dynamic model is increased.
Level 5 The rotor response is described by a non-linear model.
The following sections describe each level in greater detail and justify the
choice of models in its composition.
5.3.1 LEVEL 1
The Level 1 model is characterised by a near-linear rigid body model and an
instantaneous, linear rotor model. The system state thus describes the rigid
A Multi-Resolution Family of Quadrotor Models 73
Q
ua
dr
ot
or
Bo
dy
R
ig
id
bo
dy
N
on
-r
ig
id
bo
dy
R
ot
or
Em
pi
ri
ca
lm
od
el
M
ec
ha
ni
st
ic
m
od
el P
ro
pe
lle
r
m
od
el
M
ot
or
m
od
el
In
st
an
ta
ne
ou
s,
lin
ea
r
D
yn
am
ic
,
lin
ea
r
D
yn
am
ic
,
no
n-
lin
ea
r
Li
ne
ar
N
on
-l
in
ea
r
In
st
an
ta
ne
ou
s
D
yn
am
ic
A
ir
fr
am
e
dr
ag
Li
ne
ar
Eu
le
r-
La
gr
an
ge
N
ew
to
n-
Eu
le
r
A
cc
el
er
at
io
n
du
e
to
gr
av
it
y
Fi
gu
re
5.
2:
Ex
a
m
pl
e
o
f
m
o
d
el
s
av
a
il
a
bl
e
to
d
es
cr
ib
e
th
e
q
ua
d
ro
to
r
sy
st
em
.
A Multi-Resolution Family of Quadrotor Models 74
body states of the system only, and is given by
x1 = [x, y, z, φ, θ,ψ, x˙, y˙, z˙, φ˙, θ˙, ψ˙]T
The Level 1 rigid body model is obtained by linearising the non-linear rigid
body models described in Section 3.3, resulting in the relationship described by
Equation (3.23). Full yaw displacement is retained, thus the model is not truly
non-linear. The force and moment acting on the rigid body is composed of the
gravitational contribution and the axial thrust and torque from each rotor. Each
rotor is described with the simplest possible model, with thrust and torque
described as instantaneous, linear responses to the input u, related by a single
parameter each. The Level 1 model may be described in the control-affine form
x˙1(t) = f1(x1(t)) + g1(x1)u(t)
The Level 1 model is thus described in full by
r¨ =
−g(φ sinψ+ θ cosψ)g(φ cosψ− θ sinψ)
g− KTm ucol

η¨ =

KT L
Ix ulat
KT L
Iy ulong
KQ
Iz uyaw

(5.5)
where, as stated in Section 3.6, the pseudo-inputs are related to the true system
inputs by u∗ = Cu, or in full
ucol
ulat
ulong
uyaw
 =

1 1 1 1
0 0 1 −1
−1 1 0 0
−1 −1 1 1


u1
u2
u3
u4

5.3.2 LEVEL 2
Level 2 retains the same rotor model as Level 1, but describes the rigid body
response of the quadrotor with the translational model described by Equation
(3.20) and the simplified rotational model described by Equation (3.22). The
increase in resolution from Level 1 thus comes from the addition of further
non-linearities in both the translational and rotational responses. Since the size
of the state has not changed, it is again described by
x2 = [x, y, z, φ, θ,ψ, x˙, y˙, z˙, φ˙, θ˙, ψ˙]T
The Level 2 model is representative of that which is typically used in invest-
igations in control and trajectory generation. It may be described as differen-
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tially flat, where the input can be expressed in terms of the state and output,
and control-affine, with the form
x˙2(t) = f2(x2(t)) + g2(x2(t))u(t) (5.6)
The Level 2 model is then described in full by
r¨ =
00
g
+ 1mRWB
 00
−KTucol

η¨ = I−1

 KT LulatKT Lulong
KQuyaw
− η˙× Iη˙

where u∗ = Cu
(5.7)
5.3.3 LEVEL 3
Level 3 again employs the rigid body model described by Equations (3.20) and
(3.22). The increase in resolution now comes from an expansion of the state,
achieved by substituting the instantaneous rotor model with dynamic relation-
ships. The rotor dynamics are described by Equations (4.24) and (4.28). Follow-
ing the ethos of making the system as simple as possible, the model does not
describe the response of each rotor individually. Rather, the additive property
of the linear rotor model permits the definition of net thrust
T = T1 + T2 + T3 + T4
= KT
ωr
s +ωr
(u1 + u2 + u3 + u4)
= KT
ωr
s +ωr
ucol
Defining the net moment vector similarly, the state of the Level 3 model may
be given as
x3 = [x, y, z, φ, θ,ψ, x˙, y˙, z˙, φ˙, θ˙, ψ˙, T, Mx, My, Mz]T
The Level 3 model is indicative of the type of model used in aggressive
quadrotor control, where the poles of the closed-loop system are sufficiently
fast for the rotor dynamics to affect the closed-loop response. The Level 3
model is also control-affine, with the form
x˙3(t) = f3(x3(t)) + g3(x3(t))u(t)
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and is described by
r¨ =
00
g
+ 1mRWB
 00
−T

η¨ = I−1 (M− η˙× Iη˙)
[
T˙
M˙
]
= ωr


KTucol
KT Lulat
KT Lulong
KQuyaw
−
[
T
M
]
where u∗ = Cu
(5.8)
5.3.4 LEVEL 4
The increase in resolution in Level 4 again comes from an increase in state size.
This is achieved by increasing the order of the rotor system model. The thrust
and torque gains are again linear relationships, described by Equation (4.24),
while the dynamics are described by Equations (4.26) and (4.27), respectively.
An additional increase in resolution is introduced by employing the rotational
rigid body model described by Equation (3.17), which requires the attitude
kinematics described by Equation (3.11). The state of the Level 4 model is
therefore
x4 = [x, y, z, φ, θ,ψ, x˙, y˙, z˙, p, q, r, T, T˙, Mx, M˙x, My, M˙y, Mz, M˙z, qQ]T
Models such as this are uncommon in literature. While a first-order re-
sponse is often used when consideration of the rotor dynamics is required,
more complex models invariably use a rotor model derived mechanistically, as
their typical application is in investigations of rotor behaviours. In this case,
the higher-order empirical rotor model is employed specifically because it rep-
resents a clear increase in resolution from the first-order model, while retaining
the same steady-state gain. The Level 4 model is control-affine of the form
x˙4(t) = f4(x4(t)) + g4(x4(t))u(t)
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and is described in full by
r¨ =
00
g
+ 1mRWB
 00
−T

η˙ = J−1η ω
ω˙ = I−1

MxMy
Mz
−ω× Iω

 T¨M¨x
M¨y
 = cT1
 KTucol − TKT Lulat −Mx
KT Lulong −My
− cT2
 T˙M˙x
M˙y

M¨z = cQ4KQuyaw + xQ
x˙Q = (cQ1 − cQ3cQ4)KQuyaw − cQ1Mz − cQ2M˙z − cQ3xQ
where u∗ = Cu
(5.9)
5.3.5 LEVEL 5
The Level 5 model represents a deviation from the format of the previous four
levels in that it is not control-affine. This occurs due to the use of a non-
linear rotor model, described by Equation (4.29). It is therefore necessary to
individually describe the response of each rotor in both thrust and torque. The
increase in resolution thus comes from both the introduction of non-linearities
and an expansion of the state, which is now given by
x = [x, y, z, x˙, y˙, z˙, φ, θ,ψ, p, q, r, T1, T2, T3, T4, T˙1, T˙2, T˙3, T˙4, . . .
. . . Q1, Q2, Q3, Q4, Q˙1, Q˙2, Q˙3, Q˙4, xQ,1, xQ,2, xQ,3, xQ,4]T
The choice of an empirical rotor model over a mechanistic one is justified
by the clear increase in resolution from the models in Levels 3 and 4. As the
Level 5 model is not control-affine, it is described by the general model of a
non-linear system, with the form
x˙5(t) = f5(x5(t),u(t))
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and may be described in full by
r¨ =
00
g
+ 1mRWB
 00
−(T1 + T2 + T3 + T4)

φ˙θ˙
ψ˙
 =
1 sin φ tan θ cos φ tan θ0 cos φ − sin φ
0 sin φ sec θ cos φ sec θ
ω
ω˙ = I−1

 L(T3 − T4)L(T2 − T1)
−Q1 −Q2 + Q3 + Q4
−ω× Iω

T¨i = cT1( f (ui, V)− Ti)− cT2T˙i
Q¨i = cQ4 f (ui, V) + xQ,i
x˙Q,i = (cQ1 − cQ3cQ4) f (ui, V)− cQ1Qi − cQ2Q˙i − cQ3xQ
(5.10)
The lack of a linear rotor model results in the pseudo-input u∗ being un-
suitable for use with a system described by this model.
5.4 BEYOND THE DESCRIBED MODEL FAMILY
The described model family is chosen according to the availability of accurate
data to populate it and a necessary and clear increase in resolution between
levels. The model family uses a small selection of the models described in
Chapters 3 and 4. It is therefore possible to provide some alternative model
combinations for the levels of the model family. Additionally, higher-resolution
levels beyond the presented five may be defined to facilitate further investiga-
tions. Some possibilities for the models comprising these levels are presented.
5.4.1 ALTERNATIVES TO THE PRESENTED MODELS
Some obvious substitutions may be made for the models comprising the multi-
resolution family. The rigid-body model employed by Levels 3 and 4 is de-
rived from Newton-Euler formalism. This model may be substituted with the
the rigid body model obtained from Euler-Lagrange formalism, described by
Equations (3.20) and (3.21). Both models employ an identical number of states
and describe the response of an identical output, position and attitude, to an
identical input, force and moment. Both models are similarly non-linear, al-
though the Euler-Lagrange-derived rotational dynamics demonstrate greater
opacity, as described by Ward (1989).
The rotor dynamics may be similarly substituted with a mechanistic model.
A logical progression in rotor model resolution would be:
1. Thrust and torque described by Equation (3.30) with constant coefficients.
The rotorspeed described by an instantaneous model derived from the
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steady-state of the model described by Equation (3.36).
2. The rotorspeed dynamics are introduced, using the first-order linear model
described by Equation (3.36). This represents an expansion of the state.
3. Variable thrust and torque coefficients, described by Equation (3.31), are
introduced to the propeller model described by Equation (3.30). This
represents both an expansion of the state and the introduction of non-
linearities in the thrust and torque coefficient relationships with aircraft
velocity and additional rotor airflow properties.
4. The linear motor model is substituted with the non-linear model de-
scribed by Equation (3.35), thus introducing further non-linear behaviour
into the system.
The motor models described by Equations (3.35) and (3.36) represent an
example of what could be used in an alternative model family. They are not
applicable to models of the Qball, due to the use of three-phase motors, rather
than DC motors.
5.4.2 EXTENDING THE MODEL FAMILY
The model family may be extended beyond the described five levels by intro-
ducing additional behaviours to the quadrotor model. These behaviours may
increase the resolution of the model in a number of ways. First, the introduction
of any additional relationships clearly increases the number of elements com-
prising the model. Second, the introduced phenomenon may have non-linear
behaviours or additional dynamics. Finally, certain phenomena may require
that other system behaviours or properties are present in the model, the inclu-
sion of which again increases resolution. Some examples of these behaviours
are described in Table 5.1.
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Table 5.1: Contributions of additional phenomena to the resolution of
the model family, and any prerequisites which are required by a model
of the phenomenon.
Phenomenon Influence Prerequisites
Gyroscopic torques Additional non-linearities Rotorspeed model
Aerodynamic drag Additional non-linearities -
Higher-resolution
rotor model
Additional non-linearities,
dynamics
Rotorspeed model,
propeller model, inflow
model
Process noise Additional elements -
Ground effect Additional non-linearities Inflow and rotorspeed
models
Blockage Unknown Inflow model
CHAPTER 6
AN INVESTIGATION OF THE EFFECTS OF MODEL
RESOLUTION ON NON-LINEAR DYNAMIC INVERSION
CONTROLLER DESIGN AND TESTING
A variety of approaches to quadrotor control are found in the literature, in-
cluding both linear and non-linear methods. A key consideration in controller
design is the ability to handle uncertainties in the system which are not present
in simulation testing. The merits of optimal linear techniques such as H∞ have
been and continue to be contrasted with those of non-linear control methods
such as backstepping. The simplicity of the quadrotor system and its stability
and agility under closed-loop control have led it to be a popular platform for
non-linear techniques such as dynamic inversion. Also known as input-output
linearisation or feedback linearisation, dynamic inversion involves derivation of
a feedback law which, when placed in loop with the non-linear system, results
in a linear closed-loop system. It is also applicable to linear systems, resulting in
a simplified system model which aids selection of controller gains. Use of such
an approach requires an accurate model of the system even when employing
an additional linear feedback to stabilise the linearised system. The goal is to
provide the majority of the control effort through the linearising feedback loop,
thus reducing the need to compensate for uncertainties and non-linearities in
the linear state feedback. This approach is heavily dependent on the model,
therefore allows the effects of resolution on the closed-loop system response
to be studied. A multi-resolution model is thus an ideal test platform. An
additional benefit of employing dynamic inversion is then the ability to derive
consistent linear feedbacks for each level in the model family, providing similar
responses in closed loop.
The quadrotor models described in the multi-resolution model family of
Chapter 5 are representative of the type used in controller design, where the
rotor behaviour is described by an empirical model. Levels 1 and 2 describe the
rotor behaviour with a linear, instantaneous model. This is sufficient to predict
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the thrust and torque around the operating condition, hover, and is therefore
popularly used in basic controller design. Level 3 introduces consideration of
the rotor dynamics. A model such as this is typically used to test controllers,
while controllers derived from it are rare. Levels 4 and 5 describe further in-
creases in resolution, beyond that typically demonstrated by the literature.
Using dynamic inversion, linearising feedbacks are derived from the mod-
els described in Levels 1 to 3 of the model family. The resulting linearised
systems are then controlled using state feedback laws which are tuned using
pole placement. The derived controllers are then tested on models resolution
equal to or greater than the source model. The models described by Levels 4
and 5 are not used to define complementary controllers, as the control band-
width is limited in practice and these levels described dynamics of very high
frequencies. Additionally, the Level 5 model is not control-affine, which is a
requirement for dynamic inversion.
6.1 THEORY OF DYNAMIC INVERSION
Dynamic inversion is a popular control strategy for the quadrotor, as demon-
strated by its use in Voos (2009), Das et al. (2009) and Mistler et al. (2001). Glad
and Ljung (2000) describe the theory of dynamic inversion, also known as as
input-output linearisation, and apply it to a general SISO system as follows.
To be inverted, the system must be described in the control-affine form
x˙ = f (x) + g(x)u (6.1)
y = h(x) (6.2)
where f , g and h are infinitely differentiable, smooth functions.
The output y is not explicitly dependent on the input u, but rather is af-
fected by it through the state x. To invert the system, it is necessary to de-
termine the explicit relationship between input and output. This is achieved by
differentiating the output until an expression containing the input is obtained.
Differentiating Equation (6.2) and substituting Equation (6.1) gives
y˙ = hx(x)x˙
= hx ( f (x) + g(x)u)
(6.3)
where hx is the gradient of h(x) with respect to x and the matrix of partial
differentials described by
hx =
[
∂h
∂x1
, · · · ∂h
∂xn
]
where n is the the length of the state vector x.
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Equation (6.3) may be expanded into the components
y˙ = hx f (x) + hxg(x)u (6.4)
The Lie derivatives (S´lebodzin´ski, 1931) of the system are introduced, where
L f and Lg are the Lie derivatives in the direction of f and g respectively. They
are then described by the relationships
L f = f1
∂
∂x1
+ · · ·+ fn ∂
∂xn
Lg = g1
∂
∂x1
+ · · ·+ gn ∂
∂xn
Equation (6.4) may then be rewritten as
y˙ = L f h(x) + Lgh(x)u (6.5)
For the condition where Lgh(x) 6≡ 0, the expression for the first derivative of
the output contains the input, thus y˙ is explicitly dependent on u. In this case,
the system has relative degree 1. For the case where hxg(x) ≡ 0, it is necessary
to differentiate the output again, giving
y¨ = L2f h(x) + LgL f h(x)u (6.6)
Then, for the conditions Lgh(x) ≡ 0, LgL f h(x) 6≡ 0, the expression for the
second derivative of the output contains the input, thus y¨ is explicitly depend-
ent on u. In this case, the system has relative degree 2. On the conditions of
Lgh(x) ≡ 0, LgL f h(x) ≡ 0, the output is differentiated again until it is explicitly
dependent on the input. The relative degree ν is then the νth derivative of the
output which is explicitly dependent on the output. The resulting system is
described by
y(ν) = Lνf h(x) + LgL
ν−1
f h(x)u, LgL
ν−1
f h(x) 6= 0 (6.7)
Describing the output in this form allows the introduction of the feedback
u =
1
LgLν−1f h(x)
(
uˆ− Lνf h(x)
)
(6.8)
which, when substituted into Equation (6.7), results in the linear relationship
y(ν) = uˆ (6.9)
which maps the output to the reference signal uˆ.
For a system with multiple outputs of identical relative degree, Equation
(6.7) may also be employed to describe an output vector y = h(x) with respect
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to an input vector u, yielding the relationship
y(ν) = Lνf h(x) + LgL
ν−1
f h(x)u, LgL
ν−1
f h(x) 6= 0 (6.10)
where, for an output and input of dimension m, Lνf h(x) is a vector of length
m and LgLν−1f is a square matrix of dimensions m × m. The corresponding
feedback is then
u =
(
LgLν−1f h(x)
)−1 (
uˆ− Lνf h(x)
)
(6.11)
where uˆ is the reference signal vector of length m.
The linearised system is controlled by a state feedback law which acts on y
and its derivatives up to the (ν− 1)th. The new input uˆ is then essentially the
desired νth derivative of y. The state feedback law may therefore be described
generally by
uˆ = y(ν)d = −K

y− yd
y˙
...
y(ν−1)
 (6.12)
where the state feedback gain is K = [K1, K2, . . . , Kν].
6.2 QUADROTOR CONTROLLER DESIGN AND STRUCTURE
Dynamic inversion is applicable to systems which may be described in control-
affine form, such as the quadrotor models in Levels 1 to 4 of the multi-resolution
model family. The quadrotor is an under-actuated system, with four inputs and
six degrees of freedom. This impacts the ability to feedback linearise the sys-
tem and requires the use of a nested-loop structure in the controller, shown in
Figure 6.1. To invert the quadrotor system, it is necessary to define two separ-
ate outputs. Das et al. (2009) describe a tracking output yt = ht(x) = [x, y, z,ψ]T
and a flat output y f = h f (x) = [z, φ, θ,ψ]T. The flat outputs may be related to
the pseudo-inputs u∗ = [ucol, ulat, ulong, uyaw]T by a series of SISO systems. It is
then possible to invert each system such that linear relationships are obtained
between the flat output and new pseudo-input uˆ∗. A state feedback law then
allows the system to be controlled by specifying a desired flat output y f ,d.
The consequence of employing a multi-resolution family of models is the
resulting disparity in system order between levels. Levels 1 and 2 describe
the flat outputs as second-order systems, while Level 3 describes a third-order
system and Levels 4 and 5 describe higher-order systems. Thus, the flat outputs
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yt,d
xd, yd
y f ,d
zd, ψd
u
C−1
u∗
φd, θdHorizontal
position
control Quadrotor
dynamics
Flat
outputs
control
x, yt
x, y f
Figure 6.1: Nested loop structure of quadrotor controller with linear-
ising feedback blocks.
are related to the pseudo-inputs by the general relationships
z(ν) = az(x) + bz(x)ucol
φ(ν) = aφ(x) + bφ(x)ulat
θ(ν) = aθ(x) + bθ(x)ulong
ψ(ν) = aψ(x) + bψ(x)uyaw
(6.13)
where ai and bi, for i = {z, φ, θ,ψ}, are equivalent to the Lie derivatives of the
flat outputs at the νth derivative.
To ensure station-keeping trajectory control of the quadrotor, it is neces-
sary to stabilise the zero dynamics of the system (Das et al., 2009). This is
accomplished by controlling the tracking output. While height zd and yaw ψd
commands may be directly supplied to the inner loop controller, the horizontal
position commands xd and yd must be used to determine the roll φd and pitch
θd commands. This is achieved by inverting the relationship[
x¨
y¨
]
= fxy (φ, θ, x,u) (6.14)
which is demonstrated to be invertible in the next section. A state feedback
controller then allows the tracking of the desired horizontal position. The dy-
namics of the inner loop must be sufficiently fast that the outer loop is able to
accurately track trajectory commands.
6.3 DYNAMIC INVERSION OF QUADROTOR MODELS
Dynamic inversion is applied to the quadrotor models described by Levels 1
to 3 of the multi-resolution model family. The flat outputs of each model are
then related to new pseudo-inputs by linear systems of order ν, where ν is
the relative degree of the system. The horizontal position dynamics of each
model are inverted to provide a mapping between the tracking outputs and the
desired trajectory, which is assumed to be linear for a sufficiently fast attitude
response.
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6.3.1 LEVEL 1
The dynamics of the flat outputs of the Level 1 model are linear, thus applica-
tion of dynamic inversion only simplifies the system. The system has relative
degree 2. The Level 1 quadrotor model relates the flat outputs y f = [z, φ, θ,ψ]T
to the pseudo-inputs u∗ by the linear relationships
z¨ = g− KT
m
ucol
φ¨ =
KT L
Ix
ulat
θ¨ =
KT L
Iy
ulong
ψ¨ =
KQ
Iz
uyaw
(6.15)
It is clear that this system may be represented using the general form de-
scribed by Equation (6.10), where the Lie derivatives are
L2f h f (x) =

g
0
0
0
 LgL f h f (x) =

−KTm 0 0 0
0 KT LIx 0 0
0 0 KT LIy 0
0 0 0 KQIz

Dynamic inversion is applied to this system using the formula described by
Equation (6.11). Since the flat outputs are already linear functions of the inputs,
the derived feedbacks are also linear but have the advantage of simplifying
the closed-loop system and providing consistency with the linearised higher-
resolution models. The resulting feedbacks are then
ucol =
m
KT
(g− uˆcol)
ulat =
Ix
KT L
uˆlat
ulong =
Iy
KT L
uˆlong
uyaw =
Iz
KQ
uˆyaw
(6.16)
Applying the derived feedbacks to each pseudo-input, the closed-loop sys-
tem satisfies Equation (6.9) and relates the flat outputs to the new inputs by
z¨ = uˆcol
φ¨ = uˆlat
θ¨ = uˆlong
ψ¨ = uˆyaw
(6.17)
where the new inputs uˆ∗ may be intuitively related to the desired accelerations
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of the flat outputs by
uˆ∗ =

uˆcol
uˆlat
uˆlong
uˆyaw
 =

z¨d
φ¨d
θ¨d
ψ¨d
 (6.18)
The trajectories of the linearised flat output systems are then controlled by state
feedback laws acting on the flat outputs and their first derivatives, as per the
general law described by Equation (6.12).
The inner loop is stabilised by inverting the horizontal position dynamics
of the quadrotor to obtain roll and pitch commands as functions of the de-
sired acceleration in x and y. The Level 1 model relates the horizontal position
response to the roll and pitch displacements by the non-linear relationships
x¨ = −g(φ sinψ+ θ cosψ)
y¨ = g(φ cosψ− θ sinψ)
(6.19)
Taking the attitude angles φ and θ to be the inputs to this system and the
outputs to be yxy = hxy(x) = [x, y]T, the Lie derivatives of the horizontal posi-
tion dynamics are found to be
L2f hxy(x) =
[
0
0
]
LgL f hxy(x) =
[
−g sinψ −g cosψ
g cosψ −g sinψ
]
Employing the formula described by Equation (6.11), the horizontal position
dynamics are inverted to obtain roll and pitch commands, φd and θd respect-
ively, in terms of the desired horizontal accelerations
φd = −1g (x¨d sinψ− y¨d cosψ)
θd = −1g (x¨d cosψ+ y¨d sinψ)
(6.20)
where x¨d and y¨d are the desired accelerations in x and y respectively.
The roll and pitch responses of the quadrotor are required to be sufficiently
fast such that the roll and pitch dynamics are near-instantaneous with respect
to the horizontal position dynamics. Thus, for the assumptions φ(t) ≈ φd(t)
and θ(t) ≈ θd(t), the Laplace transform yields the transfer function
Φ(s)
Φd(s)
=
Θ(s)
Θd(s)
≈ 1
it is clear that the closed-loop horizontal position dynamics may be described
by
x¨ = x¨d
y¨ = y¨d
(6.21)
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where the inputs x¨d and y¨d to the horizontal position feedback are subject to
state feedback control.
6.3.2 LEVEL 2
The Level 2 model is highly non-linear. The flat outputs are therefore also
related to the inputs by the non-linear relationships
z¨ = g− KT
m
ucol cos φ cos θ
φ¨ =
KT L
Ix
ulat +
Iy − Iz
Ix
θ˙ψ˙
θ¨ =
KT L
Iy
ulong +
Iz − Ix
Iy
φ˙ψ˙
ψ¨ =
KQ
Iz
uyaw +
Ix − Iy
Iz
φ˙θ˙
(6.22)
which yield the Lie derivatives
L2f h f (x) =

g
Iy−Iz
Ix θ˙ψ˙
Iz−Ix
Iy φ˙ψ˙
Ix−Iy
Iz φ˙θ˙
 LgL f h(x) =

−KTm cos φ cos θ 0 0 0
0 KT LIx 0 0
0 0 KT LIy 0
0 0 0 KT LIz

Dynamic inversion is then applied to the system. The derived feedbacks are
also non-linear and are then described by the relationships
ucol =
m(g− uˆcol)
KT cos φ cos θ
ulat =
1
KT L
(
Ixuˆlat + (Iz − Iy)θ˙ψ˙
)
ulong =
1
KT L
(
Iyuˆlong + (Ix − Iz)φ˙ψ˙
)
uyaw =
1
KQ
(
Izuˆyaw + (Iy − Ix)φ˙θ˙
)
(6.23)
The feedbacks are applied to each pseudo-input, resulting in linear closed
loop systems equivalent to those of the feedback-linearised Level 1 quadrotor
model:
z¨ = uˆcol
φ¨ = uˆlat
θ¨ = uˆlong
ψ¨ = uˆyaw
The inner loop is again stabilised by inverting the horizontal position dy-
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namics, which the Level 2 model describes by
x¨ = −KT
m
ucol(sin φ sinψ+ cos φ sin θ cosψ)
y¨ =
KT
m
ucol(sin φ cosψ− cos φ sin θ sinψ)
(6.24)
Taking the expressions sin φ and sin θ to be the inputs to this system and
the outputs again as yxy = [x, y]T, comparison with Equation (6.10) yields the
Lie derivatives
L2f hxy(x) =
[
0
0
]
LgL f hxy(x) =
[
−KTm ucol sinψ −KTm ucol cos φ cosψ
KT
m ucol cosψ −KTm ucol cos φ sinψ
]
Employing Equation (6.11), the linearising feedback is found to be
sin φd =
m(y¨d cosψ− x¨d sinψ)
KTucol
sin θd = −m(x¨d cosψ+ y¨d sinψ)KTucol cos φ
which then maps the feedback explicitly to the attitude commands, assuming
φd and θd are in the interval [−pi2 pi2 ]. The final feedback is then
φd = arcsin
(
m(y¨d cosψ− x¨d sinψ)
KTucol
)
θd = − arcsin
(
m(x¨d cosψ+ y¨d sinψ)
KTucol cos φ
) (6.25)
which linearises the horizontal position dynamics for the case φ = φd, θ = θd.
Again assuming near-instantaneous response in the roll and pitch inner-
loop dynamics, the feedback-linearised horizontal position dynamics are de-
scribed by the linear relationships
x¨ = x¨d
y¨ = y¨d
6.3.3 LEVEL 3
The Level 3 model is also non-linear and involves an increase in order in each
of the flat output relationships, due to the introduction of a first-order rotor
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model. The Level 3 model describes the dynamics of the flat outputs by
z¨ = g− 1
m
T cos φ cos θ
φ¨ =
1
Ix
Mx +
Iy − Iz
Ix
θ˙ψ˙
θ¨ =
1
Iy
My +
Iz − Ix
Iy
φ˙ψ˙
ψ¨ =
1
Iz
Mz +
Ix − Iy
Iz
φ˙θ˙
(6.26)
The pseudo-inputs are not described in these relationships. The system there-
fore has relative degree greater than 2. Differentiating each output again provides
the results
z(3) =
1
m
(
T(φ˙ sin φ cos θ + θ˙ cos φ sin θ)− T˙ cos φ cos θ)
φ(3) =
1
Ix
M˙x +
Iy − Iz
Ix
(
θ˙ψ¨+ θ¨ψ˙
)
θ(3) =
1
Iy
M˙y +
Iz − Ix
Iy
(φ˙ψ¨+ φ¨ψ˙)
ψ(3) =
1
Iz
M˙y +
Ix − Iy
Iz
(
φ˙θ¨ + φ¨θ˙
)
(6.27)
The Level 3 model describes the rotor dynamics by the relationships
T˙ = ωR(KTucol − T)
M˙x = ωR(KT Lulat −Mx)
M˙y = ωR(KT Lulong −My)
M˙z = ωR(KQuyaw −Mz)
(6.28)
These may be substituted into Equation (6.27) to provide the required mappings
between input and output. The system therefore has relative degree 3 and is
described by
z(3) =
1
m
(
T(φ˙ sin φ cos θ + θ˙ cos φ sin θ +ωR cos φ cos θ)
−ωRKTucol cos φ cos θ)
φ(3) =
ωR
Ix
(KT Lulat −Mx) +
Iy − Iz
Ix
(
θ˙ψ¨+ θ¨ψ˙
)
θ(3) =
ωR
Iy
(KT Lulong −My) + Iz − IxIy (φ˙ψ¨+ φ¨ψ˙)
ψ(3) =
ωR
Iz
(KQuyaw −Mz) +
Ix − Iy
Iz
(
φ˙θ¨ + φ¨θ˙
)
(6.29)
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which, by comparison with Equation (6.10), yield the Lie derivatives
L3f h f (x) =

T
m
(
ωR cos φ cos θ + φ˙ sin φ cos θ + θ˙ cos φ sin θ
)
1
Ix
(
(Iy − Iz)(θ˙ψ¨+ θ¨ψ˙)−MxωR
)
1
Iy
(
(Iz − Ix)(φ˙ψ¨+ φ¨ψ˙)−MyωR
)
1
Iz
(
(Ix − Iy)(φ˙θ¨ + φ¨θ˙)−MzωR
)

LgL2f h f (x) =

−KTωRm cos φ cos θ 0 0 0
0 KT LωRIx 0 0
0 0 KT LωRIy 0
0 0 0 KQωRIz

Dynamic inversion is then applied to the flat output models. The derived
feedbacks are non-linear and are described by the relationships
ucol =
1
KTωR cos φ cos θ
(
T(φ˙ sin φ cos θ + θ˙ cos φ sin θ)−muˆcol
)
+
T
KT
ulat =
1
KT L
(
Ix
ωR
uˆlat −
Iy − Iz
ωR
(θ˙ψ¨+ θ¨ψ˙) + Mx
)
ulong =
1
KT L
(
Iy
ωR
uˆlong − Iz − IxωR (φ˙ψ¨+ φ¨ψ˙) + My
)
uyaw =
1
KQ
(
Iz
ωR
uˆyaw − Ix − Iy
ωR
(φ˙θ¨ + φ¨θ˙) + Mz
)
(6.30)
The feedbacks are applied to each pseudo-input, resulting in linear closed-
loop systems of order 3. The flat outputs are then related to the new inputs by
z(3) = uˆcol
φ(3) = uˆlat
θ(3) = uˆlong
ψ(3) = uˆyaw
(6.31)
where the new inputs are again intuitively related to the desired νth derivative
of the flat outputs. For a system of relative degree 3, the new inputs describe
the desired jerk of each flat output, or
uˆ∗ =

uˆcol
uˆlat
uˆlong
uˆyaw
 =

z(3)d
φ
(3)
d
θ
(3)
d
ψ
(3)
d
 (6.32)
The flat output trajectories are then controlled by state feedback laws which
now act on the flat outputs and their first and second derivatives, as per the
general law described by Equation (6.12).
The Level 3 quadrotor model describes the horizontal position dynamics by
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the non-linear relationships
x¨ = − 1
m
T(sin φ sinψ+ cos φ sin θ cosψ)
y¨ =
1
m
T(sin φ cosψ− cos φ sin θ sinψ)
(6.33)
Again taking sin φ and sin θ as the inputs to horizontal position dynamics,
comparison with Equation (6.10) yields the Lie derivatives
L2f hxy(x) =
[
0
0
]
LgL f hxy(x) =
[
− Tm sinψ − Tm cos φ cosψ
T
m cosψ − Tm cos φ sinψ
]
which ultimately provides the linearising feedbacks
φd = arcsin
(
m(y¨d cosψ− x¨d sinψ)
T
)
θd = − arcsin
(
m(x¨d cosψ+ y¨d sinψ)
T cos φ
) (6.34)
where φd and θd are again assumed to be in the interval [−pi2 pi2 ].
Assuming near-instantaneous response in the roll and pitch dynamic of the
inner-loop, the horizontal position dynamics are once again approximated by
the linear relationships
x¨ = x¨d
y¨ = y¨d
6.4 STATE FEEDBACK CONTROL FOR MULTIPLE RESOLUTIONS
The previous section described linearising feedbacks for the models in Levels 1
to 3 of the quadrotor multi-resolution model family. Applying these feedbacks
to the system inputs u∗ linearises and simplifies the relationship between the
flat outputs and a new input uˆ∗. The resulting linearised systems may be
described generally in terms of the flat outputs by
z(ν) = uˆcol = z
(ν)
d
φ(ν) = uˆlat = φ
(ν)
d
θ(ν) = uˆlong = θ
(ν)
d
ψ(ν) = uˆyaw = ψ
(ν)
d
(6.35)
where the relative degree ν of the system is dependent on the Level of the
model family, as described by
ν =
2 for Levels 1 and 23 for Level 3
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The remaining tracking outputs are consistently described for each Level by
x¨ = x¨d
y¨ = y¨d
}
if
Φ(s)
Φd(s)
=
Θ(s)
Θd(s)
≈ 1
The linearised output relationships are controlled by state feedback laws of
the form described by Equation (6.12), resulting in linear transfer functions of
the form
Y(s)
Yd(s)
=
K1
sν + Kνsν−1 + · · ·+ K2s + K1 (6.36)
the poles of which may be specified in order to obtain a desired system re-
sponse. Since the minimum relative degree demonstrated by the multi-resolution
model family is 2, two of the poles specified for the response of a given out-
put must remain consistent between levels. Any additional poles are then
chosen to be significantly faster than these two poles. This ensures a consistent
closed-loop response for the model-controller pair derived from each level of
the model family.
6.4.1 HEIGHT CONTROL
The linearised dynamics of the quadrotor are described by the relationship
z(ν) = uˆcol = z
(ν)
d
where ν is the relative degree of the system. A state feedback control law is
then employed, with the form
uˆcol = −Kz

z− zd
z˙
z¨
...
z(ν−1)

(6.37)
where Kz is a row vector of length (ν− 1) for a νth-order single-input single-
output system such as the feedback-linearised height model. Choosing optimal
values of Kz is then trivial. The height response is selected by specifying first
the poles of the 2nd-order systems described the feedback-linearised models
of Levels 1 and 2. The Level 3 model introduces an additional pole, which
is chosen such that the closed-loop response of the system is consistent with
Levels 1 and 2.
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RESPONSE TUNING OF LEVELS 1 AND 2 HEIGHT DYNAMICS
The feedback-linearised height dynamics for Levels 1 and 2 are identically de-
scribed by
z¨ = uˆcol
and have relative degree 2. The general state feedback law described by Equa-
tion (6.12) is applied to the linearised system, in the form
uˆcol = −
[
Kz1 Kz2
] [z− zd
z˙
]
(6.38)
The closed-loop response to an input zd is then described by the linear transfer
function
Z(s)
Zd(s)
=
Kz1
s2 + Kz2s + Kz1
(6.39)
The state feedback gains for a desired height response are obtained by com-
paring the poles of Equation (6.39) with the roots of the standard characteristic
equation
s2 + 2ζωns +ω2n = 0 (6.40)
which are the complex conjugate pair
s = −ζωn ±
√
ζ2 − 1ωn
The state feedback gains are then related to the desired system properties by
Kz1 = ω2n,z
Kz2 = 2ζzωn,z
(6.41)
where the subscript z signifies system properties specific to the height response.
The response of the system is thus dictated by the selection of a desired damp-
ing ratio ζz and settling time τs,z which determine the natural frequency of the
system through the relationship
ωn = − ln(0.02)
ζτs
RESPONSE TUNING OF LEVEL 3 HEIGHT DYNAMICS
The feedback-linearised height dynamics for Level 3 are described by the third-
order system
z(3) = uˆcol
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which has relative degree 3. The general state feedback law described by Equa-
tion (6.12) is applied to the linearised system, in the form
uˆcol = −
[
Kz1 Kz2 Kz3
] z− zdz˙
z¨
 (6.42)
The closed-loop response to an input zd is then described by the linear transfer
function
Z(s)
Zd(s)
=
Kz1
s3 + Kz3s2 + Kz2s + Kz1
(6.43)
The increase in relative degree of the height model and the correspond-
ing change in the state feedback controller result in an additional pole in the
closed-loop response described by Equation (6.43). To ensure a consistent re-
sponse between the closed-loop height dynamics described by Levels 1, 2 and 3,
the state feedback gains are determined by comparison with the characteristic
equation
0 = (s2 + 2ζωn +ω2n)(s + p) (6.44)
where the specified damping ratio and natural frequency and therefore the
dominant poles are identical to those chosen for Levels 1 and 2 and the addi-
tional pole p is sufficiently fast such that the closed-loop response is identical
to that of Levels 1 and 2. The state feedback gains are then given by
Kz1 = pzω2n,z
Kz2 = ω2n,z + 2pzζzωn,z
Kz3 = 2ζzωn,z + pz
(6.45)
COMPARISON OF CLOSED-LOOP HEIGHT RESPONSE
The closed-loop responses of the height models described by Levels 1 to 3 are
compared, as shown in Figure 6.2. The trajectory of the Level 3 model becomes
identical to those of the Levels 1 and 2 models as the speed of the additional
pole pz reaches infinity. Computational considerations limit the magnitude
of pz in practice, thus it is chosen to be pz = 20ωn,z, determined through
simulation testing.
6.4.2 YAW CONTROL
The yaw controllers of the quadrotor model family are tuned similarly. The
linearised yaw dynamics are generally described by the relationship
ψ(ν) = uˆyaw = ψ
(ν)
d
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(a) Response comparison. (b) Error between 2nd- and 3rd-order
responses.
Figure 6.2: Comparison of the closed-loop responses in height for Levels
1 to 3, where the additional pole in the Level 3 response is specified to
be pz = 20ωn,z. The error ez is defined by ez = z1/2 − z3, where zi denotes
the response at Level i.
where ν is the relative degree of the system. The state feedback law for yaw
control is then
uˆyaw = −Kψ

ψ− ψd
ψ˙
ψ¨
...
ψ(ν−1)

(6.46)
For the second-order yaw model described by Levels 1 and 2, the closed-
loop system is described by the transfer function
Ψ(s)
Ψd(s)
=
Kψ1
s2 + Kψ2s + Kψ
(6.47)
which, through comparison with Equation (6.40) gives the state feedback gain
relationships as
Kψ1 = ω2n,ψ
Kψ2 = 2ζψωn,ψ
(6.48)
Similarly, the third-order yaw model described by Level 3 has the closed-
loop transfer function
Ψ(s)
Ψd(s)
=
Kψ1
s3 + Kψ3s2 + Kψ2s + Kψ
(6.49)
which, through comparison with Equation (6.44) gives the state feedback gain
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relationships as
Kψ1 = pψω2n,ψ
Kψ2 = ω2n,ψ + 2pψζψωn,ψ
Kψ3 = pψ + 2ζψωn,ψ
(6.50)
6.4.3 HORIZONTAL POSITION CONTROL
As stated previously, control of the quadrotor’s position in the horizontal plane
is achieved by rolling and pitching the vehicle to induce motion in the desired
direction. The horizontal position response is thus described by a system of
order (ν + 2), where ν is the relative degree of the roll and pitch dynamics
described by the model. The position response may be tuned by assuming that
the poles of the roll and pitch response are sufficiently faster than those of the
position response such that the approximation
Φ(s)
Φd(s)
=
Θ(s)
Θd(s)
≈ 1
is applicable. The closed-loop stability of the horizontal position response is
then ensured by specifying a roll/pitch response which is sufficiently fast.
TUNING OF POSITION RESPONSE
Assuming a near-instantaneous roll and pitch response, the feedback-linearised
horizontal position dynamics may be described by the relationships
x¨ = x¨d y¨ = y¨d
where the desired accelerations in x and y are determined by the state feedback
laws
x¨d = −
[
Kp1 Kp2
] [x− xd
x˙
]
, y¨d = −
[
Kp1 Kp2
] [y− yd
y˙
]
(6.51)
The closed-loop response in x and y is then described by the transfer function
X(s)
Xd(s)
=
Y(s)
Yd(s)
=
Kp1
s2 + Kp2s + Kp1
(6.52)
where the state feedback gains are once again determined by comparison with
Equation (6.40), giving
Kp1 = ω2n,p
Kp2 = 2ζpωn,p
(6.53)
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TUNING OF ROLL AND PITCH RESPONSE
The linearised roll and pitch dynamics of the quadrotor are described by the
relationships
φ(ν) = uˆlat θ(ν) = uˆlong
where the inputs uˆlat and uˆlong are determined by the state feedback laws
φ¨d = −Ka

φ− φd
φ˙
φ¨
...
φ(ν−1)

, θ¨d = −Ka

θ − θd
θ˙
θ¨
...
θ(ν−1)

(6.54)
As with the height and yaw dynamics, Levels 1 and 2 of the model fam-
ily describe the roll and pitch dynamics as 2nd-order systems, while Level 3
describes a 3rd-order system. The attitude response is thus specified similarly.
Levels 1 and 2 describe the closed-response by
Φ(s)
Φd(s)
=
Θ(s)
Θd(s)
=
Ka1
s2 + Ka2s + Ka1
(6.55)
with the corresponding gains
Ka1 = ω2n,a
Ka2 = 2ζaωn,a
(6.56)
while Level 3 describes the closed-loop response by
Φ(s)
Φd(s)
=
Θ(s)
Θd(s)
=
Ka1
s3 + Ka3s2 + Ka2s + Ka1
(6.57)
with the corresponding gains
Ka1 = paω2n,a
Ka2 = ω2n,a + pa2ζaωn,a
Ka3 = 2ζaωn,a + pa
(6.58)
STABILITY OF HORIZONTAL POSITION RESPONSE
The stability of the closed-loop response in x and y is determined by consid-
ering the horizontal position dynamics without assuming instantaneous roll
and pitch response. The horizontal position is then described by the models in
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(a) Response comparison. (b) Error between desired position re-
sponse and simulated responses.
Figure 6.3: Comparison of the closed-loop responses in horizontal po-
sition for Levels 1 to 3, with attitude response natural frequency
ωn,a = 10ωn,p. The error ex is defined by ex = xdes − xi, where xdes is the
desired response and xi denotes the response at Level i.
Levels 1 and 2 as
X(s)
Xd(s)
=
Y(s)
Yd(s)
=
Ka1Kp1
s4 + Ka2s3 + Ka1s2 + Ka1Kp2s + Ka1Kp1
(6.59)
It is assumed that the desired damping ratio of both the position and atti-
tude responses is ζ = 1. The natural frequency of the roll and pitch response
is then parameterised by ωn,a = kωn,p. Applying the Routh-Hurwitz stability
criterion to the system described by Equation (6.59), the position response is
found to be stable for all values of natural frequency ωn,a where k > 2. This
analysis is presented in greater detail in Appendix F.
Similarly, the linearised horizontal position dynamics are described by the
Level 3 model by
X(s)
Xd(s)
=
Y(s)
Yd(s)
=
Ka1Kp1
s5 + Ka3s4 + Ka2s3 + Ka1s2 + Ka1Kp2s + Ka1Kp1
(6.60)
Using numerical analysis, the Level 3 position response is found to be stable
for the all values of natural frequency ωn,a = kωn,p where k > kmin. The
minimum constant kmin is dependent on the placement of the additional pole
pa, via the relationship
lim
pa→∞
kmin = 2
Since pa is limited in magnitude in practice, k is required to be much greater
than 2 to ensure stability. Additionally, the attitude dynamics are ideally sig-
nificantly faster than the position dynamics in order to eliminate oscillatory
motion in the position response. Figure 6.3 demonstrates the effect the relative
speed of the attitude response has on the position response.
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6.4.4 STABILITY OF CLOSED-LOOP FLAT OUTPUT DYNAMICS
SECOND-ORDER SYSTEM
The stability of the flat output is verified using Lyapunov’s second method.
For the case as described by Levels 1 and 2 of the model family, the linearised
closed-loop response of the flat outputs is described by
y¨ f = K1(y f ,d − y f )−K2y˙ f
where the matrices Ki describe state feedback gains for the flat output control-
lers, given by
Ki =

Kzi 0 0 0
0 Kai 0 0
0 0 Kai 0
0 0 0 Kψi

Defining the operating conditions y f = [zd, φd, θd,ψd]T and y˙ f = [0, 0, 0, 0]T,
the stability of the flat outputs is determined by defining an appropriate Lya-
punov function
V =
1
2
(
(y f − y f ,d)TK1(y f − y f ,d) + y˙Tf y˙ f
)
(6.61)
which provides the time derivative
V˙ = −y˙Tf K2y˙ f (6.62)
The Lyapunov function V is then positive definite for the condition K1 > 0.
The derivative is negative definite for the condition K2 > 0. The closed-loop
flat output dynamics described by the linearised second-order system are thus
asymptotically stable under these conditions for all values of y f and y˙ f .
Consider the definition of the state feedback gains for the second-order sys-
tem
K1 = ω2n
K2 = 2ζωn
The stability criteria is then described in terms of the chosen tuning parameters
by
ω2n > 0, 2ζωn > 0
The system is therefore stable for all positive definite values of ωn and ζ, as
expected.
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THIRD-ORDER SYSTEM
The closed-loop system resulting from applying state feedback control to the
linearised Level 3 model is described by
y(3)f = K1
(
y f ,d − y f
)−K2y˙ f −K3y¨ f (6.63)
With the additional operating condition y¨ f = [0, 0, 0, 0]T, the Lyapunov function
is define to be
V =
1
2
(
(y f − y f ,d)T (K2K3 −K1)K1K−12 (y f − y f ,d)
+
(
K2y˙ f +K1(y f − y f ,d)
)T K−12 (K2y˙ f +K1(y f − y f ,d))
+(K3y˙ f + y¨ f )T(K3y˙ f + y¨ f )
) (6.64)
which provides the time derivative
V˙ = y˙Tf (K1 −K2K3)y˙ f (6.65)
The Lyapunov function V and is then positive definite and V˙ is negative definite
for the conditions K1 > 0, K2 > 0, K3 > 0, K2K3 − K1 > 0. The closed-loop
flat output dynamics described by the linearised third-order system are thus
asymptotically stable under these conditions for all values of y f , y˙ f and y¨ f .
Consider the definition of the state feedback gains for the third-order system
K1 = pω2n
K2 = ω2n + 2pζωn
K3 = p + 2ζωn
The stability criteria is then described in terms of the chosen tuning parameters
by
pω2n > 0, ω2n + 2pζωn > 0, p + 2ζωn > 0
2ζωn(ω2n + p2 + pζωn) > 0
The system is therefore stable for all positive definite values of ωn, p and ζ, as
expected.
6.5 CONTROLLER TESTING ON MODEL FAMILY
It is useful at this stage to introduce some standard notation to the model family
and the derived controllers. As described in Chapter 5, each model in the multi-
resolution family is described by the general state-space equation
x˙i(t) = fi(xi(t),u(t))
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where i = {1, 2, 3, 4, 5} denotes the level in the model family. The non-linear
controllers derived in this chapter may be described by the general model
u(t) = C−1u∗(t)
u∗(t) = cj(x(t), yt,d(t))
(6.66)
where the closed-loop system inputs are yt,d = [xd, yd, zd,ψd]T and j = {1, 2, 3}
denotes the level from which the controller is derived and the control matrix C
is
C =

1 1 1 1
0 0 1 −1
−1 1 0 0
−1 −1 1 1

The closed-loop system of any quadrotor-controller pair is therefore de-
scribed by
x˙i(t) = fi
(
xi(t),C−1
[
cj(xi(t), yt,d(t)
])
The state feedback gains are determined for each pair i = j = {1, 2, 3}. These
systems have been demonstrated to be stable through a combination of linear
stability analysis and Lyapunov’s second method. For the condition j 6= i,
the closed-loop system is highly non-linear and its stability unknown. This
is representative of controller design and testing in practice. The controller is
derived from a model of the system, ensuring the closed-loop system behaves
as desired in simulation. In practice unmodelled dynamics or non-linearities
result in an unexpected or undesirable response.
Such effects are investigated in simulation by applying the derived control-
lers to models of higher resolution, simulating the application of controllers
in practice. This approach allows differences in the response of each level to
be discussed with reference to the behaviours described by the level. Each
non-linear controller cj, where j = {1, 2, 3} is therefore applied to the model fi
described by each level i = {1, 2, 3, 4, 5} in the model family, subject to the con-
dition i ≥ j. A unit step input is applied to each of the desired tracking outputs
yt,d = [xd, yd, zd,ψd]T and the responses analysed. Finally, a typical trajectory is
defined and each controller-model combination commanded to follow it. The
results of these simulation experiments are then discussed.
6.5.1 STEP CHANGE IN HEIGHT RESPONSE
A step input is supplied to the controller input zd to induce a change in height
in the quadrotor models. The response of each model fi to an input to each
controller cj, subject to the condition i ≥ j, is presented. For each model-
controller pair, the desired settling time τs,z of the closed-loop height response
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is varied to change the performance of the controller. The specified damping
ratio is set constant at ζz = 1 for each test, while the additional pole specifying
the performance of the Level 3 controller is parameterised by pz = 20ωn,z.
(a) Response with desired settling
time of τs,z = 5 s.
(b) Response with desired settling
time of τs,z = 1 s.
(c) Response with desired settling
time of τs,z = 0.2 s.
Figure 6.4: Unit step response in height for Level 1 controller applied
to model family.
Figure 6.4 shows the response of each model in the multi-resolution family
to a step input in zd, supplied to the Level 1 controller c1. This gives the closed-
loop system
x˙i(t) = fi
(
xi(t),C−1 [c1(xi(t), yt,d(t)]
)
, i = {1, 2, 3, 4, 5} (6.67)
where yt,d = [0, 0, 1, 0]T. A chosen settling time of τs,z = 5 s is shown to result
in a stable response in each level. The trajectories followed by the models in
Levels 1 to 4 is shown to be almost identical, while the Level 5 model demon-
strates a steady-state error, due to the non-linearity in the rotor model. This
result emphasises the need for integral action when accurately tracking traject-
ories in practice. Decreasing the specified settling time to τs,z = 1 s results in
oscillatory behaviour in the response of the Level 4 and Level 5 models. The
higher frequency of the rotor dynamics described by these models and the lack
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(a) Response with desired settling
time of τs,z = 1 s.
(b) Input with desired settling time of
τs,z = 1 s.
(c) Response with desired settling
time of τs,z = 0.2 s.
(d) Input with desired settling time of
τs,z = 0.2 s.
Figure 6.5: Unit step response in height for Level 1 controller applied
to model family, with limits on magnitude of control inputs.
of compensation for this by the controller results in the poles of the closed-
loop system tending towards the imaginary axis. This is further evident when
decreasing the specified settling time to τs,z = 0.2 s. The height response de-
scribed by Levels 4 and 5 is now completely unstable. The response of the Level
3 model demonstrates slightly unstable oscillatory behaviour, again due to the
poles uncompensated-for rotor dynamics crossing the imaginary axis.
These results highlight the impact of unmodelled dynamics on the response
of the closed-loop system. As the natural frequency of the closed-loop system
is increased, the dynamics of the rotors become non-negligible. Without com-
pensating for the additional states in the system, the response then becomes
unstable. It must be noted that for desired settling times of τs,z = 1 s and
τs,z = 0.2 s, the actuator limits 0 ≤ ui ≤ 0.05 of the system are exceeded in
the simulation, which is not possible in reality. Limiting the system input u
to this range, Figure 6.5 demonstrates results which are more representative of
those in practice. Imposing limits is shown to have negligible impact on the
closed-loop system for τs,z = 1 s, but alters the response characteristics for the
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Figure 6.6: Phase plane plot of z and z˙ for Level 1 controller applied to
model family, with limited input range and desired settling time τs,z =
0.2 s.
system with τs,z = 0.2 s considerably. While the models described by Levels
1 and 2 quickly reach an equilibrium, the Level 3 model displays a stable but
oscillatory response. The systems described by Levels 4 and 5 are unstable but
not exponentially so. Figure 6.6 demonstrates these results.
The controller derived from Level 2 of the model family, c2, is then applied
to the models described by each Levels 2 to 5, giving the closed-loop system
x˙i(t) = fi
(
xi(t),C−1 [c2(xi(t), yt,d(t)]
)
, i = {2, 3, 4, 5} (6.68)
yt,d = [0, 0, 1, 0]T. Figure 6.7 shows the results of applying a step input in zd
for chosen values of τs,z. The results are shown to be similar to those for c1 as
expected. This is due to the similarities in the height dynamics of Levels 1 and
2 when the quadrotor is level. The observations made on the behaviour of the
closed-loop systems with the controller c1 can therefore also be attributed to c2.
Next, the controller derived from Level 3 of the model family, c3, is applied
to the models described by each Levels 3 to 5, giving the closed-loop system
x˙i(t) = fi
(
xi(t),C−1 [c3(xi(t), yt,d(t)]
)
, i = {3, 4, 5} (6.69)
where yt,d = [0, 0, 1, 0]T. Figure 6.8 shows the results of applying a step input in
zd to each closed-loop system. The dynamics of the rotors are now accounted
for by the controller through the first-order model described by Level 3. For
desired closed-loop settling times of τs,z = 5 s and τs,z = 1 s, the height dynam-
ics of Levels 4 and 5 is shown are shown to respond as desired. For τs,z = 1
s, the Level 5 height model is shown to respond in the opposite direction from
desired. This is due to the simulated input exceeding the limits of the physical
input signal, resulting in unpredictable behaviour in the non-linear rotor model
of Level 5. Once again, limiting the input signal ensures the model behaves as
predicted and produces a more desirable response, as shown in Figure 6.9. This
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(a) Response with desired settling
time of τs,z = 5 s.
(b) Response with desired settling
time of τs,z = 1 s.
(c) Response with desired settling
time of τs,z = 0.2 s.
Figure 6.7: Unit step response in height for Level 2 controller applied
to Levels 2 to 5 of the model family.
is further evidenced in the height response of the Level 5 model for τs,z = 0.2
s, where the system is shown to be exponentially unstable, while the Level 4
model is oscillatory and stable. The frequency of the closed-loop system has
now increased sufficiently such that the additional poles of the rotor dynamics
cause oscillatory behaviour in the response. Thus, while the rotor dynamics
have been accounted for by the control system, increasing the closed-loop fre-
quency of the system highlights the effects of further unmodelled dynamics.
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(a) Response with desired settling
time of τs,z = 5 s.
(b) Response with desired settling
time of τs,z = 1 s.
(c) Response with desired settling
time of τs,z = 0.2 s.
Figure 6.8: Unit step response in height for Level 3 controller applied
to Levels 3 to 5 of the model family.
(a) Response with desired settling
time of τs,z = 1 s.
(b) Input with desired settling time of
τs,z = 1 s.
Figure 6.9: Unit step response in height for Level 3 controller applied to
Levels 3 to 5 of the model family, with limits on magnitude of control
inputs.
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6.5.2 STEP INPUT IN YAW DIRECTION
A step input is supplied to the controller input ψd to induce a change in yaw
displacement in the quadrotor models. Again, the response of each model fi to
an input to each controller cj, subject to the condition i ≥ j, is presented. For
each model-controller pair, the desired settling time τs,ψ of the closed-loop yaw
response is varied to change the performance of the controller. The specified
damping ratio is set constant at ζψ = 1 for each test, while the additional pole
parameterising the performance of the Level 3 controller is placed at pψ =
20ωn,ψ.
Figure 6.10 shows the response of each model in the multi-resolution fam-
ily to a step input in ψd, supplied to the Level 1 controller c1. The resulting
closed-loop system is described by Equation (6.67), where yt,d = [0, 0, 0, 1]T. A
desired closed-loop settling time of τs,ψ = 5 s is shown to produce a similar
yaw response for each level, as expected. A value of τs,ψ = 1 s increases the
natural frequency of the closed-loop system, resulting in the additional poles
of the models in Levels 3 to 5 moving toward the imaginary axis and impacting
(a) Response with desired settling
time of τs,ψ = 5 s.
(b) Response with desired settling
time of τs,ψ = 1 s.
(c) Response with desired settling
time of τs,ψ = 0.2 s.
Figure 6.10: Unit step response in yaw displacement for Level 1 control-
ler applied to model family.
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(a) Response with desired settling
time of τs,ψ = 5 s.
(b) Response with desired settling
time of τs,ψ = 1 s.
(c) Response with desired settling
time of τs,ψ = 0.2 s.
Figure 6.11: Unit step response in yaw displacement for Level 2 control-
ler applied to Levels 2 to 5 of the model family.
the response. Finally, a value of τs,ψ = 0.2 s results in unstable behaviour in the
models described by Levels 3 to 5, due to the presence of closed-loop poles in
the positive real axis of the complex plane. The systems inputs u again exceed
the limits of the physical system in the latter two cases. For the case of τs,ψ = 1
s, the magnitude of the inputs are not sufficient to cause unstable behaviour in
the Level 5 model. For the case of τs,ψ = 0.2 s, the inputs are sufficiently far out-
with the limits of predictable behaviour that the Level 5 model is exponentially
unstable.
The controller c2 is then applied to Levels 2 to 5 of the model family, giv-
ing the closed-loop system described by Equation (6.68), with input yt,d =
[0, 0, 0, 1]T. The results of applying a unit step input in ψd are shown in Fig-
ure 6.11. As expected, the results of applying c2 to each quadrotor model are
similar to those when using the controller c1. In level, hovering flight, the yaw
dynamics of the Levels 1 and 2 models are identical, thus the derived yaw
controllers are also identical.
The controller c3 is then applied to Levels 3 to 5 of the model family,
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(a) Response with desired settling
time of τs,ψ = 5 s.
(b) Response with desired settling
time of τs,ψ = 1 s.
(c) Response with desired settling
time of τs,ψ = 0.2 s.
Figure 6.12: Unit step response in yaw displacement for Level 3 control-
ler applied to Levels 3 to 5 of the model family.
giving the closed-loop system described by Equation (6.69), with the input
yt,d = [0, 0, 0, 1]T. Figure 6.12 shows the results of applying a unit step input
in ψd to the controller. For a desired settling time of τs,ψ = 5 s, the closed-
loop response in yaw is slow enough to ensure that the model described by
each level is stable. Increasing the natural frequency of the closed-loop system
by specifying τs,ψ = 1 s, the Level 5 model is shown to be exponentially un-
stable. This is again due to the control inputs exceeding the physical limits of
the system, resulting in rotor behaviour which is unpredictable with respect to
the controller. Decreasing the closed-loop settling time further to τs,ψ = 0.2 s,
the Level 4 model is shown to become unstable also, as the frequency of the
closed-loop system approaches the natural frequency of the uncompensated
rotor dynamics.
6.5.3 STEP INPUT IN HORIZONTAL POSITION
The response of the quadrotor in horizontal position is investigated by applying
a step input in the controller command xd to induce a change in x. For each
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model fi the step command is input to the controller cj, where i ≥ j. For each
model-controller pair, the desired settling time τs,p of the closed-loop position
response is varied to change the performance of the controller. The natural
frequency of the desired closed-loop attitude response is related to the natural
frequency of the closed-loop attitude response by ωn,a = kωn,p, where k = 10 is
used to ensure a desirable response in the outer loop. The specified damping
ratios of both the inner and outer loops are ζa = ζp = 1, while the additional
pole parameterising the Level 3 controller is placed at pa = 20ωn,a.
(a) Response with desired settling time of τs,p = 10 s.
(b) Response with desired settling time of τs,p = 5 s.
(c) Response with desired settling time of τs,p = 1 s.
Figure 6.13: Unit step response in horizontal position for Level 1 con-
troller applied to model family.
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Figure 6.14: Height response to unit step input in xd. The difference
in behaviour between the Level 1 model and higher-resolution levels
becomes apparent when rolling or pitching the quadrotor. The Level
5 model is shown to have a steady-state error due to the non-linear
rotor model.
Figure 6.13 shows the response of each level in the multi-resolution model
family to a step input in xd, supplied to the Level 1 controller c1. This gives
the closed-loop system described by Equation (6.67), with the input yt,d =
[1, 0, 0, 0]T. A specified settling time of τs,p = 10 s is shown to produce an
identical position response for each level. This is expected, as the linear sys-
tem described by Equation (6.52) is identical for each level. The pitch response
is shown to be of low frequency and magnitude, thus the dynamics and non-
linearities of the higher-resolution models do not impact the closed-loop re-
sponse significantly. For a settling time of τs,p = 5 s the position and attitude
responses of the models described by Levels 4 and 5 are shown to be unstable.
The higher frequency of the inner loop which controls the roll and pitch re-
sponse of the system results in instabilities with a position response much
lower than that of the height dynamics. Increasing the natural frequency of
the closed-loop system further, τs,p = 1 s also results in unstable behaviour
in the Level 3 model, as the frequency approaches that of the rotor dynamics
without compensating for it.
Figure 6.14 shows the response in height for a step input in xd to the Level 1
controller. The difference between the Level 1 and Level 2 models becomes ap-
parent here, as the linear controller is not sufficient to ensure accurate tracking
of height in the non-linear models. Additionally, the non-linear rotor model of
the Level 5 quadrotor causes a steady-state error in z.
The Level 2 controller c2 is applied to the model family in Figure 6.15, giv-
ing the closed-loop system described by Equation (6.68) with the input xd. As
expected, the responses in x and θ for a desired settling time of τs,p = 10 s are
similar to those for the Level 1 controller, since the quadrotor is in approxim-
ately level flight. Increasing the frequency of the system by setting τs,p = 5 s, the
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differences between the controllers c1 and c2 become apparent, although the re-
sponses in Levels 4 and 5 are still unstable. Further increasing the frequency of
the system by setting τs,p = 1 s, the Level 3 model is shown to become unstable
also, as the rotor dynamics become non-negligible. The system does, however,
remain stable for slightly longer than when using the Level 1 controller.
Finally, applying again the Level 3 controller c3 to the model family res-
ults in the closed-loop system described by Equation (6.69). Application of a
(a) Response with desired settling time of τs,p = 10 s.
(b) Response with desired settling time of τs,p = 5 s.
(c) Response with desired settling time of τs,p = 1 s.
Figure 6.15: Unit step response in horizontal position for Level 2 con-
troller applied to Levels 2 to 5 of the model family.
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(a) Response with desired settling time of τs,p = 10 s.
(b) Response with desired settling time of τs,p = 5 s.
(c) Response with desired settling time of τs,p = 1 s.
Figure 6.16: Unit step response in horizontal position for Level 2 con-
troller applied to Levels 2 to 5 of the model family.
step input in xd provides the results shown in Figure 6.16. Again, for a low
frequency closed-loop response parameterised by τs,p = 10 s, the quadrotor
system is asymptotically stable at all levels. Increasing the frequency by setting
τs,p = 5 s, the system remains stable, as the rotor dynamics are sufficiently
damped by the controller. Further increasing the frequency by setting τs,p = 1
s, the position response described by the Level 3 model is stable as expected.
The models described by Levels 4 and 5 are unstable at this frequency, again
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due to additional dynamics in the rotor response. The Level 5 model is shown
to be highly unstable, due to the control inputs far exceeding the limits of the
physical system.
6.5.4 FOLLOWING A TRAJECTORY
As described in Chapter 2, the problem presented by the actuator limits range
on the system input u may be solved to some degree by designing suitable tra-
jectories. An example trajectory is employed to demonstrate the behaviour of
each quadrotor when commanded to follow a smooth path rather than a dis-
continuous step input. The approach to trajectory design is detailed in Chapter
7, but an example derived from it may be employed and is described by
xd(t) = 0.004t3 − 0.0002t4
yd(t) = 0.01t3 − 0.0015t4 + 0.00006t5
zd(t) = −0.018t3 + 0.0029t4 − 0.00012t5
ψd(t) = 0.0314t3 − 0.00472t4 + 0.000189t5
(6.70)
which provides the reference trajectory shown in Figure 6.17.
The desired flat output yt,d(t) = [xd(t), yd(t), zd(t),ψd(t)]T is supplied to
each controller-quadrotor pair, giving the results shown in Figures 6.18, 6.19
and 6.20. These results demonstrate the benefit of smooth trajectory design, as
the Level 5 model is shown to remain stable for values of τs,p and τs,ψ where
supplying a step input under these conditions rendered the system unstable.
Instabilities caused by the dynamics of the rotors in Levels 3 to 5 when supply-
ing a step input are also present when inputting a smooth trajectory command.
Figure 6.17: Reference trajectory for model comparison.
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(a) Trajectory with controller prop-
erties τs,p = τs,z = 10 s, τs,ψ = 1 s.
(b) Trajectory with controller prop-
erties τs,p = τs,z = 10 s, τs,ψ = 0.2 s.
(c) Trajectory with controller prop-
erties τs,p = τs,z = 5 s, τs,ψ = 1 s.
(d) Trajectory with controller prop-
erties τs,p = τs,z = 5 s, τs,ψ = 0.2 s.
(e) Trajectory with controller prop-
erties τs,p = τs,z = 2 s, τs,ψ = 1 s.
(f) Trajectory with controller prop-
erties τs,p = τs,z = 2 s, τs,ψ = 0.2 s.
Figure 6.18: Response of each model fi, where i = {1, 2, 3, 4, 5}, to a smooth
trajectory command yt,d(t) supplied to controller c1.
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(a) Trajectory with controller prop-
erties τs,p = τs,z = 10 s, τs,ψ = 1 s.
(b) Trajectory with controller prop-
erties τs,p = τs,z = 10 s, τs,ψ = 0.2 s.
(c) Trajectory with controller prop-
erties τs,p = τs,z = 5 s, τs,ψ = 1 s.
(d) Trajectory with controller prop-
erties τs,p = τs,z = 5 s, τs,ψ = 0.2 s.
(e) Trajectory with controller prop-
erties τs,p = τs,z = 2 s, τs,ψ = 1 s.
(f) Trajectory with controller prop-
erties τs,p = τs,z = 2 s, τs,ψ = 0.2 s.
Figure 6.19: Response of each model fi, where i = {2, 3, 4, 5}, to a smooth
trajectory command yt,d(t) supplied to controller c2.
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(a) Trajectory with controller prop-
erties τs,p = τs,z = 10 s, τs,ψ = 1 s.
(b) Trajectory with controller prop-
erties τs,p = τs,z = 10 s, τs,ψ = 0.2 s.
(c) Trajectory with controller prop-
erties τs,p = τs,z = 5 s, τs,ψ = 1 s.
(d) Trajectory with controller prop-
erties τs,p = τs,z = 5 s, τs,ψ = 0.2 s.
(e) Trajectory with controller prop-
erties τs,p = τs,z = 2 s, τs,ψ = 1 s.
(f) Trajectory with controller prop-
erties τs,p = τs,z = 2 s, τs,ψ = 0.2 s.
Figure 6.20: Response of each model fi, where i = {3, 4, 5}, to a smooth
trajectory command yt,d(t) supplied to controller c3.
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6.6 A COMPARISON OF NON-LINEAR DYNAMIC INVERSION CON-
TROL AND CONVENTIONAL PID
Simulation testing of the quadrotor with Non-linear Dynamic Inversion (NDI)
control has been shown to produce both stable and responsive flight. How-
ever, compared to conventional Proportional Integral Derivative (PID) control,
design of an NDI controller requires far more information about the system and
is therefore more time-consuming to develop in instances where the system has
not already been fully identified. In theory, as NDI cancels out non-linearities
in the system, it should produce a closed-loop response with minimal over-
shoot and oscillation, as demonstrated by Voos (2009), Mistler et al. (2001) and
the results of the previous section.
The developed NDI controllers are thus compared to a conventional PID
controller (Bouabdallah et al., 2004) to examine the benefits of one over the
other. The primary focus of this investigation is to determine the difference,
if any, in response and control effort of closed-loop systems employing each
controller with similar settling times. To limit the scope of this investigation,
both control strategies are applied to the Level 5 model described by Equation
(5.10) and the NDI controller employed is derived from Level 3 of the model
family. The bandwidth of the NDI controller is specified by the desired closed-
loop settling time of τs,z = τs,p = 5 s.
6.6.1 STRUCTURE OF THE PID CONTROLLER
The PID controller is structured identically to the NDI controller, as shown in
Figure 6.1. The flat outputs controller then consists of a single feedback law,
expressed by
u∗ = KP, f (y f − y f ,d) +KI, f
∫
(y f − y f ,d) dt +KD, f ddt (y f − y f ,d) (6.71)
where y = [z, φ, θ,ψ]T and the gains KP, f , KI, f and KD, f are diagonal matrices.
The horizontal position is controlled by a similar feedback law which provides
the roll and pitch commands[
φd
θd
]
=
[
− sinψ cosψ
− cosψ − sinψ
]
uxy
uxy = KP,xy
(
yxy − yxy,d
)
+ KI,xy
∫ (
yxy − yxy,d
)
dt
+ KD,xy
d
dt
(yxy − yxy,d)
(6.72)
where KP,xy, KI,xy and KD,xy are scalar gains.
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6.6.2 TUNING OF PID GAINS
The PID gains are tuned using MATLAB’s SISO Design Tool and the controllers
tested in Simulink on linearised models of the quadrotor’s height, yaw and ho-
rizontal position dynamics, as derived from the Level 4 model. The controllers
are then tested in simulation on the Level 5 model to identify issues presented
by the additional non-linearities of Level 5 with respect to Level 4.
The attitude response is tuned for a closed-loop bandwidth of 3.9 rad s−1
and a phase lag of 60◦, providing a similar response profile to that of the NDI
controller. The height response is tuned for a bandwidth of 0.39 rad s−1 and
phase lag of 70◦, while the horizontal position is tuned for a bandwidth of 0.39
rad s−1 and phase lag of 75◦.
A first-order filter of bandwidth 5 rad s−1 is used to smooth out step inputs
to the PID controller. Without this filter, the control inputs would exceed the
measured actuator limits of the Level 5 model, thus resulting in unpredictable
behaviour. The filter is not required when smooth trajectories are supplied to
the controller.
The roll and pitch controllers are designed as proportional-derivative (PD)
only. Thus, the resulting PID gains are
KP, f =

2.47× 10−4 0 0 0
0 3.717× 10−4 0 0
0 0 3.717× 10−4 0
0 0 0 3.84× 10−1

KI, f =

1.42× 10−6 0 0 0
0 0 0 0
0 0 0 0
0 0 0 4.46× 10−2

KD, f =

5.111× 10−3 0 0 0
0 5.575× 10−3 0 0
0 0 5.575× 10−3 0
0 0 0 4.17× 10−2

KP,xy = 2.644× 10−3
KI,xy = 1.583× 10−5
KD,xy = 4.037× 10−2
6.6.3 COMPARISON OF HEIGHT RESPONSE
The response of the quadrotor to a step input in height is compared for PID
and NDI controllers. Figure 6.21 demonstrates the difference in both output
and input between the two strategies. Despite being derived from the Level 3
model, the NDI controller handles the additional dynamics and non-linearities
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(a) Height response. (b) Collective control input at start
of motion.
Figure 6.21: Comparison of NDI and PID controllers in height response
and corresponding pseudo-input.
of the Level 5 model with zero oscillation and negligible steady-state error.
Conversely, while the PID controller demonstrated zero steady-state error dur-
ing tuning on the Level 4 model, an error is readily apparent in the Level 5
height response.
This can be attributed to the non-linear rotor model of the Level 5 model
and the increased control effort required by the PID controller versus the NDI
algorithm. The steady-state error could be reduced by increasing the integral
action in the PID controller, at the cost of increasing overshoot in the response.
The NDI controller also demonstrates a reduced control effort in comparison to
the PID controller.
6.6.4 COMPARISON OF YAW RESPONSE
The response of the quadrotor to a step input in yaw displacement is compared
for both controllers. Figure 6.22 demonstrates the difference in output and
input between both strategies. Despite exhibiting a faster rise time than NDI-
controlled system, the PID-controlled yaw response is shown to be more stable
by the yaw pseudo-input history. Testing of the Level 4 yaw model demon-
strated an oscillatory but stable open-loop response. While the NDI controller
is designed to cancel out non-linearities in the system, the PID controller is not.
The PID controller is therefore capable of utilising positive non-linearities and
dynamics in the system, which the Levels 4 and 5 yaw response may represent.
Ultimately, both controllers produce stable yaw responses, reaching the
steady-state at the desired settling time. The PID controller is shown to de-
mand significantly less control action.
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(a) Yaw response. (b) Yaw control input at start of mo-
tion.
Figure 6.22: Comparison of NDI and PID controllers in yaw response and
corresponding pseudo-input.
6.6.5 COMPARISON OF HORIZONTAL POSITION RESPONSE
The response of the quadrotor to a step input in horizontal position is com-
pared for both controllers. Figure 6.23 demonstrates the difference in output
and input for each strategy. Simulation testing of the PID horizontal position
controller highlighted the need for a first-order filter in the step command.
Without the filter, input signals generated by the PID controller far exceeded
the actuator limits of the system and produced highly unpredictable behaviour.
With the filter in place, the PID controller is shown to demand less control
effort than the NDI controller, but produces an inferior response in the position.
6.6.6 COMPARISON OF TRAJECTORY FOLLOWING
Each controller is applied to the Level 5 quadrotor model and commanded to
follow a trajectory specified by the polynomials
xd(t) = 0.00296t3 − (2.963× 10−4)t4 + (7.901× 10−6)t5
yd(t) = 0
xd(t) = −0.00296t3 + (2.963× 10−4)t4 − (7.901× 10−6)t5
ψd(t) = 0
(6.73)
which takes the aircraft from r = [0, 0, 0]T to r = [1, 0− 1]T via a smooth path.
As Figure 6.24 shows, the NDI controller tracks the commanded path perfectly
as expected, while the PID controller is shown to have a small initial error
which increases near the end of the trajectory.
Figure 6.25 compares the relevant input and output histories of the quadro-
tor for each controller during the trajectory following. Again, the NDI control-
ler is shown to demand more control effort than the PID controller, but with the
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(a) Horizontal position response. (b) Attitude response.
(c) Longitudinal control input at
start of motion.
Figure 6.23: Comparison of NDI and PID controllers in horizontal posi-
tion response and corresponding pseudo-input.
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Figure 6.24: Comparison of trajectories followed by quadrotors under
NDI and PID control.
advantage of superior trajectory-tracking. In both systems, the control signals
are well within the measured actuator limits of the system.
6.6.7 DISCUSSION OF RESULTS
The primary benefit of PID control, the ability to govern a system with little-
to-no information about the system properties, is rendered redundant here by
comprehensive models of system processes. While the differences between the
Level 3 and Level 5 quadrotor models might have resulted in poor performance
by the Level 3 NDI controller, it has been demonstrated that this is not the case
for the chosen controller bandwidths. PID control may provide greater benefits
when introducing further phenomena into the quadrotor model, which the NDI
controller may not have accounted for.
6.7 DISCUSSION AND CONCLUSIONS
6.7.1 DISCUSSION OF CONTROLLER DESIGN AND RESULTS
The results presented in this chapter demonstrate a potential benefit of a multi-
resolution model of a system. The models described by Levels 1 and 2 of the
model family are typical of those used in controller design, while use of the
Level 3 model allows the rotor dynamics to be compensated for by the con-
troller. The controllers derived from these models are designed such that they
ensure a stable closed-loop response, with Lyapunov’s second method verifying
this. However, application of the derived controllers to the models described
by Levels 4 and 5 demonstrates that the closed-loop system becomes unstable
as the gains of the controller are increased. It is thus demonstrated that, while
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(a) Horizontal position response. (b) Height response.
(c) Attitude response.
(d) Collective control input. (e) Longitudinal control input.
Figure 6.25: Comparison of NDI and PID controllers in following a tra-
jectory, demonstrating the differences in input and output responses.
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a controller ensures a stable response in theory and simulation, this may not
be the case in a higher resolution model or, crucially, in practice. A stiff con-
troller such as that characterised by high values of τs is shown to provide a
stable response for every quadrotor system in the model family. Increasing
the responsiveness of the controller is shown to result in instabilities caused
by dynamics or non-linearities which are not considered at lower resolutions.
Thus, while it is possible to implement stiff controllers in practice with relat-
ively low risk, the multi-resolution model demonstrates its worth in designing
more responsive controllers.
6.7.2 CONCLUSIONS
Dynamic inversion is a popular method for in designing non-linear control-
lers for the quadrotor platform. Use of this technique requires an accurate
model of the system which is then inverted and placed in closed loop with the
plant. It has been demonstrated that differences between the inverted model
and plant can result in undesirable performance, particularly when a high-
bandwidth response is desired. A multi-resolution model aids in the design
of such controllers by allowing a dynamic inversion controller derived from a
low-resolution model to be tested on a succession of higher-resolution models
to better determine its potential performance in reality.
CHAPTER 7
INVESTIGATING THE EFFECTS OF MODEL
RESOLUTION ON OPTIMISATION OF TRAJECTORIES
FOR WIRELESS POWER TRANSMISSION
The literature review described in Chapter 2 highlighted the recent advance-
ments in Wireless Power Transmission (WPT), or power beaming, technology.
The technology used to convert electrical energy to electromagnetic energy
and vice-versa has improved sufficiently such that wireless powering of un-
manned aircraft or recharging of onboard power sources is now feasible, as
demonstrated by Achtelik et al. (2011). The significant amount of power in the
transmitting beam is a cause for concern, although measures to address this
are under consideration, as described by Nugent et al. (2011). While a cut-off
switch for the laser beam is essential, additional safety concerns may be min-
imised by ensuring close co-operation between the energy-transmitting ground
station and the receiving aircraft.
This chapter presents a case study of one approach to improving the safety
and efficiency of wireless power transmission. To ensure that the laser beam
always terminates at the intended destination – a photovoltaic sensor on the re-
ceiving aircraft – the aircraft trajectory may be optimised to better complement
the performance of the tracking and beam steering system which projects the
laser. The aims of this study are twofold. First, some insight may be gained into
the required performance of an actuated Energy Transmission System (ETS).
Second, the effect of model resolution on the solutions of the trajectory op-
timisation may be investigated, allowing further discussion of the benefits of
multi-resolution modelling.
The SiFRe simulation engine’s multi-agent functionality is used to model
a quadrotor aircraft ETS working in co-operation in a wireless power trans-
mission operation. The quadrotor trajectory is optimised such that the laser
spot is always on-target with minimal overspill. The optimisation is performed
for each level in the quadrotor model family, with an appropriate controller to
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provide accurate trajectory following. The optimisation results are then com-
pared for each level. These comparisons then permit discussion of the impact
of model resolution on the results of trajectory optimisation.
7.1 DESCRIPTION OF WIRELESS POWER TRANSMISSION SCENA-
RIO AND THE ENERGY TRANSMISSION SYSTEM
A wireless power transmission and its associated systems can take a number
of forms. The experiment detailed by Achtelik et al. (2011) employed a near-
stationary quadrotor and a fixed laser emitter, with beam steering achieved
through use of an actuated mirror. This describes one possible scenario, with
the obvious limitation that the quadrotor movement is restricted. The scenario
and energy transmission apparatus considered in this case study differ from
the aforementioned experiment.
As described in Nugent and Kare (2011) and highlighted in Chapter 2, a
wireless power transmission operation can take two forms. The first involves
near-continual charging of the UAV, with only brief interruptions in transmis-
sion. The aircraft would therefore only require a small energy reserve onboard
– an ideal solution for the weight-restricted quadrotor. In this case, the aircraft
would be required to continue to its mission while being charged, due to the
limited capability for operating on an isolated power supply. The second form
involves periodic charging of the UAV. In this case, the aircraft would be able
to utilise its own power supply to pursue its mission, returning to the vicinity
of the ETS for charging. Alternatively, it could perform its mission for the dur-
ation of the flight and be charged periodically by the ETS. This latter scenario
has the benefit of allowing the ETS to service multiple aircraft in sequence.
The scenario considered in this study is the charging stage of the latter case,
where the quadrotor enters the charging volume of the ETS and receives power
while following a flight path which leads it back out of the volume to return to
its mission. During this stage, the ETS is required to transmit the laser beam
onto the photovoltaic sensor mounted on the underside of the quadrotor with
sufficient precision. As the quadrotor and ETS are intended to co-operate in
the power transfer, the ETS controller is informed of the quadrotor’s relative
position, allowing it to seek out the quadrotor as it enters the charging volume.
An optical sensor mounted on the actuated component of the ETS allows the
photovoltaic sensor, identified by a ring of LEDs, to be tracked. Upon visually
acquiring the LEDs, the ETS controller acts to track the centroid of the LED pos-
itions in camera space, which corresponds to the geometric centre of the sensor.
The laser beam is then projected parallel to the sightline of the camera by an
emitter also located on the actuated component of the ETS. Assuming minimal
distance between the laser beam and camera sightline, the optical sensor then
identifies the location of the laser spot on the sensor and the ETS controller acts
to centre it on the photovoltaic sensor.
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Sensor
Beam
(a) Projected area is
maximised and laser
spot is centred, re-
ducing possibility of
overfill.
(b) Laser spot is not
centred on sensor,
resulting in overfill.
(c) Laser spot is
centred, but projected
area is small enough
that overfill occurs.
Figure 7.1: Poor beam steering or insufficient projected sensor area can
result in overfill of the sensor and pose a safety hazard.
An energy transmission system of sufficiently high bandwidth would there-
fore be able to seek, acquire and track the receiving sensor in a short period of
time after the quadrotor enters the charging volume. There is, however, the
possibility of the beam overfilling or missing the sensor due to either lag in
the tracking and beam steering response or the orientation of the sensor with
respect to the beam vector. Figure 7.1 demonstrates how an incoming laser
beam may overfill the sensor due to steering errors or a large angle of incid-
ence. There are a number of reasons the beam might overfill the sensor in both
cases. First, the distance between sensor and beam source may be sufficiently
large that the beam diameter approaches the diameter of the sensor. Any small
error in centring the laser spot then risks overfilling the sensor. Similarly, a
large angle of incidence reduces the projected area of the sensor and results in
overfill. Second, at both short and long range, noise or jitter in the tracking and
beam steering (Kim, Nagashima, and Agrawal, 2011) can result in noise in the
laser spot position on the receiving sensor. Ensuring it is nominally centred and
that the projected sensor surface area is maximised then reduces the likelihood
of missing or overfilling the sensor.
While time could be committed to reducing jitter and other errors in the ETS
control system, it is possible to optimise the trajectory of the quadrotor such
that it works in co-operation with the ETS to minimise any errors. This results
in improved operational safety and increases the efficiency of the transmission.
As the quadrotor follows a trajectory which takes it in and then back out of the
charging volume, its yaw controller ensures that the photovoltaic sensor surface
normal is aligned with the laser beam in the horizontal plane, maximising the
projected surface area.
The flight dynamics of the quadrotor then impact the performance of the
power transmission in the following ways. First, the ability of the ETS to track
the quadrotor is dependent on the bandwidth and performance of the closed-
loop ETS response and the relative acceleration of the quadrotor. The traject-
ory followed by the quadrotor must therefore be one which allows the ETS to
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accurately centre the laser spot on the photosensitive sensor throughout the
transmission. Second, as the quadrotor position and attitude dynamics are
strongly coupled in closed loop, the attitude of the quadrotor along the traject-
ory is dependent on both the translational acceleration of the vehicle and the
curvature of the trajectory. The angle of incidence of the sensor normal with
the laser beam is therefore related to the defined trajectory and the quadrotor
tracking performance in closed loop. Additionally, actuator limits restrict the
bandwidth of the quadrotor yaw controller. Optimisation of the trajectory then
ensures minimal phase difference between the yaw command and response.
7.2 ADDITIONAL GEOMETRY AND FRAME OF REFERENCE
Recall the kinematics and frames of reference described in Chapter 3. These
definitions are extended to include the energy transmission system and its sub-
systems, shown in Figure 7.2. Assigning the subscript Q to properties relating
to the quadrotor, the quadrotor is stated to have position rQ ∈ R3 and attitude
ηQ ∈ R3 in the World frame W . The geometric centre of the photosensitive di-
ode, denoted by S, has fixed position rBS/Q ∈ R3 with respect to the quadrotor.
The orientation of the sensor is described by the surface normal nBS ∈ R3 and is
also fixed in B. The sensor position and surface normal are therefore described
in the World frame by
rS = rQ + RWB r
B
S/Q
nˆS = RWB nˆ
B
S
The centre of rotation of the energy transmission system, denoted by E, has
fixed position rE ∈ R3 in W . The orientation of the ETS’s actuated platform
is described with respect to W by ηE = [θE,ψE]T ∈ R2. Defining a frame of
reference E fixed on this platform as shown in Figure 7.3, the orientation ofW
may be described in E by
REW =
cos θE 0 − sin θE0 1 0
sin θE 0 cos θE

 cosψE sinψE 0− sinψE cosψE 0
0 0 1

which provides the direction cosine matrix describingW in E
REW =
cos θE cosψE cos θE sinψE − sin θE− sinψE cosψE 0
sin θE cosψE sin θE sinψE cos θE
 (7.1)
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xW
yW
zW
rQ
rE
rC/E
rS/Q
rL/E
Figure 7.2: Geometry of quadrotor and ETS agents with respect to iner-
tial frameW .
The reverse transformation then describes E inW by
RWE =
(
REW
)T
=
cos θE cosψE − sinψE sin θE sinψEcos θE sinψE cosψE sin θE sinψE
− sin θE 0 cos θE
 (7.2)
The ETS’s optical camera, denoted by C, and laser emitter, denoted by L,
are fixed on the actuated platform at rEC/E ∈ R3 and rWL/E = R3 respectively.
Their positions are therefore described inW by
rC = rE + RWE r
E
C/E
rL = rE + RWE r
E
L/E
The unit direction vectors of the camera line of sight and laser beam are fixed
in E at nˆEC and nˆEL , respectively. They are then described inW by
nˆC = RWE nˆ
E
C/E
nˆL = RWE nˆ
E
L/E
These definitions are employed in describing the dynamic and geometric
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zW
xW
yW
zE
xE
yE
Figure 7.3: Axes definition of reference frame E , fixed on the energy
transmission system’s actuated platform.
models of the ETS and its interactions with the quadrotor.
7.3 MODELLING AND CONTROL OF AN ENERGY TRANSMISSION
SYSTEM
The wireless power transmission simulation requires an ETS agent to interact
with the quadrotor agent. This agent is comprised of a dynamic model de-
scribing the response of the actuated platform, an optical sensor model and a
geometry model describing the interaction of the laser beam with the photo-
voltaic sensor on the quadrotor.
7.3.1 ENERGY TRANSMISSION SYSTEM DESCRIPTION
The ETS model is based on a system built at the University of Glasgow, shown
in Figure The ETS consists of three components: a camera which provides
visual feedback to the system controller for target tracking; a low-power visible-
light laser for simulating the laser pointing accuracy and stabilisation of the
system; and an actuated platform which provides two degrees of rotational
freedom. The camera and laser emitter are positioned on the platform and
aligned such that the camera sightline and laser beam are parallel. Two brush-
less motors supply the torque which drives the panning and tilting motion
of the platform, allowing the camera sight and laser beam to be directed as
required. Each motor has an encoder which measures its precise rotational dis-
placement. The motor inputs are determined by a controller which is informed
by feedback from the camera.
A photosensitive diode mounted on the underside of the quadrotor works
in tandem with the ETS by receiving the power transmitted by the laser. The
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Figure 7.4: Partially-constructed Energy Transfer System, lacking only
camera and laser emitter.
diode is slightly inclined, to favour a laser beam incoming from a lower alti-
tude. A ring of LEDs around the sensor provides increased visibility to the ETS
camera. Power received by the diode is transferred electrically to the quadrotor
batteries.
7.3.2 SYSTEM MODEL
ACTUATOR DYNAMICS
The rotational displacement of the actuated platform is driven by two brushless
motors. The dynamics of the system are described by the first-order model
η˙E =
1
τ
(u− ηE) (7.3)
where the inputs u to the system are the rotational set-points
u = ηE,d = [ψE,d, θE,d]
T (7.4)
The time constant τ of the model is determined through experimentation with
the reference system.
CAMERA MODEL
A simple camera model is employed to describe the feedback of visual data
to the ETS tracking control system. The camera is designed to sense the LEDs
positioned around the receiving sensor on the quadrotor. The relative positions
of the diodes in inertial Euclidean 3-spaceR3 into the camera Euclidean 2-space
R2 using the pinhole camera model described by Hartley and Zisserman (2003).
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Figure 7.5: Geometry of the pinhole camera model. The camera centre
rC is at the centre of the coordinate system. The coordinates of a point
with position r in Euclidean 3-space are mapped to 2-space by consid-
ering the intersection of the point with the image plane, fixed at the
principle point p along the principle axis x (Hartley and Zisserman,
2003).
A point P, fixed in the quadrotor body-frame B, has position inW described
by
rP = rQ + RWB r
B
P/Q
It is then described relative to the camera position rC in E by
rEP/C = R
E
W (rP − rC)
= REW
(
rQ − rE + RWB rBP/Q
)
− rEC/E
If rEP/C = [xP/C, yP/C, zP/C]
T describes the position of P in object space, the
position in camera space is described by
xCP = f
yP/C
xP/C
yCP = − f
zP/C
xP/C
(7.5)
The camera has field of view λC and aspect ratio A. For P to be visible to
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the camera, it must therefore satisfy the constraints
− f tanλC ≤ xC ≤ f tanλC
−A f tanλC ≤ yC ≤ A f tanλC
LASER GEOMETRY MODEL
The laser beam is modelled as a beam of finite length, originating at the point
describing the position of the laser emitter rL and terminating at the point rLS,
where it intersects the surface plane of the photovoltaic sensor on the quadrotor.
The intersection point is determined by first describing the laser beam as a line
of length l, with the equation
p = lnˆL + rL, l ∈ R (7.6)
where p is any point along the line. The surface of the photosensitive diode is
described by the plane
(p− rS) · nˆS = 0 (7.7)
Equating (7.6) and (7.7) provides the length of the laser beam, subject to condi-
tions imposed by the finite extent of the photodiode surface plane
l =

(rS−rL)·nˆS
nˆL·nˆS if ‖p− rS‖ ≤ rS
∞ if ‖p− rS‖ > rS
(7.8)
The laser termination point is then given by
rLS = lnˆL + rL (7.9)
7.3.3 TRACKING CONTROLLER
The ETS is designed to search for, acquire and track the photosensitive sensor
mounted on the quadrotor. The control system has three modes:
1. Seek – sightline control is used to direct the principle axis of the camera
towards the quadrotor using the transmitted position of the quadrotor.
2. LED tracking – visual feedback provides the coordinates of the LEDs in
the camera space. The controller then acts to center the centroid of the
LEDs, and therefore the sensor, in the camera frame.
3. Laser spot tracking – as the sensor is centred in the camera frame, the
laser beam is emitted onto the sensor surface at a slight offset. Visual
feedback from the camera then allows the tracking controller to position
the laser spot at the centre of the sensor.
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SEEKING MODE
The position of the quadrotor in inertial space rQ is transmitted to the ETS
control system. In directing the camera sight towards the quadrotor position,
the LEDs identifying the photosensitive sensor become visible, allowing the
visual tracking controller to take over.
The commands to the actuating motors are the desired rotational displace-
ments of the ETS platform. These are provided by the geometric relationships
tanψE,d =
yQ − yE
xQ − xE (7.10)
tan θE,d = − zQ − zE√
(xQ − xE)2 + (xQ − xE)2
(7.11)
LED TRACKING MODE
The LEDs are detected in the camera space and their coordinates transmitted
to the tracking controller. If an LED i has position rCi ∈ R2 in camera space, the
centroid of NS LEDs, all visible to the camera, has position
rCcentroid =
1
NS
NS
∑
i=1
rCi
Noting the model of the ETS as described by Equation (7.3), a proportional-
integral (PI) controller may be specified, with the form
u = τ
(
Kpe+ Ki
1
s
e
)
+ ηE (7.12)
The centre of the camera image has coordinates rC0 = [0 0]T. The feedback
error e is then the coordinates of the target point in the camera space. Using
the small approximation, the feedback error may be described by
e = rCcentroid ≈ f
[
θE,d − θE
ψE,d − ψE
]
(7.13)
The closed-loop response may therefore be approximated by the function
ΨE(s)
ΨE,d(s)
=
ΘE(s)
ΘE,d(s)
=
Kp f s + Ki f
s2 + Kp f s + Ki f
(7.14)
and can be tuned by relating the controller gains to desired response character-
istics
Kp =
2ζωn
f
Ki =
ω2n
f
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(a) Yaw response. (b) Pitch response.
Figure 7.6: ETS rotational response with visual feedback for target ini-
tially at rC = [200, 100]T.
LASER SPOT TRACKING MODE
Upon centring the receiving sensor in camera space, the laser beam is emitted
and the camera detects the laser spot on the sensor surface. The controller then
acts to centre the laser spot on the sensor, using the control law described by
Equation (7.12), with the adjusted feedback error
e = rCcentroid − rCL (7.15)
where rCL is the position of the laser space in camera space.
ETS TRACKING RESPONSE
The response of the ETS to a visual input is required to be fast enough to track
a fast-moving object such as the quadrotor. The linear relationship described
by Equation (7.14) is used to tune the controller and is compared to the true
system response in Figure 7.6.
7.4 TRAJECTORY DEFINITION AND QUADROTOR CONTROLLER
REVISION
An example trajectory was used in Chapter 6 to demonstrate the stability and
performance of the quadrotor controllers. This trajectory was defined using the
approach described by Cowling et al. (2007). This approach is again used to
define smooth trajectories for the quadrotor to follow during wireless power
transmission. There are two primary benefits to this approach. First, a smooth
trajectory permits use of a responsive controller while minimising the possib-
ility of the actuator limits being reached. This is a concern in practical flight,
where the actuator limits represent a non-linear discontinuity and can result in
unpredictable behaviour or a limit cycle when reached. Second, the trajectory
is defined by a number of parameters. These may be varied to optimise the
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path for the wireless power transmission. An additional benefit is the versatil-
ity of the approach, allowing the generation of smooth paths around obstacles
or through multiple waypoints, leaving scope for further investigations in tra-
jectory optimisation.
7.4.1 SMOOTH TRAJECTORY DEFINITION WITH POLYNOMIALS
Recall the tracking outputs yt = [x, y, z,ψ]T of the quadrotor system. For any
output in yt, boundary conditions for the nth derivative are chosen such that
a polynomial of order m = 2n− 1 is obtained. Six boundary conditions for a
single output are defined: the displacement, velocity and acceleration at both
the beginning and end of the trajectory. A polynomial of order m = 5 is thus
obtained.
The desired trajectory of x is obtained by first expressing the desired accel-
eration x¨ by the third-order polynomial
x¨d(t) = a2 + a3t + a4t2 + a5t3 =
5
∑
k=2
aktk−2 (7.16)
The desired velocity of x is then found by integrating to obtain the 4th-order
polynomial
x˙d(t) = a1 + a2t +
1
2
a3t2 +
1
3
a4t3 +
1
4
a5t4
=
5
∑
k=1
1
max(1, k− 1) akt
k−1
(7.17)
Finally, integrating again provides the desired position as a polynomial of order
m = 5
xd(t) = a0 + a1t +
1
2
a2t2 +
1
6
a3t3 +
1
12
a4t4 +
1
20
a5t5
=
5
∑
k=1
1
max(1, k(k− 1)) akt
k
(7.18)
Denoting the time at the beginning of the trajectory t0, the nth derivative of
xd at t0 is expressed by x
(n)
d (t0) = x
(n)
0 . Similarly, the time at the end of the tra-
jectory is denoted t f and the output denoted x
(n)
d (t f ) = x
(n)
f . The polynomials
described by Equations (7.16), (7.17) and (7.18) are then evaluated at t0 and t f
to provide the relationship
x0
x˙0
x¨0
x f
x˙ f
x¨ f

=

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f
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3 t
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0 0 1 t f t2f t
3
f


a0
a1
a2
a3
a4
a5

(7.19)
The desired trajectories in y and z are constructed similarly, while the yaw
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trajectory is determined by a line-of-sight controller. The three-dimensional
trajectory rd(t) ∈ R3 is therefore determined by selection of the parameters
r0, r˙0, r¨0, r f , r˙ f , r¨ f ∈ R3.
7.4.2 CONTROLLER REVISION
To improve the tracking performance of the quadrotor controller, the general
state feedback law described by Equation (6.12) is augmented with the desired
velocity. The state feedback for the linearised height dynamics is then
uˆcol = −Kz

z− zd
z˙− z˙d
z¨
...
z(ν−1)

while feedbacks for horizontal position control are
x¨d = −Kp
[
x− xd
x˙− x˙d
]
, y¨d = −Kp
[
y− yd
y˙− y˙d
]
The yaw controller is augmented with a line-of-sight autopilot to ensure
the photovoltaic sensor is directed towards the laser emitter throughout the
transmission. The yaw command is then based on the multi-agent feedback
ψd = arctan
yE − yQ
xE − xQ (7.20)
7.4.3 CONTROLLER PAIRING
To ensure that the quadrotor system described by each level of the model fam-
ily is responsive while remaining stable, each model is paired with a suitable
controller. Thus, for the remainder of this section, the term Level i refers to the
closed-loop system formed by each model-controller pairing. Referring to the
definitions of fi and cj provided in Chapters 5 and 6, these pairings are defined
as
Level 1 Quadrotor model f1 and controller c1.
Level 2 Quadrotor model f2 and controller c2.
Level 3 Quadrotor model f3 and controller c3.
Level 4 Quadrotor model f4 and controller c3.
Level 5 Quadrotor model f5 and controller c3.
The properties of each controller are chosen such that a consistent closed-loop
response in each pairing is intended. These properties are detailed in Appendix
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G. For the remainder of this chapter, the expression Level i, i = {1, 2, 3, 4, 5},
refers to either the closed-loop quadrotor system described above, or the multi-
agent wireless power transmission simulation employing said level. The dis-
tinction between the two is made clear where appropriate.
7.5 PROBLEM DESCRIPTION AND OPTIMISATION SETTINGS
The optimisation problem is formulated as a function of three errors. The errors
are described as functions of the relative geometry of the multi-agent system
comprising the quadrotor and energy transmission system.
7.5.1 OPTIMISATION PROBLEM
The optimisation problem is formulated as a cost function Φ which is subject
to the dynamics, controllers and trajectories of both agents. The problem is
therefore posed as
min
X⊆Xˆ∈R18
Φ(X) for t ∈ [t0, t f ]
subject to x˙Q(t) = fQ(xQ(t), rQ,d(t),ψQ,d(t))
x˙E(t) = fE(xE(t), ηE,d(t))
rQ,d(t) = g1(Xˆ, t0, t f )
ψd(t) = g2(xQ(t), xE(t))
ηE,d(t) = g3(xQ(t), xE(t))
(7.21)
where fQ describes the controlled quadrotor system at a given level, fE the
closed-loop ETS dynamics, g1 and g2 the relationships specifying the quadrotor
output commands and g3 the ETS displacement commands. The parameter
set Xˆ describes all possible boundary conditions of the commanded quadrotor
trajectory rQ,d
Xˆ =
[
rT0 r˙
T
0 r¨
T
0 r
T
f r˙
T
f r¨
T
f
]T
of which the chosen variables X are a subset describing any combination of
elements from Xˆ. The cost function is then specified as
Φ(X) =
∫ t f
t0
(e1(t) + e2(t) + e3(t)) dt (7.22)
where the errors e1, e2, e3 ≥ 0 ∈ R are dependent on the relative geometry of
the multi-agent system.
7.5.2 ERRORS
Each error ei is scaled by a weight Qi and normalised with respect to a nominal
maximum Mi.
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PROJECTED AREA OF RECEIVING SENSOR
The laser beam intersects the plane of the sensor surface at angle of incidence
γ. To ensure maximum projected sensor area in the direction of the laser beam,
γ must be minimised. The line-of-sight autopilot employed by the quadrotor
yaw controller acts to minimise this angle in the x− y plane.
The angle of incidence is described by
cosγ = −nˆS, nˆL (7.23)
The angular error is therefore (cosγd − cosγ), where γd = 0. This provides
the first error function
e1 =
Q1
M21
(1+ nˆTS nˆL)
2 (7.24)
where M1 = 1 and Q1 = 1.
TRACKING ERROR OF LASER SPOT
The laser beam intersects the sensor surface at a point rLS. To ensure accurate
beam pointing and avoid overfill, the error between the laser spot position and
the centroid of the sensor surface must be minimised. The second error function
is therefore
e2 =
1
M22
(rLS − rS)TQ2(rLS − rS) (7.25)
where M2 = 0.05 and
Q2 =
1 0 00 1 0
0 0 1

TARGET RANGE
Finally, laser energy is absorbed by the atmosphere while in transit. It is thus
desirable to minimise the distance of the target receiver from the emitter, al-
though not to the detriment of the operation’s safety. The third error function
is then
e3 =
1
M23
(rS − rL)TQ3(rS − rL) (7.26)
where M3 = 50 and
Q3 =
0.001 0 00 0.001 0
0 0 0.001

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Figure 7.7: Example of Nelder-Mead simplex of three vertices on the
two-dimensional Himmelblau function (Himmelblau, 1972).
7.5.3 OPTIMISATION ALGORITHMS
MATLAB’s Optimization tool is used to identify values of X which minimise
the cost function Φ. Two methods are employed, the unconstrained line-search
algorithm fminsearch and the simulated annealing algorithm simulannealbnd.
LINE-SEARCH
The line-search algorithm fminsearch uses the non-linear Nelder-Mead method
proposed by Nelder and Mead (1965) and is designed to identify local minima.
For an optimisation with k variables, the Nelder-Mead method uses a simplex
with k + 1 vertices and evaluates the cost function at each of these vertices.
For example, a two-dimensional surface would employ a triangle, as shown in
Figure 7.7. The vertex of greatest value is discarded and replaced with a new
vertex. The simplex morphs in accordance with the landscape of the surround-
ing manifold. It elongates down inclines, reflects upon encountering valleys
and contracts in the neighbourhood of a minimum, thus narrowing the search
space. The vertices of the simplex eventually converge upon a local minimum.
The algorithm is effective and concise in comparison to more complex solu-
tions. However, the identified minimum is strongly dependent on the initial
search location.
The algorithm as used by MATLAB is derived from the work presented
by Lagarias, Reeds, Wright, and Wright (1998), which be summarised as fol-
lows. The Nelder-Mead algorithm is designed to minimise a function Φ(X) for
X ∈ Rn. Coefficients are defined which describe the reflection ρ, expansion χ,
contraction γ and shrinkage σ of the simplex. The values typically used for
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these coefficients are
ρ = 1, χ = 2, γ =
1
2
, σ =
1
2
For an iteration k in the optimisation, a simplex ∆k is given, where each of
its n + 1 vertices are a point in Rn. The assumption is made that each iteration
begins by ordering each vertex X(k)1 , . . . ,X
(k)
n+1 such that
Φ(k)1 ≤ Φ(k)2 ≤ . . . ≤ Φ(k)n+1
where Φ(k)i = Φ
(
X(k)i
)
. Using this order and dropping the k superscript for
brevity, Φ1 can be considered the best function value and Φn+1 the worst. Con-
sequently, X1 is the best vertex and Xn+1 the worst. Each iteration k is designed
to generated a new simplex such that ∆k+1 6= ∆k. The result of each iteration
is then either: a single new vertex which replaces the worst vertex Xn+1 in the
simplex of the next iteration; or a set of n new points which, together with the
best vertex X1, form the new simplex in the next iteration. A single iteration of
the Nelder-Mead algorithm is described by Lagarias et al. (1998) as follows:
1. Order: The vertices X are ordered such that Φ1 ≤ Φ2 ≤ . . . ≤ Φn+1.
2. Reflect: The reflection point Xr is calculated from
Xr = X¯+ ρ (X¯− Xn+1) = (1+ ρ)X¯− ρXn+1
where X¯ is the centroid of the best n points of the simplex. The solution
Φr = Φ(Xr) is then evaluated, and if it satisfies the condition Φ1 ≤ Φr <
Φn, Xr is accepted and the iteration is terminated.
3. Expand: If Φr < Φ1, the expansion point Xe is calculated from
Xe = X¯+ χ(Xr − X¯) = (1+ ρχ)X¯− ρχXn+1
The solution Φe = Φ(Xe) is then evaluated, and if it satisfies the condition
Φe < Φr, Xe is accepted and the iteration is terminated.
4. Contract: If Φr ≥ Φn, a contraction is performed between X¯ and either
Xr or Xn+1, which are respectively described by
(a) Outside: If Φn ≤ Φr < Φn+1, an outside contraction is performed,
giving the vertex
Xc = X¯+ γ(Xr − X¯) = (1+ ργ)X¯− ργXn+1
The solution Φc = Φ(Xc) is evaluated, and if Φc ≤ Φr, Xc is accepted
and the iteration is terminated. If Φc > Φr, a shrink is performed, as
described by step 5.
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(b) Inside: If Φr ≥ Φn+1, an inside contraction is performed, giving the
vertex
Xcc = X¯− γ(X¯− Xn+1) = (1− γ)X¯+ γXn+1
The solution Φcc = Φ(Xcc) is then evaluated, and if Φcc < Φn+1, Xcc
is accepted and the iteration is terminated. If Φcc ≥ Φn+1, a shrink
is performed, as described by step 5.
5. Perform a shrink step: The function Φ is evaluated at the n points vi =
X1 + σ(Xi − X1), where i = 2, . . . , n + 1. The unordered vertices of the
simplex at the next iteration then consist of X1, v2, . . . , vn+1.
This algorithm reiterates and generates new simplexes until the simplex
converges upon the local minimum. For the purposes of the optimisation ex-
periments describes in this section, MATLAB’s Nelder-Mead algorithm is em-
ployed with the following parameters: a maximum number of function evalu-
ations of 2000; a termination tolerance on the cost function value of 2× 10−4;
a termination tolerance on the variable value of 2 × 10−4. The initial search
location on the manifold varies with the optimisation problem.
SIMULATED ANNEALING
The simulated annealing algorithm simulannnealbnd is based on methods pub-
lished independently by Kirkpatrick, Gelatt Jr, and Vecchi (1983) and Cˇerný
(1985). These algorithms were inspired by a mathematical model of anneal-
ing which was developed by Metropolis, Rosenbluth, Rosenbluth, Teller, and
Teller (1953). Annealing is the process by which a material is heated to alter its
physical structure and then cooled to ensure the new structure is retained.
Simulated annealing then emulates this process by employing a temper-
ature variable. The temperature is initially high and gradually decreases as
the algorithm progresses. While the temperature is high, the algorithm may
jump out of any local minima it encounters, simulating the high energy state
of the system. As it “cools”, the energy of the system reduces and the search
space focuses to a solution which is ideally close to the global minimum. Simu-
lated annealing can be employed to find the global minimum of a cost function
for which there are several minima, as is likely to be the case with the multi-
variable problem described by Equation (7.21). Since this method is probabil-
istic, it has the potential to produce different results each time it is employed.
Bertsimas and Tsitsiklis (1993) describe the basic elements of the simulated
annealing algorithm, with the symbols adapted here for consistency, as:
1. A finite set X.
2. A real-valued cost function Φ, defined on X. Let X∗ ⊂ X be the set of
global minima of Φ, assumed to be a proper subset of X.
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3. For each i ∈ X, a set Xi ⊂ X− {i} is defined, called the set of neighbours
of i.
4. For every i, a collective of positive coefficients qij is defined, where j ∈ Xi,
such that ∑j∈Xi qij = 1. It is assumed that j ∈ Xi if and only if i ∈ Xj.
5. A non-increasing function T : N → (0,∞), called the cooling schedule.
Here N is the set of positive integers, and T(t) is called the temperature at
time t.
6. An initial state, x0 ∈ X.
The algorithm then consists of a discrete-time inhomogeneous Markov chain
x(t). If the current state x(t) is equal to i, a neighbour of i, j, is chosen at ran-
dom. The probability that any j ∈ Xi is selected is equal to qij. Upon choosing
j, the next state x(t + 1) is determined by the logical operation
if Jj ≤ Ji, then x(t + 1) = j
if Jj > Ji, then
x(t + 1) = j with probability exp
(
− Jj − Ji
T(t)
)
x(t + 1) = i otherwise
The cooling schedule T(t) is designed to gradually reduce the rate at which
the Markov chain reaches equilibrium. At high temperatures, equilibrium is
reached quickly, while at low temperatures, the time taken to reach equilibrium
is much longer. This emulates the cooling aspect of the physical annealing
process. The probabilistic nature of the algorithm allows the temperature to
occasionally increase. It can therefore be considered a local search algorithm
with a probabilistic aspect which allows “upward” movements with the goal
of escaping from local minima. The algorithm eventually progresses until the
state x is determined to be “good enough” by the termination criteria.
In using simulated annealing to optimise quadrotor trajectories, upper and
lower bounds are defined to limit the search space of the optimisation. The
identified minimum is therefore not necessarily the global minimum, but a
near-optimal solution in the specified search space. MATLAB’s simulated an-
nealing algorithm uses a random number generator to decide which points to
evaluate. To ensure a consistent methodology between levels of resolution, the
random number generator uses a constant seed of 10 for each optimisation. The
initial temperature is set to 100 ; the interval for reannealing is set to 100, the
maximum termination tolerance on the optimisation function is set to 1× 10−6.
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7.6 RESULTS
The multi-agent wireless power transmission model is optimised by minim-
ising the cost function described by Equation (7.21). A number of different
scenarios are specified by adjusting which of the parameters in the set X are
varied and which remain constant during the optimisation. Additionally, em-
ploying different initial conditions allow investigation of local minima in short-
or long-range transmissions and high- or low-speed flight. The Nelder-Mead
algorithm fminsearch is used primarily, as the local minima around the initial
conditions are of greater interest than the global minimum. The simulated an-
nealing method simulannealbnd is briefly employed to investigate the effects
of resolution on its results. This requires that the algorithm behaviour is drawn
from the same random number seed for optimisation of each level.
The optimisation is performed with three different parameter set sizes, each
investigating a different aspect of the possible results. The optimisation is first
performed on a trajectory with two variables. An example 10 second flight is
optimised using the Nelder-Mead method. The optimisation is then repeated
for a 20 second flight with different trajectory properties. Next, the trajectory is
optimised for four variables. The potential for identifying different local min-
ima in each level of the model family is examined. Finally, the optimisation is
performed with six variable properties. Simulated annealing with appropriate
boundary conditions is performed on the simulation with the Level 1 quadrotor
model to obtain an approximate global minimum. The Nelder-Mead method is
then employed to obtain the minima for each level with greater precision. This
is contrasted with the results of using the Nelder-Mead with arbitrary initial
conditions. It is assumed that, for each set of n parameters, the n-dimensional
manifold describing the cost function at each level has the same general shape,
with variance in the values of the minima and their corresponding coordinates.
Note that, as the ETS agent is described by the same model for each optimisa-
tion, the identifier Level i is taken to describe the multi-agent simulation and
all of its component agents with a quadrotor model and controller of Level i.
7.6.1 SIMULATION SETUP
The quadrotor is directed to follow a trajectory yd(t), starting at t0 = 0 and
finishing at t f . The ETS is placed at the origin of the x − y plane in W . At t0
the quadrotor is positioned on the y− z plane in the positive y direction. The
trajectory directs the quadrotor to the opposite side of the ETS in y via an arc
which allows the wireless power transmission to occur. At t f , the end of the
trajectory is reached. The power transmission is taken to begin at t0 and finish
at t f , with the initial ETS orientation and quadrotor yaw displacement specified
such that the laser spot is incident on the photovoltaic sensor as the simulation
starts. This is done to eliminate the significant optimisation errors associated
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with the laser spot being off-target. The optimisation is then focussed on the
smaller errors which occur due to poor tracking and beam-steering and sub-
optimal angle of incidence.
The cost function Φ is minimised for a set of parameters X ⊆ Xˆ, which is a
subset of all the possible variables describing the trajectory. Different scenarios
are presented through selection of specific elements of Xˆ as optimisation vari-
ables and setting the remainder as constants. To simplify the optimisation, the
acceleration parameters remain constant at r¨0 = r¨ f = 0 for each case. The data
used to populate the models in the WPT simulation are described in Appendix
G.
The SiFRe engine uses a fourth-order Runge-Kutta algorithm to solve the
state transition. Time-steps for each level are chosen such that the simula-
tion run-time is minimised while ensuring stability in the closed-loop system.
The time-steps for the ETS and cost function agents are initially consistent
in each level. The values of the time-steps for each agent are chosen such
that the agent dynamics are adequately capture and are described in Chapter
G. The optimisation is performed for the multi-agent system comprising the
quadrotor-controller system at each level, as detailed previously, and the en-
ergy transmission system. The quadrotor agent co-operates with the ETS agent
in the transmission, while a cost function pseudo-agent calculates the errors
and determines the cost function.
7.6.2 OPTIMISATION WITH TWO VARIABLES
The trajectory is parameterised by two variables X = {x˙0, x˙ f }, while the re-
mainder of the parameter set, denoted by Xˆ \ X, is constant. The optimisation
is performed for two scenarios. The first is a 10 second flight at short range,
while the second is a 20 second flight at a longer range. For both scenarios, the
quadrotor trajectory is optimised for each level and the results compared.
CASE 1: 10 SECOND FLIGHT
The quadrotor trajectory definition has fixed initial position r0 = [0, 10,−2]T at
t0 = 0 s and fixed final position r f = [0,−10,−2]T at t f = 10 s. The constant
velocity properties are fixed at {y˙0, z˙0, y˙ f , z˙ f } = 0. The trajectory is optimised
for the two-parameter set X = {x˙0, x˙ f } over the range [t0, t f ], with initial values
X0 = {5,−5}.
Table 7.1 contains the trajectory properties obtained by optimising each level
of the multi-agent simulation for Case 1. The cost function minima for each
level are also given. The quadrotor agent described by each level is commanded
to follow the optimised trajectory for that level, resulting in the error and cost
function histories described by Figure 7.8, where the errors e1, e2 and e3 are
defined by Equations (7.24), (7.25) and (7.26). Figure 7.9 shows the optimised
trajectories. The results of the optimisation demonstrate a small variance in the
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Table 7.1: Trajectory properties obtained from two-parameter optimisa-
tion of 10 second flight.
Level x˙0 x˙ f Φmin
1 4.1119 −7.9288 0.4559
2 4.1045 −8.0230 0.4546
3 4.0759 −8.0803 0.4949
4 4.6392 −8.3791 0.4695
5 4.6392 −8.3017 0.4379
Mean 4.3157 −8.1426 0.4626
Std Dev 0.2957 0.1905 0.0213
Figure 7.8: Error and cost function histories for each level during fli-
ghts with trajectory properties determined by two-parameter optimisa-
tion of 10 second flight.
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Figure 7.9: Near-optimal trajectories for a 10 second flight of the quad-
rotor at each level, determined by a two-parameter optimisation.
(a) Cost function minima for each
level.
(b) Average run-times for each level.
Figure 7.10: Comparison of cost function minima and average run-time
per function call for each level, for two-parameter optimisation of 10
second flight.
optimised trajectory properties and cost function minima. In defining a traject-
ory using these properties, the near-optimal paths determined from Levels 1 to
3 are shown to be similar to each other and distinct from the paths determined
from optimisation of the Levels 4 and 5 models.
The effect of model and temporal resolution on the optimisation results is
more clearly highlighted in Figure 7.10. A linear relationship between model
resolution and the minima values is not evident. A decrease in step-size in the
non-quadrotor agents is shown to reduce the minima for a given level, although
at the expense of simulation run-time.
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Table 7.2: Trajectory properties obtained from two-parameter optimisa-
tion of 20 second flight.
Level x˙0 x˙ f Φmin
1 4.9242 −4.3382 0.1333
2 4.9242 −4.3381 0.1333
3 4.8125 −4.4050 0.1475
4 2.9047 −5.2531 0.1293
5 2.8532 −5.3832 0.1250
Mean 4.0838 −4.7435 0.1337
Std Dev 1.1009 0.5273 0.0084
CASE 2: 20 SECOND FLIGHT
The optimisation is repeated for a longer transmission at greater range. The
quadrotor trajectory definition has fixed initial position r0 = [0, 20,−3]T at t0 =
0 s and fixed final position r f = [0,−20,−3]T at t f = 20 s. The constant
velocity properties are fixed at {y˙0, z˙0, y˙ f , z˙ f } = 0. The trajectory is optimised
for the two-parameter set X = {x˙0, x˙ f } over the range [t0, t f ], with initial values
X0 = {5,−5}.
Table 7.2 contains the trajectory properties and cost function minima ob-
tained by optimising each level of the multi-agent simulation for Case 1. Com-
manding the quadrotor agent of each level to follow the corresponding optim-
ised trajectory provides the error and cost function histories shown in Figure
7.11. The corresponding trajectories are given in Figure 7.12. A greater variance
is evident in the results of optimising the 20 second flight, with similarities in
the grouping of Levels 1, 2 and 3 and the grouping of Levels 4 and 5.
Figure 7.13 more clearly demonstrates the difference in optimisation results
between levels for each case. While Case 1 demonstrates no linear relationship
between the resolution and the magnitude of the minimum, Case 2 exhibits a
decrease in the minimum as the resolution increases. As with previous results,
an increase in temporal resolution is shown to produce a smaller minimum.
The difference in the solutions of each level may be further examined by
considering the cost function manifolds in the vicinity of the initial and optim-
ised variables. Figure 7.14 compares the contours of each level, while Figure
7.15 shows the function surface for each level of the optimisation, demonstrat-
ing the presence of several minima in the vicinity of the chosen initial variables.
Optimisation of the Levels 1 to 3 models results in identification of minima
which are not global within the boundaries shown, instead providing solu-
tions which are closer to the initial parameter values. Optimisation of Levels
4 and 5 is shown to provide the apparent global minima, at least in the given
boundaries. As the only difference between the optimisations of each level is
the definition of the cost function manifold, the disparity in solutions between
levels must result from a gradient difference around the initial location.
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Figure 7.11: Error and cost function histories for each level during
flights with trajectory properties determined by two-parameter optim-
isation of 20 second flight.
Figure 7.12: Near-optimal trajectories for a 20 second flight of the
quadrotor at each level, determined by a two-parameter optimisation.
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(a) Cost function minima for each
level.
(b) Average run-times for each level.
Figure 7.13: Comparison of cost function minima and average run-time
per function call for each level, for two-parameter optimisation of 20
second flight.
Figure 7.14: Comparison of cost function surface contours for each
level in two-variable optimisation of a 20 second flight.
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(a) Level 1 surface. (b) Level 2 surface.
(c) Level 3 surface. (d) Level 4 surface.
(e) Level 5 surface.
Figure 7.15: Cost functions manifolds in two-variable optimisation of
20 second flight, demonstrating how the difference in the manifold
gradient between levels can produce different solutions for identical
initial conditions.
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7.6.3 OPTIMISATION WITH FOUR VARIABLES
The trajectory is parameterised by four variables X = {x˙0, z˙0, x˙ f , z˙ f }, while the
remainder of the parameter set, denoted by Xˆ \X, is constant. The optimisation
is performed twice for the same scenario, a 10 second flight at short range,
but with different initial values for the parameter set X. For each set of initial
conditions, the quadrotor trajectory is again optimised for each level and the
results compared.
For each set of initial variables, the quadrotor trajectory is specified by
the fixed initial position r0 = [0, 10,−2]T at t0 = 0 s and fixed final posi-
tion r f = [0,−10,−2]T at t f = 10 s. The constant velocity properties are
fixed at {y˙0, y˙ f } = 0. The trajectory is then optimised for the parameter set
X = {x˙0, z˙0, x˙ f , z˙ f } over the range [t0, t f ].
CASE 1: FIRST SET OF INITIAL VARIABLES
The quadrotor trajectory is optimised with the initial parameter values X0 =
{5, 0,−5, 0}.
Table 7.3 presents the trajectory properties and cost function minima ob-
tained by optimising each level of the multi-agent simulation for Case 1. Com-
manding the quadrotor system described by each level to follow the trajectory
described by the corresponding optimised properties results in the error and
cost function histories given in Figure 7.16. The optimised trajectories are dis-
played in Figure 7.17. The variance in the near-optimal values of both z˙0 and
z˙ f is shown to be significant, resulting in significantly different trajectories for
each level. As demonstrated by the two-parameter optimisations, the presence
of several local minima within a relatively small search space is possible. An
increase in variables increases the probability of the optimisation algorithm
identifying different minima for each level.
Table 7.3: Trajectory properties obtained from example four-parameter
optimisation, with initial parameter set X0 = [5, 0,−5, 0]T.
Level x˙0 z˙0 x˙ f z˙ f Φmin
1 5.0875 −1.8207 −8.8086 1.6562 0.3995
2 5.1423 −1.7013 −9.0441 2.3373 0.3940
3 4.5750 −1.4557 −8.1007 −0.4157 0.4725
4 5.2930 −2.1867 −9.1777 1.4426 0.4140
5 4.4633 −0.0557 −10.1561 5.0490 0.3576
Mean 4.9122 −1.4440 −9.0574 2.0139 0.4075
Std Dev 0.3688 0.8196 0.7415 1.9795 0.0418
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Figure 7.16: Error and cost function histories for each level during
flights with trajectory properties determined by four-parameter optim-
isation with initial parameter set X0 = [5, 0,−5, 0]T.
Figure 7.17: Near-optimal trajectories of quadrotor flight at each
level, determined by a four-parameter optimisation with initial par-
ameter set X0 = [5, 0,−5, 0]T.
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Table 7.4: Trajectory properties obtained from example four-parameter
optimisation, with initial parameter set X0 = [5,−1.5,−8, 1.5]T.
Level x˙0 z˙0 x˙ f z˙ f Φmin
1 4.8517 −0.6733 −9.5925 3.6503 0.3834
2 4.8614 −0.6033 −9.4834 4.0015 0.3823
3 4.7599 −0.5557 −9.4687 4.0321 0.4181
4 4.4533 −0.3104 −10.1551 4.6959 0.3883
5 4.4633 −0.0559 −10.1551 5.0476 0.3576
Mean 4.6779 −0.4397 −9.7710 4.2855 0.3860
Std Dev 0.2044 0.2544 0.3540 0.5696 0.0216
CASE 2: SECOND SET OF INITIAL VARIABLES
The quadrotor trajectory is optimised with the initial parameter values X0 =
{5,−1.5,−8, 1.5}.
Table 7.4 contains the trajectory properties and cost function minima ob-
tained by optimising each level of the simulation for Case 1. In commanding
the quadrotor to follow the trajectories specified by these properties, the res-
ulting error and cost function histories are as shown in Figure 7.18. Figure
7.19 gives the optimised trajectories for each level. The variance in the optim-
ised properties is significantly reduced in comparison to those for both cases
employing the first set of initial variables. This implies that each level has iden-
tified equivalent local minima of each four-dimensional manifold.
COMPARISON OF RESULTS
Figure 7.20 compares the minima and average run-times for each level in all
four six-parameter optimisation experiments. Comparing the optimised tra-
jectory properties and minima for each investigation, it is clear that adjusting
the initial values of the parameter set has has resulted in different minima being
found in certain levels, while others identify the same minimum.
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Figure 7.18: Error and cost function histories for each level during
flights with trajectory properties determined by four-parameter optim-
isation with initial parameter set X0 = [5,−1.5,−8, 1.5]T.
Figure 7.19: Near-optimal trajectories of quadrotor flight at each
level, determined by a four-parameter optimisation with initial par-
ameter set X0 = [5,−1.5,−8, 1.5]T.
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(a) Cost function minima for each
level.
(b) Average run-times for each level.
Figure 7.20: Comparison of cost function minima and average run-time
per function call for each level, for four-parameter optimisation.
7.6.4 OPTIMISATION WITH SIX VARIABLES
The trajectory is parameterised by six variables X = {x˙0, y˙0, z˙0, x˙ f , y˙ f , z˙ f }, al-
lowing full optimisation of the velocity properties describing the trajectory. The
remainder of the parameter set, Xˆ \ X, is constant. The potential for different
levels providing inconsistent trajectory properties by identifying different min-
ima has been highlighted in the four-variable optimisations. Recognising the
potential for a greater number of local minima in a six-dimensional manifold,
simulated annealing is employed to determine the global minimum, using an
arbitrary initial parameter set X0. As this method provides only an approxim-
ate solution, it is employed in combination with the Level 1 multi-agent model.
The parameter set XSA determined by this optimisation is then employed as the
initial location for a line-search optimisation applied to the entire model fam-
ily. This represents an ideal use for multi-resolution model families, where the
low-resolution model is employed to narrow the search space of the optimisa-
tion, whereupon higher-resolution models may be utilised to refine the results.
The results of the narrowed-search-space optimisation are contrasted with the
results of supplying the initial parameter set X0 directly to the Nelder-Mead
algorithm.
Again, the effects of variation in the temporal resolution are investigated by
considering the two cases described previously.
For each optimisation, the quadrotor trajectory is specified by the fixed
initial position r0 = [0, 10,−2]T at t0 = 0 s and fixed final position r f =
[0,−10,−2]T at t f = 10 s. The trajectory is then optimised for the parameter set
X ∈ R6 over the range [t0, t f ].
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Table 7.5: Trajectory properties obtained from optimisation using six-
parameter line-search algorithm with arbitrary initial search space.
Level x˙0 y˙0 z˙0 x˙ f y˙ f z˙ f Φmin
1 4.7797 1.7700 0.8266 −10.6056 −2.4288 3.0848 0.3954
2 4.7333 1.8921 −2.7571 −9.9531 −0.3834 1.1164 0.3846
3 3.9434 1.5529 0.1031 −10.6632 −0.1782 5.7000 0.3980
4 5.4111 4.7113 −2.8719 −12.7021 −0.0474 5.3021 0.3413
5 5.0905 3.2595 −3.1522 −11.7766 −0.5576 3.7516 0.3329
Mean 4.7916 2.6372 −1.5703 −11.1401 −0.7191 3.7910 0.3704
Std Dev 0.5468 1.3390 1.8808 1.0917 0.9754 1.8426 0.0310
Table 7.6: Boundary conditions and near-optimal solutions for global
minimisation of Level 1 model using simulated annealing.
x˙0 y˙0 z˙0 x˙ f y˙ f z˙ f Φmin
Xub 0 −10 −10 −30 −10 −10
Xlb 30 10 10 0 10 10
XSA 4.7367 3.2820 −2.6448 −10.2011 −0.2568 3.5407 0.3799
CASE 1: LINE-SEARCH OPTIMISATION WITH ARBITRARY INITIAL VARIABLE
SET
The initial parameter set X0 = {5, 0, 0,−5, 0, 0} is employed in the Nelder-Mead
method without boundary conditions. The optimisation is again performed for
each level of the multi-agent model family.
Table 7.5 presents the trajectory properties and cost function minima ob-
tained optimising each level. The quadrotor is commanded to follow a traject-
ory defined by the properties determined for the corresponding level, resulting
in the errors shown in Figure 7.21 and the trajectories shown in Figure 7.22.
The optimised trajectory properties demonstrate greater variance than those of
the previous method, while the resulting trajectories of each level are clearly
inconsistent with one another.
CASE 2: LINE-SEARCH OPTIMISATION WITH NARROWED SEARCH SPACE
The simulated annealing algorithm is applied to the Level 1 multi-agent model
to narrow the search space around the global minimum within the upper and
lower boundary conditions, Xub and Xlb, respectively. The optimisation is ini-
tialised with the parameter set X0 = {5, 0, 0,−5, 0, 0} which provides the ap-
proximate solutions given in Table 7.6. A line-search optimisation then employs
each level of the model family with the solution XSA as a starting point.
Table 7.7 presents the trajectory properties and cost function minima ob-
tained by optimising each level of the model family. In commanding the quad-
rotor to follow the trajectories specified by these properties, the errors and cost
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Figure 7.21: Error and cost function histories for each level during fli-
ghts with trajectory properties determined by six-parameter line-search
optimisation with arbitrary initial search space.
Figure 7.22: Near-optimal trajectories for a flight of the quadrotor at
each level, determined by a six-parameter line-search optimisation with
arbitrary initial search space.
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Table 7.7: Trajectory properties obtained from optimisation using six-
parameter line-search algorithm with narrowed initial search space.
Level x˙0 y˙0 z˙0 x˙ f y˙ f z˙ f Φmin
1 4.8437 1.9135 −1.1567 −10.9652 −0.3957 4.4408 0.3574
2 4.8621 2.0291 −1.0744 −10.9129 −0.3748 5.0918 0.3550
3 4.7663 1.8501 −0.9578 −10.6817 −0.2511 5.0060 0.3928
4 4.6209 3.9887 −1.1900 −12.7879 −0.8458 7.6321 0.3318
5 4.6307 3.7459 −1.0510 −12.5157 −0.3556 7.7577 0.3149
Mean 4.7447 2.7054 −1.0860 −11.5727 −0.4446 5.9857 0.3504
Std Dev 0.1144 1.0660 0.0917 0.9955 0.2311 1.5808 0.0294
function of the multi-agent model are given the time histories shown in Figure
7.23. The optimised trajectories are provided in Figure 7.24. The optimised
trajectories of the Levels 4 and 5 models are shown to be consistent with one
another but distinct from those resulting from the models of Levels 1 to 3.
COMPARISON OF RESULTS
Figure 7.25 compares the solutions for each optimisation. By narrowing the
initial search space around the global minimum, the Nelder-Mead method is
shown to produce more optimised results in comparison to using arbitrary
initial conditions in the vicinity of the global minimum. While the possibility
remains for the Nelder-Mead method to identify a non-global minimum in any
of the cases even after the approximate location of the global minimum has
been determined, the results strongly imply that this is not the case. Figure
7.26 contrasts the results of both approaches when the solution derived from
one level is applied to the others. It is clear in Figure 7.26b that the optimised
trajectory properties for each level are those derived from the optimisation of
that level. This is characterised by the black line describing the lower bound
of the cost function solutions. Figure 7.26a does not exhibit this property, as
the trajectory properties obtained for, for example, the Level 3 model result in
a smaller cost function solution when applied to the Levels 1 and 2 models
than the properties obtained from those levels. This confirms that the minima
identified by optimising at least these two levels are not the global solutions.
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Figure 7.23: Error and cost function histories for each level during fli-
ghts with trajectory properties determined by six-parameter line-search
optimisation with narrowed initial search space.
Figure 7.24: Near-optimal trajectories for a flight of the quadrotor at
each level, determined by a six-parameter line-search optimisation with
narrowed initial search space.
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(a) Cost function minima for each
level.
(b) Average run-times for each level.
Figure 7.25: Comparison of cost function minima and average run-time
per function call for each level, for six-parameter optimisation.
(a) Minima identified by Nelder-Mead
method after narrowing the search
space with the simulated annealing
algorithm.
(b) Minima identified by employing
Nelder-Mead method with arbitrary
initial conditions.
Figure 7.26: Comparison of applying the cost function solutions result-
ing from applying the optimised trajectory properties obtained from one
level to the others.
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7.7 DISCUSSION OF RESULTS AND CONCLUSIONS
The results presented in this chapter allow some conclusions to be drawn about
the impact of model resolution on trajectory optimisation, and how multi-
resolution modelling may be employed in such analyses. Additionally, the
results of optimising trajectories for wireless power transmission may be dis-
cussed more generally.
7.7.1 OPTIMISING TRAJECTORIES FOR WIRELESS POWER TRANSMISSION
It is clear from the presented trajectories and optimisation errors of the in-
vestigations described by this chapter that the quadrotor’s trajectory may be
optimised to improve the safety of the wireless power transmission technology.
The results of the each optimisation, while providing different solutions, are
intuitive with regards to their outcomes. The component of the quadrotor’s
velocity which is normal to the laser beam is sufficiently small throughout the
flight that the ETS is able to seek, acquire and accurately track the photovol-
taic sensor for the duration of the transmission. The curvature of the trajectory
and the velocity of the quadrotor throughout the transmission are such that the
quadrotor’s inclination from the horizontal plane maximises the projected area
of the photovoltaic sensor with respect to the laser beam.
The component error histories of the optimised flights indicate two areas
for further investigation. First, the laser spot error e2 is greatest at the very
beginning of the simulation, occurring during the energy transmission system’s
seeking and acquiring phase. Upon acquiring the target and entering tracking
mode, this error becomes negligible. Second, for the remainder of the flight, the
greatest error occurs in the project area of the sensor surface with respect to the
laser beam, characterised by e1. Investigation into the source of this error can
focus on two components: the relative heading of the quadrotor, determined
by the speed of its yaw response; and the inclination of the quadrotor from the
horizontal plane, determined by its acceleration along the trajectory.
7.7.2 EFFECTS OF MODEL RESOLUTION ON OPTIMISATION SOLUTIONS
Differences in the optimised trajectories obtained from each level of the multi-
agent model family are evident, particularly in the results of the four- and six-
variable optimisations. As the goal of the optimisation is to generate trajectories
which maximise the safety of wireless power transmission, the issue is deciding
which resolution of model to use in realising this goal.
DIFFERENCES BETWEEN LEVELS
It is clear from the results of each of the presented optimisation studies that
models of different resolution provide different results. While some of the
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solutions produce completely different trajectories for each level, there is com-
monality between the trajectories of Levels 1 and 2 in some cases. Similarly,
Levels 4 and 5 demonstrate similar solutions in some instances. Additionally,
the minima derived from Levels 4 and 5 are consistently the smallest, while
Level 3 consistently produces the largest minima.
The variance of the optimised trajectory properties and cost function solu-
tion are shown to change with the number of variables in the optimisation. In
each optimisation of a given number of variables, Case 1 describes the same ini-
tial trajectory properties, some of which remain fixed while the rest are varied
by the optimisation. As the number of variables increases, so does the variance
between the optimised trajectory properties and the resulting trajectories.
These differences may be explained by the fundamental difference in the
cost function at each level. It is assumed, from the presented evidence and the
similarities between each level of the multi-agent model, that the general shape
of the cost function manifold is similar for each level, with some variance in
the magnitude of the local and apparent global minima, their locations on the
manifold and the gradient of the manifold at a given location. For a given set
of initial variables, the optimisation may therefore identify minima in different
locations for each level, resulting in solutions with similar cost function values
but vastly different trajectory properties. In cases where the gradient of the
manifold at the initial location is more consistent between levels, or where
the search space has been narrowed around a known minimum, solution with
greater consistency between levels are produced.
Increasing the number of variables in the optimisation is shown to increase
the potential for identifying non-global minima when using a simple algorithm
such as the Nelder-Mead method. As demonstrated, simulated annealing can
be used to identify the smallest minimum within specified boundaries, but is
time-consuming and produces imprecise solutions. A faster algorithm such as
Nelder-Mead provides more accurate results but, as stated, may identify non-
global minima and minima at entirely different locations between levels. A
combination of methods is therefore suggested. Simulated annealing is em-
ployed with the computationally-efficient Level 1 model to narrow the search
space around a near-optimal solution. Then, with the assumption that the cor-
responding minimum of higher-resolution models, whatever its value, is in the
same approximate location, the Nelder-Mead method is used with a higher-
resolution model to provide a more precise location and solution of this min-
imum.
SELECTING THE OPTIMAL RESOLUTION
For the benefit of discussion, it is assumed that the Level 5 multi-agent model
describes the true behaviour of the system and that the lower resolution models
are abstractions of varying degree. In cases where the equivalent minima for
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(a) Cost function history. (b) Trajectories.
Figure 7.27: Cost function history and trajectories of flight at each
level when following a trajectory determined by optimisation of the
Level 1 multi-agent model.
each level are identified, the optimised trajectories are shown to be similar.
The suitability of the solution for a low-resolution model for application to
high-resolution model, or the source system in practice, may be investigated.
Figure 7.27 shows the cost function histories and trajectories of each level when
following a path determined by optimisation of the Level 1 model. Each level is
shown to accurately track the specified trajectory, while the variance in the cost
function throughout its evolution is shown to be minimal. This suggests that
a low-resolution model is sufficient to optimise the trajectories of the system.
As they inherently require smaller step-sizes to be solved, higher-resolution
models may be useful in optimising the system on shorter time-scales. An
example of this would be in the large laser spot position error at the beginning
of the transmission.
CHAPTER 8
CONCLUSIONS AND FURTHER WORK
The primary objective of this thesis was to determine the effect, if any, that
model resolution has on typical research applications of autonomous systems.
Employing the quadrotor as an example, two case studies were investigated:
controller design and stability using dynamic inversion, and; trajectory optim-
isation in a multi-agent scenario. In addition to the focus on multi-resolution
modelling, some conclusions may be drawn on wireless power transmission
and the benefits of developing predicative models of applications of the tech-
nology.
8.1 DEVELOPMENT OF A MULTI-RESOLUTION MODEL
Development of the multi-resolution quadrotor model described in this thesis
employed a combination of mechanistic and empirical modelling. This was
achieved first by examining modelling precedents in the literature, as described
in Chapter 2. In particular, the literature highlighted the lack of high-resolution
quadrotor models. With work by Bouabdallah (2007) being a notable excep-
tion, the majority of models describe the quadrotor system as a non-linear rigid
body with either instantaneous or first-order linear rotor dynamics. Addition-
ally, there was diversity in the methods used to acquire the component models
of the system. Rigid-body models were derived from the differing formal-
isms of Newton-Euler and Euler-Lagrange, which ultimately provide the same
end through different means. Rotor models were obtained either empirically
through dark grey box system identification or derived analytically and simpli-
fied to obtain a first-order response.
The two predominant approaches of mechanistically deriving models and
obtaining them empirically through system identification then informed the
direction of the succeeding two chapters. Chapter 3 presented the configuration
of the quadrotor and introduced the typical system inputs and outputs. This al-
lowed consistency in the structure of the eventual multi-resolution model while
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the process models and states of the system could be varied between levels.
Opposing approaches to modelling the kinematics and rigid-body dynamics
of the quadrotor were presented and discussed. These methods highlighted
the differing, but effectively equivalent, approaches one could take to deriving
mechanistic models. The forces and moments acting on the rigid body were
introduced with reference to the literature. The key contributor in this area was
taken to be the thrusts and torques produced by the four rotors, which link the
system inputs to the outputs, position and attitude, of the system. Addition-
ally, the variety of approaches to modelling the rotor itself was explored. The
concept of pseudo-inputs, a property prevalent in the literature and of great
use in control, was introduced and discussed with respect to the quadrotor.
Finally, some additional phenomena which affect the quadrotor in ways other
than through disturbance forces were discussed.
While Chapter 3 supplied the rigid-body model of the quadrotor, it also
introduced several system properties in need of quantification and highlighted
the requirement for a rotor model. Chapter 4 thus describes system identific-
ation of the Qball-X4 with the goal of completing the model described in the
previous chapter. The key contribution of this chapter to the research was the
identification of the rotor dynamics, which were found to be represented by a
non-linear, multi-order, empirical model. This allowed a high-resolution model
to be defined, from which lower resolution models were obtained through ab-
straction. Validation of this high-resolution model against flight data from the
Qball-X4 highlighted the presence of unmodelled dynamics and the possibility
of developing higher-still resolution models in future work.
The component models obtained in Chapters 3 and 4 were then discussed
in Chapter 5, allowing a multi-resolution family of quadrotor models to be
defined. This model family represented a specific case, having selected certain
models of the quadrotor over others. A general description of the model family
was introduced, relating the consistent system input u to its output y through
some state xi at a level i. Some alternative models for each level were discussed,
allowing further exploration of the concept in future work. The definition of
the model family thus allowed the two case studies to be explored.
8.2 THE IMPACT OF MODEL RESOLUTION ON SYSTEMS ENGIN-
EERING OBJECTIVES
The multi-resolution model described in Chapter 5 was employed in two case
studies with the intention of identifying the impact of model resolution on the
outcome of typical systems engineering objectives. Chapter 6 demonstrates the
effect resolution has on the design on non-linear dynamic inversion controllers.
In such a model-centric approach to controller design, differences in the models
are shown to produce inconsistent behaviours in the model family for a given
controller resolution. This is as expected. The increase in resolution in the
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model family primarily describes two properties. First, additional states are
introduced as higher frequencies in the dynamics are included in the model.
Second, greater deviations from the trim state are considered, resulting in use
of non-linear relationships over linearised models. Thus, for low-speed flight
around the hover condition, each model effectively describes the same system.
This is evidenced by the identical responses of each closed-loop system when
using low bandwidth control action. As the controller becomes more aggress-
ive, the closed-loop dynamics become faster and the aircraft deviates further
from the hover state. The resulting differences in the response of each quadro-
tor model are significant enough to produce an optimal response in one level
and an unstable response in another. While models such as those described
by Levels 4 and 5 of the model family are unlikely to be used in design of a
dynamic inversion controller, specifically because of their resolution, they are
ideal for testing of developed controllers before any practical implementation.
Although dynamic inversion is particularly popular with the quadrotor when
compared to more traditional aircraft, the findings of this investigation are eas-
ily transferable to other aircraft of similar configurations, including compound
helicopters, multi-copters and ornithopters.
Resolution again has a clear effect on the results of optimising the quad-
rotor trajectory for wireless power transmission. In this case, the difference is
primarily attributed to either a difference in the manifold of the optimisation
cost function or identification of minima in significantly different locations. As
a result, the trajectories obtained from the optimisation of each level of the
multi-agent model vary from similar to wildly different. In this incidence, the
identification of which resolution is best is less clear, as the variance in the
minima for each case is typically small. While optimisation of Levels 4 and
5 is shown to consistently produce smaller minima, this does not necessarily
translate to superior results in practice. Both the wireless power transmission
concept and investigation of the effects of resolution on trajectory optimisation
in WPT would have great scope for further work and would benefit signific-
antly from it.
Both case studies provide some useful insights in choice of model resolu-
tion. In the case of controller design, the choice of resolution is typically made
intuitively by the modeller. The results of the case study on dynamic inversion
control corroborate this approach, as testing of each controller, model and set
of response properties produces typically expected results. While it is then pos-
sible, with knowledge of the desired system performance, to intuitively select a
single resolution, the multi-resolution concept has its own benefits as described
in the next section. The trajectory optimisation is less transparent, as demon-
strated by the variety of solutions produced. In this case, further analysis of the
agent models would be required to provide some useful relationship between
resolution and the optimisation solution.
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8.3 BENEFITS OF A MULTI-RESOLUTION MODEL
Chapter 6 employs the concept of dynamic inversion, popularly used to design
non-linear control strategies for the quadrotor. The benefit of dynamic inver-
sion lies in the ability of the inverted system model to simplify the system
behaviour when placed in closed loop. As the models employed in dynamic
inversion in the literature are typically very simple, it is of interest to determine
the performance of a typically dynamic inversion controller when applied to a
higher-resolution model of the system. The results of Chapter 6 demonstrate
the stability and performance of a dynamic inversion controller derived from
a model of given resolution when applied to a succession of higher-resolution
models. When employing a stiff state feedback law to control the feedback-
linearised system, the response of each level in the model family is virtually
identical, as expected. Increasing the responsiveness of the controller, the de-
ficiencies of the low-resolution models become clear. The controllers derived
from Levels 1 and 2 result in unstable behaviour beyond a certain bandwidth
when in closed loop with higher levels, while the controller derived from Level
3 continues to provide stable control at higher bandwidths. The benefit of
the multi-resolution approach is thus demonstrated in its ability to more com-
prehensively test the performance of such model-centric control algorithms in
simulation.
Chapter 7 describes a multi-agent model of a wireless power transmission.
In addition to providing a platform for investigating behaviours and interac-
tions in a WPT scenario, the multi-resolution capabilities of SiFRe also allow the
impact of resolution to be investigated. Optimisation of the quadrotor traject-
ories in a wireless power transmission improves both the safety and efficiency
of the operation, but requires models of the quadrotor, energy transmission
system and environment. While the latter two are intentionally described with
very simple models, the quadrotor is described at several resolutions. The res-
ults of the trajectory optimisation for several cases demonstrate a dependency
on the resolution of the model, particularly as the number of variables in the
optimisation increases. A multi-resolution model introduces the potential for
selecting an optimal resolution in both this case and other optimisations. The
resolution and validity of the multi-agent model is balanced with the run-time
of the simulation. In optimisations, where the simulation algorithm is executed
several dozen times at least, reduction of the lead time on results is crucial.
From the results of these investigations, the primary advantage of employ-
ing a multi-resolution model in autonomous systems engineering is clear. By
describing a range of models of varying resolution, the model of optimal res-
olution may be employed for a given objective, balancing resolution and valid-
ity with computational efficiency, short lead time and the principle of Ock-
ham’s Razor A simulation engine capable of changing model resolution mid-
simulation, such as MAVERIC, provides even finer tuning of this balance. In
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investigations such as state estimation or trajectory optimisation, this allows
the optimal resolution to be employed at any given time. This ensures that the
required precision is employed in certain analyses, while reducing lead time by
employing simple models where precision is less important.
8.4 TOWARDS SAFE AND EFFICIENT WIRELESS POWER TRANS-
MISSION
Aside from consideration of the effects of model resolution, the optimisation
of trajectories in wireless power transmission provides some insights into the
development of safe and efficient WPT technology. As demonstrated by the res-
ults of Chapter 7, the greatest beam-steering error occurs as the energy trans-
mission system visually acquires the photovoltaic sensor to which it must trans-
mit the laser beam. It is crucial to the safety of the operation that the laser beam
does not overfill the sensor at any time. The trajectory optimisation is intended
to minimise this risk, while safeguards described in the literature are designed
to deactivate the laser if overfill is about to occur (or if an object intersects the
laser beam). However, as described in the case study, the tracking controller of
the ETS requires that the laser spot is visible on the target surface in order to
centre it. The remainder of the time, the camera sight is centred on the sensor
surface. This introduces the risk of the laser beam overfilling the sensor upon
activation. This is dependent on the dimensions of the sensor, beam length and
diameter, distance between the laser beam and camera sight vectors and finally
any alignment errors in either the camera or laser beam. Miscalculation of any
of these introduces the potential for the laser beam to overfill, or miss entirely,
the sensor upon activation.
A potential solution to this is to use a low-power beam to ensure an accur-
ate lock on the target sensor. The power transmission beam, aligned with the
low-power beam at minimal displacement, is then projected onto the sensor
only after the target is being accurately tracked. Other approaches, such as
slower aircraft flight or beginning the tranmission at hover, are less desirable in
circumstances such as military operations or search and rescue missions.
8.5 FUTURE WORK
8.5.1 MULTI-RESOLUTION MODELLING
The literature review highlights an absence of multi-resolution modelling in
systems engineering, despite its obvious benefits. However, the work described
in this thesis highlights some avenues of further investigation.
With regards to the model family described in Chapter 5, areas of expansion
or uses of alternative models are obvious. While describing a range of mod-
els in an effort to cover several applications, the model family is specifically
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oriented to performing analyses in control and navigation. In addition to aug-
mented the model family with levels of higher resolution, it may be of benefit
to describe alternative models for certain levels, where this alternative model is
of greater use in a certain objective than the primary model. An example of this
is in investigation of rotor performance, which is shown to be performed with
mechanistic rotor models in the literature. Additionally, the impact of using
these models in lieu of those employed in the two case studies described in this
work is of interest.
As highlighted in previous discussion of results, there is also scope for in-
troducing higher-resolution models in other areas, including the ETS and envir-
onment models of the WPT simulation. Additionally, use of on-the-fly variable-
resolution models such as those employed in MAVERIC would provide finer
tuning of the simulation run-time versus the validity of results.
Finally, to truly test the benefits of a multi-resolution approach to systems
engineering and design, the models must be validated and the extents of their
validation determined. In doing so, it would be possible to determine how
applicable the developed controllers or optimised trajectories are to reality.
8.5.2 WIRELESS POWER TRANSMISSION
FURTHER OPTIMISATION VARIABLES
The optimisations presented in Chapter 7 describe a very specific scenario with
the majority of the simulations describing a trajectory with consistent initial and
final positions and consistent timespan. Further investigations could explore a
greater variety of scenarios, including longer-range transmissions and a greater
variety of trajectory curves. Specific properties which could be changed in
further efforts include: the number of variables; which properties are varied
and which are fixed; boundary conditions; initial conditions; and the values
of fixed properties. Additionally, the time properties t0 and t f could also be
optimised and a time-averaged cost-function minimised.
With regards to the physical systems involved in the power transmission,
different configurations may be investigated. Properties such as the position,
size and orientation of the photovoltaic sensor, laser emitter and electro-optical
sensor may be subject to optimisation. Additionally, an actuated photovoltaic
sensor would remove the restrictions on the quadrotor’s ability to yaw and is
thus worth investigating. These properties and the trajectory of the aircraft
may also be optimised with respect to the efficiency of the wireless power trans-
mission, which may be investigated either separately or in combination with
the safety considerations of the operation. The prospect of using several en-
ergy transmission systems and/or optimising power transmission to multiple
quadrotors is also fertile ground for research.
As demonstrated by the simulation results, there is a relatively large beam
steering error at the beginning of the transmission which occurs due to delay
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in the visual tracking response of the ETS. While the beam-steering controller
is sufficiently fast for the remainder of the transmission, the sample rate of the
camera places a physical limit on the bandwidth of the system. Other solu-
tions that may be explored include feedforward control, allowing the predicted
trajectory of the quadrotor to inform the ETS controller, and multi-stage laser
beams, where a low-power beam aids target acquisition and tracking and a
high-power beam is only projected with the beam-steering error is minimal.
MULTI-RESOLUTION MODELLING
A notable limitation of the SiFRe engine which is not shared by the MAVERIC
simulation engine is that a model must maintain the same resolution for the
duration of the simulation. As stated previously, the primary error at the begin-
ning of the transmission is the beam-steering error, while the quadrotor attitude
becomes the primary concern for the remainder of the flight. A multi-resolution
model with mid-simulation “level-switching” would aid in optimisation of the
power transmission by considering it in two segments. The first segment, de-
scribing the initial target seeking and acquisition, would benefit from a model
with higher temporal resolution, while the second segment would describe the
remainder of the transmission and employ a low-resolution model.
With regards to continued investigation of the effects of model resolution on
optimisation of wireless power transmission, there are several avenues which
may be explored. The ETS described in Chapter 7 would be considered a Level
1 model in a multi-resolution ETS model, employing the minimum required re-
lationships to describe the behaviour of the system. As the ETS is driven by two
brushless motors, its dynamic model might benefit from a mechanistic model
of the motors and consideration of the moments of inertia. The pinhole camera
model described in Chapter 7 could be supplanted by a more complex model,
describing the effect of lens distortion or framerate on target tracking. Finally,
the laser emitter and beam, limited to a geometric model in the given investig-
ations, could be augmented by including radiometric relationships. This would
allow the efficiency of the transmission to be determined and allow the impact
of optimising the safety of the transmission on its efficiency to be investigated,
or vice-versa. Ray-tracing of the laser beam as it diverges would allow over-
fill of the photovoltaic sensor to be more accurately modelled. As described
in Chapter 5, there is also scope for expanding or augmenting the quadrotor
multi-resolution model, permitting the investigation of the effect of specific
phenomena, such as ground effect or aerodynamic in sustained forward flight,
on the optimisation.
Finally, while the controllers utilised by the quadrotor model at each level
are designed to provide consistent responses in closed loop, the controllers
employed by the models in Levels 1 and 2 are, by necessity, different from that
employed by the remaining models. Further investigations could make use of a
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control system which provides responsive and stable control for the quadrotor,
independent of resolution.
APPENDIX A
THE SiFRe SIMULATION ENGINE
The SiFRe (Simulation Framework for investigations in Resolution) simulation
engine is used to conduct the simulation experiments described in this thesis.
The engine uses MATLAB’s Object-Oriented Programming (OOP) feature to
enable simulation of the behaviours and interaction of several agents simul-
taneously. These agents may describe: completely different systems; the same
system at different levels of resolution; the same system with with different
controller or trajectory properties; or any combination of these three. In sim-
ulating multiple agents describing a system such as the quadrotor at different
resolutions or with different controller properties, SiFRe allows the behaviours
of each agent to be quickly compared, using a variety of visual outputs.
This appendix briefly describes the structure and design of the SiFRe engine
and presents examples of the visual outputs used to analyse the behaviours of
the agents.
A.1 CLASSES
The SiFRe engine is composed of multiple classes, which describe the various
agents and the framework of the engine itself.
A.1.1 SIMULATION CLASS
The simulation engine class cSimEngine is instantiated as an object which up-
dates the behaviours of each agent and governs the interactions between them.
The agent objects and a black box object are input to the simulation engine ob-
ject upon instantiation. Each agent object has its own time step which is specific
to resolution and type. The simulation loop operated by cSimEngine updates
at a global time step. Each agent is then updated only at its own specific time
step, ensuring the agent solver is always running at an optimal step size. The
global time step is lower than or equal to the smallest agent time step.
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A blackboard property is updated with the properties of each agent as the
agent itself updates, allowing the behaviours of one agent to depend on those
of another. The blackboard property also passes data to the black box object
at an additional sample time step, allowing agent outputs to be displayed an
analysed after the simulation has ended.
A.1.2 BLACK BOX CLASS
The black box class cBlackBox records the properties of each agent at each
sample time and allows this data to be presented in a number of formats. Agent
inputs, outputs and states are presented both for each agent individually or for
all agents simultaneously, allowing comparison of agent behaviours. Geometry
models of agents allow animation outputs to be displayed, allowing for a more
intuitive representation of agent behaviours and interactions. A switch function
allows the user to select the desired output.
A.1.3 AGENT CLASS
The generic agent class cAgent describes the properties and methods which
are common to all agents, including agent time, agent step size, states, inputs,
outputs, the agent type and level of resolution and the integration method used
to solve the evolution of the agent dynamics. Both Euler and Runge-Kutta 4th-
order solvers are described by the cAgent class.
A.1.4 QUADROTOR CLASS
The quadrotor agent class cQuadrotor is a subclass of the cAgent class and
describes all agent properties and methods specific to the quadrotor. This in-
cludes models of the system dynamics at multiple levels of resolution, multiple
controllers, sensors, subsystems and geometry models.
A.1.5 ETS CLASS
The energy transmission system agent class cETS is a subclass of the cAgent
class and describes all agent properties and methods specific to the ETS. This
includes a model of the system dynamics, a multiple-mode controller, a camera
sensor model and a geometry model.
A.1.6 OPTIMISER CLASS
The optimiser class cOptimiser is a pseudo-agent which is used to determine
the weighted error of the wireless power transmission optimisation. Each error
is considered an input to the agent. The single agent state is then the cumulative
cost over the duration of the simulation.
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Figure A.1: Still capture of animation showing agent movements, with
a single quadrotor and ETS. The ETS tracks the quadrotor, while the
quadrotor’s yaw displacement is dependent on the ETS position.
A.2 OUTPUT VISUALS
The black box object which is used to consolidate and display the data from
simulations can present the simulation results in a variety of formats, including
those seen in Chapters 6 and 7. Additional outputs are shown in Figures A.1,
A.2 and A.3.
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Figure A.2: Still capture of animation showing agent movements, two
quadrotors and two ETSs. Quad1 is a quadrotor described by a Level 1
model while Quad5 is a quadrotor described by a Level 5 model. Each
quadrotor is paired with an ETS.
Figure A.3: Still capture of animation from the viewpoint of the camera
on the ETS. The compass is used to show the direction and inclination
of the camera.
APPENDIX B
HARDWARE SPECIFICATIONS
The system identification and validation experiments described in Chapter 4
employ Quanser’s Qball-X4 quadrotor and Natural Point’s Optitrack motion
capture system. The hardware specifications of each system are detailed here.
B.1 QBALL-X4
The Quanser Qball-X4 is detailed in Quanser (2011). The platform consists of a
cross-shaped airframe surrounded by a carbon fibre cage. Four Park 400 brush-
less motors are controlled by Pentium 18-A Electronic Speed Controllers (ESC).
Each motor drives a 10 inch APC 10x4.7 propeller. The ESCs are connected to
Quanser’s HiQ Data Acquisition Card (DAQ), which receives data from the on-
board Inertial Measurement Unit (IMU) and provides PWM commands to the
ESCs. A Gumstix embedded computer controls the operation of the DAQ and
allows flight controllers to be designed in Simulink to be deployed onboard the
Qball-X4 via a wifi connection.
The IMU specifications for the Qball-X4 are detailed by Analog Devices, Inc
(2009). The IMU consists of:
• Triaxial gyroscope, with dynamic range set to ±75◦/s and resolution of
0.0125◦/s/LSB.
• Triaxial accelerometer, with dynamic range of ±18 g and resolution 3.33
mg/LSB.
• Triaxial magnetometer, with dynamic range of ±3.5 gauss and resolution
0.5 mgauss/LSB.
B.2 OPTITRACK MOTION CAPTURE SYSTEM
The MAST Laboratory’s Optitrack system consists of 18 V100:R2 infrared cam-
eras (Natural Point, Inc, 2012). These are connected in groups of six to three
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Table B.1: Optitrack motion capture system specification.
Property Value Unit
Resolution 640× 480 pixel
Frame rate up to 100 fps
Latency 10 ms
Horizontal FOV 46 ◦
Vertical FOV 35 ◦
USB hubs which are in turn connected to the MAST Laboratory’s Ground Con-
trol Station (GCS). The basic camera specification is provided by Table B.1.
APPENDIX C
MAST LABORATORY SETUP
The Micro Air Systems Technologies (MAST) Laboratory is used for flight test-
ing of unmanned aircraft developed at the University of Glasgow. The lab
comprises an 18-camera Optitrack motion capture system for tracking of air-
craft within a designated flight volume. Each camera is able to track multiple
reflective markers within its field of view. Use of multiple cameras then allows
the three-dimensional positions of the markers to be calculated, as the camera
positions relative to each other are known and obtained during calibration.
Groups of markers may be defined as trackables assigned to a single rigid
body and the positions of the markers relative to each other then provide the
attitude of the body. Tracking of a single marker or a trackable by the Optitrack
system requires that each marker is visible to at least three cameras for the
duration of a flight. The camera placement must therefore be optimised to
provide comprehensive coverage in the designated flight volume.
C.1 CAMERA OPTIMISATION
With the dimensions of the MAST lab known, a model of the camera system
was developed to optimise the placement of each camera. The model takes
each camera position and orientation as an input and provides the percentage
coverage over the flight space, designated as a 3.7× 6.85× 2.2 m volume filling
approximately half of the MAST Laboratory.
Two-dimensional tracking of a single marker in the by a camera requires
that:
1. The marker is within the camera’s field of view, which is 56◦ horizontally
by 42◦ vertically.
2. The marker is within 7 m of the camera, which is the maximum distance
to guarantee visibility of markers of the supplied size, under typical light-
ing conditions.
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Figure C.1: Simulated camera coverage of flight volume.
3. The marker is not obstructed from view by an object between it and the
camera, such as the pillar in the centre of the MAST lab.
Three-dimensional tracking of the marker in the flight space then requires
that the marker is visible to at least three cameras. Using these criteria, the
cameras were positioned such that the volume within which a marker could be
tracked was maximised. The Optitrack system was then calibrated using the
supplied software.
C.2 EXPERIMENTAL FLIGHTS
The autonomous flight capabilities of the MAST Laboratory are still a work in
progress at the time of publication. However, some basic autonomous flights
have taken place, using both the Qball and custom quadrotor systems built in-
house at the University of Glasgow. Figure C.2 shows trajectory data, capture
by the Optitrack system, of the autonomous flight of a custom-built quadrotor.
Figure C.3 shows captures from videos of the Qball-X4 and a custom-built
quadrotor performing autonomous flights.
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Figure C.2: Recorded flight trajectory compared against commanded
trajectory, during an autonomous flight of a MAST Laboratory quad-
rotor.
(a) Qball-X4 in flight. (b) Tego3 in flight.
Figure C.3: Captures of quadrotor autonomous flights in the MAST
Laboratory.
APPENDIX D
DERIVATION OF RIGID BODY DYNAMICS
Chapter 3 describes the rigid body dynamics of the quadrotor using models
derived from both Newton-Euler and Euler-Lagrange formalisms. The full de-
rivations are presented here for reference.
D.1 USING NEWTON-EULER FORMALISM
The rigid-body dynamics of the quadrotor are derived in full using Newton-
Euler formalism.
D.1.1 TRANSLATIONAL MOTION
The linear momentum of a body in the inertial frameW is given by
p = mr˙
The force in the inertial frame is then given by the rate of change of linear
momentum with time. Differentiating the linear momentum therefore gives
FW = mr¨ (D.1)
which is sufficient for describing translational motion in the inertial frame.
To describe motion in the body-fixed frame B, the transformations v = RBW r˙
and F = FB = RBWF
W are employed. The linear momentum in the inertial frame
is alternately given by
p = mRWB v
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The force in the body-fixed frame is then given by
F = RBW
d
dt
(
mRWB v
)
= mRBW
(
RWB v˙+ R˙
W
B v
)
= mRBW
(
RWB v˙+ R
W
B [ω]×v
)
which gives the translational dynamics of a rigid body, described in the body-
fixed frame, as
F = mv˙+ω×mv (D.2)
D.1.2 ROTATIONAL MOTION
The angular momentum of a body in the inertial frameW is given by
L = IWωW
where IW = IW (t) is the inertia matrix of the body, described in the inertial
frame, and is related to the static inertia matrix in the body-fixed frame B by
IW = RWB IR
B
W .
The moment in the inertial frame is then given by the rate of change of an-
gular momentum with time. Differentiating the angular momentum therefore
gives
MW =
d
dt
(
IWωW
)
=
d
dt
(
RWB IR
B
Wω
W
)
= RWB IR
B
W ω˙
W + R˙WB IR
B
Wω
W + RWB IR˙
B
Wω
W
= IW ω˙W + [ωW ]×RWB IR
B
Wω
W − RWB IRBW [ωW ]×ωW
This provides Euler’s equation, which is described in the inertial frame by
MW = IW ω˙W +ωW × IWωW (D.3)
Noting the transformations M = MB = RBWM
W , ω = ωB = RBWω
W and
ω˙ = ω˙B = RBW ω˙
W , Euler’s equation may be expressed in the body-fixed frame
by
RWB M = R
W
B IR
B
WR
W
B ω˙+ R
W
B ω× RWB IRBWRWB ω
= RWB (Iω˙+ω× Iω)
which gives the rotational dynamics of a rigid body, described in the body-fixed
frame, as
M = Iω˙+ω× Iω (D.4)
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D.2 USING EULER-LAGRANGE FORMALISM
The rigid-body dynamics of the quadrotor are derived in full using Euler-
Lagrange formalism. Assumptions employed to simplify the resulting model
are stated.
D.2.1 TRANSLATIONAL MOTION WITH VELOCITIES IN THE INERTIAL
FRAME
The generalised coordinates for translational motion are r = [x, y, z]T and gen-
eralised forces are the body forces described in the inertial frame, denoted QF.
The translational kinetic energy is Ttrans = 12 mr˙
T r˙ and the gravitational po-
tential is Vtrans = mgz. The Lagrangian is then
Ltrans = Ttrans −Vtrans
=
1
2
mr˙T r˙−mgz
The Euler-Lagrange equation is
d
dt
(
∂Ltrans
∂r˙
)
− ∂Ltrans
∂r
= QF (D.5)
Substituting the Lagrangian provides the result
mr¨+ mgzˆ = QF
D.2.2 TRANSLATIONAL MOTION WITH VELOCITIES IN THE BODY-FIXED
FRAME
The generalised coordinates for translational motion are r = [x, y, z]T while the
generalised linear forces are denoted QF.
The translational kinetic energy is Ttrans = 12 mv
Tv and the gravitational
potential is Vtrans = mgz. The body velocity vector v is related to the velocity in
W by r˙ = RWB v. The Lagrangian is then
Ltrans = Ttrans −Vtrans
=
1
2
m(RBW r˙)
TRBW r˙−mgz
=
1
2
mr˙TRBWR
W
B r˙−mgz
=
1
2
mr˙T r˙−mgz
This again provides the result
mr¨+ mgzˆ = QF
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To obtain the translational response as described in the body-fixed frame,
again consider the relationship r˙ = RWB v, which provides the derivative
r¨ = R˙WB v+ R
W
B v˙
= RWB (ω× v) + RWB v˙
from the proof described in Section D.3. The translational dynamics are thus
described in B by
v˙ = RBW
(
1
m
QF + gzˆ
)
−ω× v (D.6)
D.2.3 ROTATIONAL MOTION
The generalised coordinates for rotational motion are η = [φ, θ,ψ]T and the
generalised forces are the body moments denoted by QM.
The rotational kinetic energy is Trot = 12ω
TIω. The angular velocity vector
is related to the Euler rates by ω = Jηη˙. The Lagrangian is then
Lrot = Trot
=
1
2
η˙TJTη IJηη˙
The Euler-Lagrange equation is
d
dt
(
∂Lrot
∂η˙
)
− ∂Lrot
∂η
= QM
Let J = J(η) = JTη IJη. The Euler-Lagrange equation for rotational motion is
then
d
dt
(
η˙TJ
)
− 1
2
∂
∂η
(
η˙TJη˙
)
= QM
since J is symmetric. The rotational dynamics are thus described by
Jη¨+ J˙η˙− 1
2
∂
∂η
(
η˙TJη˙
)
= QM
which then becomes
Jη¨+ C(η, η˙) = QM (D.7)
The Coriolis term C(η, η˙) describes the gyroscopic and centrifugal terms of
the vehicle and is defined by
C(η, η˙) = J˙− 1
2
∂
∂η
(
η˙TJ
)
Substitution of the relationship ω = Jη η˙ into Equation (D.4) then provides
a solution identical to that described by Equation (D.7), where the generalised
moments are related to the body moments by Q = JTηM.
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D.3 PROOF FOR DERIVATIVE OF ROTATION MATRIX
Consider two frames of reference, the inertially-fixed frame A and the rotating
frame B. If the origins of A and B are collocated, then a point r, fixed in B can
be expressed in A as
rA = RAB r
B (D.8)
As r is fixed in B, the relationship r˙B holds true. Taking the derivative then
gives
r˙A = R˙AB r
B (D.9)
The angular velocity of B is ω. This is expressed in A as ωA. The point r
therefore has the angular velocity
r˙A = ωA × rA
= [ωA]×rA
(D.10)
Substituting into Equation (D.9),
R˙AB r
B = [ωA]×rA
= [ωA]×RAB r
B (D.11)
The derivative of the rotation matrix RAB is thus
R˙AB = [ω
A]×RAB (D.12)
for all rB . Furthermore, since [Rω]× = R[ω]×RT and ωA = RABω
B , the rela-
tionships
R˙AB = R
A
B [ω
B ]×
R˙BA = −RBA[ωA]×
= −[ωB ]×RBA
are also true.
APPENDIX E
ROTOR CHARACTERISATION DATA
The full set of data for characterising each of the Qball rotors is presented. An
axial force and torque transducer was used to measure the thrust and torque
from each propeller, which were then captured in LabVIEW. A strobe light was
used to determine the rotorspeed.
E.1 LOADCELL CALIBRATION
E.1.1 THRUST TRANSDUCER
The thrust transducer is calibrated with a series of reference masses, exerting
an axial force which is shown to have a linear relationship with the voltage
signal produced by the transducer. Table E.1 and Figure E.1 shows the results
of the axial force loadcell calibration. From the collected data, the relationship
V = −2.3363m− 0.1156 (E.1)
is obtained. Noting that F = mg, the thrust or axial force is then related to the
transducer voltage by
T = −4.1976(V −V0) (E.2)
where V0 is the zero-thrust voltage. Repeated calibrations performed at other
times show a consistency in the gradient but not the absolute relationship
between thrust and voltage, thus the zero-thrust voltage is taken during each
test of the rotors.
E.1.2 TORQUE TRANSDUCER
The torque loadcell is calibrated by using the reference masses to exert a force
through a point at distance L from the axis of the loadcell. Masses are applied
such that both positive and negative torques are produced. Applying a positive
torque to the transducer, the relationship between mass and voltage is found to
189
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Table E.1: Data samples for thrust loadcell calibration.
Mass (kg)
Voltage (V)
Set 1 Set 2 Set 3
0.0 −0.1166 −0.1145 −0.1064
0.1 −0.3529 −0.3496 −0.3434
0.2 −0.5862 −0.5834 −0.5801
0.3 −0.8180 −0.8183 −0.8160
0.4 −1.0569 −1.0522 −1.0511
0.5 −1.2892 −1.2830 −1.2854
0.6 −1.5235 −1.5122 −1.5200
0.7 −1.7558 −1.7387 −1.7534
0.8 −1.9893 −1.9682 −1.9874
Figure E.1: Data samples for thrust loadcell calibration, demonstrat-
ing linear relationship.
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Table E.2: Data samples for clockwise torque loadcell calibration.
Mass (kg)
Voltage (V)
Set 1 Set 2 Set 3
0.0 0.1588 0.1522 0.1276
0.1 0.6527 0.6359 0.6195
0.2 1.1443 1.0887 1.1118
0.3 1.6335 1.5592 1.6093
0.4 2.1345 2.0355 2.1133
0.5 2.6309 2.5006 2.6186
Table E.3: Data samples for counter-clockwise torque loadcell calibra-
tion.
Mass (kg)
Voltage (V)
Set 1 Set 2 Set 3
0.0 −0.0190 −0.0179 −0.0500
0.1 −0.5065 −0.5081 −0.5376
0.2 −0.9958 −0.9950 −1.0171
0.3 −1.4870 −1.4859 −1.5045
0.4 −1.9684 −1.9712 −1.9901
0.5 −2.4655 −2.4554 −2.4689
be
V = 4.8705m + 0.1450 (E.3)
while applying a negative torque provides the relationship
V = −4.8682m− 0.0298 (E.4)
Averaging the two gradients and noting that Q = mgR, where the moment
arm is R = 0.1 m, the relationship between torque and voltage is found to be
Q = 0.2014(V −V0) (E.5)
E.2 STEADY-STATE RELATIONSHIPS
The steady-state rotor relationships are obtained by recording the rotorspeed,
thrust and torque values across a range of PWM values for each rotor. Addi-
tionally, the voltage supplied to the rotor by the power source is recorded and
is found to affect the rotor performance.
Figures E.4 to E.7 show the relationships of rotorspeed, thrust and torque
with supplied voltage and PWM for each rotor, using a Lithium-Polymer bat-
tery to provide power to the motor, hence the variation in voltage level between
each dataset. Figure E.8 shows the rotor relationships when a main-connected
power supply is used to regulate the voltage.
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Figure E.2: Data samples for torque loadcell calibration in the clock-
wise direction, with linear line of best fit.
Figure E.3: Data samples for torque loadcell calibration in the
counter-clockwise direction, with linear line of best fit.
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Figure E.4: Rotor 1 (rear) characterisation data.
It is apparent that each experiment presents a different relationship between
the rotor behaviour and the input PWM signal. A consistent relationship is
therefore not possible in an accurate model. As presented in Section 4.5, the
rotorspeed, thrust and torque may be related to the PWM signal and the voltage
supplied to the motor during each experiment. This model is constructed using
the consolidated experimental data shown in Figures E.4 to E.8.
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Figure E.5: Rotor 2 (front) characterisation data.
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Figure E.6: Rotor 3 (left) characterisation data.
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Figure E.7: Rotor 4 (right) characterisation data.
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Figure E.8: Rotor characterisation data with constant-voltage power
source.
APPENDIX F
CONTROLLER DESIGN DETAILS
F.1 TUNING THE ATTITUDE CONTROLLER
The roll and pitch response must be tuned such that it satisfies the approxima-
tion
Φ(s)
Φd(s)
=
Θ(s)
Θd(s)
≈ 1 (F.1)
with respect to the bandwidth of the horizontal position controller. The effect
of changing the desired damping ratio and natural frequency of the attitude
response on the required control action is investigated here.
Figures F.1 and F.2 show the change in longitudinal response and inputs for
different values of the desired attitude response natural frequency, ωn,a. While
a higher natural frequency is desirable as it satisfied the condition stated by
Equation (F.1), it also requires greater control action and increases the like-
lihood of the actuator limits being reached. Lower values of ωn,a produce
oscillations in the position response and can cause the closed-loop system to
become unstable. The lower limit of k for the relationship ωn,a = kωn,p can be
determined analytically, as described in Section F.2.
F.2 STABILITY ANALYSES OF LATERAL AND LONGITUDINAL RE-
SPONSE
F.2.1 WITH SECOND-ORDER ATTITUDE RESPONSE
Routh-Hurwitz stability criterion is used to determine the stability of the lin-
earised closed-loop lateral and longitudinal response. The position response
has desired damping ratio ζp = 1 and natural frequency ωn,p. The attitude
response has the desired relative natural frequency ωn,a = kωn,p, where k is a
factor which determines the stability of the system.
The lateral and longitudinal dynamics are described by the general fourth-
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Table F.1: Routh-Hurwitz matrix for closed-loop longitudinal/lateral
stability as described by Level 1/2 model.
s4 1 k2ω2n,p k2ω4n,p
s3 2kζaωn,p 2k2ω3n,p 0
s2
k(kζa−1)ω2n,p
ζa
k2ω4n,p 0
s1
2k2ω3n,p(ζ2a−kζa+1)
1−kζa 0
s0 k2ω4n,p 0
order characteristic equation
0 = s4 + 2ζaωn,as3 +ω2n,as
2 + 2ζpωn,pω2n,as +ω
2
n,aω
2
n,p (F.2)
Substituting the chosen values for ζp and ωn,a, the Routh-Hurwitz stability
criterion produces the matrix of coefficients seen in Table F.1. For a stable
closed-loop response, the factor k is found to be subject to the constraint
k >
ζ2a + 1
ζa
F.2.2 WITH THIRD-ORDER ATTITUDE RESPONSE
Describing the attitude dynamics with a third-order system, a third pole is
introduced at s = −a, giving the characteristic equation
0 = s5 + (2ζaωn,a + a)s4 + (2aζaωn,a +ω2n,a)s
3 + aω2n,as
2
+ 2aζpω2n,aωn,ps + aω
2
n,aω
2
n,p
(F.3)
The gain k is then dependent on the value chosen for a.The analytical solu-
tion of k for this instance is not trivial. Thus, defining the lower limit on k as
kmin, where k > kmin is required for stability, the relationship
lim
a→∞ kmin =
ζ2a + 1
ζa
(F.4)
is obtained through numerical analysis.
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(a) Position response in x.
(b) Attitude response in θ.
Figure F.1: Response of Level 1 model for step input in xd to Level 1 con-
troller, with settings ζp = 1, ζa = 1, τs,p = 2 s. Varying the natural
frequency of the closed-loop attitude response relative to the natural
frequency of the position response is shown to impact the position re-
sponse.
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(a) Inputs to rear rotor.
(b) Inputs to front rotor.
Figure F.2: Inputs to Level 1 model for step input in xd to Level 1 con-
troller, with settings ζp = 1, ζa = 1, τs,p = 2 s. Varying the natural
frequency of the closed-loop attitude response relative to the natural
frequency of the position response is shown to impact the magnitude of
the control inputs to the system.
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(a) Position response in x.
(b) Attitude response in θ.
Figure F.3: Response of Level 1 model for step input in xd to Level 1
controller, with settings ζp = 1, ωn,a = 10ωn,p, τs,p = 2 s. Varying the
damping ratio ζa of the closed-loop attitude response is shown to impact
the position response.
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(a) Inputs to rear rotor.
(b) Inputs to front rotor.
Figure F.4: Inputs to Level 1 model for step input in xd to Level 1 con-
troller, with settings ζp = 1, ζa = 1, τs,p = 2 s. Varying the damping
ratio ζa of the closed-loop attitude response is shown to impact the
magnitude of the control inputs to the system.
APPENDIX G
DATA TABLES
G.1 QBALL-X4 QUADROTOR PROPERTIES
Symbol Value Unit Description
CQ 0.002 − non-dimensional torque coefficient
CT 0.017 − non-dimensional thrust coefficient
cQ1 2.191× 104 s−3 torque transfer function coefficient
cQ2 2425 s−2 torque transfer function coefficient
cQ3 67.23 s−1 torque transfer function coefficient
cQ4 6.793× 103 s−2 torque transfer function coefficient
cT1 198.8 s−2 thrust transfer function coefficient
cT2 24.81 s−1 thrust transfer function coefficient
Ix 0.032 kg m2 moment of inertia about x-axis
Iy 0.033 kg m2 moment of inertia about y-axis
Iz 0.041 kg m2 moment of inertia about z-axis
KQ 1.919 N m linear torque gain at nominal voltage
KT 119.6 N linear thrust gain at nominal voltage
kQ1 −1.6911 N m torque polynomial coefficient
kQ2 27.2730 N m torque polynomial coefficient
kQ3 0.2491 N m V−1 torque polynomial coefficient
kT1 −115.0404 N thrust polynomial coefficient
kT2 1671.4069 N thrust polynomial coefficient
kT3 16.4609 N V−1 thrust polynomial coefficient
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Symbol Value Unit Description
kΩ1 −4.1137× 105 rad2 s−2 rotorspeed polynomial coefficient
kΩ2 −1.7551× 108 rad2 s−2 rotorspeed polynomial coefficient
kΩ3 5.9240× 105 rad2 s−2 V rotorspeed polynomial coefficient
kΩ4 1.8604× 109 rad2 s−2 rotorspeed polynomial coefficient
kΩ5 1.3162× 107 rad2 s−2 V rotorspeed polynomial coefficient
L 0.2 m moment arm of rotors
m 1.512 kg vehicle mass
R 0.127 m rotor radius
u¯0 0.052 − zero-rotorspeed PWM value
ωR 10 rad s−1 actuator bandwidth of first-order ro-
tor model
G.2 ENERGY TRANSMISSION SYSTEM AND PHOTOSENSITIVE SEN-
SOR PROPERTIES
Symbol Value Unit Description
A 0.75 – aspect ratio of camera
f 601.8 – focal length of camera
Kp 0.1296 – proportional controller gain
Ki 2.5274 – integral controller gain
NS 8 – number of sensor diodes
nˆEC [1, 0, 0]
T – direction vector of camera
nˆEL [1, 0, 0]
T – direction vector of laser beam
nˆBS [0.995, 0, 0.0998]
T – surface normal of sensor
rS 0.05 m radius of sensor
rEC/E [0, 0.01, 0]
T m position of camera
rEL/E [0,−0.01, 0]T m position of laser emitter
rBS/Q [0, 0, 0.1]
T m position of sensor
θmax 30 ◦ maximum pitch angle of ETS
λ 56 ◦ horizontal field of view of camera
τ 0.1 s ETS rotational response time constant
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G.3 QUADROTOR CONTROLLER PROPERTIES FOR WPT SIMULA-
TION
Symbol Value Unit Description
pa 390 rad s−1 desired magnitude of additional pole in
roll/pitch response
pz 3.9 rad s−1 desired magnitude of additional pole in position
response
pψ 7.8 rad s−1 desired magnitude of additional pole yaw re-
sponse
ζa 1 – desired damping ratio of roll/pitch response
ζp 1 – desired damping ratio of position response
ζψ 1 – desired damping ratio of yaw response
τs,a 0.2 s desired settling time of roll/pitch response
τs,p 2 s desired settling time of position response
τs,ψ 5 s desired settling time of yaw response
G.4 AGENT STEP-SIZE FOR WPT SIMULATION
Symbol Value Unit Description
hCF 0.01 s cost function agent step-size
hE 0.01 s ETS agent step-size
hQ1 0.01 s Level 1 quadrotor agent step-size
hQ2 0.01 s Level 2 quadrotor agent step-size
hQ3 0.002 s Level 3 quadrotor agent step-size
hQ4 0.001 s Level 4 quadrotor agent step-size
hQ5 0.001 s Level 5 quadrotor agent step-size
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