Empirical mode decomposition (EMD) was developed for analyzing non-linear and non-stationary data. EMD decomposition is based on the local characteristic time scale of data. EMD decomposes any data set into a finite and often small number of intrinsic mode functions (IMF). An IMF is defined as any function having the same numbers of zero crossings and extrema, and also having symmetric envelopes defined by the local maximal and minima, respectively. The IMF also admits well behaved Hilbert transform verified to be highly orthogonal. EMD is used in many applications such as signal enhancements and data analysis. In this paper, the EMD is presented using computer simulations. The complexity of classical EMD is calculated to determine the additive complexity to any system uses the EMD.
Empirical mode decomposition Classical EMD
EMD is a non-linear technique for analyzing and representing non-stationary signals [8] . EMD is data-driven and decomposes a time When a signal ] [n x , that comprises a slowly oscillation relative to the sampling frequency superimposed on a highly oscillation signal relative to the sampling frequency (in our case additive interference noise signal), is applied to the EMD algorithm, the first IMFs tend to contain the highly oscillation signal (noise) and the remaining IMFs contain the useful signal. In applications such as low frequency noise interference, the first IMFs in the EMD decomposition are the useful signal and the remainder contains the main noise components. Thus apriori knowledge of the noise characteristics in the EMD decomposed signal structure can be used to obtain the best performance. Each IMF is estimated with the aid of an iterative process called sifting that is applied to the residual multi-component signal as shown in Fig. 1 . is calculated as the mean of the interpolated curves and it is shown in Fig.3-C 1 n n h x − . All the previous processing work is repeated until the number of maxima points or minima points equal one (interpolation must be done at least between two points) and the last IMF (IMF 9) is achieved as seen in Fig. 4 
Complexity Calculation of the Classical EMD
The complexity of the classical EMD is calculated using the EMD algorithm shown in Table 1 . The total EMD complexity calculation is shown in Table 2 .
In Table 2 , to identify all extrema (maxima and minima) of ) ( to make upper or lower envelope using cubic spline interpolation [12] . Thus the complexity of this cubic spline interpolation can be approximated to N 6 and it is duplicated to N 12 to make the upper and lower envelope. N computational cost is needed to compute the mean ) (n m M of the two envelopes (upper and lower) due to the additive operation. The refined estimate ) (
needs N operation due to the subtraction as shown in step 4 in Table 2 .
− is repeated Q times until this difference can be considered as zero mean and fulfilled a stopping criterion. Q take the value of 8, at the 8 th loop this difference reaches nearly the value of zero mean [13, 14] . Using classical EMD algorithms the maximum number of these IMFs is ) (log 2 L O [15, 16] . Thus the total complexity for the classical EMD can be calculated as seen in step 7 in Table  2 as
Conclusion
In this paper, the EMD is presented using computer simulations. The complexity of classical EMD is calculated to determine the additive complexity to any system uses the EMD. It is found that the classical EMD complexity can be approximated to
, where N is the number of samples of the decomposed signal and Q is a constant take the value of 8. 
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