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AbstractWe consider in this paper a general two-sided jump-diffusion risk model that
allows for risky investments as well as for correlation between the two Brownian motions
driving insurance risk and investment return. We first introduce the model and then
find the integro-differential equations satisfied by the Gerber-Shiu functions as well as the
expected discounted penalty functions at ruin caused by a claim or by oscillation; We also
study the dividend problem for the threshold and barrier strategies, the moments and
moment-generating function of the total discounted dividends until ruin are discussed.
Some examples are given for special cases.
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1 Introduction
The study of insurance risk models with stochastic return on investments has attracted
a fair amount of attention in recent years, for example, Paulsen (1993) proposed the
following general risk process Ut that allows for a stochastic rate of return on investments
as well as a stochastic rate of inflation:
Ut =
E(R)t
E(I)t
(
u+
∫ t
0
E(I)t−
E(R)t−
dPs
)
.
The notation E(A) denotes the Dole´ans-Dade exponential of A given as the solution of
the stochastic differential equation dE(A)t = E(A)t−dAt with E(A)0 = 1, and Pt, It and
Rt are all semimartingales representing the surplus generating process, the inflation gen-
erating process and the return on investment generating process, respectively. The initial
values are P0 = u, I0 = 0 and R0 = 0. He obtained an integro-differential equation and
an analytical expression for ruin probability under certain conditions. Paulsen and Gjess-
ing (1997a) simplified the model above by assuming that there is no inflation and both
the surplus Pt and the return on investment Rt are independent classical risk processes
perturbed by Brownian motions. Paulsen (1998a) considered a risk process Ut given by
Ut = u+ Pt +
∫ t
0
Us−dRs, with P0 = R0 = 0, (1.1)
where Pt and Rt are independent Le´vy processes. With the above notation, the solution
of (1.1) can be written as Ut = E(R)t(u+
∫ t
0
E(R)−1s−dPs). Cai and Xu (2006) considered a
risk model that assumed the surplus of an insurer follows a jump-diffusion process and the
insurer would invest its surplus in a risky asset, whose prices are modeled by a geometric
Brownian motion. In the Discussion of the paper, Hailiang Yang extended the model of
Cai and Xu to the case in which the surplus can be invested in both risky and risk-free
assets.
For some related discussions, among others, we refer the reader to Cai (2004), Yuen,
Wang and Ng (2004), Cai and Yang (2005), Yuen and Wang (2005), Zhang and Yang
(2005), Yuen, Wang and Wu (2006), Meng, Zhang and Wu (2007). For further references
see two survey papers Paulsen (1998b) and Paulsen (2008). Some recent papers extended
the model to renewal risk models with stochastic return, see e.g. Gao and Yin (2008) and
Li (2012).
Motivated by the previously mentioned papers, the aim of present paper is to generalize
the model given in (1.1) by considering that Pt and Rt are general two-sided jump-diffusion
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risk models that allow for risky investments as well as for correlation between the two
Brownian motions driving insurance risk and investment return. The rest of the paper is
organized as follows. In Section 2 we introduce the model. Integro-differential equations
for the Gerber-Shiu functions are established in Section 3 and, in Section 4, we study
the dividend payments under the threshold and barrier strategies. Finally, we give the
concluding remarks.
2 THE MODEL
Assume that the surplus generating process Pt at time t is given by
Pt = u+ pt+ σPWP,t −
NP,t∑
i=1
SP,i, t ≥ 0, (2.1)
where u is the initial surplus, p and σP are positive constants, {WP,t}t≥0 is a standard
Brownian motion independent of the homogeneous compound Poisson process
∑NP,t
i=1 SP,i,
while {SP,i} is a sequence of independent and identically distributed random variables.
Unlike the model in Paulsen and Gjessing (1997a), we assume that SP,i take values in
(−∞,+∞). The upward jumps can be explained to be the random gains of the company,
while the downward jumps are interpreted as the random loss of the company. Let λP
be the intensity of Poisson process NP,t, and FP be the common distribution of SP,i. We
assume throughout this paper that E[SP,i] <∞ and p− λPE[SP,i] > 0.
Now, suppose that the insurer would invest its surplus a risky asset, whose price is
assumed to follow the stochastic differential equation dS(t) = S(t−)dRt, where Rt is the
return on investment:
Rt = rt+ σRWR,t +
NR,t∑
i=1
SR,i, t ≥ 0, (2.2)
where {WR,t}t≥0 is another standard Brownian motion, independent of the homogeneous
compound Poisson process
∑NR,t
i=1 SR,i, while r and σR are positive constants. The intensity
of NR,t is denoted by λR, and the distribution function of the jump SR by FR. Unlike
the model in Paulsen and Gjessing (1997a), WP,t is correlated with WR,t and WR,t can be
written as WR,t = ρWP,t+
√
1− ρ2W 0P,t, where ρ ∈ [−1, 1] is constant, W
0
P,t is a standard
Brownian motion independent of WP,t. When ρ
2 = 1, there would only be one source of
randomness in the model.
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We define the risk process Ut as the total assets of the company at time t under this
investment strategy, then Ut is the solution of the stochastic differential equation
dUt = dPt + Ut−dRt, t ≥ 0. (2.3)
By using Theorem 1 in Jaschke (2003) it is not hard to see that the solution of (2.3) is
given by
Ut = E1(R)t
(
u+
∫ t
0
E1(R)
−1
s−dPs − ρσPσR
∫ t
0
E1(R)
−1
s−ds
)
, (2.4)
where
E1(R)t = exp
{(
r −
1
2
σ2R
)
t + σRWR,t
}NR,t∏
i=1
(1 + SR,i).
Because the quadratic variational processes of
σPWP,t +
∫ t
0
σRUs−dWR,s =
∫ t
0
(σP + ρσRUs−)dWP,s +
∫ t
0
σR
√
1− ρ2Us−dW
0
P,s
and ∫ t
0
√
(σP + ρσRUs−)2 + σ2R(1− ρ
2)U2s−dBs
are same, where {B}t≥0 is a standard Brownian motion independent of the compound
Poisson processes involved, by Ikeda and Watanabe (1981, Theorem 7.2, p.85), they have
the same distributions. Thus, in distribution, (2.3) can be written as
Ut = u +
∫ t
0
(p+ rUs)ds
+
∫ t
0
√
(σP + ρσRUs−)2 + σ2R(1− ρ
2)U2s−dBs
−
NP,t∑
i=1
SP,i +
∫ t
0
Us−d

NR,t∑
i=1
SR,i

 . (2.5)
Using Itoˆ’s formula for semimartingale, one finds that the infinitesimal generator L of
{Ut}t≥0 is given by
Lg(y) =
1
2
(σ2P + 2ρσPσRy + σ
2
Ry
2)g′′(y) + (p+ ry)g′(y)
+λP
∫ ∞
−∞
[g(y − z)− g(y)]dFP (z)
+λR
∫ ∞
−1
[g(y + yz)− g(y)]dFR(z). (2.6)
Remark 2.1. If FP (0) = 0 and ρ = 0, then (2.4) reduces (2.4) of Paulsen and Gjessing
(1997a) and (2.6) becomes (2.6) of Paulsen and Gjessing (1997a).
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3 The Gerber-Shiu functions
In this section, we consider the Gerber-Shiu expected discounted penalty function for the
risk process (2.4). The time of ruin of (2.4) is defined as T = inf{t ≥ 0 : Ut < 0} with
T =∞ if Ut ≥ 0 for all t ≥ 0. The ruin probability with an initial surplus u ≥ 0 is defined
as
ψ(u) = P(T <∞|U0 = u).
Note that ruin may be caused by a claim or by oscillation. Denote the ruin probabilities
in the two cases by
ψs(u) = P(UT < 0, T <∞|U0 = u), ψd(u) = P(UT = 0, T <∞|U0 = u).
Obviously we have
ψ(u) = ψs(u) + ψd(u), u ≥ 0.
Moreover, when σP 6= 0, it follows from the oscillating nature of the process Ut that
ψ(0) = ψd(0) = 1 and ψs(0) = 0.
Let w = w(x1, x2) be a nonnegative bounded measurable function on [0,∞)× [0,∞). As
in Gerber-Shiu (1998), the Gerber-Shiu expected discounted penalty function is defined
by
φ(u) = E[e−δTw(UT−, |UT |)I(T <∞)|U0 = u], (3.1)
where δ ≥ 0 is a constant and I(A) is the indicator function of event A. Sometimes we
write Pu for the probability law of U when U0 = u and Eu for the expectation with respect
to Pu.
Following Wang and Wu (2008), we decompose the Gerber-Shiu function φ(u) in (3.2)
correspondingly into the following two parts:
φs(u) = E[e
−δTw(UT−, |UT |)I(UT < 0, T <∞)|U0 = u], (3.2)
φd(u) = w(0, 0)E[e
−δT I(UT = 0, T <∞)|U0 = u]. (3.3)
Obviously, ψ(u), ψs(u) and ψd(u) are special cases of φ(u), φs(u) and φd(u), respectively.
For simplicity, we define the operator
Gh(u) =
1
2
(σ2P + 2ρσPσRu+ σ
2
Ru
2)h′′(u) + (p+ ru)h′(u)
+λP
∫ u
−∞
h(u− z)dFP (z) + λR
∫ ∞
−1
h(u+ uz)dFR(z). (3.4)
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Theorem 3.1. Assume that φ(u), φs(u), φd(u) are twice continuously differentiable on
[0,∞), where the derivative at u = 0 means the right-hand derivative. If σ2P > 0, p −
ρσPσR − λPE[SP,i] > 0, FR(−1) = 0 and r −
1
2
σ2R > 0. Then,
(i) φ(u) satisfies the integro-differential equation
(δ + λP + λR)φ(u) = Gφ(u) + λP
∫ ∞
u
w(u, z − u)dFP (z), u > 0, (3.5)
with boundary conditions
φ(0+) = w(0, 0), lim
u→∞
φ(u) = 0. (3.6)
(ii) φs(u) satisfies the integro-differential equation
(δ + λP + λR)φs(u) = Gφs(u) + λP
∫ ∞
u
w(u, z − u)dFP (z), u > 0, (3.7)
with boundary conditions
φs(0+) = 0, lim
u→∞
φs(u) = 0. (3.8)
(iii) φd(u) satisfies the integro-differential equation
(δ + λP + λR)φd(u) = Gφd(u), u > 0, (3.9)
with boundary conditions
φd(0+) = w(0, 0), lim
u→∞
φd(u) = 0. (3.10)
Proof. We can prove the theorem following a similar argument as in Yin and Wang
(2010) by using Itoˆ’s formula. In the following proof, however, we using a more intuitive
infinitesimal argument as in Cai and Yang (2005) and Cai and Xu (2006), where the ruin
probabilities have been studied. The main difference from theirs is that our model has
two Poisson processes and has two-sided jumps.
(i) Let
Yt = ue
△t + pe△t
∫ t
0
e−△sds+ σP e
△t
∫ t
0
e−△sdWP,s, (3.11)
where
△t =
(
r −
1
2
σ2R
)
t+ σRWR,t.
Consider the risk process Ut, defined by (2.4), in an infinitesimal time interval (0, t]. Since
both NP,t and NR,t are Poisson processes, there are five possible cases.
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(i). Both NP,t and NR,t have no jumps in (0, t] (the probability that this case occurs
is e−λP te−λRt). Thus Ut = Yt.
(ii). There is no jump of NR,t in (0, t] and there is exactly one jump of NP,t in (0, t]
(the probability that this case occurs is e−λRtλP te
−λP t), with claim amount z, and
(a) z < Yt, i.e. ruin does not occur and, thus Ut = Yt − z.
(b) z > Yt, i.e. ruin occurs due to the claim, or
(c) z = Yt, i.e. ruin occurs due to oscillation (the probability that this case occurs is
zero).
(iii) There is no jump of NP,t in (0, t] and there is exactly one jump of NR,t in (0, t]
(the probability that this case occurs is e−λP tλRte
−λRt), and thus Ut = (1 + SR,1)Yt.
(iv) Both NP,t and NR,t have one jump in (0, t] (the probability that this case occurs
is o(t)).
(v) NP,t and/or NR,t has more than one jumps in (0, t] (the probability that this case
occurs is o(t)).
By considering the five possible cases above and noticing that in case (ii)(b), φ(Yt−z) =
w(Yt, z − Yt), we have
φ(u) = e−δte−λP te−λRtEuφ(Yt)
+e−δt(λP te
−λP t)e−λRtEu
∫ Yt
−∞
φ(Yt − z)dFP (z)
+e−δt(λP te
−λP t)e−λRtEu
∫ ∞
Yt
w(Yt, z − Yt)dFP (z)
+e−δte−λP t(λRte
−λRt)Eu
∫ ∞
−1
φ(Yt(1 + z))dFR(z) + o(t). (3.12)
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Note that e−δte−λP te−λRt = 1− (δ + λP + λR)t+ o(t), we have
0 = Euφ(Yt)− φ(u)− (δ + λP + λR)tEuφ(Yt)
+e−δt(λP te
−λP t)e−λRtEu
∫ Yt
−∞
φ(Yt − z)dFP (z)
+e−δt(λP te
−λP t)e−λRtEu
∫ ∞
Yt
w(Yt, z − Yt)dFP (z)
+e−δte−λP t(λRte
−λRt)Eu
∫ ∞
−1
φ(Yt(1 + z))dFR(z) + o(t). (3.13)
By Itoˆ’s formula, we have
lim
t→0
Euφ(Yt)− φ(u)
t
=
1
2
(σ2P + 2ρσPσRu+ σ
2
Ru
2)φ′′(u) + (p+ ru)φ′(u). (3.14)
Therefore, by dividing t on both sides of (3.13), letting t → 0, and using (3.14), we get
(3.5). Let
Zt =
∫ t
0
E1(R)
−1
s−dPs − ρσPσR
∫ t
0
E1(R)
−1
s−ds,
and Z∞ = limt→∞ Zt. Since p − ρσPσR − λPE[SP,i] > 0, it follows from Theorem 3.1 in
Paulsen (1993) that Zt is a submartingale. In addition, the conditions σ
2
P > 0, FR(−1) = 0
and r− 1
2
σ2R > 0 imply that Z∞ exists and is finite with probability one. Thus, from (2.4)
we find that Ut drift to +∞ with probability one. Consequently, ψ(+∞) = 0. The
boundary condition limu→∞ φ(u) = 0 follows from φ(u) ≤ Mψ(u), where M is a upper
bound of w(x1, x2); The boundary condition φ(0+) = w(0, 0) follows from the oscillating
nature of the sample paths of Ut. The results (ii) and (iii) can be proved by the same
arguments as (i).
Remark 3.1. Let us compare our results with known results.
(1). Letting ρ = 0, δ = 0, FP (0) = 0 and w(x, y) ≡ 1 in (3.5) we get the result Theorem
2.1 (i) in Paulsen and Gjessing (1997a); Letting ρ = 0, FP (0) = 0 and w(x, y) ≡ 1 in
(3.5) we get the result Theorem 2.1 (ii) in Paulsen and Gjessing (1997a).
(2). Letting ρ = 0, σR = 0, λR = 0, FP (0) = 0 and w(x, y) ≡ 1 in (3.5), (3.7) and (3.9),
we get the result (3.1), (3.4) and (3.9) in Cai and Yang (2005), respectively.
Example 3.1. Under the assumptions of Theorem 3.1, assume that δ = λP = λR = 0
and w(x, y) ≡ 1, then for any u > 0, ψ(u) and ψd(u) satisfy the same differential equation
1
2
(σ2P + 2ρσPσRu+ σ
2
Ru
2)h′′(u) + (p+ ru)h′(u) = 0
and the following boundary conditions
h(0) = 1, h(+∞) = 0,
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where h(u) = ψ(u) or ψd(u).
If |ρ| < 1, the solution was found by Hailiang Yang; See Cai and Xu (2006, p.130). If
|ρ| = 1, the solution is given by h(u) = 1− K(u)
K(∞)
, where
K(u) =
∫ u
0
(
v +
ρσP
σR
)− 2r
σ2
R
exp
{(
2rρσP
σR
− p
)(
v +
ρσP
σR
)−1}
dv.
Example 3.2. Under the assumptions of Theorem 3.1, assume that λp = λR = 0, w(x, y) ≡
1 and δ > r, then for any u > 0, φ(u) and φd(u) satisfy the same differential equation
1
2
(σ2P + 2ρσPσRu+ σ
2
Ru
2)g′′(u) + (p+ ru)g′(u) = δg(u) (3.15)
and the following boundary conditions
g(0) = 1, g(+∞) = 0,
where g(u) = φ(u) or φd(u).
A change of variables x = u + σP
σR
ρ and h(x) = g(u) brings the equation (3.15) into
the form
1
2
[
σ2P (1− ρ
2) + σ2Rx
2
]
h′′(x) + κ(x)h′(x) = δh(x), (3.16)
where
κ(x) = p−
rρσP
σR
+ rx.
When ρ2 < 1, (3.16) has the same form as (A1) in Paulsen and Gjessing (1997a), using
Theorem A.1. in Paulsen and Gjessing (1997a) we get
h(x) = C1D(x, α + 1) + C2E(x, α + 1),
where
D(x, λ) =
∫ pi
2
arctan((σR/σP )x)
(cos t)β−λ(σP sin t− σRx cos t)
λ exp
{
− 2p
σP σR
t
}
dt
σP 1+β(σR)1+λ
,
E(x, λ) =
∫ arctan((σR/σP )x)
−pi
2
(cos t)β−λ(σRx cos t− σP sin t)
λ exp
{
− 2p
σP σR
t
}
dt
σP 1+β(σR)1+λ
.
Here
β =
√(
2r
σ2R
− 1
)2
+ 8
δ
σ2R
− 1 (Re(β) > 0),
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α =
1
2


√(
2r
σ2R
− 1
)2
+ 8
δ
σ2R
−
(
1 +
2r
σ2R
)
 (Re(α) > 0).
Because E(x, α + 1) → +∞ as x → +∞ and h(+∞) = g(+∞) = 0, so that C2 = 0. In
addition, using boundary condition g(0) = 1, we get
C1 =
1
D
(
σP
σR
ρ, α + 1
) .
Thus,
g(u) = h(x) =
D
(
u+ σP
σR
ρ, α + 1
)
D
(
σP
σR
ρ, α + 1
) .
This result is also obtained by Paulsen and Gjessing (1997a) in the case where ρ = 0.
4 Total discounted dividends
4.1 Threshold strategy
In this subsection, we consider the threshold strategy for dividend payments. More specif-
ically we assume that the company pays dividends according to the following strategy
governed by parameters b > 0 and µ > 0. Whenever the modified surplus is below the
threshold level b, no dividends are paid. However, when the surplus is above this threshold
level, dividends are paid at a constant rate µ. Once the surplus is negative, the company
is ruined and the process stops. We assume that the risk process U without dividends
follows (2.3). We define the modified risk process Ub = {Ub(t) : t ≥ 0} in which Ub(t) is
the solution of stochastic differential equation
dUb(t) = dPt + Ub(t−)dRt − dDb(t), t ≥ 0.
where Db(t) = µ
∫ t
0
I(Ub(s) > b)ds. Let D1(b) denote the present value of all dividends
until time of ruin T1,
D1(b) =
∫ T1
0
e−δtdDb(t),
where T1 = inf{t > 0 : Ub(t) < 0} with T1 =∞ if Ub(t) ≥ 0 for all t ≥ 0. Here δ > 0 is the
discount factor. Denote by V (u; b) the expected discounted value of dividend payments,
that is,
V (u) := V (u; b) = E[D1(b)|Ub(0) = u] ≡ Eu[D1(b)].
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Let
M1(u, y; b) = E[e
yD1(b)|Ub(0) = u] ≡ Eu[e
yD1(b)]
denote the moment-generating function of D1(b). If δ > 0, then 0 ≤ D1(b) ≤
µ
δ
, and thus
M(u, y; b) exists for all finite y.
Theorem 4.1. Assume that V (u) is twice continuously differentiable on (0, b) ∪ (b,∞).
Then for 0 < u < b, V (u) satisfies the following integro-differential equation:
(δ + λP + λR)V (u) = GV (u), (4.1)
and for u > b, V (u) satisfies the following integro-differential equation:
(δ + λP + λR)V (u) = GV (u)− µV
′(u) + µ, (4.2)
where G is defined by (3.4).
Proof. Let Vm(u) be twice continuously differentiable and equals to V (u) on (−∞, b−
1
m
]∪ [b+ 1
m
,∞). Applying Itoˆ’s formula for semimartingales to deduce that for t ∈ [0, T1)
e−δtVm(Ub(t)) = Vm(Ub(0)) +
∫ t
0
e−δs(Lµ − δ)Vm(Ub(s))ds+M
m
t ,
where Mmt is a local martingale and Lµ is defined as Lµg(y) = −µI(y > b)g
′(y) + Lg(y),
where L is defined by (2.6). It follows that for any appropriate localization sequence of
stopping times {τn, n ≥ 1} we have
Eu[e
−δ(t∧T1∧τn)Vm(Ub(t ∧ T1 ∧ τn))] = Vm(u; b) + Eu
[∫ t∧T1∧τn
0
e−δs(Lµ − δ)Vm(Ub(s))ds
]
.
(4.3)
Letting n,m ↑ ∞ and t ↑ ∞ in (4.4) and note that V (Ub(T1)) = 0, we find that
V (u) = Eu
[∫ T1
0
µe−δsI(Ub(s) > b)ds
]
if and only if LµV (u) − δV (u) = −µI(u > b). From which we get (4.1) and (4.2). This
ends the proof of Theorem 4.1.
Remark 4.1. It can be verified that V (u) = 0 on u < 0, V (0) = 0 if σP > 0 and
limu→∞ V (u) =
µ
δ
; V satisfy the continuity condition V (b−) = V (b+) = V (b). Moreover,
if σP = σR = 0 then pV
′(b−) = (p− µ)V ′(b+)+ µ, and if σP > 0, then V
′(b−) = V ′(b+).
Remark 4.2. The above result was obtained by Gerber and Shiu (2006) for the compound
Poisson model, Wan (2007) for the compound Poisson model perturbed by diffusion and
Ng (2009) for the dual of the compound Poisson model.
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Example 4.1. Assume that λP = λR = 0. Then V (u) solves the following different
equations
1
2
(σ2P + 2ρσPσRu+ σ
2
Ru
2)V ′′(u) + (p+ ru)V ′(u) = δV (u), 0 < u < b,
1
2
(σ2P + 2ρσPσRu+ σ
2
Ru
2)V ′′(u) + (p− µ+ ru)V ′(u) + µ = δV (u), u > b,
with the boundary conditions
V (0) = 0, lim
u→∞
V (u) =
µ
δ
, V (b−) = V (b+), V ′(b−) = V ′(b+).
Similar to Example 3.2, the solution is given by
V (u) =
{
C3D(u+
σp
σR
ρ, α + 1) + C4E(u+
σp
σR
ρ, α + 1), if u ≤ b,
C5D1(u+
σP
σR
ρ, α+ 1) + C6E1(u+
σP
σR
ρ, α + 1) + µ
δ
, if u > b,
where D,E, α and β are defined in Example 3.2 and
D1(x, λ) =
∫ pi
2
arctan((σR/σP )x)
(cos t)β−λ(σP sin t− σRx cos t)
λ exp
{
−2(p−µ)
σP σR
t
}
dt
σP 1+β(σR)1+λ
,
E1(x, λ) =
∫ arctan((σR/σP )x)
−pi
2
(cos t)β−λ(σRx cos t− σP sin t)
λ exp
{
−2(p−µ)
σP σR
t
}
dt
σP 1+β(σR)1+λ
.
The constants C3−C6 can be determined by the boundary conditions above and they are
given by C6 = 0,
C3 =
µ
δ
D1(b+
ρσP
σR
, α)E(ρσP
σR
, α+ 1)
Q1E(
ρσP
σR
, α+ 1)−Q2D(
ρσp
σR
, α+ 1)
,
C4 = −
µ
δ
D(ρσP
σR
, α + 1)D1(b+
ρσP
σR
, α)
Q1E(
ρσP
σR
, α + 1)−Q2D(
ρσP
σR
, α + 1)
,
C5 =
µ
δ
(
E(ρσP
σR
, α+ 1)D(b+ ρσP
σR
, α) +D(ρσP
σR
, α + 1)E(b+ ρσP
σR
, α)
)
Q1E(
ρσP
σR
, α + 1)−Q2D(
ρσP
σR
, α + 1)
.
Here
Q1 = D(b+
ρσP
σR
, α + 1)D1(b+
ρσP
σR
, α)−D(b+
ρσP
σR
, α)D1(b+
ρσP
σR
, α + 1),
Q2 = D1(b+
ρσP
σR
, α)E(b+
ρσP
σR
, α+ 1) +D1(b+
ρσP
σR
, α+ 1)E(b+
ρσP
σR
, α).
Theorem 4.2. Assume thatM1(u, y; b) is twice continuously differentiable in u on (0, b)∪
(b,∞) and once in y ≥ 0. Then M1 satisfies the following integro-differential equations
AM1(u, y; b)−δy
∂M1(u, y; b)
∂y
−(λR+λP )M1(u, y; b)+λP (1−FP (u)) = 0, 0 < u < b, (4.4)
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and
AM1(u, y; b) − µ
∂M1(u, y; b)
∂u
− δy
∂M1(u, y; b)
∂y
+ µyM1(u, y; b)
− (λR + λP )M1(u, y; b) + λP (1− FP (u)) = 0, u > b, (4.5)
where
AM(u, y; b) =
1
2
(σ2P + 2ρσPσRu+ σ
2
Ru
2)
∂2M(u, y; b)
∂u2
+ (p+ ru)
∂M(u, y; b)
∂u
+λP
∫ u
−∞
M(u − z, y; b)dFP (z)
+λR
∫ ∞
−1
M(u+ uz, y; b)dFR(z). (4.6)
In addition, M1(u, y; b) satisfies
M1(0, y; b) = 1, (4.7)
lim
u→∞
M1(u, y; b) = e
yµ/δ. (4.8)
Proof. When 0 < u < b, consider the infinitesimal time interval from 0 to t. By the
Markov property of the process Ut, we have
M1(u, y; b) = Eu[e
y
∫ T
t
e−δsdD(s)] + o(t)
= Eu[e
y
∫ T−t
0 e
−δ(t+s)dD(t+s)] + o(t)
= Eu[e
y
∫ T
0
e−δ(t+s)dD(s) ◦ θt] + o(t)
= Eu(EUt [e
ye−δt
∫ T
0 e
−δsdD(s)]) + o(t)
= Eu[M1(Ut, ye
−δt; b)] + o(t), (4.9)
where θt is the shift operator. We refer to Kallenberg (2006) for more details on the
Markov property and the shift operator. By the law of double expectation, we have
Eu[M1(Ut, ye
−δt; b)] = (1− λP t)(1− λRt)Eu[M1(Y
1
t , ye
−δt; b)]
+λP t(1− λRt)Eu
∫ Y 1t
−∞
M1(Y
1
t − z, ye
−δt; b)dFP (z)
+λP t(1− λRt)Eu(1− FP (Y
1
t ))
+λRt(1− λP t)Eu
∫ ∞
−1
M1(Y
1
t (1 + z), ye
−δt; b)dFR(z)
+o(t), (4.10)
where
Y 1t = ue
△t + pe△t
∫ t
0
e−△sds+ σP e
△t
∫ t
0
e−△sdWP,s.
13
Here
△t =
(
r −
1
2
σ2R
)
t+ σRWR,t.
By Itoˆ’s formula and note that
Y 1t
d
= u +
∫ t
0
(p+ rYs)ds
+
∫ t
0
√
(σP + ρσRY
1
s−)
2 + σ2R(1− ρ
2)(Y 1s−)
2dBs,
we have
dM1(Y
1
t , e
−δty; b) =
∂M1(Y
1
t , e
−δty; b)
∂u
dY 1t +
∂M1(Y
1
t , e
−δty; b)
∂y
yde−δt
+
1
2
(σ2P + 2ρσPσRY
1
t− + σ
2
R(Y
1
t−)
2)
∂2M1(Y
1
t , e
−δty; b)
∂u2
.
Thus
EuM1(Y
1
t , e
−δty; b) = M1(u, y; b) + Eu
∫ t
0
(p+ rYs)
∂M1(Y
1
s , e
−δsy; b)
∂u
ds
+
1
2
Eu
∫ t
0
∂2M1(Y
1
s , e
−δsy; b)
∂u2
(σ2P + 2ρσPσRY
1
s− + σ
2
R(Y
1
s−)
2)ds
−δyEu
∫ t
0
e−δs
∂M1(Y
1
s , e
−δsy; b)
∂y
ds. (4.11)
Substituting (4.11) into (4.10) and then dividing both sides of (4.10) by t, letting t → 0
and rearranging, we obtain (4.4).
Similarly, when u > b we have
M1(u, y; b) = e
yµtEu[M1(Ut, ye
−δt; b)] + o(t), (4.12)
from which we obtain
M1(u, y; b) = (1− λP t)(1− λRt)e
yµtEu[M1(Y
2
t , ye
−δt; b)]
+λP t(1− λRt)e
yµtEu
∫ Y 2t
−∞
M1(Y
2
t − z, ye
−δt; b)dFP (z)
+λP t(1− λRt)e
yµtEu(1− FP (Y
2
t ))
+λRt(1− λP t)e
yµtEu
∫ ∞
−1
M1(Y
2
t (1 + z), ye
−δt; b)dFR(z)
+o(t), (4.13)
where
Y 2t = ue
△t + (p− µ)e△t
∫ t
0
e−△sds + σP e
△t
∫ t
0
e−△sdWP,s,
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△t =
(
r −
1
2
σ2R
)
t+ σRWR,t.
Using the same argument as for (4.4) we get (4.5). The condition (4.7) is obvious, and
(4.8) follows from limu→∞D1(b) =
µ
δ
. This ends the proof of Theorem 4.2.
Set
M1(u, y; b) = 1 +
∞∑
k=1
yk
k!
Vk(u; b), (4.14)
where
Vk(u) ≡ Vk(u; b) = E[D1(b)
k|Ub(0) = u], (4.15)
is the kth moment of D1(b). Substitution of (4.14) into (4.4) and (4.5) and comparing
the coefficients of yk yields the following integro-differential equations
GVk(u) = (λR + λp + kδ)Vk(u), 0 < u < b, (4.16)
and
GVk(u)− µ
∂Vk(u)
∂u
+ kµVk−1(u) = (λR + λp + kδ)Vk(u), u > b, (4.17)
where G is defined by (3.4). They generalize (4.1) and (4.2), which are for k = 1. The
boundary conditions are Vk(0; b) = 0 and limu→∞ Vk(u; b) = (
µ
δ
)k.
4.2 Barrier strategy
It is assumed that dividends are paid according to a barrier strategy ξb. Such a strategy
has a level of the barrier b > 0, when the surplus exceeds the barrier, the excess is paid
out immediately as the dividend. When the surplus is below b, nothing is done. Let Dbt
be aggregated dividends up to time t by insurance company whose risk process is modeled
by (2.3). The controlled risk process when taking into account of the dividend strategy
ξb is U
b = {U bt : t ≥ 0}, where U
b
t is the solution of stochastic differential equation
dU bt = dPt + U
b
t−dRt − dD
b
t , t ≥ 0.
Denote by V¯1(u; b) the dividend-value function if barrier strategy ξb is applied, that is,
V¯1(u; b) = Eu[D2(b)],
where D2(b) =
∫ T2
0
e−δtdDbt . Here δ > 0 is the force of interest for valuation and T2 =
inf{t ≥ 0 : U bt < 0}. Let
M2(u, y; b) = Eu[e
yD2(b)]
denote the moment-generating function of D2(b). M(u, y, b) exists for all finite y.
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Theorem 4.3. Assume that M2(u, y; b) is twice continuously differentiable in u on (0, b)
and once in y ≥ 0. Then M2 satisfies the following integro-differential equation
AM2(u, y; b)− δy
∂M2(u, y; b)
∂y
− (λR + λP )M2(u, y; b) + λP (1− FP (u)) = 0, 0 < u < b,
(4.18)
where A is defined by (4.6). In addition, M2(u, y; b) satisfies
M2(0, y; b) = 1, (4.19)
∂M2(u, y; b)
∂u
|u=b = yM2(b, y; b). (4.20)
Proof. The proof of (4.18) is same as the proof of (4.4). The condition (4.19) is
obvious. To prove (4.20), we first consider the special case in which σP = σR = 0. Letting
u ↑ b in (4.18) gives
(p+ rb)
∂M2(u, y; b)
∂u
|u=b − δy
∂M2(u, y; b)
∂y
|u=b − (λR + λP )M2(b, y; b)
+λP
∫ b
−∞
M2(b− z, y; b)dFP (z) + λP (1− FP (b))
+λR
∫ ∞
−1
M2(b(1 + z), y; b)dFR(z) = 0. (4.21)
Similarly, for u = b we have
M2(b, y; b) = e
−λP te−λRtey(p+rb)tM2(b, ye
−δt; b)
+λP te
−λP te−λRtey(p+rb)t
∫ b
−∞
M2(b− z, ye
−δt; b)dFP (z)
+λP te
−λP te−λRtey(p+rb)t(1− FP (b))
+e−λP tλRte
−λRtey(p+rb)t
∫ ∞
−1
M2(b(1 + z), ye
−δt; b))dFR(z)
+o(t). (4.22)
This, together with the following Taylor’s expansion
M2(b, ye
−δt; b) =M2(b, y; b)− δyt
∂M2(b, y; b)
∂y
+ o(t).
gives
− δy
∂M2(u, y; b)
∂y
|u=b − (λR + λP − y(p+ rb))M2(b, y; b)
+λP
∫ b
−∞
M2(b− z, y; b)dFP (z) + λP (1− FP (b))
+λR
∫ ∞
−1
M2(b(1 + z), y; b)dFR(z) = 0. (4.23)
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Comparing (4.23) with (4.21) we obtain
∂M2(u, y; b)
∂u
|u=b = yM2(b, y; b).
If σ2P > 0, σ
2
R = 0 or σ
2
P > 0, σ
2
R > 0, the process can be viewed as the limit of a family of
same kind processes without Brownian motions, and in this way (4.20) can be obtained
as limiting results. This ends the proof of Theorem 4.3.
Set
M1(u, y; b) = 1 +
∞∑
k=1
yk
k!
V¯k(u; b), (4.24)
where
V¯k(u) ≡ V¯k(u; b) = Eu[D2(b)
k],
is the kth moment of D2(b). Substitution of (4.24) into (4.18) and comparing the coeffi-
cients of yk yields the following integro-differential equation
GV¯k(u) = (λR + λp + kδ)V¯k(u), 0 < u < b,
where G is defined by (3.4). The boundary conditions are Vk(0; b) = 0 and
∂V¯k(u; b)
∂u
|u=b = kV¯k−1(b; b).
Example 4.2. Assume that λP = λR = 0. If u ≤ b, then V¯1(u; b) solves the following
differential equation
1
2
(σ2P + 2ρσPσRu+ σ
2
Ru
2)
∂2V¯1(u; b)
∂u2
+ (p+ ru)
∂V¯1(u; b)
∂u
= δV¯1(u; b) (4.25)
with
V¯1(0; b) = 0,
∂V¯1(u; b)
∂u
|u=b = 1. (4.26)
When ρ2 < 1, the solution of (4.25) is given by
V¯1(u; b) = C7D
(
u+
σP
σR
ρ, α + 1
)
+ C8E
(
u+
σP
σR
ρ, α + 1
)
,
where D,E and α are defined in Example 3.2. The constants C7 and C8 can be determined
by conditions (4.26). Using that ∂
∂y
D(y, α) = −αD(y, α−1) and ∂
∂y
E(y, α) = αE(y, α−1)
we obtain
C7 = −
E
(
σP
σR
ρ, α + 1
)
(α + 1)A
(
b+ σP
σR
ρ, α
) ,
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C8 =
D
(
σP
σR
ρ, α + 1
)
(α+ 1)A
(
b+ σP
σR
ρ, α
) ,
where
A
(
b+
σP
σR
ρ, α
)
= E
(
b+
σP
σR
ρ, α
)
D
(
σP
σR
ρ, α + 1
)
+D
(
b+
σP
σR
ρ, α
)
E
(
σP
σR
ρ, α+ 1
)
.
It follows that
V¯1(u; b) =
B
(
u+ σP
σR
ρ, α
)
(α + 1)A
(
b+ σP
σR
ρ, α
) ,
where
B
(
u+
σP
σR
ρ, α
)
= D
(
σP
σR
ρ, α + 1
)
E
(
u+
σP
σR
ρ, α + 1
)
−E
(
σP
σR
ρ, α + 1
)
D
(
u+
σP
σR
ρ, α + 1
)
.
In particular, when ρ = 0 we recover the result of Example 2.2 in Paulsen and Gjessing
(1997b).
5 Concluding remarks
In this paper, a generalized Paulsen-Gjessing’s risk model is examined, some rather gen-
eral integro-differential equations satisfied by the Gerber-Shiu functions, the expected
discounted dividends up to ruin and the moment generating functions of the discounted
dividends are presented, respectively. Generally speaking, it is difficult to find the ana-
lytical solutions except for some specials. A numerical method called the block-by-block
has been used by Paulsen et al. (2005) to find the probability of ultimate ruin in the clas-
sical risk model with stochastic return on investments. The solutions, either analytical
or numerical, of the integro-differential equations in this paper are not only interesting
but also valuable in practice. Other research problems such as the optimality results for
dividend and investment need also to be studied.
Acknowledgements. The research was supported by the National Natural Science
Foundation of China (No. 11171179), the Research Fund for the Doctoral Program of
18
Higher Education of China (No. 20093705110002) and the Program for Scientific Research
Innovation Team in Colleges and Universities of Shandong Province.
References
[1] Cai, J., 2004. Ruin probabilities and penalty functions with stochastic rates of inter-
est. Stochastic Processes and their Applications 112, 53-78.
[2] Cai, J., Yang, H. L., 2005. Ruin in the perturbed compound Poisson risk process
under interest force. Advances in Applied Probability 37, 819-835.
[3] Cai, J., Xu, C. M., 2006. On the decomposition of the ruin probability for a jump-
diffusion surplus process compounded by a geometric Brownian motion. North Amer-
ican Actuarial Journal 10(2), 120-132; Discussion 129-131.
[4] Gao, H. L., Yin, C. C., 2008. A perturbed risk process compounded by a geometric
Brownian motion with a dividend barrier strategy. Applied Mathematics and Com-
putation 205, 454-464
[5] Gerber, Hans U., Shiu, S. W., 1998. On the time value of ruin. North American
Actuarial Journal 2(1), 48-72.
[6] Gerber, Hans U., Shiu, S. W., 2006. On optimal dividend strategies in the compound
Poisson model. North American Actuarial Journal 10, 76-93.
[7] Ikeda, N., Watanabe, S., 1981. Stochastic Differential Equations and Diffusion Pro-
cesses. North-Holland Publishing Company, Amsterdam.
[8] Jaschke, S., 2003. A note on the inhomogeneous linear stochastic differential equation.
Insurance: Mathematics and Economics 32, 461-464.
[9] Kallenberg, O., 2002. Foundations of Modern Probability (Second Edition). Springer-
Verlag, Berlin.
[10] Li, J. Z., 2012. Asymptotics in a time-dependent renewal risk model with stochastic
return. Journal of Mathematical Analysis and Applications 387, 1009-1023.
[11] Meng, H., Zhang, C. S., Wu, R., 2007. On a joint distribution for the classical risk
process with a stochastic return on investments. Stochastic Models 23, 513-522.
19
[12] Ng, Andrew C. Y., 2009. On a dual model with a dividend threshold. Insurance:
Mathematics and Economics 44, 315-324.
[13] Paulsen, J. (1993). Risk theory in a stochastic economic environment. Stochastic
Processes and their Applications 46, 327-361.
[14] Paulsen, J., Gjessing, H. K., 1997a. Ruin theory with stochastic return on invest-
ments. Advances in Applied Probability 29(4), 965-985.
[15] Paulsen, J., Gjessing, H. K., 1997b. Optimal choice of dividend barriers for a risk pro-
cess with Stochastic Return on Investments. Insurance: Mathematics and Economics
20, 215-223.
[16] Paulsen, J., 1998a. Sharp conditions for certain ruin in a risk process with stochastic
return on investments. Stochastic Processes and their Applications 75, 135-148.
[17] Paulsen, J., 1998b. Ruin theory with compounding assets - a survey. Insurance:
Mathematics and Economics 22, 3-16.
[18] Paulsen, J., Kasozi, J., Steigen, A., 2005. A numerical method to find the probability
of ultimate ruin in the classical risk model with stochastic return on investments.
Insurance: Mathematics and Economics 36, 399-420.
[19] Paulsen, J., 2008. Ruin models with investment income. Probability Surveys 5, 416-
434.
[20] Wan, N., 2007. Dividend payments with a threshold strategy in the compound Pois-
son risk model perturbed by diffusion. Insurance: Mathematics and Economics 40,
509-523.
[21] Wang, G. J., Wu, R., 2001. Distribution for the process with a stochastic return on
invesments. Stochastic Processes and their Applications 95, 329-341.
[22] Wang, G. J., Wu, R., 2002. Some results for classical risk process with stochastic
return on invesments. Acta Mathematicae Applicatae Sinica, English Series 18, 685-
692.
[23] Wang, G. J., Wu, R., 2008. The expected discounted penalty function for the per-
turbed Poisson risk process with constant interest. Insurance: Mathematics and Eco-
nomics 42, 59-64.
20
[24] Yang, H. L., Zhang, L. H., 2005. Optimal investment for insurer with jump-diffusion
risk process. Insurance: Mathematics and Economics 37, 615-634.
[25] Yin, C. C.,Wang, C. W., 2010. The perturbed compound Poisson risk process with
investment and debit interest. Methodology and Computing in Applied Probability
12, 391-413.
[26] Yuen, K. C., Wang, G. J., Ng, K. W., 2004. Ruin probabilities for a risk process with
stochastic return on investments. Stochastic Processes and their Applications 110,
259-274.
[27] Yuen K. C., Wang, G. J., 2005. Some ruin problems for a risk process with stochastic
interest. North American Actuarial Journal 9(2), 129-142.
[28] Yuen, K. C., Wang, G., Wu, R., 2006. On the renewal risk process with stochastic
interest. Stochastic Processes and their Applications 116, 1496-1510.
21
