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 2 つ目のアルゴリズムは，Chubanov が 2017 年にオラクルを用いたアルゴリズ
ムを拡張したものである．こちらは半無限線形画問題へ拡張されており，このア
ルゴリズムは SDP を半無限線形計画問題に再定式化することで適用できる．この
アルゴリズムをアルゴリズム OB と呼ぶことにする． 
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Rn+ := {x ∈ Rn | x ≥ 0}
とし，n次元の正の実数の集合を
Rn++ := {x ∈ Rn | x > 0}
と表記する．行列A ∈ Rm×nについて，Aの核を
kerA := {x ∈ Rn | Ax = 0}
とする．Aの像を
Im A := {x ∈ Rn | ∃y ∈ Rn, s.t. Ay = x}
とする．





2 + · · ·+ x2n
とする．ベクトル a, b ∈ Rnについて，aと bの内積を
⟨a, b⟩ := a1b1 + · · ·+ anbn
とする．
ベクトル空間 V の部分空間W についてW の直交補空間を





定義 2.2.1 集合 S ⊆ Rnとし，任意の x,y ∈ Sと任意の実数 α ∈ [0, 1]に対して
(1− α)x+ αy ∈ S
となるとき，Sを凸集合と呼ぶ [1]．
定義 2.2.2 ベクトル v ∈ Rn (v ̸= 0)と実数 α ∈ Rによって定義される超平面
H := {x ∈ Rn | ⟨v,x⟩ = α}
を考える．空間 Rnは超平面H によって
H+ = {x ∈ Rn | ⟨v,x⟩ ≥ α}
H− = {x ∈ Rn | ⟨v,x⟩ ≤ α}
の 2つの部分集合に分割される．
集合 S, T ⊆ Rnが S ⊆ H+かつ T ⊆ H−を満たすとき，すなわち
⟨v, z⟩ ≥ α (z ∈ S)
⟨v, z⟩ ≤ α (z ∈ T )
が成り立つとき，超平面H は集合 S, T を分離するといい，H を Sと T の分離超平面と呼ぶ [1]．












定義 2.3.1 正方行列 P が
P 2 = P




補題 2.3.1 m× n行列Aの行が 1次独立であるとき kerAへの射影行列 PAは
PA = I −AT (AAT )−1A
である．
証明 まず，P 2A = PAと P
T
A = PAを示す．
P 2A =(I −AT (AAT )−1A)2
=I − 2(AT (AAT )−1A) + (AT (AAT )−1AAT (AAT )−1A)
=I −AT (AAT )−1A
=PA,
P TA =(I −AT (AAT )−1A)T
=I − (AT (AAT )−1A)T
=I −AT (AAT )−1A
=PA.
よって，P 2A = PAと P
T
A = PAであり，PAは射影行列である．
PAが kerAへの射影であることを示す．つまり，任意の z ∈ Rnに対して PAz ∈ kerAである
ことと、z ∈ kerAならば PAz = zであることを示す.
まず，任意の z ∈ Rnに対して，
APAz = A(z −AT (AAT )−1Az)




次に z ∈ kerAのとき
PAz = (I −AT (AAT )−1A)z
= z −AT (AAT )−1Az
= z
が成り立つ．よって PAは kerAへの射影行列である． 2




証明 任意の x ∈ Rnを 1つとり，
x = x− PAx+ PAx
と分解する．ここで，x− PAxと PAxの内積を考えると以下が成り立つ：
⟨x− PAx, PAx⟩ =⟨x, PAx⟩ − ⟨PAx, PAx⟩
=⟨x, PAx⟩ − ⟨x, PATPAx⟩
=⟨x, PAx⟩ − ⟨x, PA2x⟩
=⟨x, PAx⟩ − ⟨x, PAx⟩
=0.
以上のことから x− PAxと PAxは直交している．次に x− PAx+ PAxのノルムを考える．
⟨x− PAx+ PAx,x− PAx+ PAx⟩ =⟨x− PAx,x− PAx⟩+ ⟨x− PAx, PAx⟩
+ ⟨PAx,x− PAx⟩+ ⟨PAx, PAx⟩
=∥PAx∥2 + ∥x− PAx∥2
x = x− PAx+ PAxであるから，
∥PAx∥2 + ∥x− PAx∥2 = ∥x∥2
である．よって，∥x− PAx∥2 ≥ 0であるから
∥PAx∥ ≤ ∥x∥
が成り立つ． 2
補題 2.3.3 線形部分空間 V への射影を PV とする．I − PV は V ⊥ への射影である．
証明 まず，I − PV が射影行列であることを示す．
(I − PV )T = I − P TV = I − PV .
(I − PV )2 = I − PV − PV + P 2V = I − 2PV + PV = I − PV .
以上から I − PV は射影行列である．
次に，Im(I − PV ) = V ⊥が成り立つことを示す．まず，V ⊥ ⊆ Im(I − PV )を示す．y ∈ V ⊥の
とき，PV y = 0であるので
y = (I − PV )y ∈ Im(I − PV ).
よって，V ⊥ ⊆ Im(I − PV )である．
次に，Im(I − PV ) ⊆ V ⊥を示す．x ∈ Rnとすると，
(I − PV )x ∈ V ⊥
6
であることを示せばよい．y ∈ V とする．(I−PV )xと yの内積と考えると，y = PV yであるから
⟨(I − PV )x,y⟩ = ⟨x, (I − PV )y⟩ = ⟨x,y − y⟩ = 0.
以上から
(I − PV )x ∈ V ⊥
が成り立つ．
よって，I − PV は V ⊥への射影である． 2
ベクトル空間 V の次元がmでベクトルの集合 {q1, . . . , qm}が V の基底であり，
⟨qi, qj⟩ =
1 (i = j)0 (i ̸= j)
が成り立つとき {q1, . . . , qm}は正規直交基であると言う．{q1, . . . , qm}が基底であるとき，任意





補題 2.3.4 線形部分空間 V ⊆ Rnへの射影を PV，{q1, . . . , qm}を V の正規直交基底，




証明 補題 2.3.3より，任意の x ∈ Rnに対して
(I − PV )x = PV ⊥x
であるから，
x = PV x+ PV ⊥x (2.3.1)
で表すことができる．このとき，




v ∈ V とすると，
∑m
i=1 αiqi = vと表すことが出来る．ここで
∑m
i=1 αiqi と qj の内積を考える．
異なるベクトルは直交することから，
⟨v, qj⟩ = ⟨
n∑
i=1








が成り立つことからQQTPV x = PV xである．
また，PV ⊥x ∈ V ⊥であるから，










Ax = λx (x ̸= 0)
となるような λ ∈ RをAの固有値と言い，x ∈ Rnを固有値 λに対応する固有ベクトルと言う．A
が実対称行列のとき，Aの固有値は重複を含めて n個あり，その積はAの行列式と等しく，和は
トレースと等しい．













A = V ΛAV
T
と固有値分解できる．さらに，対称行列Aは
A = V ΛAV







































行列A ∈ Snの要素をaij (i = 1, . . . , n, j = 1, . . . , n)，行列B ∈ Snの要素を bij (i = 1, . . . , n, j =













任意の v ∈ Rn (v ̸= 0)に対して
vTAv ≥ 0
となるA ∈ Snを半正定値行列と呼ぶ．Aが半正定値行列であることをA ⪰ Oで表す．Sn+で n次
半正定値行列の集合を表す．対称行列Aが半正定値行列であることはAのすべての固有値が非負
になるための必要十分条件である．
また 任意の v ∈ Rn (v ̸= 0)に対して vTAv > 0 となるA ∈ Snを正定値行列と呼ぶ．正定値行
列は全ての固有値が 0よりも大きい．Aが正定値行列であることをA ≻ Oと表す．
補題 3.1.1 行列 S ∈ Snとする．このとき SST ⪰ Oである．
証明 任意の v ∈ Rn (v ̸= 0)について
vT (SST )v = (STv)T (STv) = ∥STv∥2 ≥ 0
となり SST ⪰ Oである． 2
補題 3.1.2 対称行列A,B ∈ Snとする．A ≻ O，B ⪰ O，0 < α < 1であるとき，αA+(1−α)B ≻
Oとなる．
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証明 A ≻ O，B ⪰ Oより，任意の v ∈ Rn (v ̸= 0)に対して
vT (αA+ (1− α)B)v =αvTAv + (1− α)vTBv
となる．また，条件より αvTAv > 0，(1− α)vTBv ≥ 0である．ゆえに
vT (αA+ (1− α)B)v > 0
となる．よって，αA+ (1− α)B ≻ Oとなる． 2
補題 3.1.3 対称行列A,B ∈ Snとする．A ≻ OかつB ⪰ O (B ̸= O)のとき ⟨A,B⟩ > 0となる．
証明 Bの固有値を λ1, . . . , λn，固有値に対応する固有ベクトルを v1, . . . ,vnとする．そして




















となり，B ⪰ O (B ̸= O)より Bのすべての固有値は非負であり，Bには 1つは正の固有値があ





i Avi) > 0
となるので，⟨A,B⟩ > 0が成り立つ． 2
3.2 半正定値計画問題
半正定値計画問題とは凸計画問題において，行列の半正定値条件を含む問題のことである．標
準形の半正定値計画問題はA1, . . . , Am, C ∈ Rn×n，b ∈ Rmを定数とし n次対称行列X に対して
minimize ⟨C,X⟩ (PSDP )
subject to ⟨Ai, X⟩ = bi (i = 1, . . . ,m)
X ⪰ O
と表される問題のことである．
(PSDP )の双対問題は y ∈ Rmに対して










Aiyi ⪰ O (3.2.1)
を表している．
行列 A1, . . . , Am, C が対角行列である場合を考える．それぞれの行列の対角成分を並べてでき











Chubanovのアルゴリズム [6]はA ∈ Rm×nに対して
find x (LP )
subject to Ax = 0 (4.1.1)
x > 0, (4.1.2)
という線形計画問題の許容解を探す．行列Aは rank A = mでありm < nを仮定する．
(LP )の双対問題として以下の問題 (LD)を考える．
find y　 (LD)
subject to ATy ≥ 0 (4.1.3)
ATy ̸= 0. (4.1.4)
補題 4.1.1 (LP )と (LD)には次のうちどちらか一方のみが成り立つ関係がある．
1. (LP )に許容解が存在する．
2. (LD)に許容解が存在する．




(Ax)Ty = 0 (4.1.5)
となる．しかし,式 (4.1.2)，式 (4.1.4)と式 (4.1.3)から
xTATy > 0
となるので，式 (4.1.5)と矛盾する．よって, (LP )と (LD)の許容解は同時に存在しない．
一方，(LP )に許容解がないと仮定する．Rn++ = {x | x > 0}とおくと，(LP )に許容解がない
から kerA ∩ Rn++ = ∅である．kerAと Rn++は凸集合であるから，ある y ̸= 0と θ ∈ Rが存在し
て定理 2.2.1から
yTx ≥ θ ≥ yTz (∀x ∈ Rn++,∀z ∈ kerA) (4.1.6)
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が成り立つ．つまり，Rn++と kerAを分離する超平面が存在する．ここで yTz ̸= 0となる zが存
在すると仮定すると，実数の性質から
θ < αyTz
となる実数 αが存在する．しかし z ∈ kerAと kerAは線形部分空間であることから αz ∈ kerA
であるため，これは式 (4.1.6)に矛盾する．よって任意の z ∈ kerAについて
yTz = 0
である．したがって y ∈ ImAT である．よって θ ≥ 0として良い．このとき任意のx ∈ Rn++に対し




subject to Ax = 0 (4.1.7)
0 < xj ≤ 1 (j = 1, . . . , n). (4.1.8)
補題 4.1.2 (LPscaled)と (LP )は以下の関係がある：
(LPscaled)に許容解が存在する ⇔ (LP )に許容解が存在する．
証明 (LPscaled)の許容解は (LP )の許容解になるのは明らかである．逆に (LP )に許容解 xが存
在する場合，maxj xj > 0であるので xmaxj xj が (LPscaled)の許容解になる． 2
Chubanovのアルゴリズムは最終的に，入力パラメータを ε > 0とすると，
1. (LP )の許容解
2. (LD)の許容解





の 2つのアルゴリズムから構成されている．Basic Procedureでは射影をし，(LP )の許容解を計





Step 1. yT1 = 1となるような初期点 y ∈ Rnを入力（1は要素が全て 1の n次元の列ベクトル）
Step 2. yの kerAへの射影行列 PAを計算する
Step 3. 以下のどれか 1つを満たした場合 Basic Procedureを終了させる．
1. PAy > 0であるとき，(LP )の許容解として PAyを返す．
2. PAy = 0 であるとき，(LD)の許容解として yを返す．
3. ある kに対してすべての許容解における k番目の要素が 12 以下になっているとき，カッ
ト生成ベクトル yを返す．
Step 4. yの修正
Step 5. Step 2.へ戻る
図 4.1は「3．ある kに対して (LPscaled)のすべての許容解において k番目の要素が 12 以下になっ
ている」状態を表している．
図 4.1: 解の存在範囲
Basic Procedure が 3番目の場合で返るとき、実際には次の補題を満たすベクトル yを返す。
補題 4.2.1
∑n
j=1 yj = 1，y ≥ 0，PAy ̸= 0 を満たす y ∈ Rnに対してある jが存在して
2
√
n∥PAy∥ ≤ yj (4.2.1)
が成り立つとする．このとき (LPscaled)の任意の許容解 xに対して





証明 (LPscaled)の許容解を x ∈ Rnとする．このとき x ∈ kerAであるので PAx = x が成り立
つ．x > 0，y ≥ 0より，
xjyj ≤ xTy = (PAx)Ty = xTPAy
となる．また 0 ≤ xi ≤ 1 (i = 1, . . . ,m)より ∥x∥ ≤
√
nとなることと式 (4.2.1)より



















の両辺を yj で割ると 0 ≤ xj ≤ 12 が得られる． 2
4.3 Main Algorithm
Main Algorithmはm× n行列 Aと εを受け取り，入力した行列 Aで Basic Procedureを呼び
出す． Basic Procedureで，「1．(LP )の許容解」か「2．(LD)の許容解」のどちらか一方が返っ
てきた場合にはMain Algorithmは終了する．これは補題 4.1.1より，「2．(LD)の許容解」が返っ
てきた場合は，(LP )に許容解が存在しないということになるからである．カット生成ベクトルが
返ってきた場合は，行列Aの k列目を 2倍し, Basic Procedureを再び呼び出す．図は行列Aの k
列目を 2倍したときの領域の変化である．










アルゴリズム SCは対称行列Ai (i = 1, . . . ,m)に対して
find X (PSC)


















subject to ⟨Ai, X⟩ = 0 (i = 1, · · · ,m) (5.1.1)
tr X ≤ 1 (5.1.2)
X ≻ O. (5.1.3)
(PSCscaled)と (P
SC)は以下の関係がある：
補題 5.1.2 (PSCscaled)に許容解が存在する　⇔ (PSC)に許容解が存在する
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証明 (PSC)の許容解を X̂ とする．X̂ ≻ Oであるから X̂ の固有値は全て 0よりも大きい．よっ












































Ain1 · · · · · · Ainn
 (i = 1, · · · ,m)





12 · · · Ainn
]






とおく．A ∈ Rm×n2 である．よって









3 ∥PAY ∥ ≤ 12ntr Y となるような Y ⪰ O (Y ̸= O)
のどれか 1つを返す．
Steps:
Step 1. i = 1，Z = PAY 1とする
Step 2. 1. Z ≻ O ((PSC)の許容解)
2. Y i − Z ⪰ O ((DSC)の許容解)
3. ∥Z∥ ≤ 12ntr Y
i
のどれか 1つを満たした場合 Y を返し終了する
Step 3. Z の最小固有値に対する固有ベクトルを vとする (∥v∥ = 1)
Step 4. C = vvT とする
Step 5. P = PAC を計算する
Step 6. 1. P ≻ O ((PSC)の許容解)
2. C − P ⪰ O ((DSC)の許容解)
3. ∥P∥ ≤ 12ntr Y
i
のどれか 1つを満たした場合 C を返し終了する
Step 7. α = ⟨P,P−Z⟩∥Z−P∥2 を計算し，Y
i+1 = αY i + (1− α)C とする
Step 8. i = i+ 1，Z = PAY iとして Step 2.へ戻る
Basic Procedureでは以下の補題が成り立っている．
補題 5.2.1 以下を仮定する．
(i) Y ⪰ O, tr Y = 1かつ Z = PAY．
(ii) C ⪰ Oであり，⟨Z,C⟩ ≤ 0かつ tr C = 1．
(iii) P = PAC かつ α =
⟨P,P−Z⟩
∥Z−P∥2．
(iv) Y ′ = αY + (1− α)C．
P ̸= Oかつ Z ̸= Oと仮定すると，このとき次が成り立つ．
(a) 1∥PAY ′∥2 ≥
1
∥PAY ∥2 + 1．
(b) Y ′ ⪰ O, tr Y ′ = 1．
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証明 (a)を証明する．(i)より，Z = PAY であり，Z は kerAへの射影であるから，PAZ = Z
である．(ii)より
⟨Z,P ⟩ = ⟨PAZ,PAC⟩ = ⟨Z,PAC⟩ = ⟨PAZ,C⟩ = ⟨Z,C⟩ ≤ 0
となる．これにより，Z と P はOではないから，
∥Z − P∥2 = ∥Z∥2 + ∥P∥2 − 2⟨Z,P ⟩ > 0
である．両辺を ∥Z − P∥2で割ると
1 =
∥Z∥2 − ⟨Z,P ⟩
∥Z − P∥2
+





∥P∥2 − ⟨Z,P ⟩
∥Z − P∥2
=
⟨P, P − Z⟩
∥Z − P∥2
である．
ここで 0 < α < 1を示す．もし α = 1とすると，式 (5.2.1)から
∥Z∥2 = ⟨Z,P ⟩
となる．∥Z∥2 > 0，⟨Z,P ⟩ ≤ 0より，Z = Oとなる．しかし，仮定から Z ̸= Oであるから矛盾
する．よって α < 1となる．また，α = 0とすると，式 (5.2.1)から
∥P∥2 = ⟨Z,P ⟩
となる．∥P∥2 > 0，⟨Z,P ⟩ ≤ 0より，P = Oとなる．しかし，仮定から P ̸= Oであるから矛盾
する．よって α > 0となる．このことから，0 < α < 1である．
ここで，
Y ′ = αY + (1− α)C
とする．両辺に PAをかけると，
PAY
′ = αPAY + (1− α)PAC
= αZ + P − αP
= P + α(Z − P ).
∥PAY ′∥2を考えると
∥PAY ′∥2 = α2∥Z − P∥2 + 2α⟨P,Z − P ⟩+ ∥P∥2.
αに式 (5.2.1)を代入すると，
∥PAY ′∥2 =
































(b)を証明する．Y ⪰ O，C ⪰ Oかつ0 < α < 1であるから，Y ′ ⪰ Oである．Y ′ = αY +(1−α)C
であるから
tr Y ′ =tr (αY + (1− α)C)
=αtr Y + (1− α)tr C
となる．tr Y = 1，tr C = 1より，
tr Y ′ =αtr Y + (1− α)tr C
=1
よって，Y ′ ⪰ O, tr Y ′ = 1である． 2
5.3 Main Algorithm
Main Algorithmは Chubanovのアルゴリズムと同様に，Basic Procedureから受け取った値が
1. (PSC)の許容解
2. (DSC)の許容解
のどちらかであるときにはアルゴリズムを終了し，Step 6.の「3. ∥PAY ∥ ≤ 12n tr Y となるよう
な Y ⪰ Oかつ Y ̸= O」であるときに，得られた解が ε許容解でない場合はAを更新し再びBasic
Procedureを呼び出す．Main AlgorithmではBasic Procedureから受け取った Y を元にスケーリ











Step 1. A1i (i = 1, . . . ,m)，k = 1 ，ε̃ = 0とする
Step 2. PAを計算し，Y = Inn として Basic Procedureを呼び出す．Inは n × nの単位行列を
表している．
Step 3. Basic Procedureの返り値を Y とする．(PSC)の許容解か (DSC)の許容解のどちらか
が返ってきた場合は終了する
Step 4. ρ = tr Yn∥PAY ∥




Step 6. W = (n−βtr Y )ρnY + βIn
Step 7. ϵ̃ = ϵ̃+ log n− 1n log det W







2 (i = 1, · · · ,m)
を計算する
Step 10. k = k + 1として Step 2.へ戻る
射影の計算では QR分解で得られる正規直交基底を用いている．射影では，Im AT から kerA
への射影を求めている．
(Im AT )⊥ = kerA
であることから，Im AT と kerAへの射影をそれぞれ PIm AT，PkerAとおくと，補題 2.3.3と，
I − PIm AT = PkerA
であることにより PkerAが導かれる．今回の実装ではMain Akgorithmで Im AT を計算し，それ






解を求めるアルゴリズムである．対象とする問題は添字集合 T と対応する集合 {at | t ∈ T} ⊆ Rm
が与えられたとき
find y (DLS)
subject to aTt y > 0 (t ∈ T ) (6.1.1)
と表現される半無限線形計画問題である．ここで，T は無限集合でも良い．(DLS)の双対問題と
して




xtat = 0 (6.1.2)
を考える．ただし T̃ ⊂ T であり，T̃ は有限集合である．
(DLS)と (PLS)は以下の関係がある：
補題 6.1.1 (DLS)と (PLS)は同時に許容解が存在しない．























• F = {ỹ | aTt ỹ ≥ 0 (t ∈ T ), ∥ỹ∥ ≤ 1}
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• Y(F) = {Y ∈ Rm×m | Y = [y1, . . . ,ym],yi ∈ F (i = 1, . . . ,m)}
としたときに条件数 d∗(F)を以下のように定義する：
d∗(F) := sup{|detY | | Y ∈ Y(F)}.
図 6.1は条件数の例を表している．
図 6.1: F の条件数
OBアルゴリズムに必要なオラクルは次の入力と出力をもつ：
Input : y ∈ Rm
Output : 以下のいずれかを返す：
1. ∀t ∈ T,aTt y > 0という宣言















または µに依存した正の重み {xt | t ∈ T+}のどれかを返す．











Input: µ > 0とm次正則行列M
Output:
1. aTt M ỹ > 0 (∀t ∈ T )となるような ỹ（(DLS)の許容解）
2. |T+| ≤ m+ 1とする．T+ ⊆ T と
∑
t∈T+ xtãt = 0となるような正の重み {xt | t ∈ T+}
（(PLS)の許容解）




m+1となるような正の重み {xt | t ∈ T+}
初期化
Step 1. ỹを 0でない任意のベクトルとする
Step 2. Oracle(M ỹ)からの返り値のインデックスを t̄ ∈ T とし，ãt̄ を計算する
Step 3. T+ = {t̄}として xt̄ = 1，z̃ = ãt̄とする
反復
Step 4. Oracle(M z̃)からの返り値のインデックスを t̂ ∈ T とし，ãt̂を計算する
Step 5. T ′+ = T+ ∪ {t̂}とする





として，t ∈ T ′+に対して
x′t =
αxt if t ̸= t̂αxt̂ + 1− α if t = t̂
とする





Step 8. Index Elimination Procedure (IEP)を呼び出す．ここで IEPは，|T ′| > mのとき，z̃
が変化しないように適切な添字集合 T+と対応する重み xt (t ∈ T+) を計算する手続き
である．この手続きにより |T+| ≤ mが常に保たれる．
Step 9. z̃ = 0ならば 2番目の出力として {xt | t ∈ T}を返す
Step 10. ∥z̃∥ ≤ µm+1 ならば 3番目の出力として {xt | t ∈ T}を返す
Step 11. Step 4に戻る．
補題 6.2.1 Basic Procedureの Step 6.で
∑

















Main Algorithmは (DLS)のインスタンスと ϵ > 0を受け取り，スケーリングするための行列















Input: (DLS)のインスタンスと ϵ > 0
Output: 以下のいずれかを返す：
1. aTt M ỹ > 0 (∀t ∈ T )となるような ỹ（(DLS)の許容解）
2. |T+| ≤ m+ 1とする．T+ ⊆ T と
∑
t∈T+ xtãt = 0となるような正の重み {xt | t ∈ T+}
（(PLS)の許容解）
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3. d∗(F) ≤ ϵという宣言
Steps:
Step 1. s = 1，Ms = I とする
Step 2. もし s ≥ s∗ϵ であるならば 3番目の出力としてアルゴリズムを終了させる







– その他の場合 {xt | t ∈ T+}を正の重みとする
Step 4. t̃ = argmax{xt | t ∈ T+}とする











Step 6. Ms+1 = MsDt̃とする
Step 7. s = s+ 1として Step 2へ戻る．
6.4 半正定値計画問題への適用
アルゴリズムOBは半正定値計画問題に適用することができる．まず対象とする問題は n次対







B̄ = {v ∈ Rn | ∥v∥ = 1}とする．ここで
∑m






⟨yiAi,vvT ⟩ > 0 (v ∈ B̄)
と書き換えることができる．(av)i = ⟨Ai,vvT ⟩ = vTAivとすると
find y (DOB)










viyi > 0 (v ∈ B̄)であることの宣言
















アルゴリズム SCとアルゴリズムOBをMATLAB R2019a [13]で実装した．
アルゴリズム SCではQR分解から得られる正規直交基底を用いて射影を計算した．QR分解は
MATLABの関数を使用した．A ∈ Rm×nをQR分解したとき，直交行列Q ∈ Rm×mと上三角行
列のR ∈ Rm×nを返す関数である．
アルゴリズムOBでは Index Elimination Procedureを実装していない．これは，IEPが計算誤
差に弱いことと，なくても収束する・しないには影響しないことが理由である．
実験ではアルゴリズム SCの入力 ε = 10−8，アルゴリズムOBの入力 ϵ = 10−8とした．
7.2 問題の種類





くい（=条件の悪い）問題を Pfeas ill-conditioned，Dfeas ill-conditionedと呼ぶことにする．以




• n次正方行列 S をランダムに生成し，S = SST とする．以下を i = 1, . . . ,mについて繰り
返す．
1. n次対称行列Aをランダムに生成する
2. n次正方行列Gをランダムに生成し，G = GGT とする
3. α = ⟨G,S⟩，β = ⟨A,S⟩とする
4. Ai = A− βαGとする
Dfeas well-conditionedな問題は以下の手順で作成した．
問題Dfeas well-conditionedの作成手順:
1. n次正方行列 S = Oとする
2. Sの対角成分をランダムに生成
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7. Aidx = S − (X − yidxAidx)とする
8. ランダムに n× n行列 C をランダムに生成する
9. AのQR分解で得られる直交行列をQとして，Ai = QAiQT (i = 1, . . . ,m)とする．
アルゴリズム SCおよびOBのMain Algorithmが (PSC)の許容解を返した場合を Psol，(DSC)
の許容解を返した場合を Dsol，SCが ε許容解が存在しないという宣言を返した場合を Decl.epsSC，
OBが d∗(F) ≤ ϵという宣言を返した場合をDecl.epsOBと呼ぶことにする．
各問題クラスに対してそれぞれのアルゴリズムが理論上返す解を，SCについては表 7.1，OBに
ついては表 7.2にまとめた．
表 7.1: アルゴリズム SCにおける正解
返り値 Psol Decl.epsSC Dsol
Pfeas well-conditionded ○ × ×
Pfeas ill-conditionded ○ ○ ×
Dfeas well-conditionded × ○ ○
Dfeas ill-conditionded × ○ ○
表 7.2: アルゴリズムOBにおける正解
返り値 Psol Decl.epsOB Dsol
Pfeas well-conditionded ○ ○ ×
Pfeas ill-conditionded ○ ○ ×
Dfeas well-conditionded × × ○









以下では問題 Pfeas well-conditionedを PWD，問題Dfeas well-conditionedをDWDと書くこ
とにする．この節では，アルゴリズム SCおよびOBが正しい結果を返すことを確認する目的で，







アルゴリズム OBは Psolを返すことはなかった．アリゴリズム OBの結果として特徴的なのは，
Pfeas ill-conditioned な問題に対してその許容解を返すのではなく，双対問題の許容領域の条件数
が悪いことを示す答を返す場合が 100%だったことである．これは、OB において Pfeas を答える
ときに，等号条件をチェックしており，今回はその等号条件に対して許容誤差を設定しなかったた
めである．一方 SC については，そもそも Pfeas であることをチェックすることを不等式条件で表
現できている．その結果，すべての問題において Pfeas な解が得られた．
次にm = 10を固定し，n = 10, 20, 30に対して問題 Pfeas well-conditionedと問題 Dfeas well-
conditionedをそれぞれ100問ランダムに生成した．アルゴリズムSCおよびOBのMain Algorithm
（MA）とBasic Procedure（BP）の反復回数の平均を計算した．表中のコロンの左が MA の反復
回数の平均値，右がBPの反復回数の平均値である．問題 Pfeas well-conditionedに対しての結果
は表 8.2，問題Dfeas well-conditionedに対しての結果は表 8.3にまとめた．
表 8.2: PWDに対する反復回数
n-m 10-10 20-10 30-10
SC 1.0 : 716 1.0 : 219.0 1.0 : 101.0
OB 19.0 : 18.9 19.0 : 18.6 19.0 : 21.6
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表 8.3: DWDに対する反復回数
n-m 10-10 20-10 30-10
SC 1.0 : 106.0 1.0 : 102.0 2.1 : 21592.0
OB 1.0 : 38.2 1.1 : 446.3 1.6 : 563.8






表 8.4: PWDに対する平均計算時間 (sec.)
n-m 10-10 20-10 30-10
SC 0.004 0.012 0.430
OB 0.648 0.404 7.221
表 8.5: DWDに対する平均計算時間 (sec.)
n-m 10-10 20-10 30-10
SC 0.001 0.002 0.001















と呼ぶことにする．i = 1, . . . , n− 1について
(Ai)pq =

1 if p = q = i
−2 if p = q = i+ 1
0 otherwise
としたとき，k ≤ n− 1について次の問題を考える：
find X (Pk)
s.t ⟨Ai, X⟩ = 0 (i = 1, . . . , k)
X ≻ O.







証明 X を (Pk)の許容解とする．このとき，⟨Ai, X⟩ = 0 (i = 1, . . . , n− 1)より，
Xii = 2Xi+1 i+1 (i = 1, . . . , n− 1)
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である．よってXの対角要素は 1, 2, 4, 8, . . . 2k−1となる．λmaxはXの最大固有値であるから，定
理 2.5.1より任意の v ∈ Rnに対して
λmaxv
Tv ≥ vTXv
が成り立つ．このことから λmax ≥ X11 = 1が得られる．一方，λminはX の最小固有値であるか
ら，任意の v ∈ Rnに対して
λminv
Tv ≤ vTXv











2. d∗(F) ≤ ϵという宣言（Decl.epsOB）
が返ってくる．
さらに，問題Pfeas ill-conditioned(n)をアルゴリズムOBに直接解かせるために，次のような等価
な変形を行う．問題Pfeas ill-conditioned(n)の許容解をXとする．Xの要素をX11, X12 . . . , X1n, . . . , Xnn
とし，Epq を p行 q 列と q 行 p列の要素が 1その他が 0である n次正方行列とする．このとき，





















となる．この問題を Pfeas ill-conditionedForOB(n)とする．問題 Pfeas ill-conditionedForOB(n)
をアルゴリズムOBに解かせた場合には理論的にはDsolまたはDecl.epsOBが返ってくる．
9.3 問題Pfeas ill-conditioned(n)の実験




n 10 15 20 25 30 35 40
返り値 Dsol Dsol Dsol Dsol Dsol Dsol Dsol
計算時間 (.sec) 0.002 0.009 0.002 0.002 0.004 0.005 0.011
全ての場合でDsolが返ってきた．またMain ALgorithmとBasic Procedureの反復回数は 1回
であり，問題 Pfeas ill-conditionedForOB(n)はアルゴリズムOBにとって解きやすい問題である
ということが分かる．
計算時の精度をDouble(16桁)とし，問題Pfeas ill-conditioned(n)をn = 10, 15, 20, 25, 30, 35, 40
として作成した．このとき，アルゴリズム SCの返り値と計算時間を表 9.2に示す．
表 9.2: SCにより得られた結果
n 10 15 20 25 30 35 40
返り値 Psol Psol Psol Psol Psol Psol Psol
計算時間 (.sec) 0.002 0.004 0.004 0.100 182.6374 604.1261 1.388× 103
計算時間では n = 30からかなり時間がかかっている．アルゴリズム SCでは，問題 Pfeas ill-
conditioned(n = 30)は解き難い問題であるということがわかる．返り値は，全ての場合でPsolが
返ってきた．しかし，n = 35までは補題 9.2.1が成り立っていたが，n = 40のときでは最大固有値
と最小固有値の比が 1






2−39 = 1.8189894035× 10−12
であり2−39の方が λminλmax よりも大きい．問題Pfeas ill-conditioned(n)のとき精度がDoubleでn = 40
のとき SCは Psolと返すが，実際には補題 9.2.1が成り立っていないので (PSC)の許容解ではな
い．これはMain Algorithmで Ai (i = . . . ,m)を更新するときの計算誤差が原因であると考えら
れる．




このとき，補題 9.2.1の性質が成り立っていた．問題 Pfeas ill-conditioned(n = 40)は桁数を 34
桁にすると正しい解が得られた．
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ランダムに生成した行列G ∈ Rn×nをQR分解して得られた直交行列をQとする．問題 Pfeas
ill-conditioned(n)に対して
Ai = QAiQ
T (i = 1, . . . ,m)
とする．この問題を問題Pfeas R-ill-conditioned(n)と呼ぶことにする．問題Pfeas R-ill-conditioned(n)
を n = 5, 10, 15と変更し問題を作成し，計算時の精度をDoubleとしてアルゴリズム SCの返り値
と得られた解と補題 9.2.1が成り立っているかを表 9.4に示した．補題 9.2.1が成り立って入れば
○，成り立っていなければ×とする．
表 9.4: 問題 Pfeas R-ill-conditioned(n)
n 5 10 15
得られた解 Psol Psol Psol
補題 9.2.1 ○ ○ ×
計算時の精度がDoubleで n = 15のとき，補題 9.2.1は成り立たなかった．
次に問題 Pfeas R-ill-conditioned(n = 15)で，計算時の桁数を 34, 100, 200, 500, 1000と変更し
てアルゴリズム SCを実装した．このとき得られた解と補題 9.2.1が成り立っているかを表 9.5に
示した．
表 9.5: 問題 Pfeas R-ill-conditioned(n = 15)
桁数 34 100 200 500 1000
得られた解 Psol Psol Psol Psol Psol







i = 1, · · · , n− 1について
(Ai)pq =

1 if p = q = i




1 if p = q = i0 otherwise
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とする．
補題 9.4.1 問題Dfeas ill-conditioned(n)のときの (DSC)の許容解を yとすると




i=1 yiAiの対角要素は上から順番にy1, y2−2y1, y3−2y2, . . . , ym−
2ym−1となる．(DSC)の制約式から
∑m
i=1 yiAi ⪰ Oであるから，
y1 ≥ 0, y2 − 2y1 ≥ 0, y3 − 2y2 ≥ 0, . . . , ym − 2ym−1 ≥ 0
となる．よって










2. d∗(F) ≤ ϵという宣言（Decl.epsOB）
が返ってくる．2つのアルゴリズムがこのような入力データ Ai (i = 1, . . . ,m)に対して実際にど
のような解を返すのか観察する．
9.5 問題Dfeas ill-conditioned(n)の実験
問題 Dfeas ill-conditioned(n)を (n,m) = (5, 5), (6, 6), (7, 7), (8, 8), (9, 9), (10, 10)として 1問ず
つ作成した．精度を 34桁としてアルゴリズム SCとアルゴリズムOBの返り値を表 9.6にまとめた．
表 9.6: SCとOBの返り値
(n,m) (5, 5) (6, 6) (7, 7) (8, 8) (9, 9) (10, 10)
SC Dsol Dsol Dsol Dsol Dsol Dsol
OB Dsol Dsol Dsol Dsol Decl.epsOB Decl.epsOB
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アルゴリズムOBでは n,m = 8までは Dsolと判定されたが，n,m = 9以上では Decl.eps OB
と判定された．アルゴリズム SCでは全てDsolと判定された．問題Dfeas ill-conditioned(n)では，
アルゴリズム SCは単位行列を nで割った行列を解として返している．このときの解の最大固有




となる．このことから問題 Dfeas ill-conditioned(n)はアルゴリズム SCにとっては条件の良い問
題であると言える．
アルゴリズムOBのMain Algorithmの入力の ϵによって判定が変わるかを次で実験した．問題
Dfeas ill-conditioned(n)を (n,m) = (8, 8), (9, 9), (10, 10), (11, 11), (12, 12)として 1問ずつ作成し
た．アルゴリズムOBのMain Algorithmの入力 ϵの値と桁数を 16, 34, 100, 200と変化させた．こ
のときの得られた解を表 9.7，表 9.8，表 9.9，表 9.10，表 9.11に示す．
表 9.7: (n, n) = (8, 8)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 Dsol Dsol Dsol Dsol
10−9 Dsol Dsol Dsol Dsol
10−10 Dsol Dsol Dsol Dsol
10−11 Dsol Dsol Dsol Dsol
10−12 Dsol Dsol Dsol Dsol
表 9.8: (n,m) = (9, 9)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−9 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−10 Dsol Dsol Dsol Dsol
10−11 Dsol Dsol Dsol Dsol
10−12 Dsol Dsol Dsol Dsol
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表 9.9: (n,m) = (10, 10)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−9 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−10 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−11 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−12 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
表 9.10: (n,m) = (11, 11)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−9 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−10 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−11 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−12 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
表 9.11: (n, n) = (12, 12)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−9 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−10 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−11 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
10−12 Decl.epsOB Decl.epsOB Decl.epsOB Decl.epsOB
(n,m) = (9, 9)のとき ϵ = 10−10からDsolが返ってきた．d∗(F)が 10−9から 10−10の間に存在
することがわかる．しかし，(n,m) = (10, 10)以上では桁数，ϵを変化させても Dsolを得られな
かった．
次にMain Algorithmの反復回数と Basic Procedureの平均反復回数（MA:BP）を表 9.12，表
9.13，表 9.14，表 9.15，表 9.16に示す．
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表 9.12: (n,m) = (8, 8)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 16 : 178.6 16 : 178.6 16 : 178.6 16 : 178.6
10−9 16 : 178.6 16 : 178.6 16 : 178.6 16 : 178.6
10−10 16 : 178.6 16 : 178.6 16 : 178.6 16 : 178.6
10−11 16 : 178.6 16 : 178.6 16 : 178.6 16 : 178.6
10−12 16 : 178.6 16 : 178.6 16 : 178.6 16 : 178.6
表 9.13: (n,m) = (9, 9)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 19 : 259.1 19 : 259.1 19 : 259.1 19 : 259.1
10−9 21 : 271.9 21 : 271.9 21 : 271.9 21 : 271.9
10−10 22 : 280.5 22 : 280.5 22 : 280.5 22 : 280.5
10−11 22 : 280.5 22 : 280.5 22 : 280.5 22 : 280.5
10−12 22 : 280.5 22 : 280.5 22 : 280.5 22 : 280.5
表 9.14: (n,m) = (10, 10)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 19 : 348.4 19 : 348.4 19 : 348.4 19 : 348.4
10−9 21 : 348.0 21 : 348.0 21 : 348.0 21 : 348.0
10−10 23 : 348.3 23 : 348.3 23 : 348.3 23 : 348.3
10−11 26 : 362.3 26 : 362.3 26 : 362.3 26 : 362.3
10−12 28 : 385.1 28 : 385.1 28 : 385.1 28 : 385.1
表 9.15: (n,m) = (11, 11)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 19 : 463.7 19 : 463.7 19 : 463.7 19 : 463.7
10−9 21 : 460.5 21 : 460.5 21 : 460.5 21 : 460.5
10−10 23 : 456.9 23 : 456.9 23 : 456.9 23 : 456.9
10−11 26 : 455.0 26 : 455.0 26 : 455.0 26 : 455.0
10−12 28 : 474.9 28 : 474.9 28 : 474.9 28 : 474.9
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表 9.16: (n,m) = (12, 12)
ϵ
桁数
16桁 34桁 100桁 200桁
10−8 19 : 605.0 19 : 605.0 19 : 605.0 19 : 605.0
10−9 21 : 604.2 21 : 604.2 21 : 604.2 21 : 604.2
10−10 23 : 595.0 23 : 595.0 23 : 595.0 23 : 595.0
10−11 26 : 586.2 26 : 586.2 26 : 586.2 26 : 586.2
10−12 28 : 613.6 28 : 613.6 28 : 613.6 28 : 613.6
桁数を変えてもMain AlgorithmとBasic Procedureの反復回数に変化は見られなかった．行列




本稿ではアルゴリズム SCとアルゴリズム OBの 2つの射影と再スケーリングを用いたアルゴ
リズムの実装を行った．アルゴリズムの実装では，条件の良い問題に対して SCとOBは理論が予
測する通りの振る舞いをした．アルゴリズム OBは問題 Pfeas well-conditionedのとき (PSC)の
許容解を返すことはなかった．
計算時間の観点では，問題 Pfeas well-conditionedでも問題Dfeas well-conditionedでもアルゴ
リズム SCの方が優れていることが分かった．アルゴリズムOBでは (PSC)の許容解を返すこと
はなかったため問題 Pfeas well-conditionedのとき計算時間に大きな差が見られた．









今後の課題として Dfeas -illconditionedな問題に対して ϵを変化させて ϵをどこまで下げると








[1] 福島雅夫. 非線形最適化の基礎. 朝倉書店, 2001.
[2] 小島政和. 半正定値計画とその応用. 2000.
[3] 田村明久, 村松正和. 最適化法. 共立出版株式会社, 2002.
[4] Hayato Waki, Maho Nakata, and Masakazu Muramatsu. Strange behaviors of interior-
point methods for solving semidefinite programming problems in polynomial optimization.
Computational Optimization and Applications, Vol. 53, No. 3, pp. 823–844, 1 2012.
[5] Bruno F. Lourenço, Kitahara Tomonari, Muramatsu Masakazu, and Tsuchiya Takashi. An
extension of Chubanov’s algorithm to symmetric cones. Mathematical Programming, 2018.
[6] Sergei Chubanov. A polynomial projection algorithm for linear feasibility problems. Math-
ematical Programming, Vol. 153, No. 2, pp. 687–713, Nov 2015.
[7] 北原知就. 線形計画問題に対する新しい多項式アルゴリズム-chubanovのアルゴリズム-. オ
ペレーションズ・リサーチ誌 vol64, pp. 232–237, 2019.
[8] Kitahara Tomonari and Tsuchiya Takashi. An extension of Chubanov’s polynomial-time
linear programming algorithm to second-order cone programming. Optimization Online,
2017.
[9] 村松正和, ブルノ・F・ロウレンソ, 北原知就, 土屋隆. Chubanovによる同時線形計画問題の
内点許容解を求めるアルゴリズムとその拡張に関する最近の発展. 2017年 RAMPシンポジ
ウム論文集, pp. 143–169, 2017.
[10] Masakazu Muramatsu, Tomonari Kitahara, Bruno F. Lourenço Takayuki Okuno, and
Takashi Tsuchiya. An oracle-based projection and rescaling algorithm for linear semi-infinite
feasibility problems and its application to SDP and SOCP. Mathematical Programming,
2018.
[11] 室田一雄, 杉原正顯. 基礎系 数学 線形代数 I (東京大学工学教程). 丸善出版, 2015.
[12] 森本勘治, 松本茂樹. 基礎 線形代数. 学術図書出版社, 2010.
[13] MathWorks. MATLAB R2019a, 2019.
[14] ADVANPIX. Multiprecision Computing Toolbox for MATLAB ver 4.7.0.13560, 2019.
44
