It is proved that if tp is an ergodic endomorphism of T* and / is a sufficiently regular complex-valued function on IT* with the Haar integral zero, then (f o <pn) is a 4-lacunary sequence. Within the class of ergodic toral endomorphisms and sufficiently regular complex-valued functions, applications are given to the convergence of series, a generalization of the ergodic theorem, the existence of solutions of a generalized cohomology equation, and the convergence of moments in the central limit theorem.
Throughout the paper cp is a continuous surjective endomorphism of the K-dimensional torus T^ = Rk jlf . There exists a unique invertible matrix A over Z of degree k such that cp(x) = Ax (mod if).
Let p be the probability Haar measure on Tk that may be identified with the Lebesgue measure on [0, 1 [k . Then tp preserves p. We will assume all the time that tp is ergodic with respect to p . Ergodicity of tp is equivalent to no eigenvalue of A being a root of unity.
Throughout the paper (X, v) is a probability measure space and the LP(v)-norm is denoted by || • \\p,v , where 1 < p < +00 .
LP(p) (1 < p < +00) can be identified with the space of all complex-valued functions on Rk with period 1 with respect to each variable and Lebesgue integrable to the pth power on [0, 1 [k .
|| • ||p will denote the Lp(p)-norm (resp. Lp([0, l[/c)-norm). Trig" will be the space of all trigonometric polynomials on Tfe of degree at most n in each variable (n e Z+). || • || denotes the natural norm on Rk and on any Cm .
For f e Lp(p) (1 <p < +00) the pth modulus of continuity co(p of / is defined as cof(5)= sup \\f(-+ h)-fi(-)\\p ll*ll<* for 8 > 0, where / on the right-hand side is the corresponding function on Rk ._ For a subset E of Lx(p), E0 denotes the set of all fi eE such that p(f) = 0.
I2 denotes the space of all complex sequences summable to the 2nd power, endowed with the natural norm denoted also by || • H2 We can now state our main result. For the proof of Theorem 1 we will need several lemmas. Lemma 1. There exists a constant Ck > 0 such that for f e Lp(p) (1 < p < +00) and n e N there exists T"(f) e Trig" such that \\f-Tn(f)\\p<ckcof(n-x).
Moreover, p(T"(fi)) = p(fi) and \\Tn(f)\\p < \\f\\p.
The first part of the lemma for k = 1 is Jackson's theorem [3, Theorem 2.2.1, p. 97]. In the general case the proof is similar. The second part follows from the integral representation of T"(fi) and the generalized Minkowski inequality.
The following lemma is [8, Lemma 3] formulated in a slightly stronger form.
Lemma 2. Let B be a matrix over Z of degree k and let Vx, V2 be B-invariant subspaces of Rk such that Rk = Vx © V2 and B\VX, B\V2 have no common complex eigenvalue. Then there exists a constant c > 0 such that p(x, Vx) > c||x||~dimK' for any x e lk\Vx, where p(x, Vx) is the distance of x from Vx induced by the norm || • ||.
The next lemma is presumably known. It was communicated to me by Professor J. Browkin in answering my question that Lemma 3. Let P be a monic polynomial with integer coefficients, and let each root of P be not less than 1 in modulus but not a root of unity. Then each root of P is greater than 1 in modulus. Proof. Assume, to the contrary, that P has a root a e Sx. We may assume that P is irreducible over Z. There exists a root b of P, \b\ > 1, since, otherwise by Kronecker's theorem, a would be a root of unity. Since P is irreducible over Z and, therefore, also over <Q>, there exists an automorphism /? of the field C such that P(a) = b [2, Proposition 3, p. 111]. Each such automorphism clearly permutes the roots of P. Thereby 0(d) is a root of P since so is the conjugate a of a . We have fi(a)/2(a) = 1 since ad = 1. Hence \P(a)\ = \b\~x < 1, which contradicts the assumption.
We will state the next lemma in a more general form than is needed. The idea of its proof is that used by Lind in his proof of the exponential rate of mixing of Holder functions for ergodic toral automorphisms [15, Theorem 6] (2) is satisfied. Let Es, Eu , and Ec he the A*-invariant subspaces of Rk that correspond to the eigenvalues of A* being less than 1, greater than 1, and equal to 1 in modulus, respectively. Then Rk = Es © Eu © Ec.
Let 71*, nu he the corresponding projection on Es, E" , respectively. It is well known that there exist Ci > 0 and 0 < ft < 1 such that (3) \\(A*)nv\\ < cxfin\\v\\ forveEs, Since xx e lf\Eu © Ec, Lemma 2 yields
There exists c2 > 0 depending only on cp such that
||«l<C2||u|| forveR*.
Then (3) and (6)- (9) imply c(2yfkrmYk < 6^kc22cxftmrm, which, in view of (5), is impossible if Wo is sufficiently large, (b) xx = 0. We will first prove that (10) (Eu®Ec)nzk = Eunzk.
For this purpose, let G denote the left-hand side of (10) and a be a Z-basis of the group G (if G ^ {0}). Then A*(G) c G. If B is the matrix of A*\G relative to a, then B has integer coefficients and each of its eigenvalues is not less than 1 in modulus but is not a root of unity since a is also a basis of SpanRC7 c E" ®EC. In view of Lemma 3, each eigenvalue of B is greater than 1 in modulus. This implies that G C Eu since the sequence ((A*)~"v) does not converge to zero for v e Ec\{0} . Thus the proof of (10) is completed. In view of (2) and (10), we have
XieE".
Conditions (4), (5), and (12) imply that ||(^*)-mXi|| < 1 if m0 is sufficiently large. This and (11) give that the right-hand side of (12), being in Zk , is zero. Therefore, jci = 0. This contradicts the assumption.
(II) k2 < /c4 -K3. Equation (2) implies that
Notice that x4 0 ES®EC, since otherwise by Kronecker's theorem (see the proof of (10)), A* would have a root of unity as an eigenvalue. Further reasoning is similar to that in (I)(a). One applies Lemma 2 to Es © Ec and jx:4 and then uses (4), (5), (13), and the inequalities that correspond to (8) and (9) if one replaces xx, xf, Eu ®EC, vs by x4, x\, Es @EC, vu , respectively. Therefore we omit this part of the proof. Thus the proof of the lemma is complete.
The following lemma follows from [7, Theorem 3].
Lemma 5. Let (X ,v) be a probability measure space and let (f") be a sequence of real functions bounded in LA(u). Assume that there exists a sequence (a(n)) of nonnegative numbers such that WifkJ^fkJkJl < a(max(k2 -kx, k4 -k3))
for any kx, k2, /c3, fc4 e Z+, kx < k2 < k3 < /c4, and J2n^=i nain) < +°° ■ Then (fn) is a 4-lacunary sequence. (h) There exists d e R+ such that || sup">! \n~x J2"=i f ° <Pk'\ IU < ^H/lU.r.
where the constant d depends on cp and r but neither on fi nor (k").
In the proof one uses the identity j=\ j=\
for n e N, where S" = £"=1 J~lf° <Pkj • The next lemma can be inferred from [13, Theorem 3] or can be easily proved directly.
Lemma 6. Let xp be an endomorphism of (X, v), and let h e L2(v) be such that 5Z^=i n\v(h o xp"h)\ < +oo. Then the spectral density g" of h with respect to the dynamical system (X, v, xp) exists, i.e.,
where gn'.Sx -+R+ and m is the probability Haar measure on Sx. Moreover, gn is continuous and the sequence
is convergent for any Xe Sx.
In view of Lemma 4, the above lemma can be applied to the dynamical system (Tk, p, cp) and the function /.
We will now give an application of Theorem 1 to the existence of solutions of a generalized cohomology equation. The next lemma is implicitly contained in [6] (see the proof of Theorem 1.2.6, Corollaries 1. 3.1 and 1.3.4) . For the sake of completeness, we will give the direct proof. where «o e N is sufficiently large. Then gn -► 0 v-a.e. Therefore (14) v(An) -> 1, where A" -{x e X: \gj\ < n for any j > no},
for n e N. Moreover, ^(l^nl2^) -► 0 for any k e N, where Xb is the indicator of a set B c X. Hence (15) H\gn\2XA<k)^l forKeN since ||g"l|2,i/ = 1 for « > «o ■ Applying the Schwarz inequality, we have v(\gn\2XAi) < H4))1/2IIS«ll4," for n > n0 and k e N.
This and (14) and (15) give a contradiction since (g") is bounded in L4(u). Thus the lemma is proved.
We will now prove the following:
Theorem 2. The following conditions are equivalent:
by [5, Theorem 6, p. 675] . In view of (17), applying once more the Abel transformation it is enough to prove that the series oo n+1
converges p-a.e. This follows from (17) and the inequality |«_1/2 -2(n + 1)-1/2 + (n + 2)~1/2| < n~5'2 for n e N.
(c) => (g) and (g) => (f) are obvious, (f) => (e) follows from the reasoning at the beginning of the proof of (a) => (e). Thus the proof of the theorem is completed. Remark 3 . Suppose that tp is exact with respect to p. It is easy to see that then in Theorem 2(b) one can replace "p-a.e." by "on a set of positive /^-measure." Probably the assumption of exactness is superflous. This is so in the case of hyperbolic toral automorphisms and Holder functions provided that k" = n for n eZ+ [ If f e L*(p) and co{4)(3) = 0((lnd~x)-a) as S ^ 0+ for some a > 2, then for any j = 1, 2, 3 (resp. 0 < ft < 4) the sequence of fth moments (resp. ftth absolute moments) of g" converges to the fth moment (resp. ftth absolute moment) of N(0, af). Remark 5. In particular, Corollary 4 may be applied to Holder functions. From [10, Lemma 2] it follows that if cp is a hyperbolic toral automorphism and / is a Holder function, then in Corollary 4 the convergence of moments (resp. absolute moments) holds without any restriction on their order. By a result of [11] , this is also true in the case of hyperbolic toral endomorphisms and Holder functions.
In a subsequent paper of the author, Lemma 5 will be used in proving that sequences generated by some other endomorphisms of probability measure spaces and sufficiently regular complex-valued functions are 4-lacunary.
