Abstract. This work is to provide general spectral and pseudo-spectral Jacobi-PetrovGalerkin approaches for the second kind Volterra integro-differential equations. The Gauss-Legendre quadrature formula is used to approximate the integral operator and the inner product based on the Jacobi weight is implemented in the weak formulation in the numerical implementation. For some spectral and pseudo-spectral Jacobi-PetrovGalerkin methods, a rigorous error analysis in both L 2 ω α,β and L ∞ norms is given provided that both the kernel function and the source function are sufficiently smooth. Numerical experiments validate the theoretical prediction.
Introduction
This paper is concerned with the following second-kind Volterra integro-differential equation with initial condition, i.e., 
(t, s), where k(t, s)
is a smooth function. Then they [5] extend the approach in [4] to the second kind Volterra integral equation with more general weakly singular kernel (t − s) α k(t, s), where −1 < α ≤ 0 and k(t, s) is a smooth function. The spectral accuracy of these approaches is verified both theoretically and numerically in [4] and [5] . Xie and Tang [7] develop spectral and pseudo-spectral Galerkin methods based on the general Jacobi weight to solve the second-kind Volterra integral equation. They give a rigorous proof of the spectral convergence in L 2 ω α,β and L ∞ norms. Actually, the success of the spectral method for the second-kind Volterra integral equations is the main motivation for our work in the second-kind integro-differential equations. Unlike the standard spectral and pseudo-spectral Galerkin methods, the spectral and pseudo-spectral Petrov-Galerkin methods allow the trial and test function spaces to be different. Lin et.al, in [8] introduce the Petrov-Galerkin finite element (PGFE) method for Volterra integro-differential equations. It is proved that the PGFE solution u h and its derivative u ′ h have optimal convergence rates (h m+1 ) and (h m ) in L ∞ norm, respectively. After using some postprocessing techniques, the convergence rate of u h reaches (h 2m ) at the nodes of the mesh. Tang [13] discusses the collocation method to solve the first-order Volterra integro-differential equation with a singular kernel function (t − s) −α k(t, s, u(s))(0 < α < 1). For grading exponents r > m 2−α of the graded mesh, the collocation solution has the convergence rate (N −m ) in L ∞ norm. Besides, Brunner, et.al, in [2] present the hp−discontinuous Galerkin method for Volterra integro-differential equations with singular kernels. It is proved both theoretically and numerically that the DG solution based on geometrically graded meshes has the exponential convergence rate in L 2 and L ∞ norms. Inspired by these works, we will show that both spectral and pseudo-spectral Petrov-Galerkin methods for Eq. (1.1) could produce numerical solutions with exponential convergence accuracy. The purpose of this work is to provide numerical methods for the second-kind Volterra integro-differential equations with initial condition based on spectral and pseudo-spectral Petrov-Galerkin approaches. For some spectral and pseudo-spectral Jacobi-Petrov-Galerkin approaches, a rigorous error analysis which theoretically justifies the spectral rate of convergence of our approaches is provided. This paper is organized as follows. In Section 2, we demonstrate the implementation of the spectral and pseudo-spectral Petrov-Galerkin approaches for the underlying equation. Some lemmas useful for the convergence analysis will be provided in Section 3. The convergence analysis for both spectral and pseudospectral Jacobi-Petrov-Galerkin methods in L 2 ω α,β and L ∞ norms, with some assumptions on the weight function ω α,β (x), will be given in Section 4 and Section 5, respectively. Numerical experiments are carried out in Section 6, which will be used to validate the theoretical results in Section 4 and Section 5.
The implementation of the spectral and pseudo-spectral Petrov-Galerkin methods
By introducing the integral operator K defined as
Eq. (1.1) can be reformulated as
We will adopt the spectral and pseudo-spectral Jacobi-Petrov-Galerkin methods to solve this underlying problem. Let us demonstrate the numerical implementation of the spectral Jacobi-Petrov-Galerkin approach first. Denote P N a space consisting of polynomials defined on [−1, 1] with degree at most N , φ j (x) is the j−th Jacobi polynomial corresponding to the weight function
Define the polynomial space V N as follows,
Our aim is to find u N ∈ V N such that
where
is the continuous inner product. Set
where s j is a constant chosen by the condition
It is worthwhile to point out, when φ i (x) is the Legendre or Chebyshev polynomial, obviously
which leads to an equation of the matrix form 4) whereÛ
Now we turn to describe the pseudo-spectral Jacobi-Petrov-Galerkin method. For this purpose, set s = s(x, θ ) =
Using N −point Gauss-Legendre quadrature formula to approximate (2.5) yields n=0 are the corresponding Legendre weights. On the other hand, instead of the continuous inner product, the discrete inner product will be implemented in (2.2) and (2.3), i.e., m=0 are the N −degree Jacobi-Gauss points and their corresponding Jacobi weights, respectively. As a result,
If we substitute (2.6) and (2.7) into (2.2) and (2.3), respectively, then the pseudospectral Jacobi-Petrov-Galerkin method is to find
where {û
T , (2.10) yields an equation of the matrix form
It is worthwhile to point out that the known recurrence formula for Jacobi polynomials can be used to calculate φ i (x) in the two approaches mentioned above.
Some useful lemmas
Define a weighted space as
Further, define
First we define the orthogonal projection π α,β
Secondly, I
α,β N denotes the interpolation operator of u based on N +1−degree Jacobi-Gauss points corresponding to the weight function ω α,β (x) with α, β > −1.
In the following, we will give some useful lemmas which play a significant role in the convergence analysis later.
According to [3] , we have the following lemmas.
Proof. The conclusion in (i) is a classical one, so we only prove (ii). It is straightforward that
and (3.5) leads to
for −1 < α, β ≤ 0. In terms of the estimates in (i), we have, for
This completes the proof.
(ii) If ω α,β is the Legendre weight, i.e., α = β = 0, then for any l such that 1 ≤ l ≤ m:
, then
Proof. The conclusion in (i) is also a classical one. The first estimate in (ii) can be found in [3] (p. 289) and leads to the second estimate in (ii), by using (i) and the Sobolev inequality (3.6). The estimate in (iii) can be seen in [3] (p. 297). 
Proof. As the discrete inner product is based on the N + 1-degree Jacobi-Gauss points corresponding to the weight function ω α,β (x), we have
Therefore,
which, combined with Lemma 3.2, implies the conclusion.
Lemma 3.4. For each bounded function v(x), there exists a constant C, independent of v, such that sup
is the interpolation of v, with h n (x), the Lagrange interpolation basis functions based on (N + 1)-degree Jacobi-Gauss points corresponding to the weight function ω α,β (x) with α, β > −1.
Proof. As the (N + 1)-points Jacobi-Gauss quadrature formulas are accurate for the polynomials with degree no more than 2N + 1, direct calculation shows that
with C = γ 0 .
Lemma 3.5. (Gronwall inequality) If a non-negative integrable function E(x) satisfies
where E L p ω α,β
Remark 3.1. The proof of Lemmas 3.1-3.4 has been shown in [7] . For completeness, we just list it above.
Convergence analysis for spectral Jacobi-Petrov-Galerkin method
According to (2.2) and the definition of the projection operator π α,β N , the spectral Jacobi-Petrov-Galerkin solution u N satisfies 
Proof. First we prove the existence and uniqueness of the spectral Petrov-Galerkin solution. When g = 0, (4.1) can be written as
In terms of the fact that
it is clear that, by integrating on [−1, x], x ∈ (−1, 1), we have 
We will use the claim that
when α and β satisfy one of (i)-(iv). Actually, when α and β satisfy one of the assumptions (i)-(iii), (4.5) holds according to [6] (p. 239). On the other hand, if α and β satisfy (iv), then
In virtue of Lemma 3.1 and (4.5),
The combination of (4.4) and (4.7) leads to
which implies, when N is large enough such that C/N < 1, u N = 0. Hence, the spectral Petrov-Galerkin solution u N is existent and unique as V N is finite-dimensional. Subtracting (4.1) from (2.1) yields
Inserting (4.9) into (4.8) yields
By integrating on [−1, x], x ∈ (−1, 1), we obtain
where e(−1) = 0 is used. Therefore,
which, together with (4.3), leads to
with
Ke. By (4.13), (4.6) and Lemma 3.5, we have
(4.14)
By Lemma 3.1 and (4.5),
under the assumptions on α and β above. Combining (4.14)-(4.16), we obtain, when N is large enough such that C/N < 1,
This completes the proof. Now we investigate the L ∞ -error estimate. Proof. In terms of Lemma 3.5 and (4.13), 
Convergence analysis for pseudo-spectral Jacobi-Petrov-Galerkin method
As I α,β N −1 is the interpolation operator which is based on the N -degree Jacobi-Gauss points, in terms of (2.9), the pseudo-spectral Petrov-Galerkin solution u
N (s(x, ·))
in which (·, ·) represents the continuous inner product with respect to θ and (·, ·) N −1 is the corresponding discrete inner product defined by the N -degree Gauss-Legendre quadrature formula. The combination of (5.1) and (5.2), yields
which gives rise to
By the discussion above, (2.9), (5.1) and (5.5) are equivalent. We first consider an auxiliary problem, i.e., we want to find R N u ∈ V N such that
In terms of the definition of I α,β N −1 , (5.6) can be written as
which is equivalent to 
If ω α,β (x) is the Chebyshev weight, i.e., α = β = − Set ε = u − R N u. Direct computation shows that where
where θ = when ω α,β is the Chebyshev weight. Besides, 
Subtracting (5.5) from (5.8), leads to
which can be simplified as, by setting E = R N u − u N satisfying (2.9), the following results hold:
Proof. We first prove the existence and uniqueness of the pseudo-spectral Jacobi-PetrovGalerkin solution. As the dimension of V N is finite and (2.9) and (5.5) are equivalent, we only need to prove that the solution of (5.5) is u (1) N = 0 when g = 0. For this purpose, we consider the equation
which can be written as
Using the same technique in the proof of Theorem 4.1, leads to
By Lemma 3.5 and (4.5), under the assumptions on α and β above, we have
On the other hand, according to Lemma 3.4,
By the expression of Q(x) in (5.3) and Lemma 3.3, we have
which, together with (5.18), yields
On the other hand, according to ([3] , p. 282),
where ω α,α (x) = (1 − x 2 ) α with α ≥ 0 and C is a positive constant independent of N . Hence, when 0 < α = β < 1,
The implementation of Lemma 3.2 implies 
(1) N = 0. As a result, the existence and uniqueness of the pseudo-spectral Jacobi-Petrov-Galerkin solution u (1) N is proved. Now we turn to the L 2 ω α,β error estimate. Actually (5.16) can be transformed into
By Lemma 3.5 and (4.5), under the assumptions on α and β, we have
(5.25) By Lemma 3.2 and (4.5),
In terms of (5.21), (5.25) and (5.26), when −1 < α, β ≤ 0, we have 
when C/N < 1. By the triangular inequality, 
(ii) when ω α,β is the Chebyshev weight,
Proof. Implementing Lemma 3.5 and (5.24), we have
On the other hand, 
provided that C N −η < 1. By the triangular inequality, 
for the Legendre case and
for the Chebyshev case. As a result, we obtain −m < 1, and
is the Chebyshev weight and C M m N −m log N < 1.
Numerical experiments
The efficiency of spectral or pseudo-spectral Legendre-Petrov-Galerkin methods and Chebyshev-Petrov-Galerkin methods will be demonstrated in the following as two special cases of the spectral or pseudo-spectral Jacobi-Petrov-Galerkin approaches. First we implement the numerical scheme (2.3) based on the spectral Legendre-PetrovGalerkin and Chebyshev-Petrov-Galerkin methods to solve this example. Table 1 illustrates the L ∞ and L 2 errors of the spectral Legendre-Petrov-Galerkin method which are also shown in Fig. 1 . Next the L ∞ and L 2 ω α,β errors of the spectral Chebyshev-Petrov-Galerkin method are demonstrated in Table 2 and Fig. 2 . Clearly the desired spectral accuracy is obtained in these approaches. Next we turn to the numerical scheme (2.10) based on the pseudo-spectral LegendrePetrov-Galerkin and Chebyshev-Petrov-Galerkin methods to solve the example above. Table 3 illustrates the L ∞ and L 2 errors of the pseudo-spectral Legendre-Petrov-Galerkin method which are also shown in Fig. 3 . Next the L ∞ and L 2 ω α,β errors of the pseudo-spectral Chebyshev-Petrov-Galerkin method are demonstrated in Table 4 and Fig 4. Once again the desired spectral accuracy is obtained.
