Abstract. Motivated by the recent investigation of a predator-prey model in heterogeneous environments [19] , we show that the maximum of the unique positive solution of the scalar equation
Introduction
Consider the scalar reaction-diffusion equation in Ω, where u(x, t) represents the density of the species at location x and time t, µ > 0 is the diffusion rate, Ω is the habitat of species and it is assumed to be an open bounded region in R N with smooth boundary ∂Ω, and n is the outward unit normal vector on ∂Ω. The zero-flux boundary condition means there are no individuals crossing the boundary of the habitat.
In the last few decades equation (1.1) has attracted considerable attentions as an important single species model in spatial ecology; see [4, 5, 6, 7, 8, 11, 12, 13, 17, 18, 20] and the references therein. In the case of f (x, u) = f (u), i.e. the underlying environment is spatially homogeneous, it was shown in [3, 22] that any stable steady state of (1.1) must be constant, i.e. they are independent of x and µ. However, if f (x, u) depends on x, then (1.1) could have non-constant stable steady state solutions, which are also dependent on µ. It is easy to see that any bounded steady state of (1.1) converges to some constant as µ → ∞, which is not surprising as diffusion generally tends to average the distribution of organisms, i.e. increasing the diffusion will reduce the spatial variability of population distributions.
A natural question aries: What kind of monotone property holds for steady state of (1.1) in terms of parameter µ? It was shown in [15] that for any stable steady state of (1.1), denoted by u(x; µ), it holds that Ω |∇u| 2 is monotone decreasing in µ. Biologically this implies that the population distribution becomes flatter in average if we increase the diffusion rate. Recently, in the investigation of a predator-prey model in heterogeneous environments [19] , the authors studied another monotone property of steady state of (1.1); Namely, whether the maximum of the unique solution of the following equation, denoted by θ(x; µ), is monotone decreasing in µ:
In order to ensure the existence and uniqueness of solution of (1.2) for all µ > 0, throughout the paper we always assume that
The proof of existence and uniqueness for solution of (1.2) can be found in [8] . Under the assumption (M0), the following result was established in [19] :
, m x (x) = 0 and m xx (x) = 0 inΩ. Then max x∈Ω θ(x; µ) is strictly decreasing in µ. Lemma 1.1 plays an important role in understanding the dynamics of the predatorprey model considered in [19] ; See [10] for further developments. Our main goal in this paper is to extend Lemma 1.1. Our first result concerns general domain and assumes the following condition: (M1) m is positive inΩ and satisfies maxΩ m ≤ 2minΩ m. is strictly increasing in µ ∈ (0, ∞). Theorem 1.1 not only infers that M(µ) is decreasing in µ, but also S(µ) is increasing in µ. For general Ω and m, it is unknown whether M(µ) is always decreasing. However, S(µ) is not always monotone increasing in the diffusion rate [14] . We suspect that M(µ)−S(µ), which measures the spatial variation of the population distribution, is always decreasing.
Next we consider one-dimensional domain and monotone m(x). This paper is organized as follows. In Section 2 we establish Theorem 1.1. Section 3 is devoted to the proofs of Theorems 1.2 and 1.3. Finally in Section 4 we discuss our main results and possible extensions.
General domain
The goal of this section is to establish Theorem 1.1. We will also illustrate that minΩ θ is not necessarily monotone increasing in µ, a result due to He and Ni [14] . To this end we first establish some properties of the solution of (1.2). The existence and uniqueness of the solution of (1.2) is standard, see [8] . The proof of (2.1) is also known and it follows from the maximum principle; See [1] and references therein.
Lemma 2.2. Assume that m satisfies (M0) and (M1). Then
In particular, we have:
Proof. Denote ∂θ/∂µ by θ µ . Differentiating (1.2) with respect to µ, we derive
For any constant L, set v := θ + µθ µ − L. By direct computation and applying (1.2) and (2.3), v satisfies
By assumption (M1) and Lemma 2.1, we have
i.e. m − 2θ < 0 holds inΩ. We first establish θ + µθ µ < maxΩ θ inΩ. For this case, choosing L = maxΩ θ we see that v satisfies
where the last inequality follows from Lemma 2.1 and (2.4). It suffices to show v < 0 inΩ: We argue by contradiction and suppose that the maximum of v is non-negative, and it is attained at somex ∈Ω. Ifx ∈ Ω, by (2.4), (2.5) and the strong maximum principle [23] , v is constant in Ω. Again by (2.4) and (2.5), we have θ − maxΩ θ = v is constant, which is a contradiction as θ is non-constant. Hence we may assume thatx ∈ ∂Ω. As v is non-constant in Ω and v(x) ≥ 0, by the Hopf's boundary point lemma [23] , ∂v ∂n (x) > 0, which contradicts the boundary condition of v. Therefore, there is no non-negative maximum of v, i.e. maxΩ v < 0. This proves θ + µθ µ < maxΩ θ inΩ, from which part (i) follows immediately.
The second part can be proved similarly by choosing L = minΩ θ.
Proof of Theorem 1.1. For any fixedμ > 0, we prove that there exists some δ > 0 such that M(μ) < M(µ), µ ∈ (μ − δ,μ). Letx be a global maximum point of θ(·;μ). Then by Lemma 2.2, we have
By the continuity of θ µ , there exists some small δ > 0 such that
This proves the assertion. Hence µ −→ M(µ) is strictly decreasing for µ ∈ (0, ∞). ✷ For the rest of this section we illustrate that minΩ θ is not necessarily monotone increasing in µ. This is due to [14] . To this end we focus on the case of sufficiently large µ. For convenience, we consider (2.6)
where λ = 1/µ and u(x; λ) = θ(x; µ). We first state the following result of He and Ni (Proposition 3.1, [14] ). For the convenience of readers we include a proof.
Lemma 2.3. Suppose m satisfies (M0).
Then there exists a family of positive solutions u = u(x; λ) of (2.6) which are smooth in λ for |λ| ≪ 1. Moreover,
as |λ| → 0, where ρ m and C(m) are uniquely determined by
Set u = w + s, w ∈ X 1 , s ∈ R. Then equation (2.6) is reduced to solving
Clearly (u, λ) is a solution of (2.6) with λ = 0 if and only if
is a solution to F = 0. We next verify the nonsingular condition of F with respect to the variables (w, s) at (w, s, λ) = (0,m, 0). Note that F (0,m, 0) = 0 and the Fréchet derivative D (w,s) F at (w, s, λ) = (0,m, 0), denoted by L :
To show that L is nonsingular, we consider the equation L(φ, τ ) = (f, h) ∈ Y 1 × R:
As f ∈ Y 1 , we see that φ ∈ X 1 exists and is unique, and
Thus L is surjective and is nonsingular by the Fredholm alternative. Therefore, the implicit function theorem can be applied to show that near (w, s, λ) = (0,m, 0), the solution to F = 0 is uniquely given by
for some δ > 0. Now we turn to determine the limiting behavior near λ = 0 (i.e. large diffusion). Note that u| λ=0 =m, and u λ , the derivative of u with respect to λ, satisfies (2.9)
Set λ = 0, we know u λ | λ=0 = C(m)+ρ m , where ρ m and C(m) are defined in (2.7).
By the proof of Lemma 2.3 and Proposition 1.5 in [14] , there exists a
In particular, u λ (x; λ) > 0 for all x ∈ Ω and |λ| ≪ 1. This implies that min x∈Ω θ(x; µ) is strictly decreasing for sufficiently large µ.
One dimensional domain
In this section, we always assume that the domain Ω is an open bounded interval. Without loss of generality we assume that Ω = (0, 1). Our goal is to prove Theorems 1.2 and 1.3.
For one-dimensional domain, (2.3) can be rewritten as
To study (3.1), we consider the problem
where t 0 is some positive constant.
Proof. Let φ and ψ be the solutions of
It is easy to get
Then by the method of variation of constant, we have
where G(x, y) = φ(x)ψ ′ (y) − ψ(x)φ ′ (y). Since G(0, 0) = 1, we get for some δ > 0,
then the conclusion is proved.
3.1.
Monotone function m. The goal of this subsection is to establish Theorem 1.2 for monotone m. 
Proof. Here we only consider the case of non-decreasing m + (x). We argue by contradiction and suppose that θ(x * ) ≤ 0 for some x * ∈ (0, 1).
Claim. There exists some a ∈ (0, 1) such that θ ′ (a) = 0 and θ ′ (x) > 0 for x ∈ (0, a).
By (1.2) we have
Since m is non-decreasing, by Lemma 2.1 we have m(0) = min x∈[0,a] m(x) < θ(0), i.e. θ ′′ (0) > 0. As θ ′ (0) = 0, we obtain θ ′ (x) > 0 for x > 0 small. Recall that θ(x * ) ≤ 0 for some x * ∈ (0, 1). Let a ∈ (0, 1) denote the smallest positive root of θ ′ (x) = 0. This proves the assertion.
Next, we consider
By Lemma 2.1 we conclude
In particular, θ(a) < max x∈[0,a] m(x) = m(a), which implies that θ ′′ (a) < 0. By the continuity, θ
Proof of Theorem 1.2. By Lemma 3.2, when m + (x) is non-decreasing in (0, 1), we have θ ′ (x; µ) > 0 for x ∈ (0, 1) and µ > 0. Multiplying (3.1) and (1.2) by θ and θ µ respectively, we get
This shows that θ µ must be negative at some point in [0, 1], since θ is a non-constant positive function in x. Now we turn to prove that θ µ (1; µ) < 0. If this were false, then θ µ (1; µ) ≥ 0. Thus, in the case θ µ (1; µ) > 0, θ µ > 0 in some neighborhood of x = 1 by continuity. For the case θ µ (1; µ) = 0, evaluating (3.5) at x = 1 and applying (1.2) yields
where the last inequality follows from m(1) = max m > max θ = θ(1). Hence in both cases above, θ µ is positive in a left neighborhood of x = 1. If θ µ has a zero in [0, 1), then there exists some x 0 < 1 such that
which is a contradiction. Thus the zero of θ µ in [0,1) cannot exist. So θ µ (x) > 0 for x ∈ (0, 1), which contradicts (3.7). Therefore, θ µ (1; µ) < 0 for any µ > 0. The rest of the proof is the same as that of Theorem 1.1 and is thus omitted. The case of non-increasing m can be proved similarly. ✷
3.2.
The case of increasing-decreasing m. Proof. If θ has no critical points in (0, 1), then either θ ′ (x) > 0 for all x ∈ (0, 1) or θ ′ (x) < 0 for all x ∈ (0, 1). Hence it suffices to assume that θ ′ has at least one zero in (0, 1).
Claim. θ
′ has at most one zero in (0, ρ] and at most one zero in [ρ, 1).
To establish our assertion, we argue by contradiction: Suppose that there exist
As m is increasing in (0, x 1 ), by Lemma 3.2 we obtain θ ′ (x) > 0 for all x ∈ (0, x 1 ), which contradicts θ ′ (x 2 ) = 0. Similarly, θ ′ has at most one zero in [ρ, 1). If θ ′ has a zero in (0, ̺], denote the unique zero by x 1 . By our assertion and Lemma
, which implies θ ′′ (x 1 ) < 0. In particular, θ ′ (x) < 0 for x > ρ and x close to ρ. If θ ′ has no zero in (̺, 1), then θ ′ (x) < 0 for x ∈ (̺, 1) and this proves Lemma 3.3. Hence, it remains to rule out the possibility that θ ′ also has one zero in (̺, 1), which we denote as x 3 . By Lemma 3.2 and our assertion, θ ′ > 0 in (ρ, x 3 ) and θ ′ < 0 in (x 1 , ρ]. However, this contradicts the fact that θ ′ (x) < 0 for x > ρ and x close to ρ. In summary, if θ ′ has at least one zero in (0, 1), then it is unique (denoted by x 1 ): 1 ) and θ ′′ (x 1 ) < 0. This completes the proof.
Proof. We argue by contradiction and suppose that θ µ (η) ≥ 0.
Otherwise, we assume that θ ′ µ (η) ≥ 0 and θ µ does not vanish completely in [η, 1] . By integrating (3.5) over [η, 1], we deduce that
Combing this with the assumption that θ µ ≡ 0 in [η, 1], we conclude that θ µ must be negative at some point in [η, 1] .
To determine the sign of θ µ , we consider three cases:
In the third case, applying Lemma 3.1 to θ µ -equation with the fact that θ µ ≡ 0, θ ′ ≤ 0 in [η, 1], we derive that
It is obvious that (3.8) also holds true in case (i) or case (ii). Therefore, there exists some x 2 ∈ (η, 1) such that
This is impossible. Thus the claim is proved. Working on the interval (0, η) similarly, one can prove that if θ 
Discussions
In this paper, as motivated by the investigation of a predator-prey model in heterogeneous environments [19] , we studied whether the maximum of the unique solution of (1.2) is a monotone decreasing function of the diffusion rate. For several classes of resource functions we proved that this is indeed the case. In contrast, the minimum of the unique solution of (1.2) is not always monotone increasing in the diffusion rate for general resource functions [14] . In fact, it is quite curious that for large diffusion rate it could occur that the density of the population is greater than the average of the resource function everywhere in the whole habitat.
A probably interesting and related question is whether Ω θ p (x; µ) dx is strictly monotone decreasing in µ. That is, if Ω θ p (x; µ) dx were monotone decreasing in µ for all large p, then maxΩ θ is also monotone decreasing in µ by applying the wellknown limit maxΩ θ = lim p→∞ θ L p (Ω) . For p = 1, it is shown in [16] that for the unique solution θ(x; µ) of (1.2), the total biomass, given by the integral Ω θ(x; µ) dx, is generally not a monotone function of the diffusion rate µ. In fact, it is possible to construct examples such that Ω θ(x; µ) dx has multiple critical points [15] . We refer to [2, 9, 21] and references therein for more recent developments.
While it is unknown whether Ω θ p (x; µ) dx is monotone decreasing in µ for general p, the answer is affirmative for p = 3 as shown in the following result:
Lemma 4.1. Ω θ 3 (x; µ) dx is strictly monotone decreasing in µ.
Proof. Differentiating (1.2) with respect to µ we have (4.1) µ∆θ µ + θ µ (m(x) − 2θ) = −∆θ in Ω,
