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ABSTRACT 
Motivation:  High throughput imaging is now available to 
many groups and it is possible to generate a large quantity 
of images quickly. PhenoImageShare provides a lightweight 
image data query and annotation tool, and a single point of 
access backed by a Solr server for programmatic access to 
a federated image collection and related image PhIS ena-
bling improved community access.  
1 INTRODUCTION  
As reference genomes and large-scale programs to generate 
model organism mutants and knock-outs are completed, 
there has been matching effort from projects such as the 
International Mouse Phenotyping Consortium (IMPC) to 
establish and codify phenotype with genomic coverage 
(Koscielny et al., 2013). Current phenotyping effort will 
deliver annotations held in independent databases associated 
with the primary data, which may be searched individually, 
but there is no mechanism for integration, cross-query and 
analysis, especially with respect to human abnormality and 
disease phenotypes for image derived data. Therefore we 
have developed PhenoImageShare (PhIS). PhIS is a cross 
browser, cross repository platform enabling semantic dis-
covery, phenotypic browsing and annotation of federate 
phenotypic images. Resources such as OMERO (Allan et 
al., 2012) allow users to store their images, but do not pro-
vide ontology enabled user facing tools to share and query 
image PhIS across repositories using standard query engines 
such as Solr.  Further, images are often “siloed” by imaging 
methodology or domain and access to multiple image repos-
itories requires bespoke development against multiple 
modes of programmatic access each of which is evolving as 
each resource changes. PhenoImageShare is species and 
imaging technology neutral and currently provides access to 
94,751 images federated from different data resources with 
10,000 regions of interest (ROI) associated to anatomy or 
phenotype annotations via ontologies. These can be ac-
cessed via the GUI beta.phenoimageshare.org or via web 
services and URL. To date PhIS is populated with images 
from Drosophila and three different mouse projects.  Code 
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is available from https://github.com/PhenoImageShare and 
https://github.com/ma-tech/PhenoImageShare.  
2 METHODS 
The PhIS platform consists of three major components. The 
Image Discovery Infrastructure, consisting of a schema for 
image related PhIS representation, a Solr index offering 
queries on the data, and a web service hosted at the EBI 
which is accessible to the project and also as a service to 
external users wishing to access image PhIS. The IQS com-
ponent, run at Heriot-Watt University, provides an integrat-
ed query service (IQS) supporting access to spatial reason-
ing queries integrated with the web services for the Solr 
index. Finally the user interface components hosted at Edin-
burgh University provide an intuitive GUI to query cross 
platform image meta-data and will in future host the annota-
tion service to allow image owners, and third parties to an-
notate images using ontologies.   
2.1 Image Discovery Infrastructure 
The query API is available from 
http://beta.phenoimageshare.org/data/rest/ . It offers a sim-
ple REST interface with a single response type (JSON). In 
future the annotation submission API will be exposed to 
programmatic access and will require authentication, how-
ever, at present we do not expose the image submission 
functionality to outside access. We currently perform batch 
submissions from XML export files. Data sources provide 
us with up-to-date XML exports of their data, following the 
PhIS schema (XSD). We then perform XML and semantic 
validation (checking URIs and that term labels match), fol-
lowed by data enrichment before indexing. This includes 
addition of synonyms and ancestor relationships to the Solr 
index allowing an improved semantic search. The imple-
mentation is in Java and the query functionality is primarily 
via Solr. The database, XSD and Solr representations share 
a common high-level schema.  The meta data is split into 
three types: image annotation, channel annotation and ROI 
annotation (described in detail below).  
• The image entity is core and stores generic, im-
mutable metadata. These are roughly encompassed 
by imaging procedure and details, data source, 
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credits and sample information, including genotype 
or sample preparation techniques. 
• The channel entity encapsulates visualization in-
formation, such as tags or labels and genomic in-
formation when needed, such as for expression im-
ages. 
• The ROI entity holds both the coordinates, within 
the given image, of the ROI(s) as well as the anno-
tation values. 
  
The metadata stored does not overlap so all associated entity 
types should be queried. For example an ROI entity associ-
ating an expression value in liver to a spatial region on the 
image should be analyzed with the associated image docu-
ment containing genetic information and with channel entity 
providing information about the reporter used. The user 
interface makes the browsing seamless for users across 
these three categories.  
 
2.2 Spatial Reasoning 
Within PhenoImageShare, spatial reasoning is used to find 
phenotypes via a spatial description e.g. associated with a 
location or with respect to some other entity from which 
location can be inferred. For example, given the phenotype 
“cataract” the anatomical structure “eye” can be inferred.  
Spatial reasoning can also be used to search for particular 
combinations or patterns in the data that are spatially simi-
lar. A range of possible definitions exists for “similar spatial 
regions” including overlapping and adjacent areas. In order 
to facilitate this reasoning the images must include direct or 
inferred from phenotype spatial annotation, e.g. from pul-
monary fibrosis the anatomical term lung is inferred; bridge 
ontologies provided by the Monarch initiative (Köhler et al., 
2013) support this inference.  When images have appropri-
ate spatial annotations spatial reasoning can identify spatial-
ly similar ROIs.  Two anatomical terms that have an is-a or 
part-of relationship are considered to be close.  Reasoning is 
pre-computed with the results stored in Solr for query. 
More sophisticated spatial reasoning can be undertaken by 
mapping the spatial information within the images onto an 
appropriate atlas that contains a representation of space in-
cluding direction.  Through the spatial model of the atlas a 
spatial relationship between two ROIs is obtained.  For ex-
ample, ROI A is distance Y further along the cranial axis 
than ROI B.  Measurements of distance and direction pre-
sent the user with the opportunity to select their own defini-
tion of similar by simply changing a threshold. The spatial 
reasoning API will be integrated into future releases via the 
Integrated Query Service (IQS).  The IQS will turn the 
GUI’s query into distinct queries for the spatial reasoning 
service and Solr.  The two responses will be combined in a 
single result set and sent to the GUI. 
 
2.3 User interface 
PhIS delivers its functionality through a highly responsive 
and configurable web-based interface that allows users to 
register, search, query and provide phenotypic annotations 
for image data using standard ontologies. It provides dis-
cover, query and subsequently annotate image data held in 
independent databases. These annotations and associated 
metadata can be imported at registration and also exported 
in standard formats such as CSV, RDF, etc. The first release 
of the PhIS GUI provides annotation discovery and query, 
multi-word free-text and ontology-based search with auto-
suggest, facet-based browsing and visual analytics providing 
a unified view of the distributed image databases. Feature 
implementation is requirements-driven and is prioritized 
based on user test sessions. The Model-View-Controller 
(MVC) design technique has been adopted due to the nature 
of PhIS data. Portability, re-usability and responsiveness are 
at the core of Graphical User Interface (GUI) design consid-
erations.  The core logic of the web interfaces is developed 
using Python, Django, JavaScript and AJAX.  Bootstrap and 
Flat-UI technologies are used for the interface theme and 
styling (Views), and are integrated with the core to support 
changing of theme dynamically, while allowing application 
components to be developed as widgets. 
 
 
Users can explore PhIS from the index page through options 
ranging from taking a tour of the web application, through 
performing a quick search or navigating search interface via 
the application menu, to performing quick filter-
ing/browsing by clicking through points on the interactive 
charts, which present visual summaries of the data in the 
repository. Search text can be an anatomy or phenotype 
term, gene or allele symbol from standard ontologies, or 
user entered free-text annotation term. Points – or slices – 
on the pie charts represent canned queries, which map to 
data filters on the search interface. Clicking through points 
on the charts launched the search page with the correspond-
ing filters selected, and the matching image data displayed. 
Users can also interact with the charts by toggling the data 
Figure 1. Users are presented with options for taking a 
tour of the website (a) or performing a quick free-text 
search (b) or navigating to the search interface (c). Click-
ing through points on the interactive charts launches the 
search page with imaging method filter (d) applied. Data 
labels can be used to toggle (e) the contributions of the 
data points and charts can be downloaded in various for-
mats (f). 
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labels in order to visualize the contributions of each data 
point. This interactivity affords users the facility to quickly 
drill down to images of interest by filtering out dominating 
data within a category of interest.  The charts can be export-
ed in various formats such as JPG, PNG, and SVG for local 
use. These features of the index page are shown in Figure 1.  
The search interface is the main entry point for users to 
browse through PhIS repository, through the use of facets or 
quick search feature. In addition to support for autosuggest, 
the search interface is responsiveness and search results are 
displayed in real-time.  
 
Text-based search and faceting 
Users can perform quick search for a gene or allele (using 
their symbols), anatomical or phenotypic terms from ontol-
ogies or free-text using the generic search box and autosug-
gest provides users with a drop-down list of terms predicted 
from their text entries. Search results are displayed in real-
time as users enter their search text. Users can further nar-
row down their search by applying filters for taxon, anato-
my, imaging method etc.  
 
Browsing and data filtering with facets 
Facets and sub-facets allow users to browse through PhIS 
dataset without having to type in text in the generic search 
box. This is useful for users with limited prior knowledge of 
what to search for. They can expand facets and check filters 
(checkboxes) - e.g. Mutant-Expression applicable to their 
search. Applied checkbox filters are displayed as tags above 
the facets. Users can click on the tag(s) to unselect the cor-
responding facet(s), and the updated records. Users can also 
perform ontology-based facetted search for gene or allele 
symbol, anatomy or phenotype term or a combination of 
these. Figure 2 shows the search functionality of PhIS web 
application. 
 
2.3.1. Detail & Annotation Interface 
When a user finds an image of interest, clicking on it takes 
them to the detail.  Genotype information and image 
metadata are presented on this page along with ROI and 
annotations associated with the selected image. Annotations 
associated with the image or ROI within the image are dis-
played. These can be downloaded from the interface. At 
present genotype information is captured at image registra-
tion, whereas phenotypic annotations are captured either at 
registration or through the user facing annotation submis-
sion interface to be released in the next version of the appli-
cation.  
3 DATA AND ONTOLOGIES 
The current PhIS release contains data from two sources, 
which cover a variety of image types (X-ray, macro, histo-
pathology slides, and lacZ expression). 1. The TRACER 
database (Chen et al., 2013)  contains mouse data embryos 
carrying a transgenic insertion generated by the Sleeping 
Beauty transposon-based system. Embryo expression imag-
es are recorded and annotated with a controlled vocabulary 
for anatomy parts and are therefore suitable for inclusion in 
PhenoImageShare. 2. Images from the Wellcome Trust 
Sanger Institute represent single gene knock-outs and are of 
types: X-ray, histopathology or gene expression images us-
ing lacZ reporter. Genotype, anatomy and phenotype anno-
tations are provided for these data.  Further data sources will 
be included in the next release, and will include Drosophila 
data from Virtual Fly Brain and mouse data from EMAGE.  
Figure 2.  Query interface with ontology-based search and faceting. Results of auto-suggest for abnormal epidermis stra-
tum basal morphology (a) filtered by development stage (postnatal) (b) and confocal imaging method (c). Example query 
and help on using facets (d) are also provided on the interface. 
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 To add semantic value and make the integration 
possible we support the use different ontologies e.g. by spe-
cies and application area and bridge between ontologies. For 
anatomy annotations  we use the MA, EMAP, EMAPA and 
ontologies and for cross species integration UBERON 
(Mungall, Torniai, Gkoutos, Lewis, & Haendel, 2012)  and 
the Monarch Initiative’s bridge files. We also have pheno-
type currently from the MP (Smith & Eppig, 2012) and we 
expect to extend these to pathology, and other species in 
future releases. The species specific developmental stage 
ontologies and the Fbbi ontology for  biological imaging 
methods, originally developed for the Cell Image Library 
(Orloff, Iwasa, Martone, Ellisman, & Kane, 2013) are criti-
cal for the development of PhenoImageShare. In order to 
accommodate data from different resources free text is also 
permitted, although the annotation interface will encourage 
the use of ontology terms through tailored auto-suggest and 
tools such as Zooma (http://www.ebi.ac.uk/fgpt/zooma/), 
which can suggest ontology terms based on the free text 
description entered.  
 
4 CONCLUSION 
The PhIS platform provides underlying infrastructure for 
informatics users and user facing tools for biologists ena-
bling the query and annotation of federated images. It sup-
ports the use of ontologies and builds on these to deliver 
spatial reasoning. The releases of an ontology enabled  an-
notation tool for image generators and third parties will al-
low projects such as IMPC (Koscielny et al., 2013) to feder-
ate image annotation tasks and will provide a collaboration 
platform for annotators.  Features to be supported in future 
releases include query sharing and bookmarking, grid-style 
image gallery view, image discovery by similarities, com-
plex query builder, drawings and annotations of ROIs on 
images, cross-species search, integration and mappings, 
spatial reasoning, links to reference atlas frameworks such 
as EMAP (Baldock et al., 2003), support for 3D image an-
notation, browsing and annotation of image collections, and 
query storage and analytics. The next data release includes 
EMAGE database and the Virtual Fly Brain (Milyaev et al., 
2012) (VFB). The VFB dataset offers an interesting use case 
for cross species integration, but also adds value to our 
anatomy coverage with its focus on neuroanatomy and gene 
expression in the adult Drosophila melanogaster brain. Fu-
ture infrastructural plans include offering the PhIS services 
as portable widgets such as those offered by BioJS (Gómez 
et al., 2013) for inclusion in third party tools. We encourage 
owners and generators of image datasets to expose their data 
via PhIS and view it as sustainable platform for the sharing 
of image data which requires minimal investment in disk, 
and supports a federated model of image data sharing.  
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