The reliability of microelectronic devices is largely dependent on electronic packaging, which includes heat removal. The appropriate packaging design therefore necessitates precise knowledge of the relevant material properties, including thermal resistance and thermal conductivity. Thin materials and high conductivity layers make their thermal characterization challenging. A steady state measurement technique is presented and evaluated with the purpose to characterize samples with a thermal resistance below 100 mm 2 K/W. It is based on the heat flow meter bar approach made up by two copper blocks and relies exclusively on temperature measurements from thermocouples. The importance of thermocouple calibration is emphasized in order to obtain accurate temperature readings. An in depth error analysis, based on Gaussian error propagation, is carried out. An error sensitivity analysis highlights the importance of the precise knowledge of the thermal interface materials required for the measurements. Reference measurements on Mo samples reveal a measurement uncertainty in the range of 5% and most accurate measurements are obtained at high heat fluxes. Measurement techniques for homogeneous bulk samples, layered materials, and protruding cavity samples are discussed. Ultimately, a comprehensive overview of a steady state thermal characterization technique is provided, evaluating the accuracy of sample measurements with thermal resistances well below state of the art setups. Accurate characterization of materials used in heat removal applications, such as electronic packaging, will enable more efficient designs and ultimately contribute to energy savings. C 2015 AIP Publishing LLC. [http://dx
I. INTRODUCTION
A common approach for the thermal characterization of materials is to use a steady state technique, which is a rather facile way to determine the thermal resistance of bulk samples with a fixed dimension. Traditionally, a guarded-hot-plate method is used where a hot plate and a guard ring are sandwiched between two samples of the same material. 1 While this measurement technique works well for samples with high thermal resistance, once the thermal resistance decreases, it is more convenient to use a heat flow meter bar approach. 2 In this configuration, a temperature difference between two contacting surfaces from the meter bar is imposed on the sample, causing heat to flow through the sample (Figure 1) . Advantages of the heat flow meter bar approach are that (1) samples can be more easily scaled down, (2) only one specimen is required, and (3) measurements solely rely on one type of measurement reading, namely, temperature.
For a sample with identical lateral dimensions as the meter bars, only the temperature gradient and heat flow within the meter bars need to be known in order to extract their thermal properties. The measured temperatures inside the meter bar are linearly fitted and extrapolated to obtain the temperature at the upper and lower meter bar/sample interfaces T s,u and T s,l . This procedure allows determining the thermal resistance of the measured sample, including the contact resistance to the a) Author to whom correspondence should be addressed. Electronic mail:
tbr@zurich.ibm.com.
meter bars,
whereQ is the heat flow through the sample extracted from the temperature gradient inside the meter bars and A c is the contact area between the meter bars and sample. With decreasing thermal resistance, thermal characterization becomes increasingly difficult. In this case, the temperature drop across the sample decreases, while the heat flow increases. Inaccuracies in these values subsequently have a much larger effect on the uncertainty of the final result. Increasing the meter bar thermal conductivity to increase the temperature drop over the sample has certain physical and technological limitations. Additionally, thermal contact effects from the meter bars to the sample start to play an increasingly important role. No established norms or commercial equipment exists for samples with a thermal resistance below 1000 mm 2 K/W. A first attempt to exceed the measurement specifications of established norms specified the design of an apparatus for the characterization of thermal interface materials (TIMs) with an in situ measurement of the sample thickness. 3 In an alternate approach, a thermal test-die is used to supply the heat and to measure the chip temperature in order to reproduce test conditions more comparable to application conditions. 4 Variants of these techniques have subsequently been used to characterize viscous and adhesive TIMs. with a thermal resistance below 100 mm 2 K/W, while relying exclusively on temperature measurements in the meter bars.
II. BULK THERMAL TESTER (BTT)
To this end, a self-built so-called BTT was developed, where two copper blocks with a square area of 10 mm 2 and length of 20 mm are vertically arranged on top of each other ( Figure 2 ). The lower block is attached to a cold plate cooled by a circulation chiller. The upper block is attached to a piston and connected to an electrical heater. The piston allows samples to be clamped between the two copper blocks. Each copper block has six small openings with a diameter of 0.6 mm, where thermocouples measure the local temperature of the copper interior. The thermocouples are arranged equidistantly by groups of three at each end of the copper blocks and a highdensity polysynthetic silver thermal compound (Arctic Silver 5, Arctic Silver, Inc.) is used to ensure good thermal contact and minimal influence on the uniform heat flux.
Oxygen-free high thermal conductivity (OFHC) copper is used as a bar material because of its high thermal conductivity of 0.5 mm (Omega HTMQSS-IM050U-45) are used to measure the temperatures inside the copper blocks. In contrast to wire thermocouples, the position constriction and replacement are facilitated with this thermocouple configuration. By using more thermocouples than necessary to determine a thermal gradient and measuring at the extremities of the copper blocks, an optimal relationship between complexity and accuracy is obtained. 6 The maximum temperature allowed in the system is 90
• C to protect the electrical heater. The circulation chiller is operated at 25
• C. A typical experiment lasts 45 min until steady state conditions are reached, with a temperature variation of less than 0.05 K over the previous 10 min.
III. THERMOCOUPLE CALIBRATION
The reliability of the obtained results largely depends on the accuracy and precision of the thermocouple measurements. Thermocouples generate a voltage difference between two contact points of different materials at different temperatures. Since the dependency of the voltage difference with respect to the temperature difference varies from device to device due to material and assembly variations, the thermocouples must to be calibrated prior to their installation and use.
A. Calibration procedure
To calibrate the thermocouples, a calibrated high accuracy reference thermometer (Omega DP9601) and the twelve thermocouples enclosed in the two copper blocks are closely placed inside the fluid container of a circulation chiller to achieve isothermal conditions. Temperature ramps in the chiller are run in steps of 5 K. Once the temperature remained stable within 0.03 K for a time period of 35 s, the average results over this time period were recorded. It is important to keep the calibration process as short as possible to minimize longer time dependent influences, mostly stemming from varying water bath levels in the circulation chiller due to evaporation and condensation, while still ensuring that steady state conditions are reached. A typical calibration procedure lasted 3 h.
B. Temperature fitting
The thermocouple readings (Keithley Digital Multimeter 2701 equipped with a 7700 20-Channel Multiplexer Module) are related to the calibrated reference sensor temperature by fitting the data from each thermocouple by the method of least squares. Based on the raw results, a quadratic deviation from the reference temperature measurements is observed for all thermocouples ( Figure 3) . Consequently, the average values T * i measured by a single thermocouple at a temperature step i are quadratically modified to fit the temperature from the reference sensor T ref i as closely as possible,
where the sum of the squared errors (e i ) 2 is minimized and a, b, and c are the calibration coefficients. The twelve thermocouples are calibrated independently of each other. A slight hysteresis is observed for every measurement series and for all thermocouples. Since it was ensured that steady state was reached when the temperature values were recorded by increasing the measurement duration and that the thermal mass of the thermocouples inside the copper blocks is considerably larger than of the reference temperature sensor; the origin of the hysteresis could ultimately not be conclusively determined.
Systematic errors in the calibration process were minimized by carrying out two independent thermocouple calibrations. The average values of the calibration coefficients a, b, and c were then used to correct all raw temperature readings of the thermocouples.
C. Temperature error after calibration
In order to have an estimation in which range the measurement error after the fit could be expected, the root mean square error was evaluated for every thermocouple based on the average values of the calibration coefficients. The root mean square error, RSME, of the fit is defined as
where n is the total number of data points used in the calibration. The sum of the squared residuals, SSE, is divided by (n − 3) for a quadratic fit in order to obtain the mean square residual. For all twelve thermocouples, it is determined that the root mean square error remains under 0.05 K when using the average calibration coefficients. The error analysis thus reveals that the uncertainty for the corrected thermocouple measurements is within 0.05 K, a value adopted for the subsequent evaluations.
IV. TEMPERATURE GRADIENT

A. Sample temperature drop
The temperature gradient inside both copper blocks allows the temperature at their extremities in contact with the sample to be extrapolated and heat flow through the sample to be determined. To this end, a linear fit is applied to the measured temperatures with respect to the positions of the thermocouples, individually for the upper and lower copper block. In the experiment, the temperatures are recorded once steady state is reached, defined as a temperature variation of less than 0.05 K over 5 min. The average value of these preceding measurement points, recorded every 3 s, is used for subsequent data analysis. The exact thermocouple locations and sample interface positions, z s,u and z s,l , were determined after machining of the copper blocks by optical microscopy, all with respect to the corresponding sample interface position.
The linear fit is equated by the least squares method such that the temperature becomes a function of the position z,
with m and n being the fitting parameters.
The upper and lower sample temperatures in contact with the copper blocks can so be extrapolated and the temperature drop over the sample determined.
B. Temperature error after setup assembly
Analogous to the thermocouple calibration, the root mean square error was evaluated for each copper block fit in order to estimate the range of the induced error resulting from the temperature fit. A minimized residual is important to have a good regression and thus a smaller error on the final thermal resistance result ( Figure 4 to eliminate stray thermocouples systematically giving erroneous results from the fit, originating possibly from a poor thermal contact occurred during setup assembly.
In all experiments, it was possible to keep the root mean square error from the temperature fit within the copper blocks below 0.1 K, after eliminating at most one thermocouple per copper block from the fit. The temperature measurement error in the system thus increased from 0.05 K extracted in the thermocouple calibration to 0.1 K for the temperature fit in the meter bars. Additional influences in the assembled system induced after thermocouple calibration, ranging from non-perfect thermocouple to copper block contacts, to higher experimental maximum temperatures than calibrated temperatures, and non-ideal one-dimensional heat flux through the copper blocks, are the likely origins for this increase in error. It is important to note, though, that there is no systematic drift in the residual throughout the copper blocks, indicating that the linear fit is appropriate and one-dimensional heat flux within the copper block ensured for all practical purposes.
V. MEASUREMENT UNCERTAINTY A. Thermal resistance evaluation
With the calibrated temperature values and linear temperature fits in the copper blocks, all parameters of Equation (1) are able to be evaluated to determine the thermal resistance of the sample being characterized,
where u and l denote the upper and lower copper blocks, respectively, k Cu is the copper thermal conductivity, and A Cu is the cross-sectional area of the copper blocks. Based on the assumption that the heat losses in the system are negligible, the slope m, which corresponds to the thermal gradient, is defined as the average of the slopes from the temperature regressions for the upper and lower copper blocks. It must be noted that the extracted thermal resistance R th still includes contact contributions from the sample to the meter bars, R th,TIM . These can be excluded by subtracting an experimentally determined value to yield the thermal resistance of the sample R th, s , R th, s = R th − 2R th,TIM .
B. Error propagation
To assess the influence of propagating errors in the calculation of the thermal resistance of an unknown sample in the BTT resulting from temperature and geometric measurements, a Gaussian error propagation must be carried out. The overall error δR th, s of the obtained result can then be determined. Therefore, appropriate assumptions must be made for all error contributions, besides the already evaluated temperature uncertainty (Table I) . 
The error δX of a value X, which depends on multiple independent parameters γ i with an error δγ i , is calculated according to the following formula:
The error on X is the square root of the summation of the square of the errors γ i weighted by the variation of X with γ i .
In the error propagation analysis, the error must be calculated for each parameter until the error on the determined thermal resistance may be evaluated. In particular, this consists of determining the errors for the (1) temperatures at the copper block ends, (2) effective contact area and cross section, and (3) heat flow.
The error of the temperatures at the copper block ends, based on Equations (5) and (6) , is evaluated in the following manner:
where T s is the temperature at the edge of the copper block obtained by Equation (4), considering the evaluation of the linear regression with the measured temperature points T k and equivalent positions z k . Ideally, the rectangular cross-sectional area of the copper blocks A Cu and the contact area A c between the sample and the copper blocks, composed of the widths x and y, are identical. For both cases, the error equals
where δx i and δ y i are the uncertainties of the widths. The error in the cross-sectional area of the blocks is affected by the manufacturing tolerance, δx cross and δ y cross . On the other hand, the error in the contact area is not only dependent on the manufacturing tolerance, but also on the errors made in determining the sample size, δx s and δ y s , and on the alignment of the entire setup, δx misal and δ y misal . The error on the heat flow evaluation, based on Equation (7), is evaluated in the following manner:
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whereQ is obtained through Equation (7), again considering the evaluation the temperature gradient with the linear regression of the measured temperature points and equivalent positions. Ultimately, based on Equations (1) and (8), the error in the thermal resistance may be evaluated,
For a given sample thermal resistance and setup, the expected measurement error can be extracted with the above analysis ( Figure 5 ). For low thermal resistances (<10 mm 2 K/W), the error is mainly governed by the contact resistance uncertainty. From roughly 10-1000 mm 2 K/W, the setup evidences a minimal error, particularly above 50 mm 2 K/W. Above 1000 mm 2 K/W, the uncertainty in the thermocouple couple placement causes the measurement error again to increase due to the small thermal gradient in the meter bars. This could be alleviated by using a different meter bar material in the setup to reduce their thermal conductivity. It becomes evident that the current setup measurements on samples with a thermal resistance below 10 mm 2 K/W are very error prone and limit the applicability of the instrument.
VI. REFERENCE MEASUREMENTS
A. Molybdenum reference sample
A known reference sample with a similar thermal impedance as the specimens to be measured is required to evaluate the BTT measurement accuracy and precision. Therefore, a pure molybdenum (Mo) sample is chosen with a tabulated thermal conductivity of k Mo = 137.1 W/m K at 50
• C, the typical average sample temperature in the measurement FIG. 5 . The expected measurement error for the given setup evidences a minimum below 5% for a wide applicability range between 50 and 1000 mm 2 K/W. Particularly below 10 mm 2 K/W, the measurements are very error prone due to the dominant contact resistance uncertainty and limit the applicability of the instrument.
setup. 7 The sample has a thickness of 2850 µm ± 50 µm, which relates to a thermal resistance of R th,Mo = 20.8 mm 2 K/W. Care must be taken with the sample planarity and precise thickness determination.
B. Thermal contact contribution
The use of a low thermal resistance TIM is necessary in order to minimize the contact resistance from roughness effects and to enhance the contact between the sample and the copper blocks. Otherwise, the contact resistance would dominate the extracted thermal resistance of the sample and small relative variations in the contact resistance would increase the uncertainty of the results.
As a low resistance TIM, liquid metal (Indium Corporation) is used. It consists of an eutectic alloy of 62.5% gallium, 21.5% indium, and 16% tin with a melting point of 16.3
• C and thermal conductivity of 16.5 W/m K. It is both electrically conductive and corrosive due to gallium. While liquid metal easily oxidizes, the tin reacts with the copper blocks to form a bronze layer which prevents deeper gallium corrosion. Both effects induce a certain time dependency on the measurements.
After each measurement, it is crucial to properly remove all remaining liquid metals from the setup to avoid any excess reactivity between the liquid metal and copper blocks. Nonetheless, after roughly 50 measurement series, a notable build up in the thermal contact resistance on the Mo reference sample is observed. Only slight polishing of the copper block surfaces reduces the contact resistance again, while this procedure influences the endpoint surface positions of the copper blocks. The copper blocks must therefore be replaced once the reference measurements with the Mo reference sample do not provide reliable results anymore.
Prior to and after each set of experiments, it is important to measure the value of the thermal resistance of the liquid metal with the Mo reference sample (Figure 6 ). This value must remain below 2 mm 2 K/W per contact and the variation within 0.5 mm 2 K/W to be considered reliable and minimize the uncertainty imposed by the TIM. The average of both measurements is employed when extracting the sample thermal resistance. A constant piston pressure of 4 bars supplied by compressed air on the copper blocks allows repeatable experimental conditions of the TIM layer thickness. For liquid metal, the error assumed in the Gaussian error propagation is consequently defined as 0.5 mm 2 K/W. 
C. Heat losses
The BTT is not thermally isolated from the surrounding environment. Natural heat losses therefore reduce the overall heat flow through the copper blocks. Additionally, the temperature distribution within the setup and the temperature drop over the sample plane cause non-uniform surface properties. These effects cause diverging heat flows in the upper and lower copper blocks ( Figure 6 ).
A typical difference in the upper and lower copper block heat flow is in the order of less than 5% ( Figure 6 ). Since this is in the range of the uncertainty of the extracted thermal resistance, it is deemed acceptable for the current experimental setup. Nonetheless, a shielded vacuum environment would avoid any convection heat losses and minimize radiative heat losses. This arrangement would however substantially complicate the experimental setup.
It is non-trivial to perform an accurate assessment of the natural convection heat loss contributions due to the nonuniform copper surface temperatures and convoluted setup geometry which has an influence on the induced air flow. Computation methods are the only reliable approach here. It would be somewhat easier to assess the losses by radiation, while still computation methods would be necessary. It was therefore deemed that the effort was too laborious for the additional information it would provide. Back of the envelope calculations only indicated marginal contributions.
D. Heat flow influences
The influence of varying heat flows was investigated by reducing the power input of the electrical heater and lowering the maximum temperature of the copper blocks. The aim of this investigation was twofold, to improve the understanding of the heat flow in the BTT system and to determine at which heat flows the most reliable and reproducible results are obtained (Figure 7) .
While it is clear that for increasing heat flows the temperature drop over the sample increases, the relative error of the sample temperature drop extracted from the Gaussian error propagation decreases because a larger temperature difference induces an overall smaller uncertainty in the temperature reading. The absolute heat loss between both copper blocks increases with increasing heat flow, while the relative difference shows a minimum at intermediate levels. Overall, though, the calculated error of the sample thermal resistance decreases with increasing heat flow in the system. The induced measurement uncertainty is thus minimized by maximizing the heat flow through the copper blocks, which is limited by the maximal heater temperature to 90
• C.
E. Error sensitivity
An error sensitivity analysis is carried out to identify which parameters appreciably influence the overall error made on a measured sample thermal resistance. From an experimental point of view, it is relevant to know by how much a source error must increase in order to increase the overall TABLE II. Relative sensitivity of source errors to increase the error of the thermal resistance by 10% for a sample measurement with R th = 22.2 ±1.2 mm 2 K/W (Figure 6 ). The highest error sensitivity stems from the TIM thermal resistance uncertainty.
Error contribution Symbol
Relative error sensitivity with respect to the uncertainties defined in Table I (%) Thermocouples
error on the measured thermal resistance by 10% (Table II) . This approach allows an easy and comprehensive way to visualize the relative importance of the different source errors in the measurement. While the analysis has two biases, by relying on specific measurement data and on the initial value of the source errors, it nonetheless provides valuable insights.
It is observed that the highest error sensitivity by far stems from the uncertainty on the TIM thermal resistance, while all other error sources are quite insensitive to the final result. This observation underlines the crucial importance of knowing the accurate thermal resistance contribution of the TIM, in particular for low thermal resistance samples. Reference measurements on Mo samples must therefore be carried out prior to all measurements of unknown samples to extract the actual thermal contact resistance as this may vary and drift over time due to material reactivity.
It must be noted that the thermal contact resistance describes the ability of two bodies in contact to oppose heat flow. Within the measurement accuracy of the BTT setup, this value does not change for different sample materials. In contrast, the interface thermal resistance, a measure of an interface's resistance to thermal flow, which cannot be resolved in the current setup, varies from material to material, albeit on a very small absolute macroscopic scale.
VII. HOMOGENEOUS SAMPLES
For bulk, homogeneous samples, the thermal properties of the material may be extracted without any interface contact contribution by grinding the sample in between measurements and determining the thermal resistance for different thicknesses (Figure 8 ). The thermal resistance values for different thicknesses are linearly fitted and the corresponding slope of the curve equals the material thermal conductivity k sample . A good linear fit is a measure of constant contact properties and the intercept with the origin corresponds to the sample contact resistance with the copper blocks.
VIII. LAYERED SAMPLES
To determine the thermal properties of an unknown cavity layer in a layered material, the contribution of the known layers must be subtracted from the total thermal resistance value of the measured sample, along with the thermal contact contribution of the TIM, R th,cavity = R th − R th,layers − 2R th,TIM ,
where R th,layers is the thermal resistance of the known layers.
As an example, geometries with very thin constrained cavities between silicon layers may be investigated to characterize thermal underfill materials for integrated circuit (IC) chip packaging technologies in application relevant configurations. 9 The shallow 20-60 µm tall cavities and high silicon thermal conductivity lead to overall low thermal resistances of the samples. The cavity thicknesses must be precisely determined in order to minimize the error in the cavity layer thermal conductivity k cavity extraction, k cavity = t cavity R th,cavity ,
where t cavity is the height of the cavity. It has been shown that for identical material combinations, the bulk thermal conductivity is reduced by up to 35% in cavity layers. Reduced particle fill fractions at the chip interfaces are the primary reason for this observation. 
IX. ENCLOSED CAVITY SAMPLES
Layered samples are typically prepared in larger cavities with bond frames which are subsequently diced to fit the dimensions of the BTT. 8 It is conceivable to characterize such larger samples in the BTT prior to dicing, while the measurements must be related to a finite element model (FEM) to be able to extract the effective cavity thermal conductivity from the obtained thermal resistance measurement, since a certain amount of heat bypasses the cavities through the bond frames resulting in a non-uniform heat flow through the specimen.
A. FEM simulations
As an example, 460 µm thick silicon chips with a size of 16 × 16 mm 2 can be used where a central region of 12 × 16 mm 2 is etched 60 µm deep prior to Si bonding, while keeping a surrounding Si bond frame. Therefore, a FEM analysis is carried out on the exact same chip dimensions including 2 mm of the copper block above and below the Si chip to ensure uniform heat flow. By running the analysis for different thermal conductivity values of the underfill in the 60 µm thick cavity and calculating the resulting thermal resistance of the entire chip, the FEM analysis yields a correlation of the measured thermal resistance of the enclosed cavity samples and the thermal conductivity of the filled cavity ( Figure 9 ). The extracted errors from the thermal resistance measurement provide upper and lower bound values for the extracted thermal conductivity resulting from the FEM correlation. Convective heat losses from the chip surface are neglected in the analysis.
The simulation results are validated by dicing the samples to the BTT dimensions and performing a direct thermal conductivity measurement on the layered sample. For measurements with layer conductivities in the range of 1 W/m K, enclosed and diced cavities of the same sample are within 5% which is equivalent to the uncertainties of both measurements. As both measurements show good agreement, all geometric and interfacial properties considered in the   FIG. 9 . To extract the effective cavity layer thermal conductivity for samples with protruding sizes and bond frames in enclosed cavities, FEM simulations must be carried out to relate the measured sample thermal resistance to the unknown thermal properties of the layer. simulation are verified. The approach however loses its accuracy when the sample thermal resistance is below 20 mm 2 K/W and the unknown cavity layer thermal conductivity exceeds values of 3 W/m K for the given geometry.
B. In situ thermal characterization
An additional benefit of these enclosed cavity measurements is that measurements can be carried out on non-dense cavity fillings, such as particles only, where percolating microparticles only fill the cavity, with air voids in between them. Further, processing influences such as epoxy backfilling can be investigated in situ, where the epoxy replaces the air voids. This approach allows the process to be optimized with respect to thermal performance ( Figure 10 ).
These investigations are important to study thermal underfill materials and control their processing for IC chip packaging technologies. The limiting factor of these material layers is the contacts between the microparticles, where the thermal path is confined to a very small area. The effective thermal conductivity is dominated by the thermal contact resistance at the contacts of the thermal filler particles, rather than their intrinsic material thermal conductivity. In situ characterization allows sequential processes to be studied and optimized, where enhanced thermal particle-toparticle contact is achieved by the self-assembly of thermally conductive nanoparticles through capillary bridging, resulting in quasi-areal contacts, so-called necks, between the filler particles.
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X. CONCLUSIONS
A self-built steady state thermal characterization setup based on the heat flow meter bar approach was evaluated for low thermal resistance sample characterization below 100 mm 2 K/W. The importance of thermocouple calibration was highlighted, as the characterization method relies exclusively on temperature measurements. It was conclusively shown that the one-dimensional heat flux approximation within the copper blocks holds under the given circumstances. Based on reference measurements of a Mo sample and a Gaussian error propagation, measurement results were demonstrated to be accurate within 5% for samples with a known thermal resistance. An error sensitivity analysis revealed that the highest error sensitivity stems from the uncertainty of the TIM thermal resistance, which evidences a temporal variation due to material reactivity. High heat flows in the system are crucial to minimize the measurement error. Finally, measurement techniques for homogeneous, layered, and enclosed cavity samples were discussed to allow bulk material characterization, layer thermal conductivity extraction, as well as in situ process observations. The evaluated measurement approach and techniques are particularly important to characterize composite materials from the electronics packaging industry.
