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We introduce two kinds of sums of Kronecker products, and their
induced operators. We study the algebraic properties of these two
kinds of matrices and their associated operators; the properties
include their eigenvalues, their eigenvectors, and the relationships
between their spectral radii or spectral abscissae. Furthermore, two
projected matrices of these Kronecker products and their induced
operators are also studied.
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1. Introduction
Kronecker product, also called direct product or tensor product, is an operation which owes its
origin fromgroup theoryandhas important applications inphysics [6]. Techniques involvingKronecker
products have been successfully applied in many ﬁelds of matrix theory because of its computational
and notational advantages, see [1,2,5,7,8,12,13] and references therein. Some rank equalities and
inequalities for matrix expressions of Kronecker products have been obtained in [1,12]. Article [2]
has provided a set of maximal rank-deﬁcient submatrices for a Kronecker product of Fourier matrices,
while [8] considered the approximation problem for dense block Toeplitz-plus-Hankel matrices by
sums of Kronecker products of Toeplitz-plus-Hankel matrices. General explicit solutions of a class of
Sylvester-polynomial matrix equations have been given by Kronecker maps in [13].
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There are two kinds of sums of Kronecker products having basic forms A ⊗ A + C ⊗ C and A ⊗
I + I ⊗ A + C ⊗ C, which arise from the stability of a class of stochastic systems and the control-
lability/observability of bilinear systems. We refer the readers to the literature [3,4,9,10,14,15] and
references therein for the motivation and applications of such matrices. Although these two kinds of
Kronecker products are introduced in the above literature, no analysis has been devoted to studying
their algebraic properties. This motivates us to investigate the spectral characteristics of these matri-
ces. In order to carry out this task, an operator corresponding to each sum of Kronecker products is
deﬁned. For each operator, we consider two sets associatedwith two classes of eigenmatrices, namely,
the complex symmetric and complex skew symmetric classes. Corresponding to these two sets of
eigenmatrices, two induced operators are obtained. Two projected matrices for these two operators
are introduced and their dimensions are characterized. Furthermore, exact relationships between
their spectral radii or spectral abscissae are investigated for these three kinds of operators or for their
corresponding matrices.
This paper is organizedas follows: Section2 introduces the sumofKroneckerproductsA ⊗ A + C ⊗
C (general case
∑m
i=1 Ai ⊗ Ai) and its operator. Two projected matrices and their corresponding oper-
ators are deﬁned. The properties of their eigenvalues, eigenvectors or eigenmatrices are investigated
for these matrices and their operators. Furthermore, the spectral radius relationships between these
operators are discussed. Likewise, studies are carried out in Section3 for the sumofKronecker products
A ⊗ I + I ⊗ A + C ⊗ C (general case ∑m1i=1(Ai ⊗ I + I ⊗ Ai) +∑m2i=1 Ci ⊗ Ci) and its corresponding
operators.
Notation. Throughout this paper, Rn,Cn,Rm×n,Cm×n,Sn×n and Sn×n are, respectively, the n-
dimensional Euclidean space, the n-dimensional complex vector space, the set of allm × n real matri-
ces, the set of allm × n complexmatrices, the set of all n × n complex symmetric matrices and the set
of all n × n complex skew symmetric matrices. We write (Cn)+ = {L ∈ Cn×n | L 0}. The notation
‖ · ‖ refers to Euclidean norm for vector and induced 2-norm for matrices; σ(·), ρ(·) and α(·) stand
for, respectively, the spectrum, the spectral radius and the spectral abscissa (α(A)maxλ∈σ(A) (λ))
of a matrix, where (λ) represents the real part for complex number λ. For a matrix A, we denote
(A)min{|λ| : λ ∈ σ(A)} and (A)minλ∈σ(A) (λ). The notation ⊗ represents the Kronecker
Product. We use superscripts T and ∗ for transpose and conjugate transpose, respectively. I is the
identity matrix with compatible dimensions for algebraic operators. Matrices, if their dimensions not
explicitly stated, are assumed to have compatible dimensions. Also, for a matrix A = [aij] ∈ Rn×n, its
column ordering is denoted by vec(A) = [a11, a21, . . . , an1, a12, a22, . . . , an2, . . . , a1n, . . . , ann]T .
2. Kronecker product A ⊗ A + C ⊗ C
All results in this section can be extended to the general case
∑m
i=1 Ai ⊗ Ai. For simplicity of expo-
sition, we only consider the casem = 2. Denote A ⊗ A + C ⊗ CMA,C , wherematrices A and C are in
Rn×n, n 1. In this section, we discuss properties of the eigenvalues and eigenvectors of matrix MA,C .
These properties are related to that of the following operator.
Deﬁnition 1. For real matrices A and C, let TA,C : Cn×n → Cn×n be such that
TA,C : Z → AZAT + CZCT ,
the spectrum of TA,C is the set deﬁned by σ(TA,C) = {λ ∈ C | TA,C(Z) = λZ , Z /= 0}, and a nonzero
matrix Z is called an eigenmatrix associated with the eigenvalue λ for operator TA,C , if TA,C(Z) = λZ .
Using column operator, notice that
AZAT + CZCT = λZ
is equivalent to
(A ⊗ A + C ⊗ C)vec(Z) = MA,Cvec(Z) = λvec(Z).
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Therefore, σ(TA,C) = σ(MA,C). Furthermore, every eigenmatrix Z of operator TA,C for eigenvalue λ
corresponds to one eigenvector vec(Z) of matrixMA,C for the same eigenvalue.
First of all, we present the following basic property about operator TA,C .
Theorem 1. For operator TA,C , if TA,C(Z) = λZ , and Z = Z1 + iZ2 = Z∗ with Zi ∈ Rn×n, i = 1, 2, then λ
is real, and TA,C(Zi) = λZi, i = 1, 2.
Proof. Assume that λ = λ1 + iλ2, then TA,C(Z) = λZ means that
A(Z1 + iZ2)AT + C(Z1 + iZ2)CT = (λ1 + iλ2)(Z1 + iZ2).
Separating the real part from the imaginary part in the equality above, we have that
AZ1A
T + CZ1CT = λ1Z1 − λ2Z2, (1)
AZ2A
T + CZ2CT = λ1Z2 + λ2Z1. (2)
Since Z1 = ZT1 and Z2 = −ZT2 , from (1) and (2), it is obtained that:
λ1Z1 − λ2Z2 = λ1Z1 + λ2Z2,
−(λ1Z2 + λ2Z1) = −λ1Z2 + λ2Z1.
Hence, we have that λ2Z2 = 0 and λ2Z1 = 0. Therefore, λ2 = 0 since Z = Z1 + iZ2 /= 0, i.e., λ is real.
TA,C(Zi) = λZi, i = 1, 2, can be directly obtained from that λ is real. This completes the proof. 
There are two classes of eigenmatrices for operator TA,C , which are described by the following
theorem.
Theorem 2. For theoperatorTA,C , thereare n(n+1)2 eigenvalueswhoseeigenmatricesare complex symmetric;
there are
n(n−1)
2
eigenvalues whose eigenmatrices are complex skew symmetric.
Proof. Foranyeigenvalueλand its correspondingeigenmatrixZ ofoperatorTA,C ,wehaveλ
(
Z + ZT
)
=
A
(
Z + ZT
)
AT + C
(
Z + ZT
)
CT andMA,Cvec(Z) = λvec(Z), where
(
Z + ZT
)
is a complex symmetric
matrix. Therefore, either the complex symmetric matrix
(
Z + ZT
)
is an eigenmatrix corresponding to
eigenvalue λ, or eigenmatrix Z is complex skew symmetric matrix.
Furthermore, vec
(
AZAT + CZCT
)
= MA,Cvec(Z). Write
MA,C =
[
mT11,m
T
21, . . . ,m
T
n1,m
T
12,m
T
22, . . . ,m
T
n2, . . . ,m
T
1n, . . . ,m
T
nn
]T
,
wheremij ∈ R1×n2 , i, j = 1, 2, . . . , n. It can be checked thatmijvec(Z) = mjivec(Z) holds for any com-
plex symmetric matrix Z . Therefore, there exists a unique matrix LA,C ∈ R n(n+1)2 × n(n+1)2 such that
MA,Cvec(Z) can be rewritten as LA,Cη for any complex symmetric matrix Z , where
η = [z11, z21, . . . , zn1, z22, . . . , zn2, . . . , zn−1,n−1, zn−1,n, znn]T Π(Z).
Here, 
(·) is a projection operator which effectively selects the elements in the lower triangular
part of Z . It is obvious that LA,Cη = λη holds, if MA,Cvec(Z) = λvec(Z) for any complex symmetric
matrix Z . Conversely,MA,Cvec(Zξ ) = λvec(Zξ ) holds, if LA,Cξ = λξ , where Zξ is a complex symmetric
matrix satisfying ξ = 
(Zξ ). Therefore, operator TA,C has n(n+1)2 eigenvalueswhose eigenmatrices are
complex symmetric, since LA,C ∈ R n(n+1)2 × n(n+1)2 .
Similarly, it can be checked that mijvec(Z) = −mjivec(Z) holds for any complex skew symmetric
matrix Z . Therefore, there exists a unique matrix LA,C ∈ R n(n−1)2 × n(n−1)2 such that MA,Cvec(Z) can be
rewritten as LA,Cθ for any complex skew symmetric matrix Z , where
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θ = [z21, . . . , zn1, z32 . . . , zn2, . . . , zn−1,n]T 
(Z).
Here,
(·) is a projection operator which selects the elements in the strictly lower triangular part of Z .
It is obvious that LA,Cθ = λθ holds, ifMA,Cvec(Z) = λvec(Z) for any complex skew symmetric matrix
Z . Conversely, MA,Cvec(Zξ ) = λvec(Zξ ) holds, if LA,Cξ = λξ , where Zξ is a complex skew symmetric
matrix satisfying ξ = 
(Zξ ). Therefore the operator TA,C has n(n−1)2 eigenvalues whose eigenmatrices
are complex skew symmetric, since LA,C ∈ R n(n−1)2 × n(n−1)2 . 
Remark 1. For thematrixMA,C ∈ Rn2×n2 , there are n(n+1)2 eigenvalues, for any eigenvector ξ ofwhich,
there is a complex symmetric Z such that vec(Z) = ξ ; there are n(n−1)
2
eigenvalues, for any eigenvector
ξ of which, there exits a complex skew symmetric Z such that vec(Z) = ξ .
Remark 2. For A ∈ Rn×n, there are n linearly independent eigenvectors if and only if A is a non-
defective matrix. When A is defective, the number of linearly independent eigenvectors of A is strictly
less than n. However, one can supplement with generalized eigenvectors in order to obtain a basis of
Rn [7]. Notice that every eigenmatrix of operator TA,C corresponds to an eigenvector of matrix MA,C ,
so all
n(n+1)
2
complex symmetric matrices
(
or
n(n−1)
2
complex skew symmetric matrices
)
of operator
TA,C are not linearly independent whenMA,C is defective. In this case, one can make use of the concept
of generalized eigenmatrices for operator TA,C similar to that of generalized eigenvectors of matrix
MA,C .
The following example gives as an illustration of the idea of generalized eigenmatrices in Remark
2.
Example 1. Take
A =
[
1 1
0 1
]
, C =
[
0 0
0 0
]
which gives
MA,C =
⎡
⎢⎢⎣
1 1 1 1
0 1 0 1
0 0 1 1
0 0 0 1
⎤
⎥⎥⎦ .
There are four eigenvalues and they are all equal to 1. By computing we only obtain two linearly
independent eigenvectors
ξ1 = [0 1 −1 0]T , ξ2 = [1 0 0 0]T
sinceMA,C is similar to matrix⎡
⎢⎢⎣
1 1 0 0
0 1 1 0
0 0 1 0
0 0 0 1
⎤
⎥⎥⎦ .
Via the chain of generalized eigenvectors:
(MA,C − I)ξ3 = ξ2, (3)
(MA,C − I)ξ4 = ξ3, (4)
two generalized eigenvectors are obtained
ξ3 = [0 0.5 0.5 0]T , ξ4 = [0 −0.25 −0.25 0.5]T .
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Therefore, for operator TA,C , we have two eigenmatrices
Z1 =
[
0 1
−1 0
]
, Z2 =
[
1 0
0 0
]
,
and two generalized eigenmatrices
Z3 =
[
0 0.5
0.5 0
]
, Z4 =
[
0 −0.25
−0.25 0.5
]
.
It is clear to see that for operator TA,C , there are 1 skew symmetric eigenmatrix and 3 symmetric
eigenmatrices together when generalized eigenmatrices are counted.
Now, one may ask what are the two matrices Z3 and Z4 in the original matrix operator TA,C . From
(3) and (4), we have
AZ3A
T + CZ3CT − Z3 = Z2, (5)
AZ4A
T + CZ4CT − Z4 = Z3, (6)
which correspond to the characterization of the chain of generalized eigenmatrices.
The matrices LA,C and LA,C in the proof of Theorem 2 can be regarded as two projected matrices
induced by matrixMA,C . In fact, there are two operators corresponding to matrices LA,C and LA,C .
Deﬁnition 2. For real matrices A and C, let LA,C : Sn×n → Sn×n such that
LA,C : Z → AZAT + CZCT ,
the spectrum of LA,C is the set deﬁned by σ(LA,C) = {λ ∈ C | LA,C(Z) = λZ , Z /= 0}, and a nonzero
complex symmetric matrix Z is called an eigenmatrix associated with the eigenvalue λ for operator
LA,C , if LA,C(Z) = λZ .
Deﬁnition 3. For real matrices A and C, let LA,C : Sn×n → Sn×n such that
LA,C : Z → AZAT + CZCT ,
the spectrum of LA,C is the set deﬁned by σ(LA,C) = {λ ∈ C | LA,C(Z) = λZ , Z /= 0}, and a nonzero
complex skew symmetric matrix Z is called an eigenmatrix associated with the eigenvalue λ for
operator LA,C , if LA,C(Z) = λZ .
From the proof of Theorem 2 and Deﬁnitions 2 and 3, we have σ(LA,C) = σ(LA,C), σ(LA,C) =
σ(LA,C), σ(LA,C) ∪ σ(LA,C) = σ(MA,C), and σ(LA,C) ∪ σ(LA,C) = σ(MA,C). Furthermore, every eigen-
matrix Z of operator LA,C or LA,C for eigenvalue λ corresponds to one eigenvector vec(Z) of matrix LA,C
or LA,C for the same eigenvalue.
First, we focus on the relationship between σ(LA,C) and σ(MA,C), or equivalently, between σ(LA,C)
and σ(MA,C). From the construction of matrix LA,C and relationship σ(LA,C) ∪ σ(LA,C) = σ(MA,C), we
know that there exist two matricesW1 andW2, obtained from products of some elementary matrices
andW1 · W2 = I, such that
W1MA,CW2 =
[
LA,C 
0 LA,C
]
. (7)
Example 2. If matrices A ∈ R2×2 and C ∈ R2×2, then
W1 =
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎤
⎥⎥⎦ ·
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 −1 1 0
0 0 0 1
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 1
0 −1 1 0
⎤
⎥⎥⎦ ,
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and
W2 =
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 1 1 0
0 0 0 1
⎤
⎥⎥⎦ ·
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
⎤
⎥⎥⎦ =
⎡
⎢⎢⎣
1 0 0 0
0 1 0 0
0 1 0 1
0 0 1 0
⎤
⎥⎥⎦ .
For matrices A and C given in Example 1, via formula (7) one can get
LA,C =
⎡
⎣1 2 10 1 1
0 0 1
⎤
⎦ , LA,C = [1] .
Since σ(LA,C) ⊂ σ(MA,C), we have ρ(MA,C) ρ(LA,C). In the following we prove that ρ(MA,C) =
ρ(LA,C) holds. The following lemmas are useful for proving of our main results.
Lemma 1 [11]. For any matrix L ∈ Cn×n, there exist matrices Li ∈ (Cn)+, i = 1, 2, 3, 4 such that L =
(L1 − L2) + i(L3 − L4). Moreover, ‖Li‖ ‖L‖ for i = 1, 2, 3, 4.
Lemma 2 [3]. For anymatrix P ∈ (Cn)+, there exist matrices Pi = xix∗i , i = 1, 2, . . . , q with xi ∈ Cn such
that P = ∑qi=1 Pi. Moreover, ‖Pi‖ ‖P‖ for i = 1, 2, . . . , q.
Lemma 3. For matrix iteration
X(k + 1) = AX(k)AT + CX(k)CT , X(0) = X0, (8)
where A and C are all real n × n matrices, the following two assertions are equivalent:
(i) limk→∞ X(k) = 0 holds for any X0 satisfying X0 = x0x∗0 , where x0 ∈ Cn.
(ii) limk→∞ X(k) = 0 holds for any X0 ∈ Cn×n.
Proof. It is obvious that (ii) ⇒ (i). It sufﬁces to prove that (i) ⇒ (ii). Assume that (i) holds. For any
X0 ∈ Cn×n, using Lemma 1, there are matrices Li ∈ (Cn)+, i = 1, 2, 3, 4 such that X0 = (L1 − L2) +
i(L3 − L4), with‖Li‖ ‖X0‖ for i = 1, 2, 3, 4. Furthermore, for any Li, i = 1, 2, 3, 4, according to Lemma
2, for some qi, there exist Li1, Li2, . . . , Liqi with Lij = xijx∗ij and ‖Lij‖ ‖Li‖, i = 1, 2, 3, 4, j = 1, 2, . . . , qi.
Thus, for the initial condition X0 ∈ Cn×n, we have
X0 = (L1 − L2) + i(L3 − L4)
=
⎛
⎝ q1∑
j=1
x1jx
∗
1j −
q2∑
j=1
x2jx
∗
2j
⎞
⎠+ i
⎛
⎝ q3∑
j=1
x3jx
∗
3j −
q4∑
j=1
x4jx
∗
4j
⎞
⎠ .
Since A and C are real in iteration (8), we obtain that
X(k + 1)
=
⎛
⎝ q1∑
j=1
X1j(k + 1) −
q2∑
j=1
X2j(k + 1)
⎞
⎠+ i
⎛
⎝ q3∑
j=1
X3j(k + 1) −
q4∑
j=1
X4j(k + 1)
⎞
⎠ ,
where X(k + 1) and Xij(k + 1) are the (k + 1)th iterates of (8), respectively, for initial conditions
X(0) = X0 and X(0) = xijx∗ij , i = 1, 2, 3, 4, j = 1, 2, . . . , qi. From (i), we know that limk→∞ Xij(k) = 0,
i = 1, 2, 3, 4, j = 1, 2, . . . , qi. Therefore, limk→∞ X(k) = 0 for any initial condition X(0) = X0. This
completes the proof. 
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Nowwe are ready to prove the following theorem,which dealswith the exact relationship between
ρ(MA,C) and ρ(LA,C), or equivalently, between ρ(MA,C) and ρ(LA,C).
Theorem 3. For any real matrices A and C, ρ(MA,C) = ρ(LA,C), or ρ(MA,C) = ρ(LA,C).
Proof. Study the following matrix iteration:
X(k + 1) = AX(k)AT + CX(k)CT , X(0) = X0 = x0x∗0 , (9)
where x0 ∈ Cn. Using column operator, (9) is equivalent to
vec(X(k + 1)) = (A ⊗ A + C ⊗ C)vec(X(k)) = MA,Cvec(X(k)), (10)
with initial value vec(X(0)) = vec(X0). From Lemma 3, we have
lim
k→∞ X(k) = 0 ⇔ limk→∞ vec(X(k)) = 0 ⇔ ρ(MA,C) < 1.
On the other hand, from Theorem 2 and noticing that the symmetry of matrix X(k), (9) can also be
equivalently written as
Y(k + 1) = LA,CY(k) (11)
where Y(k) = [x11(k), x21(k), . . . , xn1(k), x22(k), . . . , xn2(k), . . . , xn−1,n−1(k), xn−1,n(k), xnn(k)]T , and
X(k) = (xij(k))n×n. It is clear that
lim
k→∞ X(k) = 0 ⇔ limk→∞ Y(k) = 0 ⇔ ρ(LA,C) < 1.
Thus we have
ρ(MA,C) < 1 ⇔ ρ(LA,C) < 1. (12)
Sinceσ(LA,C) ⊂ σ(MA,C), thenρ(LA,C) ρ(MA,C). Assumethatρ(LA,C) = ρ0 < ρ(MA,C), then there
exists ε > 0 such that ρ0 + ε < ρ(MA,C). Note that M 1√
ρ0+ε A,
1√
ρ0+ε C
= 1
ρ0+εMA,C and that
L 1√
ρ0+ε A,
1√
ρ0+ε C
= 1
ρ0+ε LA,C , sowehaveρ
(
M 1√
ρ0+ε A,
1√
ρ0+ε C
)
> 1, andρ
(
L 1√
ρ0+ε A,
1√
ρ0+ε C
)
< 1,which
conﬂicts with (12). Therefore, ρ(LA,C) = ρ(MA,C) holds. 
For matrices MA,C and LA,C , Theorem 3 discusses the property of maximal modulus of their eigen-
values. Motivated by Theorem 3, one may ask whether(MA,C) = (LA,C) holds. Next we show that
(MA,C) = (LA,C) holds for C = 0.
Theorem 4. For real matrix A,(MA,0) = (LA,0).
Proof. The spectrum of matrix MA,0 is {λiλj , i, j = 1, 2, . . . , n}, where {λi, i = 1, 2, . . . , n} is the spec-
trum of matrix A. It is clear that (MA,0) = min{|λ2i | : λi ∈ σ(A)}. For λ2i , i = 1, 2, . . . , n, the corre-
sponding eigenvector is vec(ξiξ
T
i ), where ξi is an eigenvector of λi of matrix A. Thus λ
2
i , i = 1, 2, . . . , n
are all eigenvalues of matrix LA,0 since ξiξ
T
i is complex symmetric. Therefore(MA,0) = (LA,0). 
However, for a general matrix C, we have (MA,C)(LA,C), but (MA,C) = (LA,C) does not
always hold, which we illustrate by the following example.
Example 3. Take
A =
[
0.5245 0.4820
1.3643 −0.7871
]
, C =
[
0.7520 −0.8162
−0.1669 2.0941
]
,
then
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MA,C =
⎡
⎢⎢⎣
0.8406 −0.3610 −0.3610 0.8985
0.5901 1.1619 0.7938 −2.0886
0.5901 0.7938 1.1619 −2.0886
1.8892 −1.4233 −1.4233 5.0048
⎤
⎥⎥⎦ .
Pre- and post-multiplyingMA,C , respectively, bymatricesW1 andW2 given in Example 2, we have that
W1MA,CW2 =
⎡
⎢⎢⎣
0.8406 −0.7219 0.8985 −0.3610
0.5901 1.9557 −2.0886 0.7938
1.8892 −2.8467 5.0048 −1.4233
0 0 0 0.3681
⎤
⎥⎥⎦ .
Thus, we obtain
LA,C =
⎡
⎣0.8406 −0.7219 0.89850.5901 1.9557 −2.0886
1.8892 −2.8467 5.0048
⎤
⎦ , LA,C = [0.3681] .
Computing directly gives σ(MA,C) = {0.5989 + 0.3916i, 0.5989 − 0.3916i, 6.6031, 0.3681} and
σ(LA,C) = {0.5989 + 0.3916i, 0.5989 − 0.3916i, 6.6031}. It is easy to check that(MA,C) = 0.3681,
while(LA,C) =
√
(0.59892 + 0.39162) = 0.7156. Hence, we obtain(MA,C) /= (LA,C).
From the discussions above, there are clear spectral relationships between σ(LA,C) and σ(MA,C).
As for σ(LA,C) and σ(MA,C), from the proof of Theorem 2, we know σ(LA,C) ⊂ σ(MA,C). In addition, in
Example 3, it is easy to see that ρ(MA,C) = 6.6031, while ρ(LA,C) = 0.3681, Thus, ρ(MA,C) = ρ(LA,C)
does not hold in general. The following example illustrates that (MA,C) = (LA,C) does not hold
either.
Example 4. Take
A =
[−0.4326 0.1253
−1.6656 0.2877
]
, C =
[−1.1465 1.1892
1.1909 −0.0376
]
.
We obtain that σ(MA,C) = {3.8621,−1.9198, 0.7696,−1.2887}, and σ(LA,C) = {−1.2887}. Hence
(MA,C)(LA,C), while(MA,C) /= (LA,C).
In the end of this section, we introduce the adjoint operator of TA,C . As for LA,C and LA,C , adjoint
operators can be similarly deﬁned, but are omitted here for brevity.
Deﬁnition 4. Deﬁne T ∗A,C : Cn×n → Cn×n, be the adjoint operator of TA,C such that
T ∗A,C : Z → ATZA + CTZC.
The spectrum of T ∗A,C is the set σ(T ∗A,C) = {λ ∈ C | T ∗A,C(Z) = λZ , Z /= 0}.
FromDeﬁnitions 1 and 4, it is clear that T ∗A,C = TAT ,CT . Furthermore, for operator TA,C and its adjoint
operator T ∗A,C , the following relationships hold:
(1) σ(T ∗A,C) = σ(TAT ,CT ) = σ(TA,C) = σ(MA,C) = σ(MAT ,CT ).
(2) ρ(MA,C) = ρ(MAT ,CT ).
3. Kronecker product A ⊗ I + I ⊗ A + C ⊗ C
All conclusions in this section can be generalized to the general case
∑m1
i=1(Ai ⊗ I + I ⊗ Ai) +∑m2
i=1 Ci ⊗ Ci. For simplicity, we only consider the case m1 = m2 = 1. Denote A ⊗ I + I ⊗ A + C ⊗
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C M˜A,C , where thematrices A and C belong toRn×n, n 1. In this section, we develop results parallel
to those obtained in Section 2 to matrix M˜A,C . We introduce the following operator corresponding to
M˜A,C .
Deﬁnition 5. For real matrices A and C, let T˜A,C : Cn×n → Cn×n such that
T˜A,C : Z → AZ + ZAT + CZCT ,
the spectrum of T˜A,C is the set deﬁned by σ(T˜A,C) = {λ ∈ C | T˜A,C(Z) = λZ , Z /= 0}, and a nonzero
matrix Z is called an eigenmatrix associated with the eigenvalue λ for operator T˜A,C , if T˜A,C(Z) = λZ .
Similarly using column operator, notice that
AZ + ZAT + CZCT = λZ
is equivalent to
(A ⊗ I + I ⊗ A + C ⊗ C)vec(Z) = M˜A,Cvec(Z) = λvec(Z).
Therefore, σ(T˜A,C) = σ(M˜A,C). Furthermore, every eigenmatrix Z of operator T˜A,C corresponds to one
eigenvector vec(Z) of matrix M˜A,C for the same eigenvalue λ.
It is easy to check that Theorem 1 and Theorem 2 hold for the operator T˜A,C . Similarly, we can
also introduce projected matrices L˜A,C ∈ R n(n+1)2 × n(n+1)2 and L˜A,C ∈ R n(n−1)2 × n(n−1)2 for the matrix M˜A,C .
Furthermore, there are also operators corresponding to matrices L˜A,C and L˜A,C .
Deﬁnition 6. For real matrices A and C, let L˜A,C : Sn×n → Sn×n such that
L˜A,C : Z → AZ + ZAT + CZCT ,
the spectrum of L˜A,C is the set deﬁned by σ(L˜A,C) = {λ ∈ C | L˜A,C(Z) = λZ , Z /= 0}, and a nonzero
complex symmetric matrix Z is called an eigenmatrix associated with the eigenvalue λ for operator
L˜A,C , if L˜A,C(Z) = λZ .
Deﬁnition 7. For real matrices A and C, let L˜A,C : Sn×n → Sn×n such that
L˜A,C : Z → AZ + ZAT + CZCT ,
the spectrum of L˜A,C is the set deﬁned by σ(L˜A,C) = {λ ∈ C | L˜A,C(Z) = λZ , Z /= 0}, and a nonzero
complex skew symmetric matrix Z is called an eigenmatrix associated with the eigenvalue λ for
operator L˜A,C , if L˜A,C(Z) = λZ .
As for relationships of σ(T˜A,C), σ(M˜A,C), σ(L˜A,C), σ (˜LA,C), σ(L˜A,C) and σ (˜LA,C), we similarly have
σ(L˜A,C) = σ (˜LA,C) ⊂ σ(T˜A,C) = σ(M˜A,C), σ(L˜A,C) = σ (˜LA,C) ⊂ σ(T˜A,C) = σ(M˜A,C) and σ (˜LA,C)⋃
σ (˜LA,C) = σ(M˜A,C). Corresponding to Theorem 3, further relationships between M˜A,C and L˜A,C can
be established. To arrive at the results, we extend Lemma 3 to the matrix differential equation case.
Lemma 4. For matrix differential equation X˙(t) = AX(t) + X(t)AT + CX(t)CT , X(0) = X0, where A
and C are all real n × n matrices, the following two assertions are equivalent:
(i) limt→∞ X(t) = 0 holds for any X0 satisfying X0 = x0x∗0 , where x0 ∈ Cn.
(ii) limt→∞ X(t) = 0 holds for any X0 ∈ Cn×n.
The proof of Lemma 4 can be carried out by following similar lines as in the proof of Lemma 3 and
thus omitted here.
Likewise, utilizing Lemma 4, we can deal with the exact spectral abscissa relationship for matrices
M˜A,C and L˜A,C , or equivalently, for operatorsM˜A,C and L˜A,C ,which is presented in the following theorem.
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Theorem 5. For any real matrices A and C, α(M˜A,C) = α(˜LA,C) or α(M˜A,C) = α(L˜A,C).
Proof. Study the following matrix differential equation
X˙(t) = AX(t) + X(t)AT + CX(t)CT , X(0) = X0 = x0x∗0 , (13)
where x0 ∈ Cn. Using column operator, (13) is equivalent to
vec(X˙(t)) = (A ⊗ I + I ⊗ A + C ⊗ C)vec(X(t)) = M˜A,Cvec(X(t)), (14)
with initial value vec(X(0)) = vec(X0). According to Lemma 4, limt→∞ vec(X(t)) = 0 holds for any
initial value X0 satisfying X0 = x0x∗0 , x0 ∈ Cn, if and only if, for any initial value X0 ∈ Cn×n, limt→∞
vec(X(t)) = 0 holds. The latter is equivalent to α(M˜A,C) < 0. Hence, we have that
lim
t→∞ X(t) = 0 ⇔ limt→∞ vec(X(t)) = 0 ⇔ α(M˜A,C) < 0.
Similar to Theorem 3, from the symmetry of matrix X(t), (13) can also be equivalently written as
Y˙(t) = L˜A,CY(t), (15)
where Y(t) = [x11(t), x21(t), . . . , xn1(t), x22(t), . . . , xn2(t), . . . , xn−1,n−1(t), xn−1,n(t), xnn(t)]T , and
X(t) = (xij(t))n×n. It is clear that
lim
t→∞ X(t) = 0 ⇔ limt→∞ Y(t) = 0 ⇔ α(˜LA,C) < 0.
Thus we have that
α(M˜A,C) < 0 ⇔ α(˜LA,C) < 0. (16)
Since σ (˜LA,C) ⊂ σ(M˜A,C), it is clear that α(˜LA,C)α(M˜A,C). Assume α(˜LA,C) = α0 < α(M˜A,C), then
there exists a small scalar ε > 0 such that α0 + ε < α(MA,C). Noting that L˜ 1
2
(α0+ε)I,0 = (α0 + ε)I,
M˜A− 1
2
(α0+ε)I,C = (M˜A,C) − (α0 + ε)I and L˜A− 12 (α0+ε)I,C = (˜LA,C) − (α0 + ε)I, we have that
α(M˜A− 1
2
(α0+ε)I,C) > 0, and α(˜LA− 12 (α0+ε)I,C) < 0, which conﬂicts with the conclusion in (16). There-
fore, α(˜LA,C) = α(M˜A,C) holds. This completes the proof. 
Theorem 5 describes the property of the farthest right eigenvalue of M˜A,C and L˜A,C . For the farthest
left one, similar to Theorem 4, we can prove that (M˜A,0) = (˜LA,0) for any real matrix A. On the other
hand, we can show that (M˜A,C) = (˜LA,C) does not always hold for a general matrix C; and neither
α(M˜A,C) = α(˜LA,C) nor (M˜A,C) = (˜LA,C) holds for general matrices A and C. Furthermore, we can
also similarly deﬁne adjoint operators for T˜A,C , L˜A,C and L˜A,C , and the corresponding spectral results
can be obtained.
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