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INTRODUCTION 
Consider an (N x N)-matrix A partitioned into blocks: 
A 11' - - AI, 
A= . . . . . . . . , (1) 
II A nl- l * Afifi Ii 
where each A,, is an (m, x m,)-matrix. In particular, the diagonal 
blocks A,, are assumed to be nonsingdar square matrices of the order 
m,; and we have of course 
m, + . . . + m, = N. (2) 
If we have an other matrix B = (BJ which is similarly partitioned, 
that is, such that the blocks B,, are (mP x m,)-matrices, then the product 
AB can be written again as a similarly partitioned block-matrix (KJ, 
where 
K,, = A,1 &v + . . . + A,, &a, (p,v=l, . ..) n). 
This relation shows that we can make some computations with similarly 
partitioned matrices by treating the blocks as if they were individual 
elements of the matrix. However, this formal analogy does not carry 
very far. The Laplacian expansion by the elements of a row is no longer 
true in the general case of an arbitrary block-matrix, and the representa- 
* Sponsored by the U.S. Army under Contract No. DA - 11 - 022 - ORD - 2059. 
I am indebted for discussions with Mr. Howard Bell and particularly w&h Dr. E. V. 
Haynsworth. 
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tion of the determinant of ,+I as a determinant of order IL, whose elements 
are the .-2 P,,, is possible only- if some commutativity conditions are satisfied 
(Cf. Schur [l], Ingraham ;?i Ostrowski $J). L-J1 
It appears the more remarkable that a class of anything but formal 
results on matrices and determinants can be generalized to the partitioned 
matrices. These results are characterized by the fact that they 
depend o?a/jf oyc the n&u/i of the elements of the matrix and not on 
their arguments. The best known resuIt belonging to this class is the 
so-called Hadamard’s tlzcovem stating that the determinant of a matrix 
($,J(/L aJ = 1, . * *> 12) does not \vanish if we have 
lawl - 2’ la,,,/ > 0 (p = 1, . . ., n). 
1’ # Jr 
(Cf. Taussky-Todd [a]). For this class of results the designation as the 
metric tlzeorly of matrices appears to be appropriate. 
The central concept in this theory is that of an H-matrix (a,,) 
(p, v = 1, . . .J z), which is defined by the fact that the corresponding 
associated matrix 
is a so-called AT-matrix. (The detailed definition of this concept will 
be given in Sec. 25 of the test.) 
In the theory of partitioned matrices the moduli of the individual 
elements have to be replaced by certain norms of matrices. However, 
instead of one modulzts, we shall have to consider here both upper and 
lower norms of matrices. They are defined, for arbitrarily chosen vector 
norms I& and 1~1~ by the relations 
l(A) = Min /At/,. 
Mb= 1 
Then the matrix (3) is to be replaced by 
(4) 
,( Wll) - A(A,,) . . . -A(&) 
[A] = j --!A,3 WJ,,) .* . -4b.n) (5) 
II - 4&l) -4&2) . . * 4&n) II 
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As soon as (5) is an M-matrix, the corresponding “metric” results 
can be derived for the matrix A. In this paper we are particularly 
concerned with conditions for nonvanishing of the determinant of L4, 
with upper bounds for the eigenvalues of A and with upper and lower 
bounds for the determinant of A. 
As to the bounds for the determinant of A, it is very remarkable that 
the results about the lower bounds for 1 IA 11 can be rather completely 
carried over to the case of the partitioned matrix (l), while the upper 
estimates are essentially weaker and more complicated in the case of 
partitioned matrices. 
4s to the results concerning nonvanishing of the determinant of d 
and the bounds for the eigenvalues of A, these results turn out to be 
completely independent of the fact that the A,, are matrices. In the 
corresponding discussion it is sufficient to assume that the A,, are linear 
operators defined in conveniently normed spaces. Then A is the symbol 
for the composite operator defined in the Cartesian sum of these spaces. 
Instead of discussing the nonvanishing of the determinant of A, we 
discuss the existence of the inverse of A. 
We give the theory of upper and lower norms of operators in Sec. II 
after a short discussion of norms in linear spaces in Sec. I. In Sec. III 
we discuss the conditions for the regularity of the operator A and bounds 
for the eigenvalues of A ; furthermore, some results about the structure 
of A-l are derived in this chapter. 
In Sets. IV and V, we restrict ourselves to the special case of partitioned 
m&ices. In Sec. IV we discuss the upper and lower bounds of IlA Ii1 in 
terms of the sums 
generalizing some results by G. B. Price [5], R. Oeder [S], and Ostrowski 
[7]. Finally, in Sec. V we derive lower bounds for 1 IA 11 in terms of 
generalizing a very precise and rather deep result from Ostrowski [8]. 
Some results about the iterative solution of linear vector equations in 
the case of operator matrices will be published in another communica- 
tion. 
1 We denote in this paper the determtnant of the matrix .4 by IAI, and its 
modulus by ljA]l. 
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The bibliography is to be found at the end of this paper, where a 
list of concepts and notations is also added. 
I. GENER-4~ NORP~IS IN LINEAR AND COMPOSITE SP~ZCES 
1. In a linear space S (Lvith a numerical constant field) a PZOYW of 
a general element 5 is defined as a function 
tw> = K/11 
satisfying the three postulates 
I WI > 0 (6 # Oh 
II VW) = l4vwJ 
III Ji@ + d < WI + %wJ 
where c is an arbitrary constant. In particular, for c = - 1 we see that 
#(- E) = #(E). If s is an n-dimensional (real or complex) vector space 
and 9 is expressed as a function of 1z components x1, . . . , X, of E, 
#(6) = $qXl, * * .J x,), this function is called a Minkowski gauge function.2 
By a fundamental theorem of H. Minkowski the postulates I, II, III in 
the real space are equivalent to II plus the fact that the locus 
$(% - * . J x,) = 1 is an (12 - 1)-d imensional convex surface with the 
center in the origin.3 
From II and III we have more generally, instead of III: 
$43 + $b?) 2 m + 7) z 548 - e+ (1.1) 
Here the right-side inequality is obtained by applying III to 
#((5 f 7) + (F ?I))- The inequality (1.1) is obviously equivalent to 
llw + r) - 9w)I < #(d* V-2) 
2. LEMMA 1. If S is an n-dimensional vector space and the coordinates 
of E aye x1, x2, . . . , x,, we have for a fwzci!ion $([) satisfying I, II, III: 
where c, C depend only on t,b(x,, . . ., x,); $(x1, . . ., x,) is a continuous 
function of x1, . . , , x,. 
2 Minkowski [9]. pp. l-14. 
3 Cf. for the bibliography of this theory Bonnesen and Fenchel [lo]. 
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PROOF: The right-side inequality (1.3) follows at once from the 
“triangle inequality” III with 
C = max (#(l, 0, . . . , 0), #(O, 1, . . . , 0), . . . , $(O, . . . , 0, 1)). 
It follows then from (1.2) that #(x1, . . . , x,,) is continuous. 
To prove the left-side inequality (1.3) it is sufficient, by II, to consider 
the vectors 6 satisfying 
Suppose we had an infinite sequence of vectors tl, &, . . . satisfying 
(1.4) and for which z,!J(~“) -+ 0 (V - w). We can assume that the sequence 
t, tends to a vector E. which must then also satisfy (1.4). But on the 
other hand it follows then from the continuity of #(x1, . . ., xn) that we 
have #(&,o) = 0, in contradiction with I. Our lemma is proved. - From 
lemma 1 it follows immediately that the locus $(x1, , . . , x,) = 1 is a 
closed set . 
3. A particularly important case of a norm in the n-dimensional 
vector space is given by the so-called Hiilaer l~orms. For any $>l, 
the corresponding Hijlder norm I& is defined by 
where x1, . . ., x,, are the components of 5. The most important special 
cases are the Ezlclidealz norm, 
the “em-t”, used in particular by C. Jordan, 
IllI = IX11 + * . * + Ixnl 
and finally, as the limiting case of (1.5) for fi -+ 00, 
]El, = max Ix,\. 
Y 
4. Consider now a linear space S which is the Cartesian sum of the 
12 linear spaces S,: 
n 
s= /y s, = s, -j- s, $ . . . $ s,, 
Y==l 
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so that the general element [ of S is the Cartesian sum. 
of the corresponding elements tl, L * - *, tn. To any element ,t,, of S, cor- 
responds an element ttV) of S in which all “components” E, with !t, + Y 
are zero and the lt-th components is 5,. \Ve have then, corresponding 
to (1.6) 
c$ = $1) + . . * + p. (1.6’) 
For any norm 4 in the space S, we can then define a “$rojectio~z” 01 
this I&M into the space S,, putting for a general element E, of S,, 
gJY(5”) = $(P’L KV 
where 4’“) is an element of S “corresponding to” 6,. The projections 
of norms can be denoted by the same symbols as these norms in the 
original space. From (1.6) and (1.6’) it follows then by the triangle in- 
equality that 
(1.8) 
5. A special class of gauge functions in the real n-dimensional space 
is formed by the coordi~te~ise symmetric gauge function,4 !P, which, 
in addition to I, II, and III, satisfy the condition that 
WXlJ * * ‘, %a) = Y/(1x11, ’ * *I I*%& U-9) 
These special gauge functions have the following important property: 
LEMMA 2.5 If we hwe 
t4 G Xl, . . ., /Z&l < x,, (1.10) 
then, for any coordinate~lise symmetric gauge fumtim !P, 
Y(ul, * . . , 21,) < Y’($ - * - I %z). (1.10’) 
To prove this lemma, observe that by (1.9) all ti, in (1.10) can be 
assumed to be nonnegative. Further, it is obviously sufficient to give 
4 These are not the symmetric gauge functions in the sense of J. v. Neumann 
[ll], p. 287, and R. Schatten [12], p. 84. 
6 Cf. R. Schatten [1!2], p. 85. 
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the proof under the assumption that in only o?ze of the relations (1.10) 
there is an inequality sign. Finally, by the postulate II, we can assume 
that the corresponding x, has the value 1. To simplify the writing of 
the formulas, we can assume then that we have 0 < u < x1 = 1, and 
we have to prove 
Y(u, x2, . . .) xx) < lY(l, x2, . . ., x,). 
But this follows immediately if we use the decomposition 
and apply the triangle inequality and the postulate II, since we have then 
bY (1.9) 
6. Suppose that we have the space S as the Cartesian sum 
s = s, c . . > + s,, (1.H) 
where in each of the spaces S, a norm & is defined. Let further Y(x,, . . . , XJ 
be a coordinatewise symmetric gauge function in a real n-dimensional 
space. Then we obtain a gauge function in the space S by putting 
4(t) = W$,(l,), * - .# &t(LJ), (1.12) 
where 
5 = t* i . * * c L (1.13) 
is a decomposition of the general element E of S corresponding to the 
decomposition (1.11). 
Indeed, the postulates I and II for the function (1.12) follow immed- 
iately; and as to the triangle inequality, me obtain it at once, observing 
that in virtue of Lemma 2 we have 
wM51+ r1L - * - 9 &#n + %J < w7w,) + M?l)~ * * .J %M~~) + &hN- 
\-l’e shall say that the norm (I. 12) is obtained from the norms &, . , . , & 
by composition wetith. the n07m Y. 
7. The function iv remains agauge function if multiplied by an arbitrary 
positive number. It can therefore be normed in such a way that we 
have Y(1, 0, . . ., 0) = 1. This of course does not necessarily imply that 
the values of Y for all coordinate unity vectors become 1. 
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On the other hand, the case 
w, 0, * ..,O)=Y(O,l,..., O)=Y(O, . . . . O,l)=l, (1.14) 
which includes, for instance, all Hdlder norms, is of particular interest. 
Indeed, we have, as is immediately verified. 
I# Y(x,, . . -, x,) ,is a coordinatewise symmetric gauge function abith 
(I.14), thelc the fwojectiotl of the tzoyrn (1.12) OIZ each of the spaces S,. i/z 
(I.ll) is the correspo?zding pzoyrn $“. 
\&Te mention finally that for a coordinatewise symmetric gauge function 
WQ, - * -, XJ satisfying (I. 14) we have, as follows immediately from 
II, III and (1.14), 
(1.15) 
This is a considerable improvement of the relation (1.3). 
The H6lder norms ItIp are in this connection particularly easy to 
handle. Indeed, if for a fixed p, 1 < p < 00, we have in (1.12) : 
then $(E) becomes I&. 
11. BOUNDS FOR LINEAR OPERATORS IN LINEAR SPACES 
8. Let A be a linear operator transforming the general element t of 
a Iinear space SE into an element 7 of the linear space S,: 
r=A& (11.1) 
Assume that norms 4, I/ have been defined respectively in the spaces 
Se, S,,. We consider the quotient 
and its supremum and infimum as 6 runs through all nonzero elements 
of St. By the postulate II, it is sufficient to let t run through all elements 
satisfying jE/& = 1. We define, therefore, 
4&J) = SUP IA& (1% = 1)* (11.2) 
WA) = Inf IAq4 WI+ = 1). (11.3) 
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4,,(4 &,,(4 are called respectively the upper and Zoner bomds of 
tke operator A for the norms $, q%. Both bounds depend also on the choice 
of St. Of course, (11.2) can be cm and (11.3), 0.6 
If A establishes a one-to-one correspondence between SE and S,, 
then the inverse A-l of A exists and is a linear operator in S,. We have 
then from (11.2) and (11.3) 
&,,(A) = A&w, &&q = &-&4-l). (11.4) 
9. If the spaces S, and S, and the corresponding norms 4, Z/J are the 
same, we shall write for the corresponding bounds simply A,(A), &(A). 
If there is no danger of misunderstanding, the indices z,!J,$ of ~1 and A 
will be dropped. 
If SE and S, are both finite-dimensional spaces and both cj and IJ 
Hiilder norms belonging to the same index p, then A can be represented 
by an (m x n)-matrix A and A, A will be denoted by ,4,(A), &(A). 
For p = 2 it is well-known and easy to prove that As2(A) and &2(A) 
are the maximal and minimal eigenvalues of the nonnegative Hermitian 
matrix A *A. 
For p = 00, that is if the norm of a vector is the maximal modulus 
of its components, it is well-known and easily seen that for a matrix 
A = (a,,) the corresponding upper bound is 
flm(A) =max )1 l%dvl - IAlm. (11.5) 
P ” 
For p = 1, we have correspondingly 
(11.6) 
If in particular the dimensions of Sa and S, are the same and IA 1 f 0, 
we have by (11.4) 
6 The definition of A,+(A) is the classical one in the theory of linear operators. 
In the theory of matrices the corresponding definition in the general case apparently 
for the first time in Ostrowski [13], and [14, p. 31; in the Euclidean case both 
bounds of A were long known. See, for instance, von Neumann [ll, p. 2981. For 
a determination of &(A) in the Euclidean case, see Ostrowski [15, 161. L&&A) 
is a special case of the so-called norms of matrices which are defined by some 
postulates; see Rella [17, 181, Faddeeva [19, p. 561, Ostrowski [14, p. 31, We. 
Gautschi [20-221. 
10. From our detinitions (II.2) and (II.3) it follows at once that if 
the spaces S, and S,, and the corresponding norms 4, I,!J are the same, 
we have for the identical transformation I 
,1+(I) = L,(I) = 1. 
In the general case we ha\re, for any numerical constant 
A(cil) = &I(A), A(d) = ;ciA(.-f), 
and therefore in particular 
_ l(- A) = A(A), A(- A) = A(A). 
I;urther, if the sum .-l + H exists, it follows from (11.2) that 
;i(A + B) <A(A) + A(B), 
c, 
(11.7) 
(1I.S) 
(IN) 
the so-called “triangle inequality.” On the other hand, if 6, is a sequence 
of elements from SE with 
!EL&$ = 1, ptt$b 1 J-(B), (7 
we haxve for each 11, from (11.2) and (II.S), 
&I + B) b /p15,, + N”j, 3 1GI, - IBE,fI& 3 &q,tvl - Ipt!J, 
and as 11 - CG, by (*) we obtain 
A(A + B) >, A(A) - A(B). 
Applying (11.9) to (A + B) + (- B) and (11.10) to (A 
=: (- .4) + (A + B), we obtain 
Il(A + B) g3 ApI) - A(B), 
A(A) + A(B) > A(&4 + B) >, qfl) - A(B), 
or, what 1s the same, 
I&4 + B) - L(A)1 <A(B). 
(II. 10) 
B) + (- -4) 
(II. II) 
(II.12) 
(11.13) 
It is hardly necessary to add that the inequalities (11.9)-(11.13) remain 
true if A + B is replaced by A - B. 
11. It is not devoid of interest to point out that the inequality (11.10) 
is the best in the sense that for any given P, p, P > #J > 0, the equalit) 
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in (11.10) can ie realized for a matrix A with &,(A) = P, A,(A) = p. 
Indeed, if we take .4 and B as the special diagonal matrices 
.4 = D(P, . . . , P, p), B = D(- P, . * .) - P, -- p/q, 
we have 
A + B = (0, . . .) 0, p/q, &(A + B) II= p/2 = A,(A) - l,(B). 
In the inequalities (11.12) we can prescribe i&(B) = Q, A,(B) = y, 
0 < q < Q and choose A and B as diagonal matrices in such a way that 
either on the right or on the left of (11.12) we get equality. Indeed, 
taking 
A = D(ZQ, . . . ,2Q, q), B = D(q, . . . ,q, Q) 
we have the equality sign on the left, while taking 
A = D(zQ, . . . ,2Q,Q), B = D(- q, . . . , - q, - Q) 
we obtain the equality sign on the right. 
12. We collect some inequalities concerning J(AB) and A(AB) in 
LEMMA 3. Let A and B be two l&ear operators, B transforming all 
elements of the linear space S, &to elements of the linear space S, alzd A 
transforming all elements of the linear space S, into elements of the linear 
space S;. Let 4, x!, +!J b e respectively the norms defined ilz SE, S,, S,. Then 
-we huve 
rj = BE, t = A+ (11.18) 
Then we have by definition of A 
iri* G 4AA)lrllP lrlx G 4dBM& 15le f4x(44.dB)la#J 
and (11.14) follows immediately. 
(11.15) follows in an exactly analogous way. 
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14. To prolre (11.16) choose a sequence of elements of SE, t,., such 
that I&&, = 1, JBE,.I, - .l,,(B), or, what is the same, B[, = ,l,,(B)qL, 
Il/,,jx + 1, Then we ha\re 
and (11.16) follows immediately. 
The proof of (11.17) proceeds in an exactly analogous way. 
15. &‘e treat some apparently more sophisticated inequalities in 
LEMMA 4. Asstcme UP&Y tke conditions of Lemma 3 thaf the whole 
space S, consists of images of the space -Ct b~l B. Thejz we have 
-‘l,,dm 2 4,VP&% (II.lSa) 
h&w G ~~,,(&~,,dB)~ (II.lSb) 
Under the conditions of Lemma 3 x’e have in any case jar fide- 
dimensional spaces and fke Euclidialz bounds, if B is a square matrix, 
A,(AB) >L4&4)A,(B), (IIJOa) 
WB) d u44w (IL20b) 
Observe that if S, is a finite dimensional space of dimension p and B 
is a matrix, then the additional condition for the relations (II.ISa) and 
(II.lSb) can be stated in the form, that the rank of B must be p. 
16. PROOF. To prove (II.lSa) observe that there exists a sequence 
‘j,,(l’ = 1, . . ., n) of the elements of S, such that we have 
Ipy&l = 4,,(A) - &Vj Iqvlx = 1, EY -0. 
To each of these q,, corresponds an element 6, of Sf such that 
qv = Btv, 1 = Mx 3 4,Wf~lb~ 
and here we have )E,,($ > 0, since otherwise we would have 
IEYI4 = 0, 6” = 0, r/v = 0, I~& = 0. 
But then we have 
IWb,d~B) >, IABEt& = 1AqvI~ = &,,(4 - TV > 
k4kcW - 4M~)Jw’ 
Dividing by It,/@ and passing to the limit, we obtain (II.lSa). 
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To prove (II.lSb), form a sequence ~~JI~ = 1,2, . . .) from S, such 
that we have 
l?4% = 1, IA&A = W) + E”, EY -+a 
To any qy there corresponds at least one 5, from SC such that 
qv = BL 1 = lyI& e4.+(w~l~J 
where again ][,I+ > 0. But then we can write 
jE”l9&,,PB) < lABE”I, = 5,X(4 + Ev < &,x(4 + 44,bwEv\6~ 
Dividing by It&, and passing to the limit, we obtain (IIlSb). 
17. To prove (IL20a) and (II.ZOb), denote the dimensions of the 
spaces S,, S,, S, respectively by n, n, 1. We can then interpret A and B 
as an (I x %)-matrix and an (PZ x n)-matrix. We form then the 
non-negative Hermitian matrices 
P = A”A, B*PB = (AB)*(AB), 
and denote the eigenvalues of the first and the second respectively by 
tll > 6, >, . . . > b%, A1 2 A, 2 . . . > A,. 
Then we have 
Az2(AB) = d,, k2(A B) = 11,,, 11,2(A) = 6,, ;122(A) = 6,. (11.2la) 
On the other hand there exists, by a theorem we have recently proved,’ 
the relation 
J22( B) < +’ < r122(B) (Y = 1, . . J), (11.2lb) 
Y 
(which holds, incidentally, indePendently of the positive character of the 
Hermitian matrix P). But now, from (11.2la) and (11.2lb), both assertions 
(11.20a) and (11.20b) follow at once. 
18. From the above inequalities concerning the bounds of products of 
linear operators, we can easily deduce some inequalities for the quotients 
of such operators. These inequalities can be collected in the following 
relation, in which the symbol U/V denotes UV-r: 
7 Ostrowski [23], p. 740. 
\vhere U transforms all elements of S, into the Ylements of .si, 1’ all 
elements of 5: into the elements of s‘,,, and r7j[- all elements of S,] into 
elements of S,. If !r’r put II. ~~ I’:‘[-, llel’ : I-, the relations (11.22) 
can be decomposed into the tn’o folIo\Vin~ inequalitir relation,: 
and these relations follow immediately from Lemma 3 and the inequalities 
(II.lSa), (11.19b) of Lemma 4. The additional condition of Lemma 4 
is satisfied, since 1,--l exists. 
Exactly analogous inequalities hold if in (11.22) the symbol U/I- is 
now taken to mean W = J’-lU, so that we have L: = VW. However, in 
this case rr/l’ connects S, with S, and I’ connects S, with SC ; and there- 
fore the indices in (II%!) have to be conveniently interchanged. The 
inequalities so obtained are equivalent to inequalities obtained from 
(11.22’) replacing T7’TV by T’TV and conveniently interchanging the indices. 
These last inequalities follow in the same way from Lemma 3 and from 
the inequalities (II.lSa), (II.lSb) of Lemma 4. 
19. If a linear operator -4 defined in a linear space S transforms all 
elements of this space into elements of S again, a number 1 from the 
constant-field of S is called an ei,aelzzralue of ,4 if there exists a non-zero 
element t of S such that we have 
Such an element 6 is then called an eigeneIement of the operator d cor- 
responding to the eigenvalue ?..8 
Then we ha\ve 
LEMMA 5. If a linear operator A tralisforms all elements of a litzear 
space S into elements of this space again, then for each ?toyrn 4 defined in 
S, the mod& of aEl eigenvakes of A from the colzstantfieEd of S are 
roxtained between ,4,(A) and &(A): 
8 It is hardly necessary to remind the reader that the eigenvalues as defined 
above do not in the general case include the complete spectrum of the operator -4. 
However, for very important and fairly general classes of operators, the complete 
spectrum consists of all eigenvalues in the sense introduced above. 
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(11.23) follows immediately, if we denote by E an eigenelement of .d 
corresponding to the eigenvalue A, from 
rlt = 15, IAl 15/b = WI& 
since the right-hand expression lies between 14&A)J[I, and &@)I&. 
20. If we now spezialize the linear operator A in Section 19 to a 
quadratic matrix of order IZ and the space S to an gt-dimensional linear 
vector space, taking the field of all complex numbers as the constant- 
field, then it is well known that A has PZ eigenvalues &, . . . , 1, if they are 
counted according to their multiplicities as roots of the fundamental 
equation, and we have IA) = A1 . . . A,,, We have therefore from (11.23) 
444 < I IA (/l’m < &4,(A). (11.24) 
Applying this to the sum of two square matrices of order 12, A and B, 
and using (11.9) and (II.H), we get 
&(A) -,4$+(B) < I\A + ql’” d .4(A) + 4w (TI.25) 
Replacing in (11.85) A by I and B by A, we obtain 
1 - A,(A) < 111 + A I/l/,r < 1 + cl,(A). (11.26) 
The following lemma gives a result concerning the determinant 
of I + =2 itself: 
I,EMMA 6. We hue for a square matrix A of order I$ 
//I + A I - 1 I < (1 + &(A))” - 1. (11.27) 
PROOF: Let jl,,(r = 1, 2, . . . , 12) be the eigenvalues of A ; then we 
ha1.e 
l/I+4 - 11 e&(A) + r14(A)2 + . . . = (1 +&(A))” - 1 
and this is (11.27). 
176 OSTROWSKI 
III. BOUNDS AND EIGENVALUES OF CohrPosrTE OPERATORS 
21. M-e consider now an (nz v H) matrix of linear operators 14,1V 
‘I’= ( 1, . . ..‘fz .-i = (A,,,) p = 1, . . .,‘UL i 3 (111.1) 
satisfying the following conditions. each d,, is defined in a linear space 
SC(“) independent of p; for all [,, from SC(“) the elements klJ,, lie in a 
linear space. Sq@) independent of a’. 
The Cartesian sum of the spaces S&“1 
Pa 
s,c = 2 * S,(v) 
tJ=l 
(111.2) 
is formed by the “ge?teralized zlectoYs” 
l = (61, . I *, 6,) (111.3) 
with the “components” EY. We form in the same way the space 
s, = 2 + sp (111.4) 
u =I 
the elements of which are generalized vectors 
q= (?]I, . ..+a). (III.5) 
Then the operator matrix (111.1) defines an operator A in the space St, 
17 = AE, (111.6) 
where (III.6) is equivalent to the system 
qr*= i‘A,vE. (p = 1, . . .) m). 
v=l 
(111.7) 
A in (111.6) is the composite operator corresponding to the matrix (111.1). 
22. Assume that in each S,C’) a norm & and in each S9(Er) a norm 9, 
has been defined. Assume that @(xi, . . ., x,), Y(y,, . . ., y,J are two 
coordinatewise symmetric gauge functions satisfying both the condition 
(1.14) in the corresponding vector spaces of dimensions n and m, then 
we obtain by composition with these norms a norm $ in SE and a norm +!J 
in S,, such that 4” and 16; are their projections. Then, if E and y are 
connected by (111.6), (III.7), we have 
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But here the expression to the right can be written, if we introduce the 
9z-dimensional vector 
and the matrix 
(111.8) 
as lMXjV. As on the other hand we have by (1.12) jz14 = [XI@, we have 
finally 
We obtain, therefore, the general estimate for the operator A in (111.6) 
and (III.7): 
4,,(A) < &,.(w. (111.9) 
In the rest of this paper we shall use, unless the contrary is explicitly 
stated, for Y and @ the special norms 16 Ito (see Sec. 3). The indices of 
II and il shall be usually dropped, unless the norms have to be specialized. 
We have therefore, 
A(A) = max i n(A,,). 
Y V=l 
(111.10) 
From now on we assume through the whole paper that m = YZ and 
all n(A,,) are > 0. We put 
23. We denote the set of elements of S, obtained from SE by the 
transformation (111.6) by S,(A). Then (111.6) establishes a correspondence 
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between Sf and S,(--1). In order that this correspondence be a one-to-one 
correspondence, it is necessar!- and sufficient that the relation .4i = 0. 
i.e. the linear system of equation< 
can be only satisfied by the zero vector in S,, that is only by [,, = 0 
(I’ = 1, . . .) n). Then we can speak of a linear operator 4-l defined in 
S,(A) as an ilzverse of A. If in particular we have in S,(A), ,,l(A-l) < 00, 
that is to say, by (II-P), ‘f 1 we have in S,, A(A) > 0, the operator A is 
called reg~bnr. 
Obserae that by definition (11.3), if the reEation A[ = 0 can be satisfied 
in St by a ~~tzero zlector, theft A(A) = 0. Further, it follows easily from 
the lemma 1 in Sec. 2, that the regularity of A does not depend on the 
choice of @, Iv in the definitions of 4, 4 in Sec. 22. 
We are now going to establish a sufficient condition for the regularity 
of A. 
We shall need the following 
LEMMA 7. Consider the (n x Iz)-matrix (ypy) with 
Y - 0, PP - YP >, 0 (f&v= 1, . . ..n). 
n I 
2 7 yp” < 1 (p=l, ..*,n). 
(111.13) 
v=l I 
If for real x1, . . ., x, we ham 
then all xp are no@ositive. 
PROOF. Let x, be the maximum of all xp. Then we have from the 
K-th of our inequalities 
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and since the expression in parenthesis is by (III.13) positive, we have 
A-, < 0. 
24. We can now generalize the so-called Hadamard’s Theorem on 
nonvanishing of determinants,g in proving directly 
THEOREM -4. 1f for the o$eratav (111.1) all -4,, are regular ofievators 
resp. in S&J’) and we have 
op < 1 (p=L . ..A. (III.14) 
the system (111.12) is ody satisfied in S, for 5 = 0, i.e. 5, = 0. 
PROOF. Otherwise it would follow from (111.12) that 
By lemma 7 we see that then all IE,l are < 0 and therefore = 0, contrary 
to hypothesis. 
If A is an (N x ?/)-matrix partitioned into blocks Ati,,, Theorem A 
gives a sufficient condition for nonvanishing of IA 1. 
The Theorem A is contained in the 
THEOREM B. Under the conditions of Theorem A the operator (111.1) 
is regular in S, and we have 
A(A) > min C&G,) - ~A(&)] = min il(A,)(l - oP). (111.15) 
P v+fi B 
PROOF: By definition of I.(A) we have 
the Minimum taken under the condition Max ItyI = 1. Therefore we 
Y 
’ For bibliography of this theorem, see Taussky-Todd [4]. 
and hence, if 1 = mas l{pI = /,‘,,I with a K = K(E), 
and (111.15) follows irnmediatel>- 
25. In order to generalize the theorems A and B, we need some concepts 
introduced in 1937 (see Ostrowski [S]). 
V’e consider a matrix Af of order ~1 with elements w+,~ such that 
mpp > 0, m,,, < 0 (p#vv;p,v=l, . ..) ?l). 
Such a matrix is called a ~~i~koze~sk~ matrix if we have 
(III.16) 
*L 
~7 
2. m,c=-0 (p = 1, . . .) H). (111.17) 
v=l 
The condition (111.1-I) of Theorem A is equivalent to the condition that 
the matrix I - (o(J is a Minkowski matrix. In this case we shall say 
that the matrix A is of the 2Minko~ski type. 
The concept of a Minkowski matrix can be generalized in the following 
way. Suppose for a matrix it4 satisfying (111.16) there exist R positive 
numbers yl, . . . , 7% such that if we multiply each column of 111 by the 
corresponding y,, the matrix (yl, nz,,) thus obtained is a Minkowski matrix. 
Then the matrix (m,J is called an M-matrix. For an M-matrix M(wz~,,) 
the matrix [(J&J w+,,], which has the same determinant as 111 and 
also the same diagonal elements, is again a Minkowski matrix. 
This can be formulated in the following way: M is an M-matrix 
if there exists a diagonal matrix D(y,, . . . , 7%) with positive yy such 
that D-‘MD is a Minkowski matrix. 
A necessary and sufficient condition for the matrix A1 (m,J satisfying 
(111.16) to be an M-matrix is that all principal minors of Al, including 
the determinant of AV itself, are positive (see Ostrowski [8]l”). From 
10 another important property of an M-matrix A is that its Inverse IS a matrix 
with nonnegative elements. A matrix d for which R-l has nonnegatlve elements 
is calred monotonic. A monotonic matrix is not necessarily an M-matrix; for example 
A= 
II 
-y -; -j”, A-lE+!i; 1 j. 
However, if m the monotonic matrix d the diagonal elements are nonnegative and 
all other elements nonposltlve, this matrix IS an M-matrix (see Ostrowski [24], 
pp. 205-6.) 
METRICAL PROPERTIES OF 0PER;ITOR KITRICES 181 
this it follows in particular that if M is an Al-matrix, then the same is 
true of II{‘. From our definition of the M-matrices it follows that if 
one of the matrices 
11 Wll) -A&) . . . -A(A1,) 
I’ 
VI= -44,) W,,) . * * - w%J 
II . 
I - (c.$“), (111.18) 
--In - A(A,t,) . - . 
is an M-matrix, so is the other. In this case we shall say, that the operator 
(111.1) is of the M-type. 
The following theorem contains and generalizes the theorem A. 
THEOREM 1. If bke ofierator (111.1) is of the M-type, it is regukar. 
PROOF. By definition there exists a diagonal matrix, D(y,, . . . , m), 
such that P1[A]D is a Minkowski matrix. Then, if we consider the matrix 
as an operator similar to A and defined both in the spaces S, and S, and 
transforming them into themselves, the operator K = PIAD is an 
operator of the Minkowski type, and therefore we have n(A) > 0. But 
then it follows from A = DAD-l and the inequality (11.15) that 
ii(A) > &$n(D)n(o)-l) = 1(a) min yVmjn f > 0, Q.E.D. 
Y Y 
26. From the Theorem 1 it follows that under the conditions of this 
theorem the operator A establishes a one-to-one correspondence between 
S, and a subset S,(A) of the space S,. Assuming a little more about the 
space S, and the A,, we can even prove that S,(A) is the whole space S,. 
We shall assume about the space S, that it is com$Eete for tke norm t$, 
that is, a so-called Banach space for 4. A linear space S normed by 4 
is called complete for this norm, if it has the property that for any sequence 
6, of elements of S such that 15, - &;*lc tends to 0 as ICI, v + 00, there 
exists an element a of S, the limit of E,, for which IE, - aI6 + 0 as v + co. 
With this definition we have the 
THEOREM 2. If S, is a Banach space for the norm 4, if each A,,,, in 
(111.1) engenders a one-to-one correspondence between St@‘) and S,,@) and 
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A is of M type, then S,7 is a Banach space for I/ and A engenders a oue-to-om 
correspondence between SE ad S,,. 
PROOF. The linear operator in S:, 
engenders a one-to-one correspondence between St and S,. It is therefore 
onlv necessary to prove that klA = (A,&lA,,) establishes a one-to-one 
correspondence between SE and St. We have by (11.22) 
and by the hypothesis about [A] there exist IZ positive numbers yi, . . . , yn, 
such that for the diagonal vector D = D(y,, . . . , Y,J it follows 
n 
2 +l;: A,,) < 1 (p = 1, . . *, n). (111.19) 
v=l 
In order to prove that the equation d-IA6 = 5 is solvable in 6 from 
S, for every [ from St, it is obviously sufficient to prove that the equation 
pl&lADe = [ is solvable in S, for any 5 from SE. But here we have 
D-I./i-l/ID = I + K, K = (&A 
and by (111.19) and (IIJ), applied to K, IJ = IKl, < 1. 
We shall now prove that the equation 
has in SC a solution for every [ from SE, as long as o = 1 K jm < 1. To 
that purpose consider the sequence 
pj= C(- 1)v-P~ (P=O,l,...) 
V=O 
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We have obviously 
and 
we see that the sequence t(P) tends, as p + co, to an element f of SE. 
But then it follows from (*) that KE = c - 6, (I + K)% = 5, and our 
theorem is proved, as the completeness of S, now follows from the 
boundedness of A (A). 
27. We collect in what follows different sets of conditions for the 
matrix M = (m,,) to be an M-matrix. 
Put 
(111.22) 
\Ye shall further consider numbers a, $, q satisfying the conditions 
O<a<l, (111.23) 
Pa 1, 42 1, (111.24) 
where the couples p = 1, q = 00 and q = 1, p = CXJ are also admissible. 
28. Then each of the following conditions (a)-(i) is sufficient for 
M to be an M-matrix.ll 
l1 For the bibliography, see Ostrowski [ZC], p, 189 and Ostrowski [35]. 
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(a) We ha1.e for the triplet X, #, 4 satisfying (111.23) and (111.24) the 
inequalities 
(b) The conditions (111.25) can be weakened to the simpler conditions 
(c) The conditions (111.26) can be again weakened to the conditions 
/m,,l> aQup + (1 - a)Cpc.(l-a)q (P = 1, . . ., 4. (111.27) 
(d) Taking a = l/p, 1 - a = l/q, we obtain from (III.25), (111.26) 
and (111.27) corresponding conditions involving R, and C,. 
(e) Taking q = 1 or p = 1, we obtain from (111.25), (111.26), and 
(111.27) corresponding conditions involving, besides the expression (11.20), 
the expression (III.21). 
(f) We have for a couple p, q satisfying (111.24) 
n 
c 
P=l 1+ - 
( j 
,Lpp, q < l, 
R P,P 
(111.28) 
and of course the condition obtained by applying (III.28) to M’, is also 
sufficient. 
(g) Specializing (111.28) for 4 = 1, p = cn7, we obtain the condition 
(111.29) 
and of course the corresponding condition implying m,‘, if we apply 
(111.29) to M’. 
(h) We have 
( 
T w-4 (l+T)“- (1: t)” > ‘O (111.30) 
or the corresponding condition for M’. 
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(i) Form successively 
(111.31) 
Then we have 
P,< 1 (p = 1, . . . ) 12). (111.32) 
This condition, too, can be applied to M’. 
(k) M is irreducible and the inequalities (111.25) hold with the >-sign, 
but in one of these relations we have >-sign. 
29. We obtain now from the Theorems 1 and 2: 
THEOREM 3. If one of the conditions (a) - (k) is satisfied for the matrix 
[A], artd each A,, is regular in S&P), the operator (III. 1) is regdur. If, further, 
S, is a Eunuch space for 4 and each A,, establishes a one-to-one correspondence 
between S,C’) and S,,(“), then S, is also a Bunuch space for #, ulzd A establishes 
a one-to-one correspondence betmeen S, and S,. 
30. We assume now that we have 
SC = s,, sp = sp (v= 1, . . ..a). (111.33) 
and are going to discuss the eigenvalues of A (cf. Sec. 19). Observe, 
that if such an eigenvalue ;3 exists, then the operator A - AI is certainly 
not regular. 
To the operator A and our choice of the norms corresponds the matrix 
441) 4%2) * - - 4AlJ 
T _ 44,) 44,) . . . 4&J 
A- (111.34) 
. . . . . . . . . . . . . . . . . . . . . ...*. 
&%t,) 44n2) . . . Al 
This is a matrix with nonnegative elements which has a maximal root 
AT > 0. Then we have 
THEOREM 4. If tke &&ions (111.33) hoEd, tke modz~li of all eigenvalues 
of A are Less than OY equal to AT.12 
I* In the special case of symmetric matrices, see Kantorovitch [25], pp. 477-478. 
For some classes of linear integral equations, see Picone [26]. 
31. PROOF. Let (p,, . _ , p,,) be the left-sided eigenvector of -1‘, 
corresponding to Jr. Then we have 
(111.35) 
\\-e prove Theorem 4 first under the assumption that all P/t are positive. 
Let 4 be an N-dimensional right-sided eigenvector of A corresponding 
to an eigenvalue A. Decomposing E as in (III.3), we hare 
and therefore 
where at least one of the /[,I is greater than 0; therefore Zlfzl pLc~~I~j > 0. 
Multiply (111.36) by p,, and sum over ,U from 1 to IZ. Then, using (III.35), 
we obtain 
Dividing this by Z:=, fipj~Bi, we obtam ]A1 < AT and this proves our 
theorem, if all p, are fmsitiw. 
32. On the other hand, by a theorem of Frobenius, all p, are positive 
if the matrix TA is irreducible, that is to say, cannot be transformed 
IP 011 
by cogredient permutations of rows and columns into the form 
I ~~ RQ 
Our theorem is now proved /CW any irvedzlcible matrix. 
To complete the proof of Theorem 4, it is sufficient, therefore, to prove 
the following 
LEMMA 8. Suppose that t/ze operator matrix (III. I) has been reduced 
bzt a cogredient @wazctation of YOWS and columns to the form 
(111.37) 
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Where P,, P,, . , . , P,,, are square irreducible matrices. Then each eigewalue 
of A is eigenvaZz4e of one of the matrices P,, P,, . . . , P,,. 
33. PROOF OF LEMMA 8. We use induction on m. Denote the elements 
of (111.37) again by A,, and let p be the order of P, as a submatris 
of (111.1) relative to the A,,. Then we have for an eigenvalue A of (III.I), 
if the corresponding eigenvector E is ([r, L ): .. *> 58 
P 
Ay A,, 5, = 2, (n= 1, . . ..P). (111.38) 
K=l 
P n 
2 A,, 8, + p&=&4 (/I = p + 1, . . .) Pz). (111.39) 
lc=l u=p+1 
If now one of the tr, . . . , lP does not vanish, ;1. is an eigenvalue of 
6. If we have Er = . . . = lp = 0, then we see from (111.39) that il 
is an eigenvalue of the matrix 
b%K) (j-b K = p + 1, . . -> n), 
for which m is to be replaced by m - 1. This proves Lemma 8 and 
Theorem 4. 
Applying to the matrix TA the bounds derived in Theorem 3 of our 
note (Ostrowski [35]), we obtain then as an upper bound for the moduli 
of all eigenvalues of A the expression 
where 01, p, q are arbitrary constants satisfying (111.23) and (111.24). 
34. From now on we assume for the rest of this section that 
(A) The operator A is of Minkowski type; 
(B) The operator A establishes a one-to-one correspondence between 
SE and S,. 
From (A) follows in particular that all operators A,, are regular in 
the corresponding spaces S, (P). From (B) follows that the inverse of A, 
the operator B, is defined in S, and to each generalized vector (111.5) 
corresponds by B a generalized vector (111.3). We have then 
i 
p = 1, . . .) n, 
B = (B,“) 
1 v=l,...,n ’ 
(111.41) 
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where the operator BPV transforms the general element of 5,“” into ail 
element of SC(L1’, and it follon~~ 
If we put this into the espressions (111.7) we obtain 
q,, = ++Lj~~tw 
and therefore 
35. Lye put now13 
t,, = 2 up&. 
H=l 
(111.42) 
(111.43) 
(111.44) 
From (111.42) it follows obviously, if ,u # 11, that 
and therefore, taking in the last relation ,1 on the left and on the right 
and using (11.16) and (11.14), 
A(A,)rl(B,,) < 2 A(A,,)W,,). 
K# p 
Dividing here on both sides by 4Ap&i(B,,) we obtain by (III.ll) and 
(111.43) 
13 Observe that to A,J, $ and Ati,+ for A and A,, correspond rl+,t and A+,+ for 
B and B,,. 
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On the other hand, for !J = Y we have from (111.42), putting 
Cv = Ay A, B,,, 
K#Y 
-4,,, B,, = T - c,. 
36. From (111.46) we have, by (III.44) 
(111.46) 
(111.47) 
Wv) < ~&L,)~(&v) = &L)&L) 2 ctv,$m 
K#” K#Y 
Wv) < 4 &L)~(&,). (111.48) 
Therefore, taking in (111.47) on both sides (1 and using (11.16) and 
(111.48) 
But from this it follows, if t,, < 1, 
13.&)4&v) < & (iv < 1, IA 1 # 0). (111.49) 
” 
On the other hand, if we take A on both sides of (111.47), and apply (11.19b) 
on the left and (11.12) and (III.48) on the right, we get 
&L)@w) 3 & - (111.50) 
Y 
37. Combining (111.48) and (111.49), we can write 
A(C”) = g , 0 < 8”’ < 1(t, < l), (111.51) 
Y 
and again, combining (111.49) and (111.50), 
(111.52) 
38. THEOREM 5. Under the assumptions (A) and (B) (Sec. 34) we leave 
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PROOF. Observe that we hal-e, by definition (111.43), BP,8 = 1 
(p = 1, . . . , 12). \Ve will first prove that we have 
&, ,< 1(/l, 1’ = 1, . . . , It). (111.54) 
Indeed, otherwise we would have for a couple (!I, Y), pI(,, > 1. Assume 
then that for the corresponding V, max,8,, = fiky > 1 and apply (111.45) 
with ,u = K. Then we obtain 
Dividing this by Pk,,, we obtain ok > 1, contrary to (111.14), Therefore, 
(111.54) is indeed true for all ,u, 1’. But now it follows from (111.45) that 
Q.E.D. 
r=l rc=l 
Introducing (111.53) in (111.44) and using (III.ll) we obtain 
39. Some sharper estimates for & beyond those of Theorem 5 can 
be obtained. We give here one such estimate. 
THEOREM 6. Under the conditims of Theorem 5, we have 
(111.56) 
PROOF. We choose an index Y arbitrarily and keep it fixed during 
this proof. Put 
Then a, and /I, are components of two (?z - 1) dimensional vectors 
a and p. The matrix 
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is a matrix of the order 12 - 1, and the inequalities (111.45) can be 
written in the form 
a’ > p’ - up’ = (I - q/Y. (111.57) 
(The inequality between two vectors of the same dimension is meant to 
be componentwise.) From the conditions (111.14) follows by the definition 
(11.5) 
40. By Lemma 5 of Sec. 19 we see that the moduli of all eigenvalues 
of U are < 1. Therefore, we have the convergent development 
and we see that the matrix (1 - U)-l is nonnegative. We can therefore 
multiply the inequality (111.57) by this matrix and obtain 
p’ < (I - U)-1 a’, 
p’ - a’ < (I - q-1 Ua’. 
Taking on the right the norm corresponding to Illa,, we see that 
p, - ap d \(I - q-l qm /a/x (P # 4. (111.58) 
We have on the other side 
and therefore from (111.58) 
Q.E.D. 
IV. BOUNDS FOR THE DETERMINANTS OF PARTITIONED MATRICES: 
DIRECT DISCUSSION 
41. We consider in what fohows an (N x N)-matrix A partitioned 
into blocks as indicated in (III.l), so that each operator A,, is now an 
(m, x m,)-matrix and of course m, + . . . + m,, = N. 
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Let D be an (tiz, x ?tiA)-matris (K # A). Replace in ii all LI,, by 
corresponding unity-matrices, -dKh by D and all other A,, by zeros. U’e 
obtain a matrix 114 with the determinant 1. If we $vemultiply .J by M, 
this results in adding to the K-h row of ,!l the il-th row @multiplied 
by D, and the determinant of A is not changed by this operation. If we 
postmultiply A by 111 this results in adding to the a-th column of 9 
the K-th column postmultiplied by D, and the determinant of A is again 
not changed. 
Observe that in adding the rows the premultiplication by D cannot 
be in the general case replaced by the postmultiplication and in adding 
the columns the $ostmultiplication is essential. 
42. Assuming that for the matrix (111.1) we have 
IA / # 0, (IV.1) 
we can write the inverse matrix B in the corresponding block form 
where again each B,, is an (m, x m,)-matrix. 
It follows now from (11.26), replacing A by - C, from (III.47 and 
using (111.51), 
and from this it follows 
(IV.3) 
(IV.4) 
On the other hand, if we replace in (11.27) B by C, and use (IIILil), we 
obtain 
(IA,, &,I - 11 < (1 - U-“” - 1 
43. In what follows we denote by 
(h < 1). (IV.5) 
(IV.6) 
the matrix obtained from (111.1) by deleting the block-rows with the 
indices pl, . . . , pk and the block-columns with the indices or, . . . , vk. 
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The determinant of A will be denoted by D, and the determinant 
of (TV.6) by 
qiy.:::!). 
(IV.7) 
If all matrices A,, were scalars, we would have for the general element 
BFy of the inverse matrix (1V.B) the relation BP,, = (- l)“+’ D(L)/D. In 
the general case this formula is also true, by a theorem of Jacobi. \\‘e 
need only the following special case, which we shall prove directly: 
lB,,I=D P 
i Ii 
D 
P I 
(DfO, /X=1 )..., n). 
PROOF. To simplify the notations we consider the case ,U 
is obviously sufficient. Then we use the identity 
B,, 0 . . . 0 I A,, . . . A,, 
A B,, I . . . 0 = 0 A,, . . , ABn 
B.1 . . . I ii6 A,,2 .a. A,i~ 
which follows immediately from 
n 
AB = I,2 A,, B,, = t&v, 
r=l 
(IV.8) 
1, which 
(IV.9) 
where 6,, = I,,,P and for ,u # Y, S,, is the zero-matrix of corresponding 
dimensions. 
By taking determinants on both sides of (IV.9), (IV.@ is proved. 
44. THEOREM 7. Under the cond~licm of Theorem 5, we have lB,,I # 0 
and 
Indeed, we have from (IV.8) 
I 
D 
- 
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and this lies by (IV.3) between the limits (1 - tJml and ((1 - ti)/( 1 - 2t1))‘nl, 
and therefore, by (111.55), between the limits 
45. THEOREM 8. Rearrange crT1,02, . . . ,cs+, decveasiqly : 
‘T’>d’> . > or“’ . . I 
The assertiom of Theorem A is Set . 24 atzd Theorem 7 remain valid ii fhr 
colzdition (111.14) is refi/aced /I!! 
da” < 1. (IV.12) 
PROOF. Observe that the condition (IV.12) is equivalent to the condi- 
tion 
0s t, < 1 (v= 1, . . ..n). (IV.13) 
Indeed, if 0, < G” we have t, = CJ’ and if cv = a’ we have t, = 0”. VVe 
need only to consider the case where U’ > 1, a” < 1. Put 6 = Va”/a’ 
and assume that we have 0’ = a,. Multiply the k-th block-column of 
the matrix (111.1) by b and divide the R-th block-row by 6. \Ve 
denote the matrix thus obtained by d and generally its determinants 
corresponding to D (:I: ::::~~~)by~[~~~ ::::::),Thenwehaveobviouslr 
fi=D, ~(~~;:::;r:i=~(~~;:::;~~). (IV.14) 
Denote the expressions corresponding to o,, and t, in the case of the matrix 
Lt by & and Q,,. 
46. Then we have, if Y # K: 
As to S’,, we have 2, = o,/b =va’of’. Therefore, we have generally, 
v 
-- 
if 1’ # K, $,, = GK = a’a” and 
i, < max $ = (7”IS = va’ b”. 
VfK 
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and 13, Q, < C/U” = (T, t,, that is 
&2, < cry TV. (IV.15) 
Since all 6, < 1, we have B = D f 0 and the assertion of Theorem A 
follows. Further, applying (IV.lO), by (IV.14) and (IV.15) 
.,I.~,(:)~ II&lP - 31 Wan IDI >, D ; I 01 
Il4lll(l - %GP, 
and this proves (IV.10) for D. 
Further, if crlzl < + we have G,f, < Q; therefore, (IV.ll) can be 
applied to D and we obtain again (IV.ll) for D. Theorem 8 is proved. 
4i. Applying repeatedly the inequalities (IV.10) and (IV.ll), we 
obtain now 
THEOREM 9. If all tp,(v = 1, . . , , a) are < 1, then me have 
!,All~/i,,A.“l,~~l-r.o,)“~. (IV.16) 
V==l v=l 
If we have further, T, ar -=c Q(Y = 1, . . . , n), we have 
We obtain more precise results if we introduce the sums 
Y” = c 6, (v= 1, . . ..n- l), (IV. 18) 
K>!J 
1, = 2 a,, 
K<V 
(Y = 2, . . ., 92). (IV.19) 
Then in the inequality (IV.lO), cl can be replaced by yl. 
On the other hand, if we reverse the order of all rows and columns 
in D, we get instead of Ye, . . . , r, --1 the numbers E,, I,, _ I, . . . ,1, and obtain 
from (IV,lO) the inequality 
(IV.20) 
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48. \\‘e now apply the inequality (117.10) to D (;), D(;; ;I, . ..a 
If we now apply to D repeatedly the inequality (IV.20), we can 
of course use instead of the I,,, the expressions 
Then we obtain 
(IV.21) 
and therefore 
t’ = 1 v=k+l 
49. Correspondingly, we obtain from (IV.11) 
(W-23) 
(IV.22) is valid as soon as we have T,U, -=ZZ 1 (Y = 1, . . . , n), (117.23) if 
we have 7, u, < + (II < I, . . . , n). k can be chosen arbitrarily in the 
range 1, . . ., n. 
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However, we obtain obviously better bounds if instead of using (IV.22) 
and (IV.23) schematically, we apply inequalities (IV.10) and (IV.20) 
in such an order as to diminish conveniently at each step the values of 
Y, and I,. 
1'. LOWER BOUNDS FOR DETERMINANTS OF PARTITIONED MATRICES: 
USE OF lW-DETERMIN.INTS 
50. Form now the determinant 9 of the second matrix (III.18), 
n = (I - a$ = n,, (V.1) 
where act” are defined by (IIT.ll), and denote generally by !Sk, Dk the prin- 
cipal minors of G, D obtained by deleting the last K - 1 rows and columns. 
We can obtain a lower bound for the modulus IDI of the determinant D 
of A in terms of Q and the n numbers lAPPI, provided that J2 is an M 
determinant that is the determinant of an M-matrix in the sense of 
Section 25. Deriving this bound we can assume, without loss of generality, 
that we have for the orders of the A,,)(, 
ml>m,> . . . am,-,>m,, (V.2) 
since this can be always achieved by a suitable cogredient permutation 
of rows and columns. 
THEOREM 10. If the determinartt (V.l) is ayE M-determinant, we have 
51. In the proof of Theorem 10, we shall have to use 
LEMMA 9. If 1cf = Imp,, is an M-determinant, that is, the determinant 
of an M-matrix irz the sense of Sec. 25, and if we have 
then 111 = /T$z~~,,I is also an M-determinant, and we haoe 
h?f>M. (V.5) 
The proof of this lemma is contained in Ostrowski [24], p. 187. 
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It follows from our lemma that if we have in particular an W 
determinant ]I - aP,,,( (aplt = 0) and if we have 
then 
If the a@,, in some rows and the corresponding columns are replaced by 
zeros we obtain the corresponding minor of the determinant (V.l). M-e 
see, therefore, that we have for the determinant (V.l) 
n,sJ?n,< . . . <L&Q. (KS) 
52. PROOF OF THEOREM 10. Define the partitioned matrix ,d by 
J=(A,l/ . . . + A,‘)‘4 = (A,,l A,,). (V.9) 
In a, the blocks along the diagonal are unity matrices, and the constants 
corresponding to ayv in (III.Il) are then by the last inequality of 
(11.22) 
n 
apv = A@,-, A.J < A(A,,)/W,,) = a,” (~#fY;/~,V=l,..., n). 
(V. 10) 
We have therefore, by (V.7), 
and since we have for the determinant of .I 
(V.12) 
the inequality (V.3) follows if we prove the corresponding inequality for 
A^. We can therefore assume from the beginning that we have 
44, = 1, P (p = 1, . . .) Tz), (V.13) 
and have to prove 
IDI 2-a (V.14) 
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53. We denote the matrix (a,,) by L and consider the development 
(17.15) 
the convergence of which follows from the discussion given in Ostrowski 
M], pp. 79-80. On the other hand, if we represent A in the form 
-4 =1+c, c = ((1 - ~p’Y)&J, (VSG) 
where a,,,. is Kronecker’s symbol, we obtain the development 
T 
B = A-1 = (I + C)-1 = 2 (- 1)* CK, 
K=O 
where the bounds A of single blocks in the partitioning of C* are majorated 
by the corresponding elements of L”. But then (V.17) is convergent, 
since (V. 15) converges ; and B is majorated by (I - L)-l in the 
sense that A(&) is not greater than the corresponding element in 
(I - L)-I. 
54. Applying this to B,,, we obtain 
-&,&lw) G 2 ’ 
1 
From (II.24), it follows that 
,,I n 
VMS$. 
1 
(V.18) 
(V.19) 
On the other hand, we have IBnW/ = I&/D, and therefore, raising 
(V.19) to the m,-th power, 
Applying this successively to II,, D,, . . . , we obtain the further inequalities 
200 OSTROIVSKI 
where D, = 1 - Q,, D, = II, .!!, = Q. Multiplying these inequalities, 
we have 
But here in virtue of (\‘.S), the expression on the right is not increased 
if we replace all my by m2 = MZ; thus we obtain (V.14), Q.E.D. 
55. To derive from (V.3) a lower bound for II) depending on the 
(T,, we rearrange the CT” dccveasingly and denote them by. 
u’ > 0 2 . . . > u(n). 
U’e put further n = 2k + E, c = 0 or 1. 
In what follows we try to find a lower bound for JDI depending on 
the ~(~1 and not on the special arrangement of u(‘) given by the (T,. 
The condition of Theorem 9 becomes cr’ a” < 1. Under this condi- 
tion a lower bound for the determinant Q is given (Ostrowski [S], 
P* 76) bY 
J-2 g3 (1 - (T’ a”) . . , (1 - (TfZk - 1) &y. (V.22) 
We have, then, from (V.3) 
However, applying the method used in the proof of (V.22) directly to 
the development in (V.211, the bound in (V.23) can be considerably 
improved. 
56. We can assume in the following discussion the validity of (V.2), 
(V.13) and (V.21) and also that all us, are > 0. Rewrite (V.21) as 
IDI > T E-J~Sl)~-1-“nSL)~-2-mn-1 . . . Q~--.“*, (V.24) 
where all exponents on the right are > 0. We have now to discuss the 
lower bound of T for all non-negative apK subject to the conditions 
apK = up, a - 0, PP - $M z 0 (,G K = 1, . . . ) n). (V.25) 
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Our result will be, that if G’ o” < 1, 
(V.26) 
and, if we drop the assumption (V.13), 
THEOREM 11. If the determi~tant (17.1) is a~ M-determinattt aud 
do” < 1, arzd if we have (V.Z), then 
> fl (1 _ g(2K - 1) &4)m~y (V.27) 
KC1 
Observe that in this theorem the bound depends only on the total set 
of all ~1“) and not on the special permutation of the &) which gives the 
sequence gv. 
57. We begin now with the proof of (V.27) and (V.26). 
The set (V.25) being a closed set, the minimum of ir‘ exists and is 
by (V.22) positive. Consider now for one ,u, two elements, aflK,, ayK,, 
K1 # K2 # ,,u, arbitrarily chosen and assume that all other accc have the 
values corresponding to the minimum. Putting 
aw, + a,,, = 4 up, = x, ai% =a-x 
and assuming that a > 0, consider the logarithm of T as a function of X, 
n-l 
log T = WbJoga, + ,r (m-,+1 - mn--v+*) loga, (V.28) 
V=2 
and observe that each Q,, is with respect to x either a constant or an 
integer linear function in the interval 
O<x<a. (V.29) 
On the other hand, we have for arbitrary a, /I, p # 0, as long as 
a + Px # 0, 
We have therefore on the segment (V.29) 
d2 log T 
dx2 
<O (V.30) 
unless T is cordant in .I. But a function satisfying (V.30) on (\-A!,) 
can nerver assume a minimum inside (L’.;19) and assumes therefore its 
minimum \ralue only at one or both endpoints. Therefore we haIre either 
ci I(“1 = 0 or aEtKc, = 0, and the same can be assumed if T is independent 
of .Y. Checking in the same \vay all couples of a,,, situated in the same 
row, we see that the minimum of T is attained for such \.alues of a,,!< 
that for each ,u, only one of the apK = G!, is > 0, while all other ccflti vani+. 
58. The determination of the minimum of T is from now on essentiall~~ 
combinatorial problem. 
\I’e assume now that Q is a determinant with units along the diagonal 
kvhich has in each (!I-th) row - s!, as one element and all other elements 
off the diagonal = 0. 
\Ve decompose the matrix of !2 into its ,,irreducible parts“ 
If in a (/l-th) column the only element # 0 is 1 in the diagonal, then 
the corresponding irreducible part is the scalar matrix 1, which will be 
described as (,u) where (,u) is a cycle of one element. after deleting the 
rows and columns of SL! which correspond to single cycles, we obtain 
again a matrix which contains off the diagonal in each row exactly one 
element <’ 0 - since the deleted columns did not contain an:- .-- cr,. 
at all. 
This matrix can again contain irreducible parts corresponding to 
single cycles if it has columns containing 1 as the only element # 0. 
Proceeding in this way, we finally come to a matrix which contains in 
each column at least one element - cr,,. But then obviously this matris 
must contain in each column exactly one element off the diagonal equal 
to one - D,,. 
59. Unless the matrix of D can be decomposed into irreducible parts 
each corresponding to a single cycle, we arrive finally at a matrix !$ 
which has off the diagonal in each row and in each column exactlgv one 
element - G, while all other elements off the diagonal are = 0. 
Consider now in J? an element - G,., in the vl-st row. If this element A 
is in the v,-nd column, then Sz contains - cr,, situated in the v,-rd column, 
etc. In the sequence vl, v2, v3, . . . we must have repeated indices. If, 
for instance, the first repeated element is vk = v,, then we have in the 
(vk-th) column the elements - oYk _ 1 and - CJ,,~ _ 1, and since this column 
contains only one - 05,, we must have also vk-, = Jr5 , Proceeding 
in this way, we see that 11~ is the first repeated index. 
If then v1 is repeated for the first time as v, i-1, consider the s row> 
with the indices vl, . . . , I’,. The - gV lying in these rows lie already 
in the columns with the indices trom the same set, while all elements 
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in these rows corresponding to the complementary set of columns vanish. 
Consider then the matrix of order s corresponding to these s rows and 
columns, which will be denoted by (q, 1-1~~ . . . , 11,). If by a cogredient 
permutation of rows and columns we bring each oyK into the K-th row, 
we obtain the matrix 
1 -G, 0 0 . . . . . . I 
~ 0 1 -Q 0 . *. . . . ~ 
i 0 
~ ’ (V.31) 1 - ov, - ] 
-ov . . . s 0 1 1~ 
We see now that (or, . . . , v,) is an irreducible matrix, the determinant 
of which obviously has the value 
I(91, 92, . m -, 9s) 1 = 1 - cy, cJ’yo . . . flYA. (V.32) 
60. Observe that we arrive at the same matrix (v,, r2, . . . , IJJ if we 
start with any one of the elements yl, ?ka, . . ., v, and therefore the symbol 
( 1’1, 1’2, . . *, 9,) can be also interpreted as the symbol of a cyclic permutation 
of order S. 
Proceeding in the same way, we finally decompose the matrix of !? 
into a number of irreducible parts each corresponding to a cycle of an 
order s > 1, where two different cycles have no indices in common. 
This decomposition is of course not necessarily a total decomposition 
of Q, since there could be certain - q, outside of the matrices of the 
type (V.31). However, since the expression T in (V.25) consists only of 
~rimi$zl minors of D, we can replace all elements of 8 outside of our 
irreducible parts by zeros without changing the value of T. 
We see, therefore, that it is sufficient to consider the matrices sl! which 
are direct sums of matrices of the type (V.31) and of scalar matrices 
of order 1 corresponding to the decomposition of the general permutation 
of n indices 1, . . ., n into a product of cyclic permutations without 
common elements. 
61. Lye are now going to show that it is sufficierzt to consider the 
decompositions into sivtgle and binary cycles, i.e., cycles of the types 
(4 and bl, ~~1. 
Indeed, let 
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be a cycle of order s > 2 and the corresponding determinant 1 - CJ,, . . .u,, \ 
If we repIace the cycle (V.33) by a product 
0’1, Q)(%)~ . ’ (4, 
what happens to the factors of T m (\r.25) ? 
(1’.33) 
In the case of the cycle (\‘.33) the factor 1 ~~ D,,, . . .gyS goes o\er 
unchanged into 52, as long as all indices II, . , ., II - k + 2 remain 
different from all I’~, . . _, ra. -4s soon as one of the indices n, . . . , 
?z - k + 2 is equal to one of the indices vi, . . . , v,, the above factor 
is to be replaced bj’ 1. 
If now the cycle (V.33) is replaced by (\‘.34), the determinant (17.33) 
is replaced b)r 1 - IJ”~ oivE and therefore decreased. On the other hand, 
this factor will be replaced by 1 either from the same index on as (1,‘.33) 
or later. In any case T will decrease. We need therefore indeed onl! 
to consider the decompositions into single and binary cycles. 
On the other hand, if the decomposition contains two single cycles 
(v,), (Y.J, we decrease T by replacing them by the binary- cycle (vl, 11~). 
Indeed, then some of the B,, acquire the factor 1 - crpI ov,, while the 
other remain unchanged. Using this repeatedly we arrive finally at a 
decomposition of the matrix (Q) of J2 into the” direct sum 
(V.35) 
Indeed, the scalar matrix of order 1, which remains for odd II, does 
not contribute anything to T and can therefore be omitted. 
62. Put 
(K = 1, . . ., k), 
(V.36) 
We can assume without loss of generality that 
A1 > II2 > * . * > AR. ; mAL~m,< . ..Irn%.. - (V.37) 
Then the determinant (1 - oflK oil,) occurs in Qi, . . . , Q,- A,+L but no 
longer in LJ2, - AK f2. The total exponent of this factor is then 
%2+(%-1--m,)+ **. +(mn I( --AK-l)=m.K?kl 
and we obtain for T correspondmg to (V.35) 
l-z (1 -crP1q)m~~. .(l - q@j?. .(l -c&cr~k)mA~. (V.38) 
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Il’e have now to discuss the minimum of (V.38) if the CT” undergo 
all possible permutations while the indices /l,, 1, remain fixed. We 
use to this purpose the 
LEMM;Z 10. If in the expressio?z 
(1 - blS)P (1 - /8s)P 
we have a > 0, /? > 0, 
s>s>o, P~pPoo, 1-as>1-+>1---ps>0, - 
then, by interchanging S and s we have 
(1 - aS)P (1 - /Is)’ > (1 - as)P (1 - /?S)p. 
PROOF. We have from (V.39) easily a < /I and therefore 
(1 - aS)(l - Ps) > (1 - as)(l - /IS), 
as the differences of both sides of (V.41) is 
(S - s)(p - a) > 0. 
Raising (V.41) into the p-th power we have 
(1 - CLs)P (1 - psp > (1 - as)+ (1 - ps)~ 
(V.39) 
(V.40) 
(V.41) 
and now (V.40) follows immediately by (V.39), since we have 
1 - ps > 1 - ps. 
63. After a convenient permutation of couples (uPK, aA,) we can assume 
that the determinant 1 - uPg gAR is the smallest among all determinants 
1 - fJPKu~K(K = 1, . . .) K) and that we have generally urtc > oAK 
(K = 1, . . . . k). If then oPh is not the greatest among all or, there 
exists a K < ,& such that we have 
and either aP, = u’ > gPR or (TV = C’ > oPh. Using the lemma 10 and 
(V-37) we can then diminish TKby permuting the values of CT,~ and CT’. 
We can then assume that CT,~ = c’. In the same way we can then make 
Udk = a”, and the last factor in (V.38) becomes 1 - u’ d’. 
64. We consider now first the case of an odd n = 2k + 1 where there 
exists a single cycle corresponding to an index ,LL, and we have to show 
206 OSTROWSKI 
that /L can be assumed as > &. Suppose indeed that we had Ak > {I, 
where either K == 1 or the next 1, _ 1 i ,u. \Ye then have to consider 
two cases according to the po4tion of ,I[~. If we have 
then we can interchange the indices ,U and A, without violating (V.36) 
or (V.37), and then we get ,H > A,. If we have, on the other hand, 
then we put ,u into the position of ii,, ,u~ into the position of ,L’, and 
A, into the position of ,M,. Equations (V.36) and (V.37) are again not 
violated, and we have again ,U > A,. On the other hand, in both cases 
1, decreases while all other A, remain unchanged. Therefore in (V.38) 
the exponent mA is replaced by another which is not smaller, while all 
other exponents Remain unchanged. We see that without increasing ir 
we can make /1 > A,. Repeating the same procedure if necessary, we 
finally arrive at the distribution of indices where ,U > 3Lk and T is not 
increased. We shall therefore assume from now on that for n = 2k + 1 
we have 
3k + 1 = ,LL > ;Ik. (V.39) 
65. We are now going to show that without loss of generality we 
can assume that 
(V.40) 
Indeed if we have already ,+,? = 1 but jlk > 2, then all other il, are 
also > 2, and therefore there exists a K < k such that pK = 2. But then 
we can interchange the indices AR and ,u~. Then (V.36) remains true in 
virtue of (V.37). AK and therefore mA K remain unchanged, while ma, is 
replaced by m2 > mAk. 
If on the other hand we have ,I(~ > 1 and therefore by (V.36), 
A, > 2, then there exists a K < k such that ,u~ = 1. If we inter- 
change now ,& and ,u,, (V.36) remains true since we have 1, > jik > jl(Ak, 
and the exponents in (V.38) are not changed. But now we have ,& = 1 
and can proceed as above. We can therefore assume now the validity of 
(V.40). 
66. If we denote now by SL! the determinant of order FZ - 2 obtained 
from L? by dropping the last two rows and last two columns, we have 
Q = (1 - 0’ ay2. (V.41) 
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If d,. (v < ~2 - 2) is defined in the same manner as Q,., then we ha1.e 
a, = (1 - u’ o”)si, (Y < n - 2). (V.42) 
\Ve introduce now (V.42) into the expression (V.24) for T and observe 
that we have in virtue of (1’.40) GM _ 1 = Z - 0’ d’. Then we obtain 
T >, (1 - (T’ a”)*, F‘, (V.43) 
where 
T &jrl”l@-“1 , . . q?ngB-~N-4~ (u-4) 
But then if we assume that the assertion (V.26) is true for ?+, we obtain 
from (V.43) the assertion (V.26) for T. We have therefore only to pro\le 
that (V.26) is true for PZ = 2 and 12 
67. In the case n = 2, we have 
q 3. 
T zzr (1 - ,-J’ u”)+‘k. 
For 72 = 3, we have again 
i l a12 0113 
D=L$=(O 1 --CT2 =l-CM’=!?,, 
0 -u3 1 
I’ z.I (1 - G’ (J”)% +(ml- %) = (1 - g’ u”)%. 
(V.26) and Theorem 11 are now proved: 
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