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ABSTRACT: Structural reliability analysis is typically performed based on the identification of
distribution types of random inputs. However, this is often not feasible in engineering practice due to
limited available probabilistic information (e.g., limited observed samples or physics-based inference).
In this paper, a linear programming-based approach is developed to perform structural reliability
analysis subjected to incompletely informed random variables. The approach converts a reliability
analysis into a standard linear programming problem, which can make full use of the probabilistic
information of the variables. The proposed method can also be used to construct the best-possible
distribution function bounds for a random variable with limited statistical information. Illustrative
examples are presented to demonstrate the applicability and efficiency of the proposed method. It is
shown that the proposed approach can provide a tighter estimate of structural reliability bounds
compared with existing interval Monte Carlo methods which propagate probability boxes.
1. INTRODUCTION
The various sources of uncertainties arising from
structural capacities and applied loads, as well as
computational models, are responsible for the fail-
ure risk of civil structures and infrastructure. In an
attempt to measure the safety of a structure, it is
necessary to quantify and model these uncertain-
ties with a probabilistic approach so as to further
determine the failure probability (Melchers, 1999;
Ellingwood, 2005; Li et al., 2015). In this proce-
dure, the identification of the probability distribu-
tions of random variables is crucial. The uncertain-
ty associated with a random variable is practically
classified into either aleatory or epistemic (Der Ki-
ureghian and Ditlevsen, 2009), with the former aris-
ing from inherent random nature of the quantity,
and the latter due to knowledge-based factors such
as imperfect modelling and simplifications. Sta-
tistical uncertainty is an important source of epis-
temic uncertainty, which accounts for the difference
between the probability model of a random vari-
able inferred from sampled data and the ‘true’ one.
This uncertainty may be significant if the size of
available data/observations is limited, and thus has
gained much attention in the scientific community
recently to better assess the safety of a structure.
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Both statistical analysis-based and physical
reasoning-based techniques are available in the lit-
erature to determine the probability distribution of a
random variable (Tang and Ang, 2007). The quality
of analysis results is sensitive to the selection of the
probability distribution of random inputs. Howev-
er, in many cases, the identification of a variable’s
distribution function is difficult or even impossible
due to limited available information/data. Rather,
only incomplete information such as the first- and
the second- order moments (i.e., mean and vari-
ance) of the variable is available or predictable. In
such a case, the incompletely-informed variable is
expected to have a family of candidate probabili-
ty distributions rather than a single known distribu-
tion function. As a result, the structural reliability
in the presence of the incompletely-informed vari-
able can no longer be uniquely determined. A prac-
tical way to represent an imprecise probability is
to use a probability bounding approach by consid-
ering the lower and upper bounds of the imprecise
probability. Under this context, approaches of inter-
val estimate have been widely used to deal with the
reliability problem with imprecise probabilistic in-
formation, including the probability-box (p-box for
short) method (Ferson et al., 2003), random set and
Dempster-Shafer evidence theory (Alvarez et al.,
2018) and others. These methods are closely re-
lated to each other, and may be used as equivalen-
t for the purpose of reliability assessment (Ferson
et al., 2003; Zhang, 2012). However, the bounds
of structural reliability estimated using a probabil-
ity bounding approach may be overly conservative
in some cases, due to the fact that it only considers
the bounds of the distribution function, thus some
useful information inside the bounds may be lost.
This fact calls for an improved approach for relia-
bility bound estimate which can take full use of the
imprecise information of the variable(s).
The use of either the moment information or the
probability distribution funciton of a random vari-
able is exchangeable in structural reliability analy-
sis, due to the fact that both of them can determine
each other uniquely (Bisgaard and Sasvári, 2000).
Many previous studies have actually conducted re-
liability analysis by making use of the momen-
t information of random variables (Der Kiureghi-
an et al., 1987; Zhao and Ang, 2003; Wang et al.,
2016). The use of moment information is empha-
sized herein due to the fact that in many cases only
limited observations/samples of a random variable
are accessible and thus the calibration/prediction of
the moments (typically low orders so as to avoid po-
tentially biased estimate) based on the limited sam-
ples is relatively straightforward compared with
that of the complete distribution function. In this
paper, we consider the case of imprecise probabili-
ty in which only the low-order moments of the ran-
dom variable are known or predictable, while the
distribution type is not known.
This paper proposes a linear programming-based
method for solving reliability problems in the pres-
ence of imprecise probabilistic information. The
estimate of reliability bounds is transformed in-
to finding an optimized solution of a linear objec-
tive function, where the constraint equations are es-
tablished by taking full use of the information of
moments, and possibly the range information of
the random variable. As a by-product, the pro-
posed method can also be used to construct the best-
possible cumulative density function (CDF) bounds
for a random variable with limited statistic informa-
tion.
2. PROBABILITY-BOX METHOD IN THE PRES-
ENCE OF IMPRECISE INFORMATION
2.1. Impact of imprecision on reliability assess-
ment
A typical structural reliability problem takes the
form of






where P represents the failure probability of the
structure, Pr denotes the probability of the event in
the bracket, G is the limit state function in the p-
resence of m random inputs X = {X1,X2, . . .Xm},
which defines structural failure if G < 0 and the
survival of the structure otherwise, and fX(X) is
the joint probability density function (PDF) of X.
The failure probability in Eq. (1) is often estimat-








, where N is the number of
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replications, I[•] is an indicator function, which
returns 1 if the statement in the bracket is true
and 0 otherwise, and x j is the jth simulated sam-
ple of X. x j can be generated using the inverse
transform method according to x j = F−1X (r j) for
j = 1,2, . . . ,N, with FX being the CDF of X, and
r j a sample of standard uniform random variable.
When the distribution function cannot be deter-
mined uniquely and one has to consider a family
of all possible distribution functions, the probabili-
ty of failure will vary in an interval [P,P], which,



































2.2. Probability box approach
A probability box describes a family of distribu-
tion functions by specifying the lower and upper
bounds of the CDF, i.e.,
FX(x)≤ FX(x)≤ FX(x), x ∈ R (4)
where FX(x) is the (unknown) CDF of X , FX and
FX are the lower and upper bounds of FX respec-
tively.
For a number of cases of imprecise probability,
methods are available in the literature to construc-
t the corresponding probability boxes. If only the
mean and standard deviation of X are known, de-
noted by µX and σX respectively, and the distri-
bution type is unknown, the Chebyshev’s inequal-
ity gives a lower and an upper bound of FX (Ober-
guggenberger and Fellin, 2008), i.e.,
FX(x) =
{











, x ≤ µX −σX
1, x ≥ µX −σX
(5b)
However, the CDF bounds as given in Eq. (5) are
not the best-possible. As will be shown later in this
paper, tighter CDF bounds can be constructed for
this case.
In practice, the bounds of a random variable are
often known, e.g., structural loads are non-negative.
The range information can be utilized to tighten the
bounds of FX . Let x and x denote the minimum and
maximum of X , respectively, Ferson et al. (2003)
gave a tighter bounds of FX , which are the best pos-
sible bounds in the sense that the bounds cannot be
any tighter if one only knows the min, max, mean
and variance of a random variable.
A distribution function with uncertain parame-
ters represents another common case of imprecise
probabilities. As the statistical parameters of a dis-
tribution function are usually estimated by statis-
tical inference from sample observations, uncer-
tainties arise in the estimation of the parameters
when the available data is limited. A natural way
to quantify the uncertainty of the parameters is to
use the confidence intervals which define interval
bounds of the distribution parameters. Zhang et al.
(2010) and Zhang (2012) have considered the case
in which the distribution type is known, but the dis-
tribution parameters are uncertain and modeled by
intervals.
The present paper considers the imprecise proba-
bilities in which the available information is limited
to the mean and variance (either point estimates or
interval estimates), and/or the range of the random
variable. The distribution type is assumed to be un-
known.
2.3. Interval Monte Carlo methods to propagate
p-boxes
When the reliability analysis involves p-boxes,
an interval Monte Carlo method can be used
to propagate probability boxes and compute the
bounds of probability of failure. The basic Monte
Carlo simulation is extended to the case where the
distribution function FX is a p-box.
In the presence of the CDF envelope (c.f. Eq. (4))
for X, for each simulation run, two samples can be
generated from the lower and upper bounds of FX ,
respectively, i.e.,
x j = F
−1
X (r j),x j = F
−1
X (r j), j = 1,2, . . . ,N (6)
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The interval [x j,x j] contains all possible simulated
numbers from the family of distributions contained










note the minimum and maximum of the limit state
function G(X) when x j ≤ X ≤ x j. It simply fol-
lows,











































Thus, a lower and an upper bounds of P , P and

































Details about interval Monte Carlo method can be
found elsewhere (Zhang et al., 2010; Zhang, 2012).
Clearly, the reliability bounds as given by Eqs. (9)
and (10) are more conservative than the true bounds
of Eqs. (2) and (3). This issue is addressed in Sec-
tion 4.
3. LINEAR PROGRAMMING-BASED PROBABILI-
TY BOUNDS ANALYSIS
3.1. Formulation of the problem
Consider a reliability analysis problem which in-
volves the random variables [Q,S], in which Q is
a random variable with an imprecise distribution
function, and S = [S1,S2, . . . ] is the remaining ran-
dom vector with a known joint distribution func-
tion. Q and S are assumed to be statistically inde-





in which fQ(q) and fS(s) are the density functions





in which ξQ(q) represents the conditional failure
probability on Q = q, i.e.,





Note that the conditional failure probability ξa(q)
for a given value of Q = q is referred to as the
fragility in the risk analysis for natural hazards
(Li and Ellingwood, 2008). The conditional fail-
ure probability ξa(q) may be obtained analytically
through the integration in Eq. (13), or numerically
using the Monte Carlo methods.
To facilitate the derivation, Q is normalized in-




, where Qmax and Qmin are the
maximum and minimum of Q, respectively. With





where fX(x) is the PDF of X , and ξ (x) =
ξa ((Qmax −Qmin)x+Qmin). The computation of
tight bounds of Eq. (14) is discussed next, employ-
ing the algorithms of linear programming.
Consider the case where the only information
about the imprecise probability Q is its first two
moments, i.e., the mean (µQ) and the standard de-
viation (σQ). To apply Eq. (14), the maximum and
minimum of Q need to be estimated. In practice,
they can be approximated as µQ ± kσQ, in which
k is sufficiently large (e.g., k = 5). Note that the
selection of k has a negligible impact on the after-
mentioned optimization results. Clearly, the mean








In Eq. (14), as the distribution type of X is
unknown, the values of fX(x) for each x cannot
be uniquely determined. We discretize the do-
main of X , [0,1], into n identical sections, [x0 =
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0,x1], [x1,x2], . . . [xn−1,xn = 1], where n is suffi-
ciently large such that
∣∣∣∣ fX(x)− fX (xi−1 + xi2
)∣∣∣∣ is






,∀i = 1,2, . . .n is denot-
ed by { f1, f2, . . . fn} for the purpose of simplicity.


















Note that the definition of the mean value and vari-
ance of X , as well as the basic characteristics of a
distribution function simultaneously give
∑ni=1 fi · 1n = 1
∑ni=1 fi · 1n ·
i
n = µX





0 ≤ fi ≤ n,∀i = 1,2, . . .n
(17)
Eqs. (16) and (17) indicate that the bound esti-
mate of P can be converted into a classic linear
programming problem, i.e., Eq. (16) is the objec-
tive function to be optimized, f = { f1, f2, . . . fn} are
the vector of variables to be determined, and E-
q. (17) represents the constraints. The algorithms of
linear programming-based optimization have been
well studied and can be found elsewhere (Vander-
bei, 2014).
Eqs. (16) and (17) represents a linear
programming-based approach to compute the
reliability bounds for imprecise probability distri-
butions. Another useful application of Eqs. (16)
and (17) is to construct the best-possible CDF
bounds for a random variable with incomplete
information. For an arbitrary value of τ , by setting
ξ (x) = I(τ ≥ x) =
{
1, x ≤ τ
0, otherwise (18)
Eq. (16) becomes∫ 1
0
ξ (x) fX(x)dx =
∫ τ
0
fX(x)dx = FX(τ) (19)
Thus, by solving the linear programming problem
defined by Eqs. (19) and (17), the best-possible









Figure 1: A rigid-plastic portal frame (after Melchers
(1999)).
The constraints in Eq. (17) represent the case in
which the only knowledge available are the point
estimates of the mean and the standard deviation.
The constraints can be easily modified for more
generalized cases if additional information is pro-
vided. For example, if Q is known to be strictly de-
fined in the range [q,q], where 0 ≤ q ≤ q, the intro-
duction of a new variable Q′ =
Q−q
q−q enables the ap-
plicability of Eq. (17). Moreover, if the mean value
of X is an interval estimate of [µ
X
,µX ] rather than
a point estimate, the second constraint equation in
Eq. (17), ∑ni=1 fi · 1n ·
i
n = µX , is modified as{
∑ni=1 fi · −1n ·
i
n ≤−µX




A similar modification can be made to the third con-
straint equation in Eq. (17) if the standard devia-
tion of X is known to have a predefined range. It
should be noted that the probability-box obtained
by the proposed linear programming method will
be identical to the probability-box given by Ferson
et al. (2003) if one knows the min, max, mean and
variance of a random variable. However, the pro-
posed linear programming-based approach repre-
sents a more general approach for constructing the
best-possible probability-boxes.
4. EXAMPLE: A PORTAL FRAME
In this section, an illustrative example is present-
ed to demonstrate the applicability and efficiency
of the proposed method. The reliability analysis of
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Table 1: Statistics of the variables of a portal frame.
Variable Dist. type Mean Std. Dev.
M1,M2,M3,M4 Normal 1.0 0.3
V Normal 1.5 0.3
a rigid-plastic portal frame as shown in Fig. 1 is
considered. The frame is subjected to a horizontal
wind load W and a vertical load V . The layout and
member geometry of the structure are adopted from
Melchers (1999). The structure may fail due to one
of the following three limit states,
G1(X) = M1 +2M3 +2M4 −W −V
G2(X) = M2 +2M3 +M4 −V
G3(X) = M1 +M2 +M4 −W
(21)
in which M1, . . . ,M4 are the plastic momen-
t capacities at the joints as shown in the fig-
ure. Since the structure is a series system,
the system fails if G < 0, where G(X) =
min{G1(X),G2(X),G3(X)}. The random variables
considered include {M1,M2,M3,M4,V,W}. Al-
l random variables are assumed to be statistically
independent with each other. The distributions of
the moment capacities and the vertical load are ful-
ly known, and summarized in Table 1. However,
only limited statistical information is available for
the horizontal wind load W . For illustration pur-
pose, we consider the following three representa-
tive cases of the imprecise probability information
of W .
Case (1) W has a mean of 1.9 and a standard de-
viation of 0.45, with its distribution type
unknown;
Case (2) W has a mean of 1.9 and a standard devi-
ation of 0.45, and is strictly defined with-
in [1.0,3.0], with its distribution type un-
known;
Case (3) W has a mean within [1.87,1.93] and a s-
tandard deviation of 0.45, with its distri-
bution type unknown.
Note that in Case 1 and 3, the wind load may take
negative values for the purpose of comparison only.
4.1. Constructing the p-box for W
We first examine the CDF bounds of W con-
structed from different methods. For all three cas-
es, the p-boxes for W are determined using the pro-
posed linear programming method. As a compari-
son, the p-box in Case (1) is also constructed using
the Chebyshev’s inequality (Eq. (5)), and the equa-
tions by Ferson et al. (2003) for Case (3).
Fig. 2(a) compares the p-boxes for Case (1) ob-
tained from the proposed method and the Cheby-
shev’s inequality. It can be seen that the p-box from
the Chebyshev’s inequality is significantly wider
than the p-box from linear programming. This con-
firms that the Chebyshev’s inequality does not give
the best-possible bounds, thus if it is used in re-
liability analysis, the obtained reliability bounds
may be overly conservative. Fig. 2(b) plots the p-
boxes for Case (2), obtained from the proposed lin-
ear programming, and also from the equations by
Ferson et al. (2003). It is observed that the CDF
bounds from the proposed method are identical to
those by Ferson et al. (2003). Note that it has been
proved that the equations by Ferson et al. (2003)
give the best-possible CDF bounds for this case;
this comparison implies that the proposed linear
programming method also yields the best-possible
CDF bounds.
4.2. Bounds of probability of failure
In this section, we examine the bounds of failure
probability for the three cases. Table 2 presents the
intervals of failure probability obtained from differ-
ent methods. The second column of Table 2 gives
the failure probability bounds computed by the in-
terval Monte Carlo simulation. In this method, the
probability-box of W was first constructed using
the existing methods (i.e., using the equations of
Oberguggenberger and Fellin (2008) for Case 1 and
Ferson et al. (2003) for Case 2), and then the fail-
ure probability bounds were computed using the
interval Monte Carlo method. This method is re-
ferred to as IMC1 in the following discussions. The
results presented in the third column of Table 2
were also computed using the interval Monte Carlo
method; however, the probability-boxes for W were
constructed using the proposed linear programming
method. This method is referred to as IMC2. The
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Table 2: Interval bounds of failure probability.
Case No. Interval MC (IMC1) Interval MC (IMC2) Direct optimization
(1) [0.0090,0.3678] [0.0184,0.2593] [0.0597,0.1057]
(2) [0.0223,0.2490] [0.0223,0.2490] [0.0831,0.1106]
(3) − [0.0097,0.4233] [0.0523,0.1918]
fourth column of Table 2 lists the results comput-
ed by the proposed linear programming method.
In this method, it is not required to construct the
probability-box of W ; instead, the failure proba-
bility bounds were determined directly solving the
linear programming problem. For this reason, the
method is referred to as “Direct Optimization”. In
applying the linear programming method, the con-
ditional failure probability function, ξW (w), was
approximated first based on 106 Monte Carlo simu-
lations. Then, substituting the expression of ξW (w)
into Eq. (16) yields the estimate of lower and upper
bounds of P without the need to consider the CDF
envelope of W .
The results from IMC1 and IMC2 are firstly com-
pared. From Table 2, it can be seen that for Case 1,
the failure probability bounds from IMC2 is nar-
rower than those from IMC1. This is to be expect-
ed, as the p-box for W from linear programming is
tighter than that from the Chebyshev’s inequality.
For Case 2, IMC1 and IMC2 yielded the identical
results, since the p-box for W is the same in both
methods. For Case 3, since there is no analytical
solution in the literature for constructing the CDF
bounds of W , the failure probability bounds were
not computed in IMC1. Next, the failure proba-
bility bounds from IMC2 and Direction Optimiza-
tion method are compared. It is observed that the
failure probability intervals obtained with the di-
rect optimization method are significantly narrower
than those based on interval Monte Carlo method
with p-boxes. For example, the upper bound of
failure probability for Case 1 is 0.1057 from di-
rect optimization, as compared to 0.2593 from IM-
C2. The latter is more than twice than the former.
Similar observations are also made in Case 2 and
Case 3. This comparison shows that the proposed
linear programming method can better utilize the
available information, and yields more informative
results than the interval Monte Carlo method with
p-boxes.
5. CONCLUSIONS
A linear programming-based method has been
proposed to handle the imprecise probability prob-
lem. The proposed method has two separate but re-
lated applications: (1) to construct the best-possible
CDF bounds for a random variable with limited s-
tatistical information, and (2) to estimate the lower
and upper bounds of structural failure probability
when one of the random variables is described with
imprecise probability. The proposed method does
not require the assumption of a distribution type; it
considers all possible distribution types which are
compatible with the data. The proposed method
makes full use of the available information, with-
out introducing additional assumptions.
It has been shown that the proposed method can
yield tighter CDF bounds than the Chebyshev’s in-
equality when only the mean and variance of the
random variable are known. In the case where the
min, max, mean and variance of a random vari-
able are known, the CDF bounds from the proposed
method are the same as the best-possible bound-
s provided in Ferson et al. (2003). The proposed
method can also handle other general cases of im-
precise probability, without assuming the type of
distribution.
The bounds on the failure probability obtained
from the direct optimization are significantly tighter
than those from the interval Monte Carlo method,
suggesting that more information is provided by
the proposed method. The reason is that the inter-
val Monte Carlo method only considers the CDF
bounds of an imprecise probability, thus useful in-
formation “inside” the bounds may be lost in the
procedure. The proposed method, on the other
hand, makes full use of available information.
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Figure 2: Lower and upper bounds of the CDF of W
for Cases (1) and (2).
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