Summary. This paper introduces a new method for estimating variance matrices.
estimator with a convex combination including it and a target matrix. The original idea is due to Stein (1956) , where it was applied to the estimation of the mean vector. Applications to variance matrix estimation include Jorion (1986) , Muirhead (1987) and Ledoit and Wolf (2003 , 2004a ,b, 2012 . Intuitively, the role of the shrinkage parameter is to balance the estimation error coming from the ill-conditioned variance matrix and the specification error associated with the target matrix. Ledoit and Wolf (2003) propose an optimal estimation procedure for the shrinkage parameter, where the chosen metric is the Frobenius norm between the variance and the shrinkage matrix. An alternative approach whereby offdiagonal elements are downweighted towards zero is given in McMurry and Politis (2010) and Politis (2011) in the context of time series. See also an approach to shrinkage via condition-number regularization in Won, Lim, Kim, and Rajaratnam (2013) .
In this paper, we introduce a new method to estimate nonsingular variance matrices.
We propose a different approach for tackling this problem. Starting from the orthogonal decompositions of symmetric matrices, we exploit the fact that orthogonal matrices are never ill-conditioned (they have the perfect condition number of 1), thus identifying the source of the problem as the eigenvalues. Our task is then to come up with an improved estimator of the eigenvalues. We achieve this by estimating the eigenvectors from just a fraction of the data (a subsample), then using them to transform the data into approximately orthogonal series that we use to estimate a well-conditioned matrix of eigenvalues.
Effectively, this simple idea reduces the multivariate problem to k univariate ones that are easy to solve. Moreover, we improve precision further by repeating our procedure over different subsamples, and we show that averaging the resulting estimators leads to a superior performance.
Even though we only use the simple traditional formula for the sample variance matrix in both steps of our basic orthogonalization-estimation procedure, the result is a wellconditioned and precise estimator. Because of the orthogonalization of the data, the resulting estimate is positive definite with probability one, even when the dimension of the matrix is larger than the sample size: k > n. Our estimator outperforms the traditional one, not only by achieving a substantial improvement in the condition number, but also by large improvements in error norms that measure its deviation from the true variance matrix. We also show that our simple estimator does very well in comparison to other existing methods.
Our method has a number of other attractive features. First, it is design-free, in the sense that no assumptions are made on the densities of the random sample or on any underlying parametric model for the structure of the variance matrix. Second, it always delivers nonsingular well-conditioned estimators, hence remaining precise when further operations (such as inversions) are required. Such operations are trivially easy to implement in our setup, since matrix functions are efficiently written in terms of eigenvalues and eigenvectors; e.g., see Abadir and Magnus (2005, Ch. 9 ). This paper is organized as follows. Section 2 introduces the proposed estimator in its simplest baseline then general versions, and establishes its main properties. Section 3 studies in a Monte-Carlo experiment the finite-sample properties of our estimator and how it compares with other methods. It also provides further guidance on its use in practice.
Section 4 concludes. The derivations are collected in the Appendix.
The new estimator
This section contains two parts. First, we briefly present the setup and the intuition for why the new estimator will perform well. Second, we investigate the properties for the simplest baseline formulation of our estimator, and afterwards we tackle the full version of it as an extension for which the properties are then easily obtained. We describe the optimal choice of two subsampling parameters (one for each step of the baseline orthogonalizationestimation procedure), first in the case of fixed k, then when k expands as n increases.
The setup and the main idea behind the orthogonalizationestimation procedure
Let Σ := var(x) be a finite k × k positive definite variance matrix of x. Suppose we have an i.i.d. sample {x i } n i=1 , arranged into the n × k matrix X := (x 1 , . . . , x n ) on which we base the usual estimator (ill-conditioned when k is large relative to n) Σ ≡ var(x) := 1 n X M n X, where M n := I n − 1 n ı n ı n is the de-meaning matrix of dimension n and ı n is a n × 1 vector of ones. The assumption of an i.i.d. setup is not as restrictive as it may seem: the data can be filtered by an appropriate model (rather than just de-meaning by M n ) and the method applied to the residuals; for example, fitting a VAR model (if adequate) to a vector of time series and applying the method to the residuals. We will stick to the simplest setup, so as to clarify the workings of our method.
We can decompose this symmetric matrix as
where P is orthogonal and has typical column p i (i = 1, . . . , k), Λ being the diagonal matrix of eigenvalues of Σ. The condition number of any matrix is the ratio of the largest to smallest singular values of this matrix, a ratio of 1 being the lowest (best numerical)
condition. By orthogonality, all the eigenvalues of P lie on the unit circle and this matrix is always well-conditioned for any n and k. This leaves Λ as the source of the ill-conditioning of the estimate Σ. We will therefore consider an improved estimator of Λ: a simple estimator of P will be used to transform the data to achieve approximate orthogonality of the transformed data (in variance terms), hence yielding a better-conditioned estimator of the variance matrix.
We can rewrite the decomposition (1) as
the last equality following since Λ is diagonal by definition. Now suppose that, instead of basing P on the whole sample, we base it on only m observations (say the first m ones, since the i.i.d. setup means that there is no gain from doing otherwise), use it to approximately orthogonalize the rest of the n − m observations (as p i x did in (2) for all the observations) which are then used to reestimate Λ. Taking m → ∞ and n − m → ∞ as n → ∞, standard statistical analysis implies that the resulting estimators are consistent.
Notice that the choice of basing the second step on the remaining n−m observations comes from two considerations. First, it is inefficient to discard observations in an i.i.d. setup, so we should not have fewer than these n − m observations. Second, we should not reuse some of the first m observations because they worsen the estimate of Λ: this will be seen in Proposition 2 (for the condition number) and implied by the estimators' expansions in Propositions 3-4 (for the error norms). As a result, m becomes the only remaining subsampling parameter in question. Propositions 3-4 will show that the precision of the new estimator is optimized by expressing m as a function of n asymptotically. Proposition 5 then extend these results to the case when k varies as n increases, and only then do we consider the alternative definition of consistency as convergence in mean square. These propositions are followed by a concluding discussion of how to calculate the optimal m by resampling in any finite sample, not just asymptotically.
Intuitively, by orthogonalizing the data, our estimator reduces the multivariate problem of ill-conditioning and imprecision to a univariate one for each of the diagonal elements of (2), for which there is a simple positive definite solution even by traditional methods of estimation. The result is a well-conditioned estimator of Σ, even when k ≥ n and the traditional Σ is not positive definite. We will prove this in the next subsection.
Another advantage of our procedure is that we can estimate the matrix itself as well as any function thereof in one go from the eigenvalue decomposition. The other methods seen in the introduction focus on the variance matrix, and if a function is needed (such as the inverse), one has to make further multivariate calculations to obtain it. This is computationally costly and can be imprecise if the dimension is large. In addition to the advantages seen so far, we will show that also the precision of our estimator is an advantage, even though we only use the simple traditional sample variance estimator in both steps of our procedure.
Properties of the baseline estimator and its general version
To summarize the procedure in equations, we start by writing
where X 1 and X 2 are m × k and (n − m) × k, respectively. Calculating var(x) based on the first m observations yields
whence the desired first-step estimator P 1 . Then, estimate Λ from the remaining observations by
to replace Λ of (1) and obtain the new estimator
Note that we use the simple traditional estimator of variance matrices var(·) in each of the two steps of our procedure. When we wish to stress the dependence of Σ on the choice of m, we will write Σ m instead of Σ. There are three remarks to make here. First, we choose to de-mean X 2 by its own mean (rather than the whole sample's mean) mainly for robustness considerations in practice, in case the i.i.d. assumption is violated, e.g., due to a break in the level of the series. Second, by standard statistical analysis, efficiency considerations imply that we should use dg( var( P 1 x)) rather than var( P 1 x) in the second step given by (5)-(6), since by doing so we impose the correct restriction that estimators of Λ should be diagonal, restricting off-diagonal elements to be zero. Third, the estimator Σ is almost surely nonsingular, like the true Σ, as we now show.
Proposition 1 For any k, m, n and positive definite Σ, the estimators Λ and Σ are positive definite with probability 1.
We now turn to the issue of the choice of the last n−m observations, rather than reusing some of the first m observations in addition to the last n − m in (5). The following relies on asymptotic results, rather than the exact finite-sample arguments based on i.i.d. sampling that we have used so far.
Proposition 2 Define y i := x i − x, where x := 1 n n i=1 x i , and consider the estimator
for j = 0, 1, . . . , m. It is assumed that the fourth-order moment of x exists and that Σ is positive definite. As n − m → ∞ and m → ∞, the condition number within the class of estimators Λ j is minimized with probability 1 by choosing j/m → 1.
The estimator Λ j differs slightly from the one used in (5) for j = m, because of the de-meaning by the whole sample's mean x in the proposition, as opposed to X 2 M n−m X 2 of (5) de-meaning the last n − m observations by their own sample mean. The difference tends to zero with probability 1 as n − m → ∞ and does not affect the leading term of the expansions required in this proposition. Also, the assumption of the existence of the fourth-order moments for x is sufficient for the application of the limit theorem that we used to prove the proposition (Anderson, 1963 , for the case of x normal and its extension in Davis, 1977 ), but we conjecture that it is not a necessary condition.
Note the conditions n − m → ∞ and m → ∞, needed for the consistency of the estimator in the sense of its stochastic convergence to the true value. We now turn to the question of inquiring how large m should be, relative to n. As in the previous proposition, the approach will be asymptotic. We start by assuming that k is fixed, but we relax this condition by the end of this section. However, we will need to assume the existence of fourth-order moments for x when we consider l 2 -norm precision criteria for the estimation of Σ.
Define the following criteria that are inversely related to the precision of the new estimator Σ:
and
where the l-th norm is ||a|| l := (
In the case of k = 1, these criteria reduce to the familiar mean absolute deviation (MAD) and mean squared error (MSE) for l = 1 and l = 2, respectively. The half-vec operator, vech, selects only the distinct elements of a general symmetric matrix.
There is asymptotically no difference in considering the usual or the S version for each l. However, we advocate the use of the relevant criterion in finite samples, depending on the application for which the estimator Σ is to be used; e.g., if we require the same weight to be given to each distinct element in the estimators of Σ then the S version is the one to use. At the end of this section, we will discuss the choice of m in finite samples, in which case the criterion's selection makes a difference.
Proposition 3 As n−m → ∞ and m → ∞, the precision criteria in (7)- (8) The case of a scalar matrix Σ = σ 2 I k is essentially the case of the estimation of one scalar σ 2 that is the same for every variate; which is rare and even more restrictive than assuming that the variates are uncorrelated (diagonal Σ). In (21) in the proof, the sums included in the O p (m −1 ) terms are empty sums when Σ = σ 2 I k = λI k , so the optimal choice of m is to take n − m as large as possible to minimize the leading term. This result is obtained more easily and more generally for finite samples as follows. We have
In other words, Σ = σ 2 I k implies that the precision of its estimation is invariant to P and the optimal choice of m is as small as possible (m = 2) to increase the precision of the eigenvalues estimated in the second step.
This also shows that the exclusion only applies to scalar matrices but not to the diagonal
Special treatment of the scalar-matrix case is not an artefact of our approach: it leads to a singularity in the distribution theory (empty sums arise) and is common to the literature on the asymptotics of sample variance matrices cited after Proposition 2.
Up to now, we constructed our simple estimator Σ by basing P 1 on the first m observations and using it to approximately orthogonalize the remaining n − m observations. This is, of course, only one out of q := n m possibilities of choosing the m observations to calculate P 1 , all of them being equivalent due to the i.i.d. assumption. Averaging our estimates of Λ over these different possibilities implies that we can write the leading term of (21) as a U -statistic (that is centred around zero by the independence of the subsamples generating Z 2 and Q 1,ii in (21)) and reduce its magnitude as we will now show. The sampling intuition behind this additional step is that averaging will reduce the variability that comes with the choice of any one specific combination of m observations.
To define our general estimator, let X s := (X 1,s , X 2,s ), where
is obtained by randomly sampling without replacement m columns from the original X , and X 2,s := x s 2,1 , . . . , x s 2,n−m is filled up with the remaining n − m columns from X that were not selected for X 1,s . Let Σ m,s denote our estimator calculated from X s , and let
denote the average over S different resamples. Computational burden makes the choice S = q prohibitive for large n, but we will see in the next section that a relatively small number of samples S suffices to reap most of the benefits of averaging. Except for Proposition 3, the properties derived earlier for our simpler estimator apply also to our general estimator (9). As for the choice of m, we get the following result to complement Proposition 3.
Proposition 4 As n−m → ∞ and m → ∞, the precision criteria in (7)- (8) The leading term of Λ − Λ is now O p (n −1/2 ) independently of m, which we will show numerically in the next section to give a very stable performance of our general estimator as we vary m/n within a wide range of asymptotic proportionality factors γ. Furthermore, the leading terms are now smaller than in the case of our baseline estimator Σ, as we will now show. Let Σ have r distinct eigenvalues, λ 1 > λ 2 > . . . > λ r > 0 with multiplicities
. . , k r . When we use Σ and do not average, applying
the asymptotic expansion (21) in the Appendix gives
r).
By choosing m/n → 0 with m/ √ n → ∞ as in Proposition 3, this becomes
The resulting sum of two orders is the same as the one obtained in the proof of Proposition 4, but the O p (m −1 ) term is bigger in the baseline case because the optimal m is such that m/n → 0 in Proposition 3 while m/n → γ ∈ (0, 1) in Proposition 4.
Why is there an increase in the precision of the averaging estimator Σ m,q compared to the traditional estimator Σ? Without repeating the algebra of the proof of Proposition 3
where we got
we can write the expansion for the traditional estimator as
where Z is normal, like Z 2 was for Σ and Σ m,q , but is now pertaining to the full sample rather than the second subsample only. No resampling-and-averaging will reduce the leading term in (10), because Q ii and Z are (cor)related in general, unlike in the case of our procedure's Q 1,ii and Z 2 being from the two independent subsamples. 1 Furthermore, this correlation means that the leading term of Λ − Λ is not centred around zero when n is finite, unlike in the case of our estimators. This also confirms, from the different angle of error norms, what Proposition 2 implied earlier that we should not reuse data from step 1 in step 2 of our estimators.
Now consider the case where k expands as n increases, and note the following about the setup. First, clearly k is a natural number, which is not dense in R + where λ takes values.
As a result, when k increases with n, there is no reason to assume that some distinct λ's would have to converge to a common real number. Therefore, in the proposition below, when some of the λ's are distinct, they will remain so as k increases. Second, we tackle the three questions of the definition of consistency, maximum speed at which k can grow, and optimal choice of m when k expands.
We start by addressing the question of how quickly k can be allowed to grow as n increases, a case where one could use a sieve version of our estimator subject to a restriction on the speed of growth of k. For example, the mean vector can be estimated by a sieve as in Antoniadis (1988, Theorem 3 .1) and Ackerberg, Chen, and Hahn (2012) , then the variance matrix obtained consistently as in Lemma 2 of the latter reference. Using the element-wise definition of convergence employed so far, consistency requires k = o(n) for both estimators Σ and Σ m,q . But the more commonly-used convergence mode in the literature on large variance matrices is convergence in mean square (l = 2 in our notation), in which case the order under our norms in (7)- (8) 
) since we are using the traditional sample variance in both steps of our procedure. To determine the optimal m, we now need the following proposition to complement the previous two.
Proposition 5 Assume that the positive definite Σ is not a scalar matrix. As n − m → ∞ and m → ∞, the precision criteria in (7)- (8), with l = 2, are optimized asymptotically:
1. for Σ by taking m growing as fast as possible subject to m/n → 0;
2. for Σ m,q by taking m/n → γ with γ ∈ (0, 1);
when k is allowed to grow at any rate subsumed by k = o( √ n).
The result for our simple Σ has changed compared to Proposition 3: we now require m to grow as fast as possible (not just that m grows faster than √ n) subject to it growing slower than n. On the other hand, the result for our general Σ m,q is unchanged compared to Proposition 4: as the proof shows, we could have allowed m/n → 1 with n − m → ∞, such as m = n − log n, but this would be a case where
and hence the rate at which k is allowed to grow is substantially diminished without any efficiency gain in return. (Remember that m is a subsampling parameter that the user chooses, and this selection should not be detrimental to other performances.) This is why we restrict γ ∈ (0, 1) and exclude the case γ = 1, hence allowing k to grow at any rate
Because of the i.i.d. setup, we can use resampling methods as a means of automation of the choice of m for any sample size. Standard proofs of the validity of such procedures apply here too. We shall illustrate with the bootstrap in the next section.
Simulations
In this section, we run a Monte Carlo experiment to study the finite-sample properties of our estimator, to compare its performance with its most popular competitors, and to automate the choice of m by resampling. In Subsection 3.1, we investigate how large m should be relative to n in order to balance the estimation of P (need large m) and the estimation of Λ (need small m). In Subsection 3.2, we investigate the reduction in the condition number of our estimator relative to the sample variance matrix benchmark. Subsection 3.3 compares the performance of our estimator to its leading competitors. Finally, Subsection 3.4 investigates the automation of the choice of m by using the bootstrap.
Our simulation design is as follows. The random vector x is drawn either from the normal distribution or from the multivariate Student t distribution with five degrees of freedom, denoted by t(5), such that the first four moments exist. The population mean is taken to be zero, without loss of generality because of the location invariance of our estimators. We take k ∈ {30, 100, 250} as the dimension of the random vector x, and report three values of n accordingly. All simulations are based on 1,000 Monte Carlo replications, to save computational time. For example, we repeated the calculations for k = 30 with 10,000 replications and essentially identical results were obtained.
We consider three alternative designs for the true variance matrix Σ. First, we let it have a Toeplitz structure with typical element given by σ ij = ρ |i−j| for i, j = 1, . . . , k, with ρ ∈ {0.0, 0.5, 0.75, 0.95}. Note that our estimation method is invariant to rotations and reflections (orthogonal transformations of x), hence not affected by changing the implicit ordering that follows from the Toeplitz structure. Second, we take an equicorrelation matrix σ ii = 1 and σ ij = ρ for i = j, with ρ ∈ {0.0, 0.5, 0.75, 0.95} again. Third, we take a perturbation of the equicorrelation matrix, which we call a "uniform" design: σ ii = 1 and σ ij = αU (0,1) for i = j, where U (0,1) is a standard uniform variate. We take α ∈ {0.0, 0.05, 0.1}, as higher values of α lead to violations of positive definiteness in our setup.
Recalling the definition of our general estimator (9), we illustrate the choice of S with a preliminary simulation. In Figure 1 , we vary S on the horizontal axis (with the simple no-averaging baseline case of our estimator at the origin of the axis) and report the corresponding changes in our estimator's condition number c n−m relative to the traditional estimator's c n , as well as changes to the precision R 2,S of Σ m,S . Each curve represents a different value of m. We can see that, whatever the choice of m which we will analyze later, the benefits to be achieved occur very quickly for small S and there is not much to be gained from taking a large S, so we use S = 20 henceforth. This is true for various values of ρ, and we simulated S = 10, 20, . . . ., 100 but only plotted up to 50. The same pattern of results also repeats for different n, k, and distributions. This choice of S was for convenience in our simulations. In practice, S could be chosen alternatively such that increasing it does not affect the numerical value of Σ m,S to some required digits.
Estimator's Precision
The results are summarized in Tables 1-3 , where the line labelled "av" will be introduced and analyzed in the next paragraph. For now, we focus on the lines for the traditional estimator Σ and our Σ m,S (the rest of the table). The shaded boxes highlight the bestperforming case. We see that our estimator dominates, except in the case when ρ equals the extreme 0.95 and the data are Gaussian. But even in this case, ours dominates as k increases relative to n. In all other cases, the achieved reduction in the mean squared error is very large and is more pronounced for data generated from the fat-tailed Student t distribution and/or smaller ρ. The gains are truly massive in the cases of Toeplitz and uniform designs, e.g., R 2,S is better for our estimator by a factor of eleven in the case of t(5), n = 100, k = 250, ρ = 0.5 in Table 1 and, for the same t(5), n, k, by a factor of 32 when α = 0.05 in Table 3 (the factor even reaching 36 when n = 50 and k = 100). In the case of a scalar matrix (the same Σ for the three tables) and k = 250, the result is an improvement factor that ranges between 1361-3155 (increasing with n) in the Gaussian case, and around 180 in the case of t(5).
Throughout the tables, we see a robust performance as m varies around its optimal value, more specifically around approximately m ∈ [0.2n, 0.8n]; recall the asymptotic proportionality of m to n, which was obtained in Proposition 4 and was discussed immediately afterwards. This suggests to construct an estimator based on averaging Σ m,S over m ∈ [0.2n, 0.8n]. This "grand average" estimator is defined as
where M is the number of elements in the grid M := {m 1 , m 2 , . . . , m M }, where 1 < m 1 < · · · < m M < n − 1. Results are reported in the line labelled "av". The performance of Σ M,S is very good in terms of precision. In most cases, Σ M,S is the most precise estimator or close to being so, hence providing an estimator with good overall risk.
For the alternative precision measures, R 2 , R 1 , and R 1,S , the results are qualitatively similar and are omitted to save space. The main difference is that the optimal m for the
Reduction in ill-conditioning
Moving to analyze the reduction in ill-conditioning, Tables 4-6 report the average ratio of condition numbers c n−m / c n for k, n and m. Note that for n ≤ k, the sample variance matrix is singular and hence its condition number is not defined. We find that choosing small m delivers the largest improvements in the conditioning of the estimated variance matrix, but the gains remain even if m increases. These are massive: our estimator achieves up to 100 times smaller condition number than the sample variance matrix. The improvements are uniform over the different values of ρ and α.
We found in the previous subsection that the efficiency of the grand-averaging estimator Σ M,S of (11) was often the best, compared to the baseline estimator where m is to be chosen optimally. We now see that the price to pay for this increase in precision is an occasional slight increase in the condition number (because it rises with m).
An attractive feature of our estimator is that the reduction in ill-conditioning is preserved even in situations where k ≥ n and the conventional estimator Σ is not positive definite. Unreported simulations for the Toeplitz case show that, for example, when n = 20, k = 30, m = 5, condition numbers for Σ are on average 40% higher than the corresponding ones obtained when n = 50, k = 30, m = 5, but still much lower than those of the sample variance matrix Σ with n = 50.
Comparison with leading existing estimators
We also compare the performance of our estimator with its most popular competitors, in Tables 7-9 for the MSE-type R 2,S and Tables 10-12 for condition numbers. We consider the shrinkage towards identity or equicorrelation estimators proposed by Ledoit and Wolf (2004a,b) , setting the shrinkage parameters to their respective optimal values derived in the aforementioned papers. We also consider the hard and soft thresholding estimators due to Bickel and Levina (2008b) and Rothman, Levina, and Zhu (2009) . The various fine-tuning parameters required to calculate these estimators are set in accordance with the default values of the R code kindly shared with us by Adam J. Rothman.
When Σ is a Toeplitz matrix, Table 7 indicates that our estimator is usually the best in the case of fat-tailed data. In the case of Gaussian data, it is dominated sometimes by thresholding and sometimes by shrinkage, but is never far from the best-performing method. Compare this to the R 2,S loss of our best-performing competitor in this table, soft thresholding, when k = 250 and ρ = 0.95: we dominate by a factor of two. In unreported simulations, we experimented with a few skewed distributions and the result was the dominance of our estimator again, suggesting that the thickness of either tail is what may be driving the fat-tailed rankings, regardless of whether it is one or both tails that are thick. When large, a Toeplitz matrix is sparse by construction, which gives the best shot to thresholding method. We now turn to the remaining two designs of Σ that
give shrinking the best shot.
When Σ is an equicorrelation matrix, it is natural to expect the method that shrinks towards the true Σ to perform better in Table 8 . It turns out that this is true when the data are Gaussian, but that shrinking towards an identity matrix is even better as ρ increases towards the singularity region and MSE increases, especially under fat tails. In fact, when ρ is high or when the tails are fat, our estimator often beats shrinking towards an equicorrelation matrix.
When Σ is a random perturbation of an equicorrelation matrix, Table 9 reveals that shrinkage towards an equicorrelation is best when the dimensions are large, followed by our method, then shrinking towards an identity matrix. The ranking of those three methods is reversed when the dimensions are smaller. This stable overall performance of our estimator seen in Tables 7-9 confirms the comment about the low overall risk of our estimator at the end of Subsection 3.1.
We now turn to comparing the condition numbers of estimators of Σ in Tables 10-12.
Our estimator does best overall, except when ρ or α lead to a nearly singular matrix. We do not report our simulations for thresholding because it does not guarantee the positive definiteness of the estimated matrix (unlike our Proposition 1) and, with nonzero probability in finite samples, it generates negative estimates of the smallest eigenvalues.
In our calculations, we have not used the estimator with optimal m, but rather the grand-averaging estimator Σ M,S of (11). The next subsection will show how to get closer to the optimal m for our estimator. In terms of computation times, the eigenvalue problem is not an onerous one; rather, it is the resampling and averaging that is time consuming.
Even so, our numerical procedure is much faster than thresholding. For example, when Σ is a Toeplitz matrix with ρ = 0.75, n = 100, k = 100, and Gaussian distribution, the following run times (in seconds) were obtained:
• Sample variance: 0.0028s
• Shrinkage to identity: 0.0029s
• Shrinkage to equicorrelation: 0.0053s
• Our estimator: 0.8247s
• Hard thresholding: 4.0232s
• Soft thresholding: 8.5715s.
Our method and thresholding can be made more or less computationally heavy, depending on the various parameters; e.g., in our case by varying the coarseness of the grid or the number of subsamples over which we average. 
where the first term estimates the "variance" associated with the distinct elements of Σ m , while the second term approximates the squared "bias". Simple algebra shows that minimizing this objective function with respect to m is equivalent to minimizing
which is computationally more convenient (it is also possible to use the l 1 norm instead of l 2 norm). In practice, we set up a grid M := {m 1 , m 2 , . . . , m M } like before, and calculate the objective function for each m ∈ M. The grid may be coarser or finer depending on the available computational resources. The bootstrap-based optimal m is then given by
whose performance will now be illustrated. Before we do so, recall that the derivations of the previous section excluded the case of a scalar matrix which leads to a singularity in the distributional results. If we were to allow scalar matrices, we need a modification of (12) that takes care of the asymptotics for both types of Σ.
When Σ = σ 2 I k , the optimal m is 2 and the bias is O(1/n). When Σ = σ 2 I k , the asymptotic expansions in the previous section show that the bias is O (1/m) because the expectation of the first term in the expansion is zero. Since Proposition 4 gives the optimal m as asymptotically proportional to n, a factor of the form (m/n) d (with d > 0) multiplying the squared bias in (12) should combine both cases and ensure that the bias vanishes asymptotically without altering the rate for the main case of Σ = σ 2 I k . It also has the effect of dampening the finite-sample bias (since d > 0 and m/n < 1), and the simulations will reveal what d to choose in practice.
Results are reported in Table 13 for our Σ m,S of (9), with Σ a Toeplitz matrix. We see a very good performance of the suggested bootstrap procedure. When d = 1 4
, the adjusted bootstrap makes a selection very close to the optimal m and the percentage increase in the mean squared error of our bootstrap-based estimator is minimal. When Σ = σ 2 I k , clearly the best choice would be to use the unmodified bootstrap and set d = 0 as in (14), with no adjustment factor needed.
Conclusion
In this paper, we provide a novel approach to estimating variance matrices. Exploiting the properties of symmetric matrices, we are able to identify the source of ill-conditioning related to the standard sample variance matrix and hence provide an improved estimator.
Our approach delivers more precise and well-conditioned estimators, regardless of the dimension of the problem and of the sample size. Theoretical findings are confirmed by the results of a Monte-Carlo experiment, which also offers some guidance on how to use the estimator in practice.
Because our estimator is nonsingular with probability 1 even for k ≥ n, a case where the traditional estimator of Σ is singular, our approach opens up a host of other applications. This is for example the case in longitudinal analysis (like panel data) if one does not wish to impose restrictive assumptions on the covariance structure of the model.
The very large reduction in ill-conditioning suggests that our estimator should perform well in cases where matrix-inversion operations are required, as for example in portfolio optimization problems. However, the simple sample variance formula that we use in both steps of our procedure optimizes the LS criterion, which is not optimal for estimating for example the inverse of a variance (the precision matrix). This is a general unsolved problem in statistical theory: there is no explicit solution for optimizing even simple loss criteria except in some restricted cases such as normality; e.g., see Krishnamoorthy and Gupta (1989) .
Here, one can do the following. Once the data have been asymptotically-orthogonalized in the first step, the estimation in the second step can then be easily done one dimension at a time and a chosen univariate loss criterion optimized numerically. Preliminary results indicate that this approach and its application to empirical problems works very well, but a full investigation is beyond the scope of this paper. An alternative approach is obtainable from the nonlinear shrinkage of Ledoit and Wolf (2012) as follows. Our variates are asymptotically orthogonalized as a result of the first step, and the transformed variates eventually have a diagonal variance matrix. Linear shrinkage of its estimate (by a scalar)
would not add much to the second step, but nonlinear shrinkage is a promising venue to explore because it shrinks various eigenvalues to a different extent.
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We Proof of Proposition 2. For m > j + 2,
which is a weighted average of dg (S j ) and Λ m with
Notice the special case S 0 = Λ 1 by (4), which is the ill-conditioned estimator that arises from the traditional approach. Intuitively, we should get a better-conditioned estimator here by giving more weight to the latter component of the weighted average, the one that Λ m represents. We will now show this by means of the law of iterated logarithm (LIL). See Anderson (1963) and Davis (1977) for the asymptotic normality of the traditional estimator on which the two steps of our procedure is based.
Recalling that m, n − m → ∞ and P 1 asymptotically orthogonalizes the two i y i y i sums in (15), the two limiting matrices for the components in (15) are both diagonal and we can omit the dg from S j . This omission is of order 1/ √ m and will not affect the optimization with respect to j, so we do not dwell on it in this proposition for the sake of clarity. It will however affect the optimization with respect to m, as we will see in the next propositions.
For any positive definite matrix, denote by λ 1 the largest and λ k the smallest eigenvalue.
The condition number is asymptotically equal to the ratio of the limsup to the liminf of the diagonal elements (which are the eigenvalues here because of the diagonality of the limiting matrices) and is given with probability 1 by
where the LIL yields δ n := 2 log (log (n)) /n and ω 2 i /n as the asymptotic variance (which exists by assumption) of the estimator of λ i . Writing c for c ∞ = λ 1 /λ k ,
This last expansion is not necessary to establish our result, but it will clarify the objective function. Applying this formula to the two matrices in (15) and dropping the remainder terms, we get the asymptotic condition number of Λ j as
which is minimized by letting j/m → 1 since lim a→0 a log (log a) = 0 and n > m (hence n − j ≥ 1). The condition m > j + 2, given at the start of the proof, ensures that log (m − j) > 1 and that C is real. The cases m = j, j + 1, j + 2 are not covered separately in this proof, because they are asymptotically equivalent to m = j + 3 as m → ∞.
Proof of Proposition 3. Under the i.i.d. assumption and the existence of fourth moments, Σ 2 satisfies the CLT
where the elements of Z 2 are jointly normal with mean zero and some finite positive definite variance matrix; see Anderson (1963) and Davis (1977) . Define
whose eigenvalues are the same as those of Σ 1 and its eigenvectors are Q 1 := P P 1 . We can write Ω 1 = Q 1 Λ 1 Q 1 which satisfies the CLT
where the elements of U 1 are jointly normal with mean zero and some positive definite variance matrix (these elements are uncorrelated when x is normal).
Let Σ have r distinct eigenvalues, λ 1 > λ 2 > . . . > λ r > 0 with multiplicities
(One may also take the diagonal elements of P · to be positive for uniqueness considerations, and similarly for other diagonalizations.) Now partition the matrices U 1 and Q 1 into submatrices with k 1 , . . . , k r rows and columns as U 1 = (U 1,ij ) and
where i, j = 1, . . . , r. Also, partition P 1 = ( P 1,i ) and P = (P i ) as blocks of k 1 , . . . , k r columns. Then, by defining the normalized R 1,ij := m 1/2 Q 1,ij (for i = j) like Anderson (1963), we have
Turning to our estimator of Λ, partition it into the block diagonal
where Λ i is now the k i × k i matrix corresponding to the eigenvalue λ i with multiplicity k i (not the same Λ i as in Proposition 2). Then, by direct substitution, we get the leading terms of the asymptotic expansion
Using P ΣP = Λ, we have
ii is a sum obtainable as in Anderson (1963, p.128) . The off-diagonals of P ΣP being zero, the first term in each of (18) and (19) is zero, and the first double sum in (20) can be written as a single sum. The second terms in (18), (19) and (20) will always be of smaller order than the remaining terms, so we can drop them. We are therefore left with
where λ · = 0 and, in general, the last two terms don't cancel and the diagonal terms are not all zero. From this we can deduce the following four cases:
(a) If m/ √ n → ∞ and m/n → γ, where 0 ≤ γ < 1, the leading term of the expansion is the first one.
(b) If m/ √ n → ∞ and m/n → 1 with n − m → ∞ (e.g., m = n − log n), the leading term of the expansion is the first one but its order is larger than n −1/2 hence suboptimal compared to case (a).
(c) If m/ √ n → γ, where 0 < γ < ∞, all terms are of the same order and we have the same convergence rate as in case (a). Note that the estimator will have a finite-sample bias of order n −1/2 in this case.
(d) If m/ √ n → 0, the leading term of the expansion is not the first one, but its order is larger than n −1/2 hence suboptimal.
Since Q 1,ii Q 1,ii p −→ I k i , where the limit is independent of m, the optimal case for Λ is (a) with γ = 0. Since P is based on the full sample and hence does not depend on m,
we get the same optimal m for Σ as for Λ.
Proof of Proposition 4. Following Anderson (1963) and Davis (1977) , we have
where Q ii is an orthogonal matrix having the conditional Haar invariant distribution independently of Z 2 , as they are based on independent samples. This simplifies the asymptotic expansion in (21) to
where ∆ = O p (1). The independence of Q ii and Z 2 allows an asymptotic U -statistic representation of the first term of the expansion when resampling and averaging. Let us start by conditioning on Q ii . Since Z 2 arises from the CLT for a sum of n − m i.i.d. observations, we have the U -statistic kernel for its elements
with i 1 , . . . , i n−m distinct integers taken from {1, . . . , n}, and
where c := (n − m) −1/2 E(s l+1 + · · · + s n−m ). Then, the variance of our U -statistic is proportional to n m
and the leading term of the expansion of the averaging estimator has to be normalized by the root of this fraction, so the term becomes O p (n −1/2 ) independently of m, when we condition on Q ii . This variance-reduction factor is also unconditional (by var(y) = var q (E z|q y) + E q var z|q (y) = E q var z (y)) because Z 2 is centred around zero and Q ii is distributed uniformly on the unit sphere.
The leading term is independent of m as a result of resampling and averaging, so the choice of optimal m will be decided by equalizing the order of magnitude of the next terms:
if one is larger than the others, then it can be reduced until equality is achieved. The third and fourth terms of (22) have positive-definite matrices, so resampling and averaging has no effect on the order of magnitude which is still O p (m −1 ). Unlike the first term, the second one is not a U -statistic: ∆ contains ( Q 1,ii − Q ii ) and Z 2 that are independent for any given split of the sample, but the next resample will lead to a Z 2 that is correlated with the previous Q 1,ii and so on. As a result, all the leads to m/n → γ with γ ∈ (0, 1) as optimal for averaging the Λ's over s = 1, . . . , q. Since P is based on the full sample and hence does not depend on m, averaging over Λ m,s or Σ m,s as in (21) leads to the same optimal m.
Proof of Proposition 5. For the baseline estimator Σ, consider again the orders of magnitude in (17)- (20), recalling that P , Q 1 are orthogonal (rotation/reflection matrices) and that R 1,ji R 1,ji = O p (1). The first term of (20) 
and, when k = o( √ m), it dominates the second terms in (18)- (19). As for the final term, it is dominated by the O p ((n − m) −1/2 ) term in (17). The result is
whose norm is minimized by taking m growing as fast as possible such that m/n → 0.
Unlike before, O p ((n − m) −1/2 ) is not necessarily the leading term anymore when k grows with n. Note that it is suboptimal to take m/n → γ = 0, as it makes the leading term larger. The same optimal m arises when imposing in addition that k = o( √ n − m), and
Similarly, for the general estimator Σ m,q , (22) implies
where we have dropped the O p (((n − m)m) −1/2 ) term which is now dominated. Consider the case of m/n → 1 with n − m → ∞, such as m = n − log n. This is a case where
and hence the rate at which k is allowed to grow is substantially diminished without any efficiency gain in return since the leading O p (n −1/2 ) term is unaffected. If we exclude this case, k = o( √ m) and the optimal m is m/n → γ with γ ∈ (0, 1), hence k = o( √ n). Table 5 : Average ratio c n−m / c n of condition numbers, equicorrelation design. Table 6 : Average ratio c n−m / c n of condition numbers, uniform design. 
