In this paper we study fixed point iterations of quasinonexpansive mappings in the range of monotone self-adjoint linear operators, which defines a real Hilbert space. This setting appears naturally in primal-dual algorithms for solving composite monotone inclusions including, as a particular instance, the Douglas-Rachford splitting. We first study conditions under which the range of a monotone self-adjoint linear operator endowed with the corresponding positive semidefinite inner product defines a Hilbert subspace, generalizing the non-standard metric case in which the linear operator is coercive and its range is the whole space. Next we study the convergence of fixed point iterations in this Hilbert subspace as a shadow of iterates in the whole Hilbert space. The result is applied to obtain the convergence of primal-dual splittings for critical values of stepsizes, generalizing results obtained in [19] . We study in detail the case of the Douglas-Rachford splitting, which is first interpreted as a primal-dual algorithm with critical stepsize values whose associated operator is firmly nonexpansive in a Hilbert subspace. A second primal-dual interpretation is provided with an alternative operator which is firmly quasinonexpansive in the whole primal-dual space with a non-standard metric. We thus obtain the weak convergence of primal-dual shadow sequences as in [5, 34] . We finish with some numerical experiences and applications in image processing.
Introduction
In this paper, we aim at solving the following problem. Problem 1.1. Let (H, · | · ) be a real Hilbert space, let V : H → H be a monotone self-adjoint linear bounded operator such that ran V is closed, and let S : H → H be such that Fix S = ∅ and S = S • P ran V , where P ran V is the orthogonal projection onto ran V . Moreover, assume that (P ran V • S)| ran V is quasinonexpansive in (ran V , · | · V ), where · | · V = · | V · . The problem is to (1.2) find x ∈ H such that x ∈ Fix S.
In the particular case when V = Id, S is firmly quasinonexpansive (or class T), and Id − S is demiclosed at 0, we have ran V = H, P ranV = Id, and Problem 1.1 is solved in [15] . On the other hand, if we assume that S is α−averaged nonexpansive, for some α ∈ ]0, 1[, Problem 1.2 is solved in [16] . In the case when V is coercive and self-adjoint, we also have ran V = H, P ranV = Id, and several approaches with non-standard metrics are developed for solving Problem 1.1 in some particular contexts (see, e.g., [12, 19, 25, 36, 20, 17] ). In all cases, the problem is solved via the fixed point iteration (1.3) z 0 ∈ H, (∀n ∈ N) z n+1 = (1 − λ n )z n + λ n Sz n , where (λ n ) n∈N is a strictly positive sequence. In the literature, several monotone inclusions and optimization problems are rewritten as a particular case of Problem 1.1 and solved via algorithms derived from (1.3) (see, e.g., [12, 16, 19, 25, 27, 36, 20, 17] ). In this paper we focus in the following primal-dual monotone inclusion. where J A = (Id + A) −1 is the resolvent of A and σ and τ are strictly positive, and set
which is clearly self-adjoint, linear, and bounded. In the case when στ L 2 < 1, in [19, 36] it is shown that V is coercive, ranV = H, S is averaged nonexpansive in (H, · | V · ), and Problem 1.4 reduces to Problem 1.1 (see also [25] ). Moreover, if we set, for every n ∈ N, z n = (x n , u n ), (1.3) reduces to
which is the primal-dual splitting proposed in [36] and in [19, 14, 25] in the optimization context (see [31, 26] for variable metric modifications and [9, 8] for some extensions). Under the same condition τ σ L 2 < 1, it has been shown in [19, 14, 25, 36] that (x n , u n ) n∈N converges weakly to a solution to Problem 1.4. The approach consists in realizing that S = J V −1 M for the operator M : (x, u) → (Ax + L * u) × (B −1 u − Lx), which is maximally monotone in (H, · | · ) [11, Proposition 2.7(iii)] and, hence, S is firmly nonexpansive with the non-standard metric induced by · | V · . Note that J M is also firmly nonexpansive with the standard product metric, however it has no explicit computation. Non-standard metrics and variable metrics are widely used in order to obtain explicit resolvent computations, as in the previous case, but also to accelerate algorithms [12, 19, 25, 36, 20, 17] .
In the case when τ σ L 2 = 1, V is no longer coercive, ker V = ∅, and the analysis becomes difficult because · | V · it is not definite positive. In [19] , the convergence of the sequences generated by (1.8) is studied when τ σ L 2 = 1 for convex optimization problems in finite dimensions. In this paper we extend this result to monotone inclusions in arbitrary Hilbert spaces, by using the space (ran V , · | V · ), which is proved to be a Hilbert when ran V is closed. Our approach relies on the fact that the operator S defined in (1.6) satisfies the hypothesis of Problem 1.1 and we tackle the convergence of fixed-point iterations (1.3) in such spaces in its whole generality for two sub-classes of quasinonexpansive mappings: firmly quasinonexpansive and averaged nonexpansive. It is worth to notice that most of known algorithms can be seen as fixed point iterations of operators belonging to previous classes. We prove that the shadows on ran(V ) of the sequence generated by (1. 3) converges to a point in ran(V ) and its image trough S is a solution to Problem 1.1. Our approach gives new insights on primal-dual algorithms: the convergence of primal-dual iterates in H follows from the convergence of their shadows in ran V . We thus generalize [19, Theorem 3.7] in the free error case.
The case when L = Id in Problem 1.4 has a particular interest and it is studied in detail. In [14] a connection between (1.8) and Douglas-Rachford splitting (DRS) is derived in the case when τ σ = 1. Since the condition τ σ < 1 is needed, the convergence of DRS is not a consequence of the results in [14] . By using our approach, we have a primal-dual interpretation of DRS (inspired on [14] ), as the fixed point iteration of the operator S introduced in (1.6) when L = Id. We obtain the convergence of the shadows of the generated sequence on ran V and that the image of the limit through S is in Z when L = Id (known as extended solution set [5, 2] ). The result thus derived is in the line of the classical results [27, 21] in which an auxiliary sequence converges to a point whose shadow is a solution. Since it is well known from [34] that the primal-dual shadow sequence converge to a point in the extended solution set, we provide a second primal-dual interpretation of DRS with previous property. More precisely, inspired from [34] , we define
and that Problem 1.4 (when L = Id) reduces to Problem 1.1. We thus obtain that the primaldual sequence generated by the fixed point iteration using S τ converges weakly to a extended solution. This approach simplifies the proof of convergence in [5] , by using iterations in H instead of in gra (A × B). Moreover, we provide new information involving fixed points of S and S τ to the known connections among fixed points of classical Douglas-Rachford operator and the extended solution set [4, Theorem 2.2] .
Finally, we present several numerical experiences involving convex optimization problems as LASSO [35] , wavelet image denoising, and total variation image denoising. We study the behaviour of the primal-dual splitting algorithm (1.8) for different instances of τ and σ, satisfying τ σ L 2 ≤ 1. As stated in [25] , we verify that the the algorithm (1.8) has better performance for larger stepsizes, obtaining the best behavior when τ σ L 2 = 1. We also compare the performance of the proposed algorithm with respect to several efficient methods in the literature [7, 6, 11, 19, 30, 36] . We observe in all experiences the efficiency of the method in (1.8) when τ σ L 2 = 1, which outperforms the methods in the literature in most of the cases.
The paper is organized as follows. In Section 2 we set our notation and some preliminaries. In particular, we provide conditions on a monotone self-adjoint linear operator V under which (ran V, · | V · ) is a real Hilbert space. In Section 3 we study Problem 1.1 and we provide conditions for the convergence of fixed point iterations obtained from (1.3) when the operator S is firmly quasinonexpansive or it is averaged nonexpansive. In Section 4 we apply the results obtained for fixed point iterations to the particular case of primal-dual monotone inclusions, where S is defined as in (1.6). We provide several connections with other results in the literature. In Section 5, we study in detail the particular case of Section 4 when L = Id, which is connected with Douglas-Rachford splitting. We also provide connections of our primal-dual interpretation with classical results in the literature. Finally, in Section 6 we provide three numerical experiences in image processing illustrating the efficiency of our approach.
Notations and Preliminaries
Throughout this paper H and G are real Hilbert spaces. We denote the scalar product by · | · and the associated norm by · . Given a self-adjoint monotone linear operator V : H → H, we denote by · | · V = · | V · , which is bilinear, positive semi-definite, and symmetric. Id denotes the identity operator on H. Given a linear bounded operator L : H → G, we denote its adjoint by L * : G → H. The symbols and → denotes the weak and strong convergence, respectively. Let D ⊂ H be nonempty and let T : D → H. The set of fixed points of T is given by
and it is firmly quasinonexpansive (or class T) if 
The set of zeros of
and A is maximally monotone if it is monotone and its graph is maximal in the sense of inclusions, i.e., for every (x, u) ∈ H × H,
Let C be a nonempty subset of H and let x n n∈N be a sequence in H. Then x n n∈N is Fejér with respect to C if
Let D be a nonempty weakly sequentially closed subset of H, let T : D → H, and let u ∈ H. Then T is demiclosed at u in (H, · | · ) if, for every sequence (x n ) n∈N in D and every x ∈ D such that x n x and T x n → u in (H, · | · ), we have have T x = u. In addition, T is demiclosed if it is demiclosed at every point in D. For an α-averaged operator T we have that Id−T is demiclosed. For further details and properties of monotone operators and nonexpansive mappings the reader is referred to [3] .
The following important result allows us to define algorithms in a real Hilbert space defined by the image of non-invertible self-adjoint linear bounded operators. Proposition 2.10. Let V : H → H be a monotone self-adjoint linear bounded sel operator such that ran V is closed. Then
and (ran V, · | · V ) is a real Hilbert space.
Proof. Since ran V is a closed vector subspace, (ran V, · | · ) is a Hilbert space. Moreover, since V | ran V is monotone self-adjoint bounded linear operator, we deduce from [10, Proposition 6.9] that
where σ(V ) stands for the spectrum of the operator V . Since V | ran V is bijective, then 0 / ∈ σ(V | ran V ) and, therefore it follows from (2.12) that there exists α > 0 such that
and the equivalence follows. For the last assertion, note that the bilinearity of · | · V follow from the bilinearity of the original inner product and the linearity of V. Moreover, the symmetry of · | · V follows from the symmetry of the original inner product and from the fact that V is a self-adjoint operator. Now, if x | x V = 0, by (2.11), we conclude that x = 0. Then · | · V is an inner product in ran V. Now, let (x n ) n∈N be a Cauchy sequence in (ran V, · | · V ). Then, since (2.12) holds, there exists α > 0 such that
Therefore (x n ) n∈N is a Cauchy sequence in H and then it converges to some x ∈ H. Since ran V is closed, we deduce that x ∈ ran V and
The following example illustrates that assumption ran V closed is not redundant. Indeed, we exhibit a self-adjoint cocoercive linear bounded operator whose range is not closed. Example 1. Let 2 (R) be the real Hilbert space defined by
x j y j , and consider the operator V :
Clearly, V is a self-adjoint bounded linear operator. Moreover, since, for every j ∈ N, j 2 ≥ j, we have
and, therefore, V is 1-cocoercive. Now, consider the sequence (x n ) n∈N ⊂ 2 (R) given by
We have
and we obtain V (x n ) → h as n → +∞, where h = (1/j) j∈N\{0} ∈ 2 (R). If we suppose that there exist x ∈ 2 (R) such that V x = h, then, for every j ∈ N, x j = 1 and (1, 1, 1, . . .) / ∈ 2 (R). Therefore, ran V is not closed.
Fixed point iterations
In this section we obtain conditions for ensuring the convergence of the fixed point iteration defined by S in Problem 1.1. Proposition 2.10 gives us sufficient conditions on a linear operator V in order to obtain that (ranV , · | · V ) is a real Hilbert space. Next results are crucial for deriving convergence of fixed point iterations in this Hilbert subspace. 
Thus S(Fix (Q • S)) ⊂ Fix S and the result follows.
In the context of Problem 1.1, we obtain the following corollary by setting Q = P ran V . 
Then S(Fix T ) = Fix S and, in particular, Fix T = ∅.
In the following results we prove that fixed point iterations defined by S approximates the solutions to Problem 1.1 via their shadows in ranV . In Problem 1.1 the operator T defined in (3.3) is assumed to be quasinonexpansive, but we derive our result for two sub-classes of quasinonexpansive operators. The first class is composed of firmly quasinonexpansive (or class T) operators T such that Id − T is demiclosed at 0. The second is the class of α−averaged nonexpansive operators, for some α ∈ ]0, 1[. We split our results in previous two classes.
Theorem 3.4. In the context of Problem 1.1, let T be defined by (3.3) . Assume that T is a firmly quasinonexpansive operator such that Id − T is demiclosed at 0 in (ran V , · | · V ). Let (λ n ) n∈N be a sequence in [ε, 2 − ε] for some ε ∈ ]0, 1[ and consider the sequence (x n ) n∈N defined by the recurrence
Then the following hold:
(2) (P ran V (Sx n − x n )) n∈N converges strongly to 0 in (ran V , · | · V ).
(3) (P ran V x n ) n∈N converges weakly in (ran V , · | · V ) to somex ∈ Fix T and Sx is a solution to Problem 1.1.
Proof. Since V is a monotone bounded self-adjoint linear operator and ran V is closed, it follows from Proposition 2.10 that (ran V , · | · V ) is a real Hilbert space. Moreover, since S = S • P ran V and P ran V is linear, by defining, for every n ∈ N, y n = P ran V x n , it follows from (3.5) that
Altogether, since inf n∈N λ n (2 − λ n ) ≥ ε 2 , 1 and 2 follow from [15, Proposition 4.2] in the free error case. Finally, it follows from [15, Theorem 5.2(i)] that y n converges weakly to somê y ∈ Fix T , and 3 is obtained from Corollary 3.2.
Remark 3.7. Previous result does not include summable errors for ease of the presentation, but they can be included effortlessly.
Then the following hold: In the case when V is coercive, we have ran V = H, P ran V = Id, and the topologies induced by · | · and · | · V are equivalent. The following results are a direct consequences of Theorems 3.4 & 3.8 in this case. They can also be deduced from [17, Theorem 3.3] by using the fact that Id − S is demiclosed at 0, from which it is easy to deduce that weak accumulation points are solutions. Corollary 3.10. Let V be a coercive bounded self-adjoint linear operator and let S : H → H be a firmly quasinonexpansive in (H, · | · V ) such that Id − S is demiclosed at 0 and Fix S = ∅. Let (λ n ) n∈N be a sequence in [ε, 2 − ε] for some ε ∈ ]0, 1[ and consider the sequence (x n ) n∈N defined by the recurrence
Then the following hold: 
(2) (Sx n − x n ) n∈N converges strongly to 0 in H.
(3) (x n ) n∈N converges weakly in H to somex solution to Problem 1.1.
Remark 3.14. The author in [20] consider the case when the averaged nonexpansive operator S and the linear coercive operator V in Corollary 3.12 varies among iterations. This modification allows to include variable stepsizes in primal-dual algorithms. As we will see below, it is not simple to include variable stepsizes in our more general setting, since this needs to tackle variable Hilbert spaces (ranV k , · | · V k ) k∈N .
Application to Primal-Dual algorithms for monotone inclusions
Consider the Problem 1.4 and the space H = H × G endowed by the inner product · | · :
where τ, σ are strictly positive real numbers such that τ σ L 2 ≤ 1. Note that V is clearly linear, bounded, and self-adjoint. In order to verify that V satisfy the remaining hypotheses of Problem 1.1, we first study the monotonicity of V . 
Analogously,
By adding previous inequalities, we deduce (x, u) | V (x, u) ≥ min{τ,σ} 2 V (x, u) 2 and the result follows.
The following result characterizes the closed range condition on V , which, by Proposition 2.10, ensures that (ranV , · | · V ) is a real Hilbert space. Theorem 4.3. In the context of Problem 1.4, consider V be the operator defined in (4.1). Then, the followings statements are equivalent.
(
Then v ∈ ran(Id − στ LL * ) and, therefore, ran(Id − στ LL * ) is closed.
Therefore y ∈ ran(Id − στ L * L) and, hence, ran(Id − στ L * L) is closed.
(2 ⇒ 1). Let (y n , v n ) n∈N be a sequence in ran V such that (y n , v n ) → (y, v). Then, for every n ∈ N, there exist (x n , u n ) such that (y n , u n ) = V (x n , u n ), or equivalently,
from which we obtain
By adding the second equation in (4.4) and the first equation in (4.5) we obtain (4.6) (Id − στ LL * )u n = στ Ly n + σv n → στ Ly + σv.
Hence, since ran(Id−στ LL * ) is closed, there exists u ∈ G such that στ Ly+σv = (Id−στ LL * )u. We deduce V (τ (L * u + y), u) = (y, v) and, therefore, ran V is closed. (3 ⇒ 1). Analogously, by adding the first equation in (4.4) and the second equation in (4.5) we obtain
Since ran(Id − στ L * L) is closed, there exist x ∈ H such that στ L * v + σy = (Id − στ L * L)x. We deduce V (x, σ(Lx + v)) = (y, v) and therefore ran V is closed.
Remark 4.8.
(1) In the case when στ L 2 < 1, we have that Id − στ LL * is invertible. Therefore, ran(Id − στ LL * ) = G and, from Theorem 4.3, ran V is closed.
(2) In the case στ L 2 = 1 and LL * = αId for some α ∈ R, we have L 2 = LL * = α [3, Fact 2.25(ii)] and, therefore, we deduce (Id−στ LL * ) = 0. Hence, ran(Id−στ LL * ) = {0} which is closed and Theorem 4.3 implies that ran V is closed. This is the case for wavelets transformations (see, e.g., [28] ). A symmetric result can be obtained in the case when L * L = αId for some α ∈ R.
In order to connect Problem 1.4 with Problem 1.1, we define the operators (1) Fix J W = zer(W ) = zer(M ) = Z.
(2) J W is single-valued and
Proof. 1: Since V is a linear operator V (0) = 0. Therefore, by (4.9) we have
The first equality follows from definition of the resolvent and the last equality follows from the definition of Z in (1.5). 2: Let (x, u) and (y, v) in H. It follows from (4.9) and the maximal monotonicity of A and B that 
4: It follows from 3 and the fact V • P ran V = V .
Recalling the definition of S in (1.6), Proposition 4.10(2) yields J W = S, Proposition 4.10(4) implies S = S • P ranV , and from Proposition 4.10(1) we have Fix S = Z. In order to reduce Problem 1.4 to Problem 1.1, the following result provides the firm nonexpansiveness of P ranV •S in (ranV , · | · V ). Its proof is a generalization of [19, Theorem 3.3] to monotone inclusions and infinite dimensional spaces.
Proposition 4.13. Let V be the operator defined in (4.1), assume that ranV is closed, and consider the operator T : ran V → ran V defined by
Then T is firmly nonexpansive in the Hilbert space (ran V , · | · V ) and
Proof. First note that Proposition 4.2 implies that (ran V , · | · V ) is a real Hilbert space. Let z and w in ranV and, from Proposition 4.10(2), set p = J W z and q = J W w. It follows from (4.9) that
and, analogously, V (w − q) ∈ M q. Therefore, the maximal monotonicity of M and the facts that V = V • P ranV and that V is self-adjoint, yield
where |||·||| 2 V = · | · V , and we obtain the firm nonexpansivity. The last assertion follows from 14) , respectively, and suppose that ran V is closed. Let στ L 2 ≤ 1, let (λ n ) n∈N be a sequence in [0, 2] satisfying n∈N λ n (2 − λ n ) = +∞, and consider the sequence (x n , u n ) n∈N defined by the recurrence
where (x 0 , u 0 ) ∈ H. Then P ran V (x n , u n ) n∈N converges weakly in (ran V , · | · V ) to some (ŷ,v) ∈ Fix T and J W (ŷ,v) is a solution to Problem 1.4.
Proof. First, V is a bounded self-adjoint linear operator such that ran V is a closed and Proposition 4.2 implies its monotonicity. Moreover, by defining S = J W and, for every n ∈ N, x n = (x n , u n ), it follows from Proposition 4.10(2) that x n+1 = (1 − λ n )x n + λ n Sx n and from 
where g * stands for the Fenchel conjugate of g. Under the additional condition ranV closed, Theorem 4.20 provides convergence to a minimizer, generalizing the result of [19, Theorem 3.3] to infinite dimensional spaces and allowing a larger choice of parameters (λ n ) n∈N . Note that, we have that ran V is automatically closed in finite dimensional spaces and since Theorem 4.20 implies P ranV (x n , u n ) → (ŷ,v) and J W is continuous, we have J W (x n , u n ) = J W P ranV (x n , u n ) → J W (ŷ,v) ∈ Z. (2) In practice, since J W • P ran V = J W , the sequence P ranV (x n , u n ) n∈N is not needed.
Furthermore, since
we can use a stopping criteria only involving (x n , u n ) n∈N .
In the particular case when στ L 2 < 1, it follows from [36, Equation (3.20) ] that V is coercive. Hence, we derive from Corollary 3.12 the following result proved in [9, 19, 36, 25] . Corollary 4.25. In the context of Problem 1.4, let στ L 2 < 1, let (λ n ) n∈N be a sequence in [0, 2] satisfying n∈N λ n (2 − λ n ) = +∞, and consider the sequence (x n , u n ) n∈N defined by the recurrence
where (x 0 , u 0 ) ∈ H. Then (x n , u n ) n∈N converges weakly in H to a solution to Problem 1.4. 
Application to Douglas-Rachford Algorithm for monotone inclusions
In this section we explore in detail the case of Problem 1.4 when L = Id. Throughout this section, assume
H be the real product Hilbert space H × H endowed with the standard scalar product, and define the operators
Note that, since τ σ = 1 = Id 2 , V 0 , M 0 , W 0 , and T 0 coincide with the operators V , M , W , and T defined in (4.1), (4.9), and (4.14), respectively, when L = Id. On the other hand, the Douglas-Rachford operator G τ,B,A and the associated maximally monotone operator S τ,B,A are defined and studied in [21] . Moreover, the operator Φ 1 A is the Minty parameterization of gra A. In the case when L = Id, Problem 1.4 reduces to the following problem. The following result provides connections among the operators defined in (5.2).
Proposition 5.5. We have (1) Λ is surjective and Λ * :
Proof. 1-3: Direct. 4: The equality follow from 3. Since στ = 1 and L = Id, ran(Id − στ LL * ) = {0} and Theorem 4.3 implies that ranV 0 closed. Therefore, since, for every (x, u) ∈ H we have J
Let (x, u) and (y, v) in H be such that (y, v) = J W0 (x, u). By applying the Moreau identity [3, Proposition 23.20], it follows from (5.7) that
Hence, it follows from (5.7) that 
Thus,
Since S τ,B,A is maximally monotone [21, Theorem 4] and Λ • Λ * is invertible, the result follows from [3, Proposition 23.25(i)] and the fact that τ M 0 is monotone.
Remark 5.11. Proposition 5.5 (11) can be obtained from [2, Theorem 4.5] in the particular case when τ = 1.
The following result provides an alternative primal-dual perspective of the Douglas-Rachford splitting for solving Problem 5.3, which is also developed in [14, Section 4.2 ]. An important difference with respect to results in [14] is the fact that the condition στ < 1 is needed for guaranteeing convergence in this context. We obtain as a corollary some results first obtained in [21] .
Theorem 5.12. In the context of Problem 5.3, let τ > 0, let (λ n ) n∈N be a sequence in [0, 2] satisfying n∈N λ n (2 − λ n ) = +∞, and consider the sequence (x n , u n ) n∈N defined by the recurrence
where (x 0 , u 0 ) ∈ H. Then, by setting, for every n ∈ N, z n = Λ(x n , y n ), (z n ) n∈N converges weakly in H to someẑ ∈ Fix G τ,B,A and J τ Aẑ , −ẑ −J τ Aẑ τ is a solution to Problem 5.3. Moreover, we have (5.14) (∀n ∈ N) z n+1 = (1 − λ n )z n + λ n G τ,B,A z n .
Proof. Note that, from Proposition 5.5(4), ran V 0 = ran Λ * is closed. Then, in the case when L = Id, we deduce from Theorem 4.20 that (P ran Λ * (x n , u n )) n∈N converges weakly in (ran Λ * , · | · V0 ) to some (ŷ,v) ∈ Fix T 0 and J W0 (ŷ,v) ∈ Z 0 . By settingẑ = Λ(ŷ,v), it follows from Proposition 5.5 (10) thatẑ ∈ Fix G τ,B,A and, from Proposition 5.5 (11) , we deduce that J τ Aẑ , −ẑ −J τ Aẑ τ is a solution to Problem 5.3. In order to prove the weak convergence of (z n ) n∈N toẑ, fix w ∈ H and set (p, q) = 1 1+τ 2 Λ * w = 1 1+τ 2 (w, −τ w). We have (p, q) ∈ ran Λ * , Λ(p, q) = w and from [3, Fact 2.25 (iv)] and Proposition 5.5 (6) we obtain (5.15) and the weak convergence follows because w ∈ H is arbitrary. Finally, (5.7) yields, for every n ∈ N, (x n+1 , u n+1 ) = (1 − λ n )(x n , u n ) + λ n J W0 (x n , u n ). Therefore, it follows from Proposition 5.5(8) that (5.16) and the result follows.
Previous result provides a connection between classical Douglas-Rachford scheme [21] and the primal-dual version in (5.13) , and we obtain that the auxiliary sequence (z n ) n∈N converges weakly to aẑ whose primal-dual shadow is a primal-dual solution. In [34] the weak convergence of the primal-dual shadow sequences is proved, which leads us to the question whether the weak convergence of the primal-dual iterates in (5.13) can be obtained. The following result aims at answering this question, but needs to introduce different iterates, which are connected with those generated by (5.13) . First, inspired on [34] , we introduce an alternative metric and a new firmly quasinonexpansive operator. We recall the definition in (5.2) 
. Then the following hold.
(1) V τ is a coercive self-adjoint bounded linear operator.
Proof. 1: Direct. 2: It is direct from [3, Proposition 23.22 ]. 3: Let (x, u) ∈ ran A. We have
and the result follows. 4: Let x = (x, u) ∈ gra A and let z ∈ H. It follows from the monotonicity of A and [3, Proposition 23.22] that
In particular, if z = J τ B (x − τ u), it follows from (5.20) that (5.21) x
Let y = (y, v) ∈ Fix S τ . It follows from 3 that −v ∈ By or, equivalently, y = J τ B (y − τ v). Then, (5.19) , the firm nonexpansivity of J τ A and J τ B , and (5.21) yield
x, for somex = (x,û) ∈ H, and x n − S τ x n → 0. We will prove that (x,û) ∈ Fix S τ . By defining, for every n ∈ N, (x n , u n ) := x n and y n = (y n , v n ) := S τ x n = S τ (x n , u n ), (5.19 ) and (5.2) yield, for every n ∈ N,
where M 0 is defined by (5.2). Since (x n , u n ) (x,û), x n − y n → 0, and u n − v n → 0 we conclude that y n x, and, (x n − y n )/τ − v n −û. It follows from [11, Proposition 2.7 (iii)] that M 0 is maximally monotone and, from (5.23), [3, Proposition 20 .38 (i)], and (Γ(x, u) ) , (5.25) and the result follows. 7: Is direct by noting that Γ • Φ τ A = Id. Remark 5.26. Proposition 5.18(4) is stronger to the inequality in [5, Corollary 5.1]. Indeed, the latter is equivalent to the quasinonexpansiveness of S τ while in the former we prove its firm quasinonexpansiveness.
The following result provides another primal-dual perspective of the classical method in (5.14) [21] . In this case, the weak convergence of the shadow iterates is guaranteed as in [1, 5, 34] .
Theorem 5.27. In the context of Problem 5.3, let τ > 0, let (λ n ) n∈N be a sequence in [ε, 2 − ε] for some ε ∈ ]0, 1[, and consider the sequence (x n , u n ) n∈N defined by the recurrence
where (x 0 , u 0 ) ∈ H. Then, (x n , u n ) n∈N converges weakly to some (x,û) such that (x, −û) is a solution to Problem 5.3. Moreover, by defining w n := Γ(x n , u n ), we have
Proof. First note that, from Proposition 5.18 (1) , V τ is a coercive bounded self-adjoint linear operator. Moreover, by defining for every n ∈ N, x n = (x n , u n ), it follows from (5.19 ) that x n+1 = (1 − λ n )x n + λ n S τ x n and, from Proposition 5.18(3)-(5), S τ is a firmly quasinonexpansive operator in (H, · | · Vτ ) such that Fix S τ = ∅ and Id−S τ is demiclosed at 0. Altogether, since Proposition 5.18(3) yields Fix S τ = N (Z 0 ), the convergence follows from Corollary 3.10. The last assertion follows from the linearity of Γ and Proposition 5.18 (7) .
Remark 5.30.
(1) In the case when λ n ≡ 1 and τ = 1, (5.28) reduces to the algorithm in [5, Theorem 6.2] . Our approach is purely operator based and primal-dual, while the result in [5] needs inequalities involving iterates in gra (A × B). In particular, we obtain [5, Theorem 6.2(iii)] directly from the demiclosedness at 0 of S τ .
(2) Noting that, from (5.2), we have Γ = Λ • N , we deduce from Proposition 5.18 (7) and Proposition 5.5(7) that
This relation provides a connection through (5.14) between algorithms in (5.28) and (5.13) . A direct connection between primal-dual iterates in (5.28) and (5.13) is part of a further research. In particular, we include the case when τ = 1 and we see the solution sets as fixed points of primal-dual operators defining algorithms in (5.28) and (5.13) . Note that, we can deduce from Proposition 5.5(5) (9)&(10) that Λ(Fix J W0 ) = N • Γ(Fix J W0 ) = Fix G τ,B,A , which coincides with the diagram below.
Numerical Experiences
In this section, we implement the proposed algorithms for the LASSO problem for randomly generated matrices, wavelet-based denoising and total variation denoising problems in image processing. We compare the performance of the proposed method with respect to several efficient methods available in the literature. 6.1. LASSO. To evaluate the propose algorithm given by (4.21), we will consider the following problem which has been very studied in statistical regression analysis and sparse signal/image processing (see, e.g., [29, 35, 37] ).
where α > 0, b ∈ R n , and K ∈ R n × R N . By setting f = α · 1 , g = 1 2 · −b 2 , and L = K, we obtain that (6.1) is a particular instance of (4.23) and, from Remark 4.22.1, (6.1) is solved by the algorithm in (4.24) . Note that, from [18, Example 2.16] we have prox τ f :
and, from [3, Proposition 24.8(i)&(ix)], we deduce prox σg * : u → (u − σb)/(σ + 1). Therefore, (4.24) with relaxation parameter λ n ≡ 1, reduces to Algorithm 1, in which we denote the relative error by
Algorithm 1
1: Choose x 0 ∈ R N , u 0 ∈ R n , ε > 0, and r 0 > ε. 2: while r n > ε do 3: x n+1 = prox τ f (x n − τ K u n ) 4:
We test the Algorithm 1 with N = 640 and n = 480 on 30 random realizations of matrices generated by the rand function of MATLAB, 10 different values for (τ, σ), and α = 1. The average execution time and average number of iterations is shown in Table 1 . Additionally, we compare these result with the algorithm "FISTA" proposed in [7] . Table 1 show that the Algorithm 1 is faster when the values of τ and σ are closer to the equality τ σ K 2 = 1. Note that in cases 6-10, the Algorithm 1 have better performance than FISTA. Table 2 show the comparison between the case 10 and FISTA for α = 10 −1 and 1, 2, and 3 show the performance of FISTA and Algorithm 1 in the best case (Case 10) for a specific random matrix. For α = 1 and α = 10 −1 , the Figure 1 and Figure  2 show that in a few number of iterations, FISTA reach better results, but Algorithm 1 is better than FISTA from a larger number of iterations, and the relative error descends steeply. For α = 10 −3 , in Figure 3 we observe FISTA reach better results than Algorithm 1 from a larger number of iterations, but it is not consistently better than Algorithm 1 and the changes in the slopes could be linked to numerical problems. 
6.2.
Wavelet-based denoising model. Consider the problem (see, e.g., [7, 22] ) (6.4) min
where y ∈ R N1×N2 is the image to recover from a blurred and noisy observation b ∈ R m1×m2 . In this model, R : R N1×N2 → R m1×m2 is the blur linear operator, W : R N1×N2 → R M1×M2 is the discrete wavelets transform (see, e.g., [23, 28] ) and α is a strictly positive parameter. In this model, we assume that the recovered image can be obtained from a few number of non-zero wavelet coefficients. Note that, since W −1 = W * , by setting x = W y, (6.4) reduces to (6.1) when K = RW * . Hence, the following test compares Algorithm 1 for solving (6.4) with FISTA for several choices of the parameters (τ, σ).
More precisely, we consider the test image in Figure 5a (denoted by x) , composed by 256×256 pixels 1 . The operator R represents a Gaussian blur of size 9×9 and standard deviation 4 (applied by MATLAB function fspecial) and the observation b is obtained via b = Rx + e, where e is an additive zero-mean white Gaussian noise with standard deviation 10 −3 . The observed imaged is presented in Figure 5b . The operator W is the three stage Haar wavelet transform and we consider α = 10 −4 . We have W = 1 and R is easily computed via MATLAB's functions (see [24, Section 4.3] ). Since Algorithm 1 has the best performance in previous test when τ σ K 2 = 1, we construct 17 cases by setting τ k = δ k−1 800 K and σ k = 800δ −k+1 K , for k = 1, . . . , 17
and δ = 800 1/8 , and we compare computational time, iterations and objective value with FISTA [7] in Table 3 . Note that for a precision ε = 10 −5 , cases 13 − 15 outperforms FISTA, while if ε = 10 −6 , cases 12 − 16 have better performance than FISTA. In this particular example, the choice τ = 65.22 and σ = 0.0153 has the best performance for both precisions. In Figure 4a and 4b we plot relative error versus time and iterations for the 17 cases and FISTA. Note that we verify that several cases have better performance than FISTA, but we underline that the case 14 for Algorithm 1 reach a better precision for the same computational time and iterations.
In Table 4 , we can observe that Algorithm 1 when τ = 150.42 and σ = 0.0066 outperforms dramatically FISTA when the precision is ε = 10 −9 . Moreover, in Figure 5c and Figure 5d we present the reconstructed images with both methods. We observe that the objective value and PSNR obtained after 100 iterations is better in the case of Alg. 1. Table 3 . Average time and number of iterations for images, ε = 10 −5 and ε = 10 −6 . where b ∈ R m1×m2 and R : R N1×N2 → R m1×m2 are defined in Section 6.2, and ∇ : x → ∇x = (D 1 x, D 2 x) is the classical discrete gradient, its adjoint ∇ * is the discrete divergence (see, e.g., [13] ). This problem priviledges solutions with possibly high gradients, but localized in space and assumes that the original image is piecewise constant. With respect to the previous model, this formulation has as additional difficulty the presence of the nonsmooth 1 norm composed with the discrete gradient operator ∇, which is non-invertible. By considering f = 0, g : (u, v 1 , v 2 ) → 1 2 u−b 2 2 +α v 1 1 +α v 2 1 , α = 10 −4 , and L : x → (Rx, D 1 x, D 2 x), (6.5) is a particular instance of (4.23), and, therefore could be solved by (4.24) . In order to compute L we use the method proposed in [32, Algorithm 12] . It follows from [3, Proposition 24.11&Proposition 24.8(ix)] that (6.6) prox σg * :
and, hence, (4.24) reduces to Algorithm 2 below, which is compared with Monotone + Skew splitting (MS) [11] , Alternating Forward-Backward Splitting (AFBS) [30] , and FISTA [6, Section V] for reconstructing the same blurred and noisy image b used in Section 6.2 (R is also the same). In Table 5 we consider 19 cases for parameters (τ, σ): τ 1 = σ 1 = 0.9/ L 2 , τ 2 = 1/ L 2 , σ 2 = 0.99/ L , τ k = δ k−3 800 L and, for every k ∈ {3, . . . , 19}, σ k = 800δ −k+3 L , where δ = 800 1/8 . For (MS) we consider as stepsize γ = 0.99/ L and for (AFBS) we consider γ = 0.05 and, for every n ∈ N, λ n = 1.7/n 0.505 , which are the best values we found for previous methods in this context. We observe that, for ε = 10 −5 , in every case the proposed algorithm is more efficient Figure 5 . Original, blurred and reconstructed images after 100 iterations than MS, AFBS, and FISTA. On the other hand, the performance of the proposed algorithm is better for larger values of τ , and the best performance is achieved when τ = 23.06 and σ = 0.00542. On the other hand, even if the algorithm stops after achieving the relative error criterion, for small values of τ we observe that the algorithm moves slowly far away from the solution, since the objective value is high. Moreover, note that the efficiency can be improved by choosing relaxation steps (λ n ) n∈N larger than 1. In this case, the best performance for case k = 16 is obtained by setting λ n ≡ 1.8. It is worth to notice that FISTA involves subiterations for computing the proximity operator of the total variation function x → ∇x 1 (see [6] ), which Figure 6 . Comparison among FISTA, AFBS, MS, and Alg. 2 for image reconstruction in the case α = 10 −4 . We plot Algorithm 2 in the best two cases (k = 15 and k = 16) for λ n ≡ 1.
