The purpose of the ''International Wet Steam Modeling Project'' is to review the ability of computational methods to predict condensing steam flows. The results of numerous wet-steam methods are compared with each other and with experimental data for several nozzle test cases. The spread of computed results is quite noticeable and the present paper endeavours to explain some of the reasons for this. Generally, however, the results confirm that reasonable agreement with experiment is obtained by using classical homogeneous nucleation theory corrected for non-isothermal effects, combined with Young's droplet growth model. Some calibration of the latter is however required. The equation of state is also shown to have a significant impact on the location of the Wilson point, thus adding to the uncertainty surrounding the condensation theory.
Introduction
In steam turbines the formation of wetness causes additional dissipation, blade erosion, and corrosion problems. Many publications are dedicated to this subject and it is hard to single out any one of these as they range from experimental to entirely theoretical investigations, and from simplified one-dimensional (1D) approaches to studies of real turbine applications. The latest wet-steam special issue [1] [2] [3] provide a comprehensive overview of past research along with more recent developments.
Computational Fluid Dynamics (CFD) was firmly established in the field of turbomachinery by the end of the last century and it now also dominates wetsteam research in terms of numbers of papers. Modern wet-steam numerical methods are usually based on the theories of droplet formation and growth in the context of a thermodynamically nonequilibrium flow environment, but there is a wide range of approaches in terms of how the models are implemented. In 2015 the ''International Wet Steam Modeling Project'' (IWSMP) was initiated to examine the current state of fundamental wet-steam modeling within modern CFD methods. For this purpose institutions and companies were invited to provide flow calculations for a few well-known validation nozzle tests. This paper presents the outcome of this collaboration and includes results from all participants.
The motivation for the IWSMP arose from the fact that, within the wet-steam community, different condensation models and various numerical methods are used but, surprisingly, no common modeling standard has emerged over the years. In order to validate nucleation and droplet growth theories it has been most convenient to use experimental data from supersonic nozzle flows, such as those described by Barschdorff, 4 Young, 5 or Wroblewski et al. 6 Most researchers manage to achieve reasonable (or even excellent) agreement for one or two nozzles, but matching computation and experiment for the entire range of test cases has proved elusive. Uncertainties persist regarding the numerical methods, the fundamental theories of nucleation and droplet growth, and indeed some of the experimental data. One may conclude that this is a rather unsatisfactory situation, which has now been going on for some thirty years, but it is also true to say that spontaneous condensation is a complicated process that is exceptionally sensitive to small changes in various physical quantities.
Since the earliest attempts to match theory with nozzle experiments, one of the main changes has been the advent of multi-dimensional CFD methods. This has revealed a host of additional uncertainties and called into question the suitability of some of the experiments. The authors believe that this situation justifies a review of the current status of wetsteam modeling, the particular aim at this stage being to clarify the influence of different numerical methods, model assumptions and their implementation. This is the first time that the majority of worldwide wetsteam methods has been assembled for comparison on a common basis, and this is perhaps one of the main achievements of this collaboration. It is hoped that the results of this project will provide a starting point for future endeavours of similar nature, perhaps eventually leading to the establishment of some recommended procedures (and test cases) for code validation, as well as agreement as to the best combination of modeling approaches to adopt.
In the following sections a short explanation of condensing nozzle flows is first given before the IWSMP is introduced in more detail. Subsequently the numerical results from the project participants are compared with each other and with experimental data. The influence of various modifications to the nucleation and droplet growth models as well as the effect of different numerical methods is then investigated. Finally, tentative recommendations are made for undertaking nozzle calculations and suggestions are given for further work.
Condensing nozzle flows
The initial validation of wet-steam methods relies heavily on experimental data obtained from condensing nozzle flows, chiefly because the flow in such nozzles is much simpler than that within a turbine. Well-designed nozzles can produce a steady, near-1D flow that nonetheless replicates the expansion rate, Mach number and subcooling conditions that are encountered in real turbines. Although most readers will no doubt be familiar with condensing nozzle flow, we give a brief outline of the main phenomena in order to draw attention to some of the particular issues relating to the validation of numerical methods. Figure 1 shows typical variations in key quantities for flow in a converging-diverging nozzle. The steam is accelerated in the nozzle and the pressure falls in accord with supersonic expansion in the diverging section. As is well known, non-equilibrium conditions are established due to the Gibbs free energy barrier associated with droplet formation, and thus condensation only commences once the steam is subcooled, typically by some 30 K. For an initially dry stagnation state this will normally be downstream of the throat where the flow is supersonic. The nucleation rate rises extremely rapidly with subcooling and at some point enough nuclei are present to support appreciable condensation. In adiabatic flow the latent heat release is absorbed by the vapour, raising its temperature and bringing the flow back towards equilibrium. The point of maximum subcooling is called the Wilson point and, for given inlet conditions, its location depends on the expansion rate, as quantified by _ P ¼ Àdðln pÞ=dt. (Note that the cooling rate ÀdT=dt is more commonly used for moist air flows.)
The heat release affects all the flow properties and in particular the characteristic pressure rise (sometimes misleadingly referred to as the 'condensation shock') is used to compare experiment and theory. The location and shape of this pressure rise is determined by both the rate of formation of droplets (i.e. the nucleation rate) and by their subsequent growth rate. These two processes are intimately linked-for example, an increase in the droplet growth rate causes a more rapid reduction in subcooling, thereby quenching nucleation earlier and resulting in fewer, but larger droplets. As pointed out by Young, 5 it is therefore important to match both the pressure distribution and the droplet size in order to properly validate wet-steam models.
It is obvious that a reduction in inlet temperature causes the condensation to move upstream within the nozzle. The pressure rise becomes steeper as a consequence of heat release taking place closer to sonic conditions and eventually a true, aerodynamic shockwave becomes embedded within the condensation zone. Further reduction in inlet temperature results in self-excited oscillations, detailed studies of which have been undertaken by Schnerr 7 (especially for moist air flows) and others. Although these oscillatory regimes are of considerable scientific interest and may well be of practical relevance to turbine flows, they are perhaps less important for initial validation studies and have not been included in the present project.
Project overview
Thirteen research groups have taken part in this collaboration and contributed their numerical results. In order to achieve an unbiased comparison between the different methods, structured grids (coarse, medium, fine) were provided to the participants. Node numbers and the spatial extent of these are given in Table A1 of the appendix. All grids were refined in the expected condensation zone and near the walls. In addition to fully three-dimensional (3D) grids that resolve the boundary layers of all four walls, grids for two-dimensional (2D) calculations were also made available. A grid-independent solution in terms of pressure can often be reached with the coarsest grid, whereas convergence for the droplet size typically requires finer resolution. Nonetheless, most participants achieved reasonably grid-independent solutions with the medium grids. DoSkoda's method is an unstructured solver and they thus undertook their own meshing. The numbers of nodes required to give grid-independent solutions in their case is also given in Table A1 .
Participants were completely free in their choice of numerical and wet-steam models. An overview of the different approaches is provided in Table A2 of the appendix, together with details of the participating institutions. Despite the variations, there are a number of common themes that are worth noting:
1. Most, but not all, of the solvers are in-house ''high-order'' finite-volume methods. 2. Standard turbulence models were generally applied, although several solvers were restricted to laminar flow and in some cases participants assumed laminar flow for a specific test case. 3. No inlet boundary layer profiles have been specified by the participants. 4. Classical nucleation theory has been universally adopted, with or without Kantrowitz's nonisothermal correction. 5. More variation is to be found in droplet growth modeling, but most used Young's equation albeit with different model parameters. 6. The most common approach for modeling the droplet spectra was to assume a single, mean droplet size (i.e. monodispersed), but moment methods and one polydispersed model were also used. 7. Equations of state ranged from simple ideal gas relations through virial equations to the Gibbsbased IAPWS-IF97 formulation.
In addition to the above, pressure and mean droplet size data are available in the literature. (Note that steady nozzle flows yield narrow droplet size spectra (see e.g. Bakhtar et al. 10 so an average size measurement is all that can usually be obtained.) However, both nozzles have features that render them less than perfect for validation purposes (see later discussions) and so an additional ''Mystery'' nozzle geometry was developed. The lack of experimental data for this geometry is clearly a drawback, but it does nonetheless have the advantage of providing a (permanently) ''blind'' test case.
Moore nozzle B test case
Moore et al. 8 investigated a series of nozzle designs with various expansion rates. Amongst these, nozzle B has relatively large throat dimensions of 0:1 Â 0:152 m (height Â depth) and provides an expansion rate of around 2300 s À1 shortly after the throat. Pressure measurements were conducted using wall-tappings on the plane side-wall along the centre line and the Sauter mean droplet radius, also on the centre line, was obtained near the outlet using the light extinction method of Walters.
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The test was undertaken with inlet stagnation conditions of p 01 ¼ 25 kPa and T 01 ¼ 358:1 K. This resulted in a relatively low Wilson point pressure of about 10 kPa.
Before analysing the results obtained, a few comments are in order regarding this commonly used but partly unsatisfactory nozzle. The wall profile consists of a curved inlet section (converging part) that blends with a straight diverging section downstream of the throat. Unfortunately, the geometry of the inlet is not fully specified in Moore et al. 8 and hence for the present purposes it has been designed to match the measured pressure distribution upstream of the throat. A significant drawback of all the Moore et al. nozzles is that the curvature discontinuity at the profile blend point generates a series of expansion and compression waves. As shown in Figure 2 , these are reflected by the opposite walls, resulting in pressure undulations along the nozzle centre line that potentially interfere with the condensation zone. As discussed by Starzmann et al., 12 the presence of these strong 2D features also means that, despite of the size of the nozzles, the flow is significantly affected by boundary layer growth.
(The boundary layer on the curved walls influence the emanating expansion fan and the boundary layer on the plane side-walls serve to smooth the effective wall pressure profile.) Figure 3 shows numerical results from all the project members together with measured data. Although analysing such a crowded plot is difficult, it does at least provide an overview of the scatter and trends of the different results. Considering the distribution of both pressure and droplet radius, it can be seen that the models of DoSkoda and DuEs predict nucleation rather early. DoSkoda uses classical nucleation theory without the non-isothermal correction whereas DuEs reduces the planar surface tension by 5% (see Table A2 ), which in both cases results in high nucleation rates. In order to match pressures Tohoku also reduced surface tension relative to the flat-film value (in this case by 8%), which typically increases nucleation by a factor of 1000. A detailed and more general discussion can be found in Section ''Sensitivity to nucleation rate modeling'' (p. 7). In fact, Tohoku modifies the surface tension and Young's droplet growth parameter independently for each test case and this should be borne in mind when interpreting the level of agreement.
Most models predict a steeper condensation pressure rise than observed in the experiment. This may well be due to the nucleation and growth models adopted, but Starzmann et al. 12 showed that, due to the above-described pressure undulations, the pressure distribution at the wall is sensitive to the state of the boundary layer. (It was shown that a 3D laminar calculation, resolving the boundary layers on all four walls, prevents the computed condensation pressure rise overshooting the measured values.) The shape of the pressure rise is however in good agreement with measurements for the results of CAM, ITSM, and Xian, although in Xian's case it is predicted too far downstream. This is despite Xian's use of an artificially high condensation coefficient, q c ¼ 100, which increases both droplet growth and especially the nucleation rate. Note that the ITSM results have been updated since the Wet Steam Conference 13 in 2016 as ITSM needed to adopt the Ansys CFX model, see Gru¨bel et al. 14 Several of the methods over-predict the pressure in the region downstream of the condensation zone, but it is not yet clear why this should be so. However, the following observations may be made: (1) In some cases (e.g. Lap) the discrepancy is quite small and localized and may be due to the sensitivity of the expansion/compression waves modeling to the boundary layers; (2) As well as over-predicting pressure in the downstream region, Doosan's method also shows significant discrepancies in the inlet, well upstream of condensation; (3) The results of POSTECH consistently over-predict pressures in the downstream regions for most of the test cases.
Once account is taken of measurement accuracy (which may be estimated at about AE20%) six methods calculate droplet sizes that are too small. The tendency to under-predict droplet sizes at low Wilson point pressures is discussed by Young 5 whose growth law consequently includes the parameter which, although justifiable on the basis of a plausible physical argument, provides a tunable, empirical factor. As described in Section ''Sensitivity to droplet growth modeling'' (p. 15), higher values of serve to boost the growth rate, thus resulting in larger droplets whilst simultaneously shifting the pressure rise upstream and bringing it into closer agreement with the experiments. (By contrast, increasing the nucleation rate moves the pressure rise upstream but reduces the final droplet size.)
The methods of DuEs and ITSM lead to quite large droplets for the current test case. An interesting observation may be made by comparing the ITSM and CAM results. The differences in the wet steam models applied by these two participants are: ITSM uses Young's 5 droplet growth model with ¼ 9 and a monodispered method to represent the droplets phase, whereas for CAM the growth factor is ¼ 11 and a moment approach is used. A higher growth factor should lead to bigger droplets but this is not the case here because a monodispersed model predicts the Wilson point slightly too far upstream, thereby nucleating fewer droplets (due to the lower subcooling) which are consequently larger at equilibrium. The complicated expansion/compression wave pattern in the Moore nozzle amplifies the drawbacks of a monodispersed model as the nucleation event gets distorted by the density and pressure increase across the expansion wave. This leads to a broad two-peak nucleation zone which cannot be captured accurately enough by a monodispersed model. Note that in nozzles without 2D distortions the difference between ¼ 11 and ¼ 9 almost cancels the droplet size difference expected by using moments instead of a monodispersed droplet representation model. This can be seen in the following figures where the droplet radius of ITSM and CAM is almost the same. A detailed and more general discussion about the influence of various ways to model droplets laden flows can be found later in Section ''Droplet size distribution modeling'' (p. 12).
In summary, the strong 2D flow structures for the Moore nozzle detract from its suitability for validation of wet-steam models. Nevertheless the results show that reasonably good agreement with the experimental data are obtained with at least some of the methods, and all methods produce results that are broadly correct in terms of the qualitative flow features.
Moses and Stein nozzle test cases
The Moses and Stein 9 nozzle is much smaller than that of Moore et al. and hence the expansion rate near the throat is about 6500 s À1 and in the condensation zone it is between 9000 s À1 and 10,000 s À1 . The geometry is given in Moses and Stein 9 and consists of two arcs with different radii. Unfortunately the point where the arc radius changes from 5.3 cm to 68.6 cm is not explicitly given but can be estimated from one of the figures in the paper. The smoother wall profile means that this nozzle is relatively free from undesirable pressure undulations, but the small throat dimensions (10 mm by 10 mm) suggest that boundary layer blockage may be significant.
Test cases 252 and 257 are considered within the IWSMP, providing Wilson point pressures of about 12 kPa and 25 kPa respectively. Pressure measurements are available along the nozzle centre line and a light-scattering method was used to obtain droplet size data. Light scattering curves for case 252 are given in the Moses and Stein paper and have been processed by Young. 5 The experimental data for case 257 are not included in the original paper and were obtained from Guha and Young.
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Comparison of experimental and numerical results for test 252 Figure 4 shows the results for case 252 at the lower Wilson point pressure. Firstly, it is notable that even upstream of condensation the numerical results clearly differ from each other. As discussed by Starzmann et al. 12 , the nozzle throat is small enough that boundary layer blockage noticeably influences the mass flow rate and the static pressure distribution. In broad terms, 2D laminar calculations tend to under-predict the upstream pressure, 3D laminar and 2D turbulent models give reasonable agreement with experiment, whilst for 3D turbulent models the upstream pressure is too high. These findings suggest that laminar-turbulent boundarylayer transition may be occurring downstream of the throat.
As with the previous test case, CTU over-predicts the condensation pressure rise whilst DuEs and DoSkoda estimate condensation too far upstream. The model of MoPo determines the Wilson point considerably too far downstream and under-estimates the droplet size. Doosan also predicts the pressure rise late but is using Gyarmathy's growth law which results in lower growth rates than Young's model (see Figure 16 (a)). The closest agreement with the measured pressure rise is obtained by SUT and ITSM, but the former gives pressures that are too low in the upstream section. In fact, again in common with the previous test case, there is a general tendency to under-predict droplet sizes even if a measurement uncertainty of 20% is assumed.
Comparison of experimental and numerical results for test 257
It is of course desirable to validate the models over a broad pressure range because even in low pressure turbines it is possible for Wilson point pressures to vary between 10 kPa and maybe 100 kPa. Unfortunately there is a dearth of good quality data at higher pressures, but test 257 does at least give a Wilson point of around 25 kPa. For this case, among others, the ITSM calculation now predicts condensation upstream of the experiment, whereas the SUT model obtains the same good agreement as for the lower pressure case. Lap and ShTurb (both of whom predicted the Wilson pressure too far downstream for the previous case) now obtain much closer agreement with measured pressures using the same settings, but droplet radii are still underpredicted. The same applies to the results of Xian, but in addition the droplet radius shows curious behaviour in the rear part or the nozzle.
From Figure 5 , it is seen that models which give reasonable agreement with measured upstream pressures tend to under-predict the pressure in the downstream section. In order to shed some light on this, boundary layer profiles predicted by a few of the methods using the medium mesh (for which even laminar profiles are resolved by at least 18 grid points) are shown in Figure 6 . It is clear that the choice of turbulence model (and probably its implementation) cause significant differences in the boundary layer growth. The calculation of MoPo has the largest boundary layer thickness yielding results that agree well with downstream pressure measurements, but even this fast-growing turbulent boundary layer cannot fully resolve the discrepancies. On the other hand, there is no clear evidence for any other form of blockage. The POSTECH results give the best agreement in the far downstream region but, given that this method tends to over-predict exit pressures for all the other cases, this agreement may be coincidental. In any case, the differences are not due to the turbulence modeling since POSTECH is using the Spalart-Allmaras (SA) model which (although not shown in the figure) gives a very similar boundary layer to that of CAM when using the SA model.
For the Moses and Stein test 257 with the higher Wilson pressure the majority of methods predict condensation too far upstream. This suggests the possibility that either the computed nucleation rate or droplet growth rate are too high. To investigate this further some additional calculations were undertaken using the CAM model with various adjustments to nucleation and growth modeling. These calculations have been carried out in 2D (i.e. not accounting for boundary layer growth on the plane side-walls) and assuming a turbulent flow because, as a 3D laminar model, this gives a good agreement for the pressure distribution upstream of condensation but also improves the shape of the condensation pressure rise. (Starzmann et al. 12 showed that the displacement thickness of a turbulent boundary layer is less influenced by condensation heat release than a laminar boundary layer which damps the pressure rise.) Although a 2D turbulent calculation is clearly not realistic, it provides a common basis for comparing modifications to nucleation and growth modeling. With default settings (the baseline case in Figure 7 ) the Wilson point is too far upstream and the droplet size is over-predicted. Young 5 originally suggested that the condensation coefficient q c might be pressure dependent. However White and Young 16 later proposed varying instead in Young's growth model with pressure since the consensus view is that q c should be unity. (Note that controls the ratio between the condensation and evaporation coefficients which are arguably different under nonequilibrium conditions.) Results with various combinations of q c and are shown in Figure 7 . Young 5 found that for test 257 a q c value of 0.2 gives best agreement with the measurements but for the present computations a value of 0.5 is needed.
In summary, from these results it may be concluded that reducing from its baseline value and retaining q c ¼ 1 is probably the best strategy because this reduces the calculated Wilson pressure and simultaneously the droplet radius. However, it has to be remembered that the uncertainty of the measured droplet size data is perhaps AE20% which makes a proper validation quite precarious.
Another possibility why for test 257 the condensation is predicted too far upstream is the uncertainty in the recorded stagnation temperature which, according to Moses and Stein 9 is roughly 0.5 K. In Figure 7a computation with baseline settings but T 01 increased by 0.5 K reveals that this change is not sufficient to align predictions with experiment.
Nonetheless, the picture may well change with a more successful means of modeling boundary layer blockage, such as 3D calculations with correct transition modeling. In this respect, it should be mentioned that Young 5 used a 1D method with the effective area inferred from the dry pressure distribution which is certainly the most preferable way to validate wetsteam models.
Constant expansion rate nozzle
Both nozzles considered so far have their drawbacks: the Moore nozzle due to its strong 2D effects and the Moses and Stein nozzle due to its narrow throat and consequent sensitivity to boundary layer blockage. For this reason, a new geometry (the ''Mystery'' nozzle) was designed using the method described by Gyarmathy. 17 The intention is to provide an essentially 1D flow, free from expansion and compression waves, and with an approximately constant (dry flow) expansion rate in the anticipated condensation zone. Gyarmathy and Meyer's method is based on 1D (dry) perfect gas conservation equations and requires the stagnation enthalpy, the desired expansion rate and the effective isentropic expansion factor as inputs. The original paper is in German, but Starzmann et al. 12 describes the method also in English. The Mystery nozzle was designed with a throat height of 40 mm and an expansion rate of 3500 s À1 (representative of an LP turbine), based on c p ¼ 1900 Jkg À1 K À1 , ¼ 1:32 and T 01 ¼ 100 C. The inlet section is defined by a simple parabolic curve. The Mystery nozzle is intended to mitigate the uncertainties associated with viscous modeling, but its obvious disadvantage is the lack of experimental data. Participants of the project were asked to consider only 2D flow (since this is solely a numerical comparison) that is fully turbulent with zero inlet turbulence intensity. Calculations were requested for two inlet temperatures. Figure 8 and indicate similar trends to the Moses and Stein cases. The scatter is quite significant (though it should be borne in mind that the figure focuses on a small section of the nozzle) and there is a surprising variation in the shape of the condensation-induced pressure changes, with two methods predicting undulations in the downstream region. Furthermore, there is modest variation in the predicted pressure distribution upstream of condensation (but downstream of the throat) and in retrospect it may have been wise to request inviscid calculations or to specify a even bigger nozzle throat height. The scatter for the predicted droplet size is also significant with radii ranging from 14 nm (Lap) to 86 nm (CAM), although the latter would be reduced by the use of a lower value of (Wilson pressure dependency) in line with the comments of Section ''Comparison of experimental and numerical results for test 257'' (p. 9) and the findings of White and Young. 16 
Mystery nozzle with high inlet temperature

Mystery nozzle with lower inlet temperature
The second case is at the same stagnation pressure but T 01 is reduced to 388 K, thereby increasing the Wilson pressure to about 50 kPa. Figure 9 shows that the spread of results is even more dramatic. This is mainly due to the fact that some of the methods (especially those that have a tendency to predict condensation early) are clearly predicting supercritical heat addition with an embedded shockwave. As already noted, the participants use a variety of nucleation and growth models and parameters as well as different equations of state. Nonetheless, the very substantial diversity in these results is striking and it may well be that differences in the way the models are implemented and the underlying numerical methods are contributing factors. 
The impact of various model parameters and assumptions
The vast range of modeling approaches, numerical methods, and parameter settings means that it is very difficult to deduce major trends by comparing results from all participants. The effect of varying some of the key parameters and assumptions is therefore examined in this section, with variations restricted to implementations within a single solver where possible, or otherwise to solvers with other features in common.
Droplet size distribution modeling
As described in White 18 or Hughes et al. 19 there are several different ways of representing the droplet size distribution within a given numerical approach. Of these, the discrete spectrum method (which is most easily implemented in a Lagrangian framework) is deemed the most accurate, whereas the monodispersed method (which may be incorporated into either fully Eulerian or mixed Eulerian-Lagrangian methods) is the simplest and least computationally intensive. Intermediate between these are the various moment-based methods. For a low expansion rate case White and Hounslow 20 used a Lagrangian framework to asses the differences between these methods. Their results reveal that a monodispersed approach leads to considerably larger droplets than a moment or a discrete spectrum method, whereas the latter show very similar droplet sizes. White 21 confirms this result also for a moment method which is realized in a fully Eulerian framework.
More recently Afzalifar et al. 22 did further investigations and especially Hughes et al. 19 considered the influence of different expansion rates. In line with previous findings the differences between the discrete spectrum method and the monodispersed method are remarkable for high as well as for low expansion velocities. Furthermore, their findings expose that in terms of mean droplet size and pressure distribution the moment method more or less coincide with the discrete spectrum approach for low expansion rates, whereas the discrepancies are increasing with rising expansion rates.
The majority of participants of the present project are using a monodispersed approach but DuEs applied a discrete spectrum and e.g. CAM a moment method. Figure 10 compares the different methods for the Mystery nozzle, whereas ITSM and Doosan are representative for monodispersed modeling. Although these results have been obtained with different solvers for the present study they all use the same equation of state (IAPWS-IF97), the same formulas for supplementary properties, and the same nucleation and growth models with the growth parameters ¼ 11 and ¼ 0.
The ITSM result of Figure 10 confirms that a monodispersed approach tend to over-predicts the droplet size. The behaviour of the Doosan code can hardly be explained as this is also a monodispersed model and the current calculation has been conducted with the same nucleation, growth, and gas equations as their counterparts of Figure 10 . Obviously, different flow solvers have been used by the different participants which might serve as an explanation here. In this spirit and with the hope to clarify remaining questions a 1D Eulerian-Lagrangian version of the Cambridge solver 'Steamblock' was created to investigate the influence of various droplet representation methods more rigorously. For such a comparison the Lagrangian framework is beneficial as it does neither introduce artificial oscillations nor artificial smoothing.
Beside two monodispersed methods the moment and the discrete spectrum method are studied. In the first monodispersed method (Mono 1) the droplet number and the droplet mass are conserved and thus the calculation of droplet growth relies on the radius r 30 . In the Mono 2 case conservation equations are solved for the droplet number and the droplet surface area which result in the use of the radius r 20 . The same area based droplet radius is applied to evaluate the droplet growth rates in the moment method. (Note that in White 21 and Hughes et al. 19 detailed studies about the moment closure problem are provided.) The various mean radii are defined by
whereas f is the number density function in a way that fdr equates to the number of droplets in the size range of r ! r þ dr.
The Mystery nozzle with an expansion rate of _ P ¼ 3500 s -1 (same nozzle as in Figure 10 ) and a nozzle which has been designed in the same manner but with _ P ¼ 10, 000 s -1 are considered. The effects of boundary layers are neglected as the purpose of the present 1D investigation is only to examine the influence of droplet representation methods. The results for the low and high expansion rate case are shown in Figures 11 and 12 . The differences between the moment and the discrete spectrum method in terms of pressure and mean droplet size are small but become more pronounced for larger expansion rates. This confirms previously mentioned investigations from literature. In general, the moment method calculates a marginal larger Sauter radius r 32 compared to the discrete spectrum method and the pressure bump due to phase change is computed slightly further upstream. The same trend can be seen in Figure 10 when comparing the discrete spectrum method of DuEs with the CAM moment method.
It is worth noting that, at least for the Mystery nozzle, the DuEs method exhibited the greatest level of grid dependence. Whereas most methods converged to a grid independent solution with either the medium (m) or the fine (f) grid, the DuEs method required a very fine (ff) grid. (Droplet sizes increased by 7% between the (m) and (f) grid, and by 4% between the (f) and (ff) grid.) This result is surprising because in principle mixed Eulerian-Lagrangian methods need less dense grids than the fully Eulerian methods. However, within the DuEs approach only one size bin is initialized in each control volume in which the pre-defined nucleation rate is exhibited. Due to this many cells are needed in the nucleation zone to get a reliable resolution of the discrete droplet spectrum. In a Lagrangian framework several size bins can be initialized and many integration steps can be performed in each cell but DuEs does not make use of this benefit. Furthermore, an investigation with the CAM1D code showed that it can be beneficial to implement a moment method in a Lagrangian rather than in an Eulerian framework. If cell averaged quantities are used to compute nucleation rate and droplet growth in the Eulerian-Lagrangian framework the same number of mesh nodes is required as in an Eulerian-Eulerian approach. Half the number of cells is required if flow variables are linear interpolated in the Lagrangian method and only a quarter of cells is needed if Larangian polynominal interpolation with four control points is used. However, it should be mentioned that for 2D or 3D problems the benefit of lower number of cells might be cancelled out by complicated and costly Lagrangian interpolation procedures.
Interestingly, Figures 11 and 12 reveal that the Mono 2 method gives a droplet radius and also a pressure distribution similar to a moment method. This is because in both cases the evaluation of the droplet growth rate bases on the area related radius r 20 . However, as the Mono 2 model conserves droplet number and area it violates droplet mass conservation and this is certainly a huge disadvantage. In contrast, the Mono 1 method conserves droplet number and droplet mass and is the common monodispersed approach. The present 1D results, the ITSM calculation of Figure 10 as well as the literature review consistently show that the Mono 1 model over-predicts droplet growth and this coincidently lead to a flattened pressure distribution in the condensation zone.
In this context the pressure and droplet distribution of Doosan should be recalled which significantly differs from the ITSM result. Their model tend to behave like a moment or Mono 2 approach; however, based on the current knowledge Doosan's model corresponds to a Mono 1 approach. Further investigations and perhaps a deep look into the numerical scheme seems to be needed to resolve this inconsistency.
The mean droplet size is predicted in different ways by the different methods and possible definitions have been introduced by equation (1). Most common is the Sauter radius r 32 but this can't be obtained by most monodispersed methods, because no information on the droplet surface area is available to evaluate the denominator of equation (1). The question arising from this is, if it is allowed to compare a Sauter radius with, e.g. a r 30 from a monodispersed calculation. For a moment calculation in Figure 12 the range of droplet radii as an result of different averaging rules is indicated by the gray bar labelled with 'Range'. The lower value is the r 10 and the upper value is the r 32 between are the r 20 and r 30 . Their range is quite small which justifies to compare droplet radii obtained by different definitions for nozzle flows. However, it should be kept in mind that from nozzle flows usually narrow droplet spectra are obtained but e.g. in turbine flow various flow effects can lead to a quite broad spectrum where larger deviations emerge. In such situations it is likely that also the capability of the discussed methods to model droplet size distributions needs to be reassessed. For more complicated flows with features like secondary nucleation or evaporation of droplets a full spectrum method or enhanced moment methods might become indispensable.
Sensitivity to nucleation rate modeling
All participants modeled droplet formation by means of the classical nucleation theory. This theory and especially its application to wet-steam flows has been reviewed by Bakhtar et al. 10 A derivation of the theory and discussion of the various corrections is too lengthy to reproduce here and so only the final nucleation expressions are cited. However, the influence of the various adjustments to the classical expression adopted by the project participants is considered in detail.
The classical homogeneous nucleation rate per unit volume of mixture is
where q c is the condensation coefficient, g the planar surface tension, m m the mass of a water molecule, k B is Boltzmann's constant, T g the temperature of the vapour, % are the densities and the subscripts 'g' and 'f' denote to the vapour phase and saturated liquid respectively. The Kelvin-Helmholtz critical radius is given by
where S ¼ p=p s is the supersaturation ratio. The critical radius may also be written in terms of subcooling and latent heat h fg by incorporating the ClausiusClapeyron relation into equation (3), giving
None of the participants used Courtney's 23 correction (which reduces J CL by a factor of S) but many applied the non-isothermal correction of Kantrowitz. 24 This accounts for the fact that the embryonic liquid clusters are generally hotter than the surrounding vapour (since latent heat must be released) and typically reduces nucleation by two orders of magnitude. Kantrowitz's correction takes the form
where
The two other main adjustments to classical theory adopted by the various project participants were (1) variation of the condensation coefficient q c (the standard value for which is unity) and (2) variation of the surface tension . For a planar interface, is only a function of temperature and although different formulas have been adopted for ðTÞ the greatest discrepancy over the temperature range of interest is only 1.5% (see Figure 14) . By contrast, the extent to which surface tension depends on cluster size remains an unresolved issue, see e.g. Wegener 25 and Bakhtar et al. 10 Most participants have used flat-film values for but POSTECH uses a Tolman length approach according to Onischuk et al., 26 whereas DuEs and Tohoku simply multiply the planar surface tension by a factor f . (Tohoku varies f between 0.92 and 1.0 for the different nozzle cases, but DuEs uses a constant value of f ¼ 0:95.) Figure 14 shows the effect of the above adjustments on nucleation rates over a range of subcooling values and at a pressure of 50 kPa. At a typical Wilson point subcooling of 30 K the non-isothermal correction is seen to have a significant effect, but this is more or less cancelled out by a 5% reduction in . The impact of q c is relatively minor (J simply scales with q c ), especially given that a value of 0.1 is probably unrealistically low. Figure 15 shows the impact of the above-described modifications on the pressure distributions and droplet sizes within the Mystery and Moses and Stein nozzles. All calculations were undertaken using the CAM method, employing Young's droplet growth model with ¼ 11 and ¼ 0. The fractional change in Wilson point pressure brought about by the various changes in the nucleation expression are similar for the two nozzles, though the faster expansion for the Moses and Stein case of course means that the axial shift (in terms of cm) is smaller. The non-isothermal correction significantly delays the pressure rise and since fewer droplets are formed the droplet size is increased. These effects are approximately cancelled out by 5% reduction in for the Mystery nozzle, but not for the Moses and Stein case. This is because the higher expansion rate in the latter case results in a Wilson point subcooling of 40 K (vs. 32 K for the Mystery nozzle) at which the recovery in nucleation rate by the reduction in is less, as seen in Figure 14 .
In general, nucleation rates need to be reduced relative to the original classical expression in order to match theory and experiment. This could be achieved by either an increase in or by Kantrowitz's Figure 13 . Nucleation rate at constant pressure. Figure 14 . Planar surface tension for water.
correction, but the latter probably has a more sound physical basis. Other possible corrections to the theory are discussed in Bakhtar et al. 10 
Sensitivity to droplet growth modeling
A comprehensive overview of various droplet growth models was given by Young 5 and a more recent review provided Lamanna. 29 The three main growth expressions used by the project participants are those due to Gyarmathy, 30 Young 5 , and Hill. 31 A brief account of each of these is given below.
1. Gyarmathy's growth law. This was one of the first commonly-adopted models and is hereinafter referred to as 'Gy62'. Gyarmathy's growth law essentially entails solving the droplet energy equation alone on the basis that growth is limited by the rate at which latent heat is transferred back to the vapour. The original expression is
where the heat transfer coefficient h depends on the Knudsen number Kn ¼ " l=ð2rÞ, accounting for the fact that growing droplets span sizes from smaller than to greater than the mean free path length " l. According to Gyarmathy the standard expression for the mean free path follows
whereas Ansys CFX replaces the factor 1.5 by 1.88. ITSM and DuEs have however both used the standard expression. Gyarmathy showed that the droplet temperature T l rapidly adopts a quasi-steady value which may be approximated by
where the subcooling ÁT is the vapour subcooling. This algebraic relation makes droplet growth modeling much easier as it eliminates the need to solve simultaneous heat and mass balances for the droplet.
2. Young's growth law. By comparing 1D calculations with experiments for many test cases Young 5 showed that adjustments were needed to Gyarmathy's growth rate to ''ensure optimum agreement'' with measurements. He proposed a modification to equation (9) based on careful consideration of Gyarmathy's assumptions. A detailed derivation is given by Young, 5 but the final growth expression (henceforth referred to as 'Yg82') is
where Pr is the Prandtl number and
Young's model contains two modeling parameters, namely in equation (10) and in equation (11) . The first relates to the Langmuir model in which free-molecular processes are assumed to occur in the region immediately surrounding the droplet and continuum processes occur further away, the interface between the two zones being located at r þ " l. Most participants using Yg82 set ¼ 0 but a few followed Guha and Young 15 for which ¼ 2. The growth parameter was introduced to express the relationship between the condensation and evaporation coefficients (q c and q e ) in terms of a Taylor expansion. Young found that ¼ 9 was a suitable value, but the best choice is likely to depend on other aspects of wetsteam modeling such as the equation of state or the droplet size distribution model. Various values have been used by the different participants, and others have specified a constant value of the quantity . 3. Hill's growth law. Hill 31 proposed a growth law based on the solution of the energy equation in the free molecular regime. It is therefore only strictly valid for large Knudsen numbers (i.e. small droplets) and takes the form
Hill's growth rate (henceforth 'Hi66') is independent of droplet size and in passing it is worth noting that this implies that the moment method (originally developed for condensing flow by Hill) is exact when used in conjunction with this model. Figure 16 (a) compares the different droplet growth models for a modest subcooling of ÁT ¼ 15 C. The effects of common choices for and are also shown. The variation of the modeling parameter over the wide range 0-11 may at first seem rather unsatisfactory, but Figure 16 (a) shows that in fact a value of around 4 corresponds to Gyarmathy's growth law whereas ¼ 11 only doubles the peak growth relative to Gy62. Figure 16(b) shows the correspondence between and for reference purposes (for example ¼ 0:2 specified by ShTurb corresponds to % 4 whereas ¼ 0:9 assumed by CTU equates to % 14). Figure 17 compares the effect of different growth models and modeling parameters on the pressure distribution and droplet sizes for the Mystery and Moses and Stein nozzles. Calculations were undertaken using classical nucleation theory with Kantrowitz's correction. The growth models of Hill and Gyarmathy and Young's model with ¼ 0 all result in a late prediction of the condensation pressure rise, reflecting the relatively slow growth rate. For the Mystery nozzle predicted droplet sizes for the models Gy62, Hi66, and Yg82 (with ¼ 0) are between 10 and 30 nm and in this regime their growth rates do not differ significantly. The results for these growth laws are consequently very similar. Larger differences are apparent for the Moses and Stein nozzle because the higher expansion rate produces smaller droplets for which the various growth laws differ. By contrast, the influence of is only significant for the larger droplets in the Mystery nozzle.
As discussed earlier, best agreement with experimental data is obtained with ¼ 11 (at least when using the CAM method) for the lowest pressure tests (Moore nozzle B and Moses and Stein test 252) but there is evidence to suggest that lower values of are required at higher pressures. More experimental data are however required to draw any firm conclusions.
Sensitivity to the equation of state
Most groups modeling wet-steam are now using the industrial formulation IAPWS-IF97 32 for the equation of state, or at least an approximation thereof. Young's 33 virial gas equation is also common and has been applied by Lap, ShTurb, and Xian. CTU, DoSkoda, POSTECH, and Tohoku; however, use only a simple equation of state based on perfect gas relations.
The influence of different equations of state has not been extensively studied so far in the context of wet-steam flow, but it is indeed a further source of uncertainty. To highlight this fact, Figure 18 shows differences in temperatures computed with various equations of state during an isentropic expansion. The figure compares four equations of state: the virial equation of Young, 33 an equation 34 of the form p ¼ % g RT g ð1 þ ZÞ where Zð p, T g Þ is a compressibility factor, the IAPWS-95 35 scientific formulation and the so-called Gas-equation of Wagner and Pruß. 36 The latter is recommended for computations in the subcooled steam region rather than the full IAPWS-95 formulation. The ordinate and the abscissa are related to the temperature for perfect gas flow, with a common datum at the saturated condition. At typical Wilson point conditions the curves show differences of around 1-2 K which are quite significant in the context of nucleating flow. It is worth recalling that no experimental data are available for subcooled vapour and so none of the equations are properly validated in this region. A comparison with the IAPWS-IF97 equation of state is not included in Figure 18 but this so-called industrial standard was developed based on the IAPWS-95 formulation and the Gas-equation and lead to almost identical results.
Results using some of the different equations of state are shown in Figure 19 , once again for the Mystery and Moses and Stein nozzles. These calculations were undertaken using the CAM method with nucleation, growth and other modeling as detailed in Table A2 . Firstly it is notable that upstream of the condensation zone the different equations yield only very minor differences in pressure distribution, so the different equations cannot practicably be ''validated'' by comparison of dry-expansion pressures with measurement. The discrepancy in predicted Wilson points is however very clear, stemming from the temperature differences shown in Figure 18 . The observed shifts in condensation zone obviously add to the uncertainty and difficulty in validating condensing flow theory.
Conclusions
The main purpose of this project has been to review and investigate the reliability of numerical models for condensing steam flows. Calculations have been undertaken for several nozzles by the thirteen participating groups, using a range of wet-steam flow solvers. Some of the methods achieve reasonable agreement with experimental data but the variability of the results is quite striking. Much of this variability stems from differences in the adopted condensation models, but it would seem that some of it also arises from how these models are implemented and the underlying flow solvers within which they are incorporated. Given the diversity of the various methods it is difficult to draw firm conclusions, but the following comments are nonetheless appropriate:
1. Uncertainties in nucleation theory, droplet growth and the equation of state all contribute to the difficulty in validating condensing flow theory. Given the complex interaction between these it is not surprising that no general consensus has emerged as to the best combination of models and modeling parameters. 2. The above uncertainties are compounded by unknown aspects of the nozzle boundary layers, notably their state (laminar or turbulent) and the effective blockage caused by them. In this respect, attention has been drawn to deficiencies in the tested nozzle designs, even though these nozzles rank amongst the best in terms of the measured data available. 3. Despite the above difficulties, it can be confirmed that nucleation rates need to be reduced relative to classical theory (e.g. by the non-isothermal correction) and droplet growth rates increased relative to Gyarmathy's growth law (e.g. by Young's model and associated growth parameter ) in order to achieve agreement with experiment for a range of test cases. Secondly, for nozzle flows at least a moment method is needed to model the droplet size distribution as a simple monodispersed model over-predict the droplet size by more than 20%. To validate or calibrate nucleation and droplet growth models such an uncertainty is inadequate. 4. In order to separate out boundary layer blockage effects from the uncertainties of condensation modeling it would seem wise to resort to the oldfashioned method of using dry-expansion pressure measurements to infer the effective nozzle area variation (i.e. including the effects of blockage) and then to undertake 1D, inviscid calculations. 5. Finally, a well-worn statement needs to be repeated, namely that the experimental data base is not sufficient to achieve proper validation. Experiments need to be conducted over a broader range of conditions, but attention also needs to be given to the design of nozzles to avoid undesirable 2D effects, and sensitivity to boundary layer blockage. Such experiments should follow carefully the guidelines written by Gyarmathy 38 forty years ago. (2) Gyarmathy equation (7) (continued) 26 Hill equation ( 
