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DEVELOPMENT OF ANALYSIS APPROACHES TO 
CALCIUM-IMAGING DATA OF HIPPOCAMPAL NEURONS 
ASSOCIATED WITH CLASSICAL CONDITIONING IN MICE 
ZHAOJIE YAO 
ABSTRACT 
Recent improvements in high performance fluorescent sensors and scientific 
CMOS cameras enable optical imaging of neural networks at a much larger scale. Our lab 
has demonstrated the ability of wide-field calcium-imaging (using GCaMP6f) to capture 
the concurrent dynamic activity from hundreds to thousands of neurons over millimeters 
of brain tissue in behaving mice. The expansiveness of the neuronal network captured by 
the system requires innovation in data analysis methods. This thesis explores data 
analysis techniques to extract dynamics of hippocampal neural network containing a 
large number of individual neurons recorded using GCaMP6, while mice were learning a 
classical eye puff conditioning behavior.  
GCaMP6 fluorescence signals in each neuron is first considered one dimension, 
and each dataset thus contains hundreds to thousands dimensions. To understand the 
network structure, we first performed dimension reduction technique to examine the low-
dimension evolution of the neural trajectory using Gaussian Process Factor Analysis, 
which smooths across dimensions, while extracting the low dimension representation. 
Because of the slow time course of GCaMP6 signals, the Factor Analysis was biased to 
the long lasting decay phase of the signal that does not represent neural activities. We 
found that it is critical to first estimate the spike train inference prior to application of 
		 vii 
dimension reduction, such as using the Fast Nonnegative Deconvolution method. While 
the low-dimension presentation described intriguing features in the neural trajectories that 
paralleled the learning behavior of the animal, to further quantify the network changes we 
directly examined the network in the high dimension space. We calculated the changes in 
the distance of the network trajectory over time in the high dimension space without any 
filtering, and compared across different phases of the behavioral states. We found that the 
speed of the trajectory in the high dimension space is significantly higher when animal 
learned the task, and the trajectory travelled much further away from baseline during the 
delay phase of the conditioning behavior.  Together, these results demonstrate that 
dimension reduction analysis technique and the network trajectory within the non-
reduced high dimension space can capture evolving features of neural networks recorded 
using calcium imaging. While this thesis concerns the hippocampal dynamics during 
learning, such data analysis techniques are expected to be broadly applicable to other 
behaviorally relevant networks.   
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INTRODUCTION 
Behavioral neuroscience is the application of the principles of biology to the study of 
physiological, genetic, and developmental mechanisms of behavior in humans and other 
animals. The primary levels of research in behavioral neuroscience involve neurons and 
brain circuitry, in the investigation of which, various techniques, including calcium 
imaging, have been developed and matured in use. However, corresponding full-fledged 
data analysis methods are still scarce. Although new methods are being developed on an 
accelerated rate, most of them have yet to be accepted by a wide range of researchers, 
largely due to inefficiency in generating straight-forward biological implications.  
Lately, multiple development in technology has achieved advance of calcium 
imaging in neuroscience. In particular, the latest generation of genetically encoded 
GCaMP6 family of calcium sensors has remarkable sensitivity and has promoted the 
precision of calcium imaging of neurons to a new level (Sun et al., 2013). On the other 
hand, the relatively older wide-field, i.e. single photon imaging, is making a come-back, 
after having been in use for several decades. It offers unique advantages if the main 
scientific objective is to simultaneously record a large number of neurons in the brain 
with high temporal fidelity. However, an emerging technical challenge that parallels 
advances in imaging large brain areas with high spatiotemporal resolution is the 
processing of correspondingly large datasets. 
Previously, our lab has demonstrated the ability of wide-field calcium-imaging 
(using GCaMP6f) to capture the concurrent dynamic activity from hundreds to thousands 
of neurons over millimeters of brain tissue in behaving mice. In the meantime, we 
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developed software to facilitate rapid downstream data processing. However, the 
expansiveness of the neuronal network captured by the system requires innovation in 
analysis methods.  
Dimension Reduction for Large-scale Neural Network Data 
Development in our imaging technologies have made possible the recordings of neural 
activity of networks involving hundreds to thousands of neurons. Simultaneously, it has 
enabled the study of dynamics of neurons on a population level. Thus, the analysis 
strategy suitable for neural activity at individual level needs to be updated accordingly in 
a population framework, where dimension reduction methods display their potential. 
Dimensionality reduction methods can fetch low-dimensional representations 
from the high-dimensional data. The representation is often able to separate or highlight 
some feature of interest in the data, which might be overwhelmed by noise in the high-
dimension space. These methods have begun to shed light into the mechanisms 
underlying various phenomena, including but not limited to the selection and integration 
of sensory input during decision-making in prefrontal cortex (Mante et al., 2013), the 
ability of premotor cortex to prepare movements without executing them (Kaufman et al., 
2014), and odor discrimination in the olfactory system (Mazor et al., 2005). 
Dimensionality reduction has also been fruitfully applied to population recordings in 
other studies of decision-making (Harvey et al., 2012; Stokes et al., 2013; Briggman et 
al., 2005), the motor system (Churchland et al., 2010; Churchland et al., 2012; Yu et al., 
2009)  and the olfactory system (Broome et al., 2006; Saha et al., 2013), as well as in 
working memory (Rigotti et al., 2013; Machens et al., 2010), visual attention (Cohen et 
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al., 2010), the auditory system (Luczak et al., 2009), rule learning (Durstewitz et al., 
2010), speech (Bouchard et al., 2013) and more.  
Dimensionality reduction methods can render single-trial analysis statistical 
power (Cunningham et al., 2014). Traditionally, smoothing of neural responses typically 
requires averaging noisy spiking activity across multiple experimental trials to obtain 
firing rates that vary smoothly over time. However, if the neural activity is not a direct 
function of externally measurable or controllable variables (for example, if activity is 
more a reflection of internal processing than stimulus drive or measurable behavior), the 
time course of neural responses may differ substantially on nominally identical trials. 
Using dimension reduction methods, we can leverage statistical power across multiple 
neurons to extract a succinct summary of the population activity on individual 
experimental trials. 
Dimensionality reduction can also facilitate exploratory data analysis of large-
scale neural network (Cunningham et al., 2014). Exploratory data analysis involves the 
visualization of a large dataset, which can help generate insightful hypotheses. However, 
because the neurons in the same network often show heterogeneous dynamics, it is rarely 
possible to simplify all responses in a cohesive unison. Dimensionality reduction, by 
giving a low dimensional summary of the high-dimensional population activity, makes 
possible reviewing the population as a whole. This step provides an initial assessment of 
the salient features of the data while guiding subsequent analyses. 
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METHODS 
Imaging Setup and Animal Experiment 
Our lab (Mohammed et al., 2016) customized a conventional epifluorescence 
microscope for recording in awake head fixed mice. The microscope consists of a 10X 
objective lens for increased imaging area, a high intensity LED that can be precisely 
controlled via TTL pulses, a filter set appropriate for imaging GCaMP6 fluorescence, and 
a scientific CMOS camera capable of imaging large areas at high speed (Fig. 2.1A). Our 
lab imaged the hippocampal CA1 region, which consists of a thin and densely packed 
pyramidal cell layer nested between two thick and sparsely populated layers (Fig. 2.1B). 
Mice were surgically injected with AAV-synapsin-GCaMP6f virus into the CA1 
pyramidal cell layer, and then chronically implanted with an imaging window for optical 
recording (Fig. 2.1B). The mice were trained on a simple trace conditioning behavioral 
task that is known to depend on the hippocampus and involve CA1 neurons (Mohammed 
et al., 2016). In trace conditioning, animals come to associate two stimuli that are 
otherwise unrelated. In this case, the conditioned stimulus, a 350ms long tone, precedes 
the unconditioned stimulus, a gentle air puff to one eye, with a 250ms interval (the trace 
interval) (Fig. 2.1C). Each training session consisted of 40 tone-puff trials with a 31–36 
second randomized inter-trial interval (ITI). Performance is quantified via anticipatory 
eye lid movement that occurs in response to tone, but precedes air puff (Fig. 2.1C).  
Fluorescence imaging was performed at 20Hz with an image resolution of 
1024x1024 pixels, while an animal was performing trace conditioning training. The 
camera was coupled to a 10X objective lens and thus each pixel corresponds to 
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1.312x1.312 µm2, which yields an imaging field of view of 1.343x1.343 mm2. Imaging 
data were acquired at 16 bits/pixel, which results in about 50 GB of imaging data in a 
typical 25 minutes recording session. Data acquisition was performed with the 
commercial software package HCImageLive running on a multicore computer to 
facilitate high speed streaming from the camera to RAM. At the end of a recording 
session, imaging data was transferred from RAM to the hard drive for long-term storage 
and processing. Behavioral stimuli and image acquisition were triggered by TTL pulses 
that were controlled via customized Matlab functions, and recorded for offline validation. 
Imaging data was stored as multi-page tag image file format (TIFF) and processed 
offline. 
Eyelid position was monitored using Point Grey FlyCapture 2 software and Flea3 
USB3.0 camera. Eyelid position was calculated by tracing the area of the eye using 
ImageJ when it was opened at its maximum. The eye and surrounding area was 
illuminated using an IR lamp positioned approximately 0.5 meters away. Using this 
configuration, eye lid area can be recorded as an increase in reflection that occurs as the 
eyelid closes impinging on the defined eye region. 
Correct trials were characterized as those with changes in (first derivative of) 
reflection that surpassed a significance threshold defined by that trials baseline activity.  
The response window consisted of the 600 ms period following CS onset but prior 
to air-puff delivery, during which the mean absolute value of first derivative of reflection 
values was calculated. The mean absolute baseline reflection change was sampled from 
nine 600 ms intervals prior to sound onset, i.e. [n-0.9 n-0.3] s (n=-0, -1…-8) with 0 
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referring to CS onset. The maximum deviation of the response window from the baseline 
was characterized as the largest increase of response window mean absolute reflection 
change compared to the nine baseline intervals. 
The threshold of was calculated in a randomization framework. In each iteration, 
random pairs of 600 ms intervals were collected from reflection change traces other than 
those that fell within 15 s after the sound. The mean absolute reflection change was 
calculated between each pair to generate the iteration distribution, and the 90 percentile 
was extracted to represent each iteration and subsequently forming a distribution. The 
threshold was the defined as the median of that distribution. 
 
Figure 2.1 Experimental setup and behavioral design (Mohammed et al.): (A) Diagram of 
image acquisition system and behavioral apparatus. Ca2+ signals were captured using a CMOS 
camera and illumination was achieved using a 460 nm LED. Animals were positioned via a head 
holder under a 10X objective lens. Air puffs were delivered via a cannula directed at the right eye 
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and a USB 3.0 camera was used to monitor eyelid position at 20Hz. Auditory cues were delivered 
at 80dB from a speaker positioned from behind the animal. (B) Anatomical depiction of cannula 
placement and imaging plane. A representative confocal image from the animal analyzed in 
figures 2–5. Cannula is to scale: note that dorsal CA1 pyramidal cell layer below the cannula 
(CA1 pyr: stratum pyramidale; SR, stratum radiatum; LV, lateral ventricle). (C) Trace eyeblink 
paradigm. A 350 ms duration, 9500 Hz pure tone served as the conditioned stimulus (CS). The 
CS was followed by a 250 ms trace interval, which was followed by a 5 psi, 100 ms long, air puff 
to the eye that served as the unconditioned stimulus (US). Eyelid movement displacement was 
analyzed offline at the conclusion of the recording. 
Image Processing 
 Image processing was performed offline using MATLAB software. The goal of 
this procedure was to reduce the raw image sequence to a collection of one-dimensional 
traces, where each trace indicates the fluorescence intensity of an individual neuron over 
time, and the collection approximates the distinct activity of each and every neuron in the 
imaging field of view. We implement the process in 3 distinct stages as described below 
(Mohammed et al., 2016). 
Image Pre-processing: Contrast Enhancement and Motion Correction 
Alignment of each frame in the image sequence with all other frames is essential to the 
methods we use in subsequent steps for identifying and tracking pixels over time. Thus, 
the goal of the first stage is to correct for any misalignment caused by movement of the 
brain tissue relative to the microscope and camera. 
We preceded our main motion correction procedure with a contrast enhancement 
step that attempts to mitigate the effect of any non-uniform illumination of the brain 
tissue. Any illumination non-uniformity will be stationary in the camera’s field of view 
despite motion of the illuminated brain, which would hamper motion detection accuracy, 
or alternatively produce artifacts in accurately motion-corrected frames if left 
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uncorrected. This enhancement is essentially a high-pass filtering operation, however the 
filtering must be performed in the log domain because of the multiplicative nature of light 
absorption. Additionally, artifacts often associated with digital high-pass filtering can be 
mitigated by equivalently computing a low-pass filtered component of each frame, then 
subtracting the low-pass component from the original image. This log-domain filtering 
operation is often described as “Homomorphic filtering”. 
Many algorithms for estimating and correcting image displacement exist and are 
well described in the medical imaging literature. We elected to use phase-correlation to 
estimate the induced motion in each frame, as we found this method to be highly stable, 
moderately accurate, and most importantly, fast, especially when implemented in the 
frequency domain and using a quality graphics card. 
The operation estimates the mean translational displacement between two frames, 
one being the template or “fixed” frame, and the other being the uncorrected or “moving” 
frame. In the spatial domain this is accomplished by computing the normalized cross-
correlation, which implies a 2-dimensional convolution of large matrices. The equivalent 
operation in the frequency domain is a simple scalar dot-product of the discrete Fourier 
transforms of each image normalized by the square of the template, followed by the 
inverse Fourier transform. The intermediate result is the cross-correlation (or phase-
correlation) matrix, which should have a peak in its center for correctly aligned images, 
or a peak near the center, the offset of which indicates the mean offset between the two 
images. This peak can be found with subpixel precision by interpolation to give a more 
accurate alignment, although at some moderate expense in computation time. 
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For the template image we used a moving average of previously aligned frames when 
processing frames sequentially, which was averaged with a fixed mean of randomly 
sampled and sequentially aligned images from the entire set when processing files in 
parallel. The simplest way to perform this operation is to use the built-in MATLAB 
function normxcorr2, which makes optimization decisions based on image size and 
available hardware automatically. However, performance can be improved by tailoring 
the operation to your particular hardware and image size, i.e. using fft2 and ifft2 for large 
images and a good graphics card. 
After aligning sequential image frames, we were able to estimate a baseline value 
and other statistics for each pixel (maximum, minimum, mean, standard-deviation, etc.), 
and use these statistics to reduce the bit-depth of frames being passed to the next stage. 
This was done purely to speed computation in subsequent steps, but won’t necessarily be 
helpful in all cases. For the results presented here, the motion-corrected images were 
saved as a new video file with 8 bit dynamic range, with the top 1% intensity saturated at 
255 and the bottom 1% set at 0. 
Region of Interest (ROI) Detection 
The ROI detection process used an adaptive threshold on the z-score of pixel intensity to 
reduce each frame to binary 1′s and 0′s (logical true or false). These binary frames were 
then processed using morphological operations to find and label connected components 
within each frame. For example, beginning with a z-score threshold of 1.5, all pixels that 
were more than 1.5 standard deviations above their mean were reduced to 1 (true), and all 
others reduced to 0 (false). Pixels reduced to 1 were often pixels overlying a cell that was 
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significantly brighter during that frame due to activation of GCaMP. This initial threshold 
was adjusted up or down based on the number of non-zero pixels detected with each 
threshold. This was done to prevent spurious motion-induced shifts of the image frame 
from producing ROIs along high contrast borders. All morphological operations were 
performed using built-in MATLAB functions from the Image Processing Toolbox, which 
have fast parallel versions if the operation is run on a graphics card (e.g. imclose, imopen, 
etc.). Furthermore, the connected-component labeling and region formation operations 
were run using built-in MATLAB functions bwconncomp, and regionprops. Connected 
components were stored in a custom class and termed “single-frame ROIs,” and these 
were then passed to the 3rd stage of processing, which merges them into a “multi-frame 
ROI” that represents the location and spatial distribution of each cell identified over the 
entire video. 
ROI Merging 
The standard structure of region properties output by the MATLAB 
function regionprops (Area, BoundingBox, Centroid, etc.) are mimicked in a custom 
function called RegionOfInterest, where each field of the structure becomes a property of 
the custom class. We added additional properties for storing state information and data 
associated with each ROI, along with a number of methods for comparing, merging, 
manipulating, and visualizing the single-frame and multi-frame ROIs. The single-frame 
to multi-frame ROI merging procedure is essentially a clustering process that merges 
single-frame ROIs together using such criteria as the proximity of their centroids, as well 
as proximity of their bounding-box (upper-left and lower-right corners). Performing this 
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operation quickly was highly dependent on pre-grouping ROIs based on centroid location 
in overlapping blocks of the image frame, as well as grouping by size. This enabled the 
clustering to be performed in parallel (across CPU cores) followed by a second iteration 
of clustering to deal with redundancy in overlapping regions. 
Once ROIs are established, all video data is reloaded and passed to a method in 
the RegionOfInterest class that extracts the 1-dimensional trace for each ROI representing 
the fluorescence intensity in that region over time. The ROIs and their traces can then be 
quickly visualized using another method in the RegionOfInterest class, which relies on 
the distinguishable_colors function, available on the Mathworks File Exchange 
(http://www.mathworks.com/matlabcentral/fileexchange/29702-generate-maximally-
perceptually-distinct-colors/all_files). 
Following ROI detection described above, we limited our dataset only to ROIs 
with minimal overlapping areas then refined the selected ROIs based on morphology and 
dynamic activity by the observers blinded to trial timing or events. Each trace was 
normalized with the following convention: 𝛥𝑓 = !!!!"#!!"# . 
Removal of Overlapping and Over-dense ROIs 
Our software was parameterized to maximize the number of possible ROIs generated 
from a imaging plane where numerous pixels were common to cells overlapping in depth. 
Averagely, around 1000–1300 ROIs were identified in each experiment session. In 
particular, cells that present greater spatial overlaps often have significant temporally 
coincident fluorescence signals. Hence, a local cluster-based workflow was designed to 
reduce the number of ROIs detected by imaging processing, using their morphology, 
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cluster size and local overlap.  
First, the ROIs of relatively large eccentricity, and of size on the extreme ends in 
the population were removed, because ROIs too deviant from circular shape or too small 
are morphologically less possibly a representation of a neuron. And the ROIs of too large 
size might be the combination of multiple cells sharing synchronized fluorescence signal 
dynamics. Then, the isolated ROIs were registered to be included in the final output.  
In the second step, the remaining non-isolate ROIs were divided into local 
overlapping clusters of ROIs. Within each cluster, every ROI was scored using its size 
and two factors: overlap factor – the ratio between the overlapping area within it and its 
size, distance factor – the sum of the distance from its centroid to the centroids of other 
ROIs in the same cluster divided by the radius of the cluster. The score of the ROI was 
calculated as the overlap factor divided by the product of size and distance factor, i.e. 
score=percentage of overlap/[ size× (sum of distance to the other ROIs/cluster radius)] 
ROIs with less score are considered better prediction of real neurons. The algorithm 
favors ROIs that have low percentage of overlap, and penalize those of too small size and 
close to the other ROIs in the same cluster. 
Finally, the ROIs in the cluster were thresholded to be included in the final output. 
If there are more than 6 ROIs in a cluster, only the ROIs whose scores rank less than 60% 
of the ROIs’, and whose overlap factors are less than 0.6 are kept. If there are 4 or 5 ROIs 
in the cluster, the ROIs whose scores’ common logarithm is no more than 1 plus the 
common logarithm of least score within the cluster, and whose overlap factors are less 
than 0.5 are kept. When there are 2 or 3 ROIs in the cluster: if the number of ROIs with 
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overlap factors less than 0.4 is more than 3, ROIs other than the two with the largest 
overlap factors were picked; if the number of ROIs with overlap factors less than 0.4 is 2, 
ROIs except the one with the largest overlap factors were picked. 
On average, 64.38±7.91 (mean±SD) % of the ROIs remains after the removal 
(Fig. 2.2). 
 
Figure 2.2. Pseudo-color localization of identified ROIs: (A) 1086 ROIs identified by the 
automatic software with heavy overlapping. (B) 665 ROIs generated by further rejection 
algorithm based morphology and geometric evaluation of overlapping clusters. 
Deconvolution for Spike Inference from Calcium-imaging Signal 
Typical in vitro data suggest that a reasonable first-order model may be constructed by 
convolving the spike train measurement with an exponential and adding Gaussian noise 
to simulate the calcium-imaging fluorescence signal (Vogelstein et al., 2010). 
Vogelstein et al. (2010) proposed an algorithm that can be used to the spike train 
inference underlying the observed calcium signal of the ROIs: 𝐹! = 𝛼 𝐶𝑎!! ! + 𝛽 + 𝜎𝜖! , 𝜖!~𝒩 0,1  
A B 
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𝐶𝑎!! !!! = 1− 𝛥𝜏 𝐶𝑎!! ! + 𝛥𝜏 𝐶𝑎!! ! + 𝐴𝑛! 
where 𝐹! represents the obsorved fluorescence signal trace and 𝐶𝑎!! ! represents the 
calcium concentration in the neuron. 𝑛! indicates the possible number of spikes inferred 
on each frame of image. 𝐶𝑎!! !is the baseline calcium concentration. 𝛼 and 𝐴 are 
respectively the calcium and   𝛽 + 𝜎𝜖! is a calcium-independent Gaussian noise in the 
fluorescence signal. 𝛥 is the reciprocal of the sampling frequency of the fluorescence 
signal, and 𝜏 is the time constant which describes the exponential decay of calcium 
concentration in the cell. 
Due to the linear relation among the variables, the model is over parameterized, 
and some parameters in the second equation can be absorbed into the first equation. By 
replacing 𝐶𝑎!! ! with its putative counterparts 𝐶! after non-dimensionalization, we 
have: 𝐹! = 𝛼𝐶! + 𝛽 + 𝜎𝜖! , 𝜖!~𝒩 0,1  𝐶! = 𝛾𝐶!!! + 𝑛! , 𝛾 = 1− 𝛥𝜏  
Suppose the prior probability of a pike follows an exponential distribution 𝑃 𝑛! = 𝜆𝛥𝑒!!!!", which acts as an alternative for Poisson distribution. Given 𝑭 = 𝐹!,𝐹!,… ,𝐹! , our goal is to find the most likely spike train: 𝒏 = argmax!! 𝑃(𝒏|𝑭) 
Because 𝑃 𝒏 𝑭 = ! 𝒏,𝑭! 𝑭 = ! 𝑭|𝒏 ! 𝒏! 𝑭  and 𝑃 𝑭  merely acts as a scaling factor, 𝒏 = argmax!! 𝑃 𝑭|𝒏 𝑃 𝒏  
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Due to 𝑃 𝑭|𝒏 = 𝑃 𝑭|𝑪 = 𝑃 𝑭!|𝑪! = 𝒩 𝛼𝐶! + 𝛽,𝜎!  
𝑃 𝒏 = 𝑃 𝒏! = 𝜆𝛥𝑒!!!!" 
we have 
𝒏 = argmax!! 12𝜋𝜎! 𝑒!!! !!!!!!!! !!! 𝜆𝛥𝑒!!!!"  
Taking the logarithm renders 
𝒏 = argmax!! − 12𝜎! 𝐹! − 𝛼𝐶! − 𝛽 ! − 𝑛!𝜆𝛥 
While 𝑛! = 𝐶! − 𝛾𝐶!!!, we can estimate 𝑪 instead 𝑪 = argmax!! − 12𝜎! 𝐹! − 𝛼𝐶! − 𝛽 ! − 𝐶! − 𝛾𝐶!!! 𝜆𝛥 
In order to solve the problem, interior-point method should be adopted because 
the sharp threshold imposed by the non-negativity constraint prohibits the use of standard 
gradient ascent techniques. Interior-point methods solve nondifferentiable problems 
indirectly by solving a series of differentiable subproblems that converge to the solution 
of the original nondifferentiable problem. In particular, each subproblem within the series 
adds a weighted barrier term that approaches to negative infinity as 𝑛! approaches zero. 
Iteratively reducing the weight of the barrier term guarantees convergence to the correct 
threshold. Thus, 
𝑪𝓏 = argmax𝑪 − 12𝜎! 𝐹! − 𝛼𝐶! − 𝛽 ! − 𝐶! − 𝛾𝐶!!! 𝜆𝛥 + 𝓏 ln 𝐶! − 𝛾𝐶!!!  
Rewrite the equation in matrix form: 
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𝑀𝐶 = −𝛾 1 0 0 ⋯ 00 −𝛾 1 0 ⋯ 0⋮ ⋱ ⋱ ⋱ ⋱ ⋮0 ⋯ 0 −𝛾 1 00 ⋯ 0 0 −𝛾 1
𝐶!𝐶!⋮𝐶!!!𝐶! =
𝑛!𝑛!⋮𝑛!!!  
let 𝟏 be a 𝑇 − 1 -dimension column vector, 𝜷 be a 𝑇-dimension column vector of 𝛽 
values, and 𝝀 = 𝜆𝛥𝟏. Using superscript 𝐼 to indicate element wide operation, 
𝑪𝓏 = argmax𝑴𝑪!!𝟎 − 12𝜎! 𝑭− 𝛼𝑪− 𝜷 !! − 𝑴𝑪 !𝝀+ 𝓏 ln! 𝑴𝑪 !𝟏 
Then we use Newton-Raphson method to ascend a surface. After iteratively 
computing the gradient 𝒈 the Hessian 𝑯 of the argument to be maximized with respect to 𝑪,  
𝒈 = − 1𝜎! 𝑭− 𝛼𝑪− 𝜷 +𝑴!𝝀− 𝓏𝑴! 𝑴𝑪 !!! 
𝑯 = 𝛼!𝜎! 𝑰+  𝓏𝑴! 𝑴𝑪 !!!𝑴 
We update 𝑪! ← 𝑪! + 𝑠𝒅, while 𝑠 refers to the step size and 𝒅 is the step direction 
obtained by solving 𝑯𝒅 = 𝒈. 
In the model, the parameters 𝜽 = 𝛼,𝛽,𝜎, 𝛾, 𝜆  might be unknown. The algorithm 
to estimate the most likely parameters 𝜽 includes initializing some estimate of the 
parameters, and then recursively computing 𝒏 until some convergence criterion is 
reached. 
To initialize the parameters, we first map the observed fluorescence trace 
according to its scale: 𝑭 ← 𝑭!!!"#!!"#!!!"#. Hence, 𝛼 can be set to 1, and 𝛽 can be set to the 
median of 𝑭. 𝜎 can be initialized as the median absolute deviation, commonly used as an 
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estimator of the SD of a normal distribution, of 𝑭: 𝜎 = !"#$%&! !!!!"#$%&! !!  ! ,𝐾 =1.4785. 𝛾 is initialized at 1− !! !"#, and 𝜆 at 1 Hz. 
Ideally, we can integrate out the hidden variable to find the most likely 
parameters: 
𝜽 = argmax𝜽 𝑃 𝑭,𝑪 𝜽 𝑑𝑪 = argmax𝜽 𝑃 𝑭 𝑪;𝜽 𝑃(𝑪|𝜽)𝑑𝑪 
Because the integration is easily tractable, we can simply approximate the parameters by 
the MLE given the MAP estimate of the hidden variable: 𝜽 = argmax𝜽  𝑃 𝑭,𝑪 𝜽 = argmax𝜽  𝑃 𝑭 𝑪;𝜽 𝑃 𝒏 𝜽= argmax𝜽 ln𝑃 𝑭 𝑪;𝜽 + ln𝑃 𝒏 𝜽  ln𝑃 𝑭 𝑪;𝜽 + ln𝑃 𝒏 𝜽 = ln𝑃 𝐹! 𝐶!;𝛼,𝛽,𝜎 + ln𝑃 𝑛! 𝜆  
Hence, 𝛼,𝛽,𝜎 = argmax!,!,! ln𝑃 𝐹! 𝐶!;𝛼,𝛽,𝜎 = argmax!,!,! ln𝒩 𝛼𝐶! + 𝛽,𝜎!
= argmax!,!,! − 12 ln 2𝜋𝜎! − 12 𝐹! − 𝛼𝐶! − 𝛽𝜎  !  
Taking the gradient with respect to 𝛼 and 𝛽 and setting them to zero respectively leads to: 
𝛼 𝐶! + 𝑇𝛽 = 𝐹!𝛼 𝐶!! + 𝛽 𝐶! = 𝐹!𝐶! !"#$%&
𝛼 = 𝐶! 𝐹! − 𝑇 𝐹!𝐶!𝐶! ! − 𝑇 𝐶!!𝛽 = 𝐶!! 𝐹! − 𝐶! 𝐹!𝐶!𝑇 𝐶!! − 𝐶! !  
Taking the gradient with respect to 𝜎 and setting it to zero leads to: 
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𝜎 = 1𝑇 𝐹! − 𝛼𝐶! − 𝛽 ! 
Finally, 𝜆 = argmax! ln𝑃 𝑛! 𝜆 = argmax! ln(𝜆𝛥)− 𝑛!𝜆𝛥 
Taking the gradient with respect to 𝜆 and setting it to zero leads to: 
𝜆 = 𝑇𝛥 𝑛! 
Gaussian-Process Factor Analysis (GPFA) 
Gaussian-Process Factor Analysis (Yu et al., 2009) simultaneously performs the 
smoothing and dimensionality-reduction operations in a unified common probabilistic 
framework. Rather different from traditional statistic dimensionality-reduction 
techniques, for instance, Principle Component Analysis (PCA) and Factor Analysis, 
which takes into no account time labels when applied to time series data, GPFA leverages 
the time label information to provide more powerful dimensionality reduction for time 
series data. The GPFA model is simply a set of factor analyzers (one per time point, each 
with identical parameters) that are linked together in the low-dimensional state space by a 
Gaussian process (GP) prior. A Gaussian process is a statistical distribution 𝑋! , 𝑡 ∈ 𝑇, for 
which any finite linear combination of samples has a joint Gaussian distribution. 
Introducing the GP allows for the specification of a correlation structure across the low-
dimensional states at different time points. For example, if the system evolves smoothly 
over time, we can specify that the system's state should be more similar between nearby 
time points than between those faraway. 
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Prior to GPFA, the spike trace is square-root transformed in order to stabilize the 
noise variance (Yu et al., 2009), because GPFA assumes stationary noise variance, which 
might not be the case for spike trace data; for neurons, their firing rate can change 
drastically in response to stimulus. Square-root transform has been known to stabilize 
Poison-distributed counts (Kihlberg et al., 1972), which, though, in the calcium 
fluorescence deconvolution model, is simulated by using exponential distribution for 
computational convenience. 
Let the original neural data set be the high-dimensional vector of square-tooted 
spike inference traces, 𝐲:,! ∈ ℝ!×!, at time point of 𝑡 = 1,… ,𝑇, where 𝑞 is the number of 
neurons. We seek to extract a corresponding low-dimensional latent neural state, 𝐱:,! ∈ ℝ!×𝟏, where 𝑝 is the dimensionality of the state space (𝑝 < 𝑞). We then define the 
neural states of all time points into a neural trajectory in a matrix fashion 𝑋 = 𝐱:,!,… 𝐱:,! ∈ ℝ!×!. Similarly, the original observations can be presented as 𝑌 = 𝐲:,!,… 𝐲:,! ∈ ℝ!×!. We define a linear Gaussian relationship between the 
observations 𝐲:,! and the neural states 𝐱:,!: 𝐲:,!|𝐱:,!~𝒩 𝐶𝐱:,! + 𝐝,𝑅  
where 𝐶 ∈ ℝ!×!, 𝐝 ∈ ℝ!×! and 𝑅 ∈ ℝ!×! are model parameters to be learned. We 
constrain the covariance matrix 𝑅 to be diagonal, where the diagonal elements are 
independent noise variances of each neuron.  
To smoothen the neural trajectories, we relate the neural states 𝐱:,! at different 
time points through GPs. We define a separate GP for each dimension of the state space 
with indices 𝑖 = 1,… ,𝑝 
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𝐱!,:~𝒩(𝟎,𝐾!) 
where 𝐱!,: ∈ ℝ!×! is the 𝑖th row of 𝑋 and 𝐾! ∈ ℝ!×! is the covariance matrix for the 𝑖th 
GP. We choose the commonly used square exponential (SE) covariance function: 
𝐾! 𝑡!, 𝑡! = 𝜎!,!! exp − 𝑡! − 𝑡! !2𝜏!! + 𝜎!,!! ∙ 𝛿!!,!! 
where 𝐾! 𝑡!, 𝑡!  denotes the 𝑡!, 𝑡! th entry of 𝐾!, 𝑡!, 𝑡! = 1,… ,𝑇. The SE covariance is 
defined by its signal variance 𝜎!,!! ∈ ℝ!, characteristic time scale 𝜏! ∈ ℝ! and GP noise 
variance, and GP variance 𝜎!,!! . The Kroneker delta 𝛿!!,!! equals 1 if 𝑡! = 𝑡!, and 0 
otherwise. 
Because the neural trajectories 𝑋 are latent and inferred from the observations 𝑌, 
the scale of 𝑋 (defined by the 𝐾!) is arbitrary. Hence, any scaling of X can be 
compensated by appropriately scaling 𝐶 such that the scale of Y remains faithful to the 
sample. To remove this model redundancy without changing the expressive power of the 
model, we fix the scale of 𝑋 and allow 𝐶 to be learned without constraints. we set the 
prior distribution of the neural state 𝐱:,! at each time point 𝑡 to be 𝒩(𝟎,  𝐼) by 
fixing 𝐾!(𝑡,  𝑡)  =  1 (however, note that the 𝐱:,! are still correlated across different t). 
This can be achieved by setting 𝜎!,!! = 1− 𝜎!,!! , where 0 < 𝜎!,!! ≤  1. Because we seek to 
extract smooth neural trajectories, we fixed 𝜎!,!!  to a small value 10!! , as is often done 
for GPs, which leaves 𝜏! the only parameter that needs to be learned. 
To fit the GPFA model, we have to learn a set of parameters 𝜃 = 𝐶,  𝒅,  𝑅, 𝜏!,… , 𝜏! , which can be estimated by maximize the probability of the 
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observed data 𝑌 in an expectation-maximization algorithm. 
Once the GPFA model is learned, we can use it to extract neural 
trajectories 𝐸 𝑋 𝑌  from the observed activity 𝑌. If we concatenate the columns of 𝑋 as 𝐱 = 𝐱!:,!,… , 𝐱!:,! ′ ∈ ℝ!"×!, and 𝑌 as 𝐲 = 𝐲!:,!,… , 𝐲!:,! ′ ∈ ℝ!!×!, we can express the 
GPFA model as 𝐱~𝒩 𝟎,𝐾  𝐲|𝐱~𝒩 𝐶𝐱+ 𝐝,𝑅  
where the block diagonal matrices 𝐶 ∈ ℝ!"×!" and 𝑅 ∈ ℝ!"×!" comprise 𝑇 blocks of 𝐶 
and 𝑅 respectively. The vector 𝐝 ∈ ℝ!"×! is a concatenation of 𝑇 copies of 𝐝. The 
covariance matrix 𝐾 = 𝐾!! ⋯ 𝐾!!⋮ ⋱ ⋮𝐾!! ⋯ 𝐾!! ∈ ℝ!"×!" comprises blocks 𝐾!!!! = 𝐝𝐢𝐚𝐠 𝐾! 𝑡!, 𝑡! ,… ,𝐾! 𝑡!, 𝑡! ∈ ℝ!×! and 𝑡!, 𝑡! = 1,… ,𝑇. In this notation, the 
joint distribution of 𝐱 and 𝐲 can be written as 𝐱𝐲 ~𝒩 𝟎𝐝 , 𝐾 𝐾𝐶′𝐶𝐾 𝐶𝐾𝐶! + 𝑅  
Using the basic result of conditioning for jointly Gaussian random variables 𝐱|𝐲~𝒩 𝐾𝐶! 𝐶𝐾𝐶! + 𝑅 !! 𝐲− 𝐝 ,𝐾 − 𝐾𝐶! 𝐶𝐾𝐶! + 𝑅 !!𝐶𝐾  
Thus, the extracted neural trajectory is 𝐸 𝐱|𝐲 = 𝐾𝐶! 𝐶𝐾𝐶! + 𝑅 !! 𝐲− 𝐝  
and the data likelihood 𝑃 𝑌  can be easily computed since 𝐲~𝒩 𝐝,𝐶𝐾𝐶! + 𝑅 . 
The low-dimensional neural trajectories can be related to the high-dimensional 
observed activity by 𝐲:,!|𝐱:,!~𝒩 𝐶𝐱:,! + 𝐝,𝑅 , which defines a linear 
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mapping 𝐶 between the two spaces. Each column of 𝐶 defines an axis in the high-
dimensional space. The 𝑖th element of 𝒙:,! (𝑖 = 1,… ,𝑝) specifies “how far to go” along 
the axis defined by the 𝑖th column of 𝐶. The location in the high-dimensional space 
corresponding to the neural state 𝐱:,! is given by the summed contributions along each of 
the 𝑝 aforementioned axes, plus a constant offset 𝒅. 
To make the visualization of the neural trajectories more intuitive, we need to 
orthonormalize the columns of 𝐶. By finding a set of orthonormal basis vectors spanning 
the same space as the columns of 𝐶, the orthonormalization procedure does not alter the 
GPFA model-fitting procedure nor the extracted neural trajectories; it simply offers a 
more intuitive way of visualizing the extracted trajectories. 
We can apply the singular value decomposition to the learned 𝐶, rendering 𝐶 = 𝑈𝐷𝑉′, where 𝑈 ∈ ℝ!×! and 𝑉 ∈ ℝ!×! each have orthonormal columns and 𝐷 ∈ℝ!×! is diagonal. Thus, we can write 𝐶𝐱:,! = 𝑈 𝐷𝑉!𝐱:,! = 𝑈𝐱:,!, where 𝐱:,! = 𝐷𝑉!𝐱:,! ∈ℝ!×! is the orthonormalized neural state at time point 𝑡. The orthonormalized neural 
trajectory extracted from the observed activity 𝑌 is thus 𝐷𝑉!𝐸 𝑋 𝑌 . Since 𝑈 has 
orthonormal columns, we can intuitively visualize the trajectories extracted by GPFA 
similarly as those done by PCA.  Even the elements of 𝐱:,! and the corresponding 
columns of 𝑈 can be ordered by the amount of data covariance explained, analogous to 
PCA, which is made possible by the singular value decomposition. 
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DECONVOLUTION OF CALCIUM FLUORESCENCE SIGNAL 
Due to the slow exponential time-course of GCaMP6f’s post-response signal (Badura et 
al., 2014; Chen et al., 2013), which might contribute to unexpected correlation between 
neuronal signals, GPFA cannot be directly applied to the GCaMP data set. Thus, the fast 
nonnegative deconvolution method (Vogelstein et al., 2010) is used to estimate the spike 
train inference prior to application of dimension reduction. 
Removal of Inactive Neurons 
Naturally, we are only interested the neurons that indeed fire. Thus, it is essential to 
remove those who show trivial spike activity throughout the experiment. Besides, in the 
GPFA model, the fitted observation noise for a low-firing rate unit will be small, so the 
neural trajectory may show a deflection each time the neuron spikes (Yu et al., 2009). 
First, we set a reasonable threshold (0.5), below which, at each frame we identify 
the neuron as inactive if its spike inference is. Because we assumed the spike inference 
follows an exponential distribution, we then calculated the rate parameter of such an 
exponential distribution whose 99 percentile is the threshold. Using random simulation, 
we were able to generate a distribution for the number of frames where the spike 
inference is less than the threshold given the total period of the data time series. Finally, 
we took the 95 percentile of this distribution. If one neuron’s number of inactive frames 
is more than the 95 percentile, it will be disqualified for the following analysis (Fig. 3.2) 
and GPFA. 
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Baseline Normalization 
We performed baseline normalization to extract time-varying fluorescence changes. The 
normalization of fluorescence and spike time courses for each neuron in Fig. 3.2 consists 
two steps, z-core and t-score. First, within each trial, the mean and standard deviation are 
calculated for each neuron over the baseline period, using which, the whole trace is z-
scored. Then, for each neuron, the mean for each trace was computed over the baseline 
period, generating a set of elements as many as the number of trials representing the 
average baseline level. By comparing the multi-trial set of each time point (including the 
baseline) to the baseline average set, we were able to collapse the traces of all the trials 
into a single time series of t-scores. 
Spike Inference Captured Neuronal Dynamics During Behavior 
The deconvolution algorithm was able to reveal the dynamics of spike activity underlying 
the calcium fluorescence response. One can interpret the time course of spike inference as 
the evolution of relative probability (arbitrary unit) of the neuron spiking at one time 
point given the whole fluorescence trace. 
Fig. 3.1 shows a neuron increases its firing rate in response to the stimulus in 
correct trials, but its activation is less associated with the delivery of air puff. Despite the 
average long exponential off-response decrease of the fluorescence signal, which lasts 
longer than 2 s after the stimulus, the average spike inference is restrained within the 
stimulation-air puff interval (Fig. 3.1). On the other hand, similar reaction dynamics is 
absent in incorrect trials.  
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The slow off-response exponential dynamics of the calcium fluorescence 
manifests as sustained smear through time for neurons with multiple firings after the 
stimulation (Fig. 3.2A), making it hard to differentiate consecutive spikes separated only 
by a very short amount of time. Once the fluorescence trace is deconvolved, it is easy to 
spot two incidences of population spikes related to the task, one aligned to the sound, and 
the other to the air puff (Fig. 3.2B). 
 
Figure 3.1. Calcium signal and corresponding spike inference of the same neuron in correct 
and incorrect trials: The dotted lines in the fluorescence signal figures and the spike inference 
figures represent the individual traces for each trial. The solid lines in the fluorescence signal 
figures represent the average trace over all trials of the same type. The bar graphs represent the 
average spike train inference over all trials of the same type. Time zero marks the onset of sound 
stimulation. 
-500 0   350 600 700 2000
Time [ms]
-50
0
50
100
Fl
uo
re
sc
en
ce
 si
gn
al
Correct Trials
-500 0   350 600 700 2000
Time [ms]
-50
0
50
100
Fl
uo
re
sc
en
ce
 si
gn
al
Incorrect Trials
-500 0   350 600 700 2000
Time [ms]
0
5
10
15
20
25
Sp
ike
 in
fe
re
nc
e
-500 0   350 600 700 2000
Time [ms]
0
5
10
15
20
25
Sp
ike
 in
fe
re
nc
e
-500 0   350 600 700 2000
Time [ms]
0
2
4
6
8
10
Av
er
ag
e 
Sp
ike
 in
fe
re
nc
e
Neuron 192
-500 0   350 600 700 2000
Time [ms]
0
2
4
6
8
10
Av
er
ag
e 
Sp
ike
 in
fe
re
nc
e
		
26 
 
Figure 3.2. Normalized calcium signal and corresponding spike train inference of multiple 
neurons for all the trials in one experiment session: (A) 537 neuros sorted by their average 
fluorescence signal intensity within the first 2 s after the tone, highest to lowest from bottom to 
top. (B) 537 neurons sorted by their average spike inference probability within the first 2 s after 
the tone, highest to lowest from bottom to top. Time zero marks the onset of sound stimulation. 
The color represents baseline-normalized activity intensity of the neuron. 
Discussion 
Vogelstein’s (2010) model was originally developed to deconvolve OGB-1fluorecence 
signal, whose decay shows a single exponential fit. However, GCaMP6f can respond 
with a double exponential time course, though the improvement by using double 
exponential fits was very limited (Storace et al., 2015). These factors may have slightly 
A 
B 
 
		
27 
impact on the reliability of the deconvolution algorithm when being applied to our 
GCaMP6f data set. 
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DIMENSION REDUCTION ANALYSIS USING GPFA 
Using GPFA for exploratory data analysis and visualization, we were able to observe the 
change of network dynamics of the hippocampus neurons through days of learning in the 
low-dimension representations. The neural trajectories in the low-dimension projection 
also suggested interesting features of the population high-dimension time series, and 
hence, offered constructive strategy in statistical analysis of the high-dimension data. 
Analogue Measurement of Eye Squint 
Binary differentiation of correct and incorrect trials is every intuitive, but very sensitive 
to thresholding methods and corresponding parameters. Thus, quantification of the eye 
squint movement is another way to describe the behavior of the trial, and can be essential, 
if not only compensatory. 
For each trial, we first calculate the sum of absolute value of first derivative of 
reflection values during the 600 ms response trace interval. After defining the baseline as 
from 15 s after the previous trial until the initiation of the current trial, we generate a 
distribution of the sum of absolute value of first derivative during a random 600 ms 
period within the baseline, and acquire the mean and standard deviation. Then we can z-
score the response-interval sum of absolute value of first derivative. In this way, one 
iteration of z-scoring is finished. Averaging multiple iterations then results in the 
analogue indication of eye squint for the trial. 
Removal of Cross-talking Signals 
Crosstalk between ROIs, which can be caused by ROIs being overlapping, may lead 
different neurons have identical (or nearly the same) activity on each trial.  Because the 
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neural trajectory attempts to capture correlated activity across the neural population, it 
will identify the shorted ROIs as being strongly correlated and dedicate a latent 
dimension to those neurons (Yu et al., 2009). We can solve this problem by looking at 
the eigenvalues and eigenvectors of the covariance matrix of the population traces. After 
finding the eigenvalues with extremely small values, we can identify the extremely large 
elements in the corresponding eigendirection, and corresponding neurons could be 
corruptive due to cross-talking. 
Low Dimension Representations Paralleled Learning Performance 
For each session of learning, which usually happens on different days, the data were 
projected to a 10-dimension space using GPFA. Compared to the high-dimension data 
space, 10 dimensions can explain 49.59 ± 27.92 % of the variance. As learning 
proceeded, the correct rates from the first day of learning to the last day of learning are 
0.500, 0.613, 0.688 and 0.825 for the animal shown below. 
On the first day of learning, the neural trajectories do not show too many 
informative features along their time course, nor can the trials be differentiated as correct 
or incorrect by evaluating the trajectories (Fig. 4.1A&B). Although, we can still see after 
the stimulation onset, the network does start to respond, and can even take very sharp 
reaction upon air puff delivery (Fig. 4.1A&B). 
On the last day of learning, the low-dimension projections of the data present 
more unique characteristics in different dimensions. For instance, in dimension 4, the 
neural state of the network shows rapid response after the onset of the sound. In addition, 
this dimension is also tightly related to the delivery of air puff. Thus, this dimension is 
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characterized by very dynamic response dependent on the external stimulations (Fig. 
4.1C, Fig. 4.2C). On the other hand, dimension 5 is more associate with the outcome of 
the trial, i.e. correct and incorrect trials (Fig. 4.1D). Most of the time series of the 
incorrect trials in this dimension tend to dive below zero after the tone onset, while the 
average response trajectories of the correct trials evolve above zero. In addition, below-
zero evolution also predominates trajectories accompanied by low squint intensity (Fig. 
4.2D). However, a considerable number of correct trajectories also lie below zero (Fig. 
4.1D), which might imply that other internal process may involve the hippocampal neural 
network in spite of the unanimous nominal final output. 
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Figure 4.1. Temporal evolution of neural state in single dimensions: (A) Neural trajectories of 
trials on the first day of learning in the 7th dimension extracted by GPFA. (B) Neural trajectories 
of trials on the first day of learning in the 8th dimension extracted by GPFA. (C) Neural 
trajectories of trials on the last day of learning in the 4th dimension extracted by GPFA. (D) 
Neural trajectories of trials on the last day of learning in the 5th dimension extracted by GPFA. 
The dimensions presented were chosen arbitrarily, yet without losing their representativeness. 
Red color represents correct trials, and blue is for incorrect trials. Each dotted curve represents an 
individual trial. The solid line and the corresponding shaded area marks the average trajectory 
and the error (mean±SEM). Time zero refers to the onset of the sound. 
A B 
C D 
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Figure 4.2. Temporal evolution of neural state of individual trials in single dimensions 
superimposed with squint intensity: (A) Neural trajectories of trials on the first day of learning 
in the 7th dimension extracted by GPFA, superimposed by the corresponding squint intensity. (B) 
Neural trajectories of trials on the first day of learning in the 8th dimension extracted by GPFA, 
superimposed by the corresponding squint intensity. (C) Neural trajectories of trials on the last 
day of learning in the 4th dimension extracted by GPFA, superimposed by the corresponding 
squint intensity. (D) Neural trajectories of trials on the last day of learning in the 5th dimension 
extracted by GPFA, superimposed by the corresponding squint intensity. The dimensions 
presented were chosen arbitrarily, yet without losing their representativeness. Time zero refers to 
the onset of the sound. A transform 𝐥𝐨𝐠𝟏𝟎 𝒙 + 𝟏  is applied to the squint intensity. The trials are 
sorted by squint intensity. 
Typical neural trajectories in a 2D plane comprise the initiation of movement after 
the tone onset, and returning to the start point (Fig. 4.3). The start point is defined as the 
average center of all the baseline neural states across all trials. The trajectories tend to 
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begin swirling back to the start point more early once the behavior has been learned (Fig. 
4.3). On the last day of learning, the trajectories have already begun approaching the 
turning point upon the end of the sound stimulation, and by 0.7 s have about to return to 
the start point (Fig. 4.3B). However, at 1.2 s, the neural trajectories on the first day of 
learning have yet to rewind (Fig. 4.3A). 
The neural trajectories also travel faster and further once the animal has 
associated the sound with the air puff (Fig. 4.4), which is also true in the high-dimension 
space (defined by the number of neurons) (Fig. 4.5A). The neural trajectories also reach 
its furthest point more early on the last day of learning than the first day (Fig. 4.4A&C) 
as the trajectories also experience a much more delayed acceleration on the first day of 
learning (Fig. 4.4B&D). 
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Figure 4.3. Snapshots of 2D neural trajectories evolution at different time point: (A) 2D 
neural trajectories’ evolution on the first day of learning. (B) 2D neural trajectories’ evolution on 
the first day of learning. The dimensions presented were chosen arbitrarily, yet without losing 
their representativeness. Each solid curve is the trajectory for an individual trial. The marker at 
the end of the curve indicates the current neural state at the time point when the snapshot is taken. 
* indicates correct trials; ○ indicates incorrect trials. The color represents squint intensity, which a 
transform 𝐥𝐨𝐠𝟏𝟎 𝒙 + 𝟏  is applied to. 
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Figure 4.4. Temporal evolution of 2D neural trajectory’s distance from starting point and its 
speed: (A) 2D neural trajectories’ evolution of distance from the starting point on the first day of 
learning. (B) 2D neural trajectories’ speed evolution of distance from the starting point on the first day 
of learning. (C) 2D neural trajectories’ evolution of distance from the starting point on the last day of 
learning. (D) 2D neural trajectories’ speed evolution of distance from the starting point on the last day 
of learning. The dimensions presented were chosen arbitrarily, yet without losing their 
representativeness. The solid curves represent the correct trials; the dotted curves represent the 
incorrect trials. The color indicates squint intensity, which a transform 𝐥𝐨𝐠𝟏𝟎 𝒙 + 𝟏  is applied to. 
High-dimension Trajectory Features Vary with Learning Process 
In the high-dimension space, when considering all the trials together, regardless of 
correct or incorrect, the neural trajectories return to a baseline initial sphere much faster, 
as having a shorter re-entrance time, if the animal has learned the behavior (Fig. 4.5A). 
For each trial, we bootstrapped the distance of the high-dimension neural state to the 
origin over the baseline period, and achieved a 90 percentile as the baseline sphere 
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boundary. On the days when learning has happened, the trajectories start up much faster, 
with significantly greater sound onset-air puff interval speed compared to the first day of 
learning (Fig. 4.5A). 
Overall, the dynamics of the hippocampal network shows drastic change when the 
animal learned the association between the stimulation and the air puff. The network 
deviates faster and further from the baseline status, in the meantime returning to the 
default earlier. However, whether this is the same case for incorrect trials is unclear (Fig. 
4.5C). 
 
Figure 4.5. Summary of statistics for the high-dimension data: (A) Statistics with all the trials 
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taken into account. (B) Statistics only the correct trials account for. (C) Statistics only the 
incorrect trials account for. Re-entrance Time is defined as the time it takes since the onset of 
sound for the trajectory to return and stay in the initial baseline sphere. Average Speed is defined 
as the mean speed for the trajectories to re-enter the initial baseline sphere. The farthest point the 
trajectory reaches before re-entering the initial baseline sphere is Max Distance. Average Speed 
600ms refers to the average speed of the travelling trajectory during the 600 s period (tone onset-
beginning of air puff). Significance tests were performed using one-way ANOVA and 
corresponding post-hoc analysis. * indicates (α=0.05) statistical significance vs D2 (first day of 
learning). Days connected at the bottom of the graph also show statistical significance (α=0.05) 
against each other. The bar graph and the corresponding error bar represents mean±SEM. 
Discussion 
GPFA has shown very powerful capability in exploratory analysis and visualization of 
our data set in the low-dimension representation by optimizing the degree of smoothing 
and the relationship between the low-dimensional neural trajectory and the high-
dimensional observed activity jointly. Such an approach allows for the attempt to 
determine an appropriate dynamical model that describes how the neural state evolves 
over time. 
However, in practice, as well as literature has suggested, GPFA can be very 
sensitive to noise generated by low-firing neurons, and cross-talking between neurons 
(Yu et al., 2009), which certainly is very troublesome in our data set due to the 
unavoidable overlapping of ROIs as projecting the 3D volume onto a 2D plane in 
imaging. Such defect in the data can cause serious problems, for instance, jagged output 
trajectories and the algorithm’s inertia to converge, and our experiment’s low sampling 
rate (20 Hz) certainly does not help in this case. Hence, pre-analysis cleaning is very 
necessary and important, e.g., removal of irresponsive and cross-talking neurons. 
Plotting 1D and 2D GPFA projections offers constructive insight regarding the 
dynamics of the high-dimension network, but our data set has also suggested those plots 
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are sometimes hard to interpret. Due to the low sampling rate and less-than-perfect 
smoothness of the trajectories, further smoothing and interpolation might be needed. In 
this analysis, we used local regression with weighted linear least squares and a 1st degree 
polynomial model to further smoothen the low-dimension neural trajectories, before 
using piecewise cubic spline for interpolation. 
After post-GPFA processing, the evolution of the hippocampal network’s 
dynamics was revealed. Statistics also verified similar features of high-dimensional 
dynamics related to learning. However, we find it hard connect such discovery with the 
behavior improvement of the animal.  Although the correct rate of the animal behavior 
keeps increasing, statistical significance mostly manifests exclusively in the comparison 
to the first day of learning (Fig. 4.5B&C). Analyses failed to detect correlation between 
the network’s evolution and the daily-improved behavior. On the one hand, this may be 
caused by the ineffectiveness in distinguishing correct and incorrect trials, which can be 
very sensitive to thresholding and the parameters involved. On the other hand, the 
hippocampal network may be involved in other internal processing which cannot be 
easily simplified by external trial outcome (Cunningham et al., 2014). 
The hippocampal network might present slightly different dynamics between 
correct and incorrect trials, as the statistics might indicate. When comparing the other 
days to the first day of learning, re-entrance time and max distance only show statistical 
significance in the correct trials (Fig. 4.5B&C). But we are also concerned this might be 
due to less number of incorrect trials available, which generates larger variance within the 
group as indicated in the graph with greater error bars. 
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Some improvement may increase the power of GPFA to make the model more 
suitable for our dataset. One can be to use other multidimensional smoothing techniques 
to substitute GP, since GPFA was originally developed to analyze electrophysiology 
signals, which has a much higher sampling frequency than our data. On the other hand, it 
may be advisable for our experiment to increase sampling rate in order to improve signal 
quality. It should as well be interesting to see the power of GPFA in analyzing other 
similar neuronal imaging data, such as genetically encoded voltage indicators like Ace 
FRET-opsin (St-Pierre et al., 2014; Gong et al., 2015). 
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