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RESUMO
Métodos de controle por modelo de referência, usualmente encontrados na literatura
de controle baseado em dados, têm como principal característica a especificação do de-
sempenho desejado em malha fechada através de um modelo de referência. Estes métodos
são, no entanto, comumente desenvolvidos para tratar o problema de seguimento de refe-
rência, em detrimento do comportamento relativo à perturbação de carga. Nesse sentido,
recentemente foi desenvolvido o método de controle baseado em dados Virtual Distur-
bance Feedback Tuning – VDFT, que pode ser interpretado como um método de controle
por modelo de referência para perturbação, em que o controlador é sintonizado para alcan-
çar em malha fechada o comportamento regulatório especificado. A escolha no entanto
do modelo de referência para perturbação mostra-se desafiadora, especialmente conside-
rando o cenário em que pouca ou nenhuma informação sobre o modelo paramétrico do
sistema está disponível. Dessa forma, este trabalho tem como objetivo estudar o impacto
da escolha deste modelo sobre a sintonia do controlador utilizando o método VDFT e pro-
por uma abordagem sistemática para lidar com essa variável de projeto. A solução aqui
concebida é a de flexibilizar o modelo de referência para perturbação e identificar parte
do seu numerador juntamente aos parâmetros do controlador que, associada a um con-
junto de diretivas de projeto, permitem aproximar o comportamento em malha fechada
do inicialmente especificado. Esse resultado viabiliza a utilização do método VDFT com
critério flexível no contexto de uma estrutura hierárquica de controle, em que uma ma-
lha externa de controle preditivo é associada à malha de controle por VDFT, evitando a
etapa de identificação de um modelo para o processo. Por fim, a formulação do método
VDFT, assim como sua adaptação flexível, é estendida a fim de levar em conta processos
multivariáveis. Experimentos e resultados em simulação ilustram as contribuições deste
trabalho.
Palavras-chave: Controle baseado em dados, Perturbação de carga, Sistemas multi-
variáveis, Controle por modelo de referência.
ABSTRACT
Model reference control methods, usually found within data-based control literature,
have as main feature the specification of the desired closed-loop performance through a
reference model. These methods are however commonly developed to address the set
point tracking problem, to the disadvantage of load disturbance rejection. In this sense,
the data-based control method Virtual Disturbance Feedback Tuning – VDFT was re-
cently developed, which could be interpreted as a model reference control method for
disturbance, in which the controller is tuned in order to reach in closed-loop the speci-
fied regulatory behavior. Nonetheless, the choice of the disturbance reference model is
challenging, especially considering the scenario where little or no information on the pro-
cess’ parametric model is available. This work aims therefore to study the impact of the
disturbance reference model choice on the controller tuning using the VDFT method and
to propose a systematic approach to deal with this design variable. The solution here
conceived is to loosen the disturbance reference model and identify part of its numerator
along with the controller parameters, which, associated with a set of design directions, al-
low the closed-loop behavior to be drawn closer to the one initially specified. This result
enables the use of the VDFT method with flexible criterion in the context of a hierarchical
control structure, in which an external predictive control loop is associated to the VDFT
control loop, avoiding thus the identification of a process model. Finally, VDFT method’s
formulation, as well as its flexible adaptation, is extended in order to take into account
multivariable processes. Experiments and simulation results illustrate the contributions
of this work.
Keywords: Data-based control, Load disturbance, Multivariable systems, Model
reference control.
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1 INTRODUÇÃO
O projeto de um sistema de controle adequado deve considerar informações relevantes
sobre a natureza do processo a ser controlado a fim de satisfazer a um conjunto de espe-
cificações de desempenho. Na literatura de controle, de modo geral, os cenários tratados
são diversos: estes variam segundo o número de variáveis manipuláveis e controladas e a
complexidade de suas interações, e.g. de forma linear, não-linear, linear a parâmetros va-
riantes. Além disso, os critérios de desempenho que buscam-se atingir com o controlador
projetado incluem desde a estabilidade do sistema em malha fechada, sua sensibilidade
a ruídos de medição, até sua capacidade em rejeitar o efeito de sinais exógenos sobre a
saída do processo ou atingir o estado desejado rapidamente.
Ao longo de cerca de um século de produção científica na área de engenharia de
controle, uma diversificada gama de ferramentas teóricas foi desenvolvida para abordar
os problemas de desempenho de malhas de controle industriais. No entanto o que se
observa é a dificuldade da indústria em assimilar soluções de controle mais complexas
do que o clássico controlador proporcional-integral-derivativo (PID) (ASTROM, 1995),
talvez devido a uma lacuna entre teoria, voltada a sistemas monovariáveis, e aplicação
real, em que sistemas multivariáveis são predominantes (SHINSKEY, 2002).
Dentro da área de controle de processos, busca-se normalmente atenuar o efeito de
perturbações externas, além de garantir a estabilidade do processo controlado e otimizar
o desempenho do mesmo segundo um critério pré-determinado, e.g. critério econômico
(STEPHANOPOULOS, 1985). Perturbações podem agir sobre o processo na forma de
flutuações nos sinais de controle, chamadas perturbações de carga, na leitura de sensores
ou ainda como resultado de uma alteração proposital no ponto de operação da planta.
A ocorrência desse último tipo de perturbação configura o que se chama de alteração
no nível ou sinal de referência do sistema e apresenta-se de forma menos frequente em
processos industriais (ALFARO; VILANOVA, 2012; FOSS, 1973). No entanto, apesar de
menos comum, este cenário é predominante no desenvolvimento de teorias e aplicações
de controle (SHINSKEY, 2002) implicando muitas vezes na negligência do efeito de
perturbações de carga, já que existe um compromisso entre desempenho para rejeição
à perturbação e para seguimento de referência no projeto de controle (MIDDLETON;
GRAEBE, 1999; ALCÁNTARA; VILANOVA; PEDRET, 2013).
Alguns métodos de controle visando à atenuação do efeito da perturbação de carga
sobre a saída foram introduzidos na literatura de controle baseado em modelo, particular-
mente para sintonia de controladores tipo PID empregando o método por síntese direta
(CHEN; SEBORG, 2002) e adaptações do método de controle por modelo interno (IMC)
(SHAMSUZZOHA; LEE, 2007; SKOGESTAD, 2003). Além disso, foram desenvolvidos
métodos de controle para rejeição ativa à perturbação (HAN, 2009), em que a perturbação
é estimada por um observador e rejeitada ativamente pelo controlador, e em (SZITA; SA-
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NATHANAN, 1996), um método de controle por modelo de referência é adaptado para
lidar com o problema de rejeição à perturbação e sintonizar controladores de baixa ordem.
Um dos desafios no entanto em métodos de controle baseados em modelo, i.e. que
dependem do conhecimento prévio de um modelo paramétrico do processo, é o de iden-
tificar satisfatoriamente as dinâmicas que compõem o comportamento real do sistema
em questão. O projeto do controlador nesses métodos é então precedido por uma etapa
de identificação do sistema, em que o modelo identificado é utilizado baseando-se no
princípio da equivalência à certeza. Apesar de muito explorada a relação entre identifica-
ção e controle (GEVERS, 2005), processos industriais, especialmente os multivariáveis,
apresentam interações complexas entre suas variáveis que nem sempre são intuitivamente
modeladas ou facilmente identificadas através de experimentos de coleta de dados. Com o
advento de métodos de controle adaptativo e de controle robusto, foi possível assimilar a
caracterização de incertezas de modelo à etapa de sintonia do controlador. Porém persiste
a dificuldade em descrever essas incertezas diante de pouco conhecimento do processo
industrial.
A partir da década de 90, métodos de controle baseados em dados foram propostos na
literatura os quais, ao contrário dos métodos baseados em modelo, buscavam sintonizar
diretamente o controlador evitando-se o custo da etapa de identificação do processo. Es-
tes métodos têm como característica comum a de utilizar um conjunto de dados coletados
do processo em malha aberta ou fechada para sintonizar os parâmetros de um controla-
dor de ordem fixa, com pouca ou nenhuma informação sobre o sistema (BAZANELLA;
CAMPESTRINI; ECKHARD, 2012). A maioria deles efetua esta sintonia otimizando-
se algum critério de desempenho. É interessante citar alguns trabalhos pioneiros como
os métodos Iterative Feedback Tuning (IFT) (HJALMARSSON; GUNNARSSON; GE-
VERS, 1994), Frequency Domain Tuning (FDT) (KAMMER; BITMEAD; BARTLETT,
2000), Virtual Reference Feedback Tuning (VRFT) (CAMPI; LECCHINI; SAVARESI,
2002) e Correlation-based Tuning (CbT) (KARIMI; MIŠKOVIC´; BONVIN, 2004).
A maioria destes métodos porém foi formulada para abordar o problema de segui-
mento de referência. No método VRFT, por exemplo, um modelo de referência especifica
o comportamento desejado em malha fechada com relação ao sinal de referência sob
forma de função de transferência. E um único conjunto de dados experimentais é utili-
zado na sintonia direta dos parâmetros do controlador em um problema tipo controle por
modelo de referência.
A fim de tratar o problema de rejeição à perturbação, adaptações de métodos basea-
dos em dados foram propostas na literatura. Em GUARDABASSI; SAVARESI (1997) e
ROJAS; BAEZA; VILANOVA (2011) são empregadas estruturas de controle com dois e
três graus de liberdade em estratégias similares ao método VRFT. Em JENG; GE (2015),
o problema de perturbação de carga é reescrito na forma de um problema de controle por
modelo de referência, de forma semelhante à desenvolvida em (KINOSHITA; YAMA-
MOTO, 2018) para uma estrutura de dois graus de liberdade.
Recentemente o método VRFT foi adaptado para o problema de perturbação de carga,
resultando em um novo método chamado Virtual Disturbance Feedback Tuning (VDFT)
(ECKHARD; CAMPESTRINI; BOEIRA, 2018). Neste método, o comportamento de-
sejado em relação à perturbação é especificado através de uma função de transferência,
chamada modelo de referência para perturbação com sigla adotada MRP. Assim como
no método VRFT, a sintonia do controlador de estrutura fixa é realizada de forma direta
a partir de dados medidos do processo resolvendo-se um problema de otimização que
busca aproximar em malha fechada o comportamento especificado pelo MRP. Para um
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dado processo e um modelo de referência para perturbação escolhido, existirá consequen-
temente um controlador que resultará exatamente no comportamento desejado, chamado
de controlador ideal.
Adota-se a premissa de que a estrutura do controlador não é uma variável de projeto:
dispõe-se inicialmente de uma determinada classe de controladores. Logo, para que a
sintonia do controlador resulte adequada, o controlador ideal deve pertencer a essa classe
de controladores, o que é raramente verdadeiro. Uma das formas de moldar a estrutura
do controlador ideal para que se aproxime da classe de controladores é a de manipular o
modelo MRP. Porém, apesar de essa manipulação ser analisada no contexto de controle
baseado em modelo (SZITA; SANATHANAN, 1996), resultados baseados em dados são
inexistentes na literatura.
Dessa forma, o primeiro objetivo deste trabalho é o de estudar o efeito da escolha
do modelo de referência para perturbação sobre a sintonia do controlador com o método
VDFT e fornecer uma solução baseada em dados para automatizar esta escolha. A so-
lução aqui desenvolvida visa a flexibilizar parcialmente a estrutura do MRP, que nesta
reformulação do método VDFT é parametrizada linearmente. O novo conjunto de parâ-
metros é então identificado juntamente aos parâmetros do controlador sintonizado. Este
acréscimo de graus de liberdade na formulação do problema resulta em um critério de
otimização flexível, que permite alcançar uma melhor correspondência entre comporta-
mento obtido com o controlador projetado e o comportamento desejado para perturbação
traduzido pelo MRP. Uma série de diretivas de projeto é igualmente sugerida a fim de
definir a estrutura deste modelo de referência para perturbação, deixando ao usuário ape-
nas a escolha do desempenho para rejeição à perturbação de carga, dada pela escolha dos
polos de tal modelo.
O segundo objetivo deste trabalho é o de ampliar a gama de aplicações do método
VDFT com critério flexível desenvolvido, reformulando-o para atender a cenários de con-
trole multivariável. Parte-se da generalização do método VDFT em ECKHARD; CAM-
PESTRINI; BOEIRA (2018) para sistemas multi-input multi-output (MIMO) e é igual-
mente elaborada a sua reformulação flexível, agora com um modelo MRP flexível na
forma de uma matriz de transferência.
A estratégia de integrar a escolha de parte do modelo de referência para perturbação
à sintonia do próprio controlador resulta em um comportamento em malha fechada mais
próximo da dinâmica desejada representada pelo modelo MRP. Essa propriedade motiva
uma terceira contribuição para este trabalho, que consiste no desenvolvimento de uma
estrutura hierárquica de controle completamente baseada em dados. Nela, uma malha de
controle preditivo é associada ao controlador sintonizado pelo método VDFT flexível de
forma a gerenciar seu funcionamento (PIGA; FORMENTIN; BEMPORAD, 2017). O
controlador preditivo baseia-se no MRP para atuar sobre o sistema. Por consequência,
a estrutura aumentada de controle possibilita a inclusão de restrições sobre os sinais de
entrada e saída do processo de forma direta, assim como a melhora do desempenho da
malha de controle de forma geral.
Essa estratégia vai ao encontro do uso de estratégias de controle hierárquico no con-
trole de processos industriais, muito exploradas no contexto de Plantwide Control (SE-
BORG et al., 2011). A ideia de estruturar o controle de um processo em camadas de
controle regulatório e camadas de controle otimizante é chave em aplicações industriais
(SKOGESTAD, 2000), e frequentemente a estratégia de controle preditivo baseado em
modelo (MPC) como malha de controle otimizante é empregada (SCATTOLINI, 2009).
Inicialmente, no capítulo 2, são apresentadas algumas ferramentas teóricas na área de
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sistemas e controle que dão suporte ao trabalho aqui desenvolvido, como conceitos bá-
sicos da teoria de controle linear e a formulação do método de controle preditivo. Uma
maior ênfase aos métodos baseados em dados é dada no capítulo 3, em que são explora-
das de forma comparativa as formulações dos métodos VRFT e VDFT. Neste capítulo,
motiva-se o problema da escolha do modelo de referência para perturbação, que é tratado
no capítulo 4.
No capítulo 4 são então apresentados os resultados teóricos e em simulação da análise
da escolha do modelo de referência para perturbação. É exibida a reformulação single-
input single-output (SISO) do método VDFT com critério flexível, assim como o conjunto
de diretivas de projeto do MRP que auxiliam o método inclusive para o caso de processos
de fase não-mínima. Resultados em simulação com aplicação da estratégia de controle hi-
erárquico reforçam o trabalho desenvolvido. Da mesma forma, no capítulo 5, o problema
multivariável é tratado, em que o método VDFT é estendido para sistemas multivariáveis
e a seguir é adaptado com modelo MRP flexível, com uma rápida introdução quanto à
escolha deste modelo.
Por fim, entende-se que a validação experimental da teoria contribui à redução da dis-
tancia que separa teoria e aplicação industrial. O capítulo 6 é consequentemente dedicado
a resultados obtidos através de ensaios realizados em uma planta de nível multivariá-
vel isoladamente para suas configurações SISO e MIMO, nas quais é aplicado o método
VDFT com critério flexível aqui desenvolvido. As conclusões do trabalho assim como
potenciais extensões são apresentadas no capítulo 7.
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2 CONCEITOS BÁSICOS
2.1 Introdução
Este capítulo tem como objetivo o de apresentar conceitos preliminares sobre siste-
mas discretos multivariáveis e a notação matemática empregada ao longo do texto para
representar sinais e sistemas. Uma breve discussão sobre métodos de controle baseado em
dados e controle baseado em modelo é realizada, sendo que o primeiro grupo de métodos
é melhor explorado no capítulo 3.
Outras definições importantes para a compreensão do texto envolvem a teoria de álge-
bra tropical, particularmente aplicada a matrizes tropicais, e a teoria de controle preditivo.
Aqui é dado enfoque ao método GPC (Generalized Predictive Control) e é desenvolvida a
dedução do preditor ótimo para o modelo CARIMA (controlled autoregressive integrated
moving average) de representação de sistemas.
2.2 Controle de processos
A motivação principal do controle de processos é a de determinar uma estrutura
dinâmica de variáveis mensuráveis e manipuláveis de forma a satisfazer certos objeti-
vos de desempenho, que dependem do processo em si, de aspectos ambientais, como
a presença de perturbações, e econômicos (MORARI; ARKUN; STEPHANOPOULOS,
1980). Preocupa-se da mesma forma com a viabilidade operacional da estratégia de con-
trole, que leva em conta requisitos de qualidade do produto, de segurança, restrições am-
bientais e de operação, e igualmente com aspectos econômicos, de forma que, satisfeitas
as condições de operação, o processo atue em seu estado de maior lucro. Essa estrutura é
base para o desenvolvimento da teoria de Plantwide control, uma filosofia de controle da
planta industrial como um todo concentrando-se em características estruturais.
Resultado da busca de uma solução sistemática para a complexidade de variáveis e
decisões no controle de processos industriais, foi idealizada uma estrutura hierárquica
de controle, i.e. organizada em camadas (MESAROVIC, 1970). Múltiplas estruturas
existem na literatura, porém de forma geral podem ser identificadas as seguintes camadas
de controle: controle regulatório, controle ótimo, adaptação e auto-organização. Um
diagrama da estrutura pode ser visto na Figura 1.
As camadas de mais baixo nível consistem em um controlador regulatório, frequente-
mente adotado como um conjunto de controladores PI(D), e de um controlador ótimo, em
que estratégias de controle preditivo costumam ser utilizadas (SCATTOLINI, 2009). A
seguir, têm-se as camadas de mais alto nível de aprendizado e adaptação, em que busca-
se aprimorar o conhecimento sobre o processo e o ambiente, e de auto-organização, em
que os parâmetros das camadas inferiores são escolhidos. As camadas de mais alto nível
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Figura 1: Decomposição hierárquica do controle de um processo.
Auto-organização
Adaptação
Controle ótimo
Controle re-
gulatório
Processo
Camadas
de controle
tendem a ser menos solicitadas que as de baixo nível, que devem operar quase continua-
mente.
A teoria de controle propriamente dita é elaborada com ênfase no projeto das camadas
inferiores da estrutura hierárquica apresentada na Figura 1. E é sobre a sintonia destes
controladores de baixo nível que este trabalho é desenvolvido, com ênfase no projeto de
controlador regulatório, considerando igualmente a possível implementação hierárquica
de uma estrutura com um controlador avançado para fins de supervisão e otimização.
2.3 Definições de sistemas
Considere um sistema multivariável em tempo discreto linear e invariante no tempo
com n entradas e n saídas, descrito por
y(t) = G(q)u(t) + ν(t) (1)
onde t será definida como sendo a variável de tempo discreto, e q é o operador de avanço,
definido para um sinal discreto qualquer x(t) como
qx(t) , x(t+ 1). (2)
Além disso, y(t) é um vetor de n sinais de saída, u(t), um vetor de n sinais de entrada,
ν(t), um vetor de n processos quasi-estacionários, de forma que ν(t) = H(q)ε(t), onde
ε é um ruído branco gaussiano de matriz covariância E[ε(t)ε(s)T ] = Σεδt,s. As matrizes
de transferência G(q) e H(q) têm dimensão n × n, cujos termos são racionais em q,
e assume-se que G(∞) = 0, i.e. G(q) é estritamente própria, e H(∞) = In, i.e. os
termos de H(q) são próprios. No contexto de controle baseado em dados, consideram-se
os modelos G(q) e H(q) desconhecidos.
Considera-se igualmente que o processo está sujeito a uma perturbação de carga na
entrada do mesmo, representada pelo vetor d(t), de forma que
u(t) = uc(t) + d(t) (3)
em que uc(t) é o sinal de saída do controlador.
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O objetivo do projeto de controle é o de gerar o sinal uc(t) automaticamente de forma
a garantir que o sinal de saída y(t) satisfaça a um conjunto de especificações de desempe-
nho, e.g. rejeição à perturbação com um tempo de acomodação determinado. Existem na
teoria de controle diversos métodos para projetar o dispositivo controlador encarregado
de gerar o sinal uc(t).
Um formato clássico de controle é o de controlador de ordem fixa por realimentação
de saída, descrito por
uc(t) = C(q)[r(t)− y(t)] (4)
com r(t), sinal de referência, que representa a trajetória desejada para o sinal de saída
do sistema. Dessa forma, o filtro C(q) é aplicado sobre o sinal de erro de referência, e
seus coeficientes são sintonizados por um dos vários métodos existentes na literatura de
acordo com a natureza do processo a ser controlado, o nível de conhecimento disponível
sobre o mesmo e demais restrições computacionais e operacionais de implementação da
malha fechada.
Neste trabalho o controlador C(q) é tomado como sendo parametrizado em ρ, vetor
de parâmetros, de forma que na expressão (4), C(q) é substituído por C(q, ρ). O processo
G(q) é controlado por um controlador multivariável linear e invariante no tempo C(q, ρ)
na forma de um laço fechado de realimentação
uc(t) = C(q, ρ)[r(t)− y(t)] (5)
onde C(q, ρ) é uma matriz de controladores Cij(q, ρij),∀i, j = 1, . . . , n que pertencem a
uma determinada classe de controladores lineares C = {C(q, ρ) : ρ ∈ Ω ⊆ Rp}. Além
disso, considera-se que os subcontroladores constituindo C(q, ρ) são parametrizados li-
nearmente e se apresentam como funções racionais próprias em q.
A estrutura do controlador multivariável C(q, ρ) é dada por
C(q, ρ) =

C11(q, ρ11) C12(q, ρ12) . . . C1n(q, ρ1n)
C21(q, ρ21) C22(q, ρ22) C2n(q, ρ2n)
... . . .
...
Cn1(q, ρn1) Cn2(q, ρn2) . . . Cnn(q, ρnn)
 (6)
onde
ρ =
[
ρT11 ρ
T
12 . . . ρ
T
1n ρ
T
21 . . . ρ
T
2n . . . ρ
T
n1 . . . ρ
T
nn
]T
. (7)
Premissa 1. Os subcontroladores de C(q, ρ) são parametrizados linearmente da seguinte
forma:
Cij(q, ρij) = ρ
T
ijC¯ij(q) (8)
∀i, j = 1, . . . , n, onde ρij ∈ Rpij ,∀i, j = 1, . . . , n e p =
∑
i,j pij . Além disso, C¯ij(q) é
um vetor de pij funções racionais em q.
Um esquema do processo em malha fechada pode ser visto na Figura 2.
De forma geral, para sistemas multivariáveis, tem-se que as relações em malha fe-
chada se dão da seguinte forma:
y(t) = T (q, ρ)r(t) +Q(q, ρ)d(t) + S(q, ρ)ν(t) (9)
em que as funções de transferência são definidas como
T (q, ρ) , [In +G(q)C(q, ρ)]−1G(q)C(q, ρ) (10)
Q(q, ρ) , [In +G(q)C(q, ρ)]−1G(q) (11)
S(q, ρ) , [In +G(q)C(q, ρ)]−1 (12)
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Figura 2: Diagrama da malha fechada do sistema.
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d(t) ν(t)
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−
Note que Q(q, ρ) corresponde à função de transferência relativa ao vetor de pertur-
bação d(t), T (q, ρ), à função de transferência relativa à referência e S(q, ρ) representa a
função de transferência que relaciona o vetor de ruído ν(t) à saída.
Existem diversas abordagens na teoria de controle visando à sintonia do vetor de pa-
râmetros do controlador C(q, ρ), que dependem, entre outros fatores, da informação ini-
cialmente disponível sobre o sistema. Ao longo deste trabalho, os conceitos de controle
baseado em dados e controle baseado em modelo serão recorrentes. O primeiro será ex-
plorado em detalhe no capítulo 3 e compreende os métodos de sintonia de controladores
que empregam pouco ou nenhum conhecimento a priori do processo. Mais especifica-
mente, o modelo paramétrico do processo G(q) é desconhecido e o projeto de controle
não envolve a identificação direta do mesmo. O projeto é então realizado baseado em con-
juntos de dados temporais ou frequenciais coletados do processo. Um clássico desta ca-
tegoria de métodos de controle é o método de sintonia de Ziegler-Nichols, que determina
os três parâmetros do controlador PID baseado em características da resposta transitoria
do processo (ZIEGLER; NICHOLS, 1942).
Em aplicações em que as especificações de desempenho são mais restritas, estruturas
mais complexas de controle são necessárias e, da mesma forma, um conhecimento maior
sobre o processo. Nestes casos em geral empregam-se métodos de controle baseado em
modelo, em que o modelo paramétrico do sistema é conhecido previamente ou identifi-
cado ao longo do projeto de controle. Uma vez que o bom desempenho do controlador
projetado depende fortemente da qualidade do modelo estimado para o sistema, foi de-
senvolvida uma área de controle robusto, frequentemente associada à de controle baseado
em modelo, que leva em consideração incertezas no modelo do processo. Um exemplo de
método de controle baseado em modelo, de bem-sucedida implementação na indústria, é
o conjunto de métodos de controle preditivo baseado em modelo (MPC) (CAMACHO;
BORDONS, 2007), que determina o sinal de controle uc(t) de forma dinâmica como re-
sultado de um problema de otimização. Mais detalhes sobre este conjunto de métodos
serão vistos na seção 2.5.
Mais adiante, serão realizadas manipulações algébricas envolvendo o grau de polinô-
mios e grau relativo de funções de transferência, para os quais é importante definir os
seguintes operadores polinomiais:
• O grau ou ordem de um polinômio é definido pelo operador Deg(·).
• Define-se o grau relativo de uma função de transferência em q, o operador Γ(·), de
forma que para uma função de transferência monovariável P (q) , nP (q)
dP (q)
, tem-se
que
Γ(P (q)) = Deg(dP (q))−Deg(nP (q)) (13)
em que nP (q), dP (q) constituem uma fatoração coprima de P (q). O grau relativo
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de uma função de transferência representa o número de polos excedentes em relação
ao número de zeros.
Para uma matriz de transferência, digamos G(q) = (gij), o operador grau relativo é
definido como
Γ(G(q)) =
 Γ(g11(q)) . . . Γ(g1n(q))... ...
Γ(gn1(q)) . . . Γ(gnn(q))
 (14)
ou seja, o grau relativo de uma matriz de transferência resulta em uma matriz dos
graus relativos das funções de transferência que a compõem.
2.4 Conceitos de álgebra supertropical
Com o objetivo de desenvolver condições para a causalidade do controlador ideal a
partir da análise de graus de polinômios e graus relativos de funções de transferência,
serão definidos alguns operadores no campo de álgebra tropical. O objeto de estudo da
álgebra ou geometria tropical é um semianel tropical (R ∪∞,⊕,) ou álgebra min-plus
que consiste em um conjunto de números reais e um elemento representando o valor
infinito (PIN, 1998).
As operações aritméticas de adição e multiplicação são redefinidas como
x⊕ y , min(x, y) (15)
x y , x+ y (16)
sobre o semianel tropical. Note que ∞ é o elemento neutro da soma e 0, o elemento
neutro da multiplicação.
Utilizando-se estes conceitos, são redefinidas as operações matriciais para um semia-
nel tropical estendido T , R ∪∞∪ Rν , parcialmente idempotente em relação à adição
(IZHAKIAN, 2009) no contexto de álgebra supertropical.
Considere uma matriz tropical A = (ai,j) pertencente ao semianel Mn,n(T) de matri-
zes n× n com elementos em T. Os elementos da matriz são representados por ai,j .
• Define-se a transposta de A como sendo At = (aj,i).
• O determinante tropical de A é definido como
|A|∗ ,
⊕
σ∈Sn
(a1σ(1)  · · ·  anσ(n)) (17)
em que Sn é o conjunto de permutações em {1, . . . , n}. A expressão acima é similar
ao cálculo algébrico convencional do determinante, onde as operações de adição
e multiplicação tropicais substituem as operações clássicas de adição/subtração e
multiplicação respectivamente.
• A matriz adjunta é definida como a transposta da matriz cofatora, i.e. adj∗(A) ,
cof∗(A)t = (a′i,j), onde os elementos a
′
i,j da matriz cofatora correspondem ao deter-
minante dos menores i, j da matrizA. Ou seja, a′i,j , |Ai,j|∗, em queAi,j representa
o menor i, j de A, obtido através da remoção da linha i e da coluna j.
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• A pseudo inversa de A é dada por AO , adj∗(A)|A|∗ , em que ÷ em T é interpretada
como subtração no sentido algébrico clássico.
Exemplo 1. Considere uma matriz A dada por
A =
 1 2 35 3 4
2 1 1
 . (18)
O determinante tropical de A é dado por
|A|∗ = (1 3 1)⊕ (2 4 2)⊕ (3 5 1)⊕ (2 3 3) (19)
⊕ (1 4 1)⊕ (1 5 2)
= min(5, 8, 9, 8, 6, 8) (20)
= 5. (21)
A matriz cofatora tropical de A é dada por
cof∗(A) =
4 6 53 2 2
6 5 4
 (22)
cujos coeficientes a′i,j correspondem aos determinantes dos menores da matriz A, |Ai,j|∗,
como por exemplo
a′1,1 = |A1,1|∗ = (3 1)⊕ (1 4) = 4. (23)
Deduz-se afinal a expressão da matriz adjunta tropical de A como
adj∗(A) = cof(A)t =
4 3 66 2 5
5 2 4
 (24)
que resulta na pseudo-inversa
AO =
4 3 66 2 5
5 2 4
− 5 =
−1 −2 11 −3 0
0 −3 −1
 . (25)
Das operações tropicais básicas vistas acima e presentes em IZHAKIAN (2009), é
possível deduzir as seguintes relações, importantes no decorrer do trabalho:
• O grau relativo do produto de duas matrizes de transferência X(q) e Y (q) é dado
por
Γ(X(q)Y (q)) = Γ(X(q))
⊙
Γ(Y (q)) (26)
em que a operação do produto matricial
⊙
é definida como
(A
⊙
B)i,j = min(Aik +Bkj), k = 1, . . . , n. (27)
• O grau relativo da inversa de uma matriz de transferência X(q) é dado pela pseudo-
inversa tropical da matriz de graus relativos Γ(X(q)):
Γ(X(q)−1) = Γ(X(q))O. (28)
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Exemplo 2. Considere o processo multivariável descrito em (BOEIRA et al., 2018), cujo
modelo para 1 s de amostragem, é dado por
G(q) =
[
3.972×10−5
(q−0.9943)(q−0.9926)
−2.964×10−3(q−1)
(q−0.9943)(q−0.9926)
6.331×10−3
(q−0.9943)
2.72×10−3
(q−0.9943)
]
(29)
que opera em malha fechada com o controlador PI centralizado
C(q) =
[
4.3893(q−0.9918)
q−1 3.12
−10.493(q−0.9933)
q−1
0.266(q−0.8282)
q−1
]
. (30)
Neste exemplo será mostrado que é possível determinar o grau relativo da função de
laço L(q) , G(q)C(q), Γ(L(q)), a partir de Γ(C(q)) e Γ(G(q)):
Γ(C(q)) =
[
0 0
0 0
]
, Γ(G(q)) =
[
2 1
1 1
]
. (31)
A matriz grau relativo da função de laço L(q) é dada por
Γ(L(q)) = Γ(G(q))
⊙
Γ(C(q)) =
[
1 1
1 1
]
(32)
com cada elemento calculado como, por exemplo,
Γ(L(q))1,1 = [Γ(G(q))1,1  Γ(C(q))1,1]⊕ [Γ(G(q))1,2  Γ(C(q))2,1] (33)
= min(2 + 0, 1 + 0) (34)
= 1. (35)
A matriz Γ(L(q)) calculada acima é compatível com o grau relativo observado do resul-
tado da multiplicação das funções de transferência
L(q) = G(q)C(q) =
[
3.12×10−2(q2−1.988q+0.9878)
(q−0.9943)(q−0.9926)(q−1)
−7.91×10−4(q−0.9849)
(q−0.9943)(q−0.9926)
−7.59×10−4(q−1.048)
(q−0.9943)(q−1)
2.05×10−2(q−0.9939)
(q−0.9943)(q−1)
]
. (36)
2.5 Controle preditivo baseado em modelo
O estudo de métodos de controle preditivo surgiu da necessidade da indústria, parti-
cularmente a indústria de processos químicos, em implementar um método de controle
ótimo com um custo computacional realizável (KOUVARITAKIS; CANNON, 2016). Os
primeiros trabalhos datam da década de 70 com a divulgação dos métodos Model Predic-
tive Heuristic Control ou Model Algorithmic Control (RICHALET et al., 1978) e Dynamic
Matrix Control (CUTLER; RAMAKER, 1980) dentro do contexto industrial. O sucesso
em aplicações industriais deveu-se principalmente a sua simplicidade conceitual e sua ca-
pacidade em lidar com sistemas multivariáveis sujeitos a restrições operacionais de forma
eficiente (MAYNE, 2014).
A lógica comum aos métodos de controle preditivo clássicos consiste em determinar
a cada instante uma sequência de ações de controle futuras de forma a otimizar um dado
critério de desempenho da malha fechada sobre um horizonte futuro de predição. Este
problema é resolvido de forma dinâmica, em tempo real e emprega o conceito de horizonte
retrocedente ou deslizante, em que a cada instante de tempo os horizontes de predição e de
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controle são atualizados, bem como as restrições do problema, e o critério de desempenho
é otimizado, gerando uma sequência nova de ações de controle. A primeira ação desta
sequência é aplicada ao sistema no instante seguinte, e o procedimento é repetido.
É importante notar que os métodos clássicos empregam preditores baseados em mo-
delo para realizar as estimativas futuras dos estados do sistema, o que justifica a nomencla-
tura mais usada para se referir a este conjunto de métodos de controle: Model Predictive
Control (MPC), i.e. controle preditivo baseado em modelo. Além disso, dentro da teo-
ria de controle preditivo, foram desenvolvidas duas abordagens distintas: na primeira, o
modelo é descrito através de uma função (matriz) de transferência (ou ainda através das
respostas ao degrau e ao impulso do sistema) e são realizadas predições sobre o compor-
tamento da saída do sistema. Esta abordagem foi a primeira a ser desenvolvida e o foi no
contexto de controle de processos (CAMACHO; BORDONS, 2007). Na segunda, é utili-
zada a representação por espaço de estados e os estados futuros do sistema são estimados
(LEE; MORARI; GARCIA, 1994). Os principais resultados de estabilidade do MPC vêm
desta abordagem (MAYNE et al., 2000).
Ao longo deste trabalho, será utilizada a formulação MPC em que o modelo é descrito
por função de transferência e a saída futura do sistema é estimada através do conheci-
mento dos sinais de entrada e saída passados. Essa escolha é particularmente conveniente
para a estrutura de controle hierárquico que será apresentada posteriormente, em que o
modelo estimado do sistema a ser controlado é dado na forma de funções de transferên-
cia.
2.5.1 Formulação geral do algoritmo preditivo
A ideia geral por trás dos algoritmos de controle preditivo é a de determinar a cada
instante de tempo t uma sequência de Nu ações de controle futuras que minimiza um
critério de otimização JPC sobre um conjunto de Np instantes de tempo futuros. Um
diagrama ilustrando o algoritmo de controle preditivo pode ser visto na Figura 3.
Figura 3: Diagrama explicativo do algoritmo de controle preditivo.
t− 1 t+ 1 t+ 2 t+Nu t+Np
Referência
y
u
yˆ
uˆ
Horizonte de controle, Nu
Horizonte de predição, Np
Controle passado
Controle futuro
Saída passada
Saída futura
A cada instante, o comportamento futuro do sistema dado por yˆ é estimado a partir
de um modelo do sistema que relaciona entrada e saída, utilizando os sinais de saída e
controle passados, respectivamente y(t − j) e u(t − j), para todo j > 0. Note que yˆ
é uma sequência de Np valores estimados correspondendo ao intervalo futuro de tempo
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[t+ 1, t+Np], em que Np é chamado horizonte de predição. Além disso, será utilizada a
notação yˆ(t+ j|t) para indicar a predição das saídas do sistema no instante t+ j baseada
em conhecimento adquirido até o instante t.
Já o conjunto de ações de controle futuras uˆ é obtido considerando-se um horizonte de
controle de Nu instantes de tempo futuros, i.e. a partir do instante t+Nu + 1, considera-
se que o sinal de controle permanece constante, como visto na Figura 3. Este conjunto é
obtido resolvendo-se um problema de otimização, comumente escrito de forma quadrática
como
min
uˆ
JPC(uˆ)
JPC(uˆ) =
Np∑
j=1
‖r(t+ j)− yˆ(t+ j|t)‖2R +
Nu−1∑
j=0
‖uˆ(t+ j)‖2Q
(37)
onde r(t+j) é o conjunto de sinais de referência futuros eR eQ são matrizes de pondera-
ção, que definem a norma ponderada ‖X‖2Q = XTQX (NORMEY-RICO; CAMACHO,
2007). Além disso considera-se que Np = maxi(Npi), em que Npi é o horizonte de pre-
dição associado à saída i e Nu = maxk(Nuk), em que Nuk é o horizonte de controle da
entrada k. O primeiro termo de JPC corresponde ao requisito de seguimento de referên-
cia, enquanto o segundo, à penalização do sinal de controle.
Uma vez calculada a sequência uˆ, apenas a primeira ação de controle futura é aplicada
de fato ao sistema para cada uma de suas entradas. No instante seguinte, os horizontes
de controle e predição são deslocados de forma que o novo instante seja chamado t, e o
processo descrito acima é repetido, em que novamente o problema (37) é resolvido agora
com os dados do sistema atualizados.
Os métodos de controle preditivo são vários, em que variam os critério de otimização,
assim como os modelos de predição utilizados. Neste trabalho, foi explorado o método
Generalized Predictive Control (GPC) (CLARKE; MOHTADI; TUFFS, 1987), por sua
formulação intuitiva e seu histórico de sucesso em implementações industriais (CLARKE,
1988; GARCÍA-GABÍN; CAMACHO, 2002; CAMACHO; BORDONS, 1993; CAMA-
CHO; BERENGUEL; RUBIO, 1994; HE et al., 2015).
2.5.2 Generalized Predictive Control
A diferença principal da formulação GPC em relação a outras formas de controle
preditivo reside no modelo utilizado para predição do comportamento futuro do sistema:
é considerado o modelo CARIMA (Controlled auto-regressive and integrated moving
average) que, para um sistema de n entradas e n saídas, é expresso como
A(q)y(t) = B(q)u(t) + C(q)∆−1ε(t) (38)
em que A(q), B(q) e C(q) são matrizes polinomiais de dimensão n× n, ε(t) ∈ Rn é um
vetor de ruído branco e ∆ , (1− q−1)In corresponde ao operador de diferença.
As matrizes polinomiais A(q), B(q) e C(q) são escritas em função de q−1 e têm a
seguinte estrutura
A(q) = In + A1q
−1 + · · ·+ Anaq−na (39)
B(q) = B1q
−1 +B2q−2 + · · ·+Bnbq−nb (40)
C(q) = In + C1q
−1 + · · ·+ Cncq−nc (41)
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em que In, Ak, Bk, Ck ∈Mn,n(R) para todo k e In é a matriz identidade.
Do modelo visto em (38) é possível deduzir o preditor do vetor de saídas do sistema
em um dado instante futuro t + j, utilizando informação recuperada até o instante t,
expresso por yˆ(t + j|t). Esta dedução é realizada em CAMACHO; BORDONS (2007),
através de manipulações de equações diofantinas. Porém chega-se à mesma conclusão de-
rivando o preditor ótimo para o dado modelo, assim como mostrado em SÖDERSTRÖM;
STOICA (1989) para modelos lineares em geral.
Se o sistema linear é descrito por
y(t) = G(q)u(t) +H(q)ε(t) (42)
com E[ε(t)ε(s)T ] = Λδt,s, então o preditor ótimo no sentido mean square de 1 passo é
dado por (SÖDERSTRÖM; STOICA, 1989)
yˆ(t|t− 1) = H(q)−1G(q)u(t) + [In −H(q)−1]y(t). (43)
Para o modelo CARIMA, em que G(q) = A(q)−1B(q) e H(q) = A(q)−1C(q)∆−1,
tem-se a partir de (43) que
yˆ(t+ 1|t) = C(q)−1B(q)∆u(t+ 1) + [In − C(q)−1A(q)∆]y(t+ 1) (44)
C(q)yˆ(t+ 1|t) = B(q)∆u(t+ 1) + [C(q)− A(q)∆]y(t+ 1) (45)
Considerando um preditor com j passos de avanço, reescreve-se (45) como
C(q)yˆ(t+ j|t) = B(q)∆u(t+ j) + [C(q)− A(q)∆]y(t+ j). (46)
A formulação clássica do algoritmo GPC de CLARKE; MOHTADI; TUFFS (1987)
assume que C(q) = In e justifica-a da dificuldade em estimar os polinômios de C(q) que
compõem o termo de ruído do sistema. Neste caso, o preditor é reescrito como
yˆ(t+ j|t) = B(q)∆u(t+ j) + [In − A(q)∆]y(t+ j). (47)
Note que os termos y(t + j),∀j > 0 e ∆u(t + j),∀j ≥ 0 são desconhecidos, pois
pertencem ao horizonte futuro em relação ao instante t. Deseja-se determinar a sequência
∆u(t + j), resolvendo-se o problema de otimização (37). Já a sequência y(t + j), j > 0
é tomada como sendo idêntica à yˆ(t+ j|t) e é obtida de forma iterativa.
Redefinindo A˜(q) = A(q)∆, de forma que
A˜(q) = In + A˜1q
−1 + · · ·+ A˜na+1q−(na+1) (48)
é possível expandir a expressão em (47) utilizando-se (48) e (40), resultando na relação
yˆ(t+ j|t) =B1∆u(t+ j − 1) + · · ·+Bnb∆u(t+ j − nb)− A˜1y(t+ j − 1)
− · · · − A˜nay(t+ j − na). (49)
A fim de derivar uma expressão em que os termos futuros do sinal de controle fiquem
em evidência, a expressão acima é reescrita para alguns valores de j, sendo o primeiro
deles j = 1:
yˆ(t+1|t) = B1∆u(t)+ · · ·+Bnb∆u(t+1−nb)−A˜1y(t)−· · ·−A˜nay(t+1−na). (50)
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A seguir, faz-se o mesmo para j = 2:
yˆ(t+ 2|t) = B1∆u(t+ 1) +B2∆u(t) + · · · − A˜1yˆ(t+ 1|t)− · · · − A˜nay(t+ 2− na)
(51)
= B1∆u(t+ 1) + (B2 − A˜1B1)∆u(t) + . . . (52)
em que se substitui yˆ(t+ 1|t) por (50). Para j = 3, tem-se igualmente que
yˆ(t+ 3|t) = B1∆u(t+ 2) +B2∆u(t+ 1) +B3∆u(t) + · · · − A˜1yˆ(t+ 2|t)
− A˜2yˆ(t+ 1|t)− · · · − A˜nay(t+ 3− na) (53)
= B1∆u(t+ 2) + (B2 − A˜1B1)∆u(t+ 1) + (B3 − A˜1B2 + A˜21B1
− A˜2B1)∆u(t) + . . . (54)
Note que foram omitidos os termos passados de u(t) e de y(t) nas expressões (52) e
(54) por simplicidade de notação. O mesmo desenvolvimento pode ser feito para os de-
mais valores de j até j = Np. Note que nesta dedução, foi considerado por simplicidade
que Npi = Np,∀i = 1, . . . , n e Nuk = Nu, ∀k = 1, . . . , n, o que é conveniente para
processos multivariáveis cujas variáveis de saída possuem dinâmicas semelhantes e cons-
tantes de tempo de acomodação de mesma ordem. É importante ressaltar no entanto que,
para sistemas MIMO com dinâmicas muito distintas entre suas variáveis, a formulação do
problema com horizontes Npi e Nuk diferentes deve ser priorizada.
Considerando as igualdades S1 = B1, S2 = B2− A˜1B1 e S3 = B3− A˜1B2 + A˜21B1−
A˜2B1, têm-se a seguinte equivalência:
Sk∆u(t) = S
(1)
k ∆u1(t) + S
(2)
k ∆u2(t) + · · ·+ S(n)k ∆un(t) (55)
para k = 1, 2, 3, em que se considera que ∆u(t) = [∆u1(t) . . . ∆un(t)]T e que
S
(i)
1 = B
(i)
1 (56)
S
(i)
2 = B
(i)
2 − A˜1B(i)1 = B(i)2 − A1B(i)1 +B(i)1 (57)
S
(i)
3 = B
(i)
3 − A˜1B(i)2 + A˜21B(i)1 − A˜2B(i)1 (58)
= B
(i)
3 − A1B(i)2 +B(i)2 + A21B(i)1 − A1B(i)1 +B(i)1 − A2B(i)1 (59)
onde a notação X(i) indica a i-ésima coluna da matriz X . Note que os termos S(i)k cor-
respondem aos vetores da resposta do sistema (referente às n saídas) no instante t + k
a um salto aplicado na entrada ui(t) no instante t. Logo a matriz Sk tem dimensão
Sk ∈Mn,n(R).
Assim, é possível reescrever a expressão do preditor da seguinte forma, considerando
um horizonte de controle Nu:
yˆ(t+ j|t) = [ Sj Sj−1 . . . Sj−Nu+1 ] u˜+ f(t+ j) (60)
com
u˜ =
[
∆u(t)T ∆u(t+ 1)T . . . ∆u(t+Nu − 1)T
]T (61)
e onde f(t + j) ∈ Rn, o vetor de resposta livre do sistema prevista para o instante t + j,
pode ser calculado iterativamente como
f(t+ j) = (In − A˜(q))f(t+ j) +B(q)∆u(t+ j) (62)
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considerando f(t) = y(t) e ∆u(t+ j) = 0,∀j ≥ 0.
A manipulação algébrica desenvolvida acima serve para derivar a seguinte formulação
para o vetor de saídas futuras do sistema ao longo do horizonte de predição t ∈ [1, Np]:
y = Gu˜+ f (63)
em que
y =
[
yˆ(t+ 1|t)T yˆ(t+ 2|t)T . . . yˆ(t+Np|t)T
]T
, (64)
f =
[
f(t+ 1)T f(t+ 2)T . . . f(t+Np)
T
]T
, (65)
G =

S1 0 . . . 0
S2 S1 0
...
...
SNp SNp−1 . . . SNp−Nu+1
 . (66)
Note que as dimensões dos vetores e matrizes indicados acima são dados por y ∈
Rn×Np , f ∈ Rn×Np , u˜ ∈ Rn×Nu e G ∈M(n×Np),(n×Nu)(R).
Uma vez definida a estrutura do preditor do comportamento futuro do sistema, resolve-
se a cada instante de tempo o seguinte problema de otimização, inspirado na formulação
(37):
min
u˜
JGPC(u˜)
JGPC(u˜) = (r− y)TR(r− y) + u˜TQu˜
(67)
em que o vetor r corresponde ao vetor de sinais de referência futuros, tal que
r =
[
r(t+ 1)T r(t+ 2)T . . . r(t+Np)
T
]T (68)
e R e Q são matrizes de ponderação que dão ênfase ao seguimento de referência e à
penalização da ação de controle respectivamente.
Substituindo (63) em (67), obtém-se o critério quadrático
JGPC(u˜) = (r−Gu˜− f)TR(r−Gu˜− f) + u˜TQu˜ (69)
= u˜T (GTRG+Q)u˜+ 2(fT − rT )RGu˜+ rTRr− 2fTRr+ fTRf (70)
cujo mínimo irrestrito é dado por
u˜∗ = (GTRG+Q)−1GTR(r− f). (71)
A solução acima atende ao problema de otimização irrestrito visto em (67). Porém
em aplicações de controle preditivo, em geral tem-se o interesse de incluir restrições ope-
racionais à formulação, de forma que o problema restrito é escrito como
min
u˜
JGPC(u˜)
s. a. g(u˜) ≤ g¯ (72)
JGPC(u˜) = (r− y)TR(r− y) + u˜TQu˜ (73)
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em que a função g(u˜) representa o conjunto de restrições do problema.
É intuitivo expressar restrições sobre os sinais de controle u(t), uma vez que ∆u(t) =
u(t) − u(t − 1). Dessa forma se, por exemplo, o sinal de controle é limitado conforme
u(t) ≤ u¯, então a restrição é escrita como ∆u(t) ≤ u¯ − u(t − 1), e deve ser atualizada
a cada instante. Já restrições sobre o sinal de saída, e.g. y(t) ≤ y¯, podem ser expressas
como Gu˜ ≤ y¯ − f . A resolução do problema restrito é realizada através de métodos de
programação quadrática implementados com o uso do software MATLAB.
2.6 Considerações finais
Neste capítulo, buscou-se contextualizar o leitor com os conceitos básicos de teoria de
controle de sistemas, assim como com a notação de sistemas e sinais discretos explorados
neste trabalho. Foram abordados de forma rápida os conceitos de controle baseado em da-
dos e controle baseado em modelo, importantes para entender as discussões apresentadas
nas próximas seções.
Algumas definições na área de álgebra tropical são igualmente apresentadas. A partir
delas, serão analisadas as relações entre o grau relativo das funções de transferência do
processo, do modelo de referência para perturbação e do controlador ideal, notadamente
para o caso multivariável.
Da mesma forma, é introduzido o conceito de controle preditivo baseado em modelo
(MPC) e particularmente sua formulação na forma GPC. Essa formulação é deduzida para
o modelo de sistema tipo CARIMA, conforme proposta na literatura. É importante notar
que a implementação de métodos de controle MPC dependem do conhecimento preli-
minar do modelo do sistema, no caso GPC caracterizado pelas matrizes de transferência
A(q) e B(q). Frequentemente porém em aplicações industriais este modelo é desconhe-
cido e sua identificação baseada em dados pode ser custosa.
Nas próximas seções são desenvolvidos conceitos de controle baseado em dados. A
compreensão do método GPC, assim como da dedução de sua solução irrestrita, servem
de alicerces para a posterior adaptação do mesmo para sistemas ARX e sua aplicação
dentro de uma estrutura hierárquica de controle baseada em dados.
30
3 CONTROLE BASEADO EM DADOS
3.1 Introdução
Neste capítulo serão revisados conceitos importantes no campo de controle baseado
em dados. Será explorado notadamente o cenário em que o controlador é linearmente
parametrizado e cujos parâmetros são sintonizados utilizando-se um único conjunto de
dados. Além disso, é dada ênfase aos métodos de controle por modelo de referência,
que projetam o controlador de forma a atingir um determinado comportamento desejado,
traduzido por uma função de transferência desejada para perturbação ou referência. É
revisada igualmente a escolha do modelo de referência para que o controlador ideal possua
características como causalidade e estabilidade.
Serão apresentados com detalhe os métodos Virtual Reference Feedback Tuning (VRFT)
e Virtual Reference Feedback Tuning (VDFT) que tratam dos problemas de referência e
perturbação respectivamente. É discutido igualmente como o comportamento para per-
turbação é afetado pela sintonia do método VRFT.
3.2 Definições preliminares
A fim de tratar do problema de controle baseado em dados por modelo de referên-
cia, é necessário retomar as definições de sistema do capítulo 2. Deseja-se sintonizar os
parâmetros ρ do controlador C(q, ρ) utilizando-se dados experimentais do processo.
Para isso é considerada uma estrutura fixa de controle, dita classe de controladores C,
que para o caso SISO é definida como
C = {C(q, ρ), ρ ∈ Rp} (74)
que caracteriza o conjunto de todos os controladores que podem ser implementados pela
estrutura de C(q, ρ).
Um exemplo muito popular em aplicações de controle é a classe de controladores PID,
caracterizada no caso discreto SISO pela estrutura
C(q, ρPID) =
[
kp ki kd
]︸ ︷︷ ︸
ρTPID
 1q
q−1
q−1
q
 (75)
que corresponde a uma estrutura linear a 3 parâmetros. Os exemplos desenvolvidos neste
trabalho tratam de modo geral problemas de controle com classe de controladores tipo
PI(D). Da mesma forma, neste trabalho são consideradas excitações tipo degrau como
fontes de referência e perturbações de carga, uma vez que a Premissa 1 pode limitar o
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desempenho do controlador em rejeitar determinadas dinâmicas de perturbação (ou seguir
dinâmicas de referência).
Considere então esta estrutura fixa de controladores, representada por C, e um pro-
cesso cuja matriz de transferência é desconhecida. Deseja-se determinar o vetor de parâ-
metros ρ, utilizando um conjunto de dados de entrada e saída do sistemaZ = {u(t), y(t)},
que resulta no melhor desempenho segundo o critério desejado.
Os critérios de desempenho são comumente expressos na forma de problemas de oti-
mização, em que ρ é o argumento que minimiza uma dada função custo J(ρ), que pode
adquirir múltiplos formatos. O formato que será explorado no caso de controle baseado
em dados é o que acompanha o problema de controle por modelo de referência.
Nesse problema, e aqui trata-se primeiramente da notação SISO, deseja-se calcular os
parâmetros do controlador C(q, ρ) que aproximam em malha fechada o comportamento
de saída desejado, yd(t). Dessa forma, o problema de otimização pode ser expresso como
ρˆ = arg min
ρ
Jy(ρ)
Jy(ρ) = E¯{[y(t, ρ)− yd(t)]}2
(76)
em que ρˆ é a estimativa do vetor de parâmetros resultante, y(t, ρ) é o comportamento de
saída obtido com o sistema operando em malha fechada com o controlador C(q, ρ), i.e.
y(t, ρ) = T (q, ρ)r(t), e o operador E¯(·) é definido como
E¯(f(t)) , lim
N→∞
1
N
E(f(t)) (77)
com E(·) representando o operador esperança (LJUNG, 1999). Não é o caso aqui es-
tudado, porém existem diversas abordagens baseadas em modelo na literatura empre-
gando técnicas de controle ótimo (GOODWIN; GRAEBE; SALGADO, 2000), adaptativo
(LANDAU, 1979) para a solução de problemas de otimização do gênero de (76).
O comportamento de saída desejado yd(t) pode ser reescrito em função de uma função
de transferência Td(q) que caracteriza a dinâmica desejada para seguimento do sinal de
referência. Assim, tem-se que
yd(t) = Td(q)r(t) (78)
em que Td(q) é chamado modelo de referência. Consequentemente o critério de otimiza-
ção visto em (76) pode ser expresso como
JMR(ρ) , E¯[(Td(q)− T (q, ρ))r(t)]2. (79)
A mesma lógica pode ser desenvolvida considerando o comportamento relativo ao
sinal de perturbação d(t), porém com modelo de referência para perturbação Qd(q) tal
que yd(t) = Qd(q)d(t). Mais detalhes sobre essas formulações são vistos nas próximas
seções.
3.2.1 Controle por modelo de referência: seguimento de referência
Em métodos de controle baseados em modelo de referência, deseja-se determinar o
controlador, a fim de aproximar em malha fechada um determinado comportamento de-
sejado, representado por um modelo de referência Td(q) para seguimento de referência.
Quando o controlador é parametrizado como C(q, ρ), o objetivo é então o de determinar
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o vetor de parâmetros ρ de um controlador de ordem fixa. A solução do problema de
controle por modelo de referência é escrita como
ρMR = arg min
ρ
JMR
JMR(ρ) , E¯[(Td(q)− T (q, ρ))r(t)]2
(80)
O controlador ideal CMRd (q) é aquele que faz com que o comportamento em malha
fechada seja idêntico a Td(q):
Td(q) = [In +G(q)C
MR
d (q)]
−1G(q)CMRd (q) (81)
em que a expressão do controlador ideal é escrita por
CMRd (q) = G(q)
−1Td(q)[In − Td(q)]−1 (82)
que não corresponde necessariamente ao controlador ótimo C(q, ρMR), resultado de (80).
Caso o modelo G(q) seja conhecido e a classe C, livre, obtém-se o controlador ideal
diretamente de (82). No entanto, o modelo G(q) usualmente é desconhecido e deve ser
previamente identificado pelo usuário. Além disso, a estrutura do controlador disponível
em geral é restrita a uma determinada classe de controladores.
Deve-se então solucionar o problema de otimização (80) a fim de aproximar da melhor
forma possível o comportamento desejado em malha fechada, sem utilizar o modeloG(q).
Estratégias de controle baseado em dados atendem a esses requisitos de projeto.
O controlador ideal será alcançável se CMRd (q) ∈ C. Nesse caso, existe ρMRd tal que
JMR(ρd) = 0.
Premissa 2. CMRd (q) ∈ C ou, de forma equivalente, ∃ρMRd : C(q, ρMRd ) = CMRd (q).
Busca-se de forma geral formular o problema de controle por modelo de referência a
fim de que a Premissa 2 seja atendida, uma vez que a mesma possui forte influência sobre a
solução do problema de otimização em (80). De forma análoga, na teoria de identificação
de sistemas, busca-se definir a classe de modelos de forma a incluir o modelo real do
processo. Essa decisão é de fato complexa quando não há conhecimento sobre o modelo
do processo em si, no entanto, como se observa em (82), é possível manipular a escolha
do modelo de referência Td(q) para que o controlador ideal se aproxime da classe C.
3.2.2 Escolha do modelo de referência: caso SISO
A escolha do modelo de referência, mesmo no caso monovariável, não é trivial. Essa
escolha é essencial para garantir que a Premissa 2 seja verdadeira, ou ao menos que o
controlador ideal se encontre próximo da classe de controladores considerada. Existem
limitações ao comportamento que pode ser alcançado em malha fechada, devido a ca-
racterísticas inerentes ao sistema e à classe de controladores escolhida. Dessa forma,
um modelo de referência irrealista corresponde a exigir um controlador ideal distante da
classe C.
É importante então considerar algumas limitações básicas à escolha do modelo de
referência, a fim de buscar características como estabilidade interna da malha de controle e
causalidade do controlador. Além disso, estas limitações devem levar em conta aplicações
de controle baseado em dados, em que não há conhecimento sobre o modelo do processo.
Além de especificar o desempenho desejado através da escolha dos polos, sobrepasso
e erro em regime permanente de Td(q), devem ser observadas as seguintes propriedades
adicionais (BAZANELLA; CAMPESTRINI; ECKHARD, 2012):
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• O controlador ideal será causal se o grau relativo de Td(q) for maior ou igual ao
grau relativo do processo G(q);
• O controlador ideal resultará em uma malha de controle internamente estável se os
zeros de fase não-mínima do processo forem incluídos no modelo de referência.
A informação sobre o grau relativo do sistema pode ser obtida de ensaios em malha
aberta. Já o valor dos zeros de fase não-mínima do processo deve ser identificado, se
algum existir. Uma solução baseada em dados que integra a identificação destes zeros à
sintonia do controlador pelo método VRFT é vista em CAMPESTRINI et al. (2011).
3.2.3 Comportamento para rejeição em perturbação
Foi visto que métodos de controle por modelo de referência visam a aproximar em
malha fechada um determinado comportamento em seguimento de referência e que, sob
condições ideais, tal comportamento é (assintoticamente) alcançável. É interessante ana-
lisar de forma breve o efeito da sintonia de um controlador por modelo de referência sobre
a resposta a perturbações de carga no sistema.
Assumindo que a Premissa 2 é verdadeira e que o controlador sintonizado é idêntico
ao controlador ideal, i.e. C(q, ρMR) = CMRd (q), expresso por (82) para o caso SISO,
tem-se que, em malha fechada, T (q, ρMR) = Td(q) e para perturbações de entrada do tipo
y(t) = G(q)(uc(t) + d(t)),
Q(q, ρMR) =
G(q)
1 +G(q)CMRd (q)
= G(q)[1− Td(q)]. (83)
Decompondo as funções de transferência em polinômios do denominador e numera-
dor, têm-se nG(q)
dG(q)
, G(q) e nTd(q)
dTd(q)
, Td(q), onde os pares de polinômios {nG(q), dG(q)}
e {nTd(q), dTd(q)} são coprimos. Dessa forma, deduz-se que
Q(q, ρMR) =
[dTd(q)− nTd(q)]nG(q)
dTd(q)dG(q)
(84)
onde é evidente que a dinâmica de rejeição à perturbação é dominada pelos polos da
malha aberta dG(q), uma vez que em geral os polos de Td(q) são escolhidos como mais
rápidos.
Explorando a mesma lógica, agora para uma perturbação fictícia v(t) presente na saída
do sistema, e.g. y(t) = G(q)u(t) + v(t), sua dinâmica em malha fechada é descrita pela
função de transferência S(q, ρMR) vista em (12)
S(q, ρMR) =
dTd(q)− nTd(q)
dTd(q)
. (85)
em que no denominador é aparente apenas a dinâmica desejada de Td(q).
Assim apesar de eficaz no controle da dinâmica de seguimento de referência e rejeição
de perturbações de saída, o método de controle por modelo de referência resulta em um
tempo de rejeição à perturbação muitas vezes insatisfatório para perturbações de entrada.
3.2.4 Controle por modelo de referência: rejeição à perturbação
De forma análoga ao problema de seguimento de referência, métodos de controle
por modelo de referência podem ser adaptados ao problema de rejeição à perturbação de
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entrada (ou perturbação de carga). Nesse caso, o modelo de referência Td(q) é substituído
pelo conceito de modelo de referência para perturbação ou simplesmente MRP Qd(q).
Da mesma forma toma-se a Premissa 1 como verdadeira, e deseja-se determinar o
vetor de parâmetros ρ do controlador de ordem fixa C(q, ρ) ∈ C de forma aproximar em
malha fechada o comportamento desejado Qd(q) para perturbação. Os parâmetros ρ são
obtidos resolvendo-se o problema de otimização
ρDM = arg min
ρ
JDM(ρ)
JDM(ρ) , E¯[(Qd(q)−Q(q, ρ))d(t)]2.
(86)
Para o problema apresentado em (86), o controlador ideal CDMd (q) é dado por
CDMd (q) = Qd(q)
−1 −G(q)−1 (87)
que, em malha fechada, resulta na função de transferência Qd(q) para perturbação. De
forma análoga ao problema de modelo de referência, é possível definir a seguinte Pre-
missa:
Premissa 3. CDMd (q) ∈ C ou, de forma equivalente, ∃ρDMd : C(q, ρDMd ) = CDMd (q).
Logo, o controlador ideal será alcançável se a Premissa 3 for verdadeira. Dessa forma,
existe ρDMd tal que J
DM(ρDMd ) = 0. Por simplicidade de notação, ao longo do trabalho
será considerado que Cd(q) = CDMd (q), cuja equação de síntese é dada segundo (87).
A literatura que trata do problema de modelo de referência para perturbação é relativa-
mente limitada, mesmo com técnicas baseadas em modelo. Em SZITA; SANATHANAN
(1996) é apresentado um método de controle em que especifica-se um modelo de refe-
rência para perturbação desejado e o modelo do sistema G(q) é conhecido. Da mesma
forma, em SZITA; SANATHANAN (2000) o método é generalizado para sistemas multi-
variáveis com o projeto de controladores descentralizados. Abordagens baseadas em da-
dos são ainda menos frequentes na literatura, sendo alguns exemplos JENG; GE (2015),
onde o problema da perturbação é convertido em um problema para seguimento de re-
ferência, e GUARDABASSI; SAVARESI (1997); ROJAS; BAEZA; VILANOVA (2011),
em que controladores com 2 e 3 graus de liberdade são sintonizados para aproximar um
comportamento desejado em perturbação e seguimento de referência.
3.3 Virtual Reference Feedback Tuning
O método VRFT (CAMPI; LECCHINI; SAVARESI, 2002) pretende identificar os
parâmetros de um controlador de ordem fixa, de forma a obter, em malha fechada, um
comportamento desejado em seguimento de referência. Este destaca-se entre os métodos
baseados em dados existentes por ser não-iterativo, i.e. utiliza-se apenas um conjunto
de dados coletados em experimento no projeto do controlador. Além disso, o problema
de otimização envolve uma função custo quadrática onde o controlador é parametrizado
linearmente, o que evita a questão da convergência para mínimos locais presente nos
demais métodos iterativos.
A Figura 4 ilustra o procedimento efetuado no método VRFT para sistemas monova-
riáveis n = 1. Primeiramente um conjunto de N dados entrada-saída
ZN = {u(1), y(1), . . . , u(N), y(N)} (88)
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Figura 4: Experimento realizado para coleta de dados no método VRFT.
C(q, ρ) G(q)
Td(q)
−1
e¯(t) u(t) y(t)r¯(t)
é coletado do sistema em malha aberta ou fechada.
Calcula-se então o sinal de referência virtual r¯(t) de acordo com
r¯(t) = Td(q)
−1y(t) (89)
onde Td(q) representa o modelo de referência, i.e. o comportamento desejado do sistema
em malha fechada para referência. Dessa forma, r¯(t) consiste no sinal de referência que,
se aplicado ao sistema em malha fechada com o controlador ideal, resultaria no sinal de
saída medido y(t).
A seguir, calcula-se o sinal de erro de seguimento de referência virtual e¯(t), conforme
e¯(t) = r¯(t)− y(t). (90)
A relação entre os sinais e¯(t) e u(t) se dá através do controlador ideal CMRd (q), de
estrutura desconhecida. Neste caso, o problema de controle consiste em identificá-lo,
utilizando-se dos sinais e¯(t) e u(t) disponíveis.
Para isso, considera-se um controlador de ordem restrita e parametrizado linearmente
em um vetor de parâmetros ρ, respeitando à Premissa 1 com n = 1. O problema de
identificação é então formulado de forma a minimizar o seguinte critério:
JV RSISO(ρ) =
N∑
t=1
[u(t)− C(q, ρ)e¯(t)]2 (91)
ou ainda, substituindo (89) e (90) em (91), tem-se que
ρV RSISO = arg min
ρ
JV RSISO(ρ)
JV RSISO(ρ) =
N∑
t=1
[
u(t)− C(q, ρ)1− Td(q)
Td(q)
y(t)
]2
.
(92)
Considerando a Premissa 1, o critério em (92) é uma função quadrática em ρ. Nesse
caso, o problema é resolvido utilizando-se mínimos quadrados
ρV RSISO =
(
N∑
t=1
ϕ(t)ϕ(t)T
)−1 N∑
t=1
ϕ(t)u(t) (93)
com o vetor regressor ϕ(t) dado por ϕ(t) = C¯(q)e¯(t).
No problema de mínimos quadrados, o vetor de parâmetros ρV RSISO é o único mínimo
global de (92) se a matriz E¯
[
ϕ(t)ϕ(t)T
]
é positiva definida. Isso ocorre quando o vetor
regressor é persistentemente excitante de ordem p (BAZANELLA et al., 2008; LJUNG,
1999).
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Definição 1 (LJUNG (1999)). Um sinal quasi-estacionário x(t) com espectro Φx(ω) é
dito persistentemente excitante de ordem p se Φx(ω) > 0, para p pontos no intervalo de
−pi a pi .
Como o vetor regressor é obtido filtrando-se o sinal u(t), pode-se dizer que o primeiro
será persistentemente excitante se o segundo também o for (BAZANELLA et al., 2008).
Nesse caso, diz-se que o experimento é suficientemente informativo (LJUNG, 1999).
Definição 2 (LJUNG (1999)). Um conjunto de dados quase-estacionário Z∞ é sufici-
entemente informativo com respeito ao conjunto de modelosM se para quaisquer dois
modelos W1(q) e W2(q) pertencentes ao conjunto,
E¯[(W1(q)−W2(q))z(t)]2 = 0 (94)
implica que W1(ejω) ≡ W2(ejω).
Em resumo, a solução do problema de mínimos quadrados (92) é única se a entrada
u(t) for persistentemente excitante de ordem p.
Além disso, para uma cenário de operação em que não há ruído nos sinais do sistema,
tem-se que, sob as Premissas 2 e 1, com o sinal de entrada u(t) persistentemente excitante
de ordem p, o método de VRFT, com solução mostrada em (93), resulta em uma estima-
tiva não-polarizada de ρMRd , i.e. E¯[ρ
V R
SISO] = ρ
MR
d , coincidindo com a solução ótima do
problema (80).
No entanto, quando a Premissa 2 não é atendida, i.e. CMRd (q) /∈ C, observa-se
que os mínimos das funções (80) e (92) não serão idênticos, i.e. arg min JV RSISO(ρ) 6=
arg min JMR(ρ). A fim de remediar essa diferença e aproximar o formato das fun-
ções JMR(ρ) e JV RSISO(ρ) para o caso SISO, um filtro L(q) é incluído na formulação de
JV RSISO(ρ), de forma que agora redefine-se o problema como
ρV RSISO = arg min
ρ
JV R(ρ)
JV RSISO(ρ) =
N∑
t=1
[
L(q)
(
u(t)− C(q, ρ)1− Td(q)
Td(q)
y(t)
)]2
.
(95)
A solução analítica do problema (95) é agora dada por
ρV RSISO =
(
N∑
t=1
ϕL(t)ϕL(t)
T
)−1 N∑
t=1
ϕL(t)uL(t) (96)
com ϕL(t) = L(q)ϕ(t) e uL(t) = L(q)u(t).
A seguir, comparam-se os critérios de otimização JV RSISO(ρ) e J
MR(ρ) no domínio
frequencial a fim de buscar a expressão do filtro L(q) que satisfaz a igualdade JV RSISO(ρ) =
JMR(ρ). Para isso utiliza-se o Teorema de Parseval, primeiramente com a expressão de
JMR(ρ) em (80).
JMR(ρ) =
1
2pi
∫ pi
−pi
|Td(ejω)− T (ejω, ρ)|2Φr(ω)dω (97)
Utilizando as definições em (10) e (81) para sistemas SISO, obtém-se
JMR(ρ) =
1
2pi
∫ pi
−pi
∣∣∣∣ G(ejω)Cd(ejω)1 +G(ejω)Cd(ejω) − G(e
jω)C(ejω, ρ)
1 +G(ejω)C(ejω, ρ)
∣∣∣∣2 Φr(ω)dω (98)
=
1
2pi
∫ pi
−pi
|G(ejω)|2
|1 +G(ejω)Cd(ejω)|2
|C(ejω, ρ)− Cd(ejω)|2
|1 +G(ejω)C(ejω, ρ)|2Φr(ω)dω (99)
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onde Φr(ω) corresponde à densidade espectral do sinal r(t). Note que 1 − Td(ejω) =
(1 +G(ejω)Cd(e
jω))−1, resultando em
JMR(ρ) =
1
2pi
∫ pi
−pi
|G(ejω)|2 |1− Td(ejω)|2
|1 +G(ejω)C(ejω, ρ)|2
∣∣C(ejω, ρ)− Cd(ejω)∣∣2 Φr(ω)dω. (100)
Aplicando igualmente o Teorema de Parseval para JV RSISO(ρ), considerando o caso limite
em que N →∞, tem-se que
JV RSISO(ρ) =
1
2pi
∫ pi
−pi
∣∣∣∣L(ejω) [1− (C(ejω, ρ)1− Td(ejω)Td(ejω)
)
G(ejω)
]∣∣∣∣2 Φu(ω)dω (101)
=
1
2pi
∫ pi
−pi
∣∣∣∣ L(ejω)Td(ejω) [Td(ejω)− (1− Td(ejω))C(ejω, ρ)G(ejω)]
∣∣∣∣2 Φu(ω)dω
(102)
onde Φu(ω) corresponde à densidade espectral dos sinal u(t).
Considerando que Td(ejω) = G(ejω)Cd(ejω)(1− Td(ejω)), obtém-se
JV RSISO(ρ) =
1
2pi
∫ pi
−pi
|L(ejω)|2
|Td(ejω)|2
∣∣G(ejω)∣∣2 ∣∣1− Td(ejω)∣∣2 ∣∣C(ejω, ρ)− Cd(ejω)∣∣2 Φu(ω)dω.
(103)
Nota-se a equivalência entre (103) e (100) quando o filtro L(q) satisfaz à seguinte
condição (CAMPI; LECCHINI; SAVARESI, 2002):
∣∣L(ejω)∣∣2 = |Td(ejω)|2|1 +G(ejω)C(ejω, ρ)|2 Φr(ω)Φu(ω) , ∀ω ∈ [−pi, pi]. (104)
Dessa forma, se a Premissa 2 é verdadeira, e o experimento é suficientemente informa-
tivo, a minimização de JV RSISO(ρ) resulta em C
MR
d (q), independente de L(q). Percebe-se
da análise de (100) e (103) que neste caso ambos os critérios possuem mínimo global com
o mesmo vetor de parâmetros ρMRd . No entanto, se a Premissa 2 não é satisfeita, os míni-
mos de ambos os critérios não podem ser zerados e dessa forma não coincidem. Deseja-se
porém que os parâmetros ρV RSISO, sintonizados pelo método VRFT, aproximem-se do mí-
nimo ρMR do critério JMR(ρ), que é o critério que se deseja de fato minimizar. Assim,
utiliza-se a escolha do filtro conforme (104) a fim de fazer com que a função JV RSISO(ρ)
seja idêntica a JMR(ρ).
Nota-se que a expressão do filtro em (104) depende de G(q), que é desconhecido,
tornando sua implementação inviável. Sugere-se então que L(q) seja escolhido de forma
que ∣∣L(ejω)∣∣2 = ∣∣1− Td(ejω)∣∣2 ∣∣Td(ejω)∣∣2 Φr(ω)
Φu(ω)
, ∀ω ∈ [−pi, pi] (105)
em que |1 +G(ejω)C(ejω, ρ)|2 ≈ ∣∣1 +G(ejω)CMRd (ejω)∣∣2 (CAMPI; LECCHINI; SAVA-
RESI, 2002), o que limita o emprego de (105) a casos em que CMRd (q) esteja próximo
da classe de controladores C. Uma vez que a classe de controladores disponível é muitas
vezes restrita, deve-se escolher o modelo de referência Td(q) de forma realista, a fim de
que a solução de (95) não esteja muito distante da solução desejada de (80).
No caso de haver ruído no conjunto de dados medidos ZN , e.g. y(t) = G(q)u(t) +
ε(t), assim como na maior parte das aplicações reais, a estimativa por mínimos quadrados
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em (96) (e (93)) será polarizada (BAZANELLA; CAMPESTRINI; ECKHARD, 2012;
CAMPI; LECCHINI; SAVARESI, 2002).
Assim propõe-se utilizar uma variável instrumental (VI) definida como ζL(t), de
forma que a solução do problema (95) resulta na estimativa
ρV RIV =
(
N∑
t=1
ζL(t)ϕ(t)
T
)−1 N∑
t=1
ζL(t)uL(t) (106)
que é não-polarizada desde que E¯[ζL(t)φL(t)T ] > 0 e E¯[ζL(t)(t)] = 0. Para que a VI
seja descorrelacionada com o ruído, apresenta-se o formato
ζL(t) = C¯(q)L(q)(Td(q)
−1 − 1)y′(t) (107)
onde y′(t) é gerado de forma a ser independente do ruído (CAMPI; LECCHINI; SAVA-
RESI, 2002). Existem duas formas usuais de fazê-lo: a primeira delas consiste em realizar
um segundo experimento no sistema, coletando dados Z ′N = {u(t), y′(t)}, de forma que
ambas as realizações do sinal de saída y(t) e y′(t) sejam descorrelacionadas. A segunda
forma consiste em identificar um modelo aproximado Gˆ(q) do processo, e usá-lo para
gerar o sinal y′(t) = Gˆ(q)u(t). Esse segundo método no entanto não garante polariza-
ção nula, devido a imprecisões no modelo aproximado Gˆ(q) (BAZANELLA; CAMPES-
TRINI; ECKHARD, 2012).
3.3.1 Caso multivariável
A formulação do método VRFT para o caso MIMO, tal como desenvolvida em CAM-
PESTRINI et al. (2016), dá-se de forma semelhante ao caso SISO. O problema de otimi-
zação é formulado como
ρV R = arg min
ρ
JV R(ρ)
JV R(ρ) =
N∑
t=1
‖F (q)[u(t)− C(q, ρ)e¯(t)]‖22
(108)
com e¯(t) = (T−1d (q) − In)y(t) e considerando F (q) um filtro utilizado no caso em que
a Premissa 2 não é verdadeira para aproximar os mínimos de (108) e (80). Note que no
caso MIMO o modelo de referência é dado por uma matriz de transferência.
Da mesma forma que para o caso SISO, a solução de (108) é dada de forma não-
iterativa através do método de mínimos quadrados:
ρV R =
(
N∑
t=1
ϕF (t)ϕF (t)
T
)−1 N∑
t=1
ϕF (t)β(t) (109)
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com β(t) , F (q)u(t) e ϕF (q) =
[
A1 A2 . . . An
]
, em que
Ax =

Fx1(q)C¯11(q)e¯1(t)
Fx1(q)C¯12(q)e¯2(t)
...
Fx1(q)C¯1n(q)e¯n(t)
Fx2(q)C¯21(q)e¯1(t)
Fx2(q)C¯22(q)e¯2(t)
...
Fx2(q)C¯2n(q)e¯n(t)
...
Fxn(q)C¯nn(q)e¯n(t)

, x = 1, . . . , n. (110)
A estimativa dos parâmetros do controlador será não-polarizada quando a Premissa
2 for satisfeita e não houver ruído de medição nos dados coletados. No caso com ruído,
sugere-se utilizar a técnica com variável instrumental (CAMPESTRINI et al., 2016).
3.3.2 Escolha do modelo de referência: caso MIMO
No caso multivariável, a escolha do modelo de referência é ainda menos evidente
que no caso SISO. As interações entre variáveis de entrada e saída contribuem para a
complexidade da análise da escolha do modelo de referência. A condição que garante
causalidade do controlador ideal nesse caso é dada pelo seguinte teorema:
Teorema 1 (GONÇALVES DA SILVA; BAZANELLA; CAMPESTRINI (2018)). Seja
Mi o menor grau relativo dos elementos da i-ésima coluna de G(q)−1. Suponha que as
três seguintes condições sejam satisfeitas
1. para todo i = 1, . . . ,m, Tdii(q) 6= 0 e Γ(Tdii(q)) = νi (todos os elementos na
diagonal do modelo de referência são não-nulos com grau relativo νi);
2. para um dado i, e para j = 1, . . . ,m, j 6= i, ou Tdij(q) = 0 ou Γ(Tdij(q)) ≥ νi
(todos elementos não-nulos fora da diagonal principal de uma dada linha de Td(q)
tem grau relativo maior ou igual a νi);
3. νi ≥ −Mi para todo i = 1, . . . , n.
Então o controlador ideal é causal.
A causalidade do controlador ideal depende então do conhecimento da matriz Γ(G(q)−1),
que pode ser determinada de Γ(G(q)) através de manipulações algébricas tropicais.
Já a estabilidade interna da malha fechada com o controlador ideal será satisfeita se
o modelo de referência contiver os mesmos zeros de transmissão que o processo, como
indicado pelo seguinte teorema:
Teorema 2 (HAVRE; SKOGESTAD (1998)). Se G(q) tem um zero de transmissão de
fase não-mínima em zi com direção de saída yzi , então para estabilidade interna do
sistema realimentado com o controlador ideal, a seguinte restrição de interpolação deve
aplicar-se:
yHziTd(zi) = 0. (111)
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Dessa forma, é necessário conhecer não somente os zeros de transmissão de fase não-
mínima, mas também sua direção. Para o caso baseado em dados, uma adaptação do
método VRFT multivariável inclui a identificação destes zeros de fase não-mínima no
projeto de controle (GONÇALVES DA SILVA; CAMPESTRINI; BAZANELLA, 2018).
Além disso, para um controlador multivariável descentralizado, é importante saber que
atingir um modelo de referência diagonal é impraticável, devendo-se optar nesse caso
por um controlador centralizado se possível (GONÇALVES DA SILVA; BAZANELLA;
CAMPESTRINI, 2018).
3.4 Virtual Disturbance Feedback Tuning
Motivados pela facilidade de implementação do método VRFT e ao mesmo tempo
pela sua incapacidade de lidar com restrições de desempenho sobre o comportamento em
perturbação de carga, como visto na seção 3.2.3, os autores em ECKHARD; CAMPES-
TRINI; BOEIRA (2018) propuseram uma adaptação do método chamada Virtual Distur-
bance Feedback Tuning (VDFT).
O objetivo do VDFT é o de sintonizar um controlador de ordem fixa, parametrizado
linearmente conforme Premissa 1, para n = 1, de forma a aproximar em malha fechada
um modelo de referência para perturbação Qd(q), que traduz o comportamento desejado,
assim como mostrado de forma geral na seção 3.2.4. Da mesma forma que o VRFT, o
método VDFT utiliza apenas um conjunto de dados coletados do sistema na resolução de
um problema de otimização convexo.
Dado um cenário sem ruído nas medições e com sinal de referência nulo, coleta-se
uma batelada de N dados do sistema, assim como em (88), em malha fechada ou malha
aberta. No entanto, posteriormente será mostrado que na maior parte dos casos é mais
conveniente fazê-lo em malha fechada. A partir dos dados de saída y(t), é calculado o
sinal de perturbação virtual d¯(t) conforme
d¯(t) = Qd(q)
−1y(t) (112)
onde Qd(q) representa o modelo de referência para perturbação, que especifica o com-
portamento desejado em malha fechada para perturbação. Calcula-se a seguir o sinal de
controle virtual
u¯c(t) = u(t)− d¯(t). (113)
O procedimento descrito acima é ilustrado na Figura 5.
Figura 5: Experimento realizado para coleta de dados no método VDFT.
C(q, ρ) G(q)
Q−1d (q)
r(t) = 0 u¯c(t) u(t) y(t)
−
d¯(t)
O problema de sintonia do controlador consiste em identificar a função de transferên-
cia que gera o sinal u¯c(t) filtrando o sinal −y(t). A solução exata deste problema é dada
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pelo controlador ideal Cd(q) como visto em (87). No entanto, assim como no método
VRFT é considerado um controlador de estrutura fixa C(q, ρ), pertencente a uma classe
de controladores C, parametrizado linearmente no vetor de parâmetros ρ. Nesse caso, o
problema de controle é traduzido em um problema de otimização que melhor aproxima
C(q, ρ) do controlador ideal Cd(q):
ρV DSISO = arg min
ρ
JV D(ρ)
JV DSISO(ρ) =
N∑
t=1
[K(q) (u¯c(t) + C(q, ρ)y(t))]
2 .
(114)
Como a função JV DSISO(ρ) é quadrática em ρ, o problema em (114) é resolvido por
mínimos quadrados, e sua solução é dada por
ρV DSISO = −
(
N∑
t=1
ϕK(t)ϕK(t)
T
)−1 N∑
t=1
ϕK(t)u¯cK(t) (115)
onde ϕK(t) = C¯K(q)y(t) e u¯cK(t) = K(q)u¯c(t), e K(q) é um filtro a ser projetado pelo
usuário.
Quando a Premissa 3 é verdadeira, o experimento é suficientemente informativo e não
há ruído de medição, independente da escolha do filtro K(q) a solução em (115) resulta
em ρV DSISO = ρ
DM
d , com C(q, ρ
DM
d ) = Cd(q) (ECKHARD; CAMPESTRINI; BOEIRA,
2018).
Caso a Premissa 3 não seja satisfeita, os critérios de otimização JDM(ρ) e JV DSISO(ρ)
terão formatos distintos e os resultados dos problemas (86) e (114) também o serão. Nesse
caso, o filtro K(q) é empregado a fim de aproximar os mínimos dos dois critérios.
Utilizando o Teorema de Parseval, tem-se que
JDM(ρ) =
1
2pi
∫ pi
−pi
|G(ejω)|2 |Qd(ejω)|2 |C(ejω, ρ)− Cd(ejω)|2
|1 +G(ejω)C(ejω, ρ)|2 Φd(ω)dω (116)
JV DSISO(ρ) =
1
2pi
∫ pi
−pi
∣∣K(ejω)∣∣2 ∣∣C(ejω, ρ)− Cd(ejω)∣∣2 Φy(ω)dω (117)
onde Φd(ω) e Φy(ω) correspondem às densidades espectrais dos sinais d(t) (sinal de per-
turbação que deseja-se rejeitar) e y(t) respectivamente.
Analisando as expressões em (116) e (117), percebe-se que, a fim de que JDM(ρ) =
JV DSISO(ρ), o filtro K(q) deve ser escolhido de forma que∣∣K(ejω)∣∣2 = ∣∣Qd(ejω)∣∣2 ∣∣Q(ejω, ρ)∣∣2 Φd(ω)
Φy(ω)
(118)
com |Q(ejω, ρ)|2 = |G(e
jω)|2
|1+G(ejω)C(ejω ,ρ)|2 .
A expressão em (118) depende porém do conhecimento do modeloG(q), que não está
disponível no contexto de controle baseado em dados. Uma forma prática de escolher
K(q) é sugerida em ECKHARD; CAMPESTRINI; BOEIRA (2018):∣∣K(ejω)∣∣2 = ∣∣Qd(ejω)∣∣2 (119)
onde as seguintes aproximações foram feitas:
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• |Q(ejω, ρ)|2 ≈ |Qd(ejω)|2: o comportamento desejado é próximo do comporta-
mento obtido solucionando-se (114);
• Φy(ω) ≈ |Q(ejω, ρ0)|2 Φd(ω), i.e. o experimento é coletado em malha fechada com
o controlador inicial C(q, ρ0) e o sinal de perturbação conhecido d(t);
• |Q(ejω, ρ0)|2 ≈ |Qd(ejω)|2, i.e. o comportamento da malha fechada inicial é pró-
ximo do comportamento desejado.
Dessa forma, quando a Premissa 3 não é válida, é recomendável realizar o expe-
rimento de coleta de dados em malha fechada e escolher um modelo MRP Qd(q) não
tão distinto do comportamento da malha fechada inicial Q(q, ρ0). O resultado da sinto-
nia depende portanto do controlador inicial C(q, ρ0), variável sobre a qual não se tem
normalmente controle, uma vez que, de forma geral, dispõe-se de uma malha inicial de
controle cujo desempenho deseja-se melhorar. A respeito disso, será discutida posterior-
mente, como uma das contribuições deste trabalho, a realização da sintonia do controlador
pelo método VDFT em dois passos como forma de mitigar a dependência do método em
relação ao controlador inicial.
Além disso, nota-se que a escolha de Qd(q) é essencial para garantir a boa conver-
gência do problema de otimização, i.e. para assegurar que a resolução do problema (114)
seja equivalente à do problema (86). Essa escolha será melhor explorada no capítulo 4.
Para o caso em que os dados coletados apresentam ruído de medição, as propriedades
de consistência e polarização são similares às apresentadas para o método VRFT. Nesse
caso, viu-se que o método de mínimos quadrados, no contexto dos métodos VRFT e
VDFT, fornece uma estimativa dos parâmetros ρ polarizada. De forma análoga ao VRFT,
sugere-se empregar o método de variável instrumental na solução do problema (114), que
resulta em
ρV DIV = −E¯
[
ζK(t)ϕK(t)
T
]−1
E¯ [ζK(t)u¯cK(t)] (120)
onde ζK(t) = C¯(q)K(q)y′(t), e y′(t) é uma realização da saída do sistema independente
do ruído. Uma forma de se determinar essa realização é realizando um segundo experi-
mento independente do primeiro de forma a coletar os dados Z ′N = {u(t), y′(t)}.
3.5 Considerações finais
Neste capítulo foram apresentados conceitos básicos sobre métodos de controle por
modelo de referência para os problemas de seguimento de referência e de rejeição à per-
turbação. No caso de métodos por modelo de referência, foram vistas as limitações im-
postas ao projeto do modelo de referência de forma a garantir certas características do
controlador ideal como causalidade e estabilidade. Da mesma forma, foram exploradas
as formulações clássicas de dois métodos de controle baseado em dados: Virtual Refe-
rence Feedback Tuning (VRFT) e Virtual Disturbance Feeback Tuning (VDFT) em suas
formulações com controlador parametrizado linearmente. Ambos os métodos fornecem
uma estimativa não-polarizada dos parâmetros do controlador, considerando dados não
corrompidos por ruído de medição e uma classe de controladores C que contém o contro-
lador ideal.
Foi particularmente ressaltado como, para uma malha de controle sintonizada pelo
método VRFT, o comportamento em relação à perturbação de carga pode ser prejudi-
cado. Nesse sentido, é adequado utilizar o método VDFT para sintonia do controlador,
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especificando o desempenho para perturbação. É no entanto necessário cautela na escolha
do modelo de referência para perturbação para esse método, como será visto a seguir.
É importante ressaltar que o desenvolvimento dos métodos VDFT e VRFT contribuem
para que se formule um problema geral de sintonia de um controlador com dois graus de
liberdade baseado em dados, como ilustrado na Figura 6.
Figura 6: Diagrama da malha de controle com dois graus de liberdade.
F (q, φ) C(q, ρ) G(q)
r(t) e(t) uc(t) u(t)
d(t) ν(t)
y(t)
−
Na Figura 6, é possível ver o controlador C(q, ρ), que realimenta o sinal de saída, e
o controlador F (q, φ), que filtra o sinal de referência e é chamado de controlador feed-
forward. Dessa forma, em uma formulação baseada em dados do problema, buscam-se
determinar os vetores ρ e φ que parametrizam os controladores de forma a alcançar em
malha fechada desempenhos Qd(q) e Td(q) utilizando-se apenas um conjunto de dados
experimentais. Esse desenvolvimento no entanto não é abordado neste trabalho, ficando
como sugestão para futuras extensões teóricas.
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4 ESCOLHA DOMODELO DE REFERÊNCIA PARA PER-
TURBAÇÃO
4.1 Introdução
No caso do problema de controle por modelo de referência, algumas limitações podem
ser impostas ao modelo de referência Td(q) a fim de garantir a causalidade e estabilidade
do controlador ideal CMRd (q), de forma que o mesmo se encontre próximo ou mesmo
dentro da classe de controladores avaliada. De fato, para o caso monovariável, CMRd (q)
será causal, se o grau relativo de Td(q) for maior ou igual ao grau relativo do processo
G(q); para que o controlador ideal resulte em uma malha de controle internamente está-
vel, o mesmo deve conter os zeros de fase não-mínima do processo G(q) (BAZANELLA;
CAMPESTRINI; ECKHARD, 2012). Mesmo para o caso multivariável, existem resul-
tados que permitem a escolha do modelo de referência de forma inteiramente baseada
em dados, sem conhecimento do modelo paramétrico do processo (GONÇALVES DA
SILVA; BAZANELLA; CAMPESTRINI, 2018).
No caso do problema de controle por modelo de referência para perturbação de carga,
essa escolha é menos evidente. Os teoremas existentes que garantem causalidade e estabi-
lidade ao controlador ideal dependem do conhecimento completo do modelo do processo,
o que não é conveniente para aplicações de controle baseado em dados.
Nesse sentido, serão explorados a seguir conceitos que permitem escolher adequa-
damente a estrutura de Qd(q) de forma que Cd(q) se encontre muito próximo da classe
de controladores C, considerando o mínimo de conhecimento possível sobre a estrutura
de G(q). Além disso, uma adaptação do método VDFT é proposta, a fim de incluir na
sintonia do controlador de forma sistemática o problema da escolha do modelo de refe-
rência para perturbação. Por fim, a aplicação do método de controle desenvolvido a uma
estrutura hierárquica de controle é estudada.
4.2 Efeito da escolha do modelo de referência para perturbação na
sintonia do controlador usando o método VDFT
Como o controlador ideal Cd(q) é função de G(q) e Qd(q), conforme visto em (87),
a escolha de Qd(q) possui uma forte influência na boa convergência do método VDFT. O
seguinte exemplo demonstra como uma má escolha deQd(q) pode resultar em uma malha
fechada de sintonia insatisfatória1:
1BORDIGNON,V; CAMPESTRINI, L. Improving the choice of disturbance reference model in data-
driven control methods. In: CONGRESSO BRASILEIRO DE AUTOMÁTICA, 22., 2018, João Pessoa,
BR. Anais... Campinas: Sociedade Brasileira de Automática, 2018. No prelo.
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Exemplo 3. Considere um processo SISO cujo modelo em tempo discreto é dado por
G1(q) =
0.1
(q − 0.8)(q − 0.4) (121)
e é desconhecido pelo usuário. O processo opera inicialmente em malha fechada com um
controlador tipo PI C0(q) =
0.7(q−0.6)
q−1 .
Deseja-se melhorar o comportamento em rejeição à perturbação, sintonizando-se um
controlador PID. O comportamento desejado é definido pelo modelo de referência para
perturbação
Qd(q) =
0.09(q − 1)
(q − 0.7)2 (122)
que é escolhido de forma a rejeitar perturbações do tipo degrau, com um tempo de acomo-
dação definido pelos polos escolhidos. Assim é empregado o método VDFT, utilizando-se
um conjunto de dados coletados em malha fechada com o controlador inicial C0(q), que
resulta em
C(q, ρˆ) =
10.933(q − 0.749)(q − 0.6233)
q(q − 1) . (123)
O controlador ideal associado ao modelo de referência para perturbação Qd(q, η) é
dado por
Cd(q) =
−10(q − 1.976)(q − 0.7575)(q − 0.5775)
(q − 1) (124)
que, além de não pertencer à classe de controladores C, não é realizável uma vez que
Γ(Cd(q)) < 0.
De fato, o controlador C(q, ρˆ) resultante do método VDFT não apenas não é capaz
de alcançar o modelo MRP desejado descrito por Qd(q), como também degrada o com-
portamento em perturbação, como pode ser visto na Figura 7.
Figura 7: Comparação entre o comportamento em malha-fechada inicial, desejado e ob-
tido para perturbação.
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4.2.1 Escolha de Qd(q)
Em problemas de controle por modelo de referência, é sabido que a escolha do modelo
de referência Td(q) é fundamental para que se atinja, em malha fechada, o comportamento
desejado para uma dada classe de controladores. Esta escolha é explorada em algumas pu-
blicações como (AGUIRRE, 1993; BAZANELLA; CAMPESTRINI; ECKHARD, 2012;
BAZANELLA et al., 2008) e inclusive detalhada para o caso multivariável (GONÇAL-
VES DA SILVA; BAZANELLA; CAMPESTRINI, 2018).
A literatura sobre o problema de controle por modelo de referência para perturbação
é relativamente limitada, se comparada à do problema análogo. A escolha do modelo de
referência para perturbação Qd(q) foi analisada em cenários baseados em modelo, nos
quais o modelo do processo é conhecido (SZITA; SANATHANAN, 1996). Nesse caso,
condições impostas sobre a escolha deQd(q) garantem que o controlador ideal seja causal
e resulte em uma malha de controle internamente estável.
A fim de desenvolver a análise sobre a escolha do modelo de referência para o caso da
perturbação, é importante esclarecer a seguinte notação: as funções de transferência G(q)
e Qd(q) serão decompostas em polinômios coprimos da forma
G(q) , nG(q)
dG(q)
, Qd(q) ,
nQd(q)
dQd(q)
, (125)
em que nG(q) e nQd(q) representam os respectivos polinômios do numerador de G(q) e
Qd(q), e da mesma forma dG(q) e dQd(q), os do denominador. Além disso, operações
utilizando o grau e o grau relativo dos polinômios e funções de transferência empregam
noções de álgebra tropical, que foram apresentadas na seção 2.
Em um primeiro momento será revista a teoria apresentada em SZITA; SANATHA-
NAN (1996), sobre como deve ser escolhido o modelo de referência para perturbação
a fim de que o controlador ideal satisfaça às condições de causalidade e de estabilidade
interna da malha de controle.
4.2.1.1 Causalidade
O controlador ideal é causal, analogamente Cd(q) será uma função de transferência
própria, quando
Γ(Cd(q)) ≥ 0. (126)
A partir de (126) e (87), deduz-se que
Γ(Qd(q)
−1 −G(q)−1) = Γ
(
dQd(q)nG(q)− dG(q)nQd(q)
nQd(q)nG(q)
)
≥ 0 (127)
de onde se conclui o seguinte teorema:
Teorema 3 (SZITA; SANATHANAN (1996)). O controlador Cd(q) será próprio se e
somente se
Deg(dQd(q)nG(q)− dG(q)nQd(q)) ≤ Deg(nQd(q)nG(q)) (128)
com Γ(Qd(q)) = Γ(G(q)).
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A necessidade de que o grau relativo do MRP seja idêntico ao grau relativo do pro-
cesso no caso monovariável pode ser facilmente deduzida, utilizando-se conceitos de ál-
gebra tropical, a partir de (11) da seguinte forma:
Γ(Qd(q)) = Γ
(
G(q)
1 +G(q)Cd(q)
)
(129)
= Γ(G(q))÷ Γ(1)⊕ [Γ(G(q)) Γ(Cd(q))] (130)
= Γ(G(q))−min(0,Γ(G(q)) + Γ(Cd(q))) (131)
= Γ(G(q)) (132)
em que assume-se que Γ(G(q)Cd(q)) > 0.
É razoável assumir que G(q) e Qd(q) sejam funções de transferência próprias. Logo,
a não ser que Γ(G(q)) = Γ(Qd(q)) = 0, a desigualdade em (128) não é satisfeita para
quaisquer coeficientes de Qd(q). De fato, no caso em que G(q) for estritamente própria,
i.e. Γ(G(q)) > 0, (128) só poderá ser satisfeita se ocorrer a anulação dos termos de mais
alta ordem dos polinômios da subtração dQd(q)nG(q)− dG(q)nQd(q).
Isso no entanto só poderá ocorrer se Deg(dQd(q)nG(q)) = Deg(dG(q)nQd(q)), ou
seja, quando Γ(Qd(q)) = Γ(G(q)). Além disso, deve haver a anulação de λ termos, onde
λ , Γ(Qd(q)) = Γ(G(q)). Para isso, como se pode ver do Teorema 3, é necessário
manipular os parâmetros de Qd(q) utilizando conhecimento de alguns dos coeficientes do
modelo G(q).
Considere a seguinte representação de coeficientes:
nG(q) = a0q
ma + a1q
ma−1 + · · ·+ ama (133)
dG(q) = qmb + b1q
mb−1 + · · ·+ bmb (134)
nQd(q) = (α0q
mα + α1q
mα−1 + · · ·+ αmα)× (ql + γ1ql−1 + · · ·+ γl) (135)
dQd(q) = q
mβ + β1q
mβ−1 + · · ·+ βmβ (136)
com λ = mβ −mα − l = mb −ma, em que o polinômio γ(q) contém os zeros fixos do
modelo de referência, de acordo com o comportamento em rejeição desejado, e.g. para
rejeição de sinais de perturbação tipo degrau um zero deve ser fixado em 1.
Em uma abordagem baseada em modelo, os polinômios nG(q) e dG(q) são conheci-
dos. Então, é possível garantir que Cd(q) seja causal escolhendo-se Γ(Qd(q)) = Γ(G(q))
e satisfazendo à igualdade
dQd(q)nG(q)
λ
= dG(q)nQd(q) (137)
válida apenas para os λ termos de mais alta ordem dos polinômios de ambos os lados da
igualdade. Substituindo-se a representação dos polinômios em função de seus coeficien-
tes, é possível formular o seguinte sistema de equações:
1 0 . . . 0
β1 1 0
... . . .
...
βλ−1 βλ−2 . . . 1


a0
a1
...
aλ−1
 =

1 0 . . . 0
b1 1 0
... . . .
...
bλ−1 bλ−2 . . . 1


1 0 . . . 0
γ1 1 0
... . . .
...
γλ−1 γλ−2 . . . 1


α0
α1
...
αλ−1
 , (138)
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que representa de forma prática a condição imposta no Teorema 3. Assim determinam-se
os coeficientes do numerador de Qd(q), α0, . . . , αλ−1, considerando polos de Qd(q) fixos
de acordo com o desempenho desejado.
Abordagem baseada em dados:
A estratégia acima no entanto não é apropriada para uma abordagem baseada em
dados. Neste trabalho propõe-se então uma adaptação ao sistema de equações lineares
acima, porém agora utilizando um ensaio em malha aberta adicional que substitui a infor-
mação referente ao modeloG(q). Dessa forma, busca-se satisfazer novamente a igualdade
(137), aqui reescrita como dQd(q)
nG(q)
dG(q)
λ
= nQd(q) para os λ coeficientes de mais alta or-
dem dos polinômios.
É possível, no entanto, efetuar a divisão nG(q)
dG(q)
= a0q
−λ + (a1 − a0b1)q−λ−1 + . . . , e
substituí-la pelo polinômio resultante. Note que esse polinômio possui os coeficientes da
resposta ao impulso do sistema: h1 = a0, h2 = a1 − a0b1, por exemplo. Nesse caso, o
sistema em (138) é substituído por:
1 0 . . . 0
β1 1 0
... . . .
...
βλ−1 βλ−2 . . . 1


h1
h2
...
hλ
 =

1 0 . . . 0
γ1 1 0
... . . .
...
γλ−1 γλ−2 . . . 1


α0
α1
...
αλ−1
 (139)
onde hi corresponde à i-ésima componente não-nula da resposta ao impulso do processo.
Para um sistema amostrado, os termos hi podem ser deduzidos das componentes da res-
posta ao salto gi segundo hi = gi − gi−1.
Dessa forma, o usuário poderia definir os polos de Qd(q), polinômio dQd(q), de
acordo com o desempenho de rejeição desejado, e parte do numerador de Qd(q), po-
linômio γ(q), segundo o tipo de perturbação a ser rejeitado. O restante dos coeficientes
do numerador de Qd(q) é determinado a partir de (139) utilizando dados do ensaio ao
salto do sistema.
Exemplo 4. Considere o processo do exemplo 3. Novamente deseja-se projetar um con-
trolador PID que em malha fechada rejeite perturbações do tipo degrau com um compor-
tamento Qd(q), porém agora utilizando-se apenas dados medidos do processo.
De um experimento ao salto, ou ao impulso, é possível constatar que Γ(G(q)) = 2, o
que de acordo com o Teorema 3 significa que, para que Cd(q) seja causal, Γ(Qd(q)) = 2.
Além disso, 2 parâmetros devem ser deixados livres no numerador de Qd(q): α0 e α1
de acordo com (139) e os dois primeiros coeficientes da resposta ao impulso devem ser
conhecidos (h1 = 0.1 e h2 = 0.12).
Assim, a estrutura de Qd(q) é escolhida como
nQd(q) = (α0q + α1)(q − 1) (140)
dQd(q) = (q − 0.6)4 (141)
e a solução de (139) resulta em
Qd(q) =
0.1(q − 0.2)(q − 1)
(q − 0.6)4 (142)
com o controlador ideal Cd(q) causal
Cd(q) =
2(q − 0.4211)(q − 0.7789)
(q − 1)(q − 0.2) (143)
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que resulta muito próximo da classe de controladores C. De fato, o método VDFT sinto-
niza o seguinte controlador:
C(q, ρ1) =
2.0909(q − 0.2955)(q − 0.7829)
q(q − 1) , (144)
que como esperado produz um comportamento em malha fechada muito semelhante ao
desejado, ainda que Cd(q) /∈ C, como pode ser visto na Figura 8.
Figura 8: Comparação entre comportamento desejado Qd(q) (142) e obtido com o con-
trolador C(q, ρˆ1) (144).
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Note que dificilmente Cd(q) ∈ C, isso porque, como pode ser visto de (87), o deno-
minador de Cd(q) será determinado pelos numeradores do processo G(q) e do modelo
de referência Qd(q). Sendo o modelo G(q) desconhecido, e considerando que o método
VDFT sintoniza controladores de polos fixos, em raras ocasiões a Premissa 3 será satis-
feita dentro do cenário de comportamento em perturbação.
Ainda assim, a escolha adequada de Qd(q), que faz com que Cd(q) seja causal e a
malha de controle associada, estável, aproxima-o da classe de controladores C, o que con-
tribui para a obtenção de um comportamento muito próximo de Qd(q) em malha fechada.
4.2.1.2 Estabilidade interna
O sistema em malha fechada será internamente estável se o controlador não cancelar
os zeros de fase não-mínima do processo. No problema de seguimento de referência, essa
condição é garantida incluindo-se os zeros de fase não-mínima do processo no modelo de
referência. Já para o caso da rejeição à perturbação de carga, a escolha do MRP exige um
conhecimento mais amplo do modelo do processo G(q). Torna-se então a considerar a
teoria existente na literatura de controle sobre essa escolha.
Em SZITA; SANATHANAN (1996), consta o seguinte teorema que garante que a
condição de estabilidade interna seja atendida pelo controlador ideal:
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Teorema 4 (SZITA; SANATHANAN (1996)). A malha fechada resultante do uso do
controlador ideal Cd(q) será internamente estável se e somente se existirem polinômios
f(q) e g(q), tal que
1. nQd(q) = f(q)nG+(q),
2. dQd(q)nG−(q) = dG(q)f(q) + g(q)nG+(q).
com {
Deg(f(q)) = Deg(dQd(q)) + Deg(nG
−(q))−Deg(dG(q))
Deg(g(q)) ≤ Deg(dQd(q)) + 2Deg(nG−(q))−Deg(dG(q))
(145)
onde nG−(q) e nG+(q) representam os fatores de fase mínima e de fase não-mínima de
nG(q) respectivamente, i.e. nG(q) = nG−(q)nG+(q).
Caso as condições do Teorema 4 sejam satisfeitas, o controlador ideal será dado por
Cd(q) =
g(q)
f(q)nG−(q)
. (146)
Em SZITA; SANATHANAN (1996), é sugerido que o grau do polinômio do denomi-
nador de Qd(q) satisfaça
Deg(dQd(q)) ≥ 2{Deg(dG(q))−Deg(nG−(q))}+ l − 1 (147)
para que a solução do sistema de equações visto no Teorema 4 seja única, em que l é o
número de zeros fixos em f(q). Novamente, conhecimento sobre o modelo paramétrico
do sistema G(q) é necessário a fim de garantir um controlador ideal estável. No entanto,
ao contrário das condições de causalidade vistas anteriormente, onde um segundo expe-
rimento em malha aberta poderia ser usado para garantir Cd(q) causal, agora tal solução
baseada em dados não foi encontrada para o problema da estabilidade interna da malha
fechada.
Considere a seguir um exemplo sobre o projeto do modelo de referência para pertur-
bação no caso de um sistema de fase não-mínima de modelo conhecido.
Exemplo 5. A fim de ilustrar a utilização do Teorema 4 na determinação de um modelo
de referência para perturbação, considere um segundo processo de modelo conhecido
G2(q) que possui um zero de fase não-mínima
G2(q) =
0.1(q − 1.2)
(q − 0.8)(q − 0.4) . (148)
Conhecendo o modelo G2(q), é possível determinar a partir do Teorema 4 um modelo
de referência para perturbação Qd(q) tal que Cd(q) seja estável. Assume-se que o sis-
tema opera inicialmente em malha fechada com um controlador PI C0(q) =
−0.7(q−0.6)
(q−1) .
Usando (147), escolhe-se Deg(dQd(q)) = 4 com a seguinte estrutura:
nQd(q) = (q − 1.2)(q − 1)(f1q − f0) (149)
dQd(q) = (q − 0.6)4 (150)
onde f1 e f0 são os graus de liberdade do numerador de Qd(q). Utilizando o Teorema 4,
o seguinte modelo de referência é identificado:
Qd(q) =
0.1(q − 1)(q − 1.2)(q + 0.825)
(q − 0.6)4 (151)
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que resulta em um controlador ideal causal
Cd(q) =
−10.25(q − 0.405)(q − 0.7901)
(q + 0.825)(q − 1) . (152)
Empregando o método VDFT com o Qd(q) definido acima, dados obtidos em malha
fechada com o controlador C0(q) e classe de controladores PID, é identificado o contro-
lador
C(q, ρ2) =
−7.4392(q − 0.6293)(q − 0.7454)
(q − 1)q (153)
cujo comportamento em malha fechada pode ser visto na Figura 9.
Figura 9: Comparação entre comportamento desejado Qd(q) (151) e obtido com o con-
trolador C(q, ρ2) (153).
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No caso em que o modelo G2(q) é desconhecido, seria necessário primeiramente re-
alizar uma etapa de identificação do processo antes de aplicar o Teorema 4 para escolher
a estrutura de Qd(q). A fim de evitar a identificação do sistema, propõe-se a seguir um
método de projeto de Qd(q) onde parte de sua estrutura é definida pelo usuário de acordo
com o desempenho desejado e parte dela é identificada juntamente com a identificação do
controlador C(q, ρ) no método VDFT.
4.3 Critério flexível para o método VDFT
Motivado pelos exemplos anteriores, é possível notar que a escolha do numerador de
Qd(q) é crítica na causalidade e estabilidade do controlador ideal Cd(q). Assim, como
forma de integrar a escolha do modelo de referência para perturbação ao projeto de con-
trolador, este trabalho propõe uma adaptação flexível do método VDFT. Nesta adaptação,
inspirada no trabalho de CAMPESTRINI et al. (2011), parte do numerador de Qd(q) é
deixada livre, de forma que o MRP seja linearmente parametrizado em um vetor de parâ-
metros η:
Qd(q, η) = η
T F¯ (q) (154)
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em que η ∈ Rm e F¯ (q) ∈ R(q)m.
Substituindo (154) em (114), temos que o problema de controle é reescrito por
min
ρ,η
JV DfSISO(ρ, η)
JV DfSISO(ρ, η) ,
N∑
t=1
{
K(q)
[
u(t)− 1
Qd(q, η)
y(t) + C(q, ρ)y(t)
]}2
,
(155)
A fim de apresentar a formulação do método flexível, será considerado que dentro da
classe de controladores C e a estrutura de Qd(q) escolhidas, existe um par {ηV Df , ρV Df}
tal que JV DfSISO(η
V Df , ρV Df ) = 0. Ou ainda, de forma equivalente:
Premissa 4. Existe um par (ρ∗, η∗) tal que
C(q, ρ∗) = Qd(q, η∗)−1 −G(q)−1. (156)
Multiplicando-se (155) por Qd(q, η), define-se
J˜V DfSISO(ρ, η) =
N∑
t=1
{K(q) [Qd(q, η)(u(t) + C(q, ρ)y(t))− y(t)]}2 (157)
em que, sob a Premissa 4, a seguinte igualdade é verdadeira:
arg min
ρ,η
JV DfSISO = arg minρ,η
J˜V DfSISO = (ρ
∗, η∗). (158)
Assim o problema de VDFT com critério flexível pode ser reescrito como
(ρV Df , ηV Df ) = arg min
ρ,η
J˜V DfSISO(ρ, η)
J˜V DfSISO(ρ, η) ,
N∑
t=1
{K(q) [Qd(q, η)(u(t) + C(q, ρ)y(t))− y(t)]}2 .
(159)
O critério (159) é bilinear em η e ρ, logo a solução de (159) pode ser obtida inter-
pretando o problema como uma sequência de problemas de mínimos quadrados (LJUNG,
1999), i.e. com o problema sendo resolvido linearmente para η e ρ de forma alternada:
ηi = arg min
η
J˜V DfSISO(ρ
i−1, η) (160)
ρi = arg min
ρ
J˜V DfSISO(ρ, η
i) (161)
com soluções dadas a cada iteração i por
ηi =
[
N∑
t=1
ξ(t, ρi−1)ξ(t, ρi−1)T
]−1 [ N∑
t=1
ξ(t, ρi−1)K(q, ηi−1)y(t)
]
(162)
ρi =
[
N∑
t=1
χ(t, ηi)χ(t, ηi)T
]−1 [ N∑
t=1
χ(t, ηi)(K(q, ηi)(y(t)−Qd(q, ηi)u(t)))
]
(163)
onde
ξ(t, ρi−1) = K(q, ηi−1)F¯ (q)(u(t) + C(q, ρi−1)y(t)) (164)
χ(t, ηi) = K(q, ηi)Qd(q, η
i)C¯(q)y(t). (165)
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Assim como para o problema clássico VDFT, o filtro K(q) é uma variável de pro-
jeto importante que aproxima o formato da função custo J˜V DfSISO(ρ, η) da função custo do
problema de controle por modelo de referência, aqui reescrita usando o modelo MRP
flexível:
JDM(ρ, η) , E¯[(Qd(q, η)−Q(q, ρ))d(t)]2. (166)
A solução proposta acima se dá de forma iterativa e garante-se sua convergência para
um mínimo local (LJUNG, 1999). Apesar da solução iterativa por mínimos quadrados, o
método VDFT flexível permanece sendo do tipo não-iterativo, no sentindo em que apenas
um experimento precisa ser realizado para sintonizar o controlador linear.
4.3.1 Sobre a escolha do filtro K(q)
Note que o critério J˜V DfSISO(ρ, η) é obtido a partir da multiplicação da função custo
JV DfSISO(ρ, η) por Qd(q, η). Isso faz com que a formulação do filtro ótimo K(q) seja di-
ferente do caso VDFT clássico. De fato, para o critério J˜V DfSISO, filtro ótimo no domínio
frequencial é obtido por
|K(ejω)|2 = |Q(ejω, ρ)|2Φd(ω)
Φy(ω)
, ∀ω ∈ [−pi, pi]. (167)
Deduz-se a expressão acima a partir da análise frequencial das funções custo
JDM(ρ, η) =
1
2pi
∫ pi
−pi
∣∣Q(ejω, ρ)∣∣2 ∣∣Qd(ejω, η)∣∣2 ∣∣C(ejω, ρ)− Cd(ejω, η)∣∣2 Φd(ω)dω,
(168)
J˜V DfSISO(ρ, η) =
1
2pi
∫ pi
−pi
∣∣K(ejω)∣∣2 ∣∣Qd(ejω, η)∣∣2 ∣∣C(ejω, ρ)− Cd(ejω, η)∣∣2 Φy(ω)dω.
(169)
Se a aproximação Φy(ω) ≈ Q(ejω, ρ)Φd(ω) for válida, pode-se eliminar o filtro K(q)
da formulação (K(q) = 1) em uma escolha prática. A aproximação implica em que os da-
dos experimentais de saída y(t) sejam coletados em malha fechada, com comportamento
dado por Q(q, ρ), para uma excitação à perturbação de carga d(t). Perceba que d(t) vem
do critério JDM(ρ), e portanto representa o tipo de sinal que deve ser rejeitado. Assim, a
escolha K(q) = 1 será ótima apenas quando o comportamento em malha fechada inicial
for próximo do comportamento obtido da sintonia com o método VDFT flexível. Esta
hipótese porém é pouco realista, já que normalmente deseja-se obter um desempenho em
perturbação final superior ao desempenho da malha fechada inicial.
A fim de remediar este problema de otimalidade da escolha de K(q), sugere-se em
BORDIGNON; CAMPESTRINI (2018) que, uma vez sintonizado o primeiro controlador
C(q, ρ1) pelo método VDFT flexível com K(q) = 1, o procedimento seja repetido para
um segundo experimento agora com C(q, ρ1) em malha fechada. Dessa forma, obtém-se
um primeiro comportamento Q(q, ρ1), mais próximo do desejado Qd(q, η1). O segundo
experimento é então realizado com uma dinâmica em perturbação inicial Q(q, ρ1) pare-
cida com a que se deseja, logo é normal que ela também seja próxima da dinâmica sinto-
nizada no segundo passo do método VDFT flexível, i.e. Q(q, ρ1) ≈ Qd(q, η2) ≈ Q(q, ρ2).
Consequentemente, a escolha K(q) = 1 tende a se aproximar da escolha ótima. É im-
portante, dessa forma, que os dados sejam coletados em malha fechada, a fim de que esse
projeto de controle pelo método VDFT flexível em dois passos funcione no sentido de
aproximar K(q) = 1 da escolha ótima.
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Essa estratégia é igualmente recomendável na aplicação do método VDFT clássico,
que, como visto na seção 3.4, também depende da aproximação Φy(ω) ≈ Q(ejω, ρ)Φd(ω)
para que a escolha do filtro K(q) = Qd(q) aproxime-se da escolha ótima. Nesse caso,
sugere-se que se realize um primeiro experimento com a malha fechada inicial e filtro
K(q) = Qd(q). Uma vez sintonizado o primeiro controlador C(q, ρ1), repete-se o método
VDFT para um segundo experimento em malha fechada com C(q, ρ1), novamente utili-
zando o filtro K(q) = Qd(q), que nesta segunda iteração do método tende a aproximar-se
do filtro ótimo.
Pode-se inclusive escolher diferentes polos para as estruturas de Qd(q, η1) e Qd(q, η2)
em uma abordagem tipo controle cauteloso (BAZANELLA et al., 2008). Nela, busca-se
alcançar o comportamento desejado de forma gradual, com modelos de referência inter-
mediários, de forma que o salto de desempenho entre malha fechada operante e malha
fechada desejada não seja muito brusco.
Nos exemplos SISO aqui desenvolvidos, foi mantida a escolha K(q) = Qd(q) do
método VDFT clássico. No entanto, para o caso multivariável visto no capítulo 5 esta
escolha é revista de acordo com o desenvolvimento produzido acima.
4.3.2 Instruções de projeto de Qd(q, η)
Agora utilizando o método VDFT flexível desenvolvido acima, é possível identificar
parte do numerador de Qd(q, η) juntamente com os parâmetros do controlador C(q, ρ).
Assim sendo, as únicas variáveis de projeto passam a ser o grau relativo de Qd(q), o
número de parâmetros livres em seu numerador m, os polos de Qd(q) e a parte fixa de seu
numerador.
Com o objetivo de guiar estas escolhas, é proposto um conjunto de diretivas para
selecionar a estrutura de Qd(q, η) de forma que o controlador ideal se situe próximo da
classe de controladores C disponível. Estas diretivas são as seguintes:
1. Conhecer o número de zeros de fase não-mínima do processo G(q), chamado de
Deg(nG+(q)), e seu grau relativo Γ(G(q)).
2. Escolher l zeros fixos de Qd(q, η), de acordo com o tipo de perturbação a ser rejei-
tada, e.g. para rejeitar perturbações tipo degrau um zero deve ser fixo em 1.
3. Determinar a ordem de Qd(q, η):
Deg(dQd(q, η)) = 2{Γ(G(q)) + Deg(nG+(q))}+ l − 1. (170)
4. Definir os polos de Qd(q, η) de acordo com a dinâmica de rejeição à perturbação
desejada.
5. Determinar o número de parâmetros livres em nQd(q, η):
m = Deg(dQd(q, η))− Γ(G(q))− l + 1. (171)
Exemplo 6. Retomando o sistema G1(q) dos exemplos 3 e 4, será utilizado o método de
VDFT flexível como descrito anteriormente e serão seguidas as diretivas de projeto da
estrutura de Qd(q, η).
1. Assume-se que algumas informações sobre o sistema estão disponíveis: seu grau
relativo Γ(G(q)) = 2 e o número de zeros de fase não-mínima Deg(nG+(q)) = 0.
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2. Deseja-se que a malha fechada rejeite perturbações do tipo degrau, dessa forma
será fixado um zero em 1 (l = 1).
3. Utilizando (170), tem-se que o denominador deQd(q) tem ordem Deg(dQd(q, η)) =
4.
4. Assim como no exemplo 4, os quatro polos serão fixados em 0.6, o que resulta
aproximadamente em um tempo de acomodação de 23 amostras.
5. O número de parâmetros livres no numerador de Qd(q) é escolhido segundo (171)
e resulta em m = 2.
Dessa forma a estrutura de Qd(q, η) é projetada como
Qd(q, η) =
[
η1 η2
] [ q(q−1)
(q−0.6)4
(q−1)
(q−0.6)4
]
. (172)
Utilizando o método VDFT com modelo de referência flexível dado por (172) e classe
de controladores PID, obtêm-se os seguintes resultados:
Qd(q, η3) =
0.10087(q − 1)(q − 0.2241)
(q − 0.6)4 (173)
C(q, ρ3) =
2.2355(q − 0.3351)(q − 0.7801)
q(q − 1) (174)
Note que os resultados são muito próximos dos obtidos no exemplo 4, porém agora
apenas um conjunto de dados é utilizado para sintonizar o controlador PID e simultane-
amente identificar o melhor modelo de referência Qd(q, η).
Figura 10: Comparação entre comportamento desejado Qd(q, η3) (173) e obtido com o
controlador C(q, ρ3) (174).
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Exemplo 7. Reconsidere o sistema de fase não-mínima G2(q) empregado no exemplo
5. Utilizando a sequência de diretivas sugeridas para escolha de Qd(q, η), chega-se à
seguinte estrutura de modelo MRP flexível:
Qd(q, η) =
[
η1 η2 η3
] 
q2(q−1)
(q−0.6)4
q(q−1)
(q−0.6)4
(q−1)
(q−0.6)4
 (175)
em que Deg(dQd(q)) = 4, utilizando (170) e assumindo que o número de zeros de fase
não-mínima é conhecido Deg(nG+(q)) = 1. Além disso, foi empregada a expressão (171)
a fim de determinar o número de parâmetros livres do numerador de Qd(q, η), m = 3.
Aplicando o algoritmo de VDFT flexível ao problema de sintonia de um PID com o
modelo MRP flexível em (175), obtêm-se os seguintes resultados:
Qd(q, η4) =
0.068235(q − 1)(q − 1.206)(q + 1.675)
(q − 0.6)4 (176)
C(q, ρ4) =
−7.2039(q − 0.6287)(q − 0.7381)
q(q − 1) . (177)
O comportamento em malha fechada obtido no atual exemplo pode ser visto na Figura
11, juntamente com o comportamento desejado representado por Qd(q, η4).
Figura 11: Comparação entre comportamento desejado Qd(q, η4) (176) e obtido com o
controlador C(q, ρ4) (177).
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Os resultados obtidos assemelham-se aos do exemplo 5, especialmente comparando-
se os ganhos dos controladores sintonizados. No entanto, no exemplo 5 foi assumido
conhecimento completo do modelo paramétrico de G(q), enquanto que no atual exemplo,
apenas o grau relativo do processo e o número de zeros de fase não-mínima são conhe-
cidos. Um experimento em malha fechada é igualmente necessário para a realização
do método VDFT, no entanto dispensa-se a identificação do modelo G(q) como passo
intermediário do projeto de controle.
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O método VDFT com critério flexível apresentado permite melhorar a correspondên-
cia entre desempenho desejado e desempenho resultante do controlador sintonizado pelo
método. Essa característica é relevante a fim de evitar cenários como o do exemplo 3
em que a sintonia do controlador resulta desastrosa e muito distante do que se buscava.
Porém esta não é a única função resultante da estratégia flexível. O fato de ser possível
aproximar com maior exatidão um modelo de referência para perturbação, cuja parame-
trização é conhecida pelo usuário, faz com que esta informação possa ser utilizada em
uma estrutura de controle avançado.
A seguir, é explorado um cenário de projeto de controle em que uma estrutura mista é
empregada: uma malha sintonizada por método baseado em dados e uma malha de con-
trole preditivo são associadas em uma estrutura dita hierárquica. O aspecto interessante
desta estrutura é que o seu projeto é integralmente realizado baseando-se em dados cole-
tados do processo, o que evita a necessidade de se identificar seu modelo paramétrico em
uma etapa de projeto dedicada. Será visto que o critério modificado flexível do método
VDFT tem papel importante na viabilidade dessa estratégia de controle.
4.4 Aplicação em uma estrutura de controle hierárquica
Considere um sistema G(q) de modelo matemático desconhecido. Deseja-se projetar
um controlador C do tipo realimentação de saída que satisfaça a uma série de critérios de
desempenho. O diagrama da malha fechada deste sistema pode ser visto na Figura 12.
Figura 12: Diagrama do processo G(q) em malha fechada.
C G(q)
w(t) +uc(t) u(t)
d(t)
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−
O controlador C deve rejeitar o sinal de perturbação de entrada d(t) da forma mais
rápida possível. Ao mesmo tempo deseja-se que a saída do sistema y(t) siga em malha
fechada o sinal de referência w(t) com erro nulo em regime permanente. Além disso, o
projeto de controle deve levar em consideração as restrições operacionais do sistema.
Como visto anteriormente, métodos de controle preditivo têm excelentes resultados
em aplicações onde alto desempenho é necessário. Da mesma forma, uma das vanta-
gens de se utilizar um controlador tipo MPC é a de poder incluir facilmente restrições na
formulação do problema de otimização. No entanto, a fim de satisfazer a essas especi-
ficações de desempenho, usualmente o projeto é realizado com base em um modelo que
caracteriza de forma suficientemente exata a dinâmica do processo.
Diante da indisponibilidade de tal modelo, propõe-se uma solução de controle em
cascata, ou ainda de controle hierárquico, assim como apresentado em PIGA; FORMEN-
TIN; BEMPORAD (2017) para um problema de seguimento de referência de um sistema
LPV. A estrutura hierárquica de controle proposta por PIGA; FORMENTIN; BEMPO-
RAD (2017) é formada por duas malhas de controle: uma malha interna composta de
um controlador LPV projetado utilizando apenas dados coletados do processo que visa a
aproximar em malha fechada um modelo de referência; e uma malha externa de controle
preditivo, onde o modelo da malha interna empregado é tomado como sendo idêntico ao
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modelo de referência escolhido no projeto do controlador interno. Dessa forma, a ma-
lha interna baseada em dados ocupa-se de estabilizar o sistema e fornecer um modelo à
malha externa preditiva, que se encarrega dos critérios de performance e das restrições
entrada-saída.
A ideia é interessante, porém o trabalho em questão não investiga a possibilidade de
haver diferenças significativas entre o modelo de referência e o comportamento atingido
pelo controlador LPV baseado em dados, apesar de reconhecer a dificuldade em escolher
o modelo de referência sem conhecimento prévio do modelo do processo. De fato esse
aspecto é crítico para a operação da estrutura como um todo, ainda mais considerando
uma malha de controle preditivo clássico em que não se consideram incertezas no modelo
utilizado.
Neste trabalho a estrutura hierárquica de (PIGA; FORMENTIN; BEMPORAD, 2017)
é adaptada ao problema de rejeição à perturbação de entrada. Neste contexto, as malhas
internas e externas são projetadas da seguinte forma:
Malha interna – Visto que o problema é voltado à rejeição em perturbação, é em-
pregado o método Virtual Disturbance Feedback Tuning para a sintonia de parâmetros do
controlador linear C(q, ρ). Neste método, como já visto na seção 3.4, um modelo de refe-
rência para perturbação é especificado Qd(q), que caracteriza o desempenho desejado em
perturbação. Uma estrutura fixa de controlador é empregada em sua formulação clássica
(ECKHARD; CAMPESTRINI; BOEIRA, 2018), e seus parâmetros são sintonizados de
forma a aproximar Qd(q) em malha fechada. O controlador sintonizado C(q, ρ) resulta
em um comportamento da malha interna indicado porM na Figura 13.
Malha externa – A malha externa é projetada como um controlador GPC, que leva
em consideração um modelo aproximado da malha interna Mˆ para predizer seu compor-
tamento. Este modelo aproximado é baseado no modelo de referência para perturbação
Qd(q) escolhido durando o projeto da malha interna.
A Figura 13 mostra o diagrama de controle hierárquico descrito acima.
Figura 13: Diagrama da estrutura hierárquica.
MPC C(q, ρ) G(q)
w(t) r(t) + u(t)
d(t) ν(t)
+ y(t)
−
M
Note que a estrutura hierárquica de controle proposta não é equivalente a uma estraté-
gia de controle em cascata. Isso porque, nesse caso, ambas as malhas de controle medem
a mesma variável de processo y(t), como pode ser visto na Figura 13, ao contrário do
controle em cascata, em que se empregam pontos de medição adicionais para melhorar o
desempenho da malha diante de dinâmicas lentas e atrasos longos do processo.
Além disso, o desempenho global da malha fechada não é afetado significativamente
pelo desempenho da malha interna. Na verdade, desde que o modelo estimado da malha
interna seja suficientemente próximo do seu real comportamento, i.e. Mˆ ≈M, a camada
de controle preditivo clássico é capaz de lidar com requisitos globais de alto desempenho.
Nos exemplos aqui desenvolvidos, não se utiliza uma abordagem robusta para o ajuste do
controlador preditivo, o que poderia contribuir para reduzir a dependência do controla-
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dor em relação à qualidade do modelo. Dessa forma, considerando a abordagem clássica
escolhida, é essencial neste contexto de aplicação que o modelo de referência para per-
turbação Qd(q) seja alcançável e que o método VDFT possa sintonizar um controlador
C(q, ρ) que seja próximo do controlador ideal Cd(q), visto em (87).
Diante da necessidade de alcançar comportamento desejado representado por Qd(q),
a estratégia de VDFT com critério flexível ganha relevância. Nessa aplicação, este traba-
lho propõe que o controlador interno baseado em dados seja sintonizado com o método
VDFT com MRP flexível Qd(q, η). Dessa forma, evita-se uma má escolha de MRP que
resulta em um controlador sintonizado muito distinto do ideal. A seguir são descritas as
características de projeto da estrutura hierárquica: a sintonia da malha interna com o mé-
todo VDFT flexível e a adaptação da formulação GPC para o modelo ARX considerando
a presença de perturbações mensuráveis.
4.4.1 Malha interna: Virtual Disturbance Feedback Tuning com critério flexível
O método Virtual Disturbance Feedback Tuning é um método de controle por modelo
de referência para perturbação, conforme já visto na seção 3.4. Na seção 4.3, foi vista a
adaptação do critério de otimização do mesmo para sintonia do controlador e identificação
parcial do modelo MRP. A fim de realizar o projeto da malha interna de controle com o
método VDFT flexível, o usuário deve seguir os seguintes passos:
1. Realizar um experimento em malha fechada, com controlador inicial C(q, ρ0), onde
o sinal de perturbação d(t) é excitado;
2. Se o ruído for importante em relação ao sinal medido, deve-se realizar um segundo
experimento idêntico ao primeiro, a fim de se gerar uma variável instrumental;
3. Especificar a estrutura do modelo de referência flexível para perturbação Qd(q, η),
de acordo com as instruções vistas na seção 4.3;
4. Encontrar a solução ρV Df e ηV Df para o problema utilizando (161) e (160).
O método VDFT fornece então um modelo de referênciaQd(q, ηV Df ) juntamente com
um controladorC(q, ρV Df ). Este modelo é então usado para representar o comportamento
da malha interna como modelo estimado Mˆ.
4.4.2 Malha externa: controlador preditivo
O modelo Qd(q, ηV Df ), identificado no método de controle VDFT, é utilizado como
modelo estimado para o comportamento da malha interna em perturbação. Para represen-
tar o comportamento relativo à referência, define-se a função de transferência
Tˆ (q) , Qd(q, ηV Df )C(q, ρV Df ) (178)
que depende igualmente do controlador sintonizado pelo método.
Tendo o modelo aproximado da malha interna, é possível implementar a malha externa
preditiva que se baseia neste modelo para realizar as predições do comportamento futuro
do sistema. Note que o modelo estimado não é fruto da identificação paramétrica da
função de transferência do sistema em questão. Ele é na verdade resultado da sintonia
do controlador interno pelo método VDFT, e sua qualidade em representar o sistema é
influenciada pelas escolhas do projeto do controlador por VDFT.
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4.4.2.1 Reformulação do controlador GPC
A malha externa da estrutura será projetada como um controlador preditivo GPC, cuja
formulação é apresentada na seção 2.5.2. Uma das particularidades desse controlador é
a utilização do modelo CARIMA conforme visto em (38). O emprego desse modelo é
justificado pela ação integral associada ao termo de média móvel, que é considerada mais
apropriada para representar perturbações não-estacionárias, mais frequentes em aplica-
ções industriais (CLARKE; MOHTADI; TUFFS, 1987).
Ao longo deste trabalho, no entanto, será considerado o cenário em que perturba-
ções de saída se dão na forma de processos estacionários, inclusive sendo esse o cenário
dos experimentos realizados em uma planta de nível ao final deste trabalho. Nesse caso,
não convém empregar o modelo CARIMA, mas sim o modelo CARMA (Controlled-
autoregressive moving-average) ou ARMAX (Auto-regressive moving-average with exo-
genous input), que é escrito na forma
A(q)y(t) = B(q)r(t) + C(q)ε(t) (179)
com as matrizes polinomiais A(q), B(q) e C(q) dadas por (39), (40) e (41), respectiva-
mente. Note que a variável de controle do MPC dentro da estrutura hierárquica é agora o
sinal de referência da malha interna r(t). Além disso, da dificuldade em estimar o termo
de média móvel C(q) este é considerado como C(q) = In, resultando no modelo ARX
A(q)y(t) = B(q)r(t) + ε(t). (180)
Além disso, no contexto da estrutura hierárquica de controle, assume-se que o vetor
de perturbações de carga d(t) é mensurável. Dessa forma, o modelo do comportamento
da malha interna deve levar em conta explicitamente estes sinais, na forma
A(q)y(t) = B(q)r(t) +D(q)d(t) + ε(t) (181)
com
D(q) = D0 +D1q
−1 + · · ·+Dndq−nd . (182)
Da mesma forma que o preditor para o modelo CARIMA, desenvolvido na seção
2.5.2, é deduzida a seguir a fórmula matemática do preditor para o modelo ARX com
sinal de perturbação mensurável, visto em (181). O objetivo novamente é o de expressar o
conjunto de sinais de saída futuros do sistema em função da informação passada dos sinais
de entrada e saída e do conjunto de ações de controle futuras, que devem ser determinados
através da solução do problema de otimização em (67).
O preditor ótimo de j passos de avanço, calculado no instante t com informação cole-
tada até t, é expresso por
yˆ(t+ j|t) = B(q)r(t+ j) +D(q)d(t+ j) + [In − A(q)] y(t+ j) (183)
que pode ser reescrito como
yˆ(t+ j|t) =B1r(t+ j − 1) + · · ·+Bnbr(t+ j − nb) +D0d(t+ j) + . . .
+Dndd(t+ j − nd)− A1y(t+ j − 1)− · · · − Anay(t+ j − na) (184)
A seguir, é desenvolvida a fórmula do preditor para alguns passos j, sendo o primeiro
deles j = 1. Para fins de visualização, utilizou-se negrito para indicar os termos futuros
de r(t) e d(t).
yˆ(t+ 1|t) =B1r(t) + · · ·+Bnbr(t+ 1− nb) +D0d(t+ 1) + . . .
+Dndd(t+ 1− nd)− A1y(t)− · · · − Anay(t+ 1− na). (185)
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Faz-se o mesmo para j = 2:
yˆ(t+ 2|t) = B1r(t+ 1) +B2r(t) + · · ·+D0d(t+ 2) +D1d(t+ 1) + . . .
− A1yˆ(t+ 1|t)− · · · − Anay(t+ 2− na) (186)
= B1r(t+ 1) + (B2 −A1B1)r(t) +D0d(t+ 2) + (D1 −A1D0)d(t+ 1) + . . .
(187)
e para j = 3:
yˆ(t+ 3|t) = B1r(t+ 2) +B2r(t+ 1) +B3r(t) + · · ·+D0d(t+ 3)
+D1d(t+ 2) +D2d(t+ 1) + · · · − A1yˆ(t+ 2|t)− A2yˆ(t+ 1|t)
− · · · − Anay(t+ 3− na) (188)
= B1r(t+ 2) + (B2 −A1B1)r(t+ 1) + (B3 −A1B2 +A21B1
−A2B1)r(t) +D0d(t+ 3) + (D1 −A1D0)d(t+ 2) + (D2 −A1D1
+A21D0 −A2D0)d(t+ 1) + . . . (189)
Definindo-se H1 = B1, H2 = B2 − A1B1 e H3 = B3 − A1B2 + A21B1 − A2B1, e
Hd0 = D0, Hd1 = D1 − A1D0 e Hd2 = D2 − A1D1 + A21D0 − A2D0, as seguintes
equivalências são verdadeiras:
Hkr(t) = H
(1)
k r1(t) +H
(2)
k r2(t) + · · ·+H(n)k rn(t) (190)
Hdkd(t) = Hd
(1)
k d1(t) +Hd
(2)
k d2(t) + · · ·+Hd(n)k dn(t) (191)
para todo k, em que se considera que r(t) = [r1(t) . . . rn(t)]T e igualmente que d(t) =
[d1(t) . . . dn(t)]
T .
Note que o termo H(i)k corresponde ao vetor da resposta impulsiva do sistema (refe-
rente às n saídas) no instante t + k a um impulso aplicado à entrada ri(t) no instante t.
De forma análoga, Hd(i)k corresponde ao vetor da resposta impulsiva do sistema no ins-
tante t+ k para um impulso aplicado à perturbação di(t) no instante t. As dimensões das
matrizes Hk e Hdk são dadas por Hk, Hdk ∈Mn,n(R).
Assim, é possível reescrever a expressão do preditor da seguinte forma, considerando
um horizonte de controle Nu:
yˆ(t+ j|t) = [ Hj . . . Hj−Nu+1 ] r+ [ Hdj . . . Hdj−Np+1 ]d+ f(t+ j) (192)
com
r =
[
r(t)T r(t+ 1)T . . . r(t+Nu − 1)T
]T (193)
d =
[
d(t+ 1)T d(t+ 2)T . . . d(t+Np)
T
]T (194)
e a resposta livre f(t+ j) pode ser calculada iterativamente como
f(t+ j) = (In − A(q))f(t+ j) +B(q)r(t+ j) +D(q)d(t+ j) (195)
com f(t) = y(t), r(t+ j) = 0,∀j ≥ 0 e d(t+ j) = 0,∀j > 0.
Para um sistema discreto linear, a resposta impulsiva em um dado instante pode ser
obtida através da diferença entre dois coeficientes consecutivos da resposta ao degrau, de
forma que
Hj =Sj − Sj−1 (196)
Hdj =Sdj − Sdj−1 (197)
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para todo j, em que a matriz Sj representa o conjunto de vetores da resposta ao degrau do
sistema no instante t + j para um degrau aplicado a cada uma das entradas do vetor r(t)
no instante t, e da mesma forma Sdj , à resposta ao degrau do sistema no instante t + j
para um degrau aplicado a cada uma das perturbações do vetor d(t).
Por fim, a expressão do preditor em (192) é reformulada como
yˆ(t+ j|t) = [ Sj . . . Sj−Nu+1 ] r˜+ [ Sdj . . . Sdj−Np+1 ] d˜+ f ′(t+ j) (198)
com
r˜ =
[
∆r(t)T ∆r(t+ 1)T . . . ∆r(t+Nu − 1)T
]T
, (199)
d˜ =
[
∆d(t+ 1)T ∆d(t+ 2)T . . . ∆d(t+Np)
T
]T
. (200)
O vetor f ′(t + j) ∈ Rn, representa o vetor de resposta livre do sistema prevista para o
instante t+ j, que pode ser calculado iterativamente como
f ′(t+ j) = (In − A(q))f ′(t+ j) +B(q)∆r(t+ j) +D(q)∆d(t+ j) (201)
considerando f ′(t) = y(t), r(t+ j) = r(t− 1) e d(t+ j) = d(t),∀j ≥ 0.
A manipulação algébrica desenvolvida acima serve para derivar a seguinte formulação
para o vetor de saídas futuras do sistema ao longo do horizonte de predição t ∈ [1, Np]:
y = Gr˜+Gdd˜+ f
′ (202)
em que
f ′ =
[
f ′(t+ 1)T f ′(t+ 2)T . . . f ′(t+Np)T
]T
, (203)
G =

S1 0 . . . 0
S2 S1 0
...
...
SNp SNp−1 . . . SNp−Nu+1
 , Gd =

Sd0 0 . . . 0
Sd1 Sd0 0
...
...
SdNp−1 SdNp−2 . . . Sd0
 .
(204)
As dimensões dos vetores e matrizes indicados acima são dadas por y ∈ Rn×Np , f ′ ∈
Rn×Np , r˜ ∈ Rn×Nu , d˜ ∈ Rn×Np , G ∈M(n×Np),(n×Nu)(R) e Gd ∈M(n×Np),(n×Np)(R).
É importante notar que, apesar de mensurável, não se tem controle sobre a perturba-
ção de carga d(t). O vetor de perturbações futuras d˜ de modo geral é desconhecido e,
consequentemente, é razoável assumir que ∆d(t+ j) = 0,∀j > 0. Nesse caso, o preditor
é simplificado na forma
y = Gr˜+ f ′. (205)
Substituindo (205) em (67) com u˜ = r˜ e r = w, é possível obter o critério quadrático
JGPC(r˜) = (w −Gr˜− f ′)TR(w −Gr˜− f ′) + r˜TQr˜ (206)
cujo mínimo irrestrito é dado por
r˜∗ = (GTRG+Q)−1GTR(w − f ′) (207)
em que o vetor w representa o vetor de sinais de referência w(t) futuros
w =
[
w(t+ 1)T w(t+ 2)T . . . w(t+Np)
T
]T
. (208)
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4.4.3 Discussão sobre a escolha do modelo estimado
Dentro do contexto da estrutura hierárquica de controle vista na Figura 13, foi visto
que uma boa correspondência entre o comportamento da malha internaM e seu modelo
estimado Mˆ, empregado pelo controlador preditivo externo na representação da malha
interna, é essencial para o bom funcionamento da estrutura. Tendo em vista que o modelo
estimado neste caso é dado pelo modelo de referência para perturbação Qd(q) utilizado
no projeto do controlador interno pelo método VDFT, essa correspondência é traduzida
da seguinte forma: Q(q, ρ) ≈ Qd(q).
Diante da necessidade de aproximar comportamento obtido Q(q, ρ) e comportamento
desejado Qd(q), foi desenvolvido um método VDFT de sintonia de controladores com
modelo MRP flexível assim como instruções para seu projeto. A adição de graus de
liberdade em Qd(q) permite que o controlador ideal Cd(q) seja ajustado de forma a se
aproximar da classe de controladores disponível para sintonia C, fenômeno que pôde ser
visto nos exemplos 6 e 7.
É importante notar que, a não ser em casos muito simples, e.g. em que a planta é de
primeira ordem, dificilmente a Premissa 3 será verdadeira. Isso porque na formulação do
método VDFT (assim como no método VRFT), todos os polos do controlador são fixos,
o que restringe o grupo de modelos de referência alcançáveis pela classe do controlador.
Alguns outros métodos baseados em dados permitem igualmente o posicionamento de
polos do controlador (CAMPESTRINI et al., 2017), o que deve melhorar ainda mais a
aproximação Q(q, ρ) ≈ Qd(q). No entanto, também motivado pela simplicidade de im-
plementação, visto que o problema de otimização do método VDFT é resolvido como
um problema de mínimos quadrados, este trabalho mostra que a escolha do modelo de
referência para perturbação pode influenciar positivamente no alcance do comportamento
desejado, ainda que a Premissa 3 não seja satisfeita. Por consequência essa propriedade
garante que o modelo estimado Mˆ seja representativo da malha de controle interna, evi-
tando assim a necessidade em identificar o modelo paramétrico do processo.
4.5 Exemplo em simulação
Neste exemplo, será explorado o modelo monovariável identificado de uma planta
existente no Laboratório de Sistemas de Controle Automação e Robótica, da Universidade
Federal do Rio Grande do Sul. A mesma planta será posteriormente empregada para
geração de resultados experimentais, e suas características serão melhor exploradas na
seção de Resultados Experimentais.
Exemplo 8. Considere o sistema SISO ilustrado na Figura 14 (BORDIGNON; CAM-
PESTRINI, 2018). O objetivo neste exemplo é o de controlar o nível de líquido do Tanque
inferior, manipulando-se a abertura da válvula pneumática indicada na Figura 14.
São primeiramente apresentadas características gerais de suas variáveis, como por
exemplo o fato de que o sinal de controle u(t), que representa a abertura da válvula, é
dado em porcentagem (%), e que o sinal de saída do sistema y(t), i.e. o nível do tanque,
é dado em centímetros (cm). Além disso, considera-se que o atuador real não responde
idealmente a sinais de controle agressivos, ou seja, a variação da abertura da válvula
tem de ser limitada. Dessa forma, a entrada do sistema está sujeita ao seguinte conjunto
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Figura 14: Diagrama do sistema de controle de nível monovariável.
de restrições:
0% ≤ u(t) ≤ 100% (209)
|∆u(t)| ≤ 5% (210)
em que foi considerado um limite de ±5% na variação do sinal de controle.
Sabe-se que o sistema está sujeito a perturbações de carga de tipo degrau d(t).
Deseja-se dessa forma sintonizar um controlador por realimentação de saída que ate-
nue o efeito destas perturbações sobre a saída do sistema, ao mesmo tempo em que siga
o sinal de referência do sistema, levando em conta a existência das restrições (209) e
(210). Para isso, será projetada a estrutura hierárquica de controle já vista, onde a ma-
lha interna de controle é sintonizada utilizando-se o método VDFT com critério flexível e
a malha externa é projetada como um GPC com modelo de predição ARX.
Para as simulações realizadas, utiliza-se a função de transferência entre a entrada e
a saída do sistema identificada para um tempo de amostragem de Ts = 1 s empregando
um método de identificação tipo caixa cinza (BOEIRA et al., 2018). O resultado é um
modelo linear discreto de segunda ordem:
G(q) =
3.9725× 10−5
(q − 0.9943)(q − 0.9926) . (211)
Note que o modelo linear em (211) representa o comportamento do sistema ao redor
de um dado ponto de operação, escolhido aqui como u(0) = 85 % e y(0) = 30 cm. O
modelo em questão é utilizado apenas para fins de simulação, ao longo do exemplo ele
é considerado desconhecido pelo usuário. Assim, em nenhuma das etapas do projeto de
controle é empregado conhecimento sobre o modelo paramétrico em (211).
O sistema opera inicialmente em malha fechada com o controlador PID
C(q, ρ0) =
43.147(q − 0.9692)(q − 0.9961)
q(q − 1) (212)
que foi sintonizado através do método VRFT com modelo de referência escolhido como
Td(q) =
0.0001
(q − 0.99)(q − 0.99) (213)
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para seguimento de referência. É importante ressaltar que o tempo de acomodação para
rejeição à perturbação é medido à partir do pico da resposta até sua acomodação em re-
gime permanente com 2% de erro. A sintonia acima resulta em um tempo de acomodação
de 581 s e 1248 s para seguimento de referência e rejeição à perturbação respectivamente.
Ora, apesar do rápido modelo de referência escolhido em (213), o comportamento em
perturbação é consideravelmente mais lento.
A fim de sintonizar o controlador interno pelo método VDFT, são seguidas as etapas
de projeto vistas nas seções 4.4.1 e 4.3. O primeiro passo consiste em realizar um ensaio
em malha fechada com um controlador inicial. Este ensaio, coletado com C(q, ρ0), foi
realizado aplicando-se um pulso de amplitude 1% e duração de 1300 s no instante t =
200 s ao sinal de perturbação d(t). O conjunto de dados de entrada e saída do sistema
obtido pode ser visto na Figura 15.
Figura 15: Comportamento obtido em perturbação com o controlador inicial C(q, ρ0)
(212).
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Para fins de comparação, o método VDFT foi implementado usando primeiramente
um modelo de referência para perturbação flexível e, a seguir, um modelo de referência
para perturbação fixo.
Modelo de referência para perturbação flexível:
A seguir, a estrutura do MRP flexível é escolhida como
Qd(q, η) =
[
η1 η2
] [ q(q−1)
(q−0.99)3q
(q−1)
(q−0.99)3q
]
(214)
conforme diretivas vistas na seção 4.3. A fim de projetar Qd(q, η), assume-se que as
seguintes informações sobre o sistema são conhecidas: o grau relativo Γ(G(q)) = 2 e
o número de zeros de fase não-mínima Deg(nG+(q)) = 0. Além disso, deseja-se que
perturbações tipo degrau sejam rejeitadas em malha fechada, logo um zero em 1 deve ser
fixado no numerador de Qd(q, η).
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Por fim, a partir de (170) e (171) deduz-se que o MRP deve ser de quarta ordem, com
2 parâmetros livres em seu numerador. Os polos de Qd(q, η) foram escolhidos de forma
a fornecer em malha fechada um tempo de acomodação de cerca de 680 s (novamente
medido a partir do pico da resposta à perturbação), consideravelmente mais rápido que
aquele obtido com o controlador inicial C(q, ρ0).
Aplicando o método de solução iterativa por mínimos quadrados vista em (160) e
(161), com 500 iterações, obtém-se um primeiro par (ρ1, η1) que resulta em um custo
JDM(ρ1, η1) = 0.0028, calculado com um sinal de perturbação d(t) tipo degrau com
amplitude 1% de duração 1200 s.
Visando reduzir ainda mais o custo JDM(ρ), um segundo experimento em malha fe-
chada é realizado com o controlador sintonizado anteriormente C(q, ρ1). Novamente um
pulso de amplitude 1% é aplicado ao sinal de entrada do processo. O método VDFT
flexível é aplicado ao novo conjunto de dados gerado, resultando no MRP
Qd(q, η2) =
7.2979× 10−5(q − 0.4618)(q − 1)
q(q − 0.99)3 , (215)
e no controlador
C(q, ρ2) =
433.89(q2 − 1.985q + 0.9849)
q(q − 1) (216)
que resulta em um comportamento em malha fechada Q(q, ρ2) muito similar ao desejado
emQd(q, η2), com um custo JDM(ρ2, η2) = 1.4959×10−5, calculado com os dados vistos
na Figura 16.
Figura 16: Comparação entre comportamento desejado Qd(q, η2) (215) e obtido em per-
turbação com o controlador C(q, ρ2) (216).
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Note que no caso de aplicações reais com ruído, os ganhos do controlador C(q, ρ2)
seriam impraticáveis. Porém neste exemplo numérico, o cenário com ruído foi desconsi-
derado para fins de ilustração do projeto do controlador.
Modelo de referência para perturbação fixo:
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Utilizando o mesmo conjunto de dados visto na Figura 15, foi empregado o método
VDFT clássico (ECKHARD; CAMPESTRINI; BOEIRA, 2018), com o seguinte MRP es-
colhido
Qd(q) =
1× 10−4(q − 1)
(q − 0.99)3 (217)
em que se teve o cuidado de manter o mesmo grau relativo da planta Γ(Qd(q)) =
Γ(G(q)). Os polos foram escolhidos de forma semelhante ao caso flexível, para garantir
um tempo de acomodação de cerca de 680 s.
O controlador PID obtido é dado por
C(q, ρ3) =
−27.582(q − 1.089)(q − 0.9959)
q(q − 1) (218)
cujo comportamento em malha fechada para perturbação Q(q, ρ3) resulta em um custo
JDM(ρ3) = 0.845. A comparação entre resultado Qd(q) e obtido Q(q, ρ3) pode ser vista
na Figura 17.
Figura 17: Comparação entre comportamento desejado Qd(q) (217) e obtido em pertur-
bação com o controlador C(q, ρ3) (218).
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O comportamento obtido difere ligeiramente do comportamento desejado traduzido
por Qd(q). De fato, o tempo de acomodação de Q(q, ρ3) é de 913 s, significativamente
superior ao especificado. Essa diferença na resposta obtida possui grande impacto na
boa operação da estrutura hierárquica, em que a malha externa de controle preditivo
emprega o modelo MRP para estimar o futuro comportamento da malha interna.
Por fim, a malha externa é aplicada à malha interna sintonizada com o método VDFT.
Primeiramente, será considerada a malha interna obtida com o controlador C(q, ρ2),
sintonizado com o modelo de referência flexível.
O projeto da malha externa é realizado então como um problema de GPC restrito,
68
enunciado da seguinte forma:
r˜∗ = arg min
r˜
JGPC (219)
s.a.{
0 ≤ C(q, ρ2)(r(t)− y(t)) + d(t) ≤ 100
−5 ≤ C(q, ρ2)(r(t)− y(t)) + d(t)− u(t− 1) ≤ 5
(220)
As restrições em (220) representam as mesmas restrições vistas em (209) e (210).
Note que o problema de otimização é resolvido em relação ao vetor r˜, que representa
os sinais de referência futuros da malha de controle interna. Assim, como as restrições
(209) e (210) se dão sobre o sinal de controle u(t) da malha interna, é realizado um
mapeamento das restrições em relação ao sinal de referência da malha interna r(t).
Além disso, o horizonte de predição e o horizonte de controle são escolhidos como sendo
Np = Nu = 10 e as matrizes de ponderação R = Q = 1.
O controlador GPC emprega como modelo estimado da malha interna as funções de
transferência Qd(q, η2) e Tˆd(q) , C(q, ρ2)Q(q, η2) para caracterizar o comportamento
em perturbação e em referência respectivamente. O resultado obtido em malha fechada
com a estrutura hierárquica completa pode ser visto na Figura 18. A simulação reprodu-
ziu os efeitos de saturação no sinal de controle.
Figura 18: Comparação entre a resposta em malha fechada obtida com o controlador ini-
cialC(q, ρ0) (212), o controlador sintonizado com VDFTC(q, ρ2) (216) e com a estrutura
hierárquica de controle.
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Na Figura 18, são comparados o comportamento em malha fechada inicial com o
controlador sintonizado via método VRFT, o comportamento da malha interna projetada
com o método VDFT flexível e o comportamento da estrutura hierárquica de controle,
associando os método de controle GPC e VDFT.
Considere a função custo definida como
J ,
N∑
t=1
[w(t)− y(t)]2 (221)
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calculada sobre os dados apresentados na Figura 18. O controlador inicialmente sinto-
nizada com o VRFT resulta em um custo J = 181.5, enquanto que apenas a sintonia da
malha interna com o VDFT flexível resulta em J = 84.2. Por fim a estrutura de controle
completa fornece um custo final de J = 25.9.
Agora considere para o projeto da malha interna o controlador visto em (218). Além
disso, tomamos como modelo estimado da malha interna o modelo MRP fixo dado em
(217). Os resultados em malha fechada serão aqui omitidos, no entanto, a malha externa
preditiva, com os mesmo parâmetros de horizonte e de peso que os vistos anteriormente,
falha em fornecer uma solução bem comportada ao problema restrito de otimização.
Como esperado, a estrutura hierárquica com o PID sintonizado com o método VDFT
flexível proposto neste trabalho e a malha externa de GPC resulta em um desempenho
de forma geral superior aos demais controladores. Note que o sucesso dessa estrutura
depende fortemente no fato de o controlador interno alcançar o modelo de referência para
perturbação desejado de forma satisfatória e igualmente do ajuste dos parâmetros de pro-
jeto do controlador GPC. Como visto para o projeto de malha interna com MRP fixo, os
modelos estimados dado por Qd(q) e Tˆd(q) = C(q, ρ3)Qd(q) não representam adequa-
damente o comportamento interno da estrutura, levando a camada de controle preditivo
a falhar em sua operação devido a sua incapacidade de prever corretamente o comporta-
mento do sistema. Isso poderia ser remediado, reprojetando-se o controlador GPC com
outros valores de horizontes Np e Nu e pesos Q e R, a fim de melhorar a sua robustez
diante de incertezas paramétricas.
4.6 Considerações finais
Neste capítulo foi analisada a escolha do modelo MRP no contexto de métodos de
controle por modelo de referência para perturbação e mais especificamente visando o mé-
todo VDFT. Esta análise partiu do estudo da escolha baseada no conhecimento completo
do modelo paramétrico do processo G(q), já desenvolvido na literatura, para propor uma
abordagem baseada em dados e no mínimo conhecimento possível sobre o processo em
si.
A solução proposta introduz o conceito de MRP flexível, em que parte do numerador
de Qd(q) é parametrizado e identificada ao mesmo tempo em que é sintonizado o con-
trolador pelo método VDFT. Dessa forma, é integrada a escolha do modelo de referência
para perturbação ao método de sintonia de controle, evitando assim que essa escolha seja
feita de forma equivocada pelo usuário.
É desenvolvido um conjunto de diretivas para a escolha da estrutura do modelo MRP
flexível, que depende apenas do conhecimento a priori do grau relativo do processo e
de seu número de zeros de fase não-mínima. Seguindo estas instruções de projeto, o
usuário deve escolher apenas o número de zeros fixos e os polos de Qd(q) de acordo
com o desempenho desejado. A estratégia desenvolvida não garante no entanto que o
controlador ideal seja causal para o método VDFT formulado com controlador de polos
fixos: essa característica torna difícil a verificação da Premissa 3, a não ser para processos
simples, e.g. processos de primeira ordem. No entanto, as instruções de projeto aqui
propostas juntamente com o método VDFT com critério flexível desenvolvido fazem com
que o controlador ideal tenha forma mais realista e esteja mais próximo da classe de
controladores considerada.
Além disso, foi desenvolvida uma estrutura hierárquica de controle que associa uma
malha de controlador sintonizada pelo método VDFT flexível e uma malha de contro-
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lador preditivo. Propõe-se que essa estrutura seja projetada utilizando-se apenas dados
experimentais do processo, uma vez que usa-se o resultado da sintonia da malha interna
pelo método VDFT flexível para o projeto da malha externa. Nesse caso, foi escolhido
como método de controle preditivo o algoritmo GPC, reformulado para um modelo ARX
e considerando perturbações mensuráveis.
É importante notar que em aplicações industriais, em que ocorrem perturbações não-
mensuráveis e onde há presença de ruídos de medição, é mais vantajoso manter o projeto
do GPC com o modelo ARIMA (autoregressive integrated moving average) como em
sua formulação clássica (CLARKE; MOHTADI; TUFFS, 1987). O termo integrador do
modelo ARIMA, apesar de prejudicar a sensibilidade da malha de controle em relação a
ruídos, contribui para rejeitar perturbações de carga não mensuráveis tipo degrau e tam-
bém elimina erros em regime permanente quando houver incertezas no ganho estático do
modelo utilizado.
Por fim, neste trabalho buscou-se priorizar o desempenho da malha de controle em
função da rapidez de acomodação das variáveis do processo em regime permanente: as
métricas utilizadas foram então a medida do tempo de acomodação e o custo J , represen-
tativo do desvio da saída do processo em relação ao sinal de referência. Em aplicações no
contexto industrial, devem ser avaliadas igualmente outras métricas como, por exemplo,
a respeito da robustez da malha de controle. Esse aspecto é talvez o mais importante a ser
considerado, uma vez que imprecisões de modelo e constantes perturbações ocorrem em
situações práticas de controle de processos. Um dos índices que devem ser avaliados em
um cenário industrial é o de Máxima Sensibilidade, dada por
MS , max
ω
∣∣S(ejω)∣∣ (222)
que quantifica a amplificação das perturbações de saída como resultado da malha de con-
trole sintonizada. Valores típicos para essa métrica são dados por 1.2 ≤ MS ≤ 2 (SE-
BORG et al., 2011). Além disso, é possível também estimar a Variação Total do sinal de
controle, ou do esforço de controle, definida como
TVu ,
∞∑
t=1
|∆u(t)| (223)
que quantifica a suavidade da ação de controle. De fato, ações de controle mais agressivas
estão frequentemente associadas a sistemas de controle menos robustos.
A avaliação destes índices de robustez, assim como uma análise mais aprofundada so-
bre o compromisso entre robustez e desempenho da resposta à perturbação nas estratégias
de controle desenvolvidas neste trabalho, é deixada para trabalhos futuros. Da mesma
forma, sugere-se como extensão deste trabalho a aplicação de alternativas robustas de for-
mulação do MPC, antecipando incertezas que possam estar contidas no modelo estimado
da malha interna.
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5 MÉTODO VDFT MULTIVARIÁVEL
5.1 Introdução
Neste capítulo é generalizada a formulação VDFT para sistemas multivariáveis de n
entradas e n saídas. A ideia é levar para aplicações MIMO as vantagens do método VDFT
como, por exemplo, o uso de apenas um conjunto de dados coletados do sistema na exe-
cução do método, a solução não-iterativa do problema de otimização e a não polarização
da estimativa sob determinadas condições ideais.
Especifica-se igualmente o comportamento desejado para perturbação em malha fe-
chada, traduzido por uma matriz de transferência denotada igualmente modelo de referên-
cia para perturbação. O controlador é representado nesse caso por uma matriz de n × n
funções de transferência, todas parametrizadas linearmente, de estruturas não necessaria-
mente iguais.
Diante do desafio de escolher o modelo de referência para perturbação multivariável,
são estudadas brevemente as condições para que o controlador ideal associado seja causal.
Esse estudo é a seguir integrado à escolha do MRP flexível na adaptação do método VDFT
MIMO aqui desenvolvida. Nesta adaptação, o critério de otimização torna-se bilinear em
relação aos parâmetros de minimização, tornando o problema menos rígido e facilitando
o alcance do comportamento desejado.
5.2 Formulação multivariável
Com o objetivo de potencialmente empregar o método VDFT em um contexto multi-
variável, sua formulação foi generalizada aqui para um sistema MIMO, com n entradas
e n saídas. Assim como realizado para o método VRFT (CAMPESTRINI et al., 2016),
a formulação VDFT multivariável buscou manter muitas das propriedades do método
monovariável como a parametrização linear do problema, sua solução por mínimos qua-
drados e sua estimativa não-polarizada para o caso ideal.
Dessa forma temos um sistema cuja matriz de transferência
G(q) =
 g11(q) . . . g1n(q)... ...
gn1(q) . . . gnn(q)
 (224)
de dimensão n× n, é desconhecida. Assim como visto em (1), G(q) relaciona os vetores
de entrada u(t) e de saída y(t). Da mesma forma que o sistema SISO, cada uma das n
entradas está sujeita a uma perturbação de carga, representada no vetor d(t). Estes vetores
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são descritos como
u(t) ,

u1(t)
u2(t)
...
un(t)
 , y(t) ,

y1(t)
y2(t)
...
yn(t)
 , d(t) ,

d1(t)
d2(t)
...
dn(t)
 . (225)
No problema de controle multivariável, deseja-se projetar os parâmetros ρ do contro-
lador C(q, ρ), descrito em (6) e (7), de forma a aproximar em malha fechada um modelo
de referência em perturbação Qd(q), que agora é dado por uma matriz de transferência de
dimensão n × n. A lei de realimentação do controlador foi vista em (5), onde o erro de
seguimento de referência será definido como
e(t) = r(t)− y(t) =

e1(t)
e2(t)
...
en(t)
 . (226)
Para fins de visualização, é possível ver na Figura 19 um sistema de 2 entradas e 2
saídas.
Figura 19: Diagrama de malha-fechada para um sistema multivariável de dimensão 2×2.
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Retomando a formulação do método VDFT monovariável vista em (114) (ECKHARD;
CAMPESTRINI; BOEIRA, 2018), é possível adaptá-la ao caso multivariável da seguinte
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forma:
ρV D = arg min
ρ
JV D(ρ)
JV D(ρ) =
N∑
t=1
‖K(q) [u¯c(t) + C(q, ρ)y(t)]‖22
(227)
onde u¯c(t) = u(t)−Qd(q)−1y(t) eK(q) é o filtro multivariável que aproxima os mínimos
de JDM(ρ) e JV D(ρ). Note que u(t) e y(t) correspondem aos sinais medidos do sistema
que constituem o conjunto de dados ZN , coletados durante N instantes do sistema em
malha fechada.
A função JV D(ρ) pode ser reescrita como
JV D(ρ) =
N∑
t=1
∥∥∥∥∥∥∥
 v1(t)...
vn(t)
+
 K11(q) . . . K1n(q)... ...
Kn1(q) . . . Knn(q)

 ρ
T
11C¯11(q) . . . ρ
T
1nC¯1n(q)
...
...
ρTn1C¯n1(q) . . . ρ
T
nnC¯nn(q)

 y1(t)...
yn(t)

∥∥∥∥∥∥∥
2
2
(228)
onde v(t) = K(q)u¯c(t).
Expandindo a multiplicação matricial em (228), temos que
JV D(ρ) =
N∑
t=1
∥∥∥∥∥∥∥
 v1(t)...
vn(t)
+
 K1·(q)C·1(q, ρ·1)y1(t) + · · ·+K1·(q)C·n(q, ρ·n)yn(t)...
Kn·(q)C·1(q, ρ·1)y1(t) + · · ·+Kn·(q)C·n(q, ρ·n)yn(t)

∥∥∥∥∥∥∥
2
2
(229)
onde a notação Ki·(q) representa a i-ésima linha de K(q) e C·j(q, ρ·j), a j-ésima coluna
de C(q, ρ): C·j(q, ρ·j) =
[
ρT1jC¯1j(q) . . . ρ
T
njC¯nj(q)
]T .
A seguir, desenvolvendo (229), tem-se que
JV D(ρ) =
N∑
t=1
∥∥v(t)T + ρT [ A1 . . . An ]∥∥22 (230)
em que
Ax =

Kx1(q)Y1(t)
Kx2(q)Y2(t)
...
Kxn(q)Yn(t)
 Yx =

C¯x1(q)y1(t)
C¯x2(q)y2(t)
...
C¯xn(q)yn(t)
 (231)
Note que JV D(ρ), escrito na forma de (230), é um critério de otimização linear em ρ.
Logo o problema de minimização em (227) pode ser solucionado através do método de
mínimos quadrados e sua solução é dada por
ρV D =

ρ11
...
ρ1n
ρ21
...
ρ2n
...
ρnn

= −
[
N∑
t=1
ϑ(t)ϑ(t)T
]−1 N∑
t=1
ϑ(t)v(t) (232)
onde ϑ(t) =
[
A1 . . . An
]
.
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5.2.1 Caso ideal
A fim de analisar as propriedades de convergência por mínimos quadrados do pro-
blema (227), será primeiramente considerado o caso ideal, em que não há ruído presente
na aquisição de dados, e onde a Premissa 3 é verdadeira. Além disso, considera-se que os
sinais de excitação do sistema u(t) são persistentemente excitantes de ordem p, de forma
que a solução (232) exista e seja única.
Neste caso, a solução ótima de (227) será não-polarizada e resultará no controla-
dor ideal Cd(q), i.e. C(q, ρV D) = Cd(q). Esta conclusão pode ser vista do critério
de otimização JV D(ρ) visto em (227), substituindo-se u¯c(t) = u(t) − Qd(q)−1y(t) e
Qd(q) = [In +G(q)Cd(q)]
−1G(q):
JV D(ρ) =
N∑
t=1
∥∥K(q) [u(t)−G(q)−1 [In +G(q)Cd(q)] y(t) + C(q, ρ)y(t)]∥∥22 (233)
=
N∑
t=1
‖K(q) [u(t)− [u(t) + Cd(q)y(t)] + C(q, ρ)y(t)]‖22 (234)
=
N∑
t=1
‖K(q) [C(q, ρ)− Cd(q)] y(t)‖22 (235)
onde percebe-se que ρ = ρDMd , tal queC(q, ρ
DM
d ) = Cd(q), é o mínimo da função J
V D(ρ)
e JV D(ρDMd ) = 0 independentemente da escolha de filtro K(q).
5.2.2 Caso não-ideal: Cd(q) /∈ C
Agora será considerado o caso em que a Premissa 3 não é verdadeira, i.e. o controla-
dor ideal não é alcançável. Neste caso, não é possível garantir que o mínimo de JV D(q)
seja o mesmo que JDM(q), já que ambas as funções custo possuem formatos distintos.
Uma forma de aproximar o formato dos critérios de otimização, e de alguma forma asse-
gurar que a minimização de JV D(q) resulte no melhor controlador dentro da classe C que
aproxima Qd(q) em malha fechada, é projetando corretamente o filtro K(q).
5.2.3 Projeto de filtro K(q)
Teorema 5. Considere o caso em que N →∞ e as seguintes condições são satisfeitas
1. K(ejω) = Qd(ejω) e
2. Φ1/2y (ω) = Q(ejω, ρ)Φ
1/2
d (ω),
∀ω ∈ [−pi, pi], onde Φd(ω) é o espectro do sinal de perturbação que se quer rejeitar,
Φy(ω), o espectro do sinal de saída coletado, e Φ
1/2
d (ω) e Φ
1/2
y (ω) representam seus
respectivos fatores espectrais. Então JV D(ρ) = JDM(ρ) e por consequência ρV D =
ρDM .
Prova. Considere novamente o critério JDM(q) visto em (86), que pode ser reescrito
como
JDM(ρ) =
N∑
t=1
‖[Sd(q)G(q)− S(q, ρ)G(q)] d(t)‖22 (236)
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onde Sd(q) = [In +G(q)Cd(q)]
−1 e S(q, ρ) é dado por (12). Manipulando algebrica-
mente os termos, tem-se que
JDM(ρ) =
N∑
t=1
∥∥Sd(q)(In − Sd(q)−1S(q, ρ))G(q)d(t)∥∥22 (237)
=
N∑
t=1
∥∥Sd(q)(In − Sd(q)−1S(q, ρ))S(q, ρ)−1S(q, ρ)G(q)d(t)∥∥22 (238)
=
N∑
t=1
∥∥Sd(q)(S(q, ρ)−1 − Sd(q)−1)S(q, ρ)G(q)d(t)∥∥22 (239)
=
N∑
t=1
‖Sd(q)G(q)(C(q, ρ)− Cd(q))S(q, ρ)G(q)d(t)‖22 (240)
=
N∑
t=1
‖Qd(q)(C(q, ρ)− Cd(q))Q(q, ρ)d(t)‖22 (241)
Da mesma forma, considere o critério JV D(ρ) reescrito conforme (235). Quando
N → ∞ é possível empregar o Teorema de Parseval às expressões (241) e (235), de
forma que:
JDM(ρ) =
1
2pi
∫ pi
−pi
Tr
{
Qd(e
jω)(C(ejω, ρ)− Cd(ejω))Q(ejω, ρ)Φ1/2d (ω)
×Φ1/2d (ω)
[
Qd(e
jω)(C(ejω, ρ)− Cd(ejω))Q(ejω, ρ)
]H}
dω (242)
e
JV D(ρ) =
1
2pi
∫ pi
−pi
Tr
{
K(ejω)(C(ejω, ρ)− Cd(ejω))Φ1/2y (ω)
×Φ1/2y (ω)
[
K(ejω)(C(ejω, ρ)− Cd(ejω))
]H}
dω (243)
onde Tr{·} consiste no operador matricial traço e o sobrescrito H indica o conjugado
hermitiano da matriz. Comparando-se (242) e (243), fica claro que se K(ejω) = Qd(ejω)
e Φ1/2y (ω) = Q(ejω, ρ)Φ
1/2
d (ω), então J
DM(ρ) = JV D(ρ).
Do teorema acima, é possível perceber que as condições para que a escolha de K(q)
seja ótima são similares às condições do caso SISO (ECKHARD; CAMPESTRINI; BO-
EIRA, 2018). No entanto, uma escolha prática é sugerida considerando algumas aproxi-
mações que foram retomadas na seção 3.4: o experimento é realizado em malha fechada,
de forma que Φ1/2y (ω) = Q(ejω, ρ0)Φ
1/2
d (ω); assume-se que a malha fechada inicial tem
comportamento Q(ejω, ρ0) próximo da malha fechada obtida usando o método VDFT
Q(ejω, ρ).
5.2.4 Caso com ruído
Mesmo que a Premissa 3 seja verdadeira, a presença de ruído nos dados y(t) e u(t)
coletados do sistema faz com que a estimativa ρV D seja polarizada. Nesse caso, propõe-se
o uso de um método por variável instrumental, em que um segundo sinal y′(t) é construído
de forma que o mesmo seja independente do ruído presente nos dados medidos e ao
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mesmo tempo seja correlacionado com o sinal coletado y(t). A partir dele, a variável
instrumental ζ(t) é construída como
ζ(t) =
[
A′1 . . . A
′
n
]
(244)
e
A′x =

Kx1Y
′
1(t)
Kx2Y
′
2(t)
...
KxnY
′
n(t)
 Y ′x =

C¯x1y
′
1(t)
C¯x2y
′
2(t)
...
C¯xny
′
n(t)
 (245)
Dessa forma, a solução do problema de otimização (227) é adaptada para
ρV DV I = −
[
N∑
t=1
ζ(t)ϑ(t)T
]−1 N∑
t=1
ζ(t)v(t). (246)
A abordagem para lidar com o ruído é muito similar à apresentada para o caso mo-
novariável em (ECKHARD; CAMPESTRINI; BOEIRA, 2018), e as estratégias para es-
colha do sinal y′(t) são exploradas na literatura referente ao método VRFT monovariá-
vel (CAMPI; LECCHINI; SAVARESI, 2003; CAMPI; SAVARESI, 2006; LECCHINI;
CAMPI; SAVARESI, 2002; CAMPESTRINI et al., 2011).
5.3 Sobre a escolha do modelo de referência para perturbação mul-
tivariável
Se a escolha do modelo de referência para perturbação é desafiadora para o caso SISO,
no caso MIMO esta afirmação é ainda mais reforçada. As interações entre malhas dentro
de um sistema multivariável fazem com que o resultado em malha fechada do processo
seja complexo e de difícil visualização.
Neste trabalho será abordada a questão da causalidade do controlador ideal, com a
indicação de algumas condições necessárias para garantir que Cd(q) seja causal. Não será
analisado porém o caso da garantia de estabilidade interna, devido à complexidade do
estudo para o caso multivariável.
5.3.1 Causalidade
O controlador ideal Cd(q) será causal quando
Γ(Cd(q)) ≥ 0. (247)
É possível deduzir relações importantes entre os graus relativos do processo e do MRP,
utilizando-se ferramentas de álgebra tropical. A partir de (87), tem-se que
Γ(Cd(q)) = {adj∗[Qd(q)]− det∗[Qd(q)]}
⊕
{adj∗[G(q)]− det∗[G(q)]} (248)
ou ainda
Γ(Cd(q)) ≥ min {adj∗[Qd(q)]− det∗[Qd(q)], adj∗[G(q)]− det∗[G(q)]} . (249)
Defina Γ(G(q)−1) = (g¯ij) e Γ(Qd(q)−1) = (q¯ij). O controlador ideal será causal se e
somente se
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1. g¯ij ≥ 0 e q¯ij ≥ 0; ou
2. g¯ij < 0, q¯ij = g¯ij e ocorrem cancelamento de g¯ij termos na subtração (Qd(q)−1)ij−
(G(q)−1)ij
∀i, j = 1, . . . , n.
Assim, supõe-se conhecida a matriz de graus relativos Γ(G(q)), da qual se calcula
facilmente Γ(G(q)−1). De acordo com as diretivas acima, escolhe-se o grau relativo da
matriz inversa do MRP, Γ(Qd(q)−1). Invertendo-se Γ(Qd(q)−1), obtém-se finalmente a
matriz de graus relativos Γ(Qd(q)).
O grande desafio é o de garantir que haja cancelamentos entre os termos das matrizes
de transferência inversas (Qd(q)−1)ij e (G(q)−1)ij quando q¯ij = g¯ij .
Exemplo 9. Considere o sistema
G(q) =
[
(q−0.4)
(q−0.9)2
0.5
(q−0.9)
0.6
(q−0.9)
0.2
(q−0.8)
]
(250)
cujas matrizes Γ(G(q)) e Γ(G(q)−1) são dadas por
Γ(G(q)) =
[
1 1
1 1
]
, Γ(G(q)−1) =
[ −1 −1
−1 −1
]
. (251)
Como g¯ij < 0,∀i, j = 1, 2, escolhe-se q¯ij = g¯ij , de forma que
Γ(Qd(q)
−1) =
[ −1 −1
−1 −1
]
, Γ(Qd(q)) =
[
1 1
1 1
]
. (252)
Agora, além de garantir q¯ij = g¯ij , é necessário igualmente assegurar o cancelamento
de gij termos na subtração (Qd(q)−1)ij − (G(q)−1)ij . Fixando os polos de Qd(q) de
acordo com o desempenho desejado, e fixando um zero em 1 para rejeição de perturba-
ções tipo degrau, tem-se que
Qd(q, η) =
[
η11(q−1)
(q−0.7)2
η12(q−1)
(q−0.7)2
η21(q−1)
(q−0.7)2
η22(q−1)
(q−0.7)2
]
(253)
em que ηij são parâmetros livres. Ocorre queQd(q)−1−G(q)−1 resulta em uma função de
transferência causal se η11 = 1, η12 = 0.5, η11 = 0.6 e η22 = 0.2, em que o controlador
ideal é dado por
Cd(q) =
[
1.2(q−0.9)2
(q−1)(q−1.6)
−3.5(q−0.9143)(q−0.9)
(q−1)(q−1.6)
−4.2(q−0.9143)(q−0.9)
(q−1)(q−1.6)
12(q−0.8395)(q−0.9689)
(q−1)(q−1.6)
]
. (254)
Perceba que fixando-se os polos do modelo de referência para perturbação, é possível
manipular os numeradores das funções de transferência que compõem Qd(q) de forma
que Cd(q) seja causal. Motivado por esse fato, será apresentada a flexibilização do cri-
tério de otimização do método VDFT MIMO aqui desenvolvido, de forma que parte dos
numeradores de Qd(q) possa ser identificada juntamente com o projeto de controlador
C(q, ρ).
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5.4 VDFT multivariável com critério flexível
Assim como desenvolvido para o caso monovariável, na seção 4.3, busca-se reformu-
lar o método de sintonia de controle VDFT de maneira a maximizar a correspondência
entre comportamento especificado através do modelo de referência para perturbação Qd
e o comportamento obtido resultado do método em questão. Para isso, o critério de oti-
mização apresentado em (227) é reescrito utilizando-se a ideia de flexibilizar parte do
numerador das funções de transferências que compõem a matriz Qd(q), de forma que
Qd(q, η) =

Qd11(q, η11) Qd12(q, η12) . . . Qd1n(q, η1n)
Qd21(q, η21) Qd22(q, η22) . . . Qd2n(q, η2n)
... . . .
...
Qdn1(q, ηn1) Qdn2(q, ηn2) . . . Qdnn(q, ηnn)
 (255)
com o vetor de parâmetros η ∈ Rh definido como
η =
[
ηT11 η
T
12 . . . η
T
1n η
T
21 . . . η
T
2n . . . η
T
n1 . . . η
T
nn
]T (256)
em que
Qdij(q, ηij) = η
T
ijF¯ij(q), ∀i, j = 1, . . . , n (257)
onde ηij ∈ Rhij e h =
∑
i,j hi,j . Além disso, F¯ij(q) representa um vetor de hij funções
racionais em q.
Substituindo-se Qd(q) por Qd(q, η) em (227), obtém-se
JV Df (ρ, η) =
N∑
t=1
‖K(q) [u(t)−Qd(q, η)−1y(t) + C(q, ρ)y(t)] ‖22. (258)
Nesta formulação, parte do numerador de Qd(q, η) é identificada juntamente aos co-
eficientes do controlador C(q, ρ). A fim de reformular JV Df de maneira que o critério
dependa linearmente dos vetores η e ρ é apresentada a seguinte premissa:
Premissa 5. Existe um par (ρ∗, η∗) tal que JV Df (ρ∗, η∗) = 0, ou seja,
C(q, ρ∗) = Qd(q, η∗)−1 −G(q)−1. (259)
Sob a premissa 5, o critério de otimização em (258) pode ser adaptado em J˜V Df (ρ, η),
resultando no problema de otimização
min
ρ,η
J˜V Df (ρ, η)
J˜V Df (ρ, η) =
N∑
t=1
‖Qd(q, η)u(t)− y(t) +Qd(q, η)C(q, ρ)y(t)‖22
(260)
obtido através da aproximação do filtro K(q) de forma que K(q) = Qd(q, η). Note que
a parametrização de Qd(q, η), torna o critério J˜V Df bilinear em ρ e η, cuja solução pode
ser dada de forma iterativa utilizando o método de mínimos quadrados, de forma análoga
à vista para o caso monovariável, visto na seção 4.3. Nesse caso, sob a premissa 5, segue
que
arg min
ρ,η
JV Df (ρ, η) = arg min
ρ,η
J˜V Df (ρ, η) = (ρ∗, η∗). (261)
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Dessa forma, o problema deve ser resolvido de forma alternada para o vetor η e ρ para
cada iteração i:
ηi = arg min
η
J˜V Df (ρi−1, η) (262)
ρi = arg min
ρ
J˜V Df (ρ, ηi) (263)
e a expressão de ambas as soluções ηi e ρi é desenvolvida a seguir em detalhe. Note que
a resolução do problema de otimização demanda que um dos vetores seja inicializado
com uma condição inicial. Considerando que os experimentos para o método VDFT
são coletados em malha fechada, com um controlador inicial C(q, ρ0), o vetor ρ será
inicializado com ρ0 = ρ0.
A seguir são desenvolvidas as soluções irrestritas vistas em (262) e (263).
5.4.1 Solução para η
O problema (260) pode ser visto como sendo linear em ηi, considerando-se o vetor
ρi−1 como fixo em uma dada iteração i. Para simplificar a notação utilizada, os índices
referentes à iteração i serão omitidos. Reescrevendo o critério J˜V Df de forma a por em
evidência a variável η, tem-se que
J˜V Df (η) =
N∑
t=1
‖Qd(q, η) [u(t) + C(q, ρ)y(t)]− y(t)‖22. (264)
Definindo α(t) = C(q, ρ)y(t) + u(t), a expressão em (264) pode ser expandida ma-
tricialmente para um cenário multivariável de ordem n conforme
J˜V Df (η) =
N∑
t=1
∥∥∥∥∥∥∥
 η11F¯11(q) . . . η1nF¯1n(q)... ...
ηn1F¯n1(q) . . . ηnnF¯nn(q)

 α1(t)...
αn(t)
−
 y1(t)...
yn(t)

∥∥∥∥∥∥∥
2
2
(265)
=
N∑
t=1
∥∥∥∥∥∥∥
 η11F¯11(q)α1(q) + · · ·+ η1nF¯1n(q)αn(q)...
ηn1F¯n1(q)α1(q) + · · ·+ ηnnF¯nn(q)αn(q)
−
 y1(t)...
yn(t)

∥∥∥∥∥∥∥
2
2
. (266)
O desafio agora é o de reescrever (266) de forma que a expressão de J˜V Df seja linear
em η, a fim de que o problema possa ser solucionado pelo método de mínimos quadrados.
A seguinte representação de J˜V Df é obtida:
J˜V Df (η) =
N∑
t=1
∥∥y(t)T − ηTAh∥∥2
2
(267)
em que a matriz Ah é definida como
Ah =

F¯11(q)α1(t) . . . 0
...
...
F¯1n(q)αn(t) 0
... . . .
...
0 F¯n1(q)α1(t)
...
...
0 . . . F¯nn(q)αn(t)

(268)
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Retomando o índice de iteração i, a solução do problema de mínimos quadrados em
(264) em relação a ηi é então obtida por
ηi =
[
N∑
t=1
ϑh(t, ρ
i−1)ϑh(t, ρi−1)T
]−1 N∑
t=1
ϑh(t, ρ
i−1)y(t) (269)
em que ϑh(t, ρi−1) = Ah, comAh definida em (268) e α(t) = C(q, ρi−1)y(t)+u(t). Note
que a dimensão de ϑh(t, ρi−1) é definida por ϑh(t, ρi−1) ∈M(h,n)(R).
A fim de melhor condicionar o problema de otimização (260), sugere-se empregar a
restrição
Qd(1, η)C(1, ρ
i−1) = In (270)
na solução iterativa para η, que estabelece que o comportamento desejado aproximado
para referência Tˆ = Qd(q, η)C(q, ρ) deve ter erro nulo em regime permanente para seus
elementos diagonais principais.
5.4.2 Solução para ρ
Assim como visto anteriormente para ηi, o problema de otimização pode ser tratado
como um problema linear em relação a ρi, fixando-se ηi. Dessa forma, e omitindo os
índices referentes à iteração i, reordena-se o critério de otimização J˜V Df segundo
J˜V Df (ρ) =
N∑
t=1
‖Qd(q, η)u(t)− y(t) +Qd(q, η)C(q, ρ)y(t)‖22 (271)
em que ρ é posto em evidência.
Definindo β(t) = Qd(q, η)u(t) − y(t), as matrizes do critério são explicitadas ele-
mento a elemento conforme
J˜V Df (ρ) =
N∑
t=1
∥∥∥∥∥∥∥
 β1(t)...
βn(t)
+
 Qd11(q, η11) . . . Qd1n(q, η1n)... ...
Qdn1(q, ηn1) . . . Qdnn(q, ηnn)
 (272)
×
 ρ11C¯11(q) . . . ρ1nC¯1n(q)... ...
ρn1C¯n1(q) . . . ρnnC¯nn(q)

 y1(t)...
yn(t)

∥∥∥∥∥∥∥
2
2
. (273)
Realizando a multiplicação matricial entre Qd(q, η) e C(q, ρ), obtém-se que
J˜V Df (ρ) =
N∑
t=1
∥∥∥∥∥∥∥
 β1(t)...
βn(t)
+
 Qd1·(q, η1·)C·1(q, ρ·1)y1(t) + · · ·+Qd1·(q, η1·)C·n(q, ρ·n)yn(t)...
Qdn·(q, ηn·)C·1(q, ρ·1)y1(t) + · · ·+Qdn·(q, ηn·)C·n(q, ρ·n)yn(t)

∥∥∥∥∥∥∥
2
2
(274)
onde a notação Qdi·(q) representa a i-ésima linha de Qd(q, η) e C·j(q, ρ·j), a j-ésima
coluna de C(q, ρ): C·j(q, ρ·j) =
[
ρT1jC¯1j(q) . . . ρ
T
njC¯nj(q)
]T .
Desenvolvendo (274) de forma a expressar o critério J˜V Df (ρ, η) como uma relação
linear em ρ, chega-se à seguinte notação:
J˜V Df (ρ) =
N∑
t=1
∥∥β(t)T + ρT [ Ap1 . . . Apn ]∥∥22 (275)
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em que os vetores Apx são definidos como
Apx =

Qdx1(q, ηx1)Y1(t)
Qdx2(q, ηx2)Y2(t)
...
Qdxn(q, ηxn)Yn(t)
 Yx =

C¯x1(q)y1(t)
C¯x2(q)y2(t)
...
C¯xn(q)yn(t)
 (276)
∀x = 1, . . . , n.
Finalmente, o mínimo obtido por mínimos quadrados de (271) em relação a ρi é dado
por
ρi = −
[
N∑
t=1
ϑp(t, η
i)ϑp(t, η
i)T
]−1 N∑
t=1
ϑp(t, η
i)β(t) (277)
em que ϑp(t, ηi) =
[
Ap1 . . . A
p
n
]
com
Apx =

Qdx1(q, η
i
x1)Y1(t)
Qdx2(q, η
i
x2)Y2(t)
...
Qdxn(q, η
i
xn)Yn(t)
 (278)
e Yx(t) dado segundo (276).
5.5 Exemplo em simulação
A fim de ilustrar o método VDFT multivariável e sua adaptação flexível, cujas respec-
tivas formulações foram desenvolvidas neste trabalho, será considerado um exemplo em
simulação. O modelo considerado foi identificado de uma planta de nível multivariável,
cujos detalhes podem ser vistos em BOEIRA et al. (2018) e serão retomados no capítulo
6.
Exemplo 10. Considere o sistema MIMO, cujo diagrama é mostrado na Figura 27. O
objetivo do projeto de controle é o de controlar os níveis de líquido dos tanques 1 e 2
através da manipulação da abertura das válvulas 1 e 2 indicadas no diagrama 27.
Trata-se de um processo com duas entradas u1(t) e u2(t) dadas em porcentagem (%),
que representam a abertura das válvulas 1 e 2 respectivamente, e duas saídas y1(t) e y2(t)
dadas em centímetros (cm), que correspondem aos níveis dos tanques 1 e 2. As variáveis
estão relacionadas de forma linear como
y(t) = G(q)u(t) (279)
com y(t) ,
[
y1(t) y2(t)
]T e u(t) , [ u1(t) u2(t) ]T .
O modelo do processo empregado nas simulações é o seguinte (BOEIRA et al., 2018):
G(q) =
[
3.9725×10−5
(q−0.9943)(q−0.9926)
−2.9743×10−3(q−1)
(q−0.9943)(q−0.9926)
6.3312×10−3
(q−0.9943)
2.7207×10−3
(q−0.9943)
]
. (280)
O modelo visto em (280) representa o comportamento linearizado do sistema em torno
de um determinado ponto de operação, escolhido aqui como y1(0) = 20cm, y2(0) =
30cm, u1(0) = 69% e u2(0) = 35%. Este modelo no entanto não é diretamente utilizado
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no projeto de controle, i.e. o projeto é realizado utilizando-se apenas os dados simulados
do processo representado por G(q).
Além disso, dois sinais de perturbação d1(t) e d2(t) dadas em %, representadas veto-
rialmente como d(t) ,
[
d1(t) d2(t)
]T , interferem nas entradas do sistema. O objetivo
é o de projetar um controlador multivariável do tipo PI de forma a atenuar o efeito da
perturbação sobre a saída do sistema.
Considera-se que o sistema opera inicialmente em malha fechada com o controlador
C(q, ρ0) =
[
0.71722(q−0.993)
q−1
0.51523(q−0.999)
q−1
−1.2354(q−0.9898)
q−1
−0.2649(q−1.039)
q−1
]
(281)
que foi sintonizado pelo método VRFT utilizando o modelo de referência
Td(q) =
[
0.0001
(q−0.99)2 0
0 0.0001
(q−0.99)2
]
(282)
que representa um comportamento desejado desacoplado das malhas do sistema, com
tempo de acomodação de 581 s para seguimento de referência sem sobrepasso.
Entretanto o comportamento de interesse neste trabalho é relativo à perturbação do
sistema. Um ensaio em malha fechada com o controlador inicial C(q, ρ0) é realizado, em
que um degrau de amplitude 5% é aplicado à perturbação d1(t) no instante t = 200 s e
um segundo degrau de amplitude 5% é aplicado ao sinal d2(t) no instante t = 1700 s. O
resultado deste ensaio pode ser visto na Figura 20.
Figura 20: Resposta à perturbação em malha fechada com o controlador inicial C(q, ρ0)
(281).
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(a) Saídas do processo.
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(b) Sinais de controle.
Observe que o tempo de acomodação para rejeição do efeito da perturbação d1(t)
é de 863 s e 887 s sobre as saídas y1(t) e y2(t) respectivamente, enquanto que para a
perturbação d2(t), o tempo de acomodação é de 1255 s e 592 s sobre y1(t) e y2(t) respec-
tivamente. Novamente o tempo de acomodação da malha de controle para perturbação é
medido a partir do pico da resposta à perturbação. Como já discutido na seção 3.2.3, a
sintonia do controlador por modelo de referência de modo geral resulta em um desempe-
nho para perturbação muito aquém do especificado para seguimento de referência.
Com o objetivo de melhorar o comportamento em perturbação da malha fechada,
tornando sua rejeição mais rápida, será empregado o método VDFT multivariável de-
senvolvido neste trabalho para resintonizar o controlador multivariável tipo PI. Serão
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empregadas duas abordagens para escolha do MRP: a primeira utiliza os conceitos de
MRP flexível desenvolvido na seção 5.4, enquanto que a segunda fixa um MRP como
apresentado em 5.2. Ambas abordagens serão implementadas baseadas apenas nos da-
dos coletados do ensaio visto na Figura 20.
Modelo de referência para perturbação flexível:
A estrutura do modelo de referência para perturbação flexível é escolhida como
Qd(q, η) =
[
η11(q−1)
(q−0.9)(q−0.99)2
η12(q−1)
(q−0.99)2
η21(q−1)
(q−0.99)2
η22(q−1)
(q−0.99)2
]
(283)
em que foi considerado que Γ(Qd(q, η)) = Γ(G(q)). Além disso, deseja-se que em malha
fechada o sistema rejeite perturbações do tipo degrau, o que justifica a escolha do zero
em 1 presente em todas as funções de transferência que compõem Qd(q, η). Os polos
foram escolhidos a fim de respeitar o grau relativo desejado e de forma a representar um
tempo de acomodação de cerca de 580 s para rejeição da perturbação.
Aplicando o método VDFT com critério flexível com 500 iterações, utilizando o con-
junto de dados visto na Figura 20 e o modelo de referência para perturbação escolhido
em (283), obtém-se um par de vetores (ρ1, η1) que resulta no seguinte MRP:
Qd(q, η1) =
[
5.4967×10−13(q−1)
(q−0.9)(q−0.99)2
−2.9743×10−3(q−1)
(q−0.99)2
6.3312×10−3(q−1)
(q−0.99)2
2.7207×10−3(q−1)
(q−0.99)2
]
(284)
e no controlador
C(q, ρ1) =
[
1.8183(q−0.9921)
q−1
3.159(q−0.995)
q−1
−4.2313(q−0.9921)
q−1 −2.1096
]
. (285)
Note que para os termos η12, η21 e η22, o método VDFT flexível identifica aproxima-
damente os respectivos termos de alta ordem do processo. Isso ocorre a fim de deslocar o
controlador ideal Cd(q) (87) de forma que o mesmo se encontre mais próximo da classe
de controladores PI escolhida. Nesse caso, o controlador ideal é dado por
Cd(q) =
[ −8.042×10−8q2+1.818q−1.804
q−1
−1.504×10−8q2+3.159q−3.143
q−1
1.889×10−7q2−4.231q+4.198
q−1 −2.1096
]
. (286)
O controlador C(q, ρ1) fornece um comportamento em malha fechada Q(q, ρ1) muito
similar ao desejado emQd(q, η1), com um custo JDM(ρ1, η1) = 1.3304×10−7, calculado
com os dados vistos na Figura 23(a). Os sinais de controle referentes ao comportamento
em malha fechada para perturbação podem ser vistos na Figura 24(a).
A partir de Qd(q, η1) e C(q, ρ1) é possível definir a resposta "desejada"para segui-
mento de referência através de Tˆd(q) , Qd(q, η1)C(q, ρ1). Nas figuras 21 e 22 são
mostrados os comportamentos de saída e do sinal de controle em um ensaio em malha
fechada onde, além do comportamento em perturbação, é possível ver o comportamento
da malha para seguimento de referência.
Modelo de referência para perturbação fixo:
É escolhido um modelo de referência para perturbação fixo da forma
Qd(q) =
[
0.001(q−1)
(q−0.99)2(q−0.9)
0.002(q−1)
(q−0.99)2
0.002(q−1)
(q−0.99)2
0.003(q−1)
(q−0.99)2
]
(287)
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Figura 21: Comparação da resposta do sistema em malha fechada comC(q, ρ1) (285) e da
resposta desejada, traduzida pelo modelo de referência para perturbação Qd(q, η1) (284).
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Figura 22: Comparação dos sinais de controle do sistema em malha fechada com C(q, ρ1)
(285) e da resposta desejada, traduzida pelo modelo de referência para perturbação
Qd(q, η1) (284).
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cujos polos foram posicionados de forma a resultar em um tempo de acomodação de
cerca de 680 s, assim como em (284).
O controlador ideal neste caso é dado por
Cd(q) =
[ −894.48(q−0.9922)(q2−2.011q+1.012)
(q−1.65)(q−1)
342.05(q−0.5309)(q2−1.994q+0.9936)
(q−1.65)(q−1)
836.21(q−1.19)(q−1.004)(q−0.9924)
(q−1.65)(q−1)
−252.11(q2−1.986q+0.9857)
(q−1.65)(q−1)
]
(288)
que é não-causal e, portanto, não pertence à classe de controladores PI considerada, fato
que deve prejudicar a sintonia do controlador pelo método VDFT.
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O método VDFT, tal qual visto na seção 5.2, foi aplicado ao conjunto de dados visto
na Figura 20, utilizando o MRP escolhido em (287). O controlador obtido é expresso por
C(q, ρ2) =
[
2.8274(q−0.9971)
q−1
−2.3085(q−0.9983)
q−1
−2.1538(q−0.9972)
q−1
7.3367(q−0.9953)
q−1
]
(289)
que resulta em um comportamento Q(q, ρ2) distante do desejado Qd(q), como pode ser
constatado na Figura 23(b). Os sinais de controle associados ao comportamento em
malha fechada com C(q, ρ2) podem ser vistos na Figura 24(b). A partir dos dados da
Figura 23(b), calcula-se o custo JDM(ρ2) = 92.6637, significativamente maior que o
custo calculado para o comportamento obtido pelo método de controle VDFT flexível.
Figura 23: Comparação das respostas à perturbação desejadas e obtidas utilizando VDFT
com modelo de referência para perturbação flexível Qd(q, η1) (284) (a) e fixo Qd(q) (287)
(b).
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(a) VDFT com MRP flexível.
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(b) VDFT com MRP fixo.
Figura 24: Comparação dos sinais de controle obtidos utilizando o método VDFT com
modelo de referência para perturbação flexível Qd(q, η1) (284) (a) e fixo Qd(q) (287) (b).
68
70
72
74
Ab
er
tu
ra
 v
ál
vu
la
 1
 (%
)
0 500 1000 1500 2000 2500 3000
Tempo (s)
30
35
40
Ab
er
tu
ra
 v
ál
vu
la
 2
 (%
)
(a) VDFT com MRP flexível.
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(b) VDFT com MRP fixo.
Na Figura 23, observa-se a comparação para um mesmo cenário de experimento dos
comportamentos obtidos para ambas abordagens de sintonia por VDFT. É notável que
enquanto o método VDFT com modelo de referência para perturbação fixo é prejudicado
pela má escolha desse modelo, a reformulação flexível do mesmo método é bem-sucedida
na busca do melhor modelo de referência para perturbação possível dentro da estrutura
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escolhida a fim de minimizar o custo JDM , que caracteriza a qualidade do controlador
sintonizado em aproximar o comportamento desejado em malha fechada.
O comportamento obtido em malha fechada C(q, ρ1) é tão bem representado pelo
MRPQd(q, η1) que é interessante considerar igualmente a aplicação da estrutura hierár-
quica de controle para sistemas multivariáveis.
Aplicação em uma estrutura hierárquica de controle multivariável:
A fim de dar sentido a tal aplicação, considera-se que o sinal de controle, repre-
sentativo da abertura das válvulas, está sujeito a um par de restrições referentes a sua
operação. Devido à não-idealidade do atuador real, o sinal de controle deve ser limitado
tanto em alcance quanto em taxa de variação. Dessa forma, a entrada do sistema está
sujeita ao seguinte conjunto de restrições:
0% ≤ u(t) ≥ 100% (290)
−5% ≤ ∆u(t) ≤ 5% (291)
em que u(t) =
[
u1(t) u2(t)
]T e foi considerado um limite de ±5% na variação do
sinal de controle.
Utilizando-se então Qd(q, η1) e Tˆ (q) = Qd(q, η1)C(q, ρ1) como modelo estimado da
malha fechada, é possível projetar o controlador baseado em modelo GPC atuando como
malha externa, de forma análoga à vista na seção 2.5.2, porém adaptada a sistemas mul-
tivariáveis. De fato, a generalização da formulação da estrutura hierárquica de controle
para sistemas MIMO é direta.
A malha externa é aplicada à malha interna sintonizada com o método VDFT com
critério flexível, com comportamento visto na Figura 21. O projeto da malha externa é
realizado então como um problema de GPC restrito, enunciado por
r˜∗ = arg min
r˜
JGPC (292)
s.a.{
0 ≤ C(q, ρ1)(r(t)− y(t)) + d(t) ≤ 100
−5 ≤ C(q, ρ1)(r(t)− y(t)) + d(t)− u(t− 1) ≤ 5
(293)
cujas restrições representam as mesmas expressas em (290) e (291). O horizonte de
predição e o horizonte de controle do controlador GPC são escolhidos como sendo Np =
Nu = 20 e as matrizes de ponderação foram definidas como R = INp e Q = INu .
Da mesma forma que para o exemplo 8, é realizado um mapeamento das restrições que
limitam a abertura da válvula em função da variável de controle da malha externa r(t).
O resultado obtido em malha fechada com a estrutura hierárquica completa pode ser
visto nas figuras 25 e 26, que ilustram um ensaio em que os sinais de perturbação e de
referência foram excitados com saltos de amplitude 5% e −5 cm respectivamente. Nos
instantes t = 100 s e t = 2000 s são aplicados saltos nos sinais de referência enquanto
que nos instantes t = 1000 s e t = 3000 s são excitados os sinais de perturbação. Nas
mesmas figuras, para fins de comparação, é possível ver o comportamento em malha
fechada apenas com o controladorC(q, ρ1) sintonizado com o método VDFT com critério
flexível.
Note que a estrutura hierárquica associando o controle GPC com o controlador PI,
sintonizado via VDFT, é capaz não apenas de melhorar consideravelmente o comporta-
mento para rejeição à perturbação, mas também o de seguimento de referência. O sinal
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Figura 25: Comparação entre o comportamento da malha fechada com o controlador
sintonizado com o método VDFT multivariável flexívelC(q, ρ1) (285) e o comportamento
obtido com a estrutura hierárquica de controle.
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de saída y1(t) apresenta um tempo de acomodação para um salto na referência de 66 s e
para um salto nas perturbações d1(t) e d2(t) de 244 s e 78 s respectivamente. De forma
análoga, o sinal de saída y2(t) se comporta com um tempo de acomodação de 63 s para
referência e 36 s e 80 s para perturbações de carga.
Considerando novamente a função custo definida em (221), calculam-se os custos
J para o método VDFT e a estrutura associando VDFT e GPC, utilizando-se os dados
mostrados na Figura 25. O método VDFT apenas resulta em um custo J = 2414, 663,
enquanto que a estrutura hierárquica de controle resulta em J = 119, 623. É importante
destacar que ambas as estratégias de controle baseiam-se apenas em dados coletados
do sistema, e que a alternativa de controle hierárquico permite lidar com restrições do
processo de forma intuitiva. Apesar de fornecer um melhor desempenho, a malha externa
de controle preditivo demanda um maior recurso computacional, uma vez que a mesma
resolve a cada período de amostragem um problema de otimização restrito.
5.6 Considerações finais
Neste capítulo foi descrita a elaboração do método VDFT aplicável a sistemas multi-
variáveis de n entradas e n saídas. Em um primeiro momento, a formulação clássica com
modelo de referência para perturbação fixo foi estendida para o caso multivariável. Nessa
extensão foram mantidas algumas propriedades interessantes do método SISO, como a
solução do problema de otimização pelo método de mínimos quadrados utilizando uma
batelada de dados coletada do sistema, e a característica não-polarizada da estimativa dos
parâmetros do controlador quando o controlador ideal pertence à classe de controladores
especificada no problema, i.e. a Premissa 3 é satisfeita.
Foi realizada igualmente uma análise superficial da escolha do grau relativo da ma-
triz de transferência Qd(q) e do impacto da escolha do numerador sobre a causalidade do
controlador ideal. Essa escolha dependerá não somente do grau relativo do processo, mas
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Figura 26: Comparação entre os sinais de controle resultantes da malha fechada com o
controlador sintonizado com o método VDFT multivariável flexível C(q, ρ1) (285) e o
comportamento obtido com a estrutura hierárquica de controle.
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também da ocorrência de cancelamentos de termos na subtração Qd(q)−1 − G(q)−1. A
fim de garantir os cancelamento necessários, é proposta uma adaptação flexível do método
VDFT multivariável, nos mesmos moldes da adaptação do método VDFT SISO. Nessa
abordagem, o modelo de referência para perturbação tem parte do seu numerador para-
metrizada e identificada juntamente com a sintonia do controlador, utilizando a mesma
batelada de dados.
A fim de sustentar a teoria desenvolvida no capítulo, é desenvolvido um exemplo em
simulação para o modelo de um sistema TITO. Nesse exemplo, é evidenciada a capaci-
dade superior da adaptação flexível do método em atingir o comportamento especificado
pelo MRP, o que viabiliza a aplicação do mesmo no contexto de uma estrutura hierár-
quica de controle. Além disso, é comparado o desempenho de uma malha de controle
sintonizada com o método VDFT clássico com modelo de referência para perturbação
fixo. Percebe-se que neste caso o mesmo é fortemente dependente da escolha de ganhos
da matriz de transferência Qd(q) (287): uma escolha desinformada resulta em uma ma-
lha de controle de desempenho pobre. Com o conhecimento prévio de alguns elementos
dos numeradores de G(q), e usando esta informação para escolher os ganhos de Qd(q), o
método VDFT MIMO com MRP fixo poderia gerar melhores resultados.
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6 RESULTADOS EXPERIMENTAIS
6.1 Introdução
Esse capítulo apresenta resultados experimentais que validam o trabalho aqui desen-
volvido. Para a obtenção desses resultados, foi utilizada uma planta de controle de nível
de 3 tanques. Foram explorados dois cenários experimentais: o primeiro deles consistiu
em um cenário monovariável, em que o nível de um dos tanques é controlado por uma
das válvulas; já o segundo cenário envolveu o controle do nível de dois tanques através
da manipulação de duas válvulas, resultando em uma configuração de sistema TITO.
A fim de avaliar o desempenho obtido nos ensaios, são considerados dois índices de
desempenho. O primeiro deles é idêntico ao índice definido em (221), aqui reescrito como
J(ρ) =
N∑
t=1
‖r(t)− y(t)‖22 . (294)
Esse índice tem como função quantificar o efeito da perturbação sobre a saída do
sistema ou de forma geral, para uma referência r(t) não-nula, o desvio do sinal de saída
em relação à referência.
O segundo índice é adaptado de (86) na forma
JDM(ρ, η) =
N∑
t=1
‖[Qd(q, η)−Q(q, ρ)]d(t)‖22 (295)
que quantifica a correspondência entre o comportamento obtido Q(q, ρ) com o controla-
dor sintonizado e o modelo de referência para perturbaçãoQd(q, η), i.e. o comportamento
desejado, em relação a um sinal de perturbação d(t).
O objetivo aqui é o de demonstrar através de uma aplicação experimental, por um lado,
a criticidade da escolha do modelo de referência para perturbação no bom desempenho
do método VDFT, por outro lado, a capacidade do método VDFT com critério flexível em
lidar com esse problema de forma sistemática para ambos os casos SISO e MIMO.
6.2 Planta de nível
Os resultados aqui apresentados foram gerados experimentalmente em uma planta de
três tanques localizada no Laboratório de Sistemas de Controle Automação e Robótica,
da Universidade Federal do Rio Grande do Sul, cujo diagrama pode ser visto na Figura
27.
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Figura 27: Diagrama multivariável da planta de nível.
O processo consiste em dois tanques principais e um reservatório de água. Duas
bombas centrífugas fazem parte do sistema, sendo que uma delas é responsável pela ali-
mentação do mesmo com o líquido proveniente do reservatório e a segunda realimenta o
próprio sistema levando líquido do tanque 1 ao tanque 2, como visto na Figura 27. Por
fim, os fluxos de líquido que alimentam (e realimentam) o sistema são controlados pelas
válvulas pneumáticas 1 e 2. Informações técnicas sobre a composição da planta de nível
podem ser vistas em BOEIRA et al. (2018). O objetivo de controle é o de regular os níveis
dos tanques 1 e 2 através da abertura das válvulas 1 e 2.
A característica inteligente dos componentes do sistema, e.g. controlador lógico pro-
gramável (CLP), sensores, posicionadores de válvula, possibilita a comunicação das va-
riáveis do processo com o computador. A comunicação é realizada através de protocolos
TCP/IP e OPC, o que permite a integração do sistema com o software MATLAB/Simulink
dando uma maior liberdade ao usuário sobre as estruturas de controle implementadas.
A frequência de operação das bombas é mantida fixa, dessa forma a planta de nível se
apresenta com o um sistema de duas entradas e duas saídas, representado por
y(t) = G(q)u(t) (296)
onde G(q) é o modelo linear multivariável que representa a dinâmica da planta e cuja
parametrização é desconhecida pela usuário. Além disso, as variáveis do sistema são
definidas como
y(t) ,
[
y1(t)
y2(t)
]
=
[
Nível do tanque 1 (cm)
Nível do tanque 2 (cm)
]
(297)
u(t) ,
[
u1(t)
u2(t)
]
=
[
Abertura da válvula 1 (%)
Abertura da válvula 2 (%)
]
(298)
d(t) ,
[
d1(t)
d2(t)
]
=
[
Perturbação sobre a válvula 1 (%)
Perturbação sobre a válvula 2 (%)
]
. (299)
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Note que a manipulação das válvulas 1 e 2 impactam os níveis de ambos os tanques,
o que configura uma característica multivariável ao sistema. Além disso, os sinais de per-
turbação que compõem o vetor d(t) foram gerados em simulação, somando-se excitações
tipo degrau ao sinal de saída do controlador, de forma a representar alterações reais sobre
a abertura das válvulas. Nos experimentos aqui desenvolvidos, foram consideradas duas
configurações: a primeira delas sendo uma configuração SISO, em que apenas a válvula
1 é manipulada para controlar o nível do tanque 1. Esta mesma configuração foi utilizada
em simulação no exemplo 8, cujo diagrama do sistema pode ser visto na Figura 14. Já
o segundo caso explora a característica MIMO do sistema, utilizado em simulação no
exemplo 10.
6.3 Configuração monovariável
Nesta aplicação, foi empregado um tempo de amostragem de 10 s. Considera-se que
o sistema SISO opera inicialmente em malha fechada com um controlador
C(q, ρ0) =
1.7957(q − 0.9683)
q − 1 (300)
reamostrado do controlador C1(q, ρ0) =
1.7957(q−0.9968)
(q−1) com período de amostragem de
1 s, sintonizado com o método VRFT considerando o modelo de referência T 1d (q) =
0.0001
(q−0.99)2 , que representa um tempo de acomodação para seguimento de referência de cerca
de 580 s.
O objetivo é no entanto a atenuação do efeito da perturbação de carga sobre a saída
do sistema. O comportamento da malha fechada inicial em relação à perturbação pode
ser visto na Figura 28. Este ensaio foi realizado aplicando-se um salto de amplitude 5% à
perturbação de carga d(t) no instante t = 200 s.
Figura 28: Resposta à perturbação em malha fechada com o controlador C(q, ρ0) (300).
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É notável da análise da Figura 28 que a especificação de rapidez no seguimento de
referência traduzida por Td(q) reflete em pouco ou de nenhuma forma sobre o comporta-
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mento resultante para perturbação, que apresenta um tempo de acomodação de aproxima-
damente 1900 s, medido a partir do pico da resposta à perturbação no instante 600 s.
A fim de melhorar de modo geral o desempenho em perturbação, é realizada a sintonia
de um controlador tipo PID utilizando-se o método VDFT, de forma muito similar ao
executado em simulação no exemplo 8. Para fins de comparação é realizada a sintonia
do controlador utilizando-se o método VDFT SISO clássico, com MRP fixa, e o método
VDFT SISO com MRP flexível, desenvolvido na seção 4.3.
Apesar do ruído de medição presente, considerou-se que o mesmo não era significa-
tivo e optou-se por evitar realizar um segundo experimento para o método por variáveis
instrumentais. Sugere-se no entanto considerar este método em aplicações cujos sinais
são consideravelmente perturbados por ruído de saída.
Modelo de referência para perturbação flexível:
Seguindo-se as instruções desenvolvidas na seção 4.3, é escolhida a estrutura do MRP
flexível como
Qd(q, η) =
[
η1 η2
] [ q(q−1)
(q−0.9)3q
(q−1)
(q−0.9)3q
]
. (301)
A escolha acima foi realizada considerando conhecidos o grau relativo do processo
Γ(G(q)) = 2 e o número de zeros de fase não-mínima do mesmo Deg(nG+(q)) =
0. A primeira condição para a escolha do MRP é a equivalência dos graus relativos
Γ(Qd(q, η)) = Γ(G(q)) = 2. Um zero em 1 foi fixado a fim de garantir a rejeição de
perturbações tipo degrau, e consequentemente a ordem de Qd(q, η) foi determinada atra-
vés da relação (170), assim como o número de parâmetros livres do numerador a partir da
expressão em (171), de forma que Deg(dQd(q, η)) = 4 e m = 2. Além disso, os polos
do denominador de Qd(q) foram escolhidos de forma a resultar em um tempo de acomo-
dação de 670 s aproximadamente, cerca de três vezes menor que o tempo de acomodação
da resposta em malha fechada inicial vista na Figura 28.
Para implementação do método VDFT flexível, foram utilizados os dados vistos na
Figura 28, com a estrutura de MRP projetada em (301). Com 500 iterações, o método
converge para o par (ρ1, η1) que resulta no seguinte modelo de referência para perturba-
ção:
Qd(q, η1) =
3.707× 10−3(q + 0.09496)(q − 1)
q(q − 0.9)3 (302)
e no controlador
C(q, ρ1) =
37.813(q − 0.8541)(q − 0.9559)
q(q − 1) . (303)
O comportamento em malha fechada para perturbação obtido com o controladorC(q, ρ1)
pode ser visto na Figura 29.
Na Figura 29 é possível comparar as respostas do processo a um salto aplicado à
perturbação para o controlador inicial C(q, ρ0) e para o controlador sintonizado com o
método VDFT C(q, ρ1), assim como o comportamento desejado em perturbação especifi-
cado por Qd(q, η1) em (302). Constata-se que o comportamento obtido em malha fechada
utilizando-se o método VDFT alcança de maneira fiel o MRP flexível. Quantitativamente,
obtêm-se os índices J e JDM vistos na Tabela 1 à partir dos dados apresentados na Figura
29.
Na Figura 30 são mostrados os comportamentos de saída e do sinal de controle em
um ensaio em malha fechada onde são excitadas a referência e a perturbação de carga
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Figura 29: Comparação entre a resposta à perturbação inicial com C(q, ρ0) (300), a res-
posta desejada Qd(q, η1) (302) e a resposta obtida com C(q, ρ1) (303).
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do sistema com saltos de −5 cm e 5% respectivamente. Foi considerada como modelo
desejado relativo à referência a função de transferência Tˆ (q) = Qd(q, η1)C(q, ρ1), que
consta juntamente com o comportamento de Qd(q, η1) como resposta desejada do sistema
na Figura 30.
Modelo de referência para perturbação fixo:
A seguir é escolhido o seguinte modelo de referência para perturbação:
Qd(q) =
0.01(q − 1)
(q − 0.9)3 (304)
em que os polos foram escolhidos para um tempo de acomodação de 660 s.
Empregando o método VDFT, usando os mesmos dados da Figura 28, com o MRP
(304), obtém-se o controlador PID
C(q, ρ2) =
−6.0062(q − 1.532)(q − 0.9672)
q(q − 1) . (305)
O método VDFT com MRP fixo resulta no comportamento em malha fechada com
C(q, ρ2) visto na Figura 31, em que também é exibida a resposta desejada Qd(q). É
evidente pela comparação apresentada na Figura 31 que a sintonia do controlador PID
pelo método VDFT resultou insatisfatória.
Os índices de desempenho J e JDM calculados para a resposta mostrada na Figura 31
podem ser vistos na Tabela 1.
De modo geral, utilizando o método VDFT clássico com MRP fixo, uma escolha
adequada de Qd(q) produz um resultado satisfatório em malha fechada, ainda que talvez
não idêntico ao desejado. O ensaio experimental realizado neste exemplo, busca apenas
evidenciar o fato de que a escolha do modelo de referência para perturbação tem forte
impacto sobre a sintonia do controlador e que essa escolha pode ser aprimorada de forma
ótima combinando as instruções para escolha da estrutura do MRP desenvolvidas e o
emprego de um MRP flexível no projeto de controle.
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Figura 30: Comparação da resposta do sistema em malha fechada comC(q, ρ1) (303) e da
resposta desejada, traduzida pelo modelo de referência para perturbação Qd(q, η1) (302).
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Tabela 1: Comparação de desempenho para rejeição à perturbação entre as diferentes
malhas de controle para o caso SISO.
Controlador Modelo de referência para perturbação JDM(ρ, η) J(ρ)
C(q, ρ0) - - 173.36
C(q, ρ1) Qd(q, η1) 1.05 10.16
C(q, ρ2) Qd(q) 14.12 48.40
6.4 Configuração multivariável
A seguir foram realizados experimentos considerando a configuração MIMO da planta
de nível. O objetivo é o de sintonizar um controlador PI multivariável baseado em ensaios
realizados no processo. A fim de que o comportamento em malha fechada para rejeição
à perturbação seja próximo daquilo que se espera, i.e. do modelo de referência para
perturbação, é utilizado método VDFT multivariável com critério flexível apresentado na
seção 5.4.
Neste cenário experimental, é considerado um período de amostragem de 1s. Além
disso, a planta de nível opera inicialmente com o controlador PI descentralizado descrito
por
C(q, ρ0) =
[
1.9498(q−0.9915)
q−1 0
0 6.4788(q−0.9907)
q−1
]
(306)
cujo comportamento relativo à perturbação pode ser visto no conjunto de dados mostrado
na Figura 32. O ensaio consistiu em excitar os sinais de perturbação d1(t) e d2(t) com
saltos de amplitude 5% nos instantes t = 200 s e t = 1600 s respectivamente.
O custo J , calculado segundo (294), referente à resposta mostrada na Figura 32, pode
ser visto na Tabela 2. A ideia neste exemplo é aprimorar este custo, utilizando-se o método
de sintonia VDFT com modelo de referência para perturbação flexível.
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Figura 31: Comparação entre a resposta desejada Qd(q) (304) e a resposta obtida com
C(q, ρ2) (305).
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Figura 32: Resposta à perturbação em malha fechada com o controlador C(q, ρ0) (306).
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(b) Sinais de controle.
O primeiro passo consiste em escolher a estrutura do modelo de referência para per-
turbação. Para isso, será empregada a teoria desenvolvida na seção 5.3 que estabelece
algumas instruções para a escolha do grau relativo do MRP Γ(Qd(q, η)) para que o con-
trolador ideal seja causal. Note que a causalidade é condicionada à ocorrência de cance-
lamentos de termos na subtração Qd(q)−1−G(q)−1, o que é facilitado pela flexibilização
do modelo Qd(q, η).
Supõe-se que o grau relativo do processo Γ(G(q)) foi deduzido da resposta ao degrau
do sistema obtida em malha aberta. Calcula-se facilmente utilizando ferramentas de ál-
gebra tropical a expressão de Γ(G(q)−1) a partir do grau relativo do processo, resultando
nas matrizes
Γ(G(q)) =
[
2 1
1 1
]
Γ(G(q)−1) =
[ −1 −1
−1 0
]
. (307)
De acordo com a teoria presente na seção 5.3, escolhe-se a matriz Γ(Qd(q)−1) e deduz-
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se Γ(Qd(q)) como
Γ(Qd(q)
1) =
[ −1 −1
−1 0
]
Γ(Qd(q)) =
[
2 1
1 1
]
. (308)
A seguir, define-se a estrutura do MRP com 4 parâmetros livres como
Qd(q, η) =
[
η11(q−1)
(q−0.9)(q−0.99)2
η12(q−1)
(q−0.99)2
η21(q−1)
(q−0.99)2
η22(q−1)
(q−0.99)2
]
(309)
em que η =
[
η11 η12 η21 η22
]T . Note que os polos de Qd(q, η) foram escolhidos de
acordo com o tempo de acomodação desejado de 580 s. No caso do termo de grau relativo
2 da matrizQd(q, η), foi escolhido um terceiro polo em 0.9, de forma que o mesmo tivesse
uma resposta aproximadamente 10 vezes mais rápida em relação ao polo em 0.99. A
aplicação do método VDFT multivariável com o modelo de referência para perturbação
flexível (309) sobre os dados vistos na Figura 32 resulta no modelo de referência para
perturbação
Qd(q, η1) =
[ −8.6201×10−6(q−1)
(q−0.9)(q−0.99)2
−3.4881×10−3(q−1)
(q−0.99)2
2.8638×10−3(q−1)
(q−0.99)2
1.7128×10−3(q−1)
(q−0.99)2
]
(310)
e no controlador
C(q, ρ1) =
[
1.8618(q−0.9907)
q−1
6.9609(z−0.9949)
q−1
−3.4624(q−0.9916)
q−1
−0.69587(q−0.9987)
q−1
]
. (311)
O comportamento em malha fechada do sistema com o controlador C(q, ρ1) pode ser
visto na Figura 33, para um salto de 5% aplicado aos sinais de perturbação d1(t) e d2(t)
nos instantes t = 100 s e t = 1500 s respectivamente.
Figura 33: Resposta à perturbação em malha fechada com o controlador C(q, ρ1) (311).
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(b) Sinais de controle.
Os custos J e JDM calculados sobre a resposta à perturbação exibida na Figura 33 são
mostrados na Tabela 2. Com o objetivo de melhorar ainda ambos os índices de desem-
penho, e mais especificamente a correspondência entre desempenho desejado e obtido
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para perturbação, traduzido por JDM , repete-se o procedimento anterior em uma segunda
etapa de projeto.
Nesta segunda etapa, emprega-se o método VDFT flexível novamente porém utili-
zando os dados mostrados na Figura 33, coletados com C(q, ρ1) em malha fechada. O
mesmo MRP visto em (310) é aproveitado. Essa estratégia, apesar de gerar o custo
da realização de um experimento extra, permite remediar a escolha sub-ótima do filtro
K(q) = Qd(q, η), discutida anteriormente. Essa escolha considera como verdadeira a
hipótese de que o comportamento inicial em perturbação, nesse caso Q(q, ρ0), é próximo
do comportamento final Q(q, ρ1), o que em geral não é verdadeiro e acaba gerando um
resultado sub-ótimo na sintonia do controlador. Com o segundo experimento, a aproxi-
mação entre Q(q, ρ1) e Q(q, ρ2) é maior, e assim a solução do problema tende a ser mais
próxima do mínimo da função JDM(ρ) para a classe de controladores considerada.
A reaplicação do método VDFT gera o modelo de referência para perturbação
Qd(q, η2) =
[
5.0113×10−5(q−1)
(q−0.9)(q−0.99)2
−2.9219×10−3(q−1)
(q−0.99)2
2.7809×10−3(q−1)
(q−0.99)2
1.6184×10−3(q−1)
(q−0.99)2
]
(312)
e o controlador
C(q, ρ2) =
[
3.4546(z−0.9948)
q−1
7.7967(z−0.9958)
q−1
−3.703(z−0.9916)
q−1
−0.56608(z−1.01)
q−1
]
. (313)
O comportamento para perturbação do sistema em malha fechada com o controlador
C(q, ρ2), em um ensaio similar aos vistos nas figuras 32 e 33, é mostrado na Figura 34.
Figura 34: Resposta à perturbação em malha fechada com o controlador C(q, ρ2) (313).
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(b) Sinais de controle.
Na Tabela 2, é possível ver os valores de custos J e JDM associados aos resultados
obtidos com cada controlador.
É notável a redução do efeito da perturbação sobre as saídas do sistema, represen-
tada pelo índice J(ρ), chegando a 1/5 com C(q, ρ2) do efeito inicial sobre a malha de
controle com C(q, ρ0). Além disso, a estratégia de repetir o método VDFT flexível tem
um efeito positivo considerável na sintonia do controlador C(q, ρ2), que melhora o índice
JDM(ρ, η) e aproxima ainda mais o comportamento obtido e o comportamento desejado
para perturbação.
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Tabela 2: Comparação de desempenho para rejeição à perturbação entre as diferentes
malhas de controle para o caso MIMO.
Controlador MRP JDM(ρ, η) J(ρ)
C(q, ρ0) - - 599.08
C(q, ρ1) Qd(q, η1) 25.22 160.13
C(q, ρ2) Qd(q, η2) 10.95 121.78
Nas figuras 35 e 36 é possível observar a resposta do sistema tanto para referência
quando para perturbação. A mesma é comparada com a resposta desejada do sistema,
representada pelas funções de transferência Qd(q, η2) e Tˆ (q) = Qd(q, η2)C(q, ρ2). O
experimento foi realizado excitando-se os sinais de referência r1(t) e r2(t) com saltos
de amplitude −5 cm nos instantes t = 100 s e t = 2000 s respectivamente, e os sinais
de perturbação d1(t) e d2(t) com saltos de amplitude 20% nos instantes t = 1000 s e
t = 3000 s respectivamente.
Figura 35: Comparação da resposta do sistema em malha fechada comC(q, ρ2) (313) e da
resposta desejada, traduzida pelo modelo de referência para perturbação Qd(q, η2)(312).
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É possível perceber, especialmente nos instantes em que ocorrem alterações nos si-
nais de referência, uma diferença entre as respostas desejada e obtida. Essa distinção é
proveniente da não correspondência perfeita entre Qd(q, η2) e Q(q, ρ2). No entanto, no
que diz respeito à resposta em perturbação, a mesma é visualmente muito próxima do es-
perado. Se calcularmos o custo J(ρ) para os dados apresentados na Figura 35, tem-se que
J(ρ2) = 3228.2, referente à resposta obtida, e J(η2, ρ2) = 3831.2, referente à resposta
desejada (a notação J(η2, ρ2) é usada para caracterizar a resposta calculada comQd(q, η2)
e Qd(q, η2)C(q, ρ2)).
É importante notar o comportamento parasita que aparece na resposta representativa
do nível do tanque 2 na Figura 35 e no sinal de abertura da válvula 1 visto na Figura 36.
Este comportamento é ainda mais marcado na Figura 33, o que pode ter prejudicado a
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Figura 36: Sinal de controle do sistema em malha fechada com C(q, ρ2) (313).
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sintonia do controlador final C(q, ρ2) de alcançar com maior exatidão o comportamento
desejado.
6.5 Considerações finais
Neste capítulo foram apresentados os resultados experimentais gerados em um sis-
tema de controle nível de característica multivariável.
Foram mostradas aplicações dos algoritmos VDFT e VDFT com critério flexível para
a configuração SISO do sistema, de forma a comparar o desempenho da malha de con-
trole sintonizada nos dois casos. Buscou-se evidenciar no exemplo desenvolvido o efeito
positivo da escolha do MRP flexível sobre o desempenho final do sistema, em compara-
ção com a escolha descuidada de um MRP fixo. A estratégia de escolha de modelo de
referência para perturbação desenvolvida neste trabalho resultou em uma boa correspon-
dência entre comportamento desejado e obtido em malha fechada, ao passo que o método
VDFT com modelo de referência para perturbação fixo ocasionou em um desempenho
distante do especificado: para o caso SISO, o índice JDM(ρ1, η1) resultou 92% melhor
que o índice JDM(ρ2).
Além disso, foi empregado o método VDFT MIMO com critério flexível desenvolvido
neste trabalho à configuração multivariável da planta de nível. O método foi executado
em dois passos a fim de aprimorar a correspondência entre MRP e comportamento obtido.
Os resultados permitiram validar o algoritmo com critério flexível como forma de atingir
o desempenho especificado com maior exatidão. Ao final, pode-se reduzir o índice de
desempenho J a aproximadamente 20% em relação ao índice referente à malha fechada
inicial.
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7 CONCLUSÕES
Este trabalho apresentou contribuições à teoria de controle regulatório baseado em
dados até então pouco explorada na literatura. Concentrando-se no recente desenvolvi-
mento do método VDFT, que trata um problema de controle por modelo de referência
para perturbação de carga, e na consequente dificuldade em se escolher este modelo, fo-
ram propostas soluções baseadas em dados para lidar com essa variável de projeto.
A primeira contribuição consistiu na elaboração de uma formulação adaptada do mé-
todo de controle VDFT em que o modelo de referência para perturbação (MRP) é parame-
trizado linearmente e parcialmente identificado juntamente com a sintonia do controlador.
Foi mostrado como uma escolha descuidada do MRP resulta no projeto de um controlador
cujo comportamento em malha fechada pouco se assemelha ao especificado pelo MRP.
Utilizando-se no entanto o método adaptado e um conjunto de instruções para projeto da
estrutura do MRP flexível propostos neste trabalho, mostrou-se que a malha de controle
sintonizada tende a aproximar com maior exatidão a dinâmica de rejeição à perturbação
desejada e inicialmente especificada no projeto. Esse estudo resultou na escrita do artigo
intitulado Improving the choice of disturbance reference model in data-driven control
methods1, a ser publicado nos Anais do 22o Congresso Brasileiro de Automática, 2018.
A segunda contribuição desta dissertação foi a de estender as definições e formulação
do método VDFT ao caso multivariável, em que a solução do problema de otimização é
dada por mínimos quadrados. Da mesma forma, a adaptação do método com critério fle-
xível foi generalizada para processos multivariáveis. A nova formulação MIMO proposta
mantém as principais vantagens do VDFT SISO como a solução não-iterativa do pro-
blema, i.e. apenas um experimento é necessário, e a resultante estimativa não-polarizada
sob condições ideais, em que o controlador ideal pertence à classe de controladores con-
siderada no projeto. Uma introdução ao estudo da escolha no modelo de referência para
perturbação é apresentada, que pode ser melhor explorada em extensões deste trabalho,
assim como a motivação para o desenvolvimento da formulação flexível do método VDFT
MIMO.
Se para o caso SISO a escolha do MRP mostra-se difícil, para o caso MIMO as in-
terações entre variáveis do sistema tornam-na intratável com nenhum conhecimento do
modelo do processo. Dessa forma, aponta-se a reformulação flexível do método VDFT
MIMO como alternativa à escolha de um modelo de referência para perturbação fixo.
Foi mostrada a eficácia da estratégia através de simulações e experimentos. Os ensaios
experimentais, realizados em uma planta de controle de nível multivariável, de fato cons-
tituíram um elemento importante na validação dos métodos aqui desenvolvidos, indicando
1BORDIGNON,V; CAMPESTRINI, L. Improving the choice of disturbance reference model in data-
driven control methods. In: CONGRESSO BRASILEIRO DE AUTOMÁTICA, 22., 2018, João Pessoa,
BR. Anais... Campinas: Sociedade Brasileira de Automática, 2018. No prelo.
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a viabilidade de sua aplicação em um ambiente industrial.
Finalmente, aproveitando-se da melhorada correspondência entre comportamento ob-
tido e desejado para rejeição à perturbação, resultado direto da adaptação flexível do mé-
todo VDFT, foi proposta a aplicação do método VDFT flexível dentro de uma estrutura
hierárquica de controle completamente baseada em dados. Nesta estrutura, a malha de
controle preditivo é projetada como camada de controle otimizante e é associada à malha
de controle regulatório, e permite a inclusão intuitiva de restrições operacionais no pro-
jeto além de otimizar o desempenho do sistema de forma geral. Os resultados obtidos
em simulação demonstram que as propriedades da sintonia de controle regulatório pelo
método VDFT flexível possibilitam tal integração com o controlador preditivo de forma
a não exigir a identificação paramétrica do modelo do processo e podem ser igualmente
vistos em BORDIGNON; CAMPESTRINI (2018).
É importante ressaltar que a estrutura hierárquica de controle, conforme apresentada
neste trabalho, necessita de algumas adaptações para que sua aplicação em ambientes
industriais seja viável. Neste trabalho, foi considerada uma situação em simulação ideal
para validar a estratégia de controle, i.e. sem ruídos e perturbações parasitas no conjunto
de dados coletados. Da mesma forma, foi priorizado o desempenho da malha de controle
em termos de tempo de acomodação das variáveis de processo. Assim, sugere-se como
primeira extensão do trabalho, a de buscar ajustar a estratégia de controle hierárquico para
atender às necessidades do controle de processos industriais.
No contexto industrial, é interessante analisar como as perturbações naturalmente pre-
sentes nestes processos afeta o desempenho da estrutura. Além disso, deve-se reavaliar
as escolhas feitas durante o projeto do controlador preditivo GPC: diante de processos
constantemente perturbados, é necessário considerar um modelo de predição formulado
a partir do modelo ARIMA e buscar alternativas na sua parametrização a fim de garantir
maior robustez diante de ruídos e incertezas paramétricas do modelo.
Outra das extensões possíveis aos resultados gerados neste trabalho é a de estudar a
convergência dos métodos VDFT com critério flexível visto que a solução destes se dá
através da resolução de uma sequência de problemas de mínimos quadrados. Sabe-se que
esta estratégia garante a convergência da solução para um mínimo local da função custo.
No entanto, é importante avaliar sob que condições o algoritmo converge para o mínimo
global e como se comporta a função custo dos métodos tipo VDFT flexível desenvolvidos.
Além disso, outro aspecto importante a ser avaliado em futuros trabalhos é o da robus-
tez dos controladores sintonizados pelo método VDFT e VDFT flexível. Alguns índices
de robustez são a Máxima Sensibilidade da malha de controle e a Variação Total do sinal
de controle, sendo que deve ser desenvolvida uma forma de estimar o primeiro índice a
partir de dados experimentais do processo. Nesse mesmo sentido, é interessante buscar
soluções baseadas em dados para certificar que o controlador sintonizado pelo método
VDFT resulta em uma malha fechada estável antes que o mesmo seja aplicado à malha
de controle, a fim de evitar cenários de instabilidade.
Da mesma forma, sugere-se estender os resultados em simulação e eventualmente
experimentais para casos em que o ruído presente nos dados medidos do processo é sig-
nificativo. Nesse caso, devem ser consideradas abordagens alternativas para resolver o
problema de otimização do método de controle por modelo de referência de forma que os
resultados estimados sejam consistentes.
Por fim, outra extensão natural do trabalho é a formulação do problema de sintonia de
um controlador com dois graus de liberdade baseado em dados. Dessa forma, é possível
especificar um comportamento desejado para perturbação de carga e para seguimento de
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referência levando em consideração o compromisso existente entre ambos os desempe-
nhos. Essa formulação constituiria então em uma forma geral de especificar o problema
de controle por modelo de referência baseado em dados, cujos casos particulares seriam
os problemas formulados nos métodos VDFT, para perturbação, e VRFT, para seguimento
de referência.
De forma resumida, podem-se indicar as principais contribuições futuras deste tra-
balho como sendo a extensão dos conceitos teóricos aqui desenvolvidos para atender às
necessidades de um processo industrial, com todas as limitações práticas existentes em
um cenário de aplicação real. Da mesma forma, a formulação de um problema geral de
projeto de controladores com dois graus de liberdade baseando-se em um conjunto de
dados experimentais.
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