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ABSTRACT
Internal shocks caused by fluctuations of the outflow velocity are likely to
power the radio to IR emission of the compact jets of X-ray binaries. The dynam-
ics of internal shocks and the resulting spectral energy distribution (SED) of the
jet are very sensitive to the time-scales and amplitudes of the velocity fluctua-
tions injected at the base of the jet. I present a new code designed to simulate the
synchrotron emission of a compact jet powered by internal shocks. I also develop
a semi-analytical formalism allowing one to estimate the observed SED of the jet
as a function of the Power Spectral Density (PSD) of the assumed fluctuations
of the Lorentz factor. I discuss the cases of a sine modulation of the Lorentz
factor and Lorentz factor fluctuations with a power-law PSD shape. Indepen-
dently of the details of the model, the observed nearly flat SEDs are obtained for
PSDs of Lorentz factor fluctuations that are close to a flicker noise spectrum (i.e.
P (f) ∝ 1/f). The model also presents a strong wavelength dependent variability
that is similar to that observed in these sources.
Key words: accretion, accretion discs – radiation mechanisms: non-thermal –
methods: numerical – X-rays: binaries – acceleration of particles – stars: jets
1 INTRODUCTION
Compact jets of X-ray binaries have an approximatively
flat spectral energy distribution (SED) extending from
the radio to the mid-IR (e.g. Corbel et al. 2000; Fender et
al. 2000; Fender 2001; Corbel & Fender 2002). These flat,
or slightly inverted, spectra are usually ascribed to self-
absorbed synchrotron emission from conical compact jets
(Condon & Dressel 1973; de Bruyn 1976; Marscher 1977;
Konigl 1981; Ghisellini, Maraschi & Treves 1985) under
the assumption of continuous energy replenishment of the
adiabatic losses (Blandford & Ko¨nigl 1979). The compen-
sation of these energy losses is crucial for maintaining this
specific spectral shape. In absence of any additional dis-
sipation mechanism along the jet, the flows quickly cools
down as it expands and this leads to a strongly inverted
radio spectrum (Marscher 1980).
This problem can be avoided by assuming a non-
conical jet, but fine tuning of the jet geometry is required
in order to produce the observed flat SEDs (Hjellming
& Johnston 1988; Kaiser 2006). There is also the possi-
bility that X-ray binary jets could be unconfined, then
⋆ E-mail: julien.malzac@irap.omp.eu
adiabatic losses would be strongly reduced. Falcke (1996,
see also Falcke & Markoff 2000) has proposed a freely ex-
panding jet model with negligible radial expansion losses.
However the observational evidence indicates that jets
are indeed confined and if this was not the case, the cur-
rent observational constraints on the jet opening angle in
X-ray binaries requires jet Lorentz factors greater than
∼10 (Miller-Jones, Fender & Nakar 2006). That is much
larger than usually believed and also greater than the jet
Lorentz factor predicted by the model of Falcke (1996).
This suggests that some form of dissipation occurring
at large distance from the compact object does compen-
sates for the adiabatic losses. In conical jets the dissipa-
tion rate must be distributed along the jet and scale like
z−1 in order to reproduce the flat observed SED (Malzac
2013, hereafter M13). In phenomenogical jet emission
models such a dissipation process is postulated (Bland-
ford & Koenigl 1979; Zdziarski, Pjanka & Sikora, 2013)
but the physical origin of this ∝ z−1 dissipation profile is
not treated. Such a dissipation could occur through con-
version of either the jet Pointing flux, or the jet kinetic
energy into internal energy. Lyubarsky (2010) suggested
a mechanism of conversion of Pointing flux into internal
energy through magnetic reconnection. The dissipation
c© 2008 RAS
2 J. Malzac
profile expected from such processes is however difficult
to predict and currently unknown.
In this paper I will instead explore the second pos-
sibility, and consider the conversion of jet kinetic en-
ergy through internal shocks. Internal shocks models have
been proposed to explain the multi-wavelength emission
of jetted sources such as γ-ray bursts (Rees & Meszaros
1994; Daigne & Moscovitch 1998), active galactic nuclei
(Rees 1978; Spada et al. 2001; Bo¨ttcher & Dermer 2010),
or microquasars (Kaiser, Sunyaev & Spruit 2000; Jamil,
Fender & Kaiser 2010, JFK10 hereafter). In these mod-
els, shells of gas are continuously ejected with randomly
variable velocities and then propagate along the jet. At
some point, the fastest fluctuations start catching up and
merging with slower ones. This leads to the formation of
shocks in which electrons are accelerated up to relativis-
tic energies. These electrons then produce synchrotron
and also, possibly, inverse Compton radiation.
A point that has been generally overlooked in all
these studies is that the result is very sensitive to the
properties of the assumed fluctuations of the Lorentz fac-
tor of the jet. Recently, M13 showed that the adiabatic
expansion losses can be entirely compensated by internal
shocks, provided that the fluctuations of the jet Lorentz
factor correspond to a flicker noise process i.e. with the
Fourier Power Spectral Density (PSD), S(f), of the fluc-
tuations which is inversely proportional to the Fourier
frequency f .
The aim of this paper is to explore the sensitivity of
the jet SED to the shape of the PSD of the fluctuations
as well as to the details of the modelling of the internal
shocks. In Section 2, I generalise the analytical formal-
ism of M13 to calculate the shock dissipation profile in
the jet and its resulting time-averaged SED for input fluc-
tuations with any PSD shape. In Section 3, I describe a
new numerical code designed to simulate the collisions
and shock dissipation in the ejecta. I also investigate the
sensitivity of the results to various approximations in the
modelling of the shell collisions. In Section 4, I use both
the analytical estimates and simulations to study the re-
sponse of the jet to sinusoidal fluctuations, and fluctua-
tions with a power-law PSD, I also demonstrate the capa-
bility of the code in predicting the variability properties
of the sources.
2 ANALYTICAL MODEL
2.1 Hierarchical damping of the fluctuations
Consider a jet of time-average bulk Lorentz factor γ. The
jet is modelled as a set of discrete homogeneous ejecta
that are ejected at regular time intervals ∆t comparable
to the dynamical time-scale of the accretion flow (i.e a few
ms). I assume small, time dependent fluctuations ∆γ of
the Lorentz factor so that the shell of gas ejected at time t
at the base of the jet has a Lorentz factor γ+∆γ(t). Those
ejecta then propagate ballistically along the jet axis. For
simplicity, in these analytical estimates, the mass of the
ejecta is assumed to be a constant m0 = 0.5Pj∆t/(γ −
1)c2, where Pj is the total kinetic power of the two-sided
jets (hence the factor 0.5) and c the speed of light. The
effects of a varying mass of the ejecta will be investigated
numerically in Section 3.2, they are usually weak.
The Fourier transform of the fluctuations is defined
as:
∆Γ(f) =
∫ +∞
−∞
∆γ(t)e−2iπftdt (1)
Since the Lorentz factor does not vary on time scales
shorter than ∆t, there is a Fourier frequency f0 =
1/(2∆t) above which ∆Γ(f > f0) = 0. In other words
f0 is the highest possible frequency of the injected fluc-
tuations. Therefore, the initial variance of the injected
fluctuations can be written as:
γ2rms0 =
∫ f0
0
2S(f)df, (2)
where S = |∆Γ|2 is the Fourier Power Spectral Density
(PSD) of the fluctuations.
On average the centre of momentum of two neigh-
bouring shells at injection are separated by a distance
λ0 = βc∆t (where β =
√
1− γ−2 is the ratio of the jet
velocity to the speed of light). This length also corre-
sponds to the smallest scale of the velocity fluctuations.
As the ejecta propagate downstream along the z direc-
tion, the fastest shells catch up and merge with slower
ones. During this process of hierarchical merging the av-
erage mass of the ejecta and their separation will increase
λ(z)/λ0 = m(z)/m0 = K(z). This growth in length
scale implies a damping of the fluctuations of frequen-
cies higher than f0/K. As a consequence, the variance of
the fluctuations decreases:
γ2rms(K) =
∫ f0
K
0
2S(f)df. (3)
The problem appears simpler when viewed in the
frame moving with a Lorentz factor γ. In the limit of
small scales fluctuations, this frame coincides with the
frame of the centre of momentum of the shells. To first
order in γrms/γ, the average velocity of the shells is 0 and
its rms amplitude:
v˜rms(K) =
γrms(K)c
γβ
. (4)
In the limit of low amplitude fluctuations, the ve-
locities in the moving frame are non-relativistic. All of
the kinetic energy of the shells is available for conver-
sion into internal energy. After all the fluctuations have
been damped, the flow will have received a total energy
u˜0 = v˜
2
rms(K = 1)/2 per unit mass. The free specific
energy of the system (i.e available for dissipation) is:
u˜(K) =
v˜2rms(K)
2
=
γ2rms(K)c
2
2γ2β2
, (5)
then, from equation (3):
du˜
dK
= −f0S(f0/K)c
2
K2γ2β2
. (6)
The fluctuations of scale K collide and merge after
travelling for a time:
t˜(K) = yλ˜/∆v˜ =
yγ2β2K
4f0
√
J(K)
, (7)
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where y is a factor of the order of unity accounting for the
effects of the longitudinal extension of the ejecta. It will
be estimated in Section 2.2. ∆v˜ is the average (absolute)
velocity difference between the merging shells. In the case
of a linear variability process it can be estimated as:
∆v˜2 =
(
2c
γβ
)2
J(K), (8)
with
J(K) =
∫ f0/K
0
S(f) [1− cos (Kπf/f0)] df. (9)
Let ǫ˜ be the specific internal energy of the flow. Its
evolution is governed by:
dǫ˜
dK
= − du˜
dK
− (γa − 1)ǫ˜ d ln V˜
dK
, (10)
where V˜ is the comoving volume. The first term on
the right-hand side of equation (10) is energy injection
through internal shocks, the second term accounts for
adiabatic losses (see e.g. equation (1) of M13). γa is the
effective adiabatic index of the flow. For simplicity, it is
assumed here that all the components of the flow (ther-
mal particles, relativistic particles, magnetic field...) have
the same adiabatic index corresponding to that of a rel-
ativistic gas (i.e. γa = 4/3).
Neglecting the possible longitudinal expansion
losses, the formal solution is:
ǫ˜ = ǫ˜0
[
Rb
R(K)
]2γa−2
−
∫ K
1
du˜
dK′
[
R(K′)
R(K)
]2γa−2
dK′, (11)
where R is the jet radius after a time t˜. The function
R(K) defines the jet geometry. For simplicity, in this pa-
per we will consider only conical jets:
R = Rb + t˜(K)γβc tanφ. (12)
where φ is the jet half opening angle and Rb the radius
of the jet at its base.
For a specific PSD of the Lorentz factor fluctuations,
the specific energy profile ǫ˜(z) can be evaluated by com-
bining equation (11) with equations (6), (7) and (12).
A fraction of the internal energy is in the form of
relativistic electrons. Another fraction is in the thermal
energy of protons, the remaining fraction is in the form of
magnetic field energy. The magnetic field energy density
is:
B2
8π
=
ρ˜ǫ˜
1 + ξe + ξp
, (13)
where ξp and ξe are the equipartition factors related to
the thermal energy of the ions Up = ξpB
2/8π, and to the
internal energy of the accelerated electrons Ue = ξeB
2/8π
respectively. ξe and ξp are assumed to be constant and
uniform along the jet. Once the jet geometry is fixed, the
average mass density ρ˜ of a shell with radius R is given
by:
ρ˜ =
PJR
−2
2fv(γ − 1)c2γβcπ . (14)
where fv is the volume filling factor of the shells. The
volume filling factor of the colliding shells, fv, is defined
so that the average length of a shell of separation λ is
fvλ. If fv ≪ 1, the jet is constituted of thin colliding
‘pancakes’, while for fv = 1, the jet is a continuous flow.
In principle, fv depends on the properties of the shells
at injection. But fv is also expected to depend on z (or
t˜). Indeed, the shells are strongly compressed during the
collisions, then as they gain internal energy they can also
expand under the effect of their own pressure. Those ef-
fects are fully accounted in the numerical code, while a
simple analytical treatment of the dynamic of the shells
expansion and compression is proposed in Section 2.2).
The SED is not very sensitive to fv and, for the purpose
of finding analytical estimates of the SED, fv is taken to
be a constant along the jet, given by equation (26).
The electron energy density is:
Ue = n˜eγ¯emec
2 = ξeB
2/8π, (15)
where n˜e and γ¯e are the density and average Lorentz fac-
tors of the accelerated electrons. For simplicity I assume
that the accelerated electrons have a power-law particle
distribution n(γ) = n0γ
−p in the range γmin − γmax and
that the shape of this distribution does not depend on
time or position in the jet. Its normalization varies to
account for the energy gains and losses of the electrons.
The average Lorentz factor of the electrons,
γ¯e =
∫ γmax
γmin
γ1−pdγ/
∫ γmax
γmin
γ−pdγ, (16)
is therefore a constant, and only the number of acceler-
ated electrons varies. A different scenario in which the
number of accelerated electrons is kept constant but γ¯e
is allowed to vary is discussed in Appendix C and found
to give similar results.
Once the average magnetic field, internal energy and
density profile of the ejecta are determined, the time-
averaged synchrotron emission of the jet can be estimated
using standard formulae that are detailed in Appendix A.
2.2 Shell expansion and compression
In this section, I derive simple analytical estimates of the
jet volume filling factor. Here, as it is customary, I assume
that this expansion occurs in the co-moving frame at a
speed:
v˜s =
√
ǫ˜(γa − 1) = ∆v˜/M. (17)
As long as the gas is close to equipartition v˜s is close to
the sound speed and therefore M corresponds approxi-
mately to the mach number of the colliding shells.
For simplicity, I consider that the longitudinal ex-
pansion is free and therefore the adiabatic losses due to
longitudinal expansion can be neglected. Any pressure
work done during this expansion can only be used to ac-
celerate or compress neighbouring shells so that overall,
this does not represent a loss of energy for the flow. I
thus do not expect that taking these effects into account
would change the results dramatically.
The shells can also undergo significant compression
during shocks. When two shells are in the process of
merging the compression velocity is simply the difference
c© 2008 RAS, MNRAS 000, 1–21
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of velocity of the two merging ejecta ∆v˜. During a col-
lision however, the compression lasts only for the time
necessary for the shock to cross the shell, that is:
t˜c ≃ xfvλ˜/∆v˜, (18)
where x−1∆v˜ is the speed of the shock in the frame of
the unshocked ejecta. Applying the jump conditions of
Blandford & McKee (1976) and to first order in ∆v˜, their
equation (5) gives:
x−1 ≃
√
1/4 + γa/2 + (γa/2)2 = 7/6. (19)
During an infinitesimal time-interval dt˜, the length of a
shell l˜ = fvλ˜ changes by an amount:
dl˜ = fvdλ˜+ dfvλ˜. (20)
The fist term represents the increase in size of the ejecta
due to the mergers. The second terms is the contribu-
tion from compression and expansion which can also be
written as:
dfvλ˜ = 2v˜sdt˜−∆v˜dt˜c, (21)
where dtc is the amount of time during which the shell
was compressed in the interval dt. Or, equivalently:
dfv
dt
=
(
2
M −
dtc
dt
)
∆v˜
λ˜
. (22)
For simplicity, I approximate the compression factor as:
dt˜c
dt˜
≃ t˜c
t˜
=
x
y
fv, (23)
Then the y parameter in equations (7) and (23) is ap-
proximated as:
y =
1− fv
1 + 2M−1 . (24)
The numerator on the right hand side of equation (24)
accounts for the reduced distance between shells due to
their longitudinal extension. The denominator corrects
for the increased collision rate caused by the expansion
velocity of the shells. Using this expression for y, equa-
tion (22) can then be rewritten as:
dfv
dt
=
(
1− f/fe
1 +M/2
)
t−1, (25)
where
fe = [1 + x (1 +M/2)]−1 . (26)
In the case where the mach number is a constant, it can
be integrated easily and one gets:
fv = fe
[
1−
(
1− fi
fe
)(
t
ti
)− 1+M/2
fe
]
, (27)
where fi is the initial value of the volume filling factor
at time ti when the Mach number became a constant.
We can see from equation (27) that at large times the
system evolves asymptotically toward an equilibrium in
which fv = fe. As can be seen from equations (25) and
(27), the changes in volume factor are driven by the vari-
ations of M. Therefore, if the variations of the Mach
number are negligible the volume filling factor tends to-
ward a constant fe given by equation (26). In fact, the
simulations show that the evolution of fv is more com-
plex, but for the cases investigated in this paper it turns
out that assuming a constant fv = fe leads to a good
approximation of the SEDs.
3 NUMERICAL MODEL
In order to simulate the hierarchical merging of the ejecta
and their emission, I use a newly developed numerical
code. In this scheme, at each time step ∆t, a new shell of
gas is ejected with a Lorentz factor that depends on the
time of the ejection. The injected shells are then followed
until they interact and merge with other ejecta. During
the propagation, the internal energy of a shell decreases
due to adiabatic losses. During the mergers a fraction of
the kinetic energy of the shells is converted into internal
energy. The product of mergers are in turn followed until
they interact again, and so on. The temporal evolution of
the initial Lorentz factors of the shells injected at the base
of the jet is determined according to its specified PSD
shape. This code is similar to that described in JFK10,
although developed independently. The reader is referred
to JFK10 for a detailed description of the model and
method. Here I will focus only on the main differences
between my code and that of JFK10.
3.1 Collisions of ejecta
Probably the mot important differences regard the treat-
ments of the shell collisions. Let us consider two collid-
ing shells of masses m1 and m2 travelling with Lorentz
factors γ1 and γ2 respectively, corresponding to veloci-
ties β1c and β2c. The Lorentz factor of the merged shell
correponds to the Lorentz factor of their centre of mo-
mentum:
γc =
m1γ1 +m2γ2√
m21 +m
2
2 + 2m1m2γ1γ2 (1− β1β2)
(28)
This differs from the formula used by JFK10 to evaluate
γc (their equation 11) which is valid only in the ultra-
relativistic limit. The amount of kinetic energy that is
converted into internal energy during the collision is then:
Es,i = (γ1m1 + γ2m2)c
2 − γc(m1 +m2)c2. (29)
When two shells collide, a forward shock and a re-
verse shock form at their interface and then propagate
in opposite directions in the frame of the centre of mo-
mentum of the shells. Their motion is followed in the
simulation. As in JFK10, the velocity of the shock fronts
is calculated using the jumps conditions of Blandford &
McKee (1978). However, contrary to the model of Bland-
ford and McKee (1978) the shells are in expansion, and in
order to approximate the effect on the shock propagation
velocity and also in order to keep the shock crossing time
finite, it is assumed that the shock front velocity is the
velocity used by JFK10 plus the shell expansion veloc-
ity. During this process the shell is gradually compressed,
and its length decreases until the shock has crossed the
shell. In contrast, JFK10 considered instantaneous com-
pression i.e. at the time of contact the length of the shell
c© 2008 RAS, MNRAS 000, 1–21
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Figure 1. Simulation of the internal shock model assuming si-
nusoidal fluctuations of the jet Lorentz factor of frequency 1 Hz
and rms amplitude γrms = 0.3. Panel (a): time averaged shock
energy dissipation rate along the jet as a function of distance
from the base. Panel (b): time-averaged specific energy profile
along the jet. Panel (c): average volume filling factor of the
shells. Panel (d): predicted time averaged SEDs calculated for
an inclination angle of 40 degrees and a distance to the source
of 2 kpc. The emission from the counter-jet is not shown. In
all panels, the different types of curves stand for different as-
sumption regarding shock dissipation. The thick and thiner
curves show the result of simulations obtained with standard
and solid shell assumptions respectively. The full curves show
the results for ‘fast’ dissipation while the dashed curves show
the results for slow dissipation, and dash-dotted curves are for
instantaneous dissipation at the time of contact. The dotted
curve shows the results expected from the analytical estimates.
See Sections 3.1 and 4.1 for details.
Figure 2. Influence of the modelling of shock propagation and
dissipation on the resulting dissipation rate (panel a), specific
energy (b), volume filling factor (c) profiles and SEDs (d) in
the case of a flicker noise fluctuations of the jet Lorentz factor.
The meaning of the different styles of curves is the same as in
Fig. 1
is changed to the size it will have at the end of the com-
pression. The present treatment is more realistic and the
compression is gradual.
However, it is often the case that multiple collisions
with other shells occur over the shock crossing time.
Therefore a shell may be traversed by many shock fronts
traveling in different directions in its rest frame. Some
shock fronts may encounter other shock fronts. For sim-
plicity and in order to limit the number of shock fronts
that are followed numerically, I assume that when two
shock fronts meet, the one formed during the earlier col-
lision disappears.
Between two events, the instantaneous power dis-
sipated at a shock front is assumed to be a constant
c© 2008 RAS, MNRAS 000, 1–21
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Ps = Es/tdis. Where Es is the remaining energy avail-
able for dissipaion in the shock. And tdis is the dissipation
time. tdis is chosen to be the time before the shock front
will reach the outer boundary of the ejecta. If two shocks
meet before reaching a boundary, then the energy of the
surviving shock front becomes the sum of the respective
energies of both shock fronts reduced by the amount of
energy dissipated up to that point:
Es,1,a = Es,1,b(1−∆t1/tdis,1)+Es,2,b(1−∆t2/tdis,2)(30)
where the indices 1 and 2 refer to the parameters of
the ’younger’ (surviving) and ’older’ (disappearing) shock
front respectively, and the index b and a denote the prop-
erties of the shock before and after the encounter, respec-
tively. ∆t1 and ∆t2 are the time since last update of the
shock front energies. Es,1,b and Es,2,b are the energies re-
maining to be dissipated just after the last update. At
the same time, tdis,1 is updated according to its current
distance to the shell boundary and the shock front and
current boundary velocities.
Since the shock fronts that meet each other tend to
travel in opposite directions (in the CM frame), transfer-
ring the remaining energy of the suppressed shock front
to the surviving one leads to overestimate the energy dis-
sipation time. Indeed some residual energy is trapped and
may have to cross the shell several times carried by shocks
traveling in different directions. To investigate how this
affects the results, I have implemented another scheme in
which all the shock energy is dissipated before it either
reaches the boundary, or interact with a ’younger’ shock
front. In this scheme, tdis is the time required to reach
the boundary or encounter another shock, whatever is the
shortest. As soon as, during the shock propagation, some-
thing happens to the shell (e.g. a collision occurs), tdis
is updated accordingly and Es is reduced by the amount
of energy that was dissipated up to this point. There-
fore, in this scheme the energy of a shock is dissipated
only during its lifetime. Since, for technical reasons, we
arbitrarily make shocks disappear, this method tends to
underestimate the dissipation time-scale. For this reason
I call this scheme the ‘fast’ dissipation method, and I call
‘slow’ dissipation method the scheme described in the
previous paragraph.
During the shock propagation and compression the
shells are also expanding radially and loose energy
through adiabatic expansion. The internal energy of a
shell with centre of mass initially located at a distance z
from the base of the jet with an internal energy uint, trav-
eling with a velocity v and which is traversed by shock
fronts that dissipate a constant total power PT , is after
a time ∆t:
uint(∆t) =
[
PT
2γa − 1
z
v
(
x2γa−1 − 1
)
+ uint(0)
]
x2−2γa(31)
where x = 1 + v∆t
z
. Note that the internal energy in the
co-moving frame is u˜int = uint/γ. In the simulations, the
shock energy is dissipated only if the relative velocity of
the two shells is larger than the local sound speed. This
is to account for the fact that only supersonic collisions
can lead to shock formation and particle acceleration.
However this turns out to have practically no effects on
the results because the energy of subsonic collisions is
negligible.
3.2 Shell injection and generation of input
Lorentz factor fluctuations
The standard method to generate time series with the
desired PSD is the method of Timmer & Ko¨nig (1995).
This method was designed to model power-law noise but
is easily generalised to any PSD shape. For a process with
a given PSD, this method allows one to generate a real-
isation of the Fourier transform through a random sam-
pling of the squared amplitude and phase at each discrete
Fourier frequency. Then, the time-series is generated by
applying the inverse Fourier transform. The amplitudes
are sampled according to a χ2 distribution with 2 de-
grees of freedom, while the phases are drawn from a uni-
form distribution. This method takes into account the
full stochasticity of a linear process. However due to the
random sampling of amplitudes, a given realisation may
have a power spectrum which differs significantly from
that of the parent process. This may affect the results
of the simulation in a way that is uncontrolled. In or-
der to determine the average effect of a process with a
given power spectrum it is often more convenient to fix
the amplitude of the realised Fourier spectrum to that
of the parent process and randomise only the phases (as
done e.g. in Done et al. 1992). This is the method that
we will use in this paper, although both methods are im-
plemented in the code.
The time-series generated according to these meth-
ods have fluctuations that are symmetric with respect to
the average. Since we are often dealing with large ampli-
tudes fluctuations, the time series can occasionally take
negative values. This is a problem if the time-series is
supposed to represent the evolution of the Lorentz fac-
tor. If the number of negative values is small one can just
replace the negative values by an average of the neigh-
bouring (positive) values. If the number of negative values
is large, another technique consists in generating a time
series li of desired PSD as before but with a mean of 0.
Then define the Lorentz factor as:
γi = 1 + (γ − 1) exp li〈exp li〉 , (32)
where γ is the desired average value of the Lorentz factor
and 〈exp li〉 denote the mean value of exp li.
This procedure generates Lorentz factors that never
fall below unity. The PSD of γi usually remains very
close to that of li. I also note that taking the expo-
nential of li makes the time series non-linear (Uttley,
McHardy & Vaughan 2005). For this reason, in the fol-
lowing, this method of generating the Lorentz factors will
be referred to as the ‘non-linear method’ while the sim-
ple direct method will be called ’the linear method’. In
fact the non-linear method is probably more realistic, be-
cause non-linearity appears to be a general feature of the
variability of accreting black holes (Uttley et al. 2005).
For this reason this is the method that is used by default
in this paper. A comparison of the results obtained with
both methods will be discussed in Section 4.
In most of the simulations shown in this paper I as-
c© 2008 RAS, MNRAS 000, 1–21
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sume that the shells are all injected with the same mass.
In principle, their mass could also fluctuate. Besides the
case of constant mass injection the code also allows one
to simulate models in which the shells are injected with
a constant kinetic power, and a third case in which the
mass of the shell is variable with the same PSD as the
Lorentz factor but the mass fluctuations and Lorentz fac-
tor fluctuations are generated independently and are un-
correlated. These different scenarii will be discussed in
Section 4.
3.3 Radiation
The time dependent emission of each shell is calculated
as described in Appendix B. This treatment of radiation
transfer is very simplified and I summarise here the main
approximations.
First, the anisotropy of radiation in the co-moving
frame of the ejecta is not taken into account. For ex-
ample, equation (A6) neglects the angular dependence
of the optical depth. This is a good approximation only
for systems with a large inclination. Also, the contribu-
tion of each individual active ejecta is computed indepen-
dently, without taking into account the illumination from
its neighbours. This effect might be important at small
jet inclination when the line of sight crosses many ejecta.
Moreover, the spatial distribution of particles and
magnetic field in the shells are assumed to be homoge-
nous and the electron energy distribution is a pure power-
law. The effects of the thermal component in the elec-
tron distribution (see Pe’er & Casella 2009) are neglected.
The effects of adiabatic cooling are taken into account by
changing the normalisation of the electron distribution
while its effects on the shape of the electron distribution
are neglected. The radiation from the surface of the ejecta
is assumed to be uniform at all times, the delays due to
photons propagation within a shell are not taken into ac-
count. Simple estimates, indicate that in cases that are
relevant to the observations, these effects alter the SED
only marginally.
On the other hand, the effects of radiative cooling
can be very strong in the region close to the base of
the emitting region (see e.g. Chaty et al. 2011). These
radiation losses are neglected in the present version of
the model. They affect predominantly the most energet-
ics electrons, emitting in the optically thin regime, while
the flat optically thick part of the SED is essentially un-
changed (Zdziarski et al. 2013).
Also, only the synchrotron emission is calculated and
other processes such as inverse Compton emission are ne-
glected. Inverse Compton scattering of synchrotron pho-
ton or external radiation can be a significant source of
gamma-ray emission which I have neglected. A compar-
ison of the predictions of the internal shock model with
observations from high energy instruments such as IN-
TEGRAL, Fermi or HESS would certainly put additional
constraints on the model.
The treatment of radiation transfer could therefore
be improved and this is devoted to future works. In fact,
better calculations of the emission from two colliding
ejecta have been proposed in the context of AGN (see
e.g. in Joshi & Bo¨ttcher 2011; Jamil & Bo¨ttcher 2012).
In the case of X-ray binaries however, due to the much
shorter time scales, it is necessary to add up the contri-
bution of millions of shells in order to be able to compare
with the observations. Such a detailed treatment of radi-
ation transfer in the compact jets of X-ray binaries would
be therefore extremely time consuming, while unlikely to
change qualitatively the results.
Finally it is worth noting that other possible dissi-
pation mechanisms such as magnetic dissipation or other
types of shocks could be important. In particular, in
the case of high mass X-ray binaries such as Cygnus
X-1 or Cygnus X-3, the interaction of the jet with the
wind of the companion star may lead to the forma-
tion of re-collimation shocks (Perucho, Bosch-Ramon &
Khangulyan 2010). Such additional dissipation would ob-
viously add some spectral complexity.
4 RESULTS
In this section, I explore the model for jet parameters
that are typical of X-ray binaries. I consider a stellar
mass black hole of 10M⊙. The average jet Lorentz factor
is γ = 2 for a kinetic power PJ = 10
−2LE (where LE =
1.3 × 1039 erg/s is the Eddington luminosity). The jet
half opening angle is φ = 1◦. The equipartition ratios are
ξe = 1, ξp = 0, the electrons in the jet have a power-law
energy distribution with slope p = 2.3 between γmin = 1
and γmax = 10
6. The jet radius at the base is Rb = 10
gravitational radii (RG).
4.1 Response to sinusoidal variations of the
Lorentz factor
As a first example I study here the simple case where the
Lorentz factor varies with time like a sine function. The
sine oscillation is probably irrelevant for the observations
but is nevertheless interesting to understand the response
of the jet to fluctuations of a well defined time scale
Ti = 1/fi (or equivalently lengthscale λ = βcTi) and
amplitude of velocity fluctuations ∆v. In this case, most
of the dissipation is expected to occurs around one typical
distance zd ∝ λ/∆v. Longer time-scale (i.e. smaller fi)
fluctuations have a larger spatial extension λ i.e. ejecta of
significantly different velocities are ejected with a greater
separation. A longer separation implies that it takes more
time for the ejecta to catch-up, leading to dissipation at
larger distance in the jet. On the other hand, fluctuations
of larger amplitude imply a larger velocity difference of
the colliding shells and therefore collision at a shorter
distance.
Using the formalism developped in Section 2, I can
now estimate zd, as well as the specific energy and mag-
netic field profiles. Let us assume sinusoidal fluctuations
of the Lorentz factor at the frequency fi so that the PSD
of the fluctuations is given by S(f) = γ2rms δ(f − fi)/2,
where δ is the Dirac function. Then equation (6) gives
the energy dissipation as:
du˜
dK
= −f0γ
2
rmsδ(f0/K − fi)c2
2K2γ2β2
. (33)
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Figure 3. Influence of the initial volume filling factor of the
shells at injection on the resulting dissipation (a), specific en-
ergy (b), volume filling factor (c) profiles and SEDs in the
case of a flicker noise fluctuations of the jet Lorentz factor
The full curves show the result for the baseline model (with
initial volume filling factor fv0 = 0.7) the long dashed curves
show the results for fv0 = 10−2 and the 3-dots-dash curves
for fv0 = 0.95. The other parameters are identical to that of
Fig. 2.
From equations (8) and (9), the average velocity of the
collisions is:
∆v˜ =
γrmsc
γβ
√
2 [1− cos (Kπfi/f0)], (34)
for K 6 f0/fi, and ∆v˜ = 0 otherwise. Equations (7), (33)
and (34) imply that all the energy of the fluctuation is
dissipated at a time:
t˜d = t˜(f0/fi) =
yγ2β2
4γrmsfi
, (35)
This corresponds to a distance from the base of the jet:
zd =
yγ3β3c
4γrmsfi
, (36)
and, under the assumption of a conical jet, this corre-
sponds to a jet radius:
Rd = Rb + zd tanφ (37)
After dissipation, the specific internal energy decreases
according to adiabatic losses. For negligible initial inter-
nal energy (ǫ˜0 ≃ 0), Equation (11) gives:
ǫ˜ =
γ2rmsc
2
2γ2β2
(
R
Rd
)−2(γa−1)
, (38)
for R > Rd, and ǫ˜ = 0 otherwise. And therefore at R >
Rd the magnetic field decays like:
B =
[
2PJ
(1 + ξe + ξp)fv(γ − 1)γ3β3c
]1/2
γrms
Rd
[
R
Rd
]−γa
.(39)
From equations (34) and (38), the Mach number of the
collisions around zd is:
M = ∆v˜√
(γa − 1)ǫ˜
=
2
√
2√
γa − 1 ≃
√
24. (40)
Therefore the collisions at zd are supersonic (M≃
√
24)
and shock acceleration may indeed occur. According to
equations (26) and (24), the volume filling factor is set
to fv = fe ≃ 0.26 and y ≃ 0.53.
An example is shown in Fig. 1 for sinusoidal varia-
tions of the Lorentz factor at a frequency fi = 1 Hz and
an amplitude γrms = 0.3. The shells are ejected at time
intervals of 10 ms with an initial volume filling factor
fv0 = 0.7 and no internal energy. Panels (a), (b) and (c)
of Fig. 1 display the power dissipated through internal
shocks, the specific energy of the flow and the volume
filling factor of the ejecta respectively, as a function of
the distance from the point of ejection. Equation (36)
gives zd ≃ 5× 104 RG, as shown by the vertical dotted
line in Fig. 1(a). At zd, the internal specific energy in-
creases sharply. Then, at larger distances, it decays like
z−2/3, due to adiabatic losses. This is shown by the thick
dotted line in panel (b) of Fig. 1. From the magnetic pro-
file given by equation (39), the analytical estimate of the
SED is derived as described in Appendix A2 assuming
a constant fv ≃ 0.26. It is shown in Fig 1(d). At low
frequencies the partially self-absorbed component has a
predicted spectral slope αT = 0.65 , the spectral break
occurs around 5× 1012 Hz.
Figure 1 also compares the above analytical esti-
mates with the results of simulations using several differ-
ent prescriptions for the internal dynamics of the shells
and the associated dissipation processes. The profiles
shown in Fig. 1 were estimated by averaging the prop-
erties of the ejecta at a given location, over a time-span
ranging from 103 to 104s after the ejection of the first
shell. The time-averaged SED of the jet was obtained by
averaging the synchrotron emission of the ejecta over the
same time interval.
The thin dot-dashed lines present the results for the
simplified case in which the shells behave as solid blocks
which cannot expand or compress (fv is constant), and all
the shock dissipation occurs instantly at the time of con-
tact between two colliding shells. In this case the shock
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dissipation profile is sharp and peaks around 2×104 RG.
This leads to a sharp rise in the specific energy of the flow
around this distance. The specific energy profile then de-
cays as expected in the analytical model. The resulting
SED has the analytically predicted slope at low frequency
and peaks around 1013 Hz.
The thick dot-dashed curves show the result of the
same simulation but now including the effects of the com-
pression and expansion of the ejecta. Fig 1(c) shows that
at short distances from the black hole, the volume fill-
ing factor remain constant due to the absence of com-
pression or internal pressure. Then around 104 RG, the
first shocks occur and compress the ejecta (fv decreases
down to ≃ 0.4). This compression delays further colli-
sions and the dissipation profile (panel (a)) is broader
than before and peaks at larger distances. After the bulk
of the dissipation, the ejecta start to expand under the
effects of their own pressure. They then continue to ex-
pand until they fill the whole volume. As a consequence
of the delayed dissipation the specific energy profile rise is
smoother than in the previous cases and peaks at about
3 times larger distances, before decaying as z−2/3. The
delayed dissipation leads to a SED that is slightly shifted
toward lower frequencies although quite similar to that
obtained in the previous case.
In more realistic simulations the energisation of the
ejecta is further delayed due to the spread of the dissi-
pation over the shell merging time (or shock propagation
time). The full thick curve shows the result obtained in
this case and assuming the ‘fast’ dissipation prescription
(see Section 3.1). The dissipation profile is now some-
what broader and shifted toward larger distance. But
overall, the specific energy profile and SED remain very
similar to what obtained when the dissipation time was
neglected. On the other hand, the ‘slow’ dissipation pre-
scription (shown in thick dashed curves) leads to a much
broader dissipation profile. It is formed by a first bump
peaking around 105 RG plus an extension that reaches
the maximum distance of a few 108 RG attained by the
shells during the simulation time. This extension is due to
the constant dissipation rate of the shock energy that re-
mains trapped in the shells as a consequence of the ‘slow’
dissipation prescription. As a consequence, the peak of
the specific energy occurs at a longer distance and at a
level which is a few times lower than in the ‘fast’ dissipa-
tion case. As the internal energy is lower, the compression
is stronger. The volume filling factor reaches lower values
and does not recover as quickly as before after compres-
sion. Also, due to the presence of the residual energy
dissipation at large distances the specific energy does not
decay as z−2/3 but is flat or even slightly rising after 107
RG. As shown in panel (c), this causes the SED to flatten
at long wavelengths. The sharp drop in flux below 1 GHz
is related to the distance attained by the first ejecta in
the course of the simulation time.
Interestingly, when the dissipation time is taken into
account but the shells are not allowed to compress and
expand, the dissipation is even more delayed (as shown
by the thin full and dashed curves in Fig. 1). This is
because, in these cases, the absence of compression makes
the dissipation time-scale longer.
Regarding the most realistic simulations taking into
account both the internal dynamics of the ejecta and the
dissipation time scale, the result seem to depend critically
on the type of prescription for the dissipation time scale.
The ‘fast’ dissipation assumption, which probably under-
estimates the dissipation time-scale, produces dissipation
over a relatively narrow range of distances and the results
are in qualitative agreement with the predictions of the
analytical model. On the other hand, the ‘slow’ dissipa-
tion prescription, which overestimates the shock dissipa-
tion time-scale, spreads the dissipation over the whole jet
extension. This affects significantly the shape of the pre-
dicted SED. However we will show in the next section
that the differences obtained under ‘fast’ and ‘slow’ dis-
sipation assumptions are strongly reduced if, instead of a
simple sinusoidal variation of the jet Lorentz factor, one
considers a mixture of fluctuations with widely different
time-scales and amplitudes.
4.2 Flicker noise fluctuations
In this section, I study the case of fluctuations of the
jet Lorentz factor which have a flicker noise PSD (i.e.
P (f) ∝ 1/f) over a wide range of Fourier frequencies.
This case was discussed extensively in M13 from the point
of view of the comparison of analytical estimates to obser-
vations. Here, I investigate further the effects of the differ-
ent options for the numerical modelling of the shock prop-
agation and injected fluctuations that were presented in
Section 3. The baseline model is the same as that pre-
sented in M13. Fig. 2 shows the resulting dissipation,
specific energy and volume filing factor profiles, averaged
between 103 and 105 s after the time of the first ejec-
tion. This figure confirm the analytical results of M13
i.e. independently of the detail of the model, the energy
dissipation profile scales like z−1 over a wide range of
distances from the black hole, and the specific energy
profile is nearly a constant. As in the simulation with si-
nusoidal fluctuation the volume filling factor of the shells
drops quickly during the first shocks, however the ex-
tended range of time-scales of the flicker noise fluctua-
tions lead to persistent dissipation up to large distances.
The associated compression prevents the shells from ex-
panding and filling the entire volume until all dissipation
ceases. This occurs only when the longest fluctuations
have been dissipated and at about 108 RG, see panel (a).
Closer to the black hole, the volume filling factor varies
very weakly with z and remains in the range 0.3-0.6 over
about 4 orders of magnitude in distances. The resulting
synthetic SED is shown in Fig. 2(d). As discussed in M13
the SED is approximately flat at frequencies ranging from
a few 109 to 1013 Hz. In the mid-IR the model predicts a
spectral break. At higher frequencies the spectral index
of the spectrum becomes (p− 1)/2 as the jet emission is
dominated by the optically thin emission from the base
of the dissipation region. After travelling a large distance
from the black hole there is a point where all the free
energy of the ejecta has already been dissipated and no
shock dissipation can power the jet emission. The elec-
trons just cool down through adiabatic expansion. This
is the cause for the low photon frequency break around a
few GHz below which the jet emission decreases sharply.
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Figure 5. Simulations of the internal shock model with a power-law PSD of the Lorentz factor fluctuations (P (f) ∝ f−α). Panel
(a) shows the shape of the injected PSDs, for the indicated values of the α index. Then moving clockwise other panels show the
time averaged dissipation (b), the specific energy (c) and volume filling factor (d) profiles. The SEDs are shown in panel (e). The
thin curves show the analytical estimates.
The location of this break is determined by the lowest
Fourier frequency of the injected Lorentz factor fluctua-
tions (see M13).
Fig. 2 compares the results obtained assuming the
‘fast’, ‘slow’ and ’instantaneous’ dissipation prescriptions
(see Sections 3.1 and 4.1). The differences between the
three cases are modest (10 percent at most). Fig. 2, also
presents the results of simulations in which the ejecta do
not expand or compress longitudinally but have a fixed
length which was fixed assuming the equilibrium volume
filling factor given by equation (26). Again, the effect on
the shape of the SED is weak. The result is not very
sensitive to the treatment of shock propagation and the
analytical estimate of fv is reasonably accurate for the
purpose of calculating the SEDs. The conclusion is that
although some assumptions and approximations are re-
quired to model the treatment of the shock propagation
and energy dissipation in the ejecta and the associated
compression, in the case of flicker noise, the resulting
SEDs appears to be rather insensitive to the details of
this modelling. In the following we adopt the ‘fast’ dis-
sipation method to explore further the effects of other
parameters.
Fig. 3 shows the effects of assuming different volume
filling factor of the ejected shells. It shows that different
choices for fv0 induce differences in flux of a factor of 2 or
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Figure 4. Influence of the modelling of the input fluctuations.
The thick and thiner curves show the result of simulations
obtained with the ‘non-linear’ and ’linear’ input fluctuations
respectively (see text). The full curves show the results for
a constant mass of the ejecta. The triple-dot-dash curves, al-
most undistinguishable from the full curves, are obtained for a
mass of the ejecta that is varying randomly and independently
of the Lorentz factor. The long dash curves show the results
obtained for a constant kinetic energy of the ejecta. The other
parameters are identical to that of Fig. 2
more at the higher (optically thin) frequencies. The syn-
chrotron emission is sensitive to the energy density (in the
form of particles and magnetic field) in the ejecta. Since
the amplitude of the Lorentz factor fluctuations and the
mass of the shells are the same in the different simula-
tions shown in Fig. 3, the energy dissipated in the shocks
is the same. However, in the simulations with lower fv0
the first shocks occurs in a smaller volume. Also, due to
the smaller scale of the ejecta the energy is dissipated
faster and the specific energy rises faster (see panels a
and b). The larger energy density then implies a higher
synchrotron flux. Nevertheless, after the first shock, the
shells are compressed and can also expand. Very quickly
the evolution of fv becomes independent of the initial
conditions (see panel c). The optically thick emissions of
the different models shown in Fig. 3(d) are almost iden-
tical. Therefore, the choice of fv0 can affect the shape
of the high frequency turn-over and the optically thin
emission, but has no effects at lower frequencies.
Let us now consider the effects of different prescrip-
tions for the properties of the injected fluctuations. Fig. 4
shows the results for the baseline model assuming both
linear and non-linear Lorentz factor fluctuations. There
are significant differences because, for the moderate jet
mean Lorentz factor and the relatively large amplitude
of the fluctuations that I assume, the ’linear’ method
implies that many shells have a very small velocity (as
small as zero). In the non-linear method such low val-
ues are not allowed and the velocity is almost always
mildly relativistic at least. The length of an injected shell
is l = vfv0∆t. Mildly relativistic shells will have a length
∼ cfv0∆t, but the slow ejecta of the linear model can have
a much smaller extension. Those slow shells are quickly
hit by other ejecta. As can be seen in panel (a) and (b)
the energisation of the shells start earlier in the linear
model and is more efficient, dissipating a comparatively
large amount of energy in a small volume. The earlier
shocks also compress the shells more efficiently (see panel
c). The resulting synchrotron emission (shown in panel
d) is therefore significantly stronger in the linear model
and particularly in the optically thin regime. Interest-
ingly the analytical estimates are in better agreement
with the non-linear model (see M13 for a comparison).
This is because the analytical model does not take into
account the dependence of the length of the shell on ve-
locity (the length of each shell is implicitly fixed at the
average value).
Fig. 4 also shows the effects of having randomly vari-
able fluctuations of the mass of the ejecta. It shows that
if the mass fluctuations are uncorrelated to the Lorentz
factor fluctuation, this has negligible effects on the shape
of the SED, both in the linear and non-linear model. In-
deed, in this case the mass fluctuations do not change the
dissipation profile in the jet. They just add some variabil-
ity on the amount of energy dissipated during shocks, but
this is averaged out in the time-averaged SEDs. The sit-
uation can however be very different if the fluctuations of
the mass are in some way related to those of the Lorentz
factor. In Fig. 4, I considered the case of both variable
Lorentz factor and mass but keeping the kinetic energy of
the shells a constant equal to Ec = 〈γ−1〉m0. Where m0
is the ’constant’ mass of the shell in the fiducial model. In-
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troducing this anti-correlation between mass and Lorentz
factor makes the average mass of the shell larger than
m0 by ≃ 10% in the non-linear model and by 20% in the
linear model. Therefore the shock dissipation is enhanced
and the jet is brighter. In the case of the non-linear model
this enhancement is weak (20 percent at most). But in
the case of the linear model there is the additional effect
of the presence of the very slow ejecta. In the simulation
with constant jet power, the slow ejecta not only have
a very small size but also a huge mass. Shock dissipa-
tion leads to a huge energy density. The effect on the
SED is dramatic and the jet is much brighter, the flux
can increase by approximately one order of magnitude
(see panel d). In the following we will consider only non-
linear fluctuations as they are more representative of the
variability observed in accreting sources. In this case the
prescription on the variability of the mass of the shell has
only small effects on the resulting SED.
4.3 Power-law PSD of fluctuations
Let us now consider Lorentz factor fluctuations with a
power-law PSD shape with index α: S = S0f
−α for
f0 > f > f1. The other parameters of the model are
kept at the same value as in Section 4.2. Fig 5 shows
that the dissipation profile along the jet and the profile
of the specific energy of the flow are very sensitive to α.
For larger α the fluctuations of the Lorentz factor have,
on average, longer time-scales and therefore more dissi-
pation occurs at larger distances from the black hole. As
a result the SED is steeper. In the following, the quanti-
tative dependence of the SED on α is derived analytically
and compared with the results of the simulations.
4.3.1 Internal energy and magnetic field profile
For α < 3 the integral J in equation (9), can be approx-
imated as:
J(K) = S0G(α)
(
f0
K
)1−α
, (41)
with:
G(α) = −
+∞∑
n=1
(−π2)n
(2n)!(2n+ 1− α) . (42)
Then equation (7) gives:
K = (t˜/t˜0)
q = (z/z0)
q, (43)
with q = 2/(3− α) and
t˜0 =
yγ2β2
4f
1/q
0 S
1/2
0 G
1/2
, (44)
and z0 = γβct˜0. Then combining equations (6) and (43)
and taking y as a constant, we can determine the dissi-
pation profile along the jet:
du˜
dt˜
= − qS0f
1−α
0 c
2
γ2β2 t˜0
(
z
z0
) 3α−5
3−α
. (45)
This dissipation occurs along the jet until all the fluctu-
ations have been dissipated, i.e. up to a distance zf ≃
z0 (f0/f1)
1/q . Equation (45) is compared to the simula-
tions in Fig. 5c and appears to be a good approximation
in the range of distances z0 < z < zf .
In the limit tanφ >> Rb/z0, equation (11) gives:
ǫ˜ =
S0c
2
γ2β2
f1−α0 K
(γa−1)(α−3)
∫ K
1
x(γa−1)(3−α)+α−2dx.(46)
For α = αc = (3γa − 4)/(γa − 2):
ǫ˜ =
S0c
2
γ2β2
(
f0
K
)−2 γa−1
γa−2
lnK. (47)
Otherwise:
ǫ˜ =
S0c
2
γ2β2
f1−α0
gα
(
Kα−1 −K(γa−1)(α−3)
)
, (48)
and
gα = (γa − 1)(3− α) + α− 1 = (α− αc)(2− γa). (49)
From this we can estimate the Mach number of the
collisions:
M =M0
∣∣1−K−gα∣∣−1/2 , (50)
where
M0 =
√
4|gα|G
γa − 1 . (51)
Equations (47) and (48) can then be combined to
equation (43) in order to determine the specific energy
profile in the jet. As can be seen on Fig. 5d, the result is
in excellent agreement with the simulations. Those equa-
tions could also be used to determine the magnetic field
profile which in turn can be used to determine the jet
SED by numerical integration of equation (A8). Here in-
stead, I will provide simple analytical estimates of the
SED at the cost of some additional approximations. In-
deed, at large K and for α 6= αc the dominant term in
equation (48) has a power-law dependence on K:
ǫ˜ ≃ S0c
2f1−α0
|gα|γ2β2 K
s. (52)
where s = α − 1 if α > αc, and s = (γa − 1)(α − 3)
if α < αc. In this approximation, the Mach number is
a constant (M ≃ M0) for α > αc, and otherwise M
decreases with K as M≃M0Kgα/2.
In my analytical approximation, fv and y are de-
termined using equation (26) and (24) with M = M0.
This implies that the variations of M when α < αc are
neglected. However this remains a reasonable approxi-
mation because in this case, as will be shown below, the
emission is dominated by the base of the emitting region
(i.e. around z ∼ z0). The resulting values for fv are shown
in Fig. 5d. It turns out that they agree roughly with the
result of the simulations close to the base of the jet.
The magnetic field can then be estimated as:
B = B0η
bK
s+α−3
2 = B0
(
R
R0
)−b
, (53)
with
B0 =
8f2−α0 S0
ηby tanφ
√
PJG
(1 + ξe + ξp)fv(γβ)9(γ − 1)|gα|c3 , (54)
and
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Figure 6. Synthetic light curves (left, rescaled) and power spectra at various photon frequencies resulting from the simulation
with flicker noise Lorentz factor fluctuations (α = 1) and a constant jet power. The injected fluctuations of the jet Lorentz factor
γ are also shown.
R0 = η∆R0, (55)
with
∆R0 =
yγ3β3 tanφc
4f
1/q
0 S
1/2
0 G
1/2
, (56)
and η = 1 + Rb/∆R0. In the case α > αc, b = (4 −
2α)/(3−α) while if α < αc, the magnetic profile becomes
independent of α and b = γa. This scaling holds for R1 >
R > R0, where:
R1
R0
= r ≃
(
f0
f1
)1/q
. (57)
At larger distances (i.e. R > R1) the magnetic field de-
cays due to adiabatic losses:
B = B0r
−b
(
R
R1
)−γa
. (58)
As can be seen, the magnetic field profile can be approxi-
mated as a broken power-law shape. Corresponding to the
dissipative and passive regions. The specific case α = αc
is important because for γa = 4/3, it corresponds to white
noise (i.e. α = 0). In this case the logarithmic dependence
on K in equation (47) makes the power-law approxima-
tion to the magnetic field profile problematic, because
both the collision Mach number M and magnetic field
profile depend on lnK. In the analytical approximation,
I estimate the SED produced by the section of the jet
located between the peak of ǫ˜ at zm = z0 exp(1/q) and
zf , by replacing the lnK term by a constant:
ln K¯ = [1 + ln (f0/f1)] /2, (59)
i.e. the average of the value at zm and that at zf . Then,
the collision Mach number can be approximated as a con-
stant:
M≃
√
4G
(γa − 1) ln K¯ , (60)
and
B ≃ Bm
(
R
Rm
)−b
, (61)
with
Rm = ηmzm tanφ, (62)
ηm = 1 +Rb/(zm tanφ), (63)
and
Bm =
8f2−α0 S0e
−b/q
ηbmy tanφ
√
PJG ln K¯
(1 + ξe + ξp)fv(γβ)9(γ − 1)c3 .(64)
4.3.2 Emission properties
We can now, use the power-law approximation for the
magnetic field profile to estimate the properties of the
SED as described in Appendix A2. There are three dis-
tinct regimes for the SED:
(i) α < αc: This regime is illustrated by the case α =
−1 in Fig. 5. The B profile can then be approximated as
a simple power-law with slope b = γa from R = R0 to
+∞. According to equation (A27). The break frequency
is at:
νt = ν0 [−(a+ 1)Γ(a)]
−2
(p+4)(a+1) , (65)
where ν0 and a are defined by equations (A28) and (A17)
respectively. At shorter frequencies ν << νt the jet emits
in the partially self-absorbed regime and the SED can be
approximated by the power-law of equation (A25). The
spectral index is given by equation (A26), for γa = 4/3,
this reduces to:
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Figure 7. Cross correlation function of 1/γ(t) and predicted
IR flux from the fiducial flicker noise simulation with constant
jet power. See Section 4.4 for details
αT =
2p+ 13
4p+ 18
≃ 0.65. (66)
Above νT the jet emits in the optically thin regime as
given by equation (A19) i.e. a power-law with spectral
index (1− p)/2.
(ii) 2p+1
p+2
> α > αc: This regime is illustrated by the
cases α = 0.6, 1 and 1.2 in Fig. 5. The index of the mag-
netic field profile is b = (4 − 2α)/(3 − α) > 6/(p + 5)
and the SED can be approximated as a double broken
power-law, with breaks at frequencies νs and νt given
by equations (A36) and (A27) respectively. Below νs the
SED is dominated by the emission of the passive outer
region of the jet in the partially absorbed regime. The
flux is given by equation (A31) and the slope of the
spectrum is αT ≃ 0.65 given by equation (A26). Above
νs the dissipative region dominates in the partially ab-
sorbed regime as described by equation (A25). According
to equation (A26) the spectral index is :
αT =
(2p+ 13)(1− α)
18 + 4p− α(10 + 2p) (67)
Above νT the jet emits in the optically thin regime as
given by equation (A19) i.e. a power-law with spectral
index (1− p)/2.
(iii) 2p+1
p+2
< α: This regime is illustrated by the case
α = 1.5 in Fig. 5. Most of the dissipation occurs at large
distance and the emission is dominated at all frequen-
cies by the passive region. The break frequency νt is then
given by equation (A34). At low frequencies the emis-
sion is in the partially absorbed regime as given by equa-
tion (A31). The slope of the spectrum is again given by
equation (A26) resulting in αT ≃ 0.65. Above νT the
jet emits in the optically thin regime as given by equa-
tion (A19) i.e. a power-law with spectral index (1−p)/2.
As can be seen in Fig. 5 those analytical approxima-
tions of the SED are in reasonable agreement with the
results from the simulations. Fig. 5 clearly illustrate the
sensitivity of the photon spectrum on the power spec-
trum of the injected fluctuations. A comparison of pan-
els 5a and 5e shows that overall, the shape of the SED
follows the same trends as that of the PSD. PSDs with
more power at low Fourier frequencies, lead to SEDs with
more power radiated at lower photon frequencies. In the
case of white noise (α = 0) the dissipation profile is in
agreement with the previous derivation by Beloborodov
(2000). In this case, most of the dissipation occurs very
close to the black hole and then the dissipation rate de-
creases very quickly (like z−5/3). As a consequence the
specific energy profile is steep and therefore the adia-
batic losses are not compensated. The photon spectrum
is more inverted than in most most of the observed SEDs.
4.4 Variability
So far I have discussed only time averaged properties of
the jet emission. However, as this emission occurs in the
course of a succession of transient events (i.e. the colli-
sions of ejecta), the internal shock model is intrinsically
time-dependent. It is an interesting feature of this model
that it naturally predicts a strong variability of the jet
emission over a broad range of time-scales. Those tim-
ing properties will be studied in detail somewhere else.
Here I would like to illustrate this feature of the model
through a single example that may be relevant to the ob-
servations. Figure 6 shows sample light curves and power
spectra obtained from the simulation with flicker noise,
non-linear jet Lorentz factor fluctuations, constant jet
power and fast dissipation. The time average properties
obtained for this simulation are shown in Fig. 4 and dis-
cussed in Section 4.2. For what regards the variability
properties, the jet behaves like a low-pass filter. As the
shells of plasma travel down the jet, colliding and merging
with each other, the highest frequency velocity fluctua-
tions are gradually damped and the size of the emitting
regions increases. As can be seen in Fig. 6, the jet is
strongly variable in the optical and IR bands originat-
ing primarily from the base of the emitting region and
become less and less variable at longer frequencies pro-
duced at larger distances from the black hole.
In this simulation the amplitude of the variability is
large, the frationnal rms amplitude integrated between
0.1 mHz and 50 Hz is 1.08, 0.96, 0.54, 0.40 and 0.20 at
2×1018, 2×1014, 2×1013,2×1012 and 2×1010 Hz respec-
tively. The observations also show significant flickering
in the Infrared and optical band (Kanbach et al. 2001;
Casella et al. 2010; Gandhi et al. 2010). At least part
of this fast IR/optical variability is likely to arise from
the jet, possibly through internal shocks. The observed
variability amplitude appears however smaller (10-30 per-
cent) than what I obtain here. This might be due to the
presence of a less variable emissions components like the
outer accretion disc contributing to the optical/IR ob-
served emission. Nevertheless the shape of the observed
IR/optical power spectrum is quite similar to the syn-
thetic one at 2 × 1014 Hz (shown in Fig. 6; see Fig 3 of
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Casella 2010 and Fig. 11 of Gandhi et al. 2010 for com-
parison)
It is worth noting that the delays due to propagation
of radiation inside the shell are neglected in the simula-
tions. Since the escaping radiation is at most partially ab-
sorbed, the medium can be considered as optically thin.
The photon escape time is then t˜e ∼ R/c. Taking into ac-
count photon propagation would therefore smear out the
variability on time scales shorter than R/c and this may
have some effects on the simulated light curves. However
the shortest observed time-scales are related to the shock
dissipation time-scale t˜c which is given by equation (18).
For the parameters considered, the dissipation is signifi-
cantly longer than the escape time-scale:
t˜c
t˜e
=
xfV
2yγβ tanφ
≃ 9. (68)
This approximation is thus unlikely to have any signifi-
cant effect on the results presented here.
Another interesting property of the observed IR vari-
ability is the existence of correlations with the fast X-ray
variability originating from the accretion flow. In partic-
ular, Casella et al. (2010) measured de cross-correlation
function of the X-ray and IR light curves and found sig-
nificant correlations between the two bands with the in-
frared photons lagging behind the X-rays by about 100
ms. At this stage the present internal shock model does
not describe how the fluctuations of the Lorentz factor
may be related to the X-ray fluctuations. Nevertheless,
we can make simple guesses. Fig. 7 shows the results
obtained if one assumes that the X-ray flux scales like
1/γ(t). This case may correspond to a situation in which
both the jet and X-ray emission tap their energy from a
single energy reservoir and are anti-correlated (Malzac,
Merloni & Fabian 2004). Alternatively, this could also
correspond to a situation in which the jet kinetic power is
a constant and the Lorentz factor fluctuations are related
to fluctuations of the matter density in the innermost
part of the accretion. This would induce fluctuations of
the jet mass loading, causing a reduction of the Lorentz
factor when the ejected shells are more massive. At the
same time, in hot accretion flow models the X-ray flux
scales approximately like the square of the accretion flow
density, causing the jet Lorentz factor and X-ray flux to
be anti-correlated. In any case, Fig. 7, shows a cross cor-
relation function that is very similar to that observed by
Casella et al. (2010). As can be seen from the inset of
Fig 7, the simulated IR light curves lag by about 200 ms
behind the X-rays. Although a detailed modelling of tim-
ing data is devoted to future work, it is encouraging to
see that this simple model naturally predicts variability
properties that are close to those observed in real sources.
5 CONCLUSIONS
In this paper, I have explored the internal shock model
for jet emission in the context of X-ray binaries, with an
emphasis on the dependence of the time-averaged SED of
the jet on the PSD of the fluctuations of the jet Lorentz
factor. This exploration is based on both a new semi-
analytical formalism, and a new numerical code describ-
ing the hierarchical merging of the ejecta and their asso-
ciated synchrotron emission.
For conical jets, the observed nearly flat radio to IR
SEDs require electron acceleration and dissipation dis-
tributed along the jet over a wide range of distances. I
have shown that, in the context of internal shock models,
this implies that fluctuation of the jet Lorentz factor have
to be injected over a wide range of timescales. If instead,
those fluctuations have a narrow range of time scales, as
e.g. the sine fluctuations studied in Sec. 4.1, dissipation
occurs mostly around one particular distance determined
by the time-scale of the fluctuations. Electrons propagat-
ing along the jet can be accelerated when they cross this
dissipation region, but they are quickly cooled down by
adiabatic expansion as they travel away. This leads to
an radio-IR SED that is more inverted (α ≃ 0.65) than
usually observed in X-ray binaries. Obtaining an exactly
flat SED in the radio to IR range requires instead that
the PSD of the Lorentz factor fluctuations scales like 1/f
over a broad range of Fourier frequencies. A steeper PSD,
leads to more dissipation at large distance from the black
hole and a steeper radio-IR SED. On the other hand a
flatter PSD leads to dissipation closer to the base of the
emitting region and the SED is inverted. For a power-law
PSD of injected fluctuations, I derived simple analytical
estimates of the spectral index as a function of the slope
of the PSD (see Section 4.3.2). These analytical formulae
are in agreement with the results of the simulations. I
have also shown that the internal shock model predicts
a strong, wavelength dependent variability, that is sim-
ilar to what observed in X-ray binaries. The variability
properties of the model remain to be explored in more
details and the detailed modelling of the observed X-ray
vs IR fast timing correlations may provide important clue
on the dynamics of the coupling between accretion and
ejection processes. For instance the preliminary results
presented here suggest that on short time scale the jet
Lorentz factor is anti-correlated with the X-ray luminos-
ity and this could be due to fluctuations of the mass ac-
cretion rate on short time scales causing simultaneously
a variation of the X-ray luminosity and mass loading of
the jet. This also suggests that the fluctuations of the
jet Lorentz factor might be related to the observed X-ray
variability.
In fact, the formation of jets appears to be intrinsi-
cally connected to accretion processes and compact jets
are usually believed to be launched from accretion discs
(Blandford & Payne 1982; Ferreira et al. 2006). Even in
the case when the jet is ultimately powered by the rota-
tion of the black hole (Blandford Znajek 1977), an accre-
tion flow is required and most likely drives the fluctua-
tions of the jet. The variability of the accretion flow in
the direct environment of the compact object (where the
jet is also launched) can be traced through X-ray vari-
ability studies. It turns out that the X-ray power spec-
trum of X-ray binaries is close to, although not exactly,
flicker noise. At low Fourier frequencies the power de-
creases approximatively like S(f) ∝ f−1.3 while at high
frequencies (> 10−2 Hz) the power spectra often show
more complicated structures such as broad Lorentzian
or quasi-periodic oscillations (Reig, Kylafis & Papadakis
2002, 2003; Gilfanov &Arefiev 2005; Gilfanov 2010). If
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this connection between the variability of the accretion
flow and the fluctuations of the jet Lorentz factor is real,
the model predicts a clear relation between the X-ray
timing properties and the radio to IR spectral properties
of X-ray binaries. Such a connection, which will be ex-
plored in future works, could also be used to probe the
dynamics of accretion-ejection onto a black hole.
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APPENDIX A: ANALYTICAL ESTIMATES
OF THE SYNCHROTRON EMISSION
A1 Jet emission
The relativistic electrons emit through synchrotron. For
electrons with a power-law energy distribution, the syn-
chrotron emissivity is (see e.g. Rybicki & Lightman 1979):
jν˜ = KjξeB
p+5
2 ν˜−
p−1
2 , (A1)
where
Kj =
√
3e3iγ
16π2m2ec4(p+ 1)
Γ
(
3p+ 19
12
)
Γ
(
3p− 1
12
)(
mec
3e
)− p−1
2
.(A2)
where the constant iγ is defined as:
i−1γ = γ¯e
∫ γmax
γmin
γ−pdγ. (A3)
This radiation can be self-absorbed. The absorption co-
efficient is :
αν˜ = KαξeB
p
2
+3ν˜−(p+4)/2, (A4)
with
Kα =
√
3e3iγ
64π2m3ec4
(
3e
2πmec
)p/2
Γ
(
3p+ 2
12
)
Γ
(
3p+ 22
12
)
(A5)
The specific intensity at the surface of the jet is ap-
proximated as:
I˜ν˜ =
jν˜
αν˜
(1− e−αν˜R). (A6)
If the jet is in a steady state in the observer’s frame the
jet SED is given by:
Fν(ν = ν˜δ) = δ
2 γβc
2D2
∫ +∞
0
fvRI˜ν˜(ν˜)dt˜. (A7)
where δ = [γ(1− β cos θ)]−1 is the usual Doppler factor,
θ the angle between the jet axis and the line of sight and
D the distance to the source. In the case of a conical jet:
Fν(ν = ν˜δ) =
δ2
2D2 tanφ
∫ +∞
R0
fvRI˜ν˜(ν˜)dR. (A8)
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A2 Estimates of a spectrum for a magnetic
field with power-law profile
I now assume that the magnetic field has a power-law
dependence with R in the range R0, Rf :
B = B0(R/R0)
−b, (A9)
and I derive estimates for the emission spectrum of this
section of the jet. Equation (A8) becomes:
Fν =
δ−
1
2R0B
− 1
2
0 ν
5
2
2D2 tanφ
Kj
Kα
∫ Rf
R0
fv
(
R
R0
)1+ b
2
(1−e−τν )dR, (A10)
with
τν(R) = τ0 (R/R0)
l−bd , (A11)
and,
τ0 = KαξeB
d
0R0(ν/δ)
−
p+4
2 , (A12)
and
d = 3 +
p
2
, (A13)
and
l = 1. (A14)
The synchrotron optical depth at Rf is τf = τν(Rf ). If
we then neglect the variations of the volume filling factor:
Fν =
fvδ
−1/2R20B
−1/2
0 ν
5/2
D2 tanφτa0
a
b+ 4
Kj
Kα
F (a, τ0, τf ), (A15)
with
F (x, y1, y2) =
∫ y2
y1
τx−1(1− e−τ )dτ, (A16)
and
a =
b+ 4
2(l − bd) . (A17)
At the highest frequencies both τ0 and τf are small,
this is the optically thin regime in which
F (a, τ0, τf ) ≃ − τ
a+1
0
a+ 1
+
τa+1f
a+ 1
. (A18)
Then:
Fν =
[
r
(b+4)(1+a)
2a − 1
]
δ
p+3
2 KjξefvR
3
0B
d− 1
2
0 a
D2 tanφ(b+ 4)(1 + a)
ν−
p−1
2 , (A19)
where r = Rf/R0. At low frequencies, both τ0 and τf are
very large, this is the saturated optically thick regime.
F (a, τ0, τf ) ≃ − τ
a
0
a
+
τaf
a
, (A20)
Fν =
[
r
b+4
2 − 1
]
δ−1/2fvR
2
0B
−1/2
0
D2 tanφ(b+ 4)
Kj
Kα
ν5/2. (A21)
From equation (A11) we see that if b > l/d and for suf-
ficiently large r, there is a range of frequencies for which
τ0 >> 1 >> τf . The condition b > l/d implies that a < 0.
Since a is negative the F function can be approximated
as:
F (a, τ0, τf ) ≃ Γ(a) +
τa+1f
a+ 1
. (A22)
If −1 < a < 0 the first term in equation (A22) dominates
and F ≃ Γ(a), while for a < −1 (i.e. b < (2l + 4)/(2d −
1))1, the emission at the highest frequencies is dominated
by the optically thin synchrotron produced at Rf and
F ≃ τa+1f /(a+ 1).
In the case b < l/d, there is a range of frequencies at
which the optical depth is larger in the outer parts of the
jet. For r >> 1, we have τf >> 1 >> τ0. The F function
can then be approximated as:
F (a, τ0, τf ) ≃ −Γ(a)− τ
a+1
0
a+ 1
+
τaf
a
. (A23)
Then, if a < 0 (i.e. b < −4) the first term dominates
in equation (A23) and F ≃ −Γ(a), while for a > 0 (i.e
−4 < b < l/d) the emission is is dominated by optically
thick synchrotron from the outer regions: F ≃ τaf /a.
To summarize, for b > (2l + 4)/(2d − 1) (and for
b < −4) there is a range of intermediate frequencies for
which it is possible to choose r >> 1 so that τf << 1
and τ0 >> 1 (respectively τf >> 1 and τ0 << 1 ) and
the emission at a given frequency is a mixture of optically
thick and thin emission from different regions of the jets.
In this partially absorbed regime:
F (a, τ0, τf ) ≃ b|b|Γ(a), (A24)
Fν =
bΓ(a)δ2−αTfvR
2−a
0 B
−ad− 1
2
0 Kja
|b|D2 tanφ(b+ 4)K1+aα ξae
ναT , (A25)
with
αT =
5
2
+
a
2
(p+ 4) =
(2p+ 13)(b− 1)
(p+ 6)(b− 1) + p+ 4 . (A26)
The observed turnover frequency is at the intersection
of the optically thin and optically thick asymptotic
branches:
νt = ν0
[
r
(b+4)(a+1)
2a − 1
(a+ 1)Γ(a)b/|b|
] 2
(p+4)(a+1)
, (A27)
where
ν0 = δ
(
KαξeR0B
d
0
) 2
p+4 . (A28)
The observed frequency of transition to the fully ab-
sorbed regime is given by:
νs = ν0
[
r
b+4
2 − 1
aΓ(a)b/|b|
] 2
a(p+4)
. (A29)
On the contrary if −4 < b < (2l + 4)/(2d − 1), the in-
termediate optically thick regime does not exist because
the emission at any frequency is dominated by the region
with large radius Rf . The spectrum evolves directly from
optically thin to saturated optically thick, the transition
frequency is at:
νt = ν0
(
a
a+ 1
r
(4+b)(1+a)
2a − 1
r
4+b
2 − 1
) 2
p+4
. (A30)
1 here we assume that d > 1/2 and l > 0
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A3 Effects of the passive outer zone on the
appearance of the jet
In the physical situation considered in this paper, the
energy density does not drop instantly to 0 at Rf , due
to adiabatic losses the magnetic field decays slowly as
B = B0r
−b(R/Rf )
−γa . If γa > (2l + 4)/(2d − 1), the
partially absorbed regime of the passive zone dominates
over the optically thick emission of the dissipative zone
at low frequencies:
Fν =
aγΓ(aγ)δ
2−αγfvR
2−aγ
0 B
−aγd−
1
2
0 Kjξ
−aγ
e
D2 tanφK
1+aγ
α (γa + 4)r(aγ−a)(l−bd)
ναγ (A31)
with
aγ =
γa + 4
2(l − dγa) (A32)
and
αγ =
5
2
+
aγ
2
(p+ 4) =
(2p+ 13)(γa − 1)
γa(p+ 6)− 2 . (A33)
When −4 < b < (2l + 4)/(2d − 1) this power-law
connects directly with the optically thin emission of the
dissipative zone (given by equation A19). The SED is a
broken power-law with break frequency:
νt = ν1
[
a(γa + 4)
aγ(b+ 4)
r
4+b
2a − r− 4+b2
Γ(aγ)(1 + a)r−aγ(l−bd)
] 2
2αγ+(p−1)
, (A34)
with
ν1 = δ
(
KαξeR0B
d
0
) 1+aγ
αγ+(p−1)/2 . (A35)
For b > (2l+4)/(2d−1) the emission from the passive
zone connects with the partially absorbed regime of the
dissipative zone (equation A25) at frequency:
νs = ν2
[
aΓ(a)(γa + 1)
aγΓ(aγ)(b+ 1)
r(aγ−a)(l−bd)
] 1
αγ−αT
, (A36)
where
ν2 = δ
(
KαξeR0B
d
0
) aγ−a
αγ−αT . (A37)
APPENDIX B: NUMERICAL ESTIMATE OF
THE EMISSION FROM AN EJECTA
This section presents the simplified treatment used for
the calculation of the radiative properties of the jet in
the the simulations.
Observed fluxes are always a time-average over some
exposure time. This exposure may be longer than the
dynamical time-scale of an ejecta. In order to compare
the predictions of the model with observations, I have
to sum the time averaged flux of all the shells that are
active during a simulated exposure. Let’s say that we
want to calculate the time averaged jet emission at an
observed frequency ν between observed times ti and tf . I
note that due to photon propagation the reception time
of the jet radiation does not correspond to the time in
the lab frame. The origin of time t = 0 in the lab frame
is defined as the time at which the first shell is launched.
The origin of time in the observer’s time, tr = 0, is then
defined as the time at which this event would be observed
on Earth.
In the analytical model the point of radius Rb where
the shells are injected (the base of the jet) was set at
z = 0. Here, in order to make the algebra simpler, I will
slightly change the notation. I shift the z axis so that
the injection point corresponds to z = zb = Rb/ tanφ.
The result is that at every point in the jet, its radius is
exactly R = z tanφ. Then, a photon emitted at position
z and at time t is received at a time tr = t− (z− zb)µ/c,
where µ = cos i and i is the angle of the line of sight with
respect to the jet velocity.
For simplicity, the effects of of shock propagation
within an ejecta are neglected. For the purpose of the
calculation of its emission an ejecta is considered to be
fully homogeneous at all times. Similarly, photon travel
delays within an ejecta are neglected and the emission
from the surface of an ejecta is uniform at all times in
the co-moving frame. The longitudinal extension of the
ejecta (and its evolution) must however be determined in
order to estimate the evolution of the particle and energy
densities that control its luminosity and spectral proper-
ties. In the code an ejecta is characterised by a constant
mass M , dissipation rate ǫ˙, and bulk velocity βc. When,
in the course of the simulation, any of these parameters
is changed (due e.g. to a collision with another ejecta),
the ejecta is removed and replaced by a new ejecta with
up-dated parameters. Therefore in this scheme a specific
ejecta exists only during the limited time during which
those defining parameters remain contants. Let us con-
sider an ejecta that is active between times t0 and t1
(measured in the lab frame). It is localised trough its
boundaries at positions z− and z+ (with z+ > z−). The
boundaries travel at (constant) fractional velocities β−
and β+. The length of the shell is:
H = z+ − z− = H0 + (β+ − β−)c(t− t0) (B1)
where H0 = z
+
0 − z−0 is the length of the shell at t0
Assuming that the ejecta is homogeneous, the centre of
momentum is located at a position:
z = z0 + βc(t− t0), (B2)
where
z0 =
γ+z+0 + γ
−z−0
γ+ + γ−
, (B3)
and
β = (γ+β+ + γ−β−)/(γ− + γ+). (B4)
The coordinate system of the CM frame is defined so that
the event (t˜ = 0, z˜ = 0) corresponds to (t = t0, z = z0)
in the lab frame. In the CM frame, the shell boundaries
travel at velocities:
β˜± =
β± − β
1− ββ± , (B5)
by definition β˜+ = −β˜− = β˜, which can be rewritten as:
β˜ = ceγ
2(β+ − β−)/2, (B6)
where
ce = 4
(
2 +
γ+
γ−
+
γ−
γ+
)−1
. (B7)
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The length of the shell in the CM frame is then:
H˜ = H˜0 + 2β˜ct˜, (B8)
with:
H˜0 = ceγH0. (B9)
Equations (B8) and (B9), imply that H˜ = ceγH . This
differs from the standard formula for length contraction
by a factor ce which corrects for the effects of expan-
sion/contraction of the ejecta. Ignoring ce would imply
that for very different boundary velocities, the expan-
sion/contraction velocity of the shell in CM frame can be
larger than the speed of light.
If ǫ˙ is the constant power per unit mass of the shell
dissipated through shocks, the evolution of the specific
energy of the ejecta is given by:
dǫ˜
dt˜
= ǫ˙− ǫ˜(γa − 1)d ln V˜
dt˜
. (B10)
The formal solution is:
ǫ˜ =
[
ǫ˙
∫ t˜
0
(
V˜
V˜0
)γa−1
dt˜+ ǫ˜0
](
V˜
V˜0
)1−γa
, (B11)
where the subscript 0 indicate the value at t˜ = 0. Assum-
ing that the shell has a cylindrical geometry V˜ = πR2H˜
and neglecting the longitudinal expansion losses:
ǫ˜ =
[
ǫ˙z0
γβc
x2γa−1 − 1
2γa − 1 + ǫ˜0
]
x2−2γa , (B12)
where
x =
R
R0
=
z
z0
= 1 +
γβct˜
z0
. (B13)
The evolution of the magnetic field is then:
B =
√
8Mc2 ǫ˜x−2h−1
(1 + ξe + ξp)R20H˜0
, (B14)
where
h = H˜/H˜0 = 1 +
2β˜c
H˜0
t˜ = 1 +
2β˜z0
γβH˜0
(x− 1). (B15)
The instantaneous flux emitted by the shell is approxi-
mated as:
Fν(t) = δ
3 RH˜
2D2
I˜ν˜ , (B16)
where I˜ν˜ is given by equation (A6).
Since the light crossing time of a shell can be longer
than the exposure time, we have to take into account the
delays due to the shell light crossing time. In fact the
received flux at time tr is
Fsν(tr) =
∫ t1
t0
Fν(t
′)gl(t
′, tr)dt
′. (B17)
The green function gl appearing in equation (B17) is
then:
gl(t, tr) =
He(tr − t+)He(t− − tr)
t− − t+ , (B18)
where t+ and t− are the times at which the radiation
emitted at time t from z+ and z− respectively, is received:
t± = t±0 + (t− t0)(1− µβ±) (B19)
with
t±0 = t0 − (z±0 − zb)µ/c (B20)
and He represents the heaviside function defined
such as: He(x) = 1 for x > 0, and He(x) = 0 other-
wise. The observed flux averaged over an exposure time
∆r = tf − ti can then be calculated as:
F¯ν =
∫ tf
ti
Fsν
∆r
dtr =
δ3ceγc
2D2µ∆r
∫ t1
t0
RI˜ν˜Gl (ti, tf , t) dt(B21)
where
Gl =
[
min(tf , t
−)−max(ti, t+)
]
He(tf−t+)He(t−−ti).(B22)
Equation (B21) can be expressed in terms of the known
shell parameters at t0:
F¯ν(ν) = F¯ν0
∫ min(x1,x+f )
max(1,x−
i
)
(
x6h
ǫ˜
) 1
4 (
1− e−τν˜
)
hddx, (B23)
with,
F¯ν0 =
√
δ−1R50ν
5
2D2 tanφβc∆r
Kj
Kα
[
c5eγH
5
0 (1 + ξe + ξp)
8Mc2
]1/4
, (B24)
τν˜ = τν˜0x
−
p+3
2 (ǫ˜/h)
p+5
4 , (B25)
τν˜0 = KαξeR
−
p+3
2
0
[
8Mc2
(1 + ξe + ξp)ceγH0
] p+5
4
(δν)
1−p
2 , (B26)
x1 = 1 +
βc
z0
(t1 − t0), (B27)
x±f = 1 +
βc
z0
tf − t±0
1− µβ± , (B28)
x±i = 1 +
βc
z0
ti − t±0
1− µβ± , (B29)
and the function hd is defined as:
hd =
(t− − ti)c
µH0
=
z0
µβH0
(1− µβ−)(x− x−i ) (B30)
for min(x+i , x
−
f ) > x > x
−
i ,
hd =
(t− − t+)c
µH0
= h for x−f > x > x
+
i , (B31)
hd =
(tf − ti)c
µH0
=
c∆r
µH0
for x+i > x > x
−
f , (B32)
hd =
(tf − t+o )c
µH0
=
z0
µβH0
(1− µβ+)(x+f − x) (B33)
for x+f > x > max(x
−
f , x
+
i ), and hd = 0 otherwise.
In the numerical scheme, the emission of each ejecta
that is active during the time interval of interest is es-
timated by integrating numerically equation (B23). If
the integrand varies by less than 5 percent during this
time interval, F¯ν is estimated using a simple trapeze for-
mula. Otherwise, a full Romberg integration procedure
is applied. The contribution of all the shells is calculated
and then added up in order to compute the total time-
averaged flux of the source during the exposure.
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Figure B1. Comparison of different analytical estimates of
SEDs predicted by the internal shock model with a power-
law PSD of the Lorentz factor fluctuations (P (f) ∝ f−α).
The thin curves are the same as those shown in Fig 5(e) i.e.
calculated assuming that the electrons have a constant average
energy. The thick curves are for a constant fraction χa = 0.46
of accelerated electrons. The models parameters and line styles
are the same as in Fig 5.
APPENDIX C: ANALYTICAL MODEL WITH
CONSTANT NUMBER OF ACCELERATED
PARTICLES
The details of the evolution of the spectral energy dis-
tribution depends not only on the dynamics of the shell
collision but also on the microphysics of the accelera-
tion processes. The latter is both extremely complex and
outside the scope of this work. For this reason, I have
used simple prescriptions to deal with the particle kinet-
ics (like for instance the assumption of equipartition).
In particular, throughout this paper I assume that the
shape of the energy distribution of the accelerated elec-
trons is uniform trough time and along the jet. Only its
normalisation varies to account for the changes in inter-
nal energy. As a consequence, the number of accelerated
electrons per nucleon,
χa =
mpn˜e
ρ˜
=
ξe
1 + ξe + ξp
mpǫ˜
γ¯emec2
, (C1)
is, in general, variable along z. It is interesting to note
that there is nothing to prevent χa from becoming larger
than unity for large values of ǫ˜ (associated for example
to fluctuations of large amplitude). In this case the jet
would be required to be dominated by electron-positron
pairs. Fortunately, this situation never occurs in the ex-
amples shown in this paper. Nevertheless, the fraction χa
can evolve with ǫ˜ from a vanishing number of accelerated
electrons to almost 100 percent.
It is not clear whether this is a good prescription.
Nevertheless, in order to test the sensitivity of the model
to the particle kinetics we can consider a different sce-
nario. In the following, I explore what happens if we as-
sume the number of accelerated particles is a constant but
their average energy tracks the changes in internal energy.
If the number of accelerated particles is conserved along
the jet and neglecting longitudinal expansion, their num-
ber density profile n˜e(z) depends simply on the geometry
of the jet:
n˜e = n˜0(R/R0)
−2, (C2)
where
n˜0 = χaρ˜0/mp, (C3)
is the accelerated particle density at the base of the jet,
ρ˜0 is the mass density given by equation (14) and taken
at R0 and χa is now a constant. The energy distribution
of the accelerated electrons is still a power-law, and I
assume that the slope p is a constant, but the average
energy of the of the particles can change due to changes
in the values of γmin and γmax. However in the limit
where γmax >> γmin, the average Lorentz factor of the
accelerated electrons is insensitive to γmax:
γ¯e ≃ p− 1
p− 2γmin (C4)
Then using equation (15), one finds that the integral i−1γ ,
given by equation (A3) is not a constant anymore:
i−1γ ≃ i−1γ0 B4−2p
(
R
R0
)4−2p
(C5)
with
i−1γ0 =
(p− 2)1−p
(p− 1)2−p
(
ξe
8πn˜0mec2
)2−p
(C6)
Then by injecting the expression of iγ given by equa-
tion (C5) in equations (A1), (A2), (A4), and (A5), the
dependence of the jet emissivity and absorption coeffi-
cients on B is changed compared to our fiducial model.
This dependence is now:
jν˜ = Kj0ξeB
5p−3
2
(
R
R0
)2p−4
ν˜−
p−1
2 , (C7)
αν˜ = Kα0ξeB
5p
2
−1
(
R
R0
)2p−4
ν˜−(p+4)/2, (C8)
where the constants Kj0 and Kα0 are given by equa-
tions (A2) and (A5) respectively with iγ replaced by iγ0
given in equation (C6).
This can be used to compute the jet emission exactly
in the same way as before and as described in Appendix A
with the scaling of the synchrotron optical depth, i.e.
the l and d parameters given by equations (A13) and
(A14), are changed to l = 2p − 3 and d = 5p/2 − 1.
The slope of the partially self-absorbed region, given by
equation (A26), becomes:
αT =
(12p − 7)(b − 1)
(5p− 2)(b− 1) + p+ 4 (C9)
We see that the dependence of αT is quantitatively dif-
ferent from that of the model with constant γ¯e, but for
typical values of p ∼2–3 this difference is actually small.
Also, the cases b = 1 corresponding in our model to flicker
noise power spectrum of Lorentz factor fluctuations still
corresponds to a flat spectrum. In absence of dissipation
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(i.e. b = γa = 4/3) the slope of the spectrum (αT ≃ 0.72)
is then only slightly more inverted than in the model used
in the rest of the paper (αT ≃ 0.65).
In the framework of the internal shock model, and for
a power-law PSD of the jet Lorentz factor fluctuations,
the dependence of the SED on α is changed only slightly.
Depending on the value of α, the three spectral regimes
discussed in section 4.3.2 are still present:
(i) α < αc: the SED can be approximated as a broken
power-law with break frequency given by equation (A27).
At ν << νt the jet emits in the partially self-absorbed
regime and the SED can be approximated by the power-
law of equation (A25). The spectral index is given by
equation (C9) with b = γa = 4/3, this reduces to:
αT =
12p− 7
8p+ 10
≃ 0.72. (C10)
Above νT the jet emits in the optically thin regime as
given by equation (A19) i.e. a power-law with spectral
index (1− p)/2.
(ii) 4p−3
3p−2
> α > αc: The index of the magnetic field
profile is b = (4 − 2α)/(3 − α) > (2l + 4)/(2d − 1) and
the SED can be approximated as a double broken power-
law, with breaks at frequencies νs and νt given by equa-
tions (A36) and (A27) respectively. Below νs the flux is
given by equation (A31) and the slope of the spectrum is
αT ≃ 0.72 given by equation (C9). Above νs, according
to equation (C9) the spectral index is :
αT =
(12p− 7)(1− α)
10 + 8p− α(2 + 6p) (C11)
Above νT the jet emits in the optically thin regime as
given by equation (A19).
(iii) 4p−3
3p−2
< α: The SED is a broken power-law. The
break frequency νt is given by equation (A34). At low
frequencies the emission is given by equation (A31). The
slope of the spectrum is again given by equation (C9)
resulting in αT ≃ 0.72. Above νT the jet emits in the
optically thin regime as given by equation (A19).
Fig. B1 presents a comparison between the analyti-
cal estimates of the SED obtained assuming a constant
γ¯e and those assuming a constant fraction of accelerated
electrons for the models discussed in section 4.3 and dis-
played in Fig. 5. The value of χa was set to χa = 0.46 in
order to match that obtained in the constant γ¯e model
with α = 1. Overall the difference between the two sets of
SEDs are relatively weak. This suggests that the results
are not very sensitive to approximate treatment of the
microphysics. Nevertheless, it is worth noting that in this
approximation the SED is calculated under the assump-
tion that for each photon frequency ν of interest, there are
accelerated electrons radiating most of their synchrotron
radiation around ν. The fact that our electron distribu-
tion is spread only between γmin and γmax actually intro-
duces additional breaks in the SED. In the model with
constant γ¯e, the choices of γmin = 1 and γmax = 10
6
ensure that those breaks occur outside of the radio-IR
range. In the constant χa model, which assumes changes
in γmin and γmax, this is not granted and may introduce
some spectral complexity that is not taken into account
in the present estimates.
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