We study the use of moment methods for obtaining approximate numerical solutions to singular integral equations. With the techniques developed here we can obtain accurate solutions to these singular integral equations using matrices with dimensions smaller than 10 x 10.
INTRODUCTION
It is our purpose here to develop a numerical method capable of solving singular multidimensional integral equations that arise in multichannel scattering theory. To this end we investigate the use of moment methods to obtain finite dimensional matrix representations of integral equations. We shall evaluate the utility of these moment methods by applying them to a simple The potential in momentum space, after the partial wave reduction is v(p,p'), and t@,p1;k2+i0) is the t-matrix solution at an energy k2. The normalization here is such that the on-shell amplitude has the phase-shift representation given by, i$e4) t(k,k;k2+i0) = -+ sin 6,(k) .
(1.2)
Let us now describe the general idea behind the moment method. These general aspects will be common to all of the various distinct formal realizations of the moment approach. In the following two sections we will develop two such distinct mathematical realizations.
Consider an arbitrary one-dimension integral equation
with kernel K(x, y), driving term g(x) and solution f(x). Let {hi: i=l, N \ be a set of linearly independent functions such that there exists a linear combination of hi which is a good approximation to f, that is
for some set of constants Ci. In the moment method one evaluates the moments
and from knowledge of these moments Ii(x) one sets up a matrix equation to determine the expansion coefficients C i. The resulting matrix will be N dimensional and the size of N needed for an accurate approximation to the exact f will be determined by the number of functions gi necessary to reproduce the functional structure of f. One should contrast this with usual method of turning Eq. (1.3) into a matrix equation by using some quadrature rule to transform the integral into a finite sum, viz.
where the oj are the weights and xi are the abscissa of the quadrature rule.
Here the size of the matrix, N, needed to obtain accurate solutions is controlled by the number of integration points, xi, needed to do all the integrals S K(x, Y) fW dy accurately.
In the moment method the problem of doing the integrals, which may be singular, is isolated from the problem of setting up a matrix equivalent to the integral equation. It is for this reason that moment method is capable of much greater efficiency (smaller matrix size) and accuracy than a method based on Eq. (1.6).
AN EIGENFUNCTION EXPANSION
We shall now write down a moment method for Eq. (1.1) based on an eigenfunction choice for the expansion functions gi. The eigenfunctions we choose are solutions of the operator equation
where go(z) = (ho-z) -1 is the free Green's function for the free two-body
Hamiltonian ho. Here the potential will be taken to be the square-well potential, which in momentum space has the form
The coupling constant g and the range a are defined by the coordinate space definition of the square-well potential, viz.
These particular eigenfunctions were selected because they have a remarkably simple analytic form which is convenient for computation.
It is not difficult to solve Eq. (2.1) explicitly for the Gn. In its integral form Eq. (2.1) reads S O" v@,p') 0 pT2+p2 4,@') P2 dp' = $.$,(P) (2. CO O" @i(P) v@9 P') $'(P') a = ij ss p2dp pr2dpt 0 0 (p2+/J2) W2+/L2) (2.10)
We can obtain an approximate v by truncating the double sum in Eq. (2.9) at some finite number of terms N. Defining vN@,p') = 5 i=l aij pi@) Qj@') , (2.11) j=l then our approximation is, vN@, P') = v@,p') .
With the eigenfunction method we are setting forth here this will be the only approximation used.
The next step is to solve the integral Eq. Thus, for an arbitrary potential, we have a general scheme for calculating the matrices appearing in (2.14). All the moments $m are given in a closed analytic form which is independent of the structure of the potential v. All the singular aspects of the original Lippmann-Schwinger Eq. (1.1) have been absorbed in the calculation of the moments SnmB2+iO).
A further advantage, characteristic of the moment approach, is that the approximate solution is given in the analytic form, (2.13).
We have tested the convergence properties of this method by using this As expected we find that the approximate solutions of Eq. (1.1) given by Eq. (2.14) are completely insensitive to the scattering cut -i.e., solutions for positive energies are as accurate as solutions for negative energy.
We summarize the convergence properties of this method in the following 
3, THE INDEPENDENT FUNCTION APPROACH
The slow convergence of our eigenfunction approach was due to the fact that the basis eigenfunctions do not have a functional behavior similar to the solution of the integral equation. We shall amend this difficulty by deliberately constructing a basis set that mimics the solution for typical potential problems.
The method we now present is an adaptation of the one used by Kim2 on the bound-state three-body problem. Let us select the functions gi, in Eq. (1.4)) to be
These functions all fall off asymptotically like l/p2 and a linear combination of these gi can reproduce the structural detail of the solution for small p. In the Lippmann-Schwinger equations we deal with,it can be proved3 that they are only functions of p2 and not p.
Given the functions gi we could construct a sequence of orthonormal functions and proceed as in Section 2. However it is somewhat simpler to work directly in terms of the gi in order to obtain a finite matrix equation. Here our principal approximation is to assume that the solution can be written as a finite linear sum of the g$), viz.
Now we substitute this form in (1.1) and solve for tN. We proceed by developing a quadrature rule for the integral in (1.1) that has no error when t N has the form given in (3.2) . This quadrature rule is defined relative to a set of integration points {pi; i=l, N} . The construction of this quadrature rule is determined by calculating the moments, 2 S ~0 v@i,P) g*(P) P2dP -rr = Ij(pi, k2+i0) , (3.3) 0 P2 -k2-i0
and requiring that the associated weights give an exact result for any function of the form (3.2). That is
For fixed i this is a linear system for the N-dimensional vector Wie.
The real and imaginary parts of (p2-k2-i0) -1 behave quite differently so we shall treat each part individually. 
I
In the following table, we list the differences between the solutions of Eq. (3.10) with k= 0.1 for various N and our reference solution. Our notation is defined where f,(p) is the f function determined from Eq. (3.2) after the expansion coefficients Ci are obtained from solution, tN of (3.10). The content of Table 2 may be roughly summarized by noting that for N=5 the maximum error is about l%;for N=7 the maximum error reduces to 0.1%. These results demonstrate that the moment method can provide the solution of singular integral equations with fewer than 10 points and is rapidly convergent as the number of points (or terms in (3.2)) is increased.
We conclude that the moment method used here leads to remarkably accurate results for one-dimension singular integral equations with matrix sizes smaller than 10 x 10. This method seems to be powerful enough to solve the twodimensional integral equations occurring in multichannel scattering theory.
