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Abstract. The Schro¨dinger-Lohe model consists of wave functions in-
teracting with each other, according to a system of Schro¨dinger equa-
tions with a specific coupling such that all wave functions evolve on
the L2 unit ball. This model has been extensively studied over the last
decade and it was shown that under suitable assumptions on the initial
state, if one waits long enough all the wave functions become arbitrarily
close to each other, which we call a synchronization. In this paper, we
consider a stochastic perturbation of the Schro¨dinger-Lohe model and
show a weak version of synchronization for this perturbed model in the
case of two oscillators.
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1. Introduction
Synchronization is the emergence of a collective behavior inside a group of
independent agents. Examples include crowds of people clapping at the same
time, the collective flashing of some species of fireflies and the simultaneous
electric activity of pacemaker cells in our hearts. This kind of phenomena is
captured by the Kuramoto model that has been extensively studied. In [18],
Lohe proposed a non-abelian generalization of that model. In [17], Lohe
further developed the ideas of [18] with the goal of using synchronization in
a quantum setting as a way to possibly duplicate quantum information.
A special case of the model proposed in [17], the Schro¨dinger-Lohe model,
has been studied recently (see [1, 5, 6, 11] and the references therein). For
the emergent dynamics, the analysis of the pairwise correlation functions
between wave oscillators is essential, because we can reduce the analysis of
the L2 distance between wave oscillators to the analysis of their correlation
using L2 norm conservation. It seems that the first study on the (complete,
practical) synchronization was achieved in [6] under somewhat restricted ini-
tial conditions. This restriction was relaxed by [1] in a natural manner, and
a more refined complete synchronization in terms of initial condition was
derived in [11] with a generalization of the model in term of different cou-
plings. As one of generalizations of the model, the authors in [5] considered
the Schro¨inder-Lohe model adding a potential term.
In this paper, we investigate the Schro¨dinger-Lohe model when it is per-
turbed by a multiplicative noise. The use of a multiplicative noise is natural
since it allows us to have conservation of mass in our model. We show that
in this setting as well, a week version of synchronization, in the case of two
oscillators.
The result in [5] mentioned above is of particular interest to us because
it tells us that a synchronization occurs in some weak sense provided the
maximum difference among the values of potentials is small enough com-
pared to the positive coupling strength of wave oscillators. If we interpret
the potential terms as a deterministic perturbation of multiplicative type,
and the maximum difference of potentials as the strength of noise, we may
prove the same kind of synchronization concerning the balance between the
coupling strength and the noise strength. This will be done indeed by an
application of the large deviation principle in this paper.
We are interested in the large time behavior of the correlation functions
as in the deterministic case. In the case of two oscillators, there is only
one correlation function and it is possible to study the correlation function
using explicit computations; we will consider that case for the remainder of
the introduction. It turns out that our complex-valued correlation function
satisfies a stochastic differential equation which is degenerate, in the sense
that the dimension of the noise is strictly less than the dimension of the
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space where it lives. In fact, this stochastic differential equation is not even
hypoelliptic. We will see in more detail about this stochastic differential
equation that if the initial data is in the interior of the complex closed unit
ball, the solution stays in the interior, and if the initial data is on the bound-
ary of the ball, the solution stays on the boundary. We can thus restrict the
stochastic differential equation either to the interior or the boundary, and
we find that the diffusion restricted to the boundary is non degenerate and
that there exists a unique invariant (thus ergodic) probability measure on
the boundary. By this ergodicity of the invariant probability measure, we
prove that the modulus of solutions which start in the interior of the ball
converges to one almost surely, and this implies that there is no invariant
probability measure in the interior. Since Doeblin’s condition holds for the
non-degenerate diffusion on the boundary, the law of solution whose initial
data is on the boundary converges to the invariant measure exponentially
in the total variation distance, thus it is recurrent.
These results imply a synchronization in the sense of distributions i.e. the
L2 distance of any two wave oscillators converges to δ0 in distribution.
Two important questions regarding the stochastic model have not been
answered in this work and will be pursued in the future. The first one is a
modeling question: What happens for a different choice of noise and which
noise makes the most sense from a physical point of view? The second one
is on a synchronization result for more than two wave oscillators.
2. Preliminaries and Main results
In this section, we precisely explain the results in this paper. We first
give some notation. We denote by L2(Rd,C) the Lebesgue space of complex
valued, square-integrable functions, and the inner product in the complex
Hilbert space L2(Rd,C) is denoted by,
〈ψ,ϕ〉 =
∫
Rd
ψ(x)ϕ(x)dx, ψ, ϕ ∈ L2(Rd,C).
The norm in L2(Rd,C) is denoted by ‖ · ‖. We define for an integer k ≥ 0
the space Hk(Rd,C) to be the set of all functions on Rd whose derivative
up to k-times exist in the weak sense and is in L2(Rd,C). For any metric
spaces X and Y let C(X,Y ) be the space of continuous functions from X to
Y . Let Cb(X,Y ) be the set of bounded continuous functions, and Bb(X,Y )
denote the set of Borel bounded functions with the norm denoted by ‖·‖L∞ .
We denote B = {z ∈ C : |z| < 1} the complex open unit ball. It follows
that B = {z ∈ C : |z| ≤ 1} is the complex closed unit ball and that
∂B = {z ∈ C : |z| = 1} is the complex unit circle.
We now turn to the Lohe model which is a quantum version of Kuramoto
model. Let Uj and U
†
j be a unitary d×d matrix and its Hermitian conjugate,
respectively, and let Hj be the d × d Hermitian matrix whose eigenvalues
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correspond to the natural frequencies of the oscillator at node j. We denote
by N ∈ N the number of oscillators. Then, the Lohe model for quantum
synchronization may be written as follows
i
d
dt
Uj = HjUj + i
κ
N
N∑
k=1
akj(Uk − UjU †kUj), j = 1, 2, ..., N. (1)
The positive constant κ describes the attractive coupling strength, and
{akj}k,j is the connectivity matrix. If we write Uj = e−iθj and Hj = Ωj
in the case of d = 1, the following Kuramoto model is derived.
d
dt
θj = Ωj +
κ
N
N∑
k=1
akj sin(θk − θj), j = 1, 2, ..., N. (2)
In the model (1), any column of Uj may be regarded as the d-component
complex state vector |ψj〉 as a quantum oscillator, and (1) may be general-
ized, inserting the Plank constant ~, to the Schro¨dinger representation:
i~
d
dt
|ψj〉 = Hj |ψj〉+ iκ~
N
N∑
k=1
akj [|ψk〉 − |ψj〉〈ψk|ψj〉] , (3)
with the coupling constant κ~.
As discussed in Section 6 of [17], the equations (3) can be applied to
infinite-dimensional systems. In the coordinate representations, (3) become
the following system of nonlinear coupled partial differential equations:
i∂tψj = Hjψj +
iκ~
N
N∑
k=1
akj (ψk − 〈ψj , ψk〉ψj) , (4)
where ψj(t, x) is the coordinate representation of |ψj〉. One example of
the Hamiltonian Hj is Hj =
p2j
2mj
, where mj is the mass of the oscillator
at the node j, and pj is the corresponding momentum operator. When
the nodes are coupled through a quantum network, the operator may be
considered acting in a common space for any j, thus we may instead consider
Hamiltonians Hj =
p2
2mi
, where p denotes the common momentum operator
which is represented as p↔ −i~∇ in the coordinate representation.
In this paper, setting ak,j = 1 for all k, j for the simplicity, we consider the
following dimensionless form of (4) as in [6], what we call Schro¨dinger-Lohe
model. More exactly, in the Schro¨dinger-Lohe model, we consider oscillators
that are modeled by their wave functions ψ1, . . . , ψN . The wave functions
are coupled by the system of equations:
i∂tψj = −∆ψj + iK
N
N∑
k=1
(ψk − 〈ψj , ψk〉ψj) , (5)
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where the initial wave functions, which we will denote by ψj,0 for j =
1, 2, ..., N , are normalized, i.e.,
‖ψj,0‖ = 1, j = 1, 2, ..., N.
Here, for the sake of simplicity we have written the coupling constant by K
instead of κ~.
As far as we know, the first synchronization result for (5) can be found
in [6]. The following proposition, taken from [1], which offers a somewhat
refined analysis compared to [6], states roughly that the distance between
any pair of wave functions decays exponentially in time provided that the
initial wave functions are sufficiently close to each other.
Proposition 1. Let k ≥ 0 be a fixed integer and let K > 0 be fixed.
Let (ψ1,0, ..., ψN,0) ∈ Hk(Rd,C)⊕ · · · ⊕Hk(Rd,C) such that
‖ψj,0‖ = 1, j = 1, 2, ..., N.
The system of partial differential equations (5) with initial data (ψ1,0, ..., ψN,0)
has a unique solution (ψ1, . . . , ψN ) in C([0,+∞), Hk(Rd,C)⊕· · ·⊕Hk(Rd,C)).
Furthermore, the L2-norm of (ψ1, . . . , ψN ) is preserved, i.e.,
‖ψj(t)‖ = 1, j = 1, 2, ..., N,
for all t ≥ 0. If
N∑
k=1
Re〈ψj,0, ψk,0〉 > 0 for all j = 1, 2, . . . , N,
then there exists T > 0 and C > 0 such that
max
1≤j,k≤N
‖ψj(t)− ψk(t)‖ ≤ Ce−
K
2
t
for all t ≥ T .
Effects by stochastic perturbations in the Kuramoto model have been a
target of general interest and studied in, for ex., [9, 16, 23]. The equation
(2) with the simplest stochastic perturbation, is the one with an additive
white noise, where the sensibility function is uniformly constant, ε:
θ˙j = Ωj +
K
N
N∑
k=1
sin(θk − θj) + εξj(t), j = 1, 2, ..., N,
where ξj(t) is a Gaussian noise satisfying
〈ξj〉 = 0, 〈ξj(t), ξk(s)〉 = δ0(t− s)δjk, t ≥ s ≥ 0, j, k = 1, 2, ..., N.
Here, δ0 is the Dirac measure at the origin, and δjk is the Kronecker delta,
i.e. δjk = 1 if j = k and δjk = 0 if j 6= k.
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If we again operate the same transform as above, i.e., Uj = e
−iθj and
Hj = Ωj , we obtain
iU˙j = HjUj + i
K
N
N∑
k=1
(Uk − UjU †kUj) + εUjξj(t), j = 1, 2, ..., N,
which would be a natural extension as the Lohe model with a stochastic
perturbation.
In this paper, as we have already mentioned, we study influences of a noise
on the synchronization for the Schro¨dinger-Lohe model. As the first step,
we consider a Stratonovich multiplicative white noise in time, since the noise
here is considered as the limit of processes with nonzero correlation length,
and to have conservation of mass like in the deterministic case. Conserva-
tion of mass is a reasonable property to ask for from a physical perspective
because the ψk are wave functions so the square of their modulus can be
interpreted as a probability density.
More precisely, let (Ω,F ,P) be a probability space endowed with a stan-
dard complete filtration {Ft}t≥0. Let {βj}1≤j≤N be a family of indepen-
dent one dimensional Brownian motions associated to {Ft}t≥0. We set
ξj(t) =
dβj(t)
dt for j = 1, 2, ..., N , and we consider the following stochastic
Schro¨dinger equation:
dψj = i∆ψjdt+
K
N
(
N∑
k=1
ψk − 〈ψj , ψk〉ψj
)
dt+ iεψj ◦ dβj , j = 1, 2, ..., N,
(6)
where K, ε > 0, and ◦ denotes the Stratonovich product. The first result of
this paper is the existence of a solution of (6):
Theorem 1. Let K > 0 and ε > 0. Let ψj,0 ∈ L2(Rd,C) satisfying ‖ψj,0‖ =
1, for j = 1, 2, ..., N. Then there exists a unique, {Ft}t≥0-adapted solution
of the system (6), (ψ1, . . . , ψN ) ∈ C([0,∞), L2(Rd,C)⊕· · ·⊕L2(Rd,C)) a.s.
with ψj(0) = ψj,0. Moreover, the L
2 norm is conserved, i.e.,
‖ψj(t)‖ = 1, for all t ≥ 0, P-a.s., j = 1, 2, ..., N.
A proof of Theorem 1 will be given in the next section for the sake of
completeness, but the method fully follows [3], namely, by the use of gauge
transform:
φj(t) = e
−iεβj(t)ψj(t), j = 1, 2, ..., N,
the equation (6) comes down to the following random partial differential
equation:
∂tφj = i∆φj+
K
N
N∑
k=1
(
e−iε(βj−βk)φk − eiε(βj−βk)〈φj , φk〉φj
)
, j = 1, 2, ..., N,
(7)
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which may be solved using the classical deterministic arguments pathwise.
We wish to show synchronization in some sense for this stochastic model.
In this paper we consider the case N = 2 where there are only two wave
functions. In the case of N = 2 for the deterministic model (5), Propositions
5.2 and 5.3 of [1] say that
Proposition 2. Let (ψ1, ψ2) ∈ C([0,∞), L2(Rd,C)⊕ L2(Rd,C)) be the so-
lution of (5) with initial data (ψ1,0, ψ2,0) ∈ L2(Rd,C)⊕ L2(Rd,C) such that
‖ψ1,0‖ = ‖ψ2,0‖ = 1 obtained in Theorem 1. If
〈ψ1,0, ψ2,0〉 6= −1
then there exist T > 0 and C > 0 such that
‖ψ1(t)− ψ2(t)‖ ≤ Ce−K2 t
for all t ≥ T .
To obtain this synchronization result, the key quantity is the correlation
function h(t) = 〈ψ1(t), ψ2(t)〉, since, by the L2-norm conservation,
‖ψ1(t)− ψ2(t)‖2 = ‖ψ1(t)‖2 − 2Re〈ψ1(t), ψ2(t)〉+ ‖ψ2(t)‖2
= 2− 2Re〈ψ1(t), ψ2(t)〉.
It follows from the equations for ψj(t) (j = 1, 2) that the correlation function
h(t) verifies
d
dt
h = K(1− h2),
with |h(0)| ≤ 1. It may be seen that this ordinary differential equation
has two stationary points ±1; h = −1 is unstable, h = 1 is stable. More
precisely, we can solve this ODE for h to obtain, for all t ≥ 0,
h(t) = 1− 1(
1
1−h(0) − 12
)
eKt + 12
or equivalently
〈ψ1(t), ψ2(t)〉 = 1− 1(
1
1−〈ψ1,0,ψ2,0〉 − 12
)
eKt + 12
,
from which the synchronization result follows.
Thus, our main interest in this paper is in the behaviour of h(t) =
〈ψ1(t), ψ2(t)〉, where (ψ1(t), ψ2(t)) is the solution of the system (6) with
N = 2. It turns out that the stochastic process (h(t))t≥0 satisfies the fol-
lowing stochastic differential equation:
dh = K(1− h2)dt+
√
2iεh ◦ dW (8)
where W = 1√
2
(β1 − β2) is a one dimensional Brownian motion associated
to {Ft}t≥0.
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This stochastic differential equation (8) is degenerate in the sense that h(t)
is two dimensional (complex valued) but the noise dW is one dimensional.
Remark that we are interested only in the initial data h(0) such that |h(0)| ≤
1 because of the normalized condition ‖ψ1,0‖ = ‖ψ2,0‖ = 1. We will see that
in the case of |h(0)| ≤ 1, the state space for the stochastic process (h(t))t≥0
is B and moreover that there are two invariant sets, B and ∂B: if |h(0)| < 1,
then |h(t)| < 1 for all t > 0, and if |h(0)| = 1, then |h(t)| = 1 for all t > 0.
In order to know the time asymptotic behaviour of h(t), it is natural to
raise up questions on the existence of an invariant measure, the uniqueness
of invariant measures, and the convergence to the invariant measure.
Let (PAt )t≥0 be the Markov semigroup associated with (8), namely,
PAt f(x) = E(f(h(t))), t ≥ 0
for f ∈ Bb(A,R). We will take A among the state spaces B, ∂B,B depending
on the situation. δxP
A
t means the law of solution of (8) starting from x ∈ A
(for the definition, see Section 4.1).
We remark that the diffusion on ∂B defined by Eq.(8) is non-degenerate,
thus many well-known analysis are available, and since ∂B is compact, there
exists a unique invariant measure denoted by µK,ε. However, the diffusion
on B is degenerate, even worse, does not satisfy the hypoelliptic condition
(see [14] for the concept of hypoellipticity.)
Since µK,ε is the unique invariant measure, it is ergodic. Using this ergod-
icity, we have the following convergence result for the solution h(t) starting
at the interior of the unit ball B.
Theorem 2. The solution h(t) of the stochastic differential equation (8)
with h(0) ∼ δx for a fixed x ∈ B satisfies
lim
t→+∞|h(t)| = 1
almost surely.
Thanks to this convergence in B, we conclude the following Theorem.
Theorem 3. Fix K > 0 and ε > 0 and consider the stochastic differential
equation (8) and associated Markov semigroup (PAt )t≥0.
(i) On ∂B there exists a unique invariant probability measure µ∂BK,ε with
respect to (P ∂Bt )t≥0.
(ii) On B there is no invariant probability measure.
(iii) On B there exists a unique invariant probability measure µBK,ε with
respect to (PBt )t≥0, where µBK,ε is the natural extension of µ
∂B
K,ε to B.
In a slight abuse of notation, we will denote µK,ε the unique invariant
measure µ∂BK,ε on ∂B and also its natural extension to B.
Theorem 2 is proved showing that the solution of (8) starting in B con-
verges to the stationary solution having the law µK,ε. Therefore,
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Corollary 1. Fix K > 0 and ε > 0. We have,
δxP
B
t
t→+∞−−−−→ µK,ε
in distribution for all x ∈ B.
The compactness of ∂B implies immediately the minorization condition
(see for ex., [20]), which is a kind of the Doeblin’s condition, and if we are
on ∂B the meaning of the convergence of the law of solution is stronger, i.e.
exponential convergence in the total variation distance.
Proposition 3. Fix K > 0 and ε > 0. Consider the Markov semigroup
(P ∂Bt )t≥0 associated with the stochastic differential equation (8) on ∂B.
There exist C, γ∗ > 0 such that
‖δxP ∂Bt − µK,ε‖TV ≤ Ce−γ∗t
for every x ∈ ∂B and for all t ≥ 1.
(a) K = 1 and ε = 0.2 (b) K = 1 and ε = 0.8
Figure 1. Paths of (ht)t≥0 on the time interval [0, 10]
Remark 1. By Corollary 1 and the property of the density of µK,ε (see
Proposition 8 below), it may be also seen that h(t) starting in the interior
of the ball B satisfies, after a long time passed, E(Reh(t)) > 0. Namely, it
will mostly be on the right side of B¯ for the large time.
Remark 2. By the convergence result Proposition 3 and Proposition 7 be-
low, applying Proposition 3.4.5 of [7], h(t) is recurrent with respect to any
small neighborhood U ⊂ ∂B of 1. Thus, h(t) with h(0) ∈ ∂B leaves and
returns to U infinitely many times.
All these convergence results in hand, we may have the following synchro-
nization results for (6) with N = 2.
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Theorem 4. Fix K > 0 and ε > 0. Let (φ1, φ2) be a {Ft}t≥0-adapted
process with paths in C([0,∞), L2(Rd,C)⊕ L2(Rd,C)) satisfying{
dψ1 = i∆ψ1dt+
K
2 (ψ2 − 〈ψ1, ψ2〉ψ1) dt+ iεψ1 ◦ dβ1
dψ2 = i∆ψ2dt+
K
2 (ψ1 − 〈ψ2, ψ1〉ψ2) dt+ iεψ2 ◦ dβ2
(9)
with initial data (ψ1(0), ψ2(0)) = (ψ1,0, ψ2,0) ∈ L2(Rd,C) ⊕ L2(Rd,C) such
that ‖ψ1,0‖ = ‖ψ2,0‖ = 1 obtained in Theorem 1. Then,
(i) There exists a probability measure νK,ε on R such that
Law(‖ψ1(t)− ψ2(t)‖) t→+∞−−−−→ νK,ε
in distribution. This limit νK,ε depends only on
ε2
K and not on
(ψ1,0, ψ2,0).
(ii) Moreover, we have
lim
t→∞ infθ∈R
‖ψ1(t)− eiθψ2(t)‖ = 0,
almost surely.
For ε > 0 small, by the cerebrated Freidlin-Wenzell Theory [8], one can
see that the supremum of |h(t)− 1| on a finite time interval is small almost
surely, but due to the noise effective to the angular direction, for any ε > 0,
h(t) exits from any small neighborhood of 1 in a finite time almost surely. If
ε > 0 is small, the probability of this exit should be small and the analysis
of this rare event is essential to know the asymptotics of this probability
involving the behavior of h(t) for small ε > 0 by the use of large deviation
principle. In a similar spirit, but simply making use of the explicit formula of
the density of µK,ε (see Proposition 7 below) we derive the limit behavior as
ε2
K → 0 of the invariant measure µK,ε which implies the following proposition
in term of synchronization. Note that it is natural to consider the limit
ε2
K → 0 by scaling of equation (8).
Proposition 4. Under the same assumption of Theorem 4, the probability
measure νK,ε of (i) of Theorem 4 converges to δ0 when
ε2
K → 0.
In other words, when K > 0 and ε > 0 are fixed and t → +∞ we have
that ‖ψ1(t)−ψ2(t)‖ converges to a limit that is very close to δ0 provided that
ε2
K is close enough to 0. This could be interpreted as a similar scenario of
the result in [5], which considers the system of equations adding a potential
term:
i∂tψj = −∆ψj + Vjψj + iK
N
N∑
k=1
(ψk − 〈ψj , ψk〉ψj) , j = 1, 2, ..., N,
where Vj = Vj(x, t) are Bb(Rdx×Rt,R) functions: The authors of [5] actually
showed that a synchronization occurs provided that the coupling strength
K is much larger than maxjk‖Vj − Vk‖L∞ .
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The paper is organized as follows. We show the global existence and
uniqueness of solutions to (6) in Section 3. We investigate the existence,
uniqueness, and the density of invariant measures in Section 4. The large
deviation principle of the invariant measure on ∂B is given also in Section
4. Section 5 is devoted to the convergence results of the law of solutions on
B and ∂B.
3. Existence of solution in the stochastic case
In this section, we establish the global existence, uniqueness and L2-norm
conservation of solution for (6). As mentioned in the introduction, it suffices
to prove the following Proposition for Theorem 1 on the existence of the
solution to (7). Let k ≥ 0 be a fixed integer in what follows.
Proposition 5. Fix K > 0 and ε > 0. Let ψj,0 ∈ Hk(Rd,C) with ‖ψj,0‖ =
1 for j = 1, 2, ..., N. There exist a unique, {Ft}t≥0-adapted solution of
(7), (φ1, φ2, ..., φN ) ∈ C([0,+∞), Hk(Rd,C) ⊕ · · · ⊕ Hk(Rd,C)), a.s. with
(φ1(0), φ2(0), ..., φN (0)) = (ψ1,0, ψ2,0, ..., ψN,0). Moreover,
‖φj(t)‖ = ‖ψj,0‖ = 1, j = 1, 2, ...., N,
for all t ≥ 0, almost surely.
Proof. We write the equation (7) in the mild form:
[T ωu](t) = U(t)u0 +
∫ t
0
U(t− s)Fω(s, u(s))ds
where we put u = (φ1, . . . , φN ), u0 = (ψ0,1, . . . , ψ0,N ), (U(t))t≥0 is the semi-
group generated by the component-wise Laplacian and
Fω(t, u(t)) = Fω(t, (φ1(t), ..., φN (t)))
=
K
N
( N∑
k=1
e−iε(β1(t)−βk(t))φk(t)− eiε(β1(t)−βk(t))〈φ1(t), φk(t)〉φ1(t), ....,
N∑
k=1
e−iε(βN (t)−βk(t))φk(t)− eiε(βN (t)−βk(t))〈φN (t), φk(t)〉φN (t)
)
.
We set H = Hk(Rd,C)⊕ · · · ⊕Hk(Rd,C), denote the norm by ‖ · ‖H . We
also set X(T ) = C([0, T ];H), and
B¯T (0, R) := {v ∈ X(T ), ‖v‖X(T ) ≤ R},
with R = 2‖u0‖H . Since we have
‖Fω(t, u)‖H ≤ NK(‖u‖H + ‖u‖3H),
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using the fact that U(t) is a unitary operator in H for all t ≥ 0 we get for
t ∈ [0, T ], if u ∈ B¯T (0, R),∥∥∥[T ωu](t)∥∥∥
H
≤ ‖U(t)u0‖H +
∫ t
0
‖U(t− s)Fω(s, u(s))‖Hds
≤ ‖u0‖H + T sup
s∈[0,T ]
‖Fω(t, u(s))‖H
≤ R
2
+ TNK(R+R3).
Moreover, since for u, v ∈ H, for all t ≥ 0
‖Fω(t, u)− Fω(t, v)‖H ≤ NK(‖u− v‖H + C˜‖u− v‖H(‖u‖2H + ‖v‖2H)),
if u, v ∈ B¯T (0, R), then we have∥∥∥T ωu− T ωv∥∥∥
X(T )
≤ TNK(1 + 2C˜R2)‖u− v‖X(T ).
Thus, T ω is a contraction on B¯T (0, R) since U(t) is continuous in time,
for T sufficiently small. Note that T depends only on ‖u0‖H and ω. We
can now use the Banach fixed-point theorem to obtain the existence of
u ∈ C([0, T ], H), a solution of the mild form. The standard argument in
[4] allows to have also the uniqueness and the blow-up alternative. By
the Hk-regularity argument (see Chapter 5 of [4]), there exists the maxi-
mal existence time T ∗ = T ∗(‖u0‖L2⊕···⊕L2 , ω) > 0, and if T ∗ < +∞ then
limt↑T ∗ ‖u(t)‖L2⊕···⊕L2 = +∞.
We prove the conservation of L2 norm. This can be seen formally as
follows. For a fixed j ∈ {1, ..., N},
∂t‖φj‖2 = 2Re〈∂tφj , φj〉
= 2Re〈i∆φj + K
N
N∑
k=1
(e−iε(βj−βk)φk − eiε(βj−βk)〈φj , φk〉φj), φj〉
= 2Re〈i∆φj , φj〉+ 2K
N
Re[
N∑
k=1
e−iε(βj−βk)〈φk, φj〉]
−2K
N
Re[
N∑
k=1
eiε(βj−βk)〈φj , φk〉〈φj , φj〉]
=
2K
N
{
N∑
k=1
Re[e−iε(βj−βk)〈φk, φj〉]
}
(1− ‖φj‖2)
Hence
‖φj‖2 = (‖ψj,0‖2 − 1)e− 2KN
∫ t
0
∑N
k=1 Re[e
−iε(βj(s)−βk(s))〈φk(s),φj(s)〉]ds + 1.
This implies that ‖φj(t)‖ = 1 for all t ≥ 0 when ‖ψj,0‖ = 1.
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When the initial wave functions ψj,0 is in H
2(Rd,C) then t 7→ ‖φj‖2 is
differentiable and we can actually do the formal computation above and
obtain that ‖φj(t)‖ = 1 for all t ≥ 0.
Now we assume that ψj,0 ∈ L2(Rd,C) for j = 1, 2, ..., N . In this case, we
take
(
ψ
(n)
j,0
)
n∈N
to be a sequence of functions in H2(Rd,C) such that
‖ψ(n)j,0 ‖ = 1 for all n ∈ N
and
lim
n→+∞ψ
(n)
j,0 = ψj,0,
where the convergence takes place in L2(Rd,C). Let (φ(n)1 , φ
(n)
2 , ..., φ
(n)
N ) be
the solution of (7) with initial data (ψ
(n)
1,0 , ψ
(n)
2,0 , ..., ψ
(n)
N,0). Then ‖φ(n)j (t)‖ = 1
for all t ≥ 0, all j = 1, 2, ..., N , and all n ∈ N. Furthermore, for t ≥ 0 fixed,
‖φ(n)j (t)‖ n→+∞−−−−−→ ‖φj(t)‖.
This implies that the L2 norm is conserved, equals 1, and further T ∗ = +∞.
Finally, {Ft}t≥0-adaptivity follows from that fact that u(t) is obtained by a
fixed point method, using the cut-off argument in Fω(t, u). 
From now on, we consider the case N = 2, and we consider only two wave
functions (ψ1, ψ2) which are the solution of the system (9).
Recall that our goal is to analyse the asymptotic behavior of ‖ψ1 − ψ2‖.
Since we have already shown that the L2-norm of ψ1 and ψ2 is preserved,
the study of ‖ψ1(t)− ψ2(t)‖ reduces to the study of 〈ψ1(t), ψ2(t)〉. We will
thus define the stochastic process (h(t))t≥0 defined by h(t) = 〈ψ1(t), ψ2(t)〉
and show that it is the solution of a stochastic differential equation. The
study of this stochastic differential equation will allow us to conclude our
analysis of the asymptotic behavior of ‖ψ1 − ψ2‖.
Lemma 1. Fix K > 0 and ε > 0. Let (ψ1, ψ2) ∈ C([0,+∞), L2(Rd,C) ⊕
L2(Rd,C)) be the solution of (9) with initial data ψ1,0, ψ2,0 ∈ L2(Rd,C)
satisfying ‖ψ1,0‖ = ‖ψ2,0‖ = 1. Then, the stochastic process (h(t))t≥0 defined
by h(t) = 〈ψ1(t), ψ2(t)〉 satisfies the following stochastic differential equation:
dh = K(1− h2)dt+
√
2iεh ◦ dW
where W = 1√
2
(β1 − β2) is a Brownian motion associated to the filtration
{Ft}t≥0.
Proof. Let j = 1, 2. Take
(
ψ
(n)
j,0
)
n∈N
to be a sequence of functions inH2(Rd,C)
such that ‖ψ(n)j,0 ‖ = 1 for all n ∈ N and limn→+∞ ψ(n)j,0 = ψj,0 in L2(Rd,C).
Let (φ
(n)
1 , φ
(n)
2 ) be the solution of (7) with initial data (ψ
(n)
1,0 , ψ
(n)
2,0 ). Then
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‖φ(n)j (t)‖ = 1 for all t ≥ 0, n ∈ N. Let hn(t) = e−
√
2iεW (t)〈φ(n)1 , φ(n)2 〉. Note
that t 7→ 〈φ(n)1 , φ(n)2 〉 is differentiable, thus
∂t〈φ(n)1 , φ(n)2 〉
= 〈∂tφ(n)1 , φ(n)2 〉+ 〈φ(n)1 , ∂tφ(n)2 〉
= 〈−i
(
−∆φ(n)1 +
iK
2
(e
√
2iεWφ
(n)
2 − e−
√
2iεW 〈φ(n)1 , φ(n)2 〉φ(n)1 )
)
, φ
(n)
2 〉
+〈φ(n)1 ,−i
(
−∆φ(n)2 +
iK
2
(e
√
2iεWφ
(n)
1 − e−
√
2iεW 〈φ(n)2 , φ(n)1 〉φ(n)2
)
〉
=
K
2
e
√
2iεW (‖φ(n)2 ‖2 + ‖φ(n)1 ‖2)−Ke−
√
2iεW (〈φ(n)1 , φ(n)2 〉)2
= K(e
√
2iεW − e−
√
2iεW 〈φ(n)1 , φ(n)2 〉2)
On the other hand,
dhn(t) = d(e
−√2iεW (t))〈φ(n)1 , φ(n)2 〉+ e−
√
2iεW (t)∂t〈φ(n)1 , φ(n)2 〉.
Therefore, letting n→∞ on both sides, we have
d(e−
√
2iεW (t)〈φ1, φ2〉) = d(e−
√
2iεW (t))〈φ1, φ2〉+K(1− (e−
√
2iεW 〈φ1, φ2〉)2).
Since by Itoˆ formula
d(e−
√
2iεW (t)) = −
√
2iεe−
√
2iεWdW − 2ε2e−
√
2iεWdt,
and h(t) = 〈ψ1(t), ψ2(t)〉 = e−
√
2iεW (t)〈φ1, φ2〉, we obtain the stochastic
differential equation in the statement. 
4. Invariant probability measure
In the previous section, we saw that h(t) = 〈ψ1(t), ψ2(t)〉 satisfies (8). We
shall thus study the stochastic differential equation (8) in this section. Here
we recall that our interest is in the case where h(0) = 〈ψ1,0, ψ2,0〉, therefore
we need only consider initial conditions satisfying |h(0)| ≤ 1 since
|h(0)| = |〈ψ1,0, ψ2,0〉| ≤ ‖ψ1,0‖ · ‖ψ2,0‖ = 1.
Moreover the L2 conservation implies that |h(t)| = |〈ψ1(t), ψ2(t)〉| ≤ 1.
We shall establish in the following proposition the existence and unique-
ness of solution of (8) to identify the solution with 〈ψ1(t), ψ2(t)〉. We will see
in fact that the following proposition describes a key property of solution of
(8).
Proposition 6. Let ξ be F0-measurable such that P(|ξ| ≤ 1) = 1. The
stochastic differential equation (8) with h(0) = ξ has a unique, (Ft)t≥0-
adapted solution h ∈ C([0, T ],C) a.s. for any T > 0. Furthermore,
P
(
sup
t≥0
|h(t)| ≤ 1
)
= 1.
More precisely,
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(i) If |ξ| = 1 a.s., then |h(t)| = 1 for all t ≥ 0, a.s.
(ii) If |ξ| < 1 a.s., then |h(t)| < 1 for all t ≥ 0, a.s.
Proof. The use of the classical existence and uniqueness theorem for stochas-
tic differential equations with a locally Lipschitz coefficient yields the local
existence of solutions of (8) for any initial condition (see for ex. [15, 21]).
By Itoˆ formula,
d|h(t)|2 = 2Re[dh(t) · h(t)]
= 2Re[(K(1− h(t)2)dt+
√
2iεh(t) ◦ dW ) · h(t)]
= 2K(Re[h(t)]− |h(t)|2Re[h(t)])dt
= 2K · Re[h(t)] · (1− |h(t)|2)dt.
Thus
|h(t)|2 = (|ξ|2 − 1)e−2K
∫ t
0 Re[h(s)]ds + 1,
which implies (i) and (ii). Accordingly, the initial data ξ under the condition
P(|ξ| ≤ 1) = 1 yields that the solution does not explode. 
By this results, we may restrict the state space to B, ∂B or B and consider
(8) on either one of these spaces.
4.1. Invariant probability measure on B. Fix A ∈ {B, ∂B,B}. We
denote by (hx(t))t≥0 the unique solution solution of (8) with initial condition
h(0) ∼ δx for x ∈ A.
We recall that (PAt )t≥0 is the Markov semigroup associated with (8),
namely,
PAt f(x) = E(f(hx(t))), t ≥ 0
for f ∈ Bb(A,R).
The Markov semigroup (PAt )t≥0 also acts on the set of probability mea-
sures by duality. If µ is a probability measure on A, denote µPAt the action
of (PAt )t≥0 on µ. This action is defined by∫
A
fd(µPAt ) =
∫
A
(PAt f)dµ.
With these definitions, we may write
Law(hξ(t)) = Law(h(0))PAt = Law(ξ)P
A
t .
In particular Law(hx(t)) = δxP
A
t .
Definition 1. A probability measure µ on A is called invariant with respect
to (PAt )t≥0 when
µPAt = µ for all t ≥ 0.
Proof of Theorem 3. See Theorem 5 for (i) and see Theorem 7 for (ii). Here,
we give a proof for (iii) admitting (i) and (ii). It is clear that the natural
extension to B of the unique invariant probability measure on ∂B is an
invariant probability measure on B.
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Let µ be an invariant probability measure on B. We define two new
probability measures µB and µ∂B by setting
µB(F ) = µ(F ∩B)
µ∂B(F ) = µ(F ∩ ∂B)
for every Borel set F ∈ B(B). Since µ is invariant, the measure µB and µ∂B
are the natural extensions to B of finite invariant measures on B and ∂B
respectively. Furthermore µ = µB + µ∂B.
By (ii), there is no invariant probability measure on B, there can be no
finite invariant measures on B except the null measure. So it must be the
case that µB = 0 and µ = µ∂B. 
4.2. Invariant probability measure on ∂B.
Theorem 5. Consider the stochastic differential equation (8) on the re-
stricted state space ∂B and let (P ∂Bt )t≥0 be the associated Markov semigroup.
Then,
(1) (P ∂Bt )t≥0 is strong Feller.
(2) (P ∂Bt )t≥0 admits a unique invariant measure µK,ε.
(3) µK,ε has a smooth density with respect to the Riemannian volume
measure on ∂B.
Proof. Note that ∂B = S1 is a smooth one-dimensional manifold. Let
A0, A1 : C→ C be defined by
A0(h) = K(1− h2) and A1(h) =
√
2iεh.
Let A˜0 and A˜1 be the restrictions to ∂B of A0 and A1 respectively. On ∂B
the stochastic differential equation (8) becomes
dh(t) = A˜0(h(t))dt+ A˜1(h(t)) ◦ dW
with the definitions and notations of the chapter V of [13]. It is clear that
A˜1 is never null on ∂B. Since ∂B is a one-dimensional manifold, this implies
that (8) is non-degenerate on ∂B. This implies (see [14]) that the process
is strong Feller. Since ∂B is compact, the Krylov–Bogolyubov theorem
implies that there exists a probability measure that is invariant with respect
to (P ∂Bt )t≥0. Because the diffusion is non-degenerate on ∂B, by the Stroock
Varahdan support Theorem (page 44 of [2]), all points of ∂B are accessible
for all time t ≥ 0. Hence, corollary 2.7 of [10] (also [7]) implies that (P ∂Bt )t≥0
admits a unique invariant, thus ergodic probability measure. Moreover,
Theorem 4 of [12] implies that this invariant probability measure has a
smooth density with respect to the Riemannian measure on ∂B. 
We define the positive direction of ∂B as, θ : −pi → pi for the polar co-
ordinate of x ∈ ∂B ⊂ C ∼= R2 with x = (Re(x), Im(x)): Re(x) = cos θ
and Im(x) = sin θ. In case of an orientable Riemannian manifold, taking
the positive orientation, the integral with respect to the Riemannian volume
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measure equals the integral with respect to the volume element (i.e. differ-
ential 1-form dθ in our case), see Remark 5.2 in Section 5 of [22] for details.
We may thus calculate the explicit form of the density of µK,ε as follows.
Proposition 7. The unique invariant measure µK,ε of (P
∂B
t )t≥0 is given by
µK,ε(A) =
1
ΓK,ε
∫
(cos θ,sin θ)∈A
exp
(
2K
ε2
θ
)
dθ,
where A is a measurable set with respect to the Riemannian measure on ∂B,
and ΓK,ε is the normalizing constant. i.e.
ΓK,ε =
∫ pi
−pi
exp
(
2K
ε2
θ
)
dθ.
Proof. Remark that the generator of Markov semigroup (P ∂Bt )t≥0 is given
by, in polar coordinates,
Lf(θ) = − ∂
∂θ
[(2K sin θ)f(θ)] + ε2
∂2
∂θ2
[f(θ)].
for any f ∈ C2b ([−pi, pi],R). It is thus enough to show that for any f ∈
C2b ([−pi, pi],R), ∫ pi
−pi
Lf(θ) exp
(
2K
ε2
θ
)
dθ = 0.
This is in fact immediate, by the integration by parts,∫ pi
−pi
Lf(θ) exp
(
2K
ε2
θ
)
dθ
=
∫ pi
pi
[
− ∂
∂θ
[(2K sin θ)f(θ)] + ε2
∂2
∂θ2
[f(θ)]
]
exp
(
2K
ε2
θ
)
dθ
=
[
ε2
∂f
∂θ
exp
(
2K
ε2
θ
)]θ=pi
θ=−pi
−
∫ pi
−pi
2K(− sin θ)∂f
∂θ
exp
(
2K
ε2
θ
)
dθ
−2K
∫ pi
−pi
sin θ
∂f
∂θ
exp
(
2K
ε2
θ
)
dθ
= 0.

We need the following proposition for later use.
Proposition 8. For all K, ε > 0 we have EµK,ε [Re ·] > 0.
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Proof. Since we know explicitly the density from Proposition 7,
EµK,ε [Re ·] =
1
ΓK,ε
∫ pi
−pi
(cos θ)e
2K
ε2
cos θdθ
=
1
ΓK,ε
{
[(sin θ)e
2K
ε2
cos θ]θ=piθ=−pi −
∫ pi
−pi
(sin θ)
−2K sin θ
ε2
e
2K
ε2
cos θdθ
}
=
2K
ε2ΓK,ε
∫ pi
−pi
(sin θ)2e
2K
ε2
cos θdθ > 0.

4.3. Large deviation principle for the invariant probability mea-
sure. We will now deduce a large deviation principle using the explicit
formula in Proposition 7 for the invariant probability measure.
Lemma 2. For any Borel set F ∈ B(∂B), let
mK,ε(F ) =
∫
(cos θ,sin θ)∈F
exp
(
2K
ε2
cos θ
)
dθ.
Then we have
2 sup
(cos θ,sin θ)∈F˚
cos θ ≤ lim inf
ε2/K→0
ε2
K
logmK,ε(F )
≤ lim sup
ε2/K→0
ε2
K
logmK,ε(F ) ≤ 2 sup
(cos θ,sin θ)∈F¯
cos θ.
Proof. Let F ∈ B(∂B) be an arbitrary fixed Borel set. We have
ε2
K
logmK,ε(F ) =
ε2
K
log
∫
(cos θ,sin θ)∈F
exp
(
2K
ε2
cos θ
)
dθ
≤ ε
2
K
log
∫
(cos θ,sin θ)∈F
exp
(
2K
ε2
sup
(cos θ,sin θ)∈F¯
cos θ
)
dθ
≤ ε
2
K
log
{
exp
(
2K
ε2
sup
(cos θ,sin θ)∈F¯
cos θ
)∫
(cos θ,sin θ)∈F
1dθ
}
=
{
ε2
K
log
∫
(cos θ,sin θ)∈F
1dθ
}
+ 2 sup
(cos θ,sin θ)∈F¯
cos θ.
Hence
lim sup
ε2/K→0
ε2
K
logmK,ε(F ) ≤ 2 sup
(cos θ,sin θ)∈F¯
cos θ.
Let η > 0. There exists θ0 such that (cos θ0, sin θ0) ∈ F˚ with cos θ0 ≥
sup(cos θ,sin θ)∈F˚ cos θ− η. Because cos is continuous, there exists an open set
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U ⊂ F˚ such that (cos θ0, sin θ0) ∈ U and that cos θ ≥ sup(cos θ,sin θ)∈F˚ cos θ−
2η for all θ such that (cos θ, sin θ) ∈ U . We have
ε2
K
logmK,ε(F ) =
ε2
K
log
∫
(cos θ,sin θ)∈F
exp
(
2K
ε2
cos θ
)
dθ
≥ ε
2
K
log
∫
(cos θ,sin θ)∈U
exp
(
2K
ε2
cos θ
)
dθ
≥ ε
2
K
log
∫
(cos θ,sin θ)∈U
exp
(
2K
ε2
( sup
(cos θ,sin θ)∈F˚
cos θ − 2η)
)
dθ
=
{
ε2
K
log
∫
(cos θ,sin θ)∈U
1dθ
}
+ 2 sup
(cos θ,sin θ)∈F˚
cos θ − 4η.
Hence
2 sup
(cos θ,sin θ)∈F˚
cos θ − 4η ≤ lim inf
ε2/K→0
ε2
K
logmK,ε(F ).
Letting η → 0 completes our proof. 
Theorem 6 (Large deviation principle). We have
− inf
x∈F˚
I(x) ≤ lim inf
ε2/K→0
ε2
K
logµK,ε(F ) ≤ lim sup
ε2/K→0
ε2
K
logµK,ε(F ) ≤ − inf
x∈F
I(x)
for all Borel sets F ∈ B(∂B) where
I(x) := 2(1−<[x]).
Proof. Let F ∈ B(∂B) be an arbitrary fixed Borel set. Notice
ε2
K
logµK,ε(F ) =
ε2
K
logmK,ε(F )− ε
2
K
logmK,ε(∂B).
Therefore,
lim sup
ε2/K→0
ε2
K
logµK,ε(F ) ≤ lim sup
ε2/K→0
ε2
K
logmK,ε(F )− lim inf
ε2/K→0
ε2
K
logmK,ε(∂B)
≤ 2( sup
(cos θ,sin θ)∈F¯
cos θ − 1)
where we used the previous lemma for the last inequality. Similarly,
lim inf
ε2/K→0
ε2
K
logµK,ε(F ) ≥ lim inf
ε2/K→0
ε2
K
logmK,ε(F )− lim sup
ε2/K→0
ε2
K
logmK,ε(∂B)
≥ 2( sup
(cos θ,sin θ)∈F˚
cos θ − 1).
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Hence
2
(
sup
(cos θ,sin θ)∈F˚
cos θ − 1
)
≤ lim inf
ε2/K→0
ε2
K
logµK,ε(F )
≤ lim sup
ε2/K→0
ε2
K
logµK,ε(F ) ≤ 2
(
sup
(cos θ,sin θ)∈F¯
cos θ − 1
)
which is equivalent to the desired inequalities. 
Finally, for the sake of completeness, we give a proof of Proposition 4.
Proof of Proposition 4. It is enough to show that µK,ε → δ1 in distribution
when ε
2
K → 0. Let ϕ ∈ Cb(∂B) be arbitrary fixed. Let δ > 0 be given.
There exists U ⊂ ∂B such that 1 ∈ U and that |ϕ(x) − ϕ(1)| ≤ δ for all
x ∈ U . It follows from the previous theorem that limε2/K→0 µK,ε(U c) = 0.
In particular, there exists η > 0 such that 0 ≤ µK,ε(U c) ≤ δ if 0 < ε2K < η.
And in that case
|EµK,ε(ϕ)− ϕ(1)|
≤ |EµK,ε(ϕ1Uc)|+ |EµK,ε(ϕ1U )− ϕ(1)µK,ε(U)|+ |ϕ(1)µK,ε(U)− ϕ(1)|
≤ ‖ϕ‖L∞µK,ε(U c) + sup
x∈U
|ϕ(x)− ϕ(1)|µK,ε(U) + |ϕ(1)|µK,ε(U c)
≤ ‖ϕ‖L∞ · δ + δ + ‖ϕ‖L∞ · δ.
Thus EµK,ε(ϕ)→ ϕ(1) when ε
2
K → 0. Because ϕ ∈ Cb(∂B) is arbitrary, this
proves the desired convergence in distribution. 
5. Convergence to the invariant probability measure
5.1. Convergence with initial condition in B. In this section we inves-
tigate the asymptotic behavior of the law of solution with the initial data
x ∈ B. To prove Theorem 2, it suffices to compare two solutions established
in Proposition 6, i.e. the solution of (8) with initial data x ∈ B and the
stationary solution of (8) whose initial distribution is µK,ε, unique invariant
ergodic measure on ∂B.
Proposition 9. Let hx(t) and g(t) be two solutions of (8) such that h(0) ∼
δx and g(0) ∼ µK,ε for a fixed x ∈ B. Then, we have
|hx(t)− g(t)| t→+∞−−−−→ 0
almost surely.
Proof. Set Dt = h
x(t)− g(t). We see that Dt satisfies
dDt = −KDt(hx(t) + g(t))dt+
√
2iεDt ◦ dW.
Hence, we apply Itoˆ formula to obtain
d|Dt|2 = −2K · Re[hx(t) + g(t)] · |Dt|2dt.
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Similarly as in Proposition 6, we have
|Dt|2 = |D0|2e−2K
∫ t
0 Re[h
x(s)+g(s)]ds,
which leads to
|hx(t)− g(t)|2 = |hx(0)− g(0)|2e−2K
∫ t
0 Re[h
x(s)+g(s)]ds.
The ergodicity of µK,ε implies
lim
t→+∞
1
t
∫ t
0
Re[g(s)]ds = EµK,ε [Re ·] almost surely,
and since EµK,ε [Re ·] > 0 by Proposition 8, we have
lim
t→+∞
∫ t
0
Re[g(s)]ds = lim
t→+∞ t ·
1
t
∫ t
0
Re[g(s)]ds = +∞ almost surely.
On the other hand, it follows from the proof of Proposition 6 that for x ∈ B,
e−2K
∫ t
0 Re[h
x(s)]ds =
1− |hx(t)|2
1− |x|2
so that
|hx(t)− g(t)|2 = |hx(0)− g(0)|2e−2K
∫ t
0 Re[h
x(s)+g(s)]ds
= |hx(0)− g(0)|2 1− |h
x(t)|2
1− |x|2 e
−2K ∫ t0 Re[g(s)]ds
≤ |h
x(0)− g(0)|2
1− |x|2 e
−2K ∫ t0 Re[g(s)]ds
almost surely. Finally, because limt→+∞
∫ t
0 Re[g(s)]ds = +∞ almost surely,
this implies that
lim
t→+∞|g(t)− h
x(t)| = 0
almost surely. 
Here we remark that Theorem 2 in the introduction follows from the fact
that g(t) in Proposition 9 satisfies |g(t)| = 1 for all t ≥ 0. Furthermore,
Proposition 9 implies the convergence in law.
Proof of Corollary 1. Let x ∈ B be arbitrary fixed. Let ϕ : B → R be
a fixed bounded continuous function. Since B is compact, the function ϕ
is uniformly continuous. Let ω : [0,+∞] → [0,+∞] be the modulus of
continuity of ϕ. Define the diffusions (hx(t))t≥0 and (g(t))t≥0 as before with
hx(0) ∼ δx and g(0) ∼ µK,ε and compute
|EδxPBt [ϕ]−EµK,ε [ϕ]| = |E [ϕ(h
x(t))]−E [ϕ(g(t))]| ≤ E [|ϕ(hx(t))− ϕ(g(t))|]
Proposition 9 shows that
|hx(t)− g(t)| t→+∞−−−−→ 0 almost surely,
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so
0 ≤ |ϕ(hx(t))− ϕ(g(t))| ≤ ω(|hx(t)− g(t)|)
implies
|ϕ(hx(t))− ϕ(g(t))| t→+∞−−−−→ 0 almost surely.
Furthermore, since |ϕ(hx(t)) − ϕ(g(t))| ≤ 2‖ϕ‖L∞ , the dominated conver-
gence theorem yields
lim
t→+∞EδxPBt [ϕ] = EµK,ε [ϕ].
Since ϕ is arbitrary, this proves that δxP
B
t converges to µK,ε in distribution
as t→ +∞. 
Taking the test function ϕ(y) = Re(y) for y ∈ B¯ in the above proof, we
have for sufficiently large time t > 0,
E(Re(hx(t))) ≥ 1
2
E(Re(g(t))) =
1
2
EµK,ε(Re ·) > 0,
where the last positivity follows from Proposition 8, and this explains Re-
mark 1 in the introduction.
Now we can prove that there exists no invariant probability measure on
B.
Theorem 7. The Markov semigroup (PBt )t≥0 has no invariant probability
measure.
Proof. Suppose that an invariant probability measure µ0 exists. Let 0 <
r < 1 be fixed. By the definition of the invariance of µ0, we have∫
B
P(|hx(t)| ≤ r)µ0(dx) = µ0(|x| ≤ r)
and LHS converges to zero as t→∞ by Theorem 2. Because of this,
1 = µ0(B) = µ0
⋃
n≥1
{
|x| ≤ 1− 1
n
} ≤∑
n≥1
µ0
({
|x| ≤ 1− 1
n
})
= 0.
This contradiction concludes our proof. 
5.2. Convergence with initial condition in ∂B. In this section, we re-
strict the state space to ∂B and we investigate the asymptotic behavior of
δxP
∂B
t for fixed x ∈ ∂B. Since the state space ∂B is compact, we have a
uniform “minorisation” condition ([19]) reminiscent of Doeblin’s condition,
which implies an exponential convergence to the invariant measure. For the
sake of completeness we give a proof of the convergence, following [19, 20].
Lemma 3. There exists η > 0 and a probability measure ν such that
δxP
∂B
1 (F ) ≥ ην(F )
for all measurable sets F on ∂B and all x ∈ ∂B.
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Recall the two following properties.
Proposition 10. We have supp δxP
∂B
t = ∂B for every x ∈ ∂B and t > 0
so in particular
δxP
∂B
t (U) > 0
for every x ∈ ∂B, t > 0 and every open set U .
Proof. The diffusion process corresponding to (8) on ∂B is a non-degenerate
diffusion with smooth coefficients on a smooth connected manifold. Thus
the desired result follows immediately from the Stroock-Varadhan support
theorem (see page 44 of [2]). 
Proposition 11. The semigroup P ∂Bt admits a continuous density with
respect the Riemannian measure λ on ∂B, namely for all t > 0
δxP
∂B
t (F ) =
∫
F
pt(x, y)dλ(y)
for all measurable sets F on ∂B. Furthermore (x, y) 7→ pt(x, y) is continuous
for fixed t > 0.
Proof. This follows again from the non degeneracy of our diffusion with
smooth coefficients on a smooth connected manifold. 
We are now in a position to prove Lemma 3, our proof follows the paper
[20].
Proof of lemma 3. Since
∫
∂B p 12
(1, z)dλ(z) = 1 there exists z∗ ∈ ∂B such
that
p 1
2
(1, z∗) > 0.
Because of the continuity of p 1
2
there exist ε > 0 such that if y ∈ Bε(1) and
z ∈ Bε(z∗) we have
p 1
2
(y, z) >
1
2
p 1
2
(1, z∗).
Therefore for any y ∈ Bε(1) we have
δyP
∂B
1
2
(F ) =
∫
F
p 1
2
(y, z)dλ(z) ≥
∫
F∩Bε(z∗)
p 1
2
(y, z)dλ(z) ≥ 1
2
p 1
2
(1, z∗)λ(F∩Bε(z∗)).
Furthermore, the continuity of p 1
2
implies the continuity of x 7→ δxP ∂B1
2
(F )
for fixed measurable sets F by the dominated convergence theorem.
Since ∂B is compact, this implies that x 7→ δxP ∂B1
2
(F ) reaches its infimum
on ∂B and hence
inf
x∈∂B
δxP
∂B
1
2
(Bε(1)) > 0.
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Then δxP1(F ) is estimated from below as follows.
δxP1(F ) =
∫
∂B
δyP
∂B
1
2
(F )p 1
2
(x, y)dλ(y)
≥
∫
Bε(1)
δyP
∂B
1
2
(F )p 1
2
(x, y)dλ(y)
≥
∫
Bε(1)
1
2
p 1
2
(1, z∗)λ(F ∩Bε(z∗))p 1
2
(x, y)dλ(y)
=
1
2
p 1
2
(1, z∗)λ(F ∩Bε(z∗))δxP ∂B1
2
(Bε(1))
≥ 1
2
p 1
2
(1, z∗)λ(F ∩Bε(z∗))( inf
x∈∂B
δxP
∂B
1
2
(Bε(1)))
= ην(F )
where η = 12p1(1, z
∗)(infx∈∂B δxP ∂B1
2
(Bε(1)))λ(Bε(z
∗)) and
ν(F ) =
λ(F ∩Bε(z∗))
λ(Bε(z∗))
.

Once the minorization property is established, we directly have a contrac-
tion property of the law of solution.
Let us recall that given two probability measures µ1 and µ2 on ∂B, their
total variation distance is
‖µ1 − µ2‖TV = sup{|(µ1 − µ2)(Γ)| : Γ ∈ B(∂B)}
= sup
{∣∣∣∣∫
∂B
ϕdµ1 −
∫
∂B
ϕdµ2
∣∣∣∣ : ϕ ∈ Bb(∂B,R), ‖ϕ‖L∞(∂B) ≤ 1} .
Lemma 4. There exists α > 0 such that for all x, y ∈ ∂B we have
‖δxP ∂B1 − δyP ∂B1 ‖TV ≤ 1− α.
Proof. By the definition of the total variance distance,
‖δxP ∂B1 − δyP ∂B1 ‖TV = sup
F∈B(∂B)
|δxP ∂B1 (F )− δyP ∂B1 (F )|.
So to obtain the desired result it is enough to show that for all x, y ∈ ∂B
and all F ∈ B(∂B) we have
|δxP ∂B1 (F )− δyP ∂B1 (F )| ≤ 1− α
for a certain α > 0.
Take the probability measure ν and η > 0 in Lemma 3. When ν(F ) ≥ 14 ,
we have 14η ≤ δxP ∂B1 (F ) ≤ 1 for all x ∈ ∂B and hence
|δxP ∂B1 (F )− δyP ∂B1 (F )| ≤ 1−
1
4
η,
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for all x, y ∈ ∂B. Consider next the case ν(F ) < 14 . If we assume that there
exists x ∈ ∂B such that δxP ∂B1 (F ) > 1− 14η, this would imply
1 = δxP
∂B
1 (F ) + δxP
∂B
1 (F
c)
> 1− 1
4
η + ην(F c)
= 1− 1
4
η + η(1− ν(F ))
= 1 + η(1− 1
4
− ν(F )) > 1,
which is a contradiction, thus δxP
∂B
1 (F ) ≤ 1 − 14η for all x ∈ ∂B. And
therefore
|δxP ∂B1 (F )− δyP ∂B1 (F )| ≤ 1−
1
4
η
for all x, y ∈ ∂B. 
We then give a proof of Proposition 3.
Proof of Proposition 3. First, we show that Lemma 4 implies that for any
t ≥ 1 and x, y ∈ ∂B,
‖δxP ∂Bt − δyP ∂Bt ‖TV ≤ 1− α.
Indeed, by the Markov property, for φ ∈ Cb(∂B) with ‖φ‖L∞(∂B) ≤ 1 and
t ≥ 1,
|P ∂Bt φ(x)− P ∂Bt φ(y)| = |E(φ(hx(t)))− E(φ(hy(t)))|
= |E(P ∂B1 φ(hx(t− 1))− E(P ∂B1 φ(hy(t− 1))|
=
∣∣∣∣∫
∂B×∂B
[P ∂B1 φ(x˜)− P ∂B1 φ(y˜)]Px,yt−1(dx˜, dy˜)
∣∣∣∣ ,
where in the last equality we used the trivial product coupling
Px,ys (A×B) =
(
δxP
∂B
s (A)
)(
δyP
∂B
s (B)
)
with measurable setsA,B in ∂B and s ≥ 0. Since we know that δxP ∂Bt−1(∂B) =
δyP
∂B
t−1(∂B) = 1, by Lemma 4, we obtain for t ≥ 1,
|P ∂Bt φ(x)− P ∂Bt φ(y)| ≤ (1− α)Px,yt−1(∂B × ∂B) = 1− α,
which concludes the inequality above. Next, it can be seen that for any
probability measures µ1 and µ2, and for any coupling M on ∂B × ∂B of µ1
and µ2, we have for t ≥ 1,
‖µ1P ∂Bt − µ2P ∂Bt ‖TV ≤ sup
‖φ‖L∞≤1
∫ ∣∣∣P ∂Bt φ(x)− P ∂Bt φ(y)∣∣∣M(dx, dy)
≤ (1− α) (1−M{(x, x), x ∈ ∂B}) .
Note that
‖µ1 − µ2‖TV = inf {1−M{(x, x), x ∈ ∂B}| M : coupling of µ1 and µ2} ,
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thus, for all t ≥ 1,
‖µ1Pt − µ2Pt‖TV ≤ (1− α)‖µ1 − µ2‖TV.
Finally, taking µ1 = δx, µ2 = µK,ε, we repeat recurrently this inequality to
get
‖δxPt − µK,ε‖TV ≤ (1− α)[t]‖δx − µK,ε‖TV,
for any t ≥ 1. 
Remark 3. Let U1 ⊂ ∂B be a small neighborhood of the point 1. Proposition
3 implies that limt→+∞ P(hx(t) ∈ U1) = µK,ε(U1) for all x ∈ ∂B. On the
other hand, we see that µK,ε(U1) > 0 from Proposition 7. Hence, it follows
from Proposition 3.4.5 of [7] that for an arbitrary sequence {tn} → +∞,
P(hx(tn) ∈ U1, for infinitely many n ∈ N) = 1.
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