Predicting quantitative effects of gene regulatory elements (GREs) on gene expression is a longstanding 11 challenge in biology. Machine learning models for gene expression prediction may be able to address 12 this challenge, but they require experimental datasets that link large numbers of GREs to their 13 quantitative effect. However, current methods to generate such datasets experimentally are either 14 restricted to specific applications or limited by their technical complexity and error-proneness. Here we 15 introduce DNA-based phenotypic recording as a widely applicable and practical approach to generate 16 very large datasets linking GREs to quantitative functional readouts of high precision, temporal 17 resolution, and dynamic range, solely relying on sequencing. This is enabled by a novel DNA 18 architecture comprising a site-specific recombinase, a GRE that controls recombinase expression, and a 19 DNA substrate modifiable by the recombinase. Both GRE sequence and substrate state can be 20 determined in a single sequencing read, and the frequency of modified substrates amongst constructs 21 harbouring the same GRE is a quantitative, internally normalized readout of this GRE's effect on 22 recombinase expression. Using next-generation sequencing, the quantitative expression effect of 23 extremely large GRE sets can be assessed in parallel. As a proof of principle, we apply this approach to 24 record translation kinetics of more than 300,000 bacterial ribosome binding sites (RBSs), collecting over 25 2.7 million sequence-function pairs in a single experiment. Further, we generalize from these large-scale 26
scale, our ability to assign a quantitative functional readout to each sequence has not kept pace. In 48 previous efforts to alleviate this experimental bottleneck 3,18-21 , the functional readout is performed in a 49 separate technical step, and retroactively mapped back to the corresponding sequence by statistical 50 inference. This introduces errors and limits data quality 21, 22 impairing prediction accuracy. In other 51 cases, quantitative readouts, such as ribosome loading 23 , DNA methylation status 7,24 , or enrichment by 52 growth selection 25 , are technically challenging and case-specific. RNA sequencing techniques avoid 53 uASPIre for GRE Assessment 109
While several DNA-modifying enzymes are available, we chose site-specific recombinases as a modifier 110 for practical realization of uASPIre in this study. Recombinases have been used to record cellular events, 111 for example by inducing a reporter gene in certain cell types 28, 29 , or to discover cell-and tissue-specific 112 promoters 30 . Diversification of a recombinase coding sequence (CDS) was used to discover variants 113 with altered specificity 31 . We selected the well-characterized integrase from bacteriophage Bxb1 114 (bxb1/Bxb1) because it is self-sufficient in catalysing irreversible recombination, active in Pro-and 115 Eukarya, and highly specific due to its long attachment sites attB and attP (50 bp and 53 bp) making 116 off-target effects unlikely [32] [33] [34] . The two-state discriminator used in conjunction with Bxb1 is a short DNA 117 sequence flanked by attB and attP sites in an orientation that leads to irreversible DNA sequence 118 inversion (referred to as "flipping" hereafter) by the recombinase. 119
We anticipated two critical prerequisites for the use of recombinases such as Bxb1 for uASPIre. First, 120 recombinase expression must be tightly regulated to ensure precise control over discriminator 121 modification. Second, modification of discriminators should occur within a practical time window of a 122 few hours that allows to make use of the full dynamic measurement range. To evaluate technical 123 feasibility of these requirements, we constructed an E. coli prototype plasmid (pASPIre1) to track the 124 activity of Bxb1 using fluorescence measurements as a proxy. In this construct, Bxb1-mediated 125 recombination inverts an mCherry CDS into sense orientation relative to its promoter to convert a non-126 fluorescent discriminator state into a fluorescent one (Fig. 1c) . The requirement for a tightly regulated 127 expression of the recombinase prompted us to use the L-rhamnose-inducible promoter Prha 35 to control 128 bxb1 transcription. We used pASPIre1 to assess Bxb1 recombination relying on bulk fluorescence 129 measurements, counting of red colonies after retransformation of plasmid isolates from the culture 130 ( Fig. 1d) , and by Sanger sequencing (Fig. 1e) . These experiments collectively showed that Bxb1 can be 131 tightly controlled by addition of rhamnose to the culture without substantial recombination occurring 132 beforehand. Moreover, the reaction proceeds for several hours allowing to flexibly sample the dynamic 133 measurement range of discriminator inversion. 134 
149
Next, we adapted the prototype architecture ( Fig. 1a) to enable large-scale assessment of GREs, 150 specifically RBSs, directly by NGS ( Fig. 2a ). First, superfolder green fluorescent protein (sfGFP) was 151 .. . fused to the Bxb1 C-terminus for later recording of calibration curves (see below). This Bxb1-sfGFP 152 fusion retained activity exhibiting similar reaction dynamics as the sfGFP-less variant (plasmid 153 pASPIre2, Supplementary Fig. 1 ). Moreover, we replaced mCherry in the discriminator with 150 bp of 154 non-coding DNA (plasmid pASPIre3, Fig. 2a, Supplementary Fig. 2 ) and constructed a rhamnose 155 utilization-deficient strain to avoid consumption of inducer and ensure stable induction throughout the 156 cultivation (E. coli TOP10ΔrhaA, Supplementary Fig. 3 ). Next, we used this system to characterize 157 libraries of RBSs at high throughput relying on the uASPIre principle. As a part of the 5'-untranslated 158 region (5'-UTR) of bacterial mRNAs, RBSs dictate the rate-limiting initiation of translation 36 . Because 159 few mutations in this region can lead to orders-of-magnitude differences in protein expression, RBSs 160 have become proven targets for optimization of cellular protein levels, in particular in multi-protein 161 systems such as metabolic pathways 37,38 . This trend has been largely fuelled by models that predict the 162 relative strength of RBSs 39-42 and tools for smart RBS library design 43,44 . However, current models are 163 insufficiently accurate to reliably allow accurate prediction and rational forward engineering 44-46 , mainly 164 due to the fact that they are based on small datasets of experimental endpoint measurements (<10 3 RBS 165 variants), which do not cover a representative fraction of the vast number of possible RBSs and disregard 166 the highly dynamic nature of translation initiation. We thus hypothesized that time-resolved activity data 167 for much larger RBS populations could be used for the development of predictive models with greatly 168 improved accuracy. 169
We established the following experimental workflow for the uASPIre of RBSs in E. coli (Fig. 2b,  170 Methods). An RBS library with diversified 5'-UTR is used to transform E. coli and monoclonal 171 transformants are co-cultivated. After induction with rhamnose, the culture is sampled at different time 172 points and plasmid DNA is extracted, followed by agarose-gel purification of target DNA fragments 173 spanning both RBS and discriminator. Next, duplex DNA-adapters containing time-sample-specific 174
indices are ligated to the target fragments, samples are pooled, and the library pool is subjected to NGS. 175 RBS sequence and discriminator state (here "unflipped" or "flipped") are determined using paired-end 176 reading. Finally, NGS raw data is processed (Methods) to obtain the dynamics of translation for each 177 RBS, as reflected by the fraction of flipped discriminators among all sequencing reads obtained for this 178 RBS ("fraction flipped" hereafter) over time ("flipping profiles" hereafter). 179 
196
We used this workflow to analyse a library of ~10,500 variants with 17 randomized bases (N17) in the 197 5'-UTR of the bxb1-sfGFP mRNA over 18 time points ( Fig. 2c, Methods) . Importantly, a single NGS 198 run (Illumina NextSeq, ~400 million reads) was used at an excessively high coverage (on average 199 ~18,700 reads per variant). While the library size for this proof of concept was chosen conservatively 200 small, it pointed towards important features of our approach: (i) the achievable throughput is very high 201 (here 187,686 sequence-function pairs distributed over 18 time points), and it could be significantly 202 increased by optimizing read coverage and number of time samples; (ii) The RBS activity as represented 203 by the flipping profiles is directly and quantitatively assessed at high resolution for the functional 204 readout (fraction flipped) and with high technical reproducibility ( Supplementary Fig. 4 
); (iii) 205
Measurements can be performed in short intervals down to a few minutes or less facilitating acquisition 206 of precise kinetic data. Notably, this is required to properly resolve the diversity of translation rates in 207 the variant library, since end-point measurement would either lead to underestimation of strong variants 208 ("late sampling") or low resolution for weak RBSs ("early sampling"); (iv) No PCR-amplification is 209 required during the entire workflow, which we have identified as a major source for the introduction of 210 non-systematic bias ( Supplementary Fig. 5 ) that is absent for the PCR-free workflow (Supplementary 211
Fig. 6). 212
Using this proof-of-concept dataset, we optimized critical experimental parameters to increase the 213 throughput of uASPIre. First, we evaluated the effect of reducing the number of sampling time points 214 on the ability to reconstruct the full 18-time-point flipping profiles from the proof-of-concept experiment 215 (Methods). This analysis indicated that the number of sampling time points can be significantly reduced 216 without major deviation from the full flipping profiles ( Fig. 2d ) to save NGS read capacity and thus 217 increase the overall throughput. We selected an optimized schedule with nine sampling time points for 218 the following experiments as a compromise between throughput increase and accuracy of flipping 219 profiles (98% of sequences below 5% approximation error). Afterwards, we simulated how the total 220 library size affects the throughput by estimating the number of variants above different read-count 221 thresholds ( Fig. 2e, Methods) . Here, the read-count threshold is defined as the minimum number of 222 NGS-reads per variant and time point above which the functional readout (fraction flipped) is considered 223 statistically robust. The throughput is the number of variants above this threshold. At a given limit of 224 obtainable reads per NGS run, the total library size (i.e. the number of variants subjected to NGS) 225
represents the main experimental parameter that can be tuned to adjust the overall throughput of our 226 method. Increasing total library size is expected to increase the throughput but also to lead to a higher 227 relative fraction of RBSs below threshold. Our analysis indicated that a library of approximately 228 250,000-500,000 RBS variants would be optimal to robustly retrieve high-quality (i.e. above-threshold) 229
data for a maximized number of variants ( Fig. 2e ). 230 231
Ultrahigh-throughput Characterization of RBSs 232
We created a second, larger RBS library diversifying all 17 bases directly upstream of the bxb1 start 233 codon (N17). Such libraries are known to be prone to strong skew towards weak RBSs 44 , which we also 234 observed for the first RBS library ( Supplementary Fig. 7a ). Initial efforts on training a machine learning 235 (ML) model on these data indicated a systematic underestimation of translation activity particularly for 236 strong variants (Methods, Supplementary Fig. 7b ). This observation, which we attributed to the skew in 237 the initial library, prompted us to construct three additional libraries (High1-3) likely enriched for 238 intermediate and strong RBSs. Libraries High1-3 were designed based on the first dataset and added to 239 an approximate total of one fifth to the N17 library ( Fig. 3a , Supplementary Fig. 8 , Methods). The 240 composite library (~350,000 pooled transformants) spiked with a set of 31 internal-standard RBSs 241 spanning a wide range of activities (Methods) was subjected to the uASPIre workflow. This experiment 242 yielded the fraction flipped for 303,503 RBSs over nine time points constituting over 2.7 million 243 sequence-function pairs (Fig. 3b ). The applied threshold of at least 20 reads per RBS and time point 244 corresponds to a robust minimum coverage of 180-fold for each variant with the average coverage 245 amounting to 587-fold. This threshold resulted from comparing the predictive performance of ML 246 models (see below) trained on datasets with different thresholds and tested on a validation set 247 ( Supplementary Fig. 9 , Methods). Notably, while the same NGS platform was used, the throughput was 248 increased about 29-fold compared to the proof-of-concept experiment due to optimized sampling and 249 library size. This experiment was done in three independent biological replicates with low variability 250 between replicates substantiating high reproducibility of uASPIre ( Supplementary Fig. 10) . with the prevailing cellular Bxb1-sfGFP concentration as indicated by high R 2 values (0.85-0.98) for all 258 tested combinations ( Supplementary Fig. 12a,b ). We selected the integral of the flipping profile between 259 0 and 480 minutes after induction (IFP0-480min, Fig. 3c ) for further steps due to its high correlation with 260 different summary statistics for Bxb1-sfGFP fluorescence and the high degree of diversity for IFP0-480min 261 in the library ( Fig. 3d , Supplementary Fig. 12c ). Notably, in comparison to the GFP measurements, the 262 functional readout obtained by NGS exhibited a larger dynamic range and higher sensitivity at the lower 263 (and to a lesser extent higher) range of the RBS activity spectrum ( Fig. 3d ). Relying on IFP0-480min, we 264 assessed different sub-libraries ( Fig. 3e ). As expected for fully degenerate RBS diversification, we 265 found the N17 sub-library to be strongly skewed towards low activity. By contrast, all three designed 266 sub-libraries (High1-3) were enriched for intermediate and strong RBSs, indicating that our design goal 267 was met. 268 
Deep Learning for RBS Prediction through SAPIENs 281
We developed a machine learning approach to exploit the datasets obtainable by uASPIre for 282 quantitative prediction of RBS strength from sequence. Our deep learning model SAPIENs uses the 283 RBS sequence as an input in a binary matrix representation (Fig. 4a , Methods). The SAPIENs 284 architecture is an ensemble of ten residual neural networks (ResNets) 47,48 , each consisting of three 285 residual blocks of two convolutional layers 49 each. The last convolutional layer's output is fed into two 286 sets of fully connected layers, which integrate information across all positions of the RBS. These two 287 layer sets provide the final output of each ResNet of the ensemble, which is two shape parameters of a 288 probability distribution for RBS activity (beta distribution). The ten ResNet models were independently 289 trained with different randomly initialized parameters, random hyperparameters and batches of 290 sequences. In this way, SAPIENs models the predicted distribution of IFP0-480min as a uniformly weighted 291 mixture of ten beta distributions, parametrized by ten independent sets of shape parameters. The mean 292 of the mixture distribution is the predicted IFP0-480min and the standard deviation is a measure of 293 prediction uncertainty (Methods). Crucially, this does not only provide quantitative predictions of the 294
RBS activity but also a well-calibrated confidence score. A detailed description of all components of 295
SAPIENs is available in the ML Annex. 296
We trained SAPIENs and several classical linear and non-linear machine learning models on the same 297 248,451 RBS sequences chosen at random from the larger uASPIre dataset. Hyperparameters were 298 optimized exclusively on a validation set (~30,000 sequences) and afterwards all models were evaluated 299 on a held-out test set (~30,000 sequences, Methods). The linear model Ridge Regression 50 (R 2 =0.678) 300 was clearly outperformed by non-linear models k-nearest neighbors 51 (k-NN, R 2 =0.738), Random 301
Forest 52 (R 2 =0.835) and gradient tree boosting 53 (GTB, R 2 =0.893), which highlights the importance of 302 interactions between nucleotides in the RBS (Fig. 4b,c ). Notably, SAPIENs outperformed all other 303 approaches reaching an R 2 of 0.927 and MAE of 0.039. It exhibited consistently high predictive 304
performance across the entire range of RBS activities including the 31 internal-standard RBSs that were 305 excluded from training ( Fig. 4c, Supplementary Fig. 13 ). Moreover, the systematic inaccuracy in 306 predicting strong RBSs was eliminated as a result of the addition of the three designed sub-libraries 307
High1-3 ( Supplementary Fig. 14) . The predicted IFP0-480min values were converted into summary 308 statistics for cellular Bxb1-sfGFP concentrations relying on calibration curves ( Fig. 3d ) and the resulting 309 predicted Bxb1-sfGFP values correlated well with their experimentally determined counterparts 310 ( Fig. 4d ). This indicates that our model reliably predicts cellular protein levels even for unseen 311 sequences. Importantly, except for the overall weakest-performing Ridge Regression, prediction 312 accuracy increased with training set size for all models as reflected by rising confidence (R 2 , percentage 313 of sequences within 2-fold error) and decreasing errors (RMSE, MAE; Fig. 4e ). While a general trend 314 towards saturation was observed, no plateau is reached even for the largest training set of 248,451 315 sequences. This points to the high value of large-scale sequence-function data and emphasizes the 316 potential of uASPIre. Moreover, to go beyond global metrics of accuracy (R 2 , MAE), SAPIENs 317 produces a well-calibrated confidence score for each prediction 54 , which can be used to guide forward 318 engineering of RBSs ( Fig. 4f , Supplementary Fig. 15 , Methods). Lastly, we observed that our high 319 prediction accuracy is reproducible across the three biological replicates ( Supplementary Fig. 16 , ML 320 Annex). 
345

Identification of Sequence Determinants of RBSs 346
We analysed the impact of different factors known to influence RBS activity in our data. In contrast to 347 other studies 55 , we did not find significant correlation between mRNA folding energy and RBS activity 348 regardless of the selected sequence window. This may be due to the full randomization of only a short 349 part of the mRNA rendering strong secondary structures unlikely and thus underrepresented. We then 350 assessed the impact of Shine-Dalgarno (SD)-like motifs (i.e. AGGAGG and subsequences thereof) and 351 additional start codons in the 5'-UTR within the N17 library. Clearly, SD-like motifs exhibit a strong 352 positive effect on translation, which is lost (or even slightly inverted) if the motif is too close to the 353 translational start (Fig. 5a ). Similarly, a positive effect was observed for additional in-frame AUG 354 codons ( Fig. 5b ) and, to a lesser extent, for GUG and UUG ( Supplementary Fig. 17 ). By contrast, out-355 of-frame start codons showed no globally consistent tendency but overall favoured translation, in 356 particular for positions -17 to -8. This is likely due to Gs in the start codons facilitating 16S-rRNA 357 binding, which expectedly is most prevalent for GUG ( Supplementary Fig. 18 ) and difficult to 358 disentangle from a genuine start codon effect. 359
We analysed one ResNet model to gain an understanding about the relative importance of RBS bases 360 and positions by clustering filters of the first convolutional layer according to the correlation between 361 their output features and the RBS activity (Methods). We found that the model had captured translation-362 promoting (A, G) and translation-reducing (C) effects of bases ( Fig. 5c ). Moreover, a positioning effect 363 was observable: filters with large positive weight for Gs or negative weight for Us/Cs correlated 364 positively with RBS activity when scanning upstream regions but negatively when closer to the 365 translational start (centroids 1-4). By contrast, filters promoting Us/Cs correlated negatively with RBS 366 strength for most positions (centroid 5). 367
For further interpretation, we used integrated gradients 56 , an attribution method commonly used for deep 368 learning models (Methods). For the test set, a low-dimensional embedding of SAPIENs integrated 369 gradients scores indicated a clear structure with strong and weak sequences clustering in almost linearly 370 separable fashion (Fig. 5d ). Global analysis of the integrated gradients scores revealed that specific 371 positions and bases are particularly indicative for RBS activity (Fig. 5e ). Substantiating the observation 372 from Figure 5c , Gs strongly promote translation while Cs appear to be consistently adverse. The Finally, we used SAPIENs to perform in silico evolution by greedily applying pairwise mutations to the 382 weakest and strongest sequence in the test set to maximize and minimize predicted IFP0-480min, 383 respectively (Methods). Confirming our previous findings, the model systematically mutated U or C to 384 A or G to form SD-like motifs or create in-frame start codons upon increasing RBS strength ( Fig. 5g) , 385 whilst removing Gs and adding Cs when decreasing it ( Fig. 5h ). Moreover, evolving a strong sequence 386 ("gain of function") required more steps than diminishing RBS activity ("loss of function") due to the 387 sparsity of strong sequences within the search space. 388 Notably, the uASPIre approach requires no sophisticated instruments such as cell sorters or specialized 420 facilities (except for NGS which can be outsourced to service providers) and only standard methods for 421 sample preparation (DNA purification, restriction, ligation). Determination of library composition and 422 its functional characterization are performed concomitantly and in a single device. Compared to 423 previously available methods, this grants experimental practicability and, more importantly, avoids bias 424 and error from multiple devices and processing steps. To this end, neither barcoding nor amplification 425 of DNA after the actual experiment (e.g. via PCR or clonal expansion by growth) are required, both of 426 which are known sources of bias (compare Supplementary Fig. 5 and 6 ). Variant treatment is fully 427 parallelized throughout the entire workflow from library generation to final readout, which avoids 428 introduction of bias due to long and/or differential processing times, constituting a major advantage over 429 sequential approaches. Importantly, functional information is recorded directly and does not have to be 430 statistically inferred from read distributions, which is a well-known source of experimental error 22 . 431
The corresponding functional readout (i.e. fraction of modified discriminators) is a quantitative, 432 internally normalized metric for variant comparison. It exhibits high sensitivity and large dynamic range 433 as can be appreciated from its superior ability to resolve differences between variants at the low and 434 high end of the activity range compared to fluorescence measurements with sfGFP ( Fig. 2d ). Its 435 resolution can be arbitrarily adjusted by adapting the sequencing depth (i.e. number of reads obtained 436 per variant) and could be further enhanced using systems that allow more than two discriminator 437 states 57,58 . The instantaneous and continuous recording of the functional readout in situ avoids the need 438 for immediate measurements during or directly after the cultivation, which are for instance required in 439 the case of transient reporters such as fluorescent proteins. Therefore, the kinetic resolution of uASPIre 440 is only limited by the time required for sampling of the culture, which can be performed in intervals of 441 one minute or less. This is a key feature, since most biological phenomena are highly dynamic and 442 therefore inappropriately depicted by end-point measurements as our data on RBSs show (Figs. 2c and 443 3b). Crucially, such high-resolution kinetics cannot be achieved in approaches that rely on elaborate and 444 lengthy procedures such as cell sorting. 445
In this study, we capitalize on these advantages and demonstrate the utility of uASPIre by recording the 446 effect on translation of more than 313,000 RBSs from two libraries with in total over 2.9 million 447 sequence-function pairs. Furthermore, we exploit the resulting high-quality datasets by deep learning to 448 quantitatively predict the behaviour of RBSs. Notably, only the combination of big data obtained 449 through uASPIre and the model SAPIENs facilitated the high predictive performance achieved in this 450 study (Fig. 4e) , emphasizing the potential of high-throughput experimentation combined with state-of-451 the-art deep learning. SAPIENs accurately quantifies the uncertainty of its predictions, which can be 452 used as a practical criterion to pick sequences for which the prediction is most reliable. Additionally, 453
interpretation of the uASPIre data and SAPIENs revealed position-specific sequence motifs in a fully 454 data-driven fashion without requirement for prior knowledge about RBSs. 455 Importantly, uASPIre is not restricted to specific functional traits of interest and the approach introduced 456 herein can be repurposed to address a wide range of biologically relevant questions. To this end, RBS 457 library characterization should be viewed as an application example and uASPIre can be used to 458 interrogate different types of GREs and the mechanisms of gene regulation on all levels of the central 459 dogma. This is of high significance since gene regulation is of utmost importance for cellular function 460 and impaired regulation of genes is frequently associated with disease. Moreover, we anticipate the 461 utility of uASPIre also beyond the realm of gene regulation arguing that, in principle, any trait of interest, 462 which can be coupled to a gene expression output, could be accessed with the method. For instance, 463 transcriptional or translational biosensors may be used to drive modifier expression in response to certain 464 stimuli or small molecules of interest rendering a plethora of alternative applications accessible. We 465 therefore envision a wide applicability of the uASPIre approach in several research domains including 466 metabolic engineering, genetic circuit design and microbiome research, to name but a few. 467 468
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Chemicals and Reagents 10
Unless stated otherwise, all chemicals and reagents were obtained from Sigma Aldrich (Buchs, 11 Switzerland). Enzymes were obtained from New England Biolabs (Ipswich, MA, USA). 12
Oligonucleotides (Supplementary Tab. 1) , custom duplex DNA adapters, synthetic genes and gene 13 fragments were obtained from Integrated DNA Technologies (Leuven, Belgium). 
Construction of Plasmids 30
Plasmids used are listed in Supplementary Table 2 . All plasmids constructed in the course of this study 31 are based on pSEVA291 3 . Inserts were created relying on synthetic genes or gene fragments, which were 32 inserted into the vector backbone by conventional restriction-ligation cloning. Maps and sequences of 33 plasmids created in this study can be found in the Supplementary Information (Supplementary Figs. 19- normalized for OD600. To assess the dynamics of Bxb1-mediated recombination directly on the DNA 50 level, plasmid DNA was extracted from shake flask culture samples and the state of the discriminator 51 was determined by Sanger sequencing. Furthermore, 50 ng of extracted plasmid DNA were used to re-52 transform E. coli TOP10 and the transformation mixture was plated on LB agar containing 50 mg L -1 53 kanamycin and 10 g L -1 D-glucose to shut down transcription from PRha. After overnight incubation at 54 37 °C, plates were stored at 4 °C for maturation of the mCherry chromophore. Afterwards, colonies (at 55 least 275) were manually counted to determine the ratio of clones that had received a plasmid copy of 56 pASPIre1 with a flipped (red colonies) or unflipped (white colonies) discriminator upon transformation, 57 respectively. 58 59
Construction of Knockout Strains 60
All E. coli strains used in this study are listed in Supplementary Table 2 . Knockout of the genomic rhaA 61 gene (L-rhamnose isomerase) in parent strain E. coli TOP10 was achieved using the method described 
Processing of NGS Data 111
The algorithms for processing of NGS data for this project were written in bash and python and are 112 available under https://github.com/JeschekLab/uASPIre. Briefly, forward and reverse reads retrieved 113 from fastq files were paired and all reads with more than six consecutive unidentified nucleotides were 114 removed. Afterwards, target fragments were selected by a 10-bp constant region (GAGCTCGCAT, 115 max. 3 mismatches) and sequences from different samples were deconvoluted by their unique 116 combination of two 6-bp indices (Supplementary Tab. 3) . Next, the discriminator state was determined 117 by searching for the presence of an attP or attR site corresponding to the sequences 118 GGGTTTGTACCGTACAC or GCCCGGATGATCCTGAC, respectively (max. 3 mismatches, 119 differential bases highlighted in bold). RBS sequences were determined by retrieving the 17 nucleotides 120 upstream of the bxb1 start codon. Finally, variants with mismatches in the bxb1 CDS in more than 8% 121 of reads were removed to exclude off-target mutations. 122 123
Construction of Internal-standard RBSs and Recording of Calibration Curves 124
The internal-standard RBSs used in this study are listed in Supplementary Table 4 . RBSs R1-R22 were 125 selected from the proof-of-concept library with the goal to span the entire range of observed RBS 126 activities. First, kinetic profiles were cropped at 720 min and only RBSs with at least 100 reads per 127 sample were used which resulted in a set of high-quality profiles for approximately 9,500 RBSs. 128
Afterwards, profiles were grouped according to their dynamic behaviour relying on k-medoid clustering 129 5 (k = 25) and the RBS corresponding to the centre of each cluster was selected as representative 130
internal-standard RBS ( Supplementary Fig. 24 ). Additionally, three weak (R23-R25) and four strong 131 (R26-R29) RBSs handpicked from the initial library as well as two strong RBSs (R30, R31) designed 132 using the RBS calculator 6 were included. These RBSs were individually introduced into pASPIre3 by 133 conventional cloning procedures to obtain derivatives that carry the respective RBS sequence 134 controlling Bxb1-sfGFP translation. Activity of these RBSs was assessed by recording of the cell-135 specific fluorescence of three biological replicates of each variant in individual shake flask cultivations. 136 100 mL of pre-warmed LB (50 mg L -1 kanamycin) in 1 L baffled shake flasks were inoculated from 137 overnight pre-cultures to an initial OD600 of 0.05. Bxb1-sfGFP expression was induced at an OD600 of 138 ~0.5 by adding 2 g L -1 L-rhamnose. Samples taken throughout the cultivation were immediately mixed 139 with an excess of ice-cold, sterile PBS for rapid cooling and then centrifuged (10 min, 4,000 rcf, 4 °C). 
Correlation of Bxb1-mediated Recombination with Cellular Bxb1-sfGFP Levels 149
In order to convert Bxb1-catalysed discriminator flipping into cellular Bxb1 concentrations, we 150 compared the recorded cellular fluorescence profiles for the 31 internal-standard RBSs with their 151 corresponding flipping profiles as recorded by NGS. To this end, we sought to i) establish a combination 152 of summary statistics which exhibit a high degree of correlation between the two measured quantities 153 across the entire range of RBS strengths, ii) identify the best (potentially non-linear) fit between the two 154 summary statistics, and iii) ensure that a high degree of diversity is maintained for the representation of 155 the discriminator flipping across the entire set of sequences in the dataset. We used integral-based (i.e. 156 area under the curve) summary statistics for the flipping profiles and slope-based representations (i.e. 157 slope of the linear fit) for the fluorescence profiles ( Supplementary Fig. 12a,b ). For the flipping statistics 158
we also quantified the diversity of each representation by estimating the differential entropy 7 of its 159 probability density ( Supplementary Fig. 12c ). For each type of summary statistic, we additionally treated 
Optimization of Sampling Time Points 170
Sampling times were optimized using the high-quality kinetic profiles obtained from the proof-of-171 concept RBS library (see previous section for definition of high-quality profiles). To avoid biases 172 towards the initial sampling schedule, we first represented the profile of each RBS by an 173 approximation with a logistic function ̂ imputed at 5 min intervals, which was fixed as the minimal 174 time difference between two samples ( Supplementary Fig. 25a ). In cases where logistic approximation 175 was not possible (i.e. failed parameter optimization), an exponential decay function was used. Formally, 176 RBS is represented by its approximation ̂= (̂0,̂5, … ,̂7 20 ). Afterwards, optimal sampling 177 times were greedily selected while fixing the first and last sample at 0 min and 720 min after induction. 178
The goal of the optimization was to find a set of optimal sampling times (initially = (0, 720)) which 179 allows to reconstruct ̂ such that a linear approximation using time points in S is as close to ̂ as 180 possible. Given the set of possible sampling times = {0, 5, 10, … , 720} and the subset of RBS 181 profiles on which the sampling times should be inferred, the greedy optimization finds the next optimal 182 sampling time point * from as follows:
(1) 184
where ̂, corresponds to the linear approximation of ̂ using only sampling times in (Supplementary 185 Fig. 25b ). In other words, * is the time point that (i) is not part of the sampling schedule yet and (ii) 186 results in the smallest cumulative reconstruction error over all RBS profiles in . Subsequently, is 187 augmented by * , and equation (1) is evaluated to find the next optimal * , until contains the desired 188 number of sampling times. Finally, the quality of the optimal sampling schedule for every RBS is 189 evaluated by computing the approximation error between the observed profile , and its linear 190 interpolation at the optimal time points , termed , ( Supplementary Fig. 25c ): 191
(2) 192 This optimization was performed for different sets of RBS profiles : we first sorted RBSs by their 193 observed strength (i.e. difference in the fraction of flipped discriminators between first and last sample) 194 and optimized sampling for the top 5%, 10%, 25%, 50% and 100%, respectively. This strategy was 195 chosen to compensate for the strong bias towards weak RBSs in the initial library. Afterwards, we 196 computed the cumulative approximation error on the entire library (top-100%) for the sampling 197 schedules optimized on the different subsets. We found that for seven or more samples the difference in 
Optimization of NGS Loading 203
To increase the throughput of uASPIre, we analysed the data from the proof-of-concept (poc) 204 experiment, which contained kinetic data of approximately 10,000 RBS variants. We sought to estimate 205 an optimal number of variants to be loaded into NGS in order to retrieve a maximized number of variants 206 with high quality data (i.e. above different minimal read count thresholds θ). For this simulation, we 207 assumed that the limiting factor is the NGS throughput and that the maximal number of valid reads (i.e. 208 reads that pass the pre-processing pipeline quality constraints) retrieved by NGS is constant across 209 experiments under the same experimental conditions. This simulation is based on the idea that increasing 210 the number of RBS variants reduces the coverage and vice versa, as the maximum number of valid reads 211 is constant. For the distribution of read counts, we assumed that it follows a log-normal distribution and 212 that its variance is independent of the coverage. The proof-of-concept dataset is composed of 213 approximately 2×10 8 valid reads, which are spread among nt = 18 time points and npoc = 10,427 variants 214 with an average coverage of cov ~ 1000 reads per variant per time point. If the coverage of the small 215 dataset is reduced by a factor of rc > 1, and the number of time points by a factor of rt > 1, the total 216 number of variants that could be loaded into NGS without loss would be ninput (rc, rt) = npoc×rc×rt, by 217 conservation of the maximal number of valid reads. However, out of these ninput (rc, rt) variants, only 218 noutput (θ, rc, rt) < ninput (rc, rt) would pass the quality control as enforced by the minimal read threshold 219 θ. To simulate the effect of the minimal read threshold, we downsampled the read counts of the proof-220 of-concept dataset by a factor rc and applied to it the minimal read threshold θ resulting in a number of 221 variants above threshold nsimul (θ, rc) < npoc. The estimated final number of variants is therefore noutput (θ, 222 rc, rt) = nsimul (θ, rc)× rc × rt. Figure 2e illustrates the estimation of the number of variants for rt = nt / 9, 223 several minimal read thresholds θ and several downsampling factors rc. 224
225
RBS Library Design 226
Initial efforts for training a convolutional neural network (CNN) 8 based on the proof-of-concept dataset 227 resulted in a systematic underestimation of RBS strength, in particular for strong RBSs. This is likely 228 due to the library being skewed towards weak sequences as a result of the full randomization of the 17 229 bases upstream of the Bxb1 start codon ( Supplementary Fig. 7) . To overcome this, three libraries 230 (High1-3) presumably enriched in moderate-to-strong RBSs were designed in silico based on the proof-231 of-concept dataset and added to a fully randomized library (N17). Libraries High1 and High2 were 232 designed using position probability matrices (PPMs), 2D matrices in which each element represents the 233 proportion of times a nucleotide occurs at a given position in the sequence. To this end, RBSs from the 234 proof-of-concept dataset were grouped into 10 linearly distributed bins according to a proxy for the 235 normalized integral of their flipping profile (IFPtrz, contained in [0, 1]), for each of which a PPM was 236 computed. The IFPtrz was computed using the trapezoidal rule on the flipping profiles. Degenerate RBS 237 sequences for High1 and High2 were designed with the goal to obtain PPMs that most closely resemble 238 (minimal mean-squared error) the PPMs of the highest and second highest bin, respectively. Library 239
High3 was designed using a genetic algorithm on the basis of predictions from an initial CNN trained 240 on the proof-of-concept dataset. The RBS sequences from the three highest IFPtrz bins were randomly 241 mutated for 200 iterations (1-2 mutations per sequence and iteration). Only sequences for which the 242 predicted IFPtrz was increased due to the mutations were propagated to the next iteration. At the end of 243 this process, we calculated the PPM of the resulting pool of sequences with high predicted IFPtrz, 244 randomly selected 20,000 sequences from this PPM, and computed the predicted IFPtrz distribution for 245 this sub-sample. Finally, the degenerate RBS sequence of High3 was obtained by greedily minimizing 246 the Kolmogorov-Smirnov distance between the predicted IFPtrz distribution of the sub-sample and the 247 predicted IFPtrz distribution for the respective degenerate candidate RBS sequence. For further details 248 regarding the computation of the IFPtrz, the CNN and the genetic algorithm please refer to the ML Annex. 249 250
Normalization of Biological Replicates 251
In order to facilitate comparison of biological replicates we capitalized on the 31 internal-standard RBSs. 252
These serve as internal references spanning a large range of RBS activities and allow to compensate for 253 potential batch effects and other systematic biases between replicates. Formally, for each of the 31 254 internal-standard RBSs, we denote by and the measured normalized integral of the flipping profile 255 (IFP) for the biological replicate to be normalized and the reference replicate, respectively. We fit either 256 a polynomial function of degree two, : [0, 1] → ℝ with ( ) = + + 2 , or its inverse ( ) = 257 −1 ( ) with ( ) = + + 2 , such that the mean squared error between ( ) and is minimized 258 across the 31 measurement pairs. Moreover, we impose the following constraints on the parameters of 259 : first, RBSs that show no activity in one replicate should remain inactive in the other replicates 260 ( (0) = 0). Second, RBSs whose discriminators are entirely flipped before induction in one replicate 261 should exhibit that behavior in the other replicates ( (1) = 1). Third, the ranking of RBSs according to 262 their strength should be preserved across replicates ( is monotonically non-decreasing in [0, 1]). It 263 should be noted that, empirically, these assumptions appear to hold across the three biological replicates 264 in this study. Imposing the first two constraints above reduces the number of free parameters of the 265 polynomial function from three to one, resulting in the family of functions parametrized by : ( ) = 266 + (1 − ) 2 . Moreover, the third constraint translates into the following bounds on the set of 267 allowed values for the free parameter : 0 ≤ ≤ 2. This procedure was carried out for each pair of 268 biological replicates. The quality of the resulting fits was then evaluated on the full datasets, excluding 269 the 31 internal-standard RBSs that were used to optimize . 270 271
Machine Learning Core Model 272
We fitted the flipping profile of each RBS with a generalized logistic function (ML Annex), integrating 273 the fitted kinetic curves between the time points at 0 and 480 minutes and normalized the integral value 274 by dividing by 480 (minutes). The resulting normalized integral value (range between 0 and 1; IFP0-275 480min) was used as a descriptor of RBS behaviour and was selected as an exemplary target for prediction 276 since it exhibits high correlation with cellular Bxb1-sfGFP levels and a high diversity across the RBS 277 libraries ( Supplementary Fig. 12 ). Initially, we defined a set of preliminary candidate deep-learning 278
architectures for a predictive model according to standard practices 9-11 . These included convolutional 279 neural networks (CNNs) with and without residual blocks, as well as multilayer perceptrons. These 280 architectures were assessed as part of the hyperparameter selection process, which indicated superior 281 performance of the CNN with residual blocks (ResNet) 12,13 for this particular application, resulting in a 282 model with three residual blocks of two convolutional layers and two sets of two fully-connected layers. 283
We applied three main variations to the ResNet model in order to improve predictive accuracy and 284 additionally provide a measure for predictive uncertainty. First, we chose the negative log-likelihood, 285 which is a proper scoring rule, as the training criterion to achieve better uncertainty estimates 14 . The 286 predicted IFP0-480min was modelled using a beta distribution, as it provides a flexible distribution with 287 support in the interval [0, 1]. Second, the last two fully-connected layers in the network were modified 288 to output two values instead of one, thereby allowing to independently parametrize the two shape 289 parameters of the predictive beta distribution for each input sequence. Equivalently, as the first two 290 moments of the beta distribution are functions of the shape parameters, we were able to retrieve the 291 mean and the standard deviation of the predictive distribution for each input sequence. Third, we used 292 an ensemble of N = 2×5 ResNet models 14 , each trained separately with a different random initialization 293 of network parameters, a random order of training sequences during stochastic gradient-based 294 optimization and different architecture and optimizer hyperparameters. This third variation helped 295 increase predictive accuracy and capture epistemic uncertainty. The final model, SAPIENs, is an 296 ensemble composed of five ResNet models with three residual blocks of two convolutional layers, 297 composed of 64 filters of sizes 9 and 1, respectively, followed by two sets of two fully connected layers 298 with 64 and 1 units respectively (weight decay parameter: 10 -6 , learning rate: 0.01) and five ResNet 299 models with three residual blocks of two convolutional layers, composed of 512 filters of sizes 10 and 300 1, respectively, followed by two sets of two fully connected layers with 64 and 1 units respectively 301 (weight decay parameter: 10 -6 , learning rate: 0.001). In all cases, we kept a held-out test set and split the 302 remaining dataset into a training and a validation set while keeping the same proportion of strong RBSs 303 as defined by the 15th percentile of the IFP0-480min distribution and softplus activation functions for the 304 two output layers. We used batch-normalization 15 followed by LeakyReLU activation functions 16 305 between each layer. For optimization, we used the Adam optimizer 17 . The model was implemented in 306
Keras with the Tensorflow 18 backend. All hyperparameters (number of filters and layers, filters sizes, 307 number of units of the fully-connected layers, weight decay, learning rate, batch size) were selected with 308 random search 19 on the basis of their performance on the validation set. Additional details about the 309 neural network can be found in the ML Annex. 310 311
Uncertainty Estimation 312
The measured IFP0-480min for each RBS was modelled as a draw from a beta distribution. The 313 mean and variance of this distribution estimated by the ResNet model (see above) correspond 314 to the predicted IFP0-480min value and an indication of the aleatoric uncertainty of prediction, 315 respectively. To complement this aleatoric estimate with an estimate of epistemic uncertainty, 316 we first used an ensemble of N=5 ResNet models with identical architecture and optimizer 317 hyperparameters but different random parameter initialization and ordering of the input 318 sequences. The uncertainty estimate is therefore given by the standard deviation of the mixture 319 of N=5 beta distributions ( Supplementary Fig. 15a-c) . Furthermore, we extended this ensemble 320 strategy at a later stage by also including M different configurations for the higher level 321 hyperparameters, such as architecture and optimizer hyperparameters, with five ResNet models 322 per configuration, resulting in a total of N=M×5 ResNet models in the ensemble. Finally, a 323 number of configurations M=2 was fixed as a trade-off between predictive performance and 324 computational complexity ( Supplementary Fig. 15d ). The reliability diagram for this final 325 ResNet ensemble (SAPIENs, N=2×5) showed well-calibrated uncertainty estimates (Fig. 4f ) 326 indicating that the uncertainty of each predicted target value seems to be accounted for. This is 327 confirmed by the fact that the mean absolute error is positively correlated with the predicted 328 standard deviations ( Supplementary Fig. 15e ). Both these results suggest that the predicted 329 standard deviations can be used as scores to evaluate the quality of each individual prediction.
331
Minimal Read Number Threshold 332
A minimal threshold for the number of NGS reads per RBS was determined as a quality control criterion 333
for both training and test sets. Increasing this threshold is expected to trade off two opposite effects since 334 it increases the average quality of the data leading to a decrease in the underlying aleatoric uncertainty 335 but at the same time reduces the dataset size available for training, which generally lowers predictive 336 performance. To this end, we first defined six filtered datasets obtained by keeping only sequences with 337 at least 10, 15, 20, 30, 40 or 50 reads per sampling time point. Then, we randomly split each filtered 338 dataset into training, validation and test sets as described above and made sure that for each split the 339 high-quality training, validation and test sets were contained in the lower quality training, validation and 340 test sets, respectively. Moreover, a test set was held out for the following prediction experiments. In 341 order to identify an optimal lower read count threshold, we trained a single ResNet model for 150 342 epochs. We randomized the search for hyperparameters 19 (see above) used the same 150 sets of 343 hyperparameters for each filtered training dataset and determined the coefficient of determination on the 344 validation set. Hence, the minimal threshold was effectively treated as a hyperparameter. This analysis 345 indicated that a minimal threshold of 20 reads per time point was optimal for predictive performance, 346 which saturated for lower thresholds despite the increase in overall dataset size ( Supplementary Fig. 9a ). 347
We kept this training/validation/test split ("Split0") for the following prediction experiments. Finally, 348
we confirmed that these conclusions were not an artefact of the random split of the original dataset by 349 repeating this analysis using five different training, validation and test set splits ( Supplementary Fig. 9b ). 350
351
Evaluation and Benchmarking of the Prediction Model 352
Using "Split0", we evaluated our model in more detail. Importantly, this implies that the test set had not 353 been used in previous experiments in order to avoid overfitting. First, we used random search for 354 selecting the best combination among 150 sets of hyperparameters on the validation set (see above), let 355
SAPIENs run for 300 epochs and used an early stopping criterion on the validation set to avoid 356 overfitting by selecting the epoch with the best validation R 2 (Fig. 4c ). To compare our single ResNet 357 models and SAPIENs to different available ML approaches, we trained different models (Fig. 4b,e ) on 358 the training set and tuned their hyperparameters by optimizing predictive performance on a subset of the 359 validation set of "Split0". The single ResNet and SAPIENs models were trained for a maximum of 150 360 epochs, using early stopping. A total of 100 randomly generated model architectures with 1-3 residual 361 blocks were considered. Hyperparameters tuned for the other models were regularization strength for 362
Ridge Regression 20 , number of neighbours K for k-Nearest Neighbours 21 , number of trees for Random 363 Forests 22 , and maximum depth and learning rate for Gradient Tree Boosting 23 , the later also benefited 364 from early stopping in the validation set. The impact of the training set size on predictive performance 365 ( Fig. 4e ) was evaluated by training the different models on different smaller datasets, while ensuring 366 that the training and validation sets were contained in the training and validation sets of higher sample 367 size experiments (i.e. nested training and validation sets). Hyperparameters for all models were 368 optimized independently for each training set size on the corresponding validation set. The effect of 369
