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Kurzfassung
Die vorliegende Arbeit befasst sich mit adaptiven Finite-Elemente-Methoden bei der
Berechnung von Problemen der Strukturdynamik. Der klassische Ansatz zur nume-
rischen Lo¨sung der kontinuierlichen Bewegungsgleichung ist die Semidiskretisierung,
welche sich in die ra¨umliche und die zeitliche Diskretisierung der Bewegungsglei-
chung unterteilt. Die ra¨umliche Diskretisierung der kontinuierlichen Bewegungsglei-
chung erfolgt im Rahmen dieser Arbeit mit Volumen-Schalenelementen mit bilinearen
Ansa¨tzen in der Schalenebene. Fu¨r die Zeitintegration der semidiskreten Bewegungs-
gleichung wird das Newmark-Verfahren bzw. ein a¨quivalentes kontinuierliches Petrov-
Galerkinverfahren verwendet.
Der gesamte Diskretisierungsfehler la¨sst sich dann in den ra¨umlichen Diskretisierungs-
fehler und den Zeitintegrationsfehler aufspalten. Fu¨r die Scha¨tzung des ra¨umlichen
Diskretisierungsfehlers in einem Zielfunktional der Lo¨sung werden zuna¨chst Fehlerdar-
stellungen auf Basis von Dualita¨tsargumenten bereitgestellt. Diese werden im Rahmen
der Fehlerscha¨tzung in geeigneter Form numerisch ausgewertet. Auf der Basis der Feh-
lerscha¨tzung erfolgt eine Anpassung der ra¨umlichen Diskretisierung. Hierfu¨r werden
zwei Adaptionsstrategien vorgestellt. Numerische Beispiele belegen die Effizienz der
behandelten ortsadaptiven Verfahren.
Die Scha¨tzung des globalen Zeitintegrationsfehlers fu¨r lineare Probleme kann aufgrund
der A¨quivalenz des Newmark-Verfahrens mit einem Petrov-Galerkinverfahren auf der
gleichen Basis wie die Scha¨tzung des ra¨umlichen Diskretisierungsfehlers erfolgen. Auch
hier ko¨nnen Fehlerdarstellungen mit Hilfe der adjungierten oder dualen Lo¨sung der
Bewegungsgleichung angegeben werden. Fu¨r die Scha¨tzung des Zeitintegrationsfehlers
werden dann zwei Mo¨glichkeiten zur numerischen Auswertung der Fehlerdarstellung
angegeben.
Ein weiterer Aspekt der Arbeit ist die Scha¨tzung des Fehlers in linearen Zielfunktio-
nalen einzelner Eigenformen. Die Fehlerscha¨tzung basiert hierbei ebenfalls auf einer
Fehlerdarstellung mit Hilfe eines dualen Problems. Die Netzadaption auf der Basis des
Fehlerscha¨tzers fu¨hrt zu einer wesentlichen Steigerung der Genauigkeit der Lo¨sung in
der Zielgro¨ße.
Abstract
This thesis deals with adaptive finite element procedures in structural dynamics. For
the spatial discretization of the continuous equation of motion 3D-shell-elements are
used which allow for a continuum-like modeling of shell structures. Time integrati-
on is performed applying the well-known Newmark-scheme or the equivalent Petrov-
Galerkin-scheme.
The total discretization error can be split into the spatial discretization error resulting
from the discretization of the spatial domain and the time integration error of the
applied time integration scheme. In the following both errors are treated separately. The
estimation of the spatial discretization error in an arbitrary quantity of interest is based
on suitable error representation formulas which are derived using duality arguments.
For the error representation the residual of the numerical solution is weighted with
the solution of the so-called dual problem which can be interpreted as the influence
function of the quantity of interest. The dual problem characterizes the spatial and
temporal influence of the element-residuals on the error in the goal-quantity. A simple
error indicator for local quantities is presented which takes into account the physical
nature of the considered structural vibrations. Both, linear and geometrically nonlinear
problems are investigated. Two different mesh adaptation schemes based on the error
estimator are presented. The performance of the proposed algorithms is demonstrated
by means of numerical examples.
As an alternative for linear problems a duality based approach for the estimation of the
error in quantities of interest of single eigenfunctions of the dynamic eigenvalue problem
is considered. The error estimation serves as basis for a mesh adaptation scheme. The
efficiency of the adaptive scheme is tested on several numerical examples.
The last section of this thesis deals with duality-based error estimation for continuous
Galerkin schemes in time. Due to the equivalence of the standard Newmark-scheme and
a corresponding continuous Galerkin-scheme the duality-based presented error estima-
tors can also be applied to the Newmark-scheme. Finally, two different alternatives for
the computation of the error quantity are presented.
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Einleitung
Im Bereich der Stukturmechanik stellt die Methode der finiten Elemente (FEM) heute
das am ha¨ufigsten verwendete numerische Simulationswerkzeug dar. Nicht zuletzt die
rasante Entwicklung der Computertechnologie ermo¨glicht die Berechnung immer kom-
plexerer Problemstellungen mit immer gro¨ßeren numerischen Modellen. Die verla¨ssliche
Beurteilung der Genauigkeit der numerischen Lo¨sung und damit einhergehend die Frage
nach der notwendigen Feinheit der Diskretisierung spielt dabei eine wesentliche Rolle.
Die vorliegende Arbeit befasst sich mit der numerischen Berechnung von Problemen
der Strukturdynamik unter Verwendung der Methode der finiten Elemente. Kernpunkt
ist dabei die Fehlerkontrolle und Steigerung der Effizienz der Lo¨sungprozedur mit Hilfe
adaptiver Methoden.
Der gesamte Modellierungsprozess innerhalb der numerischen Simulation von Proble-
men der Strukturdynamik und die damit einhergehenden Fehler sind in Bild 1 darge-
stellt. Ausgehend von dem gegebenen physikalischen Problem erfolgt zuna¨chst die Wahl
eines geeigneten mechanischen Modells, zum Beispiel durch die Auswahl einer dem Pro-
blem angepassten Kinematik. Durch die Wahl des Modells wird in den Lo¨sungsprozess
der sogenannte Modellfehler eingebracht.
Das mechanische Modell ist im vorliegenden Fall die kontinuierliche Bewegungsglei-
chung in Form einer partiellen Differentialgleichung.
Der typische Ansatz zur Lo¨sung dieser Bewegungsgleichung ist die Semidiskretisierung,
auch vertikale Linienmethode genannt, welche sich in die ra¨umliche und die zeitliche
Diskretisierung der Bewegungsgleichung unterteilt.
Der erste Schritt ist die ra¨umliche Diskretisierung der Bewegungsgleichung mit Hil-
fe der Finite-Elemente-Methode. Hierdurch wird die partielle Differentialgleichung in
ein System gekoppelter gewo¨hnlicher Differentialgleichungen, der semidiskreten Be-
wegungsgleichung, u¨berfu¨hrt. Die ra¨umliche Diskretisierung verursacht einerseits den
ra¨umlichen Diskretisierungsfehler in Folge der na¨herungsweisen ra¨umlichen Approxi-
mation der Zustandsgro¨ßen und andererseits den Geometriefehler in Folge der na¨he-
rungsweisen Approximation des Berechnungsgebietes bei nicht polygonal berandeten
Gebieten oder gekru¨mmten Oberfla¨chen. Im Rahmen der vorliegenden Arbeit erfolgt
die ra¨umliche Diskretisierung mit sogenannten Volumen-Schalenelementen mit bilinea-
ren Verschiebungsansa¨tzen, wie sie zum Beispiel in Hauptmann [49] und Harnau
[45] behandelt werden. Die Verwendung von Elementen mit niedriger Ansatzordnung im
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Bild 1: Fehler innerhalb der numerischen Simulation
Rahmen adaptiver Verfahren hat Vorteile bei der Implementierung von Fehlerscha¨tzern
und erleichtert die Adaption des Raumnetzes. Als Nachteil ist sicherlich die verglichen
mit Elementen ho¨herer Ordnung starke Distorsionsempfindlichkeit zu nennen.
Der na¨chste Diskretisierungsschritt ist die Lo¨sung der semidiskreten Bewegungsglei-
chung mit Hilfe eines geeigneten Zeitintegrationsverfahrens. Hier wird das Newmark-
verfahren, bzw. a¨quivalente kontinuierliche Galerkinverfahren verwendet. Durch die
Zeitintegration wird der zeitliche Diskretisierungsfehler in die numerische Lo¨sung ein-
gebracht.
Eine weitere Fehlerquelle sind die numerischen Fehler bei der Lo¨sung der durch die
Diskretisierung entstehenden linearen Gleichungssysteme. Dieser Fehler kann in aller
Regel vernachla¨ssigt werden, d.h. im Folgenden wird davon ausgegangen, dass die Glei-
chungssysteme ausreichend gut konditioniert sind.
Die wesentlichen Fehler in der Lo¨sung sind somit der Modellfehler sowie der Diskretisie-
rungsfehler, bestehend aus ra¨umlichem und zeitlichem Diskretisierungsfehler. Praktisch
ist die im Bild 1 dargestellte strenge Abgrenzung zwischen Modellfehler und ra¨umli-
2
Einleitung
chem Diskretisierungsfehler schwierig, da die U¨berga¨nge zwischen der Modellwahl und
der ra¨umlichen Diskretisierung fließend sind. So kann beispielsweise bei Schalenpro-
blemen die Wahl einer Approximationsordnung in die Dickenrichtung der Schale so-
wohl als Wahl eines Schalenmodells als auch die Wahl einer Diskretisierungsordnung in
Dickenrichtung beispielsweise im Rahmen der Diskretisierung mit Hilfe der p-Methode
angesehen werden. Entsprechend kann auch die adaptive Anpassung der Interpola-
tionsordnung als Modelladaption oder als Adaption der ra¨umlichen Diskretisierung
aufgefasst werden. Fu¨r die Scha¨tzung des Modellfehlers fu¨hrt deshalb beispielsweise
Ru¨ter [102] noch zwischen dem physikalischen Problem und dem verwendeten me-
chanischen Modell noch als Referenz das fu¨r die Problemstellung am besten geeignete
Modell, das sogenannte
”
State-of-the-Art“-Modell ein, welches in aller Regel ein Kon-
tinuumsmodell ist. Der Modellfehler wird dadurch nochmals unterteilt in den nicht zu
kontrollierenden
”
State-of-the-Art“-Fehler und den eigentlichen Modellfehler, der dann
jedoch ein Referenzfehler bezu¨glich des sehr feinen Referenzmodells darstellt. Ein a¨hn-
liches Vorgehen findet sich auch in den Arbeiten von Oden et al. [78, 79]. Da fu¨r
viele Problemstellungen zum Beispiel die Randschichten oder singula¨ren Punkte der
Lo¨sung a-priori bestimmt werden ko¨nnen, und daru¨ber hinaus auch die Grenzen der
verwendeten mechanischen Modelle bekannt sind, kann in aller Regel auch die Wahl
eines geeigneten Modells ohne Adaption des Modells a-priori erfolgen.
Die vorliegende Arbeit befasst sich deshalb ausschließlich mit den Diskretisierungsfeh-
lern in Folge der ra¨umlichen und zeitlichen Diskretisierungen. Kernpunkt eines adap-
tiven Algorithmus ist der Fehlerscha¨tzer. Hierbei wird das Ziel verfolgt, den Fehler in
einem beliebigen Funktional der Lo¨sung zu scha¨tzen und anschließend mit Hilfe geeig-
neter Adaptionstechniken zu kontrollieren. Das generelle Konzept der Fehlerscha¨tzung
in beliebigen Zielfunktionalen geht auf Arbeiten von Johnson et al. [59] und Ran-
nacher & Becker [13] zuru¨ck und wird als Dual-Weighted-Residual-Konzept (DWR)
bezeichnet, was zum Ausdruck bringt, dass zur Fehlerscha¨tzung das Residuum der
numerischen Lo¨sung mit der Lo¨sung eines dualen Hilfsproblems gewichtet wird. Die
DWR-Methode ist ein heuristisches Konzept zur Fehlerscha¨tzung, d.h. strenge mathe-
matische Beweise lassen sich fu¨r die Methode – zumindest bisher – nicht angeben [8].
Die Effizienz der Methode zeigt sich aber in den Ergebnissen der damit behandelten
numerischen Beispiele. Unter diesem Gesichtspunkt scheinen auch die Vereinfachungen
des Konzeptes im Rahmen dieser Arbeit gerechtfertigt.
Der zweite Kernpunkt eines adaptiven Verfahrens ist die Anpassung der Diskretisie-
rung. In der Regel bildet der ra¨umliche Diskretisierungsfehler den dominanten An-
teil des gesamten Diskretisierungsfehlers, weshalb sich große Teile der Arbeit mit dem
ra¨umlichen Diskretisierungsfehler befassen. Neben der Herleitung geeigneter Fehlerdar-
stellungen fu¨r den ra¨umlichen Diskretisierungsfehler und darauf aufbauender Fehler-
indikatoren ist deshalb die praktische Einbindung der Fehlerscha¨tzung in ortsadapti-
ve Verfahren eine zentrale Fragestellung dieser Arbeit. Bisher scheitert die praktische
Anwendung der Fehlerscha¨tzung in Zielgro¨ßen und darauf aufbauender Adaptionsver-
fahren am enormen numerischen Aufwand und Speicherbedarf fu¨r die Fehlerscha¨tzung,
welche oft den Aufwand fu¨r eine Neuberechnung des Problems mit einer feineren Dis-
kretisierung u¨bersteigen. Im Verlauf der Arbeit werden deshalb Vorschla¨ge zur Vereinfa-
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chung und Aufwandsreduktion der Fehlerscha¨tzung erarbeitet. Die damit zwangsla¨ufig
einhergehenden Einschra¨nkungen, etwa in den zu behandelnden Problemklassen, wer-
den ebenfalls diskutiert. Die ra¨umliche Adaption beschra¨nkt sich in der vorliegenden
Arbeit auf die Verfeinerung der ra¨umlichen Diskretisierung auf der Basis der Feh-
lerscha¨tzung. Dabei erfolgt eine hierarchische Netzverfeinerung mit U¨bergangselemen-
ten.
Im Einzelnen gliedert sich die Arbeit in die folgenden Teilabschnitte:
• In Kapitel 1 werden die kontinuumsmechanischen Grundlagen sowie die im
Rahmen dieser Arbeit verwendeten Diskretisierungsmethoden bereitgestellt.
Fu¨r die ra¨umliche Diskretisierung der Bewegungsgleichung werden bilineare
Volumenschalen-Elemente verwendet. Die fu¨r die Vermeidung von Versteifungsef-
fekten notwendigen Modifikationen der Elementformulierungen werden kurz dar-
gelegt. Die Integration der ra¨umlich diskretisierten Bewegungsgleichungen erfolgt
im Rahmen dieser Arbeit ausschließlich mit dem Newmarkverfahren bzw. des
a¨quivalenten kontinuierlichen Galerkinverfahrens.
• Kapitel 2 befasst sich mit dem ra¨umlichen Diskretisierungsfehler welcher durch
die ra¨umliche Semidiskretisierung der Bewegungsgleichung mit finiten Elementen
in die Lo¨sung eingebracht wird. Kernpunkt ist die Darstellung des ra¨umlichen
Diskretisierungsfehlers in einer beliebigen Zielgro¨ße mit Hilfe der Dual-Weighted-
Residual-Methode nach Becker & Rannacher [13]. Es werden Fehleriden-
tita¨ten fu¨r den Fehler in der Zielgro¨ße fu¨r geometrisch lineare und nichtlineare
Probleme angegeben.
• In Kapitel 3 werden aufbauend auf den Fehlerdarstellungen des 2. Kapitels Feh-
lerscha¨tzer fu¨r geometrisch lineare Probleme behandelt. Neben den klassischen
Ansa¨tzen, welche die vollsta¨ndige numerische Auswertung der Fehleridentita¨ten
vorsehen, wird ein stark vereinfachtes Konzept zur Fehlerscha¨tzung vorgestellt.
Der vorgeschlagene Fehlerindikator dient anschließend als Basis fu¨r die zielori-
entierte Adaption der ra¨umlichen Diskretisierung. Den Abschluss des Kapitels
bildet die Fehlerscha¨tzung und Netzadaption fu¨r Zielgro¨ßen der Schwingungsei-
genformen.
• Aufbauend auf den Erkenntnissen aus Kapitel 3 werden im Kapitel 4 Feh-
lerscha¨tzer und Netzadaptionsstrategien fu¨r geometrisch nichtlineare Problem-
stellungen behandelt.
• Kapitel 5 behandelt die Scha¨tzung des Fehlers in Folge der Integration der
semidiskreten Gleichungen mit Hilfe des Newmarkverfahrens. Auch hier er-
folgt die Scha¨tzung des Fehlers in einer beliebigen Zielgro¨ße. Hierbei wird die
A¨quivalenz des Standard-Newmarkverfahrens mit einem kontinuierlichen Petrov-
Galerkinverfahren in der Zeit fu¨r die Fehlerdarstellung ausgenutzt.
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Kapitel 1
Kontinuumsmechanik und
Diskretisierungsmethoden
Im vorliegenden Kapitel werden die Grundgleichungen der Kontinuumsmechanik im Rahmen
einer geometrisch nichtlinearen Theorie dargestellt. Die schwachen Formen der sich erge-
benden partiellen Differentialgleichungen werden mit Hilfe der Finite-Elemente-Methode in
semidiskrete Gleichungssysteme u¨berfu¨hrt. Fu¨r die ra¨umliche Diskretisierung werden im Rah-
men dieser Arbeit Volumen-Schalenelemente mit bilinearen Verschiebungsansa¨tzen verwen-
det. Die fu¨r Elemente niedriger Ansatzordnung notwendigen Modifikationen zur Vermeidung
von Versteifungseffekten werden kurz dargelegt.
Die Integration der semidiskreten Bewegungsgleichung erfolgt mit dem Newmarkverfahren,
bzw. a¨quivalenten kontinuierlichen Galerkinverfahren.
Den Abschluß des Kapitels bildet die Definition des Diskretisierungsfehlers und die Aufspal-
tung des gesamten Fehlers in die Anteile der einzelnen Diskretisierungsstufen.
1.1 Kontinuumsmechanische Grundlagen
In diesem Abschnitt werden die Grundlagen der Kontinuumsmechanik zur Beschrei-
bung nichtlinearer Deformationsprozesse angegeben. Die Darstellung beschra¨nkt sich
dabei auf die wesentlichen Grundlagen, die im weiteren Verlauf der Arbeit beno¨tigt
werden. Fu¨r eine weitergehende Betrachtung wird an dieser Stelle auf das Fachschrift-
tum verwiesen. Exemplarisch seien hier die Bu¨cher von Haupt [48], Parisch [84],
Marsden und Hughes [69], Antman [3] und Altenbach & Altenbach [2] ge-
nannt.
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B0
B
X
x(X, )t
u(X, )t
Bild 1.1: Kinematik des Kontinuums
1.1.1 Kinematik und Verzerrung
Die Referenzkonfiguration eines Ko¨rpers B0 ⊂ R
3 wird in einer ortsfesten kartesi-
schen Basis beschrieben. Hierbei wird jedem materiellen Punkt des Ko¨rpers seine Lage
X ∈ B0 in der Referenzkonfiguration zugewiesen. Die Bewegung jedes materiellen
Punktes ist dann durch die umkehrbar eindeutige, nichtlineare Abbildung ϕ : B0 → B
definiert, die jeden Referenzpunkt X auf den aktuellen Punkt x ∈ B in der Momen-
tankonfiguration abbildet:
x(X, t) = ϕ(X, t) =X + u(X, t). (1.1)
Hierin ist u(X, t) der Verschiebungsvektor.
Da in dieser Abbildungsvorschrift die unabha¨ngigen Variablen die materiellen Koordi-
naten sind, wird diese Beschreibung auch als materielle bzw. Lagrangesche Darstellung
der Bewegung bezeichnet. Entsprechend wird die inverse Abbildung
X = ϕ−1(x, t) (1.2)
als ra¨umliche oder Eulersche Beschreibung bezeichnet.
Der materielle Deformationsgradient
F =
∂x
∂X
= Gradϕ(X, t) (1.3)
bildet ein Linienelement dX der Referenzkonfiguration gema¨ß
dx = F dX (1.4)
auf ein Linienelement dx der Momentankonfiguration ab. F ist ein Zweifeldtensor zwei-
ter Stufe mit einer im allgemeinen unsymmetrischen Koordinatenmatrix. Notwendige
und hinreichende Bedingung fu¨r die Umkehrbarkeit der Abbildung ist
det(F ) > 0. (1.5)
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Die Betrachtung der La¨ngendifferenz dx · dx− dX · dX der Linienelemente dx und dX
fu¨hrt auf den Green-Lagrange Verzerrungstensor
E =
1
2
(
F T F − 1
)
(1.6)
Differentialgeometrie
Bisher wurde kein spezielles Koordinatensystem verwendet. Fu¨r die Formulierung der
Finite-Elemente-Methode bietet sich jedoch die Darstellung der Zustandsgro¨ßen in kon-
vektiven Koordinaten an, da die Verschiebungen auf Elementebene Funktionen kon-
vektiver Koordinaten sind. Neben den kartesischen Koordinaten, welche von den ortho-
normierten Basisvektoren ei = ei aufgespannt werden, werden noch die krummlinigen,
konvektiven Koordinatenlinien ξi eingefu¨hrt, welche fest mit dem Ko¨rper verbunden
sind. Dies fu¨hrt auf eine Parameterdarstellung X =X(ξi) bzw. x = x(ξi).
Fu¨r die Differentiale der Ortsvektoren in der Referenz- bzw. Momentankonfiguration
gilt
dX =
∂X
∂ξi
dξi = Gi dξ
i (1.7)
dx =
∂x
∂ξi
dξi = gi dξ
i
mit den kovarianten Basisvektoren Gi und gi. Die kovarianten Basisvektoren stellen
somit die Tangentenvektoren an die Koordinatenlinien in der entsprechenden Konfi-
guration dar. Da zwischen den ko- und kontravarianten konvektiven Basisvektoren die
Beziehung
Gi ·G
j = δji (1.8)
gilt, lassen sich die kontravarianten Basisvektoren mit Hilfe der kontravarianten Me-
trikkoeffizienten
Gij = Gi ·Gj (1.9)
und der kontravarianten Metrik
[Gij] = [Gij ]
−1 (1.10)
aus der Beziehung
Gi = GijGj (1.11)
berechnen. Basierend auf den konvektiven Basisvektoren ergeben sich die folgenden
Darstellungen fu¨r den Deformationsgradienten:
F = gi ⊗G
i, F T = Gi ⊗ gi
F−1 = Gi ⊗ g
i, F−T = gi ⊗Gi
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Zweckma¨ßig fu¨r die Umsetzung in einem Finite-Elemente-Programm ist die Darstellung
des Green-Lagrange Verzerrungstensors in der kontravarianten konvektiven Basis:
E = EijG
i ⊗Gj =
1
2
(gij −Gij)G
i ⊗Gj (1.12)
1.1.2 Bilanzgleichungen der Kontinuumsmechanik
Massenbilanz
Die Masse m eines Ko¨rpers ist das Volumenintegral u¨ber die Massendichte ρ. Mas-
senerhalt bedeutet nun, dass die Masse unabha¨ngig von der Konfiguration und vom
Betrachter sein muss:
m =
∫
B
ρ dv =
∫
B0
ρ0 dV (1.13)
Zusammen mit der Transformationsvorschrift fu¨r Volumenelemente
dv = detF dV (1.14)
ergibt sich der Zusammenhang der Dichten in der Momentan- und in der Ausgangs-
konfiguration
ρ0 = detF ρ. (1.15)
Impulsbilanz
Die Impulsbilanz besagt, dass die Summe aller am Kontinuum angreifenden Kra¨fte
gleich der zeitlichen A¨nderung des Impulses sein muss. Der Impuls ist dabei definiert
als
i =
∫
B
ρx˙ dv. (1.16)
Die eingepra¨gten Kra¨fte setzen sich zusammen aus den Oberfla¨chenkra¨ften und den
Volumenkra¨ften
f =
∫
B
ρb dv +
∫
∂B
tda. (1.17)
Hierbei bezeichnet b die eingepra¨gten Volumenkra¨fte und t den auf die Fla¨cheneinheit
da in der Momentankonfiguration bezogenen Spannungsvektor, der u¨ber das Cauchy-
Theorem t = σn mit dem Cauchy-Spannungstensor σ und dem Normalenvektor n
verknu¨pft ist. Die Impulsbilanz lautet∫
B
ρb dv +
∫
∂B
tda =
d
dt
∫
B
ρx˙ dv. (1.18)
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Da die Dichte ρ eine Funktion der Zeit ist, wird Gleichung (1.18) zuna¨chst in die
Ausgangskonfiguration transformiert. Nach der Ermittlung der Zeitableitung und der
Ru¨cktransformation auf die Momentankonfiguration ergibt sich unter Verwendung des
Gaußschen Integralsatzes die Impulsbilanz in der Momentankonfiguration∫
B
divσ + ρb− ρu¨ dv = 0. (1.19)
Da (1.19) fu¨r jedes beliebige Volumen erfu¨llt sein muß, folgt hieraus die lokale Form
der Impulsbilanz
divσ + ρb− ρu¨ = 0 aufB. (1.20)
Gleichung (1.20) wird auch als 1. Cauchysches Bewegungsgesetz bezeichnet und be-
schreibt das Gleichgewicht in der Momentankonfiguration.
Die Impulsbilanz la¨ßt sich analog dazu auch in der Referenzkonfiguration formulieren.
Dies fu¨hrt auf die Gleichgewichtsbedingung
DivP + ρ0b− ρ0u¨ = 0 aufB0 (1.21)
mit dem unsymmetrischen 1. Piola-Kirchhoff Spannungstensor
P = detFσF−T . (1.22)
Drallbilanz
Die Drallbilanz besagt, dass die Zeitableitung des auf den raumfesten Punkt X0 bezo-
genen Dralls
L =
∫
B
(x−X0)× ρx˙ dv (1.23)
dem aus den eingepra¨gten Kra¨ften resultierenden Moment
m =
∫
B
(x−X0)× ρb dv +
∫
∂B
(x−X0)× t da (1.24)
entspricht, d.h.
L˙ = m. (1.25)
Aus der Drallbilanz folgt die Symmetrie des Cauchy Spannungstensors
σ = σT (1.26)
sowie die Symmetrie des Tensorproduktes FP T = F TP .
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1.1.3 Spannungsmaße und Stoffgesetz
Im Abschnitt 1.1.2 wurde bereits der Cauchy Spannungstensor und der unsymmetrische
1. Piola-Kirchhoff Spannungstensor eingefu¨hrt. Das zum Green-Lagrange Verzerrungs-
tensor energetisch konjugierte Spannungsmaß ist der 2. Piola-Kirchhoff Spannungsten-
sor, der sich mit Hilfe der Transformation
S = F−1P = detFF−1σF−T (1.27)
aus dem 1. Piola-Kirchhoff Spannungstensor P beziehungsweise aus dem Cauchy Span-
nungstensor σ bestimmen la¨ßt. Im Gegensatz zu P ist S symmetrisch.
Das Stoffgesetz stellt den konstitutiven Zusammenhang zwischen den Verzerrungen und
den Spannungen her. Fu¨r ein Cauchy-elastisches Material ist der Spannungszustand
allein vom momentanen Deformationszustand abha¨ngig, d.h.
S = f(E). (1.28)
Ist daru¨ber hinaus auch die Wegunabha¨ngigkeit der durch die Spannungen verrichteten
Arbeit gegeben, so la¨sst sich der Zusammenhang zwischen den Spannungen und den
Verzerrungen mit
S =
∂W
∂E
(1.29)
aus der Forma¨nderungsenergiefunktion W (E) ableiten. Ein elastisches Material, fu¨r
das eine Forma¨nderungsenergiefunktion angegeben werden kann, heißt hyperelastisches
bzw. Green-elastisches Material. Durch nochmaliges Ableiten von (1.29) erha¨lt man den
vierstufigen Materialtensor
C =
∂2W
∂E∂E
. (1.30)
Im linear-elastischen Fall sind die Komponenten von C konstant. Im Fall der nichtlinea-
ren Elastizita¨t bzw. der Elastoplastizita¨t entspricht C einem tangentialen Stofftensor,
der innerhalb der nichtlinearen Lo¨sungsprozedur fu¨r jeden Iterationsschritt neu aufge-
stellt werden muss [28, 45].
Fu¨r das im Rahmen dieser Arbeit ausschließlich verwendete isotrope, linear-elastische
St.-Venant-Kirchhoff-Material ist
W (E) =
1
2
E : C : E (1.31)
mit dem vierstufigen Materialtensor
C = λ1⊗ 1+ 2µI. (1.32)
Hierin sind 1 und I die Identita¨tstensoren zweiter bzw. vierter Stufe.
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Die beiden Lame´-Konstanten λ und µ sind u¨ber
λ =
Eν
(1 + ν)(1− 2ν)
µ =
E
2(1 + ν)
(1.33)
mit dem Elastizita¨tsmodul E und der Querkontraktionszahl ν verknu¨pft. Der zweite
Piola-Kirchhoff Spannungstensor berechnet sich dann mit:
S =
∂W (E)
∂E
= C : E (1.34)
1.1.4 Grundgleichungen der linearen Elastodynamik
Ein Teil dieser Arbeit befasst sich mit adaptiven Methoden fu¨r materiell und geome-
trisch lineare Probleme der Dynamik. Deshalb werden nachfolgend kurz die Grundglei-
chungen der linearen Elastodynamik als Sonderfall bereitgestellt.
Die Grundgleichungen der linearen Elastodynamik folgen direkt aus der Linearisierung
der Kinematik in Form des Green-Lagrange-Verzerrungstensors E im Ursprung, d.h.
an der Stelle ϕ(X, t) =X. Allgemeinen lautet die Linearisierung des Green-Lagrange-
Verzerrungstensors an der Stelle ϕ¯:
L[E]ϕ=ϕ¯ = E(ϕ¯) + ∆E(ϕ¯) (1.35)
mit der Richtungsableitung ∆E(ϕ¯):
∆E(ϕ¯) =
d
dǫ
[
1
2
F T (ϕ¯+ ǫu)F (ϕ¯+ ǫu)− 1
]
ǫ=0
(1.36)
=
1
2
(F T (ϕ¯)Gradu+GradTuF (ϕ¯))
Die Auswertung von Gleichung (1.35) in der unverformten Ausgangskonfiguration
ϕ =X liefert dann unter Beru¨cksichtigung von (1.36) den klassischen linearen Verzer-
rungstensor:
ε = L[E]ϕ=X =
1
2
(Gradu+GradTu) (1.37)
Aus der Auswertung im unverformten Ausgangszustand folgt direkt die U¨bereinstim-
mung zwischen der materiellen und der ra¨umlichen Form der Impulsbilanz. Folglich
muss im geometrisch linearen Fall auch nicht mehr zwischen den Lagrangekoordinaten
x und den materiellen Koordinaten X unterschieden werden. Es ergibt sich somit die
Impulsbilanz in der Form:
divσ + ρ0b− ρ0u¨ = 0 aufB0. (1.38)
Weiterhin wird die Gu¨ltigkeit des Hookeschen Gesetzes in der Form
σ = C : ε (1.39)
vorausgesetzt.
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1.2 Ra¨umlich schwache Form des Gleichgewichts
Die in Kapitel 1.1 angegebenen Gleichungen lassen sich zusammen mit den Rand-
bedingungen in der sogenannten starken Form des Anfangsrandwertproblems
zusammenfassend wie folgt angeben:
Gleichgewicht: DivP + ρ0b− ρ0u¨ = 0 auf B0 0 ≤ t ≤ T
Dirichlet-Randbedingungen: u = uD auf ∂BD 0 ≤ t ≤ T
Neumann-Randbedingungen: PN = t0 auf ∂BN 0 ≤ t ≤ T
Anfangsbedingungen: u˙ = u˙0 und u = u0 auf B0 t = 0
Kinematik: E = 1
2
(
F T F − I
)
auf B0 0 ≤ t ≤ T
Stoffgesetz: S = C : E auf B0 0 ≤ t ≤ T
Die analytische Lo¨sung dieser Feldgleichungen ist nur fu¨r sehr einfache Randwertpro-
bleme bekannt. Allgemeine Problemstellungen erfordern den U¨bergang zu numerischen
Na¨herungsverfahren wie der hier beschriebenen ra¨umlichen Diskretisierung mit der Me-
thode der finiten Elemente (FEM).
Im Folgenden wird ein grober Abriss der Grundlagen der ra¨umlichen Diskretisierung
mit der Finite-Elemente-Methode (FEM) dargestellt. Fu¨r weitergehende Darstellun-
gen wird an dieser Stelle auf das sehr umfangreiche Fachschrifttum, wie z. B. Bathe
[10], Belytschko, Liu & Moran [15], Braess [17], Crisfield [24, 25], Hughes
[57], Szabo & Babuska [113],Wriggers [116] und Zienkiewicz & Taylor [120],
verwiesen.
Anstelle der punktweisen Gu¨ltigkeit der Differentialgleichung (1.21) liegt der Finite-
Elemente-Methode eine unter gewissen Zusatzbedingungen a¨quivalente Variations-
gleichung zugrunde. Die dabei auftretenden, durch Integrale definierten Funktionale
ermo¨glichen zudem eine Abschwa¨chung der Glattheitsanforderungen an die Lo¨sung
u(X, t). Aus diesem Grund werden diese Integraldarstellungen auch als schwache Form
des Gleichgewichts bezeichnet.
Eine universelle Methode zur U¨berfu¨hrung der starken Form des Gleichgewichts in
die schwache Form ist das Galerkinverfahren. Hierfu¨r wird zuna¨chst der Raum V der
Ansatzfunktionen definiert, in welchem die Lo¨sung u(x, t) gesucht wird:
V = {u(X) ∈ [H1(B0)]
3 : u(∂BD) = uD} (1.40)
Durch die Wahl von V sind offensichtlich die Glattheitsanforderungen an die Lo¨sung
u(X, t) gegenu¨ber (1.21) herabgesetzt.
Ausgehend vom 1. Cauchyschen Bewegungsgesetz (1.21) in der Ausgangskonfigura-
tion ergibt sich die schwache Form des Gleichgewichts fu¨r einen beliebigen aber fe-
sten Zeitpunkt 0 ≤ t ≤ T durch Multiplikation mit einer vektorwertigen Testfunktion
w(X) ∈ W und anschließender Integration u¨ber das Gebiet B0. Die Wichtungsfunk-
tionen mu¨ssen an den Dirichlet-Ra¨ndern homogene Randbedingungen erfu¨llen:
W = {w(X) ∈ [H1(B0)]
3 : w(∂BD) = 0} (1.41)
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Da die Dirichlet-Ra¨nder den Raum der zula¨ssigen Testfunktionen beschra¨nken, werden
sie auch als wesentliche Randbedingungen und die Neumann-Randbedingungen als
natu¨rliche Randbedingungen bezeichnet.
Fu¨r homogene Dirichlet-Randbedingungen, d.h. fu¨r den Fall uD = 0 gilt W = V .
Ansatz- und Testraum stimmen also u¨berein. Probleme mit inhomogenen Dirichlet-
Randbedingungen lassen sich u¨ber eine Zerlegung der Lo¨sung in einen homogenen
Anteil uhom ∈ W und einen imhomogenen Anteil uin auf a¨quivalente homogenene Pro-
bleme zuru¨ckfu¨hren. Fu¨r den Rest dieser Arbeit werden deshalb ohne Einschra¨nkung
der Allgemeinheit ausschließlich Probleme mit homogenen Dirichlet-Randbedingungen
betrachtet.
Die Multiplikation der Bewegungsgleichung (1.21) mit einer beliebigen Testfunktion
w(X) ∈W und Integration u¨ber das gesamte Gebiet fu¨hrt auf die Integralform:∫
B0
(DivP + ρ0(b− u¨)) ·w dV = 0 0 ≤ t ≤ T (1.42)
Die partielle Integration des ersten Terms liefert dann∫
B0
P : Gradw dV =
∫
B0
ρ0(b− u¨) ·w dV +
∫
∂BN
t ·w dA 0 ≤ t ≤ T. (1.43)
Mit P = FS la¨ßt sich diese Gleichung umformen zu∫
B0
S : δE(w) dV +
∫
B0
ρ0u¨·w dV =
∫
B0
ρ0b·w dV +
∫
∂BN
t·w dA 0 ≤ t ≤ T. (1.44)
Hierin ist δE(w) = F T (u)Gradw die Variation des Green-Lagrange Verzerrungsten-
sors und kann als Gateaux-Ableitung von E an der Stelle u aufgefaßt werden [40, 46].
δE(w) ist somit linear in w.
Das Galerkinverfahren ist eng mit bekannten Variationsprinzipen der Mechanik ver-
knu¨pft. Dies wird deutlich, wenn man der Testfunktion w(X) eine physikalische Gro¨ße
zuordnet. Wird die Testfunktion w(X) als virtuelle, also gedachte, Verschiebung inter-
pretiert, so geht Gleichung (1.44) in das bekannte Prinzip der virtuellen Verschiebun-
gen bzw. das Prinzip der virtuellen Arbeit u¨ber. Alternativ kann in der Dynamik die
Testfunktion w(X) auch als virtuelle Geschwindigkeit aufgefasst werden. Gleichung
(1.44) entspricht dann dem Prinzip der virtuellen Geschwindigkeiten. Die Unterschei-
dung zwischen diesen beiden Fa¨llen ist von wesentlicher Bedeutung bei der Herleitung
von Reziprozita¨tstheoremen in der Dynamik.
Fu¨r die Behandlung des ra¨umlichen Diskretisierungsfehlers und die Herleitung geeigne-
ter Fehlerscha¨tzer ist eine abstraktere kompakte Darstellung der ra¨umlich schwachen
Formulierung (1.43) bzw. (1.44) hilfreich, wie sie insbesondere in den mathematischen
Abhandlungen der Methode der finiten Elemente verwendet wird, z. B. in Babuska
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& Strouboulis [4], Braess [17], Grossmann & Roos [41] oder Szabo & Babus-
ka [113]. In der kompakten Schreibweise la¨sst sich Gleichung (1.44) darstellen als
ρ0(u¨,w)B0 + a(u;w) = Fu(w) ∀w ∈ W 0 ≤ t ≤ T, (1.45)
mit dem L2-Produkt (·, ·)B0 :W ×W → R
(u¨,w)B0 =
∫
B0
u¨ ·w dV, (1.46)
der semilinearen Form a(·; ·) : W ×W → R
a(u;w) =
∫
B0
P : Gradw dV =
∫
B0
S : δE(w) dV (1.47)
und dem Belastungsfunktional Fu(·) : W → R
Fu(w) =
∫
B0
ρ0b ·w dV +
∫
∂BN
t ·w dA. (1.48)
Die Notation ist hier so gewa¨hlt, dass die semilineare Form a(·; ·) linear in den Gro¨ßen
hinter dem Semikolon ist.
Die Gleichungen (1.43) – (1.45) stellen die ra¨umliche Variationsformulierung der 1.
Cauchy Bewegungsgleichung fu¨r den da¨mpfungsfreien Fall dar. Die Da¨mpfungseffek-
te realer Strukturen sind vielfa¨ltig und oft nur schwer quantifizierbar. Aus diesem
Grund werden die Da¨mpfungseigenschaften in der Regel zusammengefasst und durch
die Annahme einer geschwindigkeitsproportionalen (viskosen) Da¨mpfung beschrieben.
Im Rahmen dieser Arbeit wird die Da¨mpfung mit Hilfe der sogenannten Rayleighda¨mp-
fung erfasst, die sich aus einem massen- und steifigkeitsproportionalen Anteil zusam-
mensetzt. Zusa¨tzlich soll hier angenommen werden, dass die Da¨mpfungseigenschaften
konstant, d.h. unabha¨ngig von den Verschiebungen sind. Dieser Ansatz findet sich bei-
spielsweise auch bei Wriggers [116]
Dies fu¨hrt auf die folgende Variationsformulierung fu¨r die Bewegungsgleichung mit
konstanter Rayleighda¨mpfung:
ρ0(u¨,w)B0 + cmρ0(u˙,w)B0 + ckaT (0; u˙,w) + a(u;w) = Fu(w) (1.49)
∀w ∈ W 0 ≤ t ≤ T
mit den Rayleighkoeffizienten cm und ck und der Richtungsableitung im Ursprung
aT (0; u˙,w) =
d
dǫ
a(0+ ǫu˙;w)|ǫ=0, (1.50)
welche die tangentielle Steifigkeit im unverformten Ausgangszustand beschreibt. Zur
Wahl der beiden Da¨mpfungsparameter cm und ck wird z. B. auf Clough & Penzien
[23] oder Magnus & Popp [68] verwiesen.
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1.3 Ra¨umliche Diskretisierung mit finiten Elemen-
ten
Die im vorangegangen Abschnitt dargestellte ra¨umliche Variationsformulierung bildet
die Grundlage der nachfolgend beschriebenen Diskretisierungsmethoden. Hier wird die
sogenannte Semidiskretisierung behandelt, bei der zuna¨chst die Diskretisierung der
Raumdimension mit finiten Elementen erfolgt und anschließend die zeitliche Diskre-
tisierung. Diese Methode ist auch unter dem Namen vertikale Linienmethode bzw.
”
method of lines“ bekannt.
Zuna¨chst wird das Gebiet B0 in nel einfache nicht u¨berlappende Teilgebiete, den finiten
Elementen unterteilt:
B0 ≈ B0,h =
nel⋃
j=1
Bj0,h mit B
j
0,h ∩ B
i
0,h = ∅ fu¨r i 6= j (1.51)
Im allgemeinen Fall, z.b. bei krummlinigen Ra¨ndern, wird ein Fehler bei der Geometrie-
approximation eingefu¨hrt. Dieser Fehler wird im Rahmen dieser Arbeit vernachla¨ssigt,
d.h. es wird angenommen, dass B0 = B0,h ist.
Bei der Berechnung mittels der Methode der finiten Elemente werden nun diskre-
te Ansatzfunktionen fu¨r die zu approximierenden Feldgro¨ßen und die Testfunktionen
eingefu¨hrt, d.h. es erfolgt eine Einschra¨nkung auf endlich dimensionale Ansatz- und
Testra¨ume uh,wh ∈W
h ⊂W .
In der diskreten Form der Variationsformulierung wird fu¨r jeden Zeitpunkt t eine Funk-
tion uh ∈W
h gesucht, fu¨r die gilt:
ρ0(u¨h,wh)B0 + cmρ0(u˙h,wh)B0 + ckaT (0; u˙h,wh) + a(uh,wh) = Fu(wh) (1.52)
∀wh ∈ W
h 0 ≤ t ≤ T
Die Diskretisierung erfolgt hier mit Hilfe des isoparametrischen Konzepts, d.h. fu¨r
die Interpolation der Orte im Inneren eines finiten Elementes werden dieselben An-
satzfunktionen wie fu¨r die Interpolation der Verschiebungen innerhalb des Elementes
verwendet:
Xeh =
Ie∑
i=1
Ni(ξ, η, ζ)Xi und u
e
h =
Ie∑
i=1
Ni(ξ, η, ζ)di (1.53)
Hierin sind X i die Ortsvektoren der Elementknoten in der Referenzkonfiguration und
di die entsprechenden Verschiebungsvektoren. Derselbe Ansatz wird auch fu¨r die ra¨um-
liche Wichtungsfunktion wh im Element eingefu¨hrt:
weh =
Ie∑
i=1
Ni(ξ, η, ζ)wi (1.54)
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Nach Einsetzen der Gleichungen (1.53) und (1.54) in (1.52) ergibt sich nach der Assem-
blierung aller Elemente zusammen mit dem Fundamentallemma der Variationsrechung
die folgende Matrixdarstellung
Md¨(t) +Cd˙(t) +R(d, t) = F (t) 0 ≤ t ≤ T, (1.55)
mit der konstanten Da¨mpfungsmatrix
C = cmM + ckKT,0. (1.56)
KT,0 ist hierin die tangentielle Steifigkeitsmatrix im unverformten Zustand:
KT,0 =
∂R
∂d
∣∣∣∣
u=0
(1.57)
1.3.1 Diskretisierung mit Volumen-Schalenelementen
Fu¨r die numerischen Beispiele im Rahmen dieser Arbeit werden Volumen-
Schalenelemente nach dem sogenannten Solid-Shell-Konzept mit bilinearen Ansatz-
funktionen in der Schalenebene und linearen Verschiebungsansa¨tzen in Dickenrichtung
verwendet, siehe Hauptmann et al. [49, 50] und Harnau [45]. Die Vorteile einer
dreidimensionalen Schalenformulierung liegen unter anderem darin, dass allgemeine
Materialgesetze ohne Kondensation zur Erfu¨llung der kinematischen Annahmen der
Schalenformulierung implementiert werden ko¨nnen. Des Weiteren eignen sich Volumen-
Schalenelemente hervorragend zur Simulation von Laminaten, da sie einerseits in ein-
facher Weise u¨bereinander geschichtet werden ko¨nnen und andererseits die Berech-
nung der transversalen Normalspannungen ermo¨glichen, die fu¨r die Beurteilung von
Delaminationen notwendig ist. Die Mo¨glichkeit, im Rahmen einer Modelladaptivita¨t
Volumen-Schalenelemente ohne spezielle U¨bergangselemente mit Kontinuumelementen
zu koppeln, dokumentiert zusa¨tzlich die hohe Flexibilita¨t dieser Schalenformulierung.
Das Solid-Shell-Konzept wird hier nur insoweit erla¨utert, wie es zum Versta¨ndnis der
nachfolgenden Ausfu¨hrungen notwendig ist. Fu¨r weitergehende Ausfu¨hrungen wird
auf das sehr umfangreiche Schrifttum, wie z. B. die Arbeiten von Hauptmann [49],
Hauptmann & Schweizerhof [50] und Harnau [45] verwiesen.
Im Rahmen der vorliegenden Arbeit wird jeweils nur ein Element in Dickenrichtung
betrachtet, folglich beschra¨nken sich auch die ortsadaptiven Verfahren in den folgenden
Kapiteln auf eine Netzverfeinerung in der Schalenebene. Aus diesem Grund erfolgt
die Beschreibung der Geometrie und der Kinematik der Volumenschale zweckma¨ßiger
Weise mit Bezug auf die Schalenmittelfla¨che.
Dem Solid-Shell-Konzept liegt die Annahme des Geradebleibens der Normalen zur
Tangentialebene der Schalenmittelfla¨che bei der Verformung zugrunde. Der Ortsvektor
eines beliebigen Punktes der Schale in der Referenzkonfiguration la¨sst sich mit Hilfe
des entsprechenden OrtsvektorsXM(ξ, η) der Schalenmittelfla¨che und des sogenannten
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Bild 1.2: Geometrie der Volumenschale
Schalendirektors D(ξ, η) in der Referenzkonfiguration angeben:
X(ξ, η, ζ) =
1
2
(Xo(ξ, η) +Xu(ξ, η))︸ ︷︷ ︸
XM(ξ, η)
+
1
2
ζ(Xo(ξ, η)−Xu(ξ, η))︸ ︷︷ ︸
1
2
ζD(ξ, η)
(1.58)
Analog gilt fu¨r die Momentankonfiguration mit dem Schalendirekor d(ξ, η)
x(ξ, η, ζ) =
1
2
(xo(ξ, η) + xu(ξ, η))︸ ︷︷ ︸
xM(ξ, η)
+
1
2
ζ(xo(ξ, η)− xu(ξ, η)).︸ ︷︷ ︸
1
2
ζd(ξ, η)
(1.59)
Die Verschiebungen ergeben sich somit aus der linearen Interpolation der Verschiebun-
gen der Schalenober- und -unterseite:
u(ξ, η, ζ) =
1
2
(1 + ζ)uo(ξ, η) +
1
2
(1− ζ)uu(ξ, η) (1.60)
Die Schalendirektoren D(ξ, η) und d(ξ, η) stehen in jedem Punkt der Schalenebene
senkrecht auf der unverformten bzw. verformten Schalenfla¨che. Aus den Gleichungen
(1.58) und (1.59) folgt weiterhin, dass die Schalendirektoren jeweils kolinear zu den
kovarianten Basisvektoren G3 = ∂X/∂ζ bzw. g3 = ∂x/∂ζ sind.
Es sei angemerkt, dass bisher nur Annahmen bezu¨glich des Verschiebungsverlaufs
in Schalendickenrichtung gemacht wurden, d.h. es wurden Modellannahmen fu¨r das
gewa¨hlte Schalenmodell gemacht. Diese Annahmen sind zuna¨chst einmal unabha¨ngig
von einer ra¨umlichen Diskretisierung in der Schalenebene.
Die Diskretisierung in der Schalenebene erfolgt nun mit dem isoparametrischen Kon-
zept unter Verwendung der bilinearen Lagrangepolynome:
Ni(ξ, η) =
1
4
(1 + ξiξ)(1 + ηiη) i = 1, ..., 4 (1.61)
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Bild 1.3: Knotenverschiebungsfreiheitsgrade bei Volumen-Schalenelementen
Fu¨r die Geometrieinterpolation in der unverformten Referenzkonfiguration ergibt sich
in jedem Element der Ansatz
X(ξ, η, ζ)el =
4∑
i=1
(
1
2
Ni(ξ, η) ((1 + ζ)Xio + (1− ζ)Xiu)
)
(1.62)
=
4∑
i=1
(
1
2
Ni(ξ, η)Θ(ζ)Xi
)
,
mit dem Vektor der Knotenkoordinaten der Ober- und Unterseite:
X i =
[
X io
X iu
]
(1.63)
und der Matrix Θ(ζ) der Dickeninterpolation
Θ(ζ) =

 (1 + ζ) 0 0 (1− ζ) 0 00 (1 + ζ) 0 0 (1− ζ) 0
0 0 (1 + ζ) 0 0 (1− ζ)

 . (1.64)
Die entsprechende Verschiebungsinterpolation lautet dann:
u(ξ, η, ζ)el =
4∑
i=1
(
1
2
Ni(ξ, η) ((1 + ζ)dio + (1− ζ)diu)
)
(1.65)
=
4∑
i=1
(
1
2
Ni(ξ, η)Θ(ζ)di
)
Der Vektor di entha¨lt die Knotenverschiebungen des Elementes auf der Schalenober-
und -unterseite in den globalen kartesischen Koordinaten
di =
[
dio
diu
]
= [uio vio wio uiu viu wiu]
T . (1.66)
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1.3.2 Modifikationen zur Beseitigung von Versteifungseffek-
ten
Verschiebungsformulierte finite Elemente mit niedriger Ansatzordnung weisen in der
Regel ein zu steifes Verformungsverhalten (Locking) auf. Ein Versteifungspha¨nomen
ist generell durch die Abha¨ngigkeit der Lo¨sung von einem kritischen Parameter ge-
kennzeichnet, vgl. Koschnick [62]. Dabei wird je nach Art des kritischen Parameters
zwischen geometrischen und materiellen Versteifungseffekten unterschieden.
Zur Beseitigung bzw. Verminderung der Versteifungen sind verschiedene Modifikatio-
nen der Elementformulierungen notwendig. Als variationelle Grundlage dieser Modifika-
tionen dient in der Regel das Hu-Washizu-Prinzip, welches im Folgenden kurz erla¨utert
werden soll.
Das Hu-Washizu-Prinzip
Das Hu-Washizu-Prinzip beruht auf einem Dreifeld-Funktional in dem die Verschiebun-
gen u, die Verzerrungen E und die Spannungen S als unabha¨ngige Felder auftreten.
Die Anwendung des Hu-Washizu-Prinzips in der Dynamik findet sich u.a. in den Ar-
beiten von Kuhl [64], Kuhl & Ramm [65] und Miehe & Schro¨der [72], jeweils
mit dem Ziel, finite Elemente mit erweiterten Verzerrungen mit energieerhaltenden
Zeitintegrationsalgorithmen einzusetzen.
Fu¨r einen beliebigen aber festen Zeitpunkt t lautet das Hu-Washizu-Prinzip:
ΠHW (u,E,S) =
∫
B0
W (E) + S : (E(u)−E)dV − (1.67)
∫
B0
u · (b− u¨)ρ0dV −
∫
∂BN
u · tdA → stat. 0 ≤ t ≤ T
Hierin bezeichnet E(u) den mit dem Verschiebungsfeld u kompatiblen Green-
Lagrange-Verzerrungstensor gema¨ß Gleichung (1.6). Die Tra¨gheitskra¨fte werden wie
eine eingepra¨gte Volumenkraft behandelt und mit dem Term ρ0uu¨ beru¨cksichtigt.
Die zugeho¨rige erste Variation lautet:
δΠHW (u,E,S) =
∫
B0
(
∂W (E)
∂E
− S
)
: δEdV + (1.68)
∫
B0
S : δE(u)− ρ0(b− u¨) · δudV −
∫
∂BN
δu · tdA+
∫
B0
δS : (E(u)−E) dV = 0 0 ≤ t ≤ T
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und liefert als Eulergleichungen die Gleichgewichtsbedingungen (1.21), die kinemati-
schen Beziehungen (1.6) und das Stoffgesetz (1.29).
Die Enhanced-Assumed-Strain-Formulierung (EAS)
Eine Modifikation von Elementen mit niedriger Ansatzordnung ist die Methode der er-
weiterten Verzerrungen, welche im englischen Sprachgebrauch als Enhanced-Assumed-
Strain-Formulierung (EAS) bezeichnet wird. Die Methode geht auf Arbeiten von Simo
et al. [108, 106] zuru¨ck.
Grundlage der EAS-Methode ist eine Reparametrisierung des Hu-Washizu-Funktionals
in der Form, dass das Residuum in der kinematischen Beziehung als zusa¨tzliche erwei-
terte Verzerrungen interpretiert und anstelle der Verzerrungen E in das Funktional
eingefu¨hrt wird:
E˜ = E −E(u) (1.69)
Daraus ergibt sich folgende Form des Hu-Washizu-Funktionals:
ΠHW (u, E˜,S) =
∫
B0
W (u, E˜)− S : E˜dV + (1.70)
∫
B0
u · (b− u¨)ρ0dV −
∫
∂BN
u · tdA → stat. 0 ≤ t ≤ T
mit der zugeho¨rigen ersten Variation
δΠHW (u, E˜,S) =
∫
B0
S(u, E˜) : δE(u)− ρ0(b− u¨) · δudV −
∫
∂BN
δu · tdA−(1.71)
∫
B0
δS : E˜dV +
∫
B0
(
S(u, E˜)− S
)
: δE˜dV = 0. 0 ≤ t ≤ T
Hieraus folgt als Eulergleichung neben dem Gleichgewicht und dem Stoffgesetz die
Bedingung
E˜ = 0. (1.72)
In der starken Form verschwinden somit die erweiterten Verzerrungen, was gleichbe-
deutend mit der exakten Erfu¨llung der kinematischen Beziehung (1.6) ist.
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Zur Reduktion der Anzahl der unabha¨ngigen Felder wird im Rahmen der EAS-Methode
die L2-Orthogonalita¨t der Spannungen S und der erweiterten Verzerrungen E˜ gefor-
dert, d.h.∫
B0
S : E˜dV = 0. (1.73)
Hieraus resultiert eine Ru¨ckfu¨hrung des Dreifeldfunktionals ΠHW (u, E˜,S) auf das mo-
difizierte Zweifeldfunktional ΠmodHW (u, E˜):
ΠmodHW (u, E˜) =
∫
B0
W (u, E˜)dV − (1.74)
∫
B0
u · (b− u¨)ρ0dV −
∫
∂BN
u · tdA → stat. 0 ≤ t ≤ T
Die erste Variation
δΠmodHW (u, E˜) =
∫
B0
S(u, E˜) : δE(u)− ρ0(b− u¨) · δudV −
∫
∂BN
δu · tdA+ (1.75)
∫
B0
S(u, E˜) : δE˜dV = 0 0 ≤ t ≤ T
liefert als Eulergleichungen des modifizierten Variationsprinzips die Gleichgewichtsbe-
dingung und S(u, E˜) = 0. Hieraus folgt direkt, dass die Einfu¨hrung der Orthogo-
nalita¨tsbedingung (1.73) nur im Fall einer ra¨umlichen Diskretisierung sinnvoll ist. Im
kontinuierlichen Fall ist E˜ = 0 zu fordern. Damit ist (1.73) automatisch erfu¨llt und die
erste Variation des modifizierten Funktionals (1.70) geht in die bereits in Abschnitt 1.2
behandelte schwache Form des Gleichgewichts ohne Erweiterungen u¨ber.
Die diskretisierte Form der EAS-Methode lautet in der verku¨rzten Schreibweise:
a(uh, E˜h;wh) + ρ0(u¨h,wh)B0 = Fu(wh) ∀wh ∈W
h (1.76)
(S(uh),γh)B0 + (S(E˜h),γh)B0 = 0 ∀γh ∈ Γ
h
mit
a(uh, E˜h;wh) =
∫
B0
S(uh, E˜h) : F
T (uh) ·GradwdV. (1.77)
Γh ist hier der Raum aller zula¨ssigen erweiterten Verzerrungen, welche die diskrete
Orthogonalita¨tsbedingung (Konsistenzbedingung)
(Sh,γh)B0 = 0 ∀γh ∈ Γ
h (1.78)
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fu¨r elementweise konstante Spannungen Sh erfu¨llen [18].
Die zweite Zeile in Gleichung (1.76) wird in der Regel dazu verwendet, die er-
weiterten Verzerrungen auf Elementebene zu kondensieren, so dass durch die EAS-
Formulierung keine zusa¨tzlichen Freiheitsgrade im Gesamtsystem entstehen. Die EAS-
Methode erho¨ht somit lediglich die notwendigen Rechenoperationen auf Elementebene.
Bei isotroper Netzverfeinerung sind fu¨r den Grenzu¨bergang verschwindender Element-
gro¨ßen (h→ 0) die verschiebungskompatiblen Verzerrungen im Element konstant und
aus der zweiten Zeile von (1.76) folgt dann zusammen mit der Orthogonalita¨tsbedin-
gung (1.78), dass die erweiterten Verzerrungen – wie fu¨r die exakte Lo¨sung gefordert –
verschwinden.
Die EAS-Methode zur Vermeidung des Poisson-Dickenlockings bei linearem
Verschiebungsansatz
Im vorliegenden Fall wird die EAS-Methode ausschließlich verwendet, um den bei
Volumen-Schalenelementen auftretenden Defekt des Poisson-Dickenlockings zu behe-
ben. Volumen-Schalenelemente mit linearem Verschiebungsansatz in Dickenrichtung
weisen bei einer Querdehnzahl ν 6= 0 einen Versteifungseffekt auf, welcher sich aus der
Kopplung der Normaldehnungen in der Schalenebene und den transversalen Normal-
dehnungen u¨ber die Querdehnung ergibt. Da der fu¨r die Abbildung von Biegezusta¨nden
notwendige lineare Verlauf der Normaldehnungen in Dickenrichtung mit der linearen
Verschiebungsinterpolation nicht abbildbar ist, kommt es zu einer Versteifung bei der
reinen Verschiebungsformulierung, sofern wie hier nur ein Element in Schalendicken-
richtung verwendet wird. Da der kritische Parameter hierbei die Querdehnzahl ist,
stellt das Poisson-Dickenlocking einen materiellen Versteifungseffekt dar.
Zur Vermeidung des Poisson-Dickenlockings wird eine lineare Erweiterung der trans-
versalen Normalverzerrungen mit Hilfe der Methode der erweiterten Verzerrungen ein-
gefu¨hrt. In den Arbeiten von Hauptmann [49] und Harnau [45] wird diese Erweite-
rung im Rahmen der ra¨umlichen Diskretisierung mit Volumen-Schalenelementen unter
dem Gesichtspunkt der Verbesserung der Elementformulierung behandelt.
Wie bereits erwa¨hnt, wird im Rahmen dieser Arbeit jeweils nur ein Element in Scha-
lendickenrichtung verwendet, d.h. es erfolgt keine Netzverfeinerung in Dickenrichtung.
In diesem Fall ist die EAS-Erweiterung also auch fu¨r h→ 0 notwendig, wobei h hier die
charakteristische Elementgro¨ße in der Schalenebene ist. In Schalendickenrichtung liegt
weiterhin ein diskretisiertes Modell vor. Fu¨r die hier behandelten Fragestellungen er-
scheint deshalb die Interpretation der Erweiterung von Eζζ mit Hilfe der EAS-Methode
als Wahl einer Schalenkinematik und damit eines mechanischen Modells sinnvoll. Die
Fehlerscha¨tzer, die in weiteren Kapiteln dieser Arbeit entwickelt werden, zielen dem-
nach nur auf den Fehler infolge der ra¨umlichen Diskretisierung in der Schalenebene ab.
Der Fehler, welcher sich aus der (semi-)diskreten Approximation in Schalendickenrich-
tung ergibt, kann somit nicht erfasst werden und ist, da er auch in der in Schalenebene
kontinuierlichen exakten Lo¨sung enthalten ist, als Modellfehler zu interpretieren. Diese
Herangehensweise findet sich unter anderem auch in den Arbeiten von Bischoff [16]
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und Koschnick [62]. Das sich ergebende Schalenmodell wird dort als 7-Parameter-
Modell bezeichnet, da zu den sechs verschiebungskompatiblen Verzerrungskoordinaten
Eij noch eine zusa¨tzliche transversale Verzerrungskomponente eingefu¨hrt wird:
E =
1
2
(gij −Gij)G
i ⊗Gj︸ ︷︷ ︸
E(u)
+ ζβ(ξ, η)G3 ⊗G3︸ ︷︷ ︸
E˜(β)
(1.79)
Dieser Ansatz fu¨r die erweiterten Verzerrungen erfu¨llt die Orthogonalita¨tsbedingung
(1.73) fu¨r konstante transversale Spannungen Sζζh .
Aus der Interpretation der EAS-Methode zur Vermeidung des Dickenlockings als Scha-
lenmodell folgt, dass sich hierfu¨r auch eine starke Form des Gleichgewichts entwickeln
lassen muss, die unabha¨ngig von einer Diskretisierung in der Schalenebene ist. Dies wird
im Folgenden in Anlehnung an Bischoff [16] kurz dargelegt. Dem Modell liegt die
Annahme linearer Verschiebungen in Schalendickenrichtung zugrunde. Aus der ersten
Zeile von Gleichung (1.75) folgt zusammen mit der Kinematik (1.79) die Gleichge-
wichtsbedingung
Div(F (u)S(u, E˜)) + ρ0b− ρ0u¨ = 0 auf B0, (1.80)
welche der allgemeinen Gleichgewichtsbedingung (1.21) in der Referenzkonfiguration
unter Beachtung der Kinematik (1.79) entspricht.
Interessanter ist die Interpretation der zweiten Zeile von (1.76). Fu¨r die Variation der
erweiterten Verzerrungen gilt unter Beru¨cksichtigung von (1.79):
δE˜ = ζ · δβ(ξ, η)G3 ⊗G3 (1.81)
Hiermit la¨sst sich die zweite Zeile von (1.76) umwandeln in
∫
A
h(ξ, η)
2
1∫
−1
(
Sζζ(u) + Sζζ(E˜)
)
· ζdζ · δβ(ξ, η)dA = 0, (1.82)
woraus die starke Form
mζζ(ξ, η) =
h(ξ, η)
2
1∫
−1
(
Sζζ(u) + Sζζ(E˜)
)
· ζdζ = 0 (1.83)
folgt. h(ξ, η) bezeichnet hier die Schalendicke in Abha¨ngigkeit von den Schalenmittel-
koordinaten ξ und η.
Bischoff [16] und Koschnick [62] bezeichnen die Gro¨ße mζζ(ξ, η) als Quermoment,
da die Berechnungsvorschrift (1.83) fu¨r mζζ(ξ, η) im Wesentlichen denen der bekannten
Biegemomente mξξ und mηη entspricht. Im Gegensatz zu mξξ und mηη repra¨sentiert
die Gro¨ße mζζ(ξ, η) jedoch keine physikalisch motivierte Schnittgro¨ße. Die Gleichungen
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(1.80) und (1.83) bilden somit die starke Form des Gleichgewichts des 7-Parameter-
Modells mit der erweiterten Kinematik (1.79). Gleichung (1.83) kann dabei als zusa¨tz-
liche Gleichgewichtsbedingung zur Bestimmung des Verzerrungsparameters β verstan-
den werden. Wichtig ist die Feststellung, dass diese starke Form unabha¨ngig von einer
ra¨umlichen Diskretisierung in der Schalenebene ist.
Das in der Schalenebene kontinuierliche Variationsproblem fu¨r das 7-Parameter-Modell
la¨sst sich somit kompakt darstellen als:
a(u, β;w) + ρ0(u¨,w)B0 = Fu(w) ∀w ∈W (1.84)
b(u, γ) + c(β, γ) = 0 ∀γ ∈ Γ 0 ≤ t ≤ T
Mit
a(u, β;w) =
∫
B0
(E(u) + E˜(β)) : C : (F T (u)Gradw)symdV
b(u; γ) =
∫
B0
E(u) : C : E˜(γ)dV =
∫
B0
E(u) : C : (ζ · γ(ξ, η)G3 ⊗G3)dV (1.85)
c(β, γ) =
∫
B0
E˜(β) : C : E˜(γ)dV =
∫
B0
ζ2β(ξ, η) · C3333 · γ(ξ, η)dV.
In Gleichung (1.84) ist W der Raum, der in Dickenrichtung linearen Testfunktionen
und Γ der Raum aller in Schalenebene kontinuierlichen erweiterten Verzerrungen. Auch
hier wird nun wieder die konstante Rayleigh-Da¨mpfung eingefu¨hrt. Hierfu¨r sind die
Linearisierungen von a(·; ·, ·) und b(·, ·) im unverformten Ausgangszustand notwendig.
Hierfu¨r wird a(·; ·, ·) zuna¨chst zerlegt in:
a(u, β;w) = a(u;w) + bT (u;w, β) (1.86)
Hierin ist a(u;w) die bereits in Gleichung (1.45) eingefu¨hrte Semilinearform ohne er-
weiterte Verzerrungen und bT (u;w, β) ist die Richtungsableitung von b(·; ·) in Richtung
der Testfunktion w:
bT (0;w, β) = Db(0; β) ·w (1.87)
Fu¨r die Linearisierung der modifizierten Form a(·; ·, ·) im Ursprung ergibt sich damit:
aT (0, 0;u,w) = aT (0;u,w) + bT (0;w, β) (1.88)
Hieraus folgt nun das gemischte Variationsproblem mit Rayleigh-Da¨mpfung:
ρ0(u¨,w) + cmρ0(u˙,w)B0 + ck(aT (0; u˙,w) + bT (0;w, β˙))
+ a(u, β;w) = Fu(w) ∀w ∈W
b(u, γ) + c(β, γ) = 0 ∀γ ∈ Γ 0 ≤ t ≤ T
(1.89)
24
1.3. RA¨UMLICHE DISKRETISIERUNG MIT FINITEN ELEMENTEN
Das von Hauptmann [49] vorgestellte bilineare Volumen-Schalenelement mit linearer
Erweiterung der transversalen Normaldehnungen mit Hilfe der EAS-Methode ergibt
sich nun direkt aus der Diskretisierung der 7-Parameter-Formulierung in der Schale-
nebene. Neben der trilinearen Verschiebungsinterpolation (1.65) wird noch folgende
bilineare Interpolation der erweiterten Verzerrungen im Element eingefu¨hrt:
βh(ξ, η) = [1 ξ η ξη] ·


α1
α2
α3
α4

 (1.90)
Da die erweiterten Verzerrungen nicht direkt mit einer prima¨ren Verschiebungsgro¨ße
gekoppelt sind, wird fu¨r den Verlauf der erweiterten Verzerrungen keine Kontinuita¨t
u¨ber die Elementgrenzen hinweg gefordert.
Das diskrete Variationsproblem lautet in kompakter Schreibweise:
ρ0(u¨h,wh)B0 + cmρ0(u˙h,wh)B0 + ck(aT (0; u˙h,wh) + bT (0;wh, β˙h))
+ a(uh, βh;wh) = Fu(wh) ∀wh ∈W
h
b(uh, γh) + c(βh, γh) = 0 ∀γh ∈ Γ
h 0 ≤ t ≤ T
(1.91)
Die Methode der angenommenen Verzerrungen (ANS)
Die Methode der angenommenen Verzerrungen (ANS) wurde von Dvorkin & Bathe
[31] zur Vermeidung der Querschubversteifung bei Schalenelementen mit bilinearen
Ansatzfunktionen entwickelt. Im Gegensatz zur Methode der erweiterten Verzerrungen
stellt die ANS-Methode eine Reduktion des Verzerrungsfeldes dar und kann ausschließ-
lich zur Vermeidung geometrischer Versteifungspha¨nomene herangezogen werden.
Bei der ANS-Methode erfolgt die Auswertung der verschiebungskompatiblen Verzer-
rungen nur an einzelnen Stu¨tzstellen im Element. Der Verzerrungsverlauf im Element
wird dann u¨ber diese Stu¨tzstellen interpoliert. Hieraus ergibt sich im Element eine
Modifikation des Verschiebungs-Verzerrungszusammenhangs.
Als variationelle Grundlage dient wiederum das Hu-Washizu-Funktional. Die Verzer-
rungen werden nicht erweitert, sondern in einen erwu¨nschten und einen versteifenden
Anteil aufgespalten:
E(u) = EANS +ES (1.92)
Mit dieser Aufspaltung ergibt sich fu¨r das Hu-Washizu-Funktional:
ΠHW (u,E
ANS,S) =
∫
B0
W (EANS) + S : (E(u)−EANS)︸ ︷︷ ︸
E
S
dV − (1.93)
∫
B0
u · (b− u¨)ρ0dV −
∫
∂BN
u · tdA → stat. 0 ≤ t ≤ T
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Um die Spannungen und die versteifenden Verzerrungsanteile aus der Formulierung zu
eliminieren, wird die Orthogonalita¨t zwischen den Spannungen und der Differenz aus
angenommenen und verschiebungskompatiblen Verzerrungen gefordert:∫
B0
S : (E(u)−EANS)dV = 0 (1.94)
Folglich ist die variationelle Konsistenz der ANS-Methode nur dann gegeben, wenn die
Spannungen auch tatsa¨chlich die Orthogonalita¨tsbedingung (1.94) erfu¨llen. Die Bestim-
mung zula¨ssiger orthogonaler Spannungsfelder ist in Simo & Hughes [107] beschrie-
ben. Bei den meisten Elementformulierungen wird der Aufwand fu¨r die Orthogonali-
sierung jedoch vermieden, und die Spannungen werden direkt aus den angenommenen
Verzerrungen bestimmt, siehe z.B. [51, 62]:
S = C : EANS (1.95)
Die ANS-Methode zur Vermeidung der Querschubversteifung
Bei den hier verwendeten Volumen-Schalenelementen wird die Methode der angenom-
menen Verzerrungen zur Vermeidung der Querschubversteifung verwendet. Die Quer-
schubversteifung tritt auf, weil bei Schalenelementen mit niedriger Ansatzordnung reine
Biegezusta¨nde nicht ohne die Aktivierung von Querschubverzerrungen abbildbar sind.
Da die Querschubsteifigkeit insbesondere bei du¨nnen Schalen gegenu¨ber der Biegestei-
figkeit dominiert, ist der kritische Parameter fu¨r diese Art der Versteifung die Scha-
lendicke. Bei der Querschubversteifung handelt es sich folglich um einen geometrischen
Versteifungseffekt.
Zur Vermeidung der Querschubversteifung mit der Methode der angenommenen Verzer-
rungen werden die Querschubverzerrungen Eηζ zwischen den Stu¨tzstellen (ξ = −1, η =
0) und (ξ = 1, η = 0) in ξ-Richtung linear interpoliert. Dabei wird Eηζ in η-Richtung
als konstant angenommen. Analog erfolgt die Auswertung der kompatiblen Querschub-
verzerrungen Eξζ an den Stellen (ξ = 0, η = −1) und (ξ = 0, η = 1) und es erfolgt die
lineare Interpolation in η-Richtung unter der Annahme konstanter Querschubverzer-
rungen Eηζ in ξ-Richtung. Fu¨r die bilineare Volumenschale ergibt sich somit folgender
Verlauf der angenommenen Querschubverzerrungen im Element:
EANSηζ (ξ) =
1
2
(1− ξ)Eηζ(ξ = −1, η = 0) +
1
2
(1 + ξ)Eηζ(ξ = 1, η = 0) (1.96)
EANSξζ (η) =
1
2
(1− η)Eηζ(ξ = 0, η = −1) +
1
2
(1 + η)Eηζ(ξ = 0, η = 1) (1.97)
Die ANS-Methode stellt damit einen auf Elementebene modifizierten Verschiebungs-
Verzerrungszusammenhang dar. Folglich ist die Kinematik von der ra¨umlichen Ver-
netzung in der Schalenebene abha¨ngig, d.h. anstelle des diskreten Variationsproblems
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Bild 1.4: Aufspaltung der Normalverzerrung Eζζ in einen geometrischen Anteil E
G
ζζ und
eine materiellen Anteil EMζζ , siehe auch Hauptmann [49]
(1.52) mit der Kinematik (1.6) wird folgendes von der Netzweite h abha¨ngiges Varia-
tionsproblem gelo¨st:
ρ0(u¨h,wh)B0 + cmρ0(u˙h,wh)B0 + ckah,T (0; u˙h,wh) + ah(uh,wh) = Fu(wh) (1.98)
∀wh ∈ W
h 0 ≤ t ≤ T
Diese Netzabha¨ngigkeit der Kinematik muss bei der Scha¨tzung des ra¨umlichen Diskre-
tisierungsfehlers beru¨cksichtigt werden.
Modifikation des Stoffgesetzes zur Vermeidung des Dickenlockings
Eine alternative Mo¨glichkeit zur Vermeidung des Poisson-Dickenlockings, welche nicht
auf dem Hu-Washizu-Funktional basiert, besteht in der Reduktion des Materialgeset-
zes in der Form, dass die transversalen Normalspannungen, die aus dem Querdeh-
nungseffekt entstehen, verschwinden. Hauptmann [49] spaltet hierfu¨r die transversale
Normalverzerrung und -spannung in sogenannte geometrische Anteile und materielle
Anteile auf, siehe Bild 1.4:
Eζζ = E
G
ζζ + E
M
ζζ , S
ζζ = SζζG + S
ζζ
M , (1.99)
Der geometrische Anteil entspricht dabei der konstanten Verzerrung, welche sich aus der
linearen Verschiebungsinterpolation ergibt, wohingegen der materielle Teil den Anteil
infolge der Querdehnung darstellt.
Die materielle Normalverzerrung wird nun u¨ber die Modifikation des Stoffgesetzes so
gewa¨hlt, dass der Einfluss der Membran- und Biegeverzerrungen ausgeglichen wird und
die materielle Normalspannung SζζM verschwindet.
Die Kondensation des Materialgesetzes schra¨nkt jedoch die Anwendbarkeit der hier
vorgestellten Schalenformulierung fu¨r beliebige Materialformulierungen ein. Fu¨r das
hier verwendete St.-Venant-Kirchhoff Material ergibt diese Formulierung nur die Ein-
schra¨nkung, dass die transversalen Normalspannungen nur na¨herungsweise bestimmt
werden ko¨nnen.
1.3.3 Nomenklatur der verwendeten Elemente
Fu¨r die numerischen Beispiele im Rahmen dieser Arbeit werden zwei Elementformu-
lierungen verwendet. Da in beiden Formulierungen die Querschubversteifung mit Hil-
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fe der Methode der angenommenen Verzerrungen gema¨ß den Gleichungen (1.96) und
(1.97) verhindert wird, unterscheiden sie sich nur durch die Modifikation zur Behe-
bung des Poisson-Dickenlockings. Das Element ANS3DEAS beinhaltet den Ansatz der
erweiterten Verzerrungen und entspricht damit der bilinearen Diskretisierung der 7-
Parameter-Formulierung gema¨ß Gleichung (1.90). Das Element ANS6z beruht auf der
Modifikation des Materialgesetzes gema¨ß Abschnitt 1.3.2
Die Nomenklatur der Elemente ist in Anlehnung an die Bezeichnungen in Hauptmann
[49] gewa¨hlt und in Tabelle 1.1 zusammengefasst.
Name Modifikation Modifikation
in Dickenrichtung der Querschubverzerrungen
ANS3DEAS EAS gem. (1.90) ANS gem. (1.96) und (1.97)
ANS6z mod. Stoffgesetz gem. Abschn. 1.3.2 ANS gem. (1.96) und (1.97)
Tabelle 1.1: Nomenklatur der verwendeten bilinearen Volumen-Schalenelemente
1.4 Zeitliche Diskretisierung
Die ra¨umliche Diskretisierung der 1. Cauchy-Bewegungsgleichung mit den im vorange-
gangen Abschnitt dargestellten Methoden fu¨hrt allgemein auf ein System gekoppelter
Differentialgleichungen der Form:
Md¨+Cd˙+R(d) = F (t) 0 ≤ t ≤ T (1.100)
Fu¨r die numerische Integration von nichtlinearen gewo¨hnlichen Differentialgleichungen
bzw. Systemen gewo¨hnlicher Differentialgleichungen sind im Fachschrifttum viele Ver-
fahren angegeben, siehe z. B. Wood [115] oder Zienkiewicz & Taylor [120]. Die
nachfolgenden Ausfu¨hrungen beschra¨nken sich auf
a) das Newmarkverfahren [75] als klassisches Finite-Differenzen-Verfahren in der
Zeit und
b) ein dem Newmarkverfahren a¨quivalentes kontinuierliches Petrov-
Galerkinverfahren.
Bei allen numerischen Zeitintegrationsverfahren wird der zeitlich kontinuierliche Verlauf
der in (1.100) enthaltenen Zustandsgro¨ßen in zeitlicher Richtung in die Zeitpunkte
t0 := 0 < t1 < t2 < ... < tn := T
diskretisiert. Die Differenz aus zwei aufeinanderfolgenden Zeitpunkten wird als Zeit-
schrittweite ∆tn bezeichnet.
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1.4.1 Das Newmarkverfahren
Beim Newmarkverfahren wird die Erfu¨llung der semidiskreten Bewegungsgleichung
zum Zeitpunkt tn+1 gefordert
Md¨n+1 +Cd˙n+1 +R(dn+1) = F n+1. (1.101)
Fu¨r den Knotenverschiebungsvektor und den Knotengeschwindigkeitsvektor zum Zeit-
punkt tn+1 = tn +∆t wird folgender Ansatz gemacht:
dn+1 = dn +∆td˙n +∆t
2
[
(
1
2
− β)d¨n + βd¨n+1
]
d˙n+1 = d˙n +∆t
[
(1− γ)d¨n + γd¨n+1
] (1.102)
Die Parameter β und γ steuern die Genauigkeitsordnung und die numerische Stabilita¨t
des Verfahrens. Bei der Anwendung auf lineare Probleme ist das Newmarkverfahren fu¨r
γ = 0, 5 und β ≥ 0, 25 unbedingt stabil und von quadratischer Genauigkeitsordnung.
Fu¨r lineare Anwendungen wird deshalb ha¨ufig die Parameterkombination γ = 2β = 0, 5
verwendet.
Die Newmarkansa¨tze (1.102) lassen sich nun so umformen, dass die Geschwindigkei-
ten d˙n+1 und die Beschleunigungen d¨n+1 zum Ende des Zeitschrittes in Abha¨ngigkeit
von den Gro¨ßen zu Beginn des Zeitschrittes und den Verschiebungen dn+1 dargestellt
werden ko¨nnen:
d¨n+1 = α1(dn+1 − dn)− α2d˙n − α3d¨n = α1∆dn+1 − α2d˙n − α3d¨n
d˙n+1 = α4(dn+1 − dn) + α5d˙n + α6d¨n = α4∆dn+1 + α5d˙n + α6d¨n
(1.103)
mit den vom Zeitschritt abha¨ngigen Konstanten
α1 =
1
β(∆tn)2
α2 =
1
β∆tn
α3 =
1−2β
2β
α4 =
γ
β∆tn
α5 = (1−
γ
β
) α6 = (1−
γ
2β
)∆tn,
(1.104)
und der A¨nderung des Knotenverschiebungsvektors
∆dn+1 = dn+1 − dn (1.105)
im Zeitschritt n.
Einsetzen dieser Beziehungen in die Bewegungsgleichung (1.100) liefert ein nichtlinea-
res algebraisches Gleichungssystem fu¨r die unbekannten Verschiebungen am Ende des
Zeitschrittes
G(dn+1) = M
[
α1(∆dn+1 − α2d˙n − α3d¨n)
]
+C
[
α4∆dn+1 + α5d˙n + α6d¨n
]
+R(dn+1)− F n+1 = 0,
(1.106)
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welches mit einem iterativen Lo¨sungsverfahren, wie z. B. dem Newton-Raphson-
Verfahren, gelo¨st wird. Hierfu¨r wird (1.106) in eine Taylorreihe entwickelt:
G(din+1 +∆d
i+1
n+1) = G(d
i
n+1) +DG(d
i
n+1) ·∆d
i+1
n+1 + r(d
i
n+1) (1.107)
Die Vernachla¨ssigung des Restgliedes r(din+1) der Taylorreihe (1.107) fu¨hrt zusammen
mit der diskreten Gleichgewichtsbedingung (1.106) auf den Iterationsalgorithmus
K ieff ·∆d
i+1
n+1 = −G(d
i
n+1)
di+1n+1 = d
i
n+1 +∆d
i+1
n+1,
(1.108)
mit der Tangentenmatrix
Kieff = α1M + α4C +
∂R
∂dn+1
∣∣∣∣
d
i
n+1
. (1.109)
Als Anfangswert fu¨r den Verschiebungsvektor wird der konvergierte Wert aus dem
letzten Zeitschritt gewa¨hlt, d.h. d0n+1 = dn. Der Iterationsalgorithmus (1.108) wird in
jedem Zeitschritt so lange wiederholt, bis das Konvergenzkriterium
|Kieff ·∆d
i+1
n+1| ≤ ǫ|K
0
eff ·∆d
1
n+1| (1.110)
erfu¨llt ist.
Fu¨r lineare Problemstellungen ist (1.106) linear in dn+1 und kann somit ohne Iteration
direkt gelo¨st werden.
1.4.2 Das Newmarkverfahren fu¨r lineare Probleme als Petrov-
Galerkin-Verfahren
Das Newmarkverfahren stellt in der im vorangegangen Abschnitt dargestellten Formu-
lierung ein typisches Finite-Differenzen-Verfahren dar. Fu¨r einige Finite-Differenzen-
Verfahren zur Zeitintegration ko¨nnen im Falle linearer Differentialgleichungssysteme
a¨quivalente Galerkinverfahren in der Zeit angegeben werden [115]. Der Vorteil der Ga-
lerkinverfahren in der Zeit fu¨r die Fehlerkontrolle liegt darin begru¨ndet, dass die Metho-
den, welche zur Fehlerscha¨tzung im Rahmen der ra¨umlichen Finite-Elemente-Methode
verwendet werden, auch auf die Fehlerscha¨tzung der zeitlichen Diskretisierung u¨bert-
ragen werden ko¨nnen.
Hier wird ein in den Verschiebungen und Geschwindigkeiten kontinuierliches Galerkin-
verfahren in der Zeit dargestellt, welches dem Newmarkverfahren mit der Parameter-
kombination γ = 2β = 0, 5 a¨quivalent ist.
Die A¨quivalenz der beiden Formulierungen la¨sst sich am einfachsten u¨ber die Gleichheit
der Amplifikationsmatrizen sowie der Lastvektoren der entsprechenden Verfahren dar-
stellen. Hierfu¨r wird zuna¨chst das klassische Newmarkverfahren als Einschrittverfahren
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in der Zustandsform
Y n+1 = AFDY n + F FD mit Y n =
[
dn
d˙n
]
(1.111)
dargestellt.
Hierin ist AFD die Amplifikationsmatrix, die im lastfreien Fall F FD = 0 den Zustands-
vektor Y n auf den Zustandsvektor Y n+1 abbildet. Der Index FD deutet an, dass es
sich hier um die Darstellung des Newmarkverfahrens als Finite-Differenzen-Verfahren
handelt.
Zuna¨chst wird ein quadratischer Verschiebungsansatz im Zeitintervall In := [tn, tn+1]
eingefu¨hrt:
d(τ) = dn + τ d˙n +
τ 2
2
d¨m
d˙(τ) = d˙n + τ d¨m,
(1.112)
mit τ = t− tn und der konstanten Beschleunigung
d¨m =
1
∆tn
(d˙n+1 − d˙n). (1.113)
Nun wird das Petrov–Galerkinverfahren zur Formulierung der schwachen Form im Zei-
tintervall genutzt:
tn+1∫
tn
wt ·
(
Md¨m +Cd˙+Kd− F (τ)
)
dt = 0, (1.114)
mit der noch nicht spezifizierten Wichtungsfunktion wt. Der Index FE deutet hier
an, dass es sich hier um eine Finite-Elemente-Formulierung in der Zeit handelt. Das
aus Gleichung (1.114) abgeleitete Zeitintegrationsverfahren la¨sst sich ebenfalls in eine
Form gema¨ß Gleichung (1.111) bringen:
Y n+1 = AFEY n + F FE (1.115)
Die Wichtungsfunktion wt la¨sst sich nun aus der Forderung, dass die Amplifikations-
matrizen der beiden Verfahren gleich sind, bestimmen:
wt = w(x)
(
1
5
−
τ
∆tn
+
τ 2
∆t2
)
, (1.116)
siehe auch Neumann [73]. Fu¨r eine lineare Interpolation der a¨ußeren Last im Zeitin-
tervall sind auch die Lastterme in den Gleichungen (1.111) und (1.115) identisch. Das
Newmarkverfahren mit den Parametern γ = 2β = 1
2
entspricht also fu¨r lineare Diffe-
rentialgleichungssysteme einem kontinuierlichem Petrov–Galerkinverfahren in der Zeit.
31
KAPITEL 1. KONTINUUMSMECHANIK UND DISKRETISIERUNGSMETHODEN
Es ist anzumerken, dass hier nur die Gleichheit der Amplifikationsmatrizen fu¨r die Ver-
schiebungen und die Geschwindigkeiten betrachtet wurde. Die Beschleunigungen tau-
chen in den Darstellungen der Verfahren in den Gleichungen (1.111) und (1.115) nicht
auf. Tatsa¨chlich unterscheiden sich die beiden Verfahren allerdings in der Approxima-
tion der Beschleunigungen. Wa¨hrend bei der Finite-Differenzenformulierung diskrete
Beschleunigungswerte an den Intervallgrenzen betrachtet werden, wird in der Galerk-
informulierung von einer konstanten Beschleunigung im Zeitintervall ausgegangen. Die
Beschleunigungen weisen also an den Intervallgrenzen Spru¨nge auf. Dieser Unterschied
ist bei der Auswertung des Residuums fu¨r die Fehlerscha¨tzung im Abschnitt 5.3 zu
beru¨cksichtigen, wenn der dort vorgestellte, auf der Galerkinformulierung basierende
Fehlerscha¨tzer auf das Standardnewmarkverfahren angewendet werden soll.
1.5 Der Diskretisierungsfehler
Jede der in diesem Abschnitt beschriebenen Diskretisierungsstufen fu¨hrt zu einem Feh-
ler bei der numerischen Lo¨sung des kontinuierlichen Problems.
Bezeichnet man mit uh(x, t) die exakte Lo¨sung der semidiskreten Bewegungsgleichung
und mit uh,k(x, t) die mit dem Zeitintegrationsverfahren ermittelte numerische Lo¨sung,
so la¨sst sich der gesamte Diskretisierungsfehler
e(x, t) = u(x, t)− uh,k(x, t) (1.117)
aufgrund des zweistufigen Diskretisierungsprozesses formal in die Fehleranteile es(x, t)
infolge der ra¨umlichen Diskretisierung und et(x, t) infolge der zeitlichen Diskretisierung
aufspalten:
e(x, t) = u(x, t)− uh,k(x, t)
= (u(x, t)− uh(x, t))︸ ︷︷ ︸ + (uh(x, t)− uh,k(x, t))︸ ︷︷ ︸
= es(x, t) + et(x, t)
(1.118)
Fu¨r lineare Probleme gilt nach Oden & Reddy [77] fu¨r jede beliebige Norm
||e|| = ||eS + et|| ≤ ||eS||+ ||et||, (1.119)
d.h. fu¨r die Abscha¨tzung des gesamten Diskretisierungsfehlers in einer Norm kann eine
getrennte Betrachtung des ra¨umlichen und des zeitlichen Diskretisierungsfehlers vor-
genommen werden.
Die in den klassischen Ansa¨tzen zur Fehlerscha¨tzung am ha¨ufigsten verwendete Norm
ist die Gesamtenergienorm, siehe z. B. Zeng [119, 118], Riccius [98] oder Yue &
Robbins [117]:
||e||E =

∫
B0
ρ0e˙ · e˙+E(e) : C : E(e)dV


1
2
(1.120)
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Die Gesamtenergienorm la¨sst sich in einen Anteil der kinetischen Energie und einen
Anteil der Verzerrungsenergie aufspalten:
||e||2E = ρ
2
0||e˙||
2
L2 + ||e||
2
a (1.121)
mit der L2-Norm des Fehlers der Geschwindigkeiten
||e˙||L2 =

∫
B0
e˙ · e˙dV )


1
2
= (e˙, e˙)
1
2
B0
(1.122)
und der Verzerrungsenergienorm des Fehlers in den Verschiebungen
||e||a =

∫
B0
E(e) : C : E(e)dV


1
2
= a(e, e)
1
2 . (1.123)
In den Arbeiten von Riccius [98] und Zeng [118, 119] finden sich Fehlerscha¨tzer und
darauf basierende adaptive Methoden, welche auf der hier angegebenen Darstellung des
gesamten Diskretisierungsfehlers in der Gesamtenergienorm beruhen. Dabei werden der
ra¨umliche Diskretisierungsfehler und der Zeitintegrationsfehler getrennt voneinander
betrachtet und mit adaptiven Methoden kontrolliert.
Im Rahmen dieser Arbeit wird die Fehlerscha¨tzung ebenfalls getrennt fu¨r die ra¨umli-
che und fu¨r die zeitliche Diskretisierung durchgefu¨hrt. Im Gegensatz zu den klassischen
Ansa¨tzen der Fehlerscha¨tzung in geeigneten Normen der gesamten Lo¨sung soll hier je-
doch die Fehlerscha¨tzung in beliebigen Zielfunktionalen der Lo¨sung, wie z.B. lokalen
Verschiebungen, erfolgen. Im nachfolgenden Kapitel werden aus diesem Grund zuna¨chst
geeignete Fehlerdarstellungen des ra¨umlichen Diskretisierungsfehlers in einem beliebi-
gen Zielfunktional der Lo¨sung diskutiert, welche dann in den weiteren Kapiteln dieser
Arbeit als Basis fu¨r die Fehlerscha¨tzung dienen.
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Kapitel 2
Der ra¨umliche
Diskretisierungsfehler
Gegenstand der nachfolgenden Betrachtungen ist der ra¨umliche Diskretisierungsfehler eS =
u − uh, der sich aus der ra¨umlichen Semidiskretisierung des 1. Cauchy-Bewegungsgesetzes
mit finiten Elementen ergibt. Ziel ist hier die Darstellung des ra¨umlichen Diskretisierungs-
fehlers in einer beliebigen Zielgro¨ße. Dies bedingt die Einfu¨hrung eines Hilfsproblems, welches
als duales bzw. adjungiertes Problem bezeichnet wird. Mit Hilfe des dualen Problems lassen
sich Identita¨ten fu¨r den Fehler in Zielfunktionalen angeben, welche dann in nachfolgenden
Kapiteln als Basis fu¨r die Fehlerscha¨tzung und die Anpassung des Raumnetzes dienen sol-
len. Es erfolgt dabei eine mo¨glichst allgemeingu¨ltige Darstellung des generellen Konzeptes der
zielorientierten Fehlerdarstellungen fu¨r geometrisch nichtlineare Probleme.
Zum Abschluß des Kapitels wird fu¨r geometrisch lineare Problemstellungen der Zusammen-
hang zwischen der Fehlerdarstellung in einem Zielfunktional und dem bekannten elastodyna-
mischen Reziprozita¨tstheorem nach Graffi dargestellt.
2.1 Allgemeines
Das grundlegende Konzept der Fehlerscha¨tzung in beliebigen Zielfunktionalen geht auf
die Arbeiten von Johnson et al. [32, 44, 59] und Rannacher et al. [13, 14,
94, 95, 8] zuru¨ck. Rannacher et al. bezeichnen das generelle Konzept als ’Dual-
Weighted-Residual’-Konzept, was zum Ausdruck bringt, dass die Fehlerscha¨tzung auf
der Wichtung des Residuums mit der dualen Lo¨sung basiert.
Fu¨r statische Problemstellungen entspricht die Fehlerscha¨tzung fu¨r beliebige Zielgro¨ßen
der Auswertung des Satzes von Betti (Reziprozita¨tstheorem) und das duale Problem
stellt die aus der Statik bekannte Einflussfunktion fu¨r die betrachtete Zielgro¨ße dar.
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Dieser Zusammenhang wurde erstmals von Cirak & Ramm in [21] fu¨r die Elastostatik
dargestellt und in [20, 22] auf Probleme der Elastoplastizita¨t erweitert. Weitere Beitra¨ge
zur Fehlerscha¨tzung von Punktgro¨ßen finden sich u.a. in den Arbeiten von Oden et
al. [78, 89, 90]. Auf dem Dualita¨tsprinzip basierende Fehlerscha¨tzer fu¨r die nichtlineare
Elastizita¨t finden sich u.a. in den Beitra¨gen von Larsson et al. [67] und Ru¨ter et
al. [102, 104]. Ru¨ter interpretiert die zielorientierte Fehlerscha¨tzung im nichtlinearen
statischen Fall als Erweiterung bzw. nichtlineare Verallgemeinerung des Satzes von
Betti.
Bangerth et al. [5, 6, 7] verwenden das Dualita¨tsprinzip zur Fehlerscha¨tzung bei
der Diskretisierung der Wellengleichung. Darauf Bezug nehmend leitet Maute [70]
einen Fehlerscha¨tzer zur Scha¨tzung des gesamten Diskretisierungsfehlers in der linearen
Strukturdynamik her. Dabei wird eine Fehlerdarstellung fu¨r den gesamten Diskretisie-
rungsfehler infolge der ra¨umlichen Diskretisierung mit finiten Elementen und zeitlicher
Diskretisierung mit diskontinuierlichen Galerkinverfahren verwendet. Um hieraus geeig-
nete Grundlagen fu¨r die Adaption des Raumnetzes und der Zeitschrittweite zu erhalten,
wird die Fehlerdarstellung anschließend in von der Raumdiskretisierung abha¨ngige und
zeitschrittabha¨ngige Anteile aufgespalten.
In allen hier erwa¨hnten Beitra¨gen wird jeweils zuna¨chst eine geeignete Darstellung des
zu untersuchenden Diskretisierungsfehlers eingefu¨hrt, die anschließend mit geeigneten
Verfahren numerisch ausgewertet wird. Dieses Vorgehen wird auch in der vorliegenden
Arbeit verfolgt. Im Nachfolgenden wird in Anlehnung an das Vorgehen von Neumann
[73] und Fuentes et al. [35] bei der Herleitung der Fehlerdarstellung davon ausge-
gangen, dass nur eine ra¨umliche Diskretisierung der Bewegungsgleichung durchgefu¨hrt
wird. Die sich ergebenen Fehlergleichungen setzen dann voraus, dass die auftretenden
Zeitintegrale exakt berechnet werden. Es erfolgt somit eine formale Entkopplung des
ra¨umlichen und des zeitlichen Diskretisierungsfehlers. Dieses Vorgehen hat den Vor-
teil, dass die Darstellung des ra¨umlichen Diskretisierungsfehlers zuna¨chst vollsta¨ndig
unabha¨ngig von der gewa¨hlten zeitlichen Diskretisierung ist. Es besteht damit z.B.
auch die Mo¨glichkeit, den ra¨umlichen Diskretisierungsfehler im Frequenzbereich bzw.
in modalen Koordinaten zu scha¨tzen.
Der Einfluss des gewa¨hlten Zeitintegrationsalgorithmus und damit auch des Zeitintegra-
tionsfehlers muss beim hier gewa¨hlten Vorgehen erst bei der numerischen Auswertung
der Fehlerdarstellung beru¨cksichtigt werden, d.h. die Zeitintegration hat durchaus einen
Einfluss auf die Gu¨te der Fehlerscha¨tzung, jedoch keinen Einfluss auf den ra¨umlichen
Diskretisierungsfehler, was sich auch direkt aus der Zerlegung des gesamten Diskretisie-
rungsfehlers in Gleichung (1.118) ergibt. Eine Vera¨nderung der ra¨umlichen Diskretisie-
rung kann jedoch Einfluss auf die zu wa¨hlende Zeitschrittweite haben, so dass bei der
Netzadaption zu einem Zeitpunkt auf Grundlage der Scha¨tzung des ra¨umlichen Dis-
kretisierungsfehlers eine Anpassung der Zeitschrittweite im Zeitintegrationsverfahren
notwendig werden kann. Dies spielt insbesondere bei der Verwendung eines expliziten
Zeitintegrationsverfahrens eine Rolle, wenn sich infolge einer Netzverfeinerung der kri-
tische Zeitschritt vera¨ndert. Des Weiteren darf das Zeitintegrationsverfahren nicht die
wesentlichen Eigenschaften der (raum-)diskreten Lo¨sung verfa¨lschen. Im vorliegenden
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Fall wird dies durch die Verwendung eines stabilen Zeitintegrationsalgorithmus mit
einer sinnvollen Zeitschrittweite gewa¨hrleistet.
Da hier auch der geometrisch nichtlineare Fall betrachtet werden soll, sind geeigne-
te Linearisierungen der nichtlinearen Terme in den Fehlergleichungen vorzunehmen.
Hier wird zuna¨chst in Anlehnung an Runesson et al. [53, 67] und Rannacher &
Becker [13] eine exakte Linearisierung mit Hilfe des Hauptsatzes der Integralrechnung
eingefu¨hrt. Hieraus folgt eine lineare Variationsformulierung der Differentialgleichung
des ra¨umlichen Diskretisierungsfehlers, fu¨r die auf formale Weise ein duales bzw. adjun-
giertes Problem eingefu¨hrt werden kann, welches fu¨r die exakte Darstellung des ra¨um-
lichen Diskretisierungsfehlers in einer beliebigen Zielgro¨ße beno¨tigt wird. Da das duale
Problem bei dieser Vorgehensweise von der unbekannten exakten Lo¨sung abha¨ngt, er-
folgt hier die Linearisierung mit Hilfe der Tangente an die bekannte numerische Lo¨sung.
Das duale Problem filtert die gesuchte Fehlergro¨ße aus der Variationsformulierung der
Differentialgleichung des Diskretisierungsfehlers und kann somit als Einflussfunktion
in Raum und Zeit interpretiert werden. Entsprechend la¨sst sich die zielorientierte Feh-
lerscha¨tzung im Fall der linearen Elastodynamik auf bekannte Reziprozita¨tstheoreme
z.B. nach Graffi [39] zuru¨ckfu¨hren. Auf diesen Zusammenhang wird am Ende des
Kapitels genauer eingegangen.
2.2 Differentialgleichung des ra¨umlichen Diskreti-
sierungsfehlers
Im Folgenden werden zuna¨chst die schwachen Formen der Differentialgleichung des
ra¨umlichen Diskretisierungsfehlers eS ∈W , mit
eS = u− uh,
fu¨r rein verschiebungsformulierte Elemente sowie die 7-Parameter-Schalenformulierung
angegeben. Die Ausfu¨hrungen beschra¨nken sich dabei auf Formulierungen ohne ange-
nommene Verzerrungen. Die notwendigen Modifikationen fu¨r Elementformulierungen
mit angenommenen Verzerrungsverla¨ufen erfolgen dann in den nachfolgenden Kapiteln
bei der Herleitung der entsprechenden Fehlerscha¨tzer.
Differentialgleichung fu¨r die reine Verschiebungsformulierung
Ausgangspunkt fu¨r die Herleitung der Differentialgleichung des ra¨umlichen Diskreti-
sierungsfehlers der reinen Verschiebungsformulierung ist die kontinuierliche ra¨umliche
Variationsformulierung der Bewegungsgleichung (1.49)
ρ0(u¨,w)B0 + cmρ0(u˙,w)B0 + ckaT (0; u˙,w) + a(u;w) = Fu(w)
∀w ∈W 0 ≤ t ≤ T,
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und die entsprechende ra¨umlich diskretisierte Form (1.52)
ρ0(u¨h,wh)B0 + cmρ0(u˙h,wh)B0 + ckaT (0; u˙h,wh) + a(uh;wh) = Fu(wh)
∀wh ∈W
h ⊂W 0 ≤ t ≤ T.
Die Differenz der kontinuierlichen und der diskreten Variationsgleichung fu¨hrt auf die
schwache Form des Residuums zu einem beliebigen, jedoch festen Zeitpunkt:
Ru(w) = Fu(w)− ρ0(u¨h,w)B0 − cmρ0(u˙h,w)B0 − ckaT (0; u˙h,w)− a(uh;w)
= ρ0(e¨S,w)B0 + cmρ0(e˙S,w)B0 + ckaT (0; e˙S,w) + a(u;w)− a(uh;w)
∀w ∈W 0 ≤ t ≤ T. (2.1)
Wegen W h ⊂ W erfu¨llt die exakte Lo¨sung u(x, t) auch das diskrete Problem (1.52).
Dies fu¨hrt auf die bekannte Galerkinorthogonalita¨t des Residuums bezu¨glich des dis-
kreten Ansatzraums W h
Ru(wh) = 0 wh ∈W
h ⊂W 0 ≤ t ≤ T, (2.2)
aus welcher sich die Optimalita¨t der diskreten Lo¨sung bezu¨glich des gewa¨hlten Ansatz-
raums ergibt. Fu¨r den Steifigkeitsanteil des Residuums wird nun eine exakte Linearisie-
rung mit Hilfe des Taylorschen Satzes vorgenommen. Die Bezeichnungen sind dabei im
Wesentlichen den Arbeiten von Larsson et al. [67] und Ru¨ter [102] entnommen.
Mit ξ(s) = uh + seS, s ∈ [0, 1] und unter Zuhilfenahme des Hauptsatzes der Integral-
rechnung la¨sst sich die Differenz a(u;w)− a(uh;w) darstellen als:
a(u;w)− a(uh;w) =
1∫
s=0
a′(ξ(s); eS,w)ds (2.3)
mit der Richtungsableitung von a(·; ·)
a′(ξ(s); eS,w) =
d
ds
a(ξ(s);w) = Da(ξ(s);w) · eS. (2.4)
Die Differenz wird also ersetzt durch das Integral u¨ber sa¨mtliche Tangenten in Rich-
tung des ra¨umlichen Diskretisierungsfehlers von der diskreten Lo¨sung bis zur exakten
Lo¨sung.
Hiermit la¨sst sich nun eine Bilinearform aS(u,uh; ·, ·) in Abha¨ngigkeit von u und uh
konstruieren:
aS(u,uh; eS,w) =
1∫
0
a′(ξ(s); eS,w)ds (2.5)
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uh u
eS
a ,S h S( , ; )u u e w
a ,T S( )e w
a( , )v w
V
Bild 2.1: Grafische Interpretation der Sekanten- und Tangentenform
Aufgrund der grafischen Interpretation dieser Bilinearform in Bild 2.1 als Sekante von
der numerischen Lo¨sung uh zur exakten Lo¨sung u wird die so konstruierte Bilinearform
auch als Sekantenform bezeichnet [67, 102].
Die Bilinearform aS(u,uh; eS,w) lautet ausfu¨hrlich
aS(u,uh; eS,w) =
1∫
0
∫
B0
S(ξ(s)) : (GradTeSGradw)
sym + (2.6)
(F T (ξ(s))Gradw)sym : C : (F T (ξ(s))GradeS)
symdV ds,
woraus ersichtlich ist, dass aS(u,uh; ·, ·) linear in den beiden letzten Argumenten ist.
Mit Hilfe der Sekantenform aS steht nun eine lineare Variationsformulierung der Dif-
ferentialgleichung des ra¨umlichen Diskretisierungsfehlers zur Verfu¨gung:
Ru(w) = ρ0(e¨S,w)B0 + cmρ0(e˙S,w)B0 + ckaT (0; e˙S,w) + aS(u,uh; eS,w) (2.7)
∀w ∈W 0 ≤ t ≤ T
Gleichung (2.7) stellt die lineare schwache Form der Differentialgleichung des ra¨um-
lichen Diskretisierungsfehlers dar. Aufgrund der Linearita¨t ist Gleichung (2.7) eine
geeignete Basis zur Darstellung des Fehlers mit Hilfe von Dualita¨tsargumenten. Da die
Sekantenform aS(u,uh; ·, ·) jedoch die unbekannte exakte Lo¨sung u entha¨lt, kann sie
numerisch nicht bestimmt werden. Die u¨bliche Na¨herung ist die Tangentenform an die
bekannte ra¨umlich diskrete Lo¨sung
aT (uh; ·, ·) = a
′(uh; ·, ·) = aS(uh,uh; ·, ·), (2.8)
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mit
aT (uh; eS,w) =
∫
B0
S(uh) : (Grad
TeS ·Gradw)
symdV + (2.9)
∫
B0
(F T (uh) ·Gradw)
sym : C : (F T (uh) ·GradeS)
symdV
Die Tangentenform entspricht dabei gerade der Linearisierung in der bekannten Lo¨sung
uh, welche innerhalb der iterativen Lo¨sungsprozedur beno¨tigt wird. Die na¨herungsweise
linearisierte Darstellung der Differentialgleichung des ra¨umlichen Diskretisierungsfeh-
lers mit Hilfe der Tangentenform an die Lo¨sung uh lautet damit:
Ru(w) ≈ ρ0(e¨S,w)B0 + cmρ0(e˙S,w)B0 + ckaT (0; e˙S,w) + aT (uh; eS,w) (2.10)
∀w ∈W 0 ≤ t ≤ T
Stein et al. [111] weisen darauf hin, dass die Verwendung der Tangente an Stelle der
Sekante fu¨r die Fehlerscha¨tzung nur fu¨r den Fall ausreichend kleiner ra¨umlicher Dis-
kretisierungsfehler sinnvoll ist, da dann die Differenz |aS(u,uh; eS,w)−aT (uh; eS,w)|
hinreichend klein ist. Um das zu zeigen wird a(u;w) in eine Taylorreihe um die diskrete
Lo¨sung uh entwickelt:
a(u;w) = a(uh;w) + aT (uh; eS,w) +O(||eS||) (2.11)
Hieraus folgt
|aS(u,uh; eS,w)− aT (uh; eS,w)| = |a(u;w)− a(uh;w)− aT (uh; eS,w)| (2.12)
= O(||eS||),
d.h. die Differenz zwischen der Sekanten- und der Tangentenform ist von der Gro¨ßenord-
nung des Diskretisierungsfehlers, was die Aussage von Stein et al. [111] besta¨tigt. Die
Aussage la¨sst sich aber auch so interpretieren, dass Fehlerscha¨tzer, die auf der Tangen-
tenform basieren im Falle einer ausreichenden Netzverfeinerung asymptotisch korrekt
sind. Im Folgenden wird deshalb zur Fehlerdarstellung die Tangentenform verwendet.
Fu¨r die lineare Elastodynamik lautet die schwache Form des ra¨umlichen Diskretisie-
rungsfehlers eS:
Ru(w) = ρ0(e¨S,w)B0 + cmρ0(e˙S,w)B0 + cka(e˙S,w) + a(eS,w) (2.13)
∀w ∈W 0 ≤ t ≤ T
Man erkennt, dass Gleichung (2.13) die gleiche Struktur hat wie die schwache Form der
Bewegungsgleichung. Der ra¨umliche Diskretisierungsfehler kann damit als Lo¨sung der
Bewegungsgleichung mit dem Residuum als Belastungsfunktion interpretiert werden.
Diese Feststellung ist von zentraler Bedeutung bei der Herleitung von Fehleridentita¨ten
auf der Basis von Reziprozita¨tstheoremen der Elastodynamik, siehe Abschnitt 2.5 dieser
Arbeit.
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Differentialgleichung des Fehlers fu¨r die 7-Parameter-Formulierung
Fu¨r das gemischte Variationsproblem des 7-Parameter-Schalenmodells (1.84)
a(u, β;w) + ρ0(u¨,w)B0 = Fu(w) ∀w ∈W
b(u, γ) + c(β, γ) = 0 ∀γ ∈ Γ 0 ≤ t ≤ T
und die entsprechende ra¨umliche Diskretisierung (1.91)
a(uh, βh;wh) + ρ0(u¨h,wh)B0 = Fu(wh) ∀wh ∈W
h
b(uh; γh) + c(βh, γh) = 0 ∀γh ∈ Γ
h 0 ≤ t ≤ T
ergibt sich das Residuum zu:
Ru(w) = a(u, β;w)− a(uh, βh;w) + ρ0(e¨S,w)B0 ∀wh ∈ W
h (2.14)
Rβ(γ) = b(u; γ)− b(uh; γ) + c(eβ , γ) ∀γ ∈ Γ 0 ≤ t ≤ T
Hierin bezeichnet eβ den Fehler in den erweiterten Verzerrungen:
eβ = β − βh (2.15)
Fu¨r das gemischte Variationsproblem lautet die Galerkinorthogonalita¨t damit:
Ru(wh) = 0 ∀wh ∈W
h (2.16)
Rβ(γ) = 0 ∀γh ∈ Γ
h
Aus Gru¨nden der U¨bersichtlichkeit wurde hier beim gemischten Variationsproblem die
Rayleighda¨mpfung nicht beru¨cksichtigt. Auch hier la¨sst sich das Residuum in analo-
ger Weise zu (2.7) mit Hilfe von Sekantenformen linearisieren. Unter Verwendung der
Sekantenform
bS(u,uh;w, γ) =
1∫
s=0
d
dǫ
b(ξ(s) + ǫw; γ)|ǫ=0ds (2.17)
=
1∫
s=0
∫
B0
(F T (ξ(s)) ·Gradw)sym : C : E˜(γ)dV ds (2.18)
mit ξ(s) = uh + seS la¨sst sich die Differenz a(u, β;w)− a(uh, βh;w) darstellen als
a(u, β;w)− a(uh, βh;w) = aS(u,uh; eS,w) + bS(u,uh;w, eβ), (2.19)
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mit der bereits in Gleichung (2.6) definierten Sekantenform aS(u,uh; ·, ·). Fu¨r die
schwache Form des Residuums folgt dann:
Ru(w) = aS(u,uh; eS,w) + bS(u,uh;w, eβ) + ρ0(e¨S,w) ∀w ∈W (2.20)
Rβ(γ) = bS(u,uh; eS, γ) + c(eβ , γ) ∀γ ∈ Γ 0 ≤ t ≤ T
Da auch diese Darstellung die unbekannte exakte Lo¨sung (u, β) beinhaltet, wird nun
wiederum auf die entsprechenden Tangentenformen in der numerischen Lo¨sung (uh, βh)
u¨bergegangen. Unter Verwendung der Tangentenform
bT (uh;w, γ) = bS(uh,uh;w, γ) =
∫
B0
(F T (uh) ·Gradw)
sym : C : E˜(γ)dV. (2.21)
ergibt sich die folgende linearisierte Form des Residuums:
Ru(w) = aT (uh; eS,w) + bT (uh;w, eβ) + ρ0(e¨S,w) ∀w ∈W (2.22)
Rβ(γ) = bT (uh; eS, γ) + c(eβ, γ) ∀γ ∈ Γ 0 ≤ t ≤ T
Gleichung (2.22) entspricht der linearisierten schwachen Form der Differentialgleichun-
gen der ra¨umlichen Diskretisierungsfehler (eS, eβ).
Im Grenzfall linearer Problemstellungen gilt:
a(eS,w) = aT (0; eS,w) und b(eS, γ) = bT (0; eS, γ) (2.23)
Die nachfolgenden Fehlerdarstellungen lassen sich folglich in einfacher Weise an lineare
Probleme anpassen.
2.3 Das duale Problem
Fu¨r die Darstellung des ra¨umlichen Diskretisierungsfehlers in einer beliebigen Zielgro¨ße
wird das sogenannte duale bzw. adjungierte Problem fu¨r die reine Verschiebungsformu-
lierung sowie die gemischte 7-Parameter-Formulierung eingefu¨hrt. Hierbei ergeben sich
jeweils zwei Mo¨glichkeiten, wie das zur Fehlerdifferentialgleichung duale Problem aus
einer zeitlichen Variationsformulierung der schwachen Form der Differentialgleichung
des Fehlers abgeleitet werden kann. Die Herleitung kann einerseits auf der Basis des
Prinzips der virtuellen Verschiebungen oder andererseits auf der Basis des Prinzips
der virtuellen Geschwindigkeiten erfolgen. Bei der Verwendung des Prinzips der virtu-
ellen Verschiebungen wird die Verschiebung des dualen Problems als Testfunktion fu¨r
die Differentialgleichung des ra¨umlichen Diskretisierungsfehlers eingefu¨hrt, wohingegen
bei der Herleitung des dualen Problems auf der Basis des Prinzips der virtuellen Ge-
schwindigkeiten die Geschwindigkeiten des dualen Problems als Testfunktion verwendet
werden.
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Reine Verschiebungsformulierung - Wichtung mit den Verschiebungen des
dualen Problems
Ausgangspunkt fu¨r die Ableitung des dualen Problems fu¨r die reine Verschiebungs-
formulierung ist die zeitliche Variationsformulierung der ra¨umlich schwachen Form
der Differentialgleichung des Fehlers (2.7). Als Testfunktion wird die exakte Lo¨sung
z = z(x, t) ∈W des noch zu definierenden dualen Problems eingefu¨hrt:
tn∫
0
ρ0(e¨S, z)B0 + cmρ0(e˙S, z)B0 + ckaT (0; e˙S, z) + aT (uh; e, z)dt =
tn∫
0
Ru(z)dt (2.24)
Zur Vertauschung von Test- und Ansatzfunktionen wird Gleichung (2.24) zweimal par-
tiell bezu¨glich der Zeit integriert:
tn∫
0
Ru(z)dt = [ρ0(e˙S, z)B0 − ρ0(eS, z˙)B0 + cmρ0(eS, z)B0 + ckaT (0; eS, z)]
tn
0 (2.25)
+
tn∫
0
ρ0(z¨, eS)B0 − cmρ0(z˙, eS)B0 − cka
∗
T (0; z˙, eS) + a
∗
T (uh; z, eS)︸ ︷︷ ︸
Fz(eS)
dt
Hierin ist a∗T (uh; z, eS) die zu aT (uh; eS, z) adjungierte Bilinearform fu¨r gegebenes uh,
wobei gilt:
a∗T (uh; z, eS) = aT (uh; eS, z) (2.26)
Fu¨r die im Rahmen dieser Arbeit behandelten Cauchy-elastischen Materialien gilt
zusa¨tzlich die Symmetrie
a∗T (uh; z, eS) = aT (uh; z, eS), (2.27)
d.h. der durch aT definierte Differentialoperator ist selbstadjungiert, siehe Larsson
et al. [67].
Das Zeitintegral auf der rechten Seite von Gleichung (2.25) definiert die ra¨umlich schwa-
che Formulierung des dualen Problems, welches hier mit dem Fehler eS des primalen
Problems getestet wird. Das duale Problem stellt ein Ru¨ckwa¨rtsproblem in der Zeit dar,
da in Gleichung (2.25)
”
Anfangsbedingungen“ fu¨r z und z˙ zum Zeitpunkt tn anzugeben
sind.
Wegen eS ∈ W la¨sst sich das duale Problem auch in allgemeiner Form mit einer
beliebigen ra¨umlichen Testfunktion w ∈W angeben:
ρ0(z¨,w)B0 − cmρ0(z˙,w)B0 − cka
∗
T (0; z˙,w) + a
∗
T (uh; z,w) = Fz(w) (2.28)
∀w ∈W 0 ≤ t ≤ tn
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Die Anfangsbedingungen sowie die Belastung des dualen Problems Fz(w) legen die
gewa¨hlte Zielfehlergro¨ße fest und werden im folgenden Abschnitt weiter spezifiziert.
Mit der Hilfe der Transformation
t∗ = tn − t ;
d
dt
= −
d
dt∗
(2.29)
la¨sst sich das duale Problem analog zum primalen Problem darstellen
ρ0(z
′′,w)B0 + cmρ0(z
′,w)B0 + cka
∗
T (0; z
′,w) + a∗T (uh; z,w) = Fz(w) (2.30)
∀w ∈W 0 ≤ t∗ ≤ tn,
mit (·)′ = d(·)
dt∗
.
Die Gleichungen (2.25) und (2.28) ergeben die Integralidentita¨t:
[ρ0(e˙S, z)B0 − ρ0(eS, z˙)B0 + cmρ0(eS, z)B0 + ckaT (0; eS, z)]0 +
tn∫
0
Ru(z)dt (2.31)
= [ρ0(z, e˙S)B0 − ρ0(z˙, eS)B0 + cmρ0(z, eS)B0 + cka
∗
T (0; z, eS)]
tn +
tn∫
0
Fz(eS)dt
Reine Verschiebungsformulierung – Wichtung mit den Geschwindigkeiten
des dualen Problems
Einen weiteren Zugang zur Herleitung des dualen Problems bietet die Wichtung der
Fehlergleichung mit der Geschwindigkeit z˙(x, t) ∈W des dualen Problems:
tn∫
0
ρ0(e¨S, z˙)B0 + cmρ0(e˙S, z˙)B0 + ckaT (0; e˙S, z˙) + aT (uh; e, z˙)dt =
tn∫
0
Ru(z˙)dt (2.32)
Da hier zur Vertauschung von Ansatz- und Testfunktion nur einmal bezu¨glich der
Zeit integriert werden muss, ergeben sich andere Anfangsbedingungen fu¨r das duale
Problem:
tn∫
0
Ru(z˙)dt = [ρ0(e˙S, z˙)B0 + a
∗
T (uh; z, eS)]
tn
0 (2.33)
−
tn∫
0
(ρ0(z¨, e˙S)B0 − cmρ0(z˙, e˙S)B0 − cka
∗
T (0; z˙, e˙S) + a
∗
T (uh; z, e˙S)) dt
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Hieraus la¨sst sich zusammen mit Gleichung (2.28) die zu (2.31) a¨quivalente Identita¨t
angeben:
[ρ0(e˙S, z˙)B0 + aT (uh; eS, z)]0 +
tn∫
0
Ru(z˙)dt (2.34)
= [ρ0(z˙, e˙S)B0 + a
∗
T (uh; z, eS)]
tn −
tn∫
0
Fz(e˙S)dt
Die Gleichungen (2.31) und (2.34) sind vollsta¨ndig gleichwertig und unterscheiden sich
im Wesentlichen durch ihre zeitlichen Randterme zu den Zeitpunkten t = 0 und t = tn.
7-Parameter-Formulierung – Wichtung mit den Verschiebungen des dualen
Problems
In a¨hnlicher Weise wie fu¨r die reine Verschiebungsformulierung la¨sst sich das duale
Problem fu¨r das gemischte Variationsproblem (1.84) bestimmen. Hierfu¨r wird die duale
Lo¨sung (z(x, t), βz(x, t)) als Wichtungsfunktion fu¨r die linearisierte schwache Form des
Residuums eingefu¨hrt. Im Sinne der U¨bersichtlichkeit wird nachfolgend wiederum auf
die Da¨mpfungsterme bei der Herleitung des dualen Problems verzichtet:
tn∫
0
Ru(z) +Rβ(βz)dt = (2.35)
tn∫
0
aT (uh; eS, z) + bT (uh; z, eβ) + ρ0(e¨S, z)B0 + bT (uh; eS, βz) + c(eβ, βz)dt
Zweimalige partielle Integration in der Zeit liefert:
tn∫
0
Ru(z) +Rβ(βz)dt = [ρ0(e˙S, z)B0 − ρ0(eS, z˙)B0 ]
tn
0 + (2.36)
tn∫
0
a∗T (uh; z, eS) + bT (uh; z, eβ) + ρ0(z¨, eS)B0 + bT (uh; eS, βz) + c
∗(eβ, βz)dt
Das Zeitintegral auf der rechten Seite definiert hier das mit den Diskretisierungsfehlern
(eS, eβ) gewichtete duale Problem. Die ra¨umliche Variationsformulierung des dualen
Problems fu¨r das gemischte Problem lautet damit allgemein:
ρ0(z¨,w)B0 + a
∗
T (uh; z,w) + bT (uh;w, βz) = Fz(w) ∀w ∈W (2.37)
bT (uh; z, γ) + c
∗(βz, γ) = 0 ∀γ ∈ Γ 0 ≤ t ≤ tn
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mit der symmetrischen adjungierten Form
c∗(β, γ) = c(γ, β) = c(β, γ) (2.38)
Entsprechend ergibt sich die zu (2.31) a¨quivalente erste Identita¨t fu¨r das gemischte
Variationsproblem zu
[ρ0(e˙S, z)B0 − ρ0(eS, z˙)B0 ]0 +
tn∫
0
Ru(z) +Rβ(βz)dt (2.39)
= [ρ0(z, e˙S)B0 − ρ0(z˙, eS)B0 ]
tn +
tn∫
0
Fz(eS)dt.
7-Parameter-Formulierung – Wichtung mit den Geschwindigkeiten des dua-
len Problems
Bei der Wichtung der schwachen Form des ra¨umlichen Diskretisierungsfehlers mit den
Geschwindigkeiten (z˙, β˙z) des dualen Problems ergibt sich analog zu Gleichung (2.34)
eine zweite Fehleridentita¨t fu¨r die 7-Parameter-Formulierung:
[ρ0(e˙S, z˙)B0 + aT (uh, βh; eS, z) + bT (uh; z, eβ) + bT (uh; eS, βz) + c(eβ , βz)]0
+
tn∫
0
Ru(z˙) +Rβ(β˙z)dt (2.40)
= [ρ0(e˙S, z˙)B0 + aT (uh, βh; eS, z) + bT (uh; z, eβ) + bT (uh; eS, βz) + c(eβ , βz)]
tn
−
tn∫
0
Fz(e˙S)dt
Die Randterme in Gleichung (2.40) werden nun zur Vereinfachung noch zu der modi-
fizierten Tangentenform
a¯T (uh, βh; eS, eβ, z, βz) = aT (uh; eS, z) + bT (uh; z, eβ) + bT (uh; eS, βz) + c(eβ, βz)
=
∫
B0
(E(uh) + E˜(βh)) : C : (Grad
TeS ·Gradz)
symdV (2.41)
+
∫
B0
(F T (uh) ·GradeS + E˜(eβ))
sym : C : (F T (uh) ·Gradz + E˜(βz))
symdV
zusammengefasst. Definiert man nun noch die hierzu adjungierte Tangentenform
a¯∗T (uh, βh; z, βz, eS, eβ) = a¯T (uh, βh; eS, eβ, z, βz), (2.42)
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dann la¨sst sich Gleichung (2.40) in die zur 2. Identita¨t (2.34) a¨quivalente Form
[ρ0(e˙S, z˙)B0 + a¯T (uh, βh; eS, eβ, z, βz)]0 +
tn∫
0
Ru(z˙) +Rβ(β˙z)dt = (2.43)
[ρ0(e˙S, z˙)B0 + a¯
∗
T (uh, βh; z, βz, eS, eβ)]
tn −
tn∫
0
Fz(e˙S)dt
bringen.
Die Fehlerdarstellungen (2.39) und (2.43) fu¨r das gemischte Variationsproblem der 7-
Parameter-Schale lassen sich somit auch direkt aus den entsprechenden Identita¨ten
(2.31) und (2.34) der reinen Verschiebungsformulierung ableiten, wenn dort die Tan-
gentenformen durch die modifizierten Formen (2.41) und (2.42) ersetzt und das um
Rβ(βz) erweiterte Residuum
R¯u(z) = Ru(z) +Rβ(βz) (2.44)
verwendet wird. Die nachfolgenden Ausfu¨hrungen beschra¨nken sich deshalb aus
Gru¨nden der U¨bersichtlichkeit zumeist auf die Standardformulierung.
Die Identita¨ten (2.31), (2.34), (2.39), und (2.43) wurden hier so angegeben, dass auf
beiden Seiten der Gleichungen jeweils Ansatz- und Testfunktion vertauscht sind. Ent-
sprechend wird im Nachfolgenden die Seite der Gleichung mit der Lo¨sungsvariablen
z zur Spezifizierung des dualen Problems herangezogen, wohingegen die Seite mit der
Lo¨sungsfunktion eS dann fu¨r die Fehlerdarstellung bzw. Fehlerscha¨tzung verwendet
wird.
Die Gleichungen (2.31), (2.34), (2.39) und (2.43) dienen als Grundlage fu¨r die Darstel-
lung des ra¨umlichen Diskretisierungsfehlers in einem Zielfunktional, welche dann im
Rahmen einer Fehlerscha¨tzung numerisch ausgewertet werden kann. Bei der numeri-
schen Auswertung ist zu beachten, dass die auf dem Netz des primalen Problems be-
rechnete diskrete duale Lo¨sung zh aufgrund der Galerkinorthogonalita¨t (2.2) nicht als
Testfunktion geeignet ist. Soll das duale Problem dennoch auf der ra¨umlichen Diskre-
tisierung des primalen Problems berechnet werden, was im Sinne einer algorithmischen
Effizienz sinnvoll ist, kann das kontinuierliche duale Problem durch den ra¨umlichen
Diskretisierungsfehler des dualen Problems ez = z−zh ersetzt werden. Dies entspricht
der Subtraktion der Galerkinorthogonalita¨t Ru(zh) = 0 des primalen Problems in
Gleichung (2.24) bzw. von Ru(z˙h) = 0 in Gleichung (2.32):
tn∫
0
Ru(z)dt =
tn∫
0
Ru (z − zh)︸ ︷︷ ︸
ez
dt bzw.
tn∫
0
Ru(z˙)dt =
tn∫
0
Ru (z˙ − z˙h)︸ ︷︷ ︸
e˙z
dt (2.45)
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2.4 Fehlermaße in beliebigen Zielgro¨ßen
Mit den in den vorangegangen Abschnitten bereitgestellten Hilfsmitteln ergeben sich
verschiedene Mo¨glichkeiten, den ra¨umlichen Diskretisierungsfehler in einer beliebigen
Zielgro¨ße darzustellen. Hierfu¨r wird zuna¨chst eine Zielgro¨ße Q(u) definiert, in welcher
der Fehler kontrolliert werden soll. Q(u) kann dabei ein beliebiges lineares oder nicht-
lineares Zielfunktional sein.
Fu¨r die Definition des Fehlermaßes stehen dann zwei Mo¨glichkeiten zur Verfu¨gung.
Es kann einerseits die Differenz der Zielgro¨ßen des kontinuierlichen und des diskreten
Problems
E(u,uh) = Q(u)−Q(uh), (”
Fehler in der Gro¨ße“) (2.46)
oder die Zielgro¨ße des ra¨umlichen Diskretisierungsfehlers eS
E(u,uh) = Q(u− uh) = Q(eS) (”
Gro¨ße des Fehlers“) (2.47)
betrachtet werden.
Eine Unterscheidung der beiden Fa¨lle ist nur fu¨r den Fall nichtlinearer Fehlermaße, wie
z.B. lokaler Spannungsgro¨ßen bei nichtlinearem Materialgesetz, notwendig. Dann ist fu¨r
die Fehlerdarstellung auch eine geeignete Linearisierung der Fehlergro¨ße vorzunehmen.
Hierfu¨r ko¨nnen ebenfalls die Sekanten und Tangentenformen verwendet werden [13, 14].
Im Nachfolgenden wird der Zusammenhang zwischen dem Fehlermaß gema¨ß Gleichung
(2.46) bzw. (2.47) und den im vorangegangen Abschnitt dargestellten Fehleridentita¨ten
hergestellt. Da sich die Identita¨ten fu¨r das gemischte Variationsproblem nur geringfu¨gig
von denen fu¨r die reine Verschiebungsmethode unterscheiden, wird im Folgenden auf
die Darstellung fu¨r das gemischte Problem verzichtet.
Bei der Wichtung des Residuums des primalen Problems mit der Verschiebung des
dualen Problems fu¨hrt die rechte Seite von (2.25) zusammen mit der Definition eines
Fehlermaßes gema¨ß den Gleichungen (2.46) und (2.47) auf folgende Bedingung:
E(u,uh) = [ρ0(z, e˙S)B0 − ρ0(z˙, eS)B0 + cmρ0(z, eS)B0 + cka
∗
T (0; z, eS)]
tn (2.48)
+
tn∫
0
Fz(eS)dt
Mit Gleichung (2.48) lassen sich die Anfangsbedingungen des dualen Problems bzw.
deren Belastungsfunktion entsprechend der gesuchten Fehlergro¨ße definieren.
Die linke Seite der Identita¨t (2.31) fu¨hrt dann bei der Verwendung des mit (2.48)
spezifizierten dualen Problems auf die Fehlerdarstellung:
E(u,uh) = [ρ0(e˙S, z)B0 − ρ0(eS, z˙)B0 + cmρ0(eS, z)B0 + ckaT (0; eS, z)]0 (2.49)
+
tn∫
0
Ru(z)dt
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Bei Problemen mit exakt erfu¨llten Anfangsbedingungen, d.h. eS(t = 0) = 0 und e˙S(t =
0) = 0, ergibt sich die Fehlergro¨ße somit alleine aus dem Zeitintegral des mit der dualen
Lo¨sung gewichteten Residuums.
Bei der Verwendung der Geschwindigkeit z˙ des dualen Problems als Testfunktion la¨sst
sich aus der linken Seite der zweiten Identita¨t (2.34) analog zu Gleichung (2.48) die
folgende Bestimmungsgleichung fu¨r das duale Problem ableiten:
E(u,uh) = [ρ0(z˙, e˙S)B0 + a
∗
T (uh; z, eS)]
tn −
tn∫
0
Fz(e˙S)dt (2.50)
Die rechte Seite von Gleichung (2.34) liefert dann wiederum zusammen mit dem dualen
Problem gema¨ß Gleichung (2.50) die Fehlerdarstellung:
E(u,uh) = [ρ0(e˙S, z˙)B0 + aT (uh; eS, z)]0 +
tn∫
0
Ru(z˙)dt (2.51)
In den Gleichungen (2.49) und (2.51) beschreibt das duale Problem offensichtlich den
Transport des ra¨umlichen Diskretisierungsfehlers u¨ber die Zeit. Formal unterscheidet
sich das duale Problem (2.28) nur durch die negativen Vorzeichen der Da¨mpfungsterme
vom primalen Problem. Hieraus folgt, dass das duale Problem im Falle eines geda¨mpf-
ten primalen Problems mit der Zeit t aufklingt. Bei der Interpretation des dualen Pro-
blems als Einflussfunktion im Raum und in der Zeit wird deutlich, dass bei geda¨mpften
Problemen der Einflussbereich in der Zeit beschra¨nkt ist. Folglich wird auch der Feh-
ler in der Zeit nur u¨ber einen beschra¨nkten Zeitraum transportiert, was den positiven
Einfluss der Da¨mpfung auf die Fehlerfortpflanzung in der Zeit dokumentiert.
Mit den Gleichungen (2.48) – (2.51) steht nun ein allgemeines Konzept zur Verfu¨gung,
mit dem sich der Fehler in einem bestimmten Zielfunktional darstellen la¨sst. Dabei
ergeben sich teilweise mehrere zuna¨chst gleichwertige Mo¨glichkeiten, das duale Pro-
blem fu¨r eine bestimmte Zielfehlergro¨ße zu bestimmen, von denen dann die jeweils
fu¨r die numerische Umsetzung gu¨nstigste Formulierung ausgewa¨hlt werden kann. Die
notwendige Spezifizierung des dualen Problems ha¨ngt natu¨rlich zuna¨chst einmal davon
ab, ob die Verschiebung z oder die Geschwindigkeit z˙ als Wichtungsfunktion fu¨r das
Residuum verwendet wird, also ob die Fehlerdarstellung (2.49) oder (2.51) verwendet
werden soll. Dann wird die Zielfehlergro¨ße in den Gleichungen (2.48) bzw. (2.50) entwe-
der durch die Belastung oder die Anfangsbedingungen des dualen Problems festgelegt.
Daraus ergeben sich wiederum zwei generelle Mo¨glichkeiten zur weiteren Spezifizierung
des dualen Problems:
a) Homogenes duales Problem (Fz(w) = 0) mit inhomogenen Anfangs-
bedingungen (z(tn) 6= 0 und z˙(tn) 6= 0). Diese Mo¨glichkeit wird gewa¨hlt,
wenn der Fehler zu einem bestimmten Zeitpunkt tn bestimmt werden soll. Die
notwendigen Anfangsbedingungen fu¨r das duale Problem lassen sich dann in den
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Gleichungen (2.49) und (2.51) direkt aus den Randtermen zum Zeitpunkt tn ab-
leiten.
b) Inhomogenes duales Problem (Fz(w) 6= 0) mit homogenen Anfangsbe-
dingungen (z(tn) = 0 und z˙(tn) = 0). Diese Mo¨glichkeit ist beispielsweise
dann sinnvoll, wenn der mittlere Fehler u¨ber ein beschra¨nktes Zeitintervall be-
stimmt werden soll. Das gesuchte Fehlermaß wird dann u¨ber das Zeitintegral der
Belastung des dualen Problems festgelegt und ist nicht an den festen Zeitpunkt
tn gebunden. Desweiteren kann so eine eventuell notwendige Regularisierung des
dualen Problems, z.B. zur Vermeidung von Singularita¨ten, eingefu¨hrt werden.
In den nachfolgenden Abschnitten werden exemplarisch fu¨r einige bestimmte Zielfunk-
tionale die verschiedenen Mo¨glichkeiten zur Definition des dualen Problems dargelegt.
Das hier vorgestellte generelle Konzept ist dann in analoger Weise auf beliebige andere
Zielfunktionale erweiterbar.
2.4.1 Fehler in Punktgro¨ßen zum Zeitpunkt tn
Nachfolgend werden Darstellungen des Diskretisierungsfehlers in Punktgro¨ßen wie Ver-
schiebungen u(xi, tn) und Geschwindigkeiten u˙(xi, tn) an einem Punkt xi zum Zeit-
punkt tn behandelt.
Verschiebungen
Es soll die Verschiebung in Richtung j in einem Punkt xi zum Zeitpunkt tn kontrolliert
werden. Aufgrund der Filtereigenschaften der Dirac-Distribution la¨sst sich die Zielgro¨ße
wie folgt definieren:
Q(u) =
tn∫
0
∫
B0
(u(x, t) · δj(xi)dV ) · δt(tn)dt =
tn∫
0
(u(x, t), δj(xi))B0 · δt(tn)dt (2.52)
Darin ist δj(xi) die Dirac-Distribution an der Stelle xi in Richtung j und δt(tn) die
zeitliche Dirac-Distribution fu¨r die Zeit tn.
Das Fehlermaß gema¨ß (2.46) ergibt sich dann zu:
E(u,uh) =
tn∫
0
(u(x, t)− uh(x, t)︸ ︷︷ ︸
eS
, δj(xi))B0 · δt(tn)dt (2.53)
=
tn∫
0
(eS(tn), δj(xi))B0 · δt(tn)dt = (eS(tn), δj(xi))B0
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Zuna¨chst wird das duale Problem bei Verwendung der Verschiebung z als Wich-
tungsfunktion behandelt. Fu¨r homogene Anfangsbedingungen des dualen Problems
folgt fu¨r die Belastungsfunktion D(x, t) des dualen Problems aus (2.48):
tn∫
0
Fz(eS)dt =
tn∫
0
(D(x, t), eS)B0dt =
tn∫
0
(δj(xi) · δt(tn), eS)B0dt (2.54)
; D(x, t) = δj(xi) · δt(tn)
Die Belastung des dualen Problems besteht damit aus einem Dirac-Impuls an der Stelle
xi zum Zeitpunkt tn. Das duale Problem besitzt somit eine Singularita¨t im Raum und
in der Zeit, was dazu fu¨hrt, dass bei der numerischen Auswertung der Fehlergleichung
(2.49) mit finiten Elementen eine Regularisierung der Belastung notwendig ist. Dabei
ist die zeitliche Singularita¨t zum Zeitpunkt tn insofern unkritisch, als es sich um einen
Sprung in den Geschwindigkeiten handelt, der wie eine Anfangsbedingung fu¨r z˙(tn)
behandelt werden kann. Der Sprung in der Geschwindigkeit z˙ zum Zeitpunkt tn la¨sst
sich direkt aus der schwachen Form der Impulsbilanz zum Zeitpunkt tn ableiten:
ρ0(z˙(t
+
n ),w)B0 − ρ0(z˙(t
−
n ),w)B0 = (δj(xi),w)B0 mit z˙(t
+
n ) = 0 (2.55)
Bei der Definition eines homogenen dualen Problems ergibt fu¨r z(tn) = 0 die entspre-
chende Anfangsgeschwindigkeit fu¨r das duale Problem auch direkt aus den Randtermen
zum Zeitpunkt tn in Gleichung (2.48):
−ρ0(z˙, eS)B0 |
tn = (δj(xi), eS)B0 (2.56)
Bei Verwendung der Geschwindigkeiten z˙ des dualen Problems als Testfunktion
lautet die notwendige Anfangsbedingung fu¨r die Verschiebungen z(tn) bei z˙(tn) = 0
gema¨ß Gleichung (2.50):
a∗T (z(tn), eS(tn)) = (δj(xi), eS)B0 , (2.57)
was einem linearen statischen Problem in der bekannten diskreten Lo¨sung uh(tn), bzw.
einer konstanten Einzellast im Punkt xi fu¨r t ≥ tn entspricht. In diesem Fall ist die
Anfangsverschiebung zn gerade die Greensche Funktion, die in der linearen Elasti-
zita¨tstheorie als Einflussfunktion fu¨r Punktverschiebungen verwendet wird, siehe z.B.
Hartmann [46].
Geschwindigkeiten
Nachfolgend werden die dualen Probleme zur Kontrolle der Geschwindigkeit in Rich-
tung j in einem Punkt xi zum Zeitpunkt tn betrachtet.
Fu¨r die Darstellung des Fehlers in Geschwindigkeiten wird die Wichtung mit der
Geschwindigkeit z˙ des dualen Problems verwendet.
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Die Zielgro¨ße la¨sst sich analog zu der Punktverschiebung in Gleichung (2.52) definieren:
Q(u) =
tn∫
0
∫
B0
(u˙(x, t) · δj(xi)dV ) · δt(tn)dt =
tn∫
0
(u˙(x, t), δj(xi))B0 · δt(tn)dt (2.58)
Und das Fehlermaß lautet analog zu (2.53):
E(u,uh) =
tn∫
0
(u˙(x, t)− u˙h(x, t)︸ ︷︷ ︸
e˙S
, δj(xi))B0 · δt(tn)dt (2.59)
=
tn∫
0
(e˙S, δj(xi))B0 · δt(tn)dt = (e˙S(tn), δj(xi))B0
Fu¨r die Belastung des dualen Problems folgt bei der Verwendung homogener Anfangs-
bedingungen aus Gleichung (2.50) ebenfalls ein Dirac-Impuls zum Zeitpunkt tn an der
Stelle xi, jedoch in entgegengesetzter Richtung zur gesuchten Geschwindigkeit:
−
tn∫
0
Fz(e˙S)dt = −
tn∫
0
(D(x, t), e˙S)B0dt =
tn∫
0
(δj(xi) · δt(tn), e˙S)B0dt (2.60)
; D(x, t) = −δj(xi) · δt(tn).
Dieser Dirac-Impuls kann wiederum analog zu Gleichung (2.55) mit Hilfe der Impuls-
bilanz in eine a¨quivalente Anfangsbedingung fu¨r die Geschwindigkeit zum Zeitpunkt
tn umgerechnet werden:
ρ0(z˙(t
+
n ),w(tn))B0 − ρ0(z˙(t
−
n ),w(tn))B0 = −(δj(xi),w)B0 mit z˙(t
+
n ) = 0 (2.61)
Die entsprechende Anfangsgeschwindigkeit z˙(tn) fu¨r das homogene duale Problem folgt
auch direkt aus den Anfangstermen in Gleichung (2.50), wenn dort die Anfangsverschie-
bung z(tn) = 0 gewa¨hlt wird:
ρ0(z˙, e˙S)B0 |
tn = (δj(xi), e˙S)B0 (2.62)
2.4.2 Mittlerer Fehler in Punktgro¨ßen im Zeitintervall [ta, tb]
Wird das inhomogene duale Problem mit homogenen Anfangsbedingungen als Test-
funktion verwendet, kann auch der mittlere Fehler in Punktgro¨ßen u¨ber ein Zeitintervall
[ta, tb] dargestellt werden.
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Hier soll die mittlere Verschiebung in Richtung j in einem Punkt xi im Intervall [ta, tb]
kontrolliert werden. Dann lautet die Zielgro¨ße:
Q(u) =
1
tb − ta
tn∫
0
∫
B0
(u(x, t) · δj(xi)dV ) ·∆t(ta, tb)dt (2.63)
=
1
tb − ta
tn∫
0
(u(x, t) · δj(xi))B0 ·∆t(ta, tb)dt
und das entsprechende Fehlermaß
E(u,uh) =
1
tb − ta
tn∫
0
(u(x, t)− uh(x, t)︸ ︷︷ ︸
eS
, δj(xi))B0 ·∆t(ta, tb)dt (2.64)
=
1
tb − ta
tn∫
0
(eS, δj(xi))B0 ·∆t(ta, tb)dt
mit
∆t(ta, tb) =
{
1 t ∈ [ta, tb]
0 t /∈ [ta, tb].
(2.65)
Bei der Wichtung mit der Verschiebung z folgt aus Gleichung (2.48) fu¨r die Be-
lastungsfunktion des dualen Problems eine im Zeitintervall [ta, tb] konstante Einzellast
im Punkt xi:
tn∫
0
Fz(eS)dt =
tn∫
0
(D(x, t), eS)B0dt =
tn∫
0
(δj(xi) ·∆t(ta, tb), eS)B0dt (2.66)
; D(x, t) =
1
tb − ta
δj(xi) ·∆(ta, tb)
Analog zum vorangegangen Abschnitt fu¨hrt bei der Verwendung der Geschwindig-
keiten z˙ des dualen Problems als Testfunktion die Belastung
D(x, t) = −
1
tb − ta
δj(xi) ·∆(ta, tb) (2.67)
bei homogenen Anfangsbedingungen z(tn) = z˙(tn) = 0 auf den mittleren Fehler in der
Geschwindigkeit e˙jS(xi) im Zeitintervall [ta, tb].
Der Vorteil der Betrachtung des Fehlers in beschra¨nkten Zeitintervallen liegt in der ein-
facheren numerischen Umsetzung in Finite-Elemente-Programmen. Desweiteren kann
die hier dargestellte zeitliche Verteilung der dualen Last als eine Regularisierung des
Dirac-Impulses aus dem vorangegangen Abschnitt angesehen werden, die zu einer
ho¨heren Glattheit der dualen Lo¨sung in der Zeit fu¨hrt.
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2.4.3 Fehler in lokalen Verschiebungsgro¨ßen
Analog zur Scha¨tzung des mittleren Fehlers in bestimmten Zeitintervallen soll im Fol-
genden der mittlere Fehler in Teilgebieten untersucht werden. Dabei kann unter einem
Teilgebiet ein Teilvolumen des Berechnungsgebietes, eine Teilfla¨che der Oberfla¨che oder
auch eine Linie, beispielsweise entlang einer Kante eines Bauteils, verstanden werden.
Nachfolgend soll der mittlere Fehler der Verschiebungen in einem Teilgebiet Bu in
der Richtung j kontrolliert werden. Die Zielgro¨ße zum Zeitpunkt tn la¨sst sich dann
darstellen als
Q(u) =
1
|Bu|
tn∫
0
∫
B0
(u(x, t) ·λBuj (x)dV ) · δt(tn)dt =
1
|Bu|
tn∫
0
(u,λBuj )B0 · δt(tn)dt (2.68)
Hierin ist λBuj (x) ein Wichtungsvektor, welcher die zu kontrollierenden Verschiebungen
aus dem gesamten Verschiebungsfeld heraus filtert.
Dabei gilt:
|λBuj (x)| =
{
1 ∀ x ∈ Bu
0 ∀ x /∈ Bu
(2.69)
|Bu| ist die charakteristische Gro¨ße (Volumen, Fla¨che, La¨nge) des entsprechende Teil-
gebietes.
Aus dem Fehlermaß
E(u,uh) =
1
|Bu|
tn∫
0
(u(x, t)− uh(x, t)︸ ︷︷ ︸
eS
,λBuj (x))B0 · δt(tn)dt (2.70)
=
1
|Bu|
tn∫
0
(eS,λ
Bu
j (x))B0 · δt(tn)dt
folgt bei der Wichtung mit der Verschiebung z und homogenen Anfangsbedin-
gungen z(tn) = z˙(tn) = 0 direkt die Belastung des dualen Problems
D(x, t) =
1
|Bu|
λBuj (x) · δt(tn). (2.71)
Entsprechend den Ausfu¨hrungen in Abschnitt 2.4.2 kann hier auch zusa¨tzlich der mitt-
lerer Fehler im Zeitintervall betrachtet werden, indem die Dirac-Distribution δt(tn)
durch 1
tb−ta
∆t(ta, tb) ersetzt wird. Dann ergibt sich fu¨r die duale Last eine konstante
verteilte Last im Intervall [ta, tb].
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DieWichtung mit der Geschwindigkeit z˙ ergibt fu¨r ein homogenes duales Problem
mit der Anfangsgeschwindigkeit z˙(tn) aus Gleichung (2.50) die Anfangsbedingung
a∗T (uh; z, eS)|
tn =
1
|Bu|
(λBuj , eS)B0 . (2.72)
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2.4.4 Zusammenfassung
Zur besseren U¨bersicht sind nachfolgend die notwendigen ra¨umlichen und zeitlichen
Verteilungen der Belastung des dualen Problems tabellarisch zusammengefasst.
Zielgro¨ße ra¨umliche Verteilung zeitliche Verteilung
der dualen Last der dualen Last
Verschiebung im Punkt xi Einzellast Dirac-Impuls
in Richtung j δj(xi) δt(tn)
zum Zeitpunkt tn
mittlere Verschiebung im Punkt xi Einzellast konstante Last in [ta, tb]
in Richtung j δj(xi)
1
tb−ta
∆t(ta, tb)
im Zeitintervall [ta, tb]
mittlere Verschiebung verteilte Last Dirac-Impuls
im Gebiet Bu in Richtung j
1
|Bu|
λBuj δt(tn)
zum Zeitpunkt tn
mittlere Verschiebung verteilte Last konstante Last in [ta, tb]
im Gebiet Bu in Richtung j
1
|Bu|
λBuj
1
tb−ta
∆t(ta, tb)
im Zeitintervall [ta, tb]
Tabelle 2.1: Ra¨umliche und zeitliche Verteilung der Belastung des dualen Problems bei
Verwendung der Fehleridentita¨t (2.31) – Wichtung mit z
Zielgro¨ße ra¨umliche Verteilung zeitliche Verteilung
der dualen Last der dualen Last
Verschiebung im Punkt xi Einzellast konstante Last
in Richtung j δj(xi) fu¨r t ≥ tn
zum Zeitpunkt tn
Geschwindigkeit im Punkt xi Einzellast Dirac-Impuls
in Richtung j δj(xi) δt(tn)
zum Zeitpunkt tn
mittlere Geschwindigkeit im Punkt Einzellast konstante Last in [ta, tb]
xi in Richtung j δj(xi)
1
tb−ta
∆t(ta, tb)
im Zeitintervall [ta, tb]
mittlere Geschwindigkeit verteilte Last Dirac-Impuls
im Gebiet Bu in Richtung j
1
|Bu|
λBuj δt(tn)
zum Zeitpunkt tn
mittlere Geschwindigkeit verteilte Last konstante Last in [ta, tb]
im Gebiet Bu in Richtung j
1
|Bu|
λBuj
1
tb−ta
∆t(ta, tb)
im Zeitintervall [ta, tb]
Tabelle 2.2: Ra¨umliche und zeitliche Verteilung der Belastung des dualen Problems bei
Verwendung der Fehleridentita¨t (2.34) – Wichtung mit z˙
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2.5 Zusammenhang zwischen der Fehlerscha¨tzung
und bekannten Reziprozita¨tstheoremen der
Elastodynamik
Im Falle der linearen Elastodynamik lassen sich die Fehleridentita¨ten (2.31) und (2.34)
auch direkt aus bekannten Reziprozita¨tstheoremen der Elastodynamik ableiten. Diese
Zusammenha¨nge sollen zum Abschluss dieses Kapitels kurz dargelegt werden.
Reziprozita¨tstheoreme finden vielfa¨ltige Anwendungen in der Mechanik, u.a. bei der
Herleitung von Randintegralgleichungen in der Methode der Randelemente, siehe z.B.
Hartmann [47] und Gaul & Fiedler [36], oder fu¨r Untersuchungen der Parameter-
sensitivita¨t, siehe Kleiber et al. [61]. Einen U¨berblick u¨ber Reziprozita¨tstheoreme
in der Elastodynamik und deren Anwendungen finden sich in u.a. Achenbach [1].
Das Analogon zum Satz von Betti in der Dynamik linear-elastischer Ko¨rper ist das Rezi-
prozita¨tstheorem im Zeitbereich nach Graffi [39]. Es dient nachfolgend als Grundlage
fu¨r die Herleitung der ersten Fehleridentita¨t (2.31). Aus Gru¨nden der U¨bersichtlichkeit
wird hier nur der da¨mpfungsfreie Fall behandelt. Zur Herleitung des Reziprozita¨ts-
theorems im Zeitbereich werden die Verschiebungen u1(x, t) eines linear-elastischen
Ko¨rpers mit gegebenen geometrischen Randbedingungen unter Wirkung der Volumen-
kra¨fte ρ0b1(x, t)dV und der Oberfla¨chenkra¨fte t1(t)dA und die entsprechenden Ver-
schiebungen u2(x, t) desselben Ko¨rpers mit denselben geometrischen Randbedingun-
gen unter Wirkung der Kra¨fte ρ0b2(x, t)dV und t2(t)dA betrachtet:
divσ1 + ρ0b1 = ρ0u¨1 (2.73)
divσ2 + ρ0b2 = ρ0u¨2 (2.74)
Die Laplace-Transformation, siehe Anhang A.2, der beiden Bewegungsgleichungen lie-
fert:
divσ¯1 + ρ0b¯1 = ρ0s
2u¯1 − ρ0[su1(x, 0)− u˙1(x, 0)] (2.75)
divσ¯2 + ρ0b¯2 = ρ0s
2u¯2 − ρ0[su2(x, 0)− u˙2(x, 0)] (2.76)
Nun wird Gleichung (2.75) mit der Laplace-Transformierten u¯2 und Gleichung (2.76)
mit der Laplace-Transformierten u¯1 multipliziert. Die Differenz der beiden Gleichungen
und anschließende Integration u¨ber das gesamte Gebiet liefern den folgenden Zusam-
menhang zwischen den Laplace-Transformierten der beiden Zusta¨nde:
∫
∂B
t¯1 · u¯2dA+
∫
B0
[ρb¯1 · u¯2 − ρ0[su1(x, 0)− u˙1(x, 0)] · u¯2dV (2.77)
=
∫
∂B
t¯2 · u¯1dA+
∫
B0
[ρb¯2 · u¯1 − ρ0[su2(x, 0)− u˙2(x, 0)] · u¯1dV
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Die Anwendung des Faltungstheorems auf Gleichung (2.77) fu¨hrt schließlich auf fol-
gendes Reziprozita¨tstheorem der beiden Zusta¨nde u1(x, t) und u2(x, t) im Zeitbereich
bezu¨glich des Faltungsproduktes, welches auch als Graffi-Theorem bezeichnet wird,
siehe z.B. Achenbach [1]:
∫
∂B0
t1(x, tn) ∗ u2(x, tn)dA +
∫
B0
ρ0b1(x, tn) ∗ u2(x, tn)dV (2.78)
+
∫
B0
ρ0u1(x, 0)u˙2(x, tn)dV +
∫
B0
ρ0u˙1(x, 0)u2(x, tn)dV
=
∫
∂B0
t2(x, tn) ∗ u1(x, tn)dA +
∫
B0
ρ0b2(x, tn) ∗ u1(x, tn)dV
+
∫
B0
ρ0u2(x, 0)u˙1(x, tn)dV +
∫
B0
ρ0u˙2(x, 0)u1(x, tn)dV ∀tn > 0
Hierin ist das Faltungsprodukt zweier Funktionen in der Zeit wie folgt definiert:
a(tn) ∗ b(tn) =
tn∫
0
a(t) · b(tn − t)dt (2.79)
Fu¨r homogene Anfangsbedingungen hat das in Gleichung (2.78) definierte Rezipro-
zita¨tstheorem fu¨r die Dynamik die gleiche Struktur wie das Reziprozita¨tstheorem in
der Elastostatik und kann entsprechend direkt aus dem Satz von Betti abgeleitet wer-
den, wenn dort sa¨mtliche Produkte durch die entsprechenden Faltungsprodukte ersetzt
werden.
Interessant fu¨r die hier behandelten Fragestellung ist die Feststellung, dass das Re-
ziprozita¨tstheorem (2.78) ausschließlich zwei zula¨ssige elastodynamische Zusta¨nde in
Relation zueinander setzt und damit vollsta¨ndig unabha¨ngig von einer eventuell durch-
gefu¨hrten Diskretisierung formuliert wurde. Der wesentliche Schritt zur U¨berfu¨hrung
des Graffi-Theorems (2.78) in die erste Fehleridentita¨t (2.31) ist die bereits in Abschnitt
2.2 gemachte Aussage, dass der ra¨umliche Diskretisierungsfehler die Lo¨sung der Bewe-
gungsgleichung mit dem Residuum als Belastungsfunktion ist. Fu¨r den ra¨umlichen
Diskretisierungsfehler kann somit das Reziprozita¨tstheorem angewendet werden.
Interpretiert man also den ra¨umlichen Diskretisierungsfehler eS(x, t) als die Verschie-
bung infolge des Residuums R(x, t) und definiert zusa¨tzlich das duale Problem z˜(x, t)
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∫
∂B0
t1(x, tn) ∗ u2(x, tn)dA =
∫
∂B0
t2(x, tn) ∗ u1(x, tn)dA
Bild 2.2: Reziprozita¨t zweier elastodynamischer Zusta¨nde nach Graffi fu¨r den Zeit-
punkt tn bezu¨glich des Faltungsproduktes, hier vereinfacht dargestellt fu¨r ho-
mogene Anfangsbedingungen und ohne Volumenlasten
unter der Last D˜(x, t), dann folgt aus Gleichung (2.78):
∫
B0
R(x, tn) ∗ z˜(x, tn)dV +
∫
B0
ρ0eS(x, 0) ˙˜z(x, tn) + ρ0e˙S(x, 0)z˜(x, tn)dV (2.80)
=
∫
B0
D˜(x, t) ∗ es(x, tn)dV +
∫
B0
ρ0z˜(x, 0)e˙S(x, tn) + ρ0 ˙˜z2(x, 0)eS(x, tn)dV
∀tn > 0
Fu¨r eS(0) = e˙S(0) = 0 und z˜(0) = ˙˜z(0) = 0 reduziert sich (2.80) auf∫
B0
R(x, tn) ∗ z˜(x, tn)dV =
∫
B0
D˜(x, t) ∗ es(x, tn)dV, (2.81)
d.h. die Faltung des Residuums des primalen Problems mit den Verschiebungen des
dualen Problems ist gleich der Faltung des ra¨umlichen Diskretisierungsfehlers mit der
Belastung des dualen Problems.
Um den Zusammenhang zwischen der Fehlerdarstellung und dem hier gegebenen Rezi-
prozita¨tstheorem endgu¨ltig darzulegen, muss weiterhin beru¨cksichtigt werden, dass in
den Gleichungen (2.78) und (2.80) die Anfangsbedingungen fu¨r jeweils beide Zusta¨nde
zum Zeitpunkt t = 0 gegeben sind. Fu¨hrt man fu¨r das duale Problem z die Zeitachse
τ = tn − t ein und definiert die Anfangsbedingungen fu¨r z zum Zeitpunkt τ = 0, dann
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ergibt sich aus Gleichung (2.80) mit der verku¨rzten Schreibweise direkt die Identita¨t
(2.31), wenn dort der lineare, ungeda¨mpfte Fall betrachtet wird:
tn∫
0
Ru(z)dt + [ρ0(e˙S, z)B0 − ρ0(eS, z˙))B0 ]0 (2.82)
=
tn∫
0
Fz(eS)dt + [ρ0(z˙, eS)B0 − ρ0(z, e˙S))B0 ]
tn
Bei der Bestimmung der Vorzeichen der Geschwindigkeiten des dualen Problems muss
hierbei die A¨nderung der Richtung der Zeitachse beru¨cksichtigt werden. Die Interpreta-
tion des dualen Problems als
”
Ru¨ckwa¨rtsproblem“ in der Zeit ergibt sich automatisch
aus der Definition der Faltung in Gleichung (2.79).
Auch die zweite Fehleridentita¨t (2.34) la¨sst sich fu¨r den Fall der linearen Elastodyna-
mik auf ein klassisches Reziprozita¨tstheorem zuru¨ckfu¨hren, welches insbesondere in der
Akustik Anwendung findet und im englischen Sprachgebrauch als
”
power-reciprocity“
bezeichnet wird, da das Reziprozita¨tstheorem mit Hilfe von Leistungsausdru¨cken for-
muliert wird. Die Herleitung des Reziprozita¨tstheorems entspricht im Wesentlichen der
des Theorems (2.78). Ausgangspunkt der Herleitung sind wiederum die zwei Bewe-
gungsgleichungen der beiden betrachteten Zusta¨nde, jedoch werden hier zur Darstel-
lung der Tra¨gheitsterme die Geschwindigkeiten anstelle der Verschiebungen verwendet.
Die Bewegungsgleichungen lauten damit:
divσ1 + ρ0b1 = ρ0v˙1 (2.83)
divσ2 + ρ0b2 = ρ0v˙2 (2.84)
Die entsprechenden Laplace-Transformationen der Bewegungsgleichungen fu¨hren dann
auf:
divσ¯1 + ρ0b¯1 = ρ0sv¯1 − ρ0v1(x, 0) (2.85)
divσ¯2 + ρ0b¯2 = ρ0sv¯2 − ρ0v2(x, 0) (2.86)
Nun wird Gleichung (2.85) mit der Laplace-Transformierten v¯2 und Gleichung (2.86)
mit der Laplace-Transformierten v¯1 multipliziert. Die Differenz der beiden Gleichungen
und anschließende Integration u¨ber das gesamte Gebiet liefern das folgende Rezipro-
zita¨tstheorem fu¨r die Laplace-Transformierten:∫
∂B
t¯1 · v¯2dA+
∫
B0
ρb¯1 · v¯2dV +
∫
B0
ρ0v1(x, 0) · v¯2 + σ1(x, 0) : ε¯2dV (2.87)
=
∫
∂B
t¯2 · v¯1dA+
∫
B0
ρb¯2 · v¯1dV +
∫
B0
ρ0v2(x, 0) · v¯1 + σ2(x, 0) : ε¯1dV
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Die Anwendung des Faltungstheorem auf Gleichung (2.87) und die inverse Laplace-
Transformation fu¨hren schließlich auf das folgende Reziprozita¨tstheorem der beiden
Zusta¨nde im Zeitbereich:∫
∂B
t1 ∗ v2dA +
∫
B0
ρb1 ∗ v2dV (2.88)
+
∫
B0
ρ0v1(x, 0) · v2(x, tn)dV +
∫
B0
σ1(x, 0) : ε(x, tn)dV
=
∫
∂B
t2 ∗ v1dA +
∫
B0
ρb2 ∗ v1dV
+
∫
B0
ρ0v2(x, 0) · v1(x, tn)dV +
∫
B0
σ2(x, 0) : ε1(x, tn)dV
∀tn > 0
Die Anwendung von (2.88) auf den ra¨umlichen Diskretisierungsfehler eS(x, t) und die
duale Lo¨sung z(x, t) fu¨hrt nun analog zum oben angegebenen Vorgehen auf die zweite
Fehleridentita¨t (2.34).
Die zielorientierte Fehlerscha¨tzung in der linearen Elastodynamik la¨sst sich also auch
direkt aus bekannten Reziprozita¨tstheoremen im Zeitbereich, wie dem Reziprozita¨ts-
theorem (2.78) nach Graffi oder dem Leistungsreziprozita¨tstheorem (2.88) ableiten.
Die in den vorangegangenen Abschnitten hergeleiteten Darstellungen des Fehlers fu¨r
nichtlineare Probleme in einer beliebigen Gro¨ße ko¨nnen folglich als eine Erweiterung
dieser bekannten Reziprozita¨tstheoreme angesehen werden.
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Kapitel 3
Fehlerscha¨tzung und Netzadaption
fu¨r geometrisch lineare Probleme
In diesem Kapitel steht die Scha¨tzung des ra¨umlichen Diskretisierungsfehlers fu¨r geometrisch
lineare Problemstellungen im Mittelpunkt. Nach der allgemeinen Definition von praktischen
Anforderungen an die Fehlerscha¨tzung erfolgt eine Klassifizierung verschiedener Lo¨sungsty-
pen fu¨r Probleme der Strukturdynamik. Anschließend wird der ra¨umliche Diskretisierungsfeh-
ler in modalen Koordinaten dargestellt.
Fu¨r die Fehlerscha¨tzung innerhalb der semidiskreten Methode werden neben bekannten glo-
balen Fehlerscha¨tzern zielorientierte Fehlerscha¨tzer basierend auf den Fehleridentita¨ten des
vorangegangen Kapitels ero¨rtert. Ein besonderes Augenmerk gilt dabei dem numerischen Auf-
wand, der fu¨r die Fehlerscha¨tzung notwendig ist. Zur Beurteilung der verschiedenen Strategien
zur Fehlerscha¨tzung wird dabei auf die Modalzerlegung des Diskretisierungsfehlers zuru¨ckge-
griffen.
Im Anschluß werden ortsadaptive Verfahren fu¨r die semidiskrete Finite-Elemente-Methode
auf Basis der entwickelten Fehlerscha¨tzer behandelt.
Den Abschluss des Kapitels bilden die zielorientierte Fehlerscha¨tzung und die Netzadaption in
Zielfunktionalen von Eigenformen als Alternative zur Generierung von adaptierten Berech-
nungsnetzen.
3.1 Anforderungen an die Fehlerscha¨tzung
Die nachfolgenden Ausfu¨hrungen beschra¨nken sich auf den materiell und geometrisch
linearen Fall. Fu¨r die im vorangegangen Kapitel dargestellten Fehlerdarstellungen be-
deutet dies, dass die linearisierte Form dem exakten Fall entspricht. Folglich sind auch
die Fehlerdarstellungen, im Gegensatz zum nichtlinearen Fall, exakt.
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Die in diesem Kapitel behandelten Fehlerscha¨tzer basieren auf den Fehleridentita¨ten
des 2. Kapitels. Dabei werden verschiedene Vereinfachungen bzw. Annahmen ein-
gefu¨hrt, die direkten Einfluss auf die Genauigkeit der Fehlerscha¨tzung und auf den
zu betreibenden numerischen Aufwand haben.
Zur Bewertung der vorgestellten Fehlerscha¨tzer im Hinblick auf die Gu¨te der Feh-
lerscha¨tzung und deren Eignung als Basis eines ortsadaptiven Verfahrens lassen sich
zuna¨chst die folgenden allgemeinen Anforderungen an die Fehlerscha¨tzung formulieren:
a) Die Fehlerscha¨tzung muss numerisch effizient sein. Insbesondere muss sie nume-
risch gu¨nstiger sein als die Berechnung einer Referenzlo¨sung auf einer feineren
Diskretisierung.
b) Der verwendete Fehlerscha¨tzer muss eine ausreichend gute Scha¨tzung der gesuch-
ten Fehlergro¨ße ermo¨glichen.
c) Der Fehlerscha¨tzer muss eine verla¨ssliche Scha¨tzung der Verteilung des Fehlers
ermo¨glichen, da diese fu¨r eine effiziente Netzanpassung notwendig ist.
d) Der Fehlerscha¨tzer muss eine geeignete Basis fu¨r die Netzadaption sein, d.h. dass
der Fehlerscha¨tzer und das darauf basierende ortsadaptive Verfahren aufeinander
abgestimmt sein mu¨ssen.
Im Wesentlichen la¨sst sich feststellen, dass die Anforderungen a) und b) in der prakti-
schen Anwendung oft gerade kontra¨r zueinander sind. Die Entwicklung eines sinnvollen
Fehlerscha¨tzers und eines Netzadaptionsverfahrens sollte deshalb als Ziel ein ausgewo-
genes Verha¨ltnis zwischen dem Aufwand und der damit gewonnenen Information bzw.
Ergebnisverbesserung anstreben.
3.2 Klassifizierung des Lo¨sungsverhaltens der Be-
wegungsgleichung
Sa¨mtliche bisher angestellten Betrachtungen sind allgemeingu¨ltig und zielen folglich
auf alle mo¨glichen Lo¨sungstypen der Bewegungsgleichung ab. Die Lo¨sungen der Bewe-
gungsgleichung ko¨nnen jedoch z.B. in Abha¨ngigkeit von den Randbedingungen oder
der Belastung einen sehr unterschiedlichen Lo¨sungscharakter aufweisen. Hier ist im
Wesentlichen zwischen Wellenausbreitungsproblemen und Schwingungsproblemen zu
unterscheiden. Fu¨r die Anwendung von Fehlerscha¨tzern und ortsadaptiven Verfahren
erscheint es sinnvoll, die unterschiedlichen Eigenschaften der Lo¨sungen zu beru¨cksich-
tigen. Es sei an dieser Stelle angemerkt, dass eine eindeutige Einordnung einer Lo¨sung
u(x, t) zu einem der beiden Bewegungstypen nicht immer mo¨glich ist. Im Folgenden soll
nur eine grobe Charakterisierung der beiden Lo¨sungstypen erfolgen und grundlegende
Unterschiede des Lo¨sungsverhaltens aufgezeigt werden. Fu¨r die ausfu¨hrliche Darstel-
lung und Diskussion klassischer Lo¨sungsansa¨tze fu¨r die Bewegungsgleichung wird an
dieser Stelle auf das umfangreiche Fachschrifttum, z.B. Graff [38], verwiesen.
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Unter einer Schwingung versteht man im strengen Sinne eine periodische Bewegung
eines Systems um eine ortsfeste Ruhelage. Die klassischen Lo¨sungsansa¨tze fu¨r Schwin-
gungsprobleme beruhen deshalb i.d.R. auf der sogenannten Modenu¨berlagerung. Hier-
bei wird fu¨r die Lo¨sung der Bewegungsgleichung eine Trennung der Vera¨nderlichen in
der Form
u(x, t) =
∞∑
i=1
u¯i(x) · fi(t) (3.1)
durchgefu¨hrt. Hierin ist u¯i(x) die i−te Eigenform des kontinuierlichen ungeda¨mpften
Eigenschwingungsproblems
divσ(u¯) + ρω2u¯ = 0 (3.2)
und fi(t) deren zeitliche Antwort im vorliegenden Problem. Fu¨r eine spezielle Eigenform
i unterliegt jeder Punkt x demselben Zeitgesetz fi(t). Bei typischen Schwingungsproble-
men ist insbesondere fu¨r die Abbildung des Langzeitverhaltens nur eine stark begrenz-
te Anzahl von Eigenformen notwendig. Eine Schwingung hat folglich einen ra¨umlich
globalen Charakter und die zeitliche A¨nderung des Bewegungszustandes ist von un-
tergeordneter Bedeutung. Schwingungsprobleme in der Mechanik beschra¨nken sich in
aller Regel auf den unteren Frequenzbereich. Typische technische Problemstellungen,
bei denen Schwingungen eine große Rolle spielen, sind unter anderem:
• periodische Anregungen von Strukturen z.B. durch Maschinen oder
• Schwingungen von Bauwerken in Folge von Wind- oder Verkehrslasten.
Die Wellenausbreitung hingegen bezeichnet die ra¨umliche Ausbreitung eines Schwin-
gungszustandes u¨ber das Gebiet. Im Gegensatz zur Schwingung wird hier also Energie
u¨ber das Gebiet transportiert und die zeitliche A¨nderung des Bewegungszustandes ist
ein wesentliches Merkmal dieses Lo¨sungstyps. Auch hier kann eine Lo¨sung mit dem
globalen Ansatz (3.1) gefunden werden, jedoch sind im Gegensatz zu Schwingungs-
problemen sehr viele Eigenformen notwendig, um die Lo¨sung des Wellenausbreitungs-
problems abzubilden. Dies liegt im Wesentlichen am stark lokalen Charakter des Wel-
lenausbreitungsproblems, bei dem i.d.R. große Teile des Berechnungsgebiet unverformt
sind und die Lo¨sung auf einen kleinen Teil beschra¨nkt bleibt. Fu¨r Probleme mit Da¨mp-
fung bleibt dieser lokale Charakter der Wellenfront jedoch bei Langzeitberechnungen
nicht erhalten, da die ho¨herfrequenten Lo¨sungsanteile sta¨rker geda¨mpft werden, als
die niederfrequenten Anteile. Die Wellenausbreitung ist deshalb ein typische Pha¨no-
men der Kurzzeitdynamik. Technische Probleme, bei denen die Wellenausbreitung von
Bedeutung ist, sind z.B.:
• Stoßkontakte, z.B. bei Fahrzeuganprall auf Strukturen oder
• schlagartige A¨nderungen der Randbedingungen beim Abbruchsprengen.
Die weiteren Betrachtungen im Rahmen dieser Arbeit zielen im Wesentlichen auf die
effiziente Lo¨sung von Schwingungsproblemen ab.
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3.3 Modale Synthese des ra¨umlichen Diskretisie-
rungsfehlers
Bei der Untersuchung von Schwingungsproblemen werden Lo¨sungen der Bewegungs-
gleichung in Form von stehenden Wellen gesucht, d.h. die modale Zerlegung der exakten
Lo¨sung gema¨ß Gleichung (3.1) ist ein geeigneter Lo¨sungsansatz.
Fu¨r die Lo¨sung des ra¨umlich diskretisierten Problems ergibt sich die entsprechende
Darstellung
uh(x, t) =
ndof∑
i=1
u¯hi (x) · f
h
i (t) (3.3)
aus der U¨berlagerung der ndof diskreten Eigenformen u¯
h
i (x) und deren zeitlichen Ant-
worten fhi (t). Der ra¨umliche Diskretisierungsfehler folgt dann aus der Differenz der
Gleichungen (3.1) und (3.3).
eS(x, t) =
ndof∑
i=1
(
u¯i(x)− u¯
h
i (x)
)︸ ︷︷ ︸
Ei(x)
·fhi (t) + u¯i(x) ·
(
fi(t)− f
h
i (t)
)︸ ︷︷ ︸
eϕ,i
(3.4)
+
∞∑
i=ndof+1
u¯i(x) · fi(t)
Der ra¨umliche Diskretisierungsfehler la¨sst sich somit in den Fehler infolge der ra¨umli-
chen Approximation der Eigenformen,
ndof∑
i=1
(u¯i(x)− u¯
h
i (x)) · f
h
i (t) =
ndof∑
i=1
Ei(x) · f
h
i (t),
den Phasenfehler infolge der falschen Approximation der Eigenfrequenzen der im nu-
merischen Modell enthaltenen Eigenformen
ndof∑
i=1
(u¯i(x) · (fi(t)− f
h
i (t)) =
ndof∑
i=1
(u¯i(x) · eϕ,i
sowie den Abschneidefehler
∞∑
i=ndof+1
(u¯i(x) · fi(t)
der ho¨heren Eigenformen aufspalten. Der Abschneidefehler der ho¨heren Eigenformen
kann bei einer sinnvollen, dem Problem angepassten ra¨umlichen Diskretisierung in der
Regel vernachla¨ssigt werden. Der Phasenfehler hingegen ha¨ngt maßgeblich von der
Berechnungsdauer ab, und kann bei Langzeitsimulationen auch bei einer guten Appro-
ximation der maßgeblichen Eigenfrequenzen die Gro¨ßenordnung der exakten Lo¨sung
annehmen. Aus Gleichung (3.4) geht daru¨ber hinaus hervor, dass die zeitlichen Verla¨ufe
der Fehler in den Eigenformen den Verla¨ufen der diskreten Lo¨sung entsprechen.
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3.4 Fehlerscha¨tzung in globalen Normen
Die klassischen Ansa¨tze zur Scha¨tzung des ra¨umlichen Diskretisierungsfehlers greifen
auf globale Normen der Lo¨sung, wie die L2-Norm und die Energienorm zuru¨ck. Riccius
[98] und Zeng & Wiberg [118, 119] spalten hierfu¨r den Fehler zum Zeitpunkt tn in
den Fehler in der kinetischen Energie und in der Verzerrungsenergie auf. Der Fehler in
der Gesamtenergienorm lautet dann:
||eS||E = (||eS||
2
a + ρ0||e˙S||
2
L2
)1/2, (3.5)
mit der Verzerrungsenergienorm
||eS||a =
√
a(eS, eS) (3.6)
und der L2-Norm des Fehlers in den Geschwindigkeiten
||eS||L2 =
√
(eS, eS). (3.7)
Es sei an dieser Stelle angemerkt, dass die nachfolgenden Fehlerscha¨tzer lediglich den
Zustand zum Zeitpunkt tn betrachten. Der Phasenfehler infolge der ra¨umlichen Dis-
kretisierung wird folglich nicht erfasst.
Da einige der nachfolgend behandelten Zielgro¨ßen-orientierten Fehlerscha¨tzer auf Feh-
lerscha¨tzer in globalen Normen zuru¨ckgreifen, sollen diese klassischen Fehlerscha¨tzer
hier kurz erla¨utert werden.
3.4.1 Scha¨tzung des Fehlers in der Verzerrungsenergienorm
Fu¨r die Scha¨tzung der Verzerrungsenergienorm des Fehlers wird im Nachfolgenden der
Fehlerscha¨tzer nach Zienkiewicz & Zhu [122, 123, 124] verwendet, welcher auf dem
sogenannten Superconvergent-Patch-Recovery-Konzept (SPR) beruht. Bei linear elasti-
schem Materialverhalten la¨sst sich die Energienorm des ra¨umlichen Diskretisierungs-
fehlers u¨ber die Differenz der exakten Spannungen σ und der diskreten Spannungen
σh angeben:
||eS||a =
∫
B0
(σ − σh) : C
−1 : (σ − σh)dV (3.8)
Im Gegensatz zum exakten Spannungsverlauf sind die diskreten Spannungen aufgrund
der C0-Stetigkeit der Verschiebungsinterpolation in der Regel u¨ber die Elementgren-
zen hinweg unstetig. Der Grundgedanke des Zienkiewicz-Zhu-Fehlerscha¨tzers beruht
darauf, die exakten Spannungen durch einen C0-stetigen Spannungsverlauf σ
∗ zu ap-
proximieren:
||eS||a ≈
∫
B0
(σ∗ − σh) : C
−1 : (σ∗ − σh)dV (3.9)
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Der gegla¨ttete Spannungsverlauf wird nun mit Hilfe der Superconvergent-Patch-
Recovery-Methode ermittelt. Hierbei wird fu¨r jeden Knoten des FE-Netzes ein Knoten-
Patch betrachtet. Die Stu¨tzstellen des Patches sind die superkonvergenten Spannungs-
punkte der an den Knoten anschließenden Elemente. Fu¨r bilineare Verschiebungsele-
mente sind dies die Mittelpunkte der Elemente, siehe Barlow [9]. Fu¨r den Spannungs-
verlauf im Patch wird ein linearer Verlauf angenommen:
σ∗i = P (x, y)ai i = 1, ..., m mit P (x, y) = (1, x, y) (3.10)
Die Bestimmung der Koeffizienten ai erfolgt mit dem Quadratmittelproblem
n∑
k=1
(σhi (xk, yk)− P (xk, yk)ai)
2 → stat. (3.11)
SuperkonvergenteSpannungspunkte
der angrenzenden Elemente
Knoten, für den verbesserte Spannungen
bestimmt werden
Elementpatch
Bild 3.1: Definition des Knotenpatches fu¨r den Superconvergent-Patch-Recovery
Hierin ist n die Anzahl der superkonvergenten Spannungspunkte im Patch. Mit den Ko-
effizienten ai ist der verbesserte Spannungsverlauf im Patch und damit die verbesserten
Spannungen an dem jeweiligen Knoten definiert.
Nach der Bestimmung der verbesserten Knotenspannungen ergibt sich nun der C0-
stetige Spannungsverlauf aus der Interpolation der Knotenspannungen mit Hilfe der bi-
linearen Ansatzfunktionen des Verschiebungsverlaufs. Fu¨r die Ermittlung der gegla¨tte-
ten Knotenspannungen an Knoten mit weniger als drei angrenzenden Elementen, wie
z.B. Kanten- und Eckknoten, sei an dieser Stelle auf die Ausfu¨hrungen in Baumann
[12] und Riccius [98] verwiesen.
Bei der Verwendung von Elementen mit angenommenen bzw. erweiterten Verzerrungs-
verla¨ufen la¨sst sich die ho¨here Konvergenzordnung der Spannungen im Elementmit-
telpunkt nicht nachweisen. Die Konstruktion des Zienkiewicz-Zhu-Fehlerscha¨tzers zur
Scha¨tzung der netzabha¨ngigen Energienorm ||eS||a,h =
√
ah(eS, eS) wird dennoch in
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analoger Weise auf diese Elemente u¨bertragen. Fu¨r die 7-Parameter-Formulierung der
Schale ergibt sich dann der folgende Fehlerscha¨tzer:
||eS||a¯ ≈
∫
B0
(σ∗ − σ(uh, βh)) : C
−1 : (σ∗ − σ(uh, βh)) dV (3.12)
Die gegla¨tteten Spannungen werden hierbei unter Hinzuziehen der Verzerrungserwei-
terung bestimmt. Numerische Untersuchungen z.B. von Baumann [12] zeigen, dass
dieses Vorgehen auch fu¨r diese gemischten Elementformulierungen zu effizienten und
robusten Fehlerscha¨tzern fu¨hrt.
3.4.2 Fehlerscha¨tzer in der L2-Norm der Geschwindigkeiten
Fu¨r die Scha¨tzung der L2-Norm des Fehlers in den Geschwindigkeiten wird der Feh-
lerscha¨tzer nach Riccius [98, 99] verwendet. Dieser basiert auf der Generierung eines
verschlechterten Geschwindigkeitsfeldes. Der Grundgedanke der Fehlerscha¨tzung mit
verschlechterten Feldern ergibt sich aus der Tatsache, dass die Verschiebungen und
Geschwindigkeiten in der Regel an den Knoten des FE-Netzes am genauesten sind.
Dies wurde z.B. von Douglas, Dupont & Wheeler [29] fu¨r spezielle ebene Net-
ze nachgewiesen. Folglich gibt es im Berechnungsgebiet keine Punkte, an denen die
Geschwindigkeiten besser approximiert werden. Dementsprechend kann die Generie-
rung eines verbesserten Geschwindigkeitsfeldes nur u¨ber ho¨herordrige Approximatio-
nen, wie z.B. inWiberg & Li [114], erfolgen. Um den Aufwand zur Generierung eines
verbesserten Geschwindigkeitsfeldes zu umgehen, schla¨gt Riccius die Generierung ei-
nes verschlechterten Geschwindigkeitsfeldes vor, welches als Geschwindigkeitsverteilung
auf einer gro¨beren ra¨umlichen Diskretisierung interpretiert werden kann. Fu¨r bilineare
Elemente ergeben sich die verschlechterten Geschwindigkeiten an den Knoten aus der
Mittelung der Geschwindigkeiten in den Elementmittelpunkten der nk an den Knoten
anschließenden Elemente:
d˙
#
k =
1
nk
·
nk∑
j=1
d˙m,j (3.13)
Das verschlechterte Geschwindigkeitsfeld in einem Element ergibt sich dann aus der
Interpolation mit den Ansatzfunktionen:
u˙
#
el =N · d˙
#
(3.14)
Die L2-Norm des Fehlers in den Geschwindigkeiten la¨sst sich dann mit
||e˙S||
2
L2 ≈ c
2||u˙# − u˙h||L2 =
∫
B0
(u˙# − u˙h)
2dV mit c = 0.365 (3.15)
abscha¨tzen. Bild 3.4.2 zeigt das prinzipielle Vorgehen zur Bestimmung der verschlech-
terten Geschwindigkeiten an Hand des eindimensionalen Falles.
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DiskreteKnotengeschwindigkeiten di
.
Gemittelte Knotengeschwindigkeiten
der angrenzenden Elemente
dm,j
.
Verschlechterte Knotengeschwindigkeiten d#
.
k
u
.
xi-1 xi xi+1 xi+2
x
Bild 3.2: Eindimensionale Prinzipdarstellung zur Bestimmung verschlechterter Ge-
schwindigkeiten zur Scha¨tzung der L2-Norm des Fehlers in den Geschwin-
digkeiten
Der Faktor c = 0.365 ergibt sich aus der Tatsache, dass u˙# das Geschwindigkeitsfeld auf
einer groben ra¨umlichen Diskretisierung darstellt und wurde von Riccius [98] anhand
von verschiedenen vorgegebenen analytischen Funktionen bestimmt.
Neumann [73] gibt den hier vorgestellten Fehlerscha¨tzer auch zur Bestimmung der
L2-Norm des Fehlers in den Verschiebungen im Rahmen der Fehlerscha¨tzung fu¨r Ei-
genformen an.
3.5 Allgemeines zur Fehlerscha¨tzung fu¨r Punkt-
gro¨ßen
Bei der Scha¨tzung des Fehlers in Punktgro¨ßen, wie Punktverschiebungen bzw. Punktge-
schwindigkeiten, ist die exakte Lo¨sung des dualen Problems die Lo¨sung der Bewegungs-
gleichung unter Punktlasten bzw. Einzelimpulslasten. Dies fu¨hrt auf Singularita¨ten in
der Lo¨sung, da die Lo¨sung des Problems nicht im Energieraum des Kontinuums ent-
halten ist, siehe z.B. Hartmann [46].
Bei der Bestimmung des dualen Problems mit Hilfe der Methode der finiten Elemente
folgt hieraus, dass die Verzerrungsenergienorm der dualen Lo¨sung bei der Netzverfei-
nerung unbeschra¨nkt ansteigt. Zur Vermeidung dieses Problems sind deshalb geeignete
Regularisierungen der Belastungen des dualen Problems vorzunehmen. Hierfu¨r werden
in der Literatur im Wesentlichen zwei Strategien verwendet:
• Gla¨tten bzw. Verschmieren der Verschiebung im Bereich des Quellpunktes mit
Hilfe einer abklingenden Exponentialfunktion, siehe z.B. Prudhomme & Oden
[90]. Hierdurch wird der Raum der mo¨glichen Verschiebungen und damit das
Zielfunktional beschra¨nkt. Diese Technik ist im englischen Sprachgebrauch als
mollification (Besa¨nftigung) bekannt, vgl. Oden & Reddy [77].
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• Regularisierung der Dirac-Distribution durch eine geeignete verteilte Belastung
im dualen Problem. Dieser Ansatz wird u.a. von Riccius [98] im Rahmen von
ortsadaptiven Verfahren zur Vermeidung von Singularita¨ten durch Einzellasten
verwendet. Fu¨r die Fehlerscha¨tzung von Punktgro¨ßen mit dualen Problemen fin-
det sich dieser Ansatz z.B. in den Arbeiten von Cirak [20] und Steeb [110].
Steeb ersetzt hierfu¨r die Dirac-Distribution durch eine (bi-)quadratische Inter-
polationsfunktion auf einem Elementpatch, dessen Mittelpunkt der Quellpunkt
ist.
Fu¨r die numerischen Beispiele im Rahmen dieser Arbeit erfolgt die Regularisierung der
Dirac-Distribution im dualen Problem und auch der Einzellasten im primalen Problem
durch Verteilung der Belastung. Hierfu¨r wird der Ansatz von Riccius [98] verwendet.
Die Einzellast wird durch eine lokal verteilte Fla¨chenlast ersetzt. Hierfu¨r wird zuna¨chst
ein kugelfo¨rmiges Gebiet definiert, in dessen Mittelpunkt die Einzellast wirkt. Als Ra-
dius dieser Kugel wird sinnvoller Weise die Dicke der Schale festgelegt. Dann werden
alle Elemente ermittelt, welche mindestens einen Knoten innerhalb der Kugel besit-
zen. Die Einzellast wird anschließend durch eine konstante Fla¨chenlast p¯ auf alle diese
Elemente ersetzt. Fu¨r die Fehlerscha¨tzung bedeutet dies, dass an Stelle der gesuchten
Punktgro¨ße der mittlere Fehler in dem kugelfo¨rmigen Bereich um den entsprechenden
Punkt ermittelt wird. Es muss dabei natu¨rlich beachtet werden, dass das hier beschrie-
bene Vorgehen nur fu¨r ausreichend feine Diskretisierungen eine gute Scha¨tzung des
Fehlers in der Punktgro¨ße liefern kann.
3.6 Fehleridentita¨ten fu¨r Elemente mit angenom-
menen Verzerrungsverla¨ufen
Im Abschnitt 1.3.2 wurde bereits darauf hingewiesen, dass die Methode der ange-
nommenen Verzerrungen eine vom Raumnetz abha¨ngige Reduktion des kompatiblen
Verzerrungsfeldes darstellt:
EANS = Rh(E(u)) (3.16)
Die Bestimmung der numerischen Lo¨sung uh(x, t) weicht somit vom eigentlichen Ga-
lerkinverfahren ab. Diese netzabha¨ngige Vera¨nderung des Variationsproblems wird im
mathematischen Schrifttum als
”
variational crime“ bezeichnet, siehe u.a. Strang &
Fix [112], Brenner & Scott [19] und Pitka¨ranta [86, 87]. Die Fehleridentita¨ten
mu¨ssen dann entsprechend modifiziert werden, siehe z.B. Giles & Su¨li [37].
Der Einfluss dieser netzabha¨ngigen Modifikation auf die Fehleridentita¨ten aus Kapitel
2 soll hier am Beispiel des ungeda¨mpften Falles erla¨utert werden.
Fu¨r die exakte Lo¨sung gilt
ρ0(u¨,w)B0 + a(u,w) = Fu(w) ∀w ∈W (3.17)
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und die diskrete Lo¨sung bestimmt sich aus
ρ0(u¨h,wh)B0 + ah(uh,wh) = Fu(wh) ∀wh ∈W
h. (3.18)
Da beim diskreten Problem eine netzabha¨ngige Bilinearform ah(·, ·) verwendet wird,
erfu¨llt hier die exakte Lo¨sung im Gegensatz zum klassischen Galerkinverfahren nicht
das diskrete Variationsproblem:
ρ0(u¨,wh)B0 + ah(u,wh) 6= Fu(wh) ∀wh ∈W
h, (3.19)
d.h. die exakte Lo¨sung und das diskrete Problem sind nicht konsistent. Die Herlei-
tung der schwachen Form der Differentialgleichung des ra¨umlichen Diskretisierungs-
fehlers, welche die Grundlage der Fehleridentita¨ten in Kapitel 2 darstellt, muss folg-
lich gegenu¨ber dem Vorgehen fu¨r reine Verschiebungselemente modifiziert werden. Die
schwache Form der Differentialgleichung des ra¨umlichen Diskretisierungsfehlers kann
dabei entweder mit Hilfe des unmodifizierten Variationsproblems oder mit Hilfe der
modifizierten Bilinearform ah(·, ·) dargestellt werden.
Daraus ergeben sich wiederum verschiedene Modifikationen der Fehleridentita¨ten. Wel-
che der Fehlerdarstellungen letztlich verwendet wird, ha¨ngt dann wiederum von der Art
des daraus abgeleiteten Fehlerscha¨tzers ab. Nachfolgend werden beide Mo¨glichkeiten
behandelt.
Darstellung mit Hilfe des unmodifizierten Variationsproblems
Ausgangspunkt fu¨r die Herleitung der ra¨umlich schwachen Form des Diskretisierungs-
fehlers ist wiederum die gewichtete Form des Residuums, welche sich wie folgt modifi-
zieren la¨sst:
Ru(w) = ρ0(u¨,w)B0 + a(u,w)− ρ0(u¨h,w)B0 − ah(uh,w) (3.20)
= ρ0(u¨,w)B0 − ρ0(u¨h,w)B0 + a(u,w)− a(uh,w)
+ a(uh,w)− ah(uh,w)︸ ︷︷ ︸
−Rk(w)
Hierin bezeichnetRk(w) den Anteil des Residuums, welcher sich aus dem U¨bergang von
der Bilinearform a(·, ·) zu ah(·, ·) ergibt. Die variationelle Form der Differentialgleichung
des ra¨umlichen Diskretisierungsfehlers fu¨r Elemente mit angenommenen Verzerrungen
lautet damit:
ρ0(e¨S,w)B0 + a(eS,w) = Ru(w) +Rk(w) ∀w ∈W (3.21)
Die rechte Seite der Differentialgleichung ist folglich noch um den Konsistenzanteil
Rk(w) erweitert. AusRk(wh) 6= 0 folgt, dass im Gegensatz zu einem Galerkinverfahren
der ra¨umliche Diskretisierungsfehler nicht mehr orthogonal zum diskreten Ansatzraum
ist, d.h.
ρ0(e¨S,wh)B0 + a(eS,wh) 6= 0 ∀wh ∈W
h. (3.22)
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Fu¨r Elemente mit angenommenen Verzerrungen ist also die Galerkinorthogonalita¨t,
welche als Grundlage fu¨r viele Fehlerscha¨tzer dient, verletzt.
Der gesamte ra¨umliche Diskretisierungsfehler la¨sst sich nun noch in den Approxima-
tionsfehler ea und den Konsistenzfehler ek ∈ W
h zerlegen. Fu¨r die Fehlerscha¨tzung
in der Statik bei Verwendung von Schalenelementen mit angenommenen Verzerrungen
wurde eine a¨hnliche Zerlegung z.B. von Pitka¨ranta [86] durchgefu¨hrt.
Zuna¨chst wird die diskrete Lo¨sung uh(x, t) in der Form
uh(x, t) = u˜h(x, t)− ek(x, t) (3.23)
mit der diskreten Lo¨sung u˜h des unmodifizierten Variationsproblem
ρ0(¨˜uh,wh)B0 + a(u˜h,wh) = Fu(wh) ∀wh ∈W
h (3.24)
dargestellt.
Fu¨r den gesamten ra¨umlichen Diskretisierungsfehlers folgt daraus die Zerlegung:
eS = u − uh
= u− u˜h︸ ︷︷ ︸ + u˜h − uh︸ ︷︷ ︸
= ea + ek
(3.25)
Da bei der Bestimmung der diskreten Lo¨sung u˜h keine Modifikation der Verschiebungs-
Verzerrungs-Beziehung verwendet wird, folgt aus den Gleichungen (3.17) und (3.24)
dass der Approximationsfehler ea die folgende Orthogonalita¨tsbedingung erfu¨llt:
ρ0(e¨a,wh)B0 + a(ea,wh) = 0 ∀wh ∈W
h (3.26)
Das Einsetzen der Zerlegung (3.23) in die gewichtete Form des Residuums (3.20) liefert
nun:
Ru(w) = ρ0(e¨a,w)B0 + a(ea,w) (3.27)
+ ρ0(e¨k,w)B0 + a(ek,w)−Rk(w)
Die Bedingung Ru(wh) = 0 ∀wh ∈ W
h fu¨hrt zusammen mit der Orthogonalita¨tsbe-
dingung (3.26) auf die Bestimmungsgleichung fu¨r den Konsistenzfehler:
ρ0(e¨k,wh)B0 + a(ek,wh) = ah(uh,wh)− a(uh,wh) = Rk(wh) ∀wh ∈W
h (3.28)
Die Herleitung der entsprechenden Fehleridentita¨ten aus Kapitel 2 kann nun analog
zum dortigen Vorgehen erfolgen. Das Residuum ist lediglich um den Konsistenzanteil
Rk(z) zu erga¨nzen.
Mit dem dualen Problem
ρ0(z¨,w)B0 + a(z,w) = Fz(w) ∀w ∈W (3.29)
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ergibt sich fu¨r den da¨mpfungsfreien Fall dann die zu (2.31) a¨quivalente 1. Fehleriden-
tita¨t
E(u,uh) = [ρ0(e˙S, z)B0 − ρ0(eS, z˙)B0 ]0 +
tn∫
0
Ru(z) +Rk(z)dt (3.30)
= [ρ0(z, e˙S)B0 − ρ0(z˙, eS)B0 ]
tn +
tn∫
0
Fz(eS)dt,
welche als Basis fu¨r die Fehlerscha¨tzung mit Hilfe der vollsta¨ndigen numerischen Lo¨sung
des dualen Problems in Abschnitt 3.7 dient. Die hier gemachten Modifikationen der 1.
Fehleridentita¨t lassen sich in analogerWeise auf die 2. Fehleridentita¨t (2.34) u¨bertragen.
Die Bedeutung der Zerlegung des ra¨umlichen Diskretisierungsfehlers in
Approximations- und Konsistenzfehler erschließt sich nun bei Betrachtung der
modifizierten Fehleridentita¨t (3.30). Aus der Orthogonalita¨tsbedingung (3.26) und
Gleichung (3.28) folgt, dass bei der Verwendung der diskreten dualen Lo¨sung zh ∈W
h
nur der Anteil des Konsistenzfehlers an der Zielfehlergro¨ße gescha¨tzt werden kann. Fu¨r
die Scha¨tzung des Approximationsfehlers ist zh als Testfunktion jedoch ungeeignet.
Darstellung mit Hilfe des modifizierten Variationsproblems
Alternativ zu Gleichung (3.20) la¨sst sich die schwache Form des Residuums auch wie
folgt modifizieren:
Ru(w) = ρ0(u¨,w)B0 + a(u,w)− ρ0(u¨h,w)B0 − ah(uh,w) (3.31)
= ρ0(u¨,w)B0 − ρ0(u¨h,w)B0 + ah(u,w)− ah(uh,w)
+ a(u,w)− ah(u,w)︸ ︷︷ ︸
−Rk(w)
Im Gegensatz zu Gleichung (3.20) steckt hier im KonsistenztermRk(w) die unbekannte
Lo¨sung u. Die variationelle Form der Differentialgleichung des ra¨umlichen Diskretisie-
rungsfehlers la¨sst sich dann mit Hilfe des modifizierten Variationsproblems wie folgt
ausdru¨cken:
ρ0(e¨S,w)B0 + ah(eS,w) = Ru(w) +Rk(w) ∀w ∈W (3.32)
Fu¨r die Aufspaltung des gesamten ra¨umlichen Diskretisierungsfehlers in Konsistenz-
und Approximationsfehler, wird jetzt dem Gleichgewichtsresiduum Ru(w) der Appro-
ximationsfehler gema¨ß
ρ0(e¨a,w)B0 + ah(ea,w) = Ru(w) ∀w ∈W (3.33)
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und dem Konsistenzresiduum Rk(w) der Konsistenzfehler gema¨ß
ρ0(e¨k,w)B0 + ah(ek,w) = Rk(w) ∀w ∈W (3.34)
zugeordnet. Dies entspricht der Zerlegung des ra¨umlichen Diskretisierungsfehlers in
eS = u − uh
= u− u˜︸ ︷︷ ︸ + u˜− uh︸ ︷︷ ︸
= ek + ea,
(3.35)
mit der exakten Lo¨sung u˜ des modifizierten Variationsproblems
ρ0(¨˜u,w)B0 + ah(u˜,w) = Fu(w) ∀w ∈W. (3.36)
Wegen Ru(wh) = 0 ∀wh ∈W
h folgt aus Gleichung (3.33) folgende Orthogonalita¨tsbe-
dingung fu¨r den Approximationsfehler:
ρ0(e¨a,wh)B0 + ah(ea,wh) = 0 ∀wh ∈W
h (3.37)
Bei der Herleitung der Fehleridentita¨ten auf der Basis von Gleichung (3.32) ergibt sich
nun das folgende netzabha¨ngige duale Problem:
ρ0(z,w)B0 + ah(z,w) = Fz(w) ∀w ∈W (3.38)
Fu¨r die Bestimmung der exakten Lo¨sung des dualen Problems ist also die gleiche
Modifikation wie bei der Bestimmung der diskreten primalen Lo¨sung uh zu verwenden.
Mit dem dualen Problem gema¨ß Gleichung (3.38) ergibt sich die zu (2.34) analoge 2.
Fehleridentita¨t:
E(u,uh) = [ρ0(e˙S, z˙)B0 + ah(eS, z)]0 +
tn∫
0
Ru(z˙) +Rk(z˙)dt (3.39)
= [ρ0(z˙, e˙S)B0 + ah(z, eS)]
tn −
tn∫
0
FZ(e˙S)dt
Da das Konsistenzresiduum hier die exakte Lo¨sung u beinhaltet, ist die Fehlerdar-
stellung (3.39) als Basis fu¨r die Fehlerscha¨tzung mit Hilfe der numerischen Auswer-
tung des gewichteten Residuums ungeeignet. Sie dient jedoch als Grundlage fu¨r die
Fehlerscha¨tzung mit Hilfe der netzabha¨ngigen Energienorm in Abschnitt 3.8 dieser
Arbeit. Auch hier gilt aufgrund der Orthogonalita¨tsbedingung (3.37), dass die numeri-
sche Lo¨sung zh nicht als Wichtungsfunktion zur Scha¨tzung des Approximationsfehlers
geeignet ist.
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Zusammenfassung
Wesentlich bei den Fehleridentita¨ten fu¨r Elemente mit angenommenen Verzerrungen
ist die Tatsache, dass sich als Folge der netzabha¨ngigen Modifikation ein zusa¨tzlicher
Konsistenzanteil am gesamten ra¨umlichen Diskretisierungsfehler ergibt. U¨ber den Ein-
fluss des Konsistenzfehlers auf den Gesamtfehler in einem Zielfunktional gibt es im
Schrifttum keine gesicherten Aussagen. Bisher wurde der Konsistenzfehler nur in glo-
balen Normen, wie der netzabha¨ngigen Energienorm ||ek||a,h =
√
ah(ek, ek) gescha¨tzt.
Untersuchungen von Pitka¨ranta [86, 87] zeigen jedoch, dass die Energienorm des
Konsistenzfehlers die gleiche Gro¨ßenordnung wie die Energienorm des Approximati-
onsfehlers haben kann. Numerische Untersuchungen von Diez, Morata & Huerta
[26] fu¨r die zielorientierte Fehlerscha¨tzung in der linearen Statik ergeben ebenfalls, dass
die Konsistenzanteile bei der Fehlerscha¨tzung einen dominanten Anteil des Fehlers dar-
stellen, fu¨r welchen sich nur schwer geeignete Abscha¨tzungen bestimmen lassen.
3.7 Fehlerscha¨tzung mit vollsta¨ndiger Lo¨sung des
Ru¨ckwa¨rtsproblems
Der naheliegende Ansatz zur Fehlerscha¨tzung in einer beliebigen Zielgro¨ße liegt in der
direkten numerischen Auswertung einer der in Kapitel 2 vorgestellten Fehleridentita¨ten.
Hierfu¨r wird die vollsta¨ndige duale Lo¨sung im gesamten Berechnungszeitraum beno¨tigt.
Ausgangspunkt der nachfolgenden Betrachtungen ist die modifizierte 1. Fehleridentita¨t
(3.30), welche auf der Wichtung des Residuums mit der Verschiebungsfunktion z(x, t)
des dualen Problems beruht. Weiterhin erfolgt eine Einschra¨nkung auf Probleme mit
homogenen Anfangsbedingungen, d.h. eS(x, 0) = 0 und e˙S(x, 0) = 0. Fu¨r Probleme
mit allgemeinen Anfangsbedingungen sind noch zusa¨tzliche Scha¨tzungen der Diskreti-
sierungsfehler zum Zeitpunkt t = 0 notwendig.
Prinzipiell kann zur Fehlerscha¨tzung auch die 2. Identita¨t, welche die Geschwindigkeiten
des dualen Problems als Wichtungsfunktion verwendet, herangezogen werden. Da das
duale Problem mit einem Zeitintegrationsverfahren bestimmt wird, ist dabei jedoch zu
beachten, dass fu¨r die Verschiebungen in der Regel eine ho¨herordrige Approximation in
der Zeit verwendet wird. Die Verwendung der Geschwindigkeiten des dualen Problems
zur Fehlerscha¨tzung beinhaltet folglich ein
”
Aufrauhen“ der dualen Lo¨sung in der Zeit,
was unter Umsta¨nden Einfluss auf die Gu¨te der Fehlerscha¨tzung haben kann.
Zur Minimierung des Berechnungsaufwandes werden hier wegen cM ≪ 1 und cK ≪ 1
die Da¨mpfungsterme bei der Bestimmung des gewichteten Residuums vernachla¨ssigt.
Die Bestimmung des dualen Problems erfolgt weiterhin mit dem Da¨mpfungseinfluss,
so dass der zeitliche Transport des Fehlers nicht verfa¨lscht wird.
Zusammen mit den Ausfu¨hrungen aus Abschnitt 3.6 ergibt sich dann fu¨r Schalenele-
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mente mit angenommenen Verzerrungen folgende Fehlerdarstellung:
E(u,uh) =
tn∫
0
Fu(z)− ρ0(u¨h, z)B0 − ah(uh, z) + ah(uh, z)− a(uh, z)dt (3.40)
=
tn∫
0
Fu(z)− ρ0(u¨h, z)B0 − a(uh, z)dt
Im Sinne der numerischen Effizienz wa¨re die Lo¨sung des dualen Problems auf dem
Netz der primalen Lo¨sung wu¨nschenswert. Aufgrund der Orthogonalita¨tsbedingung
(3.26) ist zh jedoch als Wichtungsfunktion zur Scha¨tzung des Approximationsfehlers
nicht zula¨ssig, es wird also eine bessere Approximation des dualen Problems notwendig.
Hierfu¨r werden im Schrifttum verschiedene Strategien verfolgt, siehe z.B. Oden et al.
[80]:
a) Berechnung des dualen Problems auf dem Netz des primalen Problems, jedoch
mit einer ho¨heren Interpolationsordnung. Beispielsweise verwenden Bangerth
& Rannacher [8] fu¨r die Fehlerscha¨tzung bei der Diskretisierung der Wellen-
gleichung fu¨r das primale Problem eine bilineare und fu¨r das duale Problem eine
biquadratische Interpolationsordnung.
b) Berechnung des dualen Problems mit der gleichen Interpolationsordnung auf ei-
nem hierarchisch verfeinerten Netz, mit einer Netzweite H < h.
c) Berechnung der dualen Lo¨sung auf einem fu¨r das duale Problem angepassten
Netz. Diese Mo¨glichkeit tra¨gt der Tatsache Rechnung, dass das duale Problem
als Einflussfunktion oft einen sehr lokalisierten Charakter hat. Die gro¨ßte Schwie-
rigkeit bei diesem Vorgehen ist die Auswertung von Arbeitsausdru¨cken auf ver-
schiedenen, nicht notwendigerweise hierarchischen Netzen. Beispielsweise geben
Ru¨ter et al. [103] ein allgemeines Vorgehen zur Fehlerscha¨tzung bei der Ver-
wendung von vollsta¨ndig unterschiedlichen Netzen fu¨r das duale und primale
Problem an. Dort werden ebene Probleme mit dreiknotigen finiten Elementen
betrachtet, was Vorteile bei der Implementierung der dann notwendigen Suchal-
gorithmen mit sich bringt. Fu¨r die hier betrachteten Schalenelemente mit ange-
nommenen Verzerrungsverla¨ufen sind bei diesem Vorgehen zusa¨tzliche Schwierig-
keiten infolge des Konsistenzfehlers zu erwarten, da dieser nur u¨ber den U¨bergang
zu einer ho¨herordrigen oder feineren Diskretisierung abgescha¨tzt werden kann.
d) Berechnung des dualen Problems mit dem Netz des primalen Problems und an-
schließende Interpolation ho¨herer Ordnung oder Gla¨ttung der diskreten Lo¨sung.
Dieser Ansatz wird z.B. von Diez & Calderon [27] fu¨r die Fehlerscha¨tzung fu¨r
transiente parabolische Probleme verwendet.
e) Berechnung des dualen Problems mit dem Netz des primalen Problems und
anschließende ra¨umliche Erweiterung auf Elementpatches. Dieser Ansatz wurde
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Larsson et al. [67] fu¨r statische Probleme der nichtlinearen Elastizita¨tstheorie
verwendet. Fu¨r Probleme der Strukturdynamik wurde der Ansatz bisher nicht
verfolgt.
Alle hier beschriebenen Verfahren haben den Nachteil, dass der Aufwand fu¨r die Be-
stimmung des dualen Problems mindestens dem Aufwand fu¨r die Berechnung des pri-
malen Problems entspricht.
Die nachfolgenden Ausfu¨hrungen beschra¨nken sich auf den Fall b). Hierfu¨r wird ein
Referenznetz mit der Netzweite H < h eingefu¨hrt, auf welchem die duale Lo¨sung
zH ∈W
H bestimmt wird:
ρ0(z¨H ,wH)B0 − cmρ0(z˙H ,wH)B0 − ckaH(z˙H ,wH) + aH(zH ,wH) = Fz(wH) (3.41)
∀wH ∈W
H 0 ≤ t ≤ tn,
mit den Belastungen bzw. Anfangsbedingungen gema¨ß Kapitel 2.
Die Fehlerdarstellung (3.40) geht dann na¨herungsweise in
E(u,uh) ≈
tn∫
0
Fu(zH)− ρ0(u¨h, zH)B0 − aH(uh, zH)dt (3.42)
u¨ber. Fu¨r die Bestimmung der Dehnungen sind hierbei die Verzerrungsmodifikationen
des Referenznetzes zu verwenden, d.h. sa¨mtliche Arbeitsterme werden auf dem Refe-
renznetz ausgewertet.
Die Gu¨te der Scha¨tzung ha¨ngt nun im Wesentlichen von der Netzdichte des Referenz-
netzes ab. Um den numerischen Aufwand so gering wie mo¨glich zu halten, wird hier fu¨r
die Netzweite des Referenznetzes H = h
2
gewa¨hlt, d.h. es erfolgt eine uniforme hierarchi-
sche Verfeinerung des Berechnungsnetzes. Bei gekru¨mmten Schalenstrukturen werden
die zusa¨tzlich generierten Knoten des Referenznetzes auf die analytisch vorgegebene
exakte Geometrie projiziert. Die Fehlerscha¨tzung beinhaltet dann auch Fehlergro¨ßen,
welche sich aus der Approximation der Geometrie ergeben. Durch die verha¨ltnisma¨ßig
grobe Approximation der dualen Lo¨sung kann hier keine allzu gute Fehlerscha¨tzung
erwartet werden. Des Weiteren hat der Fehlerscha¨tzer keine Schrankeneigenschaft, d.h.
der Fehler la¨sst sich mit dem hier beschriebenen vereinfachten Vorgehen nicht sicher
eingrenzen.
Der Fehlerscha¨tzer (3.42) la¨sst sich nun in die Anteile der einzelnen Elemente des
Berechnungsnetzes aufspalten:
E(u,uh) ≈
tn∫
0
(
nel∑
i=1
(pH , zH)Bi − (u¨h, zH)Bi − aH(uh, zH)Bi
)
dt (3.43)
Hierin bezeichnet pH die Interpolation der a¨ußeren Lasten im Referenznetz. Die zeit-
liche Auswertung der Integrale erfolgt nun na¨herungsweise mit der numerischen Ein-
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punktintegration,
E(u,uh) ≈
n∑
j=1
∆tj ·
(
nel∑
i=1
(pH , zH)Bi − (u¨h, zH)Bi − aH(uh, zH)Bi
)
j−05
(3.44)
d.h. es erfolgt in jedem Zeitintervall die Auswertung des mit der dualen Lo¨sung gewich-
teten Residuums in Intervallmitte. Im Rahmen dieser Arbeit wird zur Zeitintegration
das Newmarkverfahren verwendet, bei welchem die strenge Erfu¨llung der semidiskre-
ten Bewegungsgleichung nur an den diskreten Zeitschrittgrenzen tj erfu¨llt ist. Fu¨r die
numerische Scha¨tzung des Fehlers gema¨ß Gleichung (3.44) werden entsprechend die
Mittelwerte zweier aufeinanderfolgender Zeitpunkte tj als Werte in Zeitintervallmitte
herangezogen.
Es sei angemerkt, dass fu¨r jeden Zeitpunkt, fu¨r den der Fehler in der Zielgro¨ße gescha¨tzt
werden soll, die vollsta¨ndige zeitliche Kopplung des dualen und primalen Problems
gema¨ß Gleichung (3.44) erforderlich, d.h. der Aufwand fu¨r die Fehlerscha¨tzung steigt
mit der Berechnungsdauer sehr stark an. Fu¨r die hier behandelten linearen Probleme
kann zur Aufwandsreduzierung die Tatsache herangezogen werden, dass das duale und
das primale Problem entkoppelt sind. Das duale Problem kann folglich vollsta¨ndig
unabha¨ngig von der primalen Lo¨sung bestimmt und abgespeichert werden. Fu¨r den
Fall, dass nur die Zielfehlergro¨ße zum Ende des gesamten Berechnungszeitraum von
Interesse ist, bietet es sich an, das duale Problem zuerst zu lo¨sen und anschließend
beim Vorwa¨rtsintegrieren der primalen Lo¨sung jeweils direkt den Anteil des Fehlers
im aktuellen Zeitschritt zu berechnen. Fu¨r nichtlineare Probleme hingegen mu¨sste fu¨r
jeden Zeitpunkt der Fehlerscha¨tzung das duale Problem neu berechnet werden, da
duales und primales Problem u¨ber die Tangentenbilinearform aT (uh; ·, ·) miteinander
gekoppelt sind.
Mit dem hier beschriebenen Vorgehen wird der gesamte ra¨umliche Diskretisierungsfeh-
ler gescha¨tzt, der sich im Zeitintervall t ∈ [0, tn] aufgrund der ra¨umlichen Diskretisie-
rung ergibt. In einem ortsadaptiven Verfahren wa¨re entsprechend die ra¨umliche Diskre-
tisierung im Intervall [0, tn] anzupassen. Dies kann beispielsweise durch eine Netzadap-
tion zum Zeitpunkt t = 0 erfolgen. Das ortsadaptive Verfahren zielt dann auf eine in
der Zeit konstante ra¨umliche Diskretisierung ab, welche fu¨r den Fehler zum Zeitpunkt
tn optimal ist. Dies hat jedoch den Nachteil, dass ein Großteil der Information, welche
der Fehlerscha¨tzer liefert, nicht verwendet wird.
Alternativ hierzu generieren Bangerth & Rannacher [6, 7] auf Basis des Feh-
lerscha¨tzers im Berechnungsintervall [0, tn] eine Folge von adaptierten Netzen, mit
der sich der Fehler zum Zeitpunkt tn minimieren la¨sst. Hierfu¨r wird im Rahmen der
Rothe-Methode, bei der zuna¨chst die zeitliche und anschließend die ra¨umliche Diskre-
tisierung erfolgt, fu¨r jeden diskreten Zeitpunkt eine variable ra¨umliche Diskretisierung
eingefu¨hrt. Dadurch entsteht allerdings zusa¨tzlich die Notwendigkeit, Daten zwischen
unterschiedlichen Netzen zu transferieren und verschiedene Netztopologien vorzuhal-
ten. Des Weiteren sind fu¨r die Generierung dieser optimalen Netzfolge mehrere kom-
plette Berechnungsla¨ufe notwendig. Das bedeutet, dass fu¨r die Minimierung des Fehlers
in einer Zielgro¨ße zu einem speziellen Zeitpunkt das vollsta¨ndige Problem bis zu diesem
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Zeitpunkt mehrfach gelo¨st wird.
Das ortsadaptive Verfahren ist in beiden Fa¨llen aufgrund der Konstruktion des Feh-
lerscha¨tzers immer an den entsprechenden Endzeitpunkt tn gebunden. Folglich kann
auch nur der Fehler zu diesem bestimmten Zeitpunkt kontrolliert und beeinflusst wer-
den. Um sicherzustellen, dass zu keinem Zeitpunkt innerhalb der Berechnungsdauer
der Zielfehler eine gewisse Toleranzgrenze u¨bersteigt, muss dann auch fu¨r jeden dieser
Zeitpunkte der Fehlerscha¨tzer ausgewertet werden und eine Netzadaption erfolgen.
3.7.1 Numerische Beispiele
Der Fehlerscha¨tzer (3.44) wird nun anhand eines numerischen Beispiels getestet. Hierfu¨r
wird die in Bild 3.3 dargestellte Halbkugel mit Loch betrachtet. Die Halbkugel wird
durch zwei Kra¨ftepaare belastet. Auf der Unterseite (z = 0) sind Symmetrierandbe-
dingungen eingefu¨hrt. Die betrachtete Zielgro¨ße ist die vertikale Verschiebung uz,I im
Punkt I.
Radius: R = 10
Dicke der Schale: t = 0.04
Radius des Loches: r = 3
Elastizita¨tsmodul: E = 6, 8 · 107
Querdehnzahl: ν = 0, 3
Dichte: ρ = 5
Rayleighda¨mpfung: cm = 0, 0003
ck = 0, 0001
Bild 3.3: Beispiel Halbkugel mit Loch: Geometrie und Materialparameter
Die Berechnungsdauer betra¨gt T = 2, die Zeitintegration erfolgt mit dem Newmark-
verfahren mit einer konstanten Zeitschrittweite ∆t = 0.005. Es werden die Newmark-
parameter γ = 2β = 0.5 verwendet. Es werden die beiden in Bild 3.4 dargestellten
Lastfa¨lle untersucht.
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Bild 3.4: Beispiel Halbkugel mit Loch: Lastfa¨lle a) und b)
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Der Lastfall a) ist ein harmonischer Zeitverlauf fu¨r beide Kra¨fte F1 und F2, im Lastfall
b) ist F2 = 0 und fu¨r die Kraft F1 wird der in Bild 3.4b) angegebene Verlauf verwendet.
Aufgrund der Symmetrie wird nur ein Viertel der Halbkugel mit Solid-Shell-Elementen
ANS6z diskretisiert. Es werden jeweils zwei uniforme Raumnetze verwendet. Netz 1
besteht aus 256 Elementen mit neq1 = 1632 Freiheitsgraden, Netz 2 aus 1024 Elementen
mit neq2 = 6336 Freiheitsgraden. Die Referenzlo¨sungen wurden auf einem uniformen
Netz mit 16348 Elementen und neqref = 99072 Freiheitsgraden ermittelt.
In den Bildern 3.5 und 3.6 sind die vertikalen Verschiebungen des Punktes I fu¨r die drei
unterschiedlichen Diskretisierungen fu¨r die beiden Belastungsfunktionen gegenu¨berge-
stellt. Man erkennt, dass die mit der Zeit anwachsende Phasenverschiebung zwischen
exakter und numerischer Lo¨sung den dominanten Anteil am Diskretisierungsfehler dar-
stellt, wohingegen die Amplituden der Verschiebung mit beiden Raumnetzen einiger-
maßen gut approximiert werden ko¨nnen.
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Bild 3.5: Beispiel Halbkugel mit Loch: Vertikale Verschiebungen des Punktes I auf den
unterschiedlichen Diskretisierungen fu¨r den Lastfall a)
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Bild 3.6: Beispiel Halbkugel mit Loch: Vertikale Verschiebungen des Punktes I auf den
unterschiedlichen Diskretisierungen fu¨r den Lastfall b)
Die Bilder 3.7 und 3.8 zeigen die Gegenu¨berstellung der Verla¨ufe von gescha¨tztem und
Referenzfehler fu¨r den Lastfall a) fu¨r die beiden Raumnetze 1 und 2. In den Bildern
3.9 und 3.10 sind die entsprechenden Ergebnisse fu¨r den Lastfall b) angegeben.
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Bild 3.7: Gescha¨tzter und Referenzfehler der vertikalen Verschiebung in Punkt I fu¨r
Netz 1 (1632 FHG) – Lastfall a)
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Bild 3.8: Gescha¨tzter und Referenzfehler der vertikalen Verschiebung in Punkt I fu¨r
Netz 2 (6336 FHG) – Lastfall a)
In beiden Fa¨llen ist die Fehlerscha¨tzung fu¨r beide Netzdichten verha¨ltnisma¨ßig gut.
Insbesondere la¨sst sich der Verlauf des Fehlers u¨ber die Zeit mit dem Fehlerscha¨tzer
gut abbilden, wobei bei der gro¨beren Diskretisierung erwartungsgema¨ß jeweils deut-
lichere Phasenverschiebungen zwischen den gescha¨tzten und den exakten Fehlern zu
erkennen sind. Auch ist fu¨r die grobe Diskretisierung die Unterscha¨tzung des Fehlers
wesentlich gro¨ßer als fu¨r das feinere Netz. Dies ist auf die na¨herungsweise Bestimmung
der dualen Lo¨sung zuru¨ckzufu¨hren. Durch die numerische Bestimmung einer diskre-
ten dualen Lo¨sung wird in der Einflussfunktion ebenfalls ein Phasenfehler eingefu¨hrt.
Folglich wird die zeitliche Wichtung des Residuums mit der dualen Lo¨sung verfa¨lscht.
Dies fu¨hrt auch dazu, dass die Fehlerscha¨tzung fu¨r die spa¨teren Zeitpunkte tenden-
ziell immer schlechter wird. Numerische Vergleichsberechnungen haben ergeben, dass
dieser Effekt noch versta¨rkt wird, wenn das duale Problem auf dem Netz des prima-
len Problems berechnet wird und anschließend eine ra¨umliche Erweiterung der Lo¨sung
durchgefu¨hrt wird. Die bessere Approximation der Eigenfrequenzen und der dadurch
geringere Phasenfehler im dualen Problem ist folglich eine wesentliche Voraussetzung
fu¨r die gute Fehlerscha¨tzung.
Weiterhin la¨sst sich feststellen, das die Fehlerscha¨tzung mit zunehmender Netzdich-
te besser wird, was ebenfalls auf die bessere ra¨umliche und zeitliche Approximation
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Bild 3.9: Gescha¨tzter und Referenzfehler der vertikalen Verschiebung in Punkt I fu¨r
Netz 1 (1632 FHG) – Lastfall b)
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Bild 3.10: Gescha¨tzter und Referenzfehler der vertikalen Verschiebung in Punkt I fu¨r
Netz 2 (6336 FHG) – Lastfall b)
der dualen Lo¨sung zuru¨ckzufu¨hren ist. Der Einfluss des Zeitintegrationsverfahrens auf
die Fehlerscha¨tzung kann bei der hier gewa¨hlten kleinen Schrittweite vernachla¨ssigt
werden.
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3.7.2 Bewertung der Fehlerscha¨tzung
Die numerischen Beispiele zeigen, dass die zielorientierte Fehlerscha¨tzung mit Hilfe des
vollsta¨ndigen dualen Problems zu einer recht guten Scha¨tzung des Fehlers in der Ziel-
gro¨ße fu¨hrt. Insbesondere beru¨cksichtigt der Fehlerscha¨tzer vollsta¨ndig den Transport
des Fehlers u¨ber die Zeit. Da fu¨r die Fehlerscha¨tzung nur geringe vereinfachende An-
nahmen, wie etwa die Vernachla¨ssigung der Da¨mpfungsterme bei der Bestimmung des
Residuums, gemacht werden ist der Fehlerscha¨tzer ohne Einschra¨nkung auf verschie-
dene Problemklassen, wie Wellenausbreitungs- und Schwingungsprobleme, anwendbar.
Dem stehen jedoch auch große Nachteile gegenu¨ber. So muss einerseits sowohl die
vollsta¨ndige primale als auch die vollsta¨ndige duale Lo¨sung u¨ber den gesamten Be-
rechnungszeitraum vorgehalten werden, was zu einem großen Speicherbedarf auch bei
moderaten Problemen fu¨hrt. Dies ist insbesondere dann der Fall, wenn das duale Pro-
blem auf einer feineren Diskretisierung gelo¨st wird. Des Weiteren mu¨ssen fu¨r die Feh-
lerscha¨tzung die Netztopologien von zwei unterschiedlichen Netzen vorgehalten werden,
was den Speicherbedarf weiter erho¨ht. Daru¨ber hinaus muss fu¨r die hier verwendeten
Elemente mit angenommenen Verzerrungsverla¨ufen der Einfluss des Konsistenzfehlers
u¨ber die Auswertung der Arbeitsausdru¨cke auf einem Referenznetz beru¨cksichtigt wer-
den, was den Aufwand fu¨r die zielorientierte Fehlerscha¨tzung im Vergleich zu reinen
Verschiebungselementen zusa¨tzlich erheblich erho¨ht. Ein weiterer Nachteil besteht dar-
in, dass fu¨r jeden Zeitpunkt tn, fu¨r den der Fehler gescha¨tzt werden soll, die vollsta¨ndi-
ge zeitliche Kopplung von dualem und primalem Problem notwendig wird, was den
Aufwand zur Bestimmung des primalen Problems bei weitem u¨bersteigt. Die Feh-
lerscha¨tzung verletzt damit eindeutig die Forderung, numerisch effizienter zu sein, als
die Lo¨sung des primalen Problems auf einer feineren Diskretisierung und erscheint aus
diesem Grund fu¨r die Anwendung bei Problemstellungen praktischer Gro¨ßenordnung
ungeeignet. Die numerischen Beispiele dienen folglich eher der Verifikation der Fehleri-
dentita¨ten, als der tatsa¨chlichen Fehlerscha¨tzung. Die sinnvolle Einbindung des hier be-
handelten Fehlerscha¨tzers in ein ortsadaptives Verfahren scheint ebenfalls fragwu¨rdig,
da der Fehler jeweils nur fu¨r den Endzeitpunkt der Berechnung bestimmt werden kann.
Im Fachschrifttum wurde die zielorientierte Fehlerscha¨tzung mit Hilfe des vollsta¨ndigen
Ru¨ckwa¨rtsproblems im Rahmen der hier behandelten semidiskreten Methode in der
Strukturdynamik deshalb bisher nicht zur Netzadaption verwendet. Die Ausfu¨hrun-
gen beschra¨nken sich bisher auf die Fehlerscha¨tzung zu gewissen Zeitpunkten. Der
unverha¨ltnisma¨ßig große Aufwand der Fehlerscha¨tzung dokumentiert sich auch darin,
dass die numerischen Beispiele im Schrifttum eher kleine numerische Modelle mit einer
Gro¨ßenordnung von ca. 1000 Freiheitsgraden umfassen, siehe z.B. Maute [70] bzw.
Fuentes, Littlefield, Oden & Prudhomme [35].
In den nachfolgenden Abschnitten soll deshalb untersucht werden, inwieweit der Auf-
wand fu¨r die Fehlerscha¨tzung durch geeignete Vereinfachungen auf ein fu¨r praktische
Anwendungen sinnvolles Maß reduziert werden kann, und wie die Fehlerscha¨tzung dann
in ortsadaptive Verfahren eingebunden werden kann. Dabei wird das Ziel verfolgt, we-
sentliche Informationen des dualen Problems fu¨r die Fehlerscha¨tzung bzw. die Netzad-
aption zu verwenden, ohne die vollsta¨ndigen Fehleridentita¨ten numerisch auszuwerten.
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3.8 Fehlerscha¨tzung ohne zeitliche Kopplung des
primalen und dualen Problems
Die numerischen Beispiele des vorangegangenen Abschnitts sowie die modale Synthese
des ra¨umlichen Diskretisierungsfehlers in Gleichung (3.4) zeigen, dass fu¨r die hier be-
handelten Schwingungsprobleme der Phasenfehler einen dominanten Anteil am gesam-
ten ra¨umlichen Diskretisierungsfehler ausmacht. Aus der modalen Zerlegung geht wei-
terhin hervor, dass der Phasenfehler mit zunehmender Berechnungsdauer auch bei au-
genscheinlich ausreichender ra¨umlicher Netzdichte verha¨ltnisma¨ßig groß werden kann.
Dies wird durch die Beispiele im vorangegangen Abschnitt ebenfalls besta¨tigt. Die Do-
minanz des Phasenfehlers am Gesamtfehler wird auch daran deutlich, dass die maxima-
len Diskretisierungsfehler in den Beispielen meistens an den Zeitpunkten auftreten, an
denen die Zielgro¨ße gerade ihre Nulldurchga¨nge hat. Fu¨r praktische Probleme scheint
jedoch eher die Fragestellung relevant, ob das gewa¨hlte Netz fu¨r eine gute Approxima-
tion der Extremwerte der Zielgro¨ße geeignet ist. Des Weiteren hat die Fehlerscha¨tzung
im vorangegangenen Abschnitt ergeben, dass der Phasenfehler bei der numerischen
Bestimmung des dualen Problems dazu fu¨hrt, dass die Fehlerscha¨tzung fu¨r spa¨tere
Zeitpunkte tendenziell schlechter wird. Dies sind jedoch genau die Zeitpunkte, fu¨r die
die Fehlerscha¨tzung am aufwendigsten ist.
Es stellt sich im Sinne der praktischen Anwendung der zielorientierten Fehlerscha¨tzung
also zwangsla¨ufig die Frage, inwieweit es sinnvoll ist, den Phasenfehler mit Hilfe eines
aufwendigen adaptiven Verfahrens zu kontrollieren.
Nachfolgend soll deshalb bei der Fehlerscha¨tzung auf die Scha¨tzung des Phasenfehlers
verzichtet werden. Folglich wird dann auch das Ziel, den gesamten ra¨umlichen Diskreti-
sierungsfehler zu kontrollieren, aufgegeben. Unter Vernachla¨ssigung des Phasenfehlers
reduziert sich die modale Darstellung (3.4) des ra¨umlichen Diskretisierungsfehlers auf:
eS(x, t) ≈
ndof∑
i=1
(
u¯i(x)− u¯
h
i (x)
)︸ ︷︷ ︸
Ei(x)
·fhi (t) +
∞∑
i=ndof+1
u¯i(x) · fi(t)
︸ ︷︷ ︸
=
ndof∑
i=1
Ei(x) · f
h
i (t) + Abschneidefehler
(3.45)
Unter Vernachla¨ssigung des Abschneidefehlers folgt hieraus direkt, dass fu¨r die
Scha¨tzung des Fehlers zu einem Zeitpunkt tn nur Informationen des Zustandes zu die-
sem Zeitpunkt notwendig sind. Gleichung (3.45) liegt folglich die Annahme zugrunde,
dass die exakte Lo¨sung u(x, tn) durch eine reine ra¨umliche Erweiterung der numeri-
schen Lo¨sung uh(x, tn) dargestellt werden kann. Die exakte Lo¨sung wird folglich formal
durch eine ra¨umlich erweiterte Referenzlo¨sung ersetzt:
u(x, tn) ≈
ndof∑
i=1
(u¯hi (x) +Ei(x)) · f
h
i (tn) (3.46)
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Fu¨r die Fehlerscha¨tzung wird die Wichtung des Residuums mit den Geschwindigkeiten
des dualen Problems nach Gleichung (3.39) mit einem homogenen dualen Problem ver-
wendet. Dies hat u.a. den Vorteil, dass die zeitlichen Randterme keine Da¨mpfungsterme
enthalten und sich die Fehlerscha¨tzung dadurch vereinfacht.
Fu¨r ein homogenes duales Problem lautet die modifizierte Fehleridentita¨t (3.39):
E(u,uh) = [ρ0(e˙S, z˙)B0 + ah(eS, z)]0 +
tn∫
0
Ru(z˙) +Rk(z)dt (3.47)
= [ρ0(z˙, e˙S)B0 + ah(z, eS)]
tn
An dieser Stelle sei noch einmal daran erinnert, dass fu¨r die Herleitung des dualen
Problems und der Fehleridentita¨ten in Kapitel 2 dieser Arbeit die Differentialgleichung
des ra¨umlichen Diskretisierungsfehlers partiell in der Zeit integriert wurde. Die sich er-
gebenden zeitlichen Randterme zum Zeitpunkt tn wurden bisher nur zur Bestimmung
der korrekten Anfangsbedingungen des dualen Problems verwendet. Die Auswertung
des mit der dualen Lo¨sung gewichteten Residuums war dann notwendig, da u¨ber den
Zeitverlauf des ra¨umlichen Diskretisierungsfehlers keine Information vorlag. Statt des-
sen wurde deshalb die rechte Seite der Differentialgleichung des Fehlers – das Residuum
– zur Fehlerscha¨tzung verwendet. Sobald jedoch, wie hier, eine Annahme bezu¨glich des
Zeitverlaufs des Fehlers gemacht wird, ist die Auswertung des Zeitintegrals hinfa¨llig.
Die Fehlerscha¨tzung kann dann direkt auf der Basis der Zustandsgro¨ßen zum Zeit-
punkt tn erfolgen. Fu¨r die Fehlerscha¨tzung wird also nur noch die rechte Seite von
(3.47) beno¨tigt:
E(u,uh) = Q(u)−Q(uh) = [ρ0(z˙, e˙S)B0 + ah(z, eS)]
tn (3.48)
Hieraus folgt auch direkt, dass einerseits nicht mehr die primale Lo¨sung u¨ber den ge-
samten Berechnungszeitraum vorgehalten werden muss und andererseits fu¨r das duale
Problem nur noch die Anfangsbedingungen bestimmt werden mu¨ssen. Das hier gewa¨hl-
te Vorgehen fu¨hrt folglich zu einem signifikant geringerem numerischem Aufwand ge-
genu¨ber der Fehlerscha¨tzung mit dem vollsta¨ndigen Ru¨ckwa¨rtsproblem.
Zur weiteren Reduktion des Aufwands soll die duale Lo¨sung auf dem Raumnetz der
primalen Lo¨sung bestimmt werden. Dafu¨r wird die Einflussfunktion z(x, tn) in die
diskrete Lo¨sung zh(x, tn) ∈ W
h und den Diskretisierungsfehler ez(x, tn) = z(x, tn)−
zh(x, tn) zerlegt. Hiermit la¨sst sich Gleichung (3.48) in die folgenden Anteile aufspalten:
E(u,uh) = [ρ0(e˙z, e˙S)B0 + ah(ez, eS) + ρ0(z˙h, e˙S)B0 + ah(zh, eS)︸ ︷︷ ︸
diskr. Teil des Konsistenzfehlers
]tn (3.49)
Bei Beru¨cksichtigung der Ausfu¨hrungen in Abschnitt 3.6 erkennt man, dass der mit
der diskreten Lo¨sung zh gewichtete Teil des ra¨umlichen Diskretisierungsfehlers dabei
gerade der diskrete Anteil ek,h ∈W
h des Konsistenzfehlers ist.
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Um den Fehler in der Zielgro¨ße mit Hilfe von globalen Normen abzuscha¨tzen, wird auf
den Betrag der Zielfehlergro¨ße u¨bergegangen. Dies ergibt die Abscha¨tzung:
|E(u,uh)| = |ρ0(e˙z, e˙S)B0 + ah(ez, eS) + ρ0(z˙h, e˙S)B0 + ah(zh, eS)|
tn (3.50)
≤ [|ρ0(e˙z, e˙S)B0 |+ |ah(ez, eS)|+ |ρ0(z˙h, e˙S)B0 |+ |ah(zh, eS)|]
tn
Um nun fu¨r die Fehlerscha¨tzung die Standardscha¨tzer anwenden zu ko¨nnen, kann auf
die einzelnen Anteile in (3.50) die Cauchy-Schwarz-Ungleichung angewendet werden.
Dies fu¨hrt auf:
|E(u,uh)| ≤ ρ0||e˙S||L2 · ||e˙z||L2 + ||eS||a,h · ||ez||a,h (3.51)
+ ρ0||e˙S||L2 · ||z˙h||L2 + ||eS||a,h · ||zh||a,h
Hierbei ergibt sich jedoch eine starke Unscha¨rfe bei der Abscha¨tzung des Konsistenzan-
teils. Numerische Untersuchungen von Diez, Morata & Huerta [26] zeigen, dass zh
und eS in der Regel nahezu orthogonal sind. Die Anwendung der Cauchy-Schwarz-
Ungleichung in Gleichung (3.51) fu¨hrt dann zu einer extremen U¨berscha¨tzung der
Konsistenzanteile des Fehlers. Die Adaption des Raumgitters erfolgt in [26] deshalb
nur auf der Basis der Scha¨tzung des Approximationsfehlers. Bei der Reduzierung des
Approximationsfehlers mit Hilfe adaptiver Verfahren zeigte sich, dass dabei auch der
Konsistenzfehler reduziert werden konnte.
Bei der Fehlerscha¨tzung wird aus diesem Grund nachfolgend der diskrete Anteil des
Konsistenzfehlers vernachla¨ssigt. Dies fu¨hrt auf den Fehlerindikator
|E(u,uh)| ≈ ρ0||e˙S||L2 · ||e˙z||L2 + ||eS||a,h · ||ez||a,h, (3.52)
der dann noch in die Fehleranteile der einzelnen Elemente aufgespalten werden kann:
|E(u,uh)| ≈
nel∑
i=1
ρ0||e˙S||L2,i · ||e˙z||L2,i + ||eS||a,i · ||ez||a,i =
nel∑
i=1
ei (3.53)
Mit dem Fehlerindikator (3.53) liegt somit neben einer Abscha¨tzung des Diskretisie-
rungsfehlers ohne Phasenfehler auch die Fehlerverteilung im gesamten Berechnungs-
gebiet in Form der Fehlerindikatoren der einzelnen Elemente vor. Auf der Basis der
Fehlerverteilung kann dann innerhalb eines ortsadaptiven Verfahrens die Netzadaption
gesteuert werden.
Die ra¨umlichen Diskretisierungsfehler des primalen und des dualen Problems werden
wiederum mit den Standardfehlerscha¨tzern aus Abschnitt 3.4 abgescha¨tzt. Aufgrund
der Vernachla¨ssigung eines Teils des Konsistenzfehlers ist bei der Verwendung des Feh-
lerscha¨tzers (3.52) tendenziell mit einer Unterscha¨tzung des tatsa¨chlichen Fehlers zu
rechnen, welche in vielen Fa¨llen zumindest teilweise durch die Anwendung der Cauchy-
Schwarz-Ungleichung in (3.51) ausgeglichen wird.
Es sei angemerkt, dass als Folge der Anwendung der Cauchy-Schwarz-Ungleichung in
Gleichung (3.52) eventuell vorhandene Orthogonalita¨ten zwischen dem primalen und
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dualen Problem nicht mehr erfasst werden ko¨nnen, d.h. der Fall a(eS, ez) = 0 fu¨hrt
nicht zwangsla¨ufig zu ||eS||a,h · ||ez||a,h = 0. Dies hat z.B. zur Folge, dass mit dem
Fehlerscha¨tzer (3.52) auch dann eine Fehlergro¨ße gescha¨tzt wird, wenn die entspre-
chende Zielgro¨ße im primalen Problem immer gleich Null ist. Dies ist beispielsweise
der Fall, wenn fu¨r die Schwingung einer Schale in der Schalenebene der Fehler in einer
Verschiebung senkrecht zur Schale gescha¨tzt werden soll.
Wird in Gleichung (3.52) fu¨r das duale Problem das primale Problem zum Zeitpunkt
tn eingesetzt, so ergibt sich der Fehler in der Gesamtenergienorm nach Gleichung (3.5).
Der klassische Ansatz zur Scha¨tzung des ra¨umlichen Diskretisierungsfehlers in der Ge-
samtenergienorm ist somit als Sonderfall in der hier behandelten Fehlerscha¨tzung in
Zielfunktionalen enthalten. Folglich wurde auch bei allen adaptiven Methoden, welche
auf der Minimierung des Fehlers in globalen Normen basieren immer der Phasenfehler
infolge der ra¨umlichen Diskretisierung vernachla¨ssigt.
Zusammenfassend la¨sst sich feststellen, dass mit dem hier vorgestellten, stark verein-
fachten Fehlerscha¨tzer ein Wechsel in der Zielstellung einhergeht. Anstelle der strengen
Kontrolle des absoluten Fehlers in einer Zielgro¨ße zu bestimmten Zeitpunkten wird hier
die Fragestellung verfolgt, wie gut die vorhandene ra¨umliche Diskretisierung geeignet
ist, den aktuellen Bewegungszustand mit Hinblick auf die Zielgro¨ße abzubilden. Wie
weit dieser diskrete Zustand vom exakten Zustand zur gleichen Zeit entfernt ist, wird
nicht beru¨cksichtigt. Da die Fehlerscha¨tzung auf die Scha¨tzung des zeitlichen Trans-
portes des Fehlers verzichtet, ist der Fehlerscha¨tzer fu¨r Wellenausbreitungsprobleme
weniger gut geeignet, da dort die wesentliche Charakteristik der Bewegung im ra¨um-
lichen und zeitlichen Transport der Welle besteht. Das Vernachla¨ssigen des zeitlichen
Transports des Fehlers bedeutet bei Wellenausbreitungsproblemen im Gegensatz zu
Schwingungen das Vernachla¨ssigen einer auch fu¨r praktische Fragestellungen wesentli-
chen Information.
3.8.1 Verifikation des Fehlerscha¨tzers an einem numerischen
Beispiel
Nachfolgend wird der hier vorgestellte vereinfachte Fehlerscha¨tzer anhand eines ein-
fachen numerischen Beispiels u¨berpru¨ft. Als Beispiel wird das Ausschwingen der in
Bild 3.11 dargestellten Kragplatte betrachtet. Als Anfangsauslenkung wird die stati-
sche Verformung infolge einer vertikalen Einzellast im Punkt A gewa¨hlt. Es sollen die
Fehler in den Vertikalverschiebungen in den Punkten A und B gescha¨tzt werden.
Da mit dem Fehlerscha¨tzer der Phasenfehler nicht erfasst werden kann, ist die nume-
rische Bestimmung einer Referenzlo¨sung auf einem feineren Netz fu¨r die U¨berpru¨fung
des Fehlerscha¨tzers nicht geeignet. Deshalb wird hier eine Referenzlo¨sung mit Hilfe
einer Modalzerlegung generiert. Hierbei wird die Referenzlo¨sung mit Hilfe der Eigen-
frequenzen des jeweiligen Berechnungsnetzes bestimmt, d.h.
uref(x, t) =
ndf∑
i=1
u¯ref(x) · f
h(t).
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A
B
l b
La¨nge: l = 5
Breite: b = 5
Dicke: d = 0.1
E-Modul: E = 30 · 109
Dichte: ρ = 2500
Bild 3.11: Beispiel: Ausschwingen einer Kragplatte. Anfangsauslenkung: Statische Aus-
lenkung infolge einer vertikalen Einzellast im Punkt A.
Der Referenzfehler
eS,ref(x, t) = uref(x, t)− uh(x, t)
beinhaltet damit keinen Phasenfehler und keinen Abschneidefehler infolge der Ver-
nachla¨ssigung ho¨herer Eigenformen. Damit die numerische Lo¨sung uh(x, t) frei von ei-
nem Zeitintegrationsfehler ist, wird diese ebenfalls mit Hilfe der exakten Integration der
Bewegungsgleichung in modalen Koordinaten bestimmt. Die Fehlerscha¨tzung erfolgt
jeweils auf zwei uniformen Netzen. Es wird das Volumen-Schalenelement ANS3DEAS
basierend auf der 7-Parameterformulierung verwendet. Bild 3.12 zeigt die ra¨umlichen
Diskretisierungen der beiden Netze, auf denen die Fehlerscha¨tzung erfolgt sowie das
Referenznetz zur Bestimmung der Referenzlo¨sung.
Fu¨r die Bewertung der Gu¨te der Fehlerscha¨tzung wird der Effektivita¨tsindex
η =
gescha¨tzterFehler
exakterFehler
(3.54)
verwendet. Ideal ist ein Effektivita¨tsindex der Gro¨ßenordnung 1.
Netz 1 − 2520 FHG Netz 2 − 9840 FHG Referenznetz − 38800 FHG
Bild 3.12: Raumnetze fu¨r die Fehlerscha¨tzung und Referenznetz fu¨r die Bestimmung
des Referenzfehlers
89
KAPITEL 3. GEOMETRISCH LINEARE PROBLEME
Die Bilder 3.13 und 3.14 zeigen die Gegenu¨berstellung des gescha¨tzten Fehlers und
des Referenzfehlers fu¨r die vertikale Verschiebung im Punkt A sowie den jeweiligen
Effektivita¨tsindex η fu¨r die beiden unterschiedlichen Raumnetze. In den Bildern 3.15
und 3.16 sind die entsprechenden Ergebnisse fu¨r die Vertikalverschiebung im Knoten
B dargestellt.
Fu¨r beide ra¨umliche Diskretisierungen liefert der Fehlerscha¨tzer tendenziell eine Un-
terscha¨tzung des tatsa¨chlichen Diskretisierungsfehlers. Dies ist zum Teil auf die Ver-
nachla¨ssigung der Konsistenzterme in der Fehlerdarstellung zuru¨ckzufu¨hren. Fu¨r die
feinere Raumdiskretisierung wird die Fehlerscha¨tzung in beiden Fa¨llen besser und der
Effektivita¨tsindex hat zu den Zeitpunkten der maximalen Fehler in etwa die Gro¨ßen-
ordnung 1.
Zusammenfassend la¨sst sich feststellen, dass der hier vorgeschlagene extrem verein-
fachte Fehlerscha¨tzer gemessen am zu betreibenden numerischen Aufwand eine gute
Fehlerscha¨tzung ermo¨glicht und dementsprechend als eine vielversprechende Basis fu¨r
ein ortsadaptives Verfahren angesehen werden kann.
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Bild 3.13: Gescha¨tzter Fehler, Referenzfehler und Effektivita¨tsindex fu¨r die vertikale
Verschiebung des Punktes A – Netz 1 – 2520 FHG
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Bild 3.14: Gescha¨tzter Fehler, Referenzfehler und Effektivita¨tsindex fu¨r die vertikale
Verschiebung des Punktes A – Netz 2 – 9840FHG
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Bild 3.15: Gescha¨tzter Fehler, Referenzfehler und Effektivita¨tsindex fu¨r die vertikale
Verschiebung des Punktes B – Netz 1 – 2520 FHG
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Bild 3.16: Gescha¨tzter Fehler, Referenzfehler und Effektivita¨tsindex fu¨r die vertikale
Verschiebung des Punktes B – Netz 2 – 9840 FHG
92
3.8. FEHLERSCHA¨TZUNG OHNE ZEITLICHE KOPPLUNG DES PRIMALEN UND DUALEN PROBLEMS
3.8.2 Weitere Ansa¨tze zur Minimierung des Aufwands
Da die Anwendung der zielorientierten Fehlerscha¨tzung mit Hilfe des vollsta¨ndigen
dualen Problems auf praktische Aufgabenstellungen bisher am numerischen Aufwand
scheitert, war der wichtigste Aspekt fu¨r die Vereinfachungen der Fehlerscha¨tzung im
vorangegangen Abschnitt die erhebliche Reduktion des Aufwands. Im Schrifttum fin-
den sich weitere Vorschla¨ge zur Aufwandsminimierung, die nachfolgend kurz diskutiert
werden.
Ein Ansatz zur Minimierung des numerischen Aufwands fu¨r die Fehlerscha¨tzung findet
sich inNeumann [73]. Hier wird die Wichtung mit dem ra¨umlichen Diskretisierungsfeh-
ler ez des dualen Problems verwendet. Neumann schla¨gt vor, das Ru¨ckwa¨rtsproblem
nur fu¨r den jeweils letzten Zeitschritt zu lo¨sen. Ziel der Herleitung ist ein Fehlerscha¨tzer
fu¨r den mittleren ra¨umlichen Diskretisierungsfehler im letzten Zeitschritt infolge der
gewa¨hlten ra¨umlichen Diskretisierung im gesamten Berechnungsintervall [0, tn]. Der
Fehlerscha¨tzer beruht auf der ersten Fehleridentita¨t (2.31), bei der die Wichtung mit
der Lo¨sung z des dualen Problems verwendet wird. Zur Scha¨tzung des mittleren Feh-
lers in einer Punktverschiebung wird eine im letzten Zeitschritt konstante Einzellast
gema¨ß Gleichung (2.66) aufgebracht:
D(x, t) =
1
tn − tn−1
δj(xi) ·∆(tn−1, tn)
Zur Reduzierung des numerischen Aufwands und des Speicherbedarfs wird die Fehleri-
dentita¨t nur im jeweils letzten Zeitschritt gelo¨st und zur Beru¨cksichtigung des Fehler-
transports u¨ber die Zeit die Annahme getroffen, dass jeder vorangegangene Zeitschritt
den gleichen Anteil am Fehler hat. Bei Vernachla¨ssigung der Da¨mpfungsterme und
der Beschra¨nkung auf Probleme mit homogenen Anfangsbedingungen ergibt sich dann
folgender Fehlerindikator:
|E(u,uh)| =
tn
tn − tn−1
tn∫
tn−1
(ρ0 · ||e˙S||L2 · ||e˙z||L2 + ||eS||a · ||ez||a) dt (3.55)
Fu¨r die Scha¨tzung der einzelnen Fehleranteile in Gleichung (3.55) werden dann wie-
derum die Standardfehlerscha¨tzer aus den Abschnitten 3.4.1 und 3.4.2 verwendet. Die
Auswertung des Zeitintegrals in (3.55) erfolgt mit Hilfe einer 1-Punkt Gauß-Legendre
Integration, d.h. die Gleichung muss nur in der Mitte des Zeitschrittes ausgewertet
werden.
Es ist ersichtlich, dass bei der Anwendung des Fehlerscha¨tzers bei Langzeitsimulatio-
nen der gescha¨tzte Fehler unbeschra¨nkt ansteigt. Der Betrag des gescha¨tzten Fehlers –
und damit auch die notwendige Netzdichte zur Einhaltung einer vorgegebenen Fehler-
toleranz – ha¨ngt also maßgeblich von der Berechnungsdauer ab. Dies ist jedoch gerade
bei geda¨mpften Problemen nicht der Fall, da hier der Transport des Fehlers u¨ber die
Zeit nur in einem beschra¨nken Zeitraum stattfindet.
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Eine a¨hnliche pragmatische Vorgehensweise mit beschra¨nkter zeitlicher Kopplung des
dualen und primalen Problems findet sich auch inMaute [70]. In beiden Fa¨llen werden
jedoch keine Voraussetzungen fu¨r die gemachten Vereinfachungen angegeben. Die redu-
zierte Lo¨sung des dualen Problems wird jeweils nur mit der Minimierung des Aufwands
begru¨ndet.
Problematisch bei der Anwendung des Fehlerscha¨tzers ist die Tatsache, dass hier an-
hand einer zeitlich lokalen Fehlerverteilung, das duale Problem wird nur im letzten
Zeitschritt gelo¨st, auf den zeitlich globalen Fehler zum Zeitpunkt tn geschlossen wer-
den soll. Dies ist nur dann sinnvoll, wenn eine quasi-stationa¨re Bewegung vorliegt, sich
die grundlegende ’Bewegungsform’ also nicht mit der Zeit a¨ndert. Die zeitliche A¨nde-
rung der dominanten Bewegungsform z.B. infolge transienter Lasten kann somit mit
dem dargestellten Fehlerindikator nicht erfasst werden.
Trotzdem erzielt Neumann mit dem Fehlerindikator gute Ergebnisse bei der Netzad-
aption bei Problemen mit vera¨nderlichen Lasten. Dies la¨sst sich damit begru¨nden, dass
Neumann den Fehlerindikator, welcher eigentlich den Fehler zum Zeitpunkt tn infolge
der ra¨umlichen Diskretisierung im Intervall [0, tn] abscha¨tzt, im ortsadaptiven Verfah-
ren als Basis fu¨r die Netzverfeinerung zum Zeitpunkt tn verwendet. Da daru¨ber hinaus
ausschließlich eine Verfeinerung des Raumnetzes erfolgt, werden alle im Verlauf der Be-
rechnung auftretenden Bewegungszusta¨nde ausreichend erfasst und das resultierende
endgu¨ltige Netz besitzt eine fu¨r alle Zeitpunkte ausreichende Netzfeinheit.
Die Schwa¨chen des von Neumann vorgeschlagenen Fehlerscha¨tzers und des darauf auf-
bauenden ortsadaptiven Verfahrens liegen also einerseits darin, dass fu¨r die Herleitung
des Fehlerscha¨tzers zu viele Annahmen getroffen werden, die bei allgemeinen Problem-
stellungen nicht gegeben sind, und andererseits werden im ortsadaptiven Verfahren
zeitlich globale Fehlerscha¨tzung und zeitlich lokale Netzvera¨nderung miteinander ge-
koppelt.
Aufgrund der eindeutigeren theoretischen Grundlage sind somit die im vorangegan-
gen Abschnitt pra¨sentierten Fehlerscha¨tzer ohne zeitliche Kopplung des dualen und
primalen Problems vorzuziehen.
Eine weitere Mo¨glichkeit zur Aufwandsreduzierung bei der Fehlerscha¨tzung ko¨nnte
bei geda¨mpften Problemen darin bestehen, das Abklingen des dualen Problems zu
beru¨cksichtigen. Die zeitliche Kopplung ko¨nnte dann z.B. nur so weit erfolgen, bis die
Gesamtenergie des dualen Problems auf ein bestimmtes vorher festzulegendes Maß ab-
geklungen ist. Dieser Ansatz setzt jedoch eine relativ starke Da¨mpfung voraus. Fu¨r
moderat geda¨mpfte Probleme ist bei dieser Mo¨glichkeit mit keiner wesentlichen Redu-
zierung des numerischen Aufwands zu rechnen, da dann die Zeit, u¨ber die der Fehler
transportiert wird, weiterhin verha¨ltnisma¨ßig groß ist.
Weitere Mo¨glichkeiten der Aufwandsreduktion, welche bisher nicht verfolgt wurden,
bestehen u.a. darin das duale Problem mit einem gro¨ßeren Zeitschritt zu berechnen als
das primale, oder in der Kopplung des Fehlerscha¨tzers mit Modellreduktionsverfahren.
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3.9 Adaption des Raumgitters
Die Fehlerscha¨tzung des vorangegangen Abschnittes soll nun als Basis fu¨r die adaptive
Anpassung der ra¨umlichen Diskretisierung dienen. Man unterscheidet bei der adaptiven
Ortsdiskretisierung prinzipiell zwischen den folgenden Varianten:
• h-Adaptivita¨t: Die Netzdichte, ausgedru¨ckt durch die charakteristische Element-
gro¨ße h, wird auf der Basis der Fehlerscha¨tzung angepasst. Die Elementformulie-
rung und der Polynomgrad p der Ansatzordnung werden dabei beibehalten. Die
h-Methode bietet Vorteile im Bereich von Singularita¨ten und bei Randschichten
der Lo¨sung.
• p-Adaptivita¨t: Bei konstanter Netzdichte wird der Polynomgrad p der Ansatz-
ordnung an die Fehlerverteilung angepasst. Die p-Methode setzt eine hohe Re-
gularita¨t der Lo¨sung voraus, liefert dann aber eine gegenu¨ber der h-Adaptivita¨t
ho¨here Konvergenzordnung, siehe [113]. Details zur effektiven Implementierung
und Anwendung der p-Methode ko¨nnen den Arbeiten von Rank, Du¨ster et
al. [30, 93] entnommen werden.
• hp-Adaptivita¨t: Hier erfolgt eine Kombination aus der Anpassung des Polynom-
grades p und der Elementgro¨ße h. Hierbei wird das Ziel verfolgt, die Vorteile
der h-Adaption und der p-Adaption zu kombinieren. Es wird also in den Berei-
chen mit glatter Lo¨sung eine p-Adaption durchgefu¨hrt, wohingegen in Bereichen
von Singularita¨ten und Randschichten eine h-Adaption erfolgt. Fu¨r detaillierte
Ausfu¨hrungen zur hp-Methode sei an dieser Stelle auf die Arbeiten von Demko-
wicz et al. [91, 109] verwiesen.
• s-Adaptivita¨t: Hier erfolgt eine lokale Verfeinerung eines wa¨hrend der Berechnung
konstanten Grundnetzes in Form der Superposition eines feineren Netzes. Fu¨r
grundlegende Ausfu¨hrungen zur Anwendung der s-Adaption auf Probleme der
Elastodynamik wird an dieser Stelle auf Yue & Robbins [117] und die dortigen
Referenzen verwiesen. Im Wesentlichen kann die s-Adaption als ein Sonderfall der
h-Adaption angesehen werden.
Die nachfolgenden Ausfu¨hrungen beschra¨nken sich auf die h-Adaptivita¨t. Diese la¨sst
sich wiederum mit Hinblick auf die Art der Netzanpassung unterteilen in:
• Neuvernetzung: Hierbei wird auf Basis der ra¨umlichen Verteilung des Diskretisie-
rungsfehlers eine Netzdichtefunktion aufgestellt, anhand derer dann das gesamte
Gebiet neu vernetzt wird. Ein Vorteil dieser Methode ist die gleichfo¨rmige A¨nde-
rung der Elementgro¨ßen beim U¨bergang von fein zu grob diskretisierten Bereichen
des Berechnungsgebietes, d.h. es gibt nur einen moderaten Unterschied der Ele-
mentgro¨ßen benachbarter Elemente. Nachteilig ist jedoch, dass der Aufwand bei
der Neuvernetzung bei jeder Netzmodifikation verha¨ltnisma¨ßig groß ist.
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• Hierarchische Netzmodifikation: Ausgehend von einem Grundnetz entstehen alle
adaptierten Netze durch Unterteilung der Elemente dieses Ausgangsnetzes. Das
Ausgangsnetz ist dann in allen folgenden Diskretisierungen enthalten und stellt
damit die gro¨bste zula¨ssige Raumdiskretisierung innerhalb der gesamten Berech-
nung dar. Die hierarchische Netzmodifikation zeichnet sich insbesondere durch
den geringen Rechenaufwand bei der Netzadaption aus, da hier große Teile des
Netzes unvera¨ndert bleiben.
Im vorliegenden Fall wird die hierarchische Netzmodifikation verwendet, wobei die
Netzvera¨nderung auf die Netzverfeinerung beschra¨nkt wird. Eine Vergro¨berung des
Netzes findet nicht statt, da dies mit Hinblick auf den eventuell notwendigen Da-
tentransfer zwischen verschiedenen Netzen bei den hier verwendeten Elementen mit
angenommenen Verzerrungsverla¨ufen zu Problemen fu¨hren kann, siehe Abschnitt 3.9.1
dieser Arbeit. Das grundsa¨tzliche Vorgehen bei der hierarchischen Netzverfeinerung
ist im Bild 3.17 dargestellt. Zuna¨chst werden die zu verfeinernden Elemente in vier
kleinere Elemente unterteilt. Hierdurch entstehen an den Elementkanten der benach-
barten unverfeinerten Elemente ’ha¨ngende’ Knoten auf den Elementkanten. Um nun
die Kompatibilita¨t des Raumnetzes sicherzustellen, werden die Elemente mit ’ha¨ngen-
den’ Knoten in sogenannte U¨bergangselemente unterteilt. Das genaue Vorgehen bei der
hierarchischen Netzverfeinerung mit U¨bergangselementen, insbesondere die wiederholte
Netzverfeinerung, kann den Arbeiten von Baumann [12] und Riccius [98] entnommen
werden. Bei Schalen werden alle bei der Netzverfeinerung generierten Knoten auf die
analytisch vorgegebene exakte Geometrie projiziert.
Zuverfeinernde Elemente Verfeinerung der Elemente Sicherstellen der Kompatibilität
durch Übergangselemente
Bild 3.17: Hierarchische kompatible Netzverfeinerung
Die hierarchische Netzverfeinerung mit U¨bergangselementen fu¨hrt in den U¨bergangs-
bereichen zwischen feiner und grober Diskretisierung zu ungu¨nstigen Elementformen.
Insbesondere entstehen bei der hierarchischen Netzverfeinerung gekru¨mmter Schalen
bei dem hier beschriebenen Verfahren verwo¨lbte U¨bergangselemente und Elementkan-
ten, welche im Gegensatz zu einer uniformen Verfeinerung, z.B. bei Zylinderschalen,
nicht mehr parallel zur Erzeugenden der Schale sind. Es ist bekannt, dass dies bei Scha-
lenproblemen bei denen der Biegeanteil die gesamte Verzerrungsenergie dominiert, bei
der Verwendung von bilinearen Schalenelementen zu einer verschlechterten Konvergenz
der Lo¨sung in der Energienorm fu¨hrt, siehe z.B. Pitka¨ranta et al. [52, 88] oder Ba-
the et al. [11]. Der Einfluss der adaptiven hierarchischen Netzverfeinerung mit den
hier verwendeten U¨bergangselementen bei biegedominanten Problemen in der Elasto-
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statik wurde z.B. von Kizio, Schweizerhof, Du¨ster & Rank in [60] dargelegt.
Dort wurde auch festgestellt, dass bei Deformationszusta¨nden mit dominantem Mem-
brananteil an der gesamten Verzerrungsenergie und gemischten Deformationszusta¨nden
mit biegedominanten Randschichteffekten die h-Adaption mit U¨bergangselementen ge-
genu¨ber der uniformen Netzverfeinerung des gesamten Netzes eine beschleunigte Kon-
vergenz liefert. Der vollsta¨ndig biegedominante Deformationszustand ist also in diesem
Zusammenhang als ein Extremfall anzusehen, bei dem die Netzadaption eventuell zu
unerwu¨nschten Nebeneffekten fu¨hrt.
Im Rahmen eines ortsadaptiven Verfahrens ko¨nnen nun verschiedene Zielstellungen
verfolgt werden. So kann einerseits angestrebt werden, fu¨r jeden Zeitpunkt der Berech-
nung die fu¨r diesen Zeitpunkt optimale Raumdiskretisierung zu bestimmen. Dies fu¨hrt
auf die im Bild 3.18 dargestellte Strategie. Hier wird in jedem Zeitschritt der Fehler
hinsichtlich einer vorher festgelegten Toleranz u¨berpru¨ft. U¨bersteigt der Fehler diese
Grenze zu einem Zeitpunkt tn, so erfolgt eine Verfeinerung des Netzes, der Zustand
wird auf dieses neue Netz u¨bertragen und die Berechnung wird auf dem neuen Netz
fortgesetzt.
Im Rahmen der Fehlerscha¨tzung mit dualen Problemen wird diese erste Adaptions-
strategie erst in Verbindung mit dem Fehlerscha¨tzer ohne Scha¨tzung des Phasenfehlers
sinnvoll, da durch die Netzverfeinerung zu einem bestimmten Zeitpunkt tn nur eine
Verbesserung des dort vorliegenden Zustandes mit Hinblick auf die Zielgro¨ße erzielt
werden kann. Die Adaptionsstrategie 1 setzt damit quasi voraus, dass der Transport
des Fehlers u¨ber die Zeit nicht beru¨cksichtigt wird, bzw. nur eine untergeordnete Rolle
spielt.
Als Alternative zur zeitlich lokalen Netzvera¨nderung in Strategie 1 kann auch das Ziel
verfolgt werden, eine konstante Raumdiskretisierung zu ermitteln, fu¨r die zu keinem
Zeitpunkt der Berechnung der Fehler die festgelegte Toleranz u¨bersteigt. Dies fu¨hrt
auf die im Bild 3.19 dargestellte zweite Strategie. Hier erfolgt die Netzanpassung nicht
wa¨hrend der Zeitintegration, sondern am Ende zum Zeitpunkt T . Fu¨r die Netzadap-
tion wird bei dieser Strategie im Laufe der Berechnung fu¨r jedes Element jeweils der
maximale Fehler bestimmt und abgespeichert. Die Netzverfeinerung zum Zeitpunkt T
erfolgt dann auf der Basis dieser u¨ber den Berechnungszeitraum gesammelten Infor-
mation.
Fu¨r die Bestimmung des endgu¨ltigen Berechnungsnetzes sind bei dieser Strategie even-
tuell mehrere vollsta¨ndige Berechnungsla¨ufe notwendig. Fu¨r die hier verwendete hier-
archische Netzadaption, bei der ein Element maximal in 4 kleinere Elemente unterteilt
wird, kann diese Strategie somit sehr rechenintensiv werden, insbesondere dann, wenn
das Startnetz sehr grob gewa¨hlt wird. Diese zweite Strategie erscheint deshalb beson-
ders dann angebracht, wenn ein Neuvernetzungsalgorithmus zur Verfu¨gung steht.
Der klare Vorteil gegenu¨ber der Strategie 1 liegt darin, dass keine Notwendigkeit be-
steht, Daten zwischen verschiedenen Netzen zu transferieren.
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Wahldes Startnetzes
Initialisierung/
Anfangsbedingungen n = 0
t = t + t
n = n+1
n+1 n n+1D
Lösen der
Systemgleichungen
Fehlerschätzung
E(u,u )h
|E(u,u )|h < eo ?
Festlegung der oberen
Fehlerschranke eo
Ja
t Tn+1 < ?
Ja
Nein
Lösung des Problems
Verfeinerung des
Raumgitters
n 1= ?
Nein
Nein
n n-1=
Datentransfer
Ja
Bild 3.18: Strategie 1: Ortsadaptives Verfahren mit Verfeinerung wa¨hrend der Berech-
nung und Transfer der Zustandsvariablen
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Wahldes Startnetzes
Initialisierung/
Anfangsbedingungen n = 0
t = t + t
n = n+1
n+1 n n+1D
Lösen der
Systemgleichungen
Fehlerschätzung
E(u,u )h
max|E(u,u )|h < eo ?
Festlegung der oberen
Fehlerschranke eo
Ja
Nein
Lösung des Problems
Verfeinerung des
Raumgitters
Nein
Ja
t Tn+1 < ?
Bild 3.19: Strategie 2: Ortsadaptives Verfahren mit Verfeinerung am Ende der Berech-
nung ohne Transfer der Zustandsvariablen
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3.9.1 Datentransfer bei Netzvera¨nderungen wa¨hrend der Be-
rechnung
Die Netzvera¨nderung innerhalb einer ortsadaptiven transienten Berechnung nach der
Strategie 1 in Bild 3.18 bedingt den Transfer des Zustandes des alten Netzes auf das
neue adaptierte Raumnetz. Problematisch ist hierbei, dass durch den Datentransfer ein
Fehler in die Lo¨sung eingebracht wird, der bisher nicht in geeigneter Weise kontrolliert
werden kann. Fu¨r die hier behandelten Adaptionsverfahren mit lokalen Zielgro¨ßen ist
insbesondere der lokal durch den Datentransfer eingebrachte Fehler von Bedeutung.
Numerische Untersuchungen von Han [42] bei Netzadaptionen bei elasto-plastischen
Schalenproblemen zeigen, dass sich der Fehler durch den Datentransfer hauptsa¨chlich
in großen lokalen Fehlern a¨ußert. Fu¨r die hier behandelten Problemstellungen erscheint
deshalb der Datentransfer besonders kritisch. Wie stark der Einfluss des Datentransfers
auf lokale Zielgro¨ßen ist, wird im Rahmen der numerischen Beispiele am Ende des
Kapitels untersucht.
Weiterhin ist anzumerken, dass jede Netzvera¨nderung innerhalb einer transienten Be-
rechnung einer A¨nderung der Basis, in der die Zustandsgro¨ßen dargestellt werden,
entspricht. Ein zu ha¨ufiger Wechsel der Basis bei transienten Berechnungen kann da-
bei schon zu großen Fehlern fu¨hren. Dies wurde z.b. von Idelsohn & Cardona
[58] im Rahmen der Modellreduktion mit Eigenvektoren festgestellt. Krysl, Lall &
Marsden [63] weisen im Zusammenhang mit der Modellreduktion darauf hin, dass ein
Wechsel der Basis innerhalb einer transienten Berechnung einer Zwangsbedingung in
der Zeit entspricht, welche großen Einfluss auf das Berechnungsergebnis haben kann.
Dies ist ein Aspekt, der bisher innerhalb adaptiver Finite-Elemente-Verfahren keine
Beachtung fand und prinzipiell fu¨r eine konstante ra¨umliche Diskretisierung spricht.
Ein weiterer Problemkreis beim Datentransfer zwischen den Netzen ist der, dass die
an den Transferalgorithmus zu stellenden Anforderungen vielfa¨ltig und teilweise kon-
tra¨r zueinander sind. So ko¨nnen unter anderem die folgenden Eigenschaften bei der
Konstruktion eines Transferalgorithmus von Bedeutung sein, siehe z.B. Rashid [97]:
• Glattheit der transferierten Lo¨sung: Die transferierte Lo¨sung muss genauso glatt
sein, wie eine vollsta¨ndig auf dem neuen Netz ermittelte Lo¨sung.
• Erfu¨llung der Erhaltungssa¨tze:Die transferierte Lo¨sung muss die Erhaltungssa¨tze,
wie Energieerhaltung und Impulsbilanz, erfu¨llen.
• Lokalita¨t der Datenu¨bertragung: Lokale Eigenschaften der Lo¨sung auf dem alten
Netz mu¨ssen bei der Datenu¨bertragung auf das neue Netz erhalten bleiben. Diese
Forderung ist dabei teilweise kontra¨r zur Forderung der Glattheit der transferier-
ten Lo¨sung, da mit der Gla¨ttung von Daten in der Regel auch eine Verteilung
der Daten u¨ber das Gebiet einhergeht.
• Selbstkonsistenz: Die Datenu¨bertragung auf das neue Netz mit anschließendem
Ru¨cktransfer auf das alte Netz muss – zumindest anna¨hernd – wieder den ur-
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spru¨nglichen Zustand ergeben. Insbesondere muss im Falle identischer Netze der
Transferoperator die Identita¨tsmatrix ergeben.
Die Wichtung der einzelnen Anforderungen ist dann in der Regel von der Art des
zugrunde liegenden physikalischen Problems abha¨ngig. So spielt beispielsweise die Lo-
kalita¨t der Datenu¨bertragung bei Problemen der Plastizita¨t eine große Rolle, siehe
Peric et al. [82, 85].
Fu¨r die Probleme der Strukturdynamik ist beim Datentransfer zwischen Wellenaus-
breitungsproblemen und Schwingungsproblemen zu unterscheiden. Bei der Simulati-
on der Ausbreitung von Wellen ist insbesondere die Erhaltung lokaler Eigenschaften
bei der Datenu¨bertragung von Bedeutung. Numerische Untersuchungen von Riccius
[98] zeigen, dass bei der Simulation von Wellenausbreitungen die Wahl des Transferal-
gorithmus maßgeblichen Einfluss auf die weiteren Netzvera¨nderungen innerhalb des
adaptiven Verfahrens und damit auf das Ergebnis der gesamten Berechnung haben
kann. Problematisch bei Wellenausbreitungsproblemen ist die Tatsache, dass im Sinne
der numerischen Effizienz jeweils nur im Bereich der Wellenfront eine ausreichend fei-
ne Diskretisierung erforderlich ist, wohingegen in den Bereichen, die die Welle bereits
durchlaufen hat, eine Vergro¨berung des Netzes wu¨nschenswert ist. Numerische Unter-
suchungen haben jedoch ergeben, dass insbesondere die Netzvergro¨berung hinsichtlich
des Datentransfers zu Problemen, z.B. bezu¨glich der Energieerhaltung, fu¨hren kann.
Durch das Entfernen von Knoten wird in diesem lokalen Bereich auch ein Teil der
Energie aus dem System entfernt. Wird nun, wie bei Riccius [98] die globale Ener-
gieerhaltung durch nachtra¨gliche globale Skalierung der Daten auf dem neuen Netz
erzwungen, so findet im Endeffekt eine Verteilung dieser Energie u¨ber das gesamte
Gebiet statt. Hierdurch kann durch den Datentransfer der lokale Charakter der Welle
verfa¨lscht werden. Wird hingegen auf die globale Erhaltung der Gesamtenergie verzich-
tet, so entspricht der Datentransfer einer ku¨nstlichen, unphysikalischen Da¨mpfung, die
ebenfalls das Berechnungsergebnis verfa¨lscht. Die lokale Netzverfeinerung ohne gleich-
zeitige Vergro¨berung hingegen ist in diesem Sinne weniger kritisch. Die hier gemachten
Aussagen und die Ergebnisse von Riccius [98] fu¨hren zu der Empfehlung, dass fu¨r
die Simulation der Wellenausbreitung mit Hilfe der Methode der finiten Elemente eine
gleichma¨ßige mo¨glichst feine Raumdiskretisierung verwendet werden sollte. Aufgrund
der hier gemachten Ausfu¨hrungen wird im Rahmen dieser Arbeit auf eine Netzver-
gro¨berung verzichtet und nur eine hierarchische Netzverfeinerung durchgefu¨hrt.
Die heutzutage allgemein verwendeten Verfahren beim Datentransfer zwischen unter-
schiedlichen Netzen basieren i.d.R. auf der von Ortiz & Quigley [83] angegebenen
Vorgehensweise. Ortiz & Quigley fordern die sogenannte variationelle Konsistenz
des Transfers mit dem zugrunde liegenden Variationsproblem. Dabei wird vorausge-
setzt, dass der schwachen Formulierung des Problems ein Variationsfunktional zugrun-
de liegt. Fu¨r Problemstellungen in der Dynamik wird in Radovitzky & Ortiz [92]
ein Transferoperator fu¨r die nichtlineare Dynamik unter Verwendung des Newmarkver-
fahrens angegeben. Es wird angenommen, dass die Zustandsgro¨ßen zum Zeitpunkt tn
auf dem alten Netz gegeben sind und am Ende des Zeitschrittes zum Zeitpunkt tn+1 ein
Gleichgewichtszustand auf der neuen Raumdiskretisierung gesucht ist. Hierfu¨r werden
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die Newmarkansa¨tze (1.102) mit Hilfe des Transferoperators T wie folgt modifiziert:
dn+1 = Tdn +∆tT d˙n +∆t
2
[
(
1
2
− β)T d¨n + βd¨n+1
]
d˙n+1 = T d˙n +∆t
[
(1− γ)T d¨n + γd¨n+1
] (3.56)
Der Transferoperator T lautet dann nach Radovitzky & Ortiz [92] allgemein:
T =M−1n+1 ·
∫
B0
ρ0N
T
n+1 ·NndV (3.57)
Hierin bezeichnet Nn+1 die Interpolationsfunktionen auf dem neuen und Nn die Ver-
schiebungsansa¨tze auf dem alten Netz. Mn+1 ist die Massenmatrix der neuen Diskre-
tisierung. Fu¨r die hier verwendete hierarchische Netzverfeinerung gilt, dass die Ansatz-
funktionen der alten Raumdiskretisierung in den neuen Verschiebungsansa¨tzen enthal-
ten sind. Die Ansatzfunktionen Nn lassen sich folglich mit Hilfe der Ansa¨tzeNn+1 wie
folgt ausdru¨cken:
Nn =Nn+1 ·C (3.58)
Die Matrix C entha¨lt die Zwangsbedingungen, welche die Ansa¨tze Nn+1 auf die
Ansa¨tze Nn reduzieren. Das Einsetzen dieser Beziehung in die allgemeine Definition
des Transferoperators (3.57) liefert dann den folgenden einfachen Zusammenhang:
T =M−1n+1 ·
∫
B0
ρ0N
T
n+1 ·Nn+1dV
︸ ︷︷ ︸
Mn+1
·C = C (3.59)
Der Transferoperator reduziert sich also im Falle der hierarchischen Verfeinerung auf
die rein geometrische Interpolation der alten Zustandsgro¨ßen auf dem neuen Netz.
Erga¨nzend sollte noch angemerkt werden, dass die hier gemachten Ausfu¨hrungen streng
genommen nur gu¨ltig sind, wenn sich in Folge der Netzverfeinerung nicht die Geome-
trie des Berechnungsgebietes a¨ndert. Bei gekru¨mmten Strukturen und gekru¨mmten
Ra¨ndern gelten die Voraussetzungen demnach nicht. Es wird aber angenommen, dass
sich die Geometrie bei der Netzverfeinerung nur moderat a¨ndert und der Transfer des-
halb auch auf diese Fa¨lle u¨bertragen werden kann.
Zusammenfassend setzt sich der Datentransfer damit aus den folgenden Schritten zu-
sammen: U¨berschreitet der gescha¨tzte Fehler zu einem Zeitpunkt tn+1 die vorgegebene
Toleranz, so erfolgt zuna¨chst
• eine lineare Interpolation der Knotendaten des alten Netzes zum Zeitpunkt tn
auf das neue Netz und anschließend die
• Berechnung der Zustandsgro¨ßen zum Ende des Zeitschrittes mit Hilfe des New-
markverfahrens.
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Bild 3.20: Schema des Transfers der Knotenverschiebungen innerhalb der semidiskreten
Methode mit Netzverfeinerungen zu den Zeitpunkten ti+1 und tj+1
Zum Zeitpunkt tn+1 liegt mit dieser Vorgehensweise wieder ein zula¨ssiger Gleichge-
wichtszustand vor. Der neu ermittelte Zustand erfu¨llt somit die Impulsbilanz zum
Zeitpunkt tn+1 und stellt eine ausreichend glatte Lo¨sung auf dem neuen Netz dar.
Aufgrund der hierarchischen Netzverfeinerung ist der hier beschriebene Transfer sehr
lokal, ein Verteilen der Gro¨ßen u¨ber das Gebiet findet folglich nicht statt. Bei mehreren
Netzverfeinerungen innerhalb der Berechnungsdauer ergibt sich somit das im Bild 3.20
dargestellte Schema fu¨r die Datenu¨bertragung.
3.9.2 Steuerung der Netzvera¨nderung
Die lokale Anpassung der ra¨umlichen Diskretisierung erfolgt auf der Basis der Ele-
mentfehlerindikatoren ei gema¨ß Gleichung (3.53). Es wird dann noch ein Kriterium
zur Auswahl der Elemente beno¨tigt, welche bei der Netzverfeinerung verfeinert werden
sollen.
Fu¨r die Netzadaption auf der Basis des ra¨umlichen Diskretisierungsfehlers in der Ener-
gienorm ist die Optimalita¨t des Netzes gegeben, wenn alle Elemente den gleichen Anteil
am ra¨umlichen Diskretisierungsfehler haben, siehe z.B. Babuska et al. [4, 113]. Da
der Fehlerindikator (3.53) auf der Auswertung des Produkts der Energienormen von
primalem und dualem Problem beruht, u¨bertragen Diez & Caldero´n in [27] dieses
Optimalita¨tskriterium auch auf die zielorientierte Fehlerscha¨tzung. Ebenso werden al-
le a-priori Fehlerabscha¨tzungen der Standardfehlerscha¨tzung in der Energienorm auf
die zielorientierte Fehlerscha¨tzung angewendet. Der Argumentation von Diez & Cal-
dero´n folgend basiert die hier verwendete Verfeinerungssteuerung vollsta¨ndig auf den
von Riccius [98] fu¨r die Netzverfeinerung auf Basis der Energienorm verwendeten
Verfahren.
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Riccius [98] unterscheidet drei Verfahren zur Verfeinerungssteuerung:
• Maximalfehlersteuerung
• Prozentualsteuerung
• Kombinationssteuerung
Diese werden nachfolgend kurz erla¨utert.
Maximalfehlersteuerung
Bei der Maximalfehlersteuerung erfolgt die Verfeinerung der Elemente, fu¨r die gilt:
ei > c · emax mit emax = max
j=1...nel
(ej) (3.60)
Fu¨r die sinnvolle Wahl des Verfeinerungsparameters c werden die Konvergenzeigen-
schaften der Methode der finiten Elemente herangezogen. Riccius gibt fu¨r den Para-
meter c folgenden optimalen Wert an:
c ≈
1
2p+1
(3.61)
Hierin bezeichnet p die Ansatzordnung der verwendeten Elemente. Fu¨r die hier verwen-
deten bilinearen Volumen-Schalenelemente (p = 1) ergibt sich damit c = 1
4
. Der große
Vorteil der Maximalfehlersteuerung beruht auf der Tatsache, dass die Ermittlung der
zu verfeinernden Elemente sehr einfach durchzufu¨hren ist.
Die Herleitung des optimalen Wertes fu¨r den Parameter c beruht auf der Annahme, dass
die Lo¨sung keine Singularita¨ten aufweist. Bei Problemstellungen mit Singularita¨ten
fu¨hrt die Maximalfehlersteuerung nach (3.60) nur zur Verfeinerung von sehr wenigen
Elementen im Bereich der Singularita¨t. Das ortsadaptive Verfahren wird dadurch sehr
ineffizient.
Prozentualsteuerung
Bei der Prozentualsteuerung wird ein vorgegebener Anteil p ≤ 100% der Elemente
verfeinert. Dabei muss jedes zu verfeinernde Element einen gro¨ßeren Fehlerindikator
aufweisen als alle Elemente, die nicht verfeinert werden. Dieses Verfahren erfordert bei
der direkten Umsetzung die Sortierung der Elemente nach der Gro¨ße ihrer Fehlerin-
dikatoren. Als Alternative gibt Riccius ein Verfahren an, bei denen die Elementfeh-
lerindikatoren in Gro¨ßenklassen eingeteilt werden. Anschließend wird ermittelt, welche
Gro¨ßenklassen zusammengenommen ungefa¨hr die erforderliche Anzahl zu verfeinernder
Elemente entha¨lt. Es erfolgt dann eine Verfeinerung aller Elemente der entsprechen-
den Gro¨ßenklassen. Die Vorgabe, p ≤ 100% Elemente zu verfeinern, wird mit diesem
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Verfahren dann nur na¨herungsweise erfu¨llt. Vorteilhaft ist jedoch, dass sich der Auf-
wand fu¨r die Ermittlung der zu verfeinernden Elemente gegenu¨ber der Anwendung von
Sortieralgorithmen verringern la¨sst. Auf der Basis von Konvergenzbetrachtungen gibt
Riccius als optimalen Parameter fu¨r die Prozentualsteuerung p = 33% an.
Schwa¨chen zeigt die Prozentualsteuerung, wenn ein fast optimales Netz mit einer
anna¨hernden Gleichverteilung des Fehlers vorliegt. Hier mu¨sste eigentlich eine unifor-
me Netzverfeinerung stattfinden, um wiederum eine optimale Fehlerverteilung auf dem
neuen Netz zu erhalten. Bei Verwendung der Prozentualsteuerung erfolgt in diesem
Fall aber trotzdem nur die Verfeinerung von p < 100% der Elemente. Das verfeinerte
Netz ist dann im Sinne der zu erwartenden Fehlerverteilung nicht mehr optimal.
Kombinationssteuerung
Die alleinige Anwendung der Maximalfehlersteuerung oder der Prozentualsteuerung
fu¨hrt in gewissen Fa¨llen zu einem ungu¨nstigen Netzverfeinerungsverfahren. Um die
Nachteile der Maximalfehlersteuerung bei Singularita¨ten in der Lo¨sung bzw. der Pro-
zentualsteuerung bei optimalen Netzen zu umgehen, schla¨gtRiccius als dritte Alterna-
tive die Kombination der beiden Verfahren vor. Hierbei wird das Verfahren verwendet,
welches zur gro¨ßten Anzahl an zu verfeinernden Elementen fu¨hrt.
Es sei angemerkt, dass sich mit Hilfe der Verfeinerungsparameter c und p die Effizienz
des ortsadaptiven Verfahrens massiv beeinflussen la¨sst. Fu¨r die numerischen Beispiele
im Rahmen dieser Arbeit wird einheitlich die Kombinationssteuerung mit den Para-
metern c = 1
4
und p = 33% verwendet.
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3.9.3 Numerische Beispiele
Die hier vorgestellten Netzadaptionsstrategien werden wiederum an der bereits in Ab-
schnitt 3.7.1 untersuchten Halbkugel mit Loch getestet, welche mit zwei Kra¨ftepaaren
belastet wird, siehe Bild 3.21. Auf der Unterseite der Halbkugel werden Symmetrie-
randbedingungen aufgebracht. Es werden die zwei in Bild 3.22 dargestellten Lastfa¨lle
untersucht. Die Berechnungsdauer betra¨gt T = 2, die Zeitintegration erfolgt mit dem
Newmarkverfahren mit den Parametern γ = 2β = 0, 5 mit einer konstanten Zeit-
schrittweite ∆t = 0, 005. Aufgrund der Symmetrie wird wiederum nur das in Bild 3.21
gekennzeichnete Viertel der Halbkugel mit Volumen-Schalenelementen ANS3DEAS auf
Basis der 7-Parameter-Formulierung diskretisiert. Die Referenzlo¨sung wird auf einem
uniformen Netz mit 16348 Elementen und neq,ref = 99072 Freiheitsgraden ermittelt.
Radius: R = 10
Dicke der Schale: t = 0.04
Radius des Loches: r = 3
Elastizita¨tsmodul: E = 6, 8 · 107
Querdehnzahl: ν = 0, 3
Dichte: ρ = 5
Rayleighda¨mpfung: cm = 0, 0003
ck = 0, 0001
Bild 3.21: Beispiel Halbkugel mit Loch: Geometrie und Materialparameter
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Bild 3.22: Beispiel Halbkugel mit Loch: Lastfa¨lle a) und b)
Als Zielgro¨ßen werden die vertikale Punktverschiebung uz,I des Punktes I im Lastfall a)
und die horizontale Punktverschiebung uy,II des Punktes II im Lastfall b) betrachtet.
Die mit Hilfe der Adaptionsstrategien 1 und 2 generierten Lo¨sungen werden mit den
Lo¨sungen auf uniformen Netzen verglichen. Hiermit soll u¨berpru¨ft werden, ob die vor-
geschlagenen ortsadaptiven Verfahren zu effizienteren Raumdiskretisierungen mit Hin-
blick auf die betrachtete Zielgro¨ße fu¨hren. Da die der Ortsadaption zugrunde liegende
Fehlerscha¨tzung die Phasenfehler infolge der ra¨umlichen Diskretisierung nicht erfasst,
werden zum Vergleich der Lo¨sungen jeweils die maximalen Amplituden der Zielgro¨ße
herangezogen, auch wenn diese nicht zu exakt den gleichen Zeitpunkten auftreten.
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Aufgrund der tendenziellen Unterscha¨tzung des tatsa¨chlichen Fehlers in der Zielgro¨ße
durch die Vernachla¨ssigung der Konsistenzanteile ist zu erwarten, dass der tatsa¨chliche
Fehler in der Zielgro¨ße die vorgeschriebene Fehlertoleranz u¨bersteigt. Die im Verfahren
angegebenen Fehlertoleranzen ko¨nnen somit nur als Richtwerte fu¨r die Gro¨ßenordnung
der zu erwartenden Fehler in der Zielgro¨ße angesehen werden.
Halbkugel mit Loch – Lastfall a) – Strategie 1
Zuna¨chst wird die Adaptionsstrategie 1 aus Bild 3.18 fu¨r die Netzadaption im Lastfall a)
verwendet. Zielgro¨ße ist die vertikale Verschiebung des Punktes I, der obere Grenzwert
fu¨r den absoluten Fehler in der Verschiebung ist εo = 4 · 10
−4. Als Startnetz wird
ein uniformes Netz mit 64 Volumen-Schalenelementen mit und 432 Freiheitsgraden
verwendet. In Bild 3.23 ist der Verlauf der Referenzlo¨sung dargestellt. Daru¨ber hinaus
sind die lokalen relativen Maxima der Referenzlo¨sung fu¨r den nachfolgenden Vergleich
der unterschiedlichen Lo¨sungen hervorgehoben.
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Bild 3.23: Beispiel Halbkugel mit Loch: Referenzlo¨sung der vertikalen Verschiebung
uz,I des Punktes I
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Bild 3.24: Beispiel Halbkugel mit Loch: Anzahl der Gleichungen u¨ber die Zeit bei Ad-
aption des Netzes mit Strategie 1 – Lastfall a)
Bild 3.24 zeigt die Entwicklung der Anzahl der Freiheitsgrade u¨ber die Berechnungsdau-
er bei Anwendung der Adaptionsstrategie 1. Fu¨r den hier betrachteten Einschwingvor-
gang der Schale fu¨r den harmonischen Lastfall a) steigt die Zielgro¨ße kontinuierlich mit
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der Zeit an. Entsprechend baut sich auch der maximale Fehler kontinuierlich mit der
Zeit auf, was dazu fu¨hrt, dass die Raumdiskretisierungen u¨ber relativ lange Zeitra¨ume
konstant bleiben. Die Netzverfeinerungen erfolgen also nicht zu dicht aufeinander. Un-
ter diesem Gesichtspunkt stellt der Lastfall a) ein fu¨r die Adaptionsstrategie 1 sehr gut
gestelltes Problem dar. Ein negativer Einfluss der Netzadaption auf die lokale Zielgro¨ße
la¨sst sich im vorliegenden Fall somit nicht feststellen.
Die zugeho¨rigen adaptierten Netze sind in Bild 3.25 dargestellt. Man erkennt deut-
liche Verfeinerungen der Netze im Bereich der Angriffspunkte der a¨ußeren Lasten,
sowie im Bereich der gesuchten Zielgro¨ße im Punkt I. Diese starke Verfeinerung am
oberen freien Rand ist im Wesentlichen auf den dort auftretenden Randschichteffekt
zuru¨ckzufu¨hren und deshalb relativ unabha¨ngig von der gewa¨hlten Zielgro¨ße. Folglich
fu¨hrt eine Netzadaption auf Basis globaler Fehlerscha¨tzer ebenfalls zu einer starken
Verfeinerung in diesem Bereich, der Effekt der Fehlerscha¨tzung in der lokalen Verschie-
bungsgro¨ße uz,I la¨sst sich folglich nur bedingt an den adaptierten Netzen erkennen.
3. Netz – 2216 FHG 4. Netz – 4754 FHG 5. Netz – 9996 FHG
Bild 3.25: Beispiel Halbkugel mit Loch: Netzsequenz bei Adaption mit Strategie 1 –
Lastfall a) – Zielgro¨ße: Vertikale Verschiebung des Punktes I
In der Tabelle 3.1 sind die Fehler in der Zielgro¨ße bei Anwendung des ortsadaptiven
Verfahrens den Fehlern auf uniformen Netzen mit 6636 bzw. 24960 Freiheitsgraden
gegenu¨bergestellt. Es zeigt sich, dass sich mit den adaptiv generierten Netzen mit ma-
ximal 9996 Freiheitsgraden eine a¨hnlich genaue Lo¨sung wie auf dem uniformen Netz mit
24960 Freiheitsgraden erzielen la¨sst. Das adaptive Verfahren fu¨hrt in diesem Fall also
bei gleichbleibender Genauigkeitsordnung zu einer signifikanten Einsparung an Frei-
heitsgraden. Die Ergebnisse zeigen allerdings auch, dass die tatsa¨chliche auftretenden
Fehler u¨ber der im Verfahren festgelegten Toleranz εo = 4 · 10
−4 liegen.
Tabelle 3.2 zeigt zusa¨tzlich noch den Vergleich der Lo¨sung auf dem uniformen Netz
mit 24960 Freiheitsgraden und der Lo¨sung, die bei Verwendung des letzten adaptiv
generierten Netzes mit 9996 Freiheitsgraden fu¨r die gesamte Berechnungsdauer erzielt
wird. Hier ergibt sich fu¨r das adaptierte Netz eine nochmals wesentlich genauere Lo¨sung
in der Zielgro¨ße.
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unif. Netz unif. Netz Adaption
6336 FHG 24960 FHG
uI,ref eI erel eI erel eI erel FHG
A 0, 02174 1, 31 · 10−4 0, 6% 5, 4 · 10−5 0, 24% 4, 5 · 10−5 0, 2% 2216
B 0, 04209 4, 52 · 10−4 1, 1% 1, 75 · 10−4 0, 4% 2, 9 · 10−4 0, 7% 4754
C 0, 0601 9, 6 · 10−4 1, 6% 3, 5 · 10−4 0, 6% 5, 6 · 10−4 0, 9% 9996
D 0, 075 1, 78 · 10−3 2, 4% 6, 7 · 10−4 0, 9% 9, 6 · 10−4 1, 3% 9996
E 0, 086 3, 11 · 10−3 3, 6% 1, 13 · 10−3 1, 3% 1, 3 · 10−3 1, 6% 9996
F 0, 093 4, 7 · 10−3 5, 0% 1, 63 · 10−3 1, 7% 1, 7 · 10−3 1, 8% 9996
Tabelle 3.1: Beispiel Halbkugel mit Loch: Vergleich des Fehlers in den Verschiebungen
des Punktes I fu¨r uniforme Netze mit den Fehlern bei Netzadaption mit
Strategie 1 – Lastfall a)
unif. Netz – 24960 FHG adapt. Netz – 9996 FHG
uI,ref eI erel eI erel
A 0, 02174 5, 4 · 10−5 0, 24% −6, 3 · 10−5 0, 3%
B 0, 04209 1, 75 · 10−4 0, 4% −1, 0 · 10−4 0, 3%
C 0, 0601 3, 5 · 10−4 0, 6% −1, 2 · 10−4 0, 2%
D 0, 075 6, 7 · 10−4 0, 9% −7, 8 · 10−5 0, 1%
E 0, 086 1, 13 · 10−3 1, 3% −2, 1 · 10−5 0, 02%
F 0, 093 1, 63 · 10−3 1, 7% 1, 1 · 10−4 0, 1%
Tabelle 3.2: Beispiel Halbkugel mit Loch: Vergleich des Fehlers in den Verschiebungen
des Punktes I fu¨r das feinere uniforme Netz mit den Fehlern bei Verwen-
dung des letzten adaptierten Netze fu¨r die gesamte Berechnung
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3. Netz – 2032 FHG 4. Netz – 4466 FHG 5. Netz – 9280 FHG
uI,ref eI erel eI erel eI erel
A 0, 02174 2, 01 · 10−4 0, 9% 1, 4 · 10−4 0, 7% 4, 2 · 10−5 0, 2%
B 0, 04209 8, 1 · 10−4 1, 9% 4, 3 · 10−4 1, 0% 5, 4 · 10−5 0, 1%
C 0, 0601 2, 1 · 10−3 3, 5% 8, 1 · 10−4 1, 4% 4, 3 · 10−5 0, 1%
D 0, 075 4, 3 · 10−3 5, 8% 1, 4 · 10−3 1, 9% 6, 4 · 10−5 0, 1%
E 0, 086 7, 7 · 10−3 8, 9% 2, 4 · 10−3 2, 8% 1, 7 · 10−4 0, 2%
F 0, 093 1, 2 · 10−2 12, 8% 3, 4 · 10−3 3, 7% 3, 6 · 10−4 0, 4%
Tabelle 3.3: Beispiel Halbkugel mit Loch: Vergleich der Fehler bei Adaption mit Stra-
tegie 2 – Lastfall a)
Halbkugel mit Loch – Lastfall a) – Strategie 2
Nun erfolgt die Anwendung der zweiten Adaptionsstrategie nach Bild 3.19 fu¨r den
Lastfall a) wiederum mit der Zielgro¨ße uz,I . Es wird die gleiche Ausgangsdiskretisie-
rung und die gleiche Fehlertoleranz εo = 4 · 10
−4 wie bei der Strategie 1 verwendet.
Nach 5 vollsta¨ndigen Berechnungsla¨ufen endet das Verfahren mit einem Raumnetz mit
9280 Freiheitsgraden. Im Bild 3.26 sind die drei letzten Raumdiskretisierungen des Ver-
fahrens abgebildet. Im Gegensatz zur Verfeinerung mit der Strategie 1 erfolgt hier die
Netzverdichtung ausschließlich am oberen freien Rand, eine Verdichtung im Bereich
der Lastangriffspunkte der a¨ußeren Lasten F1 und F2 findet nicht statt.
3. Netz – 2032 FHG 4. Netz – 4466 FHG 5. Netz – 9280 FHG
Bild 3.26: Beispiel Halbkugel mit Loch: Netzsequenz bei Adaption mit Strategie 2 –
Lastfall a)
Tabelle 3.3 zeigt die Gegenu¨berstellung der Fehlergro¨ßen auf den in Bild 3.26 darge-
stellten Netzen. Im Gegensatz zur Strategie 1 wird hier fu¨r das letzte Netz mit 9280
Freiheitsgraden die im Verfahren vorgegebene Fehlertoleranz εo = 4 · 10
−4 tatsa¨chlich
eingehalten. Ein Vergleich mit den Werten in Tabelle 3.1 zeigt daru¨ber hinaus, dass
die mit dem adaptierten Netz generierten Zielgro¨ßen genauer sind, als die Werte des
verha¨ltnisma¨ßig feinen uniformen Netzes mit 24960 Freiheitsgraden. Auch hier zeigt
sich somit eine deutliche Steigerung der Effizienz durch die Anwendung eines ortsad-
aptiven Verfahrens.
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Halbkugel mit Loch – Lastfall b) – Strategie 1
Nachfolgend wird die Adaptionsstrategie 1 fu¨r die Netzadaption im Lastfall b) verwen-
det. Die Zielgro¨ße ist die horizontale Verschiebung des Punktes II in y-Richtung. Als
obere Schranke fu¨r den Fehler in der Zielgro¨ße wird εo = 3·10
−6 festgelegt. Es wird wie-
derum ein verha¨ltnisma¨ßig grobes Startnetz mit 432 Freiheitsgraden verwendet. Bild
3.27 zeigt den Verschiebungsverlauf uy,II des Punktes II auf dem Referenznetz mit
99072 Freiheitsgraden, sowie die Bezeichnung der Extremwerte, an denen die Lo¨sungen
miteinander verglichen werden. Im Gegensatz zu Lastfall a) nimmt hier die Zielgro¨ße
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Bild 3.27: Beispiel Halbkugel mit Loch: Referenzlo¨sung der Verschiebung des Punktes
II
schon sehr fru¨h im Zeitintervall ihren maximalen Wert an. Folglich wa¨chst auch der
Fehler in der Zielgro¨ße schon sehr fru¨h sehr stark an. Dies fu¨hrt bei dem hier verwende-
ten groben Startnetz zu kurz aufeinanderfolgenden Netzverfeinerungen zu Beginn der
Berechnung, siehe Bild 3.28. Diese fu¨hren hier zu leichten Oszillationen in der lokalen
Zielgro¨ße, welche jedoch relativ schnell heraus geda¨mpft werden. Der Lastfall b) stellt
somit im Gegensatz zum Lastfall a) ein fu¨r die Adaptionsstrategie 1 fu¨r das hier ver-
wendete grobe Startnetz ein ungu¨nstigeres Problem dar. Hierin zeigt sich auch deutlich
die Schwa¨che der Strategie 1, wenn die gewa¨hlte Ausgangsdiskretisierung wie im vor-
liegenden Fall verha¨ltnisma¨ßig grob gewa¨hlt wird, bzw. wenn der maximale Fehler in
der Zielgro¨ße schon sehr fru¨h im Berechnungszeitraum erreicht wird.
Bild 3.29 zeigt die drei letzten adaptierten Netze. Die feinste Raumdiskretisierung mit
16782 Freiheitsgraden wird hier schon sehr fru¨h im Berechnungszeitraum erreicht. Auf-
grund des Randschichteffektes am oberen freien Rand der Schale erfolgt dort wiederum
eine Verdichtung des Netzes. Des Weiteren zeigt sich eine deutliche Netzverfeinerung
in der Umgebung des Punktes II, also im Bereich der Zielgro¨ße.
Tabelle 3.4 zeigt den Vergleich zwischen den Fehlern in der Zielgro¨ße auf zwei uniformen
Netzen und den adaptierten Netzen. Man erkennt, dass insbesondere die Streuung im
Fehler in der Zielgro¨ße fu¨r das adaptive Verfahren wesentlich geringer ist als bei dem
feineren uniformen Netz. Dies zeigt sich insbesondere an dem Maximalwert an der
Stelle E.
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Bild 3.28: Beispiel Halbkugel mit Loch: Anzahl der Gleichungen u¨ber die Zeit bei Ad-
aption des Netzes mit Strategie 1 – Lastfall b) – Zielgro¨ße: horizontale Ver-
schiebung des Punktes II
3. Netz – 3694 FHG 4. Netz – 8050 FHG 5. Netz – 16972 FHG
Bild 3.29: Beispiel Halbkugel mit Loch: Netzsequenz bei Adaption mit Strategie 1 –
Lastfall b) – Zielgro¨ße: Horizontalverschiebung des Punktes II
unif. Netz unif. Netz Adaption
6336 FHG 24960 FHG
uII,ref eII erel eII erel eII erel FHG
A 6, 76 · 10−4 1, 9 · 10−6 0, 3% 1, 7 · 10−6 0, 3% −5, 4 · 10−6 0, 8% 16972
B 6, 21 · 10−4 −4, 2 · 10−6 0, 7% 2, 4 · 10−6 0, 4% −1, 3 · 10−6 0, 2% 16972
C 4, 08 · 10−4 −3, 1 · 10−5 7, 6% −8, 8 · 10−6 2, 1% −1, 5 · 10−6 0, 4% 16972
D 6, 03 · 10−4 −1, 2 · 10−5 2, 0% 2, 4 · 10−6 0, 4% −1, 3 · 10−6 0, 2% 16972
E 3, 42 · 10−4 3, 0 · 10−5 8, 9% 1, 4 · 10−5 4, 2% −5, 7 · 10−7 0, 2% 16972
F 6, 25 · 10−4 −3, 4 · 10−5 5, 3% −5, 3 · 10−6 0, 9% −1, 7 · 10−6 0, 3% 16972
Tabelle 3.4: Beispiel Halbkugel mit Loch: Vergleich des Fehlers in den Verschiebungen
des Punktes II fu¨r die uniformen Netze 1 und 2 mit den Fehlern bei
Adaption mit Strategie 1 – Lastfall b)
Auch hier ist der resultierende Fehler bei Anwendung der adaptiven Netzverfeinerung
in der Gro¨ßenordnung der im Verfahren vorgegebenen Obergrenze εo = 3 · 10
−6.
Verwendet man nun die letzte Raumdiskretisierung fu¨r die gesamte Berechnungsdau-
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unif. Netz – 24960 FHG adapt. Netz – 16972 FHG
uII,ref eII erel eII erel
A 6, 76 · 10−4 1, 7 · 10−6 0, 3% −5, 2 · 10−6 0, 8%
B 6, 21 · 10−4 2, 4 · 10−6 0, 4% −4, 6 · 10−6 0, 7%
C 4, 08 · 10−4 8, 8 · 10−6 2, 1% 8, 2 · 10−6 2, 0%
D 6, 03 · 10−4 2, 4 · 10−6 0, 4% −4, 4 · 10−6 0, 8%
E 3, 42 · 10−4 1, 4 · 10−5 4, 2% −4, 2 · 10−6 0, 7%
F 6, 25 · 10−4 5, 3 · 10−6 0, 9% −8, 3 · 10−6 1, 3%
Tabelle 3.5: Beispiel Halbkugel mit Loch: Vergleich des Fehlers in den Verschiebungen
des Punktes II fu¨r das feiner uniforme Netz mit den Fehlern bei Verwen-
dung des letzten adaptierten Netzes fu¨r die gesamte Berechnung
er, so erha¨lt man die in Tabelle 3.5 dargestellten Fehlergro¨ßen. Erstaunlicherweise
sind dabei die Ergebnisse sogar etwas schlechter als bei der adaptiven Berechnung
mit vera¨nderlichen Netzen, was auf den Phasenfehler zuru¨ckzufu¨hren ist. Durch die
Netzadaption a¨ndern sich auch die Phasenfehler der im Modell enthaltenen Eigenfor-
men. Folglich liegt auch bei den hier betrachteten Maxima der numerischen Lo¨sung eine
andere Kombination der Eigenformen vor, als bei der Berechnung mit vera¨nderlichen
Netzen. Dies fu¨hrt im vorliegenden Fall zu geringfu¨gig schlechteren Ergebnissen. Da die
Fehlerscha¨tzung und damit auch die darauf basierende Netzadaption den Phasenfehler
nicht beru¨cksichtigt, lassen sich solche negativen Effekte mit den hier vorgeschlagenen
Algorithmen nicht kontrollieren.
Halbkugel mit Loch – Lastfall b) – Strategie 2
Die Anwendung der zweiten Adaptionsstrategie ohne Datentransfer fu¨r den Lastfall
b) und die Zielgro¨ße uy,II fu¨hrt auf die im Bild 3.30 dargestellte Netzsequenz. Un-
ter Verwendung des Startnetzes mit 432 Freiheitsgraden endet das Verfahren nach 5
vollsta¨ndigen Berechnungsdurchla¨ufen. Das gewa¨hlte Startnetz ist hier so grob, dass
im ersten Verfeinerungsschritt das gesamte Netz uniform verfeinert wird. Um den Auf-
wand bei der 2. Strategie zu verringern, sollte folglich ein feineres Startnetz gewa¨hlt
werden.
Die Tabelle 3.6 zeigt wiederum die Fehler in den lokalen Maxima der Verschiebung
uy,II fu¨r die drei in Bild 3.30 dargestellten Netze. Auch hier zeigt sich, dass sich durch
die Netzadaption der Fehler auf die Gro¨ßenordnung der Fehlertoleranz εo beschra¨nken
la¨sst. Daru¨ber hinaus fu¨hrt die Netzadaption zu einer geringeren Streuung des Fehlers
in der Zielgro¨ße als das uniforme Netz mit 24960 Freiheitsgraden.
Fu¨r das vorliegende Problem fu¨hrt die Adaption am Ende des Berechnungszeitraums
ohne Datentransfer zu einem gegenu¨ber der Adaptionsstrategie 1 effizienteren Netz.
Dies liegt daran, dass hier die Verformungszusta¨nde aller Zeitpunkte bei der Netzad-
aption beru¨cksichtigt werden, wohingegen die Netze, die mit Hilfe der Strategie 1 gene-
riert wurden, nur die Informationen der Zustandsgro¨ßen zum Zeitpunkt der jeweiligen
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3. Netz – 3472 FHG 4. Netz – 7304 FHG 5. Netz – 15516 FHG
Bild 3.30: Beispiel Halbkugel mit Loch: Netzsequenz bei Adaption mit Strategie 2 –
Lastfall b) – Zielgro¨ße: Horizontalverschiebung des Punktes II
3. Netz – 3472 FHG 4. Netz – 7304 FHG 5. Netz – 15516 FHG
uII,ref ey,II erel ey,II erel ey,II erel
A 6, 76 · 10−4 8, 5 · 10−7 0, 1% −2, 1 · 10−6 0, 3% −5, 3 · 10−6 0, 8%
B 6, 21 · 10−4 3, 9 · 10−6 0, 6% −4, 2 · 10−7 0, 1% −4, 8 · 10−6 0, 8%
C 4, 08 · 10−4 −3, 4 · 10−5 8, 3% −2, 1 · 10−5 5, 2% −3, 9 · 10−6 1, 0%
D 6, 03 · 10−4 2, 9 · 10−6 0, 5% −4, 3 · 10−7 0, 1% −4, 4 · 10−6 0, 7%
E 3, 42 · 10−4 4, 8 · 10−5 14, 2% 2, 6 · 10−5 7, 6% −1, 4 · 10−6 0, 4%
F 6, 25 · 10−4 2, 0 · 10−5 3, 3% −1, 5 · 10−5 2, 5% −5, 6 · 10−6 0, 9%
Tabelle 3.6: Beispiel Halbkugel mit Loch: Vergleich der Fehler in der Horizontalver-
schiebung des Punktes II bei Adaption mit Strategie 2 – Lastfall b)
Netzadaption beinhalten. Da im vorliegenden Fall die Netzverfeinerungen bei der Stra-
tegie 1 alle kurz nacheinander zu Beginn des Berechnungszeitraums erfolgen, werden
hier folglich nur die Bewegungszusta¨nde vor dem Erreichen des ersten Maximums bei
der Netzadaption beru¨cksichtigt. Daru¨ber hinaus ist die zweite Strategie durch den Ver-
zicht auf den Datentransfer zwischen verschiedenen Netzen im vorliegenden Problem
robuster als Strategie 1.
Bewertung der numerischen Beispiele
Die numerischen Beispiele zeigen, dass die mit Hilfe der vorgestellten Netzadaptions-
strategien generierten Netze gegenu¨ber uniform verfeinerten Netzen hinsichtlich Ge-
nauigkeit und Gro¨ße des numerischen Modells wesentlich effizientere Diskretisierungen
darstellen. Ein großer Vorteil der Lo¨sung mit Hilfe der adaptierten Netze ist insbesonde-
re die signifikant kleinere Streuung der Zielfehlergro¨ße im Vergleich zu uniformen Net-
zen, auch wenn eventuell zu gewissen Zeitpunkten die feinen uniformen Netze genauere
Lo¨sungen in der Zielgro¨ße liefern. Daru¨ber hinaus steigt bei uniformen Netzverfeine-
rungen die Anzahl der Freiheitsgrade sehr schnell an. Fu¨r die gezielte Reduktion des
Fehlers in lokalen Zielgro¨ßen ist die ga¨ngige Praxis, verschieden feine uniforme Diskreti-
sierungen zu betrachten, folglich nur bedingt geeignet. Hier stellen die vorgeschlagenen
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Adaptionsstrategien sinnvolle und effiziente Alternativen dar.
Des Weiteren zeigen die numerischen Beispiele, dass der hier vorgeschlagene Fehlerin-
dikator ohne zeitliche Kopplung von primalem und dualem Problem eine gute Basis fu¨r
die Netzadaptionsstrategien darstellt. Beide auf dem Fehlerindikator aufbauenden Ad-
aptionsstrategien sind geeignet, die Gro¨ßenordnung des Fehlers auf ein vorher festgeleg-
tes Maß zu beschra¨nken. Die strenge Fehlerkontrolle ist auf Grund der Vereinfachungen
bei der Herleitung des Fehlerindikators nicht mo¨glich. Fu¨r die Einbindung der Netzad-
aption fu¨r beliebige Zielgro¨ßen in praktische Aufgabenstellungen sind die Vereinfachun-
gen jedoch notwendig und sinnvoll, da die Fehlerscha¨tzung auf Basis der vollsta¨ndigen
dualen Lo¨sung hier zu einem fu¨r praktische Aufgabenstellungen u¨berma¨ßigen Aufwand
fu¨hrt.
Im Vergleich der beiden Adaptionsstrategien untereinander ist festzuhalten, dass die
zweite Strategie, bei welcher die Netze wa¨hrend der Berechnung konstant bleiben, robu-
ster ist als die Strategie 1, da kein Transfer der Daten zwischen den Netzen notwendig
ist. Des Weiteren beru¨cksichtigt die Netzadaption alle Zeitpunkte der Berechnung was
zu effizienteren Diskretisierungen fu¨hren kann. Fu¨r kompliziertere Belastungsfa¨lle mit
großen A¨nderungen in der Belastung und den Bewegungsformen ist die zweite Adap-
tionsstrategie deshalb der ersten Strategie vorzuziehen, auch wenn mit ihr ein ho¨herer
Berechnungsaufwand einhergeht.
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3.10 Netzadaption auf Basis des Fehlers in Ziel-
funktionalen von Eigenformen
Die numerischen Beispiele des vorangegangenen Abschnittes haben gezeigt, dass Ad-
aptionsstrategien, welche auf Netzvera¨nderungen wa¨hrend der Berechnung verzichten,
aufgrund ihrer Robustheit den Methoden mit Datentransfer vorzuziehen sind. Die Ge-
nerierung adaptierter Netze, welche fu¨r die gesamte Berechnungsdauer geeignet sind, ist
somit ein erstrebenswertes Ziel eines adaptiven Algorithmus. Der Nachteil der zweiten
Strategie im vorangegangen Abschnitt lag darin begru¨ndet, dass fu¨r die Netzadaption
mehrere vollsta¨ndige Berechnungsla¨ufe notwendig sind, was den Berechnungsaufwand
bei grober Ausgangsdiskretisierung in die Ho¨he treibt. Im Sinne der Effizienz sind
deshalb Verfahren interessant, mit welchen sich adaptierte Berechnungsnetze a-priori
bestimmen lassen. Eine denkbare Mo¨glichkeit ist hier die Netzadaption auf der Basis
des Fehlers in linearen Zielfunktionalen in den Eigenformen. Hierfu¨r wird zuna¨chst die
exakte Antwort u(x, t) in die Anteile der Eigenformen u¯i(x) zerlegt:
u(x, t) =
∞∑
i=1
u¯i(x) · fi(t) (3.62)
Die folgenden Ausfu¨hrungen beschra¨nken sich auf lineare Zielfunktionale zu festen Zeit-
punkten tj , d.h. es wird angenommen, dass auch fu¨r das Zielfunktional eine Trennung
der Vera¨nderlichen mo¨glich ist:
Q(u(x, t)) =
∞∑
i=1
Q(u¯i(x)) · fi(t) (3.63)
Die erste Aufgabe besteht nun darin, die Eigenformen herauszufiltern, welche maßge-
benden Anteil an der Zielgro¨ße haben und im betrachteten Problem signifikant ange-
regt werden. Fu¨r viele praktische Anwendungen auf Schwingungsprobleme kann hier
eine Beschra¨nkung auf die unteren Eigenformen erfolgen. Fu¨r die sinnvolle Netzadap-
tion ist dann neben der Auswahl maßgebender Eigenformen wesentlich, ob die (nur
ortsabha¨ngige) Zielgro¨ße Q(u¯i(x)) in der approximierten Eigenform ausreichend gut
abgebildet wird.
Da insbesondere die unteren Eigenformen eher das globale Verhalten der Struktur
widerspiegeln, ist bei der Netzadaption auf der Basis globaler Fehlerscha¨tzer fu¨r die
Eigenformen, wie sie z.B. von Nystedt [76], Larson [66], Oden & Prudhomme
[81], Neumann [73] oder Neumann & Schweizerhof [74] verwendet werden, keine
effiziente ra¨umliche Diskretisierung fu¨r lokale Zielgro¨ßen zu erwarten. Deshalb wird im
Folgenden analog zum Vorgehen bei der semidiskreten Finite-Elemente-Methode als
Alternative zur Fehlerscha¨tzung in globalen Gro¨ßen das Konzept der Fehlerscha¨tzung
in beliebigen linearen Zielfunktionalen, wie z.B. lokalen Verschiebungsgro¨ßen, verwen-
det. Dieses geht im Wesentlichen auf Arbeiten von Heuveline & Rannacher [54]
zuru¨ck. Fu¨r die Fehlerscha¨tzung wird wieder das Dual-Weighted-Residual-Konzept von
Rannacher & Becker [13] angewendet. Das generelle Vorgehen gleicht dabei dem
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bereits bekannten Verfahren im Rahmen der ra¨umlichen Fehlerscha¨tzung bei der se-
midiskreten Finite-Elemente-Methode. Mit Hilfe eines dualen Problems wird zuna¨chst
eine geeignete Darstellung des Diskretisierungsfehlers in einer Zielgro¨ße abgeleitet. Auf
der Basis dieser Fehlerdarstellung wird ein Fehlerindikator entwickelt, der auf den be-
reits bekannten Zienkiewicz-Zhu-Fehlerscha¨tzer zuru¨ckgreift. Der Fehlerindikator dient
dann als Basis fu¨r die zielorientierte Adaption der Raumdiskretisierung.
Starke Form des Eigenwertproblems
Das Eigenwertproblem ergibt sich aus dem homogenen Sonderfall
divσ(u(x, t))− ρ0u¨(x, t) = 0 (3.64)
der Cauchyschen Bewegungsgleichung unter der Annahme homogener Anfangs- und
Randbedingungen. Mit dem Separationsansatz
u(x, t) = u¯(x) · eiωt (3.65)
la¨sst sich die Zeitabha¨ngigkeit abspalten und es ergibt sich das Eigenwertproblem
divσ(u¯) + ρ0λu¯ = 0 (3.66)
mit den reellen Eigenwerten λ = ω2. Die Kenntnis der Eigenkreisfrequenzen ω = 2πf
spielt in der Strukturdynamik eine wesentliche Rolle zur Beurteilung des Schwingungs-
verhaltens und des Abstimmungsverha¨ltnisses bei gegebener Anregung der Struktur.
Fu¨r die Umsetzung mit der Methode der finiten Elemente wird zusa¨tzlich noch die
variationelle Form des Eigenwertproblems beno¨tigt.
Variationelle Form des Eigenwertproblems
Fu¨r die variationelle Form des Eigenwertproblems wird (3.66) mit einer Testfunktion
w(x) multipliziert. Nach partieller Integration des Steifigkeitsterms erha¨lt man die va-
riationelle Form des Eigenwertproblems. Die variationelle Form der Eigenwertaufgabe
besteht dann aus dem Auffinden von Eigenpaaren U = {u¯, λ} ∈ V = W × R, fu¨r die
gilt:
a(u¯,w) = λρ0(u¯,w)B0 ∀w ∈W (3.67)
ρ0(u¯, u¯)B0 = 1 (3.68)
Die Normierung (3.68) der modalen Massen ist notwendig, um jedem Eigenwert λ eine –
bis auf das Vorzeichen – eindeutig bestimmte Eigenform zuzuordnen. Aus Gru¨nden der
U¨bersichtlichkeit werden das Eigenwertproblem (3.67) und die Normierung (3.68) nun
noch mit Hilfe der Lagrangeschen Multiplikatorenmethode zusammengefasst. Hierfu¨r
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wird analog zum Lo¨sungspaar U = {u¯,λ} ∈ V das TestpaarW = {w, π} ∈ V und das
Funktional A(U ;W ), definiert auf V × V, eingefu¨hrt:
A(U ;W ) = λρ0(u¯,w)B0 − a(u¯,w) + π[ρ0(u¯, u¯)B0 − 1] (3.69)
Die Notation ist hier so, dass das Funktional A(·; ·) linear in den Gro¨ßen nach dem
Semikolon ist. Das Eigenwertproblem (3.67) einschließlich der Normierung (3.68) lautet
damit: Finde die Lo¨sungspaare U ∈ V fu¨r die gilt:
A(U ;W ) = 0 ∀W ∈ V (3.70)
Bei der Diskretisierung mit finiten Elementen ergibt sich nun das entsprechende dis-
krete Problem:
A(Uh;W h) = 0 ∀W h ∈ V
h =W h × R (3.71)
Die diskreten Lo¨sungspaare U h = {u¯h, λh} ∈ V
h erfu¨llen dabei auch einzeln die beiden
Gleichungen
a(u¯h,wh) = λhρ0(u¯h,wh)B0 ∀wh ∈W
h (3.72)
ρ0(u¯h, u¯h)B0 = 1, (3.73)
d.h. auch die diskreten Eigenformen werden so normiert, dass die modalen Massen
gerade den Wert 1 annehmen. Mit dem Verschiebungsansatz u¯h = N · du ergibt sich
fu¨r das Eigenwertproblem die Matrixschreibweise:
(K − λhM)du = 0 (3.74)
mit |dTu ·M · du| = 1
Das gewichtete Residuum der numerischen Lo¨sung des Eigenwertproblems la¨sst sich
wie folgt darstellen:
Ru(W ) = A(U ;W )−A(U h;W ) = −A(U h;W ) (3.75)
Bei der Verwendung von Elementen mit angenommenen Verzerrungen mu¨sste in Glei-
chung (3.72) eigentlich wiederum eine netzabha¨ngige Bilinearform ah(·, ·) verwendet
werden. Da der hier dargestellte Fehlerindikator den durch die Modifikation verursach-
ten Konsistenzfehler vernachla¨ssigt, wird aus Gru¨nden der U¨bersichtlichkeit gleich bei
der Herleitung des Fehlerscha¨tzers die Netzabha¨ngigkeit nicht beru¨cksichtigt. Es wird
also angenommen, dass die Galerkinorthogonalita¨t
Ru(W h) = 0 ∀W h ∈ V
h (3.76)
erfu¨llt ist.
Ziel der nachfolgenden Darstellungen ist nun die Scha¨tzung des Fehlers in einem Ziel-
funktional Q(U) einer Eigenform. Die nachfolgenden Ausfu¨hrungen beschra¨nken sich
auf den Fall einfacher Eigenwerte, die Behandlung mehrfacher Eigenwerte bedarf ge-
sonderter Betrachtung, siehe z.B. Heuveline & Rannacher [54].
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Das duale Problem fu¨r Eigenwertaufgaben
Die Bestimmung des Zielfunktionals Q(U ) einer speziellen Eigenform la¨sst sich allge-
mein mit Hilfe des folgenden Minimierungsproblems darstellen:
Q(U) = inf
V ∈M
(Q(V )) mit M = {V ∈ V;A(V ;W ) = 0 ∀W ∈ V} (3.77)
Das Minimum U ∈ V von (3.77) entspricht dann einem Sattelpunkt (U ,Z) ∈ V × V
des Lagrangefunktionals
L((U ,Z)) = Q(U )−A(U ;Z), (3.78)
mit Z = {z, µ} ∈ V. Z bezeichnet hier wiederum die Lo¨sung des noch zu bestimmen-
den dualen Problems. Fu¨r den Sattelpunkt (U ,Z) ∈ V × V muss die erste Ableitung
des Lagrangefunktionals verschwinden:
L′((U ,Z); (V ,W )) = 0 ∀(V ,W ) ∈ V × V (3.79)
Die Ableitung L′ des Lagrangefunktionals ist dabei definiert als:
L′((U ,Z); (V ,W )) = lim
Θ→0
(
L((U ,Z) + Θ(V ,W ))− L((U ,Z))
Θ
)
(3.80)
Im vorliegenden Fall ergibt sich die Ableitung L′ zu:
L′((U ,Z); (V ,W )) = Q′(U ;V )− A′(U ;V ,Z)− A(U ;W ) (3.81)
mit den Ableitungen:
Q′(U ;V ) = lim
Θ→0
(
Q(U +ΘV )−Q(U)
Θ
)
(3.82)
A′(U ;V ,Z) = lim
Θ→0
(
A(U +ΘV ;Z)− A(U ;Z)
Θ
)
. (3.83)
Da die Bedingung (3.79) fu¨r beliebige Testfunktionen erfu¨llt sein muss, la¨sst sie sich
mit Hilfe der Testfunktionen (0,W ) und (V , 0) in zwei Bestimmungsgleichungen fu¨r
den Sattelpunkt (U ,Z) entkoppeln. Zusammen mit Gleichung (3.81) ergibt sich dann:
A(U ;W ) = 0 ∀W ∈ V
A′(U ;V ,Z) = Q′(U ;V ) ∀V ∈ V
(3.84)
Die erste Zeile in (3.84) entspricht gerade dem primalen Eigenwertproblem (3.70), die
zweite Zeile ist das duale Problem. Die entsprechende diskrete Form des dualen Problem
lautet
A′(Uh;V h,Zh) = Q
′(Uh;V h) ∀V h ∈ V
h (3.85)
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und es ergibt sich das Residuum der numerischen dualen Lo¨sung Zh = {zh, µh}
Rz(V ) = Q
′(U h;V )− A(Uh;W ,Zh), (3.86)
mit der entsprechenden Galerkinorthogonalita¨t
Rz(V h) = 0 ∀V h ∈ V
h. (3.87)
Mit der Testfunktion V = {v, ν} ∈ V lautet das kontinuierliche duale Problem ausge-
schrieben:
−a(v, z) + νρ0(u¯, z)B0 + λρ0(v, z)B0 + 2µρ0(u¯,v)B0 = Q
′(U ;V ) (3.88)
In Abha¨ngigkeit von der gewa¨hlten Zielgro¨ße muss das duale Problem nun weiter spe-
zifiziert werden. Dies erfolgt nachfolgend einmal fu¨r den Eigenwert als Zielgro¨ße sowie
fu¨r lineare Zielfunktionale, wie z.B. Punktgro¨ßen einer Eigenform.
Duales Problem fu¨r den Eigenwert
Soll der Fehler in der Approximation des Eigenwerts λ gescha¨tzt werden, so ergibt sich
fu¨r die Zielgro¨ße und ihre erste Ableitung:
Q(U) = λ ; Q′(U ;V ) = ν (3.89)
Einsetzen dieser Beziehung in (3.88) liefert
−a(v, z) + νρ0(u¯, z)B0 + λρ0(v, z)B0 + 2µρ0(u¯,v)B0 = ν ∀V ∈ V, (3.90)
was sich in die zwei Gleichungen
−a(v, z) + λρ0(v, z)B0 + 2µρ0(u¯,v)B0 = 0 ∀v ∈W
νρ0(u¯, z)B0 = ν ∀ν ∈ R
(3.91)
aufspalten la¨sst. Man erkennt sofort, dass Z = {u¯, 0} eine Lo¨sung von (3.91) ist, da
die Gleichungen (3.91) dann in das Eigenwertproblem (3.67) und die Normierung der
Eigenform (3.68) u¨bergehen. Fu¨r die Scha¨tzung des Fehlers des Eigenwerts entspricht
damit die duale Lo¨sung z der betrachteten Eigenform umit dem
”
dualen Eigenwert“ 0.
Das duale Problem muss folglich fu¨r die Fehlerscha¨tzung nicht noch einmal separat
berechnet werden.
Alternativ zur Formulierung der Zielgro¨ße Q(U ) in (3.89) verwenden Heuveline &
Rannacher [54, 55] fu¨r die Definition des Zielfunktionals:
Q(U) = λρ0(u¯, u¯)B0 ; Q
′(U ;V ) = νρ0(u¯, u¯)B0 + 2λρ0(u¯,v)B0 (3.92)
Dies ha¨tte im vorliegenden Fall jedoch den Nachteil, dass das Zielfunktional nicht
linear in U ist und die Fehlerscha¨tzung fu¨r den Eigenwert folglich separat betrachtet
werden mu¨sste. Mit der hier gewa¨hlten Definition (3.89), welche auch von Oden et
al. [81] verwendet wird, ergibt sich der Fehlerscha¨tzer fu¨r den Eigenwert direkt aus
der generellen Fehlerdarstellung fu¨r lineare Zielfunktionale.
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Duales Problem fu¨r allgemeine lineare Funktionale
Im Folgenden wird angenommen, dass Q(U) ein beliebiges lineares Funktional der
betrachteten Eigenform darstellt. Es sei an dieser Stelle angemerkt, dass die Scha¨tzung
des Fehlers z.B. in einer Punktgro¨ße einer Eigenform erst durch die Normierungen
(3.68) und (3.73) der exakten und diskreten Eigenformen sinnvoll wird, da sa¨mtliche
Vektoren vi ∈ span {u} Lo¨sung des Eigenwertproblems ohne Normierung sind. Ohne
die Normierung ist somit der Betrag der Zielgro¨ße nicht eindeutig definiert.
Das duale Problem (3.88) wird aufgespalten in
−a(v, z) + λρ0(v, z)B0 = Q
′(U ;V )− 2µρ0(u¯,v)B0 (3.93)
und die Orthogonalita¨tsbedingung:
ρ0(u¯, z)B0 = 0. (3.94)
Die duale Lo¨sung muss folglich orthogonal zur betrachteten Eigenform sein, was bei
der numerischen Bestimmung des dualen Problems u¨ber eine Nebenbedingung bei der
Gleichungslo¨sung sichergestellt werden muss. Es werden somit fu¨r das duale Problem
keine Lo¨sungsanteile in Richtung des betrachteten Eigenvektors zugelassen.
Daru¨ber hinaus hat das duale Problem (3.93) nur dann eine eindeutige Lo¨sung, wenn
die rechte Seite fu¨r die Testfunktion V = U verschwindet (Fredholmsche Alternative).
Unter der Bedingung, dass Q(U) linear in U ist gilt:
Q′(U ;V ) = Q(V ) (3.95)
Dann la¨sst sich mit der Testfunktion V = U aus der rechten Seite von Gleichung (3.93)
µ bestimmen:
Q(U)− 2µ ρ0(u¯, u¯)︸ ︷︷ ︸
1
= 0 ; µ =
1
2
Q(U) (3.96)
Damit lautet das kontinuierliche duale Problem fu¨r die Scha¨tzung des Fehlers in einer
linearen Zielgro¨ße schließlich
−a(v, z) + λρ0(v, z) = Q(V )−Q(U)ρ0(u¯,v) ∀V ∈ V
ρ0(u¯, z) = 0
(3.97)
und das entsprechende diskrete Problem
−a(vh, zh) + λhρ0(vh, zh) = Q(V h)−Q(Uh)ρ0(u¯h,vh) ∀V h ∈ V
h
ρ0(u¯h, zh) = 0.
(3.98)
Fu¨r lokale Verschiebungsgro¨ßen soll das Vorgehen zur Bestimmung der numerischen
Lo¨sung zh =N ·dz nachfolgend weiter konkretisiert werden. Zuna¨chst wird der Wich-
tungsvektor P mit |P | = 1 eingefu¨hrt, welcher die gesuchten Verschiebungen aus dem
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gesamten Verschiebungsfeld herausfiltert, d.h. Q(U h) = P · du. Die erste Zeile von
(3.98) lautet dann in Matrixschreibweise:
(K − λhM) · dz = (P · du)M · du − P (3.99)
Man erkennt sofort, dass wegen du ·M ·du = 1 die rechte Seite von (3.99) bei skalarer
Multiplikation mit dem Verschiebungsvektor du, wie gefordert, zu Null wird.
Fu¨r die Orthogonalita¨tsbedingung in der zweiten Zeile von (3.99) ergibt sich die Ma-
trixform
du ·M · dz = 0. (3.100)
Die Orthogonalita¨tsbedingung la¨sst sich nun zum Beispiel mit Hilfe eines Lagrange-
schen Multiplikators κ als Nebenbedingung in das zu lo¨sende Gleichungssystem ein-
bauen. Es ergibt sich dann folgendes Gleichungssystem zur Bestimmung von dz:[
(K − λhM) (d
T
u ·M)
T
(dTu ·M) 0
] [
dz
κ
]
=
[
(P · du)M · du
0
]
−
[
P
0
]
(3.101)
Entwicklung einer Fehlerdarstellung fu¨r lineare Zielfunktionale
Nachfolgend wird die Darstellung des Fehlers in der Zielgro¨ße mit Hilfe des dualen
Problems entwickelt. Hierfu¨r wird der Fehler in der primalen Gleichung
Eu = U −Uh = {u¯, λ} − {u¯h, λh} = {eu, eλ} (3.102)
sowie der Fehler des dualen Problems
Ez = Z −Zh = {z, µ} − {zh, µh} = {ez, eµ} (3.103)
eingefu¨hrt.
Die Zielgro¨ße Q(U ) la¨sst sich mit Hilfe des Lagrangefunktionals L und der dualen
Lo¨sung Z wie folgt darstellen:
Q(U) = L((U ,Z))− A(U ;Z) = L((U ,Z)) (3.104)
Fu¨r die diskrete Lo¨sung Uh gilt entsprechend:
Q(Uh) = L((Uh,Zh))−A(U h;Zh) = L((Uh,Zh)) (3.105)
Fu¨r den Fehler in der Zielgro¨ße folgt hieraus:
E(U ,Uh) = Q(U)−Q(Uh) = L((U ,Z))− L((Uh,Zh)) (3.106)
Gleichung (3.106) wird nun mit Hilfe des Taylorschen Satzes umformuliert, siehe z.B.
Bangerth & Rannacher [8] oder Oden & Prudhomme [79]. Mit Hilfe der im
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Anhang A.3 dieser Arbeit angegebenen Entwicklung ergibt sich:
Q(U)−Q(Uh) =
1
2
L′((Uh,Zh); (Eu,Ez)) +
1
2
L′((U ,Z); (Eu,Ez)) (3.107)
+
1
2
1∫
s=0
L′′′((Uh,Zh) + s(Eu,Ez); (Eu,Ez), (Eu,Ez), (Eu,Ez)) · s(s− 1)ds
Da (U ,Z) der gesuchte Sattelpunkt ist, gilt L′((U ,Z); (Eu,Ez)) = 0. Da daru¨ber
hinaus L′((U ,Z)) linear in Z ist, entha¨lt die 3. Ableitung von L′ nur die drei Terme:
L′′′((Uh,Zh) + s(Eu,Ez); (Eu,Ez), (Eu,Ez), (Eu,Ez)) = (3.108)
Q′′′(Uh + sEu;Eu,Eu,Eu)− 3A
′′(Uh + sEu;EuEu,Ez)
−A′′′(Uh + sEu;Eu,Eu,Eu,Zh + sEz)
Aufgrund der hier gewa¨hlten Beschra¨nkung auf lineare Zielfunktionale gilt weiterhin:
Q′′′(Uh + sEu;Eu,Eu,Eu) = 0 (3.109)
Des Weiteren folgt durch einfaches Ableiten von A:
A′′′(Uh + sEu;Eu,Eu,Eu,Zh + sEz) = 0 (3.110)
sowie
A′′(Uh + sEu;EuEu,Ez) = 2
eλ︷ ︸︸ ︷
(λ− λh) ρ0(eu, ez) (3.111)
+ 2 (µ− µh)︸ ︷︷ ︸
eµ
ρ0(eu, eu).
Hieraus ergibt sich als Zwischenergebnis fu¨r den Fehler in der Zielgro¨ße:
Q(U)−Q(Uh) =
1
2
L′((Uh,Zh); (Eu,Ez)) (3.112)
+
1
2
1∫
s=0
(−6eλρ0(eu, ez)− 3eµρ0(eu, eu)) · s · (s− 1)ds
=
1
2
(Q′(U ;Eu)−A(Uh;Ez)− A
′(U ;Eu,Zh))
+
1
2
eλρ0(eu, ez) +
1
4
eµρ0(eu, eu)︸ ︷︷ ︸
Rh
Gleichung (3.112) la¨sst sich nun noch mit Hilfe der Residuen des primalen (3.75) und
des dualen Problems (3.86) darstellen:
Q(U)−Q(Uh) =
1
2
Ru(Ez) +
1
2
Rz(Eu) +Rh (3.113)
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Zur weiteren Vereinfachung der Fehlerdarstellung wird nun noch ein Zusammenhang
zwischen den mit den Fehlern gewichteten Residuen Ru(Ez) und Rz(Eu) hergestellt.
Hierfu¨r werden zuna¨chst in Anlehnung an Oden & Prudhomme [79] die gewichteten
Residuen Ru(W ) und Rz(W ) mit Hilfe von Taylorformeln umgeformt. Das Residuum
des primalen Problems (3.75) la¨sst sich wie folgt darstellen:
Ru(W ) = −A(Uh;W ) = A(U ;W )−A(Uh;W ) = (3.114)
= A′(Uh;Eu,W ) +
1∫
s=0
A′′(Uh + sEu;Eu,Eu,W ) · (1− s)ds
Und fu¨r das Residuum des dualen Problems folgt:
Rz(W ) = Q
′(Uh;W )− A
′(U h;W ,Zh) (3.115)
= − [Q′(U ;W )−Q′(Uh;W )] +Q
′(U ;W )−A′(Uh;W ,Zh)
= − [Q′(U ;W )−Q′(Uh;W )] + A
′(U ;W ,Z)− A′(Uh;W ,Zh)
= − [Q′(U ;W )−Q′(Uh;W )] + A
′(U ;W ,Z)− A′(Uh;W ,Z)
+ A′(Uh;W ,Ez)
= −
1∫
s=0
Q′′(Uh + sEu;Eu,W )ds+
1∫
s=0
A′′(Uh + sEu;Eu,W ,Z)ds
+ A′(Uh;W ,Ez)
Hieraus la¨sst sich nun mit einigen Zwischenschritten folgender Zusammenhang herstel-
len:
Rz(Es) = Ru(Ez)−
1∫
s=0
Q′′(Uh + sEu;Eu,Eu)ds (3.116)
+
1∫
s=0
A′′(Uh + sEu;Eu,Eu,Zh + sEz)ds
Der Fehler in der Zielgro¨ße kann somit ausschließlich mit Hilfe des Residuums des
primalen Problems ausgedru¨ckt werden. Hierfu¨r wird der Zusammenhang (3.116) in
Gleichung (3.112) eingesetzt. Unter Beru¨cksichtigung der Tatsache, dass die ho¨heren
Ableitungen des linearen Zielfunktionals Q verschwinden, folgt nach kurzer Zwischen-
rechnung die endgu¨ltige Darstellung des Fehlers in einer linearen Zielgro¨ße:
E(U ,Uh) = Ru(Ez) + eλ(eu, z)B0 +
1
2
µρ(eu, eu)B0︸ ︷︷ ︸
∆A
(3.117)
Im Term ∆A sind hier die Anteile zusammengefasst, welche aus den Ableitungen von
A(·; ·) resultieren.
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Fehlerindikator
Da ∆A nur Terme entha¨lt, welche quadratisch im Diskretisierungsfehler Eu sind, wird
∆A fu¨r die Fehlerscha¨tzung nachfolgend vernachla¨ssigt. Der Fehler in der Zielgro¨ße
la¨sst sich dann na¨herungsweise mit Hilfe des mit dem Fehler des dualen Problems
gewichteten Residuums darstellen:
E(U ,Uh) ≈ Ru(Ez) = a(u¯h, ez)− λhρ0(u¯, ez)B0 (3.118)
Von Gleichung (3.118) wird nun noch die erste Zeile von Gleichung (3.67) mit der
Wichtungsfunktion ez subtrahiert. Dies liefert:
E(U ,Uh) ≈ λhρ0(eu, ez)B0 + eλρ0(u¯, ez)B0 − a(eu, ez) (3.119)
Da hier die Entwicklung eines mo¨glichst einfachen Fehlerindikators zur zielgerichteten
Adaption des Netzes und weniger die genaue Kontrolle der Zielfehlergro¨ße verfolgt wer-
den soll, werden nun in (3.119) zusa¨tzlich noch die Terme λhρ0(eu, ez) und eλρ0(u, ez)
vernachla¨ssigt, d.h.:
E(U ,Uh) ≈ −a(eu, ez) (3.120)
Da fu¨r praktische Aufgabenstellungen in der Regel der Elastizita¨tsmodul sehr viel
gro¨ßer als die Dichte ρ0 ist, erscheint diese Annahme insbesondere fu¨r die unteren
Eigenwerte angebracht.
Da das Vorzeichen der Eigenform und damit der Zielgro¨ße durch das Eigenwertproblem
nicht eindeutig festgelegt ist, kann nur der Betrag des Fehlers in der Zielgro¨ße gescha¨tzt
werden. Der U¨bergang auf den Betrag der Zielfehlergro¨ße und die Anwendung der
Cauchy-Schwarz-Ungleichung auf (3.120) liefert dann den Fehlerindikator:
|E(U ,Uh)| ≈ a(eu, eu)
1
2 · a(ez, ez)
1
2 = ||eu||a · ||ez||a (3.121)
Die einzelnen Fehleranteile werden hier wiederum mit dem gla¨ttungsbasierten Feh-
lerscha¨tzer nach Zienkiewicz & Zhu [123, 124] abgescha¨tzt, vgl. Gleichung (3.9). Fu¨r
die hier verwendeten Volumen-Schalenelemente mit angenommenen bzw. erweiterten
Verzerrungen erfolgt die Scha¨tzung der Fehler in den netzabha¨ngigen Energienormen
|| · ||a,h.
Fu¨r die Scha¨tzung des Fehlers des Eigenwerts λ folgt aus Gleichung (3.121) mit dem
dualen Problem (3.91) der Fehlerscha¨tzer:
|λ− λh| ≈ ||eu||
2
a (3.122)
Dies entspricht dem Fehlerscha¨tzer, welcher bereits von Neumann [73] vorgeschlagen
wurde. Dieser klassische Ansatz der Fehlerscha¨tzung ist also wiederum im generel-
len Konzept der zielorientierten Fehlerscha¨tzung mit dualen Problemen enthalten, was
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den universellen Charakter der DWR-Methode unterstreicht. In [73] finden sich auch
verschiedene numerische Beispiele fu¨r die Fehlerscha¨tzung und Netzadaption fu¨r das
Eigenwertproblem, so dass hier im Folgenden auf die Scha¨tzung des Eigenwertfehlers
verzichtet werden kann. Die nachfolgenden Ausfu¨hrungen beschra¨nken sich somit aus-
schließlich auf die Fehlerscha¨tzung in lokalen Verschiebungsgro¨ßen der betrachteten
Eigenform.
Netzadaption
Auf der Grundlage des Fehlerindikators (3.121) kann eine adaptive Netzverfeinerung
zur zielgerichteten Minimierung des Fehlers |E(U ,Uh)| durchgefu¨hrt werden. Analog
zur semidiskreten Methode ist das Ziel der Netzverfeinerung die Gleichverteilung der
Fehleranteile der einzelnen Elemente. Es erfolgt eine hierarchische Netzverfeinerung mit
der in Abschnitt 3.9.2 beschriebenen Steuerung der Netzvera¨nderung basierend auf der
Kombinationssteuerung.
Das Schema des Netzadaptionsverfahrens ist in Bild 3.31 dargestellt.
Wahldes Startnetzes
Lösen des
dualen Problems
Fehlerschätzung
E( , )U Uh
|E( , )|U Uh < eo ?
Ende der Netzadaption
Verfeinerung des
Raumgitters
Nein
Ja
Wahl der Zielgröße/
Fehlertoleranz eo
Lösen des
Eigenwertproblems
Bild 3.31: Schema der Netzadaption fu¨r lineare Zielfunktionale in einer Eigenform
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Numerische Beispiele
Nachfolgend wird die Fehlerscha¨tzung in Zielgro¨ßen sowie die Netzadaption auf der
Basis des Fehlerscha¨tzers (3.121) anhand von zwei numerischen Beispielen untersucht.
Zur Beurteilung des adaptiven Algorithmus werden die Ergebnisse, welche mit Hilfe
des adaptiven Algorithmus ermittelt werden, mit den Ergebnissen auf gleichfo¨rmig
verfeinerten Netzen verglichen. Die Beispiele beschra¨nken sich dabei auf den Fehler in
Punktverschiebungen der jeweils betrachteten Eigenform.
Beispiel 1 – L-fo¨rmige Kragplatte
Als erstes Beispiel wird die im Bild 3.32 dargestellte L-fo¨rmige Kragplatte betrachtet.
Am oberen Rand ist die Platte fest eingespannt. Als Zielgro¨ßen werden die Verschie-
bungen in Richtung der z−Achse an den im Bild 3.32 gekennzeichneten Punkten A und
B gewa¨hlt. Fu¨r die Verschiebung im Punkt A werden die ersten beiden Eigenformen
und fu¨r die Verschiebung im Punkt B die erste Eigenform betrachtet.
B
A
1
x
y
z
1
1
1
Dicke: t = 0, 1
Elastizita¨tsmodul: E = 30 · 106
Dichte: ρ0 = 2, 5
Bild 3.32: Beispiel L-Gebiet: Abmessungen und Materialparameter
Fu¨r die ra¨umliche Diskretisierung wird das Volumen-Schalenelement ANS3DEAS basie-
rend auf der 7-Parameterformulierung verwendet. Als Startnetz wird sowohl fu¨r die ad-
aptive als auch die gleichfo¨rmige Netzverfeinerung ein Netz bestehend aus 12 Elementen
mit insgesamt 108 Freiheitsgraden verwendet. Das letzte Netz der gleichfo¨rmigen Netz-
verfeinerung besitzt 74880 Freiheitsgrade. Die Referenzlo¨sungen werden jeweils durch
Extrapolation der Zielgro¨ßen bei der gleichfo¨rmigen Verfeinerung ermittelt. Hierfu¨r
wird die ∆2-Methode nach Aitken verwendet, vgl. [73].
Bild 3.33 zeigt den Vergleich der relativen Fehler in der Vertikalverschiebung uz,A der
ersten Eigenform im Punkt A fu¨r die uniforme Netzverfeinerung und die zielorientierte
Netzadaption. Es zeigt sich eine deutlich verbesserte Konvergenz bei Anwendung der
adaptiven Methode.
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Im Bild 3.34 sind die letzten vier Netze der adaptiven Verfeinerung dargestellt. Man
erkennt einerseits deutlich die starke Verfeinerung an der einspringenden Ecke, welche
aus den Singularita¨ten der primalen und dualen Lo¨sungen an dieser Stelle resultiert,
und andererseits die Verfeinerung entlang des unteren freien Randes im Bereich des
Punktes A.
Bei der Netzadaption der zweiten Eigenform mit der Zielgro¨ße uz,A ergeben sich ten-
denziell sehr a¨hnliche ra¨umliche Diskretisierungen, siehe Bild 3.36. Der entsprechende
Vergleich in der Konvergenz des relativen Fehlers in der Zielgro¨ße findet sich im Bild
3.35. Auch hier la¨sst sich eine deutliche Steigerung der Effizienz bei Verwendung des
adaptiven Verfahrens feststellen.
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Bild 3.33: Beispiel L-Gebiet: Konvergenz des relativen Fehlers in der vertikalen Ver-
schiebung des Punktes A in der ersten Eigenform fu¨r uniforme und adaptive
Netzverfeinerung
3960 Freiheitsgrade 9042 Freiheitsgrade
19476 Freiheitsgrade 41418 Freiheitsgrade
Bild 3.34: Beispiel L-Gebiet: Netzsequenz bei adaptiver Verfeinerung der 1. Eigenform
mit der Zielgro¨ße uz,A
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Bild 3.35: Beispiel L-Gebiet: Konvergenz des relativen Fehlers in der vertikalen Ver-
schiebung des Punktes A in der zweiten Eigenform fu¨r uniforme und adaptive
Netzverfeinerung
4032 Freiheitsgrade 9114 Freiheitsgrade
19746 Freiheitsgrade 42954 Freiheitsgrade
Bild 3.36: Beispiel L-Gebiet: Netzsequenz bei adaptiver Verfeinerung der 2. Eigenform
mit der Zielgro¨ße uz,A
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Um den Einfluss der gewa¨hlten Zielgro¨ße auf die Netzadaption aufzuzeigen, wird ab-
schließend noch der Fehler in der vertikalen Verschiebung uz,B im Punkt B in der ersten
Eigenform als Zielgro¨ße verwendet. Bild 3.38 zeigt wiederum die Gegenu¨berstellung der
relativen Fehler in der Verschiebung fu¨r uniforme und adaptive Netzverfeinerung. Auch
in diesem Beispiel zeigt sich eine weitaus ho¨here Effizienz im Falle der adaptiven Netz-
verfeinerung. Das letzte Netz der adaptiven Verfeinerung besitzt 44094 Freiheitsgrade
bei einem relativen Fehler von 0, 09%, wohingegen fu¨r die feinste uniforme Verfeinerung
mit 74880 Freiheitsgraden der relative Fehler mit 0.17% fast doppelt so groß ist.
Bild 3.38 zeigt die letzten vier Netze bei Anwendung des adaptiven Netzverfeinerungs-
verfahrens. Im Gegensatz zur Adaption fu¨r die vertikale Verschiebung im Punkt A
ergibt sich hier eine sehr starke Verfeinerung im Bereich des Punktes B, wohingegen
weite Bereiche am
”
rechten“ freien Ende des L-Gebietes nur unwesentlich verfeinert
werden. Die Netzverfeinerung konzentriert sich im Wesentlichen auf den
”
oberen“ Be-
reich der Platte.
Zusammenfassend la¨sst sich feststellen, dass fu¨r das recht einfache ebene Beispiel der
L-fo¨rmigen Kragplatte die Netzadaption auf Basis des zielorientierten Fehlerindikators
zu einer wesentlichen Steigerung der Effizienz bei der Abbildung lokaler Gro¨ßen der
unteren Eigenformen fu¨hrt.
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Bild 3.37: Beispiel L-Gebiet: Konvergenz des relativen Fehlers in der vertikalen Ver-
schiebung des Punktes B in der ersten Eigenform fu¨r uniforme und adaptive
Netzverfeinerung
4380 Freiheitsgrade 9666 Freiheitsgrade
20886 Freiheitsgrade 44094 Freiheitsgrade
Bild 3.38: Beispiel L-Gebiet: Netzsequenz bei adaptiver Verfeinerung der 1. Eigenform
mit der Zielgro¨ße uz,B
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Beispiel 2 – Kugelfo¨rmige Schale
In einem weiteren Beispiel soll nun untersucht werden, ob sich die guten Ergebnisse
des ebenen Problems auch auf gekru¨mmte Schalenstrukturen u¨bertragen lassen. Hierfu¨r
wird wiederum die bereits verwendete Halbkugel mit Loch betrachtet. Die Abmessun-
gen und Materialparameter ko¨nnen Bild 3.3 entnommen werden. Es wird hier nur
ein Viertel der Schale mit Symmetrierandbedingungen betrachtet, d.h. es erfolgt eine
Beschra¨nkung auf die symmetrischen Eigenformen. Als Zielgro¨ße wird die horizontale
Verschiebung des Punktes II fu¨r die unteren beiden Eigenformen betrachtet.
Fu¨r die Diskretisierung wird das Volumen-Schalenelement ANS3DEAS verwendet. Die
Werte fu¨r die Referenzlo¨sungen ergeben sich aus der Extrapolation der Werte der uni-
formen Verfeinerung. Das feinste uniforme Raumnetz besitzt 99072 Freiheitsgrade.
Bild 3.39 zeigt die Entwicklung des relativen Fehlers in uy,II der ersten Eigenform fu¨r
uniforme und adaptive Netzverfeinerung und Bild 3.40 die zugeho¨rige adaptive Netz-
sequenz. Hier zeichnet sich, wie erwartet, eine starke Verfeinerung am oberen freien
Rand und im Bereich der Zielgro¨ße ab. Die mit Hilfe der Adaption der Eigenformen
generierten Netze gleichen dabei relativ stark den Netzen, welche im Rahmen der se-
midiskreten Methode berechnet wurden. Der wesentliche Unterschied ist, dass bei den
adaptierten Netzen innerhalb der Semidiskretisierung auch die dort vorhandene a¨ußere
Belastung Einfluss auf die Netzadaption hat.
Im Gegensatz zum ebenen Problem der L-fo¨rmigen Platte kann hier jedoch keine Effizi-
enzsteigerung mit Hilfe des adaptiven Algorithmus erzielt werden. Die adaptive Netz-
verfeinerung liefert sogar schlechtere Ergebnisse als die uniforme Verfeinerung. Das
gleiche Verhalten zeigt sich auch bei der Adaption der zweiten Eigenform mit der Ziel-
gro¨ße uy,II , siehe Bild 3.41 und Bild 3.42.
Die Verschlechterung der Ergebnisse fu¨r die adaptive Verfeinerung ergibt sich aus der
bekannten Empfindlichkeit bilinearer Schalenelemente bei der Abbildung biegedomi-
nanter Verformungszusta¨nde gekru¨mmter Strukturen. Es ist bekannt, dass die Abbil-
dung von Biegedeformationszusta¨nden von Schalenstrukturen mit bilinearen Schalen-
elementen bei der Verwendung unregelma¨ßiger Netze in der Statik zu einer schlechten
Konvergenz der numerischen Lo¨sung fu¨hrt, siehe Pitka¨ranta et al. [88] , Bathe et
al. [11] und Kizio et al. [60]. Bei der Simulation der Kugelschale unter transienter
Belastung im vorangegangenen Abschnitt sind diese Effekte offensichtlich nicht aufge-
treten, was darauf schließen la¨sst, dass die in diesem Beispiel tatsa¨chlich auftretenden
Deformationszusta¨nde nicht biegedominante, sondern gemischte Zusta¨nde darstellen.
Da die unteren Eigenformen in der Regel biegedominant sind, wird durch die Aus-
wahl der unteren Eigenformen fu¨r die Netzadaption dieser pathologische Effekt der
bilinearen Verschiebungsapproximation direkt herausgefiltert.
Die verschlechterte Konvergenz im vorliegenden Fall ist somit nicht auf einen Mangel
des Fehlerindikators zuru¨ckzufu¨hren, sondern stellt ein generelles Problem des Netz-
verfeinerungsverfahrens mit U¨bergangselementen dar.
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Bild 3.39: Beispiel Halbkugel mit Loch: Konvergenz des relativen Fehlers in der ho-
rizontalen Verschiebung uy,II des Punktes II in der ersten Eigenform fu¨r
uniforme und adaptive Netzverfeinerung
2172 Freiheitsgrade 4874 Freiheitsgrade
10010 Freiheitsgrade 20670 Freiheitsgrade
Bild 3.40: Beispiel Halbkugel mit Loch: Netzsequenz bei adaptiver Verfeinerung der
ersten Eigenform mit der Zielgro¨ße uy,II
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Bild 3.41: Beispiel Halbkugel mit Loch: Konvergenz des relativen Fehlers in der ho-
rizontalen Verschiebung uy,II des Punktes II in der zweiten Eigenform fu¨r
uniforme und adaptive Netzverfeinerung
2176 Freiheitsgrade 4884 Freiheitsgrade
10728 Freiheitsgrade 23660 Freiheitsgrade
Bild 3.42: Beispiel Halbkugel mit Loch: Netzsequenz bei adaptiver Verfeinerung der
zweiten Eigenform mit der Zielgro¨ße uy,II
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Zusammenfassung und Bewertung
Das Beispiel der L-fo¨rmigen Kragplatte hat gezeigt, dass sich mit Hilfe des Fehlerin-
dikators (3.121) und der darauf basierenden Netzadaption eine erhebliche Steigerung
der Effizienz in der Abbildung lokaler Gro¨ßen einer Eigenform erzielen lassen. Fu¨r die
Anwendung der Netzadaption fu¨r die Generierung von Berechnungsnetzen fu¨r tran-
siente Berechnungen ergeben sich allerdings einige Schwierigkeiten. So setzt sich die
Lo¨sung fu¨r eine transiente Berechnung in der Regel aus mehreren Eigenformen zusam-
men. Mit dem hier beschriebenen Verfahren lassen sich jedoch nur Netzadaptionen fu¨r
einzelne einfache Eigenwerte durchfu¨hren, so dass die Netze allenfalls nacheinander fu¨r
verschiedene Eigenformen adaptiert werden ko¨nnen. Daru¨ber hinaus ist im Gegensatz
zum dem Vorgehen im vorangegangen Abschnitt keine Kontrolle der Gro¨ßenordnung
des Diskretisierungsfehlers mo¨glich.
Des Weiteren beru¨cksichtigt die Eigenformadaption nicht die ra¨umliche Verteilung der
a¨ußeren Belastung. Die numerischen Beispiele im Rahmen der semidiskreten Methode
haben gezeigt, dass auch Netzadaptionen im Bereich von Lasteinleitungsstellen not-
wendig sind.
Eine zentrale Rolle fu¨r die sinnvolle Anwendung der Eigenformadaption spielt die Aus-
wahl der maßgebenden Eigenformen. Dieser Aspekt wurde in den bisherigen Ausfu¨hrun-
gen nicht behandelt und stellt auch weiterhin ein offenes Problem dar. Fu¨r die sinnvolle
Auswahl der zu adaptierenden Eigenformen ist einerseits maßgebend, welche Eigenfor-
men in der Lo¨sung enthalten sind und andererseits, welche dieser Eigenformen maßge-
benden Anteil an der Zielgro¨ße haben. Fu¨r die Bestimmung der maßgebenden Eigen-
formen sind somit ausfu¨hrliche Voruntersuchungen notwendig, welche fu¨r praktische
Aufgabenstellungen meist nicht gerechtfertigt sind.
Eine weitere Einschra¨nkung der praktischen Anwendbarkeit liegt in der Beschra¨nkung
auf einfache Eigenwerte und die zugeho¨rigen Eigenformen. Dies impliziert auch, dass
der betrachtete Eigenwert ausreichend weit von den benachbarten Eigenwerten entfernt
ist. In Beispielrechnungen zeigte sich, dass insbesondere die Adaption fu¨r Zielfunktio-
nale ho¨herer Eigenformen problematisch ist, da die ho¨heren Eigenwerte in der Regel
verha¨ltnisma¨ßig dicht beieinander liegen. Dies fu¨hrt zu numerischen Problemen bei der
Bestimmung des dualen Problems in Gleichung (3.101), da dann die Orthogonalita¨tsbe-
dingung fu¨r die (numerische) Eindeutigkeit der dualen Lo¨sung nicht mehr ausreichend
ist.
Anhand des Beispiels der Halbkugel mit Loch hat sich daru¨ber hinaus gezeigt, dass
die Netzadaption fu¨r die unteren, in der Regel biegedominanten Eigenformen zu einer
verschlechterten Konvergenz der Zielgro¨ße in der betrachteten Eigenform fu¨hren kann,
wenn gekru¨mmte Schalenstrukturen mit Elementen mit bilinearer Verschiebungsinter-
polation diskretisiert werden.
Zusammenfassend la¨sst sich feststellen, dass die Generierung von Berechnungsnetzen
fu¨r Schwingungsprobleme auf der Basis der zielorientierten Fehlerscha¨tzung fu¨r das
dynamische Eigenwertproblem, auch mit Hinblick auf den nicht unerheblichen Aufwand
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fu¨r die wiederholte Lo¨sung des Eigenwertproblems, tendenziell eher nicht geeignet sind.
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Kapitel 4
Fehlerscha¨tzung und Netzadaption
fu¨r geometrisch nichtlineare
Probleme
Im vorliegenden Kapitel werden Fehlerscha¨tzer zur Scha¨tzung des ra¨umlichen Diskretisie-
rungsfehlers fu¨r geometrisch nichtlineare Problemstellungen der Strukturdynamik und darauf
basierende ortsadaptive Verfahren behandelt. Fu¨r die Fehlerscha¨tzung wird aufbauend auf den
Erkenntnissen des vorangegangenen Kapitels ein Fehlerscha¨tzer verwendet, welcher auf die
vollsta¨ndige Lo¨sung des dualen Problems verzichtet. Dieser dient dann wiederum als Basis
fu¨r die beiden bereits im vorangegangenen Kapitel behandelten adaptiven Verfahren zur ziel-
gerichteten Adaption der Raumdiskretisierung.
Um Wiederholungen zu vermeiden, werden nur die wesentlichen Unterschiede zwischen den
Verfahren fu¨r den linearen und den nichtlinearen Fall behandelt. Ein wesentlicher Unterschied
ergibt sich fu¨r den Datentransfer zwischen verschiedenen Netzen. Im Gegensatz zum linearen
Fall mu¨ssen hier z.B. bei Verwendung der 7-Parameter-Formulierung auch die erweiterten
Verzerrungsparameter als innere Variablen auf das neue Netz u¨bertragen werden.
4.1 Zur Fehlerscha¨tzung mit vollsta¨ndiger Lo¨sung
des dualen Problems
Bereits im vorangegangenen Kapitel dieser Arbeit wurde als erste Strategie zur
Scha¨tzung des ra¨umlichen Diskretisierungsfehlers in einem Zielfunktional die vollsta¨ndi-
ge numerische Auswertung einer Fehlerdarstellung behandelt. Es hat sich dabei gezeigt,
dass der Aufwand fu¨r die Fehlerscha¨tzung bei diesem Vorgehen den fu¨r die Lo¨sung des
primalen Problems auf einer feineren Diskretisierung u¨bersteigt. Die Anwendung die-
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ses Vorgehens auf Schwingungsprobleme erschien daru¨ber hinaus auch deshalb nicht
gerechtfertigt, da der Großteil des Aufwands betrieben wurde, um den Phasenfehler
in Folge der ra¨umlichen Diskretisierung bei der Fehlerscha¨tzung mit zu beru¨cksichti-
gen. Diese Erkenntnisse fu¨hrten direkt auf die Entwicklung eines Fehlerscha¨tzers ohne
Beru¨cksichtigung des Phasenfehlers.
Die Argumentation, welche letztlich zum Verwerfen des vollsta¨ndigen Fehlerscha¨tzers
fu¨hrte, la¨sst sich auch auf den geometrisch nichtlinearen Fall u¨bertragen. Im Vergleich
zum linearen Fall ergeben sich weitere Aspekte, welche gegen die vollsta¨ndige Lo¨sung
des dualen Problems sprechen:
• Im nichtlinearen Fall sind primales und duales Problem nicht entkoppelt. Das (li-
neare) duale Problem ist u¨ber die Tangentenformen mit dem primalen Problem
gekoppelt und kann folglich nicht mehr separat berechnet werden. Stattdessen
mu¨ssen bei der Bestimmung des dualen Problems in jedem Zeitschritt die Tangen-
tensteifigkeiten der primalen Lo¨sung bestimmt werden. Neben dem unvera¨ndert
hohen Speicheraufwand muss folglich nun fu¨r jeden Endzeitpunkt tn das duale
Problem vollsta¨ndig neu bestimmt werden. Entsprechend steigt der numerische
Aufwand gegenu¨ber dem linearen Fall um ein Vielfaches an, siehe auch Fuentes
et al. [35].
• Aufgrund des netzabha¨ngigen modifizierten Verschiebungs-Verzerrungs-
zusammenhangs im Rahmen der hier verwendeten Methode der angenommenen
Verzerrungen (ANS) mu¨ssen die Arbeitsausdru¨cke auf einer feineren Raum-
diskretisierung ausgewertet werden, um den Konsistenzanteil am ra¨umlichen
Diskretisierungsfehler mit zu erfassen. Dies ergibt hier einen zusa¨tzlichen
Aufwand da fu¨r die Bestimmung der Tangentenmatrizen in jedem Zeitschritt die
numerische Lo¨sung uh vom Berechnungsnetz (Netzweite h) auf das Referenznetz
(Netzweite H) transferiert werden muss. Fu¨r die 7-Parameterschale mu¨ssen
zusa¨tzlich auch noch die internen erweiterten Verzerrungsvariablen u¨bertragen
werden. Neben dem zusa¨tzlichen Aufwand ergeben sich hieraus auch zusa¨tzliche
Fehler in Folge der Datenu¨bertragung, welche nicht kontrolliert werden ko¨nnen.
• Durch die Linearisierung der Fehlerdarstellung ergibt sich ein zusa¨tzlicher Fehler,
welcher durch die zeitliche Integration des mit dem dualen Problem gewichteten
Residuums u¨ber die Zeit aufsummiert wird.
• Je nach Wahl der Zielgro¨ße und der Fehlerdarstellung mu¨ssen auch die Anfangs-
bedingungen des dualen Problems linearisiert werden. Das duale Problem wird
dann folglich nur mit na¨herungsweise korrekten Anfangsbedingungen berechnet.
Eine Anwendung eines Fehlerscha¨tzers, welcher auf dem vollsta¨ndigen Ru¨ckwa¨rtspro-
blem beruht, findet sich im Beitrag von Fuentes, Littlefield, Oden & Prud-
homme [35]. Dort werden Elastomerstrukturen unter Schockbelastung untersucht. Im
Gegensatz zu den hier betrachteten Schwingungsproblemen ist in diesem Fall der Trans-
port der Zustandsgro¨ßen und damit des Fehlers u¨ber die Zeit ein wesentliches Charak-
teristikum des zugrunde liegenden physikalischen Problems. Aus diesem Grund kann
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dort nicht auf die zeitliche Kopplung von primalem und dualem Problem verzichtet
werden. In dem Beitrag von Fuentes et al. wird jedoch nur der Fehler zu einem
speziellen Zeitpunkt gescha¨tzt. Eine Netzadaption auf Basis des Fehlerscha¨tzers findet
nicht statt, d.h. die Netzverfeinerung bei den numerische Beispielen erfolgt uniform.
Dies bedeutet aber auch, dass wesentliche Informationen des Fehlerscha¨tzers, wie et-
wa die ra¨umliche und zeitliche Verteilung des Fehlers, nicht fu¨r eine Verbesserung der
Diskretisierung verwendet werden.
Da in der vorliegenden Arbeit hauptsa¨chlich Schwingungsprobleme behandelt werden,
bei denen der zeitliche Transport eine untergeordnete Rolle spielt, wird im Folgenden
wiederum ausschließlich ein Fehlerscha¨tzer verwendet, welcher auf die zeitliche Kopp-
lung von primalem und dualem Problem verzichtet.
4.2 Fehlerscha¨tzung ohne zeitliche Kopplung von
primalem und dualem Problem
Fu¨r die Fehlerscha¨tzung ohne vollsta¨ndige Lo¨sung des dualen Problems werden die An-
nahmen und Einschra¨nkungen aus dem linearen Fall u¨bernommen. Die Fehlerscha¨tzung
basiert wie im Linearen auf der formalen Trennung des gesamten ra¨umlichen Diskre-
tisierungsfehlers in einen rein ra¨umlichen Anteil und in einen zeitlichen Anteil, wel-
cher analog zu den linearen Problemen als Phasenfehler bezeichnet wird. Bei der Feh-
lerscha¨tzung wird dann wieder nur der ra¨umliche Anteil beru¨cksichtigt, d.h. die aktuel-
len Zustandsgro¨ßen werden akzeptiert und der Fehlerscha¨tzer beurteilt nur die Eignung
der gegebenen ra¨umlichen Diskretisierung mit Hinblick auf die Zielgro¨ße. Der Trans-
port des Fehlers u¨ber die Zeit bleibt unberu¨cksichtigt, was die sinnvolle Anwendung
des Fehlerindikators auf Schwingungsprobleme beschra¨nkt.
Nachfolgend werden nun Fehlerscha¨tzer fu¨r die im Rahmen dieser Arbeit verwendeten
Volumen-Schalenelemente vorgestellt, welche auf der Gla¨ttung diskreter Gro¨ßen des
primalen und dualen Problems beruhen.
4.2.1 Reine Verschiebungsformulierung
Die Fehlerscha¨tzer ohne vollsta¨ndige Lo¨sung des Ru¨ckwa¨rtsproblems beruhen auf der
Auswertung der zeitlichen Randterme zum aktuellen Zeitpunkt tn. Ein mo¨glicher Aus-
gangspunkt fu¨r die Herleitung eines Fehlerindikators fu¨r die reine Verschiebungsformu-
lierung ist somit die folgende linearisierte Fehlerdarstellung
E(u,uh) = [ρ0(eS, eZ) + aT (u; eS, eZ)]
tn , (4.1)
welche auf der Linearisierung des Residuums des primalen Problems mit Hilfe der
Tangentenbilinearform aT (uh; ·, ·) beruht.
Der Fehler in Zielfunktionalen der Geschwindigkeit u˙ la¨sst sich analog zum Vorgehen
im linearen Fall mit Hilfe des Fehlerscha¨tzers nach Riccius [98] abscha¨tzen. Da die
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Geschwindigkeiten die Zeitableitungen der Verschiebungen sind, scheint fu¨r praktische
Fragestellungen die Scha¨tzung des Fehlers in Zielfunktionalen der Verschiebungen von
ho¨herer Bedeutung. Es wird deshalb nachfolgend nur noch der Fall der Fehlerscha¨tzung
in Funktionalen der Verschiebungen betrachtet, d.h. es wird ausschließlich der Fall
z˙ = 0 und damit e˙Z = 0 betrachtet. Die Fehlerdarstellung (4.1) reduziert sich damit
auf
E(u,uh) = [aT (u; eS, eZ)]
tn . (4.2)
Der naheliegendste Ansatz zur Fehlerscha¨tzung besteht nun darin, analog zum Vorge-
hen bei den linearen Problemstellungen die Fehler des primalen und des dualen Pro-
blems getrennt voneinander in einer geeigneten Norm abzuscha¨tzen. Im vorliegenden
Fall ist dies die Tangentennorm
||v||a,T =
√
aT (u;v,v). (4.3)
Die Anwendung der Cauchy-Schwarz-Ungleichung auf Gleichung (4.2) fu¨hrt dann auf
den Fehlerindikator
|E(u,uh)| = ||eS||a,T · ||eZ||a,T (4.4)
fu¨r den Betrag der Zielgro¨ße. Fu¨r die Abscha¨tzung der Fehler in der Tangentennorm
mu¨ssen dann geeignete Standardfehlerscha¨tzer verwendet werden. Die Anwendung der
Fehlerscha¨tzung mit Hilfe der Tangentennorm auf nichtlineare statische Problemstel-
lungen findet sich z.B. in dem Beitrag von Huerta, Rodriguez-Ferran & Diez
[56]. Hier wird der Fehler u¨ber die Projektion des diskreten Zustandes uh auf ein fei-
neres Referenznetz abgescha¨tzt.
Ru¨ter [102] weist jedoch im Rahmen der Fehlerscha¨tzung fu¨r nichtlineare Berechnun-
gen mit hyperelastischem Material darauf hin, dass nicht fu¨r alle Fa¨lle sichergestellt
werden kann, dass aT (u;v,v) > 0 ist. Dies bedeutet, dass in diesen Fa¨llen die Gro¨ße
aT (u; ·, ·) eine wesentliche Anforderung an eine Norm, die positive Definitheit, nicht
erfu¨llt. Es wird deshalb empfohlen, bei der zielorientierten Fehlerscha¨tzung auf die
Verwendung der Tangentennorm mo¨glichst zu verzichten.
Im Rahmen dieser Arbeit wird nachfolgend ebenfalls auf die Verwendung der Tan-
gentennorm zur Fehlerscha¨tzung verzichtet. Der Hauptgrund hierfu¨r ist die Tatsache,
dass sich der nachfolgende Fehlerindikator wesentlich effizienter in bestehende FEM-
Algorithmen einbauen la¨sst. Ziel ist hier die Herleitung eines Fehlerscha¨tzers, welcher
auf gegla¨tteten Gro¨ßen des primalen und dualen Problems beruht.
Hierfu¨r sei an dieser Stelle zuna¨chst noch einmal daran erinnert, dass bei der Herlei-
tung der Fehlerdarstellungen in Kapitel 2 dieser Arbeit fu¨r nichtlineare Problemstel-
lungen die Tangentenbilinearform aT (u; ·, ·) als numerisch berechenbare Approximation
der Sekantenform aS(u,uh; ·, ·) eingefu¨hrt wurde. Fu¨r die numerische Bestimmung der
dualen Lo¨sung zum Zeitpunkt tn wird die Tangentenform auch weiterhin beno¨tigt.
Fu¨r die Fehlerscha¨tzung mit Hilfe gegla¨tteter Felder erscheint jedoch der U¨bergang zu
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einer Fehlerdarstellung auf Basis der Sekantenform sinnvoller. Fu¨r die nachfolgenden
Ausfu¨hrungen wird deshalb zweckma¨ßigerweise die Fehlerdarstellung
E(u,uh) = aS(u,uh; eS, eZ)|
tn = [a(u; eZ)− a(uh; eZ)]
tn (4.5)
verwendet. Ausfu¨hrlich lautet die Fehlerdarstellung (4.5):
E(u,uh) =

∫
B0
P (u) : GradeZdV −
∫
B0
P (uh) : GradeZdV

tn (4.6)
=

∫
B0
(P (u)− P (uh)) : (Gradz −Gradzh)dV

tn
Da in FEM-Programmen in der Regel der 2. Piola-Kirchhoff-Spannungstensor verwen-
det wird, wird Gleichung (4.6) noch weiter umgeformt zu:
E(u,uh) ≈

∫
B0
(S(u)− S(uh)) : (F
T (u) ·Gradz − F T (uh) ·Gradzh)dV

tn(4.7)
=

∫
B0
(S(u)− S(uh)) : (δE(z)− δE(zh))dV

tn
Fu¨r die Fehlerscha¨tzung werden nun die exakten Spannungen S(u) und die exakten Va-
riationen δE(z) des Verzerrungstensors durch aus den diskreten Verla¨ufen gewonnene
gegla¨ttete Gro¨ßen ersetzt. Es ergibt sich damit der folgende Fehlerindikator:
E(u,uh) ≈

∫
B0
(S∗(uh)− S(uh)) : (δE
∗(zh)− δE(zh))dV

tn (4.8)
Die gegla¨tteten Gro¨ßen S∗ und δE∗ werden analog zum linearen Fehlerscha¨tzer mit
Hilfe des Superconvergent-Patch-Recovery-Konzeptes nach Zienkiewicz & Zhu [123,
124] bestimmt.
Fu¨r die hier verwendeten Elemente mit angenommenen Verzerrungen werden die Span-
nungen und Dehnungen unter Beru¨cksichtigung der ANS-Modifikation berechnet. Glei-
chung (4.8) wird somit auch dann verwendet, wenn das Element ANS6z auf Basis des
kondensierten Stoffgesetzes gema¨ß Abschnitt 1.3.2 eingesetzt wird.
Es sei darauf hingewiesen, dass das hier beschriebene Vorgehen streng genommen in-
konsistent ist, da fu¨r die Fehlerscha¨tzung eine Fehlerdarstellung auf Basis der Sekan-
tenform verwendet wird, wohingegen die duale Lo¨sung mit Hilfe der Tangentenform
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bestimmt wird. Wie bereits im 2. Kapitel dieser Arbeit erwa¨hnt wurde, unterscheiden
sich die Tangentenbilinearform und die Sekantenform fu¨r ausreichend kleine Diskre-
tisierungsfehler nur unwesentlich, weshalb diese Ungenauigkeit vernachla¨ssigt werden
kann.
4.2.2 7-Parameter-Schalenformulierung
Fu¨r die 7-Parameter-Schalenformulierung mit erweiterten Verzerrungen soll nachfol-
gend der zu (4.8) analoge Fehlerindikator angegeben werden. Ausgangspunkt der Be-
trachtungen ist die zu (4.5) a¨quivalente Sekantendarstellung des Fehlers fu¨r die 7-
Parameter-Schalenformulierung. Diese lautet
E(u,uh) = [ aS(u,uh; eS, eZ) + bS(u,uh; eZ , eβ) (4.9)
+ bS(u,uh; eS, eβ,Z) + c(eβ, eβ,Z)]
tn ,
bzw. in einer ausfu¨hrlicheren Darstellung:
E(u,uh) =

∫
B0
S(u, β) : δE(eZ)dV −
∫
B0
S(uh, βh) : δE(eZ)dV+ (4.10)
∫
B0
S(u) : E˜(eβ,Z)dV −
∫
B0
S(uh) : E˜(eβ,Z)dV +
∫
B0
S(β) : E˜(eβ,Z)dV −
∫
B0
S(βh) : E˜(eβ,Z)dV

tn
Unter Verwendung der erweiterten Variation der Verzerrungen
δE(z, βZ) = δE(z) + E˜(βZ) (4.11)
la¨sst sich Gleichung (4.10) vereinfacht darstellen als:
E(u,uh) ≈

∫
B0
(S(u, β)− S(uh, βh)) : (δE(z, βZ)− δE(zh, βZ,h))dV

tn (4.12)
Zur Fehlerscha¨tzung werden nun auch hier die exakten Gro¨ßen durch die entsprechen-
den gegla¨tteten Verla¨ufe ersetzt. Der zu (4.8) a¨quivalente Fehlerindikator fu¨r die 7-
Parameter-Formulierung lautet damit schließlich:
E(u,uh) ≈

∫
B0
(S∗(uh, βh)− S(uh, βh)) : (δE
∗(zh, βZ,h)− δE(zh, βZ,h))dV

tn(4.13)
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Analog zum Zienkiewicz-Zhu-Fehlerscha¨tzer zur Scha¨tzung der Energienorm in linea-
ren Fall, werden also hier die Spannungen und die linearisierten Verzerrungen unter
Beru¨cksichtigung der Verzerrungserweiterungen bestimmt.
4.2.3 Zum numerischen Aufwand fu¨r die Fehlerscha¨tzung
Die praktische Anwendung eines Fehlerscha¨tzers mit vollsta¨ndiger Lo¨sung des dua-
len Ru¨ckwa¨rtsproblems scheitert hauptsa¨chlich am ungerechtfertigt hohen numeri-
schen Aufwand fu¨r die Fehlerscha¨tzung. Die vorgeschlagenen Fehlerscha¨tzer stellen
diesbezu¨glich eine erhebliche Reduktion des Aufwands dar, welche die Anwendung der
Fehlerscha¨tzung fu¨r praktische Aufgabenstellungen erst ermo¨glicht.
Die Scha¨tzung des Fehlers in einem ausiterierten Zustand uh mit den Fehlerindikatoren
(4.8) und (4.13) besteht im Wesentlichen aus den folgenden Schritten:
1. Bestimmung der tangentiellen Steifigkeitsmatrix KT =
∂R(u)
∂u
∣∣∣
u=uh
.
2. Berechnung des diskreten dualen Problems KT · dz = F z mit der Belastung F z
gema¨ß Tabelle 2.2.
3. Gla¨ttung der 2. Piola-Kirchhoff-Spannungen des primalen Problem mit Hilfe des
Superconvergent-Patch-Recovery-Konzepts.
4. Gla¨ttung der Variation δE(zh) = F
T (uh) · Gradzh der Verzerrungen mit Hilfe
des Superconvergent-Patch-Recovery-Konzepts.
5. Elementweise Auswertung des Fehlerindikators (4.8) bzw. (4.13).
Der Aufwand fu¨r die numerische Bestimmung des dualen Problems entspricht damit
dem Aufwand fu¨r einen zusa¨tzlichen Iterationsschritt innerhalb der Newton-Iteration.
Der gesamte Aufwand fu¨r die Fehlerscha¨tzung im geometrisch nichtlinearen Fall fa¨llt
damit gegenu¨ber dem Aufwand fu¨r die iterative Lo¨sung des Problems mit Hilfe des
Newmarkverfahrens verha¨ltnisma¨ßig wenig ins Gewicht.
4.3 Netzadaption
Die hier vorgestellten Fehlerindikatoren (4.8) und (4.13) sind geeignete Grundlagen
fu¨r die adaptive Anpassung der ra¨umlichen Diskretisierung. Die Adaptionsstrategie
mit Datentransfer gema¨ß Bild 3.18 und die Adaptionsstrategie ohne Datentransfer
gema¨ß Bild 3.19, welche bereits fu¨r die linearen Problemstellungen Anwendung fan-
den, lassen sich direkt auf den nichtlinearen Fall u¨bertragen. Es erfolgt wiederum eine
Beschra¨nkung auf die Netzverfeinerung.
Auch der fu¨r die erste Adaptionsstrategie beno¨tigte Algorithmus zum Transfer der
Zustandsgro¨ßen nach Radovitzky & Ortiz [92] auf das adaptierte Netz kann im
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Wesentlichen von den linearen Problemstellungen u¨bernommen werden. Bei Verletzung
des Fehlerkriteriums zum Zeitpunkt tn erfolgt eine geometrischen Interpolation der
Verschiebungen, Geschwindigkeiten und Beschleunigungen zum Zeitpunkt tn−1 = tn −
∆tn auf dem neuen Netz. Fu¨r die 7-Parameter-Formulierung der Volumenschale ergibt
sich zusa¨tzlich die Notwendigkeit, die zu diesem interpolierten Verschiebungszustand
geho¨renden erweiterten Verzerrungen als innere Geschichtsvariablen auf dem neuen
Netz zu bestimmen.
Die Bedingung zur Bestimmung der erweiterten Verzerrungen fu¨r einen gegebenen Ver-
schiebungsverlauf ergibt sich aus der 2. Zeile von Gleichung (1.91):∫
B0
E(uh) : C : E˜(γh)dV +
∫
B0
E˜(βh) : C : E˜(γhdV = 0 ∀γh ∈ Γ
h (4.14)
Man erkennt sofort, dass die Bedingung (4.14) linear in den erweiterten Verzerrun-
gen E˜(βh) ist. Hieraus folgt, dass fu¨r jeden gegebenen Verschiebungszustand mit Hilfe
von Gleichung (4.14) die erweiterten Verzerrungen direkt, d.h. ohne Iteration direkt
bestimmt werden ko¨nnen. Der gesamte Transferalgorithmus fu¨r die erweiterten Verzer-
rungen besteht damit aus den folgenden Schritten:
• Geometrische Interpolation der Verschiebungen, Geschwindigkeiten und Be-
schleunigungen zu Beginn des Zeitschrittes (t = tn−1) auf dem neuen Netz.
• Berechnung der zugeho¨rigen erweiterten Verzerrungen mit Hilfe der Beziehung
(4.14).
• Iterative Berechnung des Zustandes zum Zeitpunkt tn mit Hilfe des Newmark-
Algorithmus.
Zum Ende des Zeitschrittes liegt damit ein zula¨ssiger Zustand auf dem neuen Netz vor.
Die Interpolation der Verschiebungsgro¨ßen des alten Netzes auf dem neuen Netz zu Be-
ginn des Zeitschrittes fu¨hrt in der Regel dazu, dass in diesem Fall fu¨r die Berechnung
des Zustandes zum Ende des Zeitschrittes erheblich mehr Iterationsschritte notwendig
sind als in den anderen Zeitschritten. Daru¨ber hinaus gilt auch hier wie im linearen
Fall, dass der durch den Transfer in die Lo¨sung eingebrachte Fehler, hier insbesonde-
re der Fehler in lokalen Gro¨ßen, bisher nicht zuverla¨ssig abgescha¨tzt und minimiert
werden kann. Der Einfluss des Datentransfers auf die Lo¨sung zeigt sich auch in dem
nachfolgenden numerischen Beispiel.
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4.4 Numerisches Beispiel
Die Netzadaptionsstrategien werden nun anhand der in Bild 4.1 dargestellten T-fo¨rmi-
gen Kragplatte untersucht. Die T-fo¨rmige Platte kann als einfachstes Beispiel einer
aufgelo¨sten Struktur angesehen werden, bei der große Teile des Gebietes bei der Be-
trachtung von lokalen Gro¨ßen eine sehr untergeordnete Rolle spielen. Gerade bei solchen
Strukturen soll ein ortsadaptives Verfahren zu sehr effizienten ra¨umlichen Diskretisie-
rungen fu¨hren.
II
I
1
x
y
z
1
1
11
Dicke: t = 0.05
Elastizita¨tsmodul: E = 6, 8 · 107
Querdehnzahl: ν = 0, 3
Dichte: ρ = 5
Rayleighda¨mpfung: cm = 0, 0001
ck = 0, 00001
Bild 4.1: Beispiel T-Platte: Geometrie und Materialparameter
Die Platte wird durch zwei Einzellasten FI,z und FII,z in z−Richtung in den Punkten
I und II belastet. Der zeitliche Verlauf der Kra¨fte ist
FI,z(t) = FII,z(t) = −40 · sin(12πt).
Die Zeitintegration erfolgt mit dem Newmarkverfahren mit γ = 2β = 0, 5 und ei-
ner konstanten Zeitschrittweite von ∆t = 0, 0025. Der gesamte Berechnungszeitraum
betra¨gt T = 0, 5.
Die ra¨umliche Diskretisierung erfolgt mit dem Volumen-Schalenelement ANS3DEAS
auf Grundlage der 7-Parameter-Formulierung. Als Ausgangsdiskretisierung fu¨r beide
Adaptionsstrategien wird ein sehr grobes Netz mit 64 Elementen und neq,0 = 480
Freiheitsgraden verwendet. Die Referenzlo¨sung wird auf einem uniform feinen Netz
mit 16384 Elementen und neq,ref = 99840 Freiheitsgraden ermittelt. Die Ergebnisse
der ortsadaptiven Verfahren werden mit der Lo¨sung auf einem uniformen Netz mit
4096 Elementen und neq,uni = 25344 Freiheitsgraden verglichen.
Zielgro¨ße ist die vertikale Verschiebung des Punktes I. Bild 4.2 zeigt den Verlauf der
Zielgro¨ße fu¨r das Referenznetz. Als oberster Grenzwert fu¨r den Betrag des Fehlers
in der Zielgro¨ße wird fu¨r beide adaptiven Verfahren εo = 1, 2 · 10
−3 vorgegeben. Zur
Beurteilung der Ergebnisse werden wiederum die Lo¨sungen in den lokalen Minima bzw.
Maxima in den in Bild 4.2 gekennzeichneten Zeitpunkten A–E verglichen.
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Bild 4.2: Beispiel T-Platte: Verlauf der Referenzlo¨sung der vertikalen Verschiebung des
Punktes I
Strategie 1 - Adaption mit Datentransfer
Zuna¨chst erfolgt die Netzadaption mit der Adaptionsstrategie 1 nach Bild 3.18. Bild
4.3 zeigt die Entwicklung der Anzahl der Freiheitsgrade u¨ber die Berechnungszeit. Man
erkennt, dass die Netzanpassungen in Folge des relativ groben Startnetzes verha¨lt-
nisma¨ßig dicht aufeinanderfolgend zu Beginn der Berechnung erfolgen.
0 0.1 0.2 0.3 0.4 0.5
0
5000
10000
15000
t
FH
G
Bild 4.3: Beispiel T-Platte: Anzahl der Gleichungen u¨ber die Zeit bei Adaption des
Netzes mit Strategie 1 – mit Datentransfer
Die aus der Netzadaption resultierende Netzsequenz ist in Bild 4.4 dargestellt. Die Ver-
feinerung des Netzes konzentriert sich erwartungsgema¨ß auf die einspringenden Ecken
und die Umgebung des Punktes I.
Tabelle 4.1 zeigt den Vergleich der Lo¨sungen des adaptiven Algorithmus mit der Lo¨sung
auf dem uniformen Vergleichsnetz mit 25344 Freiheitsgraden. Das adaptive Verfahren
liefert bis auf den Zeitpunkt A deutlich bessere Ergebnisse als das uniforme Netz.
Des Weiteren liegen die Fehler zu den Zeitpunkten B–E unterhalb der im Verfahren
vorgegebenen Toleranz von εo = 1, 2 · 10
−3 Nur zum Zeitpunkt A wird die vorgegebene
Toleranz wesentlich u¨berschritten und die adaptive Lo¨sung ist schlechter als die Lo¨sung
auf dem uniformen Netz.
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3. Netz – 2628 FHG 4. Netz – 6414 FHG 5. Netz – 14790 FHG
Bild 4.4: Beispiel T-Platte: Netzsequenz bei Netzadaption mit Strategie 1 – Netzadap-
tion mit Datentransfer
unif. Netz – 25344 FHG adapt. Netz – 14790 FHG
uI,ref |eI | erel |eI | erel
A −0, 46904 1, 33 · 10−3 0, 28% 3, 53 · 10−3 0, 75%
B 0, 57933 1, 63 · 10−3 0, 28% 0, 26 · 10−3 0, 05%
C −0, 54742 2, 16 · 10−3 0, 39% 0, 56 · 10−3 0, 10%
D 0, 50731 2, 32 · 10−3 0, 46% 0, 28 · 10−3 0, 06%
E −0, 47319 2, 26 · 10−3 0, 48% 0, 74 · 10−3 0, 16%
Tabelle 4.1: Beispiel T-Platte: Vergleich des Fehlers in den Verschiebungen des Punk-
tes I fu¨r ein uniformes Netz mit den Fehlern bei der Netzadaption mit
Datentransfer
Die verha¨ltnisma¨ßig schlechte Lo¨sung zum Zeitpunkt A ist auf die U¨bertragungsfehler
beim Datentransfer zwischen den Netzen zu Beginn der Berechnung zuru¨ckzufu¨hren.
Um dies zu belegen, wird die gesamte Berechnung mit dem letzten Netz des ortsadapti-
ven Verfahrens (Netz 5 in Bild 4.4) wiederholt. Die Ergebnisse dieser Berechnung sind
in Tabelle 4.2 angegeben. Die hiermit erzielten Genauigkeiten in der Zielgro¨ße liegen
u¨ber den gesamten Berechnungszeitraum weit u¨ber denen des verha¨ltnisma¨ßig feinen
uniformen Netzes.
unif. Netz – 25344 FHG adapt. Netz – 14790 FHG
uI,ref |eI | erel |eI | erel
A −0, 46904 1, 33 · 10−3 0, 28% 0, 28 · 10−3 0, 06%
B 0, 57933 1, 63 · 10−3 0, 28% 0, 44 · 10−3 0, 08%
C −0, 54742 2, 16 · 10−3 0, 39% 0, 46 · 10−3 0, 08%
D 0, 50731 2, 32 · 10−3 0, 46% 0, 28 · 10−3 0, 06%
E −0, 47319 2, 26 · 10−3 0, 48% 0, 48 · 10−3 0, 10%
Tabelle 4.2: Beispiel T-Platte: Vergleich des Fehlers in den Verschiebungen des Punktes
I fu¨r ein uniformes Netz mit den Fehlern bei Verwendung des letzten
Netzes der Netzadaption fu¨r die gesamte Berechnung (Netz 5 – Bild 4.4)
Die Tatsache, dass die Adaptionsstrategie mit Datentransfer fu¨r die spa¨teren Zeit-
punkte B–E bessere Ergebnisse liefert als das uniforme Netz, obwohl der Fehler in
der Zielgro¨ße zum fru¨heren Zeitpunkt A schon viel gro¨ßer ist, la¨sst sich damit er-
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kla¨ren, dass die Fehler in der Datenu¨bertragung, wie auch von Han [42, 43] angege-
ben, hauptsa¨chlich lokale Fehler und damit eher ho¨herfrequente Gro¨ßen sind. Diese
ho¨herfrequenten Gro¨ßen werden auch bei der hier gewa¨hlten verha¨ltnisma¨ßig schwa-
chen Da¨mpfung relativ schnell aus der Lo¨sung herausgeda¨mpft. Entsprechend pflanzt
sich der Datentransferfehler nur u¨ber einen kurzen Zeitraum fort.
Strategie 2 - Adaption ohne Datentransfer
Nun erfolgt die Anwendung der zweiten Adaptionsstrategie nach Bild 3.19 auf das
Problem der T-fo¨rmigen Platte. Fu¨r die hier vorgegebene Fehlertoleranz und das ver-
wendete Startnetz endet das Verfahren nach 5 vollsta¨ndigen Berechnungsla¨ufen mit
einem Raumnetz mit 2436 Elementen und 15366 Freiheitsgraden, siehe Bild 4.5. Ne-
benbei sei bemerkt, dass sich auch der Aufwand fu¨r das adaptive Verfahren massiv
reduzieren la¨sst, wenn ein feineres Startnetz verwendet wird.
3. Netz – 2700 FHG 4. Netz – 6576 FHG 5. Netz – 15366 FHG
Bild 4.5: Beispiel T-Platte: Netzsequenz bei Netzadaption mit Strategie 2 – Netzadap-
tion ohne Datentransfer
Im Gegensatz zur Strategie 1 erfolgt nun eine verha¨ltnisma¨ßig starke Verfeinerung
auch im unbelasteten ’Arm’ der T-Platte. Ganz allgemein la¨sst sich feststellen, dass
die zweite Strategie zu einer eher gleichma¨ßigen Verfeinerung des Netzes fu¨hrt. Dies
la¨sst sich darauf zuru¨ckfu¨hren, dass die Adaptionsstrategie ohne Datentransfer sa¨mt-
liche Zusta¨nde im Verlauf der Berechnung beru¨cksichtigt, wohingegen die Adaption
der Netze nach Strategie 1 ausschließlich die Zusta¨nde beru¨cksichtigt, in denen der
gescha¨tzte Fehler in der Zielgro¨ße tatsa¨chlich die Fehlergrenze u¨berschritten hat.
unif. Netz – 25344 FHG adapt. Netz – 15366 FHG
uI,ref |eI | erel |eI | erel
A −0, 46904 1, 33 · 10−3 0, 28% 0, 8 · 10−3 0, 17%
B 0, 57933 1, 63 · 10−3 0, 28% 0, 76 · 10−3 0, 13%
C −0, 54742 2, 16 · 10−3 0, 39% 0, 86 · 10−3 0, 16%
D 0, 50731 2, 32 · 10−3 0, 46% 0, 84 · 10−3 0, 17%
E −0, 47319 2, 26 · 10−3 0, 48% 0, 76 · 10−3 0, 16%
Tabelle 4.3: Beispiel T-Platte: Vergleich des Fehlers in den Verschiebungen des Punk-
tes I fu¨r ein uniformes Netz mit den Fehlern bei der Netzadaption ohne
Datentransfer
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Tabelle 4.3 zeigt wiederum die Gegenu¨berstellung der Fehler fu¨r das uniforme Netz mit
25344 Freiheitsgraden und das letzte adaptierte Netz aus Bild 4.5 mit 15366 Freiheits-
graden. Die Lo¨sung in der Zielgro¨ße auf dem adaptierten Netz ist wiederum wesentlich
genauer als die Lo¨sung auf dem uniformen Netz. Die Netzadaption fu¨hrt folglich zu
einer erheblichen Verbesserung der Lo¨sung in der Zielgro¨ße bei gleichzeitiger Verrin-
gerung der Freiheitsgrade gegenu¨ber dem uniformen Netz. Allerdings sind die Fehler
etwas gro¨ßer als bei der Strategie 1 mit Datentransfer.
Zusammenfassung und Bewertung des Beispiels
Die Ergebnisse des Beispiels zeigen, dass die hier verwendeten Fehlerscha¨tzer und die
darauf beruhenden Netzadaptionsstrategien geeignet sind, den Fehler in einer Zielgro¨ße
im Vergleich zu einer uniformen Diskretisierung wesentlich zu reduzieren. Die mit Hilfe
der Netzadaption gewonnenen ra¨umlichen Diskretisierungen stellen mit Hinblick auf die
Genauigkeit und die Anzahl der Freiheitsgrade wesentlich effizientere Diskretisierungen
als die uniformen Netze dar. Beide Adaptionsstrategien sind geeignet, den Fehler auf
ein zuvor festgelegtes Maß zu beschra¨nken.
Ein grundlegendes Problem der Netzadaption mit Datentransfer ist der durch den Da-
tentransfer in die Lo¨sung eingebrachte Fehler. Es hat sich gezeigt, dass dieser Fehler
wesentlichen Einfluss auf die lokale Zielgro¨ße haben kann. Dies kann dazu fu¨hren, dass
der Fehler nach der Netzadaption und dem Transfer gro¨ßer ist als vor der Netzadap-
tion. Werden im Algorithmus nun mehrfache Netzverfeinerungen in einem Zeitschritt
zugelassen, kann dies zum Versagen des Verfahren fu¨hren.
Fu¨r schwach geda¨mpfte Probleme zeigt sich aber auch, dass der durch den Daten-
transfer verursachte Fehler in der lokalen Gro¨ße nur u¨ber einen beschra¨nkten Zeitraum
transportiert wird.
Aufgrund des Verzichts auf den Datentransfer ist die Strategie 2 wesentlich robuster
als die Strategie 1 mit Datentransfer. Sie fu¨hrt jedoch auch zu einem erheblich ho¨heren
numerischen Aufwand, da zur endgu¨ltigen Lo¨sung des Problems mit der entsprechenden
Fehlerbegrenzung mehrere Berechnungsla¨ufe notwendig sind.
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Kapitel 5
Scha¨tzung des
Zeitintegrationsfehlers fu¨r lineare
Probleme
Im vorliegenden Kapitel wird die Scha¨tzung des Zeitintegrationsfehlers fu¨r lineare Probleme
behandelt. Aufgrund der A¨quivalenz des Newmarkverfahrens mit den Newmarkparametern
γ = 2β = 0, 5 mit einem kontinuierlichen Galerkinverfahren ko¨nnen fu¨r die Scha¨tzung des
Fehlers die gleichen Methoden verwendet werden, die bereits fu¨r die Scha¨tzung des ra¨umlichen
Diskretisierungsfehlers Anwendung fanden. Im Wesentlichen sind dies die Darstellung des
Zeitintegrationsfehlers mit Hilfe der Dual-Weighted-Residual-Methode und die anschließende
numerische Auswertung dieser Fehleridentita¨t.
5.1 Definitionen
Nachfolgend soll ausschließlich der Zeitintegrationsfehler betrachtet werden. Hierfu¨r
werden zuna¨chst die u¨blichen Definitionen des zeitlich lokalen und zeitlich globalen
Fehlers eingefu¨hrt, wie sie sich u.a. in den Arbeiten von Maute [70] und Neumann
[73] und den Beitra¨gen von Romero & Lacoma [101, 100] wiederfinden.
Ausgangspunkt der Betrachtungen ist die lineare semidiskrete Bewegungsgleichung
Md¨(t) +Cd˙(t) +Kd(t) = F (t) 0 ≤ t ≤ T. (5.1)
Der globale Zeitintegrationsfehler zum Zeitpunkt t = tn ergibt sich aus der Differenz der
exakten Lo¨sung von Gl. (5.1) d(tn) und der mit Hilfe des Zeitintegrationsverfahrens
ermittelten Lo¨sung dkn:
et(t = tn) = d(tn)− d
k
n (5.2)
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Der globale Fehler misst den gesamten akkumulierten zeitlichen Fehler des bisherigen
Berechnungszeitraums [0, tn].
Der lokale Zeitintegrationsfehler hingegen stellt ein Maß fu¨r den Fehler im aktuellen
Zeitschritt dar. Er resultiert aus der numerischen Einschrittlo¨sung tn−1 → tn unter der
Annahme, dass die numerische Lo¨sung zum Zeitpunkt tn−1 mit der exakten Lo¨sung
u¨bereinstimmt:
d(t = tn−1) ≡ d
k
n−1
Dieser Wert d(t = tn−1) wird nun als Anfangsbedingung gewa¨hlt, um die Refe-
renzlo¨sung d¯(tn) am Ende des Zeitschrittes zu bestimmen. Die Definition des lokalen
Integrationsfehlers im Zeitschritt ist dann:
elt(t = tn) = d¯(tn)− d
k
n (5.3)
5.2 A-priori Fehlerabscha¨tzungen
Nachfolgend wird kurz der Zusammenhang zwischen dem lokalen und dem globalen Zei-
tintegrationsfehler dargestellt. Die Bezeichnungen entsprechen dabei im Wesentlichen
denen in Romero et al. [101, 100]. Fu¨r die Herleitungen bietet sich die Darstellung
der Bewegungsgleichung (5.1) als System von Differentialgleichungen erster Ordnung
an. Hierfu¨r werden zuna¨chst die Vektoren
Y (t) =
[
d(t)
d˙(t)
]
Y 0 =
[
d(0)
d˙(0)
]
g(t) =
[
0
M−1F (t)
]
(5.4)
und die Matrix
B =
[
0 1
−M−1K −M−1D
]
(5.5)
eingefu¨hrt. Hiermit la¨sst sich die Bewegungsgleichung (5.1) in die Darstellung
Y˙ (t) = BY (t) + g(t) mit Y (0) = Y 0 (5.6)
u¨berfu¨hren, fu¨r die sich eine geschlossene Form der Lo¨sung angeben la¨sst, siehe [100]:
Y (t) =H(t)Y 0 + h(0, t), (5.7)
mit
H(t) = eBt (5.8)
und
h(ζ, t) =
t∫
ζ
H(t− τ)g(τ)dτ. (5.9)
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Als na¨chstes wird der globale Zeitintegrationsfehler fu¨r den Zustandsvektor definiert:
e¯t(tn) = Y (tn)− Y n =
[
d(tn)− dn
d˙(tn)− d˙n
]
=
[
et
e˙t
]
. (5.10)
Zur Bestimmung des entsprechenden lokalen Zeitintegrationsfehlers im Intervall wird
das folgende lokale Anfangswertproblem im aktuellen Zeitschritt betrachtet:
˙¯Y (t) = BY¯ (t) + g(t) t ∈ [tn, tn+1] mit Y¯ (tn) = Y n (5.11)
Auch fu¨r dieses Problem la¨sst sich wiederum die geschlossene Form der Lo¨sung angeben:
Y¯ (tn+1) =H(∆t)Y n + h(tn, tn+1) mit ∆t = tn+1 − tn (5.12)
Fu¨r den lokalen Zeitintegrationsfehler gilt dann:
e¯lt(tn+1) = Y¯ (tn+1)− Y n+1 =H(∆t)Y n + h(tn, tn+1)− Y n+1 (5.13)
Nun la¨sst sich der Zusammenhang zwischen den lokalen Zeitintegrationsfehlern und
dem globalen Zeitintegrationsfehler unter der Annahme einer konstanten Zeitschritt-
weite ∆t angeben:
e¯t(tn+1) = Y ((n + 1)∆t)− Y n+1 (5.14)
= H(∆t)Y (n∆t) + h(tn, tn+1)− Y n+1
= H(∆t)(Y n + e¯t(tn)) + h(tn, tn+1)− Y n+1
= H(∆t)e¯t(tn) +H(∆t)Y n + h(tn, tn+1)− Y n+1︸ ︷︷ ︸
e¯lt(tn+1)
=
n+1∑
i=1
[H(∆t)]n+1−ie¯lt(ti)
Fu¨r die Gesamtenergienorm des globalen Fehlers
||e¯t(tn)||E = (et ·K · et + e˙t ·M · e˙t)
1
2 (5.15)
la¨sst sich hieraus die folgende Abscha¨tzung gewinnen:
||e¯t(tn)||E ≤
n∑
i=1
||e¯lt(ti)||E. (5.16)
Aufgrund dieses Zusammenhanges ko¨nnen verschiedene Fehlerscha¨tzer fu¨r den globa-
len Zeitintegrationsfehler entwickelt werden, welche auf der Summation geeigneter lo-
kaler Fehlerscha¨tzer beruhen. Die lokale Fehlerscha¨tzung basiert dabei in der Regel auf
ho¨herordrigen Finite-Differenzen-Ansa¨tzen. Ein Nachteil der Abscha¨tzung (5.16) ist,
dass die Abscha¨tzung durch die Summation der Normen der lokalen Fehler insbeson-
dere fu¨r Langzeitsimulationen sehr unscharf wird. Gleichung (5.16) beinhaltet daru¨ber
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hinaus die Annahme, dass der Zeitintegrationsfehler immer weiter ansteigt. Dabei wird
nicht beru¨cksichtigt, dass der exakte Zeitintegrationsfehler auch wieder kleiner werden
kann. Des Weiteren beru¨cksichtigt die Abscha¨tzung (5.16) nicht den beschra¨nkten zeit-
lichen Transport des lokalen Fehlers als Folge der Da¨mpfung.
Eine alternative Abscha¨tzung zu (5.16) geben Zienkiewicz & Xie [121] an. Dort wird
der globale Fehler in den Verschiebungen durch den aktuellen lokalen Fehler multipli-
ziert mit der Anzahl der Zeitschritte abgescha¨tzt:
et(tn) ≈ ne
l
t(tn) (5.17)
Riccius [98] leitet hieraus fu¨r eine konstante Zeitschrittweite ∆t einen mittleren lokalen
Fehler elt(tn) = ∆t/tnet(tn) ab, mit dem sich zeigen la¨sst, dass die lokale Konvergenz-
ordnung des Zeitintegrationsverfahrens um eine Ordnung ho¨her ist, als die globale
Konvergenzordnung. Dieser Verlust einer Ordnung beim U¨bergang vom lokalen zum
globalen Fehler findet sich auch in den Abscha¨tzungen von Estep in [34] und [33] wie-
der. Der Vorteil dieser Abscha¨tzung ist aber, dass der gescha¨tzte Zeitintegrationsfehler
hier nicht unbeschra¨nkt anwa¨chst. Als Nachteil verbleibt jedoch, dass als Folge der
Annahme eines mittleren Zeitintegrationsfehlers in allen Zeitintervallen auch hier der
tatsa¨chliche Transport des Fehlers nicht beru¨cksichtigt wird.
Ein alternatives Vorgehen zur Scha¨tzung des globalen Zeitintegrationsfehlers, wel-
ches den vollsta¨ndigen Transport des Fehlers u¨ber die Zeit beru¨cksichtigt stellt die
bereits fu¨r den ra¨umlichen Diskretisierungsfehler verwendete Dual-Weighted-Residual-
Methode dar. Diese setzt voraus, dass es sich bei dem verwendeten Zeitintegrations-
verfahren um eine Galerkin-Formulierung in der Zeit handelt.
5.3 Darstellung des Zeitintegrationsfehlers mit der
DWR-Methode
Nachfolgend wird ein Fehlerscha¨tzer fu¨r kontinuierliche Galerkinverfahren in der Zeit
mit Hilfe des Dual-Weighted-Residual-Konzeptes dargestellt. Mit dem vorgestellten An-
satz la¨sst sich sowohl der zeitlich lokale als auch der zeitlich globale Zeitintegrations-
fehler scha¨tzen. Aufgrund der bereits erla¨uterten A¨quivalenz zwischen einem kontinu-
ierlichen Petrov–Galerkin–Verfahren und dem Newmarkverfahren mit der speziellen
Parameterwahl 2β = γ = 0.5 ergibt sich mit den nachfolgenden Betrachtungen auch
ein Fehlerscha¨tzer fu¨r das Standard-Newmarkverfahren. Die Fehlerscha¨tzung basiert
auf der Betrachtung der zur Differentialgleichung des Fehlers adjungierten Differential-
gleichung. Dieser Ansatz wurde unter anderem bereits in den Beitra¨gen von Neumann
et al. [73, 105] verfolgt. Die hier angestellten Betrachtungen stellen im Wesentlichen
eine Erweiterung der Arbeit von Neumann, mit Hinblick auf die Anwendung der Feh-
lerscha¨tzung auf gro¨ßere FEM-Modelle dar.
Das Vorgehen bei der Herleitung der Fehleridentita¨t fu¨r den Zeitintegrationsfehler ent-
spricht im Wesentlichen dem Vorgehen bei der Behandlung des ra¨umlichen Diskretisie-
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rungsfehlers. Zuna¨chst wird wiederum die schwache Formulierung der Differentialglei-
chung des globalen Zeitintegrationsfehlers et beno¨tigt. Ausgangspunkt ist zuna¨chst die
kontinuierliche Galerkinformulierung der semidiskreten Differentialgleichung (5.1):
m∑
n=1

 tn∫
tn−1
w ·
(
Md¨+Cd˙+Kd− F
)
dt

 = 0, ∀w ∈ V (5.18)
V sind hier alle zula¨ssigen zeitlichen Wichtungsfunktionen. Die zugeho¨rige diskreten
Galerkinformulierung lautet:
m∑
n=1

 tn∫
tn−1
wk ·
(
Md¨
k
n +Cd˙
k
+Kdk − F
)
dt

 = 0, ∀wk ∈ V k ⊂ V (5.19)
Die Differenz der kontinuierlichen und der diskreten Formulierungen liefert fu¨r den
diskreten Testraum V k die bekannte Galerkinorthogonalita¨t des Residuums R:
tn∫
0
wk ·
(
M(d¨− d¨
k
n) +C(d˙− d˙
k
) +K(d− dk)
)
︸ ︷︷ ︸
R
dt = 0, (5.20)
bzw.
tn∫
0
wk · (Me¨t +Ce˙t +Ket) dt = 0 ∀w
k ∈ V k,
mit der Differentialgleichung fu¨r den globalen Zeitintegrationsfehler et(t)
Me¨t +Ce˙t +Ket = F − (Md¨
k
+Cd˙
k
+Kdk) = R (5.21)
und den Anfangsbedingungen : et(t = 0) = 0 und e˙t(t = 0) = 0.
Der globale Zeitintegrationsfehler et(t) erfu¨llt also die urspru¨ngliche Bewegungsglei-
chung mit dem Residuum R als rechter Seite. Fu¨r die Scha¨tzung des Fehlers in einem
Zielfunktional der Lo¨sung d wird die Lo¨sung z eines dualen Problems als Wichtungs-
funktion fu¨r die Differentialgleichung des Fehlers verwendet. Die Multiplikation von
Gleichung (5.21) mit der vektorwertigen Wichtungsfunktion z und die zweimalige par-
tielle Integration u¨ber die Zeit fu¨hren auf die Fehleridentita¨t:
tm∫
0
z ·Rdt =
tm∫
0
z · (Me¨t +Ce˙t +Ket)dt (5.22)
=
tm∫
0
et · (Mz¨ −Cz˙ +Kz)dt− [et ·Mz˙]
tn
0
+ [e˙t ·Mz]
tn
0 + [et ·Cz]
tn
0
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Die Wichtungsfunktion z ist wiederum die Lo¨sung eines homogenen dualen Problems
Mz¨ −Cz˙ +Kz = 0 ∀ t ∈ [0, tn] (5.23)
mit Anfangsbedingungen zum Zeitpunkt tn. Mit Hilfe der Transformation t
∗ = tn − t
ergibt sich fu¨r diese duale Differentialgleichung folgende Form:
Mz′′ +Cz′ +Kz = 0 ∀ t∗ ∈ [0, tn] (5.24)
(·)′ = ∂(·)
∂t∗
stellt hier die Ableitung nach der transformierten Zeit t∗ dar. Gleichung
(5.24) hat nun die gleiche Form wie das primale Problem (5.1) und kann folglich mit
demselben Zeitintegrationsverfahren wie das primale Problem gelo¨st werden.
Anfangsbedingungen fu¨r das duale Problem
Wenn z Lo¨sung des dualen Problems (5.23) ist, dann ist die mit Hilfe von Gleichung
(5.22) bestimmte Fehlergro¨ße nur noch von den Anfangsbedingungen des dualen Pro-
blems abha¨ngig. Unter der Annahme, dass die primale Lo¨sung die Anfangsbedingungen
exakt erfu¨llt, d.h. dass et(t = 0) = e˙t(t = 0) = 0, fallen sa¨mtliche Randterme bei t = 0
weg und es ergibt sich eine Fehleridentita¨t in der Form:
tn∫
0
z ·Rdt = − [et ·Mz˙]
tm + [e˙t ·Mz]
tn + [et ·Cz]
tn (5.25)
Fu¨r verschiedene Fehlergro¨ßen lassen sich nun die entsprechenden Anfangsbedingungen
fu¨r das duale Problem angeben. Fu¨r die Wahl z(tn) = 0 ergibt sich beispielsweise die
Geschwindigkeit z˙(tn) als notwendige Anfangsbedingung zur Bestimmung der eukli-
dischen Norm |et(tn)| =
√
et(tn) · et(tn) des Fehlers zu:
z˙(tn) = −
M−1et(tn)
|et(tn)|
=⇒
tn∫
0
z ·Rdt =
et(tn) · et(tn)
|et(tn)|
= |et(tn)| (5.26)
Aus Gleichung (5.26) folgt, dass der zu bestimmende Fehler et, bzw. die Fehlerver-
teilung, schon fu¨r die Anfangsbedingungen des dualen Problems bekannt sein mu¨sste.
Neumann [73] schla¨gt deshalb vor, die Anfangsbedingungen fu¨r das duale Problem
selbst mit einem Fehlerscha¨tzer fu¨r den lokalen Zeitintegrationsfehler fu¨r das New-
markverfahren nach Riccius [98] zu scha¨tzen:
z˙(tn) = −M
−1 e˜l(tn)
|e˜l(tn)|
(5.27)
Neumann zeigt anhand eines einfachen Beispiels, dass diese Annahme bei linearen ho-
mogenen Bewegungsgleichungen zu guten Ergebnissen fu¨hrt. Das sind jedoch auch die
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Fa¨lle, in denen die von Riccius vorgeschlagene Scha¨tzung des globalen Fehlers auf der
Basis der Abscha¨tzung (5.17) sehr gute Ergebnisse liefert. In Anbetracht des erhebli-
chen Berechnungsaufwandes der Fehlerscha¨tzung mit Hilfe des dualen Problems scheint
diese Vorgehensweise deshalb fu¨r lineare Bewegungsgleichungen ungeeignet. Fu¨r nicht-
lineare Problemstellungen versagt diese Methode ebenfalls [73]. Daru¨berhinaus gilt fu¨r
nichtlineare Bewegungsgleichungen die A¨quivalenz zwischen dem Newmarkverfahren
als Finite-Differenzen-Verfahren und dem Galerkinverfahren in der Zeit nicht mehr.
Die Scha¨tzung der Anfangsbedingungen mit einem auf dem FD-Ansatz beruhenden
lokalen Fehlerscha¨tzer erscheint daher auch aus diesem Gesichtspunkt nicht gerechtfer-
tigt.
Das Problem der Wahl der Anfangsbedingungen la¨sst sich umgehen, indem der Zei-
tintegrationsfehler nicht ra¨umlich global in einer Norm gescha¨tzt wird, sondern analog
zum Vorgehen in Kapitel 2 fu¨r ein Zielfunktional der Lo¨sung bestimmt wird. Im Folgen-
den wird exemplarisch die Beschra¨nkung auf die Verschiebung in einem Freiheitsgrad
i behandelt. Die notwendigen Anfangsbedingungen sind dann eindeutig aus Gleichung
(5.25) zu bestimmen. Mit der Wahl z(tn) = 0 ergibt sich:
z˙(tn) = −M
−11 =⇒
tn∫
0
z ·Rdt = et ·MM
−11 = et,i = di − d
k
i (5.28)
Hier ist 1 ein Einheitsvektor mit 1(j) = 1 fu¨r j = i und 1(j) = 0 fu¨r j 6= i. Ein weiterer
Vorteil der Beschra¨nkung auf einen Freiheitsgrad liegt darin, dass die Anfangsbedingun-
gen fu¨r das duale Problem im Gegensatz zu denen nach Gleichung (5.27) unabha¨ngig
von der Zeit sind und die duale Lo¨sung folglich nicht fu¨r jeden Zeitpunkt neu ermit-
telt werden muss. Wegen dieser Eindeutigkeit der Anfangsbedingungen fu¨r das duale
Probleme beschra¨nken sich die nachfolgenden Betrachtungen auf diesen Fall.
5.4 Scha¨tzung des globalen Zeitintegrationsfehlers
Nachfolgend werden zwei Fehlerscha¨tzer zur Scha¨tzung des globalen Zeitintegrations-
fehlers in einem Freiheitsgrad i dargestellt.
5.4.1 Numerische Integration des dualen Problems
Der naheliegende Ansatz zur Fehlerscha¨tzung des Zeitintegrationsfehlers an einem Frei-
heitsgrad i zum Zeitpunkt tn beruht wiederum auf der direkten numerischen Auswer-
tung der Fehleridentita¨t
et,i(tn) =
tn∫
0
z ·Rdt (5.29)
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zur Bestimmung des zeitlich globalen Fehlers, bzw. von
elt,i(tn) =
tn∫
tm−1
z ·Rdt (5.30)
zur Bestimmung des zeitlich lokalen Fehlers. Wenn sowohl die duale Lo¨sung exakt
bestimmt als auch die Integration exakt durchgefu¨hrt wird, dann liefern die direkten
Auswertungen auch die exakten Fehlergro¨ßen gema¨ß den gewa¨hlten Anfangsbedingun-
gen. Im Folgenden wird die numerische Lo¨sung des dualen Problems mit dem glei-
chen Integrationsverfahren wie das primale Problem bestimmt. Im Gegensatz zu den
Ausfu¨hrungen bei der Scha¨tzung des ra¨umlichen Diskretisierungsfehlers ist hier die
numerische Lo¨sung zk als Wichtungsfunktion zula¨ssig, da es sich bei kontinuierlichen
Galerkinverfahren um Petrov-Galerkin-Verfahren handelt, d.h. zk /∈ V k.
Der Na¨herungscharakter des vorgestellten Fehlerscha¨tzers ergibt sich also aus der nume-
rischen Bestimmung der dualen Lo¨sung z → zk und der numerischen Auswertung des
Zeitintegrals. Die numerische Bestimmung des globalen Zeitintegrationsfehlerscha¨tzers
e˜t,i(tn) am Freiheitsgrad i mit Hilfe einer numerischen Integration mit nip Integrations-
punkten je Zeitintervall lautet dann:
et,i(tn) =
tn∫
0
z ·Rdt ≈
m∑
n=1

 tn∫
tn−1
zk ·Rdt

 (5.31)
=⇒ e˜t,i(tn) =
m∑
n=1
(
nip∑
j=1
zkj ·Rjwj(tn − tn−1)
)
. (5.32)
Die Scha¨tzung des Zeitintegrationsfehlers umfasst also im Wesentlichen die Punkte:
1. Bestimmung der Anfangsbedingungen fu¨r das duale Problem gema¨ß Gleichung
(5.28). Im Falle einer diagonalisierten Massenmatrix wird nur auf den betrach-
teten Freiheitsgrad eine Anfangsgeschwindigkeit aufgebracht. An den anderen
Knoten ist die Anfangsgeschwindigkeit Null.
2. Bestimmung der dualen Lo¨sung an den Intervallgrenzen mit Hilfe des gewa¨hlten
Zeitintegrationsverfahrens.
3. Bestimmung des Residuums R und der dualen Lo¨sung z an den Integrations-
punkten in jedem Zeitintervall.
4. Auswertung des Skalarproduktes zkj ·Rj , Wichten und Aufsummieren.
Aufgrund des gewa¨hlten quadratischen Verlaufes von d und z im Zeitintervall, mu¨ssen
im hier vorliegenden Fall bei Anwendung der Gauß-Quadratur 3 Integrationspunkte in
jedem Intervall gewa¨hlt werden. Entsprechend groß ist der numerische Aufwand fu¨r die
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globale Fehlerscha¨tzung, insbesondere fu¨r gro¨ßere Finite-Element-Modelle mit entspre-
chend großen Systemmatrizen. Ein weiterer Nachteil der Bestimmung von z mit Hilfe
eines Zeitintegrationsverfahrens liegt darin, dass insbesondere bei Langzeitsimulatio-
nen ungeda¨mpfter Probleme als Folge des Phasenfehlers des Zeitintegrationsverfahrens
die Fehlerscha¨tzung fu¨r die spa¨teren Zeitpunkte immer ungenauer erfolgt. Fu¨r diese
Zeitpunkte ist jedoch gerade der Aufwand zur Scha¨tzung des Fehlers am gro¨ßten. Des
Weiteren muss auch hier fu¨r die Fehlerscha¨tzung die vollsta¨ndige primale und duale
Lo¨sung u¨ber den gesamten Berechnungszeitraum abgespeichert werden.
Um den Berechnungsaufwand zu minimieren bieten sich u.a. folgende Strategien an:
1. Bestimmung des globalen Fehlers nur in jedem k-ten Zeitschritt (z.B. k =
2, 3, 4...).
2. Fu¨r geda¨mpfte Probleme muss fu¨r spa¨tere Zeitpunkte nicht bis zum Zeitpunkt
t = 0 zuru¨ckgerechnet werden, sondern nur bis zu der Zeit, bei der die duale
Lo¨sung auf einen ausreichend kleinen Wert abgeklungen ist. Problematisch ist
hierbei, dass dieser Zeitpunkt fu¨r ein allgemeines Problem nicht a-priori bestimmt
werden kann. Abhilfe besteht aber z.B. in der Mo¨glichkeit, das duale Problem vor
der eigentlichen Berechnung mit einem großen Zeitschritt zu lo¨sen.
Die hier vorgeschlagenen Strategien beno¨tigen somit Voruntersuchungen zum Verhalten
der dualen Lo¨sung, die sich nur schwer in einem Algorithmus fu¨r allgemeine Problem-
stellungen unterbringen lassen.
Eine weitere Alternative zur Aufwandsreduktion insbesondere fu¨r sehr große Finite-
Element-Modelle wird im folgenden Abschnitt dargestellt.
5.4.2 Darstellung des globalen Zeitintegrationsfehlers in mo-
dalen Koordinaten
Der numerische Aufwand fu¨r den in Abschnitt 5.3 vorgestellten globalen Zeitintegrati-
onsfehlerscha¨tzer nimmt bei gro¨ßeren Systemmatrizen derartige Ausmaße an, dass die
Anwendung auf praktische Probleme in der dort dargestellten Form fragwu¨rdig ist. Im
Folgenden wird der im vorangegangen Kapitel behandelte Fehlerscha¨tzer fu¨r lineare
Probleme in modalen Koordinaten dargestellt. Dies erlaubt die Ru¨ckfu¨hrung auf ent-
koppelte Einfreiheitsgradsysteme, was eine effektivere Auswertung der Fehlergleichung
erlaubt.
Mit Hilfe der Modalmatrix Φ mit den Eigenvektoren des ungeda¨mpften Eigenwertpro-
blems
(K − ω2M)X = 0 (5.33)
la¨sst sich die lineare Bewegungsgleichung (5.1) unter der Annahme der Rayleigh-Da¨mp-
fung mit unterkritischen Da¨mpfungsmaßen diagonalisieren:
ΦTMΦq¨p +Φ
TCΦq˙p +Φ
TKΦqp = Φ
TF (5.34)
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mit
Φ = [X1, X2, ..., Xndf .] und C = cmM + ckK (5.35)
Unter den gleichen Voraussetzungen ergibt sich auch fu¨r das duale Problem eine ent-
koppelte Diagonalform. Sowohl die primale als auch die duale Lo¨sung werden nun in
Modalkoordinaten dargestellt:
d = Φqp (5.36)
z = Φqd
qp ist die Lo¨sung des primalen Problems in modalen Koordinaten, qd die entsprechende
duale Lo¨sung. Das Einsetzen dieser Transformation in die Fehleridentita¨t liefert fu¨r den
Fehler et,i(tn):
et,i(tn) =
tn∫
0
qd · (Φ
TF−
mdiag︷ ︸︸ ︷
ΦTMΦ q¨p −
cdiag︷ ︸︸ ︷
ΦTCΦ q˙p −
kdiag︷ ︸︸ ︷
ΦTKΦqp)︸ ︷︷ ︸
Rmod
dt (5.37)
Rmod ist hier der Vektor der Residuen der einzelnen Eigenformen,mdiag, cdiag und kdiag
sind die modalen Systemmatrizen, die aufgrund der Orthogonalita¨t der Eigenformen
Diagonalmatrizen sind. Dies ermo¨glicht die Aufspaltung des Integrals in Gleichung
(5.37) in eine Summe von Integralen u¨ber die einzelnen Eigenformen:
et,i(tn) =
ndf∑
j=1

 tn∫
0
qd,j · Rjdt

 (5.38)
Die modale Lo¨sung des dualen Problems stellt somit ein Maß fu¨r den Einfluss der ein-
zelnen Eigenformen auf den Zeitintegrationsfehler des betrachteten Freiheitsgrades dar.
Ob eine bestimmte Eigenform u¨berhaupt einen Einfluss auf den Zeitintegrationsfehler
in der Zielgro¨ße hat, la¨ßt sich direkt aus den modalen Anfangsbedingungen des dualen
Problems ablesen. Aus dem Zusammenhang
z˙(tn) = Φq˙d(tn) = −M
−11 (5.39)
ergibt sich durch Multiplikation von links mit ΦTM unter Beru¨cksichtigung der Or-
thogonalita¨tsbedingung:
mdiagq˙d(tn) = Φ
TM · (−M−1)1 =⇒ q˙d(tn) =m
−1
diagΦ
T (−1) = −


X1,i
m1
X2,i
m2
...
Xn,i
mndf

(5.40)
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Bei der u¨blichen Normierung der Eigenformen mit mdiag = I ergibt sich hieraus die
einfache Form:
q˙d(tn) = Φ
T (−1) = −


X1,i
X2,i
...
Xn,i

 (5.41)
Das maßgebliche Kriterium fu¨r den mo¨glichen Einfluss der j-ten Eigenform am Zei-
tintegrationsfehler ist die Amplitude der dualen Lo¨sung der entsprechenden Eigen-
form. Aufgrund der einfachen Struktur des dualen Problems la¨sst sich diese direkt in
Abha¨ngigkeit von den Anfangsbedingungen angeben:
qd,j,amp =
∣∣∣∣∣∣ q˙d,j(tn)√1− ξ2jωj
∣∣∣∣∣∣ mit ξj = cdiag,j2mjωj (5.42)
Die hier dargestellte Vorgehensweise bietet nun die Mo¨glichkeit, den Aufwand fu¨r die
eigentliche Fehlerberechnung zu reduzieren, indem
a) die Auswertung des Integrals
tn∫
0
z ·Rdt in modalen Koordinaten erfolgt und dabei
b) nur Moden betrachtet werden, die sowohl in der dualen als auch in der primalen
Lo¨sung signifikant enthalten sind.
Zur Auswahl der zu beru¨cksichtigenden Eigenformen wird folgendes Verfahren vorge-
schlagen:
Zuna¨chst erfolgt in Abha¨ngigkeit von der Belastung und der Geometrie des Problems
eine Beschra¨nkung auf die ersten neig Eigenformen. Dann wird fu¨r jede dieser Eigen-
form die Amplitude der dualen Lo¨sung anhand Gleichung (5.42) bestimmt. Die gro¨ßte
Amplitude bildet einen Referenzwert fu¨r die Auswahl der Eigenmoden:
qd,ref = max(qd,j,amp) j = 1, ..., neig (5.43)
Fu¨r die Fehlerscha¨tzung werden anschließend nur die Eigenformen beru¨cksichtigt, fu¨r
die gilt:
qd,j,amp ≥ camp qd,ref mit camp ≤ 1 (5.44)
camp ist hierbei ein frei zu wa¨hlender Parameter, mit dem sich die Anzahl der beru¨ck-
sichtigten Eigenmoden steuern la¨sst. Mit dem hier vorgeschlagenen Verfahren kann
die Anzahl der Eigenmoden, die zur Fehlerscha¨tzung herangezogen werden, massiv re-
duziert werden. Beispielsweise fallen bei einem Schalenproblem bei der Scha¨tzung des
Zeitintegrationsfehlers fu¨r einen Freiheitsgrad senkrecht zur Schalenebene die Eigenfor-
men, die hauptsa¨chlich Eigenschwingungen in Schalenebene beschreiben, sofort heraus.
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Es muss an dieser Stelle allerdings erwa¨hnt werden, dass die hier beschriebene Aus-
wahl der Eigenformen von der gewa¨hlten Normierung der Eigenformen abha¨ngig ist.
Da diese beliebig ist, ist die Auswahl nicht objektiv. Bei der hier gewa¨hlten Normie-
rung (mdiag = I) und wenn camp nicht zu groß gewa¨hlt wird fu¨hrt das beschriebene
Vorgehen jedoch zu sehr guten Ergebnissen.
Der große Vorteil der Beschreibung in Modalkoordinaten liegt in der Tatsache be-
gru¨ndet, dass die dualen Lo¨sungen fu¨r die einzelnen Moden exakt bestimmt werden
ko¨nnen und folglich keine numerische Zeitintegration des dualen Problems notwendig
ist. Infolge dessen ergibt sich auch kein zusa¨tzlicher Fehler durch die numerische Be-
stimmung der dualen Lo¨sung und der Aufwand fu¨r die direkte Zeitintegration entfa¨llt.
Der Na¨herungscharakter des Fehlerscha¨tzers ergibt sich hier aus der reduzierten An-
zahl nred an Eigenformen bei der Fehlerberechnung und der numerischen Auswertung
des Integrals:
e˜t,i(tn) =
nred∑
j=1

 tn∫
0
qd,j · Rmod,jdt

 (5.45)
Ein weiterer erheblicher Vorteil liegt darin, dass nicht mehr die gesamte primale Lo¨sung
abgespeichert werden muss, sondern lediglich die modalen Antworten der nred beru¨ck-
sichtigten Eigenformen.
Der gro¨ßte Aufwand fu¨r das hier beschriebene Vorgehen liegt dann in der Bestimmung
der modalen Anfangsbedingungen fu¨r das duale Problem, da hierfu¨r das Eigenwertpro-
blem (5.33) gelo¨st werden muss, was im Gegensatz zur Lo¨sung des Gleichungssystems
(5.28) einen nicht unerheblichen Mehraufwand bedeutet.
5.4.3 Numerisches Beispiel
Die beiden Fehlerscha¨tzer zur Scha¨tzung des globalen Zeitintegrationsfehlers in einer
Punktverschiebung werden nun anhand eines numerischen Beispiels getestet. Hierfu¨r
wird die bereits in Kapitel 3 behandelte Halbkugel mit Loch gema¨ß Bild 3.3 betrach-
tet. Als Belastung wird der Lastfall b) aus Bild 3.4 verwendet. Die Zielgro¨ße ist die
horizontale Verschiebung uy,II des Punktes II, siehe Bild 3.3. Es wird ein uniformes
Raumnetz mit ndof = 6336 Freiheitsgraden verwendet. Die Berechnungen erfolgen mit
den beiden konstanten Zeitschrittweiten ∆t1 = 0, 005 und ∆t2 = 0, 0025. Die Refe-
renzlo¨sung wird mit einer Zeitschrittweite von ∆tref = 0, 00001 ermittelt, die gesamte
Berechnungsdauer betra¨gt T = 2.
Aufgrund der gegebenen niederfrequenten Belastung erfolgt fu¨r die Auswahl der Ei-
genformen bei der Verwendung des Fehlerscha¨tzers (5.45) zuna¨chst eine Beschra¨nkung
auf die ersten 20 Eigenformen. Fu¨r die weitere Reduktion der Anzahl der Eigenformen
wird das im vorangegangen Abschnitt beschriebene Verfahren mit camp = 0, 20 ver-
wendet. Dies fu¨hrt dazu, dass fu¨r die Fehlerscha¨tzung nur noch nred = 11 Eigenformen
beru¨cksichtigt werden. Die mit Hilfe der Anfangsbedingungen des dualen Problems er-
mittelten Einflussfaktoren fu¨r die ersten 20 Eigenformen sind in Bild 5.1 dargestellt.
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Bild 5.1: Modale Einflussfaktoren fu¨r die Zielgro¨ße uy,II
Ebenso ist die Grenze fu¨r die Beru¨cksichtigung der Eigenformen fu¨r camp = 0, 20 an-
gegeben. Man erkennt sofort, dass beispielsweise die zweite und die dritte Eigenform
keinen Einfluss auf die Zielgro¨ße haben und folglich bei der Fehlerscha¨tzung auch nicht
beru¨cksichtigt werden mu¨ssen.
Die Bilder 5.2– 5.5 zeigen jeweils die Gegenu¨berstellungen des Referenzfehlers und
der gescha¨tzten globalen Zeitintegrationsfehler fu¨r die unterschiedlichen Zeitschrittwei-
ten bei Verwendung der beiden Fehlerscha¨tzer. Zur Beurteilung der Gu¨te der Feh-
lerscha¨tzung ist zusa¨tzlich jeweils noch der Effektivita¨tsindex angegeben.
Man erkennt, dass die numerische Zeitintegration des dualen Problems bei Verwendung
des Fehlerscha¨tzers (5.31) fu¨r die gro¨ßere Zeitschrittweite ∆t1 zu einer verha¨ltnisma¨ßig
schlechten Scha¨tzung des globalen Zeitintegrationsfehlers fu¨hrt. Der tatsa¨chliche Fehler
wird hier relativ stark unterscha¨tzt. Der Zeitintegrationsfehler der dualen Lo¨sung ist
hier offensichtlich fu¨r eine zufriedenstellende Fehlerscha¨tzung zu groß. Fu¨r die kleinere
Zeitschrittweite ∆t2 hingegen ergibt sich eine gute Scha¨tzung des Fehlers, auch wenn
deutliche Oszillationen des gescha¨tzten Fehlers gegenu¨ber dem Referenzfehler auftre-
ten.
Bei Verwendung des Fehlerscha¨tzers (5.45) ergibt sich fu¨r 11 Eigenformen eine sehr gu-
te Scha¨tzung des globalen Zeitintegrationsfehlers fu¨r beide Zeitschritte. Auffallend ist
hier, dass die Fehlerscha¨tzung mit der Zeit besser wird. Dies ist darauf zuru¨ckzufu¨hren,
dass der globale Zeitintegrationsfehler hier vom Fehleranteil der ersten Eigenform do-
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miniert wird, wohingegen die ho¨herfrequenten Anteile verha¨ltnisma¨ßig schnell abklin-
gen und nur u¨ber geringe Zeitra¨ume transportiert werden. Weiterhin fa¨llt auf, dass
die Fehlerscha¨tzung hier im Gegensatz zum Fehlerscha¨tzer (5.31) fu¨r die gro¨ßere Zeit-
schrittweite besser ist als fu¨r die kleinere. Dies ist darauf zuru¨ckzufu¨hren, dass durch
die kleinere Zeitschrittweite insbesondere die Fehleranteile der niedrigen Eigenfrequen-
zen reduziert werden, wohingegen die ho¨herfrequenten Fehleranteile im Verha¨ltnis nicht
so stark verkleinert werden. Dies la¨sst sich auch daran erkennen, dass die Anteile der
ho¨herfrequenten Fehler am exakten Zeitintegrationsfehler fu¨r die Zeitschrittweite ∆t2
deutlich gro¨ßer sind als fu¨r ∆t1.
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Bild 5.2: Gegenu¨berstellung von gescha¨tztem und exaktem Fehler sowie Effektivita¨ts-
index fu¨r den Fehlerscha¨tzer mit Zeitintegration der dualen Lo¨sung fu¨r die
Zeitschrittweite ∆t1 = 0, 005
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Bild 5.3: Gegenu¨berstellung von gescha¨tztem und exaktem Fehler sowie Effektivita¨ts-
index fu¨r den Fehlerscha¨tzer mit Zeitintegration der dualen Lo¨sung fu¨r die
Zeitschrittweite ∆t2 = 0, 0025
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Bild 5.4: Gegenu¨berstellung von gescha¨tztem und exaktem Fehler sowie Effektivita¨tsin-
dex fu¨r den Fehlerscha¨tzer mit modaler dualer Lo¨sung fu¨r die Zeitschrittweite
∆t1 = 0, 005
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Bild 5.5: Gegenu¨berstellung von gescha¨tztem und exaktem Fehler sowie Effektivita¨tsin-
dex fu¨r den Fehlerscha¨tzer mit modaler dualer Lo¨sung fu¨r die Zeitschrittweite
∆t2 = 0, 0025
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Bewertung des Beispiels
Anhand des Beispiels la¨sst sich feststellen, dass die Fehlerscha¨tzung mit Hilfe der nu-
merischen Zeitintegration des dualen Problems fu¨r praktische Problemstellungen zu
aufwendig ist. Daru¨ber hinaus liefert der Fehlerscha¨tzer erst fu¨r verha¨ltnisma¨ßig kleine
Zeitschritte eine zufriedenstellende Scha¨tzung des Fehlers in der Zielgro¨ße.
Der modifizierte modale Zeitintegrationsfehlerscha¨tzer hingegen erlaubt eine zuverla¨ssi-
ge Fehlerscha¨tzung in einer stark reduzierten modalen Basis. Der wesentliche Aufwand
fu¨r die Fehlerscha¨tzung besteht dann in der Lo¨sung des Eigenwertproblems und der
Auswahl der maßgebenden Eigenformen. Hierbei zeigt sich, dass das duale Problem
sehr gut geeignet ist, eine auf die Zielgro¨ße zugeschnittene Auswahl maßgebender Ei-
genformen durchzufu¨hren. Entsprechend wurde von Meyer [71] das Dual-Weighted-
Residual-Konzept zur Auswahl von Basisvektoren im Rahmen der Modellreduktion bei
der numerischen Simulation von Windkraftanlagen verwendet.
5.5 Abschließende Bemerkungen zur Relevanz des
Zeitintegrationsfehlers
Auf der Basis der Fehlerscha¨tzung des lokalen und globalen Zeitintegrationsfehlers
mit Hilfe des Dual-Weighted-Residual-Konzeptes schla¨gt Neumann [73] eine adap-
tive Zeitschrittsteuerung vor. Aufgrund des unverha¨ltnisma¨ßig hohen Aufwands fu¨r die
Scha¨tzung des globalen Zeitintegrationsfehlers wurde im Rahmen dieser Arbeit auf die
Zeitschrittadaption verzichtet. Bei der Zeitschrittadaption auf der Basis eines Fehler-
kriteriums muss mit Hinblick auf den gesamten Diskretisierungsfehler beru¨cksichtigt
werden, dass die Reduktion des Zeitintegrationsfehlers nur die genauere Lo¨sung der
bereits aufgrund der ra¨umlichen Diskretisierung fehlerbehafteten semidiskreten Bewe-
gungsgleichung zum Ziel hat.
Ein weiterer Aspekt, welcher gegen die Zeitschrittadaption auf der Basis eines Fehler-
kriteriums spricht ist der, dass in der Regel die Phasenfehler in Folge der ra¨umlichen
und der zeitlichen Diskretisierung gerade gegenla¨ufig sind und sich dementsprechend oft
gegenseitig – zumindest teilweise – ausgleichen. Entsprechend weist Hughes [57] dar-
auf hin, dass die Gesamtlo¨sung bei Verwendung eines zu kleinen Zeitschrittes schlechter
ist, als bei einem ausreichend großen. Fu¨r eine sinnvolle Wahl der Zeitschrittweite ist
somit das Ziel eines ausgewogenen Verha¨ltnisses zwischen Zeitintegrationsfehler und
dem gesamten ra¨umlichem Diskretisierungsfehler – einschließlich des Phasenfehlers –
anzustreben. Folglich ist die Zeitschrittadaption auch nur in Verbindung mit einer
Netzanpassung sinnvoll. Hierbei ergibt sich jedoch das Problem, dass die Scha¨tzung
des vollsta¨ndigen ra¨umlichen Diskretisierungsfehlers und des globalen Zeitintegrations-
fehlers mit einem unverha¨ltnisma¨ßig hohen numerischen Aufwand verbunden ist.
Fu¨r die Auswahl einer geeigneten konstanten Zeitschrittweite sollte unter diesen Ge-
sichtspunkten deshalb auf bekannte Abscha¨tzungen in Abha¨ngigkeit von der maßgeb-
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lichen im Problem abzubildenden Eigenfrequenz zuru¨ckgegriffen werden, siehe z.B.
Hughes [57].
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Zusammenfassung
In der vorliegenden Arbeit werden adaptive Methoden im Rahmen von numerischen
Simulationen in der Strukturdynamik behandelt. Die ra¨umliche Diskretisierung erfolgt
mit Volumen-Schalen-Elementen mit bilinearen Verschiebungsansa¨tzen in der Schale-
nebene. Fu¨r die Zeitintegration wird das Newmark-Verfahren verwendet. Der gesamte
Diskretisierungsfehler innerhalb dieses zweistufigen Diskretisierungsprozesses la¨sst sich
dann aufspalten in den ra¨umlichen Diskretisierungsfehler und den Zeitintegrationsfeh-
ler.
Ein Großteil der Arbeit befasst sich mit der Scha¨tzung des ra¨umlichen Diskretisierungs-
fehlers in einem beliebigen Zielfunktional der Lo¨sung, wie etwa lokalen Verschiebun-
gen. Hierfu¨r werden zuna¨chst geeignete Fehlerdarstellungen des ra¨umlichen Diskretisie-
rungsfehlers in der Zielgro¨ße auf der Basis des Dual-Weighted-Residual-Konzeptes dar-
gestellt. Hierbei erfolgt die Wichtung des Residuums der numerischen Lo¨sung mit der
Lo¨sung des dualen Problems, welches ein Ru¨ckwa¨rtsproblem in der Zeit mit Anfangsbe-
dingungen im aktuellen Zeitpunkt darstellt. Die duale Lo¨sung ist die Einflussfunktion
fu¨r die gewa¨hlte Zielgro¨ße. Entsprechend lassen sich fu¨r lineare Problemstellungen die
Fehleridentita¨ten auch direkt aus elastodynamischen Reziprozita¨tstheoremen im Zeit-
bereich, wie etwa dem Reziprozita¨tstheorem nach Graffi, ableiten.
Die Scha¨tzung des ra¨umlichen Diskretisierungsfehlers erfolgt dann auf der Basis der
Fehleridentita¨ten. Der numerische Aufwand fu¨r die vollsta¨ndige numerische Auswer-
tung einer Fehleridentita¨t scheint dabei aufgrund des enormen numerischen Aufwands
nicht fu¨r die praktische Anwendung geeignet. Dies fu¨hrt auf die Einfu¨hrung eines ver-
einfachten Fehlerindikators fu¨r Schwingungsprobleme, welcher auf die Scha¨tzung des
Phasenfehlers in Folge der ra¨umlichen Diskretisierung verzichtet. Stattdessen erfolgt
ausschließlich die Bewertung des aktuellen Zustandes mit Hinblick auf die gewa¨hl-
te Zielgro¨ße auf der Basis der Zustandsgro¨ßen zum aktuellen Zeitpunkt. Die zeitliche
Kopplung zwischen dem Residuum des primalen Problems und der dualen Lo¨sung kann
dann entfallen. Der Fehlerindikator fu¨r lineare Problemstellungen greift auf Standard-
fehlerscha¨tzer fu¨r die Fehlerscha¨tzung in der Gesamtenergienorm zuru¨ck, fu¨r nichtli-
neare Probleme erfolgt die Fehlerscha¨tzung auf der Basis gegla¨tteter Spannungen des
primalen Problems und gegla¨tteter Verzerrungen des dualen Problems. Die so kon-
struierten Fehlerindikatoren fu¨hren zu einer starken Reduktion des Aufwands fu¨r die
Fehlerscha¨tzung und erweisen sich als geeignete Basis fu¨r die Adaption der Raumdis-
kretisierung im aktuellen Zeitpunkt. Die große Sta¨rke der vereinfachten Fehlerindika-
toren gru¨ndet sich auf die Tatsache, dass sie die wesentlichen Informationen des dualen
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Problems fu¨r die Fehlerscha¨tzung beru¨cksichtigen, ohne das duale Problem vollsta¨ndig
in der Zeit zu lo¨sen. Die Fehlerscha¨tzer beru¨cksichtigen dadurch das grundlegende
Lo¨sungsverhalten von Schwingungsproblemen, bei denen die zeitliche A¨nderung des
Bewegungszustandes von untergeordneter Bedeutung ist.
Fu¨r die Anpassung des Raumnetzes auf der Basis der vereinfachten Fehlerindikatoren
werden zwei Adaptionsstrategien behandelt. Dabei erweist sich die Strategie, welche
auf den Transfer von Daten zwischen unterschiedlichen Diskretisierungen verzichtet als
robuster aber auch aufwendiger als die Adaptionsstrategie mit vera¨nderlichen Netzen
und Datentransfer. Ein weiterer Nachteil der Adaptionsstrategie mit Datentransfer ist
der durch den Datentransfer verursachte zusa¨tzliche Fehler, welcher sich insbesonde-
re in lokalen Gro¨ßen niederschla¨gt. Dieser Datenu¨bertragungsfehler kann bisher nicht
in geeigneter Form kontrolliert werden. Die numerischen Beispiele unterstreichen die
Effizienz der mit ortsadaptiven Verfahren gewonnenen Raumdiskretisierungen.
Ein weiterer Aspekt der Arbeit ist die Scha¨tzung des Diskretisierungsfehlers in Zielfunk-
tionalen einzelner Eigenformen. Auch hier wird das Dual-Weighted-Residual-Konzept
zur Fehlerscha¨tzung verwendet. Der dargestellte Fehlerindikator beruht auf der Feh-
lerscha¨tzung des primalen und des dualen Problems mit Hilfe des Zienkiewicz-Zhu-
Fehlerindikators. Die Fehlerscha¨tzung des Fehlers des betrachten Eigenwertes ist als
Sonderfall in der Fehlerscha¨tzung in linearen Zielfunktionalen der Lo¨sung enthalten.
Die numerischen Beispiele zeigen, dass sich durch die Netzadaption auf der Basis des
Fehlerindikators eine wesentlichen Effizienzsteigerung fu¨r ebene Probleme erzielen la¨sst.
Fu¨r gekru¨mmte Schalenstrukturen ergibt sich fu¨r die unteren biegedominanten Eigen-
formen teilweise eine Verschlechterung des Ergebnisses. Dies ist jedoch auf die generelle
Anfa¨lligkeit bilinearer Schalenelemente bei der Abbildung reiner Biegezusta¨nde zuru¨ck-
zufu¨hren und stellt keine generelle Schwa¨che des Fehlerindikators dar.
Aufgrund der A¨quivalenz des Standard-Newmark-Verfahrens mit einem kontinuierli-
chen Petrov-Galerkin-Verfahren la¨sst sich der globale Zeitintegrationsfehler fu¨r das
Newmark-Verfahren ebenfalls mit Hilfe des Dual-Weighted-Residual-Konzeptes dar-
stellen. Es werden zwei Fehlerindikatoren fu¨r den Fehler in einem speziellen Freiheits-
grad vorgestellt. Dabei erweist sich der Fehlerscha¨tzer auf der Basis der numerischen
Zeitintegration des dualen Problems als zu aufwendig und insbesondere fu¨r gro¨ßere
Zeitschritte als zu ungenau. Als Alternative wird ein Fehlerindikator in einer stark re-
duzierten modalen Basis vorgestellt. Die Auswahl der fu¨r die Zielgro¨ße maßgebenden
Eigenformen kann dabei auf der Basis der modalen Anfangsbedingungen des dualen
Problems erfolgen. Das numerische Beispiel unterstreicht die Effizienz dieses Vorgehens
gegenu¨ber dem Fehlerscha¨tzer mit numerischer dualer Lo¨sung. Mit Hinblick auf den
gesamten Diskretisierungsfehler einer numerischen Lo¨sung muss jedoch beru¨cksichtigt
werden, dass die alleinige Minimierung des Zeitintegrationsfehlers nicht zwangsla¨ufig
zu einer Minimierung des gesamten Fehlers fu¨hrt, da hierdurch nur die bereits fehler-
behaftete Lo¨sung der ra¨umlich diskretisierten Bewegungsgleichung genauer angena¨hert
wird.
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Anhang A
Mathematische Grundlagen
In diesem Abschnitt werden kurz einige mathematische Beziehungen angegeben, die in
der vorliegenden Arbeit verwendet werden. Fu¨r ausfu¨hrlichere Darstellungen wird auf
das Fachschrifttum verwiesen.
A.1 Rechenregeln fu¨r Tensoren
A.1.1 Tensoralgebra
Indizes:
i, j, k, l,m, n ∈ {1, 2, 3}
Kroneckersymbol:
δij = δ
ij = δ ji = δ
i
j =
{
1 fu¨r i = j
0 fu¨r i 6= j
Summationskonvention
Tritt in einem Produkt ein Index zweimal auf, einmal kovariant und einmal kontrava-
riant, dann ist u¨ber diesen Index zu summieren.
Orthonormale Basis
Die Basisvektoren ei = e
i der orthonormalen Basis stehen senkrecht aufeinander und
besitzen die La¨nge eins.
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Darstellung Vektoren (Tensoren 1.Stufe)
a = aiG
i = aiGi
Die kovarianten Basisvektoren Gi stehen ebenso wie die kontravarianten Basisvektoren
Gi in der Regel nicht senkrecht aufeinander und sind nicht normiert.
Duale Basis
Die dualen Basisvektoren Gi und G
j stehen senkrecht aufeinander.
Gi ·G
j = δ ji
Metrikkoeffizienten
Gij = Gji = Gi ·Gj, G
ij = Gji = Gi ·Gj
Mit Hilfe der Metrikkoeffizienten lassen sich die dualen Basen ineinander u¨berfu¨hren:
Gi = GijG
j , Gi = GijGj
Metriktensor
G = GijG
i ⊗Gj = Gi ⊗Gi =
GT = GjiG
i ⊗Gj = Gj ⊗G
j =
G−T = GjiGi ⊗Gj = G
j ⊗Gj =
G−1 = GijGi ⊗Gj = Gi ⊗G
j
Addition von Vektoren
a± b = aiG
i ± bjG
j = (ai ± bi)G
i
Inneres Produkt zweier Vektoren
a · b = (aiG
i) · (bjG
j) = aibjG
i ·Gj = aibjG
ij
= (aiGi) · (b
jGj) = a
ibjGi ·Gj = a
ibjGij
= (aiGi) · (bjG
j) = aibjGi ·G
j = aibjδ
j
i = a
ibi
= (aiG
i) · (bjGj) = aib
jGi ·Gj = aib
jδij = aib
i
= b · a
Darstellung von Tensoren 2. Stufe
A = AijG
i ⊗Gj = AijGi ⊗Gj = A
j
i G
i ⊗Gj = A
i
jGi ⊗G
j
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Addition von Tensoren
Tensoren gleicher Stufe u¨ber den gleichen Basen werden addiert, indem man ihre Ko-
ordinaten addiert:
A+B = AijGi ⊗Gj +B
ijGi ⊗Gj = (A
ij +Bij)Gi ⊗Gj
Multiplikation mit einem Faktor
C = λA =⇒ Cij = λAij
Verju¨ngendes Produkt
A · u = (AijGi ⊗Gj) · (ukG
k) = Aij ujGi
u ·A = (uk ek) · (A
ij ei ⊗ ej) = uiA
ij ej
Zweifache Verju¨ngung
Die zweifache Verju¨ngung von Tensoren entspricht zwei aufeinanderfolgenden inneren
Produkten. Dabei sind die beiden folgenden Fa¨lle zu unterscheiden:
A : B = AijBkl(Gi⊗Gj) : (Gk⊗el) = A
ijBkl(Gi·Gk)(Gj ·Gl) = A
ijGikGjlB
kl = AijBij
A··B = AijBkl(Gi⊗Gj)··(Gk⊗Gl) = A
ijBkl(Gi·Gl)(Gj ·Gk) = A
ijGilGjkB
kl = AijBji
Die zweifache Verju¨ngung ist kommutativ, d.h.:
A : B = B : A bzw. A · ·B = B · ·A
Transponieren eines Tensors 2. Stufe
Sei A ein Tensor 2. Stufe, dann muss der transponierte Tensor AT fu¨r beliebige Vek-
toren u und v die folgende Beziehung erfu¨llen:
u ·Av = v ·ATu
Mit A = x⊗ y folgt daraus: AT = y ⊗ x.
Symmetrie und Antisymmetrie eines Tensors 2. Stufe
Der Tensor A ist symmetrisch, wenn er die Gleichung
u ·Av = v ·Au =⇒ A = AT
erfu¨llt. Der Tensor A ist antisymmetrisch, wenn er die Gleichung
u ·Av = −v ·Au =⇒ A = −AT
erfu¨llt.
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Symmetrische und antisymmetrische Zerlegung eines Tensors 2. Stufe
A =
1
2
(A+AT ) +
1
2
(A−AT )
= Asym +Aasy
Spur eines Tensors 2. Stufe
Die Spur eines Tensors 2. Stufe ergibt sich durch zweifache Verju¨ngung mit seinen
dualen Basen:
Sp(A) = Sp(AijGi ⊗Gj) = G
k ·AGk = δ
k
i
AijGjk = A
kjGjk
= Gk ·AG
k = GkiA
ijδ kj = GkiA
ik
A.1.2 Tensoranalysis
Gradient
Grad(·) =
(·)
∂ξi
⊗Gi
Divergenz
Div(A) = Grad(A) : G = (
∂Aij
∂ξk
Gi ⊗Gj ⊗G
k) : Gl ⊗Gl =
∂Aik
∂ξk
Gi
Rechenregeln fu¨r die Divergenz
Div(αA) = AT ·Gradα + αDiv(A)
Div(A · a) = a ·Div(AT ) +AT : Grada
Gaußscher Integralsatz (Divergenztheorem)
∫
B0
DivAdV =
∫
∂B
A ·NdA (N ist a¨ußere Fla¨chennormale).
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Gateaux-Ableitung
Ist A(X) eine skalar-, vektor- oder tensorwertige Funktion einer skalar-, vektor- oder
tensorwertigen Gro¨ße X, dann ist
DA(X) ·∆X =
d
dǫ
[A(X + ǫ∆X)]ǫ=0
die Gateaux-Ableitung von A in Richtung von ∆X.
Linearisierung
Ist A(X) eine skalar-, vektor- oder tensorwertige Funktion einer skalar-, vektor- oder
tensorwertigen Gro¨ße X, dann ist
L[A]X= ¯X = [A(X) +DA(X) ·∆X]X= ¯X
die Linearisierung von A an der Stelle X¯ in Richtung von ∆X.
A.2 Laplace-Transformation
Die Laplace-Transformation ist eine Integraltransformation. Sie ordnet (in dieser Arbeit
zeitabha¨ngigen) Funktion f(t) eine Funktion f¯(s) der komplexen Variablen s zu:
f¯(s) =
∞∫
0
f(t) · e−stdt (Re(s) > 0)
Symbolische Schreibweise
f¯(s) = L{f(t)}
A.2.1 Ableitungssa¨tze
Die Laplace-Transformierten der Ableitungen der Originalfunktion f(t) nach der Va-
riablen t lauten:
1. Ableitung
L
{
df(t)
dt
}
= s · f¯(s)− f(0)
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2. Ableitung
L
{
d2f(t)
dt2
}
= s2 · f¯(s)−−s · f(0)−
df(0)
dt
A.2.2 Faltungssatz
Faltungsprodukt
Unter dem Faltungsprodukt f1(t) ∗ f2(t) zweier Originalfunktionen f1(t) und f2(t) ver-
steht man das Integral:
f1(t) ∗ f2(t) =
t∫
0
f1(τ) · f2(t− τ)dt
Faltungssatz
Die Laplace-Transformierte des Faltungsproduktes f1(t) ∗ f2(t) ist gleich dem Produkt
der Laplace-Transformierten von f1(t) und f2(t):
L{f1(t) ∗ f2(t)} = L{f1(t)} · L{f2(t)}
A.3 Linearisierung von Funktionalen
Ein wichtiges Werkzeug bei der numerischen Behandlung nichtlinearer Probleme ist
die Linearisierung der auftretenden Funktionale, was die Darstellung der Funktionale
mit Hilfe von Taylorreihenentwicklungen mit Restglied erfordert. Die Restglieder treten
dabei in Form von Integralen auf. Nachfolgend sind einige gebra¨uchliche Taylorreihen-
entwicklungen fu¨r Funktionale und semilineare Formen angegeben, welche im Rahmen
dieser Arbeit beno¨tigt werden. Die nachfolgende U¨bersicht ist dabei im Wesentlichen
aus Oden & Prudhomme [79] entnommen.
Sei V ein Banach-Raum, a(·; ·) eine auf V definierte semilineare Form und Q(·) ein auf
V definiertes Funktional:
a : V × V → R
Q : V → R
Die Notation ist hier so gewa¨hlt, dass a(·; ·) linear in allen Argumenten nach dem Se-
mikolon ist, d.h. beispielsweise dass a(u;w) linear in w ist aber nichtlinear in u sein
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kann. Nachfolgend wird angenommen, dass a(·; ·) und Q(·) ausreichend oft differenzier-
bar sind. Das bedeutet, dass die Grenzwerte
a′(u;p,w) = lim
Θ→0
[a(u+Θp;w)− a(u;w)],
a′′(u;p, q,w) = lim
Θ→0
[a′(u+Θq;p,w)− a′(u;p,w)],
a′′′(u;p, q, r,w) = lim
Θ→0
[a′′(u+ Θr;p, q,w)− a′′(u; ,p, q,w)], ...,
bzw.
Q′(u;p) = lim
Θ→0
[Q(u+Θp)−Q(u)],
Q′′(u;p, q) = lim
Θ→0
[Q′(u+Θq;p)−Q′(u;p)],
Q′′′(u;p, q, r) = lim
Θ→0
[Q′′(u+Θr;p, q)−Q′′(u; ,p, q)], ...,
existieren. Dann lassen sich a(·; ·) und Q(·) in Taylorreihen mit Restglied entwickeln.
Einige gebra¨uchliche Entwicklungen sind nachfolgend angegeben.
Taylorreihenentwicklungen von Q(·):
Q(u+ v)−Q(u) =
1∫
0
Q′(u+ sv;v)ds,
Q(u+ v)−Q(u) = Q′(u,v) +
1∫
0
Q′′(u+ sv;v,v)(1− s)ds,
Q(u+ v)−Q(u) =
1
2
Q′(u;v) +
1
2
Q′(u;v) +
1∫
0
Q′′′(u+ sv;v,v,v)(s− 1)ds
Taylorreihenentwicklungen von a(·; ·):
a(u+ v;w)− a(u;w) =
1∫
0
a′(u+ sv;v,w)ds,
a(u+ v;w)− a(u;w) = a′(u;v,w) +
1∫
0
a′′(u+ sv;v,v,w)(1− s)ds
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