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Abstract
Public libraries have been long recognised as centres of learning and a major source of information.
However, the digital era challenged the role of libraries. Being exposed to the digital resources provided
by Google and Wikipedia, libraries are at risk of becoming obsolete. As a strategic response, libraries
have adopted artificial intelligence (AI) systems (humanoid robots) to stay relevant in the digital era.
This technology innovation, however, has unintended negative consequences that may trigger negative
user responses, particularly user resistance to the AI robots. This study draws on cognitive-appraisal
theory to examine the impact of unintended consequences of library AI robot adoption on user
resistance. We build a new theoretical model and aim to test it using an online survey with users of
library AI robots.
Keywords AI-enabled humanoid robots, user resistance, cognitive-appraisal theory, emotional
response, unintended consequences.
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1 Introduction
Public libraries have been for centuries recognised as centres of learning and gateways to human
knowledge (IFLA 2020). However, the digital era has changed the role of public libraries (IFLA 2020).
Digital repositories by Google and Wikipedia provide knowledge faster and more conveniently than
traditional libraries are able to (SoftBank Robotics 2021). In response to such pressures (Krell et al.
2009), libraries innovated with technology, in particular artificial intelligence (AI) systems.
Public libraries have adopted AI-enabled humanoid robots (Tella 2020) to support library users with
different knowledge tasks. These robots possess human-like features and cognitive abilities that are
previously attributed to humans (Tella 2020). Powered by AI, they not only can interact with users by
mimicking human speech, but they can also learn (Lyytinen et al. 2020). Meanwhile, the users learn
with the assistance of the robots. As a result, a human-AI hybrid is formed where humans and robots
learn jointly. Such joint learning complements and amplifies capabilities that make the human-AI
hybrid better at learning than either human or AI robots separately (Lyytinen et al. 2020).
The libraries’ adoption of AI robots may trigger unintended consequences that influence how people
perceive and respond to the technology (Tella 2020). Sociology research suggests that the adoption of
any innovation inevitably generates consequences (Parks et al. 2017). Such consequences can be
intended or unintended, and have positive or negative implications (Parks et al. 2017). Much literature
on library AI rests on the assumption that the adoption of AI robots leads to positive consequences, such
as increased learning satisfaction and higher user engagement, both of which are intended consequences
(Nguyen 2020). Yet, the AI adoption may trigger unintentional consequences that negatively affect the
users’ perception of the robot and subsequently the users’ response to the AI use.
Prior research suggests that unintended consequences threaten IS implementation by triggering
negative user responses (Oreg et al. 2011). Studies posit that user responses to IS are a complex concept
involving perceptions, emotions, and behaviours (Oreg et al. 2011). In particular, user resistance has
been found to be one of the most prevalent problems confronted by institutions (Bovey and Hede 2001).
Industry report suggests that user resistance is a salient factor that has caused an implementation failure
of humanoid AI robots. Indeed, the user resistance to AI robots may hinder the libraries from achieving
expected benefits from their investments in AI technologies, and may diminish the value of public
libraries in the digital age (Croasdell et al. 2013). To address this issue, we raise the research question of
“what are the impacts of unintended consequences of library AI robots on user resistance?”
This research-in-progress paper aims to examine the impact of unintended consequences of humanoid
AI robot adoption on user resistance in public libraries. Using cognitive-appraisal theory (Folkman and
Lazarus 1985; Lazarus and Folkman 1984) from the psychology literature, we build a new theoretical
model and test it via an online survey with users of library AI robots. The expected outcome is a contextspecific, theory-driven model of user resistance to humanoid AI robots in public libraries.

2 Background
2.1 AI-Enabled Humanoid Robots
AI-enabled humanoid robots are emerging technologies that have been widely used to complement or
replace human workers (You and Robert 2018). Powered by AI, robots possess unique characteristics
that ‘traditional’ IS do not possess. In particular, their cognitive abilities of perceiving, learning, and
mimicking human speech (Schuetz and Venkatesh 2020). A robot also has a body shape that resembles
humans with arms, hands, and eyes (Nguyen 2020). Nowadays, robots are used for answering inquires,
providing directions, and giving recommendations (Nguyen 2020). In e-commerce settings, robots can
improve artificial brainpower and, as such, the majority of the entire organization (Bala et al. 2022;
Zumpe and Ihme 2006). Consequently, robots in organizations are to be placed within existing
organizational e-commerce reference models (Esswein et al. 2004).
Humanoid AI robots fundamentally challenge the traditional IS beliefs that humans are users and IT
artifacts are merely tools with consistent functionalities to support human decision-making (Demetis
and Lee 2018). The tool view is embodied in the terms “IT artifact” defining technology as a tool used to
serve human-defined purposes (Schlieter et al. 2019; Schuetz and Venkatesh 2020). Such assumption
no longer holds for technologies with more human-like abilities, such as AI robots. Empowered by recent
advances in machine learning techniques, AI robots are no longer tools, but rather, they have become
intelligent agents that operate autonomously without human intervention (Demetis and Lee 2018).
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The cognitive abilities of humanoid AI give rise to the technological agency (Schuetz and Venkatesh
2020). Because AI robots possess human-like capabilities, they take over tasks previously assigned to
humans only (Nguyen 2020). Consequently, human agency is compromised. Human agency is the sense
of control over individuals’ actions in pursuing their goals. When humans are taking a reversed role as
tools used by technology, the technology determines what humans must behave and react to with a
decreased human agency. As a result, human agency decreases, giving rise to an increased technological
agency (Demetis and Lee 2018).
The high agency of humanoid AI robots may result in unintended consequences (Yueh et al. 2020). As
human users delegate decision-making to the robots, their choices are largely dependent on the robots,
and thus can be unexpectedly manipulated (Yueh et al. 2020).

2.2 User Resistance
IS user resistance has been conceptualized as an adverse reaction or the opposition of users to perceived
change related to IS implementation (Lapointe and Rivard 2005; Markus 1983). User resistance has
become particularly significant in IS development (Maruping and Matook 2020b) and implementation
due to the multifarious social and technical changes involved (Krell et al. 2011; Li et al. 2016). Research
suggests that people resist IS because of the technology stressors they encounter (Kim and Kankanhalli
2009). According to Lapointe and Rivard (2005), users of an IS constantly make projections about the
consequences of using technology. If the unexpected conditions following the technology use cause too
much stress, they will resist (Joshi 1991; Markus 1983).
IS research has identified potential factors driving IS user resistance (Bhattacherjee et al. 2018; Lapointe
and Rivard 2005): Technology-oriented, user-oriented, and interaction-oriented (Markus 1983). The
technology-oriented factor attribute resistance to the external technology aspect (Bhattacherjee and
Hikmet 2007). Yet, the factors do not capture human emotions. The user-oriented factors attribute
resistance as related to the individual user (Jiang et al. 2000), e.g., different value and belief systems.
Yet, they do not account for technologies that have high agency, such as AI-enabled robots. The
interaction-oriented perspective argues the ‘real reasons’ for resistance are users’ perceived values, such
as those by customers (Maruping and Matook 2020a), and the result of social interaction during IS use
(Markus 1983). Yet, interaction factors focus on resistance to change (Li et al. 2016), not to the
technology itself.
This study aims to identify the factors that drive user resistance to AI robots. We view this type of
resistance behaviour as a cognitive and emotional effort of a user to cope with the stress of using AI
robots. The stressors perceived by library users are the unintended consequences of AI robots.

2.3 Cognitive-Appraisal Theory
In this study, we draw on the cognitive-appraisal theory by Lazarus and Folkman (1985; 1984). This
theory examines how individuals frame and cope with ‘stressors’, given the available resources at their
disposal (Beaudry and Pinsonneault 2005). Appraisals are cognitive assessments of a stressor, which
triggers an emotional reaction, leading to a coping response (Lazarus 1991). Appraisals are central to
coping because, during this process, the individuals assess what is at stake in the situation and what can
be done, which in turn influences situational outcomes (Lazarus and Folkman 1984).
Appraisal involves two conceptual subprocesses, namely, primary and secondary appraisal (Lazarus and
Folkman 1984). Prior research argues that these two processes interact and may occur simultaneously.
During the primary appraisal, individuals appraise the stressor based on their beliefs about personal
importance (Beaudry and Pinsonneault 2005). During the secondary appraisal, individuals appraise the
stressor regarding their control over the stress (Beaudry and Pinsonneault 2005). Both appraisals
influence the strength of the emotional response (Lazarus 1991).
Emotional responses may vary for different people as they hold different beliefs (Gelbrich 2010). One
person appraises a stressor as relevant to their goal, while another sees it as irrelevant. The experienced
emotion is a direct function of the appraisal (Oh and Farh 2017). The most studied emotion in appraisal
theory is frustration, a negative emotion that occurs in situations where a person is blocked from
reaching the desired outcome (Gelbrich 2010).
A negative emotion triggers a coping response (Lazarus 1991). An appraiser often seeks to restore
emotional balance by avoiding the stressor (Bhattacherjee et al. 2018). The repertoire of coping
responses studied in the literature is diverse, such as modifying expectations of the stressful situation,
selectively processing information about the situation, and avoiding or withdrawing from the situation
(Lazarus and Folkman 1984). Thus, we view the coping response as the user resistance to AI robots.
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3 Hypothesis
3.1 Unintended Consequences to Appraisals
Through the adoption of AI robots, unintended consequences with negative implications may emerge.
We theorize them twofold: (1) manipulation of a human choice (Yueh et al. 2020) and (2) limitations of
communication, i.e., limited linguistic abilities (Szafir 2019).
Human choices can be manipulated by AI robots due to reduced human agency (Yueh et al. 2020). When
users subsume a reversed tool role, their human agency and human control are reduced. For example,
when presented with algorithmically curated choices of what to read next, users would largely rely on
the robots’ recommendations to select readings. Thus, human choice is directed by the technology and,
therefore can be manipulated (Yueh et al. 2020).
The communicative interaction between AI robots and human users is limited (Szafir 2019). Despite the
AI’s ability to carry on basic conversation, humanoid AI robots have limited linguistic ability (Szafir
2019). Research shows that robots have difficulty dealing with uncertainty or nuances in verbal
expressions, such as treating speech recognition errors and the ambiguity of expressions (Tangiuchi et
al. 2019). Yet, as robots appear to be human-like, people tend to treat it more like a human, and thus
expect a similar level of interaction with them (You and Robert 2018). As such, it is upsetting for the
library users when the robots fail to understand what they are requesting (Forbes 2017).
Because we conceptualized the unintended consequences as the AI robot stressors, a user’s cognitive
appraisals are directed towards the stressors (Fadel and Brown 2010). Indeed, psychology research
shows that when people become aware of a stressor in their environment, they develop their perception
of the stressor by monitoring and intentionally assessing the stressor (Roseman et al. 1990). As the stress
intensifies, so does the extent to which the users assess what is at stake in the situation (i.e., primary
appraisal) and how much controllability they have towards it (i.e., secondary appraisal). Thus:
H1: The manipulated human choice leads to a) primary appraisal, b) secondary appraisal.
H2: The limited communicative interaction leads to a) primary appraisal, b) secondary appraisal.

3.2 Primary Appraisal to Emotion
Primary appraisal captures what is at stake in a situation (Lazarus and Folkman 1984). During the
appraisal, users assess the personal relevance of a stressor, and whether the stressor is congruent with
their goals. Thus, goal incongruity and goal relevance are the core dimensions of primary appraisal.
Goal incongruity to frustration: Goal incongruent situations trigger an emotional response
(Lazarus 1991). Goal incongruity is the evaluation of discrepancy whether the goal is consistent with the
beliefs and can determine the valence of emotions (Johnson and Stewart 2005). During this primary
appraisal, users compare the goals they achieved by using AI robots to their personal goals (Gelbrich
2010). When the users conclude goal incongruity exists, they experience negative emotions (Gelbrich
2010). Goal incongruity initiates emotions, most prominently the feeling of frustration towards AI
robots. When the users appraise AI fails to help them achieve their expected goals, they are likely to feel
frustrated. Thus:
H3: Perceived goal incongruity positively influences the feeling of frustration.
Goal relevance to frustration: The cognitive-appraisal theory holds that emotions are elicited by
continuous appraisal of stressors with respect to their relevance for an individual’s goals (Folkman and
Lazarus 1985). Goal relevance indicates the extent to which a stressor is relevant to an individual’s
current goals (Hjørland and Christensen 2002). Importantly, goal relevance is relative because users
choose the most relevant input from many competing stimuli (Vogt et al. 2011). Thus, the goal relevance
appraisal evaluates how strongly a stressor affects an individual’s goals (Vogt et al. 2011). Thus, users
assess how strongly the unintended consequences of AI robot use are relevant to their own goals. The
higher the relevance of the unintended consequences, the more frustrated they feel. Thus:
H4: Perceived goal relevance positively influences the feeling of frustration.

3.3 Secondary Appraisal to Emotion
Secondary appraisal captures the coping to a stressor (Lazarus and Folkman 1984). Secondary appraisal
involves an assessment of personal, cognitive resources that can be applied to the situation. The
resources evaluation determines the emotional users’ responses (Folkman and Lazarus 1985). Prior
research has assessed secondary appraisal outcomes, such as perceived control and self-efficacy.
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Perceived control to frustration: The appraisal of control triggers emotions (Oh and Farh 2017).
Because individuals have different levels of control over a stressor (Bandura 2006), the appraisal of the
potential consequences of the low controllability triggers an emotional response (Johnson and Stewart
2005). In the library context, when users perceive they have lower control towards an unintended
consequence, they are more likely to experience frustration (Johnson and Stewart 2005). The lower the
perceived control is, the more frustrated the users feel. Thus:
H5: Perceived control negatively influences the feeling of frustration.
Self-efficacy to frustration: The appraisal of self-efficacy motivates emotions. Self-efficacy is users’
perception of their capabilities to utilise AI to seek information to achieve the intended outcome
(Bandura 2006). If people believe they have low confidence in their ability to use the robot, they consider
such use as challenging, and then they are more likely to experience unpleasant feelings (Bandura 2006).
When users perceive their self-efficacy is low, the feeling of frustration manifests. Thus:
H6: Self-efficacy negatively influences the feeling of frustration.

3.4 Emotion to Coping Response
Emotional responses produce a coping response that in this study manifests as user resistance (Lazarus
1991). Research suggests that frustration can spark resistance behaviors towards the cause of the
frustration (Oh and Farh 2017). The frustration a user experiences associated with the AI robot use
motives the user to resist it. Frustration can also prompt actions to avoid difficult situations and, like in
interpersonal relationships (Madsen and Matook 2010), alter the user-environment relationship
(Gelbrich 2010). In the library context, when the users are frustrated by AI robots, they may resist using
the robots as a coping response to their feelings, seeking to disconnect from the contamination of the
stressful situation (Lazarus 1991). Thus:
H7: Feeling of frustration positively influences user resistance to AI robots.

4 Research Method
We adopt a quantitative approach to test the research model via an online survey. The plan is to recruit
at least 200 library users that interacted with the AI robot Pepper. The survey instrument draws on
existing measures but adapts them to the context of libraries. Testing uses covariance-based structural
equation modeling (SEM) with LISREL 10.30. The SEM approach is particularly appropriate for testing
theoretically justified models, which is the case in this study.

5 Contributions to Theory and Practice
This research provides important implications for theory. First, it contributes to the literature on IS user
resistance. The model of IS user resistance to AI robots is context-specific for public libraries while
founded in theory. Through examining context-specific factors as antecedents to user resistance, a more
nuanced model of IS user resistance is proposed. Second, this study is one of the first to incorporate
cognitive-appraisal theory in examining the phenomena of user resistance. Prior research has only taken
a rational perspective; however, the emotional aspect of human decision-making is similarly important.
Our research proposed to explain user resistance in an integrated way.
This study provides insights into the unintended consequences of library innovations through AI robots.
Governments learn why library users are not willing to use the robots and potentially withdrawing from
using libraries altogether. Our study also provides insights for library officers. The limited linguistic
abilities and the potential for manipulation are concerning for library users.
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