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Abstract— The problem of multi-agent formation control for
target tracking is considered in this paper. The target is an
irregular dynamic shape approximated by a circle with moving
centre and varying radius. It is assumed that there are n
agents and one of them is capable of measuring both the
distance to the boundary of the target and to its centre. All
the agents must circumnavigate the boundary of the target
while forming a regular polygon. We also consider a satellite
capable of providing an initial noisy estimate of the target. A
control protocol is designed for all agents and the convergence
to the desired state is proved up to a limit bound. A simulated
example is provided to verify the performance of the control
protocol designed in this paper.
I. INTRODUCTION
The use of unmanned vehicles has allowed higher levels
of precision and cost efficiency in many research expeditions
[1]. It is particularly relevant in challenging or hazardous
environments, and if real-time data exchange is required [2].
In this paper we consider a circumnavigation problem of
a moving shape on a planar surface. This problem has many
applications, especially in ocean science, for instance the
tracking of oil spills, algal blooms, plumes, frontal zones
as well as toxic clouds. These shapes are detected via
satellite and may require persistent tracking for real-time data
collection. Using circumnavigation we can obtain data from
different areas of the target at the same time allowing to
explore the developing of different fronts.
Target tracking and multi-agent formation has a long
history [3], [4], [5], [6], [7], [8]. A closely related work [9]
proposed one adaptive protocol to circumnavigate around a
moving point, e.g., the fish tracking using AUVs.
For applications like the one presented in this paper, the
target to track is not defined as a moving point but as a
time varying irregular shape. We assume this shape may
be approximated by a moving circle with varying radius.
The available literature does not present a solution to this
problem.
There are several methods to solve the monitoring of
potential irregular dynamic shapes. One of them would be via
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satellite. The advantage of this method would be providing
an image of the target location, but the disadvantage is the
low frequency of measurements, namely satellites that are not
geosynchronous can only measure a specific area of the earth
periodically with revisit times in the range of hours to days.
Also the image resolution may be poor and there could be
low visibility due to atmosphere phenomena. Our approach
to the problem is relying on satellite images together with
autonomous sensing vehicles.
Multi-agent formation includes several agents with similar
or differing sensing equipment such as imaging sensors. The
agents may be, for instance, drones with different altitudes
and fields of view or surface agents. This formation may
include a satellite for a wider view to collect different type
of data. Having so, we may find a symbiotic relationship
between a team of surface agents or drones and a satellite.
The remaining sections of this paper are organised as
follows. In Section II, some necessary preliminaries are
recalled. In Section III, the main problem of interest is
formulated. The main results are presented in Section IV,
where the protocol is designed and its proofs of convergence
presented. Some simulations presenting the performance of
the proposed algorithm are given in Section V. Concluding
remarks and future directions come in Section VI.
Notations. The notations used in this paper are fairly
standard. In is the n dimensional identity matrix. ‖ · ‖p
denotes the `p-norm and the `2-norm is denoted simply as
‖ · ‖ without a subscript. We define a rotation matrix E as
E =
[
0 1
−1 0
]
. (1)
II. PRELIMINARIES
In this section, we briefly review some results from graph
theory and adaptive control that will be used in this paper.
Here we recall some terminologies from graph theory [10].
Let G = (V, E) be a directed graph with node set V =
{v1, . . . , vn}, edge set E ⊆ V ×V , An edge of G is denoted
by eij := (vi, vj) and we write I = {1, 2, . . . , n}. The set
of neighbors of node vi is denoted by Ni := {vj ∈ V : eji ∈
E}. A directed path from node vi to node vj is a chain of
edges from E such that the first edge starts from vi, the last
edge ends at vj and every edge in between starts where the
previous edge ends. A directed path is called a directed ring
if the initial node and ending node are coincident.
The incidence matrix of a digraph is denoted as B ∈
Rn×m, with Bij = −1 if the jth edge is towards vertex
i, and equal to 1 if the jth edge is originating from vertex i,
and 0 otherwise.
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Fig. 1: Scheme of the system with four agents A1, A3, A5
and A8 at positions p1, p4, p3, p2, respectively.
Persistent excitation plays a key role in establishing pa-
rameter convergence in adaptive identification [11], [12].
Definition 1. [12] The function f ∈ L2e(Rn) is said to be
persistently exciting (p.e.) if there exist positive constants
ε1, T such that for all τ > 0,∫ T+τ
τ
f(t)f(t)>dt > ε1In.
T will be termed an excitation period of f .
III. PROBLEM STATEMENT
In this paper, we consider n agents one of which is a
sensing agent. We also consider a satellite that provides a
noisy starting estimate of the target. All of the n agents
are initialized at position pi(0), i ∈ I, which are outside
of the shape and form a counterclockwise directed ring on
the surface. It is desired that these agents are capable of
circumnavigating an irregular shape, i.e., moving along the
boundaries, that varies with time. We assume that this shape
is approximated by a moving circle, which is specified by
(c(t), r(t)) ∈ R3, (2)
where c(t) = (xt(t), yt(t)) and r(t) are the centre and the
radius of the circle, respectively. Then, the satellite would
provide an initial estimate cˆ(0) = (xˆt(0), yˆt(0)) and rˆ(0).
Suppose the estimation of the target, denoted as cˆ, is given,
then the counterclockwise angles between the vector pi − cˆ
and pi+1 − cˆ is denoted as βi for i = 1, . . . , n− 1, and the
angle between pn − cˆ and p1 − cˆ is denoted as βn,
βi =∠(pi+1 − cˆ, pi − cˆ), i = 1, . . . , n− 1
βn =∠(p1 − cˆ, pn − cˆ).
(3)
Notice that in this case,
βi(0) > 0, and
n∑
i=1
βi(0) = 2pi. (4)
Remark 1. In Fig. 1, note that agent A5 may be in position
p3 and agent A8 may be in position p2. So pi denotes the
agent in position i. However, we define agent A1 to be the
sensing agent and it is always in position p1 so agent in
cr
cˆrˆ Dbi
Dci+1
pi+1
piβi
Fig. 2: Scheme of the estimated cˆ, rˆ and the real target c, r
as well as the angle βi between two vehicles pi+1 and pi
position p2 should be the one with the smallest angle to p1,
counterclockwise.
The kinematic of the agents are of the form
p˙i = ui, i ∈ I, (5)
where pi is a vector that contains the position pi =
[xi, yi]
> ∈ R2 and ui ∈ R2 is the control input.
We define the distance to the centre and the boundary of
the target circle as
Dci (t) = ‖c(t)− pi(t)‖
Dbi (t) = |r(t)−Di(t)|,
(6)
respectively. Note that even though only one of the agents
is able to measure these values, we will use this notation
throughout this paper to refer to the distances of each agent
to the target, as in Fig. 2.
Definition 2 (Circumnavigation). When the target is station-
ary, i.e., c and r are constant, circumnavigation is achieved
if the agents
1) move in a counterclockwise direction on the boundary
of the target, and
2) are equally distributed along the circle, i.e., βi = 2pin .
More precisely, we say that the circumnavigation is achieved
asymptotically if the previous aim is satisfied for t→∞.
For the case with time-varying target, we assume that
‖c˙‖ 6 ε1 and |r˙| 6 ε2 for some positive constant ε1 and ε2.
Now we are ready to pose the problem of interest that will
be solved in the following sections.
Problem 1. Design estimator for c(t) and r(t) when
distance measures (6) are available to one of the agents, and
design the control input ui for all the agents such that for
some positive ε1, ε2,
‖c˙‖ 6 ε1 (7)
|r˙| 6 ε2, (8)
there exist positive K1, K2 and K3 satisfying
lim sup
t→∞
‖cˆ(t)− c(t)‖ 6 K1ε1, (9)
lim sup
t→∞
|rˆ(t)− r(t)| 6 K2ε2, (10)
lim sup
t→∞
|Dˆci − rˆ(t)| 6 K3ε2, (11)
lim
t→∞βi =
2pi
n
. (12)
Throughout the rest of the paper, we denote the estimate
of the target as
(cˆ, rˆ) ∈ R3, (13)
where cˆ = (xˆt yˆt).
IV. MAIN RESULTS
Here we present our solution for Problem 1. We consider
n agents at positions pi(t) and we assume only one of
them is capable of measuring its distance Dbi (t) to the
target boundary as well as its distance Dci (t) to the target
centre. Then, it should estimate (c(t), r(t)) from its distance
measures Dbi (t), D
c
i (t) and share the information with the
other agents. Each agent calculates its desired velocity taking
into account its angle βi(t) to the next agent as well as its
distance to the target centre and boundary, obtained with the
estimates of the target. The scheme on Fig.3 summaries this
algorithm loop.
Motivated by [9], we propose the following adaptive
estimation of the radius r(t) of the target using the sensing
agent A1 in position p1. Observe that
d
dt
(Db1)
2 = 2(r˙ − D˙c1)(r −Dc1). (14)
Assume the estimate of r is denoted as rˆ, we have
1
2
( d
dt
(Db1)
2 − d
dt
(Dc1)
2
)
+ D˙c1rˆ = D˙
c
1(rˆ − r) + r˙(r −Dc1).
(15)
Then for some positive constant γ the dynamic
˙ˆr = −γD˙c1
[1
2
( d
dt
(Db1)
2 − d
dt
(Dc1)
2
)
+ D˙c1rˆ
]
(16)
can estimate the variable r under the persistent excitation
condition. Indeed, in this case
d
dt
(rˆ − r) = −γ(D˙c1)2(rˆ − r)− ϑr˙, (17)
where ϑr˙ = r˙(γD˙c1(r−Dc1)+1) is bounded by M1ε2. Indeed
all its elements are bounded by M1 and recall that |r˙| 6 ε2.
Note that r−Dc1 is bounded because r and Dc1 are bounded
as well. Furthermore, as it will be clear soon, ϑr˙ can be
replaced by ϑr˙ = r˙(γV (r −Dc1) + 1) using equations (22)
and (23), where V is the bounded estimate of D˙c1.
However, the implementation of (16) needs the derivative
of Db1 and D
c
1 which is not desired. It would require explicit
differentiation of measured signals with accompanying noise
amplification. Thus, for some positive constant α we adopt
the state variable filtering and then design the estimator as
follows
z˙1 = −αz1(t) + 1
2
(Db1)
2 (18)
η(t) = z˙1 (19)
z˙2 = −αz2(t) + 1
2
(Dc1)
2 (20)
m(t) = z˙2 (21)
z˙3 = −αz3(t) +Dc1 (22)
V (t) = z˙3 (23)
with initial conditions z1(0) = z2(0) = z3(0) = 0. Now
together the above dynamics, the estimator for r is given as
˙ˆr = −γV [η −m+ V rˆ]. (24)
Now we need to know c(t) but we only know Dc1(t) and
Db1(t). Thus, we must use again adaptive estimation for the
centre c(t) of the target.
Observe that
d
dt
(Dc1)
2 = 2(p˙1 − c˙)>(p1 − c). (25)
Assume the estimation of c is denoted as cˆ, we have
1
2
( d
dt
(Dc1)
2 − d
dt
‖p1‖2
)
+ p˙1
>cˆ
= p˙1
>(cˆ− c) + c˙>(c− p1). (26)
Then the dynamic
˙ˆc = −γp˙1
[1
2
( d
dt
(Dc1)
2 − d
dt
‖p1‖2
)
+ p˙1
>cˆ
]
(27)
can estimate the parameter c under some persistent excitation
condition on p˙1. Indeed, in this case
d
dt
(cˆ− c) = −γ‖p˙1‖2(cˆ− c)− ϑc˙, (28)
where ϑc˙ = γc˙>p˙1(c−p1)+ c˙ is bounded by M2ε1. Indeed
all its elements are bounded by M2 and recall that |c˙| 6 ε1.
Note that c − p1 is bounded because c and p1 are within
a finite map. Furthermore, as it will be clear soon, ϑc˙ can
be replaced by ϑc˙ = γc˙>V2(c − p1) + c˙ using equations
(31)-(32), where V2 is the estimate of p˙1 and it is bounded.
However, the implementation of (27) needs the derivative
of p1(t) and Dc1(t) which is not desired. Therefore we use
the previously defined equation (21) for Dc1(t) and redefine
it as η2(t) = z˙2 and add the following
z˙4 = −αz4(t) + 1
2
p1(t)p
T
1 (t) (29)
m2(t) = z˙4 (30)
z˙5 = −αz5(t) + p1(t) (31)
V2(t) = z˙5 (32)
with initial conditions z4(0) = z5(0) = 0. Now together the
above dynamics, the estimator for c is given as
˙ˆc = −γV2
[
η2 −m2 + V T2 cˆ
]
. (33)
Agent 1 measures
Dc1 and D
b
1
Agent 1 estimates cˆ
and rˆ from Dc1 and D
b
1
All agents
receive cˆ and rˆ
All agents calculate
Dˆci and ψi
All agents apply
the control law (35)
Fig. 3: Scheme of the algorithm run on the system
Now, we want to obtain the desired control input ui(t)
using the previously measured and estimated variables. The
total velocity of each agent comprises of two sub-tasks:
approaching the target and circumnavigating it. Therefore
we define the direction of each agents towards the centre of
the target as the bearing ψi(t),
ψi(t) =
cˆ(t)− pi(t)
Dˆci (t)
=
cˆ(t)− pi(t)
‖cˆ(t)− pi(t)‖ . (34)
Note that ψi in (34) is not well-defined when Dˆci = 0,
thus we will prove that this singularity is avoided for all
time t > 0 in the third proof of Theorem 1..
The first sub-task is related to the bearing ψi(t) and the
second one is related to its perpendicular, Eψi(t). Therefore,
the control law for each agent i is
ui = ˙ˆc+ ((Dˆci − rˆ)− ˙ˆr)ψi + βiDˆciEψi (35)
Remark 2. Note that for implementation we would define Ui
as the control input for each agent i. Then, Ui must have a
maximum absolute value umax since the maximum velocity
of the agent would be limited as well. Ui could either be
represented as Ui = δui, being δ some positive parameter
for tunning. Or represented as the saturation function: if
‖ui‖ > umax then Ui = umax‖ui‖ ui, else Ui = ui.
Theorem 1. The initial condition satisfies Dˆci (0) > rˆ(0) >
0. Suppose p˙1(t) and D˙c1(t) are p.e., ‖c˙‖ 6 ε1, and |r˙| 6 ε2.
Consider the system (5) with the control protocol (35), and
the initialisation satisfying ‖pi(0) − cˆ(0)‖ > 0, then there
exists K1, K2 and K3 such that circumnavigation of the
moving circle with equally spaced agents can be achieved
asymptotically up to a bounded error, i.e.
lim sup
t→∞
‖cˆ(t)− c(t)‖ 6 K1ε1, (36)
lim sup
t→∞
|rˆ(t)− r(t)| 6 K2ε2, (37)
lim sup
t→∞
|Dˆci − rˆ(t)| 6 K3ε2, (38)
lim
t→∞βi =
2pi
n
. (39)
Proof. The proof is divided into four parts. In the first part,
we prove that (36) and (37) hold. In the second part, we prove
that the estimated distance Dˆci converges to the estimated
radius rˆ, or in other words, that (38) holds. In the third part
we prove that the singularity of the bearing ψi(t) is avoided.
In the last part, we show that the angle between the agents
will converge to the average consensus for n agents, βi =
2pi
n , meaning (39) holds. We will assume the implementable
controller is given by Ui = δui.
1) Firstly, we prove that (36) and (37) hold. The proof
for boundedness of the centre (36), can be found on
[9], Proposition 7.1. The proof for boundedness of
the radius, however, needs to be derived in this paper.
Then, we have that
˙˜r = ˙ˆr = −γV [η −m+ V rˆ]
= −γV [η −m+ V (r˜ + r)]
= −γV 2r˜ − γV [η −m+ V r]
= −γV 2r˜ +G(t)
(40)
where G(t) = −γV [η − m + V r]. We know that
|G(t)| 6 k12 for some k1, 2 > 0 because V is
bounded and that |η − m + V r| < k2 we can prove
that for a Lyapunov function Wr = 12 r˜
2 we get
W˙r = r˜ ˙˜r = r˜(−γV 2r˜ +G(t))
= −γV 2r˜2 + r˜G(t)
6 −γV 2r˜2 + k12r˜
(41)
then we get that for W˙r 6 0 to hold, −γV 2r˜2 +
k12r˜ 6 0 must hold. So, we have that when r˜ > k12γV 2
or r˜ 6 −k12γV 2 , W˙r 6 0 so that |r˜| is within ±k12γV 2 .
This error r˜ is then proved to converge asymptotically
to a ball since D˙c1 is p.e..
2) We prove that all agents reach the estimate of the
boundary of the moving circles asymptotically, i.e.,
limt→∞ ‖pi(t)− cˆ(t)‖ = limt→∞ Dˆci (t) = rˆ(t), so
(38) holds.
Consider the function Wi(t) := Dˆci (t) − rˆ(t) whose
time derivative for t ∈ [0, τmax) is given as
W˙i =
(cˆ− pi)>( ˙ˆc− p˙i)
Dˆci
− ˙ˆr
=− (cˆ− pi)
>
Dˆci
δ((Dˆci − rˆ − ˙ˆr)ψi + βiDˆciEψi)
− ˙ˆr
=− (cˆ− pi)
>
Dˆci
ψiδ(Dˆci − rˆ − ˙ˆr)
− (c− pi)
>
Dˆci
EψiδβiDˆci − ˙ˆr
=− δ(Dˆci − rˆ − ˙ˆr)− ˙ˆr
=− δWi.
Hence for t ∈ [0,+∞), we have Dˆci (t) = δWi(0)e−t+
rˆ(t) which implies Wi is converging to zero exponen-
tially.
3) Now, we prove that ψi in (34) is well-defined, or in
other words, that its singularity is avoided for all time
t > 0, Dˆci 6= 0 ∀t.
Having Dˆci (t) = δWi(0)e
−t + rˆ(t) from the previous
proof and knowing that Wi(0) is always positive and
that it converges to zero exponentially, we have that if
rˆ(t) > 0 then Dˆci (t) > 0, ∀t.
So we want to prove that rˆ(t) > 0 ∀t. We can get
that rˆ = r + r˜ ⇔ r − k12γV 2 6 rˆ 6 r + k12γV 2 . Then,
since we know k12γV 2 is a small bound, we get that rˆ >
r − k12γV 2 > 0.
Then we conclude that Dˆci 6= 0 ∀t and that the bearing
ψi(t) is well defined ∀t.
4) Finally, we show that the angle between the agents
will converge to the average consensus for n agents,
βi =
2pi
n , so (39) holds.
Firstly, note that we can write an angle between two
vectors βi = ∠(v2, v1) as
βi = 2atan2((v1 × v2) · z, ‖v1‖‖v2‖+ v1 · v2) (42)
and its derivative as
β˙i =
vˆ1 × z
‖v1‖ v˙1 −
vˆ2 × z
‖v2‖ v˙2 (43)
where z = v1×v2‖v1×v2‖ , vˆi =
v1
‖vi‖ , i = 1, 2.
Then, for v1 = pi − cˆ and v2 = pi+1 − cˆ we get
β˙i =
vˆ1 × z
‖v1‖ v˙1 −
vˆ2 × z
‖v2‖ v˙2
=
vˆ1 × z
‖v1‖ δ((Dˆ
c
i − rˆ − ˙ˆr)ψi + βiDˆciEψi)
− vˆ2 × z‖v2‖ δ((Dˆ
c
i+1 − rˆ − ˙ˆr)ψi+1
+ βi+1 ˆDci+1Eψi+1)
= δ(−βi + βi+1), i = 1, . . . , n− 1
β˙n = δ(−βn + β1).
which can be written in a compact form as following
β˙ = −δB>β (44)
where B is the incidence matrix of the directed ring
graph from v1 to vn.
First, we note that the system (44) is positive (see e.g.,
[13]), i.e., βi(t) > 0 if βi(0) > 0 for all t > 0 and
i ∈ I. This proves the positions of the agents are not
interchangeable.
Second, noticing that B> is the (in-degree) Laplacian
of the directed ring graph which is strongly connected,
then by Theorem 6 in [14], we β converges to consen-
sus 2pin 1.


Remark 3. Recall remark 1 on agent Aj being in position
pi. After the proof note how the agent Aj will necessarily
maintain its relative position pi throughout the circumnavi-
gation mission. Indeed, without loss of generality we could
say that agent Aj is always in position pi.
Remark 4. Recall Definition 1 on persistent excitation.
This means that for the persistently exciting condition to
apply, the agent must move in a trajectory that is not
confined to a straight line in the 2D space. As referred in
[9], ”The agent cannot simply head straight towards the
target but must execute a richer class of motion.”. Then,
for a circumnavigation mission we could infer that the p.e.
condition is guaranteed.
Remark 5. The dynamic of (44) can be considered as the
time-varying of advection systems on graphs [15].
V. SIMULATIONS
In this section, we present simulations of both protocols
designed in section IV. For the first result we used the
derived method for estimation of the target (24) and (33)
and the controlling protocol for the agents (35). We simulate
a moving target with initial position (x(0), y(0)) = (25, 25),
radius r(0) = 10 and dynamic according to
x˙(t) = α1(t) + 0.5
y˙(t) = α2(t) + 0.5
r˙(t) = α3(t)
(45)
However, we simulate that the satellite will provide as
an initial noisy estimate of (xˆ(0), yˆ(0)) = (25, 25), radius
rˆ(0) = 20. Note that at time t = 0 the radius estimate is
double the real radius.
Here, αi(t) is a random scalar drawn from the standard
normal distribution for i = 1, 2, 3. For this generated target
we got the following results. We can see the agents circum-
navigating the moving target in Fig.4 and Fig.5. This gives
us a more practical idea of how the agents behave in their
target-tracking mission. Through their paths we can infer
how the target behaved - varying radius and moving centre.
Fig. 4: Time-lapse of four agents (blue rectangles) circum-
navigating a moving target (red) with representation of their
paths (blue)
Fig. 5: Four agents (blue rectangles) circumnavigating a
moving target (red) with representation of their paths (blue)
In Fig.6 we have plenty of plots. On the first and second
row we compare the real and estimated target. Note that the
estimate of the centre cˆ(xˆ, yˆ) has an estimation error of up
to 2 units. Also note that the estimate of the radius rˆ is
composed of two instances. In the first, the initial estimate
provided by the satellite was very noisy and so we can see the
estimate converging rapidly to a more accurate estimation.
In the second we can see an estimation error of up to 2 units.
On the third row left column, we can see the distance Dbi
of each target to the boundary of the target - the perfect
tracking would result in a distance Dbi of 0 for all agents,
for every time step. Here we have an error of up to 0.5 units,
except for the very beginning where the error can reach 10
units. This is merely because in the beginning the agents are
far away from the target.
On the third row right column, we have the angle between
agent A1 and A2, β1. Having 4 agents, the perfect tracking
would result in 2pi/4 = pi/2 ≈ 1.57 for all agents, for every
Fig. 6: First and second row: real and estimated target’s
centre c : x, y and radius r. Third row: tracking error of
agent A1, Db1 and angle β1. Fourth row: control input of
agent A1, u1 : x, y
time step. We can see this reference as the red line in the plot
so we see that, for agent A1, the error is up to 0.2 radians.
Finally, on the fourth row we have the control input of
agent A1, both in x and y in blue. Recall Remark. 2 where
we stated that, for a practical implementation, there should
be a maximum velocity umax. For this case study we defined
that umax = 1.5 and we plotted this limit in red. Note how
the control input stays within the limit values 1.5 and -1.5.
VI. CONCLUSIONS
In this paper, we considered the circumnavigation problem
of moving circles with varying radius. Our solution relied on
n agents for circumnavigation but only one for measurements
as well as on a satellite with noisy and sparse estimates of
the target. The measurements taken were the distance of the
sensing agent to the boundary of the target as well as to its
centre. A control protocols was proposed and its convergence
to the desired behaviour was proved for given conditions
such as p˙1(t) and D˙c1(t) being p.e..
Future work includes the circumnavigation of this same
irregular shape but without assuming it can be approximated
by a moving circle. Also, having this moving circle, we
would like to explore how we can do the circumnavigation
with access to only the distance to the target boundary. This
might be achieved exploiting the number of agents available
and assuming they are all able to measure this distance.
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