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We compare the efficiency of moments and Minkowski functionals (MFs) in constraining the subset
of cosmological parameters (Ωm, w, σ8) using simulated weak lensing convergence maps. We study
an analytic perturbative expansion of the MFs ([1, 2]) in terms of the moments of the convergence
field and of its spatial derivatives. We show that this perturbation series breaks down on smoothing
scales below 5′, while it shows a good degree of convergence on larger scales (∼ 15′). Most of
the cosmological distinguishing power is lost when the maps are smoothed on these larger scales.
We also show that, on scales comparable to 1′, where the perturbation series does not converge,
cosmological constraints obtained from the MFs are approximately 1.5-2 times better than the ones
obtained from the first few moments of the convergence distribution — provided that the latter
include spatial information, either from moments of gradients, or by combining multiple smoothing
scales. Including either a set of these moments or the MFs can significantly tighten constraints on
cosmological parameters, compared to the conventional method of using the power spectrum alone.
Keywords: Weak gravitational lensing — Data analysis — Methods: analytical, numerical, statistical
I. INTRODUCTION
Weak gravitational lensing (WL) surveys will be able
to probe cosmology with unprecedented accuracy, tight-
ening present constraints on some cosmological parame-
ters by over an order of magnitude. With recent results
from the first large WL surveys (COSMOS: [3, 4] and
CFHTLenS: [5, 6]), the question of how to extract the
maximum amount of information from weak lensing shear
and convergence maps is becoming more pressing. The
power spectrum, or equivalent two point statistics, are
of unquestionable importance in this investigation, but
are inevitably incomplete if non-Gaussian features are
present. This is precisely the case when one studies weak
lensing, because gravity is non linear and generates non-
Gaussian features on small scales. The most straight-
forward way to characterize non-Gaussian fields is by us-
ing higher order polyspectra, correlation functions or mo-
ments [7–11]. An interesting and less explored alterna-
tive, originally proposed in the context of the 3D cosmo-
logical matter density field, is to use topological descrip-
tors [12]; one kind of such descriptors are the Minkowski
functionals [13]. [14] studied the effects of primordial
non-Gaussianity on the topology of large-scale structures,
measuring three-dimensional MFs on simulated density
fields. [15] used a next-to-leading order perturbative ex-
pansion of the MFs to derive constraints on the matter
density parameters using a limited number of simulated
weak lensing shear maps. A second early paper on MFs
applied to weak lensing was written by [16], which used
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these descriptors to discern between the SCDM, OCDM
and ΛCDM cosmological models. [2] have studied a per-
turbation series for the MFs in harmonic space to isolate
the contribution of different l modes to each MF. Using
ray-tracing N-body simulations, [17] have recently shown
that the MFs of the convergence field can tighten con-
straints on dark energy parameters by a factor of ≈3 com-
pared to using the power spectrum alone. In this work
we analyze and compare the effectiveness of the MFs and
multi-point moments of the convergence field in extract-
ing cosmological information. Throughout this paper, we
use the term multi-point moments to mean moments of
the convergence field itself, as well as of its spatial deriva-
tives. There exists a perturbative expansion of the MFs
in terms of the multi-point moments ([1, 2]). In this
work, we investigate whether this expansion converges,
both in the conventional sense of accurately reproducing
the MFs, and also in the sense of capturing the cosmolog-
ical information contained in the MFs. The rest of this
paper is organized as follows. In § II we give an overview
of the known properties of MFs in § III we explain the
methods we used to analyze our set of simulated maps,
the results of which are summarized in § IV. The results
we obtained, along with a discussion, are presented in
§ IV and § V. Finally, in § VI we present our conclusions,
along with a few caveats and possible follow-ups to this
project.
2II. FORMALISM
A. Minkowski functionals
MFs are topological descriptors of two-dimensional
random fields that have proven very useful in describ-
ing their statistical properties. Given a two-dimensional
random field κ(nˆ) (in our case the convergence field) of
zero mean and variance 〈κ2〉 = σ20 , we can consider its
excursion sets Σ(ν) = {κ > νσ0} that consist of all the
points at which the field exceeds a particular threshold
value νσ0 (see Figure 1 for an illustrative example). The
three MFs V0(ν), V1(ν) and V2(ν) measure respectively
the area, length of the boundary and genus characteris-
tic of these excursion sets
V0(ν) =
1
A
∫
Σ(ν)
da (1)
V1(ν) =
1
4A
∫
∂Σ(ν)
dl (2)
V2(ν) =
1
2piA
∫
∂Σ(ν)
Kdl (3)
where A is the total area of the map, da and dl are the
area and boundary length elements, respectively, and K
is the curvature of the boundary. Following the nota-
tions of [14] and [2], ∂Σ in the above equations denotes
the excursion set boundary. V0 is a measurement of the
cumulative one point PDF of the convergence field, while
V1 and V2 contain spatial information on the excursion
sets and are sensitive to n-point correlation properties
for arbitrary high n. V2 is related to the genus of the
excursion set and is equal to the number of connected
regions above the threshold (“islands”), minus the num-
ber of connected regions below the threshold (“holes”).
For high thresholds V2 is nearly equal to the number of
convergence peaks [18]. If the underlying random field
is perfectly Gaussian, there is a one-to-one correspon-
dence between the power spectrum of the field and the
Vi [19, 20]. For non-Gaussian fields, however, it is known
that the MFs are sensitive to all the multi-point correla-
tions functions, which can be used to construct a pertur-
bative approximation [1].
B. Perturbation series
An exhaustive analytic study of the perturbative ex-
pansion of the MFs has recently been presented by [2].
These authors have modeled in detail the harmonic-space
structure of the convergence power spectrum and bispec-
trum, using the halo model. In the present work, we do
not consider such a fine level of detail, because we are in-
terested only in those components of the power spectrum
and the bispectrum that enter the actual perturbation ex-
pansion. In order to build a perturbative approximation
to the MFs, we follow [1] and note that equations (1)-(3)
can be conveniently expressed in terms of spatial average
values of derivatives of the convergence field. Approxi-
mating the maps as flat, we introduce two coordinates
x = (x, y) and use the notations α = κ/σ0, αi = ∂iα and
αij = ∂i∂jα, with which one can write
V0(ν) = 〈Θ(α− ν)〉, (4)
V1(ν) =
pi
8
〈δ(α − ν)|αx|〉, (5)
and
V2(ν) = −1
2
〈δ(α − ν)δ(αx)|αy|αxx〉, (6)
where Θ is the step function and δ is the Dirac delta func-
tion. The factor pi/8 in equation (5) comes from the fact
that for isotropic fields 〈|αx|〉 = 2pi 〈|α|〉, and an analogous
relation can explain the factor of −1/2 in equation (6).
It can be shown that these averages can be expressed in
a convenient form using the variance of the convergence
field, σ0, and the variance of its gradient, σ1 =
√
〈|∇κ|2〉,
as follows
Vk(ν) =
1
(2pi)(k+1)/2
ω2
ω2−kωk
(
σ1√
2σ0
)k
e−ν
2/2vk(ν).
(7)
Here ωk is the measure of the solid angle in k − 1 di-
mensions and hence ω0 = 1, ω1 = 2 and ω2 = pi. In the
Gaussian case (see [19, 20]), the normalized MFs vk take
the very simple form
vGk (ν) = Hk−1(ν), (8)
where Hk(ν) is the k-th Hermite polynomial,
Hk(ν) = e
ν2/2
(
− d
dν
)k
e−ν
2/2
H−1(ν) =
1
2
erfc
(
ν√
2
)
.
(9)
When non–Gaussianity is present, the functions vk can
be expanded in a Taylor series in powers of σ0, whose
coefficients depend on the higher-order moments of the
random field. These higher moments characterize the
non–Gaussianity. In particular, we can write
vk(ν) = v
G
k (ν) +
∞∑
m=1
v
(m)
k σ
m
0 . (10)
The series coefficients v
(m)
k will, in general, contain the
information on the higher–order moments of the distri-
bution, such as the skewness and the kurtosis. These
coefficients take the general form
v
(m)
k (ν) =
3m+1∑
n=0
c
(m)
kn Hn(ν). (11)
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FIG. 1. One of our (un-smoothed) simulated convergence maps (left panel) and one of its excursion sets Σ = {κ > κT } with
κT = 0.01 (right panel), colored in black. The MFs are measures of the area, boundary length and genus characteristic of these
black regions, as a function of the threshold κT .
As an example, the first term (m = 1) in the expansion
(eq. 10) is given by [1]
c
(1)
k,k+2 =
S0
6
, c
(1)
k,k = −
kS1
4
, c
(1)
k,k−2 = −
k(k − 1)S2
4
,
(12)
where
S0 =
〈κ3〉
σ40
, S1 =
〈κ2∇2κ〉
σ20σ
2
1
, S2 =
2〈|∇κ|2∇2κ〉
σ41
. (13)
Note that this term is determined entirely by the three
skewness parameters (13). The next to leading order
corrections (m = 2) are similarly given by a weighted
sum of the four connected kurtosis parameters.
K0 =
〈κ4〉c
σ60
, K1 =
〈κ3∇2κ〉c
σ40σ
2
1
,
K2 =
〈κ|∇κ|2∇2κ〉c
σ20σ
4
1
, K3 =
〈|∇κ|4〉c
σ20σ
4
1
.
(14)
In this work by ”connected” we mean the non-Gaussian
components of the moments: for Gaussian fields we
have that 〈κ4〉G = 3〈κ2〉2G, so that the connected part
〈κ4〉c = 〈κ4〉 − 3〈κ2〉2 is a measure of the second order
non-Gaussianity. In the Gaussian case the skewness pa-
rameters are zero, and hence they coincide with their con-
nected part. The expressions for these next-to-leading-
order corrections are lengthy and do not add anything
to the present discussion; we refer the interested reader
to [1] for the complete set of equations. However, it is
worth pointing out a relevant property of the expansion
series. Since V0 does not contain any spatial or morpho-
logical information about the field, it makes sense that
its perturbation series, at all orders, will be entirely de-
termined in terms of the one point cumulants 〈κn〉c. In
contrast, the moments with derivatives, which contain
spatial information, will appear in the expansion of both
of the other two MFs. In order to have any hope that
the series convergences, it must be that the higher order
cumulants become smaller and smaller as n grows, i.e. it
is necessary that 〈κn〉c/σn0 → 0 as n grows. When the
departure from a Gaussian field is significant, this is gen-
erally not the case — the series then does not converge,
4Description Ωm w σ8 Number of simulations
Fiducial 0.26 -1.0 0.798 45
Auxiliary 0.26 -1.0 0.798 5
Low Ωm 0.23 -1.0 0.798 5
High Ωm 0.29 -1.0 0.798 5
Low w 0.26 -1.2 0.798 5
High w 0.26 -0.8 0.798 5
Low σ8 0.26 -1.0 0.750 5
High σ8 0.26 -1.0 0.850 5
TABLE I. Available cosmologies for ray-tracing simulations;
all models describe a spatially flat universe with ΩΛ+Ωm = 1.
and the MFs do not admit a perturbative expansion. In
the case of temperature maps of the cosmic microwave
background (CMB), which are almost Gaussian, it has
been shown (e.g. [1, 21]) that the series converges accu-
rately, also because the simple Gaussian approximation
is good enough. Given the much larger non-Gaussianities
in the WL convergence field, it is not guaranteed that the
series will converge when applied to WL. A goal of the
present study is to quantify how well (or not) the WL
series converges.
III. METHODS
A. N-body simulations and ray-tracing
In order to understand if the weak lensing MFs admit a
perturbative expansion in terms of multi-point moments,
we must evaluate the series numerically and compare it
to the actual MFs measured from simulated maps. For
this purpose, we use a large suite of simulated conver-
gence maps (see [17]), generated with a two-dimensional
ray-tracing algorithm (see [22]), for a number of differ-
ent combinations of the three cosmological parameters
(Ωm, w, σ8), referring respectively to the matter density,
the equation of state of dark energy and the normal-
ized amplitude of the initial density fluctuations, as sum-
marized in Table I. For each choice of cosmological pa-
rameters we have R = 1000 (pseudo-)independent real-
izations of the convergence field for each of three fixed
source galaxy redshifts zs = 1, 1.5 and 2. Each real-
ization is a flat 12 deg2 map with a pixel resolution of
Ap = (0.1 arcmin)
2 and Np = 2, 048 pixels per side. We
call these realizations (pseudo-)independent because they
are drawn from the same set of simulations, rotating the
lens planes from which the ray tracing is performed. We
add galaxy shape noise, κnoise, to each of the realizations,
following a conventional approach (see for example [17])
to model this noise as a white Gaussian noise with real
space correlation function
〈κnoise(x1)κnoise(x2)〉 =
σ2γ(zs)
ngalAp
δK
x1,x2 . (15)
Here ngal is the number density of source galaxies, which
we assume to be ngal = 15arcmin
−2, δK is the Kronecker
delta tensor and each pixel x is specified by its two coordi-
nates (x, y). We assume that this noise has an amplitude
equal to that of one component of the shear, and so has
an r.m.s. value (see [23])
σγ(zs) = 0.15 + 0.035zs. (16)
After adding the noise, we smooth each map with a Gaus-
sian window function of angular size θG and kernel
WθG(x, y) =
1
piθ2G
exp
[
−
(
x2 + y2
θ2G
)]
(17)
Throughout this paper, we refer to the parameter θG as
the smoothing scale of our maps; for reference, the maps
are stored in FITS format and the input is processed with
the CFITSIO library [24]; the smoothing is performed in
Fourier space for computational time speedup using the
FFTW3 C library [25].
B. Observables from simulated lensing maps
For each map, we measure a set of multi–point mo-
ments and MFs with linear size threshold bins. We limit
our perturbation series expansion to order σ20 and, mo-
tivated by equations (13), (14), we measure the nine
moments OM,ri = (σ
2
0 , σ
2
1 , S0, S1, S2,K0,K1,K2,K3)r for
each realization r; gradients are calculated with first or-
der finite difference looking at the values of the nearest
neighboring pixels, assuming periodic boundary condi-
tions. For the direct measurement of the MFs we again
follow [17] and express the spatial averages (4),(5) and
(6) as integrals over the map planes
V0(ν) =
1
A
∫
A
Θ(κ(x) − ν)dxdy, (18)
V1(ν) =
1
4A
∫
A
δ(κ(x)− ν)
√
κ2x + κ
2
ydxdy, (19)
V2(ν) =
1
2piA
∫
A
δ(κ(x)−ν)2κxκyκxy − κ
2
xκyy − κ2yκxx
κ2x + κ
2
y
dxdy.
(20)
In equations (18)-(20) the integrals are calculated as dis-
crete sums over pixels and the derivatives are evaluated
via finite difference with periodic boundary conditions.
For large smoothing scales θG, the denominator in the
integrand of expression (20) can vanish on some of the
pixels; this is an issue especially for large smoothing
scales, when neighboring pixels can acquire similar val-
ues, making gradients vanish. To deal with this, when
this happens, we take the explicit limit |∇κ| → 0 with
κx = κy and replace the integrand with the expression
κxy − (κxx + κyy)/2. The direction in which to take this
5limit is arbitrary, but the difference between one choice
and the other is of relative order 1/N2p and hence can
be safely neglected. To approximate the δ functions we
use discrete binning for the thresholds νj and we divide
the interval κ = νσ0 ∈ [−|κmin|, |κmin|] in Nbins parts of
equal size. This discretization choice leads to rounding
errors for the MFs, which have been investigated by [17].
We then save these binned MFs in a vector of size 3Nbins,
OMF,ri = [V0(νj), V1(νj), V2(νj)]
r for each realization r.
Our complete set of descriptors is then a 9 + 3Nbins di-
mensional vector Ori = (O
M,r, OMF,r). We measure this
entire set of descriptors for each of the 1000 realizations
for each cosmological model, using 100 cores at the BNL
Astro Cluster. Parallelization is implemented with the
MPI library [26].
C. Forecasting cosmology constraints
To measure the information content (i.e. the constrain-
ing power) that each of our descriptors Oi carries, we
want to calculate the error on each of the cosmological
parameters pα = (Ωm, w, σ8) that results from using a
particular set of descriptors. To begin, we measure the
averages 〈Oi〉 and the covariance matrix Cij of our de-
scriptors using the 1000 realizations available,
〈Oi〉 = 1
R
R∑
r=1
Ori , (21)
and
Cij =
1
R− 1
R∑
r=1
(Ori − 〈Oi〉)(Orj − 〈Oj〉). (22)
Before using this information to fit for the cosmological
parameters, we can ask ourselves how well our set of de-
scriptors Oi is able to discriminate between two different
cosmological models. We have quantified this difference
using a χ2 analysis, and we computed the quantity
∆χ2ff ′ = (〈Oi〉f − 〈Oi〉)f
′
(Cf )−1ij (〈Oj〉f − 〈Oj〉f
′
). (23)
Note that repeated indices i and j are summed over, and
that the superscripts r and f in equations (22) and (23)
have different meanings: in the former case we refer to
the superscript as the particular realization we are ana-
lyzing, in the latter as the particular cosmological model
considered. The quantity ∆χ2ff ′ measures how well a set
of descriptors Oi is able to discriminate between two dif-
ferent cosmological models, typically the fiducial v.s. one
of the alternative models in Table I. We use the same set
of descriptors to find the best-fit cosmological parame-
ters prα = p
0
α + δp
r
α [with p
0
α = (0.26,−1.0, 0.798)] for
each realization; this allows us to compute the parame-
ter covariance matrix Pαβ = 〈δpαδpβ〉. We use a linear
interpolation between the fiducial and the alternative cos-
mologies to model the dependence of each descriptor on
the cosmological parameters,
Oi(p) = 〈Oi(p0)〉+Xiαδpα (24)
with Xiα = ∂〈Oi〉/∂pα is evaluated as a forward finite
difference derivative. In each realization (of the fiducial
cosmology), we find the best-fit cosmological parameters
by minimizing the χ2,
χ2r(p) = [O
r
i −Oi(p)]C−1ij (p0)[Orj −Oj(p)] (25)
with respect to p (note that p is a vector of the three cos-
mological parameters). We want to stress the difference
in meaning by the two χ2 statistics (23),(25): the former
is a measure of the cosmological distinguishing power of
a particular set of descriptors, the latter is a function of
p, which minimum represents the best fit parameter val-
ues for an individual realization. With the linear inter-
polation (24), this minimization can be done by solving
∂χ2r(p)/∂p = 0 analytically. This minimization condition
translates to
XiαC
−1
ij (p
0)[Orj − 〈Oj(p0)〉 −Xjβδprβ] = 0 (26)
The solution δpα to this linear system is given in terms of
the differences δOri = O
r
i −〈Oi(p0)〉 and inverse matrices,
δprα = (XiC
−1
ij Xj)
−1
αβ(XkβC
−1
kl δO
r
l ) (27)
We can also calculate the parameter covariance matrix
P analytically, in terms of the covariance matrix of
the descriptors, using equation (27) and the fact that
〈δOiδOj〉 = Cij ; matrix manipulations give us
Pαβ = (XiC
−1
ij Xj)
−1
αβ . (28)
The final result of this calculation is the inverse of the
familiar Fisher matrix Fαβ = (XiC
−1
ij Xj)αβ , except ne-
glecting the dependence of the (co)variances on cosmol-
ogy ([27, 28]); we should stress that this statement holds
only because we chose to perform the fitting of the cosmo-
logical parameters linearly interpolating our observables
set between different cosmological models. We should
also note that the marginalized errors calculated from
this analytical covariance matrix ∆pα =
√
Pαα corre-
spond to “one sigma”, or 68.4% confidence level only if
the fluctuations of the observables between realizations
are Gaussian. We have no reasons apriori that this would
be the case for the weak lensing MFs and moments. On
the other hand, the above approach directly yields the full
likelihood analytically (since we have the best-fit param-
eters for each realization), and allows us to go beyond the
Fisher matrix and relax this Gaussian assumption. Fur-
ther details and discussion of this point will be included
in § IVC below. There is an additional complication:
as we will clarify in § VD, we have reasons to think that
this picture is oversimplified and that the parameter error
bars that one gets from equation (28) are underestimated
when the descriptor set (and in particular the number
of thresholds for the MF, Nbins) is too large. To cor-
rect this underestimation, we take advantage of the fact
6that we have at our disposal two different set of maps
for the fiducial cosmology, generated respectively from 5
and 45 simulations. We use one set of maps, A, to mea-
sure the covariance matrix which we use to construct the
χ2 in equation (25); we call this covariance matrix CA.
We use the other set of maps, B, to fit the cosmological
parameters; that is to say in equation (25) the observ-
ables Ori are measured from the set of maps B so that
〈δOiδOj〉 = CBij is the covariance matrix measured from
set B. This leads to a more complicated expression for
the parameter covariance, which can be generalized as
PABαβ = (X ·YCA)−1αγ (X ·YCA)−1βδ (YCA)iγ(YCA)jδCBij , (29)
with the convenient notation YC = C
−1X . As pointed
out by [17], the covariance matrices measured from dif-
ferent set of maps (obtained with 5 and 45 simulations)
are not the same and equation (29) can lead to quite dif-
ferent (but more accurate) results than the simpler equa-
tion (28). In the present discussion, we didn’t mention
the fact that equations (23) and (28) need to be corrected
by a multiplying factor of (R−3Nbins−2)/(R−1) due to
the fact that the estimator that we use for the inverse of
the covariance matrix, C−1ij , is biased (see [29, 30]); for
our set of MFs binned with Nbins = 100 this accounts
for a 10% correction, which is small enough not to affect
any of our conclusions below. The finding that equa-
tion (28) underestimates error bars is not due to the fact
that it misses the correction factor, but to the fact that
the correlation between the observables vector and the
covariance matrix forces us to use different set of maps,
and in particular equation (29) to obtain the correct sized
error bars. Throughout the discussions below, the errors
are calculated as ∆pα =
√
PABαα where A and B refer
to the sets of fiducial maps obtained respectively from 5
and 45 simulations; the errors are scaled by the constant
factor 1/
√
NLSST , where NLSST = 1600 is the approxi-
mate ratio of the solid angle covered by the LSST survey
(≈20,000 deg2; [31]) to the area of one of our simulated
maps (≈12 deg2).
IV. RESULTS
A. Numerical MF measurement accuracy
To check the accuracy of our code, we have created
1,000 realizations of a Gaussian random field, with the
same size as our weak lensing maps (see [17]) and mea-
sured the three MFs with the procedure in § III B. We
have used Nbins = 100, choice that will be justified in
§ VD
The results are shown, together with the analytic ex-
pectations from equations (7) and (8), in Figure 2. As
this figure shows, our code measures the MFs for a Gaus-
sian random field highly accurately, with relative residu-
als smaller than one part in 103. Although [17] achieved
somewhat better accuracy, the accuracies in Figure 2 are
sufficient for our purposes, and will not influence our con-
clusions on the convergence of the perturbation series.
We will discuss this point further in § V below.
B. Perturbation series convergence
We next test the convergence of the perturbation series
in equation (10) up to order σ20 , i.e. up to the contribu-
tions containing the fourth order cumulants. We com-
pared the residuals δVk = V
meas
k − V (2)k with the differ-
ences in Vk that we obtain when varying the cosmological
parameters (Ωm, w, σ8); we again used Nbins = 100. The
MFs from the analytical series expansion, V
(2)
k , are cal-
culated by measuring the moments for each of the 1000
realizations, taking the average, and then using equa-
tions (7) to (14). The results are displayed in Figures
3 and 4, for both the noisy and the noiseless maps, and
for different smoothing scales. One expects that for a
sufficiently large smoothing scale, the field becomes close
to Gaussian, and the perturbation series is convergent.
We investigated this issue in Figure 5, where we show
the ∆χ2 difference (calculated with equation (23)) be-
tween the measured and perturbative expanded MFs as
a function of the perturbative order and smoothing scale
used. If the series is convergent, an important question
to ask is if the MFs are still effective in distinguishing dif-
ferent cosmological models. To answer this question, we
computed the ∆χ2 values as in equation (23) for each of
the smoothing scales we tested, and for three deviations
from the fiducial cosmology, summarizing the results in
Table II. We used the same ∆χ2 statistic to quantify the
convergence of the perturbation series, and see how this
compares to the difference in cosmological models.
C. Information content and constraining power
We calculated the marginalized errors in the cosmo-
logical parameters analytically using equation (29) for
various sets of descriptors, in order to distinguish the
constraining power of the MFs and the moments. We
chose again Nbins = 100 to obtain realistic constraints:
as already stressed this choice will be justified later in
§ VD. The results are summarized in Table III and will
be discussed in § V below
We have investigated the errors in Table III and
checked if these numbers do correspond to a 68.4%, or
one σ, confidence level. Significant differences can arise if
the parameter fluctuations between realizations are not
Gaussian. To quantify this better, and to obtain a more
accurate estimate of the 68.4% confidence errors, we use
the full distribution of best-fit parameters. If this distri-
bution is Gaussian, then the quantity
χ2r = δp
r
α(P
AB)−1αβδp
r
β (30)
should have a χ2 distribution with n degrees of freedom,
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FIG. 2. Comparison between the Minkowski functionals measured numerically on the simulated maps, and the analytical
predictions from equation (8), for 1000 realizations of a Gaussian random field (with the same size and pixel resolution as our
convergence maps). The figure shows a direct comparison (top panel) and the fractional errors δV/Vmax (bottom panel) for
the three MFs (V0, V1, V2 from left to right).
θG(arcmin) ∆χ
2
Noiseless Noisy
Analytical - measurement comparison (O(σ20))
1 2.16 · 104 1.73 · 103
5 7.65 5.79
15 0.45 0.34
High Ωm
1 32.45 9.32
5 5.48 3.86
15 1.47 1.18
High w
1 20.60 2.67
5 2.37 1.59
15 1.47 1.13
High σ8
1 21.06 12.84
5 6.42 5.14
15 1.47 1.44
TABLE II. Distinguishing power between the fiducial model and three of its variants using the Minkowski functionals, measured
by the ∆χ2 defined in equation (23); the calculations are performed withNbins = 100. In the first row we show the ∆χ
2 difference
between the second order perturbation series and the actually measured MFs in the fiducial cosmology.
where n is the number of dimensions, or number of pa-
rameters that we include in the statistics. If n = 1 the
points are distributed on a line, if n = 2 on a two dimen-
sional tilted ellipse, and if n = 3 on a full three dimen-
sional ellipsoid. For a Gaussian parameter distribution
the constant χ2 surfaces are ellipses of equation
δpα(P
AB)−1αβδpβ = kn (31)
and the constant kn, for a 68.4% probability level, takes
the values k1 = 1, k2 = 2.3 and k3 = 3.53. In Table IV
we compare the generalized Fisher marginalized errors
computed from equation (29) with the 68.4% confidence
interval computed cutting the one dimensional parameter
distribution at the edges. Since we have a good reason
to believe that the errors are almost Gaussian, we use
equation (31) with n = 2 to plot the two dimensional
confidence ellipses, that give us an idea about the error
correlations between different parameters.These results
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FIG. 3. Tests of the accuracy of the perturbation series expansion for the MFs. In each panel, we show the MFs measured
numerically from the simulated WL maps (blue points) compared with the prediction from the perturbation series at Gaussian
(green), σ0 (red) and σ
2
0 (cyan) order. In each case, the observables were averaged over 1000 realizations of a 12 deg
2 WL map,
with source redshift zs = 2, smoothed on a scale θG = 1
′. The top pair of rows use the noiseless maps, while in the bottom
pair of rows shape noise was added. In each pair, the upper panel compares the MFs directly, and the lower panels shows the
residuals δVk (dashed blue line) between the measured MFs and the order σ
2
0 perturbation series, together with the difference
in MFs between the fiducial cosmology and cosmological models with different (Ωm, w, σ8) (solid lines). The colors refer to
Ωm = 0.23 (grey), w = −0.8 (red), σ8 = 0.75 (blue), Ωm = 0.29 (yellow), w = −1.2 (magenta) and σ8 = 0.85 (green). Note
that the scale on the y axis is different in each row, and the noisy maps have smaller residuals, as expected from a field that is
closer to Gaussian.
are outlined in Figure 6. Table IV shows that the an-
alytical errors are comparable with the ones calculated
from the analytical fitting. This feature, as stated above,
is consistent with the Gaussian nature of the errors.
V. DISCUSSION
In this section we discuss our results and their impli-
cations.
A. Numerical accuracy of Minkowski functionals
From Figure 2 we can see that, in the purely Gaussian
case, our code measures the MFs with an accuracy of one
part in 104 for V0 and one part in 10
3 for the other two.
Even if this accuracy is not as good as that in [17], we
can safely assert that we are able to establish whether the
perturbation series converges or not. As one can see in
Figure 3, in the θG = 1
′ case, the perturbation residuals
are of relative order 10−2 for V0 and 10
−1 for the other
two. On the larger smoothing scales shown in Figure 4,
the residuals are smaller, and become comparable with
the code accuracy shown in Figure 2, suggesting that
in fact the perturbation series is converging when the
smoothing scale is 15′.
9Descriptors ∆Ωm ∆w ∆σ8
One point moments
Unconnected (〈κ2〉, 〈κ3〉, 〈κ4〉) 0.0066 0.035 0.0069
Connected ((σ20 , S0,K0) = 〈κ2〉, 〈κ3〉, 〈κ4〉c) 0.0051 0.025 0.0053
All moments (connected)
Add σ21 = 〈|∇κ|2〉 0.0017 0.0089 0.0023
Add S1 = 〈κ2∇2κ〉 0.0016 0.0088 0.0022
Add S2 = 〈|∇κ|2∇2κ〉 0.0016 0.0082 0.0021
Add K1 = 〈κ3∇2κ〉c 0.0016 0.0082 0.0021
Add K2 = 〈κ|∇κ|2∇2κ〉c 0.0016 0.0082 0.0021
Add K3 = 〈|∇κ|4〉c 0.0015 0.0081 0.0020
Smoothing scale combination
(σ20 , S0)× (1′, 3′) 0.0020 0.012 0.0025
(σ20 , σ
2
1 , S0)× (1′, 3′) 0.0016 0.0092 0.0021
(σ20 , S0,K0)× (1′, 3′) 0.0019 0.010 0.0024
(σ20 , S0,K0)× (1′, 3′, 5′) 0.0017 0.0090 0.0022
Minkowski functionals
V0 0.0015 0.0073 0.0019
V1 0.0013 0.0065 0.0018
V2 0.0014 0.0067 0.0020
V0 + V1 + V2 0.00096 0.0052 0.0014
Minkowski functionals + All moments
0.00096 0.0051 0.0014
TABLE III. The marginalized errors on the cosmological parameters, calculated from PABαβ (equation (29)), and using various
sets of observables. In the top section of the table, we start by considering only the three one–point moments (unconnected
and connected), and then we add the connected derivative moments one by one to the ensemble. In the middle section, we
consider the effect of combining smoothing scales (this is only done is this section; all the other sections in this table refer to a
single smoothing scale θG = 1
′). The bottom section shows the constraints from the MFs, either alone, or combined with the
moments. In each case, the source redshift is fixed at zs = 2 and the maps are smoothed on an angular scale θG = 1
′. Galaxy
shape noise with ngal = 15 arcmin
−2 has been added.
∆Ωm ∆w ∆σ8
Minkowski V0 + V1 + V2
Gaussian (
√
Pαα) 0.00096 0.0052 0.0014
68.4% interval -0.0010÷0.00092 -0.0054÷0.0055 -0.0013 ÷ 0.0015
One point moments (〈κ2〉, 〈κ3〉, 〈κ4〉c)
Gaussian (
√
Pαα) 0.0051 0.025 0.0054
68.4% interval -0.0028÷0.0037 -0.016÷0.020 -0.0037÷0.0027
All moments
Gaussian (
√
Pαα) 0.0015 0.0081 0.0020
68.4% interval -0.0014÷0.0014 -0.0076÷0.0079 -0.0020÷0.0019
Minkowski + all moments
Gaussian (
√
Pαα) 0.00096 0.0051 0.0014
68.4% interval -0.00099÷0.00091 -0.0052÷0.0051 -0.0013÷0.0014
TABLE IV. Comparison between marginalized errors calculated from the generalized Fisher matrix (29) and from the 68.4%
Monte Carlo confidence interval.
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FIG. 4. Tests of the accuracy of the perturbation series expansion for the MFs, as in Figure 3, except for larger smoothing
scales. The top pair of panels show results from noiseless maps, with the smoothing scale increased to θG = 15
′; the bottom
panel shows results from maps with shape noise added, smoothed on a scale θG = 15
′. The color code is exactly the same as
Figure 3.
B. Convergence of the perturbation series
Our main results, comparing the numerically measured
MFs with the approximations from the perturbative ex-
pansions, are shown in Figures 3, 4 and 5. While Figures
3 and 4 show qualitatively when the perturbation series
is a good approximation, Figure 5 suggests a quantitative
criterion that helps deciding if the convergence is good or
not: plotting the ∆χ2 differences between measured and
perturbative expanded MFs, we can see if the series con-
verges or not looking at how this ∆χ2 changes as we vary
the perturbative order. We can see that on smoothing
scales below 5′ the series diverges, it starts to converge on
scales of ∼ 5′ and it shows a good degree of convergence
on scales of 15′. We note that the galaxy shape noise in
general favors the convergence of the series. This can be
easily understood: since this noise is Gaussian in nature,
it helps reducing the non-Gaussianity in the map, and
hence suppresses the higher-order connected cumulants.
Nevertheless, these smoothing scales are large, and much
of the cosmological distinguishing power is lost once the
maps are smoothed on these scales. Looking at the ∆χ2
values in Table II, we see that going from 1′ to 5′, the
distinguishing power measured by ∆χ2 drops by a factor
of 3-10 in the noiseless case and 2-3 in the noisy case.
C. Cosmological Constraints
It is interesting to examine Table III, where we ana-
lyze the amount of information (or constraining power)
carried by various subsets of descriptors. The first im-
portant feature revealed in this table is that, for the sake
of constraining the triplet (Ωm, w, σ8), the MFs lead to
error-bars that are approximately 1.5÷2 times smaller
than the ones obtained with the multi-point moments
that describe the perturbation series at order σ20 .
We also investigated how the cosmological information
is distributed between these different moments. One can
get interesting constraints just considering the three one
11
1 σ0 σ 20
Perturbative order
10-1
100
101
102
103
104
105
∆
χ
2
(m
ea
su
re
d
−s
er
ie
s)
FIG. 5. ∆χ2 difference between the measured Minkowski functionals and their perturbative approximation, as a function of the
perturbative order considered in powers of σ0; we consider the noiseless (solid) and noisy (dashed) cases with ngal = 15arcmin
−2
and zs = 2 for smoothing scales θG = 1
′(blue),5′(green) and 15′(red). The calculations are performed with Nbins = 100.
point moments (σ20 , S0,K0) – i.e. just 3 numbers. How-
ever, these constraints are improved by a factor of 3 once
we start considering spatial information. Most strikingly,
most of the improvement can be achieved by simply mea-
suring σ21 in addition to the one-point moment. This is
seen by going from the 2nd to the 3rd row of Table III; the
addition of further multi-point moments (4rd-8th rows)
only tightens the errors further by a modest amount
(∼ 10%). From Table III, it is also evident that instead of
measuring multi-point moments, spatial information can
be added by combining two or more smoothing scales (see
[17]); the similarly large benefits of combining smoothing
scales have been demonstrated for the lensing peak statis-
tics [32]). In fact, the table shows that combining just
two smoothing scales (1′ and 3′) has almost the same im-
provement, over the one-point moments, as the addition
of the multi-point moments, and the two agree even bet-
ter if we add a third (1′,3′ and 5′). The conclusion from
the above is that the moments alone give constraints on
the cosmological parameters that are 1.5÷2 worse than
the MF ones, even when spatial information is included,
either in the form of multi–point moments, or multiple
smoothing scales. Another interesting possibility, which
we didn’t consider in this paper, is measuring cross cor-
relators of the convergence field at different smoothing
scales (i.e. quantities in the form 〈κθ1κθ2 ...κθN 〉). Even
if we suspect that adding such correlators is equivalent to
considering additional, intermediate smoothing scales in
our analysis, the effect of these statistics on the parame-
ter constraints is still not clear, and needs to be investi-
gated in future work. Finally, we see that all three MFs
alone give comparable constraints, although as expected
they carry some amount of complementary information
as seen in the MFs section of Table III. Since the mo-
ments do not seem to carry additional information once
they are added to the MFs we investigated how actually
these two sets of observables are correlated, measuring
the cross correlation (averaging over realizations)
γ(p) =
〈∆pMF∆pmom〉√
〈∆p2MF 〉〈∆p2mom〉
(32)
which we measured to be γ(Ωm) = 0.34, γ(w) = 0.35
and γ(σ8) = 0.45; this shows that the moments do not
add significant information to the one already contained
in the MF even if these two descriptors are weakly cor-
related. We wish to make a final remark on the nature
of the errors that we forecast: if we look at Table IV we
see that the marginalized errors computed drawing the
68.4% confidence ellipses are comparable to the ones cal-
culated analytically with the formula (29). This means
that our errors are almost Gaussian.
D. Robustness of the Results
In this section we discuss some subtleties that can con-
vince the reader of the robustness of our results. First
of all, we studied the effect of the choice of binning on
our conclusions: in previous work [17] have hypothesized
that the errors calculated from equation (28) could be
underestimated if the covariance matrix Cij is too noisy,
due to having too few realizations (see also [33]). We
tried to avoid this problem generalizing equation (28)
with (29) taking advantage of the additional map set
generated from 45 simulations. To check if this general-
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FIG. 6. This figure shows 68.4% C.L. ellipses, drawn based on equation (31) with n = 2. In the top panel, each point is
the best-fit cosmology for one of the 1000 individual realizations, and the ellipse is plotted using the whole set of descriptors
(including all three MFs and all moments up to kurtosis). The bottom panel shows how these contours change with the type of
descriptors used to fit the maps: MFs (blue), all moments up to kurtosis (green), one-point moments (σ20 , S0,K0) only (red),
and MFs together with moments (black).
ization actually helps in solving the problem, in Figures
7,8 we plotted the parameter errors ∆pα obtained from
the MFs as a function of the number of bins Nbins and
number of realizations R used.
Even if Table V shows that using either equations (28)
or (29) does not make a big difference when the num-
ber of bins is small, it also shows that this is not the
case when Nbins & 100: in particular for Nbins = 100
we see that the errors calculated following equation (28)
are about 1.5 smaller than the ones calculated accord-
ing to equation (29). Figure 7 shows that when we use
only one set of maps the constraints become artificially
too small when we increase the number of bins from 10
to 400, mainly due to the fact that the covariance ma-
trix becomes singular around Nbins = 300 if we use 1000
realizations (see [33]). On the other hand, when we use
different sets of maps, we see that the constraints reach a
plateau in the region 100 . Nbins . 200 and start to blow
up shortly after that due to numerical instabilities, as can
be seen in the oscillating behaviour in the central panel
of Figure 7; this has already been observed in the study
of peak statistics ([22]). We are confident that the con-
straints we obtain for Nbins = 100 are realistic, because
this value lies in the plateau region, where increasing the
number of bins does not make a big difference. More-
over, we see in Figure 8, right panel that the constraints
seem to converge to the actual values we find, once we
increase the number of realizations, which makes us more
confident about the constraints we obtain to be realistic;
it is worth mentioning that in the right panel of Figure 8
deviations from the true value due to too few realizations
are towards larger, more conservative error bars, while in
the left panel too few realizations cause error bars to be
underestimated. Finally, we checked if using forward or
backward derivatives in equation (24) affects our conclu-
sions: to investigate this we plotted the two dimensional
ellipse contours using equations (31) and (29) with X cal-
culated as backward derivatives, the results are displayed
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FIG. 7. Parameter constraints on Ωm(blue), w (green) and σ8 (red) obtained varying the number of bins, using both equations
(28) in the left panel and (29) in the center panel. The right panel is obtained zooming the center panel on the plateau region
10 < Nbins < 200; the breaks in the left panel correspond to cases in which the covariance matrix was close to singular and the
constraint forecasts didn’t converge. The errors are normalized to the ones that one obtains using Nbins = 10.
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FIG. 8. Parameter constraints on Ωm(blue), w (green) and σ8 (red) obtained varying the number of realizations and keeping
the number of bins fixed at Nbins = 100. We use both equations (28) in the left panel and (29) in the center panel. The right
panel is obtained zooming the center panel on the plateau region 400 < R < 1000; the breaks in the left panel correspond
to cases in which the covariance matrix was close to singular and the constraint forecasts didn’t converge. The errors are
normalized to the ones that one obtains using R =1000 realizations.
in Table VI and Figure 9.
We can see that, in the backward case, the parameter
constraints due to MFs are a factor of 2 tighter than the
ones due to moments; we compare this result with the
one obtained using the forward derivatives, in which the
comparison factor drops to 1.5. We suspect that the real
case, where we go beyond the linear interpolation, will
give a result somewhere in between, but the investiga-
tion of this requires a more advanced fitting procedure,
because equation (26) becomes a non linear system.
VI. CONCLUSIONS
In this work, we compared the amount of cosmological
information in MFs and multi-point moments, applied
to weak lensing convergence maps. We found that, even
if a perturbative expansion of the MFs in term of the
moments is formally possible, this expansion does not
show a good degree of convergence until we smooth on
scales bigger than ∼ 5′. Unfortunately, these scales are so
large that the majority of the cosmological information
in the convergence maps is lost, once they are smoothed
on these scales.
14
−0.004 −0.003 −0.002 −0.001 0.000 0.001 0.002 0.003 0.004
∆Ωm
−0.020
−0.015
−0.010
−0.005
0.000
0.005
0.010
0.015
0.020
∆
w
Minkowski
Moments
−0.020 −0.015 −0.010 −0.005 0.000 0.005 0.010 0.015 0.020
∆w
−0.006
−0.004
−0.002
0.000
0.002
0.004
0.006
∆
σ
8
−0.006 −0.004 −0.002 0.000 0.002 0.004 0.006
∆σ8
−0.004
−0.003
−0.002
−0.001
0.000
0.001
0.002
0.003
0.004
∆
Ω
m
FIG. 9. Two dimensional ellipse contour plotted according to equation (31) using MFs (blue) and moments (red) as descriptors;
in this figure we compare the effect of using forward (solid lines) and backward (dashed lines) derivatives in equation (24).
∆Ωm ∆w ∆σ8
10 bins
From Pαβ in equation (28)
0.0016 0.0077 0.0022
From PABαβ in equation (29)
0.0016 0.0076 0.0022
100 bins
From Pαβ in equation (28)
0.00063 0.0035 0.00091
From PABαβ in equation (29)
0.00096 0.0052 0.0014
TABLE V. Comparison between the MF constraints on the
cosmological parameters, calculated from equations (28) and
(29) for two different binning choices,Nbins = 10, 100.
∆Ωm(mom)
∆Ωm(MF)
∆w(mom)
∆w(MF)
∆σ8(mom)
∆σ8(MF)
Forward derivatives
1.6 1.5 1.6
Backward derivatives
2.1 1.9 2.0
TABLE VI. Relative contributions of MFs and Moments to
the Ωm, w, σ8 error bars, computed with forward and back-
ward derivatives, for Nbins = 100
We have also shown that the moments of the conver-
gence fields, up to second order in the perturbation series,
contain a factor of 1.5−2 less information than the full set
of MFs. The three MFs alone carry comparable informa-
tion, although one can improve the constraints combining
the three MFs together. Regarding the information car-
ried by moments, we have found that one can greatly
improve the constraints on the cosmological parameters
once one adds spatial information - either by considering
low-order moments of spatial gradients of the field, or by
combining at least two different spatial smoothing scales.
In this work, we did not consider any systematic ef-
fects that have instrumental (or atmospheric) origin. Al-
though we added galaxy shape noise to our maps, we did
not consider the impact of imperfect knowledge of this
noise, or the impact of incomplete sky coverage, atmo-
spheric noise, PSF errors, etc. on our results. It is also
worth noticing that the weak lensing convergence is not
directly measurable in actual experiments, and one needs
to construct it from the E mode of the shear field. Since
this construction is usually done in Fourier space, we ex-
pect map masking to be important. To avoid Fourier
space issues a possibility is using aperture mass filters,
a method already widely used in the lensing community.
Nevertheless, these issues will have to be addressed in fu-
ture work. Similarly, the impact of theoretical systematic
errors, such as uncertainties in baryon physics, or intrin-
sic alignment of galaxies, will have to be studied in the
future. We finally note then that the CFHTLenS survey
[34] has recently measured the one point moments of the
convergence field, up to the fifth cumulant. Given the re-
sults we obtained in this work, we suggest that measuring
even one of the moments that carries spatial information
(i.e. one of the moments with derivatives), in addition to
the ones already measured, could improve the constraints
on the cosmological parameters significantly.
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