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By Vladimir Gol’dshtein and Marc Troyanov
ABSTRACT. We study the relation between Sobolev inequalities for differential forms on a Riemannian
manifold (M, g) and the Lq,p-cohomology of that manifold.
The Lq,p-cohomology of (M, g) is defined to be the quotient of the space of closed differential forms
in Lp(M) modulo the exact forms which are exterior differentials of forms in Lq(M).
1. Introduction
Let us start by stating a Sobolev-type inequality for differential forms on a compact manifold.
Theorem 1.1. Let (M, g) be a smooth n-dimensional compact Riemannian manifold, 1 ≤
k ≤ n and p, q ∈ (1,∞). Then there exists a constant C such that for any differential form θ of
degree k − 1 on M with coefﬁcients in Lq , we have
inf
ζ∈Zk−1
‖θ − ζ‖Lq(M) ≤ C‖dθ‖Lp(M) , (1.1)
if and only if
1
p
− 1
q
≤ 1
n
. (1.2)
Here Zk−1 denotes the set of smooth closed (k − 1)-forms on M .
The differential dθ in the inequality above is to be understood in the sense of currents.
Note that condition (1.2) is equivalent to
p ≥ n or p < n and q ≤ p∗ = np
n − p . (1.3)
In the case of zero forms (i.e., k = 1), this theorem can be deduced from the corresponding
result for functions with compact support in Rn by a simple argument using a partition of unity.
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The case of differential forms of higher degree can be proved using more involved reasoning
based on standard results from the Hodge-De Rham theory and Lp-elliptic estimates obtained in
the 1950’ by various authors. We give a sketch of such a proof in the Appendix of this article.
In the case of a non-compact manifold, the inequality (1.1) is still meaningful if the differential
form θ belongs to Lq . Although, the condition (1.2) is still necessary in the non compact case, it
is no longer sufficient and additional conditions must be imposed on the geometry of the manifold
(M, g) for a Sobolev inequality to hold.
The main goal of this article is to investigate these conditions. Our Theorem 6.2 below gives
a necessary and sufficient condition based on an invariant called the Lq,p–cohomology of (M, g)
and which is defined as
Hkq,p(M) = Zkp(M)/dk−1q,p (M) ,
where Zkp(M) is the Banach space of closed k-forms θ in Lp(M) and k−1q,p (M) is the space of
all (k − 1)-forms φ in Lq(M) such that dφ ∈ Lp.
We will also prove a regularization theorem saying that any Lq,p-cohomology class can be
represented by a smooth form, provided that (1.2) holds (see Theorem 12.7). This implies in
particular that the Lq,p-cohomology of a compact manifold M coincides with the usual De Rham
cohomology M and it gives us a new proof of Theorem 1.1 above. This new proof is perhaps
simpler than the classical one sketched in the Appendix (at least it does not rely on the rather deep
elliptic estimate).
The techniques of this article also provide a proof of the following result which is a comple-
ment to Theorem 1.1.
Theorem 1.2. Let (M, g) be a smooth compact Riemannian manifold of dimension n and
p, q ∈ (1,∞). There exists a constant C such that for all closed differential forms ω of degree
k with coefﬁcients in Lp(M), there exists a differential form θ of degree k − 1 such that dθ =
ω and
‖θ‖Lq ≤ C ‖ω‖Lp , (1.4)
if and only if p, q satisfy the condition (1.2) and HkDeRham(M) = 0.
Both Theorems 1.1 and 1.2 are proved at the end of Section 12. In the non compact case,
we prove in Theorem 6.1 below that the inequality (1.4) holds if and only if Hkq,p(M, g) = 0.
The Sobolev inequality is important because it is a key ingredient in solving partial differential
equations. To illustrate this point, we show in Section 13 how Theorem 6.2 can be used to solve
the non linear equation
δ
( ‖ dθ‖p−2 dθ) = α (1.5)
for differential forms. Here δ is the formal adjoint to the exterior differential d.
Although, it is certainly a nice observation that such Sobolev type inequalities for differential
forms have interpretations in Lq,p-cohomology, this will not lead us very far unless we are able
to compute some of this cohomology. Unfortunately, this is not an easy task and only few
examples of Lq,p-cohomology groups are presently known. It is thus also one of our goals in
this article to begin developing some of the basic facts from the theory. In particular, we present
here some results in the direction of duality (see Section 8), a proof of the Poincaré Lemma for
Lq,p-cohomology and a non vanishing result for the Lq,p-cohomology of the hyperbolic plane
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H
2
. This non vanishing result says in particular that the Sobolev inequality (1.4) for one-forms
never holds on H2 for any p, q ∈ (1,∞).
Let us shortly describe what is contained in the article. In Sections 2 and 3, we give the
necessary definitions and we prove some elementary properties of Lq,p-cohomology. Then we
present some basic facts of the theory of Banach complexes and we derive the cohomological
interpretation of Sobolev inequalities for differential forms (Sections 4, 5, and 6). In Section 7,
we prove some monotonicity properties for the Lq,p-cohomology of finite-dimensional manifolds
and in Section 8 we introduce a notion of “almost duality” techniques (a standard Poincaré duality
holds only when p = q). We apply these techniques to compute the Lq,p-cohomology of the
line (Section 9) and the hyperbolic plane (Section 10) and to prove a version of the Poincaré
Lemma (Section 11). In Section 12, we show that the Lq,p-cohomology of a manifold can be
represented by smooth forms under the condition (1.2). Finally, we show in Section 13 how the
Lq,p-cohomology can be relevant in the study of some non linear PDE, and in Section 14 we give
a relation between the L2-cohomology and the Laplacian on complete manifolds. The article ends
with an Appendix describing an alternative proof of Theorems 1.1 based on Lp elliptic estimates.
Remark. The reader might prefer to call the inequality (1.1) a Poincaré inequality and use
the term Sobolev inequality only for the inequality (1.4). In fact there are various uses of the
terms Poincaré and Sobolev inequalities. According to [7], the Poincaré inequality is simply
a special case of the Sobolev one (it is in fact the case p = q). In this article, we avoid the
name Poincaré inequality.
2. Definitions
Let us recall the notion of weak exterior differential of a differential form on a Riemannian
manifold (M, g).
We denote by C∞c (M,k) the vector space of smooth differential forms of degree k with
compact support on M and by L1loc(M,
k) the space of differential k-forms whose coefficients
(in any local coordinate system) are locally integrable.
Definition 2.1. One says that a form θ ∈ L1loc(M,k) is the weak exterior differential of a
form φ ∈ L1loc(M,k−1) and one writes dφ = θ if for each ω ∈ C∞c (M,n−k), one has∫
M
θ ∧ ω = (−1)k
∫
M
φ ∧ dω .
Clearly, dφ is uniquely determined up to sets of Lebesgue measure zero, because dφ is the
exterior differential (in the sense of currents) of the current φ. It is also clear that d ◦ d = 0, and
this fact allows us to define various cohomology groups.
Let Lp(M,k) be the space of differential forms in L1loc(M,
k) such that
‖θ‖p :=
(∫
M
|θ |p dx
) 1
p
< ∞ .
We then set Zkp(M) := Lp(M,k)∩ ker d (= the set of weakly closed forms in Lp(M,k)) and
Bkq,p(M) := d
(
Lq
(
M,k−1
)) ∩ Lp(M,k) .
Lemma 2.2. Zkp(M) ⊂ Lp(M,k) is a closed linear subspace. In particular, it is a Ba-
nach space.
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Proof. We need to show that an arbitrary element φ ∈ Zkp(M) in the closure of Zkp(M) is a
weakly closed form. Choose a sequence φi ∈ Zkp(M) such that φi → φ in Lp-norm. Since φi
are weakly closed forms, we have ∫
M
φi ∧ dω = 0 ,
for any smooth differential forms ω of degree n − k − 1 with compact support on M . Using
Hölder’s inequality, we obtain∫
M
φ ∧ dω =
∫
M
(φ − φi) ∧ dω ≤ ‖φ − φi‖Lp(M)‖dω‖Lp′ (M) → 0 .
Here 1/p + 1/p′ = 1.
Thus,
∫
M
φ ∧ dω = 0 for any ω = C∞c (M,n−k−1) and hence φ ∈ Zkp(M).
Observe that Bkq,p(M) ⊂ Zkp(M) (because d ◦ d = 0), we thus have
Bkq,p(M) ⊂ Bkq,p(M) ⊂ Zkp(M) = Zkp(M) ⊂ Lp
(
M,k
)
.
Definition 2.3. The Lq,p-cohomology of (M, g) (where 1 ≤ p, q ≤ ∞) is defined to
be the quotient
Hkq,p(M) := Zkp(M)/Bkq,p(M) ,
and the reduced Lq,p-cohomology of (M, g) is
H
k
q,p(M) := Zkp(M)/Bkq,p(M) ,
(where Bkq,p(M) is the closure of Bkq,p(M)). We also define the torsion as
T kq,p(M) := Bkq,p(M) /Bkq,p(M) .
We thus have the exact sequence
0 → T kq,p(M) → Hkq,p(M) → Hkq,p(M) → 0 .
The reduced cohomology is naturally a Banach space. The unreduced cohomology is a
Banach space if and only if the torsion vanishes.
By Lemma 4.4 below, we see that the torsion T kq,p(M) can be either {0} or infinite dimen-
sional. Indeed, if dim T kq,p(M) < ∞ thenBkq,p(M) is closed, hence T kq,p(M) = {0}. In particular,
if dim T kq,p(M) = 0 then dim Hkq,p(M) = ∞.
When p = q, we simply speak of Lp-cohomology and write Hkp(M) and Hkp(M).
Example. The Lq,p-cohomology of the bounded interval M = (0, 1) is easily computed: We
clearly have H 0q,p((0, 1)) = R and H 1q,p((0, 1)) = 0 for any 1 ≤ q, p ≤ ∞.
Indeed, if ω = a(x) dx belongs to Lp((0, 1)) ⊂ L1((0, 1)), then f (x) := ∫ x−∞ a(s) ds
belongs to Lq((0, 1)) for any 1 ≤ q ≤ ∞.
The Lq,p-cohomology of the unbounded intervals and other examples will be computed be-
low.
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3. Some elementary properties of Lq,p-cohomology
3.1. Zero-dimensional cohomology
We have H 0q,p(M) = H 0q,p(M) = Z0p(M) = H 0p(M) and these spaces have the following
interpretation: dim H 0∞(M) is the number of connected components of M and dim H 0p(M) is the
number of connected components with finite volume of M if 1 ≤ p < ∞.
3.2. Conformal invariance
Let (M, g) be a Riemannian manifold of dimension n. Recall that a new metric g1 is a
conformal deformation of g if g1 := ρ2g where ρ : M → R+ is a smooth function.
The pointwise norms of a k-form ω with respect to the metrics g1 and g are related by the
identity |ω|g1 = ρ−k|ω|g . The volume elements are related by dvol g1 = ρn dvol g . In particular,
|ω|pg1 dvol g1 = ρn−pk|ω|pg dvol g
for any k-form; likewise, |θ |qg1 dvol g1 = ρn−q(k−1)|θ |qg dvol g for any k − 1-form θ . It follows
that Hkq,p(M, g1) = Hkq,p(M, g) if n − pk = n − q(k − 1) = 0.
We thus have the following.
Theorem 3.1. If q = n
k−1 and p = nk , then Hkq,p(M, g) and H
k
q,p(M, g) are conformal in-
variants.
4. Banach complexes
The abstract theory of Banach complexes is based on a combination of techniques from homo-
logical algebra and functional analysis; this theory is the natural framework of Lq,p-cohomology
and we shall take this point of view to show the connections between Sobolev inequalities and
Lq,p-cohomology.
There is not much literature on Banach complexes, we therefore give below all necessary
definitions. The reader may look in [11] for more information.
4.1. Cohomology of Banach complexes and abstract Sobolev inequalities
Definition 4.1. A Banach complex is a sequence F ∗ = {Fk, dk}k∈N where Fk is a Banach
space, dk : Fk → Fk+1 is a bounded operator and dk+1 ◦ dk = 0.
Remark.
(1) It would be more correct to call such an object a Banach cocomplex (and to use the name
complex for the case where dk : Fk → Fk−1), but for simplicity, we shall speak of complexes.
(2) To simplify notations, we usually note d for any of the operators dk .
Definition 4.2. Given a Banach complex {Fk, d} we introduce the following vector spaces:
• Zk := ker(d : Fk → Fk+1), it is a closed subspace of Fk;
• Bk :=Im (d : Fk−1 → Fk) ⊂ Zk;
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• Hk(F ∗) := Zk/Bk is the cohomology of the complex F ∗ = {Fk, d};
• H
k
(F ∗) := Zk/Bk is the reduced cohomology of the complex F ∗;
• T k(F ∗) := Bk/Bk = Hk/Hk is the torsion of the complex F ∗.
Let us make a few elementary observations:
(a) Hk,Zk and Bk are Banach spaces;
(b) The natural (quotient) topology on T k := Bk/Bk is coarse (any closed set is either empty
or T k);
(c) We have the exact sequence
0 → T k → Hk → Hk → 0 .
There is a natural notion of subcomplex.
Definition 4.3. A subcomplex G∗ of a Banach complex {F ∗, d} is a sequence of linear sub-
spaces Gk ⊂ Fk (not necessarily closed) such that d(Gk) ⊂ Gk+1. If all Gk are closed subspaces,
we say that G∗ is a Banach-subcomplex of F ∗.
The cohomology of the subcomplex G∗ is defined as
Hk
(
G∗
) = (Gk ∩ ker d)/d(Gk−1) .
Observe that in general Hk(G∗) is not a Banach space, but there is no way to define a reduced
cohomology of G∗, unless G∗ ⊂ F ∗ is a Banach-subcomplex.
Lemma 4.4.
For any Banach complex {Fk, d}, the following conditions are equivalent
(i) T k = 0;
(ii) dim Tk < ∞;
(iii) Bk ⊂ Fk is closed.
Proof.
Proof (i)⇒(ii) is obvious and (ii)⇒(iii) follows e.g., from [4, Th. 3.2 page 27]. The
implication (iii)⇒(i) follows directly from the definition of the torsion.
Proposition 4.5. The following are equivalent:
(i) Hk = 0;
(ii) the operator dk−1 : Fk−1/Zk−1 → Zk admits a bounded inverse d−1k−1;
(iii) there exists a constant Ck such that for any θ ∈ Zk there is an element η ∈ Fk−1 with
dη = θ and
‖η‖Fk−1 ≤ Ck‖θ‖Fk .
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Proof.
(i)⇒(ii). Suppose Hk = 0. Then dk−1 : Fk−1/Zk−1 → Zk is a bijective bounded linear operator
and by the open mapping theorem, the inverse map
d−1k−1 : Zk → Fk−1/Zk−1
is also a bounded operator.
(ii)⇒(iii). Let γ be the norm of d−1k−1 : Zk → Fk−1/Zk−1, then for any θ ∈ Zk we can find
ξ ∈ Fk−1 such that dk−1ξ = θ . Furthermore,
‖[ξ ]‖Fk−1/Zk−1 = inf
ζ∈Zk−1
‖ξ − ζ‖Fk−1 ≤ γ ‖θ‖Fk .
In particular, there exists ζ ∈ Zk−1 such that ‖ξ − ζ‖Fk−1 ≤ 2γ ‖θ‖Fk . Let us set η := (ξ − ζ ),
then dk−1η = θ and ‖η‖Fk−1 ≤ Ck ‖θ‖Fk with Ck = 2γ = 2
∥∥d−1k−1∥∥Zk→Fk−1/Zk−1 .
The implication (iii)⇒(i) is clear.
Proposition 4.6. The following conditions are equivalent:
(i) T k = 0;
(ii) The operator dk−1 : Fk−1/Zk−1 → Bk admits a bounded inverse d−1k−1.
And any one of these conditions imply
(iii) There exists a constant C ′k such that for any ξ ∈ Fk−1 there is an element ζ ∈ Zk−1
such that
‖ξ − ζ‖Fk−1 ≤ C
′
k‖ dξ‖Fk . (4.1)
Proof. The conditions (i) and (ii) are equivalent, because the existence of a bounded inverse
operator is equivalent to the closedness of Bk−1 by the open mapping theorem.
Let us assume that T k = 0 and prove (iii). By hypothesis, Bk is a Banach space and
dk−1 : Fk−1/Zk−1 → Bk is a bijective bounded linear operator. Thus, by the open mapping
theorem, the inverse d−1k−1 : Bk → Fk−1/Zk−1 is also a bounded operator.
Let γ be the norm of d−1k−1 : Bk → Fk−1/Zk−1, then for any ξ ∈ Fk−1 we have
‖[ξ ]‖Fk−1/Zk−1 = inf
ζ∈Zk−1
‖ξ − ζ‖Fk−1 ≤ γ ‖dk−1ξ‖Fk
in particular, there exists ζ ∈ Zk−1 such that ‖ξ − ζ‖Fk−1 ≤ 2γ ‖dk−1ξ‖Fk .
Proposition 4.7. If Fk−1 is a reﬂexive Banach space, then the three conditions of the previous
proposition are equivalent.
Proof. We only need to show that (iii)⇒(i) i.e., Bk = Bk ⊂ Fk provided (4.1) holds and
Fk−1 is a reflexive. Let θ ∈ Bk , then there exists a sequence ξi ∈ Fk−1 such that dk−1ξi → θ
in Fk . By hypothesis there exists a sequence ζi ∈ Zk−1 such that ‖ξi − ζi‖Fk−1 ≤ C′k ‖dξi‖Fk .
In particular, the sequence {ηi := (ξi − ζi)} is bounded, we may thus find a subsequence (still
denoted {ηi}) which converges weakly to an element η ∈ Fk−1.
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Using the Mazur Lemma (see, e.g., Chapter V Section 1, Theorem 2, p. 120 in [19]), we
may construct a sequence {˜ηi = ∑N(i)j=i aiηj } of convex combinations of ηi such that η˜i converges
strongly to η. We then have
dk−1η = lim
i→∞ dk−1η˜i = limi→∞
N(i)∑
j=i
aidk−1ηi = lim
i→∞
N(i)∑
j=i
aidk−1ξj = θ
hence θ ∈ Im (d) = Bk . We proved that Bk is closed, i.e., T k = 0.
4.2. Morphisms and homotopies of Banach complexes
This part will be useful to regularize Lq,p-cohomology, see Section 12.
Definition.
(1) A morphism R∗ between two Banach complexes F ∗ = {Fk, d} and E∗ = {Ek, d} is a family
of bounded operators Rk : Fk → Ek such that
dk ◦ Rk = Rk+1 ◦ dk .
(2) A homotopy between two morphisms R∗ and S∗ : F ∗ → E∗ is a family of bounded operators
Ak : Fk → Ek−1 such that
Sk − Rk = dk−1 ◦ Ak + Ak+1 ◦ dk .
(3) A weak homotopy between two morphisms R∗ and S∗ : F ∗ → E∗ is a sequence of families
of bounded operators Akj : Fk → Ek−1 such that for any element x ∈ Fk we have
lim
j→∞
∥∥∥(dk−1 ◦ Akj + Ak+1j ◦ dk)x − (Sk − Rk)x∥∥∥ = 0 .
Observe that, if R∗ = {Rk : Fk → Ek} is a morphism, then its image is a subcomplex of
E∗ and it is a Banach-subcomplex if and only if all Rk are closed operators. The kernel of R∗ is
always a Banach-subcomplex of F ∗.
Proposition 4.8. Let R∗ : F ∗ → F ∗ be an endomorphism of a Banach complex {F ∗, d} such
R∗(F ∗) ⊂ G∗ where G∗ is a subcomplex.
If there exists a homotopy {Ak : Fk → Fk−1} between R∗ and the identity operator I :
F ∗ → F ∗, then
Hk
(
F ∗
) = Hk(G∗) .
Proof. Given ξ ∈ Zk(F ∗), we observe that Rkξ ∈ Zk(G∗) because dRξ = R dξ = 0. If
ξ = dη ∈ Bk(F ∗), then Rkξ = Rkdη = dRkη ∈ Bk(G∗).
This proves that [Rξ ] is a well-defined cohomology class in Hk(G∗) for any cohomology
class [ξ ] ∈ Hk(F ∗).
But since
ξ − Rξ = dAξ + Adξ = dAξ
for any ξ ∈ Zk(F ∗), we see that in fact [Rξ ] = [ξ ] ∈ Hk(F ∗) and the proposition is proved.
The following result is a generalization of the previous proposition.
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Proposition 4.9.
(1) Any morphism R∗ : F ∗ → E∗ between two Banach complexes induces a sequence of linear
homomorphisms HkR∗ : Hk(F ∗) → Hk(E∗) from the cohomology of F ∗ to the cohomol-
ogy of E∗.
(2) The morphism R∗ : F ∗ → E∗ induces a sequence of bounded operators HkR∗ : Hk(F ∗) →
H
k
(E∗) from the reduced cohomology of F ∗ to the reduced cohomology of E∗.
(3) If there exists a homotopy between two morphisms R∗ and S∗ : F ∗ → E∗, then the corre-
sponding homomorphisms on the cohomology groups coincide:
HkR∗ = HkS∗ : Hk(F ∗) → Hk(E∗) .
(4) If there exists a weak homotopy between two morphisms R∗ and S∗ : F ∗ → E∗, then the
corresponding morphisms on the reduced cohomology groups coincide:
H
k
R∗ = HkS∗ : Hk(F ∗) → Hk(E∗) .
Proof.
(1) Because dR∗ = R∗d , the image R∗([ω]) of any cohomology class [ω] of the complex F ∗ is
a well-defined cohomology class of the complex E∗.
(2) Using the continuity of R∗ and dR∗ = R∗d, we see that closure of the image R∗([ω]) of
a reduced cohomology class of F ∗ is a well-defined reduced cohomology class of E∗. By the
boundedness of Rk , the operators HkR∗ : Hk(F ∗) → Hk(E∗) is also bounded.
(3) The condition Sk − Rk = d ◦ Ak + Ak+1 ◦ d implies that for any ξ ∈ Zk(F ∗) we have(
Skξ − Rkξ) = d(Akξ) ∈ Bk(E∗).
(4) The condition limj→∞
∥∥(d ◦ Akj + Ak+1j ◦ d)x − (Sk − Rk)x∥∥ = 0 for any x ∈ Fk implies
that for any ξ ∈ Zk(F ∗) we have
lim
j→∞
∥∥∥Skξ − Rkξ − d(Akj ξ)∥∥∥ = 0 .
A special case of the previous proposition is given in the following definitions.
Definition 4.10.
(a) A Banach complex F ∗ = {Fk, d} is acyclic if there exists a family of bounded operators
Ak : Fk → Fk−1 such that
Id = d ◦ Ak + Ak+1 ◦ d .
(b) The Banach complex F ∗ is weakly acyclic if for any k there exists a sequence of bounded
operators Akj : Fk → Fk−1 such that for any element x ∈ Fk we have
lim
j→∞
∥∥∥(d ◦ Akj + Ak+1j ◦ d)x − x∥∥∥ = 0 .
In other words, F ∗ is (weakly) acyclic if and only if there exists a (weak) homotopy from
the identity Id : F ∗ → F ∗ to the trivial morphism 0 : F ∗ → F ∗ It is thus clear that an acyclic
complex has trivial cohomology and a weakly acyclic complex has trivial reduced cohomology.
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5. Lq,p-cohomology and Banach complexes
In this section, we explain how the Lq,p-cohomology of a Riemannian manifold (M, g)
can be formally seen as the cohomology of some complex of Banach spaces. Let us start by
introducing the notation
kq,p(M) :=
{
ω ∈ Lq(M,k) ∣∣ dω ∈ Lp} .
This is a Banach space for the graph norm
‖ω‖q,p := ‖ω‖Lq + ‖dω‖Lp . (5.1)
By standard arguments of functional analysis (see e.g., [2]), it can be proved that kq,p(M)
is a reflexive Banach space for any 1 < p, q < ∞. We will also prove in Section 12 that smooth
forms are dense in kq,p(M) for any 1 ≤ p, q < ∞.
To define a Banach complex, we choose an arbitrary finite sequence of numbers
π = {p0, p1, · · · , pn} ⊂ [1,∞] ,
and define
kπ(M) := kpk,pk+1(M) .
Observe that nπ(M) = Lpn(M,n) and 1p,p(M) coincides with the Sobolev
space W 1,p(M).
Since the exterior differential is a bounded operator d : k−1π → kπ , we have constructed
a Banach complex.
0 → 0π d→ · · · d→ k−1π d→ kπ d→ · · · d→ nπ → 0 .
Definition 5.1. The (reduced)Lπ -cohomology ofM is the (reduced) cohomology of the Banach
complex {kπ(M), dk}.
The Lπ -cohomology space Hkπ(M) depends only on pk and pk−1 and we have in fact
Hkπ(M) = Hkpk−1,pk (M) and H
k
π(M) = Hkpk−1,pk (M) .
Two cases are of special interest:
(1) The Lp-cohomology, which corresponds to the constant sequence π = {p, p, . . . , p}.
(2) The conformal cohomology, which corresponds to the sequence p0 = ∞, and pk = nk
for k = 1, . . . , n. The cohomology associated to this sequence is a conformal invariant
of the manifold by Theorem 3.1.
Let us remark here that
( 1
pk
− 1
pk−1
) = 1
n
.
6. Lq,p-cohomology and Sobolev inequality
We are now in position to give the interpretation of Lq,p-cohomology in terms of a Sobolev
type inequality for differential forms on a Riemannian manifold (M, g).
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Theorem 6.1. Hkq,p(M, g) = 0 if and only if there exists a constant C < ∞ such that for any
closed p-integrable differential form ω of degree k there exists a differential form θ of degree
k − 1 such that dθ = ω and
‖θ‖Lq ≤ C ‖ω‖Lp .
This result is a direct consequence of Proposition 4.5.
Theorem 6.2.
(A) If T kq,p(M) = 0, then there exists a constant C′ such that for any differential form θ ∈
k−1q,p (M) of degree k − 1 there exists a closed form ζ ∈ Zk−1q (M) such that
‖θ − ζ‖Lq ≤ C′ ‖ dθ‖Lp . (6.1)
(B) Conversely, if 1 < q < ∞, and if there exists a constant C′ such that for any form θ ∈
k−1q,p (M) of degree k − 1 there exists ζ ∈ Zk−1q (M) such that (6.1) holds, then T kq,p(M) = 0.
This statement follows immediately from Propositions 4.6 and 4.7.
7. Manifolds with finite volume and monotonicity
The Lq,p-cohomology of a manifold with finite volume has some monotonicity properties.
In the next statement, the symbol H2  H1 (where H1, H2 are vector spaces) means that H1 is a
quotient of H2.
Proposition 7.1. If (M, g) has ﬁnite volume, 1 ≤ p ≤ ∞ and 1 ≤ q1 ≤ q2 ≤ ∞, then
H
k
q2,p(M) H
k
q1,p(M) and H
k
q2,p(M) H
k
q1,p(M).
Proof. Since 1 ≤ q1 ≤ q2 and M has finite volume, we have Lq1(M,k) ⊃ Lq2(M,k),
hence k−1q1,p ⊃ k−1q2,p and thus
B
k
q1,p(M) = d
(
k−1q1,p
)
∩ Lp(M,k)
⊃ d
(
k−1q2,p
)
∩ Lp(M,k)
= Bkq2,p(M) .
Since B2 ⊂ B1 ⊂ Z implies Z/B1  Z/B2, we have
H
k
q2,p(M) = Zkp/B
k
q2,p(M) Z
k
p/B
k
q1,p(M) = H
k
q1,p(M) .
The proof for unreduced cohomology is the same.
We also have some kind of monotonicity with respect to p.
Proposition 7.2. If (M, g) has ﬁnite volume 1 ≤ p2 ≤ p1 ≤ ∞ and 1 ≤ q1 ≤ q2 ≤ ∞,
then
Hkq2,p2(M) = 0 ⇒ Hkq1,p1(M) = 0 .
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Proof. Since M has finite volume, q1 ≤ q2 and p2 ≤ p1, we have1 for any q2-integrable form
θ and any p1-integrable form ω
‖θ‖Lq1  ‖θ‖Lq2 and ‖ω‖Lp2  ‖ω‖Lp1 .
Since Hkq2,p2(M) = 0, we know from Theorem 6.1 that for any closed p2-integrable form ω
of degree k there exists a differential form θ of degree k − 1 such that dθ = ω and
‖θ‖Lq2  ‖ω‖Lp2 .
Combining this inequality with two previous inequalities we get
‖θ‖Lq1  ‖ω‖Lp1
and the result immediately follows from the same Theorem 6.1.
For the torsion, we need to avoid the values q = 1 and q = ∞.
Proposition 7.3. If (M, g) has ﬁnite volume 1 ≤ p2 ≤ p1 ≤ ∞ and 1 < q1 ≤ q2 < ∞,
then
T kq2,p2(M) = 0 ⇒ T kq1,p1(M) = 0 .
Proof. Again, since q1 ≤ q2 we have ζ ∈ Zk−1q2 (M) ⇒ ζ ∈ Zk−1q1 (M) and
‖θ − ζ‖Lq1  ‖θ − ζ‖Lq2 and ‖dθ‖Lp2  ‖ dθ‖Lp1 .
We may thus argue as in the previous proof using Theorem 6.2.
8. Almost duality
It has been proved in [10] that for complete manifolds the dual space of Hkp(M) coincides
with Hn−k
p
′ (M) where 1
p
+ 1
p
′ = 1 (there is also a duality result for non complete manifolds).
The duality is based on the pairing
∫
M
α ∧ β where α ∈ kp(M) and β ∈ kp′ (M).
For Lq,p-cohomology we have no convenient description of dual spaces, but the notion of
almost duality which we now introduce is sufficient for many calculations.
We start with a rather elementary result about the non vanishing of Lq,p-cohomology.
Lemma 8.1. Let (M, g)be an arbitraryRiemannianmanifold of dimensionn. Let α ∈ Zkp(M).
If there exists γ ∈ C∞c (M,n−k) such that dγ = 0 and
∫
M
α∧γ = 0, then [α] = 0 inHkq,p(M)
for any 1 ≤ q ≤ ∞.
Proof. Suppose that α ∈ Bkq,p(M). Then α = lim
j→∞ dβj (where the limit is in L
p
-topology)
for some βj ∈ Lq(M,k−1) with dβj ∈ Lp(M,k). We then have for any closed form with
compact support γ ∈ C∞c (M,n−k)∫
M
γ ∧ α = lim
j→∞
∫
M
γ ∧ dβj = lim
j→∞(−1)
n−k+1
∫
M
dγ ∧ βj = 0
1The symbol  means that the inequality holds up to some constant.
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in contradiction to the assumption.
There are several generalizations of this result.
Proposition 8.2. Let (M, g) be an arbitrary Riemannian manifold of dimension n. Let α ∈
Zkp(M). Then
(A) If there exists a sequence {γi} ⊂ C∞c (M,n−k) such that
(i) lim
i→∞ inf
∫
M
α ∧ γi > 0;
(ii) lim
i→∞‖dγi‖q ′ = 0 where q
′ = q
q−1 .
Then [α] = 0 in Hkq,p(M).
(B) If there exists a sequence {γi} ⊂ C∞c (M,n−k) satisfying the conditions (i) and (ii)
above and
(iii) ‖γi‖p′ is a bounded sequence for p′ = pp−1 .
Then [α] = 0 in Hkq,p(M).
Proof.
(A) Suppose that α = dβ for some β ∈ Lq(M,k−1), then by Hölder inequality we have for
any γ ∈ C∞c (M,n−k)∣∣∣∣∫
M
α ∧ γ
∣∣∣∣ = ∣∣∣∣∫
M
dβ ∧ γ
∣∣∣∣ = ∣∣∣∣∫
M
β ∧ dγ
∣∣∣∣ ≤ ‖β‖q · ‖dγ ‖q ′ .
It follows that for any sequence {γi} ⊂ C∞c (M,n−k) such that limi→∞ ‖dγ ‖q ′ = 0, we have
lim
i→∞
∣∣∣ ∫
M
α ∧ γ
∣∣∣ ≤ lim
i→∞‖β‖q · ‖dγi‖Lq′ (M) = 0.
(B) Suppose that α ∈ Bkq,p(M). Then α = lim
j→∞ dβj for βj ∈ L
q(M,k−1) with dβj ∈
Lp(M,k). We have for any i, j∫
M
γi ∧ α =
∫
M
γi ∧ dβj +
∫
M
γi ∧ (α − dβj ) .
For each j ∈ N, we can find i = i(j) large enough so that ‖dγi(j)‖q ′ ‖βj‖q ≤ 1/j , we thus have∣∣∣∣∫
M
γi(j) ∧ dβj
∣∣∣∣ ≤ ∣∣∣∣∫
M
dγi(j) ∧ βj
∣∣∣∣ ≤ ‖dγi(j)‖q ′ ‖βj‖q ≤ 1j .
On the other hand,
lim
j→∞
∣∣∣∣∫
M
γi(j) ∧ (α − dβj )
∣∣∣∣ ≤ limj→∞‖γi(j)‖p′ ‖(α − dβj )‖p = 0
since ‖γi(j)‖p′ is a bounded sequence and ‖(α − dβj )‖p → 0. It follows that
∫
M
γi(j) ∧ α → 0
in contradiction to the hypothesis.
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8.1. The case of complete manifolds
If M is a complete manifold, we don’t need to assume that the form γ from the previous
discussion has compact support.
Proposition 8.3. Assume that M is complete. Let α ∈ Zkp(M), and assume that there exists
a smooth closed (n − k)-form γ such that γ ∈ Zn−k
q ′ (M), for q
′ = q
q−1 , γ ∧ α ∈ L1(M) and∫
M
γ ∧ α = 0 ,
then α /∈ Bkq,p(M). In particular, Hkq,p(M) = ∅.
This proposition has also version for reduced Lq,p-cohomology.
Proposition 8.4. Assume that M is complete. Let α ∈ Zkp(M), and assume that there exists a
smooth closed (n−k)-form γ ∈ Zn−k
p′ (M)∩Zn−kq ′ (M), where p′ = pp−1 and q ′ = qq−1 , such that∫
M
γ ∧ α = 0 ,
then α /∈ Bkq,p(M) where q ′ = qq−1 . In particular, H
k
q,p(M) = ∅.
The proofs are based on the following integration by part lemma.
Lemma 8.5. Assume that M is complete. Let β ∈ Lq(M,k−1) be such that dβ ∈
Lp(M,k), and γ ∈ Lp′ (M,n−k) be such that dγ ∈ Lq ′ (M,n−k+1) where 1
p
+ 1
p′ =
1
q
+ 1
q ′ = 1.
If γ is smooth and γ ∧ dβ ∈ L1(M), then∫
M
γ ∧ dβ = (−1)n−k+1
∫
M
dγ ∧ β . (8.1)
In particular, if γ ∈ Ln−k
p
′ (M) ∩ Ln−k+1
q
′ (M), then the above conclusion holds.
Proof. The integrability of dγ ∧β and γ ∧ dβ is a direct consequence of Hölder’s inequality.
By Hölder’s inequality, the forms dγ ∧ β and γ ∧ dβ both belong to L1(M).
If γ is a smooth form with compact support, then the Equation (8.1) follows from the
definition of the weak exterior differential (of β).
If the support of γ is not compact, we set γi := ψiγ where {ψi} is a sequence of smooth
functions with compact support such that ψi(x) → 1 uniformly on every compact subset, 0 ≤
ψi(x) ≤ 1 and |dψi |x ≤ 1 for all x ∈ M (such a sequence exists on any complete manifold).
The formula (8.1) holds for each γi (since these forms have compact support).
Using |dψi |x ≤ 1, we have the estimate
|γi ∧ dβ + (−1)n−k dγi ∧ β| ≤ |dγ ∧ β| + |γ ∧ dβ| + |γ ∧ β| ∈ L1(M) .
By Lebesgue’s dominated convergence theorem, we thus have∫
M
(
γ ∧ dβ + (−1)n−k dγ ∧ β
)
= lim
i→∞
∫
M
(
γi ∧ dβ + (−1)n−k dγi ∧ β
)
= 0 .
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Proof of Proposition 8.3. Suppose that α ∈ Bkq,p(M). Then α = dβ for some β ∈
Lq(M,k−1). By the previous lemma, we have∫
M
γ ∧ α =
∫
M
γ ∧ dβ = (−1)n−k+1
∫
M
dγ ∧ β = 0
(since γ is closed) in contradiction to the assumption.
Proof of Proposition 8.4. Suppose that α ∈ Bkq,p(M). Then α = lim
j→∞ dβj (where the limit
is in Lp-topology) for some βj ∈ Lq(M,k−1) with dβj ∈ Lp(M,k). Since dγ = 0, we
have ∫
M
γ ∧ α = lim
j→∞
∫
M
γ ∧ dβj = lim
j→∞(−1)
n−k+1
∫
M
dγ ∧ βj = 0 ,
which contradicts our hypothesis.
9. The Lq,p-cohomology of the line
In the following three sections, we compute the Lq,p-cohomology of the line, the hyper-
bolic plane and the ball. We will see in particular that the only case where H 1q,p(R) vanishes is
when q = ∞, p = 1.
Proposition 9.1. H 1∞,1(R) = 0.
Proof. If ω = a(x) dx belongs to L1(R), then f (x) := ∫ x−∞ a(s) ds belongs to L∞(R),
hence H 11,∞(R) = 0.
Proposition 9.2. T 1q,p(R) = 0 for any 1 ≤ p, q ≤ ∞ with the only exception of q =
∞, p = 1.
Proof. Assume first that q < ∞. We know from Theorem 6.2 that if we had T 1q,p(R) = 0,
then there would exist a Sobolev inequality for functions on the real line R:
inf
z∈R
(∫ ∞
−∞
|f (x) − z|q dx
)1/q
≤ C ·
(∫ ∞
−∞
∣∣f ′(x)∣∣p dx)1/p (9.1)
for some constant C < ∞.
To see that no such inequality is possible, consider a family of smooth functions with compact
support fa : R → R such that f (x) = 1 if x ∈ [1, a] and fa(x) = 0 if x ∈ [0, a + 1]. We may
also assume that ‖f ′a‖L∞ ≤ 2. Assume now that the inequality (9.1) holds. Then the constant z
must be zero and we have∫ ∞
−∞
|fa(x)|q dx ≥ a − 1 and
∫ ∞
−∞
∣∣f ′a(x)∣∣p dx ≤ 21+p ,
hence
C ≥ 2−1− 1p (a − 1) 1q
for all a > 0 and we conclude that C = ∞.
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Assume now that q = ∞ and p > 1. Again, if we had T 1∞,p(R) = 0, there would exist
C < ∞ such that for any f ∈ Lp(R):
inf
z∈R ‖f (x) − z‖∞ ≤ C ·
∥∥f ′(x)∥∥
Lp(R)
. (9.2)
Let us consider the functions gk(x) := e−πkx2 and f (x) :=
∫ x
−∞ g(u) du.
We have 0 ≤ f (x) < sup f = ∫∞−∞ g(u) du = 1√k , hence infz∈R ‖f (x) − z‖∞ = 12√k . On
the other hand, ‖f ′(x)‖Lp(R) = (kp)−1/2p, hence the constant in (9.2) satisfies
1
2
k−1/2 ≤ C · (kp)−1/2p
for all k > 0, i.e., C = ∞ since p > 1.
Finally, we have T 1∞,1(R) = 0 since H 1∞,1(R) = 0.
Let us turn to the reduced cohomology.
Proposition 9.3. H 1q,p(R) = 0 if and only if p = 1 and 1 ≤ q < ∞.
Proof. For p = 1, q = ∞, we have H 1∞,1(R) = H 1∞,1(R) = 0.
Assume 1 ≤ q ≤ ∞ and 1 < p ≤ ∞ and let ω = a(x) dx ∈ Lp(R). For each m ∈ N, we
set ωm := χ[−m,m]ω = (χ[−m,m](x)a(x)) dx. Let us choose a continuous function λm(x) with
compact support in [0,∞) such that ∫
R
λm(x) dx =
∫ m
−m a(x) dx and ‖λm‖Lp(R) < 1m .
Let bm(x) :=
∫ x
−∞
(
χ[−m,m](t)a(t) − λm(t)
)
dt , then bm ∈ Lq(R) (in fact bm has compact
support) and ‖dbm − ω‖Lp(R) ≤ ‖a‖Lp(R\[−m,m]) + ‖λm‖Lp(R) → 0 as m → ∞. This shows
that H 1q,p(R) = 0.
Assume now that p = 1 and 1 ≤ q < ∞ and let ω = a(x) dx be a 1-form on R such that∫
R
fω = 1 and a(x) is smooth with compact support (say supp(a) ⊂ [1, 2]). Let fj : R → R be
a sequence of smooth functions with compact support such that fj = 1 on [1, 2], ‖fj‖L∞ = 1
and ‖f ′j‖Lq′ ≤ 1j where q ′ = q/(q − 1).
Using Proposition 8.2, we see that [ω] = 0 ∈ H 1q,1(R), becauseω ∈ L1(R) and the sequence
{fj } ⊂ C∞c (R) satisfies the three conditions of that proposition.
Remark.
(1) In degree 0, the Lq,p-cohomology is controlled by the volume: H 0q,p(R) = H 0q,p(R) = 0 if
and only if p < ∞ and H 0q,∞(R) = H∞q,∞(R) = R.
(2) All the results of this section also hold for the half-line R+.
10. The cohomology of the hyperbolic plane
We treat in this section the case of the hyperbolic plane.
Recall that the hyperbolic plane is the Riemannian manifold H2 = {(u, v) ∈ R2 : v > 0}
with the metric ds2 = v−2(du2 + dv2).
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Theorem 10.1. For any q, p ∈ (1,∞) we have
dim
(
H¯ 1q,p
(
H
2)) = ∞ .
It will be convenient to introduce new coordinates (the so-called “horocyclic coordinates”)
y := u, z := − log(v), so that H2 = {(y, z) ∈ R2} with ds2 = e2z dy2 + dz2.
Lemma 10.2. There exist two smooth functions f and g on H2 such that:
(1) f and g are non negative;
(2) f (y, z) = g(y, z) = 0 if z ≤ 0 or |y| ≥ 1;
(3) df and dg ∈ Lr(H2,1) for any 1 < r ≤ ∞;
(4) the support of df ∧ dg is contained in {(y, z) : |y| ≤ 1 , 0 ≤ z ≤ 1};
(5) df ∧ dg ≥ 0;
(6)
∫ ∫
H2
df ∧ dg = 1;
(7) ∂f
∂y
and
∂g
∂y
∈ L∞(H2);
(8) ∂f
∂z
and
∂g
∂z
have compact support.
Remark. The forms df and dg cannot have compact support, otherwise, by Stokes theorem,
we would have
∫
H2 df ∧ dg = 0.
Proof. Choose smooth functions h1, h2, and k : R → R with the following properties:
(1) h1, h2 and k are ≥ 0;
(2) hi(y) = 0 if |y| ≥ 1;
(3) h′1(y)h2(y) ≥ 0 and h1(y)h′2(y) ≤ 0 for all y ∈ R;
(4) the function (h′1(y)h2(y) − h1(y)h′2(y)) has non empty support;
(5) k′(z) ≥ 0 for all z ∈ R;
(6) k(z) = 1 if z ≥ 1 and k(z) = 0 if z ≤ 0.
We set f (y, z) := h1(y)k(z) and g(y, z) := h2(y)k(z). Properties (1) and (2) of the lemma
are then clear. We prove (3) (i.e., that df ∈ Lr for any 1 < r ≤ ∞).
Indeed,
df = h1(y)k′(z) dz + k(z)h′1(y) dy .
The first termh1(y)k′(z) dz has compact support, and the second term k(z)h′1(y) dy has its support
in the infinite rectangle Q = {|y| ≤ 1 z ≥ 0}.
Choose D < ∞ such that |k(z)h′1(y)| ≤ D on . We have∣∣k(z)h′1(y) dy∣∣ ≤ D |dy| = D e−z ,
thus, since the element of area of H2 is dA = ez dy dz, we have∫
H2
∣∣k(z)h′1(y) dy∣∣r dA ≤ Dr ∫
Q
e−rz ez dy dz ≤ 2CDr
∫ ∞
0
e(1−r)z dz < ∞ ,
from which one gets df ∈ Lr .
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Now observe that
df ∧ dg = ((k(z)k′(z))(h′1(y)h2(y) − h1(y)h′2(y)) dy ∧ dz ,
hence the properties (4) and (5) follow from the construction of h1, h2, and k.
Property (6) is only a normalization. It can be achieved by multiplying f (or g) by a suit-
able constant.
Properties (7) and (8) are easy to check.
Proof of Theorem 10.1. Define the 1-forms α = df and γ = dg on H2 (where f and g are
as in Lemma 10.2). It is clear that dα = dγ = 0. We also know that α ∈ Lp for any 1 < p < ∞
and that γ is smooth and γ ∈ Lp′ ∩ Lq ′ for all 1 < p′, q ′ < ∞.
Since
∫
H2
α ∧ γ = 0, we see by Proposition 8.4 that α ∈ B1q,p(H2).
Now using the isometry group of H2, we produce an infinite family of linearly independent
classes in H 1q,p(H2).
11. The cohomology of the ball
Since the unit ball Bn ⊂ Rn has finite volume, we have for all 1 ≤ p, q ≤ ∞ H 0q,p(Bn) =
H
0
q,p(B
n) = R.
In higher degree, the vanishing of the De Rham cohomology of Bn is traditionally called
the Poincaré Lemma; it is proved by explicitly constructing a primitive to any closed form. To
prove the vanishing of the Lq,p-cohomology of the ball, we need to control the Lq -norm of the
primitive of a closed Lp-norm. For the case p = q, this was done by Gol’dshtein, Kuz’minov,
and Shvedov in [8, Lemma 3.2] and for more general q by Iwaniec and Lutoborski in [12]. They
proved the following.
Theorem 11.1. For any bounded convex domain U ⊂ Rn and any k = 1, 2, . . . , n, there
exists an operator
T = TU : L1loc
(
U,k
) → L1loc(U,k−1)
with the following properties:
(a) T (dθ) + dT θ = θ (in the sense of currents);
(b) |T θ(x)| ≤ C
∫
U
|θ(y)|
|y − x|n−1 dy.
Corollary 11.2. The operator T maps Lp(U,k) continuously to Lq(U,k−1) in the follow-
ing cases:
Either
(i) 1 ≤ p, q ≤ ∞ and 1
p
− 1
q
< 1
n
,
or
(ii) 1 < p, q ≤ ∞ and 1
p
− 1
q
≤ 1
n
.
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Remark. Note that condition (i) is equivalent to p ≥ n or p < n and q < np
n−p and condition (ii)
is relevant to conformal cohomology 1
pk
− 1
pk−1 = 1n .
Proof. Assume first that 1
p
− 1
q
< 1
n
and recall the Young inequality for convolution (see [5,
Proposition 8.9]), which says that if 1 ≤ r, s, t ≤ ∞ satisfy 1
r
+ 1
s
= 1 + 1
t
, then ‖f ∗ g‖Lt ≤
‖f ‖Lr‖g‖Ls . Applying this inequality to f = |θ | and g = |x|1−n with r = p, t = q and
s = pq
p+pq−q , and observing that
1
p
− 1
q
<
1
n
⇔ s(1 − n) > −n ⇔ ‖g‖Ls(U) < ∞ ,
we conclude from previous proposition that T : Lp(U,k) → Lq(U,k−1) is bounded with
norm at most ‖|x|1−n‖Ls(U).
If p > 1 and 1
p
− 1
q
= 1
n
, then the conclusion also holds by the Hardy-Litlewood-Sobolev
inequality (see [16, p. 119]).
Corollary 11.3. The operator T : kp,r (U) → k−1q,p (U) is bounded and for any ω ∈ kp,r (U)
we have T dω + dT ω = ω provided either
(i) 1 ≤ p, q, r ≤ ∞ such that 1
p
− 1
q
< 1
n
and 1
r
− 1
p
< 1
n
,
or
(ii) 1 < p, q, r ≤ ∞ such that 1
p
− 1
q
≤ 1
n
and 1
r
− 1
p
≤ 1
n
.
Proof. The proof is immediate from the previous theorem and corollary.
The Corollary 11.2 implies the following Poincaré Lemma.
Proposition 11.4. Suppose that p, q satisfy either
(i) 1 ≤ p, q ≤ ∞ and 1
p
− 1
q
< 1
n
,
or
(ii) 1 < p, q ≤ ∞ and 1
p
− 1
q
≤ 1
n
.
Then Hkq,p(B
n) = 0 for any k = 1, . . . , n.
Proof. Let ω be an arbitrary element in Zkp(Bn). By Corollary 11.2, we have T ω ∈
Lq(Bn,k+1), since ω = dT ω + T dω = d(T ω) we conclude that [ω] = 0 ∈ Hkq,p(Bn)
and thus Hkq,p(Bn) = 0.
If p, q > 1, we have a necessary and sufficient condition.
Theorem 11.5. If 1 < p, q ≤ ∞ and k = 1, . . . , n, then Hkq,p(Bn) = 0 if and only
if 1
p
− 1
q
≤ 1
n
.
Proof. We know from the previous proposition that the condition is sufficient.
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To prove that Hkq,p(Bn) = 0 if p < n and q > npn−p , we will use Proposition 8.2. Let us fix
a number µ in the interval k − n
p
< µ < k − 1 − n
q
(which is possible since 1
p
> 1
q
+ 1
n
); and
choose two forms θ ∈ C∞(Sn−1,k−1) and ϕ ∈ C∞(Sn−1,n−k−1) such that∫
Sn−1
ϕ ∧ dθ = 1 .
For any 0 < t < 1/4, we choose a smooth function ht : R → R such that h(t, r) = 0 if r < t or
r > 1 − t and h(t, r) = 1|log 2t | if r < 1 − 2t or r > 2t .
Let us then consider the forms
α := d (rµθ)
γt := ht (r)r−(µ+1) dr ∧ ϕ .
Step 1. The form α belongs to Lp(Bn,k).
We will use the same notation θ and ϕ for a pullback of corresponding forms from Sn to
B
n \ {0} induced by the radial projection in polar coordinates.
We have
α = rµ
(
dθ + µ1
r
dr ∧ θ
)
.
Because |θ |  r−(k−1) and |dθ |  r−k we have |α|  rµ−k . Therefore∫
Bn
|α|p dx 
∫ 1
0
(
rµ−k
)p
rn−1 dr < ∞
because p(µ − k) + n − 1 > p(k − n
p
− k) + n − 1 > −1.
Step 2. The quantity
∣∣∫
Bn
α ∧ γt
∣∣ is bounded below.
We have α∧γt = ht (r)r−1 dr ∧ϕ∧ dθ ; since
∫
Sn−1 ϕ∧ dθ = 1 , we have by Fubini The-
orem ∣∣∣∣∫
Bn
α ∧ γt
∣∣∣∣ = ∫ 1
0
ht (r)r
−1 dr ≥ 1| log 2t |
∫ 1−2t
2t
r−1 dr → 1
as t → 0. This implies that ∣∣∫
Bn
α ∧ γt
∣∣ is bounded below for small values of t .
Step 3. We have ‖dγt‖Lq′ (Bn) → 0 as t → 0:
We have dγt := ht (r)r−(µ+1) dr ∧ ϕ with 0 ≤ ht ≤ 1| log 2t | . Since |dr ∧ ϕ|  r−n+k ,
we have
|dγt |  r
−µ−1+k−n
| log 2t |
and by Fubini Theorem∫
Bn
|dγt |q ′ dx =
∫
Bn
∣∣ht (r)r−(µ+1) dr ∧ ϕ∣∣q ′ dx

(
1
| log 2t |
)q ′ ∫ 1
0
(
r−µ−1+k−n
)q ′
rn−1 dr .
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Because
q ′(−µ − 1 + k − n) + n = q ′
(
− µ − 1 + k − n
(
1 − 1
q ′
))
= q ′
(
− µ − 1 + k − n
q
)
> 0
we have ∫ 1
0
(
r−µ−1+k−n
)q ′
rn−1 dr < ∞ .
Therefore
lim
t→0
∫
Bn
|dγt |q ′ dx  lim
t→0
(
1
| log 2t |
)q ′ ∫ 1
0
(
r−µ−1+k−n
)q ′
rn−1 dr = 0 .
Since γt are smooth forms with compact support, Proposition 8.2 implies that [α] = 0
in Hkq,p(Bn).
Corollary 11.6. The conformal cohomology of the hyperbolic space Hn vanishes for any
degree k > 1, i.e.,
Hkn
k−1 ,
n
k
(
H
n
) = 0 .
Proof. Since the hyperbolic space Hn is conformally equivalent to the ball Bn ⊂ Rn, this result
follows at once from the conformal invariance of conformal cohomology and the previous the-
orem.
Remark 11.7. Because H 1q,p(H2) = 0 for any q, p, the corollary does not hold for k = 1.
12. Regularization of forms and cohomology classes
In this section we investigate two different but related problems. The first one is a density
result for smooth forms in ∗q,p(M) and the second one is a result about representation of the
cohomology H ∗q,p(M) by smooth forms. We will use the De Rham regularization method [3] and
its version for Lp-cohomology [9] in combination with the results of Section 11.
12.1. Regularization operators for differential forms
The standard way of smoothing a function in Rn is by convolution with a smooth mollifier.
This procedure extends to differential forms and more generally to any tensor. In his book, De
Rham proposes a clever way of localizing this construction and grafting it on manifolds.
Following De Rham, we associate to any vector v ∈ Rn the map sv : Rn → Rn defined by
sv(x) =
{
h−1(h(x) + v) if ‖x‖ < 1 ,
x if ‖x‖ ≥ 1 ,
where h : Bn → Rn is a radial diffeomorphism such that
h(x) =
x if ‖x‖ < 1/3 ,1‖x‖ exp ( 1(1−‖x‖2)) · x if ‖x‖ ≥ 2/3 .
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Lemma 12.1. The map v → sv deﬁnes an action of the group Rn on the space Rn satisfying
the following properties:
(a) For every v ∈ Rn, the map sv : Rn → Rn is a smooth diffeomorphism;
(b) the mapping s : Rn × Rn → Rn is smooth;
(c) sv is the identity outside of Bn;
(d) for every x ∈ Bn the mapping v → αx(v) := sv(x) is a diffeomorphism of Rn onto Bn.
Proof. For the first two assertions, see [3]. The assertions (c) and (d) are obvious.
Let us fix an arbitrary bounded convex domain U such that Bn ⊂ U ⊂ Rn. We now define
the regularization operator R : L1loc(U,k) → L1loc(U,k) by
Rεω :=
∫
Rn
s∗v (ω)ρε(v) dv
where ρε(v) = ρ(v/ε) is a standard mollifier.
Proposition 12.2. The regularization operator deﬁned above satisﬁes the following properties:
(1) For any ω ∈ L1loc(U,k), the form Rω is smooth in Bn and Rω = ω in U \ Bn;
(2) for any ω ∈ kq,p(U), we have dRεω = Rε dω.
(3) For any 1 ≤ p, q < ∞ and any ε > 0, the operator
Rε : kq,p(U) → kq,p(U)
is bounded and its norm satisﬁes lim
ε→0
‖Rε‖q,p = 1;
(4) for any 1 ≤ p, q < ∞ and any ω ∈ kq,p(U), we have
lim
ε→0
∥∥R∗εω − ω∥∥p = 0 .
Proof. The first two properties are proved in [3]. Property (3) follows from (2) and [9,
Lemma 2] and (4) is a standard property of the regularization.
12.2. Homotopy operator
Given a bounded convex domainU ⊂ Rn containing the closed unit ball, we introduce the ho-
motopy
A := (I − Rε) ◦ TU : L1loc
(
U,k
) → L1loc(U,k−1) ,
where TU is the operator defined in Theorem 11.1.
Lemma 12.3. The operator Aε is a homotopy between the identity and the regularization
operator Rε, i.e., it satisﬁes
(I − Rε) ω = dAεω + Aε dω .
Proof. We know from Theorem 11.1 that T dω + dT ω = ω for all ω ∈ L1loc(U,k−1),
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hence we have
dAεω + Aε dω = d(I − Rε)T ω + (I − Rε)T dω
= dT ω − dRεT ω + T dω − RεT dω
= (dT ω + T dω) − Rε(dT ω + T dω)
= (I − Rε)(T dω + dT ω)
= (I − Rε)ω .
Proposition 12.4. Let U ⊂ Rn be a bounded convex domain containing the closed unit ball.
Then Aε : kp,r (U) → k−1q,p (U) is a bounded operator for any k = 1, 2, . . . , n in the following
two cases:
(i) 1 ≤ p, q, r ≤ ∞ such that 1
p
− 1
q
< 1
n
,
(ii) 1 < p, q ≤ ∞ and 1
p
− 1
q
≤ 1
n
and 1
r
− 1
p
≤ 1
n
.
Furthermore, we have (I − Rε)ω = dAεω + Aε dω for any ω ∈ kp,r (U) and Aεω = 0
outside the unit ball.
Proof. The first assertion follows from Proposition 12.2 and Corollary 11.3 and the second
one is the previous lemma. The last assertion follows from the fact that Rε = I outside of the
unit ball.
12.3. Globalization
This regularization operators Rε and Aε can be globalized as follow: Given a Riemannian
manifold (M, g), we can find a countable atlas {ϕi : Vi ⊂ M → Ui}i∈N such that Ui ⊂ Rn
is a bounded convex domain satisfying Bn ⊂ Ui ⊂ Rn for all i and that {Bi} is a covering of
M , where Bi := ϕ−1i (B) ⊂ Vi . We also assume that {Vi} (and hence {Bi}) is a locally finite
covering of M (we can in fact assume that any collection of n+2 different charts Vi has an empty
intersection, where n = dim M).
For any m ∈ N, we define two operators
R(m)ε , A
(m)
ε : L1loc
(
M,m
) → L1loc(M,m)
as follows:
R(m)ε := R1,ε ◦ R2,ε ◦ · · · ◦ Rm,ε ,
and
A(m)ε := R1,ε ◦ R2,ε ◦ · · · ◦ Rm−1,ε ◦ Am,ε ,
where
Ri,ε(θ) :=
(
ϕ−1i
)∗ ◦ Rε ◦ ϕ∗i (θ) ;
and
Ai,ε(θ) :=
(
ϕ−1i
)∗ ◦ (Ri,ε − I ) TUi ◦ ϕ∗i (θ) .
Here TUi is the operator defined on the domain Ui in Theorem 11.1.
Observe that the operator Ri,ε is a priori only defined on Vi , but it acts as the identity on
Vi \ Bi and can thus be extended on the whole of M by declaring that Ri,ε = id on M \ Bi .
Likewise, the operator Ai,ε is a priori only defined on Vi , but it is zero on Vi \Bi (because Rε = I
outside of the unit ball). Hence, Ai,ε can be extended on the whole of M by declaring Ai,ε = 0
on M \ Bi .
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We now define the global regularization operator and the global homotopy operator as fol-
lows:
RMε := limm→∞R
(m)
ε , A
M
ε :=
∞∑
m=1
A(m)ε . (12.1)
By construction, the expressions RMε :=
∏
i Ri,ε and AMε :=
∑
l A
(k)
ε are really finite
operations in any compact set and the operators RMε ,AMε are thus well-defined on L1loc(M,
k).
Theorem 12.5. For every Riemannian manifold M there exists a family of regularization
operators RMε and homotopy operators A
M
ε such that:
(1) For any ω ∈ L1loc(M,k), the form RM ω is smooth in M;
(2) for any ω ∈ kq,p(M), we have dRMε ω = RMε dω;
(3) for any 1 ≤ p, q < ∞ and any ε > 0, the operator RMε : kq,p(M) → kq,p(M) is
bounded and its norm satisﬁes lim
ε→0
∥∥RMε ∥∥q,p = 1;
(4) for any 1 ≤ p, q < ∞ and any ω ∈ kq,p(M) we have
lim
ε→0
∥∥∥RMε ω − ω∥∥∥
p
= 0 .
(5) The operator Aε : kpr(M) → k−1q,p (M) is bounded for any k = 1, . . . , n in the
following cases:
(i) 1 ≤ p, q, r ≤ ∞ such that 1
p
− 1
q
< 1
n
and 1
r
− 1
p
< 1
n
,
(ii) 1 < p, q, r ≤ ∞ such that 1
p
− 1
q
≤ 1
n
and 1
r
− 1
p
≤ 1
n
.
(6) We have the homotopy formula
ω − RMε ω = dAMε ω + AMε dω .
Proof. The first four assertions follow immediately from Proposition 12.2.
The fifth assertion follows from Proposition 12.2 and Corollary 11.3.
To prove the last assertion, observe that by Lemma 12.3, we have ω − Rm,εω = dAm,εω +
Am,ε dω. Multiplying this expression by R(m−1)ε , we obtain
R(m−1)ε ω − R(k)ε ω = dA(k)ε ω + A(m)ε dω ,
summing this identities on m = 1, 2, . . . , we obtain the assertion (6).
Corollary 12.6. For any q, p ∈ [1,∞), the space
C∞kq,p(M) := C∞(M) ∩ kq,p(M)
of smooth k-forms θ in Lp such that dθ ∈ Lq is dense in kq,p(M).
Proof. This result follows immediately from the first three conditions in Theorem 12.5.
Sobolev Inequalities for Differential Forms and Lq,p-Cohomology 621
12.4. Lπ -cohomology and smooth forms
The previous theorem implies that under suitable assumptions on p, q, the Lπ -cohomology
of a Riemannian manifold can be represented by smooth forms.
To be more precise, for any sequence π , we denote by
C∞kπ(M) := C∞(M) ∩ kπ(M)
the subcomplex of smooth forms in kπ(M) and by
C∞H ∗π (M) = H ∗
(
C∞kπ(M)
)
its cohomology.
Theorem 12.7. Let (M, g) be a n-dimensional Riemannian manifold and π =
{p0, p1, · · · , pn} ⊂ (1,∞) a ﬁnite sequence of numbers such that 1pk − 1pn−k ≤ 1n for k =
1, 2, . . . , n. Then
C∞H ∗π (M) = H ∗π (M) .
Proof. This result follows immediately from Proposition 4.8 and Theorem 12.5.
It is perhaps useful to reformulate this theorem without the language of complexes.
Theorem 12.8. Let (M, g) be a n-dimensional Riemannian manifold and suppose that p, q ∈
(1,∞) satisfy 1
p
− 1
q
≤ 1
n
. Then the cohomology H ∗q,p(M) can be represented by smooth forms.
More precisely, any closed form in Zkp(M) is cohomologous to a smooth form in L
p(M).
Furthermore, if two smooth closed forms α, β ∈ C∞(M) ∩ Zkp(M) are cohomologous modulo
dk−1q,p (M), then they are cohomologous modulo dC∞k−1q,p (M).
Corollary 12.9. Let (M, g) be a n-dimensional Riemannian manifold and suppose that p, q ∈
(1,∞) satisfy 1
p
− 1
q
≤ 1
n
. Then any reduced cohomology class can be represented by a
smooth form.
Proof. This is clear from the previous theorem, since Hkq,p(M) is a quotient of Hkq,p(M).
12.5. The case of compact manifolds
From previous results, we now immediately have the following.
Theorem 12.10. Let (M, g) be a compact n-dimensional Riemannian manifold and π =
{p0, p1, · · · , pn} ⊂ (1,∞) a ﬁnite sequence of numbers such that 1pk − 1pn−k ≤ 1n for k =
1, 2, . . . , n. Then
H ∗π (M) = H ∗DeRham(M) .
In particular, H ∗π (M) is ﬁnite-dimensional and thus T ∗π (M) = 0.
Proof. Recall that the De Rham cohomology H ∗DeRham(M) of M is the cohomology of the
complex (C∞(M,∗), d). Any smooth form on a compact Riemannian manifold clearly belongs
to Lp for any p ∈ [0,∞], hence (C∞(M,∗), d) = C∞kπ(M) and by Theorem 12.7, we have
H ∗π (M) = C∞H ∗π (M) = H ∗DeRham(M) .
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It is well known that the De Rham cohomology of a compact manifold is finite-dimensional.
Since dim T ∗π (M) ≤ dim H ∗π (M) < ∞, it follows from Lemma 4.4 that T ∗π (M) = 0.
12.6. Proof of Theorems 1.1 and 1.2
Let us define the sequence π = {p0, p1, · · · , pn} by pj = q if j = 1, 2, . . . k − 1 and
pj = p if j = k, . . . , n.
By hypothesis, we have 1
p
− 1
q
≤ 1
n
, hence the sequence π satisfies 1
pj
− 1
pj−1 ≤ 1n for all
j . Hence, we know by Theorem 12.10 that Hkq,p(M) = HkDeRham(M) and T kq,p(M) = 0.
Thus, Theorem 1.1 follows from Theorem 6.2 and Theorem 1.2 follows from Theorem 6.1.
13. Relation with a nonlinear PDE
We show in this section that the vanishing of torsion gives sufficient condition to solving the
nonlinear equation
δ
( ‖dθ‖p−2 dθ) = α (13.1)
where δ is the operator defined for ω ∈ L1loc(M,k) as
δ ω = (−1)nk+n+1 ∗ d ∗ ω .
Recall that for any k-form ω, we have2
∗δω = (−1)k d ∗ ω . (13.2)
This operator is the formal adjoint to the exterior differential d in the sense that∫
M
〈ω, dϕ〉 dvol =
∫
M
〈δω, ϕ〉 dvol (13.3)
for any ϕ ∈ C∞c (M,k−1).
Indeed, by definition of the Hodge ∗ operator, we have
〈dϕ, ω〉 dvol = (dϕ ∧ ∗ω)
and from the definition of the weak exterior differential, it follows that∫
M
〈dϕ, ω〉 dvol =
∫
M
dϕ ∧ ∗ω = (−1)k
∫
M
ϕ ∧ d ∗ ω .
Thus, from (13.2): ∫
M
〈dϕ, ω〉 dvol = (−1)k
∫
M
ϕ ∧ d ∗ ω
=
∫
M
ϕ ∧ ∗δω
=
∫
M
〈ϕ, δω〉 dvol .
2Here is the proof: Since ω is a k form, d∗ω is a form of degree m = n−k+1 and ∗∗d∗ω = (−1)m(n−m) d∗ω =
(−1)nk+n+1+k d ∗ ω, therefore (−1)k d ∗ ω = (−1)nk+n+1 ∗ ∗d ∗ ω = ∗δω.
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Applying (13.3) to ω = |dθ |p−2 dθ , we obtain the following.
Lemma 13.1. θ ∈ L1loc(M,k) is a solution to (1.5) if and only if∫
M
〈
dϕ, ‖dθ‖p−2 dθ 〉 dvol = ∫
M
〈ϕ, α〉 dvol (13.4)
for any ϕ ∈ C∞c (M,k).
Equation (13.4) is just the weak form of (1.5).
Remark. In the scalar case, Equation (1.5) is just the p-Laplacian. The case of differential
forms on the manifold M = Rn appears in Section 6.1 of [13] where it is investigated by the
method of Hodge dual systems, see also [12, Section 8].
Theorem 13.2. Assume T kq,p(M) = 0, (1 < q, p < ∞) and α ∈ Lq ′(M,k) where q ′ =
q/(q − 1).
(A) If
∫
M
〈α, ϕ〉 dvol = 0 for any ϕ ∈ Zkq(M), then (13.4) has a solution θ ∈ kq,p(M).
(B) Conversely, if (13.4) is solvable in kq,p(M), then
∫
M
〈α, ϕ〉 dvol = 0 for any ϕ ∈
C∞c (M,k) such that dϕ = 0.
Proof. Assertion (B) follows from the previous lemma, because for any ϕ ∈ C∞c (M,k) ∩
ker d, we have ∫
M
〈α, ϕ〉 dvol =
∫
M
〈 ‖dθ‖p−2 dθ, dϕ〉 dvol = 0 .
Let us prove assertion (A). The variational functional corresponding to (13.4) reads
I (θ) = 1
p
∫
M
‖dθ‖p dvol −
∫
M
〈α, θ〉 dvol .
We first show that the functional I (θ) : kq,p(M) → R is bounded from below.
For any θ ∈ kq,p(M) there exists a unique element zq(θ) ∈ Zkq(M) such that ‖θ−zq(θ)‖q ≤
infz∈Zkq(M) ‖θ − z‖q ; this follows from the uniform convexity of kq,p(M). Since T kq,p(M) = 0,
the Proposition 1.2 implies that ∥∥θ − zq(θ)∥∥q ≤ C ‖dθ‖p (13.5)
for some positive constant C. Using this inequality and Hölder’s inequality, we obtain
I (θ) ≥ 1
p
‖dθ‖pp − ‖α‖q ′
∥∥θ − zq(θ)∥∥q ≥ 1p ‖dθ‖pp − C ‖α‖q ′ ‖dθ‖p .
Since the function f : R → R defined by f (x) = 1
p
|x|p − ax is bounded below for x ≥ 0, the
previous inequality implies that
inf
θ∈kq,p(M)
I (θ) > −∞ .
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We now prove the existence of a minimizer of I on kq,p(M): Let {θi} ⊂ kq,p(M) be
a sequence such that I (θi) → inf I (θ). Because the function f (x) = 1p |x|p − ax is proper,
the inequality
I (θi) ≥ 1
p
‖dθi‖pp − C ‖α‖q ′ ‖dθi‖p
implies that {‖dθi‖p} ⊂ R is bounded and, by (13.5), {‖θi − zq(θi)‖q} is also bounded. Hence,
the sequence {θ˜i := θi − zq(θi)} is bounded in kq,p(M).
Since kq,p(M) is reflexive there exists a subsequence (still noted {θ˜i}) which converges
weakly to some θ0 ∈ kq,p(M). By the weak continuity of the functional
∫
M
〈α, θ〉 dvol in
kq,p(M) we have
lim
i→∞
∫
M
〈
α, θ˜i
〉
dvol =
∫
M
〈α, θ0〉 dvol . (13.6)
The lower semicontinuity of the norm under the weak convergence implies that
‖dθ0‖p ≤ lim inf
i→∞
∥∥ dθ˜i∥∥p .
Combining the last inequality with (13.6) we obtain
I (θ0) ≤ lim inf
i→∞ I (θi)
and by the choice of θi we finally have I (θ0) = inf I (θ).
It is now clear that θ0 is a solution of (13.4), hence a weak solution of (1.5).
Definition. The Riemannian manifold (M, g) is s-parabolic if for any ε > 0, there exists
a smooth function fε with compact support, such that fε = 1 on the ball B(x0, 1/ε) and
‖dfε‖Ls(M) ≤ ε. where x0 ∈ M is a fixed base point.
Some basic facts about this notion can be found in [17].
Corollary 13.3. Assume as above that T kq,p(M) = 0 and α ∈ Lq ′(M,k) where q ′ =
q/(q − 1), (1 < q, p < ∞).
Assume furthermore that M is s-parabolic for 1
s
= 1
p
+ 1
q
.
Then Equation (13.4) is solvable in kq,p(M), if and only if
∫
M
〈α, ϕ〉 dvol = 0 for any ϕ ∈
Zkq(M).
Proof. The condition is sufficient by the previous theorem. Now let ϕ ∈ Zkq(M) be arbitrary
and let RMε be the smoothing operator and fε be as in the previous definition. Then
ϕε := fεRMε (ϕ) ∈ C∞c
(
M,k
)
.
Let us observe that ∥∥|dθ |p−2 dθ∥∥
Lp
′
(M)
= ‖dθ‖p/p′Lp(M)
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where p′ = p/(p − 1). Since 1
s
= 1 − 1
p′ + 1q , we have by Hölder’s inequality:∫
M
〈α, ϕε〉 dvol =
∫
M
〈 ‖dθ‖p−2 dθ, dϕε〉 dvol
=
∫
M
〈
‖dθ‖p−2 dθ, dfε ∧ RMε (ϕ)
〉
dvol
≤ ∥∥|dθ |p−2 dθ∥∥
Lp
′
(M)
‖ dfε‖Ls(M)
∥∥RMε (ϕ)∥∥Lq(M)
≤
(
‖dθ‖p′/pLp(M)
∥∥RMε (ϕ)∥∥Lq(M)) ‖ dfε‖Ls(M) .
As ε → 0, we have ‖dfε‖Ls(M) → 0 while
(‖dθ‖p′/pLp(M)‖RMε (ϕ)‖Lq(M)) remains bounded. On
the other hand,
lim
ε→0
∫
M
〈α, ϕε〉 dvol =
∫
M
〈α, ϕ〉 dvol
and the result follows.
14. Torsion in L2-cohomology and the Hodge-Kodaira decomposition
In this section, we study some connection between the torsion in L2-cohomology and the
Laplacian  acting on differential forms on the complete Riemannian manifold (M, g).
Recall that  = dδ + δd where δ is the formal adjoint operator to the exterior differential d.
We look at  as an unbounded operator acting on the Hilbert space L2(M,k). In particular, all
function spaces appearing in this section are subspaces of L2(M,k). We denote by Hk2(M) =
L2(M,k) ∩ ker  the space of L2 harmonic forms.
We begin with the following result, which can be proved by standard arguments from func-
tional analysis.
Theorem 14.1. For any complete Riemannian manifold (M, g), the following conditions
are equivalent:
(a) Im  is a closed subspace in L2(M,k);
(b) Im  = (Hk2(M))⊥;
(c) there exists a bounded linear operator G : L2(M,k) → L2(M,k) such that for any
α ∈ L2(M,k) we have
 ◦ Gα = G ◦ α = α − Hα
where H : L2(M,k) → Hk2(M) is the orthogonal projection onto the space of L2
harmonic forms.
Remark. G is called the Green operator. It is not difficult to check that d ◦ G = G ◦ d
and δ ◦ G = G ◦ δ.
For the convenience of the reader, we briefly explain the proof of this theorem.
Proof.
(a)⇔(b): Because  is self-adjoint, we know by standard functional analysis (see, e.g., [2], p. 28)
that Im  = (Hk2(M))⊥,
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(b)⇒(c): This follows from the Banach Open Mapping Theorem. More precisely, let us denote
by
E :=
{
ω ∈ L2(M,k) ∣∣ ω⊥Hk2(M) and ω ∈ L2(M,k)}
the domain of the Laplacian. This is a Hilbert space for the graph norm ‖ω‖E := ‖ω‖L2 +‖ω‖L2
and the map  : E → Im  = (Hk2(M))⊥ is a continuous bijective operator.
From the Banach Open Mapping Theorem, we know that the map
G := −1 ◦ (1 − H) : L2(M,k) → L2(M,k)
given by the composition
L2
(
M,k
) 1−H−→ (Hk2(M))⊥ −1−→ E ⊂ L2(M,k)
is continuous. It is clear that G satisfies the required properties.
(c)⇒(b): Condition (c) obviously implies that Im  ⊃ (Hk2(M))⊥. The other inclusion Im  ⊂(Hk2(M))⊥ always holds since  is self-adjoint.
In the case of complete Riemannian manifolds, we have the following.
Theorem 14.2. For any complete Riemannian manifold (M, g), we have
Hk2(M) = ker d ∩ ker δ ∩ L2
(
M,k
)
,
and the orthogonal decomposition
L2
(
M,k
) = Im d ⊕ Im δ ⊕Hk2(M) .
The first part is due to Andreotti and Vesentini, the second part is the well known Hodge-
Kodaira decomposition. A proof is given in [3, Theorem 24 and 26].
Using both previous theorems, we can now prove the following result.
Theorem 14.3. For any complete Riemannian manifold (M, g), the following conditions are
equivalent:
(i) Im  = (Hk2(M))⊥;
(ii) we have the orthogonal decomposition
L2
(
M,k
) = Im d ⊕ Im δ ⊕Hk2(M) ;
(iii) Im d and Im δ are closed in L2(M,k);
(iv) T k2 (M) = 0 and T n−k2 (M) = 0.
We will also need the following lemma.
Lemma 14.4. If T k2 (M) = 0, then
Im (δd) = Im (δ)
as subsets of L2(M,k).
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Proof. It is clear that Im (δd) ⊂ Im (δ). To prove the other inclusion, consider an arbitrary
element α ∈ Im δ. Because Im δ⊥ ker d = Zk2(M), we know by Theorem 13.2 that we can find
a form θ ∈ L2(M,k) such that δ dθ = α. In particular, α ∈ Im δd.
Remark. Using the formula δ = ±∗d∗, we see that this lemma also says that Im (dδ) = Im (d),
provided T n−k2,2 (M) = 0.
Proof of Theorem 14.3.
(i)⇒(ii): Condition (i) is equivalent to (c) of Theorem 14.1. Hence, assuming (i), we know that
any α ∈ L2(M,k) can be written as
α − Hα =  ◦ Gα = d(δGα) + δ(dGα)
and the decomposition (ii) follows.
(ii)⇒(iii): Is clear from Theorem 14.2.
(iii)⇔(iv): Follows from the definition of torsion and the formula δ = ± ∗ d∗.
(iv)⇒(i): We know from the previous lemma and the orthogonality of Im d and Im δ that
Im  = Im (dδ + δd) = Im (dδ) + Im (δd) = Im (d) + Im (δ) ,
provided T k2 (M) = T n−k2 (M) = 0. In particular, Im  is closed, since Im d and Im δ are closed,
and we conclude by Theorem 14.1 that Im  = (Hk2(M))⊥.
Corollary 14.5. If (M, g) is complete, then the equation ω = α ∈ L2(M,k) is solvable
in L2(M,k) for any α⊥Hk2(M), if and only if
T k2 (M) = 0 and T n−k2 (M) = 0 .
The proof is immediate.
In conclusion, we formulate the following version of Hodge Theorem and Poincaré duality
for L2-cohomology.
Corollary 14.6. If (M, g) is a completeRiemannianmanifold such thatT k2 (M) = T n−k2 (M) =
0, then
H
k
2(M) = Hk2 (M) ∼= Hk2(M) ∼= Hn−k2 (M) ∼= Hn−k2 (M) = H
n−k
2 (M) .
Proof. The equality Hk2(M) = Hk2 (M) is equivalent to T k2 (M) = 0.
From Theorem 14.3, we know that if the torsion vanishes, then
ker d = (Im δ)⊥ = Im d ⊕Hk2(M) ,
i.e., Hk2 (M) ∼= Hk2(M) by definition of cohomology.
The isomorphism Hk2(M) ∼= Hn−k2 (M) is given by the Hodge ∗ operator and the proof now
ends as it begins.
Appendix
A. A “classic” proof of Theorem 1.1 in the compact case
In this Appendix, we shortly give another proof of Theorem 1.1 for compact manifolds which
is based on the Hodge-De Rham theory and the regularity theory for elliptic systems, together with
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some techniques from functional analysis. All these tools were available 40 years ago, however,
we did not find a written proof in the literature.
We start with the fact that the space of harmonic currents on a compact Riemannian manifold
(M, g) is finite-dimensional and that we can construct two linear operators acting on currents onM
G,H : D′(M) → D′(M) ,
and such that
(i) ker  = Im H = ker(I − H);
(ii) ker  ∩ Im (I − H) = {0};
(iii)  ◦ G = (I − H);
(iv)  ◦ (I − H) = ;
(v) d ◦ G = G ◦ d .
This result is Theorem 23 in [3], the operator H is the projection onto the space of harmonic
forms and G is the Green operator.
Using elliptic regularity, we can prove the following theorem.
Theorem A.1. The Green operator deﬁnes a bounded linear operator
G : Wm,p(M,k) → Wm+2,p(M,k)
for any m ∈ N. Here Wm,p(M,k) is the Sobolev space of differential forms of degree k on M
with coefﬁcients in Wm,p.
Assuming this result for the time being, let us conclude the proof of Theorem 1.1. We first
state the following corollary.
Corollary A.2. For any compact Riemannian manifold (M, g), there exists a constantC1 such
that
‖θ − ζ‖W 1,p(M) ≤ C1‖dθ‖Lp(M) , (A.1)
where ζ := H θ + dδG θ .
Proof. From previous theorem, we see that δ ◦ G : Lp(M,k) → W 1,p(M,k+1) is a
bounded operator.
Since G = (dδ + δd)G = (I − H), we have θ − ζ = δdG θ = δGdθ and thus
‖θ − ζ‖W 1,p(M) = ‖δGdθ‖W 1,p(M) ≤ C1‖dθ‖Lp(M) ,
where C1 is the operator norm C1 := ‖δG‖Lp→W 1,p .
Proof of Theorem 1.1
The classical Sobolev embedding theorem on compact manifolds, states in particular that
there is a constant C2 such that
‖ω‖Lq(M) ≤ C2‖ω‖W 1,p(M) , (A.2)
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provided that conditions (1.2), are satisfied.
Combining (A.1) and (A.2) and observing that, by the Sobolev embedding theorem and
(1.2), we have ζ = H θ + dδG θ ∈ Zkq(M), we obtain (1.1) with C = C1C2.
Proof of Theorem A.1
The proof is in several steps.
Step 1. The elliptic estimate for the Laplacian acting on forms on a compact manifold says that
there exists a constant Am such that for any form θ ∈ Wm+2,p(M,k) we have
‖θ‖Wm+2,p(M) ≤ Am
(‖θ‖Wm,p(M) + ‖θ‖Wm,p(M)) . (A.3)
This result is deep. The case p = 2 is proved in proved in [18, Section 6.29], the scalar case for
any p ∈ (0,∞) can be found in [7, Section 9.5] and the general case in [1, Chapter IV].
Step 2. A first consequence of this estimates is the hypoellipticity of the Laplacian, i.e., the fact
if θ is a smooth form, then θ itself is smooth (the proof follows from a bootstrap argument based
on (A.3) and the fact that ∩m≥1Wm,p(M) = C∞(M).) It follows in particular that the Green
operator G maps smooth forms to smooth forms.
Step 3. Using (A.3), we show that for any sequence {θi} ⊂ Wm+2,p, we have
‖θi‖Wm,p(M) bounded ⇒ ‖(I − H)θi‖Wm,p(M) bounded . (A.4)
Indeed, otherwise there exists a sequence such ‖θi‖Wm,p(M) is bounded and ‖(I−
H)θi‖Wm,p(M) → ∞. Let us set
ϕi := (I − H)θi‖(I − H)θi‖Wm,p(M) ∈ W
m+2,p(M) ,
we then have ‖ϕi‖Wm,p(M) = 1 and
lim
i→∞‖ϕi‖Wm,p(M) =
‖θi‖Wm,p(M)
‖(I − H)θi‖Wm,p(M) = 0 .
The elliptic estimate (A.3) gives us
‖ϕi‖Wm+2,p(M) ≤ Am
(‖ϕi‖Wm,p(M) + ‖ϕi‖Wm,p(M))
and thus {ϕi} is bounded in Wm+2,p(M).
Because Wm+2,p(M) is reflexive, there exists a subsequence which converges weakly in
Wm+2,p(M). We still denote this subsequence by {ϕi}. Let ϕ ∈ Wm+2,p(M) be the weak limit
of this subsequence, we then have by the lower semi-continuity of the norm
‖ϕ‖Wm,p(M) ≤ lim inf
i→∞ ‖ϕi‖Wm,p(M) = 0 ,
hence ϕ ∈ ker . Since we also have ϕ ∈ Im (I − H) we must have ϕ = 0.
By the compactness of the embedding Wm+2,p(M) ⊂ Wm,p(M), we may assume that this
subsequence converges strongly in Wm,p(M). In particular, we have
1 = lim
i→∞‖ϕi‖Wm,p(M) = ‖ limi→∞ϕi‖Wm,p(M) = 0 ,
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This contradiction proves (A.4).
Step 4. We now show that:

(
Wm+2,p(M)
)
is closed in Wm,p(M) .
Indeed, for any ω ∈ Wm,p(M) in the closure of  (Wm+2,p), there exists a sequence {θi} ⊂
Wm+2,p, such that θi → ω. By Step 3, {(I − H)θi} is bounded in Wm,p, and by (A.3), this
sequence is also bounded in Wm+2,p (recall that (I − H)θi = θi).
By the compactness of the embedding Wm+2,p(M) ⊂ Wm,p(M), there exists a subsequence
such that {(I −H)θi} converges strongly in Wm,p, and by (A.3) again, {(I −H)θi} converges in
Wm+2,p.
Let us denote by ψ = lim
i→∞(1 − H)θi , we then have ω = ψ ∈ (W
m+2,p(M)).
Step 5. Let us denote by Em,p = ker H ∩Wm,p(M,k) = Im (I −H)∩Wm,p(M,k). Then
 : Em+2,p → Em,p is continuous, injective and has closed image by previous step. Furthermore,
Im  ⊂ Em,p is dense because any smooth form in Em,p is the image under  of a smooth form
in Em+2,p. To sum up, we have proved that
 : Em+2,p → Em,p
is a continuous linear bijection.
Step 6. By the Banach open mapping theorem, we finally see that
G = −1 ◦ (1 − H) : Wm,p(M,k) → Em+2,p ⊂ Wm+2,p(M,k)
is a bounded operator.
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