Grover's search with local and total depolarizing channel errors by Cohn, Ilan et al.
ar
X
iv
:1
50
8.
03
30
2v
2 
 [q
ua
nt-
ph
]  
17
 O
ct 
20
16
GROVER’S SEARCH WITH LOCAL AND TOTAL DEPOLARIZING
CHANNEL ERRORS: COMPLEXITY ANALYSIS
ILAN COHN, ANDRE´ L. FONSECA DE OLIVEIRA and EFRAIN BUKSMAN
Facultad de Ingenier´ıa, Universidad ORT Uruguay, Cuareim 1451
Montevideo, CP 11100, Uruguay
icohn@uni.ort.edu.uy
fonseca@ort.edu.uy
buksman@ort.edu.uy
JESU´S GARCI´A LO´PEZ DE LACALLE
Escuela Te´cnica Superior de Ingenier´ıa de Sistemas Informa´ticos
Universidad Polite´cnica de Madrid
Calle Alan Turing s/n, 28031 Madrid, Spain
jglopez@etsisi.upm.es
In this article the effect of noise on Grover’s algorithm is analyzed, modeled as a total depolarizing
channel (TDCh) and a local depolarizing channel in each qubit (LDCh). The focus was not in error
correction (e.g. by the fault-tolerant method), but to provide an insight to the kind of error, or
degradation, that needs to be corrected. In the last years analytical results regarding mainly the
TDCh model have been obtained. In this paper we extend these previous results to the local case,
concluding that the degradation of Grover’s algorithm with the latter is worse than the former. It
has been shown that for both cases with an N-dependent small enough error-width, smaller than
1/
√
N for total error and 1/(
√
N log
2
N) for the local case, correction is not needed.
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I. INTRODUCTION
Quantum systems cannot be completely isolated from the environment. When a quantum system is to be controlled
externally, e.g. gate applications, state preparations and others, additional errors are generated. Such effect on
quantum algorithms has been studied lately by several authors [1–5].
While there is a fault-tolerant model of quantum computing based on the correction of errors below a certain
threshold [6, 7], this method is very expensive in computational resources. Therefore, it is important to diagnose the
performance of quantum algorithms affected by noise before making any correction.
Grover’s quantum algorithm is an oracle-based search of an unordered database that, without noise, presents a
quadratic speedup over the brute-force classical search algorithm [8–10]. However, this advantage is affected drastically
if the oracle is faulty [11, 12] or in the presence of noise [13].
Local error models are important due to the fact that any implementation of a quantum circuit are affected by gate
errors. In this article we study the effect of a known rate of noise on Grover’s search algorithm, extending the work
done in [14] with total depolarizing channel error model (TDCh), and also analyzing the effects of local depolarizing
channel errors (LDCh). For both model errors, it is shown that quantum speedup disappears when the error rate
is constant. Furthermore, we have concluded that the degradation of Grover’s algorithm with local error (LDCh) is
worse than with total error (TDCh). This is coherent with recent results [15].
The article is divided as follows: in order to introduce the equations used later, in section 2 Grover’s algorithm
is briefly explained. Sections 3 and 4 deal with the effect of total and local depolarizing error (TDCh and LDCh)
on Grover’s search, respectively. Some conclusions are drawn in section 5. The major calculus are given in the
appendixes.
II. GROVER’S QUANTUM SEARCH ALGORITHM
Grover’s quantum search algorithm is known to be optimal, in some sense, to solve the problem of finding a marked
element in a unsorted database of N elements using kGr =
⌊
pi
4
√
N
⌋
oracle queries [16]. Such problem may be shortly
stated as follows: suppose we have a database of N = 2n of quantum states, being n the number of qubits that span
the Hilbert space ( H = C2n), and an unknown marked state among them. Given an oracle ( or black box ) to identify
whether an element is the one being searched, the goal is to find such marked state with high probability and in as
few steps as possible.
Let |t〉 denote the target basis state and |s〉 = 1√
N
∑N−1
i=0 |i〉 the superposition of all basis states. To be able to
introduce quantum error, we use the density matrix notation (H = C2n ×C2n), obtaining: ρt = |t〉〈t| and ρ0 = |s〉〈s|,
respectively. The algorithm is represented in Algorithm 1.
Algorithm 1: Grover’s search algorithm
1. Set up the superposition state ρ0.
2. Apply the oracle operator O = 2 |t〉 〈t| − I .
3. Apply the diffusion operator D = 2 |s〉 〈s| − I .
4. Repeat steps 2 and 3
⌊
pi
4
√
N
⌋
− 1 times.
5. Perform measurements in the canonical basis in each qubit. The target state will emerge with high probability as
N ≫ 1.
It is straightforward that after applying the oracle operator and diffusion operator k times, the result is
ρ(k) = Gkρ0(G
†)k, (1)
where G = DO is also known as the Grover operator. It can be shown that the density operator obtained afterwards
is
ρ(k) = |sk〉〈sk|, (2)
where
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|sk〉 = sin ((2k + 1)θ) |t〉+ cos((2k + 1)θ)|t¯〉,
|t¯〉 = 1√
N − 1
N−1∑
i=0
i6=t
|i〉 and θ = arcsin
(
1√
N
)
. (3)
Hence, the probability of success (measuring the marked element) after k steps is
p(k) = sin2 ((2k + 1) θ) . (4)
III. GROVER’S SEARCH ALGORITHM WITH TOTAL DEPOLARIZING CHANNEL
In this section we analyze how the error modeled as the Total Depolarizing Channel (TDCh) affects Grover’s search
algorithm. Similar work, but with different focus, has been done by Vrana et al [14]. Instead of minimizing the mean
cost as done in [14] we propose a maximization of the probability, because a closed form expression can be obtained.
This enables us to compare the results with the error modeled as the Local Depolarizing Channel (LDCh), in Sec.
IV. The TDCh is an error model, which maps an n-qubit state ρ to the maximally mixed state I
N
with probability γ,
and leaves it unchanged with probability (1− γ) [17], given by
ε(ρ, γ) = (1− γ)ρ+ γ I
N
. (5)
This can be interpreted in the probabilistic sense as a Binomial distribution, where success or failure should be
interpreted as having ρ or I
N
respectively. We will use these terms indistinctly.
A. State evolution with error
We now consider the effects of the TDCh in Grover’s algorithm. That is, every step of the algorithm involves
applying the Grover operator, followed by the TDCh error. Since the TDCh error commutes with any unitary
operator, the density matrix obtained after k steps is
ρˆ(k, γ) = (1− γ)kρ(k) + (1− (1− γ)k) I
N
, (6)
where ρ(k) is given by Eq. (3). This has a very straightforward interpretation: we have probability of success (1−γ)k
and probability of failure 1− (1− γ)k.
This implies the probability of finding the marked element is
pˆ(k, γ) = (1− γ)kp(k) + 1− (1− γ)
k
N
, (7)
where p(k) is given by Eq. (4). Notice how the maximally mixed state I
N
introduces uniform probability over all
possible states.
As can be seen from Fig. 1 and Fig. 2, the first maxima of the probability pˆ(k), at step kmax, moves left with
respect to kGr as either γ or N increase [3]. This can also be appreciated on Fig. 3, which also shows that for any
number of qubits, e.g. n = 10, the behavior is similar. A good approximation of kmax can be deduced by maximizing
Eq. (7) (see A), resulting in
kmax(γ) = max
(⌊
pi − arcsin δ − arcsin ([1− 2
N
]
δ
)
4θ
⌋
, 1
)
(8)
where
δ =
√√√√ 1
1 +
(
4θ
ln (1−γ)
)2 (9)
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FIG. 1. Probability vs. number of steps with n = 10 qubits and different values of γ: 0 (A), 1/(4
√
N) (B), 1/
√
N (C), 4/
√
N
(D) and 1 (E).
FIG. 2. Probability vs. normalized number of steps with γ = 0.01 and different number of qubits n: 10 (A), 12 (B), 14 (C)
and 16 (D).
and θ is given by Eq. (3). We provide two approximations of Eq. (8): for n≫ 1 (N = 2n) and 0 ≤ γ ≪ 2pi√
N
kmax(γ) ≈
⌊
pi
√
N
4
− Nγ
8
⌋
, (10)
and for n≫ 1 with 1 ≥ γ ≫ 8
pi
√
N
kmax(γ) ≈ max


− 1
ln (1− γ) +
1
2
√
1 +
(
2
ln (1− γ)
)2 , 1

 . (11)
Notice how for Eq. (10), the approximation is valid only for small values of γ; while the approximation given by
Eq. (11) is valid for a large range of γ. Fig. 4 shows different approximations of kmax.
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FIG. 3. Number of steps kmax/kGr vs. width of noise γ vs. number of qubits n.
FIG. 4. Step of maximum probability vs. width of noise γ, with n = 10 qubits and different approximations of kmax: obtained
by simulation (A) and as in equations (8) (B), (10) (C) and (11) (D).
B. Order estimation of the algorithm
If we apply classical amplification and stop at step k, we have the order of the algorithm given by the estimate
mean cost (expected number of oracle queries):
MCk,γ := MC[k, pˆ(k, γ)] =
k
pˆ(k, γ)
. (12)
It is well-known that the classical brute-force search algorithm has order Θ(N) with a constant factor of 1/2.
1. Stopping the algorithm at kGr
If we were to stop the algorithm at kGr, we would have the following estimate cost for the algorithm:
MCkGr ,γ =
kGr
(1− γ)kGrp (kGr) + 1N (1− (1 − γ)kGr )
. (13)
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Since we consider N ≫ 1, we have: p (kGr) ≈ 1 and kGr =
⌊
pi
√
N
4
⌋
≈ pi
√
N
4 , leaving Eq. (13) as:
MCkGr ,γ ≈
pi
√
N
4
(1− γ)pi
√
N
4 + 1
N
(
1− (1 − γ)pi
√
N
4
) . (14)
Notice that for any fixed γ > 0 the order is Θ(N
√
N). For small values of γ (pi
√
N
4 γ ≪ 1) Eq. (13) becomes
MCkGr ,γ ≈
pi
√
N
4
(
1 +
pi
√
N
4
γ
)
. (15)
It is interesting to find the width of noise that keeps the quantum speedup (order of the algorithm Θ(
√
N)). Hence,
it is straightforward that γ needs to be a function of N . In fact, one needs γ ≪ 1/kGr, as shown in [14].
However, Grover’s quantum search algorithm can still outperform the brute-force classical search algorithm. In
fact, there is a maximum width of noise (γclassical) that leaves the mean cost of Grover’s quantum search algorithm
N
2 . Such is found by using Eq. (14):
γclassical ≈ 1−
(−1 + 2kGr
−1 +N
) 1
kGr
, (16)
which for N ≫ 1, becomes
γclassical ≈
4 ln
(
2
√
N
pi
)
pi
√
N
. (17)
2. Stopping the algorithm at kmax
If we were to stop the algorithm at kmax(γ), Eq. (12) becomes MC [kmax(γ), pˆ (kmax(γ), γ)]. Therefore, in contrast
to stopping the algorithm at kGr, for any fixed γ > 0 the algorithm is of order Θ(N). For large values of N (N ≫ 1)
and small values of γ (
√
Nγ/(2pi)≪ 1), the mean cost becomes
MCkmax(γ),γ ≈
pi
√
N
4
(
1 +
pi
√
N
4
γ
(
1− 2
pi2
))
. (18)
Comparing this result with Eq. (15), we can see that an extra constant factor of approximately 0.80 appears. Then,
we need γ ≪ 1/(0.8kGr) to mantain the quadratic speedup (order of the algorithm Θ(
√
N)).
For any fixed γ > 0, the mean cost becomes
MCkmax(γ),γ ≈
N
9− 8γ . (19)
As a result, the maximum width of noise that leaves MC [kmax(γ), pˆ(kmax(γ), γ)] classical (N/2) is independent of N ,
i.e. γclassical ≈ 7/8.
IV. GROVER’S SEARCH ALGORITHM WITH LOCAL DEPOLARIZING CHANNEL
The Local Depolarizing Channel (LDCh), maps an n-qubit state ρ to a mixed state applying the depolarizing
channel in every qubit independently, i.e.
ε(ρ) = ε1(ρ, α) ◦ ε2(ρ, α) ◦ · · · ◦ εn(ρ, α), (20)
where εi(ρ, α) corresponds to the depolarizing channel (Eq. (5)) acting in the qubit i, and α the probability of error.
Analogously to Sec. III, we define the probability of obtaining the marked element after k steps as pˆL(k, α), and the
step at which the first maxima of the probability occurs as kLmax(α).
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A. Operator-sum representation for Grover state evolution with LDCh
For one qubit states the Depolarizing Channel error (Eq. (5)) can be expressed using Kraus’ operators (Operator-
sum representation), as
ε(ρ, α) =
4∑
l=0
MlρM
†
l , (21)
where M0 =
√(
1− 3α4
)
σ0 and Mi =
√
α
4 σi (i ∈ {1, 2, 3}), being σµ the Pauli matrices.
In the case applying local errors in all qubits in a n-qubits state there are 4n operators (all posible combinations),
which are of the form [17]
Mc =
√(
1− 3α
4
)m (α
4
)n−m n⊗
q=1
σiq , (22)
where σiq is the iq Pauli matrix (iq ∈ 0, . . . , 3) and m is the amount of σ0 (I) operators present in a particular Mc.
If we consider one step of the algorithm as applying the Grover operator G and the LDCh, we get the following
state after k steps
ρˆL(k, α) =
4n∑
c1
· · ·
4n∑
ck
[
OΠ ρiniO
†
Π
]
, (23)
where
OΠ =
k∏
l=1
(MclG) , (24)
l represents the step, each Mcl has the form of Eq. (22) and ρini = |s〉〈s| is the initial Grover state.
For the first step (k = 1), such probability is
pˆL(1, α) =
1
23n−4
[
2n(2n−1 − 1)
(
1− α
2
)n
+
+
1
16
(2n − 4)2
]
, (25)
which for n≫ 1 becomes
pˆL(1, α) ≈ 1
2n
[
23
(
1− α
2
)n
+ 1
]
. (26)
Due to the exponentially increasing complexity of Eq. (23), we propose to analyze pˆL(k, α) using lower and
upper bounds in terms of the TDCh model (because of simplicity and relatively tight bounds), and a first order
approximation.
B. Probability Bounds
Grover’s algorithm with LDCh error can be interpreted as a ternary tree where each depth-level corresponds to a
step. The initial node is given by ρini = |s〉〈s|, and in each node we have the paths shown in Fig. 5. In fact, the
actual probability of getting the marked element at a step k is obtained by taking all the possible paths (which are
4nk if one uses the Kraus’ operators).
In order to find upper and lower probability bounds, we assume the best and worst case for the desired probability,
by taking ρunknown ≡ GρG† or ρunknown ≡ I/N , respectively. Thus, the probability bounds are
pˆu(k, α) = (1− αn)k p(k) + 1− (1− α
n)
k
N
(27)
pˆl(k, α) = (1− α)nk p(k) + 1− (1− α)
nk
N
, (28)
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FIG. 5. Ternary tree at step k of the algorithm with LDCh.
that hold
pˆl(k, α) ≤ pˆL(k, α) ≤ pˆu(k, α), (29)
∀k ∈ N, α ∈ [0, 1]. Since these are of the form of the TDCh (Eq. (6)), we define these bounds as their equivalent
width of error γ(α), i.e.
γu(α) = α
n, (30)
γl(α) = 1− (1− α)n . (31)
Even though γl(α) provides a reasonable probability bound, γu(α) does not (see Fig. 6). A better approach is to
replace it by
γu(α) =
nα
2 + nα
. (32)
C. First order approximation of the LDCh
Here we will propose a method for analyzing the effect of the LDCh in Grover’s algorithm in terms of its first order
approximation (in α, as in [17]), proving also that this approximation serves both as an approximation for small values
of width of error α and as a lower probability bound for any α.
After applying the LDCh in every qubit and every step (Eq. (23)), the probability of success after k steps is of the
form
pˆL(k, α) =
nk∑
i=0
(
1− 3α
4
)nk−i (α
4
)i
fi(n, k), (33)
where i is the total number of errors up to step k. Hence, the first order approximation is
pˆL(k, α) ≈
(
1− 3α
4
)nk
f0(n, k) +
(
1− 3α
4
)nk−1 (α
4
)
f1(n, k), (34)
where f0(n, k) ≡ p(k) is Grover’s algorithm original probability and f1(n, k) corresponds to the all the contributions
of applying one error in any qubit at any step of the algorithm (see B). As can be seen in Fig. 6, Eq. (34) is also a
lower bound of the probability because all fi(n, k) are non-negative (sums of probabilities).
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(a)Probability evaluated at kGr vs. width of error α for n = 8 qubits and its bounds.
(b)Detail for small values of α.
FIG. 6. Comparison between different bounds of probabilities: numerical simulation (A), first order approximation (B), lower
bound with γl(α) = 1− (1− α)n (C), upper bound with γu(α) = nα/(2 + nα) (D) and upper bound with γu(α) = αn (E).
D. Order estimation of the algorithm
Here we denote the estimate mean cost of the algorithm with LDCh error by MCLk,α := MC
L
[
k, pˆL(k, α)
]
. Using
the monotonicity of both pˆL(k, α) and (γl−γu) in α, and Eq. (29), we have found bounds for the mean cost as follows:
MCk,γu ≤MCLk,α ≤MCk,γl . (35)
That is, given a fixed number of steps k, the bounds pˆ(k, γu) and pˆ(k, γl) induce bounds on the mean cost.
1. Stopping the algorithm at kGr
Considering kGr as the final step, we have an estimate mean cost of the algorithm given by MC
L
kGr ,α
, bounded as
in Eq. (35). Similar to the TDCh case, for any fixed α > 0 the order is Θ(N
√
N).
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For N ≫ 1 and small values of α (αkGr log2N ≪ 1) the mean cost becomes
MCLkGr ,α =
pi
√
N
4
+ ζαNpi2 log2N, (36)
where ζ is a constant in the interval [1/32, 1/16] (from bounds). Using the first order approximation, Eq. (34) and
f1(n, k), we have found that ζ is approximately 70/2048. The latter is much closer to 1/32 than to 1/16, and hence,
the actual probability is much closer when using γu than when using γl. Because of the simplicity and the validity of
the expression, we encourage to use γu to estimate the probability pˆ
L(k, α).
From Eq. (36), one can see that to mantain the quadratic speedup α≪ 2/(kGr log2N) is needed.
2. Stopping the algorithm at kmax
We now consider the induced bounds for kmax, which are justified by the continuity of pˆ(k, γ) in both γ and n.
These are
kmax l ≤ kLmax ≤ kmax u, (37)
where kmax l = kmax(γl) and kmax u = kmax(γu). Since we are stopping at the step of maximum probability (in each
curve), the following bound holds:
MCkmax l,γu ≤MCLkL
max
,α ≤MCkmax u,γl . (38)
In fact, using Eqs. (38) and (26), one finds that kLmax → 1 and the mean cost is given by 1/pL(1, α). Therefore, again,
for any fixed α > 0 the order is Θ(N).
For N ≫ 1 and small values of α (0.55αN log2N ≪ 1), the mean cost is approximately
MCLkL
max
,α =
pi
√
N
4
+ ζαN log2N, (39)
where ζ is a constant in the interval
[(
pi2 − 4) /32, (pi2 − 1) /16]. And for the algorithm to be of order Θ(√N), one
needs α≪ 2.5/(kGr log2N).
This is coherent with the results presented with the TDCh model, where for small values of γ, choosing kGr or kmax
does not change the order of the algorithm, but for any fixed γ > 0, it changes drastically.
Analogously to the work done in Sec. III, one can find αclassical: the maximum value of α that leaves the mean cost
N/2. Considering the worst case yields
αclassical ≤ 14
log2N
. (40)
In contrast to the TDCh case, this width of error does depend on N .
V. CONCLUSIONS
In this article we have studied the effect of noise in Grover’s quantum search algorithm, based in two models of error:
total depolarizing channel (TDCh) and local depolarizing channel (LDCh). Our focus was not in error correction (e.g.
by the fault-tolerant method), but to provide an insight to the kind of error, or degradation, that needs to be corrected.
Our work extends the results found by Vrana et. al. regarding only the TDCh model, concluding that the LDCh
error model is more devastating than the TDCh error. We also show that, for both cases, with an N -dependent small
enough error-width, correction is not needed.
The devastating effect of the LDCh was, in some sense, expected: in the case of TDCh model the state is partially
altered, but the rest remains intact (the state evolves partially in the plane formed by |s〉 and |t〉, or otherwise becomes
I/N). Whereas, with an LDCh error model, the state is mostly removed from the plane formed by |s〉 and |t〉.
We have found a closed form for the step at which the maximum of probability occurs for the TDCh error model
(kmax), and provided bounds for the LDCh error model (based on the TDCh model). This step could be used as an
indicator of the impact of the error in the algorithm. This means, comparing kmax with kGr one has an idea of how
degraded the algorithm is. Analogous comparisons could be done with the probability at such steps, but are, in some
sense, equivalent.
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From this study we conclude that to maintain the original speed up of Grover’s algorithm, different requirements
are needed depending on the error model: in the TDCh case, the error-width has to be smaller than 1/
√
N (as in
[14]); and for the LDCh model, it needs to be smaller than 1/(
√
N log2N).
Furthermore, there are widths of error for both the TDCh and the LDCh model for which the algorithm still
outperforms the classical brute-force algorithm. It is interesting to note that for the TDCh model this width does not
depend on N , i.e. for widths below 7/8 the algorithm is better than the classical (Eq. (19)). Nevertheless, for the
LDCh model, this classical threshold error αclassical, depends of N (Eq. (40)) and goes to zero with N , reinforcing
the idea that the LDCh degrades more the algorithm than the TDCh.
The depolarizing channel is a particular error model. It would be interesting to study other error models taking into
account experimental implementations of the algorithm. Future work should be done with this focus, and possibly
including error correction.
Appendix A: Finding kmax
We wish to find kmax which maximizes Eq. (7). We will assume k ∈ R, and then perform some adjustments.
Considering p(k) as in Eq. (4), we find the first derivative of Eq. (7)
dpˆ(k, γ)
dk
= (1− γ)k
[
2θ sin (2(2k + 1)θ) +
(
p(k)− 1
N
)
ln (1 − γ)
]
. (A1)
Assuming γ 6= 1 and nulling the derivative yields
4θ sin ((2k + 1)θ) cos ((2k + 1)θ) +
(
sin2 ((2k + 1)θ)− 1
N
)
ln (1− γ) = 0. (A2)
The former can be expressed as
− C = −A sin2 x+B sinx cosx, (A3)
where x = (2k + 1)θ, A = − ln (1− γ), B = 4θ and C = − ln (1− γ)/N . This can be reduced to
− z = sin (x) cos (x+ φ), (A4)
where z = C/
√
A2 +B2 and φ = arcsin
(
A/
√
A2 +B2
)
. Considering x > 0 Eq. (A4) has two family of solutions
x1 = pim− 1
2
arcsin(2z − sin(φ)) − φ
2
, and
x2 =
1
2
(2pim+ arcsin(2z − sin(φ))− φ+ pi) , (A5)
being m an arbitrary integer. Thus, the solution to the original problem is
pi − 2θ − arcsin (δ)− arcsin ([1− 2
N
]
δ
)
4θ
. (A6)
where
δ =
√√√√ 1
1 +
(
4θ
ln (1−γ)
)2 . (A7)
Adjusting border values with γ → 0 and γ → 1, and taking integer part yields
kmax(γ) = max
(⌊
pi − arcsin δ − arcsin ([1− 2
N
]
δ
)
4θ
⌋
, 1
)
. (A8)
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Appendix B: Finding f1(n, k)
As stated before, f1(n, k) corresponds to the depolarizing channel acting in any qubit at any step of the algorithm.
Because of the simmetry of Grover’s algorithm in the qubits, one can assume without loss of generality that the last
qubit is the affected one and then multiply by the number of possible ways of having the depolarizing channel acting
on one qubit (n). We can also assume, without loss of generality, that the target state is |t〉 ≡ |00 · · ·0〉 = |0〉.
The depolarizing channel acting on one qubit (without the identity operator and considering that error has been
commited) can be expressed with the operators
X := I⊗n−1 ⊗ σx, Y := I⊗n−1 ⊗ σy, Z := I⊗n−1 ⊗ σz , (B1)
where I represents the 1-qubit identity operator and σµ the Pauli matrices.
It is useful to see that the set {|0〉, |s〉, |1〉, |p〉} is closed under the operations of {X,Y, Z,G}, where G is Grover’s
operator and |p〉 is defined as the normalized superposition of the even states of the canonical base as
|p〉 :=
√
2
N
N
2
−1∑
i=0
|2i〉. (B2)
The state obtained after k steps is represented as φ(k) = [ak bk ck dk]
T
, which corresponds to the quantum
state |ϕk〉 = ak|0〉+bk|s〉+ck|1〉+dk|p〉. The probability of obtaining the marked state (|0〉) is given by [tr (C.φ(k))]2,
where C =
[
1 λ/2 0 λ/
√
2
]
and λ = 2/
√
N . Hence, the desired function f1(n, k) is
f1(n, k) =
k∑
l=1
3∑
j=1
[
tr
(
CAk−lBjAlφ(0)
)]2
, (B3)
where φ(k) = [0 1 0 0]T is the initial step of the algorithm (|s〉) and A,B1, B2, B3 correspond to applying G,X, Y,
or Z respectively (up to a global phase). Such matrices are given by
A =


−1 −λ 0 −√2λ
λ λ2 − 1 −λ √2(λ2 − 1)
0 0 1 0
0 0 0 1

 , B1 =


0 0 1 0
0 1 0
√
2
1 0 0 0
0 0 0 −1

 , (B4)
B2 =


0 0 −1 0
0 1 0
√
2
1 0 0 0
0 −√2 0 −1

 and B3 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 −√2 0 1

 . (B5)
The expression of f1(n, k), derived here, has been used to perform the series expansion made in Eq. (36). The full
expression is too large to include in this article.
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