Abstract
Recognizing a 3D Human Body posture:
Why ?
The recent years have seen the emergence of human body scanners capable of capturing the whole shape as well as the appearance of the human body (HB). New perspectives were opened for the exploitation of this technology in various sectors. In entertainment , scans of real persons can be mapped to generic models and then integrated in video games, TV or cinema production [1] . In clothing industry, human body scans can substitute the real person for extracting measurements [2, 3, 4] . Data bases of HB scans can be useful for medical and anthropological surveys [5] . Many of these applications need decomposing the body shape into surfaces corresponding to the different parts of the human body, namely the head, the upper arms, the lower arms, the upper legs, the bottom legs and the torso.
There have been some attempts to segment automatically human body shape [2, 3, 4] however these works treated the particular case of a standard posture ( Figure 1.(a) ). Their techniques were restrictive and cannot handle arbitrary postures. Our believe is that tackling the segmentation of hu- man body shape without any prior knowledge of the body posture is a very difficult problem. Retrieving first the HB posture will make the segmentation problem more approachable by providing information about the relative locations of the human body parts. This information is also valuable for model conformation problems where we want to fit a generic model to 3D HB scan. The posture knowledge can be used in that case to find an initial rough confor-1 mation that can be refined afterwards. This task used to be performed manually, as for instance in [1] . Therefore the aim of this work is to recognize a HB postures from 3D HB scans. We propose to achieve this objective within a model-based approach where the problem is stated as follows: Given a set of posture models and given a query posture, find which posture model corresponds to the query posture. The paradigm followed to solve this problem is built upon three elements: representation, feature extraction and classification or decision.
The rest of the paper is organized as follows, Section 2 emphasizes the important role of the representation and describes the WTC features. Section 3 presents a Bayesian approach for classifying the postures. It also describes the feature selection scheme based on which the best features, in terms of discrimination power are chosen. Section 4 exposes the experimental side of this work, it describes the generation of the model postures and illustrates, within a comparative study, the advantages of the features having a high discrimination power, and show as well their impact on the classification. The paper is concluded by discussing the results, potential improvements and future work.
Representation
In shape recognition techniques, objects are represented by numerical features in order to remove the redundancy of the data and to reduce its dimension. The features are often grouped into vectors. The data we deal with, is a scattered 3D points representing the human body surface shape. Most of the HB scanners provide a complete data that covers the whole surface of the body. This is encouraging to investigate what global features can offer for 3D shape identification. The moment features have been extensively used in image analysis and description. The attention was mainly oriented towards moments that are invariant with respect to translation, rotation and scale. Such moments were first proposed by Hu [6] . Then a variety of moments were developed later, particularly the orthogonal moments [7] , such Legendre moments, Fourier-Mellin moments, Zernike moments and pseudo-Zernike moments. The orthogonal moments have shown to be less redundant,less sensitive to noise and more informative than geometrical moments. A nice survey and comparison of 2D moments can be found in [8] where Zernike moments have shown to have the best overall performance.
Less work has been done in exploiting moments in the case of three-dimensional data However. One of the reasons, is that most of the 3D Imaging devices so far do not provide complete data in terms of surface covering. Condition which is necessary for any global feature based analysis. Nnevertheless, there have been some attempts to define frameworks for 3D moments construction. Sadjadi et al [9] pioneered the development of 3D Geometric moment invariants. Their framework built a family of three invariant moments with a degree up to the second-order. Using the notion of complex moments Lo et al [10] constructed a family of twelve invariant moments with orders up to the third degree. However, in these last works, moments were used mainly to estimate 3D transformations and their performances were not evaluated for classification tasks. Also, these moments are not derived from a family of orthogonal functions, they are therefore subject to correlation.
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The Wavelet concept was introduced by Morlet [11] as time-scale analysis tool for non-stationary signals. It was further developed by many authors [12, 13, 14] and rapidly found applications in many areas. A wavelet function is a function that is well localized in the space and the frequency µ. Consider a sphere of radius Ö, the points distribution at the sphere surface can be described by the spherical harmonics via the transformation: ÑÒ´Öµ
where ÍÑ Ò are the spherical harmonics of order Ñ and Ò defined on the unit sphere. they form an orthogonal family [15] , expressed by ÍÑ Ò Ñ ÎÒ´ µ where ÎÒ´ µ is a polynomial function of order Ò in Ó× and × Ò . ÑÒ´Öµ define therefore a sort of moments that describe the distribution of points on the spherical surface of radius Ö. We considered the first four spherical harmonic functions namely,
Now what remains is to describe the variation of these moments in function of Ö to obtain a 3D description of the posture. This description should infers a multi-scale aspect since the variation in the posture distributions manifests at different scales. This can be seen, if we examine for example, the pairs of postures´¾ ½ µ and´ µ in Figure 2 . For the first pair, difference in data point distribution covers more than the half of the posture space, whereas it is lim- then derived from a family of orthogonal functions. They can be seen as a particular type of orthogonal 3D moments. We precise also that the feature we consider here is the module of the wavelet transform coefficient (WTC) defined by
The invariance of the WTC with respect to translation and scale is obtained by preprocessing the data in the Cartesian space before passing to the spherical space. From the cloud of 3D data points a Cartesian voxel grid if formed. Then the origin of the voxel grid is shifted to the centre of mass of the data points. The scale invariance is obtained by affecting the 3D points' coordinates so that the data volume defined by the moment Ñ ¼¼¼ È Ü È Ý È Þ ´Ü Ý Þµ is equal to Î ¼ , where Î ¼ is a predetermined value. The rotation of the whole HB within the scanner has only one degree of freedom that affects only . It can be shown easily that ÑÒ is invariant with respect to that rotation. The negative side is that pairs of symmetric postures have very close feature values. Such pairs have been associated to the same class and the ambiguity can be removed after the classification using simple geometric procedures.
A dyadic discretization is adopted for and , by choosing 
The classification problem
The [16] ¿º½º Ë Ð Ø ÓÒ Ó × Ö Ñ Ò Ø Ú ØÙÖ × Naturally the set of wavelet coefficients has redundancy since not all the coefficients contribute effectively in the classification. There is a need to select the most useful features that have a high discriminative power. The discriminative power is characterized by the interclass distance defined as metric for measuring the separation between two classes. A selection criterion based on that metric is therefore utilized in the search for the optimal set of features. Extracting the optimal set of features was subject of intensive work in the literature [17] . There are mainly tow categories of techniques the first operates on feature vectors, the second treats each feature individually. We adopted a technique belonging to the second one, it is sub-optimal but quite efficient. The selection algorithm is as follows: Given a set of features Ü ½ Ü ¾ Ü and given a selection criterion Â:
1) Compute the selection criterion value Â´ µ for each feature Ü , 2) rank the features in descending order with respect to Â, 3) select the first best features and construct with them the feature vector.
The interclass distance
The choice of the selection criterion is quite tight to the classification method in the sense that the interclass distance should be defined in the same framework that of the classification scheme. The interclass distance between two classes and having the conditional probability density functions and 13 Scale/16), so these features operate on the periphery of 3D data points volume, area which is the most sensitive to posture changes caused by the arms' gesture in our models. For the worst features, in Table 1 .(b), it can be noticed that they share all the lowest scale parameter value, namely (Scale/16). This reflects the poorness of information in the low scale features.
Experiments
A set of experiments were carried out to assess the performance of the WTC features in terms of power discrimination and classification rate. This was done within a comparative study that evaluated the performances of the WTC features against the geometric moments developed by Lo et al [10] and the 3D Zernike moments [18] º½º Ò Ö Ø ÓÒ Ó Ø ÔÓ×ØÙÖ ÑÓ Ð×
The posters are generated from 3D Human body scan obtained from Cyberware cite in the Web [19] . This scan was segmented manually using a software package AMES ÙÖ ¾º The posture models [20] developed in our Lab. The data was decomposed into groups corresponding to the different parts of the HB namely, two lower arms, two upper arms, two legs and the torso (including the head). These parts were associated to a hierarchical jointed structure model that satisfies the kinematics constraints of the human body. This model was created using the Software AHBM [21] , developed also in our lab, and offering an interactive animation of the human body. In this model, a body segment location (position and orientation) is defined relatively to the upper segment in the body hierarchy, for instance the position and orientation of the right lower arm are defined with respect to a reference attached to the right upper arm (Figure 1.(c) ) . The relative orientations of the human body segments constitute the parameters of a given posture. By varying these parameters a variety of postures having a reasonable human appearance can be obtained. The statistic characteristic of each posture models are determined as follows, for each posture, 30 training data sets are generated, perturbing at each generation the posture parameters with a Gaussian noise and randomly rotating the full data in a direction that affects the coordinate. The mean and the variance of the model vectors are computed upon the 30 feature vectors associated to the training sets. This methods leads to a more realistic statistics than corrupting each 3D data point individually, since in real conditions the deviations of the posture parameters with respect to the real ones are caused mainly by the body movements rather than the HB scanner noise. Figure  2 shows the different posture models labelled from 0 to 18. The distributions of the best geometric moment Á ¾ ¾¾ in Figure 3 .c, look mixed, particularly for the two last pairs. The distributions of the two other best geometric moments have similar behaviour.
The figure revels that the WTC features are more capable to distinguish between close postures than Zernike moments whereas the geometric moments are far less competitive. It is worth to mention also that the three best WTC features were not selected specifically to discriminate between these particular close postures, since the selection process involved all the postures and consequently they might not be the optimal features to discriminate between these particular ones, however these features still do separate them quite reasonably.
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In these experiments, a set of query of test postures is matched with the posture models, the performances of the WTC features, Zernike moments and geometrical moments are assessed by evaluating the rate of successful classifications. Query postures were obtained with AHBM software, in the same way than the posture models, that is a 30 randomly perturbed and rotated version for each artificially generated posture.
The first test involved the three categories of features. The aim is to have a rough comparison between them rather than assessing their individual performances. This test was carried out with the best four features of each category. The query postures are composed of ¾¼ ¢ ½ samples. The results are illustrated in Figure 4 .(a) the WTC has best rating followed by Zernike moments whereas the geometric moments have the lower rating . The other assessed aspect in the experiments concerns how the classification rate evolves in function of the number of features. This gives an idea about the optimality of the selected set of features. In this experiment, only the WTC and the Zernike moments were assessed, as we decided not to carry with geometric moments, based on the results of the previous experiment. This experiment used a set of query set of ¿¼ ¢ ½ samples. The experiment consists of many trials, in each one, the number of features involved in the classification is increased by one, starting by 5 features and ending by 35. The classification rate associated to the WTC and Zernike moments are mapped in Figure 4 .(b). The Figure shows that the WTC have the best classification rate over all the number of features, with a maximum rate of 98% reached with 23 features. For Zernike moments the maximum rate of 94% is obtained with 28 features. Also we notice that with 11 WTC can guarantee a classification rate of 95% whereas a lower rate of 93% needs 16 Zernike moments.
Although there is an overall improvement of the classification performances as the number of features get increased, this improvement is not monotonous as there are some fluctuations that start at the 10th feature . Also after a certain number of features (25) the classification rate looks stagnating. We believe that this phenomena has its roots in the feature selection process, since the technique we used guarantee only a sub-optimal set of features.
Conclusion
This works described a framework and methodology to solve the problem of recognizing human body posture from a could of 3D data. A new 3D feature representation based on the coefficients of a wavelet transform was suggested. These fatures demonstrated very reasonable discriminative power compared to those of Zernike moments and geometric moments. The impact of the WTC performances was reflected in the experiments carried out to evaluate the classification rate of each category. The WTC had the highest classification rate whatever number of features is used. For some set of WTC features, the classification rate reached 98% whereas a larger number of Zernike moments is needed for the maximum rate of 94%. As improvement, 
