In this triple of papers, we examine when two cycle-free partial orders can share an abstract automorphism group. This question was posed by M. Rubin in his memoir concerning the reconstruction of trees.
Introduction
The question of how much of a given structure is encoded in its symmetries is one that surfaces in many different ways in many different areas of pure mathematics. One way in which this question surfaces is reconstruction from automorphism groups of first order structures. An account of the history of this can be found in [6] , by C. Pech and M. Pech. There are many levels of structure can be placed on a automorphism group, so here is some notation that clarifies what exactly we mean by "isomorphism". Definition 2.6. CFPO M is said to be treelike if there is a coloured tree T such that
Aut(M ) ∼ =A Aut(T )
If G ≤ Aut(M ) then the action of G is said to be treelike if there is a tree T such that G ∼ =A Aut(T ) Proposition 2.7. Let M be a CFPO and let (a1, . . . , an), (b1, . . . , bn) ∈ M . Furthermore, we define Adj := {(i, j) : ai ≤≥ aj and ∀k a k ∈ (ai, a k )} Then (a1, . . . an) and (b1, . . . , bn) lie in the same orbit if and only if there is an isomorphism of finite structures φ : (a1, . . . an) → (b1, . . . , bn)
such that for all (i, j) ∈ Adj, the pair (ai, aj) lies in the same 2-orbit as (b φ(i) , b φ(j) ).
Proof. This is a quick consequence of Proposition 4.5 of [14] .
Definition 2.8. Alt is the partial order with the domain {ai : i ∈ Z} ordered by • if i is odd then ai−1 > ai < ai+1
• if i is even then ai−1 < ai > ai+1
Altn is defined to be Alt restricted to {a0, . . . an−1}. Note that flipping the order does not affect the definition of Alt, but does affect Altn. We will write Alt * n for the reverse ordering of Altn. Altω is defined to be Alt restricted to {ai : i ∈ ω}. Again, the reverse ordering is denoted by Alt 
Order Conditions
We start with CFPOs which have points which are fixed by every automorphism (which we call fixed points). We will take from the midst of M our fixed point and plant it in the ground, before straightening out the paths of M into branches. The colouring of M is largely irrelevant for this work, and so takes a very back-seat role. Indeed, for the rest of this subsection the term 'monochromatic' will mean 'monochromatic with respect to U ', where U is the predicate introduced in the next definition.
Definition 3.1. Let M, ≤M be a connected CFPO whose automorphism group fixes the point r.
We will construct T (M ) by specifying a new order on |M |. Let r be the fixed point of M , which will become the root of T (M ). The colour of r ∈ M is the same in T (M ).
We denote the order on T by ≤T and define it as follows:
Turning M with fixed point r into T (M )
• r ≤ T (M ) s for all s ∈ M
• s ≤ T (M ) t if and only if s ∈ Path r, t
We also add a new unary predicate, which we call U . We define the following sets:
X0 := {t ∈ M : r ≤M t} Y0 := {t ∈ M : t <M r} . . .
Xn := {t ∈ M : y ≤M t for some y ∈ Yn−1} \ i<n (Xi ∪ Yi) Yn := {t ∈ M : t <M x for some x ∈ Xn−1} \ i<n (Xi ∪ Yi) . . .
We also define X := Xi and say that U (t) holds whenever t ∈ X. Finally X := {Xi, Yi : i ∈ ω} Lemma 3.2. X partitions |M |.
Proof. By construction
so it remains to show that X covers |M |. We pick an arbitrary z ∈ |M | and consider Path z, r , which exists as all CFPOs considered are connected. Let z0(= z), z1, . . . zn(= r) be the endpoints of Path z, r . We know that zn ∈ X0 as zn = r, and hence zn−1 zn implies that zn−1 ∈ X . Similarly zn−2 zn−1 implies that zn−1 ∈ X and so on along Path z, r until we deduce that z ∈ X .
If we start with a rooted tree, and use the root for our procedure, our construction returns the original structure with an additional predicate which is realised everywhere. Our eventual goal is to say that the canonical representative of M is the canonical representative of T (M ), and to do so we must show that T (M ) is a tree with the same automorphism group as M . This construction has the unfortunate property that we may have to make a choice of fixed point, and the resulting structures depend on this choice. However, since our claim is that T (M ) is a tree, rather than a canonical tree, we may sweep this difficulty under the carpet of Rubin's work.
If s0, s1 ≤ T (M ) t then {s0, s1} ⊆ Path t, r , and since M is cycle-free this means that either s0 ∈ Path s1, r or s1 ∈ Path s0, r , showing that s0 s1, and thus all initial sections of T (M ) are linearly ordered. Finally, r ∈ Path r, t for all t, so every pair from T has a common lower bound, showing that T (M ), ≤ T (M ) , U is a tree.
Of course, this construction is without merit if it does not preserve the automorphism group. We work towards that goal with the following lemmas.
Proof. The following formulas form an interpretation of M, ≤M , r in T (M ), ≤ T (M ) , U :
1. φDom(x), which defines the domain of the interpretation. We take x = x 2. φEq(x), which defines equivalence classes on the domain of the interpretation. Again, we take
We take the disjunction of the following clauses:
While φDom, φEq and φr are self-explanatory, to show that φ ≤ M does what is required of it, we examine it clause by clause. Clause (a) shows that when both x and y lie in the same Xi for some i and x ≤ T (M ) y then x ≤M y. Clause (b) shows that when both x and y lie in the same Yi for some i and y ≤ T (M ) x then x ≤M y. Clause (c) covers when y ∈ Xi and x ∈ Yi+1 ∪ Yi−1 for some i, one instance of which is depicted in Figure 3 . No clause is required for y ∈ Yi and x ∈ Yi, because if
Lemma 3.5. Suppose M0 and M1 are connected CFPOs with fixed points r0 and r1 respectively. Then M0, ≤M 0 , r0 ∼ = M1, ≤M 1 , r1 if and only if
Proof. Since we constructed ≤T and U using path-betweenness and ≤M , both of which are preserved by isomorphism,
The other direction of the isomorphism is a consequence of the fact that in Lemma 3.4 the domain of the interpretation is T (M ) itself.
This second lemma shows that the construction behaves when we take certain substructures. We will take from M an extended cone C, and show that T (C) is isomorphic to either the corresponding substructure of T (M ), or the corresponding substructure with the roles of U and ¬U reversed. Lemma 3.6. Let r be a fixed point of M and let x ∈ M . We define N := {y ∈ M : x ∈ Path y, r } If we add a colour to N which is only realised by x (to ensure that x is a fixed point of N as a structure in its own right), and use x to construct
Proof. This is a simple consequence of the fact that Path y, r = Path y, x ∪ Path x, r for all y ∈ N Lemma 3.7. The members of X are preserved setwise by Aut(M ).
Proof. All automorphisms fix r, so X0, the points greater than r, and Y0, the points less than r, are fixed setwise.
Let xn ∈ Xn and let yn−1 ∈ Yn−1 with yn−1 ≤M xn, and assume as an induction hypothesis that for i < n both Xi and Yi are fixed setwise by Aut(M ). Let φ ∈ Aut(M ) be arbitrarily chosen. By the induction hypothesis φ(yn−1) ∈ Yn−1, and since φ is an automorphism φ(yn−1) ≤M φ(xn). If φ(xn) ∈ i<n (Xi ∪ Yi) then φ −1 violates the induction hypothesis, so Xn is preserved by Aut(M ). The argument for Yn is identical.
Lemma 3.8. Aut(T ) preserves the members of X setwise.
Proof. Let x ∈ Xn. Since T |= U (x) and T |= ¬U (y) for all y ∈ Yi, we cannot map x to any member of Yi. By taking a witness that x ∈ Xn, and a witness that that witness lies in Yn−1 and so on, we obtain a maximal chain x1 ≤ T (M ) x2 ≤ T (M ) . . . xn(= x) such that U (xi) if and only if ¬U (xi−1) and ¬U (xi+1), with the additional property that for all xi
Any automorphism would have to send this chain to a similar chain below the image of x, but the length of this chain is determined by n, thus all images of x lie in Xn. A similar argument shows the same for Yn, and so we conclude that Aut(T (M )) preserves the members of X setwise.
Proof. Proposition 2.7 shows that if all the 1-and 2-orbits of M coincide with the 1-and 2-orbits of T (M ) then Aut(T (M )) ∼ =P Aut(M ). We will start with the 1-orbits, which we will prove by induction on X .
Since X0, ≤M is a tree
and since X0,
From this we conclude that for all a, b ∈ X0, if a and b lie in different orbits of M but the same orbits of T then {t ∈ M : a ∈ Path t, r }, ≤M ∼ = {t ∈ M : b ∈ Path t, r }, ≤M
However, this contradicts Lemma 3.6, so if a and b lie in the same orbit of T (M ) then they lie in the same orbit of M . By symmetry, we also conclude that if a and b lie in the same orbit of M then they lie in the same orbit of T (M ). Similarly, if a, b ∈ Y0 then a and b lie in the same orbit of M if and only if they lie in the same orbit of T (M ).
So now suppose that for i < n the 1-orbits on Xi and Yi from Aut(M ) and Aut(T (M )) coincide and let x, y ∈ Xn. We define, as we did in Lemma 3.8, x1, . . . xn and y1, . . . , yn, which are linearly ordered by ≤ T (M ) , are the connecting sets of Path x, r and Path y, r in ≤M .
If xn and yn belong to the same orbit of M then the automorphism that witnesses this also witnesses that xn−1 and yn−1 lie in the same orbit of M , and hence by our induction hypothesis, the same orbit of T . Since there is an automorphism that maps xn−1 to yn−1, {z ∈ M : xn−1 ∈ Path r, z }, ≤M ∼ = {z ∈ M : yn−1 ∈ Path r, z }, ≤M and hence (using Lemmas 3.5 and 3.6)
And so there is an isomorphism of T that maps xn to yn. The arguments for xn, yn being in the same orbit of T , and for xn, yn ∈ Yn are, again, extremely similar, and so omitted.
We now turn out attention to the 2-orbits. Since r is fixed by both Aut(M ) and Aut(T ), the 1-orbits can be thought of as 2-orbits where one of the elements is r, and the 2-orbits can be thought of as 3-orbits where r is one of the elements. This viewpoint is exploited to show the coincidence of the 2-orbits of Aut(M ) and Aut(T ).
Suppose (x0, x1) and (y0, y1) lie in the same orbit of M . We need only consider the case when x0 ∈ Path x1, r as otherwise we can take x2 to be the intersection of Path x0, r , Path x0, x1 and Path x1, r , and patch automorphisms together around x2. Note that x2 would be the meet of x0 and x1 in T (M ).
There is an automorphism of M that maps x0 to y0, and as we have just seen, this means that {z ∈ M : x0 ∈ Path r, z }, ≤M ∼ = {z ∈ M : y0 ∈ Path r, z }, ≤M
Since (x0, x1) and (y0, y1) lie in the same orbit of M , there is an isomorphism from {z ∈ M : x0 ∈ Path r, z }, ≤M to {z ∈ M : y0 ∈ Path r, z }, ≤M that maps x1 to y1. By Lemmas 3.5 and 3.6 this results in an isomorphism from
which maps x1 to y1. We call this isomorphism φ, and we take any automorphism that takes x0 to y0 and call it ψ. The function
otherwise is an automorphism of T which maps (x0, x1) to (y0, y1), and thus the 2-orbits of T contain the 2-orbits of M .
Once again, the argument to show that the 2-orbits of M contain the 2-orbits of T is extremely similar, due to the symmetric nature of Lemmas 3.5 and 3.6, and thus we conclude that the 2-orbits of M and T coincide, and so
Lots of CFPOs have fixed points, but the CFPOs of the kind discussed in the next lemma reoccur frequently. Base Case Pick a0 ∈ A. We set c0 = a0 and let D0 = {x ∈ A : c0 ∈ Path x, b }.
Successor
Step Suppose we have aα−1, cα−1 and Dα−1.
Pick aα ∈ A \ Dα−1. Since A is connected, Path cα−1, aα ⊆ A, and since cα ∈ Path cα−1, aα , we have that cα ∈ A. We define Dα = {x ∈ A : cα ∈ Path x, b }. If Dα = A then let c = cα and stop.
Limit
Step Let n λ = min{|Path cα, b − | : α < λ}.
Cα is linearly ordered, and is bounded both above and below by elements of α<λ Path cα, b − , so has both a maximal and minimal element. Therefore both c and d are fixed by all automorphisms of M .
Proof. A CFPO3 can be split into three possibly empty sections, a tree which is above a linear order, which in turn is above a reverse ordering of a tree. If the tree section is empty the reverse tree cannot be empty, and vice versa.
A tree
A linear order A reversed tree By marking the reversed tree with a unary predicate and reversing its order we obtain a tree which has the same automorphism group as the CFPO3. Proof. Our strategy is to find a subset of M which is a CFPO3 and is fixed setwise by Aut(M ), and add cones to the tree corresponding to this CFPO3 to obtain a tree with the same automorphism group as M .
We consider the φ(an) and φ(a * n ), the images in M of the midpoints of Alt2n+1 and Alt * 2n+1 under all possible embeddings φ. Let C be the set of all such φ(an) and φ(an * ). This is the candidate for the CFPO3 we require for our strategy, but first we must show that it is indeed a CFPO3, and that it is fixed setwise by Aut(M ).
Suppose that C contains an antichain xn, yn. Since M is connected there must be a path between xn and yn. We also pick particular copies of either Alt2n+1 or Alt * 2n+1 that contain xn and yn, and label the points using xi and yi appropriately. X is the set {xi}, while Y = {yi}.
To show that the maximum length of a path though C is 3 we consider how the ends of Path xn, yn interact with X and Y . The cases where xn is an upper point of Path xn, yn are reverse orderings of Cases 1 and 2, so will not be done explicitly. Also there is nothing special in our choice of X, so these arguments also apply to Y . Case 2 In this case xn is an upper point of X but a lower point of Path xn, yn . As both xn−1 and xn+1 lie below xn the two paths Path xn−1, yn and Path xn+1, yn both contain and have the same length as Path xn, yn . We also know that xn−2 cannot be contained in Path xn−1, yn , as this would require xn−2 and xn to be related. Similarly xn+2 cannot be contained in Path xn+1, yn . Thus we see that both {x0, . . . xn−2} ∪ Path xn−1, yn and {x2n, . . . xn+2} ∪ Path xn+1, yn are copies of a finite section of Alt.
Thus in both cases, at least one of {x0, . . . xn−1} or {xn+1, . . . x2n} with Path xn, yn is a copy of a finite section of Alt. M is a cycle free partial order so, assuming that the configurations of X, Y and Path xn, yn result in the shortest possible finite alternating chain,
is a copy of a finite section of Alt. The length of P is 2n − 2+ | Path xn−1, yn+1 | By assumption M is a CFPO2n+1, so P has at most 2n + 1 elements, thus | Path xn, yn | ≤ 3 and C is a CFPO3.
To see that C is fixed setwise by automorphisms, simply note for any x ∈ C and φ ∈ Aut(M ), the image of the copy of Alt2n+1 that witnesses the fact that x ∈ C will witness φ(x) ∈ C.
We now have the CFPO3 our strategy demands, so now we focus on how we may adjoin cones to it to obtain a tree with the same automorphism group as M .
For each x ∈ C, we define B(x) := {y ∈ M : Path x, y ∩ C = {x}}. If we introduce a predicate that fixes x to B(x), then we are able to apply the construction in Definition 3.1 to B(x) using x as the root to obtain T (B(x)). We also know that if there is an automorphism of M that maps x0 to x1 then B(x0) ∼ = B(x1).
For each isomorphism type of B(x), we add a colour predicate Px to C, ≤ such that C |= Px(y) if and only if B(y) ∼ = B(x). We obtain C, ≤M , {Px} , a CFPO3 such that:
Lemma 3.11 shows that there is a tree, which we call T (C) such that
We define T to be the structure whose domain is
under the equivalence relation that identifies the root of T B(x) with the point of TC that corresponds with x. We give T the transitive closure of the order inherited from TC and all the T B(x) . This structure is clearly a tree with the automorphism group of M .
Note that this method not only gives a tree T such that Aut(M ) ∼ =A Aut(T ), but also a tree T such that Aut(T ) ∼ =P Aut(M ). Proof. Let e ∈ M be an image of a0 ∈ Alt2n (if Alt2n does not embed into M we may consider M * instead). Below every point in Or(e) we adjoin a new point, coloured with a new unary predicate. This new structure is a CFPO2n+1 with the same automorphism group as M , so M shares its abstract automorphism group with a tree.
While we have found a tree T such that Aut(M ) ∼ =A Aut(T ), and thereby proved the corollary, we may do better than that. We can delete the points we added to M from T without introducing new automorphisms (as we added these points to every point in an orbit of M ), getting a T * such that Aut(M ) ∼ =P Aut(T * ).
CFPO ω
Theorem 3.14. If M is a connected CFPOω then M is tree-like.
Proof. This proof works in a similar fashion to the proofs of Theorem 3.9, Lemma 3.11 and Theorem 3.12; by altering the order on the CFPO we produce a tree, while maintaining the automorphism group. Let M be a Rubin-complete CFPO. We say that A ⊆ M is a maximal copy of either Altω or Alt * ω if • A is the image of Altω (or Alt * ω respectively).
• There is no image of Altω or Alt * ω that properly contains A. Every copy of Altω is contained in a maximal copy of either Altω or Alt * ω . To see this, let {An ⊆ M : n ∈ ω} be such that each An is isomorphic to either Altω or Alt * ω and if n < m then An Am. This means that We now describe a procedure that transforms M into a tree while preserving its automorphism group. Again, we add a unary predicate U to remind us when we've changed direction. 
Let
M0 be the following set: {x ∈ M : x is the first element of a maximal copy of either Altω or Alt * ω } If x ∈ M0 is witnessed by a maximal copy of Altω then x ∈ M0 cannot be witnessed by a maximal copy of Alt(M ) R such that Aut( M R , ≤M , I ) ∼ =P Aut( T (M R ), ≤T , I, U ) We define T (M ) := {x ∈ T (M R ) : T (M R ) |= ¬I(x)}. Then Aut( M, ≤M ) ∼ =P Aut( T (M ), ≤T , U )
Disconnected CFPOs
While this section has only proved results about connected CFPOs, they are readily extended to disconnected CFPOs. Proof. For all i ∈ I, let T (Ai), ≤, U be the coloured tree such that Aut( T (Ai), ≤i, Ui ) ∼ =A Aut(Ai). T := {r} ∪ (T (Ai)), ≤T , UT where
Aut(M ) ∼ =A Aut(T ), as each of the cones of r ∈ T share an automorphism group with its corresponding Ai, and may only be mapped to one another by an automorphism of T if their corresponding Ai are isomorphic.
Remark 3.16. If each of the T (Ai) are obtained using Definition 3.1, then we may adapt the interpretation in Lemma 3.4 by changing φDom to x = r to obtain an interpretation of M, ≤M in T .
CFPOs in Model Theory
The theory of trees is known to have certain model theoretic properties. Parigot showed in 1982 that the theory of trees is NIP, and classified the stable ones [5] , while Simon showed in 2011 that the theory of trees is inp-minimal [14] . The observations that have been made in this section give an easy method for extending these results to the theory of CFPOs.
NIP and Trees
Definition 4.1. A formula φ(x,ȳ) is said to have the independence property (for a complete theory T ) if in every model M of T there is, for each n < ω, a family of tuplesb0,b1, . . .bn−1 such that for every I ⊆ {0, 1, . . . n − 1} there is some tupleā ∈ M such that
T is said to be NIP if no formula in T has the independence property.
Note that if T is interpretable in S then if φ has the independence property for T then the interpretation of φ has the independence property for S. This means that if T is interpretable in S and S is NIP, then T is NIP.
The 'headline' result of [5] does not mention NIP.
Theorem 4.2 (Parigot, Theorem 2.6 of [5]).
A type over a tree never has more than 2 ℵ 0 coheirs.
'Coheirs' were defined by Poizat, appearing in [7] in 1981, the year before Parigot's paper was published. If you wish to read the proof of this theorem, but find Poizat's French too daunting, then I recommend the seminar notes of Casanovas [1] , which are in English. I am not aware of any publicly available English translation or account of Parigot's paper. Definition 4.3 (Poizat, [7] ). Let M, N be models such that M ≺ N . Let p(x) ⊆ q(x) where q ∈ S1(N ) and p ∈ S1(M ). We say that q is a coheir of p if q is finitely satisfiable in M . Theorem 4.4 (Poizat, [7] ). Let T be a theory.
1. If T has the NIP then for all M such that T |= M and |M | = λ ≥ |T |, for all p ∈ S1(M ) there are at most 2 λ coheirs of p.
2. If T has the IP then for every λ ≥ |T | there is an M such that T |= M and |M | = λ ≥ |T |, and there is p ∈ S1(M ) such that p has 2 2 λ coheirs.
Parigot's results do not stop with trees, however. He extends to 'arborescent' structures, defined by Schmerl. Definition 4.5 (Schmerl [9] ). Let L = R0, . . . , Rm−1, U0, . . . , Un−1 be a finite language where each Ri is a binary predicate and each Ui is a unary predicate.
Let (x, y) ≡ (u, v) by the following quaternary formula:
Let M be an L-structure. M is said to be arborescent if for all finite B ⊆ M , if |B| ≥ 2 then there are distinct a, b ∈ B such that if c ∈ B \ {a, b} then 
inp-minimality and Trees
Definition 4.7 (Shelah, Definition 7.3 of [12] ). An independence pattern (an inp-pattern) of length κ is a sequence of pairs (φ α (x, y), k α )α<κ of formulas such that there exists an array a α i : α < κ, i < λ such that:
• Rows are k α -inconsistent: for each α < κ, the set {φ
• Paths are consistent: for all η ∈ λ κ , the set {φ α (x, a α η(α) ) : α < κ} is consistent. Note that if M is interpretable in N then any independence pattern in M is also an independence pattern of N .
Definition 4.8 (Goodrick [3]).
A theory is inp-minimal if there is no inp-pattern of length two in a single free variable.
Theorem 4.9 (Simon, Proposition 4.7 of [14] ). If T, ≤, Ci is a coloured tree then Th( T, ≤, Ci ) is inp-minimal.
CFPOs
How can we apply these results to CFPOs?
Let M be a CFPO with connected components Ai, indexed by I. For each Ai, pick an ai ∈ Ai and introduce a new unary predicate A such that
Since we are adding an additional symbol to the language T h( M, ≤M ) can be interpreted in T h( M, ≤M , A ) simply by forgetting A.
ai is a fixed point of every Ai, ≤M , A so we may invoke Remark 3.
to note that T h( M, ≤M , A is interpretable in T h(T ).
Therefore every CFPO is interpretable in an NIP, inp-minimal theory, and hence is NIP and inp-minimal.
This shows that if a property that is closed under taking an interpretation is possessed by the theory of coloured trees, then it is possessed by the CFPOs, but the interpretation here is of a special form. If we are allowed to fix points in a CFPO, we are essentially handling a tree, thus I expect any property of the coloured trees that allows reference to a set of parameters to also be possessed by the CFPOs.
Group Conditions
Definition 5.1. D∞, the infinite dihedral group, is the group with the following presentation σ, τ | σ 2 = 1, στ σ = τ −1 .
How D∞ occurs as a subgroup of an automorphism group of a CFPO characterises whether it is treelike or not. We will first examine how D∞ can act on trees. We use η(s) to denote the function s → η(s), and so η(s0s) is the function s → η(s0s). The group operation of G S H is given by (h0, η0(x))(h1, η1(x)) = (h0h1, η0(µ(h −1 1 , x))η1(x)) When G = Aut(M ) and H = Aut(N ) their wreath product G H is the automorphism group of the structure obtained by replacing every element of N with a copy of G.
Dendromorphic Groups
Remark 5.4. Z Z2 is the automorphism group of the structure obtained by replacing the elements of a 2-element antichain by copies of (Z, ≤), while Z2 Z is the automorphism group of the structure obtained by replacing the elements of (Z, ≤) with 2-element antichains (the lamplighter group). A tree T is said to be fh-regular (finite height) if it is regular and the maximal chains are finite.
Remark 5.7. Let T be a finite tree. Aut(T ) acts 1-transitively on the maximal elements of T if and only if T is fh-regular.
Definition 5.8. A group G is said to be a dendromorphic group if it is a Cartesian product of copies at least one of:
2. Sym(ω);
3. Sym(ω) Z2; and 4. the automorphism group of a regular tree;
Examples of the automorphism group of a regular tree include Sn, in particular Z2, and (Sn Z2).
Definition 5.9. Let M be a CFPO, let x ∈ M and let G ⊆ Aut(M ). 
Figure 13: Example of Trees whose automorphism group is a dendromorphic group
Proof. Let T be a tree such that there is G ≤ Aut(T ) and G ∼ = D∞. We use the same presentation of D∞ that we gave in Definition 5.1, so here σ and τ are automorphisms of T that generate G and satisfy the identities σ 2 = 1 and στ σ = τ −1 . Let t ∈ T . How does σ constrain the structure of G(t)? If t < σ(t) then σ(t) < σ 2 (t) = t, which is a contradiction. Similarly σ(t) < t also leads to a contradiction, so if t = σ(t) then t σ(t). Since στ = τ σ, we know that supp(σ) ∩ supp(τ ) = ∅.
First suppose that t ∈ T is such that {φ| G(t) : φ ∈ G} ∼ = D∞. This means that there is some n ∈ Z and i ∈ {0, 1} such that τ |
and we learn that G(t) = {t} and Aut(G(t)) is trivial.
) is a finite antichain and so G(t)
+ is a finite tree whose automorphism group acts transitively on its maximal elements, and by Remark 5.7 is fh-regular, so Aut(G(t)) is the automorphism group of the fh-regular tree G(t) + .
3. If στ n | G(t) = id| G(t) then we can deduce that σ| G(t) = τ n | G(t) , and thus τ 2n | G(t) = id| G(t) .
Now we suppose t ∈ T is such that {φ| G(t) : φ ∈ G} ∼ = D∞. We now examine the possible action of τ on t. Since τ has infinite order, {τ n (t) : n ∈ Z} and {τ n σ(t) : n ∈ Z} are infinite. We now consider various cases to deduce the structure of G(t).
Case 1: t < τ (t) or t > τ (t)
Without loss of generality we assume that t < τ (t). Since t < τ (t) we know that τ m (t) < τ n (t) if and only if m < n, where m, n ∈ Z. Suppose σ fixes one of these τ m (t). Hence στ
which means that σ maps t to τ 2m (t), which in this case is assumed to be greater than t, which we have already shown yields a contradiction, and thus σ does not fix any τ n (t).
We suppose that there is an n ∈ Z such that τ n (t) ≤ t ∧ σ(t). We know that στ n (t) τ n (t), which is the situation depicted in Figure 14 . However σ maps the pair (t, τ n (t)) to (σ(t), στ n (t)), so τ n (t) < t implies that στ n (t) < σ(t), providing a contradiction. So there is no n such that τ n (t) ≤ t ∧ σ(t) and then we are in the situation depicted in Figure  15 . The automorphism group of this structure is clearly Z Z2, and so
Case 2: t τ (t) and τ m (t) ∧ τ n (t) = τ m (t) ∧ τ n (t) for all m = n, m = n . We call denote common ramification point, τ m (t) ∧ τ n (t) for m = n, by x. In other words, the τ n (t) form an antichain, which ramifies from x. If x = σ(x) then the whole orbit of t is an infinite (as G(t) is infinite) antichain above x, and thus Aut(T ) is Sym(ω). If x = σ(x) then the whole orbit of t is two infinite (as both {τ n (t) : n ∈ Z} and {τ n σ(t) : n ∈ Z} are infinite) antichains , one ramifying from x, the other from σ(x). In this case Aut(T ) ∼ = Sym(ω) Z2.
For brevity's sake, xn will denote τ mn (t) ∧ τ m(n+1) (t). Suppose that xi = xi+1 for all i. Note that τ mk (xn) = x n+k because greatest lower bounds are preserved by automorphisms. For any i ∈ Z both xi and xi+1 are below τ m(i+1) (t), so {xi : i ∈ Z} is linearly ordered and acted on by
If {φ| Gm(x 0 ) : φ ∈ Gm} ∼ = D∞, then Gm(x0) is an antichain, but we have just established that τ (xi) < xi or τ (xi) > xi, so {φ| Gm(x 0 ) : φ ∈ Gm} ∼ = D∞, and we may now apply Case 1 to Gm(x0) and find that Aut(Gm(x0)) ∼ = (Z Z2).
Since each xi = xi+1, we can deduce the structure depicted in Figure 16 . Thus we see that Aut(Gm(t)) ∼ = (Z Z2). If we redefine xn := τ mn+k (t) ∧ τ m(n+1)+k (t) and repeat this argument, we see that Aut(Gm(τ k (t))) ∼ = (Z Z2)
Let m0 be the least element of the set Figure 16 : Deduced Structure needed for Case 3
for all n, so m0 is in fact the least number such that Aut(Gm 0 (t)) ∼ = (Z Z2). G(t) consists of m0 − 1 copies of Gm 0 (t), which are preserved by σ, and τ acts cyclically on them, and indeed their least elements, which we call L. This gives us {φ|L : φ ∈ G} ∼ = D∞, and σ|L = id|L, so L is trivial and Aut(G(t)) ∼ = (Z Z2)
Therefore for all t ∈ T the group Aut(G(t)) is either trivial or : each of which is a dendromorphic group .
We pick one t ∈ T such that G(t) = {t}, and let s := inf(G(t) + ). The next phase of this proof is to show that the additional automorphisms of Aut(G(t)) extend to B(s; G(t)). We do this by addressing each of the possibilities in the above list individually.
Let λ ∈ Aut(G(t)) \ G. We wish to extend λ to B(s; G(t)) and show that the group of the extensions of elements of Aut(G(t)) is a dendromorphic group .
1. Suppose Aut(G(t)) ∼ = (Z Z2). Then λ is characterised by where it maps t and σ(t). Let's suppose that λ(t) = τ n (t) and λ(σ(t)) = τ m σ(t). Then we defineλ to be the following:
Thus we may extend λ to a unique element of Aut((B(s; G(t))), so 
Since each λ may be extended to two elements of Aut((B(s; G(t))), we know that
Otherwise if x ∈ B(s; a) and λ(a) = τ n σ i (t) then
and we uniquely extend λ, showing Aut((B(s; G(t))) ∼ = Sym(ω)
3. Suppose Aut(G(t)) ∼ = (Sym(ω) Z2). If x ∈ B(s; a) and λ(a) = τ n σ i (t) then
so we can uniquely extend λ, showing Aut((B(s; G(t))) ∼ = (Sym(ω) Z2)
Suppose G(t)
+ is an fh-regular tree, and suppose that there is an x ∈ B(s; G(t)) such that {φ| G(x) : φ ∈ G} ∼ = D∞. Clearly G preserves B(s; G(t)), so
Suppose that x ∈ B(s; t). Then τ n σ i (x) ∈ B(s; τ n σ i (t)) for all n ∈ Z and i ∈ {0, 1}, therefore for all y ∈ G(t)
G(x) ∩ B(s; y) = ∅
Rather than look at λ ∈ Aut(G(t)), we instead extend every µ ∈ Aut(G(x)) to obtain a dendromorphic supergroup of G in B(s, G(t)). Now we suppose that there is no x ∈ B(s; G(t)) such that {φ| G(x) : φ ∈ G} ∼ = D∞. We will define by induction a family of sets that we will call X k which will help us extend λ. Let X0 be the maximal subset of B(s, G(t)) such that for all φ, ψ ∈ G
Let x ∈ B(s; y) and let φ ∈ G be such that λ(y) = φ(y).
Since all the possible φ agree, this map is a well-defined, unique extension of λ, so Aut(X0) ∼ = Aut(G(t) + ). If X0 = B(s; G(t)) then we have extended λ to B(s; G(t)) and we are done.
Suppose that we have defined
and if X k = B(s; G(t)) then we have extended λ ∈ Aut(X k ) to B(s; G(t)) and we are done. If X k = B(s; G(t)) then we define X := k∈N X k . We know how to extend λ to X, so if we can show that:
(a) X = B(s; G(t)); and (b) there is a regular tree F such that Aut(X) = Aut(F ); then we will have shown that Aut(B(s, G(t)) ∼ = Aut(F ).
(a) For all k, the orbit |G(
If y ∈ B(s; G(t)) \ X then for all k τ |G(x k )| (y) = y so G acts as D∞ on G(y), and we have already seen how to extend λ to B(s; G(t)) in this case, so we may assume now that X = B(s; G(t)).
(b) Since X k extends X k−1 and since s is the root of both G(
+ is an extension of G(x k−1 ) + . Therefore we consider the tree
Let (s, y1 . . .) and (s, z1, . . .) denote maximal chains of F . Since each G(x k ) + is an fhregular tree, given any two maximal chains of F there is a partial automorphism from the initial k elements of the first to the initial k elements of the second. The union of all these partial automorphisms will be an automorphism of F , and thus Aut(F ) acts transitively on every maximal chain, which is Condition 1 of Definition 5.6. The initial section of every maximal chain of F finite, so every maximal chain is isomorphic to N, Condition 2 of Definition 5.6. If y ∈ F then y ∈ G(x k ) + for some k, so the ramification order of any non-maximal element of F is at least 2 but finite, showing that F satisfies Condition 3 of Definition 5.6.
+ is fh-regular implies that F satisfies Condition 3 of Definition 5.6, and is regular.
Therefore there is a regular tree F such that Aut(B(s, G(t)) ∼ = Aut(F ).
For any t ∈ T let st be the root of G(t)
+ . Consider the set
Let H be the group of all automorphisms of T that fix every B ∈ B setwise.
Since the Cartesian product of dendromorphic groups is dendromorphic, H is also dendromorphic.
We have already seen that G fixes every B ∈ B setwise, so G ≤ H.
If you are familiar with automorphism groups as topological groups, you may have realised that in the proof of Theorem 5.10 we are essentially calculating the closure of the copy of D∞. In Theorem 5.13 we will see that a CFPO is not treelike if and only if its automorphism group contains a closed copy of D∞.
While describing this situation using the language of topological groups might have been more elegant, I prefer this approach as it makes it clear that these properties are recognisable from the abstract group.
D ∞ in CFPOs
Corollary 5.11. Aut(Alt) ∼ = Aut(T ) for all trees T .
Proof. Aut(Alt) ∼ = D∞, so if Aut(T ) ∼ = Aut(Alt) then the whole automorphism group is a copy of D∞, and so cannot be contained in a dendromorphic group .
So we've established that D∞ can occur as a subgroup of the automorphism group of a CFPO in a different way than it can as a subgroup of the automorphism group of a tree. The rest of this subsection is devoted to finding out how copies of D∞ that aren't contained in a dendromorphic group can act on a CFPO. Theorem 5.13. Let M be a Rubin complete CFPO and let G ≤ Aut(M ). If G ∼ = D∞ then either G is contained in a dendromorphic group or G acts on a copy of Alt in M , but not both.
Proof. If M is a CFPOn for some n ∈ N or a CFPOω then by Theorem 3.12, Corollary 3.13 and Theorem 3.13 there is a tree T such that Aut(M ) ∼ = Aut(T ). Thus Theorem 5.10 shows that G is contained in a dendromorphic group and G cannot act on a copy of Alt, as M does not contain a copy of Alt. We now suppose that M is a connected CFPO∞. If G fixes a ∈ M then G ≤ Auta(M ). By adding a colour predicate to M that only a realises, we find a CFPO with a fixed point whose automorphism group is Auta(M ). Since this CFPO has a fixed point it is treelike (Theorem 3.9), and Theorem 5.10 shows that there is a dendromorphic group X which is contained in Auta(M ) and contains G. Therefore if M \ supp(G) = ∅ then G is contained in a dendromorphic group . Now suppose that G has no fixed point and that G(m) cc is not a CFPO∞ for any m ∈ M . We can view the connected components of M \ G(m)
cc as extended cones of elements of
If for all CFPOs C such that ∃a ∈ G(m) cc C ∼ = C(a) we introduce a colour predicate PC to G(m)
cc , ≤M such that G(m) cc , ≤M |= PC (a) ⇔ C(a) ∼ = C Every automorphism of G(m) cc , ≤m, PC is a restriction of an automorphism of M . Each G(m)
cc is G-invariant, as otherwise we would be able to map a path inside G(m) cc to one outside by an element of G, but this map must take the endpoints of this path with it, and these endpoints are elements of G(m)
cc . We choose one m ∈ M . Since G(m)
cc is not a CFPO∞, it is treelike. All of the extended cones that are contained in M \G(m)
cc are treelike if we fix the point in G(m) cc that they emanate from, so by replacing G(m) cc and the extended cones, we may find a tree T such that G ≤ Aut(T ) ≤ Aut(M ), and so G is contained in a dendromorphic group .
So now suppose that a ∈ M is such that G(a) cc is a CFPO∞. From such an a we define which, if non-empty, will be fixed pointwise by τ , and on which σ will have a fixed point, contradicting the assumption that G has no fixed points. )) is empty then we are in the situation depicted in Figure 17 . In Figure 18 c0 is σ(b) and c k := τ k (c0), which forces στ k (b) to be cj for some j (whose relationship with k will be deduced shortly). Note that σ and τ satisfy the identity στ = τ −1 σ which implies the following equations:
so ci = σ(τ −i (b)). Let the di be the points fixed by σ on Path τ i (b), ci respectively. Then Path di, dj is a copy of Alt which is acted on as desired.
Let A be the family of copies of Alt in M . We now show that if Act(A, Aut(M )) (the action of Aut(M ) on A) is isomorphic to D∞ for some A ∈ A then Act(A, Aut(M )) cannot be contained in a dendromorphic group , thus showing the exclusivity of the theorem.
If for some A ∈ A the action of Aut(M ) is D∞ then Act(A, Aut(M )) ∼ = D∞ and there is no dendromorphic group contained in Aut {A} (M ) that contains Act(A, Aut(M )). Therefore if Act(A, Aut(M )) is contained in a dendromorphic group X, then X ≤ Aut {A} (M )
In particular this implies that if g ∈ X \ Act(A, Aut(M )) then g(A) = A.
Let A U be the set of upper points of A, enumerated by {. . . , a−2, a0, a2, . . .}. Since (A U , Act(A, Aut(M ))) is 1-transitive so is (X(A U ), X), and so
where X0 is one of the factors of X (i.e. Sym(ω), Z Z2 or Sn). This X0 cannot be Sym(ω) as then it would be possible to map the triple (a−2, a0, a2) to (a−2, a2, a0), but any map that does this has to change the length of Path a−2, a2 , and so cannot be an isomorphism. This same argument prevents X0 ∼ = Sn.
Let σ be the infinite order generator of Act(A, Aut(M )) and τ be the finite order generator. Suppose X0 ∼ = Z Z2, generated by α, β and γ, where α and β have infinite order and γ has finite order. Since Act(A, Aut(M )) contains an element of finite order, both supp(α) and supp(β) must have a non-empty intersection with A U . Since α, β and γ generate X and either preserve or switch supp(α) and supp(β), every member of Act(A, Aut(M )) either preserves or switches supp(α) and supp(β). So both supp(α) ∩ A U and supp(β)∩A U cannot both be singletons, as only the identity will preserve supp(α)∩A U and supp(β)∩ A U and no member of Act(A, Act(M )) will swap them. Since supp(α) ∩ A U is not a singleton, the action on it determines the action on the whole of A U , and so α and β cannot act independently. So X0 cannot be isomorphic to Z Z2. 
