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Abstract—We consider the locality of encoding and decoding
operations in distributed storage systems (DSS), and propose
a new class of codes, called locally encodable and decodable
codes (LEDC), that provides a higher degree of operational
locality compared to currently known codes. For a given locality
structure, we derive an upper bound on the global distance and
demonstrate the existence of an optimal LEDC for sufficiently
large field size. In addition, we also construct two families of
optimal LEDC for fields with size linear in code length.
I. INTRODUCTION
Motivated by practical applications in data storage and
communication, locality has become an increasingly important
notion in the study of erasure codes. A code with some
locality property allows certain operations to be performed
by accessing only a portion of a codeword or a data vec-
tor. As a result, significant amount of resources (bandwidth,
computational power, memory) can be saved. We list below
some representative families of codes with certain locality
properties.
• Locally decodable codes were proposed by Katz and
Trevisan [1], which allow a single symbol of the original
data to be decoded with high probability by only querying
a small number of coded symbols of a possibly corrupted
codeword.
• Locally testable code was first systematically studied by
Goldreich and Sudan [2]. For such a code, there exists
a test that checks whether a given string is a codeword,
or rather far from the code, by reading only a constant
number of symbols of the string.
• Locally repairable codes (LRC) (see e.g. [3], [4]) were
tailored-made for distributed storage systems (DSS),
which guarantee that any erased coded symbol (corre-
sponding to a failed storage node) can be reconstructed
from a small subset of other coded symbols (correspond-
ing to other surviving nodes). LRC with a given locality
network topology were studied in [5], [6].
• Update efficient codes, also known as locally updatable
codes (see e.g. [7], [8], [9]), require updating as few nodes
as possible whenever one data symbol is changed.
• Coding with constraints [10], [11], [12], [13], [14], [15]
requires that each coded symbol must be a function of a
given subset of data symbols. In a classical code, each
coded symbol can be a function of all data symbols.
This work was completed when Han Mao Kiah visited Singapore University
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Fig. 1: An example of an LEDC with two local subcodes. Here
K1 = {x1, x2, x3}, K2 = {x2, . . . , x5}, N1 = {c1, . . . , c4},
and N2 = {c5, . . . , c10}. The underlying field is F7 - the
set of integers modulo 7. Coded symbols in each group Ni
are encoded from the corresponding data symbols in Ki and
conversely can be used to decode these data symbols. Each
local subcode is an MDS code and moreover, the LEDC,
which encodes k = |K1 ∪ K2| = 5 data symbols into
n = |N1|+ |N2| = 10 coded symbols, can reach the optimal
minimum distance d = 4. In this example, the subcodes
are encoded by simply using two Vandermonde matrices. In
general, this naive construction yields LEDCs with optimal
distances only in certain cases (see Theorem 3 and Example 2).
Continuing along this line of research, we propose the
class of locally encodable and decodable code (LEDC) that
provides a higher level of operational locality in distributed
storage systems (DSS) compared to currently known codes.
In an LEDC, the set of n coded symbols (corresponding to
n storage nodes) is partitioned into m disjoint subsets Ni’s,
each of which is responsible for encoding and decoding of
a given subset Ki of some data symbols. Each pair (Ni,Ki)
forms a maximum distance separable (MDS) code, referred to
as a local subcode. The parameter of interest is the minimum
(Hamming) distance of the global LEDC. An LEDC that has
the largest minimum distance is called optimal.
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We illustrate in Fig. 1 a toy example of an optimal LEDC
with minimum distance d = 4. This LEDC consists of m = 2
local subcodes. The first local subcode, which is a [4, 3] MDS
code, encodes three data symbols K1 = {x1, x2, x3} into four
coded symbols N1 = {c1, . . . , c4}. The second local subcode,
which is a [6, 4] MDS code, encodes four data symbols K2 =
{x2, . . . , x5} into six coded symbols N2 = {c5, . . . , c10}. The
underlying field is F7 - the set of integers modulo 7.
An LEDC distinguishes itself from the family of locally
repairable codes in the following aspects.
• First, both encoding and decoding can be done locally
for each local subcode of an LEDC - to create coded
symbols in Ni, only data symbols from Ki are involved,
and conversely, to decode data symbols in Ki, only coded
symbols in Ni are involved. In contrast, the encoding
operation in each local group in an LRC may involve all
data symbols and only local repair is required, not local
decodability. In other words, an LRC does not provide
local encoding and decoding and only guarantees local
repair, which can also be done by an LEDC.
• Secondly, in the context of LEDC, the structure of the
local groups (i.e. Ki’s and Ni’s) are given, whereas in
the context of LRC, the size and the repair capability of
each group are given as input.
LEDC falls under the regime of coding with constraints as
each coded symbol must be a function of a given set of data
symbols. However, while LEDC provides local decodability,
coding with constraints does not. Notice also that the notion of
local decodability in the setting of LEDC is different from that
in the setting of locally decodable codes (LDC) [1]. Indeed,
while an LEDC guarantees that each given subset of data
symbols can be decoded (with probability one) from a specific
subset of coded symbol (possibly under some errors/erasures),
an LDC requires that each data symbol can be decoded
(with high probability) from a small subset of coded symbols
(possibly under some errors).
A crucial feature of an optimal LEDC is that the repair ca-
pability of the global system can be greater than its individual
local systems. To illustrate this, we consider the example in
Fig. 1 and regard the local subcodes as codes operating over
independent storage systems. The first storage system utilizes
an MDS code of minimum distance d1 = 2 and hence tolerates
one node failure. On the other hand, the second storage system
utilizes an MDS code of minimum distance d2 = 3 and hence
tolerates two node failures. If the two codes are co-designed to
form an optimal LEDC with optimal distance d = 4, then the
LEDC provides extra protection for node failures: any three
node failures across the two systems can be tolerated.
The improvement in fault tolerance results from the fact that
the two systems share some common data symbols (x2 and
x3 in this toy example). Each system also has some private
data symbols (x1 in the first system and x4 and x5 in the
second system). In normal condition where the node failures
are within the local fault tolerance, each storage system can
work independently to repair the failed nodes. No sharing of
private data is required. However, in a catastrophic scenario
where the number of node failures exceeds the local fault
tolerance, the two systems can cooperate to repair the failed
nodes by sharing the private data.
Furthermore, there exist LEDCs whose fault tolerances
exceed the sum of the fault tolerances of their local subcodes.
Example 1. For example, we can construct an LEDC with
the following locality structure:
N1 = {c1, c2, . . . , c5}, K1 = {x1, x2, x3, x4},
N2 = {c6, c7, . . . , c12}, K2 = {x2, x3, . . . , x7}.
Here, the local subcodes are [5, 4] and [7, 6] MDS codes
that each tolerate up to one erasure. We demonstrate later in
Example 3 that the LEDC can achieve a minimum distance of
five and hence is able to tolerate up to four erasures.
Our key results are summarized below.
• We prove that for any given locality structure (i.e. Ki’s
and Ni’s), there always exists an optimal LEDC over
any sufficiently large finite fields. The optimal minimum
distance, however, can be determined in polynomial time.
• When m = 2 (i.e. there are only two local subcodes), we
provide constructions for two families of optimal LEDC.
(I) A straightforward construction using nested MDS
codes for the case where |K1 ∩ K2| is small.
(II) An algebraic construction of LEDC as a (punctured)
subcode of a cyclic code of length q−1, where q is the
size of the finite field, in the case where |N1 −K1| =
|N2 −K2|.
Our paper is organized as follows. Necessary definitions and
notation are provided in Section II. We prove the existence of
optimal LEDC over sufficiently large finite fields in Section III.
Section IV is devoted for the construction of optimal LEDC
over small fields when there are two local subcodes.
II. PRELIMINARIES
Let Fq denote the finite field with q elements. Let [n] denote
the set {1, 2, . . . , n}. For a k × n matrix M , for i ∈ [k] and
j ∈ [n], let M i and M [j] denote the row i and the column
j of M , respectively. We define below standard notions from
coding theory (for instance, see [16]).
The support of a vector u = (u1, . . . , un) ∈ Fnq is the
set supp(u) = {i ∈ [n] : ui 6= 0}. The (Hamming) weight
of a vector u ∈ Fnq is |supp(u)|. The (Hamming) distance
between two vectors u and v of Fnq is defined to be d(u,v) =
|{i ∈ [n] : ui 6= vi}|. A k-dimensional subspace C of Fnq is
called a linear [n, k, d]q (erasure) code over Fq if the minimum
distance d(C ) between any pair of distinct vectors in C is
equal to d. Sometimes we may use the notation [n, k, d] or
just [n, k] for the sake of simplicity. The vectors in C are
called codewords. It is known that the minimum weight of a
nonzero codeword in a linear code C is equal to its minimum
distance d(C ). The well-known Singleton bound ([16, Ch. 1])
states that for any [n, k, d]q code, it holds that d ≤ n−k+1. If
the equality is attained, the code is called maximum distance
separable (MDS).
A generator matrix G of an [n, k]q code C is a k×n matrix
whose rows are linearly independent codewords of C . Then
C = {xG : x ∈ Fkq}. It is also well known that if d(C ) = d
then C can correct any d− 1 erasures. In other words, x can
be recovered from any n− d+ 1 coordinates of the codeword
c = xG. An [n, k, d] code can be used in a DSS as follows.
A vector x of k data symbols can be encoded into n coded
symbols c = xG, each of which is stored at one node in the
system. Then x can be recovered from any set of n − d + 1
nodes. Hence the DSS can tolerate d− 1 node failures.
Definition 1. Let n ≥ k ≥ 1 and m ≥ 1 be some integers. Let
K1, . . . ,Km be m nonempty (possibly overlapping) subsets of
[k] such that [k] = ∪mi=1Ki. Let N1, . . . , Nm be m nonempty
non-overlapping subsets of [n] that partition [n], i.e. Ni∩Ni′ =
∅ if i 6= i′ and [n] = ∪mi=1Ni. Suppose that ni = |Ni| ≥
|Ki| = ki for every i ∈ [m]. An {Ni,Ki}mi=1-LEDC over an
alphabet Σ is a mapping E : Σk −→ Σn that maps a vector
of k data symbols x = (x1, . . . , xk) ∈ Σk into a vector of
n =
∑m
i=1 ni coded symbols c = (c1, . . . , cn) ∈ Σn and
satisfies the following properties.
(P1) The coded symbols in Ni , {cj : j ∈ Ni} only depends
on the data symbols in Ki , {xj : j ∈ Ki} (∀i ∈ [m]).
(P2) The set of data symbols Ki can be determined from any
subset of ki coded symbols of the set Ni (∀i ∈ [m]).
When Σ is a finite field Fq for some prime power q and the
mapping E is linear, the corresponding LEDC is called linear.
For linear LEDC, the mapping E can be represented by a k×n
matrix G over Fq such that E(x) = xG. Such a matrix G is
referred to as a generator matrix of the LEDC. In this work
we are only interested in linear LEDC. The second property
(P2) in Definition 1, which E must satisfy, states that each pair
of ni coded symbols in Ni and ki data symbols in Ki forms
a linear [ni, ki] MDS code. We refer to these m MDS codes
as the local subcodes of the LEDC. An example of a linear
LEDC with two local subcodes over F7 is given in Fig. 1.
III. EXISTENCE OF OPTIMAL LOCALLY ENCODABLE AND
DECODABLE CODES OVER LARGE FIELDS
We first discuss the closely related concept of coding with
constraints. The upper bound on the minimum distance for
a code with coding constraints [11], [15] still applies in the
setting of LEDC. The existence proof for optimal codes over
large finite fields [15, Lemma 12], however, needs to be
appropriately modified to take into account the new locality
feature of LEDC.
A. Coding With Constraints
In the setting of linear coding with constraints [10], [11],
[12], [13], [14], [15], the data vector x ∈ Fkq is encoded into
the coded vector c = xG ∈ Fnq for some k × n matrix G in
Fq , subjected to the following constraints: each coded symbol
cj is a function of a given subset of the data symbols indexed
by Cj ⊆ [k]. In a classical code, Cj ≡ [k] for all j ∈ [n].
For i ∈ [k] let Ri , {j : i ∈ Cj}. Then it is obvious that
the support of the ith row of any valid generator matrix G
of a code with coding constraints must be included in Ri.
Similarly, the support of the jth column of G must be included
in Cj . The following theorem presents an upper bound on the
minimum distance of a code with coding constraints and states
that an optimal code attaining this upper bound does exist over
a sufficiently large finite field.
Theorem 1. ([11, Corollary 1], [15, Lemma 12]) Suppose that
C is a linear code that encodes the vector of data symbols
x ∈ Fkq into the vector of coded symbols c ∈ Fnq under the
following constraints: each cj is a function of a given subset of
the data symbols indexed by Cj ⊆ [k]. Let Ri , {j : i ∈ Cj}.
Then
d(C ) ≤ dmax , 1 + min
∅ 6=I⊆[k]
{| ∪i∈I Ri| − |I|}. (1)
Moreover, when q is sufficiently large, there exists a code with
minimum distance attaining this bound.
Proposition 1. The upper bound dmax in Theorem 1 can be
found in polynomial time.
Proof: Note that dmax is the largest d satisfying
| ∪i∈I Ri| ≥ d− 1 + |I|, ∀∅ 6= I ⊆ [k]. (2)
From the Singleton bound, d ≤ n−k+ 1. Hence, we can find
dmax by verifying (2) for each d ranging from n−k+1 down
to 1. As long as (2) can be verified in polynomial time for
every d ∈ [n− k + 1], we can find dmax in polynomial time.
Note that any d ∈ [n−k+1] can be written as d = (n−k+
1)− δ, for some 0 ≤ δ ≤ n− k. Hence, (2) can be rewritten
as
| ∪i∈I Ri| ≥ n− k − δ + |I|, ∀∅ 6= I ⊆ [k]. (3)
In the proof of [14, Lemma 10], we provide a polynomial
time algorithm to verify the so-called MDS Condition
| ∪i∈I Ri| ≥ n− k + |I|, ∀∅ 6= I ⊆ [k], (4)
where R1, . . . , Rk are arbitrary nonempty subsets of [n]. We
do so by creating a network with one source and k sinks and
prove that (4) holds if and only if the capacity of a minimum
cut between the source and any sink is at least n.
Using exactly the same proof, we can show that (3) holds if
and only if the capacity of a minimum cut between the source
and any sink of that network is at least n− δ. As the capcity
of such a minimum cut can be computed in polynomial time,
(3) can be verified in polynomial time and so can (2).
B. Optimal Locally Encodable and Decodable Codes Over
Large Fields
In this subsection we establish that an optimal LEDC always
exists over a sufficiently large field.
Theorem 2. Suppose that C is a linear {Ni,Ki}mi=1-LEDC.
Let ni = |Ni|, n =
∑m
i=1 ni, and k = | ∪mi=1Ki|. For i ∈ [m]
and j ∈ Ni let Cj = Ki. For each i ∈ [k] let Ri = {j : i ∈
Cj}. Then
d(C ) ≤ dmax , 1 + min
∅6=I⊆[k]
{| ∪i∈I Ri| − |I|}. (5)
Moreover, when q is sufficiently large, there exists a linear
{Ni,Ki}mi=1-LEDC over Fq with minimum distance attaining
this bound.
The upper bound (5) simply follows from Theorem 1. Note
that by Proposition 1, this upper bound can be determined in
polynomial time. We present below a proof of the existence of
optimal LEDCs over large fields. We aim to show that when
q is sufficiently large, there always exists a k × n matrix G
over Fq that generates an {Ni,Ki}mi=1-LEDC with minimum
distance attaining (5).
Firstly, observe that if G is a generator matrix of an
{Ni,Ki}mi=1-LEDC then by (P1), supp(Gi) ⊆ Ri and
supp(G[j]) ⊆ Cj for all i ∈ [k] and j ∈ [n]. Let Gξ =
(gξi,j)k×n where
gξi,j =
{
ξi,j , if j ∈ Ri,
0, otherwise,
where ξi,j’s are indeterminates.
For any subset J ⊆ [n] of size n − dmax + 1 let G J =
(V ,E ) be the bipartite graph defined as follows. The vertex
set V can be partitioned into two parts, namely, the left part
L = {`1, . . . , `k}, and the right part R = {rj : j ∈ J}. The
edge set is
E =
{
(`i, rj) : i ∈ [k], j ∈ J ∩Ri
}
.
Then for every ∅ 6= I ⊆ [k], the neighbor set of {`i : i ∈ I}
has size at least
|N({`i : i ∈ I})| = | ∪i∈I (J ∩Ri)|
= |J ∩ ( ∪i∈I Ri)|
= |( ∪i∈I Ri) \ ([n] \ J)|
≥ |( ∪i∈I Ri)| − (n− |J |)
≥ (dmax + |I| − 1)− (n− (n− dmax + 1))
= |I|.
Hence, according to the famous Hall’s marriage theorem, there
is a matching of size k in G J . In other words, there exist k
distinct indices j1, . . . , jk in J such that ji ∈ Ri for all i ∈ [k].
For each subset J ⊆ [n] of size n−dmax+1, we consider the
submatrix P J of Gξ that consists of the columns indexed by
j1, . . . , jk as discussed above. Then the determinant det(P J),
which is a multivariable polynomial in Fq[. . . , ξi,j , . . .], is
not identically zero. The reason is that in the expression of
det(P J) as a sum of monomials, there is one monomial that
cannot be canceled out, namely
∏k
i=1 ξi,ji . Let
Fdist =
∏
J⊆[n]
|J|=n−dmax+1
det(P J) ∈ Fq[. . . , ξi,j , . . .].
Then Fdist is not identically zero. Roughly speaking, the
polynomial Fdist captures the locality structure {Ni,Ki}mi=1
of the LEDC and the desired minimum distance dmax.
Regarding the locality for decoding, i.e. every ki coded
symbols in Ni can be used to recover all data symbols in
Ki, let
FMDS =
m∏
i=1
∏
Qi
det(Qi) ∈ Fq[. . . , ξi,j , . . .],
where the second product is taken over all ki×ki submatrices
Qi that consist of ki rows of G
ξ indexed by Ki and some
ki columns of Gξ among those indexed by Ni. By definition
of Gξ, each of such matrices Qi has a nontrivial determinant.
Therefore, FMDS is not identically zero.
Thus,
F = Fdist × FMDS 6≡ 0.
Therefore, by [17, Lemma 4], for sufficiently large q, there
exist gi,j ∈ Fq such that F(. . . , gi,j , . . . , ) 6= 0. Let G =
(gi,j) (for i, j where j /∈ Ri, simply let gi,j = 0). Since
Fdist(gi,j) 6= 0, the linear code generated by G has minimum
distance at least dmax. Moreover, since FMDS(gi,j) 6= 0, the
coded symbols in each Ni form an [ni, ki] MDS code. Hence,
G generates an optimal LEDC. We complete the proof of
Theorem 2.
IV. OPTIMAL LOCALLY ENCODABLE AND DECODABLE
CODES WITH TWO LOCAL SUBCODES
In this section we restrict ourselves to the case m = 2, i.e.
when the LEDC has exactly two local subcodes. We provide
two constructions of optimal LEDCs over fields of sizes linear
in n.
Without loss of generality, we consider the following local-
ity structure:
K1 = {1, 2, . . . , k1}, K2 = {k1 − t+ 1, k1 − t+ 2, . . . , k},
N1 = {1, 2, . . . , n1}, N2 = {n1 + 1, n1 + 2, . . . , n}.
Here t = |K1 ∩ K2| is the number of common data sym-
bols shared by the two local subcodes. For brevity pur-
pose, we denote an LEDC with this locality structure as an
[n1, k1;n2, k2; t]-LEDC.
When t = k, i.e. K1 = K2 = [k], there is no locality in
encoding, as both subcodes use all of the data symbols in their
encoding process. An optimal LEDC is simply an [n, k] MDS
code with minimum distance d = n− k+ 1. In the remainder
of this section, we always assume that t < k. The following
is a straightforward corollary of Theorem 2.
Corollary 1. Suppose that t = |K1 ∩K2| < k. Additionally,
assume that either t < min{k1, k2} or n1 − k1 = n2 − k2.
If there exists a linear [n1, k1;n2, k2; t]-LEDC with minimum
distance d then
d ≤ 1 + t+ min{n1 − k1, n2 − k2}. (6)
The upper bound (6) reflects the fact that the more common
data the local subcodes have, the larger the global minimum
distance of the LEDC. In one extreme case when t = 0, i.e.
the two subcodes share no common data symbols, the global
minimum distance is equal to one local minimum distance,
whichever smaller. Hence, the global LEDC offers no further
protection against erasures to each local subcode. When t
is sufficiently large, however, the global LEDC can offer
considerable amount of additional protection against erasures.
We henceforth assume, without loss of generality, that n1−
k1 ≤ n2 − k2. Then (6) can be rewritten as
d ≤ 1 + t+ n1 − k1. (7)
We aim to construct optimal LEDCs whose minimum dis-
tances meet the upper bound (7).
In what follows, we consider a linear [n1, k1;n2, k2; t]-
LEDC C and describe C via its generator matrix G. From
the local encoding property, we may write G as
n1 n2( )
U 0 k1 − t
A B t
0 V k2 − t
(8)
where U , A, B, and V are (k1 − t) × n1, t × n1, t × n2,
and (k2 − t)× n2 matrices, respectively. From the properties
of an LEDC, the linear code A with generator matrix GA ,(
U
A
)
is an [n1, k1] MDS code and the linear code B with
generator matrix GB ,
(
B
V
)
is an [n2, k2] MDS code.
A. Optimal LEDCs from Nested MDS codes
Our first construction uses pairs of nested MDS codes. More
formally, for 1 ≤ k′ < k ≤ n, the pair (C ′,C ) is a pair of
nested (k′, k;n) MDS codes if C ′ ⊂ C and C ′ and C are
[n, k′] and [n, k] MDS codes, respectively.
Theorem 3 (Construction I). Suppose n2 − k2 + 1 ≥ t and
there exist pairs of nested (k1− t, k1;n1) and (k2− t, k2;n2)
MDS codes. Then there exists an optimal [n1, k1;n2, k2; t]-
LEDC C whose minimum distance is n1 − k1 + t+ 1.
Proof: Let (A ′,A ) be the pair of nested (k1− t, k1;n1)
MDS codes with generator matricesU and
(
U
A
)
. Similarly,
let (B′,B) be the pair of nested (k2 − t, k2;n2) MDS codes
with generator matrices V and
(
B
V
)
.
Then we consider a typical nonzero codeword c =
(x1,x2,x3)G, where x1 = (xi : i ∈ K1 \ K2), x2 =
(xi : i ∈ K1 ∩ K2) and x3 = (xi : i ∈ K2 \ K1). Hence,
c = (x1U+x2A,x2B+x3V ). We have the following cases.
(i) When x2 = 0 and x1 6= 0, then the first n1 coordinates
x1U of c is a nonzero codeword fromA ′ and has weight
at least n1 − k1 + t+ 1.
(ii) When x2 = 0 and x3 6= 0, then the last n2 coordinates
x2V of c is a nonzero codeword fromB′ and has weight
at least n2 − k2 + t+ 1 ≥ n1 − k1 + t+ 1.
(iii) When x2 6= 0, then c consists of nonzero codewords
from A and B. Hence, c has weight at least (n1−k1 +
1)+(n2−k2+1) ≥ n1−k1+ t+1, because we assume
n2 − k2 + 1 ≥ t.
Therefore, the minimum distance of C is n1 − k1 + t + 1,
achieving the upper bound in (7).
Pairs of nested MDS codes were studied by Ezerman et
al. [18] in the context of quantum codes. Specifically, pairs
of nested MDS codes of all possible parameters (assuming
the MDS conjecture) were constructed and in general, a
pair of (k′, k;n) MDS codes exists if n ≤ q. Therefore,
max{n1, n2} ≤ q suffices for Construction I. The LEDC
in Fig 1 is, in fact, constructed using two pairs of nested
codes over F7, generated by Vandemonde matrices. Note that
a Cauchy matrix also generates a pair of nested MDS codes,
while requires a larger field size than a Vandermonde matrix.
When the assumption in Theorem 3 does not hold, i.e. t >
1+max{n1−k1, n2−k2}, Construction I may fail to produce
an optimal LEDC. We demonstrate this fact below.
Example 2. Let K1 = {1, 2, 3, 4}, K2 = {2, 3, 4, 5}, and
n1 = n2 = 5. In this case, t = |K1∩K2| = 3 > 1+max{n1−
k1, n2−k2}. Hence, the assumption of Theorem 3 is violated.
In fact, using two Vandermonde matrices over F7 for the local
subcodes results in the following generator matrix:
G =

1 1 1 1 1 0 0 0 0 0
1 2 3 4 5 1 1 1 1 1
1 4 2 2 3 1 2 3 4 5
1 1 6 1 6 1 4 2 2 3
0 0 0 0 0 1 1 6 1 6
 .
This matrix generates an LEDC of distance d = 4, which does
not reach the upper bound (7). Hence, it is not optimal.
B. Algebraic Construction of Optimal LEDCs
We aim to construct optimal [n1, k1;n2, k2; t]-LEDCs
whenever n1 + n2 ≤ q − 1 and r , n1 − k1 = n2 − k2. Such
LEDCs have minimum distance achieving the bound (7), i.e.
d = r + t + 1. The generator matrices G of such optimal
LEDCs have the block form given in (8). In what follows, we
find appropriate field elements {uj , vj : 0 ≤ j ≤ r + t − 1},
{a(`)j : 1 ≤ ` ≤ t, 0 ≤ j ≤ r + t − `}, {b(`)j : 1 ≤ ` ≤ t, 0 ≤
j ≤ r + `− 1} and construct four component matrices of G,
namely U , V , A, and B in the following forms.
U =

u0 u1 · · · · · · ur+t 0 · · · 0
0 u0 u1 · · · ur+t−1 ur+t · · · 0
...
...
. . .
. . .
. . .
. . .
. . .
...
0 0 · · · u0 · · · · · · ur+t−1 ur+t
 ,
A =

0 0 · · · 0 a(1)0 a(1)1 · · · · · · · · · a(1)r+t−1
0 0 · · · 0 0 a(2)0 · · · · · · · · · a(2)r+t−2
...
...
. . .
...
...
...
. . .
. . .
. . .
...
0 0 · · · 0 0 0 · · · a(t)0 · · · a(t)r
 ,
B =

0 0 · · · 0 0 · · · 0 b(1)0 · · · b(1)r
0 0 · · · 0 0 · · · b(2)0 b(2)1 · · · b(2)r+1
...
...
...
...
...
...
...
...
...
...
0 0 · · · 0 b(t)0 · · · · · · · · · · · · b(t)r+t−1
 ,
V =

0 0 · · · v0 · · · · · · vr+t−1 vr+t
...
...
...
...
...
...
...
...
0 v0 v1 · · · vr+t−1 vr+t · · · 0
v0 v1 · · · · · · vr+t 0 · · · 0
 .
In this subsection, we demonstrate the existence of field ele-
ments uj’s, vj’s, a
(`)
j , and b
(`)
j such that the above construction
yields a generator matrix G of an optimal LEDC. In particular,
we prove the following theorem.
Theorem 4 (Construction II). Suppose n1 − k1 = n2 −
k2 = r and n1 + n2 ≤ q − 1. Then there exists an
optimal [n1, k1;n2, k2; t]-LEDC C whose minimum distance
is r + t+ 1.
To derive the distance properties, our strategy is to show that
the linear codes A , B, and C are subcodes of certain cyclic
codes [16, Chap. 7]. To this end, suppose that q − 1 ≥ n1 +
n2 and identify a vector (c0, c1, . . . , cq−2) ∈ Fq−1q with the
polynomial
∑q−2
j=0 cjx
j in the quotient ring Fq[x]/〈xq−1− 1〉.
Note, however, that while the cyclic codes that we consider
are of length q−1 over Fq , our codes A , B, and C may have
shorter lengths, namely n1, n2, and n, respectively. However,
we can regard A , B, and C as codes of length q − 1 by
simply adding a sufficient number of zero coordinates to the
right of each codeword. Doing so obviously does not affect
the polynomial representation of each codeword. Thus, from
now on we can treat A , B, and C as subspaces of Fq−1q .
Under the mapping of vectors to polynomials, let
(u0, u1, . . . , ur+t) and (v0, v1, . . . , vr+t) correspond to u(x)
and v(x), which are polynomials of degree at most r + t,
respectively. For 1 ≤ ` ≤ t, let
(
a
(`)
0 , a
(`)
1 , . . . , a
(`)
r+t−`
)
and
(
b
(`)
0 , b
(`)
1 , . . . , b
(`)
r+`−1
)
correspond to a(`)(x) and b(`)(x),
which are polynomials of degrees at most r+t−` and r+`−1,
respectively.
Furthermore, the codewords in the linear codes C , A , and
B, in their polynomial representations, can be obtained via
linear combinations of certain polynomials described by u(x),
v(x), a(`)(x), and b(`)(x). Specifically,
1) C is the vector subspace of Fq−1q spanned by the poly-
nomials xiu(x) for 0 ≤ i ≤ k1 − t − 1, xjv(x)
for n1 ≤ j ≤ n1 + k2 − t − 1, and c(`)(x) 4=
xk1−t+`−1a(`)(x) + xn1+k2−`b(`)(x) for 1 ≤ ` ≤ t,
2) A is the vector subspace of Fq−1q spanned by the polyno-
mials xiu(x) for 0 ≤ i ≤ k1−t−1 and xk1−t+`−1a(`)(x)
for 1 ≤ ` ≤ t,
3) B is the vector subspace of Fq−1q spanned by the poly-
nomials xjv(x) for n1 ≤ j ≤ n1 + k2 − t − 1 and
xn1+k2−`b(`)(x) for 1 ≤ ` ≤ t.
Next, we provide sufficient conditions for the polynomials
u(x), v(x), a(`)(x), and b(`)(x) so that the codes C , A , and
B have the desired dimension and distance properties.
Proposition 2. Let ω be a primitive element in Fq . Suppose
that the polynomials u(x), v(x), a(`)(x), and b(`)(x), 1 ≤ ` ≤
t, satisfy the following conditions.
(D1) u0, v0, a
(`)
0 and b
(`)
0 are nonzero for 1 ≤ ` ≤ t.
(D2) u(ωj) = v(ωj) = 0 for 0 ≤ j ≤ r + t− 1.
(D3) For 1 ≤ ` ≤ t, a(`)(ωj) = b(`)(ωj) = 0 for 0 ≤ j ≤
r − 1.
(D4) For 1 ≤ ` ≤ t, c(`)(ωj) = 0 for 0 ≤ j ≤ r + t − 1,
where c(`)(x) = xk1−t+`−1a(`)(x) + xn1+k2−`b(`)(x).
Then the LEDC C defined as above is an optimal
[n1, k1;n2, k2; t]-LEDC of minimum distance r + t+ 1.
To prove this proposition, we employ the well-known BCH
bound on minimum distance of a cyclic code. We first recall
some necessary notations from [16, Ch. 7]. Let C be a cyclic
code of length q − 1 over Fq . An element z ∈ Fq is called a
zero of C if c(z) = 0 for every codeword c(x) ∈ C. Let Z be
the set of all zeros of C. The polynomial g(x) ,∏α∈Z(x−α)
is called the generator polynomial of C. Then c(x) ∈ C if and
only if g(x)|c(x).
Theorem 5 (BCH bound). Let ω be the primitive element
of Fq and r be an integer. The cyclic code with the generator
polynomial (x−1)(x−ω) · · · (x−ωr−1) has minimum distance
at least r + 1.
Proof of Proposition 2: First observe that from condition
(D1), the matrices G given in (8), GA =
(
U
A
)
, and GB =(
B
V
)
all have full rank. Therefore, the corresponding linear
codes C , A , and B have the desired dimensions. For the
distance properties, we make the following two claims. Recall
that we may regard C , A , and B as codes of length q−1 by
adding a sufficient number of zero coordinates to the right of
each codeword.
(C1) C is a subcode of the cyclic code with generator poly-
nomial g1(x) = (x− 1)(x− ω) · · · (x− ωr+t−1).
(C2) A andB are subcodes of the cyclic code with generator
polynomial g2(x) = (x− 1)(x− ω) · · · (x− ωr−1).
Then by the BCH bound, the codes C , A , and B have
minimum distance r+ t+ 1, r+ 1 and r+ 1, respectively and
the proposition is immediate.
Hence, it suffices to prove the claim. From conditions (D2)
and (D4), we deduce that
u(ωj) = v(ωj) = c(1)(ωj) = · · · = c(t)(ωj), 0 ≤ j ≤ r+t−1.
Therefore, g1(x) = (x − 1)(x − ω) · · · (x − ωr+t−1) divides
all polynomials in the basis of C . Hence, (C1) follows.
It can be also verified that g2(x) = (x− 1)(x−ω) · · · (x−
ωr−1) divides all polynomials in the bases of A and B,
respectively. Hence, (C2) follows.
The following proposition shows that the polynomials sat-
isfying conditions (D1)-(D4) in Proposition 2 do exist. Hence,
Theorem 4 follows.
Proposition 3. There exist polynomials u(x), v(x), a(`)(x),
and b(`)(x) for 1 ≤ ` ≤ t that satisfy conditions (D1)-(D4).
To prove this proposition, we consider the following lemma.
Lemma 1. Fix 1 ≤ ` ≤ t, r ≥ 1 and t − ` < T < q − `.
Then there exists polynomials a(x) with degree at most t− `
and b(x) with degree at most `−1, having nonzero constants,
such that
a(ωj) + xT b(ωj) = 0 for r ≤ j ≤ r + t− 1. (9)
Proof: Let a(x) =
∑t−`
j=0 ajx
j and b(x) =
∑`−1
j=0 bjx
j .
Then (9) is equivalent to the linear system of equations
M(a0, a1, . . . , ar−`, b0, b1, . . . , b`−1)T = 0, where M is the
t× (t+ 1) matrix:

1 · · · (ωr)t−` (ωr)T · · · (ωr)T+`−1
1 · · · (ωr+1)t−` (ωr+1)T · · · (ωr+1)T+`−1
...
. . .
...
...
. . .
...
1 · · · (ωr+t−1)t−` (ωr+t−1)T · · · (ωr+t−1)T+`−1
 .
Then M can be rewritten as
1 · · · (ωt−`)r (ωT )r · · · (ωT+`−1)r
1 · · · (ωt−`)r+1 (ωT )r+1 · · · (ωT+`−1)r+1
...
. . .
...
...
. . .
...
1 · · · (ωt−`)r+t−1 (ωT )r+t−1 · · · (ωT+`−1)r+t−1
 .
Since t − ` < T and T + ` − 1 < q − 1, the values 1,
. . . , ωt−`, ωT , . . . , ωT+`−1 are distinct nonzero elements
in Fq . Therefore M is the generator matrix of a [t +
1, t, 2] MDS code. Hence, (a0, a1, . . . , at−`, b0, b1, . . . , b`−1)
belongs to its dual code. Since the dual code is a [t +
1, 1, t + 1] MDS code, which has minimum distance t + 1,
we can choose (a0, a1, . . . , at−`, b0, b1, . . . , b`−1) such that
a0, a1, . . . , at−`, b0, b1, . . . , b`−1 are nonzero. In particular, a0
and b0 are nonzero. Thus, a(x) and b(x) are the desired
polynomials.
Proof of Proposition 3: Clearly, setting u(x) = v(x) =
(x− 1)(x−ω) · · · (x−ωr+t−1) satisfies conditions (D1) and
(D2).
For 1 ≤ ` ≤ t, let a(`)∗ (x) and b(`)∗ (x) be the polynomials
obtained from Lemma 1 by setting T = (n1 + k2 − `) −
(k1 − t+ `− 1). (It is obvious to verify that such T satisfies
t− ` < T < q − ` for all 1 ≤ ` ≤ t.) Then we set
a(`)(x) = (x− 1)(x− ω) · · · (x− ωr−1)a(`)∗ (x),
b(`)(x) = (x− 1)(x− ω) · · · (x− ωr−1)b(`)∗ (x).
We can then verify that conditions (D1), (D3) and (D4) are
satisfied and this completes the proof.
Remark 1. For 1 ≤ ` ≤ t, observe that the polynomials
a
(`)
∗ (x) and b
(`)
∗ (x) are found by solving t linear equations in
t + 1 variables in Lemma 1. Therefore, the codes C , A and
B can be constructed in time polynomial in q = O(n1 + n2)
and t.
Example 3 (Example 1 continued). We provide the optimal
LEDC in Example 1 using Construction II. In this case, K1 =
{1, 2, 3, 4}, K2 = {2, 3, 4, 5, 6, 7}. Hence, k1 = 4, k2 = 6,
k = 7, and t = 3. Moreover, n1 = 5, n2 = 7, and hence,
r = n1 − k1 = n2 − k2 = 1. Let q = 13 and ω = 2 be the
primitive element of F13. Since r + t− 1 = 3, we set
u(x) = v(x) = (x− 1)(x− 2)(x− 22)(x− 23)
= 12 + 10x+ 5x2 + 11x3 + x4.
Repeated applications of Lemma 1 yield the polynomials
a(1)(x) = 12 + 2x+ 5x2 + 7x3, b(1)(x) = 8 + 5x,
a(2)(x) = 12 + 7x+ 7x2, b(2)(x) = 7 + 2x+ 4x2,
a(3)(x) = 12 + x, b(3)(x) = 10 + 12x+ 3x2 + x3.
Hence, the optimal [5, 4; 7, 6; 3]-LEDC is given by the gen-
erator matrix
12 10 5 11 1 0 0 0 0 0 0 0
0 12 2 5 7 0 0 0 0 0 8 5
0 0 12 7 7 0 0 0 0 7 2 4
0 0 0 12 1 0 0 0 10 12 3 1
0 0 0 0 0 0 0 12 10 5 11 1
0 0 0 0 0 0 12 10 5 11 1 0
0 0 0 0 0 12 10 5 11 1 0 0

.
REFERENCES
[1] J. Katz and L. Trevisan, “On the efficiency of local decoding procedures
for error-correcting codes,” in Proc. 32nd Annual ACM Symp. Theory
Comput (STOC), 2000, pp. 80–86.
[2] O. Goldreich and M. Sudan, “Locally testable codes and PCPs of
almost-linear length,” in Proc. 43rd Annual IEEE Symp. Foundations
of Computer Sci. (FOCS), 2002, pp. 13–22.
[3] F. Oggier and A. Datta, “Self-repairing homomorphic codes for dis-
tributed storage systems,” in 2011 Proc. IEEE Int. Conf. Computer
Comm. (INFOCOM), 2011, pp. 1215–1223.
[4] P. Gopalan, C. Huang, H. Simitci, and S. Yekhanin, “On the locality
of codeword symbols,” IEEE Trans. Inf. Theory, vol. 58, no. 11, pp.
6925–6934, 2012.
[5] A. Mazumdar, “Storage capacity of repairable networks,” 2014,
manuscript. [Online]. Available: http://arxiv.org/abs/1408.4862
[6] K. Shanmugam and A. G. Dimakis, “Bounding multiple unicasts through
index coding and locally repairable codes,” in IEEE Int. Symp. Inf.
Theory (ISIT), 2014, pp. 296–300.
[7] N. P. Anthapadmanabhan, E. Soljanin, and S. Vishwanath, “Update-
efficient codes for erasure correction,” in Proc. 48th Annual Allerton
Conf. Comm. Control Computing (Allerton), 2010, pp. 376–382.
[8] N. Chandran, B. Kanukurthi, and R. Ostrovsky, “Locally updatable and
locally decodable codes,” in Theory of Cryptography, ser. Lecture Notes
in Computer Science, E. Lindell, Ed. Springer Berlin Heidelberg, 2014,
vol. 8349, pp. 489–514.
[9] A. Mazumdar, V. Chandar, and G. W. Wornell, “Update-efficiency and
local repairability limits for capacity approaching codes,” IEEE J. Sel.
Areas Commun. (JSAC), vol. 32, no. 5, pp. 976–988, 2014.
[10] W. Halbawi, T. Ho, H. Yao, and I. Duursma, “Distributed Reed-Solomon
codes for simple multiple access networks,” in Proc. IEEE Int. Symp.
Inf. Theory (ISIT), 2014, pp. 651–655.
[11] W. Halbawi, M. Thill, and B. Hassibi, “Coding with constraints:
Minimum distance bounds and systematic constructions,” 2015.
[Online]. Available: http://arxiv.org/abs/1501.07556
[12] M. Yan, A. Sprintson, and I. Zelenko, “Weakly secure data exchange
with generalized Reed-Solomon codes,” in Proc. IEEE Int. Symp. Inf.
Theory (ISIT), 2014, pp. 1366–1370.
[13] S. H. Dau, W. Song, and C. Yuen, “On the existence of MDS codes
over small fields with constrained generator matrices,” in Proc. IEEE
Int. Symp. Inf. Theory (ISIT), 2014, pp. 1787–1791.
[14] ——, “On simple multiple access networks,” IEEE J. Sel. Areas Com-
mun. (JSAC), 2014, DOI: 10.1109/JSAC.2014.2384295, to appear.
[15] W. Song, S. H. Dau, and C. Yuen, “Erasure codes with symbol
locality and group decodability for distributed storage,” 2015. [Online].
Available: http://arxiv.org/abs/1502.00842
[16] F. J. MacWilliams and N. J. A. Sloane, The Theory of Error-Correcting
Codes. Amsterdam: North-Holland, 1977.
[17] T. Ho, M. Me´dard, R. Koetter, D. R. Karger, M. Effros, J. Shi, and
B. Leong, “A random linear network coding approach to multicast,”
IEEE. Trans. Inform. Theory, vol. 52, no. 10, 4413–4430.
[18] M. F. Ezerman, S. Jitman, H. Kiah, and S. Ling, “Pure asymmetric quan-
tum MDS codes from CSS construction: A complete characterization,”
Int. J. Quantum Inf., vol. 11, no. 3, 2013.
