I. Introduction:
A production function is the technical relationship between the output and the inputs used for turning out the produce manufactured by an efficient firm. The simplest and most popular specification of the said technical relationship is the so-called Cobb-Douglas production function given as to the data as best as possible and to estimate the parameters ( , A α and β ) of the function. These parameters have a definite meaning in economics. While A is interpreted as the scale parameter, α and β are interpreted as the elasticities of produce (Y ) with respect to labour ( 1 X ) and capital ( 2 X ) respectively. In turn, the elasticity of the produce, Y , with respect to any input (say i X ) is defined as (Intriligator, 1978) .
Since the CES production function is nonlinear and not amenable to any simple transformation so as to make the estimation of its parameters amenable to linear regression analysis, Kmenta approximated the original CES specification by Taylor's expansion (around 0 β = ), and linearizing it by dropping the terms involving powers of β larger than unity (Kmenta, 1967 (Kmenta, , 1971 . This approximation, known as Kmenta's approximation of the CES production function, is given as: From these estimated parameters one may get back the estimated values of the parameters of the original CES specification. This is not to say that the original CES function cannot be estimated directly (by nonlinear regression). However, due to its simplicity (and some sort of general bias of economists in favour of assuming 0 β ≅ ), Kmenta's approximation has received a wide acceptance. Kazuo Sato (1967) generalized the CES production function by nesting the CES at two levels and augmenting the list of inputs to the output. Sato's two-level CES production function may be specified as: 
II. Sato's Generalization of the CES Production Function:
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may be of the Cobb-Douglas type, etc. Then, at the higher level, they may be combined differently. Equally well, one may specify the models as There are ample empirical evidences that suggest capital-skill complementarity (Griliches, 1969) , or the wage differential between skilled and unskilled workers. It requires two types of labour (skilled and unskilled) to be separately dealt with in specifying the production function. To specify such models, the two-level CES production technology with capital, skilled labor and unskilled labor as inputs may be more suitable. Denoting 1 X as the skilled labour, 2 X as the unskilled labour, and 3 X as capital, we may define:
. At the second level, 1 Y may be combined with the unskilled labour, 2 X , to give
. By substituting 1 Y into the last equation we get (Papageorgiou and Saam, 2005) ,
Such models cannot be linearized or approximated easily. Therefore, estimation of their parameters necessitates an application of nonlinear methods of optimization.
III. An Example of Sato's Two-Stage CES Production function and its Estimation:
The data ( 
where, We estimated the parameters of Sato's 2-level production function Of the five, the last two methods are population-based stochastic methods. Population-based stochastic methods are often successful at optimizing extremely nonlinear (often multimodal) objective functions (Mishra, 2006-a and b) . The parameters of Sato's 2-level production function so estimated by the said five methods are presented in Table- 
IV. Introduction of Errors of Equation at the Second Level:
For experiment we generated Y from the model specified in the earlier section, using Table- . We added normally distributed errors N(0,2) to Y (output at the highest level). All data pertaining to this experiment have been presented in table-3. Once again, we estimated the model by the said five methods of estimation. We observe that all the five methods perform more or less equally well. The estimated parameters have been presented in Table- 
V. Introduction of Errors as well as Outliers:
Once again we generated Y from the model specified before, using 1 2 3 4 ( , , , )
X X X X presented in Table- . We added normally distributed errors N(0,2) to Y (output at the highest level). Additionally we generated five quantities within the rage (0, 500) randomly and added to randomly chosen observations on Y . All data pertaining to this experiment have been presented in table-5. It is well known that such perturbations amount to insertion of outliers in the dependent variable and cause a shift in the mean error. Further, such contamination affects the applicability and performance of the least squares method of estimation adversely. . This is often referred as the Least Absolute Deviation (LAD) estimation. A large number of studies have indicated that the performance of LAD estimator is better than the least squares estimator in presence of outliers in the data (Dasgupta and Mishra, 2004 ).
There are two well-known algorithms to carry out estimation by minimization of the least absolute deviations of the expected Y from the observed Y . They are: (i) the method of Linear Programming (Charnes et al., 1955 , Taylor, 1974 , and (ii) the FairSchlossmacher algorithm (Fair, 1974; Schlossmacher, 1973) . Both of them assume a linear model. However, the Sato's model is extremely nonlinear and therefore, these methods are not applicable to its estimation.
We have used the five methods of optimization (listed before) to carry out the LAD estimation. The results are presented in Table- 7. We observe that the Hooke-Jeeves method (hybridized with pattern move as well as Quasi-Newton) does not perform well. The estimated parameters are far away from the true ones. The Rosenbrock-QuasiNewton method of optimization works quite well. On the other hand, the Differential Evolution and the Repulsive Particle Swarm methods work extremely well and the parameters estimated by them are very close the true ones. Lindenberger (2003) defines the output (Q) of German sector "Market-Determined Services" (for the years 1960-1989) in terms of three factors; capital (K), labour (L) and energy (E). He derives energy-dependent relations by specifying technological boundary conditions for the elasticities of production, and then obtains production functions by integration. His functions belong to the LINEX family [LINear EXponentials functions, derived by Kümmel (1982) and Kümmel et al. (1985) ]. One of the (Lindenberger's) service production functions is defined as:
V. Estimation of Service Production Function-An Exercise on Real Life Data:
 , such that the elasticities satisfy the restrictions :
For the data given in Table- 8, Lindenberger's production function (as specified above) has been estimated for two sub-periods separately (since Lindenberger observes a structural break in 1977-78). The estimation has been done by two methods of optimization, DE and RPS, and by each method Least Squares (LS) and Least Absolute Deviation (LAD) estimates of the parameters ( 1 2 elasticity measure (for each year) have been obtained. Results are presented in Table- 9. Figure-1 indicates that the structural break might have occurred sometime in 1975 or so. 
VI. Fitting of Sato's Two-Level Production Function to German Sector MerketDetermined Services:
For various reasons, producers substitute a factor of production for others. However, substitutability of the one factor for the other is bound by technical considerations. Certain factors are complimentary to (rather than substitutes of) each other. In the present case of the German sector "Market-Determined Services", it may be interesting to investigate how the three factors of production (capital, labour and energy) combine with or substitute each other. For this purpose, we fit Sato's production function to the data given in Table-8 . We have ignored any structural break pointed out before.
The crux of the problem is, however, to choose the schema of nesting. Nesting is basically an exercise in aggregation and therefore must satisfy the necessary conditions of aggregation so that the aggregate variable qualifies for being used to compute substitution elasticities (Leontief, 1947 , Fisher, 1993 Felipe & Fisher, 2001) . We observe that the coefficients of correlation r(K,L) = -0.87 , r(K,E) = 0.76 and r(L,E) = -0.88 in the data given in Table- ; rho is free
The symbolic X a , X b and X c will be representing K, L or E as the schema of nesting suggests. Table- In the manner explained above, we have estimated the parameter of the Two-level Sato functions for Market-Determined Services. All estimations have been done by the LAD procedure and the sum of absolute deviations has been minimized by the RPS and the DE methods. The parameters so estimated are presented in Table-11 (RPS method) and Table- Table-12 and Table- 14. Graphical presentations [ Fig.-2, Fig.-3 (RPS) and Fig.-4, Fig.-5 (DE) ] also have been made. The DE performs slightly better than the RPS.
VII. Conclusion:
In real life we do not know as to the nature and magnitude of contamination of data originating from our survey (or collected from secondary sources) and whether outliers are present in the data or not. Nor can we have a clear idea on a correct nesting schema of different factors of production. Our experiments suggest that in any case the Least Absolute Deviation estimation based on population-based global optimization methods such as the Differential Evolution (Storn and Price, 1995) or the Particle Swarm (Eberhart and Kennedy, 1995) may work better than the more popularly used methods of nonlinear regression. Therefore, estimation of two-level CES production function may preferably be carried out by minimization of the sum of absolute deviations and such minimization should be attempted by the methods of global optimization. 
