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1. Introduction
In this paper we consider the existence of nonnegative solutions to some elliptic problem involving
the square root of Laplacian operator and sign-changing weight. More precisely, we introduce the
Nehari manifold for elliptic equation, then we use it to ﬁnd nonnegative solutions. At the same time,
some bifurcation results and non-existence results are also established.
Let Ω be a smooth bounded domain in RN , N  2, {λk,ϕk} be eigenvalues and eigenfunctions of
− in Ω with zero Dirichlet boundary condition, such that ‖ϕk‖L2(Ω) = 1. A1/2 is given by
A1/2u =
∞∑
k=1
akλ
1/2
k ϕk,
for u =∑∞k=1 akϕk ∈ L2(Ω).
The fractional powers of the Laplacian appear in anomalous diffusion phenomena in physics, biol-
ogy as well as other areas. They occur in ﬂame propagation, chemical reaction in liquids, population
dynamics.
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American putting options with the fractional powers of the Laplacian operator. Cabre, Solà-Morales
and Sire [3,4] studied layer solutions (solutions which are monotone with respect to one variable) of
(−)αu = f (u) in RN ,
where 0 < α < 1, f is of balanced bistable type. The conformal geometry involving fractional Lapla-
cian was studied by Chang and Gonzalez in [9].
On the other hand, elliptic equation in bounded domain, i.e., equation
{
A1/2w = f (x,w) in Ω,
w = 0 on ∂Ω (1.1)
was also widely studied recently. For example, Caffarelli and Silvestre [6] gave a formulation of the
fractional Laplacians through Dirichlet–Neumann maps. By using this idea, Cabre and Jinggang Tan
[5] established the existence of positive solutions for problem (1.1) with power-type nonlinearities in
the subcritical case, the regularity and an L∞ estimate of Brezis–Kato type for weak solutions, a priori
estimates of Gidas–Spruck type and a symmetry result of Gidas–Ni–Nirenberg type. J. Tan also studied
the Brezis–Nirenberg type problem involving A1/2 in [14]. Capella [7] investigated solutions for a pure
critical exponent problem involving the half-Laplacian in annular-shaped domains.
In this paper, we are interested in the existence of solutions for the following nonlinear problem
involving sign-changing weight. More precisely, we consider the following equation
{
A1/2w = μw + b(x)|w|γ−1w in Ω,
w = 0 on ∂Ω, (1.2)
where μ is a parameter, b(x) is a sign-changing continuous function in Ω . We are interested in the
existence of solutions and multiple solutions of problem (1.2). At the same time, we also prove some
bifurcation results and non-existence results. We note that A1/2 is a nonlocal operator in Ω , but we
will realize it through a local problem in Ω × (0,∞). More precisely, consider the harmonic extension
u of w in the half-cylinder Ω × (0,∞) vanishing on the lateral boundary ∂Ω ×[0,∞). Then since ∂y v
is harmonic and also vanishes on the lateral boundary, the Dirichlet–Neumann map of the harmonic
extension v on the bottom of the half cylinder is the square root of the Laplacian: A1/2 = B−11/2. That
is, we have the properties:
A1/2 ◦ A1/2 = − and B1/2 ◦ B1/2 = (−)−1,
where − is the Laplacian in Ω with zero Dirichlet boundary value on ∂Ω . In this way we can study
problem (1.2) by variational methods for a local problem. That is, we will study the following mixed
boundary value problem in a half cylinder:
⎧⎪⎪⎨
⎪⎪⎩
−u = 0 in C = Ω × (0,∞),
u = 0 on ∂LC = ∂Ω × [0,∞),
∂u
∂ν
= μu + b(x)|u|γ−1u on Ω × {0},
(1.3)
where ν is the unit outer normal to Ω × {0}. If u satisﬁes (1.3), then the trace w on Ω × {0} of the
function u will be a solution of problem (1.2). Moreover, we will have that the operator A1/2 is self-
adjoint and positive deﬁnite and that A1/2 has a spectral representation in terms of the eigenvalues
and the eigenfunctions of − in Ω with zero Dirichlet boundary values, for details, see Appendix A
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critical points of functional Iμ : H →R deﬁned by
Iμ(u) = 1
2
∫
C
|∇u|2 dxdy − μ
2
∫
Ω×{0}
|u|2 dx− 1
γ + 1
∫
Ω×{0}
b(x)|u|γ+1 dx, (1.4)
where H = H10,L(C) = {v ∈ H1(C) | v = 0 on ∂LC} equipped with the norm ‖v‖ = (
∫
C |∇v|2 dxdy)
1
2 .
As it is well known, when one uses the variational methods to ﬁnd the critical points of the func-
tional, some geometry structures are needed, for example, the Mountain Pass structure, the Linking
structure and etc. As for our problem, the main diﬃculty lies in that the functional may not possess
such structures because of the sign-changing weight. In order to overcome this diﬃculty, we turn to
another approach, i.e., the Nehari manifold, which was ﬁrst introduced by Nehari in [12] and then
has been widely used in [1,2,8,10,15–17]. The main idea of these papers lies in dividing the Nehari
manifold into two parts and then considering the inﬁma of the functional on each part. For example,
the authors studied the superlinear problem and sublinear problem with sign-changing weight in [1]
and [2] respectively. After the work of [1] and [2], J. Chabrowski and D. Costa studied the semilinear
elliptic equation with sign-changing weight in RN in [8]. C. Chen, Y. Kuo and T. Wu studied the Kirch-
hoff type problem with sign-changing weight in [10]. G. Tarantello studied the multiple solutions for
critical inhomogeneous elliptic equations in [15]. Recently, T. Wu studied the multiple positive solu-
tions for concave-convex problem and critical equation in [16] and [17] respectively. Inspired by these
works, we study another problem in this paper, i.e., problem (1.3). We ﬁrst study the superlinear case,
that is 1 < γ < N+1N−1 , then we study the sublinear case, i.e., the case 0 < γ < 1. In order to state our
main results, we introduce some notations. The Nehari manifold for Iμ(u) is deﬁned by
S =
{
u ∈ H
∣∣∣ ∫
C
|∇u|2 dxdy −
∫
Ω×{0}
u2 dx =
∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx} (1.5)
and it is can be proved that the points in S correspond to the stationary points of the ﬁbering map
ψu(t) : [0,+∞) →R deﬁned by ψu(t) = Iμ(tu). So it is natural to divide S into three subsets S+, S−
and S0 which correspond to local minima, local maxima and points of inﬂexion of the ﬁbering maps,
for more details, see Section 2. With these notations, we can state our main results now.
As for the superlinear case, we ﬁrst studies the existence result for problem (1.3) with μ < μ1 and
the asymptotically behaviors of these solutions as μ → μ−1 . We have the following theorem.
Theorem1.1. For everyμ < μ1 , problem (1.3) possesses at least one nonnegative solutionwhich is aminimizer
for Iμ on S− . Moreover, if
∫
Ω×{0} b(x)φ
γ+1
1 dx > 0, then:
(i) limμ→μ−1 infu∈S− Iμ(u) = 0.
(ii) If μn → μ−1 and un is a minimizer of Iμn on S− , then limn→∞ un = 0.
Next, we studies the multiple solutions for μ > μ1 and the asymptotically behaviors for these
solutions as μ → μ+1 . We have the following theorem.
Theorem 1.2. Suppose
∫
Ω×{0} b(x)φ
γ+1
1 (x,0)dx < 0, then there exists δ > 0, such that problem (1.3) has at
least two nonnegative solutions whenever μ1 < μ < μ1 + δ, the two solutions are minimizers of Iμ(u) on S+
and S− respectively. Moreover, let un be the minimizer of Iμn on S+ with μn → μ+1 , then:
(i) un → 0 as n → ∞;
(ii) un‖un‖ → φ1 in H as n → ∞.
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∫
Ω×{0} b(x)φ
γ+1
1 (x,0)dx < 0 is essential for obtaining the
existence result for problem (1.3). In fact, the following theorem shows that we can’t get a nontrivial
solution by looking for minimizer of Iμ on S− when
∫
Ω×{0} b(x)φ
γ+1
1 (x,0)dx > 0.
Theorem 1.3. Suppose
∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx > 0, then infu∈S− Iμ(u) = 0 for all μ > μ1 .
Next, we study the sublinear problem, i.e., the case 0 < γ < 1. Our ﬁrst result concerns the case
μ < μ1.
Theorem 1.4. For every μ < μ1 , problem (1.3) possesses at least one nonnegative solution which is a mini-
mizer for Iμ on S+ . Moreover, if
∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx > 0, then:
(i) limμ→μ−1 infu∈S+ Iμ(u) = −∞.
(ii) If μn → μ−1 and un is a minimizer of Iμn on S+ , then limn→∞ ‖un‖ → +∞.
As for μ > μ1, we have the following theorem.
Theorem 1.5. Suppose
∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx < 0, then there exists δ > 0, such that problem (1.3) has at
least two nonnegative solutions whenever μ1 < μ < μ1 + δ, the two solutions are minimizers of Iμ(u) on S+
and S− respectively. Moreover, we have:
(i) limμ→μ+1 infu∈S− Iμ(u) = +∞.
(ii) If μn → μ+1 and vn is a minimizer of Iμn on S− , then limn→∞ ‖vn‖ → +∞.
We should note that the roles of S+ and S− are different between the superlinear problem and
the sublinear problem. As for μ < μ1, the existence result for superlinear problem is obtained by
looking for minimizers on S− , while the existence result for sublinear problem is obtained by looking
for minimizers on S+ . Moreover, the asymptotically behaviors of these minimizers are also different
between the superlinear problem and the sublinear problem. As for μ > μ1, we have similar multi-
ple results on superlinear problem and sublinear problem, but the asymptotically behavior of these
minimizers is quite different.
The paper is organized as follows. In Section 2, we give the deﬁnition of the Nehari manifold
for the functional and divide it into three parts. Then we study the superlinear problem and prove
Theorems 1.1–1.3 in Sections 3–5. Finally, we study the sublinear equation and prove Theorems 1.4–1.5
in Sections 6–8.
2. Preliminaries
In this section, we give an introduction to the Nehari manifold. We consider a more general prob-
lem, see problem (1.1). The corresponding functional is
J (u) = 1
2
∫
C
|∇u|2 dxdy −
∫
Ω×{0}
F (x,u)dx,
where F (x,u) = ∫ u0 f (x, s)ds. We call S = {u ∈ H | 〈 J ′(u),u〉 = 0} the Nehari manifold of J , then it is
easy to see that all critical points must lie in S and, as we will see below, local minimizers on S are
usually critical points of J . It is easy to see that u ∈ S if and only if
∫
C
|∇u|2 dxdy −
∫
Ω×{0}
f (x,u)u dx.
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(t > 0). We shall refer to such maps as ﬁbering maps. It is clear that, if u ∈ S , then t = 1 is a stationary
point of ψu(t). Moreover, we have the following lemma.
Lemma 2.1. Let u ∈ H \ {0} and t > 0, then tu ∈ S if and only if ψ ′u(t) = 0.
Proof. This result is an immediate consequence of the fact that
ψ ′u(t) =
〈
J ′(tu),u
〉= 1
t
〈
J ′(tu), tu
〉
. 
Thus points in S correspond to stationary points of the maps ψu(t) and so it is natural to divide S
into three subsets S+ , S− and S0 corresponding to local minima, local maxima and points of inﬂexion
of ﬁbering maps. More precisely,
S+ =
{
u ∈ S
∣∣∣ ∫
C
|∇u|2 dxdy >
∫
Ω×{0}
fu(x,u)u
2 dx
}
,
S− =
{
u ∈ S
∣∣∣ ∫
C
|∇u|2 dxdy <
∫
Ω×{0}
fu(x,u)u
2 dx
}
and
S0 =
{
u ∈ S
∣∣∣ ∫
C
|∇u|2 dxdy =
∫
Ω×{0}
fu(x,u)u
2 dx
}
.
The following lemma shows that minimizers on S are ‘usually’ critical points for J . Its proof is similar
to Theorem 2.3 in [2], we omit it.
Lemma 2.2. Suppose that u0 is a local minimizer for J on S and that u0 /∈ S0 , then J ′(u0) = 0.
Now we turn to our problem (1.3), by the deﬁnition of functional Iμ , we have S = {u |∫
C |∇u|2 dxdy − μ
∫
Ω×{0} u
2 dx = ∫
Ω×{0} b(x)|u|γ+1 dx} in this case. To determine S+ , S− and S0,
we need to distinguish the superlinear equation and the sublinear equation. We ﬁrst study the super-
linear problem, i.e., the case 1< γ < N+1N−1 . According to the deﬁnition of S
+ , S− and S0, we have
S+ =
{
u ∈ S
∣∣∣ ∫
C
|∇u|2 dxdy − μ
∫
Ω×{0}
u2 dx− γ
∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx > 0}
=
{
u ∈ S
∣∣∣ (1− γ ) ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx > 0}
=
{
u ∈ S
∣∣∣ ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx < 0}.
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S− =
{
u ∈ S
∣∣∣ ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx > 0}
and
S0 =
{
u ∈ S
∣∣∣ ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx = 0}.
While for the sublinear case, i.e., the case 0 < γ < 1, we have
S+ =
{
u ∈ S
∣∣∣ ∫
C
|∇u|2 dxdy − μ
∫
Ω×{0}
u2 dx− γ
∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx > 0}
=
{
u ∈ S
∣∣∣ (1− γ ) ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx > 0}
=
{
u ∈ S
∣∣∣ ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx > 0},
S− =
{
u ∈ S
∣∣∣ ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx < 0}
and
S0 =
{
u ∈ S
∣∣∣ ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx = 0},
which are different from the superlinear case.
Finally, we introduce some notations for further references. We deﬁne
L+(μ) =
{
u ∈ H
∣∣∣ ‖u‖ = 1, ∫
C
|∇u|2 dxdy − μ
∫
Ω×{0}
u2 dx > 0
}
,
L−(μ) =
{
u ∈ H
∣∣∣ ‖u‖ = 1, ∫
C
|∇u|2 dxdy − μ
∫
Ω×{0}
u2 dx < 0
}
and
L0(μ) =
{
u ∈ H
∣∣∣ ‖u‖ = 1, ∫
C
|∇u|2 dxdy − μ
∫
Ω×{0}
u2 dx = 0
}
.
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B+ =
{
u ∈ H
∣∣∣ ‖u‖ = 1, ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx > 0},
B− =
{
u ∈ H
∣∣∣ ‖u‖ = 1, ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx < 0}
and
B0 =
{
u ∈ H
∣∣∣ ‖u‖ = 1, ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx = 0}.
3. The superlinear case and the proof of Theorem 1.1
In this section, we investigate the existence results of problem (1.3) with 1< γ < N+1N−1 and μ < μ1,
where μ1 is the ﬁrst eigenvalue of A1/2, for details, see Appendix A or [5]. For u ∈ L+ ∩ B+ , we have
ψu(t) > 0 for t small and ψu(t) → −∞ as t → ∞. Hence ψu(t) has a unique maximum point at
t(u) and t(u)u ∈ S− , where t(u) = [
∫
C |∇u|2 dxdy−μ
∫
Ω×{0} u2 dx∫
Ω×{0} b(x)|u(x,0)|γ+1 dx
] 1γ−1 . Similarly, for u ∈ L− ∩ B− , we have
ψu(t) < 0 for t small and ψu(t) → +∞ as t → ∞. Hence ψu(t) has a unique minimum point at
t(u) with t(u) deﬁned as before and t(u)u ∈ S+ . Finally, if u ∈ L− ∩ B+ or L+ ∩ B− , ψu(t) is strictly
decreasing or increasing, thus ψu(t) has no stationary points.
Now we study the existence of solutions for problem (1.3) with μ < μ1 and the asymptotically
behaviors of the solutions as μ → μ−1 . In this case, we have
∫
C |∇u|2 dxdy − μ
∫
Ω×{0} u
2 dx δ‖u‖2
for some δ > 0, so we get L− ∪ L0 = ∅, S+ = ∅, S0 = {0}, S− = {t(u)u | u ∈ B+} and S = S− ∪ {0}.
Lemma 3.1. infu∈S− Iμ(u) > 0.
Proof. Suppose u ∈ S− , then we have
v = u‖u‖ ∈ L
+ ∩ B+ and u = t(v)v with t(v) =
[∫
C |∇v|2 dxdy − μ
∫
Ω×{0} v
2 dx∫
Ω×{0} b(x)|v(x,0)|γ+1 dx
] 1
γ−1
.
The Sobolev embedding theorem implies
∫
Ω×{0}
b(x)
∣∣v(x,0)∣∣γ+1 dx
 b¯
∫
Ω×{0}
|v|γ+1 dx b¯K
(∫
C
|∇v|2 dxdy
) γ+1
2
= b¯K ,
where b¯ = maxx∈Ω b(x) and K is the Sobolev embedding constant. So
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(
t(v)v
)= (1
2
− 1
γ + 1
)
t2(v)
[∫
C
|∇v|2 dxdy − μ
∫
Ω×{0}
v2 dx
]
=
(
1
2
− 1
γ + 1
) [∫C |∇v|2 dxdy − μ ∫Ω×{0} v2 dx] γ+1γ−1
[∫
Ω×{0} b(x)|v(x,0)|γ+1 dx]
2
γ−1

(
1
2
− 1
γ + 1
)
δ
γ+1
γ−1
(b¯K )
2
γ−1
> 0.
The assertion follows. 
Lemma 3.2. There exists a minimizer on S− which is a critical point of Iμ .
Proof. Let {un} ⊂ S− be a minimizing sequence, then since
Iμ(un) =
(
1
2
− 1
γ + 1
)[∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx
]

(
1
2
− 1
γ + 1
)
δ‖un‖2,
we conclude that {un} is bounded in H . We can assume un ⇀ u0 in H , un(x,0) → u0(x,0) in L2(Ω)
and Lγ+1(Ω). We infer from
0 < lim
n→∞ Iμ(un) = limn→∞
(
1
2
− 1
γ + 1
) ∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx
=
(
1
2
− 1
γ + 1
) ∫
Ω×{0}
b(x)
∣∣u0(x,0)∣∣γ+1 dx
that u0 = 0.
Now we show that un → u0 strongly in H . In fact, suppose on the contrary, then ‖u0‖ <
lim infn→∞ ‖un‖. This implies
∫
C
|∇u0|2 dxdy − μ
∫
Ω×{0}
u20 dx− γ
∫
Ω×{0}
b(x)|u0|γ+1 dx
< lim inf
n→∞
[∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx− γ
∫
Ω×{0}
b(x)|un|γ+1 dx
]
= 0,
or ψ ′u0(1) < 0. Therefore, there exists α < 1 such that αu0 ∈ S− , and then
Iμ(αu0) < lim inf
n→∞ Iμ(αun) lim infn→∞ Iμ(un) = inf− Iμ(u),u∈S
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Since u0 /∈ S0, u0 is a critical point of Iμ by Lemma 2.2. On the other hand, since Iμ(|u|) = Iμ(u), we
can assume u0 is a nonnegative solution of (1.3). 
Next, we investigate the asymptotically behavior of the minimizers as μ → μ−1 .
Lemma 3.3. Suppose
∫
Ω×{0} b(x)φ
γ+1
1 dx > 0, then:
(i) limμ→μ−1 infu∈S− Iμ(u) = 0.
(ii) If μn → μ−1 and un is a minimizer of Iμn on S− , then limn→∞ un = 0.
Proof. We may assume without loss of generality that ‖φ1‖ = 1, where φ1 is the eigenfunction cor-
responding to μ1, for details, see Proposition A.4 in Appendix A or [5]. Since
∫
Ω×{0} b(x)φ
γ+1
1 dx > 0,
we have φ1 ∈ B+ ∩ L+ and t(φ1)φ1 ∈ S− , where
t(φ1) =
[∫
C |∇φ1|2 dxdy − μ
∫
Ω×{0} φ
2
1 dx∫
Ω×{0} b(x)|φ1|γ+1 dx
] 1
γ−1
=
[
(μ1 − μ)
∫
Ω×{0} φ
2
1 dx∫
Ω×{0} b(x)|φ1|γ+1 dx
] 1
γ−1
.
This implies
Iμ
(
t(φ1)φ1
) = (1
2
− 1
γ + 1
) ∫
Ω×{0}
b(x)
∣∣t(φ1)φ1∣∣γ+1 dx
=
(
1
2
− 1
γ + 1
)
(μ1 − μ)
γ+1
γ−1
[∫
Ω×{0} φ
2
1(x,0)dx]
γ+1
γ−1
[∫
Ω×{0} b(x)|φ1|γ+1 dx]
2
γ−1
→ 0
as μ → μ−1 . That is, limμ→μ1 infu∈S− Iμ(u) = 0.
(ii) First, we show that {un} is bounded. Suppose on the contrary, then we can assume ‖un‖ → ∞.
Let vn = un‖un‖ , then we can assume that vn ⇀ v0 in H , vn(x,0) → v0(x,0) in L2(Ω) and Lγ+1(Ω).
That is
lim
n→∞
∫
Ω×{0}
v2n(x,0)dx =
∫
Ω×{0}
v20(x,0)dx and
lim
n→∞
∫
Ω×{0}
b(x)
∣∣vn(x,0)∣∣γ+1 dx =
∫
Ω×{0}
b(x)
∣∣v0(x,0)∣∣γ+1 dx.
Since
Iμn (un) =
(
1
2
− 1
γ + 1
)[∫
C
|∇un|2 dxdy − μn
∫
Ω×{0}
u2n dx
]
=
(
1
2
− 1
γ + 1
)[ ∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx
]
→ 0
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Suppose that vn → v0 in H , then we get
∫
C |∇v0|2 dxdy − μ1
∫
Ω×{0} v
2
0 dx < 0, which is impossible.
Hence vn → v0 and ‖v0‖ = 1. We infer from
∫
C |∇v0|2 dxdy − μ1
∫
Ω×{0} v
2
0 dx = 0 that v0 = kφ1 for
some k ∈ R. Since ∫
Ω×{0} b(x)|v0(x,0)|γ+1 = 0, we have k = 0. This contradicts that ‖v0‖ = 1. So we
get that {un} is bounded.
Now we assume that un ⇀ u0 in H . Then, using the same arguments on {un} as has just been
used above on {vn}, it follows that un → u0 and u0 = 0. This completes the proof. 
Proof of Theorem 1.1. The proof of Theorem 1.1 is a direct consequence of Lemmas 3.2 and 3.3. 
4. The case μ > μ1 and the proof of Theorem 1.2
Now we study the case μ > μ1. If μ > μ1, then
∫
C |∇φ1|2 dxdy − μ
∫
Ω×{0} φ
2
1 dx < 0, that is,
φ1 ∈ L− . If
∫
Ω×{0} b(x)|φ1|γ+1 dx < 0, then φ1 ∈ L− ∩ B− and then S+ is nonempty.
Lemma 4.1. Suppose
∫
Ω×{0} b(x)|φ1|γ+1 dx < 0, then there exists δ > 0 such that L− ∩ B+ = ∅ wherever
μ1 μ < μ1 + δ.
Proof. Suppose that the result is false, then there exist μn → μ+1 and ‖un‖ = 1 such that∫
C |∇un|2 dxdy − μn
∫
Ω×{0} u
2
n dx  0 and
∫
Ω×{0} b(x)|un(x,0)|γ+1 dx  0. Since {un} is bounded, we
can assume that un ⇀ u0 in H , un(x,0) → u0(x,0) in L2(Ω) and Lγ+1(Ω). Now we claim that
un → u0. In fact, suppose on the contrary, then we have
∫
C |∇u0|2 dxdy − μ1
∫
Ω×{0} u
2
0 dx < 0, which
is impossible. So un → u0 and ‖u0‖ = 1. Moreover, we have
∫
C |∇u0|2 dxdy − μ1
∫
Ω×{0} u
2
0 dx 0 and∫
Ω×{0} b(x)|un(x,0)|γ+1 dx  0. The ﬁrst equation implies that u0 = kφ1, while the second equation
implies k = 0, which contradicts that ‖u0‖ = 1. 
Lemma 4.2. Suppose L− ∩ B+ = ∅, then:
(i) S0 = {0};
(ii) 0 /∈ S− and S− is closed;
(iii) S− and S+ are separated, i.e., S− ∩ S+ = ∅;
(iv) S+ is bounded.
Proof. (i) If u0 ∈ S0 \ {0}, then u0‖u0‖ ∈ L0 ∩ B0 ⊂ L− ∩ B+ = ∅, which is impossible.
(ii) Suppose the conclusion is false, then there exists {un} ⊂ S− such that un → 0 in H . Hence we
have
0 <
∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx =
∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx → 0.
Now let vn = un‖un‖ , then we can suppose that vn ⇀ v0 in H , vn(x,0) → v0(x,0) in L2(Ω) and
Lγ+1(Ω). Obviously we have 0 <
∫
C |∇vn|2 dxdy − μ
∫
Ω×{0} v
2
n dx → 0. This implies
limn→∞
∫
C |∇vn|2 dxdy − μ
∫
Ω×{0} v
2
n dx = 1 − μ
∫
Ω×{0} v
2
0 dx = 0. So we have v0 = 0. Moreover we
can infer from
∫
C |∇v0|2 dxdy − μ
∫
Ω×{0} v
2
0 dx  limn→∞
∫
C |∇vn|2 dxdy − μ
∫
Ω×{0} v
2
n dx = 0 that
v0‖v0‖ ∈ L− . On the other hand, we infer from
∫
Ω×{0} b(x)|vn(x,0)|γ+1 dx > 0 that∫
Ω×{0} b(x)|v0(x,0)|γ+1 dx  0, or v0‖v0‖ ∈ B+ . That is,
v0‖v0‖ ∈ L− ∩ B+ , which is a contradiction. So
we proved that 0 /∈ S− .
Since S− = S− ∪ {0} and 0 /∈ S− , it follows that S− = S− or S− is closed.
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separated.
(iv) Suppose that S+ is unbounded, then there exists a sequence {un} ⊂ S+ with
∫
C |∇un|2 dxdy −
μ
∫
Ω×{0} u
2
n dx =
∫
Ω×{0} b(x)|un|γ+1 dx < 0 and ‖un‖ → ∞. Let vn = un‖un‖ , then we can assume that
vn ⇀ v0 in H , vn(x,0) → v0(x,0) in L2(Ω) and Lγ+1(Ω). Since
∫
C |∇vn|2 dxdy − μ
∫
Ω×{0} v
2
n dx =∫
Ω×{0} b(x)|vn(x,0)|γ+1 dx‖un‖γ−1, it follows that
∫
Ω×{0} b(x)|vn(x,0)|γ+1 dx → 0 and hence∫
Ω×{0} b(x)|v0(x,0)|γ+1 dx = 0. We now show that vn → v0 strongly in H . Otherwise ‖v0‖ <
lim infn→∞ ‖vn‖ and∫
C
|∇v0|2 dxdy − μ
∫
Ω×{0}
v20 dx < lim infn→∞
∫
C
|∇vn|2 dxdy − μ
∫
Ω×{0}
v2n dx 0,
that is v0‖v0‖ ∈ L− ∩ B+ , which is impossible. This proves that vn → v0 in H , ‖v0‖ = 1. Hence v0 ∈
B0 ⊂ B+ . Moreover, ∫C |∇v0|2 dxdy −μ ∫Ω×{0} v20 dx = lim infn→∞ ∫C |∇vn|2 dxdy −μ ∫Ω×{0} v2n dx 0,
it follows that v0 ∈ L− . Hence v0 ∈ L− ∩ B+ . This is impossible. Finally, we get S+ is bounded. 
Lemma 4.3. Suppose L− ∩ B+ = ∅, then:
(i) every minimizing sequence for Iμ(u) on S− is bounded;
(ii) infu∈S− Iμ(u) > 0;
(iii) there exists a minimizer of Iμ(u) on S− .
Proof. (i) Suppose that {un} ⊂ S− is a minimizing sequence, then∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx =
∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx → c  0. (4.6)
Suppose that {un} is unbounded, then let vn = un‖un‖ and assume that vn ⇀ v0 in H , vn(x,0) →
v0(x,0) in L2(Ω) and Lγ+1(Ω). Dividing Eq. (4.6) by ‖un‖2 gives∫
C
|∇vn|2 dxdy − μ
∫
Ω×{0}
v2n dx =
∫
Ω×{0}
b(x)
∣∣vn(x,0)∣∣γ+1 dx‖un‖γ−1 → 0.
Hence
∫
Ω×{0} b(x)|vn(x,0)|γ+1 dx → 0 and
∫
Ω×{0} b(x)|v0(x,0)|γ+1 dx = 0. Now we prove that vn →
v0 strongly in H . Suppose not, then
∫
C |∇v0|2 dxdy − μ
∫
Ω×{0} v
2
0 dx < 0, which implies that v0 = 0.
It follows that v0‖v0‖ ∈ L− ∩ B+ , which is impossible. Hence vn → v0 and ‖v0‖ = 1. Moreover, we
have
∫
C |∇v0|2 dxdy−μ
∫
Ω×{0} v
2
0 dx =
∫
Ω×{0} b(x)|v0(x,0)|γ+1 dx = 0. This means that v0 ∈ L0 ∩ B0 ⊂
L− ∩ B+ = ∅, which is again impossible. Hence ‖un‖ is bounded.
(ii) Since Iμ(u)  0 on S− , we have infu∈S− Iμ(u)  0. It is suﬃcient to show infu∈S− Iμ(u) = 0.
Suppose on the contrary, then there exists a sequence {un} ⊂ S− such that∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx =
∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx → 0. (4.7)
By (i), ‖un‖ is bounded, so we can assume that un ⇀ u0 in H , un(x,0) → u0(x,0) in L2(Ω) and
Lγ+1(Ω). Using exactly the same argument as used on {vn} in (i), it can be shown that un → u0.
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L− ∩ B+ = ∅, this is a contradiction.
(iii) Let {un} be a minimizing sequence, then
Iμ(un) =
(
1
2
− 1
γ + 1
)(∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx
)
=
(
1
2
− 1
γ + 1
) ∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx
→ inf
u∈S−
Iμ(u)
> 0.
By the conclusion of (i), we have {un} is bounded, hence we can assume that un ⇀ u0 in H , un(x,0) →
u0(x,0) in L2(Ω) and Lγ+1(Ω). This implies
∫
Ω×{0} b(x)|u0|γ+1 dx > 0. Since L− ∩ B+ = ∅, we have
B+ ⊂ L+ . So we have u0‖u0‖ ∈ B+ ⊂ L+ , which further implies
∫
C |∇u0|2 dxdy − μ
∫
Ω×{0} u
2
0 dx > 0.
Deﬁne t(u0) = [
∫
C |∇u0|2 dxdy−μ
∫
Ω×{0} u20 dx∫
Ω×{0} b(x)|u0|γ+1 dx
] 1γ−1 , then t(u0)u0 ∈ S− .
Now we show that un → u0 strongly in H . Otherwise, we have
∫
C |∇u0|2 dxdy − μ
∫
Ω×{0} u
2
0 dx <
lim infn→∞
∫
C |∇un|2 dxdy − μ
∫
Ω×{0} u
2
n dx =
∫
Ω×{0} b(x)|u0|γ+1 dx. Then we have t(u0) < 1 by the
deﬁnition of t(u0). Since t(u0)un ⇀ t(u0)u0 and the map t → Iμ(tun) attains its maximum at t = 1,
then
Iμ
(
t(u0)u0
)
< lim inf
n→∞ Iμ
(
t(u0)un
)
 lim inf
n→∞ Iμ(un) = infu∈S− Iμ(u),
which is a contradiction. Hence un → u0 strongly and
∫
C |∇u0|2 dxdy − μ
∫
Ω×{0} u
2
0 dx =∫
Ω×{0} b(x)|u0(x,0)|γ+1 dx or u0 ∈ S . We infer from
∫
Ω×{0} b(x)|u0(x,0)|γ+1 dx > 0 that u0 ∈ S− . 
Now we turn our attention to S+ .
Lemma 4.4. Suppose that L− is nonempty, but L− ∩ B+ = ∅, then there exists a minimizer of Iμ(u) on S+ .
Proof. Since L− ∩ B+ = ∅, it follows that L− ∩ B− = ∅ and S+ = ∅. Since S+ is bounded, there exists
M > 0 such that ‖u‖ < M for all u ∈ S+ , this implies
Iμ(u) =
(
1
2
− 1
γ + 1
) ∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx

(
1
2
− 1
γ + 1
)
b
∫
Ω×{0}
∣∣u(x,0)∣∣γ+1 dx

(
1
2
− 1
γ + 1
)
bK
(∫
C
|∇u|2 dxdy
) γ+1
2

(
1
2
− 1
γ + 1
)
bKM
γ+1
2 ,
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we have infu∈S+ Iμ(u) < 0.
Now suppose {un} is a minimizing sequence on S+ , then
Iμ(un) =
(
1
2
− 1
γ + 1
)(∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx
)
=
(
1
2
− 1
γ + 1
) ∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx
→ inf
u∈S+
Iμ(u)
< 0.
Since S+ is bounded, we may assume that un ⇀ u0 in H , un(x,0) → u0(x,0) in L2(Ω) and Lγ+1(Ω).
Then we get
∫
Ω×{0}
b(x)
∣∣u0(x,0)∣∣γ+1 dx = lim
n→∞
∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx < 0
and
∫
C
|∇u0|2 dxdy − μ
∫
Ω×{0}
u20 dx lim infn→∞
∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx < 0.
Hence u0‖u0‖ ∈ L− ∩ B− and so t(u0)u0 ∈ S+ . Suppose that un → u0, then
∫
C |∇u0|2 dxdy −
μ
∫
Ω×{0} u
2
0 dx<
∫
Ω×{0} b(x)|u0(x,0)|γ+1 dx. This implies that t(u0) = [
∫
C |∇u0|2 dxdy−μ
∫
Ω×{0} u20 dx∫
Ω×{0} b(x)|u0|γ+1 dx
] 1γ−1 >1.
But this leads to a contradiction as
Iμ
(
t(u0)u0
)
< Iμ(u0) lim inf
n→∞ Iμ(un) = infu∈S+ Iμ(u).
Hence un → u0 strongly in H and
∫
C |∇u0|2 dxdy − μ
∫
Ω×{0} u
2
0 dx =
∫
Ω×{0} b(x)|u0(x,0)|γ+1 dx < 0.
It follows that u0 ∈ S+ and Iμ(u0) = infu∈S+ Iμ(u), i.e., u0 is a minimizer for Iμ(u) on S+ . 
Corollary 4.5. Suppose
∫
Ω×{0} b(x)φ
γ+1
1 (x,0)dx < 0, then there exists δ > 0, such that problem (1.3) has at
least two nonnegative solutions whenever μ1 < μ < μ1 + δ.
Proof. When μ > μ1, φ1 ∈ L− and so L− is nonempty. Hence by Lemmas 4.3 and 4.4, there exists
δ > 0 such that Iμ has minimizers in each of S− and S+ whenever μ1 < μ < μ1 + δ. Since Iμ(|u|) =
Iμ(u), we can assume these minimizers are nonnegative. By Lemma 4.2, we can assume S− and S+
are separated and S0 = {0}. It follows that the minimizers are local minimizers in S which do not lie
in S0. Finally, by Lemma 2.2, the minimizers are nonnegative solutions of problem (1.3). 
Finally in this section, we study the asymptotically behaviors of the minimizers on S+ as μ → μ+1 .
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∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx < 0, and un ∈ S+ for μ = μn when μn → μ+1 , then:
(i) un → 0 as n → ∞;
(ii) un‖un‖ → φ1 in H as n → ∞.
Proof. (i) It can be proved as Lemma 4.2 that {un} is bounded in H . So we can assume that un ⇀ u0
in H , un(x,0) → u0(x,0) in L2(Ω) and Lγ+1(Ω). Also
∫
C
|∇un|2 dxdy − μn
∫
Ω×{0}
u2n dx =
∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx < 0.
If un → u0, then
∫
C |∇u0|2 dxdy − μ1
∫
Ω×{0} u
2
0 dx < 0, which is impossible. Hence un → u0 in H . So
it follows that
∫
C |∇u0|2 dxdy −μ1
∫
Ω×{0} u
2
0 dx = 0, this implies u0 = kφ1 for some constant k. But as∫
Ω×{0} b(x)|φ1(x,0)|γ+1 dx < 0, it follows that k = 0. Hence un → 0 in H .
(ii) Let vn = un‖un‖ and assume that vn ⇀ v0 in H , vn(x,0) → v0(x,0) in L2(Ω) and Lγ+1(Ω).
Clearly
∫
C
|∇vn|2 dxdy − μn
∫
Ω×{0}
v2n dx =
∫
Ω×{0}
b(x)
∣∣vn(x,0)∣∣γ+1 dx‖un‖γ−1.
Since ‖un‖ → 0, we have limn→∞(
∫
C |∇vn|2 dxdy − μn
∫
Ω×{0} v
2
n dx) = 0. Suppose that vn → v0, then∫
C |∇v0|2 dxdy − μ1
∫
Ω×{0} v
2
0 dx < 0, which is impossible. Hence vn → v0 and so ‖v0‖ = 1 and∫
C |∇v0|2 dxdy − μ1
∫
Ω×{0} v
2
0 dx = 0. That is v0 = φ1. 
Proof of Theorem 1.2. The proof of Theorem 1.2 is a consequence of Corollary 4.5 and Lemma 4.6. 
5. Proof of Theorem 1.3 and other non-existence results
We consider the case where
∫
Ω×{0} b(x)φ
γ+1
1 (x,0)dx > 0. We have φ1 ∈ L− ∩ B+ for μ > μ1 in this
case. When μ is just greater than μ1, it can be proved in a manner similar to that used in the proof
of Lemma 4.1 that there exists δ > 0 such that L− ⊂ B+ whenever μ1 μ < μ1 + δ, i.e., L− ∩ B− = ∅
and so S+ is empty. On the other hand, we have
Lemma 5.1. If L− ∩ B+ = ∅, then infu∈S− Iμ(u) = 0.
Proof. If u ∈ L− ∩ B+ , it is possible to choose h ∈ H with suﬃciently small L∞ norm but suﬃciently
large H norm. So that
∫
C |∇(u + h)|2 dxdy − μ
∫
Ω×{0}(u + h)2 dx > 0 and
∫
Ω×{0} b(x)|u + εh|γ+1 dx >
1
2
∫
Ω×{0} b(x)|u(x,0)|γ+1 dx for any 0 ε  1. Let vε = u+εh‖u+εh‖ , then v0 ∈ L− , v1 ∈ L+ and there exists
0 < ε0 < 1 such that vε0 ∈ L0. Moreover, there exists a sequence {vn} ⊂ L+ ∩ B+ (where vn = vεn )
such that limn→∞(
∫
C |∇vn|2 dxdy − μ
∫
Ω×{0} v
2
n dx) = 0 and
∫
Ω×{0}
b(x)
∣∣vn(x,0)∣∣γ+1 dx = 1‖u + εnh‖γ+1
∫
Ω×{0}
b(x)|u + εnh|γ+1 dx
 1
2(‖u‖ + ‖h‖)γ+1
∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx.
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lim
n→∞ t(vn) = limn→∞
[∫
C |∇vn(x, y)|2 dxdy − μ
∫
Ω×{0}(vn(x,0))
2 dx∫
Ω×{0} b(x)|vn(x,0)|γ+1 dx
] 1
γ−1
= 0.
Now t(vn)vn ∈ S− and
Iμ
(
t(vn)vn
)= (1
2
− 1
γ + 1
)
t(vn)
γ+1
∫
Ω×{0}
b(x)
∣∣vn(x,0)∣∣γ+1 dx → 0,
hence infu∈S− Iμ(u) = 0. 
Proof of Theorem 1.3. Since φ1 ∈ L− ∩ B+ , then the assertion follows from Lemma 5.1. 
Theorem 1.3 states that we can’t get a nontrivial solution for problem (1.3) by looking for mini-
mizer on S− when
∫
Ω×{0} b(x)φ
γ+1
1 (x,0)dx > 0. The next theorem obtains similar result without the
assumption but with μ large.
Theorem 5.2. There exists μˆ > 0 such that infu∈S− Iμ(u) = 0 for all μ > μˆ.
Proof. Choose u ∈ H with ‖u‖ = 1, ∫
Ω×{0} u(x,0)
2 dx > 0 and
∫
Ω×{0} b(x)|u(x,0)|γ+1 dx > 0, then
choose μˆ large enough such that
∫
C |∇u(x, y)|2 dxdy − μ
∫
Ω×{0} u(x,0)
2 dx < 0 for all μ > μˆ. Hence
u ∈ L− ∩ B+ and the result follows from Lemma 5.1. 
Since we can’t get nontrivial solutions by looking for minimizer on S− by Theorem 5.2 with μ
large, a natural question is whether we can ﬁnd minimizer on S+ . The following two results state
that it is also impossible for μ large.
Lemma 5.3. If L− ∩ B0 = ∅, then Iμ is unbounded on S+ .
Proof. Let u ∈ L− ∩ B0, then for any given ε > 0, by decreasing u(x, y) slightly in {(x, y) | x ∈ Ω,
b(x) > 0, y  0}, we can ﬁnd v ∈ H with ‖v‖ = 1, ‖u − v‖  ε,−ε < ∫
Ω×{0} b(x)|v(x,0)|γ+1 dx < 0
and
∫
C |∇v(x, y)|2 dxdy − μ
∫
Ω×{0}(v(x,0))
2 dx < 12
∫
C |∇u(x, y)|2 dxdy − μ
∫
Ω×{0} u(x,0)
2 dx. There-
fore, there exist δ > 0 and a sequence of functions {vn} ⊂ L− ∩ B− such that
limn→∞
∫
Ω×{0} b(x)|vn(x,0)|γ+1 dx = 0 and
∫
C |∇vn(x, y)|2 dxdy − μ
∫
Ω×{0}(vn(x,0))
2 dx < −δ. Hence
limn→∞ t(vn) → +∞.
Now t(vn)vn ∈ S+ and
Iμ
(
t(vn)vn
)= (1
2
− 1
γ + 1
)
t(vn)
2
[∫
C
|∇vn|2 dxdy − μ
∫
Ω×{0}
v2n dx
]
→ −∞,
so Iμ is unbounded from below on S+ . 
Theorem 5.4. There exists μ∗ > 0 such that Iμ(u) is unbounded from below on S+ for all μ > μ∗ .
Proof. Choose u ∈ H with ‖u‖ = 1 and ∫
Ω×{0} b(x)|u(x,0)|γ+1 dx = 0, then u ∈ L− ∩ B0 for all μ large
enough. 
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We study the sublinear problem from now on, i.e., problem (1.3) with 0 < γ < 1. We recall that,
in this case, S+ , S− and S0 are different from the superlinear case. For details, see Section 2. For
the superlinear problem, we have found that L−(μ) ⊂ B− is essential for the existence of minimizers
on S+ and S− . As for the sublinear problem, we still make this assumption. Obviously, it is easy to
see that this assumption holds for μ < μ1 and is increasingly likely to be violated as μ increases.
Moreover, if the assumption holds for μ∗ , then it also holds for μ < μ∗ . In the following, we always
make this assumption.
Lemma 6.1. Suppose that there exists μˆ such that for all μ < μˆ, L−(μ) ⊂ B− , then for all μ < μˆ, there hold:
(i) L0(μ) ⊂ B− and so L0(μ) ∩ B0 = ∅;
(ii) S+ is bounded;
(iii) 0 /∈ S− and S− is closed;
(iv) S− ∩ S+ = ∅.
Proof. (i) Suppose the result is false, then there exist u0 ∈ L0(μ) and u0 /∈ B− . If μ < θ < μˆ, then
u ∈ L−(θ) and so L−(θ) ⊂ B− , which is a contradiction.
(ii) Suppose that S+ is unbounded, then there exists {un} ⊂ S+ such that ‖un‖ → ∞ as n → ∞.
Let vn = un‖un‖ , then we can assume that vn ⇀ v0 in H , vn(x,0) → v0(x,0) in L2(Ω) and Lγ+1(Ω).
Since un ∈ S+ , we have
∫
Ω×{0} b(x)|vn(x,0)|γ+1 dx > 0 and so
∫
Ω×{0} b(x)|v0(x,0)|γ+1 dx 0. We infer
from
∫
C
|∇un|2 dxdy − μ
∫
Ω×{0}
u2n dx =
∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx
that
∫
C
|∇vn|2 dxdy − μ
∫
Ω×{0}
v2n dx → 0.
Suppose that vn → v0, then
∫
C |∇v0|2 dxdy − μ
∫
Ω×{0} v
2
0 dx < 0. Hence
v0‖v0‖ ∈ L−(μ) ⊂ B− , which
is impossible as
∫
Ω×{0} b(x)|v0(x,0)|γ+1 dx 0. Hence vn → v0 with ‖v0‖ = 1 and
∫
C |∇v0|2 dxdy −
μ
∫
Ω×{0} v
2
0 dx = 0. Thus v0 ∈ L0(μ) ⊂ B− by (i), which is again impossible.
(iii) Suppose 0 ∈ S− , then there exists {un} ⊂ S− such that limn→∞ un = 0 as n → ∞. Let vn = un‖un‖
and assume that vn ⇀ v0 in H , vn(x,0) → v0(x,0) in L2(Ω) and Lγ+1(Ω). Since un ∈ S− , we have
∫
C
|∇vn|2 dxdy − μ
∫
Ω×{0}
v2n dx =
1
‖un‖1−γ
∫
Ω×{0}
b(x)
∣∣vn(x,0)∣∣γ+1 dx 0.
Since the left side is bounded, it follows that limn→∞
∫
Ω×{0} b(x)|vn|γ+1 dx = 0, and so
∫
Ω×{0} b(x) ×
|v0(x,0)|γ+1 dx = 0. Suppose that vn → v0, then ‖v0‖ = 1 and so v0 ∈ B0. Moreover,
∫
C
|∇v0|2 dxdy − μ
∫
Ω×{0}
v20 dx = limn→∞
(∫
C
|∇vn|2 dxdy − μ
∫
Ω×{0}
v2n dx
)
 0,
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C |∇v0|2 dxdy − μ
∫
Ω×{0} v
2
0 dx < 0, this implies
v0‖v0‖ ∈ L− ∩ B0, which is again impossible. Finally,
we get 0 /∈ S− .
Now we prove that S− is closed. Suppose that {un} ⊂ S− and un → u in H , then u ∈ S− and u = 0.
Moreover,
∫
C
|∇u|2 dxdy − μ
∫
Ω×{0}
u2 dx =
∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx 0.
If both sides of the equation equal to 0, then u‖u‖ ∈ L0(μ)∩ B0, which contradicts (i). Hence both sides
must be negative and so u ∈ S− . Thus S− is closed.
(iv) Let u ∈ S+ ∩ S− , so u = 0 by (iii). Moreover, it is clear that
∫
C
|∇u|2 dxdy − μ
∫
Ω×{0}
u2 dx =
∫
Ω×{0}
b(x)
∣∣u(x,0)∣∣γ+1 dx = 0,
and so u‖u‖ ∈ L0(μ) ∩ B0, which is impossible by (i). 
Lemma 6.2. Under the same hypotheses of Lemma 6.1, we have:
(i) Iμ is bounded from below on S+;
(ii) infu∈S− Iμ(u) > 0 provided S− is nonempty.
Proof. (i) is an immediate consequence of the boundedness of S+ .
(ii) Suppose infu∈S− Iμ(u) = 0, then there exists {un} ⊂ S− such that limn→∞ Iμ(un) = 0. Hence∫
C |∇un|2 dxdy − μ
∫
Ω×{0} u
2
n dx → 0 and
∫
Ω×{0} b(x)|un(x,0)|γ+1 dx → 0 as n → ∞. Let vn = un‖un‖ ,
we infer from 0 /∈ S− that {‖un‖} is bounded away from 0. Hence
lim
n→∞
(∫
C
|∇vn|2 dxdy − μ
∫
Ω×{0}
v2n dx
)
= 0
and
lim
n→∞
∫
Ω×{0}
b(x)
∣∣vn(x,0)∣∣γ+1 dx = 0.
We may assume that vn ⇀ v0 in H , vn(x,0) → v0(x,0) in L2(Ω) and Lγ+1(Ω). If vn → v0, then
‖v0‖ = 1 and
∫
C |∇v0|2 dxdy − μ
∫
Ω×{0} v
2
0 dx = 0, i.e., v0 ∈ L0(μ). If vn → v0, then
∫
C |∇v0|2 dxdy −
μ
∫
Ω×{0} v
2
0 dx < 0, i.e.,
v0‖v0‖ ∈ L−(μ). In both cases we must have
v0‖v0‖ ∈ B0 and this is a contradiction.
Hence infu∈S− Iμ(u) > 0. 
Lemma 6.3. Suppose L−(μ) ⊂ B− for all μ < μˆ, then for all μ < μˆ,
(i) there exists a minimizer for Iμ on S+;
(ii) there exists a minimizer for Iμ on S− provided that L−(μ) is nonempty.
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i.e., limn→∞ Iμ(un) = infu∈S+ Iμ < 0. Since S+ is bounded, we may assume that un ⇀ u0 in H ,
un(x,0) → u0(x,0) in L2(Ω) and Lγ+1(Ω). Since Iμ(un) = ( 12 − 1γ+1 )
∫
Ω×{0} b(x)|un|γ+1 dx, it follows
that
∫
Ω×{0} b(x)|u0|γ+1 dx = limn→∞
∫
Ω×{0} b(x)|un|γ+1 dx > 0 and so u0‖u0‖ ∈ B+ . Hence by Lemma 6.1,
u0‖u0‖ ∈ L+(μ) and so the ﬁbering map ψu0 has a unique minimum at t(u0) and t(u0)u0 ∈ S+ . Suppose
un → u0 in H , then
∫
C |∇u0(x, y)|2 dxdy − μ
∫
Ω×{0} u
2
0 dx <
∫
Ω×{0} b(x)|u0|γ+1 dx and so t(u0) > 1.
Hence Iμ(t(u0)u0) < Iμ(u0) < limn→∞ Iμ(un) = infu∈S+ Iμ , which is impossible. Hence un → u0 and
u0 ∈ S+ . It follows easily that u0 is a minimizer for Iμ on S+ .
(ii) Let {un} be a minimizing sequence for Iμ on S− , then by Lemma 6.2 we must have
limn→∞ Iμ(un) = infu∈S− > 0. Suppose that {un} is unbounded, we may suppose that ‖un‖ → ∞ as
n → ∞. Let vn = un‖un‖ , since {Iμ(un)} is bounded, it follows that
∫
C |∇un|2 dxdy − μ
∫
Ω×{0} u
2
n dx and∫
Ω×{0} b(x)|un(x,0)|γ+1 dx are bounded and so
lim
n→∞
(∫
C
|∇vn|2 dxdy − μ
∫
Ω×{0}
v2n dx
)
= lim
n→∞
∫
Ω×{0}
b(x)|vn|γ+1 dx = 0.
Since {vn} is bounded, we can assume that vn ⇀ v0 in H , vn(x,0) → v0(x,0) in L2(Ω) and Lγ+1(Ω).
So we get
∫
Ω×{0} b(x)|v0|γ+1 dx = 0. If vn → v0 strongly in H , it follows that v0 ∈ L0(μ) ∩ B0, which
is impossible by Lemma 6.1 (i). Hence vn → v0 in H and
∫
C |∇v0|2 dxdy − μ
∫
Ω×{0} v
2
0 dx < 0. This
implies that v0 = 0 and so v0‖v0‖ ∈ L−(μ) ∩ B0, which is again impossible.
Thus {un} is bounded, and then we may assume that un ⇀ u0 in H , un(x,0) → u0(x,0) in L2(Ω)
and Lγ+1(Ω). Suppose un → u0 in H , then∫
Ω×{0}
b(x)
∣∣u0(x,0)∣∣γ+1 dx
= lim
n→∞
∫
Ω×{0}
b(x)
∣∣un(x,0)∣∣γ+1 dx =
(
1
2
− 1
γ + 1
)−1
lim
n→∞ Iμ(un) < 0 and
∫
C
|∇u0|2 dxdy − μ
∫
Ω×{0}
u20 dx <
∫
Ω×{0}
b(x)
∣∣u0(x,0)∣∣γ+1 dx.
Hence u0‖u0‖ ∈ L−(μ) ∩ B− and so t(u0)u0 ∈ S− , where t(u0) = [
∫
C |∇u0|2 dxdy−μ
∫
Ω×{0} u20 dx∫
Ω×{0} b(x)|u0|γ+1 dx
] 1γ−1 < 1.
Moreover t(u0)un ⇀ t(u0)u0 but t(u0)un → t(u0)u0 and so Iμ(t(u0)u0) < lim infn→∞ Iμ(t(u0)un).
Since the map t → Iμ(tun) attains its maximum at t = 1, we have lim infn→∞ Iμ(t(u0)un) 
lim infn→∞ Iμ(un) = infu∈S− Iμ(u). Hence Iμ(t(u0)u0) < infu∈S− Iμ(u), which is impossible. Thus
un → u0 and it follows easily that u0 is a minimizer for Iμ on S− .
Since Iμ(u) = Iμ(|u|), the existence of the above minimizers implies the existence of corresponding
nonnegative solutions of problem (1.3). Since S− is closed, u0 is a local minimizer for Iμ on S(u) and
again corresponds to a classical solution of problem (1.3). 
Next, we study the asymptotically behaviors of the minimizers on S+ as μ → μ−1 .
Lemma 6.4. Suppose
∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx > 0, then
lim
μ→μ−
inf
u∈S+
Iμ(u) = −∞.
1
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∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx > 0, then φ1 ∈ L+(μ) ∩ B+ for all μ < μ1. Hence t(φ1)φ1 ∈ S+
and
Iμ
(
t(φ1)φ1
) = (1
2
− 1
γ + 1
)
t(φ1)
2
[∫
C
|∇φ1|2 dxdy − μ
∫
Ω×{0}
φ21 dx
]
=
(
1
2
− 1
γ + 1
) [∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx] 21−γ
[∫C |∇φ1|2 dxdy − μ ∫Ω×{0} φ21 dx] γ+11−γ
=
(
1
2
− 1
γ + 1
)
1
(μ1 − μ)
γ+1
1−γ
[∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx] 21−γ
[∫
Ω×{0} φ1(x,0)2 dx]
γ+1
1−γ
→ −∞
as μ → μ−1 . Thus limμ→μ−1 infu∈S+ Iμ(u) = −∞. 
Proof of Theorem 1.4. Theorem 1.4 follows easily from Lemmas 6.3 and 6.4. 
7. Proof of Theorem 1.5
In this section, we study the sublinear problem with μ > μ1.
Lemma 7.1. Suppose
∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx < 0, then there exist δ1, δ2 > 0 such that u ∈ L−(μ) implies∫
Ω×{0} b(x)u(x,0)
γ+1 dx < −δ2 whenever μ1 μμ1 + δ1 .
Proof. Suppose on the contrary, then there exist μn → μ+1 and un with ‖un‖ = 1 such that∫
C |∇un(x, y)|2 dxdy − μn
∫
Ω×{0} u
2
n dx < 0 and
∫
Ω×{0} b(x)un(x,0)
γ+1 dx → 0. We may assume that
un ⇀ u0 in H , un(x,0) → u0(x,0) in L2(Ω) and Lγ+1(Ω). If un → u0, then
∫
C |∇u0(x, y)|2 dxdy <
μ1
∫
Ω×{0} u
2
0 dx, which is impossible. So un → u0 with ‖u0‖ = 1 and
∫
C |∇u0(x, y)|2 dxdy =
μ1
∫
Ω×{0} u
2
0 dx, this implies u0 = φ1. Finally we have
∫
Ω×{0}
b(x)φ1(x,0)
γ+1 dx = lim
n→∞
∫
Ω×{0}
b(x)un(x,0)
γ+1 dx → 0.
This is a contradiction. 
Corollary 7.2. Suppose
∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx < 0 and δ1 as in Lemma 7.1, then whenever μ1 < μ 
μ1 + δ1 , there exist minimizers uμ and vμ on S+ and S− .
Proof. Clearly φ1 ∈ L−(μ) and L−(μ) is nonempty whenever μ > μ1. By Lemma 7.1, the hypotheses
of Lemma 6.3 are satisﬁed with μˆ = μ1 + δ1 and the result follows. 
Lemma 7.3. Suppose
∫
Ω×{0} b(x)φ1(x,0)
γ+1 dx < 0, then we have:
(i) limμ→μ+1 infu∈S− Iμ(u) = +∞.
(ii) If μn → μ+1 and vn is a minimizer of Iμn on S− , then limn→∞ ‖vn‖ → +∞.
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Ω×{0} b(x)|u(x,0)|γ+1 dx  −δ2
provided μ1 < μμ1 + δ and
0 >
∫
C
∣∣∇u(x, y)∣∣2 dxdy − μ ∫
Ω×{0}
u(x,0)2 dx

(
1− μ
μ1
)∫
C
∣∣∇u(x, y)∣∣2 dxdy = μ1 − μ
μ1
.
Therefore we have
∣∣∣∣
∫
C
∣∣∇u(x, y)∣∣2 dxdy − μ ∫
Ω×{0}
u(x,0)2 dx
∣∣∣∣ μ − μ1μ1 .
Hence
Iμ(v) =
(
1
2
− 1
γ + 1
) −| ∫
Ω×{0} b(x)|u(x,0)|γ+1 dx|
2
1−γ
| ∫C |∇u(x, y)|2 dxdy − μ ∫Ω×{0} u(x,0)2 dx| γ+11−γ

(
1
γ + 1 −
1
2
)
δ
2
1−γ
2 μ
γ+1
1−γ
1
(μ − μ1)
γ+1
1−γ
→ +∞
as μ → μ+1 . This proves (i).
(ii) is a direct consequence of (i). 
Proof of Theorem 1.5. The proof of Theorem 1.5 follows from Corollary 7.2 and Lemma 7.3. 
8. Non-existence results
In this section, we obtain some non-existence results for the sublinear problem.
Lemma 8.1. Suppose L−(μ) ∩ B+ = ∅, then there exists k > 0 such that for every ε > 0, there exists uε ∈
L+(μ) ∩ B+ such that
∫
C
∣∣∇uε(x, y)∣∣2 dxdy − μ
∫
Ω×{0}
uε(x,0)
2 dx < ε
and
∫
Ω×{0}
b(x)
∣∣uε(x,0)∣∣γ+1 dx > k.
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We may choose h ∈ H with arbitrary small L∞ norm but ∫C |∇h(x, y)|2 dxdy is arbitrary large. Thus
we may choose h so that
∫
Ω×{0} b(x)|v + th|γ+1 dx > 12
∫
Ω×{0} b(x)|v(x,0)|γ+1 dx > 0 for 0 t  1 and∫
C |∇(v + h)(x, y)|2 dxdy − μ
∫
Ω×{0}(v + h)2 dx > 0. Let ut = v+th‖v+th‖ , then we claim that ut ∈ B+ . In
fact, we have 1‖v+th‖γ+1
∫
Ω×{0} b(x)|v + th|γ+1 dx  12(‖u‖+‖h‖)γ+1
∫
Ω×{0} b(x)|v(x,0)|γ+1 dx. Moreover,
we have u0 ∈ L−(μ) and u1 ∈ L+(μ). Let η(t) =
∫
C |∇ut |2 dxdy − μ
∫
Ω×{0}(ut(x,0))
2 dx for 0 t  1.
Then η : [0,1] →R is a continuous function such that η(0) < 0 and η(1) > 0, and so it is easy to see
that for any given ε > 0 there exists t such that ut has the required properties. 
Lemma 8.2. Iμ(u) is unbounded from below on S whenever L−(μ) ∩ B+ = ∅.
Proof. Let u0 ∈ L−(μ) ∩ B+ , then it follows from Lemma 8.1 that there exist k > 0 and a sequence
{un} ⊂ L+(μ) ∩ B+ such that
∫
Ω×{0} b(x)|u|γ+1 dx > k and 0 <
∫
C |∇un|2 dxdy − μ
∫
Ω×{0} u
2
n dx <
1
n .
Then
Iμ
(
tn(un)un
) = (1
2
− 1
γ + 1
) [∫
Ω×{0} b(x)un(x,0)
γ+1 dx] 21−γ
[∫C |∇un|2 dxdy − μ ∫Ω×{0} u2n dx] γ+11−γ

(
1
2
− 1
γ + 1
)
k
2
1−γ n
γ+1
1−γ
→ −∞.
Hence Iμ is unbounded from below on S . 
Theorem 8.3. Problem (1.3) has no nonnegative solution when μ > μ¯, where μ¯ is the principal eigenvalue of
⎧⎪⎪⎨
⎪⎪⎩
−u = 0 in C+ = Ω+ × [0,+∞),
u = 0 on ∂LC+,
∂u
∂ν
= μu(x,0) on Ω+ × {0},
(8.8)
where Ω+ = {x ∈ Ω | b(x) > 0}.
Proof. Let φ¯ be the eigenfunction corresponding to μ¯, then we get
μ¯
∫
Ω×{0}
uφ¯ dx =
∫
Ω×{0}
u
∂φ¯
∂ν
dx
∫
∂C+
u
∂φ¯
∂ν
dS
=
∫
∂C+
φ¯
∂u
∂ν
dS =
∫
Ω×{0}
φ¯
∂u
∂ν
dx
=
∫
Ω+×{0}
φ¯
(
μu + b(x)|u|γ−1u)dx
μ
∫
Ω×{0}
φ¯u dx.
This implies μ μ¯. 
1304 X. Yu / J. Differential Equations 252 (2012) 1283–1308Theorem 8.4. If μ > μ¯, then Iμ(u) is unbounded from below on S− , where μ¯ is deﬁned in Theorem 8.3.
Proof. It is suﬃcient to show that L−(μ) ∩ B+ = ∅. In fact, if we denote by φ¯1 the eigenfunction
corresponding to μ¯1, then φ¯1 ∈ L−(μ) ∩ B+ . 
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Appendix A
In this section, we collect some results on A1/2. First of all, let us write the standard notations
which we will use in the following section.
R
N+1+ =
{
z = (x, y) = (x1, . . . , xn, y) ∈RN+1
∣∣ y > 0}.
Denote by Hs(U ) = Ws,2(U ) the fractional Sobolev space in a domain U of RN or RN+1+ .
Let Ω be a bounded smooth domain in RN . Denote the half cylinder with base Ω by
C = Ω × (0,∞)
and its lateral boundary by
∂LC = ∂Ω × [0,∞).
To treat the nonlocal problem (1.2), we will study a corresponding extension problem in one more
dimension, which allows us to investigate problem (1.2) by studying a local problem via classical
nonlinear variational methods. We deﬁne a Sobolev space of functions whose traces vanish on ∂LC:
H10,L(C) =
{
v ∈ H1(C) ∣∣ v = 0 a.e. on ∂LC}, (A.9)
equipped with the norm
‖v‖ =
(∫
C
|∇v|2 dxdy
)1/2
. (A.10)
We denote by trΩ the trace operator on Ω × {0} for functions in H10,L(C):
trΩ v := v(x,0), for v ∈ H10,L(C).
We have that trΩ v ∈ H1/2(Ω), since it is well known that traces of H1 functions are H1/2 functions
on the boundary.
Now we can state some results of the function space and the operator A1/2. For the convenience,
we sketch the proofs here. For more details, see Cabre and Tan [5].
X. Yu / J. Differential Equations 252 (2012) 1283–1308 1305Proposition A.1. (See [5].) Let V0(Ω) be the space of all traces on Ω × {0} of functions in H10,L(C). Then we
have the following properties:
V0(Ω) :=
{
u = trΩ v
∣∣ v ∈ H10,L(C)}
=
{
u ∈ L2(Ω)
∣∣∣ u = ∞∑
k=1
bkϕk satisfying
∑
k
b2kλ
1/2
k < +∞
}
,
where λk,ϕk is the spectral decomposition of − in Ω , with {ϕk} an orthonormal basis in L2(Ω).
Proposition A.2. (See [5].) If u ∈ V0(Ω), then there exists a unique harmonic extension v in C of u such that
v ∈ H10,L(C). In particular, if the expansion of u is written by u(x) =
∑∞
k=1 bkϕk(x) ∈ V0(Ω), then
v(x, y) =
∞∑
k=1
bkϕk(x)exp
(−λ1/2k y) ∈ H10,L(C),
where λk,ϕk is the spectral decomposition of − in Ω as above, with {ϕk} an orthonormal basis in L2(Ω).
Let us deﬁne the operator A1/2 : V0(Ω) → V∗0 (Ω) by
A1/2u := ∂v
∂ν
∣∣∣∣
Ω×{0}
,
where V∗0 (Ω) is the dual space of V0(Ω). Then
A1/2u =
∞∑
k=1
bkλ
1/2
k ϕk,
and A21/2 is equal to − in Ω with zero Dirichlet boundary value on ∂Ω . More precisely, the inverse
B1/2 := A−11/2 is the unique square root of the inverse Laplacian (−)−1 in Ω with zero Dirichlet boundary
value on ∂Ω .
Let us give some properties of the space H10,L(C). Denote the closure of the set of smooth functions
compactly supported in RN+1+ , by D1,2(RN+1+ ), with respect to the norm of
‖w‖D1,2(RN+1+ ) =
( ∫
R
N+1+
|∇w|2 dxdy
)1/2
.
The well-known Sobolev trace inequality in [11] states that for w ∈ D1,2(RN+1+ ),
( ∫
RN
∣∣w(x,0)∣∣2N/(N−1) dx)(N−1)/2N  C( ∫
R
N+1+
∣∣∇w(x, y)∣∣2 dxdy)1/2, (A.11)
where C depends only on N .
For v ∈ H10,L(C), its extension by zero in RN+1+ \ C can be approximated by functions compactly
supported in RN+1+ . Thus the Sobolev trace inequality (A.11) and Hölder inequality lead to:
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(i) Let N  2 and 2 = 2NN−1 . There exists a constant C , depending only on N, such that, for all v ∈ H10,L(C),
(∫
Ω
∣∣v(x,0)∣∣2 dx)1/2

 C
(∫
C
∣∣∇v(x, y)∣∣2 dxdy)1/2. (A.12)
(ii) Let 1 q 2 for N  2. Then we have that for all v ∈ H10,L(C),
(∫
Ω
∣∣v(x,0)∣∣q dx)1/q  C(∫
C
∣∣∇v(x, y)∣∣2 dxdy)1/2, (A.13)
where C depends only on N,q and the measure of Ω . Moreover, (A.13) holds if 1 q < ∞ for N = 1.
(iii) Let 1 q < 2 = 2NN−1 for N  2 and 1 q < ∞ for N = 1. Then trΩ(H10,L(C)) is compactly embedded
in Lq(Ω).
Next, we study the eigenvalues and eigenfunctions of A1/2. More precisely, we study the eigenval-
ues of
⎧⎪⎪⎨
⎪⎪⎩
−u = 0 in C,
u = 0 on ∂LC,
∂u
∂ν
= μu(x,0) on Ω × {0}.
(A.14)
Recall the well-known spectral theory of the Laplacian − in a smooth bounded domain Ω with
zero Dirichlet boundary value. We repeat each eigenvalue of − in Ω with zero Dirichlet boundary
condition according to its (ﬁnite) multiplicity:
0 < λ1 < λ2  · · · λk  · · · → ∞, as k → ∞
and we denote by ϕk ∈ H10(Ω) an eigenfunction corresponding to λk for k = 1,2, . . . . Namely,
{
−ϕk = λkϕk in Ω,
ϕk = 0 on Ω. (A.15)
We can take them to form an orthonormal basis {ϕk} of L2(Ω), in particular,
∫
Ω
ϕ2k dx = 1,
and to belong to C0(Ω) ∩ C2(Ω) by regularity theory.
We now give the spectral representation of A1/2.
Proposition A.4. (See [5].) Let {ϕk} be an orthonormal basis of L2(Ω) giving a spectral decomposition of −
in Ω with Dirichlet boundary conditions as in (A.15). Then:
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{
A1/2ϕk = λ1/2k ϕk in Ω,
ϕk = 0 on ∂Ω.
(A.16)
In particular, {ϕk} is also a basis of eigenfunctions of A1/2 , with eigenvalues μk = λ1/2k . This conclusion is
equivalent to:
(ii) for all k 1,
⎧⎪⎪⎨
⎪⎪⎩
−φk = 0 in C,
φk = 0 on ∂LC,
∂φk
∂ν
= μkφk(x,0) on Ω × {0},
(A.17)
where φk(x, y) = ϕk(x)e−
√
λk y . In particular, {μk, φk} is the eigenvalues and eigenfunctions of prob-
lem (A.17).
Finally, we state a regularity result of weak solutions for the nonlinear problem:
{
A1/2u = f (u) in Ω,
u = 0 on ∂Ω, (A.18)
where Ω is a smooth bounded domain in RN . From the above we know that the precise meaning
for (A.18) is that v ∈ H10,L(C), v(x,0) = u, and v is a weak solution of
⎧⎪⎪⎨
⎪⎪⎩
−v = 0 in C,
v = 0 on ∂LC,
∂v
∂ν
= f (v(·,0)) on Ω × {0}.
(A.19)
We have the following result, for details see [5].
Proposition A.5. (See [5].) Let α ∈ (0,1), Ω be a C2,α bounded domain of RN , f be a C1,α function such that
f (0) = 0. If u is a bounded weak solution of (A.18), and thus v ∈ H10,L(C)∩ L∞(C) is a weak solution of (A.19),
then u ∈ C2,α(Ω) ∩ C0(Ω). In addition, v ∈ C2,α(C).
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