Abstract. In this article, we prove that the existence of the constant scalar curvature Kähler (cscK) metrics with cone singularities is equivalent to the properness of the log K-energy, assuming that the automorphism group is discrete. We also prove their equivalence to the geodesic stability.
Introduction
The motivation for studying the constant scalar curvature Kähler (cscK) cone metrics comes from then recent celebrated development of Yau-TianDonaldson conjecture. One reason is Donaldson's continuity path of deforming Kähler-Einstein cone metrics on Fano manifolds [28] and the other one is the limiting process of Chen's path of twisted cscK metrics [9] . The previous article [46] developed the analytic tools and proved the regularity, uniqueness and deformation of cscK cone metrics. The goal of this article is on the existence problem. We will prove that the existence of cscK cone metrics is equivalent to the properness of the log K-energy, that is the log properness conjecture (Theorem 1.2). We will also prove the geodesic stability conjecture for the cscK cone metric (Theorem 1.3 and Theorem 1.6), that is detecting the existence of cscK cone metrics by the geodesic ray. There results and strategy extend the recent works of Chen-Cheng [13] [14] [15] .
Before we start to state the theorems, we recall some definitions. We are given a Kähler manifold X and a Kähler class Ω. Let ω 0 be a smooth Kähler metric in Ω. The divisor D ⊂ X is a smooth hypersurface in X and the cone angle β stays within (0, 1]. We let L D be the associated line bundle of the divisor D and assume that C 1 (L D ) is non-negative. We denote Aut(X; D) the identity component of the group of holomorphic automorphisms of X which fix the divisor D. In this article, we assume Aut(X; D) is discrete, that covers the important example in the Kähler-Einstein problem. That is when X is a Fano manifold and D is a smooth divisor in the linear system | − λK X | for some λ ∈ Z + , there does not exist any holomorphic vector field tangential to D [1, 28, 40] . In a subsequent paper we will apply the reductivity theorem of the automorphism group and the apriori estimates in Section 4 to study the generalisation for the case when Aut(X; D) is not necessarily discrete and its connections to geometric invariant theory.
The cscK cone metric is defined to be a smooth cscK metric in the regular part of the manifold M := X \ D with prescribed cone singularity of cone angle β along the divisor D. The rigorous definition (Definition 2.3) requires introducing the appropriate weighted Hölder spaces (Definition 2.4). The cscK cone metric is the critical point of the log K-energy and shown to be unique up to Aut(X; D) actions by using the cone geodesic. We will recall these results from [46] in Section 2.
We will prove the properness conjecture for cscK cone metrics in terms of the d 1 -distance, extending [14] . The properness conjecture for cscK metrics is formulated by Chen regarding to the L 2 -geodesic distance, in the framework of Donaldson [29] ; and later was updated in Chen [9] by using the d 1 -geodesic distance, which gives the metric completion E 1 0 of the space of Kähler potentials. We refer the readers to the expository article [30] and the works [3] [4] [5] [6] [23] [24] [25] and references therein on the d 1 -metric and the weak topology from the rapid growing literature. We remark that in the Kähler-Einstein problem, the properness of Ding functional [26] with respect to I-functional was introduced by Tian [27, 42] . We now formulate the properness of the log K-energy in the space of smooth Kähler potentials H associated with the Kähler class Ω. Definition 1.1. We say the log K-energy ν β is proper, if for any sequence {ϕ i } ⊂ H, we have
The properness conjecture for cscK cone metrics is proved in Section 3.
Theorem 1.2 (Log properness theorem).
Assume that Ω is a Kähler class and Aut(X; D) is discrete. The existence of constant scalar curvature Kähler cone metrics in Ω is equivalent to the properness of the log K-energy.
In Section 6.2, we prove the geodesic stability conjecture in the context of cscK cone metric. The geodesic stability conjecture for cscK metric was proposed in Donaldson [29] . Theorem 1.3. Assume that Ω is a Kähler class and Aut(X; D) is discrete. The following are all equivalent,
• there is no constant scalar curvature Kähler cone metric in Ω;
• there exists a potential ϕ 0 ∈ E 1 0 and an d 1 -geodesic ray {ρ(t); 0 ≤ t < ∞} starting with ϕ 0 such that the log K-energy is non-increasing along ρ(t);
• for all potential ϕ ∈ E 1 0 , there exists an d 1 -geodesic ray {ρ(t); 0 ≤ t < ∞} starting with ϕ such that the log K-energy is non-increasing along ρ(t).
Chen [11] suggest the geodesic stability conjecture by using the limit of the K-energy. We extend Chen's definition of geodesic stability to log Kenergy. The definition is well-defined according to convexity Lemma 5.2. 0 is called geodesic stable (geodesic semi-stable resp.), if along all d 1 -geodesic ρ(t) : [0, ∞) → E 1 0 starting at ϕ 0 , the Finvariant strictly positive (semi-positive resp.).
A Kähler class Ω is geodesic stable (geodesic semi-stable resp.), if every ϕ 0 ∈ E 1 0 is geodesic stable (geodesic semi-stable resp.). The geodesic stability conjecture for cscK cone metrics in terms of Finvariant is then proved as following. Theorem 1.6. Assume that Ω is a Kähler class and Aut(X; D) is discrete. Then (M, Ω) admits a constant scalar curvature Kähler cone metric if and only if it is geodesic stable.
We now outline the structure of this paper and sketch the main ideas of the proof. Section 2 is devoted to recall the results on the cscK cone metrics in the previous paper [46] , including the weighted Hölder spaces, cone geodesics, the asymptotic behaviour and uniqueness of the cscK cone metrics, and the log K-energy and convexity.
In Section 3 we prove one direction of the log properness Theorem 1.2, that is "properness =⇒ existence". The proof relies on two ingredients. One is the approximation scheme of the log K-energy, which leads to the construction of approximate twisted cscK metrics. Then we will show that this approximate sequence will converge to a cscK cone metric by applying the apriori estimates given in Section 4, that is the other ingredient of the proof of the log properness theorem.
The approximation scheme also implies the following approximation theorems, which provides a positive answer to one direction of Conjecture 1.7 in Chen [9] , where it is expected that a cscK cone metric is approximated by a sequence of twisted cscK metrics. The strategy extends the counterpart of the Kähler-Einstein cone metrics in the canonical class [17] . The proof of this theorem is a simple combination of Proposition 3.14, Theorem 3.18 and Theorem 6.2.
Theorem 1.7 (Approximation theorem).
Assume that Ω is a Kähler class and Aut(X; D) is discrete. Assume that C 1 (L D ) ≥ 0 and ω cscK is a constant scalar curvature Kähler cone metric in Ω. Then the cscK cone metric ω cscK has a smooth approximation, which is a family of the twisted cscK metrics in Ω.
The apriori estimates are the core part of the cscK problem and have been a difficult problem for a long time, while the weak compactness is well understood in the works we refereed to earlier. This difficult problem is solved in the very recent works of Chen-Cheng [13] [14] [15] . In Section 4, we extend these new development to the cscK cone problem. But the apriori estimates of Chen-Cheng rely on the fixed smooth reference metric. In the conical setting, their apriori estimates can not be applied directly, since the apriori estimates are required to be obtained with respect to a Kähler cone metric. Moreover, the Kähler cone metric generally does not have bounded geometry and thus the integration by parts formula fails most of time, which have been seen in [7, 38, 39, 46] for these difficulties for cscK cone metrics. In order to overcome these difficulties, roughly speaking, we fully make use of the approximation scheme and adopt the ideas in the previous paper [46] , that is to pick a "nice" reference background metric such that it has the correct asymptotic behaviour we need, and utilize various weighted estimates. With these preparation in hands, we are able to perform the strategy in [15] to obtain apriori estimates and carefully track the constants dependences in the whole proof, such that they coincide with the properties of the reference metric we introduced. The precise statement are given in Theorem 4.2.
The apriori estimates in Section 4 also lead to the proof of the regularity and uniqueness of log χ-twisted K-energy minimisers, which are given in Section 5. We actually adapted the direct proof in [14] for the regularity of the χ-twisted K-energy minimisers. Again, it is essentially obtained from the key apriori estimates of (conical and twisted) cscK equation. We remark that assuming the existence of a smooth one, the regularity of the K-energy minimisers is proved in [6] , which it is a result of the uniqueness property. We also refer the readers to the related results and different approaches on the K-energy minimisers in [6, 9, 14, 16, 25, 33, 34] and references therein). As a consequence, the other direction in Theorem 1.2, i.e. "existence =⇒ properness" is obtained in Section 6. In the same section, we also prove the geodesic stability conjecture for cscK cone metric, Theorem 1.3 and Theorem 1.6.
In the final Section 7, we give another application of the log properness theorem to prove the openness theorem of the cscK cone path (see Definition 7.1), that confirms Question 2.5 in Chen [9] on the deformation of the cscK cone path. Although it has been a direct corollary of the linear theory developed in [46] , but we would like to revisit it by a geometric proof with the aid of the log properness theorem, which extends the corresponding picture for Donaldson's Kähler-Einstein cone path [17, 44] . The precise statement is given in Theorem 7.2.
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Constant scalar curvature Kähler cone metrics
We recall in this section the results on the cone geodesic and cscK cone metrics from [46] . The cone angle 0 < β ≤ 1. A Kähler cone metric ω of cone angle 2πβ along D, is a smooth Kähler metric on the regular part M := X \ D, and quasi-isometric to the cone flat metric,
in the coordinate chart U p centred at the point p on the divisor D with the holomorphic coordinate {z 1 , · · · , z n } and the local defining function z 1 of D. We denote H β the space of Kähler cone potentials ϕ such that ω ϕ := ω 0 + i∂∂ϕ is a Kähler cone metric.
2.1. Hölder spaces and geometrically polyhomogeneous. We assume the Hölder exponent α satisfies
The Hölder spaces C k,α,β is defined in Donaldson [28] for k = 0, 1, 2. They are defined in the geometric way and play important role in constructing the Kähler-Einstein metrics on Fano manifolds.
Recall that U p is a coordinate chart intersects with the divisor. A function u(z) : contains all functions u ∈ C 0,α,β such that
The Hölder space C 2,α,β is defined by
For k = 3, 4, · · · , higher order Hölder spaces depend on the background metrics, and they are defined in [46] for all 0 < β ≤ 1. The idea is that not all derivatives are Hölder continuous, along some directions derivatives will blow up, which is from the geometric nature. When cone angle is in 0 < β < 1 2 , the background metric has bounded geometry and then all derivatives are Hölder, as shown in [39] . We say the Kähler cone potential ϕ is geometrically polyhomogeneous, if it has higher order geometric estimates and thus the expansion formula. The geometrically polyhomogeneous is referring to geometric estimates, which are better than the one called polyhomogeneous from PDE point of view, This is detailed in the author's previous articles, in [45] for general complex Monge-Ampère equation with cone singularities and in [46] for cscK cone metrics.
We recall the definition of C 3,α,β w as following and leave higher order spaces later when we need them.
Definition 2.1 ([46]).
A function ϕ belongs to C 3,α,β w with the Hölder exponent α satisfying αβ < 1 − β, if it holds in the normal cone chart,
• ϕ ∈ C 2,α,β ;
• the first derivatives of the corresponding metric g satisfy for any 2 ≤ i, k, l ≤ n, the following items are C 0,α,β ,
• the following terms are O(|z 1 | −κ ) with κ = β − αβ,
When the coordinate chart does not intersect the divisor, all definitions are in the classical way.
2.2.
Geodesics in the space of Kähler cone metrics. The L 2 metric is extended in the space H β . It is shown in [7] that the geodesic equation is a degenerate complex Monge-Ampère equation with cone singularities in the product manifold X = X × [0, 1] × S 1 . The existence and regularity of cone geodesic with cone angle in the whole interval 0 < β ≤ 1 is completed in [46] , and the half angle cone geodesic (0 < β < 1 2 ) has better regularity, as shown in [7] .
In [46] , we solved the boundary value problem of the approximation equation
The notions Ω ψ , Ψ 0 represent the pull-back of the Kähler cone metric ω ϕ and the boundary values ϕ 0 , ϕ 1 to the product manifold X = X × [0, 1] × S 1 under the natural projection π : X → X. The Kähler cone metric Ω b is the background metric constructed on X satisfying appropriate curvature conditions.
We define the generalised cone geodesic {ϕ(t), 0 ≤ t ≤ 1} to be the limit of solutions to as τ → 0 under the C
Similarly, we define the C 1,1,β w cone geodesic to be the limit of solutions to as τ → 0 under the C 1,1,β w -norm with the weight κ = β − αβ, 
2.3.
CscK cone metrics: definition and regularity. We recall the definition of the cscK cone in [46] . There are weaker definitions appeared in [9, 28, 37, 48] .
2.3.1. Reference metric. In [46] , the reference Kähler cone metric ω θ was obtained by solving the following equation of ω θ :
prescribed with a smooth ( 
We let s be the defining section of D and h be a smooth Hermitian metric on L D . We choose Θ D be a smooth (1, 1) 
According to the Poincaré-Lelong equation, the divisor term is given by
By the cohomology condition, we set h 0 be a smooth function satisfying
The Kähler cone potential ϕ θ (Kähler potential of a Kähler cone metric) satisfies the complex Monge-Ampère equation with cone singularities
with the normalisation condition of h 0 ,
There exists a unique solution ϕ θ ∈ C 2,α,β and also geometrically polyhomogeneous, Theorem 1.1 in [45] (see also [38] for related references). 
The constant S β is independent of the choice of ϕ cscK (Lemma 3.1 in [46] ) and equals to the topological constant
We use the equation of ω θ , i. 
The corresponding linearisation space at ω is is the identity component of the group of holomorphic automorphisms of X which fix the divisor D, h(X; D) be the space of all holomorphic vector fields tangential to the divisor and h ′ (X; D) be the complexification of a Lie algebra consisting of Killing vector fields of X tangential to D. The reductivity theorem of Aut(X; D) for cscK cone metric was proved in [46] , see also [18, 38, 39] . Theorem 2.6 (Reductivity Theorem 1.4 in [46] ). Suppose ω is a cscK cone metric. Then there exists a one-to-one correspondence between h ′ (X; D) and the kernel of Lic ω .
Precisely speaking, the Lie algebra h(X; D) has a direct sum decomposition: 2.5. Log K-energy and convexity. Recall the log entropy and log K energy defined in H β . Their properties including continuity and convexity are shown in [37, 46] . Definition 2.8. The log entropy on H β is defined to be
where, s is the defining section of D, h 0 is a smooth function and h is a Hermitian metric on the associated line bundle L D . From (2.5), the log entropy could be rewritten in term of the reference metric ω θ ,
Definition 2.9. The log K-energy is defined on H β as
where, we denote
When β = 1, the log K-energy coincides with Mabuchi K-energy, which will be denoted by,
with the entropy term
Given a closed (1, 1)-form χ, we define the log J χ -functional by
The log K-energy is then rewritten in terms of Mabuchi K-energy ν 1 .
Lemma 2.10. The log K-energy is written as the following formula
In which, Θ D = i∂∂ log h is the curvature form of the Hermitian metric h on the line bundle L D and h := −(1 − β) log |s| 2 h . Lemma 2.11 (Convex and continuity of the log K-energy Proposition 3.10 in [46] ). The log K-energy is continuous and convex along the C β △ -cone geodesic.
We will also use the log I and log J-functional on H β as following
We denote the normalised space H β,0 = {ϕ ∈ H β |D(ϕ) = 0}.
Lemma 2.12. Assume χ 0 is a smooth closed (1, 1)-form and χ = χ 0 + i∂∂f with f ∈ C 1,1,β . Then there exists a constant C(n) such that for any ϕ ∈ H β,0 , we have
Proof. We consider
According to Lemma 4.4 in [14] , we have
After integration by parts, the second part becomes,
Thus the lemma is proved.
Properness conjecture: properness implies existence
In this section, we prove one direction of the Theorem 1.2, that is properness of the log K-energy implies the existence of the cscK cone metric. We would also prove this theorem for the twisted cscK cone metrics, which will be used in Section 5.
Definition 3.1. We let the twisted term χ be a smooth non-negative closed (1, 1)-form. Definition 3.2. We say ω ϕ = ω 0 + i∂∂ϕ is a χ-twisted cscK cone metric, if it satisfies the following equation in terms of the twisted term χ,
The equation of the scalar curvature is then given by
Definition 3.3. The log χ-twisted K-energy ν β,χ is defined as following,
Here ν β (ϕ) is the log K-energy in Definition 2.9.
We recall the convexity of the log J χ -functional.
-cone geodesic and χ > 0 is smooth closed (1, 1)-form. Then the log J χ -functional is strictly convex along ϕ(t), otherwise ϕ is a constant geodesic.
Proof. The log J χ -functional is continuous along the C 1,1,β w -cone geodesic by the cocycle property of j χ and D, c.f. Lemma 3.7 [46] . So it is sufficient to prove the strict convexity of J χ along the C 1,1,β w -cone geodesic in the distributional sense, using the strict positivities of χ. We let η be a smooth non-negative cut-off function supported in the interior of [0, 1] . Recall Ω Ψ is the pull back of the geodesic ϕ(t) to the product manifold
Since Ψ is a psh-function in X, we approximate it by the smooth decreasing sequence Ψ s in the interior of X and still denote by ϕ s the restriction of Ψ s on each slice X × {s} × S 1 , c.f (2.2). It is direct to compute the second order derivative of J χ along the smooth approximation ϕ s (t),
Then integrating over [0, 1], we have
The log J χ -functional is well defined along the C β △ -cone geodesic and ∂ 2 t J χ is well defined along the C 1,1,β w -cone geodesic. Therefore, after taking s → 0, we have by Lebesgue's dominated convergence theorem,
The strict convexity in the distributional sense follows from this identity and χ > 0. Proof. When χ > 0, automorphism action is not involved. The proof of uniqueness is direct as following. Since χ is smooth, from (3.1) we know F ∈ C 2,α,β . Then the Kähler cone potential of the χ-twisted cscK cone metric is C 3,α,β w ∩D 4,α,β w (ω θ ), due to Theorem 2.5. We connect two χ-twisted cscK cone metrics by the C 1,1,β w -cone geodesic (Theorem 2.2). Then the uniqueness required is obtained from applying the convexity of the log K-energy (Lemma 2.11) and the strict convexity of the log J χ -functional (Lemma 3.4) to the log χ-twisted K-energy. Proof. When χ = 0, the uniqueness of the cscK cone metric (Theorem 2.7) and the convexity Lemma 2.11 implies the cscK cone metric is the global minimiser in H β . When χ > 0, we apply Lemma 3.5 instead.
3.1. Approximation of twisted cscK cone metric. The approximation scheme is important in the proof of Yau-Tian-Donaldson conjecture on Fano manifold [17] . The approximation of the twisted cscK cone metric was given in [46] . We apply [14] to give an improvement of the approximation.
3.1.1. Approximation of the reference metric ω θ . We approximate the background metric ω θ (Section 3.2 [46] ). We solve smooth ω θǫ := ω 0 + i∂∂ϕ θǫ from the following approximation equation with ǫ ∈ (0, 1],
In order to normalise the volume M ω n θǫ = M e h 0 +c (|s| 2 h +ǫ) 1−β ω n 0 = V , we use (2.6) and define the normalisation constant c satisfies that
Lemma 3.7 (Section 3.2 [46] ). Assume that ω θǫ is the approximate reference metric satisfying (3.2). Then for any ǫ ∈ (0, 1], we have
Proof. Using (2.5), we compute that
The conclusion follows from the following inequality on M ,
When Θ D ≥ 0, we have Ric(ω θǫ ) ≥ θ. Otherwise, we still have the lower bound Ric(ω θǫ ) ≥θ.
3.1.2.
Approximation of the log χ-twisted K-energy. We approximate the log χ-twisted K-energy ν β,χ by the twisted K-energy with respect to the approximate reference metric ω θǫ .
Definition 3.8. We define the approximate log χ-twisted K-energy.
Lemma 3.9. We denote
Then we have
We compute
The constant c is defined in (3.3).
Lemma 3.10. We denote
Proof. We insert (3.6) into the formula of the approximate log χ-twisted K-energy. (3.5) that
From the definition of the log χ-twisted K-energy ((2.10) and (3.3)), we have
Therefore, the lemma is proved.
Lemma 3.11. For any ǫ ∈ (0, 1] and for any ϕ ∈ H, it holds
Proof. The first conclusion follows from the relation between the entropy and its approximation in Lemma 3.9 and using
Therefore, the second conclusion is obtained from using Lemma 3.10 and the inequality above.
Lemma 3.12. The critical point of the approximate χ-twisted K-energy satisfies the following equation
which is equivalent to
Proof. It is a direct computation of the first derivative of the approximate log χ-twisted K-energy (3.5). We use the derivative
So we have
and the lemma is proved by integration by parts.
We check the topological condition, so that the equation in the lemma above is well-defined.
Proof. Since ω ϕ is a smooth Kähler metric in [ω 0 ], we have
As a result, the lemma follows from
3.1.3. Solving approximate equations.
Proposition 3.14 (Existence of approximate solutions). Assume that χ ≥ 0 is a smooth closed (1, 1)-form and C 1 (L D ) ≥ 0. Assume the log χ-twisted K-energy ν β,χ is proper. Then the χ-twisted cscK cone metric has a smooth approximation {ϕ ǫ , ǫ ∈ (0, 1]} satisfying (3.7).
Proof. From Lemma 3.11, the approximation twisted K-energy ν ǫ β,χ is also proper. Since C 1 (L D ) ≥ 0, we have Ric(ω θǫ ) ≥ θ from Lemma 3.7. Using the approximation χ ǫ of χ (Definitioon 3.1), the twisted term Ric(ω θǫ ) − θ + χ ǫ is a smooth non-negative closed (1, 1)-form. According to Theorem 4.1 in [14] , there exists a unique smooth twisted cscK metric satisfying equation (3.7). Thus we obtain the existence of approximate solutions.
Lemma 3.15 (Properness implies approximate entropy bound). Given the assumption and the approximate χ-twisted cscK cone metric ϕ ǫ in Theorem 3.14. Then
Proof. Since ϕ ǫ ∈ H is the global minimiser of the log twisted energy ν ǫ β,χ in H (c.f. Lemma 3.6 but using C 1,1 geodesic [12] and convexity in [2, 20] ), we have
From Lemma 3.11, we have
. Then the properness of ν β,χ implies that
Thanks to Lemma 2.12, we have J −θ (ϕ ǫ ) and J χ (ϕ ǫ ) are uniformly bounded below. Thus, from the formula of ν ǫ β,χ in (3.5), we obtain the uniform bound of the approximate entropy in the lemma.
Lemma 3.16 (Apriori estimates of the approximate solutions). Given the assumption and the approximate χ-twisted cscK cone metric ϕ ǫ in Theorem 3.14. Then for any ǫ ∈ (0, 1], there is a constant C such that
where C depends on the following quantities
Proof. It directly follows from the apriori estimates (Theorem 4.2) and the Ricci lower bound (Lemma 3.7). The uniform bound of the entropy E ǫ β (ϕ ǫ ) follows from Lemma 3.15.
Lemma 3.17 (Entropy approximation).
Given the assumption and the approximate χ-twisted cscK cone metric ϕ ǫ in Theorem 3.14. Then after taking ǫ → 0, we have the entropy converges if E β (ϕ) < ∞:
Proof. Recall that the model metric is ω D = ω 0 + δi∂∂|s| 2β h with small constant δ and its approximation is ω ǫ D = ω 0 + δi∂∂(|s| 2 h + ǫ) β . From the second order estimate for (3.2) (c.f. [43] ), we have ω θǫ is uniformly equivalent, that is
for two uniform constants C 1 , C 2 . From (3.11), we have
We now use the estimates in Lemma 3.16. We also have the estimates of approximation solution
The constant C is independent of ǫ. Moreover,
Outside the divisor, we have higher order estimates by applying the EvanKrylov and the Schauder estimate. Hence the approximate sequence ϕ ǫ converges to ϕ point-wise outside D, and then F ǫ → F point-wise outside D.
Thus we conclude (3.13) by applying Lebesgue's dominated convergence theorem and Lemma 3.15 to the integral
3.2. Existence and apriori estimates: approximation method. In Section 4, we will prove the uniform apriori estimates of the approximation equation (3.7), which is independent of ǫ. We will show how to apply the uniform apriori estimates to the limit equation ( Proof. From Proposition 3.14, we have a sequence smooth approximate solutions ϕ ǫ . Combining Lemma 3.15, Lemma 3.16 and Lemma 3.17, we conclude that when ǫ → 0, the approximate solution ϕ ǫ smoothly converges to ϕ in the regular part X \ D, which is a solution to (3.1). From Lemma 3.17, we obatain the estimates that
, the Nash-Moser iteration implies the C 0,α,β estimate of F . Then we get estimate of ϕ C 2,α,β by Evans-Krylov estimate (c.f. [7, 18, 21, 32] ). Thus by the Schauder estimate [28] , we have estimate of F C 2,α,β from the equation of △ ϕ F . In conclusion, we prove that
The following corollary is direct from the proof above.
Corollary 3.19. Given the assumption and the χ-twisted cscK cone metric in Theorem 3.18. If we denote the χ-twisted cscK cone metric by ω ϕ = ω + i∂∂ϕ, then ϕ ∈ D 4,α,β w (ω θ ) and there is a constant C such that
The constant C depends on the following quantities
Proof. The up to 2nd estimates follow from Lemma 3.16 and Lemma 3.17.
The approximate entropy bound is replaced by the entropy E β (ϕ). We could also follow the proof of Lemma 3.15, and use the properness of ν β,χ (ϕ) and Lemma 3.6 to conclude that the entropy E β (ϕ) is bounded. The higher order estimates are given in Theorem 3.18.
Apriori estimates
4.1. Set-up. Recall that ω 0 is a smooth Kähler metric and θ is a smooth closed (1, 1)-form. The Kähler cone metric ω θ is defined in (2.5) and ω θǫ is the smooth approximation metric of ω θ in (3.2) with Ricci curvature bounded below Ric(ω θǫ ) ≥ θ. Let χ 0 be a smooth closed (1, 1) form. We are given a bound function R and a closed (1, 1)-form
We normalize f such that sup X f = 0.
We denote Θ = θ − χ 0 . The equations we consider are,
From which, we get the equation of the twisted scalar curvature,
In this section, we define the Kähler potential ϕ ǫ in terms of the background metric ω θǫ ,
We remark that this is different from the previous section, where the Kähler potential is defined respect to the smooth metric ω 0 . But the Kähler cone potential ϕ θǫ is bounded c.f. (3.2), since ω n θǫ ≤ e c ω n θ ∈ L p (ω 0 ) for some p > 1.
4.1.1. Convention. The quantitative conditions of χ and R will be specified in this section. When we write inf X χ, it means χ ≥ inf X χ · ω θǫ . If χ > 0, we set inf X χ = 0. It is similar to define sup X χ and χ ∞ , with respect to ω θǫ .
4.2.
Log alpha invariant α β and alpha invariant α 1 . The generalised alpha invariant has been introduced in terms of log canonical thresholds c.f. [1, 8] .
Definition 4.1. The log alpha invariant in H β is
where ω θ is the Kähler cone metric defined in Section 2.5. Recall that ω n θ = e h 0 |s| The definition of the invariant α β does not depend on the choice of ω 0 , h 0 , h, and aslo ω θ . When β = 1, α 1 coincides with Tian's alpha invariant [41] , that is there exists C 1 such that
4.3. Main estimates.
Theorem 4.2. Suppose that ϕ is a solution to (4.2) and (4.3) with the twisted term satisfying (4.1). Then there is a constant C such that
where C depends on α 1 , α β , n,
for some q > 1 and the following quantities
In which, p 0 is sufficiently large and depends on n nd p. Furthermore, when f = 0, there is a constant C such that
Proof. We apply the Holder inequality to control e −f
with p > p 0 and The estimates in [13] [14] [15] uses fixed smooth reference metric ω 0 . In our setting, the reference metric is ω θǫ , which converges to a Kähler cone metric ω θ . But in general, the Kähler cone metric does not have bounded geometry. Therefore, we need to use the delicate analysis of the approximate metric ω θ proved in [46] and choose appropriate weighted functions to carry out the estimates.
4.4. L ∞ -estimates of Kähler cone potential and volume ratio. The L ∞ -estimates will contain three parts, including the lower bound of F , the upper bound of F , and the L ∞ -bound of ϕ.
From now on, we use ω to denote ω θǫ and write ϕ instead of ϕ ǫ for short. (ω) solution of (4.3). Then there exists a constant C such that
The constant C depends on
Proof. The lower bound of F and F + f are obtained from Proposition 4.7. Then the theorem follows from the L ∞ -estimates of ϕ and the F + f upper bound (Proposition 4.6).
4.4.1. Basic inequalities. We will use the following fundamental inequalities many times in this section,
We normalised ϕ such that sup X ϕ = 0. We will use the formula, 
According to the Calabi-Yau theorem, the auxiliary function ψ is obtained by solving
We also normalize ψ such that sup X ψ = 0. We use (4.8), and also (4.11) to get
Lemma 4.4. The integral E Φ is controlled by the entropy E β as
Proof. We prove by direct computation
The lemma follows from e F F ≥ −e −1 .
4.4.3.
Partial F + f upper bound.
Proposition 4.5. For any B ∈ (0, 1), there holds
Proof.
Step 1: differential inequality: We let u = F + f + Aϕ + Bψ and compute by using (4.3), (4.10) and (4.12) that
. We set A Θ := inf X Θ − A − B > 1 with the choice of A = −2(1 + | inf X Θ|), and also set
We denote by δ a constant to be determined. In conclusion, we have
Step 2: localisation Assume that z is the maximum point of u. Let B d (z) be the ball centred at z with radii d. We choose η to be the cutoff function such that η = 1 in the half ball B d/2 (z), and equals to 1 − ǫ outside B d (z). Then we have
Choosing ǫ small enough such that
Then we apply the Alexandroff maximum principle to the equation of e δu η, which is obtained from above,
We get
where (A R ) − means the negative part of A R . So in such region,
Since F ≤ Φ(F ) = √ F 2 + 1, we have F is bounded above by C F depending on E Φ , sup X R, A, B, n.
Step 3: using cone reference metric We will prove that
is bounded. By ψ ≤ 0 and f ≤ 0, there exists a constant depending on C F , sup X R, A, n such that
In the last inequality, we use |(A R ) − | ≤ sup X R − An and (3.2), that is
From (3.3), the normalisation constant e c is bounded above. We have I is bounded, when we choose appropriate δ according to the log alpha invariant α β . Thus the upper bound of u = F + f + Aϕ + Bψ is obtained from η = 1 − ǫ on ∂B d (z). We complete the proof, by using ϕ ≤ 0 and A < 0 to see Aϕ ≥ 0. 
Proof. From the partial F + f upper bound (Proposition 4.5), we have
Then by ψ ≤ 0 and the alpha invariant α 1 , we get
We choose p such that p 0 > p > 1 and also p 1 satisfying
Then we choose B small such that
The Hölder's inequality implies that 
Proof. We set u = F + f + Aϕ and compute
In which, we choose A = sup X Θ + | inf X R| n + 1 such that
We let δ to be a positive constant to be determined. After multiplying with −δ, we have
By using the cutoff function (4.14) in B d (z) near the maximum point z of −u, and choosing ǫ small enough such that
We also have
Then we apply the Alexandroff maximum principle to this differential inequality,
By the L ∞ -estimates (Proposition 4.6), we already have ϕ ∞ ≤ C and F ≤ −f + C. We choose 0 < δ ≤ n −1 . Then there exists a constant depending on ϕ ∞ , sup X (F + f ), A R , δ such that
We then conclude that I is bounded, since e −f ∈ L p 0 (ω) for p 0 ≥ 2. We complete the proof by using η = 1 − ǫ on ∂B d (z). 
Here, C(p) depends on the quantities in (4.18), and
When 0 < p < 1, the same inequality holds with constant C(1).
Step 1: using cone reference metric. Following Yau's computation, we have
Then we follow the same argument in Section 2.0.1 and 2.2 in [46] to deal with the curvature terms. According to the geometrically polyhomogeneous of the reference metric, there is a function φ such that
for some fixed constants C, C φ . Then by Paun's trick we have
Step 2: differential inequality with weight φ. We compute by using (4.16) and (4.19),
We choose A = | sup X Θ| + α −1 (C + 2) + n −1 | inf X R| such that
We also denote A R := α inf X R − αAn < 0. We define
The inequality above is rewritten as
We set v = e u tr ω ω ϕ . Then using tr ω ω ϕ · tr ϕ ω ≥ e −F n−1 (tr ω ω ϕ )
Step 3: integral inequality with weight φ. We multiply the differential inequality above with v p−1 and integrate by parts
The first term is direct
By v = e u tr ω ω ϕ , the second term is then
From (4.20), the third term becomes
The fourth term reads
Proceed with the integration by parts, we reduce IV 1 to
We choose α ≥ max{p, 2} such that
4 . Substituting with v = e u tr ω ω ϕ , we have
We now make use of △ϕ = tr ω ω ϕ −n ≤ tr ω ω ϕ and △φ = tr ωω −nC ≥ −nC to see that
Substituting into IV 2 and using α−1 ≥ α 2 ≥ 1 and also tr ω ω ϕ ≥ 1 (otherwise we are done), we obtain that
We use the second term II and choose B = 1 − α −1 such that 1 − B = B α−1 > 0, and see that
Here, we use △ ϕ f tr ω ω ϕ − △f ≥ 0. Now we return back to the integral inequality
Combining the inequalities above together, we thus obtain that
We make use of v = e −α(F +Bf +Aϕ)+φ tr ω ω ϕ and αB = α − 1, so we have
We recall that
According to L ∞ -estimates (Theorem 4.3) and construction of the reference metric in (4.18), there is a consonant C depending on
and constants in (4.18) such that
Setting h = tr ω ω ϕ and choosing k = p + 1 n−1 , we may rewrite the inequality above as
Consequently, we obtain the estimate
1 . At last, we apply the Hölder inequality to obtain the estimate,
and complete the proof for any p ≥ 1.
4.6. C 1,1 estimate.
Theorem 4.9. There holds
The constant C depends on the quantities in (4.18), R ∞ , Θ ∞ , inf X Ric(ω), n, and
Step 1: differential inequality. We denoteF = F + f and
We also denote (∇a, ∇b) ϕ = g ij ϕ (a i bj + a i bj). Then we have
We compute the last term
We use Ric(ω ϕ ) = Ric(ω) − i∂∂F to see in local coordinate that 
By using △ ϕF = tr ϕ Θ − R and tr ϕ ω ≤ 1 n−1 e −F (tr ω ω ϕ ) n−1 , we obtain thus that,
Similarly, we also have
Substituting into (4.22), we thus have
We obtain with the aid of the relation i∂∂f ≥ −χ 0 that .23), we obtain that
We set the constant
and have proved that
Here we use the assumption that tr ω ω ϕ ≥ 1, otherwise we are done.
Step 2: integral inequality. In order to rewrite the differential inequality in the integral form, we multiply the differential inequality above with −u p−1 for some p ≥ 1. After applying the integration by parts, we get
Applying the integration by parts again, the first term I in (4.25) becomes,
By the Hölder inequality, the last term I 3 in (4.26) is bounded by
By eF 2 |∂F | 2 ϕ ≤ u again, we have
Substituting into (4.25), we obtain that
Since △ ϕF = tr ϕ Θ − R, we have by (4.8) that
We now substitute it into (4.27) and make use of the assumption tr ω ω ϕ ≥ 1. Accordingly, we see that there is a constant C depending on F ∞ , Θ ∞ , R ∞ , A, n such that
Making use of
we conclude that the right hand side of the inequality above is bounded by
We set v = u p 2 and h = tr ω ω ϕ .
We use the lower bound of F (Proposition 4.7) to the left hand side, that is ω n ϕ = e F ω n ≥ e inf X F ω n . In conclusion, we have
Step 3: iteration. In order to proceed the iteration procedure, we change |∂v| ϕ to |∂v| and use the Hölder's inequality,
The inequality (4.28) is rewritten as
We apply the Hölder's inequality to the terms on the right hand side
and also by using the F lower bound (Proposition 4.7),
We denote the Sobolev exponent a * = 2na 2n−a and let a < 2 < b < a * . The Sobolev inequality gives that
In conclusion, by the W 2,p -estimates (Theorem 4.8), there is a constant C depending on sup
Rewrite it in u, we get
The iteration procedure tells us
In order to bound u 1 , we use the integration by parts to see
The constant C depends on F ∞ , R ∞ and inf X Θ. Therefore, the u 1 norm is bounded and the required estimate follows from the W 2,p -estimates (Theorem 4.8). The constant C depends on the quantities in (4.18), and
Step 1: differential inequality. We denote
Recall (4.19) that
Putting together, we see that
We see
Here we use use tr ω ω ϕ ≥ 1. Setting the constant
we thus obtain the differential inequality
Step 2: integral inequality. We multiply the differential inequality above with −u p−1 for some p ≥ 1 and apply the integration by parts,
By the same reason of (4.27), we estimate the first term on the right hand side and thus obtain that
Note that
Substituting into the inequality above and using the assumption tr ω ω ϕ ≥ 1 and u ≥ 1, we thus have that there is a constant C depending on F ∞ , Θ ∞ , R ∞ andÃ such that
We denote v = u p 2 and h = tr ω ω ϕ , and rewrite this inequality as following
Step 3: iteration. Similar to (4.29), we have
The Sobolev inequality with exponent a * = 2na 2n−a and a < 2 < b < a * implies that
By the Hölder's inequality, we get
Thus there is a constant C depending on h a
Running the iteration procedure, we obtain the estimate is bounded by (4.30) . Therefore, the proof is completed with the aid of the W 2,p -estimate (Theorem 4.8).
5. Regularity and uniqueness of log χ-twisted K-energy minimisers 5.1. The complete space E 1 . Recall that H is the space of smooth Kähler potentials in Ω = [ω 0 ]. Let ϕ be a Kähler potential in H, the tangent space of H at ϕ is the set of smooth functions C ∞ (X). The d 1 metric is defined to be
We denote by E 1 the finite energy class [31] ,
It is proved in Theorem 2.3 in [24] that the metric completion of H under d 1 is E 1 . When ϕ 1 , ϕ 2 ∈ E 1 , their approximation sequence are two decreasing sequence ϕ k i , i = 1, 2 which are converging pointwise to ϕ i . The d 1 -geodesic between ϕ i is the limit of Chen's C 1,1 geodesic between ϕ k i . The limit is also in E 1 and independent of the choice of approximation of the boundary values ϕ i . We also denote by E 1 0 the functions ϕ in E 1 with the normalization condition D(ϕ) = 0. Definition 5.1. We assume χ ≥ 0 is a smooth closed (1, 1)-form and recall that the log χ-twisted K-energy is
We say ϕ ∈ E 1 is a log χ-twisted K-energy minimiser, if
Given a Kähler cone potential ϕ, its volume form ω n ϕ is L p for some p > 1. Thus ϕ is a Hölder continuous function and H β ⊂ E 1 . The space of Kähler cone potential H β is dense in E 1 . The results in Section 2.5 are extended to the log K-energy over H β .
Lemma 5.2. We assume χ ≥ 0 is a smooth closed (1, 1)-form. The log χ-twisted K-energy ν β,χ : H β → R could be extended to ν β,χ : E 1 → R. Furthermore, the log χ-twisted K-energy is d 1 lower semi-continuous and convex along the d 1 -geodesic.
Proof. From Definition (2.9), we recall the formula of the log χ-twisted Kenergy
Theorem 4.7 in [5] assume that the twisted termχ =χ 0 + i∂∂f satisfies χ 0 is a smooth closed positive (1, 1)-form, f is aχ 0 -psh function and e −f ∈ L 1 (ω n 0 ). The twisted K-energy in this theorem uses the formula
In order o apply this theorem, we see that in our case,
In the computation above, we use (2.4) and the assumption that χ ≥ 0.
With the same reason to Lemma 5.2, Corollary 4.8 in [5] is applied to the log χ-twisted K-energy.
Lemma 5.3. We assume χ ≥ 0 is a smooth closed (1, 1)-form. Suppose a sequence ϕ i ∈ E 1 satisfies both the log χ-twisted K-energy ν β,χ (ϕ i ) and d 1 (0, ϕ i ) are uniformly bounded. Then there exists a d 1 convergent subsequence.
5.2.
Regularity of log χ-twisted K-energy minimisers. Proof. Assume that ϕ min is a minimiser of the log χ-twisted K-energy ν β,χ . Then there exists a sequence ϕ j ∈ H (c.f. Lemma 3.1 in [5] ) such that
Smoothing ϕ j by the twisted cone path ϕ t j : We fix ϕ j and connect it to ϕ min by the path of ϕ t j with ϕ 0 j = ϕ j such that ϕ t j minimise the twisted K-energy
The path satisfies the equation
When t ∈ (0, 1), we have
for all ϕ ∈ H. Since J ωϕ j is proper [22] , we have K t is also proper. The existence of the solution ϕ t j to (5.2) is guaranteed by Theorem 3.18.
Getting uniform entropy bound of ϕ t j : Since ϕ t j is also the global minimiser of K t (Lemma 3.6), we get K t (ϕ t j ) ≤ K t (ϕ j ). Then by using J ωϕ j (ϕ j ) ≤ J ωϕ j (ϕ t j ), we have uniform energy upper bound
Similarly, we use K t (ϕ t j ) ≤ K t (ϕ min ) and ν β,χ (ϕ min ) ≤ ν β,χ (ϕ t j ) to prove 
for some constant depending on sup j d 1 (0, ϕ j ) and n.
By Lemma 2.12, we have
. Thus, by (5.3) and (5.6), the entropy is bounded as sup j,0.1<t<1
To conclude the convergence of ϕ t j : According to Corollary 3.19 with the twisted term χ + 1−t t ω ϕ j ≥ 0, we have the estimates ϕ
The constant C depends on sup j,0.1<t<1
After taking t → 1, we have ϕ t j converge to (ω θ ).
5.3.
Uniqueness of log χ-twisted K-energy minimisers. We close this section by using the regularity theorem to prove the following uniqueness of the log χ-twisted K-energy minimiser.
Proposition 5.5 (Uniqueness of minimisers). Suppose χ > 0 is a smooth closed (1, 1) form. Then the log χ-twisted K-energy minimiser is unique.
Proof. According to the regularity theorem Theorem 5.4, log χ-twisted Kenergy minimiser is D 4,α,β w (ω θ ). Then this lemma follows from Lemma 3.5.
When considering the smooth case β = 1 and χ is a Kähler form. The uniqueness of the χ-twisted Mabuchi energy in proved in Theorem 4.13 in [5] .
Existence implies properness and the geodesic stability conjecture
With the preparation above, we are ready to prove "existence implies properness" and the geodesic stability conjecture for cscK cone metrics. The proofs are similar to [14] . We put them as following for readers' convenience.
6.1. Existence implies properness. Definition 6.1. We say the log K-energy is coercive, if there exists positive constants A and B such that ν β (ϕ) ≥ A · d 1 (ϕ, 0) − B for all ϕ ∈ H. Theorem 6.2. Assume that the automorphism group Aut(X; D) is discrete. Suppose that there exists a constant scalar curvature Kähler cone metric ω cscK . Then the log K-energy is proper. Moreover, the log K-energy is coercive.
Proof. Let ω cscK = ω 0 +i∂∂ϕ cscK . We will prove that there exists a constant A such that
We prove by contradiction method. We assume that there exists a sequence
→ 0. We connect ϕ cscK to ϕ i by unit speed d 1 -geodesic e i (s). We pick up a point e i (1), that is
The convexity Lemma 5.2 implies that
Then by the weak compactness Lemma 5.3, there is a d 1 -convergent subsequence of e i (1) to e ∞ (1). Taking i → ∞, the lower semicontinuity Lemma 5.2 implies ν β (e ∞ (1)) ≤ ν β (ϕ cscK ). As a result, e ∞ (1) is also a log K-energy minimiser.
According to the regularity Theorem 5.4, e ∞ (1) is a cscK cone metric. By the assumption of trivial Aut(X; D), the uniqueness Theorem 2.7 implies that e ∞ (1) is the same to ϕ cscK , which contradicts to
Thus the proof is complete.
The counterpart for χ-twisted cscK cone metrics is given below. Theorem 6.3. Suppose χ is a smooth closed (1, 1)-form and χ > 0. Suppose that there exists a χ-twisted constant scalar curvature Kähler cone metric ω cscK = ω 0 + i∂∂ϕ cscK . Then the log χ-twisted K-energy ν β,χ is proper. Moreover, there exists a constant A such that
Proof. Following the argument above, e ∞ (1) is a log χ-twisted K-energy minimiser. According to the uniqueness of the χ-twisted K-energy minimiser (Proposition 5.5), we have that e ∞ (1) = ϕ cscK . But the distance between them is 1. Contradiction.
6.2. Donaldson geodesic stability conjecture. We extend Donaldson conjecture [29] to the cscK cone metrics. • there exists no constant scalar curvature Kähler cone metric;
• there exists a ϕ 0 ∈ E 1 0 and an d 1 -geodesic ray {e(s); 0 ≤ s ≤ ∞} in E 1 0 starting with ϕ 0 such that the log K-energy is non-increasing along e(s);
• for all ϕ ∈ E 1 0 , there exists an d 1 -geodesic ray {e(s); 0 ≤ s ≤ ∞} in E 1 0 starting with ϕ such that the log K-energy is non-increasing along e(s).
The proof of this theorem is divided into the following two propositions.
Proposition 6.5. (1) =⇒ (3).
Proof. We obtain from the properness Theorem 3.18 that, if there is no cscK cone metric, then there exists a decreasing sequence ϕ i ∈ H 0 such that d 1 (0, ϕ i ) → ∞, as i → ∞, and
Construction of d 1 -geodesic ray: From assumption of (3), we are given a point ϕ. We connect it with ϕ i by a
From convexity Lemma 5.2, the log K-energy is convex along e i (s). It implies that for s
That is bounded by ν β (ϕ) + C, due to (6.1). Given s, ν β (e i (s)) and d 1 (ϕ, e i (s)) = s are uniformly bounded, we could apply the weak compactness Lemma 5.3 to subtract a subsequence converges to e(s), as i → ∞. Then we construct a geodesic ray {e ∞ (s); s ∈ [0, ∞)} starting g from ϕ.
We then use continuity Lemma 5.2 to conclude that the log K-energy is also convex along e(s). Thus the log K-energy function is non-increasing along the geodesic ray e(s). Proposition 6.6. (2) =⇒ (1).
Proof. We are given an E 1 0 geodesic ray {ϕ(t); 0 ≤ t ≤ ∞} sarting from ϕ 0 ∈ E 1 0 such that the log K-energy is non-increasing. We prove by contradiction method. We assume there exists a cscK cone metric ϕ. We choose a non-increasing sequence ϕ i = ϕ(t i ) along the geodesic ray with t i → ∞.
Then following Step 2 above, we construct a geodesic ray e(s) such that the log K-energy is non-increasing along it. Since e(0) = ϕ is a cscK cone metric, e(s) are all log K-energy minimiser. According to regularity Theorem 5.4, e(s) are all cscK cone metrics. They all equal to ϕ by uniqueness Theorem 2.7.
Then contradiction comes from the triangle inequality of the distance comparison. For large s,
The proof of the twisted cscK cone metric is identical. • there exists no χ-twisted constant scalar curvature Kähler cone metric; • there exists a ϕ 0 ∈ E 1 0 and a d 1 -geodesic ray {e(s); 0 ≤ s ≤ ∞} in E 1 0 starting with ϕ 0 such that the log χ-twisted K-energy is strictlydecreasing along e(s); • for all ϕ ∈ E 1 0 , there exists a d 1 -geodesic ray {e(s); 0 ≤ s ≤ ∞} in E 1 0 starting with ϕ such that the log χ-twisted K-energy is strictlydecreasing along e(s).
Proof. From the proof of Theorem 6.4, it remains to prove that the log χ-twisted K-energy is strictly-decreasing in the statements (2) and (3). If not, from uniqueness Proposition 5.5 of the log χ-twisted K-energy minimiser, we have that e(r) = e(s) for any r, s ≥ s 0 . This is a contradiction to the distance between them is |r − s|.
7.
CscK cone path 7.1. Deform cone angle of the cscK cone path. Definition 7.1. We say the path {ω ϕ β = ω 0 + i∂∂ϕ β ; 0 < β ≤ 1} is a cscK cone path, if ω ϕ β is a cscK cone metric with cone angle β along the smooth divisor D.
We recall the equation of the cscK cone metric in Definition 2.3,
In which, the smooth (1, 1)-form θ β ∈ C 1 (X) − (1 − β)C 1 (L D ) and ω θ β satisfies the equation in the distribution sense,
The topological constant Proof. From assumption, we have a cscK cone metric ω ϕ β 0 with cone angle β 0 . According to the necessary part of the properness theorem "existence implies properness" (Theorem 6.2), the corresponding log K-energy ν β 0 is proper.
Approximate the cscK cone metric ω ϕ β 0 . Now we apply the approximation scheme (Proposition 3.14) to conclude that the cscK cone metric ω ϕ β 0 has a smooth approximation of the twisted cscK metric {ϕ β 0 ǫ , ǫ ∈ (0, 1]} satisfying the twisted cscK equation
Deform the cone angle of the approximate equation (7.3) . We now fix the parameter ǫ and prove the deformation of (7.3) in terms of the parameter β 0 . In order to apply the implicit function theorem, we need to prove that the kernel of the linearisation operator is trivial. We compute that the linearisation operator of (7.3) at ω ϕ β 0 ǫ that for all β ∈ (β 0 − δ ǫ , β 0 + δ ǫ ), there exists a smooth twisted cscK metric
If we could take ǫ → 0 in an appropriate sense to have the limit of δ ǫ → δ 0 > 0, we obtain a cscK cone metric ω ϕ β with cone angle β in (β 0 − δ 0 , β 0 + δ 0 ) and thus prove the theorem. It then boils down to obtain apriori estimates of the sequence ϕ β ǫ in the following steps. Uniform distance bound. We will prove that there exists a small positive constant ǫ 0 such that for all ǫ ∈ (0, ǫ 0 ] and β ∈ (β 0 − δ ǫ 0 , β 0 + δ ǫ 0 ), we have
We leave the proof in the next Proposition 7.3.
Take convergent subsequence. Now we fix the cone angle β, and will take convergent subsequence of ϕ β ǫ such that it converges to a cscK cone metric required.
The procedure is similar to what we did in Section 3.1.3. In order to apply Theorem 4.2 to get
it is sufficient to verify that the entropy
is bounded uniformly for all ǫ ∈ (0, ǫ 0 ]. This is because
and also ν ǫ β (ϕ
) as above and the distance bound (7.6). Hence a subsequence of the approximate sequence ϕ β ǫ converges to ϕ ∞ in C 0,α in X and smoothly outside D. Moreover, ϕ ∞ satisfies (7.1) in the regular part M and the second order estimate C −1 ω θ ≤ ω ϕ ≤ Cω θ . Then the Schauder estimate gives ϕ ∞ ∈ C 2,α,β and the regularity Theorem 2.5 implies ϕ ∞ ∈ D 4,α,β w (ω θ ). Proposition 7.3. Given the approximate sequence ϕ β ǫ in the proof of Theorem 7.2. There exists a small positive constant ǫ 0 such that for all ǫ ∈ (0, ǫ 0 ] and β ∈ (β 0 − δ ǫ 0 , β 0 + δ ǫ 0 ), we have
Proof. We consider β ∈ [β 0 , β 0 + δ ǫ 0 ), the other side is similar. We prove by contradiction method. Assume that there is a sequence ǫ i → 0, such that δ ǫ i → 0 and
In which, β i = β 0 + δ ǫ i is the first cone angle moving forward β 0 when the identity above achieves.
We will need several steps to achieve the contradiction. We set ϕ i = ϕ Step 1: Uniform apriori estimates of ϕ i We will prove that Claim 7.4. There is a constant C independent of i such that for any p > 1,
We start to prove this claim. According to Theorem 4.2, there is a constant C such that
) ≤ C, (7.10) where C depends on α 1 , α β , n, In which, p 0 is sufficiently large and depends on n and p. We now verify the constant dependence (7.11) is uniformly for all i. That the scalar curvature average sup i S β i is bounded follows from the formula (7.2). The smooth closed (1, 1)-form θ β i ∈ C 1 (X) − (1 − β)C 1 (L D ) is chosen to smoothly depend on the parameter β, so sup i θ β i ∞ is bounded. By Ric(ω θ Moreover, we have X |f i | p ω n 0 → 0 and e −f i → 1 in L p (ω θ β 0 ) for some large p, as i → ∞. Then we are able to take limit on the both side of ω n ϕ i = e F i ω n θ β 0 = eF i e −f i ω n θ β 0 to get (7.14). b). We choose a sequence of smooth F i converges to F ∞ in W 1,p (ω θ β 0 ) and approximate (7.14) by the complex Monge-Ampère equation The existence of smooth solution ϕ i is guaranteed by [19] . The second order estimate of ϕ i is obtained in the following Section 7.2. Then after taking ǫ i → 0 in (7.15) in X \ D, we have a Kähler cone metric ω ϕ 1 which solves (7.14). Moreover, F ∞ ∈ C 0,α,β , ϕ 1 is C 2,α,β by Evans-Krylov estimates. Actually, we have ϕ 1 = ϕ ∞ by uniqueness of the solution of (7.14). c). Then we derive the equation of F ∞ . We choose η be a smooth function and rewrite (7.8) in the integral form Since ϕ ∞ is C 2,α,β , we could solve △ ϕ∞ F 1 = tr ϕ∞ θ β 0 − S β 0 to get a solution F 1 ∈ C 2,α,β . But the smooth functions are dense in W 1,p (ω θ β 0 ) and F ∞ ∈ W 1,p (ω θ β 0 ), we choose η = F 1 − F ∞ in the integral identity above such that
Thus F ∞ coincides with F 1 and is also C 2,α,β .
In conclusion, ϕ ∞ ∈ D 4,α,β w (ω θ β 0 ) is a cscK cone metric.
Step 3: Take a distance convergent subsequence of ϕ i j We are going to subtract a subsequence in the previous Step such that the d 1 -distance d 1 (ϕ β 0 , ϕ ∞ ) converges to 1. Therefore we arrive at the contradiction to (7.13) and therefore the distance bound (7.6) is proved.
From assumption (7.7), we already have the bound of the d 1 -distance. In order to apply Lemma 5.3 to get the d 1 -convergent subsequence required, it is sufficient to verify that the log K-energy is bounded.
Recall the formula of the log K-energy (2.10), Here, we use the continuity of h β 0 and c β on β and Lemma 2.12. We see that ν β (ϕ) is continuous on the cone angle β for any ϕ. As a consequence, we make use of Lemma 3.11 to obtain that the log K-energy is bounded, that is
Then the proof of this step is complete, and we thus obtain the distance uniform bound in the proposition. The constant C depends on the quantities in (4.18), and ϕ ǫ C 1,α,β , F ǫ W 1,p (ω n θǫ ) for p > 2n. Proof. We omit the index ǫ in the proof. Recall (4.19), there is a positive constant C 0 such that △ ϕ [log(tr ω ω ϕ ) + φ] ≥ −C 0 tr ϕ ω + △F tr ω ω ϕ .
We set u = e −Cϕ+φ tr ω ω ϕ with C = C 0 + 1, and we compute that We apply the Cauchy inequality with epsilon to see that tr ω ω ϕ ≤ ǫ(tr ω ω ϕ ) n n−1 + C(n, ǫ).
We choose ǫ such that −Cnǫ + e − sup X F n−1 < 0. As a consequence, letting A = e −C inf X ϕ+sup X φ CnC(n, ǫ), we have △ ϕ u ≥ e −Cϕ+φ [−CnC(n, ǫ) + △F ] ≥ −A + e −Cϕ+φ △F.
We write it in the integral form, since ϕ ∈ L ∞ . Therefore, the second order estimate is obtained.
