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Master’s Thesis title: 
Manipulation of the rodent spatial representation via 
brain-computer interface 
 
Abstract: 
The neuromodulation of dopaminergic neurons on the hippocampal activity is an 
important mechanism for the encoding of spatial information at Hippocampal place cells. 
For so-called misplace cells the location is a necessary but not sufficient condition for 
maximal firing, which is modulated by non-spatial stimuli. The fact that motivational or 
contextual factors influence the firing behaviour or even trigger complex remapping lead 
to the assumption that hippocampal place cells encode more than just spatial information. 
Motivational factor like reward and aversion are expressed by the mesolimbic system 
which is controlled by the ventral tegmental area (VTA) via its dopaminergic projections., 
which have modulatory effects on hippocampal functions like spatial learning and novelty 
detection. In this work, we used population analysis and a novel spatial symmetry method 
to examine the neuromodulation of hippocampal place cells, caused by dopaminergic 
projections of the VTA which were either artificially suppressed or excited by optogenetic 
stimulation or naturally modulated by trained preferences. As a result, we showed that 
dopamine-mediated synaptic plasticity is the underlying mechanism for spatial learning 
and memory, and demonstrated that hippocampal place cells encode the valence of 
location on a population level and thus show their episodic-memory-like characteristics. 
 
Key words: 
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1 Introduction 
Place cells are complex firing pyramidal neurons that can be found in all areas of the 
hippocampus (5). They were found to have firing characteristics that are heavily related 
to the animal's spatial location (6). This finding and the fact that spatial learning 
impairments can be consistently induced by hippocampal lesions led to the conclusion 
that the hippocampus with its place cells is the main centre for spatial memory (6). In a 
steady environment, its firing patterns are stable. Bostock et al. (7) showed that a 
manipulation of the environment can alter the spatial firing patterns of hippocampal place 
cells. Further research revealed that remapping of hippocampal place cell's spatial firing 
fields (place fields), which describes the shift of the place field location, the appearance 
of new place fields or the disappearance of existing place fields can be triggered in various 
ways. The most obvious trigger is the manipulation of environmental cues (7; 8; 9) and 
the shape of the environment (10; 11). But even with constant environmental cues and 
shapes, place fields can be influenced by motivational factors (12). The change of the 
reward location (13) (14), as well as the modification of a goal location (15; 16; 17) can 
trigger a dramatic place field reorganisation. It has also been shown that discrete learning 
events like contextual fear conditioning (18) can lead to place field remapping. The fact 
that motivational factors or learning events can alter the firing pattern of place cells give 
reasons to believe that place cells do not just store spatial information but also episodic-
like memory providing us with information about the what, when and where of events 
(19). It was shown that place cell activity can reflect when/where (20; 21) and what/where 
(22) aspects. It still has to be figured out whether this is due to task dependent firing 
behaviour or actual memory. One of the primary hippocampal inputs that can regulate the 
goal-directed behaviour is the ventral tegmental area (VTA). The dopaminergic 
projection from the VTA has modulatory effects on hippocampal functions like spatial 
learning and novelty detection (23; 24). In this work, we show the effectiveness of direct 
optogenetic excitation and suppression of the VTA compared to conventional electrical 
stimulation of the medial forebrain bundle (MFB).  
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Using this method, we have examined the effect of artificially induced preferences and 
aversion on the formation of place fields. Also, we studied the population dynamics of 
hippocampal place cells to test the hypothesis that place cells encode spatial 
representation as well as goal-directed navigation for the preferred location. 
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2 Overview of the current state 
 
2.1 Place cells 
Place cells were first reported by O'Keefe and Dostrovsky (25) as complex spiking 
pyramidal neurons in the hippocampus which firing characteristics are related to a 
rodent's spatial location. Those cells can be found in the CA1 and CA3 regions of the 
Hippocampus (6). Place fields are specific areas where the place cell fires at high 
frequency. Stable place fields can be established within minutes (26). Once established 
the place field can remain stable for several weeks in a stable environment (27; 28). The 
spatial firing pattern of an ensemble of place cells cover the environment in an 
overlapping way and thus can be seen as a cognitive map of the environment. It has to be 
mentioned that the location of a place cell in the hippocampus is not related to the location 
of its firing field in an arena. This means that place cells that have overlapping firing 
fields are not necessarily neighbours in the hippocampus (6). However, for each 
environment just a small portion exhibit place fields, the majority is silent (29). It has 
been found that each place field can be modelled as the summation of two or more 
Gaussians (6; 30; 31). O'Keefe (32) reported a phase correlation between the spiking of 
hippocampal place cells and theta frequency band (7-12Hz). This correlation can be used 
to control the quality of single unit identification. 
 
2.2 Place field remapping  
It was found early that the spatial firing pattern of place cells can be modified by 
manipulating the environment (33; 34). This modification of firing pattern is commonly 
known as remapping and describes the disappearance of existing place fields, the 
appearance of new playfields, change of the place field location or change of the firing 
frequency of the place cells (35). Furthermore, different kinds of remapping can be 
distinguished. Rotational remapping, where the relations between the place fields stay the 
same but the orientation of the whole ensemble changes (7; 36) and complex remapping. 
Here the firing pattern change in an unpredictable way (7). Remapping can be triggered 
by different methods: 
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2.2.1 Change of environmental cues and shapes 
Various studies examined the effect of manipulation of cues and arena shape. Bostock et 
al. (7), as well as Muller & Kubie (35) used a pellet chasing task to make the rodent 
sample a cylindrical arena randomly after a baseline recording session. Different changes 
to the environment were applied, which include rotation of a cue card along the arena 
wall (35; 7), cue card colour (7), change of the cue card size, arena size and arena shape 
(35). According to the different modifications, different types of remapping could be 
observed. Rotational remapping for the rotation of the cue card, where place fields rotate 
in an equal manner, or the removal of the cue card, which caused unpredictable rotation 
of the place fields. Change of the cue card colour, arena shape, and arena size resulted in 
complex remapping. While at the latter, a subpopulation of place cells remapped in a 
different way: 36% scaled, 52% remapped unpredictably. This lead to the conclusion that 
the behaviour of different subpopulations is driven by various features of a given 
stimulus. This finding was confirmed later when double rotation of proximal and distal 
cues in a plus maze was used to show that hippocampal place cells independently code 
specific subsets of cues in an environment (9). 
 
2.2.2 Goal location 
Hollup et al. (15) showed that place field remapping could be achieved even without 
visible manipulation of the environment. At their work, a water maze experiment was 
used, where a rat has to find a hidden platform in a circular water channel to examine the 
effect of the goal position on the firing pattern of place cells. He discovered an 
accumulation of place fields around the hidden platform. Later other goal related studies 
(17; 16) failed to reproduce such an abundance of place fields around goal areas and 
referred Hollup's result to other not goal-related factors. However, Hok et al. (37; 38) 
found in a place preference task (39) that place fields had a distinct secondary place field 
at the goal location (37). Since that cells just fire near the goal location when the hungry 
rat was waiting to receive a food reward and not at common passes the function of those 
signals are dubious. There is a hypothesis that it acts as an on-line feedback for 
identification of a goal location (37). 
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2.2.3 Fear conditioning 
Another way to trigger place field remapping was found by Moita et al. (18). They 
managed to manipulate the spatial firing pattern by fear conditioning. In this work, they 
used a pellet chasing task in two different square arenas (training, control) to record 
baseline place fields. After baseline recording fear conditioning in the training arena was 
applied in a paired (electrical shocks to the eyelid were applied 300ms after the 
presentation of a tone) and an unpaired (no shock within 30seconds before or after the 
presentation of a tone) way. Succeeding the fear conditioning session, the place fields in 
the control and the training arena were recorded. It was found that partial remapping 
occurred in the training arena, where some place cells either lost their field, gained a new 
field or altered their field location, while place fields in the control arena just showed 
minor remapping. The experiments also demonstrated that contextual fear of the arena 
(unpaired group) led to higher level of remapping than when rats learn to fear a discrete 
auditory stimulus (paired group) (18). Similar results were found later when Donzis et al. 
(4) examined the effect of contextual fear on place field stability while the rat was 
navigating through an eight arm radial maze. There a rat was trained to visit all arms of 
the maze and collect a food reward at the end of each arm. Three baseline sessions were 
taken to ensure place field stability. Afterwards, auditory fear conditioning was applied 
where an audio stimulus (CS) were presented followed by a foot shock. In the succeeding 
stimulation session, the same audio stimulus was applied either when the rat was within 
the place field of a single unit (in-field) or far away from the place field (out-field). It was 
found that CS applied within a place field (in-field) led to remapping of the place field 
due to decreased stability, while CS applied outside of the playfield showed no effect (4). 
 
2.2.4 Reward location 
Different studies have shown that the spatial distribution of place field can be affected by 
the change of reward locations. Breese at al. (40) trained water deprived rats to collect a 
water reward from one of five cups evenly distributed over a square arena. By selectively 
baiting one of the cups it was managed to archive partial remapping, where a big portion 
of the place cells shift their place field toward the new reward location (40). Similar 
results have been produced by Dupret et al. (41) where they remapped the place fields 
repeatedly in a hidden reward test, where the rat had to find hidden food rewards and 
return to a start box.  
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In this experiment, most of the place cell shifted their playfield towards one of the three 
daily changing reward locations (41). 
 
2.2.5 Artificially induced reward location 
Similar to the use of food and water as a reward, the spatial firing pattern of place cells 
can be modified by directly applying electrical stimuli to specific brain regions (42; 1). 
Kobayashi et al. (42) trained a rat to trigger intracranial self-stimulation by visiting two 
unmarked reward zones in an alternating way. It was found that 71% of the place cells 
shifted their place fields towards the reward zones. Most of the remapped place cells were 
stable in subsequent random reward place search tasks (42). Analogue results have been 
found in mice. In a classic place preference task, De Lavilleon et al. (1) remapped the 
place fields of mice between two free exploration sessions in an open arena by applying 
electrical intracranial stimulation when the rat entered a predefined area (1). Intracranial 
stimulation in both studies was applied to the medial forebrain bundle which is a part of 
the reward system (see: 2.3 Medial forebrain bundle (MFB)). 
 
The fact that motivational factors influence the stability and orientation of place field give 
rise to the assumption that place cells store not only spatial but also contextual or episodic 
information (see: 2.6 Episodic-like memory). In our experiments, we will use several of 
the aforementioned methods like real and artificial reward location and fear or aversion 
in a modified way to induce preferences and aversion to manipulate the spatial 
configuration of place fields (see: 4 Methods). 
 
2.3 Medial forebrain bundle (MFB) 
The medial forebrain bundle is part of the mesolimbic pathway and connects among 
others the nucleus accumbens (NAc) to the ventral tegmental area (VTA). Both are known 
to be involved in the generation of reward and pleasure (43; 44). Electrical stimulation of 
the MFB, also known as brain stimulation reward (BSR) is an effective and commonly 
used method to induce reward in rats and mice. Rodents will choose BSR over food or 
heat in subfreezing environments, even with lethal consequences (45; 46; 47). The MFB 
was the preferred site for stimulation to create pleasure/reward sensation since lower 
current intensities for sufficient stimulation is needed than in the ventral tegmental area, 
which reduces stimulation artefacts at recordings in nearby brain areas (47). 
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2.4 Ventral tegmental area (VTA) 
As mentioned before (see: 2.3 Medial forebrain bundle (MFB)) the ventral tegmental area 
is part of the mesolimbic system, which is the primary system for reward and pleasure in 
the brain (43; 44). Besides the projection to the nucleus accumbens, which is the primary 
output nuclei of the VTA (48), via the mesolimbic pathway, the VTA projects 
dopaminergic to several other brain areas like the amygdala, cingulate gyrus, Olfactory 
bulb, prefrontal cortex, and hippocampus. Since the stimulation of the dopaminergic 
pathway from the ventral tegmental area to the nucleus accumbens results in the 
generation of reward and pleasure, it is evident that the stimulation of the VTA should 
lead to similar behaviour. The fact that stimulation of the MFB is more common than the 
stimulation of the VTA to create reward and preferences is due to the fact that, for reliable 
stimulation lower current intensities are needed in the MFB than in the VTA. Thus 
electrical stimulation of the VTA with a sufficient intensity would evoke motor side 
effects (47). Since the emerge of new stimulation methods like optogenetic stimulation 
(see: 2.5 Optogenetic stimulation), stimulation of the ventral tegmental area became more 
popular. Several studies examining the function of the VTA and its efferent on afferent 
projections have been conducted (49; 50; 24). Due to the scope of this work I will cover 
here just the function of VTA projections targeting the NAc and the hippocampus. As 
stated before, the VTA and NAc are part of the mesolimbic system which is responsible 
for the generation of reward and pleasure. The VTA's dopaminergic neurons are known 
to fire tonically at low frequencies in a resting state. In the present of motivationally 
relevant stimuli, these neurons will start firing in high-frequency bursts (44). According 
to that behaviour, excitatory stimulation of the VTA should result in the generation of 
reward signals. Lammel et al., (49) were able to create a place preference in mice by 
excitatory stimulation of the VTA, later Stamatakis et al. (50) reported reward-related 
behaviour in mice after excitatory VTA-stimulation. It has also been found that active 
suppression of the VTA can lead to aversive behaviour. Lammel et al. (49) managed to 
induce a place aversion via indirect VTA suppression by stimulation of the lateral 
hypothalamus which projects via GABAergic interneurons inhibitory towards the VTA. 
Confirmed were this results by Danjo et al. (48), as he managed to induce a significant 
place aversion at mice by actively suppressing the VTA. This preference and aversion 
related behaviour is controlled by the dopaminergic projection of the VTA to the NAc 
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(43; 44). The dopaminergic projection from the VTA to the hippocampus, however, seem 
to have a different function. Their function is not entirely understood, but it appears like 
the dopaminergic projection from the VTA to the hippocampus enhance memory stability 
and act as a novelty or prediction mismatch signal, which can promote the formation of 
memory. It is known that dopaminergic neurons projecting to the hippocampus responds 
with bursts of spikes to novel stimuli but does not show this behaviour at familiar Stimuli. 
Also, less than 100ms after the presentation of a novel stimulus a robust increase of 
hippocampal CA1 activity can be observed (51). Another fact that underlines the theory 
that dopaminergic VTA to hippocampus projections promote the formation of memory is 
that those projections are the main source of dopamine in the hippocampus. Long-time 
potentiation is mediated by dopamine (52), and it has been shown that injection of D1 
antagonist in the hippocampus impairs memory (51). Stabilization of memory in the 
hippocampus is presumed to be supported by a reactivation of firing pattern experienced 
during exploration at sleep or rest periods during sharp wave/ripple (SWR) oscillatory 
events. It was found that pattern of familiar environments had a weaker reactivation than 
those of novel ones. This seems to be in relation with the findings that neurons that are 
projecting from VTA to hippocampus exhibit higher firing rates in new environments 
than in familiar ones (24). It was demonstrated by McNamara (24) that the reactivation 
of experienced firing pattern during SWR events could be increased by stimulation of the 
VTA during their formation. It is supposed that this enhances the stability of the newly 
formed memory. 
 
2.5 Optogenetic stimulation 
Optogenetic stimulation describes a recently developed, promising method to stimulate 
neurons. This method enables us to manipulate the activity of a neuron selectively with 
light. To enable a neuron to be optically stimulated, first it has to be genetically 
manipulated to express light-sensitive opsins. These opsins are ion channels, ion pumps 
or G protein-coupled receptors. The currently preferred way to genetically engineer 
specific cells is via Cre-recombinase based rodent lines, combined with a viral vector. 
The Cre-recombinase based rodent lines are engineered to express Cre-recombinase in 
specific cells. In our experiments, we used TH::Cre rat lines where Cre-recombinase is 
just expressed in neurons that also express tyrosine hydroxylase which can be found in 
dopaminergic neurons. This recombinase catalyses the recombination between two loxP-
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sites that flank genetic material. In the viral vector, the gene that controls the opsin 
expression is typically inverted and flanked by two loxP-sites. The viral vector in then 
injected into the brain region of interest, there it infects all cells. But just in Cre-
recombinase-expressing cells, the opsin expressing gene will be inverted and activated. 
This method has the significant advantage that existing rodent lines can be used with a 
variety of different opsins since the engineering of viral is easier and faster than breeding 
new rodent lines. Once a targeted neuron expresses the opsin it can be stimulated by 
shining light with a particular wavelength on the neuron. These opsins can be separated 
by their function into three major groups: opsins for excitatory stimulation, inhibitory 
stimulation and control of intracellular signalling. The latter group was not used in this 
work and thus will not be addressed here (53). 
 
2.5.1 Opsins for excitatory stimulation 
This group comprises channelrhodopsins, ultrafast opsins, step-function opsins and 
spectrally shifted opsins (53). Channelrhodopsins (ChRs) are light-gated ion channels 
which were found in unicellular algae (54; 55). In this work, channelrhodopsin 2 (ChR2) 
was used which is a nonspecific cation channel (55) this ion shows maximal excitation at 
470nm (56). By manipulating ChRs, via targeted mutation or by creating chimeras, 
several different opsins have been created with very specific properties regarding kinetics, 
and excitation spectrum. Ultra-fast opsins exhibit very fast off-kinetic which allow the 
generation of very high spike frequencies in contrast step function opsins have very slow 
off-kinetics in the range of tens of seconds to minutes (53). Spectrally shifted opsins show 
a maximal excitation at longer wavelengths than ChR2 this can be of use at bidirectional 
stimulation or due to the higher wavelengths have a higher penetration through the tissue 
so those opsins can be utilized for a less invasive light application (53). All those opsins 
depolarise the neuron by allowing a passive inflow of cations, mainly Na+. 
 
2.5.2 Opsins for inhibitory stimulation 
This group consists of chloride pumps, proton pumps and spectrally shifted inhibitory 
opsins (53). Those opsins suppress the generation of action potentials by 
hyperpolarization, which is achieved by different methods. Chloride pumps like eNpHR 
actively transport negative chloride ions into the cell while protons pumps like eBR 
hyperpolarize the cell by actively transporting protons out of the cell. However, those ion 
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pumps are not very effective since they just transport one ion per used photon (53). 
Spectrally shifted inhibitory opsins like iC1C2 are more efficient since they allow passive 
inflow of chloride ions. IC1C2 was used in this work for optogenetic inhibition of the 
VTA. It operates on a blue light spectrum with a maximum excitation at 475 nm (57). 
  
 
Figure 2-1: Function of different opsins 
2.5.3 Application of light 
Typically, the neurons are illuminated by light-emitting diodes (LED) or laser light 
sources. LEDs can either as a micro LED (µLED) directly be implanted at the stimulation 
area or coupled into an optical fibre. Both methods have disadvantages since implanted 
LEDs can generate heat and LED-optical fibre coupling exhibit a low efficiency. In 
contrast, Laser light sources can be efficiently coupled into optical fibres thus it is possible 
to deliver light with sufficient intensity even to deeper brain structures without the 
drawbacks of LEDs (53).  
 
Optogenetic stimulation bears several advantages over conventional electrical stimulation 
of neurons. With this method, it is possible to stimulate brain regions and simultaneously 
record the same or close brain areas which is not possible with electrical stimulation, 
where the recording of single unit activity would be superimposed by high stimulation 
artefacts. The only ways to deal with stimulation artefacts at electrical stimulation would 
be either alternating stimulation and recording or offline artefact correction. Both 
methods will result in a loss of information. Only when µLED are directly implanted at 
the site of stimulation, minor artefacts have to be expected. Furthermore, optogenetic 
stimulation allows targeting specific types neurons e.g. dopaminergic neurons, 
cholinergic neurons, etc. with a high spatial and temporal resolution, while electric 
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stimulation will excite all neurons in a particular proximity given by stimulation intensity, 
tissue conductance and electrode shape. Recent works show that it is even possible to 
target a subgroup exclusively within a type of neurons with the help of multiple markers 
(58). By direct control of the ion-flow into or out of the cell, active suppression of specific 
neurons can be archived. Combining several opsins with different operating spectra e.g. 
the ion channel ChR2 (excitatory, peak excitation: 470 nm) and the chloride pump NpHR 
(inhibitory, peak excitation 580 nm) (53; 59) enables us for bimodal control over a 
neuron's behaviour. 
 
2.6 Episodic-like memory 
After Quillian had introduced the term semantic memory as a person's general knowledge, 
acquired during the life, Tulving (60) proposed the term episodic memory. To 
differentiate episodic from semantic memory he defined the difference between knowing 
(semantic memory) and remembering (episodic memory) something. Where knowing 
refers to recalling facts from a data collection, like reading it from a lexicon. While 
remembering relates to recalling specific past events and the ability to it live through 
again. According to that the term mental time travel was coined (60). The term episodic 
memory was then defined as the knowledge about past events that can be broken down 
into the questions: What happened? When did it happen? And where did it happen? And 
that three information have to be represented in a single memory (61; 62) There has been 
a long dispute whether animals possess episodic memory. Clayton & Dickinson (63) 
showed that food storing birds show behavioural elements of episodic-like memory. Later 
Babb & Crystal (64) were able to prove in their experiments that rats could store 
information about the what, where and when they encountered food and thus showed that 
rats possess an episodic-like memory. There is some evidence that links the formation, 
maintenance and recall of episodic memory to the hippocampus. Scoville & Mildner (65) 
reported an epilepsy patient who developed anterograde amnesia after removal of both 
his hippocampi. Similar symptoms have been found in a patient with bilateral lesions of 
the entire hippocampal CA1 area due to an ischemic episode (66). Not just the formation 
of new episodic memories is impaired by hippocampal lesions also the recall of episodic 
memory seems to be affected by hippocampal lesions. It is supposed that the episodic 
memory system, which enables us for mental time travels to the past also allows us to do 
mental time travels to the future to imagine upcoming events (67). The hippocampus 
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seems to be heavily involved in that task since it was shown that, during the imagination 
of future events the hippocampus was activated (68). The impairment of memory due to 
hippocampal lesions could also be shown in animals. Wood & Macdonald (69) 
demonstrated that hippocampal lesions can impair olfactory recognition. Other studies 
have shown that spatial memory (70) and the memory of temporal order (71) is impaired 
by damage to the hippocampus. The mechanisms how those memories are formed and 
maintained are yet not sufficiently clear. But since the memory of all the three conditions 
that defines episodic-like memory (what, when and where) can be impaired by damaging 
the hippocampus, it clearly shows that in animals the hippocampus can be linked to the 
formation and maintenance of episodic-like memories. 
 
2.7 Misplace cells 
As mentioned before (see: 2.2 Place field remapping) the distribution of the place cells 
firing fields can be influenced by different stimuli. Soon after the discovery of place cells, 
a subtype of place cells was found, which spiking behaviour was not entirely related to 
the location of the rat (72). It was found that so-called misplace cells had an elevated 
firing frequency when the rat was sniffing in a place where an object used to be or in a 
place where a new object was placed. Thus the firing of those cells was related to novelty 
(72). This theory was expanded by Wood (3). She stated that the behaviour of those cells 
not just reflect novelty but also is related to the rat's behaviour, the sampled stimuli as 
well as the importance of that stimuli for the ongoing task and even can represent the 
temporal order of events (3). 
 
2.8 Place cells and episodic memory  
As mentioned before (see: 2.2 Place field remapping; 2.7 Misplace cells) the place fields 
of hippocampal place cells can be affected by a variety of stimuli, which not necessarily 
have to be spatial. Eichenbaum et al. (73) proposed a theory where subpopulations of 
hippocampal place cell encode entirely spatial information while other subpopulations 
code for non-spatial features which repeatedly occur in an experiment. It was shown that 
hippocampal neurons develop place fields at locations where non-spatial features, like 
regularly performed actions or experiences, occur frequently. It is supposed that 
hippocampal place cells do not just reflect the spatial representation of an environment, 
but more represents a summary of the location of occurring regularities (73). Recalling 
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Tulving’s definition of episodic-like memory as a memory that stores information about 
the what, where and when of a past event, there had been several studies, that tried to link 
those conditions to place cell activity. 
 
2.8.1 What and where 
There have been several studies that related firing pattern of place cells to spatial and 
contextual features of repeated stimuli. Gothart et al. (74) could identify in a spatial 
navigation task several subpopulations of place cells which reacted to different conditions 
of the task. In this study, the rat was trained to exit a pseudo-randomly positioned start 
box find a food reward which was placed in a fixed relation to two landmarks and returned 
to the start box which was in the meanwhile shifted to a different location. Four different 
subpopulations could be identified. Stable place cells which place fields related entirely 
to the extra-maze cues. Goal or landmark related cells which always fired in a fixed 
location in relation to the landmarks indication the reward position. Box related cells 
which exhibited place fields inside or at the entrance of the start box and place cells which 
firing patterns were influenced by a mixture of the before mentioned factors. It has to be 
said that the relation between the firing fields and the related factors were fixed even 
when landmarks and or the start box were moved within or between trials. Another study 
used a recognition memory task where a rat has to decide whether it encountered an odour 
in the preceding trial or not. One of the nine scents were pseudo-randomly presented at 
one of nine locations in the arena. Several place cells could be identified that showed 
distinct firing characteristics related to either the site of the presentation of the odour, to 
a particular scent, to the type of task or combination of the before mentioned (75). In a 
place navigation task Hok et al. (37) found that most of the place cells exhibit a secondary 
place field at a location where a particular action was carried out. In this experiment, the 
rat was trained to find an unmarked area with a 10 cm diameter where the rat has to wait 
for 2 seconds to receive a food reward, which was thrown randomly into the arena., The 
rat has to exit the goal area at least for 3 seconds to gain the next reward. It was remarkable 
that the place cells fired only at the goal location when the animal was waiting for a 
reward and not when the rat was randomly crossing the goal area. Those studies show 
that by analysing the firing pattern we can predict, not just the position in an arena, but 
also what kind of location it is, e.g. start box or reward location (74), what we can find in 
particular location e.g. which odour can be found in which location (75) and what kind of 
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action the rat is performing in a certain place e.g. waiting for a reward (37). To summarize 
this, it can be said that place cells can exhibit information about the context of a location 
or in short: provide us information about the what and where. 
 
2.8.2 When & where 
As mentioned before it could be shown that place cells can exhibit contextual information. 
To satisfy the definition of episodic-like memory (what, where, when) it was tested if 
place cells could provide temporal information. Essential proofs for a representation of 
temporal information in place cells has been provided by Wood et al. (20). In this work, 
rats were trained to navigate through a modified T-maze in an alternating way (Figure 
2-2.) 
 
Figure 2-2: Modified T-maze used in Wood et al. (20) 
The place cell activity in the stem of the T-maze was analysed, and it was found that more 
than 90% of the place fields in the stem showed a firing behaviour related to either one 
of the two conditions (right or left turn at the end of the stem). The behaviour of less than 
one-third of those cells could be explained by variations in behaviour (head direction, 
speed, etc.). The rest of the place fields, comprising two-thirds of all place fields in the 
stem of the T-maze, had significant different firing fields that could not be explained by 
the condition. Due to the design of the experiment, it could not be specified whether the 
behaviour was related to past events (coming from either left or right) or future intentions 
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(going either to the left or right). To find out whether the influence on the place fields is 
retrospective or prospective Frank et al. (21) used a W-maze (Figure 2-3), 
 
Figure 2-3: W-maze a) schematic of the arena, b) motion pattern used in Frank et al. (21) 
where the rat has to move through the maze in an alternating pattern (e.g. left, centre, 
right, centre... see Figure 2-3). Just place fields in the centre arm were analysed. It was 
found that 36% of the place cells fired in relation the different conditions 
(inwards/outwards, left/right). Both, retrospective and prospective behaviour could be 
identified. Ainge et al. (76) showed that the destination of a rat in a maze could be 
predicted by the activity of some place cells. 
 
Figure 2-4: Y-Maze used in Ainge et al. (76) 
In this task, the rat had to navigate repeatedly through a double Y-maze to collect a food 
reward at one of the reward sites (1-4). It was found that 44 – 46 % of the cells firing in 
the red marked areas (Figure 2-4) showed distinct firing characteristic related to the 
intended destination. In all three experiments, it has been demonstrated that a portion of 
the place cells carry information about the temporal context since past or future events 
could be predicted by analysing the firing pattern. 
 
It has been shown that place cells can carry information about the three condition 
associated with episodic-like memory: what, where and when (61). However, it can be 
) 
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argued whether the firing fields of the place cell represent real memory or can be seen as 
some kind of task-dependent behaviour, which can be for example a feedback signal 
during navigation to ensure that the intended destination was reached (37). Instead of 
analysing how the behaviour of the place cells is affected by an ongoing task we 
investigated how the training of a place preference, which can be seen as the creation of 
an episodic-like memory influence the distribution of place fields in a different 
succeeding task. 
 
2.9 Manipulating memories by the help of place cells 
Several studies have been conducted recently to find out if memories can be created or 
manipulated by stimulating hippocampal place cells. Ramierez et al. (77) labelled a 
hippocampal memory engram of a particular neutral context with ChR2 to enable that 
engram for optogenetic reactivation in a different context. By reactivation of that engram 
in a context where the animal was fear-conditioned by electrical foot-shocks, it was 
managed to increase significantly the fear reaction (freezing time) in the first context 
where foot-shocks were never applied. This results showed that it was possible to create 
an aversive memory by linking a memory engram to an aversive event and recalling that 
memory in an unrelated context (77). A more recent work showed that it was possible to 
change the valence of an existing memory (78). Here both, the switch from fear to reward 
as well as the switch from reward to fear could be achieved. In this experiment, 
hippocampal memory engrams created during either fear- (fear-to-reward group) or 
reward-conditioning (reward-to-fear group) were labelled with ChR2 for optogenetic 
stimulation. These engrams were reactivated during a place avoidance/place preference 
test. The comparison with a baseline test showed the effectiveness of the conditioning. 
Afterwards, the fear to reward group received a reward- and the reward to fear group a 
fear-conditioning. In both groups, the memory engrams were reactivated during the 
conditioning sessions. In the following place avoidance/place preference test an 
appetitive behaviour in the fear-to-reward and an aversive behaviour in the reward-to-
fear group could be observed. This shows that it was possible to shift the valence of 
memories from negative to positive or vice versa. Those studies prove that episodic-like 
memories can be altered by manipulation of the hippocampal place cells and thus gives 
another proof that the hippocampus is involved in the formation and maintenance of 
episodic-like memories. It is unclear whether the valence of memories is stored by the 
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place cells or if those cells just provide a spatial framework for a complex system of 
different brain areas for memory storage (3). In contrast to the studies mentioned above 
in this work, we will not examine how memory can be influenced by manipulation of the 
place cells. Here we will analyse how the generation of long-term memories affect the 
firing behaviour of place cells. 
 
2.10 Place cell firing analysis 
Several methods to investigate the properties of the firing behaviour of place cells are 
known. In this work, we mainly focus on the classification of the spatial firing behaviour 
and the distribution of place fields. It is noticeable that one of the most crucial features of 
a place field is its location. Since place fields have an amorphous shape, there was the 
need of finding a universal, applicable description for a place field's position. Several 
methods to solve this problem have been suggested: 
 
2.10.1 Distance-weighted centre 
This method is inspired by the Shepard interpolation method (79) To find the inversed 
distance weighted centre a new averaged map of the place field is calculated. The values 
of the bins of those maps are the average of all other bins weighted by 1/distance. The bin 
with the highest value is the distance weighted centre (80).  
 
2.10.2 Peak rate centre 
This method also relies on average firing frequencies. Here for each bin, the mean 
frequency of the area surrounding that bin is calculated by dividing the number of spikes 
observed in the area of the bin and the next eight neighbours by the time spend in that 
area. The pixel with the highest average frequency is defined as the peak rate centre (80). 
 
2.10.3 Centre of mass 
This method relies on the calculation of geometrical centroid and calculated by a sum of 
the bins weighted by the position in X- and Y-direction (see: 4.14.1 Centre of mass 
(COM)). 
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Knowing that place fields are reproducible under constant conditions (35; 80) assumed 
that the best method would exhibit the smallest shift in the centre of the place field 
between different trials under constant conditions. It was found that the centre of mass 
showed the smallest displacement compared to the distance weighted centre and the peak 
rate centre and thus became the method of choice (80). Here we use the centre of mass 
(COM) in the classic way to describe the position of place fields in an open arena and in 
a modified way where we reduce the dimensionality to describe the spatial spiking 
distribution within a symmetric arena by a one-dimensional variable (see: 4.20 COM-
distance). 
 
2.11 Spatial coherence 
Spatial coherence was first introduced by Muller & Kubie (81) as a measure of firing 
pattern quality. It estimates the local orderliness of a firing field since it assesses how 
good the value of a bin can be predicted by the values of its neighbours (82) (see: 4.13.3 
Spatial coherence). Fenton et al. (80) used this method, in combination with other criteria, 
to distinguish place cells from other types of neurons. While Dupret et al. (41) used it in 
conjunction with spatial specificity to assess the spatial tuning of a place cell.  
 
2.12 Information content (spatial specificity) 
Skaggs et al. (83) introduced information-rate formula (see: 4.13.2 Information content 
(spatial specificity)) to provide an easy way to calculate the information content of a cell. 
It can be used to evaluate to which extent a cell provides information about a particular 
feature e.g. location vs. head direction (83). It is the method of choice to assess the quality 
of the place cells firing behaviour (80; 84; 11; 74; 21).  
 
2.13 Autocorrelogram 
The autocorrelogram is a histogram of the autocorrelation (the cross-correlation of a data 
series with itself) of a spike-train. This is a commonly used method to control the quality 
of single unit separation. The autocorrelogram is checked for spikes with an Interspike 
interval of less than 1.5-2 ms, which is the refractory period of a neuron. If spikes in this 
interval can be found, this is an indicator for insufficient single unit separation, since the 
spike train have to consist out of spikes from different cells (85; 76; 38).  
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2.14 Population vector 
The principle of a population vector to describe the behaviour of an ensemble of cells was 
first introduced by Georgopoulos, et al. (2; 86). In this work, the signals of 224 neurons 
in the motor cortex of rhesus monkeys were used to predict the direction of the motion of 
the monkey's wrist to reach out for a button. The population vector P(M) which here 
represent the direction of a movement in direction M was calculated by the following 
formula: 
 
ܲሺܯሻ ൌ ෍ݓ௜ሺܯሻܥ௜
ே
௜ୀଵ
 
 
( 1 )
Where Ci is the preferred direction of cell i (the direction of motion in which cell I exhibit 
the maximum firing frequency) and wi(M) is the contribution of cell i to the motion (M), 
 ݓ௜ሺܯሻ ൌ ݀௜ሺܯሻ െ ܾ௜ ( 2 )
represented by the cells firing frequency di(M) for the motion in direction M corrected by 
the baseline activity (bi). Later the evaluation of the behaviour of a whole ensemble of 
simultaneously recorded neurons was introduced in studies regarding hippocampal place 
cells. Due to the different tasks of hippocampus and motor cortex, the application of the 
population vector was modified. The first use of the population vector at a collection of 
simultaneously recorded place cells was to predict the location of a rat by the help of the 
place cells firing behaviour (26). To do so, discrete rate maps (display of spatial firing 
behaviour represented by the mean firing frequency at a particular place, see: 4.13.1 
Ratemaps / place fields) of hippocampal place cells were stacked, where the x-/y-axis 
represent the two spatial dimensions and z-axis represents the cell index. The population 
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vector describes the distribution of firing rates of a particular location (bin) across all cells 
(red arrow, Figure 2-5). 
 
Figure 2-5: Schematic of a population vector 
To predict the location of the rat, a rate vector is created by calculating the average firing 
frequency for every cell in a short interval of time (0.17 – 5 seconds) (84). That rate vector 
is now compared to the population vector of each bin. The one, showing the highest 
correlation to the rate vector is the best prediction of the rat's location (26; 84). Besides 
the prediction of the rat's position population vector analysis is a powerful tool for several 
applications. In several works, population vectors have been used to indicate remapping 
of place fields while gradually shifting from one to another arena size (e.g. square to 
circle). There for each arena ratemaps are calculated, from which population vectors for 
each location are derived. These population vectors are then compared between the arena 
shapes (87; 88; 85). Colgin et al. (85) calculated the cross-correlation coefficient between 
the population vectors for each location of two arena shapes while shifting one of the 
maps incrementally. Maps of the mean correlation coefficient indicated the absence of 
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remapping (high peak at the origin, Figure 2-6 a) or remapping (significantly decreased 
peak at the origin, Figure 2-6 b) 
 
Figure 2-6: Mean correlation coefficients for a) similar and b) non-similar ratemaps (85) 
Other works used population vector analysis to evaluate the influence of different 
conditions on the firing behaviour of place cells. There population vector analysis exhibit 
manifold applications from the evaluation how memory modulates journey-depended 
firing (89) to the study of the influence of motivational states on goal-directed navigation 
strategies (90). In those works, instead of comparing different recordings in various 
arenas, different trials or conditions within one recording are compared by the calculating 
of the correlation between population vectors. In this work, we used an approach close to 
the one of Georgopoulos, et al. (2) to examine the behaviour of an ensemble of 
simultaneously recorded hippocampal place cells. Instead of comparing different states, 
arenas or conditions we calculated a spatial population vector as a sum of one-
dimensional variables, which describe the distribution of place fields, weighted by the 
average activity of the corresponding place cell (see: 4.21 Spatial population vector). 
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2.15 Bhattacharyya distance 
The Bhattacharya distance is a divergence type similarity measurement introduced by the 
Indian statistician A. Bhattacharyya (91). It was designed to calculate the pointwise 
overlap between two equally sized probability distributions, represented by the 
Bhattacharyya coefficients (see: 4.15.4 Influence of the stimulation location). To my 
knowledge, the Bhattacharyya distance is not a commonly used method to analyse firing 
behaviour of hippocampal place cells. However, Aherne et al. (92) showed the advantages 
of the Bhattacharyya distance over other similarity measurements like chi-squared metric 
and recommended its use for the comparison of frequency coded data. Nowadays the 
Bhattacharyya distance is a commonly used method for optical applications that requires 
a measurement of similarity such as tracking applications. In this work, the Bhattacharyya 
distance was used to evaluate the spatial shift of place fields in relation to the location of 
stimulation events. Figure 2-7 shows the general principle of use, where the upper row 
shows different distributions (A-F) while the lower row shows maps of the Bhattacharyya 
coefficients for the combination of 2 distributions (A-A, A-B, A-C, A-D, A-E, A-F) and 
its Bhattacharyya distance 
 
Figure 2-7: Probability distribution A-F (top); Bhattacharyya coefficients for the comparison of two distribution 
(bottom) 
We can clearly see how the Bhattacharyya distance increases as the distributions drift 
apart. 
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2.16 Symmetry 
Recent studies showed that spatial firing pattern of place fields repeat in physically and 
contextual similar areas (93; 94). We assume that in a physically symmetric arena the 
induction of contextual differences, like a preference towards one-half will be reflected 
in a change of the symmetry of place cells’ spatial firing pattern. To my knowledge, 
symmetry analysis was not used yet for describing the distribution of firing pattern of 
hippocampal place cells. Therefore, no commonly used method was available that suited 
the needs of this work. In this work, I created a method to evaluate the symmetry of the 
firing activity of place cells. This method was designed to be an alternative to common 
methods, like centre of mass based methods, to describe the spatial distribution of place 
fields for arena-shapes that impede the usage of common methods. A basic definition of 
symmetry was given by Cantwel (95): 
 
“An object is symmetrical if one can subject it to a certain operation and it appears 
exactly the same after the operation. The object is then said to be invariant with 
respect to the given operation.” 
 
This definition applies to reflectional as well as rotational symmetry. In the following, 
the term symmetry will refer to reflectional symmetry. Since just reflectional symmetry 
regarding a predefined symmetry axis will be considered. The complicated definition of 
two-dimensional symmetry Sθ{f} of the function f(t,s) ( 3 ) (96) 
 ܵఏሼ݂ሽ ൌ ׬ܵሼ݂ሺݐ, ݏሻሽ‖݂ሺݐ, ݏሻ‖
ଶ݀ݐ
׬‖݂ሺݐ, ݏሻ‖ଶ݀ݐ ; ܵఏሼ݂ሽ ߳ሾ0,1ሿ 
( 3 )
Where t represents the position on a symmetry axis tilted by an angle θ in relation to the 
x-axis 
 ݐ ൌ ݔ ∙ ܿ݋ݏߠ ൅ ݕ ∙ ݏ݅݊ߠ ( 4 )
And s represents the distance perpendicular to the before mentioned symmetry axis 
 ݏ ൌ ݔ ∙ ݏ݅݊ߠ െ ݕ ∙ ܿ݋ݏߠ ( 5 )
By modifying the coordinate system and separating the map into rows perpendicular to 
the symmetry axis, we can express the symmetry S{f} as an average of linear symmetries 
Sn(f(x)) weighted by a weighting function wn. 
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 ܵሼ݂ሽ ൌ ∑ ݓ௡ܵ௡ሼ݂ሺݔሻሽ
ே௡ୀଵ
∑ ݓ௡ே௡ୀଵ ܵሼ݂ሽ ߳ሾ0,1ሿ 
( 6 )
 
Where each linear symmetry is given by (96): 
 ܵ௡ሼ݂ሺݔሻሽ ൌ ‖ ௦݂ሺݔሻ‖
ଶ
‖݂ሺݔሻ‖ଶ ; ܵሼ݂ሺݔሻሽ ߳ሾ0,1ሿ 
( 7 )
And the symmetry function is given by (96): 
 
௦݂ሺݔሻ ൌ ݂ሺݔሻ ൅ ݂ሺെݔሻ2  
( 8 )
Given that f (x) is discrete and just can take positive values the linear symmetry Sn{fn(m)} 
can be expressed as an average of the pointwise symmetry Sm{f(m)}: 
 ܵ௡൫ ௡݂ሺ݉ሻ൯ ൌ ∑ ܵ௠ሼ݂ሺ݉ሻሽ
ெ௠ୀଵ
ܯ  
( 9 )
Where:  
 ܵ௠ሼ݂ሺ݉ሻሽ ൌෝ ݂ሺെ݉ሻ݂ሺ݉ሻ  
( 10 )
So I started creating the symmetry measuring method from the idea of an averaged bin-
wise comparison of bins symmetric to the symmetry axis (see: 4.19 Symmetry method).  
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3 Aims of thesis 
As mentioned before (see 2.2 Place cell remapping) place fields of hippocampal place 
cells can be remapped by non-location stimuli or have firing behaviour related to not 
purely locational inputs (see 2.7 Misplace cells, 2.8 Place cells and episodic memory). 
However, there are various theories describing this behaviour is purely task dependent 
(3), might represent some kind of decision or feedback signal (37) or if it represents places 
of frequent performed actions (73). The hypothesis in this thesis is that the firing 
behaviour of hippocampal place cells on a population level represent an episodic like 
memory which is coding for preferences and is controlled by dopaminergic projections 
from the VTA. To confirm this hypothesis several points have to be investigated: 
 
- To verify the dopaminergic control of hippocampal place cell’s firing pattern, the 
direction of the place field shift in relation to the site of stimulation has to be 
investigated (see: 4.8 open field recording). 
  
- To verify the relation between aversion and low activity of the dopaminergic 
projection from the VTA to the hippocampus, the behaviour of the rat while 
actively suppressing the Dopaminergic activity of the VTA has to be analysed 
(see: 4.9 Rectangular-shaped linear track). 
 
- To verify the hypothesis that place cell activity can reflect non-locational 
properties in an arena, the symmetry of the placefield distribution of a physically 
but not contextual symmetric arena has to be analysed (see: 4.10 Continuous T-
maze task). 
 
- To verify the hypothesis that the activity of hippocampal place cells exhibit 
characteristics of episodic like memory and reflects the valence of a location on a 
population level the population vector of place cell activity, recorded in an arena 
with locations of special preference or aversion, has to be analysed. (see: 4.9 
Rectangular-shaped linear track; 4.10 Continuous T-maze task). 
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In order to investigate the before mentioned points, methods to quantify symmetry and 
the behaviour of place cells on a population level have to be created (see: 4.19 Symmetry 
method; 4.21 Spatial Population vector). These methods have to be, in combination with 
commonly used methods to describe place cell activity and the quality of recording (see: 
4.12 Spike-specific data; 4.13 Spike and path dependent data; 4.14 Place field properties; 
4.15 Comparative analysis) as well as the behaviour (see: 4.17 Behavioural data), 
implemented into single Matlab (The MathWorks, Inc.) scripts for each experiment (see: 
5.1 Stimcomp_open_opto_V3; 5.2 Stimcomp_tmaze_V3; 5.3 Stimcomp_linrec) 
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4 Methods 
4.1 Subjects 
5 male (250-350g) Lister-Hooded rats (Harlan UK) have been used as the MFB group in 
the open field recording (see: 4.3 Electrical MFB-stimulation), and 16 male (250-350g) 
Lister-Hooded TH::Cre rats (Rat Resource & Research Center P40OD011062, US) have 
been used for the VTA-on (n = 3), VTA-off (n = 7) and VTA-control (n = 7) group (see: 
4.2 Optogenetic VTA-stimulation). The animals were housed at a 12:12 hour light/dark 
cycle with ad libitum access to water, but restricted access to food the diet was set to keep 
the rats at 90% of the average body weight. (97). All experiments have been conducted 
in accordance with DIRECTIVE 2010/63/EU OF THE EUROPEAN PARLIAMENT 
AND OF THE COUNCIL of 22 September 2010 on the protection of animals used for 
scientific purposes and the S.I. No. 543 of 2012, and followed Bioresources Ethics 
Committee, Trinity College Dublin, Ireland, and international guidelines of good practice. 
 
4.2 Optogenetic VTA-stimulation  
For optogenetic excitation and suppression of the VTA Cre-inducible ChR2 / iC1C2 viral 
constructs have been used (98; 99; 97). This viral vector target tyrosine hydroxylase 
expressing cells in TH::Cre rat lines. Tyrosine hydroxylase is a catalyst for the conversion 
of L-tyrosine to L-3,4-dihydroxyphenylalanine (L-DOPA), which is a precursor of the 
neurotransmitter dopamine and thus can be found in dopaminergic neurons.  
 
4.2.1 Virus construction: VTA-on group (excitatory) 
The viral construct pAAV-Ef1a-DIO-hChR2(E123T/T159C)-EYFP-WPRE-pA was 
serotyped with AAV5 coat proteins and packaged by Vector Core at the University of 
North Carolina. Viral titers ranged from 1.5-8 x 1012 particles per mL (98; 97). This viral 
vector makes targeted cells express channelrhodopsin-2 (ChR2), which is a light-gated 
ion channel that allows nonspecific cation transfer between intra- and extra-cellular 
spaces. ChR2 is activated by blue light and allows the generation of action potentials by 
depolarization due to the influx of sodium ions (53). 
 41 
 
4.2.2 Virus construction: VTA-off group (inhibitory) 
The viral construct AAV8-EF1a-DIO-iC++-TS-EYFP was serotyped with AAV8 coat 
proteins, in titer of 4.3 x 1012 particles per mL and provided by Karl Deisseroth, Stanford 
University (97). This viral vector makes targeted cells express the channelrhodopsin 
hybrid iC1C2 which acts as a light-gated ion channel specific to chlorides. By allowing 
chlorides the passage into the intracellular space along a concentration gradient, the cell 
can be hyperpolarized when iC1C2 is activated by blue light (53). 
 
4.2.3 Virus construction YFP group (control) 
A viral vector bearing only the YFP reporter was used as a control (97). Rats injected 
with the control viral vector showed no effect of laser light on the recorded neurons (98). 
 
4.2.4 Virus Application 
The virus was injected unilateral to the ventral tegmental area (5.7 AP, 1.9 ML, angle 10o 
medially). 1µl each were applied to 2 different levels (8.0 and 9.0 mm dorsoventral to 
dura) (97).  
 
4.2.5 Optical activation 
Following the virus injection, an optical fibre (200 µm core diameter, Thorlabs Inc.) was 
chronically implanted (5.7 AP, 1.9 ML, 8.0 DV, angle 10o medially) (97). For stimulation, 
the optical fibre is connected to a 473nm, 50mW fibre coupled laser source (Thorlabs 
S1FC473MM). 
 
4.3 Electrical MFB-stimulation 
For the electrical stimulation of the MFB one electrode (SNEX-300, Kopf Instruments) 
were implanted (AP 1.7 ML 1.7, DV 8). The stimulation followed the theta-burst 
stimulation (TBS) protocol which consists of four bursts, containing 3 pulses at 10 ms 
(100 Hz) each, with an inter-train interval of 125 ms (8 Hz) and a current amplitude of 
50-200µA (100; 97; 101; 102). The amplitude was tuned with respect of the test pulse 
stimulus artefact. The bursts are generated by a constant current bipolar stimulus isolator 
(A365D, World Precision Instruments, Inc.). The stimulus isolator was controlled by the 
recording system (dacq, Axona, Ltd.) via the TTL output signal and was synchronized 
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with the motion-tracking system (dacq-Track, Axona). Rats without electrodes implanted 
in the MFB were used as controls. 
 
4.4 Surgical implantation of electrodes 
To record the single unit activity of place cells or dopaminergic neurons (for verifying 
optogenetic stimulation), eight tetrodes has been implanted either to the hippocampus (-
3.8 AP, 2.3 ML and 1.8 mm dorsoventral to dura) or the ventral tegmental area (5.7 AP, 
1.9 ML, angle 10o medially and 8.0 mm dorsoventral to dura) (Figure 4-1). Each tetrode 
consists out of four twisted 25µm-diameter platinum-iridium wire (90% platinum, 10% 
iridium, California Fine Wire) each wire is insulated by polyimide (103). 
 
Figure 4-1: Location of the tetrode tips, a) coronal plane, b) sagittal plane 
 
4.5 Motion tracking 
The motion of the rat in the maze is tracked by following the trajectory of an IR-LED 
attached to the head stage by a monochrome IR camera (Bosch LTC0355) connected to 
the dacqTrack video tracking system (Axona Ltd.) 
 
4.6 Single unit recording 
The Implanted tetrodes were connected to a dacq recording system (Axona Ltd.) via a 32 
channel head stage (Axona Ltd.) For single unit detection, the signal, sampled at 44.1kHz, 
was amplified (Gain: 10000 - 30000) and bandpass filtered (passband: 380 Hz - 6 kHz) 
(97). 
 
a) b) 
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4.7 Single unit identification  
Different units were separated off-line by k-mean clustering method using the Tint 
graphical cluster-cutting software (Axona Ltd.). Only waveforms of an amplitude bigger 
than three times the noise threshold were used. Suitable waveforms were then separated 
based on spike amplitude, spike duration, maximum/minimum spike voltages and the 
duration of those peak values. Following the separation, autocorrelation histograms were 
calculated for each unit. Spikes within the first 2 ms (refractory period) were used as an 
indicator for insufficient unit isolation, and the unit was eliminated from further analysis. 
Similarity comparison of spike clusters and cross-correlation of spike amplitudes between 
training sessions have been used to evaluate the stability of the signal. Units that did not 
show sufficient stability over succeeding days were also eliminated  
 
4.8 Open field recordings 
The open field recordings conducted by Mamad et al. (97) took place in an arena, which 
was made from a 60cm x 60cm square piece of plywood which was painted black and 
elevated 30 cm above the floor. It was surrounded by black curtains. After the rat was 
placed into the arena 20mg food pellets (TestDiet, Formula 5TUL) were thrown into the 
arena in 20-second intervals to random locations within the arena (pellet-chasing task) to 
keep the animal in permanent locomotion. This allows the complete sampling of the 
arena. The experiment was separated into a baseline and a stimulation session with a 
duration of 12 min each. This duration was chosen to enable the rat to sample the whole 
arena evenly. Durations shorter than 10 minutes resulted in an insufficient exploration of 
the arena while durations longer than 15 minutes at baseline sessions reduced the 
sampling of the arena in subsequent stimulation sessions to an insufficient level. During 
both sessions, the path of the rat in the arena and the single unit activity of pyramidal 
neurons of the CA1 area in the hippocampus were recorded. Additionally, in the 
stimulation session either the VTA or the medial forebrain bundle (MFB) was stimulated 
each time the rat entered a predefined quadrant of the arena. The stimulation at each entry 
of the quadrant in contrast to the stimulation while the rat is in the quadrant was chosen 
to prevent the rat from excessive self-stimulation and thus keep the rat in constant motion. 
The VTA was excitatory stimulated by a single train of optical 12 pulses, 5ms pulse 
duration, 50 Hz, 473nm. For the optogenetic stimulation, eleven test subjects (ChR2-
YFP) and eight controls (YFP) have been used (see: 4.2 Optogenetic VTA-stimulation). 
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The MFB was stimulated by four electrical bursts, each burst containing three pulses at 
10ms (100 Hz), with an inter-train interval of 125ms (8Hz) and an amplitude of 50-200µA 
(see 4.3 Electrical MFB-stimulation). For the electrical stimulation, 18 test subjects and 
13 controls have been used. Before the recording, the rats were habituated to the arena. 
In this experiment the influence of dopaminergic activity on place field properties and its 
remapping was tested. To evaluate the effect of repeated augmented dopaminergic 
activity the trials have been carried out daily for up to five days.  
 
4.9 Rectangular-shaped linear track 
The third experiment done by Mamad et al. (97), uses a rectangular-shaped linear 10cm 
wide track made of plywood with a length of 85cm (Figure 4-2) was used. The arena was 
painted black, elevated 30cm above the floor and surrounded by black curtains. 
 
Figure 4-2: Rectangular-shaped linear track 
During the trials, two food pellets (TestDiet, Formula 5TUL) were continuously placed 
at the northwest (NW) and the southeast (SE) corner (green squares, Figure 4-2). Eight 
test subjects (VTA-off) and five controls (YFP) (see: 4.2 Optogenetic VTA-stimulation), 
were trained to move continuously between the two reward zones. The animals were 
allowed to move in clockwise and counter clockwise direction through the arena. The 
duration of each session was 12 minutes. In the probe sessions, continuous optical 
stimulation was applied while the rat remains the west or south arm of the track (Figure 
4-3).  
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Figure 4-3: Stimulation zone in the rectangular shaped linear track 
To stimulate the VTA continuous photo-stimulation trains, containing 12 pulses per train, 
at 50Hz with 5ms pulse duration and 1 sec inter-train interval, at 473nm were applied. 
This experiment was designed to analyse the behaviour of place fields while actively 
inducing a place aversion (49), and allows us to study the effect of suppression of 
dopaminergic projection from the VTA to the hippocampus on the formation and stability 
of place cell firing pattern. 
 
4.10 Continuous T-maze task 
In the second experiment of Mamad et al. (97), a continuous T-maze arena with 10cm 
track-width and 85cm length of leg arms was used (Figure 4-4). The arena was made of 
plywood, which was painted black and set in a room with four cue cards (distal cues) 
attached to the curtains surrounding the arena. The illuminance was set in the range of 
10-15lux and kept constant between the sessions. The purpose of this experiment was to 
generate a reward driven place-preference and evaluate its effect on the spatial firing 
distribution of hippocampal place cells.  
 
Figure 4-4: Dimensions of the T-maze 
Proximal (choice point shape) and distal (cue-cards) allocentric cues were available for 
the rat navigating the maze. However, the presentation of the distal cues was designed in 
a way that they could be identified and used for navigation by just about 50% of the rats. 
Egocentric learning was prevented by allowing the rat to navigate in all directions 
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(clockwise / counter-clockwise) so opposite head turns at the choice points were needed. 
As a result of that rat has to learn to navigate with the help of proximal or distal cues (97). 
The experiment was separated into a training phase and a probe phase. The training phase 
consisted of three daily trials with a duration of 12 minutes each over three days. In the 
training phase, south-east half of the maze was disconnected but visible. At the beginning 
of each trial the rat was set at choice point 2 (Figure 4-5 a) and were allowed to explore 
the maze. To train the rat a reward-driven place preference two food pellets (TestDiet, 
Formula 5TUL) were positioned in the southwest (SW) corner (reward zone, Figure 4-5 
a) while no food reward was placed in the north-east (NE) corner. The food reward was 
replaced each time the rat passed directly through the two choice points. In the case of 
direct passes between SW corner and NE corner no reward was given. To keep the rat in 
constant locomotion in a loop pattern through the choice points at 33% of the passes a 
food pellet was placed at choice point 1 and at 33% of the passes a food pellet has been 
put at choice point 2. In the rest of the passes, no pellet was placed in either choice point 
1 or choice point 2. (97). 
 
Figure 4-5: T-maze for a) training and b) probe sessions 
After finishing the training phase, the rat was given a probe trial on day 4. During the 
probe trial, the north-west half of the maze was disconnected but visible, so the rats were 
exposed to opposite distal cues. In probe trials, the illumination was set to a level at which 
the probability for the rat to rely on navigation dependent on distal cues was 
approximately 50% (104; 105). Like in the training trials the rat started at the choice point 
2. In contrast to the training phase 2 food pellets were positioned at two reward zones at 
the SW corner and the NE corner (Figure 4-5 b). The level of illumination defines the 
a) b) 
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strategy for navigation in this task. At high illumination levels, the rat can identify distant 
cues and use them for navigation. A 180° shift of the distal cues leads to a conflict 
between proximal and distal cues. This will result in a split navigation strategy towards 
the two arena halves. At low levels of illumination below 5 lux, it is hard for the rat to 
identify the distal cues and will rely primarily on proximal cues for navigation through 
the maze. In this case, the rat will navigate in more than 50% towards the NE corner. (97). 
Based on the distribution of passes we can now identify if the allocentrically-guided 
navigation strategy of the rat is relying predominantly on proximal (conflict free) or 
proximal and distal (conflict-affected) cues. In this experiment conflict free navigation is 
considered preferential navigation since the rat’s behaviour exhibit the trained place 
preference and conflict-affected navigation is considered non-preferential navigation. 
This experiment gives us the opportunity to examine the behaviour of place cells in 
relation to place preferences with a sufficient number of passes in the non-preferential 
section of the arena. Insufficient number of passes results in incomplete experience for 
the formation of place fields (106) and invalidates the evaluation of their properties (82). 
 
4.11 Data evaluation 
To evaluate the data generated during the experiments (see: 4.8 Open field recordings; 
4.9 Rectangular-shaped linear track; 4.10 Continuous T-maze) three Matlab (The 
MathWorks, Inc.) scripts had to be written. To produce this scripts was the primary task 
in this thesis. These scripts were designed to read the datasets provided by the dacq 
recording system (Axona, Ltd.) and store the quantitative results of the analysis into Excel 
files (Microsoft Corporation) and plots into postscript files. 
 
4.12 Spike-specific data 
4.12.1 Spike waveform  
For calculation of the spike waveform, first, all spikes identified as belonging to the cell 
under examination have to be averaged. The Axona dacq output dataset includes a 
collection of all identified spikes. Each spike is stored as a series of 50 sample points. The 
spike waveform is calculated as an average across all spikes of one channel and is 
displayed with +/- standard deviation. The spike waveforms were used to ensure 
constancy between the recordings. Significant changes in the waveform between the 
recordings indicates a displacement of the tetrode. This would make the different 
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recording sessions not comparable since it cannot be ensured if the same cell was 
observed across all recording sessions. 
 
4.12.2 Spike properties 
The spike properties, spike width, spike amplitude and spike height, are now calculated 
from those mean waveforms. To do so, the peaks of the waveforms have to be calculated. 
The peaks are defined as the sample point at which the slope equals zero and the slope 
changes from positive to negative or vice versa. The positive peak of the waveform is the 
global maximum that satisfies the before mentioned condition. The negative peak is 
defined as the local minimum of the interval from the start till the positive peak that 
satisfies the before mentioned condition. If no negative peak can be found the local 
minimum of the interval from the positive peak till the end that meets the before 
mentioned condition was defined the negative peak. If no peak can be found, the negative 
peak is defined the last sample point in the series. The spike properties are calculated as 
follows: 
 
Figure 4-6: Definition of the spike properties: a) spike width, b) spike amplitude, c) spike height 
Spike width: the spike width is the duration in which the amplitude of the wave is above 
50% of the peak amplitude (red arrow, Figure 4-6 a). 
Spike amplitude: The spike amplitude is defined as the difference between the positive 
peak and the negative peak (green arrow, Figure 4-6 b). 
Spike height: The spike height is defined as the difference between the global maximum 
and the global minimum (blue arrow, Figure 4-6 c). 
The spike properties were like the spike waveform used to ensure constancy between the 
recording sessions. Here significant changes in the spike width, amplitude and high 
indicate a displacement of the tetrode 
 
4.12.3 Autocorrelogramm 
As mentioned before the autocorrelogram is a standard method to control the quality of 
the single unit separation (see: 2.13 Autocorrelogram). The autocorrelation ρf(t) of the 
a) b) c) 
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function f(τ) is the cross correlation of f(τ) with itself. The autocorrelation is defined as 
follows (Bracewell, 1965.): 
 ߩ௙ሺݐሻ ൌ ݂ሺ߬ሻ ∗ ݂ሺ߬ሻ ൌ න ݂ሺ߬ሻ݂ሺ̅߬ െ ݐሻ ݀߬
ஶ
ିஶ
 
 
( 11 )
Where ݂ ̅ is the complex conjugate of ݂. Since the spike trains are discrete and real the 
autocorrelation can be calculated as: 
 
ߩ௙ሺ݈ሻ ൌ ෍ ݂ሺ݊ሻ݂ሺ݊ െ ݈ሻ
ஶ
௡ୀିஶ
 
( 12 )
Two histograms in different resolutions were used in the scripts. One in a high resolution 
(0.1ms) over a small interval around zero (-10ms – 10ms) and one with a low resolution 
(10ms) and a big interval around zero (-1000ms – 1000ms).  
 
4.12.4 Spike cluster 
To plot the spike cluster, the spike height (see: 4.12.1 Spike waveforms; 4.12.2 Spike 
properties) of every spike recorded at each channel of the current tetrode, which was 
identified as a spike of a place cell, has to be calculated. The spike height of one channel 
is now plotted against the spike height of another channel for each spike and all 
combinations of channels, where different cells are indicated by different colours.  
 
Table 4-1: Presentation of the spike cluster in the output files 
X-axis: 
Spike height channel 2 
Y-axis: 
Spike height channel 1 
X-axis: 
Spike height channel 3 
Y-axis: 
Spike height channel1 
X-axis: 
Spike height channel 4 
Y-axis: 
Spike height channel 1 
X-axis: 
Spike height channel 3 
Y-axis: 
Spike height channel 2 
X-axis: 
Spike height channel 4 
Y-axis: 
Spike height channel 2 
X-axis: 
Spike height channel 4 
Y-axis: 
Spike height channel 3 
 
The spike cluster is used to control the single unit separation. If no defined patches of 
spikes can be identified, this indicates incorrect single unit separation. It also enables us 
to observe the generation of new or the vanishing of existing place fields. 
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4.12.5 Mean frequency  
The mean frequency is calculated as follows: 
 ௠݂௘௔௡ ൌ ݊௧௢௧௔௟ݐ௧௢௧௔௟  
( 13 )
Where ntotal is the number of all spikes of the cell under examination during the recording 
session and ttotal is the duration of the recording session. This the mean frequency was 
used below to calculate the spatial population vector.  
 
4.13 Spike and path dependent data 
4.13.1 Ratemaps / place fields 
As mentioned before (see: 2.10 Place cell firing analysis) the analysis of spatial firing 
pattern start with the motion tracking data of the rat and the timestamps of the spikes of 
the place cell under examination from this data we can plot a path and spike map (Figure 
4-7). To plot this map each motion data sample point was plotted connected in the order 
its timestamp. The spike coordinates were obtained by comparing the spike timestamp 
with motion data timestamps. 
 
Figure 4-7: Exemplary path and spike map from open field recordings 
For further analysis, firing rate maps, which represent the average firing frequency in 
Hertz for each bin, have to be calculated. For the calculation of the firing rate maps (short: 
ratemaps), the arena is divided into single bins, with a bin size of 2.5 cm x 2.5 cm. This 
was found to be a suiting size to prevent outlier and under-sampling but still offers a good 
resolution. This size lies within the commonly used range of 2 cm – 3 cm (8; 38; 24).  For 
each bin, the dwell-time td, calculated from the number of sample points n and the 
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sampling frequency fs, was calculated. The dwell time and the number of spikes were 
stored in time- and firing-maps. 
 ݐௗ ൌ ݊ ∙ 1௦݂ 
( 14 )
From this two maps, two different kinds of rate maps can be calculated. The raw ratemap 
is calculated by a bin-wise division of the firing- and the dwell-time-map (Figure 4-8) 
(8)This ratemap is used to calculate the quality of the recording of the place cell activity 
(see 2.10 Place cell firing analysis). 
 
Figure 4-8: Raw ratemaps, a) two-dimensional, b) three-dimensional 
As mentioned before place fields can be modelled as a Gaussian or the summation of 
multiple Gaussians (see: 2.1 Place cells). Therefore, a more accurate representation of the 
place fields can be obtained from a smoothed ratemap. For the calculation of the smoothed 
ratemap, the dwell-time and firing map is low pass filtered by replacing each bin by the 
average of that bin and its eight closest neighbours and afterwards correcting for edge 
effects (15; 13). The smoothed ratemap is then calculated by bin-wise division of 
smoothed firingmap and timemap (Figure 4-9). The same method was used at the 
stimcomp_open_opto_v3 script to create the artefact maps. Here the spike location was 
replaced by the location of the onset of a stimulation event. 
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Figure 4-9: Smoothed ratemaps, a) two-dimensional, b) three-dimensional 
To describe the spatial firing behaviour of the place cells we needed to define place fields. 
Two different kinds of place fields were used, raw place fields were derived from raw 
ratemap and smoothed place fields were derived from smoothed ratemaps. We defined a 
place field as a cluster of nine or more (80; 17) adjacent bins, sharing at least one edge 
(17; 84) and having a mean firing rate above 0 Hz for the raw place field (80). And 20% 
of the maximum firing rate for the smoothed place field (107; 11; 15). Since not all place 
cells have multiple or sub place fields, at the open field recording just the biggest place 
field was considered, while at the T-maze and the linear rectangular track all fields larger 
than eight bins were considered to increase the sensitivity of the symmetry measurement. 
To make the ratemaps more easy to read they were usually displayed as a levelled ratemap 
were the frequency were grouped in different level (0 - 16.7%; 16.7 – 33.3%; 33.3 – 50%, 
50 – 66.7%; 66.7 – 83.3%; 83.3 – 100%) (Figure 4-10). 
 
Figure 4-10: Exemplary leveled presentation of a smoothed ratemap of an open field recording 
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4.13.2 Spatial specificity / spatial information content (Skaggs) 
The spatial information content is a commonly used property to describe the spiking 
activity of a place cell (see: 2.12 Information content) calculates as follows: 
 ܫ ൌ෍ ௜ܲሺλ௜/λሻ logଶሺߣ௜/ߣሻ
௜
 ( 15 )
Where Pi is the occupancy probability in bin i, λi is the average spiking rate in bin I and 
λ is the global average firing rate of the place cell (83). This value gives a measure how 
much location related information can be gathered by single action potential of a place 
cell, expressed in bits per spike. 
 
4.13.3 Spatial coherence:  
It is calculated by as the Pearson’s correlation coefficient rAB between all bins of the 
ratemap A and a corresponding map of averaged firing rates of the eight nearest 
neighbours of each bin B (81; 108; 109). The Pearson’s correlation coefficient is 
calculated as follows (110): 
 
ݎ஺஻ ൌ 1ܰ െ 1෍൬
ܣ௜ െ ߤ஺
ߪ஺ ൰ ൬
ܤ௜ െ ߤ஻
ߪ஻ ൰
ே
௜ୀଵ
 
( 16 )
Where µ is the mean: 
 
ߤ஺ ൌ 1ܰ෍ܣ௜
ே
௜ୀଵ
 
( 17 )
And σ is the standard deviation: 
 
ߪ ൌ ඩ 1ܰ െ 1෍ሺܣ௜ െ ߤ஺ሻଶ
ே
௜ୀଵ
 
( 18 )
 
This property describes the evenness of the firing distribution of a place cell and can be 
used as a measure to quantify the quality of the recording  
 
4.14 Place field properties 
To characterize the place field several properties regarding the location, size and 
frequency distribution have been calculated. 
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4.14.1 Centre of mass (COM) 
The calculation of the centre of mass of a place field is based on the calculation of the 
centroid of an area, which is defined as (111): 
 ݔ௦ ൌ ׬ݔ ݀ܣ׬݀ܣ ; ݕ௦ ൌ
׬ݕ ݀ܣ
׬݀ܣ  
 
( 19 )
Which for areas made up from subareas is defined as: 
 ݔ௦ ൌ 	∑ ݔ௜ܣ௫,௜
ஶ௜ୀିஶ
∑ ܣ௫,௜ஶ௜ୀିஶ ; ݕ௦ ൌ
∑ ݕ௝ܣ௬,௝ஶ௝ୀିஶ
∑ ܣ௬,௝ஶ௝ୀିஶ ; 
 
( 20 )
Where xi is the x-coordinate of the centroid of subarea Axi, yj is the y-coordinate of the 
centroid of subarea Ayj. The subareas Axi and Ayj can be further divided and expressed as 
a sum of smaller subareas: 
 
ܣ௫,௜ ൌ ෍ ܣ௜,௝
ஶ
௝ୀିஶ
; ܣ௬,௜ ൌ ෍ ܣ௜,௝
ஶ
௜ୀିஶ
 
 
( 21 )
Which results in: 
 ݔ௦ ൌ
∑ ∑ ݔ௜ܣ௜,௝௝௜
∑ ∑ ܣ௜,௝௝௜ ; ݕ௦ ൌ
∑ ∑ ݕ௝ܣ௜,௝௝௜
∑ ∑ ܣ௜,௝௝௜  
 
( 22 )
This, however, does not consider the frequency distribution of the ratemap. To make it 
sensitive to the frequency distribution we weight substitute the subarea Ai,j by a constant 
size A and frequency fi,j: 
 ܣ௜,௜ ൌ ௜݂,௝ ∙ ܣ ( 23 )
Since size A is constant it can be reduced, the centre of mass can be calculated as follows: 
 ݔ௦ ൌ
∑ ∑ ݔ௜ ௜݂,௝௝௜
∑ ∑ ௜݂,௝௝௜ ; ݕ௦ ൌ
∑ ∑ ݕ௝ ௜݂,௝௝௜
∑ ∑ ௜݂,௝௝௜  
 
( 24 )
The centroids ci,j of the subarea Ai,j are defined as follows: 
 ܿ௜,௝ ൌ ൬݅ ∙ ݈௕௜௡ െ ݈௕௜௡2 ݆ ∙ ݈௕௜௡ െ
݈௕௜௡
2 ൰  
( 25 )
Where lbin is the length of the edge of the bin. Thus the centroids of the subareas are 
defined as: 
 ݔ௜ ൌ ݅ ∙ ݈௕௜௡ െ ݈௕௜௡2 ; ݕ௝ ൌ ݆ ∙ ݈௕௜௡ െ
݈௕௜௡
2  
( 26 )
So the absolute coordinates of the centre of mass (xs  ys) are: 
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 ݔ௦ ൌ
∑ ∑ ݅ ∙ ௜݂,௝௝௜
∑ ∑ ௜݂,௝௝௜ ∙ ݈௕௜௡ െ
݈௕௜௡
2 ; ݕ௦ ൌ
∑ ∑ ݆ ∙ ௜݂,௝௝௜
∑ ∑ ௜݂,௝௝௜ ∙ ݈௕௜௡ െ
݈௕௜௡
2  
 
( 27 )
As mentioned before (see: 2.10 Place cell firing analysis) the centre of mass is a 
commonly used and reliable method to describe the spatial location of place fields. It was 
also used to calculate the COM-distance (see: 4.20 COM-distance). 
 
4.14.2 Centre rate / Centre rate location (CR) 
As mentioned before (see: 2.10.2 Peak rate centre) the centre rate is another method to 
describe the place field location. The CR is calculated by creating a map of the place field, 
where each bin of the place field was replaced by the average frequency of that bin and 
its eight closest neighbours. The centre rate is now defined as the global maximum of that 
map and the centre rate location is the centroid of the bin exhibiting the centroid rate. 
However, it has been proven to be less reliable as the COM method, but it still can give 
us information about the place field shape. This method calculates the centre rate of the 
place field and its location. It is more reliable to show the peak rates of place fields of raw 
ratemaps since it is, due to the averaging, less prone to outliers than just looking for the 
global maximum. 
 
4.14.3 Place field size 
The place field size is defined as the number of bins belonging to a place field. It was 
calculated for the place field of the smoothed ratemap. 
 
4.14.4 Grand rate 
The grand rate is defined as the average firing frequency of a cell within its place field it 
is calculated by the number of spikes occurring within the place field npf and the time 
spent in the place field tpf.   
 ௚݂௥௔௡ௗ ൌ ݊௣௙ݐ௣௙  
 
( 28 )
 
4.15 Comparative analysis  
The open field recording experiment’s aim was to evaluate the influence the effect of 
stimulation events on the firing pattern of hippocampal place cells. The 
stimcop_open_opto_v3 script was designed to evaluate differences between the baseline 
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and stimulation sessions of the same or different recording sessions. Therefore, the script 
provides in the output the shift of the centre of mass as well as the change in the skewness 
of the pass dependent firing for passes through the place field either close to the COM or 
the centre rate. It also provides the change in the spatial coherence and the change in the 
spatial information content.  
 
4.15.1 COM-shift  
The shift of the COM (see: 4.14.1 Centre of mass(COM)) is presented as the direction 
vector, 
ܥܱܯ௕௔௦௘ܥܱܯ௦௦௧ప௠ሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬሬԦ ൌ ൫ܥܱܯ௦௧௜௠,௫ െ ܥܱܯ௕௔௦௘,௫, ܥܱܯ௦௧௜௠,௬ െ ܥܱܯ௕௔௦௘,௬൯ ( 29 )
pointing from the COM of the baseline session (COMbase) towards the COM of the 
stimulation session (COMstim). And the distance of the COM-shift calculated as the norm 
of the direction vector. 
 
4.15.2 Change of spatial coherence  
The change in the spatial coherence ∆r (see: 4.13.3 Spatial coherence) was calculated 
analogue to the shift of pass dependant firing: 
 ∆ݎ ൌ ݎ௦௧௜௠ െ ݎ௕௔௦௘ ( 30 )
 
4.15.3 Change of spatial information content 
The change spatial information content ∆I (see: 4.13.2 Spatial specificity / spatial 
information content) was calculated analogue to the shift of pass dependant firing: 
 ∆ܫ ൌ ܫ௦௧௜௠ െ ܫ௕௔௦௘ ( 31 )
 
4.15.4 Influence of the stimulation location 
To analyse the impact of the stimulation location on the place field location, the place 
fields have to be compared in respect to the stimulation location. Therefore, a ratemap of 
the stimulation events was created by the same means as for common rate maps (see: 
4.13.1 Ratemaps/place fields) with the difference, that instead of the locations of the place 
cell spikes the location of the onset of an electrical MFB- or an optogenetic VTA-
stimulation-event was used. Below this ratemap of the stimulation location is named 
“artefact map”. To evaluate the influence of the stimulation location both the firing 
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pattern of the baseline session and the firing pattern of the stimulation session has to be 
compared to the stimulation pattern. As mentioned before (see: 2.15 Bhattacharyya 
distance) the Bhattacharyya distance is a measurement of the similarity of two different 
distributions, where absolute similarity is represented by a Bhattacharyya distance of 0 
and no overlap is represented by an infinite distance. In this work, the Bhattacharyya 
distance was used to determine to which extent optogenetic VTA-stimulation or electrical 
MFB-stimulation shift the place field of a hippocampal place cell towards the stimulation 
location. The Bhattacharyya distance B is defined as (112). 
 ܤ ൌ െ݈݋݃නඥ݃ሺݔሻ݂ሺݔሻ݀ݔ ( 32 )
Where g(x) f(x) are the two compared distributions. Since the distributions in this work 
are discrete and two-dimensional we can use this formula: 
 ܤ ൌ െ݈݋݃෍෍ඥ݃ሺݔ, ݕሻ݂ሺݔ, ݕሻ
௬∈௒௫∈௑
 
 
 
( 33 )
The two distributions compared by the Bhattacharyya distance in this work were the 
ratemap of the cell under examination (f(x,y)), which was named basemap for the baseline 
session and stimmap for the stimulation session in the output file of the script, and the 
artefact map(g(x,y)). For both, baseline and stimulation session the Bhattacharyya 
distance was calculated for raw base-/stim-map and raw artefact-map as well as for 
smoothed base-/stim-map and smoothed artefact-map (smoothing: see: 4.13.1 
Ratemaps/place fields). Smoothing was applied to make the measurement more sensitive 
to the spatial distance between the two distributions since smoothed ratemaps are more 
spread, which will increase the overlap. Using smoothed ratemaps also minimize the 
influence of noise and the shape of the place field/stimulation event distribution. Since a 
difference in the magnitude of the two distributions will affect the distance each ratemap 
were normalized by the sum of all mean frequencies within that ratemap before the 
Bhattacharyya distance was calculated. For visual inspection cross-maps of the bin-wise 
overlap between basemap or stimmap and the artefact map was plotted. The overlap oxy 
was defined as: 
 ݋௫௬ ൌ ඥ݃ሺݔ, ݕሻ݂ሺݔ, ݕሻ ( 34 )
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4.16 Arena fitting 
To apply the symmetry measure, it is important to have a sufficient fit of the motion data 
to the arena. Several factors impede fitting. Since the linear rectangular track and the T-
maze consist of narrow, elevated walkways without walls the rat is not entirely constricted 
to the arena and can cut corners and peek outside of the arena. Because of the rat’s position 
is being tracked by an IR-LED positioned at the head-stage above the head there can be 
tracking samples outside of the arena, especially at corners (Figure 4-11). Another factor 
impeding the fitting is the lack of a referencing system between the arena and the motion 
tracking system.  
 
Figure 4-11: Rat's trajectory compared to the real arena shape for two sessions 
As it can be seen in Figure 4-11, the motion data sample points cannot be directly fitted 
into an arena shaped stencil. To fit the motion data, a referencing system has to be created. 
Such a referencing system needs specific points which can be identified in the motion 
data and are linked to some landmarks in the arena. Figure 4-12 a/b shows the expected 
passes through the choice points, where passes from or towards the stem (red arrows, 
Figure 4-12) are supposed to be more frequent than direct passes between the east and 
south quadrants of the arena (green arrows, Figure 4-12). Since the real passes will be 
somehow distributed around that theoretical passes, it is to be expected that an 
accumulation of motion data sample points can be found in the area enclosed of the 
theoretical paths. A second assumption is that direct passes (green arrows, Figure 4-12) 
are faster than passes from or toward the stem since the rat has to turn less, and thus 
contribute fewer motion data sample points. As a result of this, the most motion data 
sample points are expected to be found at the borders of the stem (dashed lines, Figure 
4-12 c). 
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Figure 4-12: Schematic of T-maze: a) passes through choice point 1, b) passes through choice point 2, c) 
schematic of the T-maze arena 
To find the accumulation of motion data sample points, the arena was divided into 1cm x 
1cm bins and the number of sample points per bin was counted. Afterwards, the map was 
convolved with a 5 x 5 array of ones and normalized by the convolution of the same array 
with a map-sized array of ones. The smoothed motion sample map was divided into nine 
equal parts, the middle and the south-east section (purple rectangles, Figure 4-13 a) were 
searched for a local maximum. These maxima (red squares /red arrows, Figure 4-13) were 
now defined as reference points. The mean distance of the reference points for the T-maze 
was 33,2 cm ±2,4cm, which matches the length of the stem lstem = 33,1cm. This confirms 
the assumptions about the position reference points, made before. 
 
Figure 4-13: Motion sample point map T-Maze, a) 2D map with symmetry axis (green dashed line) and expected 
locations of the choice points (purple squares), b) 3D map with indicated reference points (red arrows) 
Analogue to the T-maze, the reference points for the linear rectangular track, were 
defined. Here the locations of the food reward were expected to show the biggest 
accumulation of motion data sample points. To find these sites, the arena was divided into 
16 equally sized sections and the most north-west and the south-east sections (purple 
rectangles, Figure 4-14 a) were searched for local maxima, which then were defined as 
reference points (red squares/ red arrows, Figure 4-14) 
a) b) c) 
a) b) 
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Figure 4-14: Motion sample point map rectangular-shaped linear track, a) 2D map with symmetry axis (green 
dashed line) and expected locations of the reward sites (purple squares), b) 3D map with indicated reference points 
(red arrows) 
To fit the symmetry axis, which has to meet the criteria x = y,  to the reference points r1, 
r2 an offset in y-direction oy was calculated: 
 ݋௬ ൌ ൫ݎଵ,௬ െ ݎଵ,௫൯ ൅ ൫ݎଶ,௬ െ ݎଶ,௫൯2  
 
( 35 )
The offset was then added to the y-coordinate of all motion data sample points. 
 
4.17 Behavioural data (pass sorting) 
The rat’s path through the arena was analysed to calculate the number of passes through 
different quadrants of the arena and to investigate the behaviour of the rat in the choice 
points (T-maze) and the number of passes and the time spent in each half of the arena 
(linear rectangular track). The same factors that impede the arena fitting (see: 4.16Arena-
fitting) obstruct the pass sorting. To overcome those problems, two adaptive systems 
using the reference points (see: 4.16Arena-fitting) have been created. 
 
4.17.1 T-maze 
The primary task at the T-maze was to describe how the rat behaves at the choice points 
(Figure 4-5), meaning how often the rat turns in which direction. Since the movement of 
the animal is not entirely restricted to the arena, for each recording session the area around 
the choice points has to be set individually, to catch every pass through the choice point 
and allow the definition of entry-/exit-zones. To do so, an iterative method was used. This 
method uses an unsmoothed map representing the number of motion samples per 1 cm x 
1 cm bin and the reference points defined before (see: 4.16 Arena-fitting). For choice 
point 1 the area around the reference point (red square, Figure 4-15) was incrementally 
increased by 2 cm each step. After each step the direct divider between east and south 
a) b) 
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quadrant, sitting in the top left corner of the choice point area (purple area, Figure 4-15 
a) was checked if it contains motion sample points. This was repeated till no motion 
sample points could be found within the direct divider area. That divider was defined to 
have a width of 2 cm and a leg length of one-quarter of the edge length of the choice point 
area.  
 
Figure 4-15: Definition of the choice point 1 area and divider, a) direct exit zone divider (purple area), b) indirect 
exit zone divider (green areas) 
After defining the choice poin1 area-size that cover all passes through the choice point 1 
it was checked if the choice point area was big enough to separate motion data samples 
on the stem from samples on the hypotenuses of the surrounding triangular track. 
Therefore, the indirect divider (green rectangles, Figure 4-15) checked for motion data 
sample points. If motion data sample points were found within one of the areas of the 
indirect divider the choice point area was further increased till no motion sample points 
were found in the area of the indirect divider. The indirect divider was defined as a 
rectangle with 2 cm width and a length of 10 % of the edge length of the choice point area 
and sits in the middle of the lower respectively the right edge of the choice point area. 
Due to the different geometry of choice point 2, a different method was needed. Here the 
choice point area size was defined as by the reference point and the maximal values of 
the motion data sample points in x- and y- direction: 
 ܵ஼௉ଶ ൌ ൜2 ∙ ݀݅ݏݐ௫ ൅ 1ܿ݉ ; ݀݅ݏݐ௫ ൐ ݀݅ݏݐ௬2 ∙ ݀݅ݏݐ௬ ൅ 1ܿ݉ ; ݀݅ݏݐ௫ ൏ ݀݅ݏݐ௬ൠ 
( 36 )
Where SCP2 is the size of the choice point 2 area and distx, disty is the distance of the 
reference point to the maximum value in x- and y- direction (yellow arrows, Figure 4-16 
a)  
a) b) 
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Figure 4-16: Definition of the choice point 2 area and divider a) distance of reference point to maxima, b) 
definition of direct (purple area) and indirect (green areas) exit zone dividers 
The direct divider (purple area, Figure 4-16 b) is defined by the geometry of the arena. 
The indirect divider, a 2 cm x 2 cm rectangle, (green squares, Figure 4-16 b) were slid 
from the top left corner along the left, respectively the top edge till a position was reached, 
where no motion sample points could be found within the indirect divider area. Based on 
the defined dividers and the choice-point-size entry-/exit-zones were defined as 2 cm 
wide areas, lying inwards on the edge of the choice point area between the dividers.   
 
Figure 4-17: Passes through the choice points a) Choice point 1, b) choice point 2 
Illustrated in Figure 4-17 are the passes (red) through choice-point 1 (left) and choice-
point 2 of the session: 130216VCA331-trg-Probe. Between the dividers (black) the entry-
/exit-zones for the south quadrant (blue), the east quadrant (yellow) and the stem (green) 
were defined. To analyse the passes each motion data sample point was were checked 
whether it lies within one of the choice point areas or not. Consecutive series of sample 
points within one of the choice points were defined as a pass and the timestamps of start 
a) b) 
a) b) 
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and endpoint of those passes were saved. The start and endpoints were now checked for 
the entry-/exit-zone they lie in. The first and the last pass through a choice-point at the 
recording was dismissed if the recording started or ended within the choice point and thus 
were missing an entry or an exit timestamp. Also passes, consisting of just one data point 
were dismissed. Knowing where the rat entered and exited the choice point area, the 
behaviour of the rat at the junctions could be described. Three categories were evaluated: 
coming from the stem and either leaving to the south or east quadrant, coming from either 
the south or the east quadrant and leaving to the stem and direct passes towards the south 
or the east quadrant. 
 
4.17.2 Linear-rectangular track 
Here the behavioural analysis was easier to realize than at the T-Maze since at the linear 
rectangular track just the time spent in each half and the number of passes through each 
half of the arena as to be calculated. To do so, the arena was separated into four zones 
(Figure 4-18). 
 
Figure 4-18: Linear rectangular track divided into neutral zones (grey squares), north-east half (blue area) and 
south-west half (yellow area) 
These zones were north-east half (blue) south-west half (yellow) and two neutral zones 
around the reward position (green rhombi). The neutral zones where needed to 
differentiate reliably between passes toward one-half of the arena and the rat scurrying 
around while picking up the food reward. To determine the size of the neutral zones the 
corrected motion data sample points (see: 4.16 Arena-fitting) were again separated into 1 
cm x 1 cm bins and the bins along the symmetry axis (x=y) were copied into a vector. 
This vector was used to find the start and the length of the longest connected group of 
bins containing no motion sample points (red bins, Figure 4-19). 
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Figure 4-19: Definition of neutral zone size 
The borders of the neutral zones (green rectangles) were then set to include all motion 
sample data points along the symmetry axis. Each data point was now checked whether 
it lies in one of the neutral zones or in the north-east (N-E) respectively the south-west 
(S-W) half of the arena. The timestamps of the entry into and exit from the N-E / S-W 
halves were saved to define a pass. Only complete passes were considered, so the first 
and the last pass were dismissed when it started/ended within the N-E or S-W half. Also, 
the neutral zone from which the rat entered one-half of the arena and to which it left were 
saved to describe the direction of movement. Since the rat moved directly between the 
neutral zones, without turning around somewhere in-between, all passes starting and 
ending at the same neutral zone were considered scurrying and thus dismissed. For each 
half, the total number of passes were count as well as the number of passes in each 
direction (north-west to south-east/south-east to north-west). To calculate the time, spend 
in each half, the number of data points per pass have been computed and added up for 
each half and each direction and multiplied by the sampling interval (0.02 seconds). 
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4.18 Symmetry method evolution  
As mentioned before the evaluation of symmetry was intended to be a measure for the 
evenness of the distribution of firing pattern in arenas that are symmetric and impede the 
use of COM-based methods, which are suitable for open arenas but have a limited 
suitability for describing the firing patterns over a whole arena consisting of just small 
tracks like the linear rectangular track or the T-maze. To my knowledge, no method to 
calculate the symmetry of place fields was used before. As mentioned before the 
symmetry can be expressed as an average of the bin-wise comparison of bins in 
symmetric locations (see: 2.16 Symmetry), where a symmetry value of 1 means full 
symmetry and a value of 0 means total non-symmetric. Since in this work, the coordinate 
system was set, so the symmetry axis meets the condition: x = y, the symmetry can also 
be expressed as the similarity between a ratemap and its transposed copy. So the first idea 
was to use standard similarity measures like the 2D-correlation. The 2D-correlation was 
found to be not a suitable method as the correlation can be negative, which would 
represent anti-symmetry. However, the idea of calculating the similarity of two 
distributions as a sum of a bin-wise overlap was kept for later use. To design a method to 
compute the symmetry, different approaches were taken. To start the development, a 
method was searched to quantify the fundamental symmetry of the firing pattern based 
purely on the spike location. The two basic ideas were either to compare the ratemap bin-
wise or to calculate the overlap between the place fields. The direct bin-wise comparison 
was considered not entirely reliable since the position of the symmetry axis could not be 
determined with full confidence this was shown as the average distance of the reference 
points at the T-maze showed a standard deviation in the range of the bin size (see: 4.16 
Arena-fitting). To compensate for that, the bin-wise method was designed to search for 
each bin containing a firing frequency above zero a bin either at the symmetric location 
or at the next neighbours of the symmetric location. The method for place field wise 
comparison measured the overlaps between each place field and each other transposed 
place field, normalized by the place field size. To evaluate the effectivity of each method. 
For an ensemble of 10 place cells, desired values for the symmetry of the place fields 
were subjectively assigned (Table 4-2). 
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Table 4-2: Comparison of bin- and place field-wise methods 
 Desired 
values 
Best bin-wise 
method 
Best place field 
wise method 
Cell 1 0 0.1695 0 
Cell 2 0 0.1176 0.0965 
Cell 2 0-0.25 0.6914 0 
Cell 4 0-0.25 0.4819 0.2428 
Cell 5 0.3 0.375 0.5801 
Cell 6 0.3-0.4 0.4179 0.4316 
Cell 7 0.5-1 0.6413 0.6186 
Cell 8 0.9-1 0.7288 0.7436 
Cell 9 0.9-1 0.625 0.78 
Cell 10 1 0.898 0.8333 
Mean error: 0.05051 -0.00349 
Error rating: 1.2 0.5 
 
To quantify the effectivity, the mean error and the error rating was calculated. The mean 
error was defined as the average distance of the calculated value to the desired value 
range, a small mean error represents a small systematic error. The mean error was the 
sum of the absolute distance of the calculated value to the desired value range rounded 
down to the first decimal place, to allow small errors since the desired values were defined 
subjectively. Small error rating represents a small statistical error. For each method 
several factors were varied, like the number of next neighbours or different extensions 
for the place fields to make the method more sensitive. Table 4-2 presents just the values 
of the best method for bin- and place field-wise calculation. As we can see the place field 
dependent method exhibit a better mean error and a better error rating than the bin-wise 
method. So the bin-wise method was discarded. To make the method frequency sensitive, 
the overlap between the place fields were weighted by the average firing frequency. 
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Figure 4-20: Exemplary place fields of a place cell ensemble subjectively ordered for symmetry 
The place fields off an ensemble of 12 cells shown in Figure 4-20 subjectively ordered 
for symmetry was used to verify the method. Calculated symmetry values are given in 
Table 4-3. 
Table 4-3: Calculated symmetry values 
Cell number Symmetry value Cell number Symmetry value 
1 0 7 0.05255134 
2 0 8 0.14876938 
3 0 9 0.18852306 
4 0 10 0.28320216 
5 0 11 0.48576703 
6 0.00287435 12 0.6512057 
 
It can be seen that the calculated symmetry values follow the subjective order. However, 
since this method just considers average frequencies, it is not sensitive to the frequency 
distribution within the place field, which can lead to wrong results. Given the example in 
Figure 4-21, which has a high overlap at low frequencies but no overlap at the high 
frequencies.   
 
Figure 4-21: Exemplary low-symmetry place fields 
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The method concerning just average frequencies would have resulted in a high symmetry 
value. To fight this error and make the method more sensitive to symmetries of peaks the 
place fields were separated into several frequency levels (see: 4.19 Symmetry method), 
which were then checked for overlap which each place field for the same or lower level. 
The symmetry values for the frequency distribution sensitive method (Table 4-4) show 
now increased symmetry values for overlapping peaks (e.g. cell 10, 12) and decreased 
values general overlap in place fields but with less symmetric peaks (cell 11). 
 
Table 4-4: Calculated symmetry values final method 
Cell number Symmetry value Cell number Symmetry value 
1 0 7 0.10784314 
2 0 8 0.12030075 
3 0 9 0.17608889 
4 0 10 0.39931574 
5 0 11 0.46447811 
6 0.00537634 12 0.73368495 
 
For an exact description of the method, see 4.19 Symmetry method.  
 
4.19 Symmetry method 
As mentioned before, this method senses the symmetry of the symmetry of the place 
fields and its frequency distribution over the place fields. The basic principle is to 
calculate the symmetry of the distribution of one or more place fields adding up the 
overlap between place fields and weighting it by the fraction of the frequency levels at 
the point of overlap. The symmetry of a place cell’s firing distribution is calculated from 
its smoothed ratemap with the size [M bins x M bins] and its corresponding thresholded 
place field-map containing N place fields, consisting of nine or more bins (see: 4.13.1 
Ratemaps/place fields). The resulting ratemap of the place fields is created by setting all 
bins that are not part of a place field to zero.  
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Figure 4-22: Ratemaps and place fields for symmetry analysis, a) smoothed ratemap, b) thresholded place fields, 
c) resulting ratemap for the place field, d) resulting leveled ratemap for the place fields 
The resulting map is grouped into six levels (>0, >1/6 fmax,, >2/6 fmax, >3/6 fmax, >4/6 fmax, 
>5/6 fmax) according to the maximum firing frequency of the ratemap (fmax) and separated 
into the single place fields. Because of the threshold at the calculation of the place field, 
the 0- 1/6 fmax level does not contribute to the place field shape and its symmetry, so it 
was ignored. The maps presented in Figure 4-23 are considered binary. 
 
Figure 4-23: Maps of each place field separated into levels 
For each level l ሼ݈ ∈ Գ|	2 ൑ ݈ ൑ 6ሽ a [N x N] relation matrix is created by counting the 
overlap between each map (݉௡,௟) and each transposed map (݉௠,௞௧ ) of the same or lower 
level and the transposed placefield map (݌ ௣݂௧) 
 
ܴ௟ ൌ ൦
ݎଵ,ଵ,௟ ݎଵ,௠,௟ݎ௡,ଵ,௟ ݎ௡,௠,௟
⋯ ݎଵ,ே,௟⋯ ݎ௡,ே,௟
⋮ ⋮
ݎே,ଵ,௟ ݎே,௠,௟
⋱ ⋮
⋯ ݎே,ே,௟
൪ 
 
( 37 )
The N x N sized relation matrix displays the relations between place field n at level l and 
place field m  
a) b) c) d) 
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 ݎ௡,௠,௟ ൌ ܣ௡,௟ିଵ ∙ ݋௡,௠,௟ ( 38 )
The relation between place field n at level l and place field m (ݎ௡,௠,௟) is the overlap 
between placefield n at level l and placefield m (݋௡,௠,௟) normalized by the area of 
placefield n at level l(ܣ௡,௟). 
 
݋௡,௠,௟ ൌ ෍෍݉௡,௟ሺ݅, ݆ሻ ∙ ൭݌ ௠݂௧ ሺ݅, ݆ሻ ൅෍݉௠,௞௧ ሺ݅, ݆ሻ
௟
௞ୀଶ
൱
ெ
௝ୀଵ
ெ
௜ୀଵ
 
( 39 )
The overlap between place field n at level l and place field m is the sum of the 
multiplication of the value of bin (i,j) of the map of place field n at level l (݉௡,௟ሺ݅, ݆ሻ) and 
the value of the bin(i,j) transposed placefield map (݌ ௠݂௧ ሺ݅, ݆ሻ) of placefield m and the value 
of the bins(i,j) transposed maps of placefield m at all levels equal and smaller l 
(݉௠,௞௧ ሺ݅, ݆ሻ). 
 
ܣ௡,௟ ൌ ݈ ∙෍෍݉௡,௟ሺ݅, ݆ሻ
ெ
௝ୀଵ
ெ
௜ୀଵ
 
( 40 )
Where An,l is the area, expressed by the number of bins, of place field n at level l weighted 
by the level l. 
From the relation matrix, we can calculate the spatial symmetry (SSl) for each level by 
adding up the rows of the relation matrices and weight it by the ratio of the area of place 
field n at level l divided by the sum of the areas of all place fields in level l (wnl). 
 
ܵ ௟ܵ ൌ ෍ݓ௡,௟ ෍ ݎ௡,௠,௟
ே
௠ୀଵ
ே
௡ୀଵ
 
( 41 )
 ݓ௡,௟ ൌ ܣ௡,௟∑ ܣ௡,௟ே௡ୀଵ  
( 42 )
The spatial symmetry of the firing characteristics of the cell is an average of the spatial 
symmetries of each level weighted by the ratio of the area of all place fields in level l 
divided by the sum of the area of all place fields in all levels (ܣ௧௢௧௔௟). 
 
ܵ௦௣௔௧ୀ෍ܵ ௟ܵ ∙
଺
௟ୀଶ
∑ ܣ௡,௟ே௡ୀଵ
ܣ௧௢௧௔௟  
( 43 )
 
ܣ௧௢௧௔௟ ൌ෍෍ܣ௡,௟
ே
௡ୀଵ
଺
௟ୀଶ
 
( 44 )
 
 71 
 
4.19.1 Symmetry angle θSS 
To present the symmetry in a more intelligible way and make it comparable to the COM 
distance it was expressed in the form of an angle. There, in the case of an arena symmetric 
to an axis in the direction from the north-west to the south-east corner, a symmetry angle 
of 0° represents a total non-symmetric distribution, weighted towards the south-west half 
of the arena. A symmetry angle of 45° represents a total symmetric firing distribution, 
and a symmetry angle of 90° represents a total non-symmetric distribution weighted 
towards the north-west half of the arena. The symmetry angle ϴss was calculated as 
follows: 
 ߠௌௌ ൌ ൜ ݏ௦௣௔௧ ∗ 45°, ܥܱܯ௫ ൏ ܥܱܯ௬90° െ ݏ௦௣௔௧ ∗ 45°, ܥܱܯ௫ ൐ ܥܱܯ௬ൠ 
( 45 )
Where Sspat is the spatial symmetry value and COMx, COMy is the X-, Y- coordinate of 
COM. 
 
4.20 COM-distance 
The calculation of the COM is a commonly used method to describe the firing distribution 
of a place cell (see: 4.14.1 Centre of mass COM). However here the calculation of the 
COM in the form of two-dimensional coordinates is not suitable since the firing 
distribution was needed to be described in the form of a one-dimensional variable, with 
respect to the symmetry axis. Therefore, I created the normalized COM-distance (short: 
COM-distance) measure, which describes to which extent the COM deviates from the 
symmetry axis. To reliably calculate the COM-distance the motion data sample points 
have to be fitted to virtual arena borders (Figure 4-24) to ensure correct normalization. 
The virtual arena borders are a square surrounding all motion data sample points. The 
fitting was done by sliding all motion data sample points along the symmetry axis and 
adjusting the arena border size till d1 (distance between reference points and arena border) 
was equal for both reference points, or the d2 (distance between middle point of the arena 
borders and middle point between the two reference points) was 24,5cm (defined by arena 
geometry).   
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Figure 4-24: Fitting to virtual arena border, a) rectangular-shaped linear track, b) continuous T-maze 
The symmetry axis was defined by its origin O (Ox,Oy) and its direction D (Dx,Dy). The 
distance between the COM (COMx,COMy) and the symmetry axis was calculated as 
follows  
 
݀݅ݏݐ஼ைெ/௦௬௠ ൌ
ฬ݀݁ݐ ൤ ܦ௫ െ ௫ܱ ܦ௬ െ ௬ܱܥܱܯ௫ െ ௫ܱ ܥܱܯ௬ െ ௬ܱ൨ฬ
ටሺ ௫ܲ െ ௫ܱሻଶ ൅ ൫ܦ௬ െ ௬ܱ൯ଶ
 
 
( 46 )
Since the arena borders are defined as a square surrounding all motion tracking sample 
points with an equal distance to the real limits of the arena at all sides, the normalized 
COM distance could be calculated according to the following scheme (Figure 4-25).
 
Figure 4-25: Calculation scheme for COM-distance 
Knowing distCOM we can calculate the distance OP (distance between the origin and the 
COM-projection on the symmetry axis) as follows: 
a) b) 
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 ܱܲതതതത ൌ 	ටሺܥܱܯ௫ଶ ൅ ܥܱܯ௬ଶሻ െ ݀݅ݏݐ஼ைெଶ 
 
( 47 )
According to the Pythagorean theorem the distance of the COM to the symmetry axis 
normalized by the arena-width distnorm could be calculated as follows: 
 
݀݅ݏݐ௡௢௥௠	 ൌ
ۖە
۔
ۖۓ ݀݅ݏݐ஼ைெ
ܱܲതതതത ∙ ܥ , ܱܲതതതത ൏
ܱܯതതതതത
2
݀݅ݏݐ஼ைெ	
ሺܱܯതതതതത െ ܱܲതതതതሻ ∙ ܥ , ܱܲതതതത ൐
ܱܯതതതതത
2 ۙۖ
ۘ
ۖۗ 
 
( 48 )
Where ܱܯതതതതത is the diagonal through the arena border between the origin O and the point 
M and C is a correction factor to compensate outliner in the motion tracking data and is 
set to 0.95 for the T-Maze and 0.85 for the linear rectangular track 
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4.20.1 COM-angle 
The COM-distance was analogue to the spatial symmetry, presented as an angle where 0° 
represent a distribution totally weighted towards the south-west half of the arena, 45° an 
even distribution and 90° a distribution totally weighted towards the northeast half of the 
arena. The COM –angle is now calculated: 
ߠ஼ைெ ൌ ቊ45° ∙
ሺ1 െ ݀݅ݏݐ௡௢௥௠ ሻ, ܥܱܯ௫ ൏ ܥܱܯ௬
45° ∙ ሺ1 ൅ ݀݅ݏݐ௡௢௥௠ ሻ, ܥܱܯ௫ ൐ ܥܱܯ௬ቋ 
 
( 49 )
 
4.21 Spatial Population vector 
In this work, we used the population vector of the place field distribution D as well as the 
grand rate population vector F to describe the collective behaviour of the whole 
population of place cells recorded. To calculate the spatial population vector, a cell 
collection was created in the form of a *.mat file where the cell identifier (tetrode number, 
cell number) the COM- and symmetry-angle and the mean firing frequency of the cell 
was stored. The population vector of place field distribution consists of the COM-angle 
of each cell θCOM,n where n indicates the cell index 
 ܦ௡ ൌ ߠ஼ைெ,௡ ( 50 )
 ܨ௡ ൌ ݏ௡Δݐ௧௢௧ 
( 51 )
sn: number of spikes of cell n; ∆ttot: duration of the measurement 
The spatial population vector is not a population vector which is commonly used in 
relation with hippocampal place cells. Here the spatial population vector refers to the use 
of population vector like Georgopoulos, et al. (1986) introduced the term to describe the 
intended motion of a population of motor neurons (see: 2.14 Population vector). 
According to that, the spatial population vector represents the behavior of the firing 
distribution of all place cells within a population. The spatial population vector weighted 
by the mean firing frequency of the cells SPVweighted is calculated as the dot-product of 
the grand rate population vector F and the population vector of place field distribution D 
normalized by the 1-norm of the grand rate population vector. 
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 ܵܲ ௪ܸ௘௜௚௛௧௘ௗ ൌ ܨ ∙ ܦ‖ܨ‖ଵ 
 
( 52 )
And the average spatial population vector SPVavg is defined as the 1-norm of the 
population vector of place field distribution D, normalised by the number of place cells 
N in the population: 
 ܵܲ ௔ܸ௩௚ ൌ ‖ܦ‖ଵN  
 
( 53 )
The 1-norm of a vector is defined as the sum of its elements: 
 
‖ܨ‖ଵ ൌ ෍|ܨ௡|
ே
௡ୀଵ
; ‖ܦ‖ଵ ൌ ෍|ܦ௡|
ே
௡ୀଵ
 
 
( 54 ) 
4.21.1 Frequency percentage 
The frequency percentage pf is the place cell’s mean firing frequency normalized by the 
sum of the average firing frequency fi of all N cells in the collection  
 ݌௙ ൌ ௜݂∑ ௜݂ே௜ୀଵ  
 
( 55 )
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5 Results 
5.1 Stimcomp_open_opto_V3 
This script was designed to analyse the open arena recording. It was capable of analysing 
different baseline and stimulation sessions for the same place cell and compare the results. 
This script creates cell specific output files for the particular baseline-/stimulation-session 
pairs. To execute the script full path and filename of the baseline session *.set-file, of the 
stimulation session *.set-file and of the Stimulation session *.log-file as well as the 
desired tetrode and cell number has to be defined.  
Command: 
stimcomp_open_opto_v3('[baseline *.set-file]', '[stimulation *.set-file]', '[stimulation 
*.log-file]', [tetrode number], [cell number]) 
 The main tasks of the script were: 
- Analysis of spike specific data: Plot spike shape, autocorrelogram, and spike 
cluster. Calculate spike width, spike amplitude, spike height, mean firing 
frequency (see: 4.12 Spike-specific data). 
- Analysis of path and spike dependent data: Plot spike/path map, calculate and plot 
raw and smoothed ratemaps, calculate raw / smoothed place field, calculate map 
correlation, Skaggs, and spatial coherence (see: 4.13 Path and spike dependent 
data).  
- Analysis of place field properties: Calculation of centre rate, centre rate, COM 
(see 4.14.1 Centre of mass), grand rate and field size (see: 4.14 Place field 
properties). 
- Comparative analysis: calculation of COM- and Skaggs-shift between baseline 
and stimulation session. Calculation and comparison of the Bhattacharyya 
distance between the artefact map (ratemap of the simulation events) and the 
ratemap for the baseline and the stimulation session (see: 4.15 Comparative 
analysis) 
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5.2 Stimcomp_tmaze_V3 
This script was designed to analyse and display the results of the continuous T-maze task 
training and probe sessions combined. It is capable of creating output files for each 
recorded cell (cell specific results) as well as an ensemble of simultaneously recorded 
cells (population specific results). To execute the script, the full path- and filename of the 
*.set-file of the probe session and of the training session, the full pathname of the output 
folder, the tetrode and cell number as well as a save flag has to be defined. The save flag 
was a flag set to either 0, 1 or 2 and indicates if the current cell should be added to [1] or 
removed from [2] the cell collection for calculating the population vector or if just cell-
specific tasks should be executed [0].  
Command: 
stimcomp_tmaze_v3('[probe *.set-file]', '[training *.set-file]', '[output folder]', [tetrode 
number], [cell number], [save flag]) 
The main tasks of this script were: 
- Analysis of spike specific data: Plot spike shape, autocorrelogram and spike 
cluster Calculate spike width, spike amplitude, spike height and mean firing 
frequency of the cell (training + probe session). (see: 4.12 Spike-specific data). 
- Arena fitting: correction of the motion data points to fit the arena / symmetry axis 
(probe session) (see: 4.16 Arena fitting). 
- Analysis of path and spike dependent data: Plot spike/path map, calculate and plot 
smoothed ratemaps, calculate smoothed place field (see: 4.13.1 Ratemaps/place 
fields) (training + probe session). 
- Analysis of behavioural data: separation of the trajectory of the rat in the arena 
into passes through the choice points and analyse the behaviour at the choice 
points and plot the behaviour at the choice points (see: 4.17 Behavioural data (pass 
sorting)) (probe session). 
- Analysis of place field distribution: Calculate and plot the COM-distance (see: 
4.14.1 Centre of mass(COM); 4.20 COM-distance) calculate and plot the 
symmetry (see: 4.19 Symmetry method) (probe session). 
- Population analysis: Calculate and plot population vector (see: 4.21 Spatial 
population vector), save population data into a collection for simultaneous 
recorded cells. (probe session). 
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5.3 Stimcomp_linrec 
This script was designed to analyse and display the results of the linear rectangular track. 
It is capable of creating output files for each recorded cell (cell specific results) as well 
as an ensemble of simultaneously recorded cells (population specific results). To execute 
the script, the full path, and filename of the probe session *.set file, the full pathname of 
the output folder, the tetrode and cell number, as well as the save flag (see: 5.2 
stimcomp_tmaze_v3), has to be defined.  
Command: 
stimcomp_linrec(' [probe *.set-file]', '[output folder]', [tetrode number], [cell number], 
[save flag]) 
The main tasks of this script were: 
- Analysis of spike specific data: Plot spike shape, autocorrelogram, and spike 
cluster. Calculate spike width, spike amplitude, spike height and mean firing 
frequency of the cell. (see: 4.12 Spike-specific data). 
- Arena fitting: correction of the motion data points to fit the arena / symmetry axis 
(see: 4.16 Arena fitting). 
- Analysis of path and spike dependent data: Plot spike/path map, calculate and plot 
smoothed ratemaps, calculate smoothed place field (see: 4.13.1 Ratemaps/place 
fields). 
- Analysis of behavioural data: separation of the trajectory of the rat in the arena 
into passes through the north-east / south-west half of the arena and plot the 
different types of paths (see: 4.17 Behavioural data (pass sorting)). 
- Analysis of place field distribution: Calculate and plot the COM-distance (see: 
4.14.1 Centre of mass(COM); 4.20 COM-distance) calculate and plot the 
symmetry (see: 4.19 Symmetry method). 
- Population analysis: Calculate and plot population vector (see: 4.21 Spatial 
population vector), save population data into a collection for simultaneously 
recorded cells.  
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5.4 Control of recording quality  
By the help of those scripts the data from the three experiments (see: 4.8 Open field 
recordings; 4.9 Rectangular shaped Linear track; 4.10 Continuous T-maze) were 
analysed. The spike specific data has not been used to perform specific analysis related 
to the experiment, but was used to ensure consistency between different recording 
sessions as well as to check the quality of single unit isolation and single unit 
identification.
 
Figure 5-1: Exemplary display of spike waveform 
The spike waveforms (see: 4.12.1 Spike waveforms) (Figure 5-1) and the spike properties 
(spike width, spike amplitude, spike height) (see: 4.12.2 Spike properties) have been 
compared be between the different recording sessions of one rat for each cell (spike 
waveform, spike properties). Substantial deviations between different recording sessions 
indicate a displacement of the tetrode. In the case of a tetrode displacement, it could not 
be ensured that the same place cell was observed across all recording sessions. As a result, 
the cells recorded from this tetrode has to be removed from further analysis.  The spike 
cluster (see: 4.12.4 Spike cluster) (Figure 5-10 b) was used for two purposes. First, it can 
be used as a rough indicator of the quality of single unit separation. If no different patches 
can be identified this indicates that the spike sorting software failed in reliably separating 
the spikes and correctly assigning them to individual cells. Second, it is an easy indicator 
for the appearance of place fields of formerly silent place cells or the disappearance of 
existing place fields and silencing of place cells in later sessions(Figure 5-10 b). 
 
Autocorrelogramms (see: 4.12.3 Autocorrelogramm) have been calculated for different 
tasks, the high-resolution autocorrelogram can be used to control the single unit 
separation. Here spikes within the refractory period 0-2ms (red area, Figure 5-2 a) indicate 
inadequate separation since the spike train consists obviously of spikes from different 
neurons. The low-resolution autocorrelogram can be used to control the single unit 
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identification. As mentioned before (see: 2.1 Place cells) the spiking activity of 
hippocampal place cells shows a phase correlation with the theta-band activity (7-12Hz). 
The exhibition of a periodicity in the range of ~83 - ~142ms (green arrows, Figure 5-2 b) 
in the low-resolution autocorrelogram indicates a good single unit identification. If no 
periodicity in that range can be identified, this would be a strong indicator that the cell 
under examination is not a hippocampal place cell. 
 
Figure 5-2: Exemplary autocorrelograms a) high resolution, b) low resolution 
 
5.5 Spatial Symmetry: 
 
Figure 5-3: Correlation plot between Symmetry angle and COM-distance angle 
Comparison of the symmetry angle with the COM-distance angle shows a high 
correlation (Pearson's r = 0.91) (Figure 5-3).  
 
5.6 Open field recording: 
To evaluate the effect of electrical MFB stimulation and optogenetic VTA stimulation on 
the firing distribution in the open field recording (see: 4.8 Open field recording) several 
parameters have been analysed (see: 4.14 Place field properties) for comparability all 
a) b) 
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values have been displayed as ratios between the 1st baseline session and 1st stimulation 
session / 2nd baseline session / 2nd stimulation session. 
 
Figure 5-4: Non-location dependent place field properties: ratio of mean a) Skaggs, b) spatial coherence, c) grand 
rate and d) peak rate between baseline session and stimulation / 2nd baseline / 2nd stimulation session 
At none of the non-location dependent place field properties, spatial coherence, Skaggs, 
peak rate, grand rate (see: 4.13.3 Spatial coherence; 4.13.2 Spatial specificity; 4.14.2 
Centre rate; 4.14.4 Gand rate) a significant change between baseline and one of the other 
sessions could be found. 
a) b) 
c) d) 
 82 
 
 
Figure 5-5: Location dependent place field properties: mean a) COM shift, b) ratio of the Bhattacharyya distance 
for smoothed ratemaps 
Location dependent place field properties like the difference in the Bhattacharyya 
distances and the shift of the COM between the sessions show significant differences 
(Figure 5-5). 
 
Figure 5-6: Correlation plots between Bhatt ratio and COM-shift for a) VTA-stimulation and b) MFB-stimulation 
A significant correlation between the ratio of Bhattacharyya distances and the COM-shift 
could be found for both cases, MFB and VTA stimulation (Figure 5-6). 
  
a) b) 
a) b) 
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5.7 Rectangular-shaped linear track  
To describe the behaviour of the rat in the arena the number of passes through each half 
was compared. (Figure 5-7). 
 
Figure 5-7: SW/NE pass ratio iC++ 
To investigate the effect of the absence of reward signal, behavioural data and the SPV 
of the VTA-suppression group (iC++, n=6) and the control group (YFP, n=7) were 
compared (Table 5-1). 
 
Table 5-1: SW/NE pass ratio and spatial population vector values 
 SW/NE pass ratio SPV weighted SPV average 
Animal Base-
line 
Day1 Day2 Base-
line 
Day1 Day2 Base-line Day1 Day2 
iC++_1 1.333 0.709 0.583 41.857 49.099 48.490 42.198 53.573 43.135 
iC++_2 0.923 0.812 0.500 42.337 45.675 58.280 44.539 46.615 49.906 
iC++_3 0.800 0.652 0.869 43.071 45.636 59.888 42.797 46.764 59.106 
iC++_4 1.058 0.968 0.911 50.595 67.103 76.875 51.053 63.318 71.369 
iC++_5 1.250 0.676 1.028 44.757 42.027 48.606 45.221 45.609 42.919 
iC++_6 0.785 0.678 0.491 43.194 50.580 51.147 42.113 47.235 48.225 
YFP_1 1.182 1.275 1.070 55.825 58.907 58.578 56.138 57.947 58.624 
YFP_2 0.875 1.079 1.044 44.700 43.533 45.205 39.928 39.485 39.746 
YFP_3 0.802 0.593 0.744 38.703 31.963 28.773 51.142 42.095 43.818 
YFP_4 0.855 0.847 0.581 42.461 41.646 43.504 43.557 45.209 47.019 
YFP_5 1.000 1.000 0.265 47.306 51.678 44.439 50.232 50.898 47.736 
YFP_6 1.013 1.326 0.883 46.589 43.945 46.031 44.173 39.788 41.998 
YFP_7 1.432 0.942 1.289 42.739 53.331 56.227 39.478 42.782 47.698 
 
 
* *
0,5
0,6
0,7
0,8
0,9
1
1,1
1,2
Baseline Day1 Day2
SW/NE pass ratio iC++
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5.8 Continuous T-maze: 
The behaviour of the rat in the arena can be described regarding the number of turns the 
rat took in each direction at the choice points (Table 5-2/ Figure 5-8). 
 
Table 5-2: Behavioural data continuous T-maze 
# rat South quadrant 
passes 
East quadrant 
passes 
South / East 
Passes ratio 
binomial p 
Rat 1 14 8 1.750 0.0762 
Rat 2 17 44 0.386 0.0002 
Rat 3 33 28 1.179 0.0831 
Rat 4 10 13 0.769 0.1363 
Rat 5 23 33 0.697 0.0439 
Rat 6 0 23 0.000 0.0001 
Rat 7 5 33 0.152 0.0000 
Rat 8 21 46 0.457 0.0008 
Rat 9 25 25 1.000 0.1122 
Rat 10 18 32 0.563 0.0160 
Rat 11 18 19 0.947 0.1285 
Rat 12 19 51 0.373 0.0001 
Rat 13 20 16 1.250 0.1063 
 
By calculation of the binomial p-value for passes through the east quadrant two groups 
of rats could be identified due to their navigation behaviour (Figure 5-8). The two groups 
were separated by a 5% significance level into preference group (p < 0.05, n=7) and non-
preference group (p > 0.05, n=6) 
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Figure 5-8: Exemplary passes for a) preference group (rat 4) and b) non-preference (rat 5) group 
 
Figure 5-9: Remapped cells a) path/spike maps, b) ratemaps / place fields for training and probe session 
 
169 cells could be identified that exhibit a place field in the west quadrant of the training 
arena, which was related to reward driven preference (see: 4.10 Continuous T-maze). 48 
(28.4%) of those cells lost their place field in the probe arena while 121 (71.6%) remapped 
their place field exemplary displayed for three cells (Figure 5-9). 47 new cells exhibit a 
place field in the probe arena but not in the training arena exemplary shown in Figure 
a) 
b) 
a) 
b) 
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5-10 a, two new patches can be observed in the spike cluster at the probe run (Figure 5-10 
b) total 216 cells from 13 rats have been recorded.  
 
Figure 5-10: Cells with new place field in the probe-arena, a) path/spike maps and place fields, b) spike cluster 
training/probe 
The symmetry-angle (see: 4.19.1 Symmetry angle) was evaluated for all place cells that 
exhibit a place field in the training as well as in the probe arena, and for the cells that 
exhibit a place field just in the probe arena. The symmetry values were grouped according 
to the preference or non-preference behaviour of the rat. The remapped place cells had a 
mean symmetry angle of 60 ±3.6° for the preference, 36.5 ±3.9° for the non-preference 
group. Cells that exhibit just new place fields in the probe arena had a mean symmetry 
angle of 26.3 ± 5.9° for the preference and 53.2 ± 6.9° for the non-preference group. The 
mean symmetry angel for both types of cells together was 49.9 ± 3.5° for the preference 
and 40.6 ± 3.4° for the non-preference group. For all three groups, remapped cells, cells 
with new place fields and combined, the difference between preference a non-preference 
group was significant (Wilcoxon rank sum test, remapped place fields: p < 0.001; new 
place fields: p=0.029; combined: p=0.0477).  
  
a) b) 
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To describe the place cell’s spike distribution for each cell, the COM-distance expressed 
as the COM-angle (see: 4.20 COM-distance) was calculated. The distributions for all cells 
of each rat were represented by the spatial population vector in an averaged form, and 
weighted by the average spiking frequency of the correspondent neuron (see: 4.21 Spatial 
population vector). The population vector was grouped regarding the behaviour and the 
cell type. Mean SPV is presented in Table 5-3 
Table 5-3: Mean SPV values; 
 Remapped cells All cells 
Group Weighted 
SPV 
Averaged SPV Weighted SPV Averaged SPV 
Preference 
group 
54.6 ± 1.6° 54.8 ± 1.8° 50.9 ± 1.4° 48.8 ± 0.7° 
Non-preference 
group 
39.7 ± 3.3° 39.9 ± 2.6° 43.2 ± 2.4° 43.3 ± 1.5° 
 
To measure the connection between behaviour and the distribution of the SPV the 
correlation between the south/east pass ratio and the SPV, presented in Figure 5-11 was 
calculated. 
 
Figure 5-11: Correlation between S/E pass ratio and, a) weighted SPV, remapped cells, b) weighted SPV, all cells, 
c) averaged SPV, remapped cells, d) averaged SPV, all cells 
It can be seen that all cases show a high correlation. For both SPV, weighted and 
unweighted, the addition of the cells exhibiting a new place field in the probe arena show 
either no (weighted) or just little (averaged) difference in the correlation values.  
c) d) 
b) a) 
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In general, the weighted SPV exhibit a higher correlation (Pearson’s r = 0.92, fig) than 
the averaged SPV (Pearson’s r = 0.89, fig) 
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6 DISCUSSION 
6.1 Symmetry Method 
As it has been shown that place fields can repeat in physically and contextual similar 
areas (93; 94). The symmetry method (see: 4.19 Symmetry method), created in this work 
has been demonstrated to be an excellent tool to measure contextual changes within a 
physical symmetric arena by describing the evenness of place field distributions. This 
method can also be applied when it is needed to describe the preferred location of place 
fields in terms of weights toward one half of the arena. A comparison with a COM-based 
measure (COM-distance) (Figure 5-3) showed a high correlation (r = 0.91, p < 0.001). 
Being backed up by a well-established method like the centre of mass (80)(see: 2.10 Place 
cell firing analysis) shows the reliability of this method. However, COM-based methods 
show better results for open arenas. But for complex arenas, consisting out of narrow 
tracks along the borders of the arena, like the rectangular-shaped linear track, the 
symmetry method describes the distribution in terms of being weighted to one-half of the 
arena better (Figure 6-1), since the geometry of the arena does not play a role as long as 
it is symmetric.  
 
Figure 6-1: COM versus symmetry in a rectangular shaped track for two place fields in a) symmetric distribution 
b) non-symmetric distribution 
At example in Figure 6-1 where the distribution of the two place fields (PF1, PF2, Figure 
6-1 ) should be described as being distributed towards one-half where 0°/90° represents 
totally asymmetric distributions toward left/right half, and 45 ° represent a total even 
distribution. COM-related methods (x, Figure 6-1) for example the COM-distance (see: 
4.20 COM-distance) are not able to distinguish between the two cases, while the 
symmetry method will give the right result. 
a) b) 
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6.2 Open field recording: 
It is known that reward and pleasure sensation can be evoked by the stimulation of the 
MFB (47) or the VTA (113; 99). Here we used both types of stimulation to evaluate the 
direction of place field remapping by applying discrete stimulation events at specific 
locations in the proximity of the place field. We can observe a significant shift of the 
centre of mass (COM) between the first and the second baseline session for VTA 
stimulation (6.96 ±1.21 cm, n=3 rats, 17 cells) (Figure 5-4) and a significant shift of COM 
between the first baseline and the second stimulation session for MFB stimulation (4.72 
± 2.94 cm, n = 5 rats, 18 cells) while no significant shift could be observed for the control 
group (2.51 ± 0.5 cm, n = 3 rats, 16 cells) (Figure 5-5 a). Since none of the non-location 
dependent properties show any significant difference between the sessions, it is clear that 
the remapping purely affects the location of the place field and no other property. The 
COM-shift is paralleled by a significant increase of the ratio Bhattacharyya distance 
between baseline and sessions succeeding the first stimulation session for both, VTA and 
MFB stimulation but not for the control (Figure 5-5 b). Those two properties showed a 
significant correlation (ChR2: Pearson’s r = 0.36, p < 0.05; MFB: Pearson’s r = 0.37, p < 
0.05) (Figure 5-6). An increase in the ratio of Bhattacharyya distances is equivalent to an 
increase of overlap between the ratemap and artefact map. This implies a shift of the place 
field towards the stimulation location (Figure 6-2). 
 
Figure 6-2: Spike/path map (red dots: spikes within the place field, blue dots: spike outside place field, yellow dots: 
stimulation events) and map of the overlay between rate and artefact map for baseline 1, stimulation1 (VTA), 
baseline 2, stimulation 2 (VTA) session 
We can see that unselective stimulation of the medial forebrain bundle, which contains 
dopaminergic neurons from the VTA, show the same effect, but with a lower magnitude. 
This decrease in magnitude could be explained by the unselective nature of electrical 
stimulation. Since stimulation of non-dopaminergic neurons in the MFB might lead to 
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parasitic effects. The MFB consists of 30% GABAergic neurons, which have been found 
to modulate the associative learning via cholinergic interneurons, or locally inhibit 
dopaminergic projections (114). Several works reported a remapping of place fields 
towards a goal location (11; 42), where the remapping towards the goal location is a result 
of the reverse replay of the trajectory while resting at the reward location (115; 116). This, 
however, does not apply here since, due to the pellet chasing task, no fixed goal location 
can be identified, and the rat did not rest during the recording. Also, directional plasticity 
cannot account for the COM shift since at random locomotion in an open arena the firing 
of hippocampal place cells is statistically directionally independent (106). It is shown that 
optogenetic or electric activation of the dopaminergic projections of the VTA reliably can 
induce significant remapping of a place field and that the direction of remapping is 
significantly biased toward the location of increased dopaminergic activity (stimulation 
location) when the stimulation is frequently applied and close to the place field location. 
This implies that dopamine is the main driving force behind place field remapping. It 
seems like this dopamine-mediated remapping of place cell firing behaviour is the basis 
of long-term synaptic plasticity. This is backed by the widespread believe that long-term 
potentiation (LTP) is the physiological mechanism for memory and learning (117; 118), 
since dopamine is known to mediate LTP (51; 52; 119) and the blockade of D1 receptor 
inhibit LTP (120). 
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6.3 Rectangular-shaped linear track  
Place aversive behaviour in rats can be induced by the stimulation of inhibitory 
projections to the VTA (49) or direct optogenetic suppression (48). We managed to 
induce a significant place aversion within two stimulation sessions by photo-inhibition of 
the dopaminergic neurons in the VTA.  
 
Figure 6-3: Weighted SPV, a) individual values for all iC++ subjects, b) mean values for iC++/ YFP group, c) 
individual values for all YFP subjects 
We can see a significant shift of the weighted spatial population vector towards the NE 
half of the arena. This indicates a disrupted place field stability in the SW half of the 
arena, where the dopaminergic VTA neurons were suppressed, and as a result a biased 
firing distribution (Figure 6-3, Figure 6-4).  
 
Figure 6-4: Spike map for hippocampal population of rat iC++_2 for a) baseline session, b) after 1 day, c) after 2 
days, with SPV represented by red pointer 
As we can see in Figure 6-5, the place cells exhibit defined place fields in each session, 
but the stability of the place fields between the sessions is impaired. This implicates that 
reason for remapping lies in the reduced ability to transfer this information from the short 
to the long term memory by long-term potentiation (LTP) (121; 122; 51). Several studies 
a) b) c) 
a) b) c) 
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have shown that LTP in the hippocampus is mediated by dopaminergic projection from 
the VTA (51; 119). 
 
Figure 6-5: Exemplary spike/path and rate map for a) baseline session, b) after 1 day, c) after 2 days 
Comparable results have been found in different studies were disrupted place field 
stability (4) and increased place field remapping (18) has been induced by fear 
conditioning. It is known that dopaminergic neurons of the VTA react with transient 
silencing to aversive stimuli (48; 123). In this experiment, the optogenetic suppression of 
the VTA has several effects. First, silencing of the transient firing of the dopaminergic 
projections from the VTA via the MFB to the nucleus accumbens (NAc) evokes an 
aversive behaviour (49; 48). Second, silencing of the dopaminergic projections from the 
VTA to the hippocampus inhibit the transition from short to long time memory by 
inhibiting LTP (51; 52; 119) which leads a decreased stability of the place fields due to a 
high rate of remapping in the SW half of the arena between the sessions. Third, the place 
cell activity is shifted towards areas with higher (non-suppressed) dopaminergic activity 
(see: 6.2 Open field recording). 
 
6.4 T-maze 
Since the level of illumination was set to an intensity where 50 % of the rats could identify 
the distal cues and use them for navigation, while 50% just relied on proximal cues. Being 
able to use both proximal and distal cues will cause a conflict between them (see: 4.10 
Continuous T-maze). This resulted in two different navigation strategies. The animals of 
the preference group relied on the proximal cues for navigation and thus associated the 
east loop with a reward driven preference while the non-preference group due to a conflict 
between proximal and distal cues showed no significant preference towards the east or 
south loop. The preference is here clearly represented by the behaviour of the rat, where 
a place preference is indicated by an increased number of passes (Figure 6-6). 
a) b) c) 
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Figure 6-6: Average south/east passes ratio for non-preference and preference group 
The symmetry of the sub-fields of each place cell across the midline of the T-maze (see: 
4.19 Symmetry method) and evaluated its preferred position which was expressed by the 
symmetry angle. It can be seen that the preference group showed significantly fewer 
repetitions than non-preference group (Figure 6-7 a), where a bias of the preferred place 
field-location toward the preferred loop is in evidence. 
 
Figure 6-7: Average symmetry angles for a) combined place fields, b) new place fields, c) remapped place fields 
As we can see the average symmetry values of the place cells gaining, new place fields 
behave contrarily. This might be explained by partial remapping or reduced remapping. 
It is known that different place cells can encode distinct sets of cues (9) and that a 
significant subpopulation of place cells appear to fire depending on additional factors than 
just on the pure location (3). If we assume that most of the cells gaining a new field would 
have exhibited a place field in the north loop of the training arena, and those cells 
encoding exclusively the location based on the proximal and distal cues, they would 
rotationally remap according to the rotation of the cues. For the preference group, this 
would mean the cells encoding proximal cues would keep their positions with respect to 
the cues. While cells, encoding distal cues, due to the vanishing of the cue, would either 
unpredictably remap, follow the proximal cues or vanish (35; 124) and thus show a strong 
bias in the symmetry towards the south quadrant. At the non-preference group, the place 
fields will rotationally remap according to the encoded cue (124). This will in average 
0
0,5
1
1,5
Average south / east passes ratio 
non‐preference group (n=6)
preference group (n= 7)
a) b) c) 
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result in a more even distribution of place fields, which result in a higher mean symmetry 
value (symmetry angle closer to 45°). According to this assumption, cells that gained new 
place fields carry low information about preferences. As we can see the average symmetry 
angle of the remapped cells represents better the preference of the rats towards the east 
loop. As it can be seen in fig, the weighted distribution of the whole population of place 
cells is biased towards the preferred east loop for the preference group, while as expected 
the non-preference group shows no remarkable bias. 
 
Figure 6-8: weighted and averaged SPV for a) all cells, b) remapped cells 
Knowing that place cells can exhibit place fields at places of frequently performed actions 
(73), the strong correlation between pass ratio and spatial population vector may lead to 
the assumption that the SPV bias is caused by repeated actions or experiences in the 
different loops. Since the experiment is designed to be entirely equal between the two 
loops and no task has to be performed in the loop, the only repeated action is the act of 
turning toward the east or south half. Other experiments using a continuous T-maze have 
shown that the firing behaviour of a considerable amount of place cells was affected by 
this action (20; 125). However, since the place fields of those cells are reported to be 
located on the stem of the T-maze, they would have biased the SPV towards the midline 
and not towards one loop. Thus the SPV is correlated to the preference expressed by the 
ratio of passes between the south and the east loop. It has been shown in various 
experiments (74; 40; 37; 41) that place fields can be shifted towards a reward or goal 
location. This links two components of episodic memory together: the what and where. 
However, this change of firing behaviour in former studies was always done by 
remapping due to manipulation of the arena or presentation of specific stimuli, or task 
dependent firing. Here, context-dependent learning leads to a sustainable place preference 
in a novel environment which is not driven by specific stimuli. The place preference, 
which is indicated by the rat’s behaviour in the arena, is clearly reflected by the firing 
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distribution of the hippocampal place cell ensemble, represented by the spatial population 
vector. This clearly shows, that the activity of place cells on a population level exhibit 
characteristic of episodic-like memory. 
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7 CONCLUTIONS 
 
In this work, it has been shown that place field remapping can be reliably triggered by 
frequent stimulation of the dopaminergic projections of the ventral tegmental area. It has 
been demonstrated that the directionality of that remapping is towards the site of 
stimulation which indicates dopamine-mediated synaptic plasticity as the underlying 
mechanism for spatial learning and memory. Congruent to that it was shown that the 
silencing of dopaminergic projections from the VTA disrupts place field stability and 
promotes remapping towards locations of higher dopaminergic activity. Finally, it was 
demonstrated that context-dependent learning results in an experience-dependant place 
preference in a structural and contextual symmetrical environment, which was encoded 
on the population level. This proves that hippocampal place cells not only code spatial 
information but also represent information regarding preferences and expected reward. 
To my knowledge, this is the first report of episodic-like memory characteristics of place 
cells.  
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