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Abstract
In this paper we prove decidability of two kinds of branching time temporal logics. First
we show that the non-local version of propositional PCTL∗, in which truth values of atoms may
depend on the branch of evaluation, is decidable. Then we use this result to establish decidability
of various fragments of quantified PCTL∗, where the next-time operator can be applied only to
formulas with at most one free variable, all other temporal operators and path quantifiers are
applicable only to sentences, and the first-order constructs follow the pattern of any of several
decidable fragments of first-order logic.
Key words: Branching time temporal logic, CTL∗, predicate temporal logic, decidability, non-local
semantics.
1 Introduction
Temporal reasoning has been of interest since the ancient Greeks or before. In recent times, formal
temporal logics were developed by philosophers such as Prior and Kamp [23, 18, 24], and popularised
in computer science by Pnueli and others [25]. Temporal logic is now an extensive field which we
cannot attempt to survey here. But one trend in the subject has broadly been towards developing
stronger (more expressive) logics while attempting to preserve good properties such as axiomatisabil-
ity, decidability with reasonable computational complexity, and so forth.
An example was the development of temporal logics of branching time. As we all discover, the fu-
ture is uncertain, and this has been an issue in temporal reasoning since Aristotle. Temporal logicians
can model the uncertainty using branching time, in which the past of any given time point is linear
but there may be several incompatible time points in its future. Philosophers have long been inter-
ested in branching time temporal logics, and have contributed to axiomatisations among other things
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(see, e.g., [3, 28, 29]). Temporal logics of branching time were also brought into computer science.
Installations involving intelligent agents, operating systems, etc., must cope with the sometimes un-
predictable environment, and this made branching time of importance. An influential logical system
called computational tree logic (CTL∗) was introduced by Emerson and Halpern in [6]. Computer sci-
entists tend to focus on decidability and complexity rather than axiomatics, and an attraction of CTL∗
was its decidability in double exponential time [7]. It is now a popular logic, used in specification,
verification, and model checking.
CTL∗ is a propositional logic. It is closely related to the branching time systems used in philoso-
phy, but there are some differences. CTL∗ uses the temporal operators ‘at the next time’ and ‘until’,
rather than the ‘in the future’ and ‘in the past’ which are more common in philosophy. Though later
variants of CTL∗ had past operators, the original version did not; this may have been because its
semantics was based on state transition systems rather than the trees generally used in philosophy.
The operators were given reflexive semantics, rather than irreflexive. See remark 1 below for more
discussion of these alternatives.
A more interesting difference is that at the outset a choice was made to use ‘local semantics’, in
which truth values of atoms depend only on the time of evaluation, and not on the future course of
events. ([29, pp. 2–3] has an interesting discussion of this issue. It is not an issue in linear time, since
the future is unique.) At first sight, locality seems natural: we expect atomic statements such as ‘it is
raining’ to depend only on the here-and-now and not on future events, while Aristotle’s ‘There will be
a sea-battle tomorrow’ plainly involves a future operator and so is not atomic. But we may be holding
this intuition simply because of our limited imagination about what kinds of atomic statement may
arise, and we should not be too sure about it. A statement of the form ‘my pension plan is for £1000
per month’ may appear to be atomic, but the small print may reveal that its truth value depends on
conditions in the future, when the plan matures. The truth value of the statement ‘I decide to pay more
into my pension plan’ would seem to be determined by my current state of mind; yet one might argue
that if it is true, certain futures are eliminated.
We might react that this only means that such statements should be formulated with future opera-
tors and should not be regarded as atomic at all. This response is not entirely satisfactory. It is unusual
for a logical system to dictate which statements can be regarded as atomic and which can not. In
such a system, atoms have a different logical status from compound formulas. Any proof theory will
have to reflect this (for example, substitution will not be a sound inference rule), and so will decision
procedures. On the face of it, such a system lacks some elegance. Moreover, when we use it to model
practical applications, we have to worry about whether the statements that we have chosen to model
by atoms are indeed future-independent (local), and if they are not, how to express them with local
atoms.
This suggests that we consider CTL∗ with non-local semantics, in which truth values of atoms
depend both on time and on the future. Philosophers often take this approach (e.g., [29]). We do not
lose expressive power over the ‘local’ version, since we can state with a formula that a particular atom
is future-indifferent. So why then was local semantics chosen? One reason may have been a fear
that CTL∗ with non-local semantics may be undecidable. This may have been prompted by analogy
with process logic, the local version of which is decidable, while the non-local one is undecidable
[4]. But we were unable to find a proof of either decidability or undecidability of ‘non-local CTL∗’
in the literature. Our first main result in this paper is that CTL∗ in its non-local semantics, and even
with the past operator ‘Since’ included, is a decidable logic. We believe our result is new (or at least
not well-known), surprising, and may point towards admission of non-local CTL∗ into the family of
useful branching time temporal logics. We hope to determine its computational complexity in a future
paper.
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Quantified temporal logics The other main topic of this paper is quantified temporal logics of
branching time. Moving from classical propositional logic to full first-order logic gives a huge jump
in expressive power. First-order logic can directly express concepts from databases and artificial
intelligence, and it comes into logic programming languages such as Prolog. Allied with set theory,
first-order logic can express the whole of mathematics. Propositional temporal logics can be recast
in first-order logic. Decidable first-order fragments such as the guarded fragment have come to the
fore in recent years, and anyway the undecidability of first-order logic has not stopped implementers
producing powerful theorem provers for it. We can therefore be sure that moving from propositional
temporal logic to quantified (first-order) temporal logic will make available vastly more expressive
languages for use in advanced applications. For applications such as temporal databases [5] and
specification–verification [20], in which we need to represent states of a program, quantified temporal
logic seems the natural choice.
The take-up of quantified temporal logic was slowed by early negative results (starting with unpub-
lished work of Lemmon and Scott in the 1960s) showing that even very weak fragments of quantified
temporal logic are highly undecidable, even over linear time. It is not our purpose here to survey this
line of investigation, but we cite [14, theorems 2, 3] as examples of such results.
But more recently, several decidable fragments of linear-time quantified temporal logic were dis-
covered, and described in [14]. These fragments are formulated in terms of a syntactic restriction
called monodicity. A formula of quantified temporal logic is said to be monodic if every subformula
beginning with a temporal operator has at most one free variable. There is a certain justice in this
restriction. Quantified temporal logic gives us the full power of first-order logic at any one time. By
the same token, monodic fragments make available the full power of temporal logic to follow the evo-
lution over time of a single object. By further restricting to any of the common decidable fragments
of first-order logic, such as the guarded, monadic, or two-variable fragment, we obtained fragments
of quantified temporal logic that are decidable over a wide range of linear flows of time, such as the
natural numbers, integers, rationals, all linear flows, finite linear flows, and (at least when restricted
to finite first-order domains) the real numbers. Thus, we obtain a class of decidable first-order tempo-
ral logics which, moreover, can be used to obtain, by means of appropriate embeddings, decidability
results for various temporalized formalisms like temporal epistemic logics [8], spatio-temporal logics
[27], and temporal description logics — see [9]. In [15] it was shown that over the natural numbers,
the computational complexity of these fragments is the ‘max’ of EXPSPACE and the complexity of
the underlying first-order fragment. More work remains to be done, but the picture is on the whole
very positive.
On the grounds of scientific curiosity and of providing more powerful logics for those practi-
cal applications, we considered it important to try to replicate these positive results in the arena of
branching-time temporal logics. The paper [17] began this work, and we continue it here. Unfortu-
nately, a ‘negative’ result was obtained in [17]: even the one-variable fragment of quantified CTL∗ is
undecidable. Since this fragment is trivially monodic, this showed that to obtain decidable fragments
of quantified CTL∗, some further restrictions are necessary in addition to those of monodicity and a
decidable first-order fragment made in the linear-time case.
One such additional restriction was presented in [17] — namely, restricting applications of first-
order quantifiers to state formulas (i.e., future-independent, or local, ones). Decidable fragments of
quantified CTL∗ were obtained in this way; we can even include the ‘past’ operator ‘Since’. Nonethe-
less, applications may demand quantification over arbitrary formulas (section 3.2 gives a simple ex-
ample). The chief contribution of the current paper is to formulate a new additional restriction, leading
to a new fragment of quantified CTL∗ called the weak monodic fragment. It consists of those monodic
formulas in which all temporal operators and path quantifiers except the ‘next-time’ operator are ‘nul-
3
lodic,’ applicable only to sentences. Again, we can include ‘Since’. There are no restrictions on
first-order quantification. We will prove that decidable fragments can again be obtained by restricting
to some decidable fragment of first-order logic — for example, the two-variable, monadic, or guarded
fragment. Decidability is proved here for local semantics; the decision problem in non-local semantics
remains open.
Outline of paper In section 2, we show decidability of the ‘non-local’ version of propositional
CTL∗, where truth values of atoms may depend on the branch of evaluation. In section 3, we prove
decidability of (fragments of) the weak monodic fragment by reducing it to this logic. The main
technical instrument in both proofs is the method of quasimodels [14, 17]. Section 4 lists some
specific decidable fragments, and Section 5 mentions some possible lines of future research.
What is not covered This paper is intended to be a technical presentation of new decidability results.
It is not a survey of monodicity or of existing work in branching time temporal logic. A detailed
discussion of applications of monodic fragments in computer science and knowledge representation
was given in [16, 27], including not only specific examples of useful formulas, but also theorems
showing how to encode entire logics (such as temporal epistemic logics, temporal description logics,
and spatio-temporal logics) into monodic fragments. More material along these lines will appear in
[9]. We do not wish to duplicate our own work, so we will not discuss applications in detail here.
2 Decidability of non-local PCT L∗
The propositional language PCT L∗ [6, 19] extends propositional logic with temporal connectives U,
S (‘until,’ ‘since’) and a path quantifier E (‘there exists a branch (or history)’). The dual path quantifier
A (‘for all branches (or histories)’) is defined as an abbreviation: Aϕ=¬E¬ϕ. Other standard abbrevi-
ations we need are: 3Fϕ=>Uϕ (‘some time in the future’), 2Fϕ=¬3F¬ϕ (‘always in the future’),
3Pϕ = >Sϕ (‘some time in the past’), ©ϕ = ⊥Uϕ (‘at the next moment’), and ©Pϕ = ⊥Sϕ (‘at
the previous moment’). Later, we will treat© as a primitive operator; for now, it is an abbreviation.
2.1 Trees
This language is interpreted in models based on ω-trees. A tree is a strict partial order T= 〈T,<〉 such
that for all t ∈ T , the set {u∈ T : u< t} is linearly ordered by<. When we write T for a tree, it will be
implicit that T= 〈T,<〉. We say that T is countable if T is countable. A full branch of T is a maximal
linearly-ordered subset of T . An ω-tree is a rooted tree (i.e., it has a unique minimum element), each
of whose full branches, ordered by <, is order-isomorphic to the natural numbers 〈N,<〉. For an
ω-tree T, and t ∈ T , we let ht(t) = |{u ∈ T : u< t}|.
We shall need to use the following important kind of ω-tree. For a non-empty set Λ, we write
<ωΛ for the set of all finite sequences of elements of Λ. For ξ,η ∈ <ωΛ, define ξ ≺ η if η is the
concatenation ξˆζ for some non-empty ζ ∈ <ωΛ — that is, ξ is a proper initial segment of η. Then
〈<ωΛ,≺〉 is an ω-tree, and it is countable if Λ is countable.
We will also need to form ‘products’ of ω-trees. If T= 〈T,<T 〉 and U= 〈U,<U〉 are ω-trees, we
write
T⊗U= 〈 {(t,u) : t ∈ T, u ∈U, ht(t) = ht(u)}, < 〉 ,
where (t,u)< (t ′,u′) iff t <T t ′ and u<U u′. Note that T⊗U is an ω-tree, and if T and U are countable
then so is T⊗U.
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A bundle on an ω-tree T is a set H of full branches of T such that
S
H = T .
2.2 Models
A bundled model has the form M =
〈
T,H ,h
〉
, where T is an ω-tree, H is a bundle on T, and h :
P →℘({(β, t) : t ∈ β ∈H }) is a valuation in T; here, P is the ambient set of propositional atoms and
℘ denotes ‘power set’. M is said to be a full tree model if H is the set of all full branches of T; in
this case we write simplyM = 〈T,h〉. The truth-relation |= inM is now defined as follows, where
t ∈ β ∈H :
• for an atom p, (M,β, t) |= p iff (β, t) ∈ h(p);
• the booleans are interpreted as usual;
• (M,β, t) |= ϕUψ iff there is u> t with u∈ β, (M,β,u) |=ψ, and (M,β,v) |= ϕ for all v∈ (t,u),
where (t,u) = {v ∈ T : t < v< u};
• (M,β, t) |= ϕSψ iff there is u< t with (M,β,u) |= ψ and (M,β,v) |= ϕ for all v ∈ (u, t);
• (M,β, t) |= Eϕ iff (M,γ, t) |= ϕ for some γ ∈H with t ∈ γ.
As usual, we say that a PCT L∗-formulas ϕ is satisfiable in a bundled or full modelM =
〈
T,H ,h
〉
if (M,β, t) |= ϕ for some t ∈ β ∈H .
REMARK 1.
1. As explained in the introduction, in this paper we deal with the ‘non-local’ semantics of PCT L∗
in which truth values of atoms can depend on the branch of evaluation.
2. The ‘P’ in PCT L∗ indicates the presence of the past operator ‘since’; the original CTL∗ had
no past operators. Here we adopt the ‘irreflexive’ semantics of Until and Since. This seems
standard in philosophy. The ‘reflexive’ alternative, often used in computer science, defines
ϕUψ as equivalent to ψ∨(ϕ∧(ϕUψ)) in our semantics, and similarly for Since, when present.
With the non-local semantics, the satisfiability problem with reflexive operators can be reduced
in polynomial time to the ‘irreflexive’ satisfiability problem by introducing extra propositional
atoms to stand for subformulas.
3. There are alternatives to our definition of evaluation of formulas at a pair (β, t). Some philoso-
phers (e.g., [3, 29]) evaluate branching time formulas at a ‘branch’ of T, this being a non-empty
linearly ordered subset B ⊆ T that is closed upwards (y > x ∈ B implies y ∈ B), and has a <-
minimal element (this is automatic in ω-trees). This approach is easily seen to be equivalent
to the evaluation at a pair (β, t) adopted here — see, e.g., [29, p. 5]. Computer scientists often
evaluate formulas at infinite paths in a directed graph. In the absence of past operators and aside
from model-checking considerations, this approach is equivalent to the tree-based one, but trees
are more appropriate when past operators are included.
4. Bundled semantics is of importance in axiomatisations, and in applications, where the bundle
can represent the ‘fair’ or ‘legal’ courses of events. Roughly speaking, bundled semantics is
‘better behaved’ than full tree semantics — for example, it is easier to axiomatise, because
the bundle need not contain all full branches of the tree. Bundled satisfiability reduces to full
satisfiability, as a variant of the proof of Lemma 10 below shows.
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Since a full model is a special case of a bundled one, full satisfiability implies bundled satisfia-
bility. But the converse is not true: for example, the formula©p∧A2F(p→ E© p)∧¬E2F p
is not satisfiable in a full tree model, but is satisfiable in a bundled tree model — e.g., in one
based on the tree sketched in Figure 1, where the bundle consists of the curved full branches,
and p is made true just at all points on the straight full branch. (For brevity, we take p to be
local; for an example in non-local semantics, replace p by Ap in the formula.) Again we refer
the reader to [3, 29] for a discussion.
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bundle︷ ︸︸ ︷ p true on straight branch︷ ︸︸ ︷
ﬀ ©p∧A2F(p→ E© p)∧¬E2F p true here
Figure 1: a bundled tree model (local semantics)
2.3 Decidability
We now prove that PCT L∗-satisfiability is decidable.
LEMMA 2. If a PCT L∗-formula ϕ is satisfiable in a full (bundled) tree model, then ϕ is satisfiable in
a full (respectively, bundled) tree model based on a countable ω-tree.
Proof. We borrow the Lo¨wenheim–Skolem method used in [3, p. 577] and [29, proposition 7.1], for
example. Let M =
〈
T,H ,h
〉
be a tree model in which ϕ is satisfiable. We may view M as a two-
sorted first-order structure, as follows. The two sorts are T and H . We include (i) the tree order <,
with sort (T,T ), (ii) a binary relation ∈ of sort (T,H ) representing ‘t ∈ β’ for t ∈ T , β ∈H , and (iii)
a binary relation P of sort (H ,T ) for each atom p ∈ P : ‘P(β, t)’ represents ‘(β, t) ∈ h(p)’. Taking
a countable elementary substructure [12, §2.5] of this yields a bundled tree model N = 〈T0,H0,h0〉
whose ω-tree T0 and bundleH0 are countable. Truth of first-order formulas is preserved when passing
fromM to N. Hence, for example, h0(p) = h(p)∩{(β, t) : t ∈ β ∈ H0} for any atom p. It is easy to
translate PCT L∗-formulas to two-sorted first-order formulas with the same meaning. It follows that
for any β ∈H0, t ∈ β, and any PCT L∗-formula ψ, we have
(M,β, t) |= ψ iff (N,β, t) |= ψ. (1)
It follows that ϕ is satisfiable in N. This completes the proof for the bundled case.
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Suppose now that H contains all full branches of T and let N =
〈
T0,H 0,h0
〉
be the full tree
model based on N, where H 0 ⊇ H0 is the set of all full branches of T0, and h0(p) = {(t,β) ∈ h(p) :
β ∈ H 0}, for an atom p. We claim that for all PCT L∗-formulas ψ, all full branches γ of T0 and all
t ∈ γ, we have
(M,γ, t) |= ψ iff (N,γ, t) |= ψ.
The proof is by induction on ψ. The atomic, boolean, and temporal cases are trivial. Consider the
case Eψ and inductively assume the result for ψ. If (M,γ, t) |= Eψ, pick β ∈H0 containing t. Clearly,
(M,β, t) |= Eψ, so by (1), (N,β, t) |= Eψ. It follows that there is β′ ∈H0 with t ∈ β′ and (N,β′, t) |=ψ.
By (1) again, (M,β′, t) |= ψ. Inductively, (N,β′, t) |= ψ. So (N,γ, t) |= Eψ, as required. The converse
implication is easy. As before, it follows easily that ϕ is satisfiable in N.
Fix a PCT L∗-formula ϕ.
DEFINITION 3. Let sub(ϕ) denote the set of subformulas of ϕ and their negations. A type for ϕ is a
subset t of sub(ϕ) such that ψ∧χ ∈ t iff ψ ∈ t and χ ∈ t, for every ψ∧χ ∈ sub(ϕ), and ¬ψ ∈ t iff
ψ /∈ t, for every ¬ψ ∈ sub(ϕ). A set Σ of types is said to be coherent if it is non-empty and for all
Eψ ∈ sub(ϕ), the three conditions Eψ ∈TΣ, Eψ ∈SΣ, and ψ ∈SΣ are equivalent.
Fix an ω-tree T= 〈T,<〉.
DEFINITION 4. Suppose that we are given a non-empty set Σt of types for each t ∈ T , and a full
branch β of T. In this context, a run in β is a map r : β→St∈βΣt such that
• r(t) ∈ Σt for each t ∈ β,
• for all ψUχ ∈ sub(ϕ) and all t ∈ β, we have ψUχ ∈ r(t) iff there is u> t with u ∈ β, χ ∈ r(u),
and ψ ∈ r(v) for all v ∈ (t,u),
• for all ψSχ ∈ sub(ϕ) and all t ∈ β, we have ψSχ ∈ r(t) iff there is u < t with χ ∈ r(u) and
ψ ∈ r(v) for all v ∈ (u, t).
DEFINITION 5. A family (Σt : t ∈ T ) of coherent sets of types is said to be a full quasimodel (or
simply a quasimodel) for ϕ over T if
1. ϕ ∈ t for some t ∈ T and t ∈ Σt ,
2. for all t ∈ T and t ∈ Σt , there is a full branch β of T containing t and a run r in β such that
r(t) = t,
3. for each full branch β of T, there exists a run in β.
(Σt : t ∈ T ) is a bundled quasimodel for ϕ over T if it satisfies conditions 1 and 2.
LEMMA 6. A PCT L∗-formula ϕ is satisfiable in a (bundled) model iff there is a (bundled) quasimodel
for ϕ over a countable ω-tree.
Proof. LetM =
〈
T,H ,h
〉
be such that (M,β0, t0) |= ϕ for some β0 ∈ H and t0 ∈ β0. By Lemma 2,
we can assume that T is countable. For β ∈H and t ∈ β, let
tp(t,β) = {ψ ∈ sub(ϕ) : (M,β, t) |= ψ}.
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Clearly, tp(t,β) is a type for ϕ. For t ∈ T , let
Σt = {tp(t,β) : t ∈ β ∈H }.
Clearly, Σt is coherent. For any β ∈ H , the map rβ : t 7→ tp(t,β) is then a run in β. We claim that
(Σt : t ∈ T ) is a quasimodel for ϕ over T (a bundled one ifM is bundled, and a full one otherwise).
As (M,β0, t0) |= ϕ, we have ϕ ∈ tp(t0,β0) ∈ Σt0 . For each t ∈ T and t ∈ Σt , we have t = tp(t,β) for
some β ∈H containing t, so rβ(t) = t and condition 2 of Definition 5 holds. Finally, for all β ∈H , rβ
is a run in β, so ifM is a full tree model, it is clear that condition 3 holds.
Conversely, let Q = (Σt : t ∈ T ) be a quasimodel for ϕ over a countable ω-tree T. By replacing
T by T⊗〈<ωΛ,≺〉 for any set Λ with 2 ≤ |Λ| ≤ℵ0 (see section 2.1 above for an explanation of the
notation used here), we can assume without loss of generality that
(∗) for each t ∈ T and t ∈ Σt , there are infinitely many full branches β of T containing t such that
there is a run r in β with r(t) = t.
Each Σt is finite, so there are countably many pairs (t, t) with t ∈ T , t ∈ Σt . Enumerate them as
(tn, tn) (n< ω). Inductively, using (∗), choose a full branch βn 3 tn for each n< ω, such that (i) there
is a run rβn in βn with rβn(tn) = tn, and (ii) βn 6= βm for all m < n. If Q is a bundled quasimodel, let
H = {βn : n< ω}. This is clearly a bundle on T. If Q is a full quasimodel, let H be the set of all full
branches of T, and further choose for each β ∈ H \ {βn : n < ω} a run rβ in β; this can be done by
condition 3 of Definition 5. So we have defined a run rβ in β, for each β ∈H .
Now define a modelM=
〈
T,H ,h
〉
where h(p) = {(β, t) : t ∈ β ∈H , p ∈ rβ(t)} for each atom p.
M is bundled if Q is a bundled quasimodel; otherwise, it is full.
CLAIM. For all β ∈H , all t ∈ β, and all ψ ∈ sub(ϕ), we have (M,β, t) |= ψ iff ψ ∈ rβ(t).
PROOF OF CLAIM. The proof is by induction on ψ. For atomic ψ = p, we have (M,β, t) |= p iff
(β, t) ∈ h(p), iff p ∈ rβ(t) as required. The boolean cases are trivial. For ψUχ ∈ sub(ϕ), we have
(M,β, t) |= ψUχ iff there is u ∈ β with u > t, (M,β,u) |= χ, and (M,β,v) |= ψ for all v ∈ (t,u).
Inductively, this holds iff there is u ∈ β with u> t, χ ∈ rβ(u), and ψ ∈ rβ(v) for all v ∈ (t,u). Since rβ
is a run in β, this is iff ψUχ ∈ rβ(t), as required. The case of S is similar.
Finally, for Eψ ∈ sub(ϕ), we have (M,β, t) |= Eψ iff (M,γ, t) |= ψ for some γ ∈ H with t ∈ γ.
Inductively, this is iff ψ ∈ rγ(t) for some γ ∈H with t ∈ γ. But evidently, Σt = {rγ(t) : γ ∈H , t ∈ γ},
so this is iff ψ ∈SΣt . Since Σt is coherent, this is iff Eψ ∈ rβ(t), as required. The claim is proved.
By condition 1 of Definition 5, there is t ∈ T such that ϕ ∈ t for some t ∈ Σt . We may choose
n< ω with (t, t) = (tn, tn). Then t ∈ βn ∈ H and rβn(t) = t, so by the claim, (M,βn, t) |= ϕ. Thus, ϕ
is satisfiable inM, which is bundled or full according as Q is.
LEMMA 7. Given a PCT L∗-formula ϕ, it is decidable whether ϕ has a bundled quasimodel over a
countable ω-tree. The same holds for full quasimodels.
Proof. Given ϕ, we can effectively construct the set C of all coherent sets of types. A quasimodel
over an ω-tree T has the form (Σt : t ∈ T ) where Σt ∈ C for each t; we will express this by unary
relation variables PΣ for each Σ ∈ C , the aim being that PΣ is true at t iff Σt = Σ. We then express
the stipulations of Definition 5 in terms of the PΣ, as follows. Let Rψ (ψ ∈ sub(ϕ)) be unary relation
variables. For a type t for ϕ, let
χt(x) =
^
ψ∈t
Rψ(x) ∧
^
ψ∈sub(ϕ)\t
¬Rψ(x).
The formula χt(x) says that the Rψ(x) define the type t at x. For a unary relation variable B, let
ρ(B,Rψ) be the conjunction of:
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• VΣ∈C ∀x(B(x)∧PΣ(x)→Wt∈Σχt(x))
• ∀x(Rψ1Uψ2(x)↔∃y(B(y)∧x< y∧Rψ2(y)∧∀z(x< z< y→Rψ1(z)))), for allψ1Uψ2 ∈ sub(ϕ);
• ∀x(Rψ1Sψ2(x)↔∃y(y< x∧Rψ2(y)∧∀z(y< z< x→ Rψ1(z)))), for all ψ1Sψ2 ∈ sub(ϕ).
So assuming that B defines a full branch, ρ says that the Rψ define a run in B. (Note that B and the
Rψ occur free in ρ.) Let β(B) be a monadic second-order formula expressing that B is a full branch
(a maximal linearly-ordered set). Thus, the following monadic second-order sentence µ is effectively
constructible from ϕ:
∃
Σ∈C
PΣ
(
∀x
_
Σ∈C
[
PΣ(x)∧
^
Σ′∈C
Σ6=Σ′
¬PΣ′(x)
]
∧ ∃x
_
Σ∈C
ϕ∈SΣ
PΣ(x) ∧ ∀B
[
β(B)→ ∃
ψ∈sub(ϕ)
Rψ ρ(B,Rψ)
]
∧ ∀x
^
Σ∈C
t∈Σ
[
PΣ(x)→∃B
(
β(B)∧B(x)∧ ∃
ψ∈sub(ϕ)
Rψ(ρ(B,Rψ)∧χt(x))
)])
.
(If we are dealing with bundled quasimodels, we omit the conjunct ∀B[β(B)→ ∃ψ∈sub(ϕ)Rψ ρ].) It
should be clear that for any ω-tree T, we have T |= µ iff there is a quasimodel for ϕ over T (bundled
or full, as appropriate). It follows from decidability of S2S [26] that it is decidable whether a given
monadic second-order sentence is true in some countable ω-tree. The lemma now follows.
As a consequence of Lemmas 6 and 7 we finally obtain
THEOREM 8. It is decidable whether a PCT L∗-formula has a full tree model in the non-local se-
mantics. The same holds for bundled models.
3 Decidable fragments of quantified PCT L∗
Now we formulate and prove decidability of some fragments of quantified PCT L∗.
3.1 Definitions
Q PCT L∗, the quantified CTL∗ with past operators, is obtained in the standard way by extending the
language QL of classical first-order logic (without equality, constants, and function symbols) with
the temporal operators S, U,©, and the path existential quantifier E. Note that now we regard© as a
primitive operator.
Q PCT L∗ is interpreted in structures of the formM =
〈
T,H ,D, I
〉
, where T = 〈T,<〉 is an ω-
tree, H is a bundle on T, D is a non-empty set called the domain ofM, and I is a function associating
with every moment of time t ∈ T a first-order QL-structure
I(t) =
〈
D,PI(t)0 ,P
I(t)
1 , . . .
〉
,
the state ofM at moment t. Here, the PI(t)i are predicates on D interpreting the predicate symbols Pi
of QL . We allow 0-ary predicate symbols — that is, propositional variables. As before, ifH contains
all full branches of T, we say thatM is a full tree model, or simply a tree model.
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The semantics of Q PCT L∗ defined here will be like the traditional ‘local’ semantics of CTL∗ in
that the truth values of atoms will not depend on the branch β of evaluation. (Decidability in non-local
semantics remains an open problem.)
An assignment in D is a function a from the set of individual variables of QL to D. The truth
relation (M,β, t) |=a ϕ, for t ∈ β∈H , (or simply (β, t) |=a ϕ ifM is understood) is defined inductively
as follows:
• (β, t) |=a Pi(x1, . . . ,x`) iff PI(t)i (a(x1), . . . ,a(x`)) holds in I(t) (here the xi are individual vari-
ables),
• (β, t) |=a ∀xψ iff (β, t) |=b ψ for every assignment b in D that may differ from a only on x,
• (β, t) |=a χSψ iff there exists v< t such that (β,v) |=a ψ and (β,u) |=a χ for every u ∈ (v, t),
• (β, t) |=a χUψ iff there is v ∈ β such that v> t, (β,v) |=a ψ and (β,u) |=a χ for every u ∈ (t,v),
• (β, t) |=a Eψ iff (β′, t) |=a ψ for some β′ ∈H such that t ∈ β′,
plus the standard clauses for the booleans. For a formula ϕ(x¯) and a tuple a¯ of elements of D such that
a(x¯) = a¯, we write (M,β, t) |= ϕ(a¯) if (M,β, t) |=a ϕ. As in the propositional case, we define abbrevi-
ations 3Pϕ=>Sϕ, 3Fϕ=>Uϕ, 2Fϕ= ¬3F¬ϕ, 2+Fϕ= ϕ∧2Fϕ, and 3+Fϕ= ϕ∨3Fϕ. We say
that a PCT L∗-formulas ϕ is satisfiable in a bundled or full modelM=
〈
T,H ,D, I
〉
if (M,β, t) |=a ϕ
for some t ∈ β ∈H and some assignment a.
DEFINITION 9. Let Q PCT L 1w be the set of all Q PCT L
∗-formulas ϕ satisfying the following con-
ditions:
• every subformula of ϕ of the form©ψ has at most one free variable,
• every subformula of ϕ of the form Eψ, ψ1Uψ2, or ψ1Sψ2 has no free variables (i.e., is a
sentence).
We call the formulas in Q PCT L 1w weak monodic and Q PCT L 1w itself the weak monodic fragment
of Q PCT L∗.
3.2 Discussion
Themonodic fragment of Q PCT L∗ consists of all formulas whose subformulas of the form©ψ, Eψ,
ψ1Uψ2, or ψ1Sψ2 have at most one free variable. A fragment of Q PCT L∗ is said to be monodic if it
is a subfragment of the monodic fragment of Q PCT L∗. Now, [17] showed that even the one-variable
fragment of Q PCT L∗ is undecidable. Since this fragment is certainly monodic, we need further
restrictions to obtain decidable fragments. One such restriction was given in [17], where decidable
fragments were obtained by restricting quantification to ‘state formulas’ — the meaning of these is
branch-independent (or ‘local’). Under this restriction, if we wish to express ‘it is possible that every
order is always delivered in one day’, for example, we have to use the rather inaccurate
∀xE2F(ordered(x)→©delivered(x)), or
∀x2F(ordered(x)→ E©delivered(x)).
But in the weak monodic fragment, the statement can be readily expressed:
E2F∀x(ordered(x)→©delivered(x)).
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It should be clear from the definition that Q PCT L 1w contains full propositional PCTL∗ as well
as the full first-order (non-temporal) language. The latter means, in particular, that the weak monodic
fragment of Q PCT L∗ is undecidable. The main aim of this section is to prove a satisfiability criterion
for weak monodic formulas (Corollary 18) and then apply it in order to obtain various decidable
fragments of Q PCT L 1w .
3.3 Bundled and full satisfiability
We begin by observing that satisfiability in bundled tree models can be reduced to satisfiability in full
tree models. Indeed, given a Q PCT L 1w -formula ϕ, we take a propositional variable q not occurring
in ϕ and denote by ϕ↑ the result of replacing each subformula of ϕ of the form Eψ by E(ψ∧3F2Fq).
Note that if ϕ is a Q PCT L 1w -formula, then so is ϕ↑.
LEMMA 10. ϕ is satisfiable in a bundled tree model iff (Eϕ)↑ is satisfiable in a full tree model.
Proof. The implication (⇐) is easy. We prove (⇒). Using a Lo¨wenheim–Skolem argument (cf. [3],
and Lemma 2 above), we may assume ϕ to be satisfiable in a model M with a countable bundle
H . We assume that H is infinite, leaving the (easy) other case to the reader. Let β0,β1, . . . be an
enumeration of H . We convert M into a full tree model M† with the same underlying ω-tree, and
define a truth-relation for q in it inductively as follows. Put (M†,β0, t) |= q for all t ∈ β0. Suppose
that we have already defined truth of q at (βi, t), for all i ≤ n and t ∈ βi. Consider βn+1. There must
be a t ∈ βn+1 such that the distance from t to each βi, i < n+ 1, is ≥ 2 (the distance is the length of
the shortest path from t to a point in βi). Then we put (M†,βn+1, t ′) |= q if t ′ ≥ t and t ′ ∈ βn+1.
Say that a full branch β ismarked if there is t ∈ β such that (M†,β, t ′) |= q for all t ′ ≥ t, t ′ ∈ β. One
can easily see that β is marked iff β ∈H . In particular, if β /∈H and for each n, tn is the least element
of β \Sm<nβm, then (β, tn) 6|= q and {t0, t1, . . .} is infinite, so β is not marked. Now one can prove
by induction that for every subformula ψ of ϕ and every (β, t), (M,β, t) |= ψ iff (M†,β, t) |= ψ↑. It
follows that (Eϕ)↑ is satisfiable inM†.
All the fragments of Q PCT L 1w we consider in this paper are closed under the map ϕ 7→ (Eϕ)↑.
So it will be sufficient to consider satisfiability in full tree models, which from now on will be denoted
byM= 〈T,D, I〉.
3.4 Quasimodels
As in [14, 17], and Lemma 6 above, the idea of the decidability proof is to encode models in structures
called quasimodels.
Fix a Q PCT L 1w -sentence ϕ. Denote by sub(ϕ) the closure under negation of the set of subfor-
mulas of ϕ. Without loss of generality, we may identify ψ and ¬¬ψ, so sub(ϕ) is finite. For n < ω,
denote by subn(ϕ) the set of formulas in sub(ϕ) with at most n free variables. Fix a variable x not
occurring in ϕ, and let
subx(ϕ) = {ψ{x/y} : ψ(y) ∈ sub1(ϕ)}.
Note that sub(ϕ), sub1(ϕ), and subx(ϕ) contain the same sentences. Define a type for ϕ to be a subset
t of subx(ϕ) such that ψ∧χ ∈ t iff ψ ∈ t and χ ∈ t, for every ψ∧χ ∈ subx(ϕ), and ¬ψ ∈ t iff ψ /∈ t,
for every ψ ∈ subx(ϕ).
For simplicity, we may assume that any subsentence©ψ of ϕ has been replaced by ⊥Uψ. Thus,
© is only applied to formulas with exactly one free variable. Now, for every formula θ(y) of the form
©ψ(y) ∈ sub(ϕ) we reserve fresh unary predicates Piθ, and for every θ of the form Eψ, ψ1Uψ2, or
11
ψ1Sψ2 in sub(ϕ) we reserve fresh propositional variables piθ, where i= 0,1, . . . . The formulas P
i
θ(y)
and piθ are called the i-surrogates of θ(y) and θ, respectively. For ψ ∈ sub(ϕ), denote by ψi the result
of replacing in ψ all its subformulas of the form©ψ, ψUχ, ψSχ, or Eψ that are not within the scope
of another occurrence of a non-classical operator by their i-surrogates. Thus, ψi is a purely first-order
(non-temporal) formula. Let Γi = {χi : χ ∈ Γ} for any set Γ⊆ sub(ϕ). Similarly define ψi and Γi for
ψ ∈ subx(ϕ), Γ⊆ subx(ϕ).
The idea behind these definitions is as follows. The formulas χi abstract from the temporal com-
ponent of χ and can be evaluated in a first-order structure without taking into account its temporal
evolution. Of course, later we have to be able to reconstruct the truth value of χ in temporal models
from the truth values of the χi. In contrast to the linear time case [14], we need a list of abstractions
χ0,χ1, . . . , since the temporal evolution depends on branches. So, intuitively, each i< ω represents a
branch. (Actually, we will see that finitely many i<ω are enough, since we have to represent branches
only up to a certain equivalence relation. So more accurately, i represents a ‘kind’ or ‘species’ of
branch.)
Let n(ϕ) = 44|subx(ϕ)| . This will turn out to be a bound on the number of i required.
DEFINITION 11. A state candidate for ϕ is a pair Θ= (S ,T ) in which:
(i) S = {S1, . . . ,Sk}, where each Si is a set of types for ϕ such that, for every sentence ψ, we have
ψ ∈ t iff ψ ∈ t′, for any t, t′ ∈ Si, and for every Eψ ∈ sub(ϕ), we have
Eψ ∈
\
i≤k
\
Si iff Eψ ∈
[
i≤k
\
Si iff ψ ∈
[
i≤k
\
Si.
(ii) T is a set of maps τ : {1, . . . ,nΘ}→Si≤k Si, called traces, where nΘ ≤ n(ϕ) is a natural number
depending on Θ and such that
{{τ(i) : τ ∈ T } : i≤ nΘ}= S .
The set of sentences in
T{τ(i) : τ ∈ T } will be denoted by Θ(i). For a trace τ, we set
τ=
[
i≤nΘ
(τ(i))i, T = {τ : τ ∈ T }.
State candidates represent states w of temporal models. The intuition behind this definition will
be clear from the proof of the theorem below. Here we only say that, roughly, the components Si
of a state candidate Θ = 〈S ,T 〉 represent the states of a moment w in different branches, and each
trace τ ∈ T shows the types of one element of the domain D in these states (i.e., its possible states at
moment w but in different histories). In short, the i correspond to kinds of branches (histories), and
the τ to domain elements. nΘ corresponds to the number of different kinds of branch through w.
DEFINITION 12. Let Θ= 〈S ,T 〉 be a state candidate for ϕ, and
D=
〈
D,PD0 ,P
D
1 , . . .
〉
a first-order structure in the signature of Q PCT L 1w . For every a ∈ D we define the trace of a (with
respect to Θ) as
tr(a) = {ψ ∈
[
i≤nΘ
(subx(ϕ))i :D |= ψ[a]}.
We say that D realises Θ if T = {tr(a) : a ∈ D}. We say that Θ is realisable if some D realises it.
It follows immediately from the definition that we have:
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LEMMA 13. A state candidate Θ= 〈S ,T 〉 for ϕ is realisable iff the first-order sentence
αΘ =
^
τ∈T
∃xτ ∧ ∀x
_
τ∈T
τ
is satisfiable.
DEFINITION 14. A connection is a quadruple (∆,Θ,R,N) consisting of realisable state candidates
∆ = (S ,T ) and Θ = (U,V ), a relation R ⊆ T ×V with domain T and range V , and a relation
N ⊆ {1, . . . ,n∆}×{1, . . . ,nΘ} with range {1, . . . ,nΘ}, such that for all (i, j) ∈ N, all (τ,τ′) ∈ R, and
all©ψ ∈ sub(ϕ), we have©ψ ∈ τ(i) iff ψ ∈ τ′( j).
A connection describes how (the abstract representation Θ of) a state w is related to (the abstract
representation ∆ of) its immediate predecessor v. To this end, the relation R between the traces in both
representations is fixed. Intuitively, R(τ,τ′) indicates that τ (a trace at v) and τ′ (a trace at w) represent
the same domain point. The fact that the domain D is constant gives rise to the restriction on the
domain and range of R. N(i, j) indicates that there is a branch through w (and hence v) ‘of kind i’ at
v and ‘of kind j’ at w. The fact that all branches through w go through v, but perhaps not conversely,
suggests the restriction on the range of N.
For an ω-tree T= 〈T,<〉 and w ∈ T , denote by B(w) the set of full branches of T coming through
w.
DEFINITION 15. A quasimodel for ϕ over T= 〈T,<〉 is a map f associating with the root w0 of T a
pair f (w0) = (Θw0 ,gw0), where Θw0 is a realisable state candidate, and with every non-root w ∈ T a
pair f (w)= (Cw,gw), whereCw =(∆w,Θw,Rw,Nw) is a connection, and all gw, forw∈ T , are functions
from B(w) onto {1, . . . ,nΘw} such that the following hold:
1. if v∈ T is the immediate predecessor of w, thenΘv = ∆w and Nw = {(gv(β),gw(β)) : β∈ B(w)};
2. for all β ∈ B(w) and all sentences χUψ ∈ sub(ϕ), we have χUψ ∈ Θw(gw(β)) iff there exists
u> w with u ∈ β, ψ ∈Θu(gu(β)) and χ ∈Θv(gv(β)) for all v ∈ (w,u) (Θ(i) was defined after
Definition 11);
3. for all β ∈ B(w) and all sentences χSψ ∈ sub(ϕ), we have χSψ ∈ Θw(gw(β)) iff there exists
u< w with ψ ∈Θu(gu(β)) and χ ∈Θv(gv(β)) for all v ∈ (u,w).
We say that f satisfies ϕ if there is w ∈ T such that Θw = (Sw,Tw) and ϕ ∈SS for some S ∈ Sw.
While the connections take care of the truth values of ‘local’ formulas of the form©χ, quasimod-
els take care of the remaining ‘global’ temporal operators.
3.5 Decidability
THEOREM 16. ϕ is satisfiable in a full model iff there exists a quasimodel satisfying ϕ.
Proof. (⇒) Suppose that ϕ is satisfiable in some model. We may replace its tree T by T+ =
T⊗〈<ωω,≺〉, where ω= {0,1, . . .}, as in the proof of Lemma 6; every branch of T is ‘duplicated’ in-
finitely many times in T+ at each node, and ϕ is still satisfiable in the resulting modelM= 〈T+,D, I〉.
So (M,σ,v) |=a ϕ for some v ∈ T+, σ ∈ B(v) (defined with respect to T+) and some assignment a.
Given w ∈ T+ and β ∈ B(w), let
S(β,w) = {tp(β,w,a) : a ∈ D},
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where
tp(β,w,a) = {ψ ∈ subx(ϕ) : (M,β,w) |= ψ[a]}.
Let Sw = {S(β,w) : β ∈ B(w)}. We extract from T+ a subtree T′ = 〈T ′,<′〉 in which every node has
at most m(ϕ) = 22|subx(ϕ)| immediate successors. To this end, we inductively define T ′n ⊆ T+ with this
property. Set T ′0 = {w0}, where w0 is the root of T+. Given T ′n , for each w ∈ T ′n with ht(w) = n,
and each S ∈ Sw, we pick βS ∈ B(w) such that S(βS,w) = S, and (we use the form of T+ here)
βS∩T ′n = βS∩βS′ = {t ∈ T+ : t ≤ w} for distinct S,S′ ∈ Sw. Let Bw = {βS : S ∈ Sw}, and Tw =
S
Bw.
We can assume that σ∈ Bw0 . Note that |Bw| ≤m(ϕ). Now set T ′n+1 = T ′n∪
S{Tw :w∈ T ′n, ht(w) = n}.
Finally define T ′ =
S
n<ωT
′
n . Note that σ⊆ T ′ and v ∈ T ′.
LetM′= 〈T′,D, I′〉 andT′ be the restrictions ofM andT+ to T ′. One can easily show by induction
on the construction of ψ ∈ sub(ϕ) that (M,β,w) |=a ψ iff (M′,β,w) |=a ψ, for all full branches β in
T′ and all w ∈ β. (For example, suppose (M,β,w) |=a Eψ. Then there is β′ ∈ B(w) in T+ such that
(M,β′,w) |=a ψ. Pick a full branch γ in T′ for which S(β′,w) = S(γ,w). Since ψ is a sentence, we have
(M,γ,w) |=a ψ. It follows by the induction hypothesis that (M′,γ,w) |=a ψ and so (M′,β,w) |=a Eψ.)
Thus M′ satisfies ϕ and we can work with this model instead of M. Define an equivalence
relation ∼w on B(w) (defined in T′ now), for w ∈ T ′, by taking β ∼w β′ when (M′,β,w) |=a ψ iff
(M′,β′,w) |=a ψ, for every ψ ∈ sub(ϕ) and every assignment a. The ∼w-equivalence class generated
by β will be denoted by [β]w.
Since only© is applied to open formulas, we can show that the number of∼w-equivalence classes
is bounded by n(ϕ). To prove this, for w ∈ T ′, full branches β and β′ in B(w), and d < ω, we put
β∼dw β′ if for all t ∈ T ′ with t ≥ w and ht(t)≤ ht(w)+d, we have
1. t ∈ β iff t ∈ β′,
2. if t ∈ β, then for all assignments a and all ψ∈ sub(ϕ)with at most ht(w)+d−ht(t) occurrences
of©, we have (β, t) |=a ψ iff (β′, t) |=a ψ.
An induction on d shows that the number ](d) of ∼dw-classes is at mostm(ϕ)d ·2(d+1)|sub0(ϕ)| (for any
w). For d = 0, one may check that if (β,w) |= ψ iff (β′,w) |= ψ for each sentence ψ ∈ sub(ϕ), then
β ∼0w β′. So ](0) ≤ 2|sub0(ϕ)|. Assume the result for d. One may check that if β,β′ ∈ B(w) contain
a common immediate successor v of w, (β,w) |= ψ iff (β′,w) |= ψ for each sentence ψ ∈ sub(ϕ),
and β ∼dv β′, then β ∼d+1w β′. Both checks involve an induction on ψ in (2) above. It follows that
](d+ 1) ≤ m(ϕ) · 2|sub0(ϕ)| · ](d), and hence that ](d) ≤ m(ϕ)d · 2(d+1)|sub0(ϕ)| for all d, as required.
Finally observe that if β∼|subx(ϕ)|w β′ then β∼w β′, so that ∼w has at most ](|subx(ϕ)|)≤ n(ϕ) classes.
Let βw1 , . . .β
w
nw be some minimal list of full branches such that {[βw1 ]w, . . . , [βwnw ]w} is the set of all
∼w-equivalence classes. With each a ∈ D we associate a trace
τwa : {1, . . . ,nw}→
[
Sw
by taking τwa (i) = tp(βwi ,w,a). Denote the resulting set of traces by Tw. Let Θw = (Sw,Tw) for all
w ∈ T ′. We are now in a position to define a quasimodel f over T′ satisfying ϕ. If w is not the root,
then set f (w) = ((Θv,Θw,Rw,Nw),gw), where v is the immediate predecessor of w, and for root w0 let
f (w0) = (Θw0 ,gw0), where
• gw(β) = i iff β ∈ [βwi ]w,
• Rw = {(τva,τwa ) : a ∈ D},
• Nw = {(gv(β),gw(β)) : β ∈ B(w)}.
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Let us show that f is a quasimodel. It should be clear that the first component of each f (w) (w0 6=
w) is a connection and that of f (w0) is a realisable state candidate. We will check only item 2 of
Definition 15. Suppose gw(β) = i and χUψ ∈ Θw(i). Since χUψ is a sentence, we have χUψ ∈
τwa (i) = tp(βwi ,w,a) = tp(β,w,a) for every a∈D. So there is u>wwith u∈ β and ψ∈ tp(β,u,a) (from
which ψ∈Θu(gu(β)) follows) and for all v∈ (w,u) we have χ∈ tp(β,v,a) (from which χ∈Θv(gv(β))
follows). The converse implication is proved similarly.
(⇐) Now suppose that f is a quasimodel for ϕ over T = 〈T,<〉 with root w0. Let f (w0) =
(Θw0 ,gw0) and f (w) = (Cw,gw) = ((∆w,Θw,Rw,Nw),gw) for non-root w ∈ T . Let Θw = (Sw,Tw) and
nw = nΘw .
A run r in f is a function associating with any w ∈ T a trace r(w) ∈ Tw such that (r(v),r(w)) ∈ Rw
for any non-root w with immediate predecessor v. Using the condition that the range and domain of
Rw coincide with {1, . . . ,nw} and {1, . . . ,nv}, respectively, it is not difficult to see that, for any w and
any τ ∈ Tw, there exists a run r with r(w) = τ. Let R be the set of all runs.
Take a cardinal κ ≥ ℵ0 exceeding the cardinality of R . Then, by classical model theory (since
the language is countable and without equality; cf. [14, Lemma 9]), for every w ∈ T we can find a
first-order structure I(w) with domain
D= {〈r,ξ〉 | r ∈ R ,ξ< κ}
realising Θw = (Sw,Tw) and such that for all i ∈ {1, . . . ,nw}, r ∈ R , ξ< κ, and ψ ∈ subx(ϕ),
ψ ∈ (r(w))(i) iff I(w) |= ψi[〈r,ξ〉]. (2)
LetM= 〈T,D, I〉 and let a be any assignment in D. We show by induction that for all ψ ∈ sub(ϕ), all
w ∈ T , and all β ∈ B(w) with gw(β) = i, say, we have
I(w) |=a ψi iff (M,β,w) |=a ψ.
The case of atomic ψ is easy, since ψi = ψ and by definition of M. The booleans are also easy.
Suppose that ψ= χ1Uχ2. Then ψ is a sentence, and for all r ∈ R we have
I(w) |=a piψ ⇔ χ1Uχ2 ∈ r(w)(gw(β)) (by (2))
⇔ ∃u> w(u ∈ β∧χ2 ∈ r(u)(gu(β)) ∧
∀v ∈ (w,u)(χ1 ∈ rv(gv(β)))
)
(since r is a run and ψ is a sentence)
⇔ ∃u> w(u ∈ β∧ I(u) |=a χgu(β)2 ∧∀v ∈ (w,u) I(v) |=a χgv(β)1 ) (by (2))
⇔ ∃u> w(u ∈ β∧ (M,β,u) |=a χ2∧∀v ∈ (w,u)(M,β,v) |=a χ1) (by IH)
⇔ (M,β,w) |=a ψ.
The case of ψ= χ1Sχ2 is a mirror image. Now suppose ψ=©χ. Then for any r ∈ R , ξ< κ:
I(w) |= Piψ[〈r,ξ〉] ⇔ ©χ ∈ r(w)(gw(β)) (by (2))
⇔ χ ∈ r(v)(gv(β)), for the immediate successor v of w in β,
sinceCv is a connection and r a run
⇔ I(v) |= χgv(β)[〈r,ξ〉] (by (2))
⇔ (M,β,v) |= χ[〈r,ξ〉] (by IH)
⇔ (M,β,w) |=©χ[〈r,ξ〉].
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For ψ= Eχ:
I(w) |=a piψ ⇔ Eχ ∈ r(w)(gw(β)) (by (2))
⇔ χ ∈ r(w)(gw(β′)), for some β′ ∈ B(w), since Θw is
a state candidate, gw is surjective and ψ is a sentence
⇔ ∃β′ (β′ ∈ B(w)∧ I(w) |=a χgw(β′)) (by (2))
⇔ ∃β′ (β′ ∈ B(w)∧ (M,β′,w) |=a χ) (by IH)
⇔ (M,β,w) |= Eχ.
Since ϕ ∈ r(w)(gw(σ)) for some w ∈ T , σ ∈ B(w) and r ∈ R , we finally obtain (M,σ,w) |= ϕ.
Now we construct a reduction of Q PCT L 1w to non-local PCT L
∗, by encoding quasimodels in
non-local propositional tree models. Suppose again that a Q PCT L 1w -sentence ϕ is fixed.
With every realisable state candidate Θ = (S ,T ) for ϕ, every connection C, and every i ≤ n(ϕ),
we associate propositional variables pΘ, pC, and pi, respectively. Let R (ϕ) and C (ϕ) be the sets of
realisable state candidates and connections for ϕ, respectively. For a sentence ψ ∈ sub(ϕ), define
ψ] =
( _
Θ∈R (ϕ),
i≤nΘ,ψ∈Θ(i)
(pi∧ pΘ∧¬3P>)
)
∨
( _
C=(∆,Θ,R,N)∈C (ϕ),
i≤nΘ,ψ∈Θ(i)
(pi∧ pC ∧3P>)
)
.
Let
ϕ? = ϕ]∧ ((ν∧¬3P>)∨3P(ν∧¬3P>)),
where ν is the conjunction of the formulas (3)–(9) defined below._
Θ∈R (ϕ)
ApΘ∧
^
Θ 6=Θ′
A(pΘ→¬pΘ′), A2F
( _
C∈C (ϕ)
ApC ∧
^
C 6=C′
A(pC →¬pC′)
)
. (3)
The formulas in (3) say that the pΘ and pC are ‘local’ (so we can write w |= pΘ and w |= pC) and that
precisely one pΘ holds at the root and precisely one pC holds at each non-root point.
Intuitively, w |= pC means that f (w) = (C,g), for some g. Say that a pair of connections (C1,C2) is
suitable if the second state candidate ofC1 coincides with the first state candidate ofC2. The set of all
suitable pairs of connections is denoted by Cs(ϕ). A pair (Θ,C) is suitable if the first state candidate
of C coincides with Θ. The set of all suitable pairs of this form is denoted by R s(ϕ). The following
formulas say that the pair induced by a point and its immediate predecessor is suitable:
A
_
(Θ,C)∈R s(ϕ)
(pΘ∧©pC), A2F
_
(C1,C2)∈Cs(ϕ)
(pC1 ∧©pC2). (4)
Intuitively, the pi code gw: for i such that 1 ≤ i ≤ n(ϕ), (β,w) |= pi is intended to mean gw(β) = i.
(Here we need the non-local semantics.) This is ensured by the formulas
A
^
1≤i< j≤n(ϕ)
(pi →¬p j), A2F
^
1≤i< j≤n(ϕ)
(pi →¬p j), (5)
^
Θ∈R (ϕ)
(
pΘ→
^
1≤i≤nΘ
Epi∧A
_
1≤i≤nΘ
pi
)
, A2F
^
C∈C (ϕ)
(
pC →
^
1≤i≤nΘ
Epi∧A
_
1≤i≤nΘ
pi
)
. (6)
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Here and below we assume thatC= (∆,Θ,R,N). It remains to capture the conditions of Definition 15.
First, we write down a formula which says that N inC is determined by the functions gw:
A2F
^
C∈C (ϕ)
(
pC →
( ^
(i, j)∈N
E(p j ∧©Ppi)∧A
_
(i, j)∈N
(p j ∧©Ppi)
))
. (7)
Finally, to capture conditions 2 and 3 of Definition 15, we include, for every sentence ψUχ ∈ sub(ϕ),
A2+F
(
(ψUχ)] ↔ (ψ]Uχ])), (8)
and for every sentence ψSχ ∈ sub(ϕ),
A2+F
(
(ψSχ)] ↔ (ψ]Sχ])). (9)
THEOREM 17. A Q PCT L 1w -sentence ϕ is satisfiable in a full model iff the PCT L
∗-formula ϕ? is
satisfiable in a full non-local model.
Proof. (⇒) If ϕ is satisfiable, then by Theorem 16 there is a quasimodel f for ϕ based on an ω-tree
T= 〈T,<〉. Let f (w) = (Cw,gw) = ((∆w,Θw,Nw,Rw),gw) if w is not the root and f (w0) = (Θw0 ,gw0)
for the root w0 of T. Define a (propositional) valuation h in T by taking, for all w ∈ T and β ∈ B(w):
• (β,w) ∈ h(pΘ) iff Θ=Θw, for every realisable state candidate Θ;
• (β,w) ∈ h(pC) iffC =Cw, for every connectionC (where w 6= w0);
• (β,w) ∈ h(pi) iff gw(β) = i, for all i< n(ϕ).
Let us prove that ϕ? is satisfiable in the full modelM= 〈T,h〉.
It should be clear from the definitions that for any sentence ψ ∈ sub(ϕ),
(β,w) |= ψ] ⇐⇒ ψ ∈Θw(gw(β)). (10)
Since ϕ ∈Θw(gw(β)), for some w ∈ T and β ∈ B(w), we have that (M,β,w) |= ϕ].
Now we show that (β,w) |= (ν∧¬3P>)∨3P(ν∧¬3P>), i.e., (β,w0) |= ν, where w0 is the root
of T. We only check formulas (7), (8) and (9).
(7) Suppose (γ,v) |= pC, for a full branch γ ofT and some v∈ γ such that v 6=w0. Then by definition
of h(pC), we haveC=Cv. According to Definition 15, for each pair (i, j)∈Nv there is a branch in B(v),
say γ′, such that gv(γ′) = j and gu(γ′) = i, for the immediate predecessor u of v. Hence, (γ′,v) |= p j and
(γ′,u) |= pi, from which (γ,v) |= E(p j∧©Ppi) for all (i, j) ∈ Nv. Definition 15 also says that for each
branch γ′ ∈ B(v), there is a pair (i, j)∈Nv such that gv(γ′) = j and gu(γ′) = i, where u is the immediate
predecessor of v. This means that (γ′,v) |= p j and (γ′,u) |= pi. So (γ,v) |= AW(i, j)∈Nv(p j ∧©Ppi).
(8) and (9) follow immediately from (10) and conditions 2 and 3 of Definition 15.
(⇐) Conversely, suppose M = 〈T,h〉 satisfies ϕ?. Then ν is true at the root w0 of T. Define a
quasimodel f by taking f (w) = (Cw,gw) = ((∆w,Θw,Nw,Rw),gw) if w 6= w0, and f (w0) = (Θw0 ,gw0),
where
• Θw0 is the unique Θ for which w0 |= pΘ (this is independent of the branch of evaluation);
• for w 6= w0,Cw is the uniqueC such that w |= pC;
• gw(β) = i for the unique i for which (β,w) |= pi.
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We show that f is a quasimodel by checking the conditions of Definition 15. The first part of con-
dition 1 follows from the definition of suitable pair and formulas (3) and (4). Suppose now that
(i, j) ∈ Nw. We have w |= pCw . Hence, by (7), w |= E(p j ∧©Ppi). So there is σ ∈ B(w) with
(σ,w) |= p j ∧©Ppi. This implies gw(σ) = j and gv(σ) = i, for the immediate predecessor v of
w. Conversely, suppose gw(σ) = j and gv(σ) = i, where v is the immediate predecessor of w. Then
(σ,v) |= pi and (σ,w) |= p j. Hence w |= E(p j ∧©Ppi) and so, by (7) and (5), (i, j) ∈ Nw. Thus, the
second part of condition 1 of Definition 15 holds. To prove conditions 2 and 3, we just observe that
(10) holds again; the conditions then follow from (8) and (9).
Finally, we check that f satisfies ϕ. By assumption, there is w ∈ T and β ∈ B(w) such that
(β,w) |= ϕ?. Hence, (β,w) |= ϕ]. By (10), ϕ ∈Θw(gw(β)). It follows that f satisfies ϕ.
If L ⊆ Q PCT L 1w is a fragment such that it is decidable whether a given state candidate for a
given sentence ϕ ∈ L is realisable, then it is clear that the map
·? : L → PCT L∗
is effective. Hence, we obtain:
COROLLARY 18. LetL ⊆Q PCT L 1w and suppose that for any sentence ϕ∈L it is decidable whether
a given state candidate for ϕ is realisable. Then the satisfiability problem forL-formulas in full models
is decidable.
If, moreover, L is closed under the map ϕ 7→ (Eϕ)↑ (with fresh propositional variable q), then the
satisfiability problem for L-sentences in bundled models is decidable as well.
Proof. The first part follows from Theorem 8 and Theorem 17. The second part follows from the first
part and Lemma 10.
4 Applications
Denote by L2 the two-variable fragment of Q PCT L 1w which consists of all Q PCT L 1w -formulas
containing only two variables, say x and y. Obviously, for any state candidate Θ for a sentence
ϕ ∈ L2, the sentence αΘ belongs to the two-variable fragment of QL . The two-variable fragment of
QL is known to be decidable [22]. So it is decidable whether a state candidate for a L2-sentence
is realisable. Moreover, L2 is closed under the map ϕ 7→ (Eϕ)↑. As a consequence, we obtain from
Corollary 18:
THEOREM 19. The satisfiability problem for the two-variable fragment of Q PCT L 1w is decidable
both in bundled and in full models.
The monadic fragment of Q PCT L 1w consists of all Q PCT L 1w -formulas containing only 0-ary
and unary predicate symbols. In the same manner as above, we obtain from Corollary 18 and the
decidability of the monadic fragment of first-order logic:
THEOREM 20. The satisfiability problem for the monadic fragment of Q PCT L 1w is decidable both
in bundled and in full models.
The guarded fragment of Q PCT L 1w consists of all Q PCT L 1w -formulas in which all uses of
∀ follow the ‘guarded’ pattern ∀y¯(α(x¯, y¯)→ ϕ(x¯, y¯)), where α is atomic and involves all variables
occurring free in ϕ. It is defined as in the linear time case [14, Definition 72]. We now obtain from
Corollary 18 and the decidability of the guarded fragment of first-order logic [1, 11]:
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THEOREM 21. The satisfiability problem for the guarded fragment of Q PCT L 1w is decidable both
in bundled and in full models.
Similar results can be proven for the loosely guarded and packed (or clique-guarded) fragments
of Q PCT L 1w (see [2, 21, 10]). Moreover, equality can be added in these cases: cf. [13].
A simple extension of the above proof covers the case when the underlying first-order signature
contains constants, interpreted rigidly in temporal models: cf. [14, 13].
5 Conclusion
The decidability result for the weak one-variable fragment of first-order PCTL∗ can be used to ob-
tain decidability results for certain spatio-temporal logics connecting PCTL∗ with region connection
calculus RCC-8 (see the survey paper [16] or the monograph [9]). From this viewpoint it has suffi-
cient expressive power to be useful. However, there is still a gap between the undecidability of the
one-variable fragment of first-order CTL∗ and the decidability of its weak one-variable fragment. In
particular, the following problems are still open. What happens if the path-quantifier E is applied to
open formulas as well? Or, what happens if all temporal operators are applied to open formulas (but
E only to sentences)?
Another open problem is the computational complexity of the logics considered here. From the
reduction proofs provided in the present paper we obtain only non-elementary decision procedures.
We do not believe that this is optimal.
We can also ask whether the known decidable monodic fragments remain decidable in non-local
semantics.
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