The paper demonstrates that the matching estimator is not generally consistent for the average treatment effect of the treated when the matching is done without replacement using propensity scores. To achieve consistency, practitioners must either assume that no unit exists with a propensity score greater than one-half or assume that there is no confounding among such units. Illustrations suggest that the result applies also to matching using other metrics as long as it is done without replacement.
Introduction
Practitioners use matching to adjust for confounded treatment assignment when drawing causal inference with observational data. Each treated unit is matched to one or more control units deemed similar to the unit according to some metric. The treatment effect is estimated by the average difference between the outcome of each treated unit and its matched controls. There are many variations to this basic recipe. An important consideration is whether to match with or without replacement. In the first case, several treated units can be matched to the same control, while at most one treated unit can be matched to each control in the second case. Matching with replacement produces matches of higher quality, but this comes at the cost of potentially excluding many controls from the estimation. The information in the sample is then used inefficiently, and practitioners sometimes opt for matching without replacement for this reason.
The purpose of this paper is to investigate the asymptotic properties of the matching estimator when the matching is done without replacement. The specific focus is when absolute differences in propensity scores are used to measure similarity between the units.
The reason for this focus is that it allows for the most precise results, and it is the most favorable setting for the method. In particular, it is known that matching is inefficient when there are more than one continuous covariates. A possible solution is to match on a low-dimensional balancing score, such as the propensity score.
The main result is that the method does not generally produce an estimator that is consistent for the treatment effect it aims to estimate. The underlying idea is conceptually straightforward. The sample must contain more controls than treated units to construct a matching without replacement. If not, one would run out of control units, and some treated units would be left unmatched. For a matching estimator to be consistent, the quality of the matches must improve as the sample grows in size. This is only possible if there are more controls than treated units locally in the covariate space. If not, one would run out of control units in some regions of the space, which would force treated units in that region to be matched with distant units. In other words, the propensity score cannot be greater than one-half anywhere in the covariate space. This condition is stronger than typically assumed when matching is used, and it calls into question whether matching without replacement should generally be preferred over other adjustment methods such as matching with replacement.
Matching without replacement

Illustration
An illustration using a categorical covariate will fix ideas. Consider a population in which 10% of the units belong to a certain covariate category A, and 3/4 of these units are treated.
Among the treated units in category A, only an expected fraction of 1/3 will be matched to controls in the same category. This is because controls in the category run out after the first third of the treated units have been matched. The remaining 2/3, which are 5% of the total sample, must be matched to controls in other categories. Unless these other units are representative of the treated units in category A, which we have no reason to believe that they are, the poor quality matches will prevent the estimator to concentrate around the treatment effect. The argument applies as soon as more than half of the units in any category are treated. Thus, to achieve consistency, there cannot be any such categories.
The rest of this paper demonstrates that this phenomena occurs also under settings and conditions that are more favorable to the matching method. A sample of n units is drawn from the population. The units are indexed by U = {1, 2, . . . , n}. The potential outcomes are never directly observed, and the available information is (X i , Z i , Y i ) for the sampled units, i ∈ U. The population is assumed to be large, so the observations can be seen as independent and identically distributed according to the population distribution.
Preliminaries
The parameter of interest is the treatment effect for the treated units in the population:
The main inferential challenge is that treatment assignment is suspected to be confounded.
That is, the two conditional distributions of Y (0) given Z may not be the same. It may be possible to adjust for the difference in the conditional distributions if all confounding variables are observed. The focus here is when this adjustment is done using matching without replacement.
To formalize the method, let T = {i ∈ U : Z i = 1} and C = {i ∈ U : Z i = 0} be the sets of treated and control units in the sample. Let N 1 = |T| and N 0 = |C| denote their sizes. A matching can be described as an injective function m : T → C where m(i) gives the match for i ∈ T. It is without replacement because the function is injective: m(i) = m(j) for all i = j. Let M collect all such functions, which is the set of all admissible matchings.
Because the sample is drawn at random, T, C and M are random.
Several methods have been devised to select a suitable m from M to be used for the adjustment. This paper considers optimal matching as described by Rosenbaum (1989) . A distance function d : X × X → R + is specified to capture how similar two units' covariates
, then unit i is deemed more similar to unit j than to k with respect to their covariates. Optimal matchings are those that minimize the sum of distances between matched units:
If there is not a unique optimal matching, a matching m * ∈ M * is picked arbitrarily in a deterministic fashion.
With m * in hand, the treatment effect τ att is estimated by the average difference in observed outcome between each treated unit and its matched control:
There are, however, two exceptions. The estimator as above is not defined when the sample contains no treated units or when it contains more treated units than controls.
Practitioners do not tend to use matching without replacement in either of these cases, and the conditions below ensures they happen with a probability approaching zero at an exponential rate. However, for completeness, the estimator is defined to be zero in these cases.
To motivate the use of matching adjustment, the population is assumed to satisfy a set of conditions. A key aspect of these conditions is the propensity score: the fraction of units in the population assigned to treatment. Letπ = Pr(Z = 1) be the overall fraction of such units, and let π(x) = Pr(Z = 1 | X = x) be the fraction conditional on the covariate.
Condition 1. Let X supp be the support of X. (Rosenbaum & Rubin, 1983) . Ignorable assignment is, however, typically taken to also include unconfoundedness for the other potential outcome and a lower bound on the propensity score. This is not needed here because the treatment effect of the treated units is the focus (Heckman et al., 1997) .
The third and fourth conditions are the ones mentioned above. They ensure that large samples almost always contains more controls than treated units and at least some treated units. This, in turn, ensures that it is possible to construct a matching without replacement with a probability approaching one. The fifth condition ensures that the outcome distribution in the population does not have too thick tails.
Asymptotic bias and consistency
The focus in the following sections is the asymptotic bias of the estimator. The bias in itself is, however, not of interest in this paper. The reason for the focus is that asymptotic unbiasedness is a necessary condition for consistency for the matching estimator given Condition 1. The following two lemmas provide the details. All proofs are presented in an appendix.
Lemma 1. If an estimatorθ is consistent for a parameter θ, then it is asymptotically unbiased or its variance is asymptotically unbounded:
Lemma 2. Given Condition 1:
Lemma 1 states that the expectation of a consistent estimator must concentrate around the parameter value it aims to estimate unless its variance grows without limit in the sample size. This holds for any estimator, and not only for the matching estimator. The intuition is that consistency implies that there is negligible mass of the estimator's sampling distribution outside a small neighborhood of the parameter value. If this small mass is enough to affect the estimator's expectation, the mass must move away from the bulk of the sampling distribution, leading to asymptotically unbounded variance.
The lemma implies that if an estimator is known to have asymptotically bounded variance, it can only be consistent if it is asymptotically unbiased. That is, it is necessary (but not sufficient) for consistency that the expectation of the estimator concentrates around the parameter value. Lemma 2 shows that the variance of the matching estimator is asymptotically bounded, so it is an estimator of this kind. Of course, the variance will approach zero under suitable conditions and an appropriate choice of the distance function. The purpose of the lemma is to show that the variance is bounded no matter what these additional conditions and choices might be.
Corollary 1. Given Condition 1, if the matching estimator is asymptotically biased with respect to the average treatment effect for the treated, then it is inconsistent:
Matching on propensity scores
A high-dimensional covariate space poses a challenge for matching methods. In particular, as shown by Beyer et al. (1999) and others, random points in high-dimensional spaces tend to be equidistant, which makes their distances uninformative. Indeed, Abadie & Imbens (2006) show that the rate of convergence of the matching estimator is negatively affected by the dimensionality of the covariate space when the matching is done with replacement. Practitioners using matching should for this reason be motivated to reduce the dimensionality of the metric space in which they measure similarity. Rosenbaum & Rubin (1983) show that the propensity score provides the greatest dimensionality reduction while maintaining unconfoundedness. In particular, the score maps the covariate space to the unit interval no matter the original dimensionality. Measuring similarity using the propensity score is therefore an attractive alternative to, for example, Euclidean distances in the full covariate space. The distance function in Section 2.2 would
A concern with this approach is that the propensity score rarely is known. To focus the discussion and avoid challenges faced when estimating the score, this paper considers the few cases in which the propensity score is known. This simplifies the investigation and allows for simple and precise results. The qualitative conclusion should, however, extend to when the propensity score is estimated or when a high-dimensional metric space is used.
This is because the current setting is one of the most favorable to the method. If the estimator is shown to not be consistent when the propensity score is known, there are good reasons to believe that it will not be consistent in other settings.
1
Because the propensity score takes a prominent position in the discussion, dedicated notation will expedite things. Let Π = π(X) be a random variable describing the distribution of the propensity score in the population. Similarly, let Π i = π(X i ) be the propensity score 1 It has been shown that one can improve efficiency by using an estimated propensity score even when the true score is known (see, e.g., Heckman et al., 1998; Hirano et al., 2003; Abadie & Imbens, 2016) . The intuition is that the estimation can implicitly adjust for chance imbalances between treated and control units in the sample. This consideration is not relevant here because the focus is on the asymptotic bias.
for unit i in the sample. Using this notation, the matchings under consideration satisfy:
To motivate the use of the propensity score as the basis for the distance function, we must ensure that units with similar scores have similar potential outcomes. A common way to do this is to assume that the propensity score and conditional expectation of the potential outcome are both continuous on the support of the covariate. A slightly weaker condition is used here.
is Lipschitz continuous on the support of Π.
Inconsistency of the matching estimator
The question is now howτ att behaves when the sample is drawn from a population satisfying Conditions 1 and 2. The reason the question may be beyond reach is that matchings constructed without replacement are not generally asymptotically stable. This is in contrast to matching with replacement and many other adjustment methods.
When several treated units are allowed to be matched to the same control, small perturbations of the sample will have small effects. For example, if we remove one unit and replace it with a new unit drawn from the population, the only affected units are those matched to the unit that was removed and those closest to the unit that replaces it. Asymptotically, these units will be a negligible fraction of the sample. In other words, as the characteristics of the sample stabilize, which they tend to do as the sample grows, so does the matching.
The stability allows for analysis.
The concern when the matching is done without replacement is that such small perturbations can initiate chain effects. For example, when we replace one unit with another as above, a treated unit may lose its match. This forces it to find a new match, and this may lead to a second treated unit losing its match, forcing it to find a new one, and so on.
The chain could continue throughout the sample so that all treated units are matched to new units. It might be reasonable to believe that such global chain effects are rare, and the set of matched controls will in any case be more stable than the matching itself. The instability of the matching nevertheless complicates the analysis.
It turns out that the following lemma provides enough leverage to characterize the matching in large samples.
Definition 1.
A matching m is said to contain crossing matches if:
Lemma 3. An optimal propensity score matching contains no crossing matches.
The intuition behind the lemma is that the sum of within-match propensity score differences can be reduced if two matches are crossing. We simply need to switch the controls the two treated units are matched to. An implication is that if we observe an unmatched control unit with propensity score p in an optimal matching, then we know that no unit with a propensity score greater than p is matched with a unit with a propensity score less than p. This means that if we can find a point p * where an unmatched unit exists with high probability asymptotically, we have effectively partitioned the matching problem into two parts, which can be analyzed separately. A careful choice of p * allows for analysis.
Consider Pr(Z = 1 | Π ≥ p). This is the probability that a unit with a propensity score greater or equal to p is treated. Because Pr(Z = 1 | Π = p) = p, we know that the probability under consideration is greater than p whenever it is defined. For example,
because more than half of the units with Π > 1/2 are treated.
The point we are looking for is the smallest value p such that at least half of the units in the population with propensity scores greater or equal to p are treated:
No such point exists when Pr(Π ≥ 1/2) = 0. Let p * = 1/2 in that case, so p * always is defined.
Assuming that such a point exists, there will be an unmatched unit in a small neighborhood around p * with high probability in large samples. As noted above, this partitions the matching problem into two parts. The first part consists of units with Π i > p * , and units with Π i < p * constitute the second part. The properties of the matching are remarkably different in the two parts. On the one hand, controls will be scarce above p * , so all units are matched. This means that there will be a limit to how much the match quality can improve as the sample grows. On the other hand, controls are abundant below p * , and the match quality improves without limit here, although it may be at a slow rate.
The argument does not apply to units with Π i = p * , and such units complicate the discussion without adding any profound insights. A simple way to avoid the concern is to assume that there is no atom at p * , so Pr(Π = p * ) = 0. The following condition does the same but is slightly weaker. It effectively says that if there is an atom at p * , then we can consider those units to belong to the group with propensity scores greater than p * .
Proposition 1. Given Conditions 1, 2 and 3, when the matching is constructed without replacement using the true propensity score:
The proposition captures the effect of the poor match quality among the unit with
Specifically, it shows that the poor quality translates into bias. There are two ways to achieve asymptotic unbiasedness, and thereby consistency, under the current conditions.
The first option is to assume that there is no confounding among units with
Note that the expectation conditions on a range of propensity scores rather than an exact score, so Condition 1 alone does not imply that the expectations are equal. The second option is to assume that there are no units above p * , so that Pr(Π ≥ p * ) = 0. This is only possible if Pr(Π ≥ 1/2) = 0. This is a strengthening of the overlap assumption in Conditions 1, requiring that π(x) is less than 1/2 almost everywhere on the covariate space.
2 Neither option is attractive.
Some readers may object that the conditions used for Proposition 1 are weaker than those typically used in applications and claim that consistency is achieved under slightly stronger conditions. These readers should note that the proposition holds for all populations satisfying Conditions 1, 2 and 3. A strengthening of the conditions will therefore not lead to consistency unless the strengthening is exactly one of the two options discussed in the previous paragraph. Their disjunction is a necessary condition for consistency in this setting.
Diminishing fraction of treated units
The paper has so far considered settings where the population is fixed throughout the asymptotic sequence. Matching methods have also been studied under alternative asymptotic regimes. For example, in addition to the regime used in this paper, Abadie & Imbens (2006) investigate matching with replacement when the treated units are a diminishing fraction of the population. In particular, they assume that the treated and control units are sampled separately in proportions such that N r 1 /N 0 → k for some r > 1 and k < ∞. In other words, they consider the case in whichπ → 0.
The alternative regime is a better approximation to applications where it is considerably easier to sample additional controls than it is to sample additional treated units. One example is when a novel medical treatment is evaluated using conventional treatment as the comparison. The only patients with Z i = 1 are those in the hospitals offering the new treatment, which are scarce by virtue of being a novel treatment. Patients with Z i = 0 are, however, easy to find because they exist in all hospitals offering the conventional treatment.
In an imagined sequence of samples, it is here appropriate to assume that the fraction of units with Z i = 1 would approach zero.
2 We can allow for an atom at Π = 1/2 as long as Pr(Π > 1/2) = 0 because this would imply that the only units with Π ≥ p * = 1/2 are those with Π = p * .
Abadie & Imbens (2012) study matching without replacement exactly under this regime, and they show that the matching estimator is consistent. The result, however, critically depends on additional conditions on the asymptotic behavior of the population distribution.
In the standard asymptotic regime, all aspects of the population is fixed. Besidesπ, this includes the propensity score and the conditional densities of the treated and control units over the covariate space. When we letπ → 0, some of these other aspects must also change. We cannot simultaneously hold the propensity score and the conditional densities fixed if the fraction of treated units approaches zero. The route that Abadie & Imbens (2012) take is to fix the conditional densities. The consequence is that the propensity score approaches zero everywhere on the covariate space. That is, they implicitly assume that
While it may be reasonable to consider the case in whichπ → 0, it may not always be reasonable to consider when π(x) → 0 holds everywhere. The example with the hospitals and the novel treatment from above provides an illustration. We can here sample patients with the conventional treatment much easier than we sample patients with the new treatment. All these new controls will, however, be of a special type. They will be patients in hospitals offering only the conventional treatment. Among patients in hospitals offering the new treatment, a non-negligible fraction will have Z i = 1, so π(x) → 0 does not hold.
The illustration mirrors a sentiment that appears to be common among practitioners:
when controls are abundant, most of them are not useful because they too different from the treated units. Put differently, it is easy to find controls but hard to find good controls.
A more appropriate regime might therefore be one where we hold the propensity score fixed whenπ → 0, and adjust the conditional densities as needed. An inspection of the proof of Proposition 1 suggests that not much would change under this regime, except, of course, that the relevant scaling isπn rather than n. This means that consistency would require Pr(Π ≥ p * )/π → 0, unless one is ready to assume that there is no confounding among units above p * .
Concluding remarks
Consistency is sometimes taken to be an integral property of an estimator, and the result in this paper is discouraging for matching without replacement. The picture becomes even more grim when one notes that the variance of the estimator may converge to zero even when the bias does not. This can be shown using techniques from Abadie & Imbens (2012) .
Estimated standard error would in this case be dangerously misleading about the precision of the estimator. Practitioners might for this reason want to consider alternative methods as their defaults for covariate adjustment.
It would, however, be too rash to conclude that matching without replacement never should be used. Practitioners often examine the balance between treatment groups after the matching. The asymptotic bias demonstrated above would be mirrored by an imbalance in the propensity scores between the treatment groups. In other words, to examine whether the concern raised here applies to a specific context, one can estimate Pr(Π ≥ 1/2) and test if it differs from zero. Practitioners may also use calipers when they construct their matchings (Cochran & Rubin, 1973) . The approach avoids matches of poor quality by excluding problematic units from the estimation. Consistency would be ensured, at the cost of efficiency, if the caliper approaches zero as the sample grows given that the observations are weighted to account for the excluded treated units.
Finally, matching is sometimes used as a preprocessing step before some other type of covariate adjustment (Ho et al., 2007) . The purpose is to make the covariate adjustment in the second step less model dependent. Abadie & Imbens (2011) makes the similar argument but from different perspective. Consistency would in this case depend on the details of the adjustment method in the second step, and main result of the paper may not apply. The concern in this case is instead that the adjustment will be overly sensitive to model assumptions, and thereby less robust. 
A Proofs
A.1 Miscellaneous definitions and propositions
Definition A1. Let Π supp be the support of Π.
be the conditional expectation of the potential outcome for treatment z given propensity score p.
Theorem A1. Let X 1 , X 2 , . . . , X n be n independent random variables such that 0 ≤ X i ≤ 1 with probability one. LetX = n −1 n i=1 X i and µ = E[X]. For 0 < t < 1−µ and 0 < s < µ:
Proof. The first inequality is Theorem 1 in Hoeffding (1963) . For the second inequality:
which is bounded by exp(−2ns 2 ) when 0 < s < 1 − (1 − µ) using the first inequality.
Proof. The statement is Theorem 3 in Rosenbaum & Rubin (1983) .
A.2 Proof of Lemma 1
Proof. Assumeθ is consistent for θ but that the implication does not hold. In other words, for some constant c ≥ 1:
Let (ε n ) be a sequence in R + such that ε n → 0 and Pr(|θ − θ| ≥ ε n ) → 0. Consistency ensures that such a sequence exists. Let A n = 1 |θ − θ| ≥ ε n be a sequence of random variables and let δ n = E[A n ] = Pr(A n = 1) = Pr(|θ − θ| ≥ ε n ). By the law of total variance:
The last equality may need some elaboration. Note:
By the law of total expectation:
, and the equality follows from the law of total expectation and δ n = Pr(A n = 1).
Focusing on the second factor, add and subtract θ to get:
Let b n = |E[θ] − θ| be the magnitude of the bias. Recall that |θ − θ| < ε n when A n = 0, so
and:
Taken together:
Recall that the proof started by assuming:
for some constant c ≥ 1. Let n be such that ε n ≤ 1/8c and δ n ≤ 1/32c 3 ≤ 1/2 for all n ≥ n . Consistency ensures that such an integer exists. Asymptotic biasedness implies that b n ≥ 1/2c an infinite number of times for n ≥ n , and in these cases:
which contradicts lim sup n→∞ Var(θ) ≤ c.
A.3 Proof of Lemma 2
Proof. Consider the expectation of the squared estimator:
As noted in the proof of Lemma A5, the estimator can be written using M * when 1 ≤ N 1 ≤ N 0 . Thus, in that case:
holds no matter how many treated units there are in the sample. Noting that 2ab ≤ a 2 + b 2 for any a, b ∈ R:
because |A| = 2N 1 when N 1 ≤ N 0 and |A| < 2N 1 when N 1 > N 0 . Separating the sum again gives:
As noted in the previous proofs, T contains no more information about Y i than Z i , so:
Using the same argument as in the proof of Lemma A2:
so:
Finally:
The first term is n(1 −π) n and converges to zero. The second term was shown to converge to zero in the proof of Lemma A4. That proof also showed:
A.4 Proof of Lemma 3
Proof. The lemma is proven by demonstrating the contrapositive. Consider a matching m containing at least one pair of matches that are crossing according to Definition 1. That is, for some k, ∈ T:
Fix these indices throughout the proof, so k and refer to two specific treated units.
Consider an alternative matching m that swaps the matched controls for k and :
The sum of within-match differences in the propensity scores for the two matchings are:
and their difference is:
because they are identical apart from the matches for k and . It remains to show that this difference is positive.
Because the matches are crossing, Π m(k) > Π k and Π > Π m( ) , so:
Define B k , B ∈ {−1, 1} so that B k Π k ≥ B k Π m( ) and B Π m(k) ≥ B Π , and write:
so the difference can be written as:
Note that {1 + B , 1 − B } = {0, 2} because B ∈ {−1, 1}. It follows that:
where the last inequality follows from k and having crossing matches. By a similar argument:
which implies:
A.5 Proof of Proposition 1
Definition A4. Let M * collect all matched control units when the matching exists and all controls when it does not exist:
Definition A5. Let D be the sum of difference in the potential outcome under control between each treated unit and its matched control unit normalized by the expected number of treated units:
Definition A6. Partition U, T and C as:
and partition M * as:
Proof. Recall the definition of D:
Lemma A1 shows that:
and the rest of the proof considers D.
Use the partitions of T, C and M * in Definition A6 to write:
After rearranging terms, taking expectations and limits, we get:
assuming the limit exists. The first two terms are shown to be zero by Lemmas A7 and A12.
Lemma A14 completes the proof.
Lemma A1. Given Condition 1:
Proof. Recall that:
Let:
so that:
Lemma A2 shows that lim n→∞ E[D − D † ] = 0, which implies:
Using the law of total expectation, write:
Note E D † N 1 = 0 = 0 and:
Lemma A4 therefore implies:
By a similar argument:
Recallτ att = 0 when N 1 = 0 or N 1 > N 0 , so:
Lemma A5 then implies:
Lemma A6 completes the proof by showing:
Lemma A2. Under Condition 1:
Proof. Rearrange the factors as:
and then bound the expectation as:
and use the law of iterated expectations to get:
The set T contains no more information about Y i (0) than Z i , so:
The law of total expectation gives:
Lemma A3 ensures that E |Y (0)| exists. By a similar argument:
Because N 1 + N 0 = n:
It follows that:
Consider the expectation for large samples. In particular, consider whenπ 2 n/4 ≥ log(n) > 1. By the law of total expectation:
The first probability is crudely bounded as:
Recall thatπ 2 n/4 ≥ log(n), which together with N 1 −πn < n log(n), implies that N 1 >πn/2. Use this to bound the first expectation as:
Bound the second probability using Hoeffding's inequality (Theorem A1):
and the second expectation is bounded as:
Taken together, whenπ 2 n/4 ≥ log(n) > 1:
Returning to the full expression:
Lemma A3. Under Condition 1, E |Y (0)| exists. implies that E |Y | exists as well. By the law of total expectation:
Using the law of iterated expectations and unconfoundedness with respect to the propensity score (Theorem A2):
Assuming for the moment that E |Y (0)| Z = 1 exists, then:
is the ratio of treated units to control units at each value of the propensity score in the population, which is what the expectation is marginalizing over. However, because the control units are more numerous in the population, the (1 −π)/π factor is needed for normalization.
Condition 1 states that the propensity score is bounded away from one. Hence, Π ≤ Π + supp < 1 with probability one, where Π + supp = sup Π supp is the upper bound of the support of Π. Thus, with probability one:
, and:
, whereπ > 0 according to Condition 1. The conclusion is that E |Y (0)| Z = 1 exists. It follows from the law of total expectation that:
exists as well.
Lemma A4. Under Condition 1:
where D † is defined in the proof of Lemma A1.
Proof. Starting with the probabilities, note that Pr(N 1 = 0) = (1 −π) n . Next:
Note thatπ < 1/2, so by Hoeffding's inequality (Theorem A1):
Now consider the expectations. Note M * ⊆ C, so:
when N 1 ≥ 1. The set T contains no more information about Y i (0) than Z i , so:
As shown in the proof of Lemma A2:
One of the expectations is thus bounded as:
For the other expectation, write:
Consider samples large enough to satisfyπn ≥ 2, and:
By Hoeffding's inequality (Theorem A1):
so lim n→∞ n Pr 1 ≤ N 1 ≤πn/2 = 0. The start of the proof implies:
. Bound the other parts as:
Hence:
Lemma A5. Under Condition 1:
Proof. The proof follows the structure of the proof of Lemma A4 closely. It was there
shown that:
It remains to show that the expectation is bounded. Recall that M * = {m * (i) : i ∈ T} when 1 ≤ N 1 ≤ N 0 , so in that case:
As above, note M * ⊆ C, so when 1 ≤ N 1 ≤ N 0 :
The set T contains no more information about Y i than Z i , so:
and by the same argument as in the previous proofs:
where Condition 1 ensures that E |Y | exists. It follows that:
The first expectation on the right-hand side was shown to be asymptotically bounded in the proof of Lemma A4, so:
Lemma A6.
Proof. In was shown in the proof of Lemma A5 that:
i∈T Y i (0) from the estimator to get:
where
Lemma A7. Under Conditions 1, 2 and 3:
Proof. The matching only depends on Z 1 , . . . , Z n and Π 1 , . . . , Π n , so M * + is determined by those variables, and:
where the last equality follows from unconfoundedness with respect to the propensity score (Theorem A2). By a similar argument:
Partition C + and M * + as:
Observe that the operands in both unions are disjoint, so we can write:
because the two terms summing over C + ∩ M * + cancel. It follows that:
. Condition 1 implies that µ 0 (a) exists for some a ∈ Π supp . By Condition 2, µ 0 (p) is Lipschitz continuous on Π supp . Together with Π supp ⊂ [0, 1], this implies that µ 0 (p) is bounded on Π supp . Let c µ ∈ R be this bound. That is, |µ 0 (p)| ≤ c µ for all p ∈ Π supp . It follows that:
Because the union operands in A are disjoint:
and because (C + ∩ M *
where the last equality follows from:
The proof is completed by:
and Lemmas A8 and A11.
Lemma A8. Under Conditions 1, 2 and 3:
Proof. Units in C + \ M * + are controls units with Π i ≥ p * not in M * + , so:
The summation on the right-hand side of the equation cannot be removed at this point because the matching may not be symmetric with respect to the unit indices. For example, if tie breaking is done by picking units with lower indices as matches,
Furthermore, the probability cannot be written with respect to the population distribution because M + i is only defined in the sample. The proof is completed immediately if Pr(Π ≥ p * ) = 0 because C + is empty with probability one in that case. Next consider when p * = Π + supp . This means:
and Lemma A10 immediately completes the proof because Pr(Z = 1 | Π ≥ p * ) = 1/2 when
The rest of the proof considers the case when Pr(Π ≥ p * ) > 0 and p
It cannot be that Π + supp < 1/2 here because {p : Pr(Z = 1 | Π ≥ p) ≥ 1/2} would then be empty and p * = 1/2, which contradicts p
It must thus be Π + supp > 1/2, and then p * < 1/2, so this is the case to be considered.
Let (ε + n ) be a sequence in R + such that ε + n → 0 at a sufficiently slow rate so to satisfy:
for sufficiently large n. Similarly, let (ε − n ) be a sequence in R + such that ε − n → 0 and:
for sufficiently large n. Finally, let:
In other words, K n (p) partitions the support of Π into six groups based on the quantities defined above.
Write the quantity under consideration as:
Lemmas A9 demonstrates that the first term converges to zero, and Lemma A10 does the same for the second term. This is because Condition 3 implies Pr(Z = 1 | Π ≥ p * ) = 1/2, and Π
, so the premise of Lemma A10 holds for the second term. For the third term, write:
and ε − n → 0 and ε + n → 0 ensure that also this term converges to zero.
Lemma A9. Given p * < 1/2 < Π + supp and Conditions 1, 2 and 3:
where K n (p) is defined in the proof of Lemma A8.
Proof. Note that:
and write: Use the law of total probability to write:
Bound two of the factors as:
to get:
Now for the key step of the proof, namely showing that:
for all i ∈ U. There are five scenarios to consider:
The first scenario can be ignored because B i (p) ≥ 1 implies that at least one treated unit exists in the sample. In the second scenario, M * + = C + . This implies M + i = 1 because C + = {i ∈ C : Π i ≥ p * } and we are only considering control units with Π i ≥ p * .
In the third scenario, M + i = 0, but such a matching cannot be optimal. In particular, B i (p) ≥ 1 means that there is at least one treated unit k with Π k ≥ p that is matched with a control unit j with Π j < p. Because unit i is unmatched, we could match unit k with i without otherwise changing the matching, and the sum of within-match propensity score differences would then change by:
because Π j < p and Π i = p. Hence, the matching in the third scenario cannot be optimal.
The fourth scenario follows a similar argument. Also in this scenario, M + i = 0, but again such a matching cannot be optimal. As before, B i (p) ≥ 1 means that there is at least one treated unit k with Π k ≥ p that is matched with a control unit j with Π j < p. Because i ∈ M * − , there exists a treated unit with Π < p that is matched with i. Taken together:
which means that m * contains crossing matches, but Lemma 3 tells us that no such matching is optimal.
The conclusion is that the only possible scenarios are the second and fifth, and then
as desired, which gives:
Note that B i (p) does not depend on Z i = 0 or Π i = p other than through the value p because unit i is excluded from the count in B i (p). It follows that:
Note that Pr B i (p) ≤ 0 = Pr B j (p) ≤ 0 for all i, j ∈ U and p ∈ Π supp because the probability does not depend on the matching and the observations are otherwise identically distributed. The rest of the proof uses Pr B i (p) ≤ 0 for i = 1 to represent all units in U.
Consider a normalized version of B 1 (p):
In particular:H
.
Consider its expectation:
Define S(p) = Pr(Π ≥ p) Pr(Z = 1 | Π ≥ p) − 1/2 , so:
and E H (p) = 1/2 + S(p). It follows that:
Apply Hoeffding's inequality (Theorem A1) to get:
where the last inequality follows from exp [S(p)]
Recapitulating what we have shown so far, for all i ∈ U:
Recall that p * < 1/2 < Π + supp , which means:
The rest of the proof considers sufficiently large n so that p * + ε 
Consider the events
is key here. Note that Pr(Π ≥ p) is nonnegative and decreasing in p, and Pr(Z = 1 | Π ≥ p) is non-negative and increasing in p.
Thus, for any p such that p
Furthermore, ε − n was defined so that:
for sufficiently large n, and then:
Similarly, by the definition of ε
for sufficiently large n.
, so:
for all p such that K n (p) = 3 when n is sufficiently large. It follows that:
As noted above, p
Proof. The proof is completed immediately if Pr(Π = p) = 0 because:
The rest of the proof considers the case when Pr(Π = p) > 0. However, all treated units with Π i ≥ p will be matched with control units with Π i ≥ p if possible. This means that at most:
control units with Π i = p are unmatched, and:
and Pr B(p) > − n log(n) ≤ 1, so:
Consider the first term:
where the last inequality follows from:
which in turn holds because Pr(Π ≥ p) > 0 and Pr(Z = 1|Π ≥ p) ≥ 1/2. Apply Hoeffding's inequality (Theorem A1) to get:
Complete the proof by noting:
Lemma A11. Under Conditions 1 and 3:
Proof. Write:
Consider the absolute value of the first expectation:
As noted in the proof of Lemma A4:
given Condition 1.
Next:
Lemma A12. Under Conditions 1, 2 and 3:
Proof. By the same argument as in the proof of Lemma A7, namely that the matching only depends on Z 1 , Z 2 , . . . , Z n and Π 1 , Π 2 , . . . , Π n and unconfoundedness with respect to the propensity score (Theorem A2):
The unit index will now be extended beyond U. For any i > n, set Π i = −1. Also extend µ 0 (p) so that µ 0 (−1) = 0. Define:
Because we defined µ 0 (−1) = 0, we can write:
Let M e be all injective functions from T e to C \ M * + . Select a m * e ∈ M e satisfying:
m * e ∈ arg min m∈Me i∈Te Recall that M e contains all injective functions from T e to C\M * + . Consider a matching m r ∈ M e such that {m r (i) : i ∈ T k,n } ⊆ C k,n \M * + if |T k,n | ≤ |C k,n \M * + |, and C k,n \M * + ⊆ {m r (i) : i ∈ T k,n } if |T k,n | > |C k,n \ M * + |. In other words, m r is such that units in T k,n are first matched with control units in C k,n not matched to a treated unit in T + in m * , and if there are not sufficient many such units, the remaining units in T k,n are matched arbitrarily.
Because m * e is an optimum in M e and m r ∈ M e : c μ πn
Let T 0,n = {i ∈ T e : Π i = −1}, and for completeness, let U 0,n = T 0,n and C 0,n = ∅.
This means that T 0,n , T 1,n , . . . , T bn,n partition T e , so: The sets T 1,n , T 2,n , . . . , T bn,n partition T − , so:
w n |T k,n | = w n |T − | Similarly, C 1,n , C 2,n , . . . , C bn,n partition C − , and:
so: 
