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h command now plots the Kaplan–Meier survival curve starting at
t
= 0; see [R] st sts graph. This is now








n returns to the previous behavior of having the graph start at the ﬁrst observed




















































































































































n sets the earliest time plotted to correspond to the ﬁrst failure or censoring time. If this option is not speciﬁed, zero
is the earliest time plotted.
Output
Using the cancer data distributed with Stata, we will plot the Kaplan–Meier product-limit estimate for patients on drug 2,

















= 6, the ﬁrst exit




























































































































































































( See Figure 2 below
)
Kaplan-Meier survival estimate
Months to death or end of exp.







Months to death or end of exp.






Figure 1. KM curve for patients on drug 2 Figure 2. KM curve for patients on drug 2; noorigin speciﬁedStata Technical Bulletin 3
dm54 Capturing comments from data dictionaries
John R. Gleason, Syracuse University, loesljrg@ican.net
Data dictionaries are an effective way to import and export data: The data are transported in an ASCII text ﬁle (a reliable
mechanism on any reasonable computing platform), and the dictionary itself provides a clear description of the contents of the
data ﬁle. (See [R] inﬁle (ﬁxed format) for details.) More importantly, dictionaries can be freely commented: any line with the
character ‘






e command when it uses the dictionary to read the data. Comments
can thus be used to document the source of the data, or to explain details regarding the collection of the data—information that







n) that creates a Stata dataset by inﬁling from a
ﬁxed format data ﬁle, captures commentary from the data dictionary, and stores those comments as notes; see [R] notes.





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































will create a Stata dataset with 11 usefully labeled variables, but the information contained in the lines beginning with the
characters ‘
*

























creates the same Stata dataset but also imbeds the lines marked with ‘
*




































































s controls the number of data dictionary lines that will be scanned for comments; the default value of













e for reading data with a dictionary; see [R] inﬁle (ﬁxed
format) for details.



































































t, searching for lines where the string ‘
*
!’ appears in the ﬁrst two



















: text of comment4 Stata Technical Bulletin STB-42
for each ‘
*




























































































































































































































































































































































































































































































































































































































Ordinary comments (those that begin with ‘
*’ only) are simply ignored, while every comment with ‘
*
!’ in the ﬁrst two





s command, such comments are rendered non-blank by saving the single character ‘
.’. Note 5 (above) provides an example.
Instances of the left-quote (‘
‘’) character will be translated into right-quotes (‘
’’); otherwise, some part of the comment
will be interpreted as a macro expansion. Unfortunately, there is no way to perform a similar translation of the double-quote
character (‘
"’): Comments to be saved as notes may not contain ‘
"’, and its presence will produce an unhelpful error message.
(On the other hand, the characters ‘
‘’ and ‘
"’ have no special status in ordinary comments.)
A maximum of 80 characters following the string ‘
*
!’ will be captured from comments.
Acknowledgment
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gr28 A graphical procedure to test equality of variances
Aurelio Tobias, Institut Municipal d’Investigacio Medica (IMIM), Barcelona, atobias@imim.es
The problem of testing the equality of several variances arises in many areas. There are a wide variety of tests available













r command performs a graphical display for testing the equality of variances of normal populations. Rao and
Krishna (1997) following Ott’s (1967) graphical procedure for testing the equality of means (ANOM) have developed this method.
This graph tests equality of two or more variances from normal populations, simultaneously demonstrating statistical (the real
presence of an effect) and engineering signiﬁcance (the magnitude of seriousness of the effect). This graphical method could be









k independent samples, the
ith of which is of size
n
i, obtained from













i, against the alternative that at least one equality does
not hold. Then, we should follow four steps:




























































































































































































i against LDL and UDL.Stata Technical Bulletin 5
Derivations of the formulas are given in the appendix of Rao and Krishna (1997).
If any of the points plotted are outside the decision lines, we can reject the null hypothesis and conclude that there are







r command works on a dataset containing the estimated standard deviation, sd, and the sample size, n, for each
















































































































r command has been tested using the example supplied by Rao and Krishna (1997). We have eight samples we


























































































































































































































































































































































































































































































Figure 1. Graphical display to test equality of variances6 Stata Technical Bulletin STB-42
We observe from Figure 1, that sample C is allocated outside its lower decision line. Hence we conclude that the population
variances are not equal. Sokal and Rohlf (1969) using Bartlett’s test at the 5% level obtained the same conclusion. Also Rao
and Krishna (1997) got the same result using the Neyman–Pearson test, the Lehmann test, the Q test, the Bartlett 3 test, the
Lehmann 2 test, and the Samiuddin–Atiqullah test with their respective critical values at the 5% level.
Individual or frequency records





r works on data contained in frequency records, one for each sample or study. If
















Bartlett, M. S. 1937. Properties of sufﬁciency and statistical tests. Proceedings of the Royal Statistical Society, Series A 160: 268–282.
Ott, E. R. 1967. Analysis of means—a graphical procedure. Industrial and Quality Control 24: 101–109.
Rao, C. V. and S. H. Krishna. 1997. A graphical method for testing the equality of several variances. Journal of Applied Statistics 24: 279–287.
Sokal, R. R. and J. F. Rohlf. 1969. Biometry. San Francisco, CA: W. H. Freeman.
sbe16.1 New syntax and output for the meta-analysis command
Stephen Sharp, London School of Hygiene and Tropical Medicine, stephen.sharp@lshtm.ac.uk





a, which performs the statistical methods involved in a systematic review of a set of individual studies,
reporting the results in text and also optionally in a graph, was released in STB-38 (Sharp and Sterne 1997). This re-release























































































































With this new syntax, the user provides the effect estimate as theta (i.e., a log risk ratio, a log odds ratio, or other measure
of effect). Likewise, the user supplies a measure of theta’s variability (i.e., its standard error, se theta, or its variance, var theta).
Alternatively, the user provides exp(theta) (e.g. a risk ratio or odds ratio) and its conﬁdence interval, (ll, ul). The options remain














theta the effect estimate
se theta the corresponding standard error
or
theta the effect estimate




r option must be included)
or
exp(theta) the risk (or odds) ratio
ll the lower limit of the risk ratio’s conﬁdence interval
ul the upper limit of the risk ratio’s conﬁdence interval
cl optional (see below)
NB: (
c
i option must be included)Stata Technical Bulletin 7
Optional input variable
cl contains the conﬁdence level of the conﬁdence interval deﬁned by ll and ul.I fcl is not provided, the procedure assumes
that each conﬁdence interval is at the 95% level. cl allows the user to provide the conﬁdence level, by study, when the conﬁdence
interval is not at the default level. cl can be speciﬁed with or without a decimal point. For example, .90 and 90 are equivalent
and may be mixed (i.e., 90, .95, 80, .90 etc.).
Example of new syntax and output




a applied to the example in Sharp and Sterne









































































































































































































































































































































































































































































































a it was necessary to calculate the estimated effect and standard error on the log scale. With
the re-release, the user can specify either the odds ratio (on either the original or log scale), the standard error, the variance, or































































































































































































































































































































































































































































































































































































































































































































































































could be used, in practice such variables may already have been created in the dataset for other purposes, and the new syntax
saves the user from having to generate the log odds ratio and standard error. If the effect estimate is a difference in means, the
same alternatives for specifying the variability are available.
Graphics
The graphics options remain as in the earlier version of the command (Sharp and Sterne 1997).8 Stata Technical Bulletin STB-42
Acknowledgment
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sbe21 Adjusted population attributable fractions from logistic regression
Anthony R. Brady, Public Health Laboratory Service Statistics Unit, UK, tbrady@phls.co.uk
The population attributable fraction (or risk) is an epidemiological measure which attempts to quantify the proportion of
disease incidence which is due to a particular factor (or “exposure”). Implicit in this measure are very strong assumptions
about causality, namely that removing the exposure from the population would reduce disease incidence. However, where this
assumption is met the attributable fraction can provide useful insights into the important causes of disease and thereby inform
intervention strategies.
The usual measure of attributable fraction (such as that reported by Stata’s epitab
c
c command) is an unadjusted measure
which can be misleading in the presence of confounding. Estimating the attributable fraction (AF) from within a logistic regression
framework enables confounders to be taken into account and allows estimation of the summary attributable fraction for a set of







t recovers estimates of the population attributable fraction for those terms speciﬁed by the user from the most recent
unconditional logistic regression model. It also reports a summary attributable fraction for all the terms combined. Asymptotic







t may also be used following Poisson
regression (where the attributable fraction is interpreted as the proportion of the disease rate which is due to the exposure), but







Negative estimates of the attributable fraction correspond to protective effects (relative risk
< 1) where the interpretation
is the proportion increase expected in the number with the disease if the protective exposure were absent from the population.
Perhaps confusingly this is not the usual deﬁnition of the preventable fraction or the prevented fraction (see Last 1983).
Background

















































































































































where RR is the relative risk. So all that is needed to estimate the AF is the distribution of exposure among the ill,
Pr(exposed
j disease), and the relative risk. The distribution of exposure among the ill is assumed to apply to the popula-
tion from which the sample was taken. Therefore, any sampling procedure which does not randomly sample those with the
disease will invalidate estimation of the AF. Under the rare disease assumption, the relative risk is approximated by the odds
ratio and so case–control data can be used to estimate the AF. This is the formula the epitab
c
c command uses.
Notice that the attributable fraction increases both as the exposure becomes more common and as the relative risk becomes
larger. In addition, uncertainty in the estimated AF will come not only from the uncertainty in the relative risk but also from
the distribution of exposure. This means that a risk factor which is signiﬁcantly different from one may not necessarily have an
attributable fraction which is signiﬁcantly bigger than zero.
The principle behind using logistic regression to estimate attributable fractions is to ﬁt the required model and then calculate
the number of cases predicted by the model. This is done by generating the predicted probability of disease for each individual







t command) and then summing over all individuals. If the model has been ﬁtted to the entire
dataset then this should equal the observed number of cases of disease in the study. Next the exposure effect is “removed” from







t commandStata Technical Bulletin 9
is used again to generate the predicted probability of disease for each individual with the new covariate values but under the
same logistic model. Summing these probabilities gives the number of cases of disease one would expect if the exposure were
absent from the population. Calculating the AF is then a simple matter of applying the second equation above.















n is the column vector of sample sizes,
n
i (




z are vectors of predicted
probabilities from the model under the original covariates (
x) and the modiﬁed covariates (
z) respectively.

















































E refer to the number of observed and expected cases of disease respectively.
A different approach must be taken for case–control data since the
P
r(disease) is ﬁxed by the study design (0.5 if one control
per case is used). Bruzzi et al. (1985) explain this approach, although it is also presented by Greenland and Drescher (1993)
with some minor modiﬁcations. Essentially the method is to generalize the third equation to

























j is the relative risk comparing stratum




j may of course be approximated by
O
R
j if the rare disease assumption is justiﬁed. This simpliﬁes to the third equation



























































































































The above generalized equation gives the summary attributable fraction for all the factors combined, that is, the proportion
of the disease which is due to all the exposures under consideration. In order to estimate the effect of one risk factor while
adjusting for other covariates, we modify the
R
R
j to reﬂect the additional risk which the risk factor of interest contributes to
stratum






j for strata including the risk factor is
estimated by the adjusted odds ratio from the logistic regression model (making the rare disease assumption). Providing the risk
factor of interest is dichotomous and is not involved in any interactions, the estimate of the adjusted AF reduces to substituting









































































































































































c indicates that the data come from an unmatched case–control study and the estimate will be based on the adjusted odds ratios.
The default is to assume the data come from a cross-sectional or cohort study and base the estimate of the attributable
fraction on the predicted probabilities. It is imperative to select this option if you have case–control data since the results









e determines the reference level (the non-exposure category) for each term in the model. By default this is zero for
every term. For continuous variables it may be desirable to set the reference level to a nonzero value (e.g. the mean for a







) speciﬁes the signiﬁcance level for conﬁdence intervals of the coefﬁcients.
Example: unmatched case–control data
Jacques Benichou (1991) calculated population attributable fraction estimates for a case–control study of oesophageal cancer
carried out by Tuyns et al. (1977). The main interest was in the proportion of cases attributable to excess alcohol consumption.
Various logistic regression models were ﬁtted to allow for confounders (smoking and age) and for interactions between alcohol
consumption and the confounders. Alcohol consumption (the “exposure”) was collected as a four-level factor but was initially













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































c command we estimate that 39% of the oesophageal cancers were attributable to alcohol consumptions

































































































































































































































































































































































































































































































































































































































































































































































































































The logistic regression framework also allows us to extend the model to adjust for potential confounders (age-group and
smoking in this example) and even to allow for interactions between the exposure and confounders; for instance, excess alcohol



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The odds ratio on alcohol changed little (from 5.6 to 4.9) when allowing for smoking and age and so the adjusted attributable

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































There appears to be little evidence of an interaction between age and alcohol consumption and so the attributable fraction
is unchanged. The negative values of the attributable fraction indicate that removing an exposure would make the expected
number of cases larger than that observed. Hence, removing the slight protection afforded by being in the oldest age-group would
result in a 14% increase in the observed number of cases of oesophageal cancer in the population. Note that algebraically the













t are identical to those calculated by Benichou and the standard








t saves the following results in the
S macros:
S
1 The summary attributable fraction estimate
S
2 SE of the summary attributable fraction estimate
S
3 Lower conﬁdence limit of the summary attributable fraction
S
4 Upper conﬁdence limit of the summary attributable fraction
Acknowledgments
I am grateful to Tony Swan for pointing the way to estimating attributable fractions from logistic regression and to Heather
Dickinson for useful discussions which led to the inclusion of the Poisson regression case.
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sbe22 Cumulative meta-analysis
Jonathan Sterne, United Medical and Dental Schools, UK, j.sterne@umds.ac.uk




a (Sharp and Sterne 1997 and
sbe16.1 in this issue) can be used to perform meta-analyses and graph the results. In cumulative meta-analysis (Lau et al. 1992),
the pooled estimate of the treatment effect is updated each time the results of a new study are published. This makes it possible





























































































































s (Steichen 1988), the user provides the effect
estimate as theta (i.e., a log risk ratio, log odds ratio, or other measure of effect). Likewise, the user supplies a measure of
theta’s variability (i.e., its standard error, se theta, or its variance, var theta). Alternatively, the user provides exp(theta) (e.g. a
risk ratio or odds ratio) and its conﬁdence interval, (ll, ul).
Required input variables




a described in sbe16.1 in this issue.
Options for displaying results
v
a
r means the user has speciﬁed a variable containing the variance of the effect estimate. If this option is not included, the
command assumes the standard error has been speciﬁed.
c
i means the user has speciﬁed the lower and upper conﬁdence limits of the effect estimate, which is assumed to be on the















m requests that the output be exponentiated. This is useful for effect measures such as log odds ratios which are derived










h options are used, then the graph output is exponentiated, with a



































e command can be used to create a character variable.

















) is a number greater than zero which can be used to scale the font size for the study labels. The font size is automatically
reduced if the maximum label length is greater than 8, or the number of studies is greater than 20. However it may be















) truncates the left side of the graph at the number #. This is used to truncate very wide conﬁdence intervals. However








) truncates the right side of the graph at #, and must be greater than each of the individual study estimates.
















































m provides an alternative means of presenting the results of a meta-analysis, where instead of the
individual study effects and combined estimate, the cumulative evidence up to and including each trial can be printed and/or
graphed. The technique was suggested by Lau et al. (1992).
Example
The ﬁrst trial of streptokinase treatment following myocardial infarction was reported in 1959. A further 21 trials were
conducted between that time and 1986, when the ISIS-2 multicenter trial (on over 17,000 patients in whom over 1800 deaths
were reported) demonstrated conclusively that the treatment reduced the chances of subsequent death.
Lau et al. (1992) pointed out that a meta-analysis of trials performed up to 1977 provided strong evidence that the treatment

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Before doing our meta-analysis, we calculate the log odds ratio for each study, and its corresponding variance. We also






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 1: Streptokinase meta-analysis
It can be seen from the ﬁxed-effects weights, and the graphical display, that the results are dominated by the two large






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 2: Streptokinase cumulative meta-analysis
By the end of 1977 there was clear evidence that streptokinase treatment prevented death following myocardial infarction.
The point estimate of the pooled treatment effect was virtually identical in 1977 (odds ratio=0.771) and after the results of the















I thank Stephen Sharp for reviewing the command, Matthias Egger for providing the streptokinase data, and Thomas
Steichen for providing the alternative forms of command syntax.
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sbe23 Meta-analysis regression








g extends a random effects meta-analysis to estimate the extent to which one or more covariates,
with values deﬁned for each study in the analysis, explain heterogeneity in the treatment effects. Such analysis is sometimes
termed “meta-regression” (Lau et al. 1998). Examples of such study-level covariates might be average duration of follow-up,








ﬁts models with two additive components of variance, one representing the variance within units, the other the variance between
units, and therefore is applicable both to the meta-analysis situation, where each unit is one study, and to other situations such





















k), such as a log odds
ratio or a difference in means,
v













p are measured study-level covariates. A































































































represents the variance of the treatment effect within study
i, so this model does not take into account any possible residual
heterogeneity in the treatment effects between studies. One approach to incorporating residual heterogeneity is to include an
additive between-study variance component
￿
2,s ot h e























g allows four alternative methods for estimation of
￿
2,
three of them are iterative, while one is noniterative and an extension of the moment estimator proposed for random effects
meta-analysis without covariates (DerSimonian and Laird 1986).
Method-of-moments estimator
Maximum-likelihood estimates of the





0, and then a
moment estimator of
￿























































































) (DuMouchel and Harris 1983).


















m in the case of no covariate reduces to the standard moment estimator (DerSimonian and Laird 1986).
Iterative procedures
Three other methods for estimating
￿













i gives initial estimates of











































































































































empirical Bayes (Berkey et al. 1995)
In each case, if the estimated value
b
￿




















￿ is zero) are then calculated, and hence new estimates of






2. The procedure continues until the difference between successive estimates of
￿
2 is less than18 Stata Technical Bulletin STB-42
a prespeciﬁed number (such as 1
0
￿
4). The standard errors of the ﬁnal estimates of
￿ are calculated forcing the scale parameter








g has the usual syntax for a regression command, with the additional requirement that the user specify a variable




























































































The command supplies estimated parameters, standard errors,
Z statistics,
p values and conﬁdence intervals, in the usual
regression output format. The estimated value of
￿







) is a variable in the dataset which contains the within-studies standard error
p
v













) is a variable in the dataset which contains the within-studies variance
v





(or both) must be speciﬁed.























) speciﬁes the method for estimating
￿




l (restricted maximum likelihood),




b (empirical Bayes), and
m









) speciﬁes the difference between values of
b
￿
2 at successive iterations required for convergence. If # is
n, the process
will not converge until successive values of
b
￿










































b procedures be suppressed from the output.
Example
BCG is a vaccine widely used to give protection against tuberculosis. Colditz et al. (1994) performed a meta-analysis of all
published trials which randomized subjects to either BCG vaccine or placebo, and then had similar surveillance procedures to








a are as reported by Berkey et al. (1995). Having read the ﬁle into Stata, the log odds ratio of tuberculosis





































































































































































































































































































































































































































































































































































































































































































































































































































































study (Cox and Snell 1989).





































































































































































































































































































































































































































































Figure 1: A meta-analysis of the BCG and Tuberculosis data
Both the graph and the statistical test indicate substantial heterogeneity between the trials, with an estimated between-studies
variance of 0.366. The random effects combined estimate of 0.474, indicating a strong protective effect of BCG against tuberculosis,
should not be reported without some discussion of the possible reasons for the differences between the studies (Thompson 1994).
One possible explanation for the differences in treatment effects could be that the studies were conducted at different
latitudes from the equator. Berkey et al. (1995) speculated that absolute latitude, or distance of each study from the equator, may
serve as a surrogate for the presence of environmental mycobacteria which provide a certain level of natural immunity against




a shows the studies in order of increasing latitude
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Figure 2: Same as Figure 1 but sorted by latitude
















































































































































































































































































































































































































































































































































































This analysis shows that after allowing for additive residual heterogeneity, there is a signiﬁcant negative association between
the log odds ratio and absolute latitude, i.e., the higher the absolute latitude, the lower the odds ratio, and hence the greater the
beneﬁt of BCG vaccination. The following plot of log odds ratio against absolute latitude includes the ﬁtted regression line from
the model above. The size of the circles in the plot is inversely proportional to the variance of the log odds ratio, so larger







































































































































































































































Distance from Equator (degrees of latitude)






(Note: the axes on this graph have been modiﬁed using the STAGE software)
Here a restricted maximum-likelihood method was used to estimate
￿

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The estimated value of
￿
2 using a method-of-moments estimator is 0.048, compared with 0.366 before adjusting for latitude,
so absolute latitude has explained almost all of the variation between the studies.
The analyses above show that the estimate of the effect of latitude is similar using all four methods. However, the
estimated values of
￿
2 differ considerably, with the estimate from the empirical Bayes method being largest. The restricted
maximum-likelihood method corrects the bias in the maximum-likelihood estimate of
￿
2. The basis for using the empirical Bayes



















































































































































































































































































































































































































































Now the estimate of
￿




a, and the constant parameter is the log of the random





The paper by Thompson and Sharp (1998) contains a fuller discussion both of the differences between the four methods

















2, estimate of between-studies variance22 Stata Technical Bulletin STB-42
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sg42.2 Displaying predicted probabilities from probit or logit regression







































































































d program of Garrett (1995). It ﬁrst estimates a probit or logit regression of a








d is to compute and graph
the estimated relationship between the predicted probability from this regression and one of the independent variables, holding















d display the regression estimates and a graph and listing of the





























































o options allow the user to










































































































t suppresses the graph of predicted values.












































































calculates the predicted probability of coronary heart disease (
c
h
d) for ﬁve-year increments of age from 20 years to 80 years
adjusted for smoking status (
s
m
k) and serum cholesterol (
c
h








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The graphical output of the command is given in Figure 1.24 Stata Technical Bulletin STB-42





























Figure 1. Probability of coronary heart disease as function of age
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sg76 An approximate likelihood-ratio test for ordinal response models
Rory Wolfe, Royal Children’s Hospital, Australia, wolfer@cryptic.rch.unimelb.edu.au
William Gould, Stata Corporation, wgould@stata.com
Introduction
An ordinal response is made on a





















































) is the cumulative probability for category
j which has associated with it a “cut-point” parameter
￿








i contains values of explanatory variables and the
effects of these variables are quantiﬁed by
￿ (a parameter vector of length
s). Stata 5.0 has the facility to ﬁt three such models;














the complementary-log-log link model can also be ﬁtted because of its equivalence to a continuation-ratio model (L¨ a¨ ar¨ aa n d
Matthews 1985) which in turn can be ﬁtted (after appropriate modiﬁcations to the data) by specifying a complementary-log-log




The model given above deﬁnes effects of explanatory variables on cumulative response probabilities that are constant across
all categories of the ordinal response. In the case of a logit link this constancy of effect across categories is usually called the
proportional-odds assumption, for the complementary-log-log link it is called the proportional-hazards assumption.
Suppose, for example, that
y
i is a measure of smoking frequency with categories “None”, “Occasional”, and “Frequent”,
and the model only contains the explanatory variable “Sex”, coded as females
= 0 and males
= 1. Then the difference in effect





























i.e. a constant effect across the three categories. In terms of underlying prevalence rates, this model speciﬁes that the difference




x is positive) the response scale for males, relative
to females.
In this example we might suspect that the prevalence of “Frequent” smoking is greater for males than females but that the
combined prevalence of “Occasional” and “Frequent” smoking is greater for females than males. This implies a sex effect that is
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where now the effect parameters
￿
j are allowed to vary over the categories.






l is to ﬁt the ﬁrst model and to test whether the ﬁt to the data provided by the built-in
assumption of effect constancy across categories can be improved upon by ﬁtting the one above (in which the effects of all
explanatory variables are different at each category).
Method




















l is an approximate likelihood-ratio test. Likelihood-ratio tests are described in general by McCullagh
and Nelder (1989, Appendix A).
























































) denotes the maximum-likelihood estimate of the parameters in model (
k) (here we consider the
￿
j parameters and the
vector




)). The problem with using this test is that the second model cannot be ﬁtted in Stata by maximum















































) denote estimates that are obtained from an alternative estimation method which will be referred to as “independent
binaries”.
In brief, independent binaries estimation of a model for an ordinal response employs the
J




























































































t) can be used to obtain the estimates.
As with maximum likelihood, the independent binaries method of estimation provides consistent estimates of the model













) will always be

























experience the approximation is remarkably good, and it certainly should be for large
n or any likelihood that is fairly ﬂat around
the maximum. Also note that in performing the approximate test, we subtract two quantities that are both underestimates so any
error in the approximation will be reduced rather than magniﬁed at this stage.






j parameter vectors in the second model are all equal to
￿ as in the
ﬁrst model. The test statistic is the second
￿
2 statistic above and a signiﬁcant
p value is evidence to reject this null hypothesis






















































s are allowed and provide a very useful way of dealing with data that are stored in a contingency table format; see the
second example below.26 Stata Technical Bulletin STB-42
Example of ordinal by ordinal 2-way tables
The data presented by Agresti (1984, 12) on an undesirable side-effect outcome from different operations for treating
duodenal ulcer patients are reproduced in Table 1.
Table 1: Cross-classiﬁcation of dumping severity and operation
Dumping severity
Operation None Slight Moderate Total
Drainage and vagotomy 61 28 7 96
25% resection and vagotomy 68 23 13 104
50% resection and vagotomy 58 40 12 110
75% resection 53 38 16 107
Total 240 129 48 417
Suppose we have these data in Stata as a record for each patient with variables “operate” (numbered 1–4) and “outcome”















































































































t in the above commands.
Cheese tasting experiment
Suppose that the following data (from McCullagh and Nelder 1989, 175) are to be analyzed with a cumulative logit model
to detect for differences in preference of four cheese additives.
Table 2: Multiple-response cheese-tasting experiment
Response category
Cheese I
￿ II III IV V VI VII VIII IX
y Total
A 0017881 9 8 1 5 2
B6 9 1 2 1 1 7 6 1 0 0 5 2
C1 1 6 8 2 3 7 5 1 0 5 2
D 0001371 4 1 61 1 5 2
Total 7 10 19 27 41 28 39 25 12 208
￿I=strong dislike;
yIX=excellent taste
These data can be entered into Stata most simply as the contingency table of counts that is presented here, i.e., three variables:
“response category” (with values 1–9, labeled I–IX), “additive” (values 1–4, labeled A–D) and “count” (which contains the cell






















































with the result from the approximate likelihood-ratio test statistic in this case being 44.64 on 16 degrees of freedom. Note that









1 because of the zeroes in the table.
The
p value for the test is 0.0002 so the null hypothesis is rejected and we conclude that the preferences between the
cheeses cannot be described by effects that are constant across all categories.
Technical notes
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ﬁt two logistic models to the expanded data. If
J and
n are large, this can take an appreciable amount of time. Also, if as in
this example,







e problem is likely to be encountered.
In the second example, the log-likelihood for the model is















l provides an approximate likelihood-ratio test for the cumulative logit and probit models. Note





It is to be emphasized that the likelihood-ratio test does not provide a test of whether the ﬁrst model ﬁts the data adequately.
This goodness-of-ﬁt-type interpretation is not the correct conclusion to be reached from a nonsigniﬁcant
p value. A signiﬁcant
p value provides strong evidence that a more general model is required. A nonsigniﬁcant
p value shows a lack of evidence that
the general model provides an improvement in ﬁt to the data.
The likelihood-ratio tests the ﬁrst model against a completely general alternative, the second model. For
J
> 3t h e r ei sa n
intermediate, nested model in which the effect of all explanatory variables is described by two parameters (as opposed to one
parameter in the ﬁrst and
J
￿



































where as before, the parameters
￿ describe shifts of the underlying category probabilities up the response scale, and now the
parameters
￿ describe concentration of underlying category probabilities towards the middle of the response scale. The above
model cannot at present be estimated in Stata but is worthy of consideration since it describes a phenomenon that often occurs
with ordinal response scales.
If a signiﬁcant
p value is obtained from the likelihood-ratio test, it is possible that the above model is sufﬁcient to describe
all of the non-constancy of effects across categories. A further likelihood-ratio test comparing the second model and the one
above would determine whether this was the case. For the data in Example 2, McCullagh and Nelder (1989, 177) examine the
deviance reduction due to the above model and report it to be 3.3 on 3 degrees of freedom indicating that the non-proportionality
of odds cannot be described in the simple fashion deﬁned by the model above.
In the case of a nonsigniﬁcant




s degrees of freedom. This informal comparison tests whether the above model could provide an improved ﬁt to the data
(over the ﬁrst model) if it accounted for the entire reduction in deviance between the ﬁrst and second models.
An alternative to the likelihood-ratio test is to test a score-statistic (see McCullagh & Nelder 1989, Appendix A) with a null
hypothesis that the general model parameter structure of the second model is equal to the structure deﬁned by the ﬁrst model.












C in SAS (SAS Institute 1989). For the dumping severity example the score
statistic is 4.021 on 3 degrees of freedom (
p
= 0.2592), a similar result to the approximate likelihood-ratio test.
For the cheese tasting example, the test statistic from SAS is 17.29 on 21 degrees of freedom. In contrast to the likelihood-ratio
test this is nonsigniﬁcant, hence the conclusion from the score test is that there is no evidence to reject the null hypothesis of
proportional odds in favor of the general model. Note that the degrees of freedom presented by SAS makes no allowance for the
sparse nature of the data.





2 whereas for the likelihood-ratio test the approximate theoretical error is of order
n
￿
1, hence the latter is theoretically
preferable. The advantage of the score statistic in practice is in terms of computing effort, with only the ﬁrst model needing to
be ﬁtted in comparison to the likelihood-ratio test which requires the ﬁtting of both the ﬁrst and second models.
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sg77 Regression analysis with multiplicative heteroscedasticity
Jeroen Weesie, Utrecht University, Netherlands, weesie@weesie.fsw.ruu.nl










t—is that the residuals are homoscedastic, i.e., all residuals have the same variance
￿
2. What are the consequences when we













y are still unbiased and consistent under standard regularity conditions. However, the standard










1 are wrong, and hence most inferences about the regression coefﬁcients
are in jeopardy. It is possible to use a different estimator of the standard errors of the regression coefﬁcient, known as the






t. This estimator of the standard error is
consistent even if the residuals are heteroscedastic. Consequently, tests of hypotheses about regression coefﬁcients that are based
on these robust standard errors are consistent as well.
Robust estimation of standard errors, however, is not a panacea for possible heteroscedasticity. The reason is that under
heteroscedasticity the OLS-estimators are inefﬁcient: there exist alternative “more accurate” estimators, i.e. estimators with a
uniformly smaller variance. This is known as the Gauss–Markov theorem in the theory of the linear model (Eaton 1983, Ch. 4).
Consequently, the “robust” test of hypotheses on parameters is suboptimal.
How can we diagnose whether the homoscedasticity assumption is violated in some regression problem? A variety of







t) of homoscedasticity against a parametric model that
speciﬁes how the residual variance depends on a vector of covariates. In a variant of this score test, the residual variance is
speciﬁed as a function of the expected value of the dependent variable. Stata’s reference manual is silent on how to proceed if









), can usually be dealt with by a transformation of the dependent variable. The Box–Cox regression model, in
which the transformation is estimated within the Box–Cox family, is quite suitable here. However, heteroscedasticity of the ﬁrst
type is more awkward. Here, we usually cannot avoid actually modeling the variance of the residual (or the dependent variable)





h estimates a linear regression model with normally distributed residuals with the speciﬁc functional

























































































i are (vectors of) covariates
predicting the mean and log-variance of
y respectively. Thus, we have a linear model for the expected value (mean), and a
log-linear model for the variance of a response variable, conditional on a set of covariates that predict the mean and variance.
In addition, the residuals
e






















































































































eqmean is an equation that contains the dependent variable, followed by the
x-variables. eqlnvar is an equation that contains
the






















































































t speciﬁes that the robust method of calculating the (co)variance matrix is to be used instead of the traditional calculation
























e speciﬁes that Harvey’s 2SLS estimator (and the associated consistent (co)variance matrix estimate) should be computed,
otherwise the maximum-likelihood estimator is used. If the residuals are normally distributed, the variance of maximum-









































m enables efﬁcient bootstrapping where one may use “full sample” estimates as starting values for the resamples.
maximize options control the maximization process; see [R] maximize. You should never have to specify the more technical of







We have a number of additional programs (commands) to test for and model heteroscedasticity in a regression-like context.

















e is White’s test for homoscedasticity (
H
0) against general forms of heteroscedasticity (
H


































f computes maximum-likelihood estimators for (location, scale) models with nonnormal residuals (e.g., Cauchy, logistic).
There is some evidence that inference on variance-models in the context of regression models is less robust than inference





f it is possible to verify whether conclusions depend on the assumption of normality.
In case of doubt, use the 2SLS-estimator that is less efﬁcient than the maximum-likelihood estimation under normality, but





v computes maximum-likelihood estimators (for normally distributed residuals) for a variant of the multiplicative hetero-

























h estimates probit models with multiplicative heteroscedasticity. Note that the probit model can be interpreted as a
regression model with normally distributed residuals and severe missing values in the dependent variable




0. This generalizes immediately to the heteroscedastic probit regression model.
Example
In this stylized example, I discuss an analysis of data on the management of R&D cooperative alliances, modeled after
Blumberg (1997). We wanted to analyze the extent to which ﬁrms that engage in an R&D-oriented transaction with a partner,








t). From Williamson’s transactions–costs economics and Granovetter-
like sociological arguments about the effects of social embeddedness of the functioning of markets, it is expected that these


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The changes in estimates for standard errors are generally conservative. Next we test for homoscedasticity with a Weisberg–









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The multi-panel output will look familiar to experienced Stata users. According to the estimated model, (the expected amount
of) contracting increases with the volume and dependency associated with the transaction, and decreases with common past,
expected common future, and common network ties. The variance of the residuals increases with the volume of the transaction,













h, it is obvious that the robust standard errors




h-model, and so the 95% conﬁdence intervals have shrunk drastically.
Having improved our estimates of regression-coefﬁcients, we cannot, however, be very conﬁdent that we modeled the




h-coefﬁcients inconsistently. This problem





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t, we conclude the effects of the


















m of the change in the parameter vectors to better trace progress for ill-conditioned
problems for which convergence was problematic before I introduced step-halving in the algorithm.32 Stata Technical Bulletin STB-42




h for maximum-likelihood estimators based on the assumption that the residuals are
normally distributed. If you distrust this assumption strongly, you may prefer Harvey’s two-stage least squares estimates (2SLS).
Note that under normality, the approximate standard errors of maximum-likelihood estimators are roughly 1.4 times smaller than







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Harvey (1976) suggests a 2SLS-estimator in which
y
i is regressed on
x
i to estimate
￿, and to regress the log-squared-residuals
of this regression on
z
i to estimate
￿. After adding 1.2704 to
b
￿




) is consistent (Harvey 1976). This













h uses Harvey’s alternating scoring
algorithm, starting from the 2SLS estimator (See also Greene 1993). I added step-halving to improve stability of the algorithm.
In my experience, this algorithm is fast and converges well.







t command in Stata.
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sg78 Simple and multiple correspondence analysis in Stata
Philippe Van Kerm, University of Namur, Belgium, philippe.vankerm@fundp.ac.be
Correspondence analysis is a technique that often turns out to be helpful when one wants to analyze large cross-tabular
data (see Benzecri and Benzecri 1980 or Greenacre and Blasius 1994). It results in a simple graphical display which permits
rapid interpretation and understanding of the data. It is currently available in a number of statistical packages (e.g. SPSS, SAS,











the general features of simple and multiple correspondence analysis and are designed for standard applications. Admittedly, they
might be inefﬁcient for more speciﬁc uses and suffer from some deﬁciencies outlined below. As I am not myself an experiencedStata Technical Bulletin 33
user of these techniques, I will neither enter into technicalities nor provide precise explanations on how to use and interpret the
results. Furthermore, the very simple example provided here is just intended to give an idea about how the output can look; it
does not substitute for an introductory text. The references given at the end of the insert should accomplish these tasks much
better than I can.
The two major drawbacks of the current versions of the procedures are 1) the aspect ratio distortion of the maps (the scales
on the vertical axes are usually different from that on the horizontal axes—this is innocuous in most graphs but it may sometimes
be misleading if one is not aware of this); it may be necessary to edit the graphs to solve this problem, and 2) the absence of
an option for including supplementary points in the analysis; this ought to be made available in the future.
Future developments of these commands should also include the creation of immediate command versions or quasi-immediate
commands; that is, using cross-tabulations or matrices as inputs and not just raw data. However, a trick for doing so with the
















l produces numerical results as well as graphical outputs for simple correspondence analyses (that
is, analyses of two-way cross-tabulations of variables, or said differently, analyses of contingency tables). The computation











































































l provides no graphical display and returns the numerical output for all nontrivial dimensions. For maps to
be readable, # must be set larger than 1. Furthermore, consistent maps can only be obtained by specifying # lower than or
equal to the number of underlying non-trivial dimensions. The default # is 0.
q
(#
) speciﬁes a quality of representation threshold (0
<#
￿ 1). It restricts the mappings to points satisfying the condition that
their quality of representation (sum of contributions of principal axes) in the
d
(#
) ﬁrst dimensions is higher than or equal










c speciﬁes that the joint displays of var1 and var2 are to be presented in the form of asymmetric maps (both variables
are taken as vertices consecutively). By default, symmetric maps are displayed.
Example








a (included with this insert) contains
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This table and the
￿
2 statistic reveals that there indeed exists a strong relation between the two variables. Let us apply
now a simple correspondence analysis on this table for an easy representation of the apparent associations between the various
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2 account for 90 percent of total
inertia (note that the total inertia is equal to the
￿






























Joint VAR1 and VAR2 scores (symmetric map)
Axis 1























Figure 1: An example of simple correspondence analysis
On this graph, we can now observe how (dis-)similar are the proﬁles of the row points (or column points): categories that
are similar to each other regarding their distribution over the categories of the other variable are plotted close to each other in the
ﬁgure. Basically, the distances between the row points (or column points) in this display are to be seen as the best approximations
in two dimensions of the
￿
2 distances between the row proﬁles (or column proﬁles) in Euclidian space. Note that the exact



























c option). We might also seek to avoid interpreting points for which the quality of representation is judged to be
low (below 85 percent, say), where quality is measured by the contributions of the ﬁrst two principal axes. Note that this is a







































Joint VAR1 and VAR2 scores (asymmetric map)
Axis 1



































The points representing the proﬁles of the “Teenage” category and the “Walk” activity have been removed from the display
since their quality of representation is below 85 percent. In this display, the activities have been taken as vertices to which the
position of the age groups are to be compared. We could now observe, for instance how “Cook” is related to the remaining age
groups: this occupation is apparently more a delight for the “Elderly” then for the “Adult” and eventually for the “Child” since
the distance between the vertex “Cook” and the “Elderly” group is the smallest, the next smallest being with the “Adult” group













a produces numerical results and graphical representations for multiple correspondence analyses (MCA).
It must be emphasized that there is some controversy about the use and implementation of multiple correspondence
analyses (see Greenacre 1984, 1993, 1994).
m
c
a actually conducts an adjusted simple correspondence analysis on the Burt matrix
constructed with varlist (i.e. matrix of frequency counts resulting from all two-way cross-tabulations of the variables in varlist
including the cross-tabulations of each variable with itself). It can be shown that the total inertia of the Burt matrix is high
due to the ﬁtting of the diagonal sub-matrices. Consequently, a simple correspondence analysis applied to this matrix usually
results in maps of apparently poor quality. As a remedy, if not otherwise speciﬁed,
m
c
a adjusts the obtained principal inertias
(eigenvalues) following a method suggested by Benzecri and presented in Greenacre (1984).




























































) is speciﬁed, then
m
c
a provides no graphical display and returns the numerical output for all nontrivial dimensions. For maps to be readable,
# must be set larger than 1. Furthermore, consistent maps can only be obtained by specifying # lower than or equal to the
number of underlying nontrivial dimensions. Default # is 0.
q
(#
) speciﬁes a quality of representation threshold (0
<#
￿ 1). It restricts the mappings to points satisfying the condition that
their quality of representation (sum of contributions of principal axes) in the
d
(#
) ﬁrst dimensions is higher than or equal
to #. Rejected points are still mapped but symbolized by a dot. Note that the appropriateness of this option is somewhat












a, let us return to our ﬁctional survey dataset. We want now to have an idea about how all the variables



















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Unfortunately, maps resulting from multiple correspondence analyses may result in rather inextricable displays (as in this
example) which may be difﬁcult to interpret. By looking carefully at the numerical output and the ﬁgure, we can observe that the
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m program is only available for Stata for Windows.]
Introduction
Generalized Additive Models (GAMs) are ﬂexible extensions of Generalized Linear Models (GLMs). Whereas the link
function in a GLM is a linear combination of the predictors, in a GAM the link function may include ﬂexible functions of arbitrary
complexity based (for example) on smoothing splines. The amount of smoothing applied to each predictor is controlled by the
user according to a quantity known as the equivalent degrees of freedom (df). The GLM is the special case with 1 df for each
predictor.
GAMs may be used for exploratory analysis when one knows very little about the functional forms in a dataset. Plots of the
smooth functions and a related signiﬁcance test may assist the user to detect nonlinear relationships that were previously hidden.
GAMs may also be useful to suggest functional forms for parametric modeling or for checking an existing parametric model for
bias. A plot of the smooth function together with the corresponding parametric function for a given predictor may reveal “hot
spots” of poor ﬁt.
Generalized additive modeling is implemented in a FORTRAN program named GAMFIT. It was written by T. J. Hastie and R.

































Here we provide an ado-ﬁle,
g
a
m, which is an interface between Stata and a slightly modiﬁed version of the FORTRAN program.

















major options minor options
￿




In this implementation cubic smoothing splines are used to estimate the ﬂexible functions, although many other types of










can ﬁt additive proportional hazards models to survival data. Details of all these methods can be found in Hastie and Tibshirani
(1990a).
The generalized additive model




































j’s are smooth functions of the predictors. The “additive” in GAM refers to the fact that the predictor effects are
assumed to be additive on the scale of the link function. The “generalized” alludes to the fact that we can use the error structures
and link functions that are available with generalized linear models.








t derived from 81 patients who underwent corrective spinal surgery.
The aim of the study was to assess the incidence of spinal deformities following surgery, and discover how various predictors
affect this. The response
y is binary with
y
= 1 denoting the presence of kyphosis, which is deﬁned to be a forward ﬂexion of
the spine of at least 40 degrees, and
y
















were collected by Bell et al. (1994) and have previously been analyzed with GAMs by Hastie and Tibshirani (1990a).
We use a logistic additive model for these data and allow each function to have 4 degrees of freedom (df) via the
d
f option.
This option is very important since it controls the ﬂexibility of the function estimators. The actual value of df for a predictor
may be viewed as the number of parameters it uses. We now illustrate how the value of df can affect function estimates.












) using different values of df. We chose the values 1, 4 and 15. Figure 1 shows

























c. The estimated smooth functions for the 4 df and 15 df exhibit
a large amount of curvature, with the 15 df model displaying implausible wiggles everywhere, showing that it is overﬁtted. This
demonstrates that care needs to be taken when using the
d




















Figure 1: Fitted values for three values of degrees of freedom
















































































































































































































































































































































































































































































































































































































































t command with columns relating to the linear
coefﬁcient, its standard error, and
z score. However, there are additional columns relating to the degrees of freedom (
d
f)a n d
gain. The table reveals that the df used with each predictor is not equal to the exact value requested. This is because the program
makes its best guess at the requested df initially and calculates the exact values at the convergence of the procedure. These
values rarely agree exactly. We have noticed that transforming the predictors to approximate normality (see [R] lnskew0) can
improve the accuracy of the ﬁnal values, although the ﬁtted functions will be different.
The gain allows us to assess apparent nonlinearities in the ﬁtted functions. The gain for a given predictor is the deviance
increase (i.e. worsening of ﬁt) that occurs if a linear term is used to model the predictor instead of the smooth term. Predictors
which are modeled linearly (df




n column. The ﬁnal column refers to an approximate signiﬁcance
test on the smooth function. Under the hypothesis that any nonlinearities in the smooth function are artifactual, the gain is
assumed to have a chi-squared distribution with degrees of freedom equal to df
￿ 1, which can be interpreted as the number
of degrees of freedom associated with the nonlinear part of the relationship with the outcome variable. We subtract one to








f column, followed by its
standard error. The nonlinear df is usually noninteger valued and the test statistic has approximately a gamma distribution with
the appropriate parameters.








t show any signs of nonlinearity. The model
may be simpliﬁed and we do this using a stepwise procedure suggested by Hastie and Tibshirani (1990a). Each term may be
speciﬁed as smooth with 4 df, linear, or excluded from the model. Starting with the model with every term speciﬁed as smooth



























































































































































































































































































































































































































































































































































































r . For example, including
a
g













e. The variables preﬁxed by
s are the smooth function estimates, those preﬁxed by
e are the pointwise standard errors
of the estimates, and those preﬁxed by
r are the partial residuals which we now describe in detail.
The algorithm for ﬁtting GAMs involves two iterative loops which are executed until convergence of the estimates occurs.
The outer loop, the so-called local scoring algorithm, is similar to the Fisher scoring algorithm used to ﬁt GLMs. This sets up an
“adjusted dependent variable” used by the inner loop and recalculates weightings. The inner loop, the backﬁtting algorithm, ﬁts
a weighted additive model with the adjusted dependent variable as the response. The latter is assumed to be normally distributed
although the variances are heterogeneous. Within the backﬁtting algorithm the weighted partial residuals for each predictor are
smoothed as functions of the predictor values. The partial residuals for a given predictor are the raw residuals with the effect of
the predictor removed. For example, if we denote the adjusted dependent variable by
z








) then the partial residuals for the
































t in Figure 2. The standard
errors give an idea of the accuracy of the estimated function at each observed predictor value but they do not provide global



































































Start of operation range















These plots reveal that each function appears to model the relationships in the data well.
The additive proportional hazards model
One can use the
g
a
m command to ﬁt the additive proportional hazards model. This model, introduced by Hastie and
Tibshirani (1990b), extends the familiar semiparametric model of Cox (1972) by allowing ﬂexible predictor effects. The additive




















































) are smooth functions which are estimated using smoothing splines.
We now present an example of the use of
g
a







t) on 312 patients with primary
biliary cirrhosis (PBC) who were referred to the Mayo Clinic between 1974 and 1984. They participated in a randomized,
placebo-controlled trial of the drug D-penicillamine. Patients were followed up until July 1986 for survival status, and 125 died.
The response
t is survival time and the predictors we use are age (
a
g
e), presence of edema (
e
d







b) and prothombin time (
p
r
o). Of these predictors,
e
d












s. No difference in the survival times of the treated and untreated
patients were detected, so we exclude the treatment variable from the model. More details of the study can be found in Fleming
and Harrington (1991).




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































This table reveals that there is a strong nonlinear relationship involving serum bilirubin (
b
i
l). Figure 3 shows the smooth
function for this variable and suggests that a logarithmic transformation of
b
i
l would be suitable as a simple parametric model.
No partial residuals are shown as these are not created for the Cox model.










































Figure 3: The smooth function for serum bilirubin for PBC data














t allows the user
to easily plot the smooth functions produced by
g
a
m with options to include partial residuals and standard error bands. Full











































m expects to ﬁnd the FORTRAN executables in the directory c:






R needs to be set. For example if the FORTRAN executable is stored in d:
nmyado






































































































































































































































) sets up the degrees of freedom (df) for each predictor. These values need not be integers. An item in dﬂist may be
either # or xvarlist: #,w h e r exvarlist is a subset of xvars. Items are separated by commas. With the ﬁrst type of item, the
df for all predictors are taken to be #. With the second type of item, all members of xvarlist have # d f .I fa ni t e mo ft h e
second type follows one of the ﬁrst type, the later # overrides the earlier # for each variable in xvars. The default value is




















e. The largest problem that can be ﬁt is





















quantities are the amount of storage needed by the FORTRAN programs, not the amount of data stored in Stata. The problem











N is the number of observations
in the problem and vsize is the total number of variables, including the constant and cens var if a Cox model is ﬁt. For
example, for a model with a constant and a single predictor (vsize
























) deﬁnes the missing value code seen by
g
a
m to be #, which must be a number. The default is 9999. The FORTRAN
program is able to impute missing values. See Hastie and Tibshirani (1990a) for more details.









































) graph cmd options
￿























) is the maximum permitted distance between the smooth function and the partial residuals. Any partial residuals which






























n as these are already being used.
Warning










e and have occasionally noticed anomalies. However
we believe it to be reliable in the vast majority of instances.
g
a
m can fail to converge with Cox regression and can occasionally
cause Stata to shut down without warning. We ﬁnd that this problem can usually be cured by changing the values of df slightly.
We also note that (non-binary) predictors are standardized before analysis. As a result the estimate and standard error of
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sg80 Indirect standardization


















































































e produces indirectly standardized rates for a study population based on a standard population. This standardization
method is indicated when stratum-speciﬁc rates for the population being studied are either unavailable or are based on small
samples and thus unreliable. The standardization uses the stratum-speciﬁc rates of a standard population to calculate the expected
number of cases in the study population(s), sums them, and then compares them to the actual number of cases observed. The





g on the command line.
In addition to the indirectly standardized rate, the command produces point estimates and exact conﬁdence intervals of the
study population’s standardized mortality ratio (SMR) if death is the event of interest or the standardized incidence ratio (SIR) for
studies of disease incidence. Here we refer to both ratios as SMR.
casevar
s is the variable name for the study population’s number of cases (deaths). It must contain integers and each
subpopulation identiﬁed by groupvar must have the same values or missing.
popvar
s identiﬁes the number of subjects represented by each observation in the study population.





















) must be speciﬁed. Only one of these two options is allowed.












p records the number of cases (deaths) for each stratum in the standard population.
popvar










p contains the strata speciﬁc rates. #
jcrudevar
p is used to specify the crude case rate
either via a variable name or optionally by the crude case rate value. If a crude rate variable is used it must be the same




) speciﬁes variables identifying study populations when more than one exist in the data. If this option is not



























) speciﬁes the conﬁdence level, in percent, for the conﬁdence interval of the adjusted rate and the SMR;s e e[ R] level.
Remarks
Standardization of rates can be performed via the indirect method whenever the stratum-speciﬁc rates are either unknown or
unreliable. In situations were the stratum speciﬁc rates are known, the direct standardization method is preferred. See [R] dstdize.
In order to apply the indirect method the following must be available:
1. The observed number,
O, of cases in each population to be standardized. For example, if death rates in two states are being










k, across the various strata for the population being studied. If you are standardizing the death
rate in the two states adjusting for age, then you must know the number of individuals in each of the k age groups.









k, for the standard population. You must have the US death rate for each stratum (age
group).
4. The crude rate,
C, of the standard population. For example, the mortality rate for all of the US for the year.
Then the expected number of cases (deaths),







































E is the study population’s standardized mortality ratio (SMR) if death is the event of interest or the standardized incidence
ratio (SIR) for studies of disease incidence.Stata Technical Bulletin 45
The exact conﬁdence interval is calculated for each estimated SMR by assuming a Poisson process as described in Breslow
and Day (1980, 69–71). These are obtained by ﬁrst calculating the upper and lower bounds for the conﬁdence interval of the
Poisson distributed observed events,












This example is borrowed from Kahn and Sempos (1989, 95–105). We want to compare 1970 mortality rates in California
and Maine adjusting for age. Although we have age-speciﬁc population counts for the two states, we lack age-speciﬁc death
rates. In this situation, direct standardization is not feasible. Since we have the US population census data for the same year, we
can produce indirectly standardized rates for the two states.











































































































































































































































































Note that the standard population contains for each age stratum the total number of individuals (
p
o





e) and the number of deaths. It is not necessary that the standard population contain all three. If you only















) options, where crudevar
p
refers to the variable containing the total population’s crude death rate or # is the total population’s crude death rate.









































































































































































































































































































































































































































variable is the total number of deaths observed in the state during the year. It must have the same value for all observations in
the group, such as for California, or it could be missing in all but one observation per group, such as in the case of Maine.
In terms of matching these two datasets, it is important that the strata variables have the same name in both datasets and
ideally the same levels. If a level is missing from either dataset, the level will not be included in the standardization.












t option to obtain





























) option since we
know that 0.00945 is the US crude death rate for 1970.
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snp14 A two-sample multivariate nonparametric test













































e is optional. If included, the vector of test statistics (
U), variance-covariance matrix (
V ) and inverse of matrix
N
V
will be reported (see below).
Methods and formulas
Data are ranked as a combined sample (as is carried-out for the univariate Mann–Whitney test) on each variable separately.
The test statistic
U


















p is the number of variables. Signiﬁcant values of
U
￿ indicate a difference between
the two groups.













for each variable, where
R
i is the sum of ranks of the smaller group on the
ith variable,
n is the size of the smaller group,
and
N is the size of the combined sample.
U
0 is the transpose of
U. The variance-covariance matrix
V is deﬁned as having























































n are the sizes of the two groups,












t is the sum of










is the combined sample size.
Example
The following example is that given by Leach (1991). Two psychological questionnaires (GHQ and IES) were given to two
groups of policemen following a disaster at a soccer stadium. The ﬁrst group (H) of 12 police were involved with the disaster;
the second group (S) of 11 police were not involved.



































































































































































































































































































































































































































































































































































































































































































































































































































2 Combined sample size
S
3 Size of smaller sample
S
4 Number of variables
Remarks
























p does, however, perform casewise
deletion for subjects with missing data because the nature of a multivariate test examines the correlation between variables; thus
including data against which no correlation can be made will lead to erroneous results.
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STB categories and insert codes
Inserts in the STB are presently categorized as follows:
General Categories:
an announcements ip instruction on programming
cc communications & letters os operating system, hardware, &
dm data management interprogram communication
dt datasets qs questions and suggestions
gr graphics tt teaching
in instruction zz not elsewhere classiﬁed
Statistical Categories:
sbe biostatistics & epidemiology ssa survival analysis
sed exploratory data analysis ssi simulation & random numbers
sg general statistics sss social science & psychometrics
smv multivariate analysis sts time-series, econometrics
snp nonparametric methods svy survey sampling
sqc quality control sxd experimental design
sqv analysis of qualitative variables szz not elsewhere classiﬁed
srd robust methods & statistical diagnostics
In addition, we have granted one other preﬁx, stata, to the manufacturers of Stata for their exclusive use.
Guidelines for authors
The Stata Technical Bulletin (STB) is a journal that is intended to provide a forum for Stata users of all disciplines and
levels of sophistication. The STB contains articles written by StataCorp, Stata users, and others.
Articles include new Stata commands (ado-ﬁles), programming tutorials, illustrations of data analysis techniques, discus-
sions on teaching statistics, debates on appropriate statistical techniques, reports on other programs, and interesting datasets,
announcements, questions, and suggestions.
A submission to the STB consists of
1. An insert (article) describing the purpose of the submission. The STB is produced using plain TEX so submissions using
TEX (or L ATEX) are the easiest for the editor to handle, but any word processor is appropriate. If you are not using TEXa n d
your insert contains a signiﬁcant amount of mathematics, please FAX (409–845–3144) a copy of the insert so we can see





e ﬁles, or other software that accompanies the submission.
3. A help ﬁle for each ado-ﬁle included in the submission. See any recent STB diskette for the structure a help ﬁle. If you
have questions, ﬁll in as much of the information as possible and we will take care of the details.
4. A do-ﬁle that replicates the examples in your text. Also include the datasets used in the example. This allows us to verify
that the software works as described and allows users to replicate the examples as a way of learning how to use the software.
5. Files containing the graphs to be included in the insert. If you have used STAGE to edit the graphs in your submission, be




h ﬁles. Do not add titles (e.g., “Figure 1: ...”) to your graphs as we will have to strip them off.






























e if you are working on a Unix platform or by attaching it to an email message if your mailer allows
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Fax: +972 66-554254 Fax: +Same
Email: sasconsl@actcom.co.il Email: andres.gil@usa.net
Countries served: Israel Countries served: Uruguay, Argentina, Brazil
Paraguay
Company: Dittrich & Partner Consulting Company: Metrika Consulting
Address: Prinzenstrasse 2 Address: Mosstorpsvagen 48
D-42697 Solingen 183 30 Taby Stockholm
Germany Sweden
Phone: +49 212-3390 200 Phone: +46-708-163128
Fax: +49 212-3390 295 Fax: +46-8-7924747
Email: evhall@dpc.de Email: sales@metrika.se
URL: http://www.dpc.de
Countries served: Germany, Austria, Italy Countries served: Sweden, Baltic States, Denmark
Finland, Iceland, Norway
Company: Ritme Informatique
Address: 34 Boulevard Haussmann
75009 Paris
France
Phone: +33 1 42 46 00 42
Fax: +33 1 42 46 00 33
Email: info@ritme.com
URL: http://www.ritme.com
Countries served: France, Belgium
Luxembourg, Switzerland
Company: IEM Company: Smit Consult
Address: P.O. Box 2222 Address: Doormanstraat 19
PRIMROSE 1416 5151 GM Drunen
South Africa Netherlands
Phone: 27 11 828-6169 Phone: +31-416-378 125
Fax: 27 11 822-1377 +31-416-378 385
Email: iem@hot.co.za Email: j.a.c.m.smit@smitcon.nl
URL: http://www.smitconsult.nl
Countries served: South Africa, Botswana, Lesotho, Countries served: Netherlands
Namibia, Mozambique, Swaziland,
Zimbabwe
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Company: Survey Design & Analysis Company: Unidost A.S.
Services P/L Address: Rihtim Cad. Polat Han D:38
Address: 249 Eramosa Road West Kadikoy
Moorooduc VIC 3933 81320 ISTANBUL
Australia Turkey
Phone: +61 3 5978 8329 Phone: +90-(216)-4141958
Fax: +61 3 5978 8623 Fax: +90-(216)-3368923
Email: sales@survey-design.com.au Email: info@unidost.com
URL: http://survey-design.com.au URL: http://www.turk.net/mhendekli/unidost.htm
Countries served: Australia, New Zealand Countries served: Turkey
Company: Timberlake Consultants




Phone: +44 181 462 0495
Fax: +44 181 462 0493
Email: info@timberlake.co.uk
URL: http://www.timberlake.co.uk
Countries served: United Kingdom, Eire
Company: Timberlake Consulting S.L.














Phone: +351 (01) 4719337
Telem´ ovel: 0931 62 7255
Email: timberlake.co@mail.telepac.pt
Countries served: Portugal