In this work, a parameter-varying estimation framework is proposed to increase the efficiency of flight testing. The framework generates a set of tools to rapidly evaluate parameters required to certify an aircraft during envelope expansion. The primary innovation is a generalized aeroelastic parameter-varying framework that allows for a variety of approaches and test procedures. The framework considers the variations of aircraft parameters due to flight conditions. The core algorithms are based on the well-developed linear fractional transformation algebra and analysis for aeroelastic/aeroservoelastic systems. They are built upon an integrated parameter-estimation framework that is robust enough to tolerate real-world flight-testing environments. Two application cases were successfully solved using the algorithms developed during this work. The first case study involved a generic pitch and plunge linear aeroelastic wind-tunnel model. In the second case study, flight-test data from the Aerostructure Test Wing program were used to demonstrate the feasible application of the core algorithms using data coming from actual flight-test programs. 
LIGHT flutter programs are devised to verify whether the aircraft is aeroelastically stable within its operational flight envelope. They are among the most expensive part of the aircraft certification process; in addition, they can tie up an aircraft for several months while the flutter flights are being performed. Hence, any reduction in the number of flights required to clear an aircraft from flutter will be beneficial to the aerospace industry.
Flutter and flying-quality testing, which must be done for new and modified aircraft, incurs dramatic time and cost because of the dangers associated with encountering unpredicted instabilities. The common approach for envelope expansion is to take the aircraft to a stabilized test point and measure data primitives (i.e., vibration data). Data from the test points are analyzed to predict the speed at which flutter may be encountered. The envelope is expanded by increasing the airspeed at successive test points until the data analysis indicates that the airspeed is nearing the flutter speed.
Several methods are traditionally used for the data analysis and prediction of the flutter speed. The most common method is to analyze damping levels that vary with flight condition and extrapolate the resulting trends [1] . Another common method is to use the concept of a flutter margin in conjunction with a formulation to predict the onset of flutter [2] . Validated wind-tunnel flutter-model prediction algorithms used for both open-and closed-loop fluttersuppression systems are also available [3, 4] . More recently, a wingmodel testbed was used at NASA Dryden Flight Research Center to evaluate several of these methods to predict the onset of flutter [5] . Each of these methods have been proven useful for flight-test programs; however, their predictions are never accepted with complete confidence. Damping certainly will decrease to zero as the aircraft approaches flutter, but the nonlinear variation of damping with airspeed may make accurate extrapolation difficult. Similarly, the flutter margin is technically correct for low-order flutter, but it will predict the correct speed only if the flutter mechanism is actually low-order and accurate dampings are computed for the necessary modes. Thus, these methods are valuable but must be applied with caution.
A variety of difficulties arise in the flight-testing process. Most notably, the data from which the dynamics must be determined are often quite poor from an information-theoretical viewpoint. These data are corrupted with significant levels of noise that may completely obscure any observations of the dynamics. The excitation used to generate the data is often inexact and unknown and fails to provide injected energy at all frequencies. Furthermore, the aircraft needs to limit the time spent during testing, and so data sets are necessarily short. These difficulties combine to present a harsh environment for data analysis.
In this work, a data-based parameter-varying model framework is sought to rapidly evaluate and accurately predict parameters that are required to certify an aircraft during flutter envelope-expansion programs. The fundamental concept seeks to evaluate the influence of flight condition on dynamics. The proposed framework calls for parameter-varying models to be quickly tuned with modal information embedded in the flight-test data.
Development of Parameter-Varying Models
The core algorithms are built upon an integrated parameterestimation framework that proved to be robust enough to tolerate real-world flight-testing environments. They are based on the welldeveloped linear fractional transformation (LFT) algebra and analysis for aeroelastic/aeroservoelastic systems [6] [7] [8] . The procedure calls for parameter-varying models to be quickly tuned with modal information embedded in the flight-test data, and linear/ nonlinear models can be used to highlight the actual dynamics embedded in the flight-test data.
The concept, as shown in Fig. 1 , has data from across the flight envelope being filtered to extract data primitives which are fitted through a regression to derive parameter-varying estimates. The framework adopts the methodology of aeroelastic parameter-varying (APV) models. They are based on a technique to model uncertain nonlinear systems for which the dynamics can be a function of the system configuration and operating conditions [9, 10] . The advantage of using the APV models is that the underlying dynamics can further be extended as a function of the flight condition.
The APV model performs this estimation through a four-step process that uses a unifying framework to represent the resulting parameters. These steps are defined as follows:
1) Flight-test data-gathering ( Fig. 1, block 1) . 2) Filtering techniques using short-and long-duration data segments (Fig. 1, block 2) .
3) Parameter-varying model development (Fig. 1, block 3 ). 4) Flutter-predictor development (Fig. 1, block 4) . Hence, this framework develops parameter estimation for the parameter-varying aircraft dynamics. The filtering process and subsequent regression considers the variation of the parameters as constrained by the underlying variation across flight conditions. In this way, the process maximizes the use of present and past information to obtain optimal estimates of parameters that are more accurate than simply filtering a small set of data. The inclusion of variation with the flight condition is a powerful addition that dramatically increases the information, along with providing an underlying structure, available to the estimation problem.
Flight-Test Data-Gathering
The process of envelope expansion would be greatly facilitated if the onset of instabilities could be predicted using a minimum amount of data. As such, the purpose of data-gathering is to properly perform informative experiments, as well as to record the aircraft inputs and outputs. Estimation of data primitives is carried out primarily from the dynamic response of the aircraft to specific control inputs. Shortduration data segments (t 5 s) recorded using multistep input signals and/or long-duration data segments (t 35 s) composed by frequency sweeps are traditionally used for aircraft systemidentification purposes. The former will require some a priori knowledge of the dominant frequency of the aircraft under analysis, whereas the latter does not have that constraint.
Evaluating the techniques for flying-quality and instability prediction in the context of using flight data is quite useful for determining the properties needed by the parameter-varying estimation (PVE) framework.
Filtering Techniques: Modal Parameter Estimation
The frequency-domain PolyMAX filtering technique is proposed to extract modal parameter information from short-and longduration flight-test data segments [11] . Consider a set of noisy complex frequency response function (FRF) measurement data G! j (j 1; . . . ; N). The approximation of the data by a model P! j is addressed by considering the following additive error:
Then it is assumed that the model P! can be represented by a right polynomial fraction matrix given by
where P! 2 C pm is the FRF matrix with p outputs and m inputs, B! 2 R pm is the numerator matrix polynomial, and A! 2 R mm is the denominator matrix polynomial. For a model with m inputs and p outputs, each row of the right matrix fraction model can be written as follows:
where the polynomial matrix B i ! is parameterized by
where B ik 2 R 1m , and n b are the number of nonzero matrix coefficients in B!, or the order of B!, and k ! are the polynomial basis functions. Note that for continuous-time models, k ! i! k , and for discrete-time models, k ! e i! k T (where T is the sampling time (6) where the parameter is the unknown coefficient that needs to be estimated. Based on the framework of the least-squares approach, the linear least-squares equation error is obtained by right multiplying A! in Eq. (3), which yields
where W i is a scalar weighting function for each output. The parameter is calculated by minimizing the cost function V:
In general, a constraint A 0 I m is set to obtain a stable model to fit the measured frequency-domain data. Here, a constraint A n a I m is adopted to extract physical modes from the measured frequencydomain data [11] . With A n a I m , the poles of the estimated model are separated into stable physical poles and unstable mathematical poles, from which a clean stabilization diagram can be obtained, and the physical modal parameters of the real system can be estimated from a quick evaluation of the generated stabilization diagram [12] . The stabilization diagram assumes an increasing model order (number of poles noted in the ordinate axis), and it indicates where the poles are located on the frequency axis. As a rule, positive damping poles are not considered in the plot. Physical poles will appear as stable poles, independent of the number of the assumed model order. On the other hand, mathematical poles that intend to model the noise embedded in the data will change with the assumed model order.
Generation of Aeroelastic Parameter-Varying Models
At each waypoint, some kind of mapping between the input and output of the linear or nonlinear aeroelastic needs to be performed. Hence, in this work the mapping was represented using blockoriented models that consist of the interconnection of a linear timeinvariant (LTI) operator P i and a memoryless nonlinearity i , where i 1 if the estimated model is linear.
Figures 2a and 2b schematically depict the Hammerstein and Weiner block-oriented models, respectively. The underlying structure of a generic block-oriented model assumes that the steady-state behavior is determined by the static nonlinearity, and the dynamic behavior is determined altogether by the static map and the LTI part. Note that the block-oriented method allows that any a priori knowledge about the dynamics of the flexible structure can be included as an affine parametric component of the identified system, expressed in terms of a suitable selection of the poles of the basis function set. It also represents a low-cost and noniterative solution in terms of identification computations [8] .
Hence, at the ith waypoint, the model will consist of a linear or nonlinear operator i in series connection with a LTI system described by its transfer function matrix:
where
l0 is the a priori set of orthonormal basis tuned with underlying modal dynamics embedded in the aeroelastic waypoint data and q is the forward shift operator. The required modal parameters are a set composed by the natural frequencies ! k and damping ratios k (i.e., f! k ; k g N p k1 1, where N p is the number of single modes accurately estimated by the PolyMAX method and the stabilization diagram of step 2 in Fig. 1 ). For linear/nonlinear identification of mechanical flexible systems, it is suggested to employ the two-parameter Kautz filters to generate a network of cascaded all-pass filters. Then a matrix factorization technique, based on its state-space realization, is used to construct the set of orthonormal basis functions fB i qg p 1 l0 [13] . In addition, the dynamic-pressure dependency is included by fitting the state-space model of the identified linear system
. . . ; q upper ) to a polynomial function of the dynamic pressure. In this simple way, the proposed flutter-prediction framework is devised to predict the measured responses from the current dynamic pressure during the flight-test program. Specifically, using a quadratic matrix polynomial function of the dynamic pressure, that is [9, 10] ,
Equation (11) results in a form that can easily be parameterized around the dynamic-pressure perturbation parameter i q , such that
where q 0 is the ith waypoint's dynamic-pressure value. By replacing Eq. (12) into Eq. (11), the state and output equations are expressed as follows: Using new fictitious feedback signals z j and w j (j 1; . . . ; 6) defined by the next set of equations,
Eq. (10) can now be defined as a function of the state x, the input u i , and the perturbation signals w j (j 1; . . . ; 6):
Clearly, this transformation allows the operator P i to be sought as a parameter-varying (PV) system expressed as a lower LFT system. Figure 3 schematically depicts the devised dynamic-pressuredependent APV model:
where the signals z and w are defined as follows:
The resulting time-invariant linear operator P 2 q 0 is a function of the nominal waypoint dynamic pressure q 0 and is defined as follows: 
The operator
i q is now computed as a feedback arrangement that explicitly considers dependency on flight conditions. This parameter-varying model is sought to predict the dynamic behavior of the aeroelastic system at a higher dynamic pressure starting from the waypoint's nominal dynamic-pressure value q 0 . At each dynamic pressure, a parameter-varying model is computed based on a least-squares fit of the identified model P i , considering data recorded up to the actual waypoint's dynamicpressure value.
Note that the linear operator P i in Eq. (10) can also be represented using a cubic matrix polynomial function of the dynamic pressure:
Hence, a third-order flutter predictor can be defined as follows:
where the operator P 3 q 0 is a cubic function of the nominal dynamic pressure q 0 and is constructed in a similar manner to that previously described for P 2 q 0 . In both cases, quadratic or cubic, the polynomial matrices can actually be computed in an online fashion such that the parameter dependency is updated after each waypoint to get variations that are optimal in a least-squares sense. Note that the resulting model is consistently formulated within the analysis to predict the flutterinstability boundary online.
Clearly, the inclusion of parameter dependency simplifies the task of predicting the onset of aeroelastic and/or aeroservoelastic instabilities. The analysis simply needs to iterate over the dynamic pressure by considering the model P i , which is already parameterized around the dynamic pressure.
Development of Flutter Prediction for Data-Based APV Models
Figure 3 schematically depicts the dynamic-pressure-dependent APV model generated by including the dynamic-pressure perturbation parameter i q . Therefore, the necessary condition for the existence of flutter is stated in the following Lemma [14] .
Lemma: Given the plant P i estimated at the stabilized waypoint's dynamic pressure q 0 with a perturbation to dynamic pressure 
Then the structured singular value P j is computed as follows:
is the nominal flutter pressure. Hence, the flutter boundary, characterized by the flutter speed and frequency, is found by increasing the value of i q until an eigenvalue of the state matrix of F l P j ; i q has a positive real part, and the system becomes unstable.
Comparison Analysis: Zimmerman-Weissenburger Method (Flutter Margin)
For evaluation purposes, the Zimmerman-Weissenburger flutter margin (FM) is used [2] . Its basic concepts and analytical development are based on a two-degree-of-freedom analysis. The stability of the system is evaluated using Routh's criteria by requiring that all the coefficients of the characteristic equation need to be positive for a system to be stable.
For a binary system, the four roots of the characteristics equation are defined as follows:
The FM is defined as follows [2] : FM !
Specifically, the FM corresponding to any airspeed will be evaluated using the already-estimated modal parameters of the aeroelastic system under analysis for both long-duration (frequency sweep) and short-duration (multistep, 3-2-1-1) excitation signals in the following two application cases. Therefore, it will be possible to predict how the FM will be at higher speeds by assuming a quadratic polynomial variation with the dynamic pressure q i ; that is,
The dynamic pressure associated with flutter is predicted by computing the FM from data taken at different waypoints, and then the roots of Eq. (21) provide the dynamic pressure at which flutter starts.
Application Cases
Two application cases were successfully solved using the algorithms developed throughout this work. These algorithms were proven to be robust enough to tolerate the low signal-to-noise ratio (SNR) inherent in flight-test data and to identify key parameters with limited data sets.
The first case study involved a generic pitch and plunge linear aeroelastic wind-tunnel model. This easy-to-handle dynamic system helps to validate the core algorithms upon which the framework is built. Either frequency sweeps or multistep 3-2-1-1 excitation signals (usually employed for flutter envelope-expansion and flying-quality evaluation programs) are used to accurately estimate the modal information embedded in the flight-test data. Three different flighttest environments were recreated by injecting additive noise at the output signal. These are the benign (SNR 14 dB), moderate (SNR 11 dB), and severe (SNR 8:8 dB) flight-test-case environments.
Finally, flight-test data from the Aerostructure Test Wing (ATW) program were used to demonstrate the feasible application of the prototypical core algorithms using data coming from actual flighttest programs. In what follows, a brief summary is given of the results achieved using the short-duration 3-2-1-1 input under a severe test environment (SNR 8:8 dB) for the first case study and for the second case using the actual flight-test data recorded at H 10 kft and different Mach numbers.
Case I: Pitch-Plunge Aeroelastic System
To validate the PVE flutter-prediction framework, the pitchplunge system's aeroelastic wind-tunnel model developed by the Department of Aerospace Engineering at Texas A&M University was selected. The geometry and main parameters to be used in the numerical simulations are those noted in Table 1 . The model is composed of a rigid airfoil, the motion of which is restricted to pitching and plunging, mounted in a wind tunnel [15] . The dynamics of the system are described by Eq. (22):
where the degrees of freedom of the rigid airfoil are described by the plunge h and the pitch parameters. The left side of Eq. (22) describes the quasi-steady aerodynamic forces that are generated in response to the motion of the airfoil and commanded rotations of a flap. The right side of the equality describes the structural dynamics behavior.
Input-Signal Generation
In system identification, the experiments carried out need to be informative enough; that is, the input signals need to be broadband and persistently exciting. Simply stated, the measured data should contain information of the system to be identified over a sufficiently wide frequency range. Hence, two different types of input signals were used to excite the aeroelastic pitch-plunge system. The first was a long-duration (t 32 s) frequency-sweep sine signal, typically used in flutter envelope-expansion programs; the second was a shortduration (t 5 s) multistep 3-2-1-1 input signal, usually designed for flying-quality testing purposes. Figure 4 schematically shows the block diagram for the aeroelastic pitch-plunge system with the use of both long-duration sweep sine and short-duration multistep 3-2-1-1 input signals. The simulated measured system output is the pitch angle t, which is corrupted with a zero-mean Gaussian distributed white noise with a variable standard deviation , and the system input is the flap deflection t.
It is well known that frequency sweeps have broadband characteristics and so the identified models usually present a good prediction capability [16] . However, they also can lead to relatively long maneuver times, and thus the aircraft has the tendency to depart from the intended trim flight condition. Based on these practical considerations, the multistep 3-2-1-1 input signal was designed in the 1970s [17] and mainly used for flying-quality purposes.
The 3-2-1-1 input is seven periods T long and consists of alternating positive and negative of equal magnitude with steps of relative durations 3, 2, 1, and 1 [18] . The physical characteristics of the 3-2-1-1 short-duration signal are shown in Fig. 5a , in which the period is defined as T 0:7=2f n , where f n is the natural frequency (in hertz) of the dominant mode of the dynamical system. The energy spectrum is shown in Fig. 5b . From 5b it is observed that with the correct selection of the natural frequency f n , the 3-2-1-1 input contains a wide frequency band of information that can also be used to excite the aeroelastic pitch-plunge system for flight flutter investigation purposes.
Modal Parameter Estimation
A zero-mean colored noise, with spectrum " 2 i = 1:2 0:4 cos!, is embedded in the output data y k k " k . In this simple way, an approximate ramp-up approach is assumed for the noise component in the output signal to simulate poor-quality aeroelastic response data. The standard deviation i is set to 40% of 
the maximum absolute value of the maximum output y k for the noisefree ideal case (" k 0). This test environment gives rise to a SNR value of 8.8 dB, mimicking the data recorded in actual flight-test programs. Responses are computed at airspeeds ranging from U 0 3 to 11 m=s, providing a set of 9 stable and safe test-point conditions. The FFT-based PolyMAX technique was used to estimate the physical modes from the input and output data. Estimation results with sweep sine signal excitation are shown in Table 2 . Estimation results with 3-2-1-1 input excitation are shown in Table 3 . Figure 6 shows the stabilization diagram at U 0 10 m=s with both sweep sine excitation and 3-2-1-1 excitation. From these clean diagrams it can be seen that the PolyMAX identification methodology is able to consistently estimate two physical modes.
It is observed from both tables that irrespective of the type of the excitation signal, the frequency content of the modes embedded are consistently estimated. However, the damping-ratio value estimation is biased in this testing environment (SNR 8:8 dB). Regarding the biased damping-ratio estimation, it is known that frequencyresponse-based methods work better for highly damped systems that exhibit broad resonance peaks in the frequency domain than for lightly damped systems. This is mainly due to the fact that in the highly damped systems, the peaks are spread over several spectral lines. Nevertheless, it will be shown in the ensuing sections that the selected identification approach is able to recover the key modal dynamic characteristics embedded in the simulated flight-test data even though the modal damping-ratio estimation is biased.
Linear Operator Identification
Responses of the pitch-plunge system are simulated using the model shown in Fig. 4 at waypoint airspeed values ranging from U 0 3 to 11 m=s. Hence, a total of 9 responses at stable and safe waypoints are generated for the testing environment of SNR 8:8 dB. It is assumed that the experimental data fy 
The required modal parameters needed to tune the set of basis functions fB l q p 1 l0 are, namely, the set composed of the natural frequencies ! k and damping ratios k (i.e., f! k ; k g N p k1 , where N p is the number of single modes estimated from the data). Hence, using the modal data noted in Tables 2 and 3 , the related P i systems are estimated at each waypoint with velocity i U 0 .
The pitch angle in response to the sweep sine command is shown in Fig. 7 for a selected subset of airspeed values (i.e., U 0 4; 6; 8; 10 m=s). coming from the linear dynamics operator P 10 . The unmodeled dynamics can be used to inspect the accuracy of the estimated system dynamics by calculating the correlation between the input signal u i k and unmodeled dynamics e k . Figure 7f shows the related correlation function for the waypoint airspeed U 0 10 m=s. Coherence is a function of frequency with values between 0 and 1 that indicates how well the input X corresponds to the output Y at each frequency. Hence, if the correlation function is smaller than 1, then the input and unmodeled dynamics are not correlated, and the estimated model already includes the essential dynamics contained in the input/output data set. Similarly, the pitch angle responses to the short-duration multistep 3-2-1-1 input signal are shown in Fig. 8 for the same testing environment conditions: U 0 4; 6; 8; 10 m=s and SNR 8:8 dB.
It is observed that a very good agreement is achieved between the measured and identified responses.
From this set of figures it can be concluded that the proposed framework composed of the FFT-based PolyMAX plus the systemidentification techniques is able to accurately represent the experimental data collected at each stabilized waypoint using longduration (t 32 s) and short-duration (t 5 s) input signals, even though the modal damping-ratio estimation was not accurately performed. In addition, these algorithms are robust enough to tolerate the low SNR quantity used throughout this case study.
Flutter-Boundary Prediction
At each dynamic pressure, a parameter-varying model is computed based on a least-squares fit of the identified models. The models at each stabilized waypoint of increasing dynamic pressures are computed by accounting for the data measured at that dynamic pressure, blended with data from the previous waypoints. For evaluation purposes the FM method is used [2] . Its basic concepts and analytical development are based on a two-degree-offreedom analysis. The stability of the system is evaluated using the Routh's criteria by requiring that all the coefficients of the characteristic equation be positive for a system to be stable.
The airspeed and frequency at which flutter is predicted to occur with both long-duration sweep sine input and short-duration 3-2-1-1 input are shown in Tables 4 and 5 , using both the FM method and the PVE (quadratic and cubic matrix polynomial functions) techniques, respectively. Note that both flutter-prediction techniques use the same modal parameter information estimated by the FFT-based PolyMAX method. N/A in Table 5 means that out-of-range values were predicted by the FM method at that particular waypoint's airspeed.
In each one of these tables, the first column indicates the model designation; that is, the actual model (true) or the parameter-varying model Figure 9a summarizes Table 4 , and Fig. 9b summarizes Table 5 . In both figures, the horizontal axis represents the stabilized waypoint's airspeed, the vertical axis indicates the predicted flutter speed by each method, and the horizontal solid line indicates the flutter boundary. Note that in addition to the FM and the quadratic PVE [PVEq 2 ] methods, the cubic matrix polynomial function [PVEq 3 ] as well as an average value are also included in the plot. It is observed that even using the same modal information for both methods, the PVE framework always provides a more accurate flutter-boundary prediction than the traditional FM approach.
Specifically, using both long-duration and short-duration signals, the PVE framework achieves, under a testing environment mimicking real flutter flight-test conditions, a flutter speed of V f 12:09 m=s and a frequency estimation varying between ! f 2:11 Hz and ! f 2:14 Hz (see Tables 4 and 5) . These values are practically the same as the actual values of V f true and ! f true . In addition, it can be observed that the PVE framework provides a consistent flutter-instability boundary estimation from the waypoint's airspeed U 0 10 m=s. All of these features clearly outperform the FM results of [2] . This case study is included to demonstrate the feasible application of the core PVE algorithms to data coming from actual flutter flightenvelope programs. The ATW structure developed at NASA Dryden Flight Research Center was a realistic structure similar to an aircraft wing [19] . The ATW was flown on the F-15B flight-test fixture. The wing was built based on a NACA-65A004 airfoil shape. The wing had a half-span of 18 in. with a root chord length of 13.2 in. and tip chord 8.7 in. The total weight is 1.66 lb. The description of the ATW is shown in Table 6 . The assembly is shown in Fig. 10 , in which Fig. 10a is the ATW structure, and Fig. 10b illustrates how the ATW structure was mounted horizontally to the F-15 fuselage fixture.
ATW Model: Physical Frequency and Damping Estimation
During the flight-test program, sinusoidal frequency sweeps between 5 to 35 Hz were used as the input signal to excite the ATW structure. The flight-test program followed standard procedures for envelope expansion. The ATW was flown during four flight tests that included 21 test points at Mach numbers between M 0:5 and 0.82 and altitudes between H 10 and 20 kft. Here, only the flight-test data obtained from height H 10 kft are considered to estimate the physical modes of the ATW system.
As in the previous test cases, the FFT-based PolyMAX method is applied to estimate the modal parameters (i.e., natural frequency and damping) contained in the data. The stabilization diagrams for several Mach numbers, varying between 0:7 M 0:82, at H 10 kft are shown in Fig. 11 , and it is observed that two physical modes can be consistently estimated. The estimation results for the physical frequencies and dampings of the ATW system at H 10 kft are summarized in Table 7 .
ATW Structure: Linear Operator Identification
A set of orthonormal basis functions fB l q 3 l0 are generated based on the estimated frequency and damping of the ATW system noted in Table 7 . These orthonormal basis functions constitute the a priori information needed for the block-oriented system-identification approach to accurately estimate the ATW dynamics. Hence, it is assumed that the experimental data f y and k is the kth experimental sample, can be explained by the linear operator P i : Fig. 12 it is observed that the main modal components present at the ATW's acceleration signals are consistently estimated at both waypoints.
The novel PVE framework and the FM method [2] are used to predict the ATW flutter onset using a varying-Mach envelopeexpansion approach. Table 8 shows the airspeed and frequency at which flutter is predicted to occur using both techniques. Figure 13 summarizes Table 8 . The horizontal axis represents the stabilized waypoint's airspeed, the vertical axis indicates the predicted flutter speed by each method, and the horizontal solid line indicates the flight-recorded flutter speed boundary. In addition to the flutter margin and the quadratic PVEq 2 methods, the cubic matrix polynomial function PVEq 3 as well as the average-value PVEq 2 q 3 =2 are also included in this figure. It is observed that the FM method is unable to provide a valid estimation of the flutter speed from the first three waypoints (V way 356, 383, and 411 KEAS). These points are labeled as N/A (not available) for prediction. For the last higher-speed waypoints, the FM approach slightly overpredicts the actual flutter-instability boundary (red). Both PVEq 2 and PVEq 3 are able to provide a flutter airspeed estimation at each of the waypoints, the former being an optimistic prediction by overpassing the flutter boundary when using data from low-speed waypoints of less than 437 KEAS (M 0:8 and H 10 kft). Similar to the FM approach, the PVEq 2 is able to provide a fair flutter-boundary estimation using data that includes the high-speed waypoints of V f 437 and 450 KEAS (M 0:8 and 0.82, H 10 kft).
Conversely, the PVEq 3 just from the initial waypoint provides a realistic prediction for the two main flutter parameters (that is, the flutter speed and frequency), never exceeding the recorded flutterinstability boundary as the envelope is expanded to include higherspeed waypoints. In addition, it is worth mentioning that the PVE's average-value PVEq 2 q 3 =2 is also able to predict the flutterinstability value right at the initial waypoint of V f 356 KEAS (M 0:5 and H 10 kft), and then the prediction is close to the actual flutter boundary from the last two waypoints of V f 437 and 450 KEAS (M 0:8 and 0.82 and H 10 kft).
Thus, a preliminary criterion based on these two case studies is to observe how the predicted flutter boundary using both PVEq 2 and PVEq 3 evolves as the waypoint dynamic pressure is varied. If the PVEq 2 flutter-prediction value is close enough to the PVEq 3 predicted value, then the aircraft is presumably reaching its flutterinstability point and the test needs to be terminated.
Conclusions
In this paper, we introduced an alternative strategy to predict the flutter onset that tolerates real-world flight-testing environments during aircraft or store separation envelope-expansion programs. The formulation of a novel parameter-varying flutter-prediction capability using data-based aeroelastic parameter-varying operators defined at each stable waypoint has been presented. In particular, a method was shown to obtain a general framework to represent parameter estimation with flight-condition dependency.
Either frequency sweeps or multistep 3-2-1-1 excitation signals were used to accurately estimated the modal information embedded in the characteristic low-signal-to-noise-ratio flight-test data. Even though the latter represent short-duration maneuvers, typically used in flying-quality certification programs, the aeroelastic parametervarying models accurately estimated the flutter onset using these limited data sets.
Simulated and actual flight-test data were used to successfully illustrate the parameter-varying flutter-prediction tool capabilities. Based on the presented results, it is found that the proposed blended aeroelastic parameter-varying model generation and flutterprediction approach provides an enabling and dependable tool. Its use will presumably reduce the cost and time required to clear the aircraft envelope; therefore, a more efficient aircraft certification process is expected to be performed. 
