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The severe accident at the Fukushima-Daiichi nuclear power plant in 2011 ignited 
a global research and development effort to replace traditionally-used materials in Light 
Water Reactors (LWRs) with Accident Tolerant Fuel (ATF) materials. These materials 
are intended to extend the coping time of nuclear power plants during severe accident 
scenarios, but must undergo thorough safety and performance evaluations before being 
implemented. Four ATF concepts are analyzed in this dissertation using state-of-the-art 
computer modeling tools: (1) iron-chromium-aluminum (FeCrAl) fuel rod cladding, (2) 
silicon carbide (SiC) fiber-reinforced, SiC matrix composite (SiC/SiC) boiling water 
reactor (BWR) channel boxes, (3) mixed thorium mononitride (ThN) and uranium 
mononitride (UN) fuel, (4) and UO2 [uranium dioxide] with embedded high thermal 
conductivity Mo inserts. The goals and approaches used for each study differed, and 
portions of this dissertation focused on verifying the accuracy of advanced modeling 
tools. Although each ATF evaluation is distinct, the underlying theme is the enhancement 
of safety, efficiency, and economic competitiveness of nuclear power through the use of 
advanced modeling techniques applied to material characterization studies.  
Results from the evaluations show the pros and cons of each ATF concept and 
highlight areas of needed modeling development. Comparisons of simulated and 
experimental critical heat flux (CHF) data for FeCrAl cladding and subsequent sensitivity 
analyses emphasized differences between real-world and simulated post-CHF 
phenomena. The Virtual Environment for Reactor Applications (VERA) multiphysics 
modeling suite was verified against other widely-used modeling tools for BWR 
application, and its advanced features were used to generate boundary conditions in 
SiC/SiC channel boxes used for deformation analyses. Several ThN-UN mixtures were 
analyzed using reactor physics and thermal hydraulic techniques and were shown to 
significantly increase the margin to fuel melt compared with UO2 [uranium dioxide] in 
LWRs. Mo inserts for UO2 [uranium dioxide] were optimized using sensitivity regression 
techniques and were also shown to significantly increase the margin to fuel melt 
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1.1 Accident Tolerant Fuels 
On March 11, 2011, the Great East Japan Earthquake and ensuing tsunami caused 
a station blackout (SBO) accident at the Fukushima-Daiichi nuclear power plant. During 
the accident, all operating reactors were automatically shut down, and primary and 
backup generators that powered feedwater circulation pumps were disabled by the 
flooding. The loss of coolant circulation made decay heat removal impossible, and 
reactor core temperatures began to rise. Elevated core temperatures accelerated the 
oxidation reaction between water and Zircaloy, the typical fuel rod cladding material in 
Light Water Reactors (LWRs). Accumulation of hydrogen gas released from the 
oxidation reaction eventually exploded in three reactor units at the plant, and radioactive 
material was released into the environment. The events that transpired at Fukushima 
influenced the U.S Department of Energy Office of Nuclear Energy (DOE-NE) to 
prioritize research and development focused on Accident Tolerant Fuel (ATF) materials. 
The development of ATF technologies intended to extend the coping time during a 
Fukushima-like accident soon became an international effort [1].  
Since then, the umbrella term “ATF” has been expanded to include not just fuel 
materials, but also fuel rod cladding and core structural material concepts that may 
enhance accident-tolerance. Candidates concepts must undergo thorough evaluation 
before being implemented in an operating nuclear reactor to ensure that the technology 
enhances safety and does not negatively impact reactor performance, operations, or 
economics. Four candidate ATF technologies are focused on in this dissertation: (1) iron-
chromium-aluminum (FeCrAl) cladding, (2) silicon carbide (SiC) fiber-reinforced, SiC 
matrix composite (SiC/SiC) boiling water reactor (BWR) channel boxes, (3) mixtures of 
thorium mononitride (ThN) and uranium mononitride (UN) fuels (ThN-UN), and (4) UO2 
with embedded Mo inserts. The primary properties of these materials that qualify them as 




production during an accident scenario, and enhanced heat transfer capabilities, which 
will reduce the stored energy in the reactor core. 
 A primary objective of this dissertation is to evaluate these concepts using 
computational methods to characterize their performance from thermal hydraulic and 
reactor physics perspectives. Several of these analyses are supplemented with sensitivity 
and optimization techniques, with an overall aim to gain understanding of the reactor 
performance and safety characteristics of these ATF candidate materials. The second 
objective of this dissertation is to highlight areas of needed development in computational 
models and to verify the accuracy of novel model capabilities. Specifically, the accuracy 
of recently developed BWR modeling capabilities in the Virtual Environment for Reactor 
Applications (VERA) multiphysics modeling suite is verified using current regulator-
grade tools.  
1.2 The Role of Computer Modeling in ATF Assessments 
The United States Nuclear Regulatory Commission (NRC) has outlined a process 
for licensing ATF materials, which requires a holistic understanding of a material’s 
response to steady-state, transient, and accident conditions [2]. The technical basis for 
licensing an ATF material requires a series of tests that include unirradiated and 
irradiated materials testing, in-reactor experiments using lead test assemblies (LTA), 
transient irradiation testing, and characterization of materials outside the realm of fuel 
performance, such as fission product release, core melt progression, core relocation, and 
mechanical and chemical interactions. All of these experiments are used to compile data 
to provide a licensing basis for an ATF material and also to inform and calibrate 
computational models of nuclear designs.  
Performing the full suite of required tests for any ATF concept is a process that 
even the most aggressive timelines foresee taking at least a decade or more [1], [2], [3]. 
This process also requires multiple large-scale experiments that are costly to conduct. 
However, the testing process can be made more efficient and economical through the use 
of computer modeling evaluations. Advanced computer models can be used to screen 




candidates move to the experimental stage. For the concepts that do progress to the 
experimental stage, computer models can be used to highlight areas of testing need and 
inform experimental designs. Accurate modeling tools that are validated and verified 
using experimental databases are used for regulatory purposes and can determine reactor 
response to design basis accidents (DBAs) and beyond design basis accidents (BDBAs). 
These accident scenarios are difficult and costly to replicate experimentally, which 
underscores the important role that computer modeling plays in the progression of a 
novel material concept to real-world application. Overall, computational modeling is a 
vital step in the screening and licensing of ATF materials, and is the essence of this 
dissertation. 
1.3 Goals and Hypotheses 
At a high level, the purpose of this dissertation is to evaluate ATF material 
concepts and advanced computational modeling capabilities that will enhance the safety, 
efficiency, and economic competitiveness of nuclear power. Distinct studies were carried 
out for each of the four aforementioned ATF concepts that each have different goals and 
approaches, but all support this single, overarching purpose. Additionally, portions of this 
work were dedicated to verifying the accuracy of novel modeling capabilities, which also 
supports the underlying theme of this dissertation. The goals of these distinct studies were 
designed to fill knowledge gaps for each of the ATF concepts.  
FeCrAl cladding is considered an ATF concept because of its excellent resistance 
to oxidation in steam environments relative to Zircaloy [4], [5]. Additional understanding 
on the potential accident response of FeCrAl cladding from a thermal hydraulics 
standpoint is still needed, especially in regards to its behavior related to the critical heat 
flux (CHF). CHF is a pertinent parameter in determining the thermal response of a 
system to a high-temperature accident scenario and is directly related to the thermal 
safety margin of LWRs. The FeCrAl cladding study aims to enhance understanding of the 
impact that uncertainties in FeCrAl material properties, heat transfer coefficients, and 
CHF enhancement during transient heating events have on the CHF value and post-CHF 




computer models. This study also compared results from small-scale CHF experiments 
[6] and computer models of the experiment to highlight differences between simulated 
results and observed behavior after CHF is reached.  
SiC/SiC composite is also being considered as a potential material for BWR 
channel boxes due to its excellent oxidation resistance [7]. The temperature and neutron 
flux gradients experienced in BWR fuel assemblies may lead to irradiation swelling and 
deformation of a SiC/SiC channel box, which could then interfere with control blade 
insertion or other operational maneuvers. The purpose of the SiC/SiC channel box study 
is to calculate high-fidelity temperature and fast neutron flux distributions in the channel 
box for several control blade configurations that could then be used as boundary 
conditions in deformation and stress models. An advanced modeling tool that could 
calculate these boundary conditions using multiphysics methods with fine spatial fidelity 
was desired for this study. The Consortium for Advanced Simulation of LWRs (CASL) 
multiphysics modeling suite, VERA, met these qualifications. However, the BWR 
modeling capability in VERA was a recent development that had not yet been validated 
or verified. Comparisons between VERA results and those calculated using regulatory-
grade tools for fuel assembly designs from the Peach Bottom reactor [8] were made to 
verify the accuracy of VERA’s BWR modeling capability.  
Admixture of ThN and UN fuels is a novel concept that is primarily intended to 
increase heat transfer capabilities of nuclear fuel in reactors. Although ThN-UN fuels 
have favorable heat transfer characteristics, its feasibility as an LWR fuel material was 
unknown. The purpose of the ThN-UN study is to compare the reactor performance and 
safety characteristics of this fuel form to that of traditional UO2. Several mixtures of 
ThN, UN, and 235U enrichment were determined that gave the same cycle length as UO2 
in a pressurized water reactor (PWR), and then reactivity temperature coefficients 
(RTCs), control worth, and thermal performance of each mixture was determined as a 
function of burnup.   
Studies focused on the addition of Mo into UO2, either in the form of insert 
structures or granule mixtures, to increase thermal conductivity have previously been 




measured thermal conductivity of the UO2-Mo designs and the temperature reduction in 
single fuel pellet models, leaving several areas of research need for this concept. First, no 
attention has been given to the neutronic impact of replacing fuel material with a non-
fissile insert. Second, the benefit of this concept to reducing fuel temperatures has only 
been quantified in a single fuel pellet model that was focused primarily on the heat 
transfer mechanism. Reactor-scale models are needed that account for neutronic and 
thermal hydraulic feedback mechanisms to better quantify the performance of this 
concept. Lastly, there is no systematic procedure in place that can be used to optimize the 
shape or structure of the insert design. The purpose of the UO2-Mo study in this 
dissertation is to address all of these research needs using multiphysics, sensitivity, and 
optimization methods. 
Based on the scope of these ATF evaluations, the following hypotheses are 
proposed: 
1. The CHF and peak cladding temperature (PCT) of FeCrAl cladding are sensitive to 
heat transfer coefficients, material properties, and transient-induced CHF 
enhancement.  
2. VERA is capable of accurately predicting BWR performance and is valid to use for 
novel, complex problems, such as ATF evaluations. 
3. Temperature and fast neutron flux gradients in a SiC/SiC channel box will lead to 
deformation and control blade interference.  
4. ThN-UN fuels provide an enhanced thermal safety margin due to the high thermal 
conductivity of nitride-based fuel.  
5. A Mo insert design for UO2 fuel pellets can be optimized to improve thermal safety 
margin of LWRs while having minimal impact on neutronic performance.  
 The contributions of this work include an increased knowledge base of fuel, 
cladding, and structural ATF concepts, demonstration of differences between 
experimental data and simulated results, validation of a U.S. Department of Energy 
(DOE) computational tool for BWR application, and novel use of that tool for ATF 
research. The work presented in this dissertation is informative for future experiments 




advanced multiphysics modeling tool for BWR application, all of which are vital steps in 
the NRC’s project plan for licensing ATF materials. Of the four concepts considered, the 
NRC considers FeCrAl cladding to be a near-term concept, meaning it may be deployed 
as soon as the early to mid 2020s, while any SiC/SiC cladding or structural concept is 
considered a longer-term concept [2]. Both ThN-UN fuels and fuels with Mo inserts are 
at an infancy stage in which preliminary feasibility studies and initial materials 
evaluations are being performed. The breadth of ATF concepts considered, covering fuel, 
cladding, and structural concepts, varying in development from early formulation to near-
term deployment and the use of state-of-the art modeling tools suggest that the studies 
presented in this dissertation will be relevant and impactful for years to come.    
1.4 Dissertation Contributions and Outline 
The work in this dissertation contributes new knowledge to a variety of ATF-
related initiatives. CHAPTER 2 of this dissertation reviews literature relevant to the 
history, purpose, and requirements of ATF technologies and lists a number of the most 
developed ATF concepts and their properties. Some background on all of the 
computational modeling tools used in this dissertation is given, along with some review 
on other tools widely used in the nuclear industry. The ATF evaluations presented are all 
distinctly different and offer a wide viewpoint on the types of computational studies 
needed to advance ATF technologies. There are four ATF evaluations at the heart of this 
dissertation that have been previously published in first-author, peer-reviewed journal 
publications [13], [14], [15], [16]. Novel contributions to the literature from this 
dissertation are summarized as follows: 
1. Development of flow boiling models for assessing CHF characteristics of new 
cladding materials during accident scenarios in two widely-used thermal hydraulic 
analysis tools [13]. These models are based on an experimental flow boiling 
apparatus constructed at the University of New Mexico (UNM) [6], and were used for 
code-to-experiment comparisons of measured CHF data for FeCrAl cladding. This 
work was performed in direct collaboration with UNM, in which they provided 




2. Execution of a sensitivity analysis focused on heat transfer coefficients, material 
properties, and transient CHF enhancement to determine the relationship between 
these parameters and CHF and PCT [13]. This sensitivity study used one of the 
models based on the UNM flow boiling apparatus and varied each input parameters 
based on measurement uncertainty, uncertainty in correlations, and the observed 
enhancement of CHF during a heating transient. Nearly 18,000 model runs were 
conducted in this study to elucidate the impact of each input parameter.  
3. Investigation into the differences between how CHF and post-CHF effects are 
modeled and the observed phenomena [13]. Specifically, comparisons between 
simulated results and the UNM experimental data showed large differences in the rate 
of heat transfer decline after the CHF is reached, causing the computer models to be 
highly conservative in PCT predictions.  
4. The initial assessment of VERA’s coupled neutronics-to-thermal-hydraulics BWR 
analysis capability using other widely-used modeling tools [14]. BWR modeling is 
under development for VERA and has not yet been validated or verified. BWR fuel 
assembly models were developed in both VERA and regulatory-grade modeling tools 
to make comparisons between results and provide a preliminary appraisal of VERA’s 
BWR modeling capability. These comparisons were performed with guidance from 
BWR modeling experts at the Oak Ridge National Laboratory (ORNL).  
5. Determination of 3-D fast neutron flux and temperature distributions in SiC/SiC 
channel boxes for a number of control blade configurations using single and multi-
fuel-assembly models in VERA. Work involving single-assembly models has been 
published in a co-author journal article, in which these fast flux and temperature 
distributions were used as boundary conditions for a finite-element channel box 
deformation study [17]. These distributions were also calculated in a mini-core model 
as an initial demonstration of VERA’s advanced modeling features and applicability 
to ATF research [16].  
6. Identification of several ThN and UN mixtures that are capable of matching 
conventional UO2 cycle length in a PWR [15]. This required the development of 




and parametric studies of ThN content, UN content, and 235U enrichments to find 
acceptable combinations. Additionally, this process was carried out using natural 
nitrogen, which is almost entirely 14N, and then repeated for 100%-enriched 15N. 
Accurate thorium modeling was performed with guidance from a VERA developer. 
7. Calculation of reactor safety and thermal performance parameters for ThN-UN fuels 
and comparison to UO2 performance [15]. RTCs, soluble boron coefficient (SBC), 
and control rod worth were calculated using reactor physics tools as a function of 
burnup for each of the identified ThN-UN mixtures. Homologous temperature, the 
ratio of fuel temperature to its melting point, was calculated using VERA’s 
multiphysics methods.   
8. Design and execution of a sensitivity analysis method to study the impact of insert 
geometry on the neutronic and heat transfer performance of UO2 with Mo inserts 
[16]. The goals of the study precluded the use of traditional one-at-a-time sampling 
methods, and instead called for the adaptation of a more unique method. The Monte 
Carlo particle transport code Serpent [18] was utilized for the neutronics study, and 
the finite element code BISON [19] was used for the heat transfer study. This study 
was performed in collaboration with ORNL, and an ORNL researcher executed all 
BISON simulations. However, I designed the sensitivity study and programmed a 
Python script that automatically generated thousands of BISON geometry files from a 
template provided by the ORNL researcher.  
9. Development of a thermal conductivity calibration scheme to match fuel temperature 
results from VERA’s thermal hydraulics modeling tool to higher-fidelity temperature 
profiles predicted by BISON for UO2 with Mo inserts [16]. This was required to 
make the leap from single fuel pellet models in BISON, which is capable of explicitly 
modeling the 3-D insert geometry, to a reactor analysis tool, which has to 
homogenize this composite fuel form into a single material.  
10. Comparison of reactor safety-related parameters and thermal hydraulic performance 
of UO2 with Mo inserts to conventional UO2 in a PWR [16]. These comparisons used 




and the calibrated thermal conductivity relationships were used to determine 
homologous temperature of these fuels in comparison with UO2.  
More in-depth descriptions of each of these studies are given in CHAPTER 3 
through CHAPTER 6. Specifically, the thermal hydraulic evaluation of FeCrAl cladding, 
which includes the first three contributions listed above, is given in CHAPTER 3. 
Verification of VERA’s BWR modeling capability through comparisons with current 
state-of-the-art modeling tools is presented in CHAPTER 4. Also included in CHAPTER 
4 is the calculation of temperature and fast neutron flux boundary conditions in SiC/SiC 
channel boxes for various reactor and control blade configurations.  
ThN-UN fuel compositions that can match the UO2 cycle length in a PWR were 
determined in CHAPTER 5, as are calculations of RTCs, SBC, control worth, and 
thermal performance of those fuel compositions as a function of burnup. In CHAPTER 6, 
the reader can find the study of Mo inserts for UO2. The chapter includes sensitivity and 
optimization studies focused on the neutronic and heat transfer performance of the fuel 
design. As was done in the ThN-UN study, RTCs, SBC, control worth, and thermal 
performance were determined. In both chapters, comparisons were made between the 
performance and safety characteristics of these novel fuel types and UO2. Lastly, 

















2.1 Motivation for ATF Technology Development 
2.1.1 Historical Perspective 
Following Admiral Hyman Rickover’s decision to use LWR technology with 
zirconium-based alloy (or Zircaloy) cladding and UO2 fuel in the U.S. Navy’s first 
nuclear submarine, the U.S.S. Nautilus, LWRs have become the most common type of 
power-producing nuclear reactor in the world [20], [21]. Since that decision was made in 
the years shortly after World War II, relatively few changes to LWR materials technology 
have been made. Several operational and safety upgrades were implemented after the 
Three Mile Island accident in 1979, but LWR technology that uses the Zircaloy/UO2 
cladding and fuel system remains the dominant form of nuclear power [1]. However, the 
events that transpired at the Fukushima-Daiichi nuclear power plant in 2011 have 
inspired a global research and development effort to replace traditional LWR materials 
with ATF materials to enhance safety.   
The tsunami that struck Japan as a result of a magnitude 9.0 earthquake caused an 
SBO at the Daiichi nuclear power plant, which cut power to the pumps that circulate 
coolant through three of the reactors at the site. Reactors at the Daiichi site automatically 
shut down by design when then earthquake was detected, but decay heat produced in the 
core required that coolant still be pumped through the system. Backup generators for the 
coolant pumps turned on, but failed shortly after as a result of the tsunami and flooding, 
leaving the coolant water stationary in the reactor cores. The stationary water quickly 
reached excessive temperatures, which led to boiling and an increased the rate of the 
oxidation reaction between Zircaloy and water. Flammable hydrogen gas is a byproduct 
of the oxidation reaction, which is given by Equation (1), and the build-up of hydrogen 
eventually led to several explosions that compromised the reactor containment building, 




𝑍𝑟 + 2𝐻2𝑂 → 𝑍𝑟𝑂2 + 2𝐻2 (1) 
Contaminated coolant water was also released into the ocean during the accident 
containment process since it was unable to be pumped through the system [23]. The 
events that transpired at Fukushima led to increased research in ATF technologies, which 
includes nuclear fuel, fuel rod cladding, and core structural materials that could 
potentially replace the typical Zircaloy/UO2 system used in current LWRs.  
2.1.2 Review of ATF Technology Requirements and Desirable Traits   
The major consequence from a nuclear accident is the release of fission products 
from inside the reactor core to the environment that results in adverse effects on public 
health, the environment, and the economy [23]. The NRC lists three hazard barriers in 
current LWRs intended to prevent the release of fission products to the environment: the 
metallic fuel rod cladding (typically Zircaloy), the reactor pressure vessel and water 
pipes, and the concrete containment building [24]. The UO2 fuel pellets typically used in 
LWRs may also be considered a hazard barrier to fission product release due to their 
porous structure that retains fission gas [23]. The primary objectives for an ATF material 
are to extend the coping time during a BDBA, such as the one that occurred at 
Fukushima, and to prevent the release of fission products into the environment. 
A set of required and desired attributes of an ATF candidate have been discussed 
in several publications [1], [3], [25]. In addition to extending the coping time during an 
accident, ATF materials must also meet economic and reactor performance criteria, 
otherwise commercial reactor vendors will not be willing to invest in them. For this 
reason, ATF technologies are expected to meet a “do no harm” criteria in which they 
perform at least as well as the Zircaloy/UO2 system in terms of reactor operations and 
performance [3], [26], [27].  
Characteristics of an ATF technology that will increase coping time during a 
severe accident and maintain fission product retention are significantly reduced oxidation 
and corrosion rates in high-pressure steam environments, reduced probability of 
mechanical failure from pellet-cladding interactions (PCIs) or other mechanisms, and 




ATF cladding material to be ~100 times more oxidation resistant than Zircaloy in reactor 
environments up to at least 1200C [1], [28].  There are two reasons for finding a material 
with increased oxidation resistance: to reduce the build-up of hydrogen in the reactor 
vessel and to reduce the amount of heat that needs to be removed by the emergency core 
cooling system (ECCS) during a severe accident [29]. The oxidation reaction between 
water and Zircaloy is exothermic, meaning it releases heat as it occurs and adds to the 
decay heat produced by nuclear fuel during a reactor trip. At approximately 1200C, the 
reaction becomes self-catalytic in steam environments and the rate at which heat is 
released increases [30]. It is understood that even at much slower reaction rates, no 
material can fully prevent oxidation and the build-up of hydrogen, but rather only provide 
extra time for containing an accident before hydrogen levels and core temperatures 
become dangerous.   
PCIs can increase the likelihood of fuel rod cladding failure and therefore the 
release of fission products. Therefore, it is desirable for an ATF cladding candidate to be 
more likely than Zircaloy to either withstand PCIs or avoid them altogether. PCIs caused 
by chemical reactions, referred to pellet-cladding or fuel-cladding chemical interactions 
(PCCI or FCCI), between the fuel and cladding or fission products and the cladding often 
lead to stress corrosion cracking. A common FCCI in LWRs is the reaction between 
iodine and zirconium. The formation of ZrI4 from the reaction removes zirconium atoms 
from the cladding in a process known as pitting. This reaction weakens the cladding and 
increases the likelihood of failure from stress corrosion cracking [31]. PCIs occurring 
from physical interaction between the pellet and cladding are referred to as pellet-
cladding mechanical interactions (PCMIs) and occur due to the different thermal 
expansion rates of the fuel pellet and cladding, and the swelling of the fuel pellet over 
time. PCMIs can lead to breaching of the fuel rod cladding and the release of fission 
products into the reactor coolant [32]. The most limiting PCMI case occurs during a 
reactivity-initiated accident (RIA), which is discussed in more detail in Section 2.3.2.  
UO2 was originally selected as the fuel for LWRs because of its high melting 
temperature, stability under irradiation, and relatively high U density [33].  However, 




centerline temperatures and stored energy in the fuel. Enhanced thermal conductivity 
compared with UO2 is a desirable characteristic of an ATF because it increases heat 
transfer from the fuel through the cladding and to the coolant. High thermal conductivity 
also contributes to shallower temperature gradients across the fuel pellet radius. These 
characteristics can improve the performance and safety of LWRs by reducing stored 
energy in the fuel, reducing fission gas release [9], [10], [35], and enhancing short-term 
accident tolerance [35]. Lower fuel temperatures may also reduce the likelihood of PCIs 
[9], [10], [32] and makes power uprates possible in LWRs [10]. 
There are several characteristics and metrics of the Zircaloy/UO2 system that an 
ATF material must match in order to have a minimal impact on the performance of an 
LWR under normal operational conditions. For example, ATF materials should have 
similar reactivity coefficients and cycle lengths as the Zircaloy/UO2 system. ATF 
materials need to be backwards compatible with current LWR designs so that they can be 
implemented in the current reactor fleet [3], [26]. Furthermore, ATF materials should 
have a minimal impact on the nuclear fuel cycle [27]. By mitigating the impact to 
performance and operations of a nuclear reactor while also enhancing safety, any 
implemented ATF technology will be a significant upgrade to current LWR technology.   
2.2 Current Concepts 
Of the ATF technologies considered in this dissertation, several of them have 
been heavily studied, while others are more unique. FeCrAl alloys, along with SiC/SiC, 
and coated Zircaloy, are among the most common fuel rod cladding concepts [29]. 
SiC/SiC is also considered as a potential channel box material in BWRs [36] [17]. UN, 
U3Si2, and fully ceramic microencapsulated (FCM) fuels are highly researched fuel 
concepts due to their greater thermal conductivity compared to UO2 [9]. Two unique fuel 
concepts discussed in this dissertation are the mixture of ThN and UN, and the inclusion 
of non-fissile inserts in UO2. The motivation of studying these concepts is that UN 
readily degrades in water, so mixing with another constituent may mitigate this issue 
[37], and the inclusion of non-fissile inserts with high thermal conductivity in UO2 may 




2.2.1 FeCrAl Cladding 
FeCrAl has been the subject of extensive material properties, reactor performance, 
and safety characteristics evaluations [4], [5], [26], [38], [39], [40]. Optimized FeCrAl 
alloys exhibit excellent oxidation resistance at temperatures up to at least 1475C [4], [5], 
have superior mechanical properties at elevated temperatures relative to Zircaloy [4], and 
resist thermal and irradiation creep [38]. The oxidation characteristics of FeCrAl are 
attributed to the formation of chromium oxide and alumina oxide layers on the steam-
exposed surface of the FeCrAl cladding, which then protects against further oxidation. 
The formation of the chromium and alumina oxide layers are dependent on the amount of 
chromium and aluminum present in the alloy, and it has been found that the most 
protective layers form when the chromium content is above 20% (weight percent) and the 
aluminum content is approximately 5% [30], [41].  However, too much chromium can 
lead to increased radiation embrittlement [42], [43], so alloys are being studied with 
chromium content in the range of 10-22% chromium and 4-6% aluminum [44]. 
A PCMI burst test using FeCrAl and Zircaloy claddings was performed at ORNL 
which showed that FeCrAl had approximately 10% greater burst strength compared with 
Zircaloy under loss of coolant accident (LOCA) conditions when the cladding had the 
same thickness [45]. However, the neutron absorption cross section of FeCrAl alloys is 
larger than that of Zircaloy, which causes a neutron penalty and would require a thinner 
cladding to be used to meet the cycle length of the Zircaloy/UO2 system [26], [39], [40], 
[46]. The use of a thinner cladding may offset the increase in burst strength demonstrated 
in the PCMI test [45]. The effect of PCCI in FeCrAl is not yet well understood [30], [41].  
It is also necessary to understand the thermal hydraulic response of FeCrAl to 
normal operating and DBA conditions. An investigation into pool boiling CHF for 
FeCrAl alloys conducted at UNM found surface characteristics such as wettability and 
roughness played a role in pool boiling CHF [47]. It was also found that the CHF of 
FeCrAl increased after the material had formed an oxidization layer when placed in PWR 
water conditions for one year. This increase in CHF is attributed to the decrease of 




To determine if this pool boiling effect also occurred in flow boiling, a low-
pressure flow loop was developed at UNM for CHF testing [6]. The same test specimens 
were used for multiple experiments so that the impact of an evolving surface structure on 
CHF in flow boiling could be determined. After 10 steady-state experiments, the average 
contact angle of FeCrAl decreased from the as-received contact angle of 69.43º to 53.64º. 
The surface roughness also decreased after the steady-state experiments. Based on the 
relationship between surface morphology and CHF found in the UNM pool boiling 
experiments [47], it may be expected that the decrease in contact angle occurring after 
multiple flow boiling experiments would lead to an increase in CHF. However, there was 
no appreciable change in the steady-state CHF between each trial in the flow loop. After 
an additional six transient experiments on the same FeCrAl specimen, the contact angle 
was an average of 59.12º. Despite the contact angle changing throughout the tests, no 
significant change in CHF occurred between each transient experiment with the average 
CHF being 3371 kW/m2 with a standard deviation of 109 kW/m2 (3.23%).  
The lack of appreciable change in flow boiling CHF due to increased surface 
wettability served as the technical basis for the hypothesis that heat transfer coefficients 
and material thermal properties, including thermal conductivity, k, and volumetric heat 
capacity, Cp, thermal effusivity, 𝑒, and thermal diffusivity, , may have a significant 
impact on CHF in flow boiling conditions. Further, the FeCrAl CHF values observed in 
the flow boiling experiments were found to be 22% greater than the Zircaloy-4 CHF 
values during steady state tests under the same conditions [6]. This observation gave 
further reason to examine the influence of material properties on CHF.  
2.2.2 SiC/SiC Cladding and Structural Material Concepts 
Like FeCrAl, SiC/SiC composites are being considered as a cladding material due 
to its high oxidation resistance up to at least 1200C (and potentially as high as 1700C) 
[7], as well as its acceptable strength, low neutron absorption cross section, and resistance 
to irradiation creep [48]. As a cladding material, however, SiC/SiC has been found to 
present a number of challenges: SiC/SiC swells volumetrically under neutron irradiation 




more likely to fail during a PCMI [50], the thermal conductivity of SiC/SiC decreases 
when it is irradiated, and there is not currently a suitable manufacturing method for 
sealing SiC/SiC fuel rods after the fuel has been loaded [51]. 
Due to the challenges faced when using SiC/SiC as a cladding material, it has 
been proposed to use SiC/SiC as a channel box material in BWRs. Channel boxes 
surround each fuel assembly in a BWR to provide structural support and contain the flow 
of steam inside each fuel assembly. They make up approximately 40% of the Zircaloy in 
a BWR core [48], so replacing the channel box material with SiC/SiC may provide 
significant benefit in terms of reducing hydrogen production in the case of an accident. 
Over the course of the fuel cycle, the high-dose environment of a nuclear reactor leads to 
radiation degradation phenomena in the core materials [52]. Examples of radiation 
degradation phenomena are void swelling, irradiation creep, volumetric swelling, and 
radiation embrittlement, all of which are the result of the accumulation of point defects 
from fast neutrons [52], [53]. A primary challenge associated with the SiC/SiC channel 
box material concept is the effect of volumetric swelling under irradiation, which may 
lead to significant deformation in non-uniform neutron flux environments [36], [17]. A 
deformed channel box may come in contact with the cruciform control blades used in 
BWRs, which are inserted between fuel assemblies, and impact operational or safety 
performance. 
 The channel box that encloses each BWR fuel assembly provides structural 
support, forms paths for cruciform control blades to be inserted between assemblies, and 
maintains cooling in the active fuel regions of the core by preventing void drift to the 
bypass region between assemblies [54]. Boiling of coolant in the core, axially and 
radially heterogeneous fuel loading patterns, and control blade insertion all contribute to 
nonuniform fast neutron flux gradients in the entire fuel assembly, including in the 
channel box. The fast flux gradients contribute to channel box deformation because 
different parts of the channel box will grow or swell at different rates, causing the 
channel to bow. When Zircaloy is used as the channel box material, pressure differential 
between the inside and outside of the channel box can cause irradiation creep and bulging 




because the material is resistant to irradiation to creep [48]. It is worth noting the 
distinction between irradiation growth and irradiation swelling: irradiation growth is an 
anisotropic process that conserves volume, while irradiation swelling is an isotropic 
process that does not conserve volume. Zircaloy is more susceptible to irradiation growth, 
while SiC/SiC is resistant to anisotropic growth but is susceptible to isotropic swelling. 
Regardless of the mechanism, nonuniform growth or swelling rates in the channel box 
lead to distortion.  
 There are two major implications that may result from channel box deformation. 
First, channel box bowing can alter inter-assembly gap widths, which directly affects 
neutron moderation and pin power distributions. A computational analysis of a 
Westinghouse SVEA-96+ BWR fuel assembly showed that the change in gap sizes 
resulting from a 9-mm channel bow led to a maximum change in the fission reaction rate 
of 16% and a maximum change in the 238U parasitic capture rate of 6% [53]. While a 9-
mm bow is considered an upper-bounding case, this phenomenon may have an impact on 
thermal safety margins, such as the critical power ratio (CPR).  
 The second major consequence resulting from channel box bowing is interference 
with control blades. It is estimated that the clearance between a channel box and control 
blade is between 2.4 and 3.3 mm, and potentially even less based on the tolerances of the 
channel box and control blade wings [55]. Interaction between the channel box and 
control blade can prevent the insertion of the control blade or may cause channel box 
failure, both of which have adverse effects on reactor safety. The main strategy for 
avoiding control blade interference is fuel assembly shuffling in such a manner that a fuel 
assembly which has been exposed to a flux gradient in one direction is exposed to a flux 
gradient in the opposite direction [53]. If interference is unable to be avoided, fully 
inserting the control blade at the first indication of interference and shutting down the 
control cell for the remainder of the cycle may be necessary, as was done at the LaSalle 
Units 1 and 2 in 2007 and 2008 [56].  The effect of neutron flux gradients in the channel 
box on deformation and the associated operational and safety ramifications serve as the 





2.2.3 Thorium-based Fuel Concepts 
The use of thorium in a thermal reactor presents several unique advantages and 
challenges compared to a traditional uranium-based fuel cycle. Thorium is approximately 
three times more abundant than uranium in Earth’s crust [57], [58]. U-233, produced 
from the absorption of a neutron by a 232Th nucleus and subsequent 𝛽-decays, yields a 
greater reproduction factor, 𝜂, than 235U or 239Pu at thermal energies. This leads to better 
fuel cycle performance in terms of conversion ratio, and it opens the possibility of 
breeding or breakeven fuel cycles in a thermal reactor [57], [58], [59].  From a 
nonproliferation standpoint, the addition of thorium in an LWR leads to less plutonium 
production. The strong gamma emission from 232U makes 233U extraction a difficult 
process and therefore may improve proliferation resistance [57], [60]. Additionally, 
thorium-fueled reactors could be used to reduce the plutonium stockpile since thorium 
systems initially require a neutron source to convert thorium into 233U [59], [60].   
Another benefit that most directly relates to the interests of the ATF program is 
that thorium-based fuels have a higher thermal conductivity than uranium-based fuels 
[57]. It has been shown that the thermal conductivity of ThO2 is several times greater 
than that of UO2 at low temperatures, but it approaches approximately the same value at 
elevated temperatures (>1,200°C) [61], [62], thus limiting its potential as an ATF 
material. Further, transmutation of thorium to protactinium and uranium will degrade 
thermal conductivity during reactor operation [62], [63], [64], [65]. The thermal 
conductivity of ThN has also been shown to be greater than that of UN, and both ThN 
and UN have greater thermal conductivity than UO2 [63]. Although the thermal 
conductivity of ThN decreases as temperature increases, it remains an order of magnitude 
greater than the thermal conductivity of UO2 up to at least 1,500°C. Additionally, the 
thermal conductivity of UN increases with increasing temperature. If it is assumed that 
the thermal conductivity of a mixture is the volume-weighted average of the constituent 
thermal conductivities, then mixing the two fuels will lead to a thermal conductivity that 
is still an order of magnitude greater than that of UO2 over the temperature range of 




Higher thermal conductivity of the fuel pellets leads to a larger thermal safety 
margin in terms of the homologous temperature, which is the ratio of the maximum 
temperature in the fuel (i.e., the fuel centerline temperature) to the melting point of the 
fuel using the Kelvin scale. The melting or disassociation point (temperature where solid 
mononitride transforms to liquid metal and gaseous nitrogen) of ThN and UN depends on 
the nitrogen overpressure, but is approximately 2,800–2,850°C when approximately 
atmospheric nitrogen pressure is available [66], [67], [68]. These temperatures are 
comparable to that of UO2, which also melts at approximately 2,850°C [69]. Better 
thermal conductivity in nitride-based fuel forms may potentially reduce fission product 
release since the smaller temperature gradient in the fuel leads to smaller thermal stresses 
and a decreased likelihood of fuel pellet cracking [70].  
A thorium-based fuel form also presents several challenges, the primary one being 
that thorium itself is not a fissile material and needs an external neutron source to convert 
thorium into the fissile 233U. Uranium can act as the external neutron source, but the 235U 
enrichment must be greater than the typical 5 wt% 235U limit [60]. However, high assay, 
low-enriched uranium (HALEU) with enrichments greater than 5 but less than 20 wt% 
235U/U may be used, although this will increase fuel cycle costs [60]. Production of 233U 
from the 𝛽-decay of 233Pa, which is produced in the transmutation chain of 232Th and has 
a half-life of 27 days, can cause an increase in reactivity after a reactor has been shut 
down. Furthermore, the 232U gamma that makes thorium fuels proliferation resistant also 
makes fuel refabrication difficult. Despite these challenges, thorium fuels have been used 
in high-temperature gas-cooled reactors (HTGRs) and water reactors, and concepts exist 
for their use in molten salt reactors (MSRs).  
BIstructural- and TRIstructural-ISOtropic (BISO and TRISO) fuels using 
UO2/ThO2 fuel particles coated in pyrolytic carbon and silicon carbide layers have been 
used in the prototype HTGRs Peach Bottom 1 in the United States, AVR in Germany, 
and Dragon in the United Kingdom. After successful experiments in these reactors, 
thorium fuels were used in the Fort Saint Vrain and Thorium High Temperature Reactor 
(THTR) experimental reactors in the United States and Germany, respectively [59], [71]. 




development of the Molten Salt Breeder Reactor (MSBR) project, which utilized a 
thorium fuel cycle [72]. More recently, fast-spectrum, thorium-fueled MSR concepts are 
being revisited [73].  
Mixed UO2/ThO2 fuels were used in the Elk River and Indian Point LWRs [59], 
and the Shippingport reactor made use of the seed-blanket concept [74] to demonstrate 
breeding in an LWR. The seed-blanket concept, also known as the Radkowsy Thorium 
Fuel (RTF) concept [75], uses fissile seed regions to initially fuel the reactor and to 
supply neutrons to the blanket region of thorium, which is transmuted into 233U for 
continued operation. LWRs with reduced moderation have been proposed, including 
heavy water PWRs and tight-pitch BWRs, both of which have a smaller moderator-to-
fuel ratio and larger conversion ratio than typical LWRs, and they primarily operate in an 
intermediate energy spectrum (1 eV to 100 keV). Pressurized heavy water reactors 
(PHWRs) have been built in India, and several thorium-containing fuel bundles have 
been loaded into the Kakrapar Atomic Power Station [76]. An advanced heavy water 
reactor is currently under development in India [77], and several other nations, including 
Turkey [78] and Canada [79], have taken interest in and have performed computational 
studies on thorium fuels in heavy water reactors. Evaluations of these concepts show that 
break-even or breeding can be achieved in these systems when seed-blanket concepts and 
reduced moderator-to-fuel ratios are used [80], [81].  
2.2.4 Non-fissile Inserts in UO2 
A variety of UO2-based composite fuels have been developed with the primary 
intention to increase heat transfer capabilities. Zhou and Zhou [9] have compiled a 
comprehensive review of composite fuels containing UO2 and a non-fissile phase. 
Several examples non-fissile phases that have been studied in the past include BeO, SiC, 
carbon-based phases, Cr, and Mo. The driving motivation behind the use of these phases 
is increasing the thermal conductivity of the fuel in an LWR, the benefits of which were 
stated in Section 2.1.2. To summarize, higher thermal conductivity leads to lower 
operating temperature, reduced energy storage, and shallower temperature gradients in 




release, while also lowering the probability of PCIs. However, replacing fuel volume 
with a non-fissile material induces a neutronic penalty that likely must be compensated 
for with increased 235U enrichment.  
Though a number of potential high-thermal conductivity phases have been 
investigated, the study in this dissertation focuses on metallic Mo insert structures with 
the objective to quantify the impact of Mo inserts on PWR performance. Mo is focused 
on because of its excellent thermal conductivity [82] [83], thermochemical compatibility 
with UO2 [83], and resistance to swelling or other degradation under irradiation [84]. 
Also, Mo has a melting point of 2,623°C [11], which is comparable with the melting 
point of fresh UO2 at 2,850°C [69]. Several studies have focused on the fabrication, 
thermal conductivity, and potential improvement in LWR heat transfer performance of 
UO2 that contains Mo, either as a structural insert or in a mixed form. Kim et al. [11] 
fabricated UO2-Mo pellets by sintering mixtures of UO2 granules and Mo powder and 
then demonstrated the ability to create a continuous channel of Mo microcells that had a 
higher thermal conductivity than pure UO2. Finkeldei et al. [12] fabricated pellets of UO2 
and Mo that did not contain a continuous network of Mo within the UO2, but instead 
featured a dispersed network and still found increased thermal conductivity compared to 
pure UO2. Buckley, et al. [83] also developed UO2-Mo fuel pellets by using spark plasma 
sintering to radially disperse Mo throughout the pellet. Both studies developed UO2-Mo 
fuel pellets with 5 and 10% Mo by volume and measured similar thermal conductivities 
to each other. Medvedev and Mariani [10] used the BISON code [19] to evaluate the 
thermal performance of Mo insert designs. In that study, a design that used alternating 
50-µm thick Mo disks and 0.95-mm thick UO2 disks reduced the maximum fuel 
temperature by 995°C compared with regular UO2 at a set linear heating rate of 500 
W/cm.  
 Although its material properties and previous studies in the literature justify its 
use as an insert material from a heat transfer standpoint, less attention has been given to 
the effect of Mo inserts from a neutronic standpoint. Replacing fuel meat with a non-
fissile material will reduce achievable cycle length, and Mo has a large neutron capture 




gap in the understanding of how these inserts would impact neutronic performance and 
safety characteristics. Further, the use of advanced additive manufacturing techniques 
opens the doorway for a wide range of potential inserts to be fabricated. There is 
currently little understanding on how to optimize the geometry of the insert to maximize 
heat transfer and neutronic performance. The study of UO2 with Mo inserts in CHAPTER 
6 aims to fill both of these knowledge gaps.  
2.3 Review of Accident and Safety-Related Concepts 
Several accident and safety-related concepts that are pertinent to the ATF 
concepts studies in this dissertation are detailed in this section. Specifically, RTCs and 
the RIA, a type of DBA, are discussed. CHF, a potential repercussion of an RIA, is also 
discussed. RTC calculations are carried out for both the ThN-UN and UO2-Mo fuel forms 
in CHAPTER 5 and CHAPTER 6, whereas RIAs and CHF are focused on in the analysis 
of FeCrAl cladding in CHAPTER 3. 
2.3.1 Reactivity Temperature Coefficients  
RTCs are the basis for the mechanism of thermal feedback in which changes in 
reactor conditions have an impact on the reactivity, and therefore the overall power level, 
of the reactor. They are an important measure related to the safety of nuclear reactors 
[85]. Temperature feedback is the first-order feedback mechanism in a nuclear reactor 
[86], and temperature coefficients of reactivity are typically characterized for the fuel and 
moderator in an LWR. Signified by 𝛼𝑇, RTCs describe the change in reactivity per 
change in temperature. This is shown in Equation (2) for a generic material j, which 
could denote fuel, moderator, or another core component. RTCs are typically required to 
be negative so that an increase in temperature leads to a decrease in reactor power, giving 
the reactor inherent stability. If the reactivity coefficient were positive, an increase in 
temperature would lead to an increase in power, which would further increase the 








 In nuclear fuel, the temperature feedback is dominated by the nuclear Doppler 
effect, in which the width of cross section resonances in heavy nuclei broadens as 
temperature increases [85]. The Doppler effect is quantified using the Doppler 
coefficient, also known as the fuel temperature coefficient (FTC). This phenomenon 
increases the likelihood of resonance absorption and thus leads to a decrease in reactivity.  
  In LWRs, the moderator temperature coefficient (MTC) takes into account 
changes in reactivity due to temperature changes and density changes, since the density 
of water is strongly dependent on its temperature. For water reactors, the change in 
moderator density is the primary contributor to the MTC because as the density of the 
water decreases, moderating ability is lost. The decrease in moderation leads to increased 
resonance absorption and neutron leakage rates. MTCs are typically negative in LWRs, 
although they become less negative with the addition of a chemical shim, such as soluble 
boron, because the expansion of the water with an increase in temperature also expels 
some of the chemical shim. The addition of too much chemical shim can make the MTC 
positive in an LWR.  
 Other reactivity-related values of interest often calculated for LWRs are the 
soluble boron coefficient (SBC) and control rod worth. The SBC, which is only relevant 
for PWRs, is the ratio of the change of reactivity to the change in boron concentration, 
often in units of ppm, in the coolant. The SBC is always negative because an increase in 
boron concentration reduces the thermal utilization factor and decreases reactivity. 
Control rod worth is equivalent to the change in the multiplication factor when the 
control rod goes from fully withdrawn to fully inserted.  
Control rod worths are useful for calculating the shutdown margin of a reactor, 
which is defined to be the degree of subcriticality of the core when all control elements 
are fully inserted. Two caveats to that definition are used for licensing reactors: the 
shutdown margin must be calculated at ambient conditions, which is the most reactive 
core state, and with the highest-worth rod in the fully withdrawn position [86]. This 




2.3.2 Reactivity-Initiated Accidents and Critical Heat Flux 
RIAs are a postulated accident scenario in an LWR that primarily takes the form 
of a control rod ejection in a PWR or a control blade drop in a BWR. The rapid ejection 
of a control rod inserts a large amount of positive reactivity in the core, which causes a 
power excursion. The power excursion is turned around by the thermal feedback effect, 
resulting in a wave-shaped power pulse that drastically increases core temperatures. RIAs 
can be broken down into low-temperature and high-temperature phases [87]. A depiction 
of the event in a PWR is provided in Figure 1 [88].  
During the low-temperature phase, there is rapid energy deposition into the fuel 
pellets but on a timescale small enough that heat has not yet transferred to the cladding. 
Retention of heat in the fuel pellet causes rapid thermal expansion, and the pellet contacts 
the cladding inner wall. This is the phase that causes PCMI because the fuel pellet 
expands on a millisecond time scale and contacts the cladding [46]. The contact between 
the fuel pellet and cladding induces stress in the cladding, which can deform or even 
burst if the cladding is embrittled [87].  
Brown et al. [46] studied RIAs in a PWR that used FeCrAl cladding with a 
decreased thickness and increased fuel pellet diameter compared with the typical values 
for Zircaloy and UO2. It was shown that the pulse width of the RIA power response is 
narrower, the peak power is greater, and the energy deposition is similar compared with 
the UO2-Zircaloy system. The total fuel pellet expansion is similar for the two cases 
because expansion is a function of energy deposition, but the rate at which fuel expands 
is greater for the FeCrAl cladding case because this is a function of pulse width and peak 
power. A higher rate of fuel expansion can lead to a higher strain rate within the cladding, 
which potentially increases the likelihood of a PCMI failure.     
During the high-temperature phase of RIA, high cladding temperature caused by 
the CHF being exceeded is the dominant cladding failure mechanism [89]. Bubble 
crowding CHF, also referred to as departure from nucleate boiling (DNB), is the heat flux 
at which a vapor blanket forms between the liquid flow and the heated surface, and 
dryout CHF is the point at which the vapor void fraction of two-phase flow becomes so 

























heat flux from the heated surface to the coolant is drastically reduced due to the poorer 
heat transfer capabilities of single-phase vapor. The CHF mechanism associated with the 
rapid increase in heat flux caused by an RIA in a PWR is DNB [90]. Equilibrium quality 
of the coolant is quickly increased due to the heat flux ramp and forms the vapor blanket 
that causes a dramatic reduction in heat flux. DNB is directly related to the thermal safety 
margin of a PWR through the DNB ratio (DNBR). The DNBR is the ratio of the 
predicted CHF to the actual heat flux in a fuel rod, as given by Equation (3).  






This ratio is required to be above 1.0, as a DNBR below 1.0 indicates that the CHF has 
been exceeded and a temperature excursion is expected that could lead to cladding 
failure.  
One of the most widely used methods to predict CHF is the Groeneveld look-up 
table [91]. CHF is predicted from the look-up table using the local absolute pressure, 
mass flux, and equilibrium quality of the system. The tables were developed using an 
internal flow apparatus with stainless steel tubes, and the results were normalized to 
provide CHF values for tubes with an 8-mm inner diameter.  Eight correction factors can 
be used to modify predicted CHF values based on geometry and various flow conditions. 
The experiments conducted at UNM [6] were designed to be geometrically representative 
of the Groeneveld experiments.  
Despite the existence of the look-up table and other CHF prediction methods, it 
continues to be difficult to accurately project the CHF and post-CHF temperatures during 
transient events, which has warranted continued experimental work on the subject. Hohl 
et al. performed steady-state and transient pool boiling experiments and showed that the 
CHF was greater in the heating portion of transient experiments than in steady-state 
experiments, and the CHF increased as the heating rate increased [92]. Those same 
experiments showed that the CHF during transient cooling also varied with the cooling 
rate, and a faster cooling rate led to a lower CHF. Multiple steady-state pool boiling 




cooling processes [92], [93]. A large number of data have been produced that show a 
hysteresis in the transient boiling curve between heating and cooling processes [94].  
The differences between steady-state and transient CHF have been demonstrated 
in experiments based on the RIA event. The PATRICIA Experimental Program at the 
CEA in Grenoble, France performed steady-state and transient CHF experiments by 
simulating an RIA using a single fuel rod and boundary conditions representative of a 
PWR at hot zero power (HZP) [95]. The PATRICIA test facility is able to apply a half 
sinewave power curve using the Joule effect with a Full Width at Half Maximum 
(FWHM) pulse width of 30 ms, which is within the typical range of HZP RIA pulse 
widths in PWRs of 25 to 65 ms [96]. The transient PATRICIA experiments produce a 
cladding heating rate between 2,200 K/s and 4,900 K/s to the single rod assembly. The 
cladding heating rate in a superprompt PWR RIA can vary, but is typically at least 1000 
K/s [97], [98]. Between 201 J/g of cladding and 331 J/g of cladding was injected in each 
PWR-relevant transient. It was shown that CHF measured during the RIA-like transients 
was greater than that measured during steady-state experiments by as much as a factor of 
2, although the initial conditions were different between the steady-state experiment and 
some of the transient experiments. The transient runs that had similar boundary 
conditions to the steady-state experiments had a CHF that was repeatedly 35.5% to 
41.9% greater than the steady-state CHF. A similar effect was observed in the UNM 
experiments, where the transient CHF was 23% greater than the steady-state CHF for 
FeCrAl [6].  
It has been postulated that greater CHF occurs during the heating phase of 
transients because there is a larger temperature gradient near the heater surface that 
promotes turbulent convective heat transfer [93]. Witte and Lienhard [94] believe the 
hysteresis exists because in a heating process, the boiling regime moves from nucleate to 
film, so the transition regime shows more properties of nucleate boiling and therefore 
allows better heat transfer. During cooling, the boiling regime moves from film to 
nucleate, so the transition regime shows more properties of film boiling, and therefore 




CHF during a heating transient occurs, there is no correlation in existence that can 
quantify this phenomenon.   
2.4 Computational Modeling: Review of the State-of-the-Art 
Numerous computer modeling tools exist for a wide variety of nuclear 
applications ranging from radiological protection to severe accident modeling. In this 
section, the focus will be on the current state-of-the-art in thermal hydraulics, reactor 
physics, and multiphysics modeling that is used for regulatory licensing purposes. 
Comparisons are made between tools used by the NRC and the next generation of 
modeling tools that employ high-fidelity multiphysics methods to increase the accuracy 
of reactor analyses. The advancement of computer modeling methods is vital to the 
nuclear industry because more accurate predictions will enhance the safety, efficiency, 
and economic competitiveness of nuclear power.  
2.4.1 Computational Reactor Physics  
 The 3-D Boltzmann Transport Equation, given by Equation (4) for a fission 
reactor, describes the movement of neutrons through a system.  
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(4) 
The first term on the left-hand side of Equation (4) denotes the time rate of change of the 
angular flux (𝜓), which is a function of the phase space defined by position (𝑟), energy 
(𝐸), angular direction (Ω̂), and time (𝑡), multiplied by the inverse neutron velocity (1 𝑣⁄ ). 
The next two terms on the left-hand side of Equation (4) describe neutron losses from the 
system due to leakage and nuclear reactions, respectively. The nuclear reactions include 
neutron absorption and neutron scattering out of the phase space of interest, the 
probability of which is denoted by the macroscopic total cross section (Σ𝑡). Neutrons 




(4). The first term on the right-hand side of the equation describes neutrons that are being 
scattered into the phase space of interest and takes into account the macroscopic 
scattering cross section (Σ𝑠). The final term describes the production of neutrons in the 
system from fission reactions, where 𝜒(𝐸) is the fission neutron energy probability 
density function, 𝜈 is the number of neutrons produced per fission, 𝑘 is the neutron 
multiplication factor, and Σ𝑓 is the macroscopic fission cross section.   
Several approximations to the 3-D Boltzmann transport equation have been made 
to reduce complexity and make the equation more readily solvable. The primary 
approximation is the diffusion equation, in which isotropic fission and scattering sources 
are assumed, the angular dependence of the neutron flux is assumed to be negligible, and 
Fick’s Law is used. In the context of reactor physics, Fick’s Law states that the current of 
neutrons, 𝐽, will diffuse through the system based on the negative gradient of neutron flux 
times the diffusion coefficient, D. The diffusion equation is often solved with a multi-
group approach, where a “group” refers to each interval in a discretized energy mesh. The 
steady-state multi-group diffusion equation is given by Equation (5).  










In Equation (5), the subscript g indicates a group number, where G is the total number of 
groups. Traditionally, group 1 indicates the highest energy group, and the energy 
decreases as the group number increases. Σ𝑅 indicates the removal cross section, which is 
the probability of neutron removal from the system through absorption or scattering. The 
two terms on the right-hand side of Equation (5) describe scattering into the group of 
interest and neutrons produced by fission into the group of interest, respectively.  
Acquiring solutions to the Boltzmann transport or diffusion equations typically 
requires the use of computational numerical methods, which can be broken down into 
stochastic or deterministic methods. Monte Carlo is a widely-used stochastic solution 
method where probability density functions are used to track neutrons and the various 




uncertainty, which can be reduced by simulating additional neutron histories and the 
implementation of variance reduction techniques. The advantages of Monte Carlo are that 
no approximations need to be made for the problem geometry or the energy dependence 
of nuclear cross sections. However, the number of neutron histories that must be 
simulated in order to achieve acceptable uncertainties for complex systems often results 
in substantial computational cost.  
The large cost of Monte Carlo calculations has led to deterministic methods being 
the preferred numerical method for large-scale reactor physics calculations [99]. 
Although deterministic methods are able to save on computational cost, they require that 
the space, energy, and angular domains be discretized into a mesh, which introduces 
discretization error. There is a trade-off between fine meshes, which reduce discretization 
error, and coarser meshes, which reduce computational cost. Even when solving the 
diffusion equation, in which the angular dependence has been integrated out, fine spatial 
mesh and energy group structures that incur significant computational cost may be 
required to obtain accurate solutions. This is a challenge especially for full-core 
calculations in which hundreds of fuel assemblies containing thousands of fuel rods are 
modeled. The length scale varies from under a cm for a single fuel rod diameter to ~15-
20 cm for the side of a fuel assembly to several meters for the diameter of the core.  This 
challenge is further exacerbated by the influence of other physical phenomena, such as 
thermal hydraulics and mechanics, which have motivated the coupling of multiple 
modeling tools together that will iteratively pass information back and forth to obtain a 
single solution. The following sections describe the various procedures that have been 
developed to address the challenge of accurate computer modeling across various 
physical scales and phenomena.   
2.4.2 The Current Paradigm 
 Current regulatory practice is to use a two-step approach to perform full-core 
modeling [100]. The first step is to model single fuel rods, also known as pin-cells, and 
fuel assemblies using a lattice physics code and 1-D or 2-D transport methods. A fine 




neutron flux, reaction rates, and macroscopic cross sections in these relatively small 
models with infinite boundary conditions. These values are spatially averaged over each 
material, which includes the fuel, cladding, and moderator in a pin-cell model and may 
include control blades, channel boxes, or other core structural materials in a fuel 
assembly model. Then, these cross sections are homogenized, or collapsed, to a few-











In Equation (6), Σ(𝐸) represents a generic macroscopic cross section and 〈Σ𝑔〉 
represents the group-collapsed cross section to be used in full-core calculations. Equation 
(6) preserves the total reaction rates in the system by using a weighting function to 
average the cross section over a range of energies. ?̃?(𝐸) is used as the weighting 
function, and is the neutron flux calculated from the lattice physics calculations in the 
pin-cell and fuel assembly models. The use of the neutron flux from lattice physics 
calculations as a weighting function for collapsing cross sections is a good estimate of the 
flux in a larger system due to the regularity of LWRs in which fuel rods are arranged in 
square lattices and assemblies are loaded in a repetitive pattern.   
Oftentimes, more than 200 energy groups are used for lattice physics calculations, 
and the resulting cross sections are collapsed down to two energy groups. Lattice physics 
calculations are typically performed for a variety of potential reactor conditions and 
configurations. These different conditions, known as branches, account for a range of fuel 
and moderator temperatures, as well as different control rod/blade configurations. Boron 
concentration is also considered for PWRs, and the void fraction of the two-phase flow is 
also considered for BWRs. Additionally, lattice physics depletion calculations may be 
performed to account for changes in cross sections as a function of burnup. All of the 
resulting collapsed cross sections are organized into a table or other computer-readable 
format to be used by a diffusion code for full-core calculations. For regulatory activities, 
the NRC uses the Standardized Computer Analyses for Licensing Evaluation (SCALE) 




cross sections. The primary reactor kinetics tool used by the NRC is the Purdue 
Advanced Reactor Core Simulator (PARCS) [102], which is 3-D nodal diffusion code.  
Following the traditional procedure for core analysis, the SCALE framework is 
used to generate cross sections from highly-discretized pin-cell and assembly models at 
numerous reactor configurations. SCALE is a framework that employs a number of 
codes, including the Transport Rigor Implemented with Time-Dependent Operation for 
Neutronic depletion (TRITON) control module, which can automatically execute a series 
of codes to perform lattice physics calculations. At the heart of TRITON is the Monte 
Carlo code KENO and the discrete ordinates code NEWT (New ESC-Based Weighting 
Transport, where ESC is Extended Step Characteristic), both of which can be used to 
perform lattice physics calculations and generate few-group cross sections. In addition to 
KENO and NEWT, the SCALE package also contains the Oak Ridge Isotope Generation 
(ORIGEN) code, which can be used with the lattice physics codes to perform depletion 
calculations. The general modeling process is to use TRITON to perform lattice physics 
calculations using highly-detailed but relatively simple models of fuel assembly lattices 
and a fine energy mesh structure containing 238 groups. Few-group cross sections (often 
just two-group) are collapsed from the resulting macroscopic cross sections for a variety 
of reactor conditions as a function of burnup. The few-group cross sections are then 
reorganized into a format that is readable by the nodal diffusion code, which for PARCS 
is the Purdue Macroscopic XS (cross section) Set (PMAXS) format [103].  
PARCS reads the PMAXS file to perform diffusion calculations in 3-D. PARCS 
is able to solve the time-dependent neutron diffusion equation using few-group cross 
sections, making it a useful tool for analyzing accidents, such as RIAs. To increase the 
accuracy of reactor physics calculations, PARCS has been coupled to a variety of thermal 
hydraulics analysis tools in order to account for thermal feedback. The TRAC/RELAP 
Advanced Computational Engine (TRACE) [104] is a best-estimate reactor systems code 
with 1-D and 3-D modeling capabilities and is the primary thermal hydraulics code used 
by the NRC. TRACE is the culmination of development efforts to combine modeling 
features from the NRC legacy codes TRAC-P, TRAC-B, RAMONA, and the NRC 




analyze large and small break LOCAs and other reactor transients in LWRs. TRACE is 
able to be directly coupled to PARCS to provide thermal hydraulic feedback to update 
cross section data. 
 Another thermal hydraulics tool used by the NRC is PATHS [105], which is 
specifically used for coupling with PARCS to perform full-core, steady-state depletion 
calculations for BWRs. PATHS uses several simplifying assumptions, including the use 
of three differential equations for two-phase flow and an algebraic void-quality equation, 
in contrast to the six-differential-equation set used by TRACE for the void drift model. 
PATHS is also capable of simultaneously solving the velocity and pressure field 
equations [106]. These assumptions and capabilities result in fast run times compared to 
TRACE, which is useful in full-core analysis of BWRs because each of the more than 
700 fuel assemblies in a typical BWR core must be modeled separately for accurate 
results. 
This algorithm for performing full-core calculations typically results in solutions 
that provide one radial node per fuel assembly. For example, a model of the Edwin I. 
Hatch Unit 1 reactor was developed by Yarsky et al. [107]. Each of the reactor’s 560 fuel 
assemblies were modeled using one radial node and 24 axial nodes. This nodalization 
scheme results in the calculated parameters, such as fuel temperature, cladding 
temperature, and coolant properties, being radially averaged over the array of fuel rods in 
each fuel assembly. In other words, modeling tools currently used for licensing purposes 
produce outputs on a fuel assembly scale and do not provide information for individual 
fuel rods. Although this method has relatively low computational cost, full-core 
calculations are often conservative and are unable to capture localized phenomena that 
may have reactor performance or safety implications [108].  
2.4.3 Advanced Computational Methods 
 The continuous advancement of computational capabilities has led to the 
development of modeling tools that improve upon the current methods used for 
regulatory purposes in the nuclear industry. The heterogeneous nature of nuclear systems 




capture localized phenomena on the fuel rod scale, rather than on the fuel assembly scale. 
Examples of local phenomena that may impact reactor performance and safety are grid-
to-rod fretting, PCIs, DNB, and the impact of Chalk River Unidentified Deposits 
(CRUD), including CRUD-induced power shifts (CIPS), and CRUD-induced localized 
corrosion (CILC) [52]. Further, it has become desirable for these capabilities to be 
contained within a single framework or environment [109]. Two examples of these 
multiphysics packages developed by the DOE are the Multiphysics Object Oriented 
Simulation Environment (MOOSE) framework [110], and CASL VERA. Both MOOSE 
and VERA have subsidiary codes that have been integrated into the Nuclear Energy 
Advanced Modeling and Simulation (NEAMS) [111]. 
The MOOSE framework includes over 30 modules for modeling a wide variety of 
nuclear and non-nuclear systems. Some of the more commonly used tools within 
MOOSE are BISON, MARMOT, and Rattlesnake. BISON is a finite elements code that 
couples heat transfer, fuel mechanics, and species diffusion equations and is primarily 
used for fuel performance analysis [110], [19]. MARMOT is also a finite elements code 
but is used to predict microstructure evolution phenomena, such as void formation, grain 
boundary migration, and thermal conductivity evolution [112]. The code is often coupled 
to BISON, and an example of this was performed by Gaston et al. [113], who used 
BISON to predict fuel temperatures and fission rates in a PWR and passed that 
information to MARMOT, which would then determine the change in thermal 
conductivity as a function of burnup. The main radiation transport tool within the 
MOOSE framework is Rattlesnake [114] and is often used with BISON and RELAP-7 
[115], the next generation thermal hydraulics system safety analysis code in the RELAP 
series, in a coupling scheme referred to as MAMMOTH [116]. 
VERA contains a number of subsidiary codes to perform coupled neutronics, 
thermal hydraulics, fuel performance, and chemistry analyses [117], [118]. The driving 
tool in VERA is MPACT, a full-core neutronics code that uses a 2-D/1-D Method of 
Characteristics (MOC) algorithm [119] [100]. This algorithm uses a 2-D approximation 
to the 3-D Boltzmann transport equation in the radial direction and a 1-D approximation 




occurs primarily in the radial direction. MOC is used to solve the partial differential 
equations in the 2-D/1-D transport approximations. Cross section libraries ranging from 
about 50 to 252 energy groups have been developed and optimized for MPACT [120], 
allowing MPACT to perform its own lattice physics calculations. A coarse-mesh finite-
difference (CMFD) acceleration scheme [119] is used to spatially average the flux and 
cross sections from the finer MOC calculations over each fuel rod. CMFD accelerates the 
convergence of the problem and provides stability, but still provides solutions on a pin-
resolved scale. This methodology provides higher-order and higher-fidelity solutions 
compared to the two-step method currently used in the nuclear community, although 
laboratory or industry-scale computer clusters are needed for full-core calculations.  
The primary thermal hydraulics tool in VERA is CTF [121], a sub-channel tool 
that derives from the Coolant Boiling in Rod Arrays – Two Fluid (COBRA-TF) line of 
codes that were originally developed at the Pacific Northwest National Laboratory and 
later at Pennsylvania State University, North Carolina State University, and ORNL. CTF 
considers three separate fluid fields (liquid film, liquid droplets, and vapor) that each 
have their own set of conservation equations and is capable of modeling crossflow 
between coolant channels due to pressure differences, turbulent mixing, and void drift. 
CTF calculates temperature distributions in each fuel rod and sub-channel, which is the 
coolant flow path between each fuel rod. Coupling between MPACT and CTF is often 
performed in VERA so that temperatures and densities calculated by CTF are used to 
update the cross section data used by MPACT to calculate flux and power distributions. 
Several components of the SCALE system are used in VERA, most specifically the 
isotopic depletion capabilities of ORIGEN. VERA leverages the MOOSE framework for 
fuel performance modeling and uses a version of the BISON, while the CRUD chemistry 
code MAMBA [122] is used to determine the change in thermal resistances due to CRUD 
build-up, which can lead to CIPS and CILC in nuclear reactors.  
 The high-fidelity multiphysics methods employed by environments like MOOSE 
and VERA are on the forefront of computational nuclear modeling and provide numerous 
benefits over the previous generation of nuclear modeling codes by capturing the various 




safety, efficiency, and economic competitiveness of nuclear power since they are more 
accurate and better able to predict localized phenomena that may have operational or 
safety-related consequences [118]. The evaluation of ATF candidates further motivates 
the use of these novel computational tools, since their advanced features allow them to 
solve complex problems that the legacy tools cannot.  
 The multiphysics capabilities of VERA are leveraged for several of the ATF 
studies in this dissertation. VERA has previously been validated for PWR analysis [123], 
[124], and is used to study the reactor performance and safety characteristics of ThN-UN 
and UO2-Mo fuel concepts in PWRs in CHAPTER 5 and CHAPTER 6, respectively. 
However, application of VERA to BWR analysis is under development, and this 
capability has not yet been fully validated against experimental data [125]. An initial 
assessment of VERA’s capability to perform BWR analysis is provided in CHAPTER 4. 
This assessment is performed by comparing results from models of fuel assemblies from 
the Peach Bottom Unit 2 reactor developed in VERA and PARCS/PATHS for a select set 


















THERMAL HYDRAULIC EVALUATION OF FECRAL CLADDING 
3.1 Background 
FeCrAl alloys are considered an ATF candidate for the reasons highlighted in 
Section 2.2.1: they exhibit excellent oxidation resistance and superior mechanical 
strength in comparison to Zircaloy at elevated temperatures [4], [5]. Pool and flow 
boiling experiments conducted at UNM have shown that FeCrAl may also have enhanced 
CHF properties compared with Zircaloy [6], [47]. This is a favorable characteristic that 
may increase the thermal safety margin in an LWR during normal operating and accident 
conditions. This work provides an early thermal hydraulic evaluation of FeCrAl cladding 
by comparing data from flow boiling CHF experiments conducted at UNM to results 
from computer models of those experiments developed in the DOE version of RELAP5-
3D [126] and the CASL version of CTF. There are three main objectives of this work: 
1. To compare best-estimate predictions from widely-used system and sub-channel 
analysis codes to a simple, well-understood CHF test for an ATF material where 
test repeatability has been demonstrated. 
2. To enhance understanding of the sensitivity of these models to the shape of the 
boiling curve and the thermophysical properties of the test section. 
3. To demonstrate an approach to optimize CHF and post-CHF model predictions in 
these system and sub-channel analysis codes while highlighting differences 
between how CHF is modeled and what occurs in reality using a single test. It is 
noted that the best application of this approach would be to apply it to a large 
dataset consisting of a significant number of tests. 
Objectives 2 and 3 both consider three key figures of merit (FoMs) for the model 
predictions: (1) maximum heat flux (MHF, which is the same as critical heat flux in the 
system and subchannel analysis codes), (2) integral heat flux (an analog to the energy 
deposition), and (3) the peak test section temperature (an analog to peak temperature of 




The flow boiling test loop at UNM was used to perform transient and steady-state 
tests on various materials, including FeCrAl [6]. The purpose of the test loop is to 
determine the CHF and post-CHF response of different materials under a variety of 
conditions. This work focuses on the experimental results from tests using power 
transients representative of those that occur during an RIA applied to test sections made 
of Inconel 600, Stainless Steel 316 (SS316), and Fe-13Cr-6Al (13% Cr and 6% Al 
content by weight) and compares them to models of the experiment built in RELAP5-3D  
and CTF. The power transients performed in the experiment are RIA-like because of their 
half sinewave shape and pulse width [26], [46]. The approximately 1-second pulse width 
used in the experiment is longer than the typical superprompt RIA pulse width of 25 to 65 
ms and is more similar to the pulse width of a subprompt RIA in a PWR at hot full power 
(HFP), which can range from 0.4 to 4.5 seconds [96]. The wider pulse width of the power 
transients performed at UNM leads to a cladding heating rate of 685 K/s, which is below 
the expected cladding heating rate for a superprompt RIA at HZP of 1000 K/s or more 
[97], [98].  
Because the UNM experiments showed no appreciable change in flow boiling 
CHF due to increased surface wettability, it is hypothesized that heat transfer coefficients 
and material thermal properties, including thermal conductivity, k, and volumetric heat 
capacity, Cp, thermal effusivity, 𝑒, and thermal diffusivity, , may have a greater impact 
on CHF in flow boiling conditions. The work in this chapter describes two sensitivity 
studies in which the impact of heat transfer coefficients and material thermal properties 
on CHF and peak test section temperature, which is analogous to the PCT in a nuclear 
reactor, were determined. FeCrAl was the only material considered in the sensitivity 
studies. Sensitivity analysis can be a useful step in understanding complex phenomena, 
such as CHF, and can reduce costs by informing experimental designs and reducing 
conservatism in new fuel and cladding designs [127], [128]. Liu et al. [89] performed a 
sensitivity study using a RELAP5-3D model of the Three Mile Island Unit 2 reactor in 
which multipliers on heat transfer coefficients and the predicted CHF were varied from 
0.7 to 1.3 during an RIA transient. They found that the PCT was sensitive to the film 




multipliers was not investigated, and the study did not include material heat transfer 
properties. Chen et al. [129] also showed that PCT was sensitive to the film boiling and 
CHF multipliers using a one-eighth PWR core model in COBRA-EN, but additionally 
showed a dependence of PCT upon the nucleate boiling heat transfer coefficient 
multiplier. Several fuel pellet and cladding material combinations were investigated by 
Chen et al. [129], and it was shown that PCT and the fuel centerline temperature was 
sensitive to the materials, and therefore the material properties, used.  
Using the uncertainty quantification tool Risk Analysis and Virtual Environment 
(RAVEN) [130] coupled to the RELAP5-3D model of the UNM test facility, two 
sensitivity studies were conducted. The first study varied heat transfer coefficient and 
CHF multipliers, and the second study varied thermal conductivity and volumetric heat 
capacity to determine the sensitivity of CHF and PCT to these parameters, as well as to 
thermal effusivity and thermal diffusivity, which are calculated using the sampled k and 
Cp values. The parameter space for each input was chosen based upon experimental 
data, uncertainties of material properties, and error values within certain heat transfer 
correlations.  
3.2 Experiment and Computer Model Descriptions 
3.2.1 Experiment Setup 
An in-depth description of the UNM flow boiling apparatus is given by Lee, et al.  [6]. 
The test facility, shown in Figure 2, consists of a tank for steam separation, chiller and 
cooler condensing system, pump, heater, a section to install a 50.8-cm test specimen, as 
well as various instrumentation to measure coolant temperature, pressure, and mass flow. 
Water flows internally throughout the system with an uncertainty in flow velocity of  
2% and inlet temperature uncertainty of  0.2 C [6]. The test sections were thermally 
insulated on the outside surface. A DC power supply was used to apply voltage through 
copper terminals to the heated length of the test specimens, which were located 25.4 cm 
up the specimens’ lengths to ensure flow was fully developed before being heated. In the 


















tubes’ outer surfaces and was located at the axial center of the heated lengths. In the 
steady-state experiments, the thermocouple was located near the top of the heated length. 
The thermocouples were attached to the test sections using ~3-mm thick high-
temperature silica tape. To prevent electrical interference between the current and voltage 
applied to the test specimen and the thermocouple, the outer surface of each specimen 
was coated with a less than 0.5-mm thick layer of silicon. Thermocouple wires were 
ungrounded, unsheathed, and 0.05 mm in diameter, so thermal lag and the fin effect were 
assumed to be negligible. A 50 Hz response rate was used to prevent response error from 
thermal mass. Uncertainty of the temperature measurements under constant flow and zero 
power is ± 0.1ºC, and is expected to remain small at the temperatures at which DNB was 
recorded.  
Heat flux through the tubes and the tube inner surface temperature was calculated 
using the measured surface temperature, measured voltage drop across the heated length, 
and measured current through the copper terminals to solve the transient conduction 
equation with an implicit finite difference method. CHF was determined in the 
experiments by finding the point at which the outside surface temperature rate of change 
with respect to time dramatically increased, indicating the formation of a vapor layer and 
the start of the post-CHF temperature excursion.  
Specific experiments were conducted to quantify the impact of the thermocouple 
location on the potential uncertainty in CHF prediction. Measurements were performed 
with transient power pulses using 5 different thermocouples arranged axially at 5 mm 
intervals from the top to the center of the test section. The experiment results indicated 
less than 3.3% difference between values at different test section locations [6]. In 
addition, multiple measurements of CHF were made with multiple samples to ensure the 
repeatability of the experiments. For FeCrAl, 10 measurements were made with one 
sample and 3 measurements were made with an independent sample. The average of the 
measurements was 2,736 kW/m2 with a standard deviation of 213 kW/m2, 
approximately 8%. The transient experiments analyzed in this paper used Inconel 600, 
SS316, and FeCrAl alloy as the test section materials. Table 1 lists the experimental 
















Table 1: Experimental parameters for all materials 
 Inconel 600 SS316 FeCrAl 
Inner Diameter (cm) 0.8509 0.8763 0.8763 
Outer Diameter (cm) 0.9525 0.9525 0.9525 
Total Length (cm) 50.8 50.8 50.8 
Entrance Length (cm) 25.4 25.4 25.4 
Heated Length (cm) 5.08 10.16 5.08 
Peak Power (kW) 2.5 8.8 8.1 
Pressure (absolute, kPa) 84 84 84 
Mass Flux (kg/m2-s) 300 300 300 
Inlet Equilibrium Quality -0.0089 -0.0827 -0.0089 
Inlet Coolant Temperature (C) 90 50 90 












3.2.2 CTF and RELAP5-3D Model Descriptions 
The RELAP5-3D model is comprised of a time-dependent inlet volume connected 
to a vertical pipe using a time-dependent junction, which is then connected to a sink time-
-dependent volume using a single junction. A heat structure is attached to the pipe to 
provide the power transient. A nodalization diagram of the RELAP5 model is shown in 
Figure 3. The tube dimensions listed in Table 1 were replicated in the models.  Only the 
heated lengths of the test sections were modeled in RELAP5-3D because the heat transfer 
packages within the codes always assume fully developed, steady flow [126]. CTF does 
not assume fully developed flow, so the full 50.8 cm of the test sections were modeled as 
a tube with a single, internal sub-channel. The test sections were thermally insulated on 
the outer surface in both RELAP5-3D and CTF. Mesh and time sensitivity studies were 
performed in both computational tools to ensure the models were stable. Models with up 
to 100 axial nodes were tested, and it was found that 50 axial nodes were sufficient for 
model stability in both RELAP5 and CTF. The heat structure in RELAP5 also had 50 
nodes. In RELAP5-3D, a minimum timestep of 1x10-8 seconds was used, and in CTF, a 
minimum timestep of 1x10-6 seconds was found to be sufficient. Both RELAP and CTF 
automatically ensure that the maximum timestep used is below the Courant limit, and in 
practice, neither code used a timestep larger than 5x10-5 seconds for any model. UNM 
provided the transient power pulse data, which was applied to the appropriate nodes in 
each model. The pressure, mass flux, and temperature of the coolant listed in Table 1 
were used as boundary conditions in the models. The Groeneveld look-up table was used 
as the CHF prediction method in all models, and all results presented are from the axial 
center of the heated length to match the experiment.  
3.3 Results 
3.3.1 UNM Experimental Results 
The heat flux and surface temperature results from the experiments conducted at 
UNM are shown in Figure 4 for Inconel, SS316, and FeCrAl. Input power converted to 





Figure 3: Nodalization diagram of RELAP5-3D model 
 
 




the peak of the heat flux curves being lower than the peak of the applied power curves, as 
well as by the rewetting heat flux spikes after the transient. The occurrence of DNB leads 
to the sharp reduction in heat flux and the overshoot in tube surface temperature for all 
three materials. The slightly negative heat flux in Figure 4(a) after the test was complete 
is due to axial conduction of heat out of the test section. In all cases, rewetting occurs 
when liquid water recontacts the heated surface after CHF is reached and causes the heat 
flux to rise again. This phenomenon allows for the tube surface temperatures to approach 
the initial temperature after the power transient has ended. The greater degree of 
subcooling in the SS316 case caused the tube temperature to return to the initial 
temperature much faster than in the Inconel and FeCrAl cases. Based on the test section 
geometries, material densities, and integral of the power curves, the energy deposition in 
each sample per gram of cladding is 100.7 J/g, 240.6 J/g, and 270.6 J/g for Inconel, 
SS316, and FeCrAl, respectively. The energy deposition in the SS316 and FeCrAl  
samples is within the range of energy deposition achieved in the PATRICIA PWR 
transient experiments of 201 to 331 J/g of cladding [95].  
3.3.2 Code-to-Experiment Comparisons 
Figure 5 shows the heat flux predicted by RELAP5-3D and CTF compared to the 
heat flux calculated in the experiments for Inconel, SS316, and FeCrAl. Results from 
both codes show that CHF was exceeded in all three cases. In the Inconel 600 case, 
RELAP5-3D and CTF overpredicted the CHF point relative to the experiment. Rewetting 
occurred in the CTF model before any post-CHF effects were observed, but CTF output 
files confirm that CHF was reached and post-CHF heat transfer regimes were briefly 
entered. CHF was underpredicted by the simulations in the SS316 case, and even more so 
in the FeCrAl case. In these cases, only RELAP5-3D shows rewetting behavior that is 
somewhat representative of the experimental rewetting behavior. The tube outer surface 
temperatures measured in the experiment and predicted by CTF and RELAP5-3D are 
shown in Figure 6 for all three materials. Because CHF was overpredicted by the codes in 
the Inconel 600 case, the tube temperature was underpredicted relative to the 












Figure 5: Comparison of experimental and simulated heat flux for (a) Inconel, (b) SS316 

















Figure 6: Comparison of experimental and simulated tube outer surface temperatures for 






led to an overshoot in tube surface temperature predictions. In the FeCrAl case, the 
temperatures calculated by RELAP5-3D and CTF approach the melting point of most 
FeCrAl alloys, which is approximately 1500C [131].  
Table 2 quantifies the percent error of the simulated predictions relative to the 
experimental values using the MHF and PCT as the two FoMs. Relative error 
calculations are performed with temperatures converted to Kelvin. Note that the MHF 
and the CHF were not necessarily equivalent in the experimental results, but typically 
were in the simulated results. Further discussion on the separation of MHF and CHF is 
provided in Section 3.5 of this chapter. In the Inconel case, the codes overpredicted the 
MHF by approximately 25%, leading to an underprediction of PCT by 27.5% to 31.8%. 
RELAP5-3D and CTF underpredicted the MHF in the SS316 case by 8.16% and 20.0%, 
respectively, causing both codes to overpredict the PCT by 70% to nearly 100%. The 
MHF was underpredicted by the codes by approximately 50% in the FeCrAl case, 
causing an approximately 45% to 52% overprediction in the PCT.  
As were shown in Figure 5 and Figure 6, CTF and RELAP5-3D predicted 
different CHF and temperatures than the experiments and also predicting CHF and 
temperatures different from each other. It is worth noting that the differences in cladding 
temperature predictions between CTF and RELAP5 for an RIA-like event are not 
uncommon, as demonstrated by predictions of cladding temperature for the nuclear safety 
research reactor (NSRR) VA-1 experiment using a variety of computer modeling tools 
[132]. Figure 7 shows the CHF predictions within each code as a function of time. Note 
that RELAP defaults to a CHF of 0.0 when no power source is applied. Despite both 
codes using the 2006 Groeneveld look-up table, the predictions made by RELAP5-3D 
and CTF are clearly different from each other. 
Because the Groeneveld look-up table is a function of absolute pressure, mass 
flux, and equilibrium quality, differences in CHF predictions by RELAP5-3D and CTF 
may be explained by differences in calculations for these hydrodynamic parameters. 
Figure 8 shows the simulated predictions for these hydrodynamic parameters for the 
FeCrAl case only. Also included in Figure 8 are the predictions for vapor void fraction, 























Experiment 1.463 - 369.5 - 
RELAP5-3D 1.798 22.9 192.8 -27.5 
CTF 1.828 25.0 165.2 -31.8 
     
SS316 
Experiment 2.659 - 539.8 - 
RELAP5-3D 2.442 -8.16 1111.7 70.3 
CTF 2.128 -20.0 1336.6 98.0 
     
FeCrAl 
Experiment 3.713 - 856.2 - 
RELAP5-3D 2.110 -43.2 1360.9 44.7 



















Figure 7: CHF predictions by RELAP5-3D and CTF using the Groeneveld look-up table 

















Figure 8: RELAP5-3D and CTF predictions for (a) pressure, (b) mass flux, (c) 







follows a similar trend as equilibrium quality. The hydrodynamic predictions between the 
two codes differ significantly from each other, which would then lead to differences in 
CHF prediction using the Groeneveld look-up table. CTF predicts a much larger spike in 
pressure during the power transient, while RELAP5-3D shows larger oscillations in mass 
flux and even shows the flow rate going negative. This is because the two infinite 
volumes in the model maintain the initial conditions throughout the transient, so the 
conservation of mass and momentum leads to large oscillations in mass flux. 
Another source of error is that the lowest pressure in the Groeneveld look-up table 
is 100 kPa absolute, and RELAP5-3D and CTF extrapolate differently to predict CHF at 
84 kPa. The 2006 look-up table is 15 pressure values by 21 mass flux values by 23 
equilibrium quality values; CTF duplicates the outer boundaries of the table to create a 
17-by-23-by-25 matrix of values so that any parameter outside of the table limits are 
always extrapolated as constant values. RELAP5-3D uses a correction factor based on the 
ratio of water properties at the pressure of interest to water properties at 100 kPa, and 
then multiplies this correction factor by the CHF predicted at 100 kPa.  
3.4 Sensitivity and Uncertainty Analysis of FeCrAl Heat Transfer 
Coefficients and Material Properties 
Two sensitivity studies were performed using the RELAP5-3D FeCrAl model and 
RAVEN to elucidate the predicted impact of heat transfer coefficients and material 
thermal properties on CHF and PCT. The motivation behind the sensitivity studies is to 
determine if uncertainties in heat transfer correlations and material thermophysical 
properties can help explain the discrepancies between the experimental data and 
computer model predictions, as well as the differences in CHF for different materials. 
Both sensitivity studies also show the impact of the CHF multiplier, which is a linear 
multiplier that is applied to the CHF value predicted using the Groeneveld look-up tables. 
While the impact of a CHF multiplier may seem obvious, it is included in these studies as 
a means to reflect the enhancement of CHF that occurs during transient heating 
processes. The magnitude of the CHF enhancement is dependent on the heating rate used, 




rate. Two sensitivity studies were performed because a separate effects relationship 
between the input parameters and FoMs, CHF and PCT, was desired. Uniformly-
distributed, discrete parameters were used in both sensitivity studies to ensure the 
parameter space of interest was covered while also not assuming any prior knowledge of 
how each parameter is distributed. This is an initial study that is intended to be 
informative, and the results presented here could be used to inform future parametric 
studies. Note that the CHF and MHF are always equivalent in the RELAP5-3D FeCrAl 
models.  
3.4.1 Sensitivity Case 1: Heat Transfer Coefficient and the CHF Multiplier 
RELAP5-3D heat structure input allows for the use of multipliers on heat transfer 
coefficients and CHF predicted by their respective correlations. In the base model, it was 
found that the flow regimes entered during the transient are laminar forced convection, 
turbulent forced convection, nucleate boiling, transition boiling, and film boiling. 
RAVEN was used to vary multipliers on the heat transfer coefficients for these flow 
regimes, as well as the CHF value predicted by the Groeneveld look-up table.  
The multiplier values over which the sensitivity study was performed were chosen 
in several ways. Laminar and turbulent forced convection regimes were only entered 
before and after the power transient, and it was not expected that these would have much 
impact on CHF. Therefore, the multipliers were arbitrarily varied from 0.7 to 1.3 to 
confirm this expectation. It was shown in the UNM experiments that the nucleate boiling 
heat transfer coefficient for FeCrAl could be as much as double the value for Zircaloy 
[6], so the nucleate boiling heat transfer coefficient multiplier was varied from 1.0 to 2.0 
to determine if this effect could have an impact on CHF. The film boiling heat transfer 
coefficient measured in the experiment was approximately 1/3 of the value predicted in 
the RELAP5-3D base model, so the film boiling heat transfer coefficient multiplier was 
varied from 0.3 to 1.0. The Chen-Sundaram-Ozkaynak correlation [133] is used to predict 
the transition boiling heat transfer coefficient, and, while the average deviation of the 
correlation from experimental data is 16%, some data points vary from experimental data 




multiplier was varied from 1.0 to 2.0. The CHF multiplier was ranged from 1.0 to 2.0, 
which was the maximum CHF enhancement observed over the steady state value in the 
RIA transient experiments by Bessiron [95]. Regardless of the range of values tested, the 
goal of the study was to determine the overall dependence of CHF and PCT on these heat 
transfer coefficients.  
In total, 13,608 combinations of heat transfer coefficients and CHF multipliers 
were tested. Figure 9 shows CHF as a function of each multiplier. All 13,608 data points 
are shown in each subplot of Figure 9, and a linear fit to the data is also plotted to show 
how CHF depends on each multiplier. As shown in the figure, CHF somewhat depends 
on the transition boiling heat transfer coefficient and strongly depends on the CHF 
multiplier. The impact of the transition boiling heat transfer coefficient multiplier is a 
result of CHF and the transition boiling regime being reached elsewhere in the tube 
before it is reached at the center node (recall that all presented results are from the center 
node of the test section). The combination of enhanced transition boiling heat transfer and 
CHF being reached elsewhere before the center node leads to enhanced heat transfer 
throughout the entire tube relative to the base model. The enhanced heat transfer delays 
DNB at the center node and increases the CHF.  Figure 10 shows the sensitivity of PCT 
to each of the heat transfer coefficient and CHF multipliers.  
The PCT decreased as the transition and film boiling heat transition coefficient 
and CHF multiplier were increased. This occurs because transition and film boiling are 
the flow regimes that occur post-CHF, so increased heat transfer during this period would 
decrease the maximum temperature reached. Increasing the CHF multiplier would also 
lead to a decrease in PCT because more heat is transferred out of the tube before the CHF 
is reached, so the post-CHF temperature excursion is less severe.  
3.4.2 Sensitivity Case 2: FeCrAl Thermophysical Properties 
For this case, several thermophysical properties of FeCrAl were varied, including 
volumetric heat capacity and thermal conductivity, within the uncertainty ranges of those 
properties. The sensitivity of CHF to thermal effusivity and thermal diffusivity was also 






























Variation of the CHF multiplier is again included to reflect the enhancement in CHF 
caused by a transient heating process and to ensure that the experimental CHF is reached. 
A total of 4,275 combinations were explored to help understand the sensitivities. In this 
case, a main effects technique was used in which the impact of a single input is shown by 
averaging the output across all other input variables [134].  
The thermal conductivity and specific heat capacity of FeCrAl were obtained 
from a handbook on FeCrAl properties published by ORNL [5]. The theoretical density 
limits of Fe-13Cr-6Al using Equations (7) and (8), where xi is the weight percentage of  
each component in an alloy and i is the density of each component in an alloy, are 6.98 
g/cm3 and 7.47 g/cm3, respectively.  




𝜌 =  ∑ 𝑥𝑖𝜌𝑖  (8) 
These theoretical density values were used as the limits of the density in the sensitivity 
study, with the average of the two limits being 7.225 g/cm3. Kanthal reports the density 
of several FeCrAl alloys with similar chemical compositions to Fe-13Cr-6Al to be 
approximately 7.20 to 7.30 g/cm3 [135], confirming these limits. Thermal conductivity 
and specific heat capacity limits were based on the uncertainties of measurements 
reported in the FeCrAl handbook [5]. The sensitivity study limits on volumetric heat 
capacity, which is the product of density and specific heat capacity, is then the product of 
the lower and upper limits of these two parameters.  
 Thermal effusivity, e, and thermal diffusivity, , are calculated from thermal 
conductivity and volumetric heat capacity, as shown in Equations (9) and (10). Thermal 
conductivity, density, and specific heat capacity are sampled in this study, and thermal 
effusivity and diffusivity are calculated at each sampled combination of k, 𝜌, and Cp.   








Figure 11 shows CHF as functions of the CHF multiplier, thermal conductivity, 
volumetric heat capacity, thermal effusivity, and thermal diffusivity, respectively, and 
shows that CHF is sensitive to all of the tested parameters and increases with each of 
them except for the volumetric heat capacity. The sensitivity of PCT is shown in Figure 
12. From the figure, PCT decreases as the volumetric heat capacity increases, which also 
causes a decrease in PCT as thermal effusivity increases, but an increase in PCT as 
thermal diffusivity increases. An increase in the CHF multiplier also led to a decrease in 
PCT, while varying thermal conductivity appeared to have little impact on PCT.  
3.4.3 Best Match Parameters 
Using the results from the sensitivity studies, the RELAP5-3D simulations using 
FeCrAl alloy that best matched the experimental results were able to be determined using 
three FoMs. The MHF and PCT were again used as FoMs, as was the total integral heat 
flux deposited into the tube. The integral heat flux was used as an analog to represent the 
total energy deposited in the test section. A RELAP5 run that had the minimum relative 
error from the experiment was determined for each FoM. Additionally, a run was 
identified that had the minimum root-mean-square error (RMSE) for all three FoMs in 
order to find the input parameters that gave the best overall match to the experimental 
results. Several extra criteria were used in determining the best overall match to the 
experiment: 
1. The relative MHF error could not exceed 3.5%, which is within the repeatability 
range of the experimental MHF obtained by UNM [6]. 
2. The magnitude of the rewetting heat flux spike occurring after the power transient 
could not exceed the heat flux during the power transient, which would not be 
consistent with physical expectations.  
3. PCT could not exceed 1500C, which is the approximate melting temperature of 
FeCrAl [131]. Temperatures above 1500C are physically incorrect since the test 













Figure 11: Sensitivity of CHF to (a) the CHF, (b) thermal conductivity, (c) volumetric 












Figure 12: Sensitivity of PCT to (a) the CHF, (b) thermal conductivity, (c) volumetric 






The best match plots based on the Sensitivity Case 1 parameters for heat flux and 
surface temperature are shown in Figure 13 and Figure 14, respectively. Figure 13 
includes a subplot that is zoomed in around the power transient. The run with the 
minimum RMSE predicted the PCT nearly as well as the run with the minimum PCT 
error, so the lines overlap in Figure 14. Because CHF/MHF (the two are equivalent in the 
RELAP5-3D simulations for the FeCrAl case) is relatively insensitive to the heat transfer 
coefficient multipliers, the CHF multiplier is the key parameter in matching the 
experiment. Table 3 lists the parameters used in run #756, which provided the best 
overall match to the experiment by having the minimum RMSE. Table 4 lists the relative 
error of each FoM from run #756 to the experimental values, as well as its RMSE. The 
PCT relative error is calculated with the temperatures in Kelvin. Compared to the base 
model results previously presented in Table 2, the PCT error decreased from 44.7% to 
36.52% and the MHF error improved from -43.2% to 3.22%. It is important to note that 
the uncertainty in the measured CHF value is about 8%, so this relative error in MHF is 
within the uncertainty of the measurement itself.  
Figure 15 and Figure 16 show comparisons of the experimental results to the best 
match cases from Sensitivity Case 2 for heat flux and surface temperature, respectively. 
Again, the minimum RMSE run predicted PCT almost as well as the run with the 
minimum PCT error, so the lines overlap. In this case, run #4155 was the best overall 
match to the experiment based on minimum RMSE. Table 5 lists the thermophysical 
parameters used in run #4155, and  Table 6 lists the error values relative to the 
experiment. As shown by Table 5, the CHF multiplier is still the major factor in matching 
the experimental MHF. The MHF error of 1.24% is better than both the base model error 
of -43.2% and the Sensitivity Case 1 error of 3.22%. Variation of thermal conductivity 
and volumetric heat capacity and their derived quantities brought the relative error of the 
PCT down from 44.7% in the base model to 27.02%. The MHF and RMSE values are 
smaller than in Sensitivity Case 1 involving heat transfer coefficient multipliers, which 






Figure 13: Comparison of experimental heat flux to the best matches for each FoM from 
Sensitivity Case 1 
 
Figure 14: Comparison of experimental surface temperature to the best matches for each 






Table 3: Parameters used in the Best Match Combined run from Sensitivity Case 1 
Parameter Value 
hlaminar multiplier 1.3 
hturbulent multiplier 0.7 
hnucleate multiplier 1.0 
htransition multiplier 2.0 
hfilm multiplier 1.0 




Table 4: Relative error of the Best Match Combined run from Sensitivity Case 1 
FoM Relative Error (%) 
MHF 3.22 
PCT 36.52 






Figure 15: Comparison of experimental heat flux to the best matches for each FoM from 





Figure 16: Comparison of experimental surface temperature to the best matches for each 




Table 5: Parameters used in the Best Match Combined run from Sensitivity Case 2 
Parameter Value 
k multiplier 1.06 
Cp multiplier 1.14 
e multiplier 1.10 
 multiplier 0.93 




Table 6: Relative error of the Best Match Combined run from Sensitivity Case 2 
FoM Relative Error (%) 
MHF 1.24 
PCT 27.02 





3.5 Discussion  
The two sensitivity studies presented in this chapter show that CHF is not very 
sensitive to heat transfer coefficients but is much more dependent on the CHF multiplier 
and thermal properties. Based on these dependencies, a close match to the experimental 
results could be obtained in terms of MHF and integral of the heat flux (analog to energy 
deposition). The RELAP5-3D simulation from Sensitivity Case 2 that best matched the 
experiment in terms of minimum RMSE was still conservative when predicting the PCT, 
although the time required for the tube temperature to return to the initial value was 
smaller in the RELAP5-3D results than in the experiments. The main reason for the 
conservative PCT predictions is the width of the heat flux pulses in the experiment 
compared to the simulations. In the experiments, the heat flux pulse width was always 
wider than in the simulations, which means more heat is transferred out of the tube and 
into the coolant during the power transient. The narrow heat flux pulse width and large 
drop in heat flux due to the CHF being reached in the computer models means that more 
energy is going to be stored in the tube, leading to a greater PCT.  
The broader heat flux pulse width measured in the experiments is caused by the 
much greater rate of change in the post-CHF heat flux predicted by RELAP5-3D. In the 
UNM experiments, it was shown that after CHF was reached, the reduction in heat flux is 
significant but occurs relatively slowly. By classical definition, the CHF is both the 
maximum heat flux possible under given conditions and the heat flux at which DNB 
occurs. In the experiment using FeCrAl, it was found that these two points were not 
necessarily the same. The occurrence of DNB was determined by finding the point at 
which the rate of change of the inner surface temperature of the tube rapidly increased, 
which indicates the formation of a vapor blanket and the start of the post-CHF 
temperature excursion. After the occurrence of DNB, which is regarded as the CHF point, 
there is a 1-second period where the heat flux slightly increased to the MHF before 
drastically decreasing.  
When the CHF is reached in the computer models, heat flux instantaneously 
drops, and at a much faster rate than measured in the experiment. This effect is clearly 















 Figure 17: Comparison of heat flux and inner surface temperature between the 






the CHF and MHF points from the UNM FeCrAl experiment and a model from 
Sensitivity Case 2. Figure 18 shows the time rate of change of the heat flux (𝑑𝑞′′ 𝑑𝑡⁄ ) and 
cladding inner surface temperature (𝑑𝑇/𝑑𝑡) around the time of CHF and MHF being 
reached in the FeCrAl experiment. Figure 18 shows that there is a noticeable increase in 
𝑑𝑇/𝑑𝑡 and decrease in 𝑑𝑞′′ 𝑑𝑡⁄  at both the CHF and MHF points identified in Figure 17. 
This phenomenon was only observed in the FeCrAl experiment, not in the Inconel or 
SS316 experiments. CHF and MHF were equivalent to each other in the Inconel and 
SS316 experiments.  
Figure 19 shows the heat flux, cladding inner surface temperature, 𝑑𝑞′′ 𝑑𝑡⁄ , and 
𝑑𝑇/𝑑𝑡 around the CHF for Inconel and SS316. There is no evidence in any of these 
subplots that there is a reduction in heat flux due to DNB occurring before the maximum 
measured heat flux. It is worth noting that in the FeCrAl experiment, the MHF is 
approximately 6.5% greater than the CHF, which is within the uncertainty of the 
experimental temperature measurement and heat flux calculation. It could also be 
postulated that an unstable vapor layer formed at the CHF point identified in the FeCrAl 
experiment, which then reflooded and reformed with stability at the MHF. 
After CHF occurred, the heat flux through the Inconel test section began to 
decline but did not drastically drop until approximately 0.2-0.25 seconds after the CHF 
was reached. From the Inconel time derivative subplot shown in Figure 19, it is shown 
that the change in heat flux and cladding temperature over time remains relatively 
constant in the tenths of seconds before and after CHF is reached. In the SS316 
experiment, heat flux also declined after CHF was reached, but shows a jump in heat flux 
starting at 10.1 seconds. This suggests reflooding occurred, even if only temporarily, and 
is further evidence that unstable vapor layers are forming and rewetting before a stable 
layer is developed. Regardless of the cause of the discrepancy between CHF and MHF 
found in the FeCrAl experimental data, a key takeaway from Figure 17 through Figure 
19, along with the computational results previously presented in Figure 5, is that after 
CHF is reached, the computational tools predict a much faster rate of change in heat flux 
than is experienced in reality. From this takeaway and the best match results presented in 





Figure 18: Time rate of change of heat flux and cladding inner surface temperature 




Figure 19: Heat flux and temperature around the CHF (top) and time rate of change of 







correct CHF, they will overpredict the PCT due to the faster rate of heat flux decline.  
The observations on the differences between experimental and simulated CHF 
and post-CHF behavior is a novel contribution of this work. Additionally, the sensitivity 
studies that elucidate on the effects of FeCrAl cladding material properties and predicted 
heat transfer coefficients are a new contribution to the literature. This work highlights 
several areas of experimental and computational development need. There is currently no 
correlation in existence that can predict the enhancement of CHF during a heating 
transient, or the rate of heat transfer decline after CHF has been reached. This study is a 
preliminary heat transfer evaluation that is useful for informing future work, and its 
primary contribution is pointing out the areas of research need in order to increase the 






























ASSESSMENT OF CASL VERA FOR BWR ANALYSIS AND 
APPLICATION TO SIC/SIC CHANNEL BOX 
4.1 Background 
CASL has been developing VERA to improve the accuracy of LWR modeling 
through the coupling of subsidiary computational tools that employ multiphysics 
techniques and a high-fidelity discretization structure [118]. VERA has previously been 
validated for PWR analysis [123], [124]. However, application of VERA to BWR 
analysis is under development, and this capability has not yet been fully validated against 
experimental data or benchmarked against other modeling tools [125]. This study was 
motivated by the need identified in the literature to perform very high-fidelity coupled 
assessments of ATF materials in BWRs [36].  
This study has two objectives, the first of which is to provide an initial assessment 
of VERA’s capability to perform BWR analysis by comparing results calculated for 
models based on the Peach Bottom Unit 2 reactor to those calculated by other widely-
used modeling tools for a select set of progression problems. This set of progression 
problems is a novel contribution to the literature. The second objective of this study is to 
use VERA to evaluate modern BWR fuel assemblies with SiC/SiC composite channel 
boxes, which is a potential ATF core structural material concept for reasons identified in 
Section 2.2.2. The importance of this work is grounded in the need for increased accuracy 
in modeling predictions that can improve the economic competitiveness of nuclear 
power, as well as the need for advanced modeling tools that can solve complex and novel 
problems. An example of such a problem is the unique contribution demonstrated in this 
paper to determine high fidelity neutron flux and temperature boundary conditions for 
stress and deformation analysis of SiC/SiC channel boxes in BWRs. 
Motivation for the assessment of VERA lies in the foundational objectives of 
CASL, which was established to improve the economic competitiveness of nuclear power 




the integration of subsidiary nuclear modeling tools into VERA [136]. Several example 
approaches for increasing the competitiveness of nuclear energy include uprating nominal 
reactor power, achieving higher burnup and fuel cycle lengths, and extending the lifetime 
of nuclear power plants. However, each of these approaches may increase the likelihood 
and/or severity of operational occurrences, such as grid-to-rod fretting, PCI, DNB, CIPS, 
and CILC [52]. Any of these phenomena may increase the probability of cladding or fuel 
failure during normal operation and accident scenarios, which has operational and safety 
related consequences. Current modeling tools used in industry and for reactor licensing 
purposes either lack the multiphysics integration or the spatial fidelity required to fully 
capture the localized effects caused by these phenomena, which can result in large 
uncertainties and overly conservative safety margin estimates. This drives the need for 
tools like VERA, which, compared to current regulatory-grade modeling tools, uses 
higher-order neutron transport and thermal hydraulic solution methods and a higher-
fidelity spatial discretization scheme. These advanced modeling features suggest that 
VERA could be integrated into the nuclear industry to improve the accuracy of reactor 
performance predictions and reduce costs [136], [108].  
Multiphysics simulators like VERA must undergo an extensive validation and 
verification (V&V) procedure to ensure safety margin estimates for nuclear reactors are 
produced with a high level of confidence. This procedure includes V&V exercises first 
for each of the single-physics tools, followed by additional exercises for the multiphysics 
coupling of those tools. V&V is supplemented by uncertainty quantification to define the 
confidence bounds of predicted safety margins [137]. VERA has undergone this 
procedure for PWR applications, with the final demonstration being a simulation of 20 
years of the Watts Bar Nuclear Power Station Unit 1 operating history [123], [138].  
This V&V process is yet to be performed for VERA’s application to BWR 
analysis, although the primary VERA codes leveraged in the current study, MPACT and 
CTF, have undergone single-physics assessments. Kochunas, et al., [139] compared 
eigenvalue predictions from MPACT for Peach Bottom fuel assemblies to the KENO 
Monte Carlo code from the SCALE framework [140], and demonstrated MPACT’s 




Avramova [141] compared CTF pressure drop and void fraction predictions to data 
contained in the Japanese Nuclear Power Engineering Corporation (NUPEC) BWR 
database, and also summarized other BWR-relevant validation exercises performed using 
the COBRA-TF line of codes from which CTF originates. Parametric studies were 
performed by Avramova, et al., [142] and Gorton, et al., [143] that showed single and 
two-phase turbulent mixing coefficients and interfacial drag coefficients significantly 
contribute to uncertainties in void fraction distributions. The current study is the first to 
assess VERA’s capability to perform multiphysics evaluations of BWR fuel assemblies 
and is an integral part of the broader V&V process that VERA must go through to be 
applied with confidence for BWR applications.  
 The code-to-code comparisons in this study are made for steady-state BWR 
performance parameters and two-group nuclear cross sections for BWR fuel lattices. A 
set of code-to-code progression problems was developed with increasing complexity to 
perform the comparisons, analogous to past efforts in the literature for PWRs. The 
modeling tools used for the comparisons are the U.S. NRC’s reactor kinetics code 
PARCS/PATHS and the Monte Carlo particle transport code, Serpent [18]. VERA’s 
primary subsidiary tools that are employed in the comparisons and in the evaluation of 
SiC/SiC channel boxes are MPACT and CTF. The few-group nuclear cross section data 
used in PARCS in this study are provided by MPACT, which has its own cross section 
libraries.  
PARCS/PATHS was chosen as the computational tool to compare VERA against 
because it is considered state-of-the-art for coupled regulatory analysis in the United 
States and is the NRC’s primary tool for BWR depletion analysis [106], [107]. It is worth 
noting that PARCS has been coupled to other regulatory thermal hydraulic solvers, 
including RELAP5 [144] and TRACE [145]. However, PATHS offers faster simulation 
times compared to these other thermal hydraulic solvers, and a comparative study by 
Wysocki, et al., [106] showed that PATHS is able to predict steady-state BWR 
performance similarly to both TRACE and SIMULATE-3, a nodal diffusion code with 
thermal hydraulic feedback that is commonly used in industry for BWR analysis [146].   




comparisons against MPACT because it is a continuous-energy Monte Carlo code that 
has been employed in a wide range of nuclear applications. Validated continuous-energy 
Monte Carlo tools are known to be more accurate than deterministic solvers because no 
approximations are made in cross section energy dependence and exact geometries can be 
modeled without introducing discretization error. Still, deterministic solvers are typically 
preferred for large scale multiphysics applications due to reduced computational burden 
and faster runtimes compared to Monte Carlo methods [99], hence the selection of a 
deterministic code in VERA. In this context, Serpent is used to verify the two-group cross 
sections generated by MPACT using infinite 2-D fuel lattice models, an exercise that has 
been carried out with Serpent for a number of deterministic codes with LWR applications 
[147], [148], [149].  
While the code-to-code comparisons use historical Peach Bottom BWR fuel 
assembly designs with typical Zircaloy-4 channel boxes, a section of this chapter is 
dedicated to a high-fidelity, multiphysics evaluation of modern BWR fuel assembly 
designs equipped with accident tolerant SiC/SiC channel boxes. This type of analysis can 
only be performed with a tool like VERA and would be impossible to carry out with the 
same level of output resolution using current regulatory tools. This portion of the study 
not only demonstrates the advanced capabilities of VERA, but also furthers ATF research 
and development efforts.  
4.2 BWR Model Descriptions and Study Organization 
This section details the BWR models developed for this work and the general 
organization of the study. Section 4.2.1 details the Peach Bottom fuel assembly models 
that were used for the code-to-code comparisons between MPACT and Serpent for two-
group cross sections and between VERA and PARCS/PATHS for steady-state reactor 
performance parameters. Section 4.2.2 describes a sixteen-assembly mini-core model 
developed in VERA that comprises of modern BWR fuel assembly designs with SiC/SiC 
channel boxes. Analysis of the mini-core model with VERA is intended to highlight the 
tool’s advanced modeling capabilities and potential utilization of VERA for ATF 




organization of this study and reiterates the role that each computational tool plays in this 
analysis.  
4.2.1 Peach Bottom Fuel Assembly Model Descriptions 
The BWR fuel assembly designs used for the code-to-code comparison part of 
this study are based on the six types of fuel assemblies used in cycles 1 and 2 of the 
Peach Bottom Unit 2 reactor [8]. Assembly types 1 through 3 contain 7×7 fuel pin 
lattices, and types 4 through 6 contain 8×8 fuel pin lattices. Types 1 through 5 have a 
heated length of 365.76 cm, while type 6 is a lead test assembly (LTA) design with a 
heated length of 381.00 cm and contains natural uranium blankets at the top and bottom 
of the assembly. Of the six assemblies, type 1 is the simplest and contains a single fuel 
loading pattern for the entire assembly and contains no gadolinia. The other five fuel 
assemblies have four or five gadolinia-containing rods, and assembly types 2, 3, and 6 
have axially-varying fuel loading patterns. Grid spacers are not considered for this 
analysis, and none of the Peach Bottom BWR fuel assemblies have part-length rods. 
Zircaloy-4 is used as the channel box material for all Peach Bottom fuel assembly 
models. Additional geometric parameters of the fuel assembly designs are given in Table 
7, which were used in the VERA, Serpent, and PARCS/PATHS models. Each fuel 
assembly model used for the VERA-to-PARCS/PATHS comparison had identical 
boundary conditions, which are listed in Table 8. The assembly power of 4.31 MW and 
coolant mass flow rate of 16.904 kg/s were calculated by dividing the total rated core 
power and flow rate by the 764 assemblies in the Peach Bottom 2 core.  
For the VERA-to-PARCS/PATHS comparisons, reflective boundary conditions 
were used on the radial sides of the assemblies, while axial leakage was allowed on the 
top and bottom of the models. Seventy-three axial nodes were used in each assembly 
model in both computational tools. On the fuel pin level, 8 azimuthal angles and 8 radial 
regions were used for modeling fuel rods in MPACT. Eight fuel rings were used in CTF’s 
conduction model in each rod, while 10 rings were used in PATHS’s homogenized fuel 
conduction model. By default, PARCS/PATHS provides radially averaged outputs at 



























1 7×7 0.61849 0.01524 0.08128 0 
2 7×7 0.60579 0.01524 0.09398 0 
3 7×7 0.60579 0.01524 0.09398 0 
4 8×8 0.52832 0.01143 0.08636 1 
5 8×8 0.52832 0.01143 0.08636 1 




Table 8: Peach Bottom fuel assembly boundary conditions 
Parameter Value 
Power (MW) 4.31 
Coolant Mass Flow Rate (kg/s) 16.904 
Outlet Pressure (Bar) 71.36 












This means that PARCS/PATHS can provide centerline, average, and surface fuel 
temperatures, averaged power profiles, and average coolant properties, while VERA 
provides radial fuel pellet temperatures in each rod, axial power distributions for each 
rod, and coolant properties in each sub-channel. Due to the finer mesh used in the VERA 
models, additional computational resources were used to run the models. All VERA and 
PARCS/PATHS models were ran on ORNL computing clusters, where VERA used 64 
cores over two computing nodes, while PARCS/PATHS used a single core. 
To ensure a direct comparison, the CTF models were designed to use the default 
temperature-dependent polynomials used for UO2 and Zircaloy-2 thermal conductivities 
in PATHS. A constant pellet-cladding gap heat transfer coefficient of 5700 W/m2-K was 
used in both CTF and PATHS, as was the Churchill wall friction correlation [150]. The 
Lellouche-Zolotar model [151] was used in PATHS for subcooled boiling, while the 
Chen model [152] was used in CTF. Neither PARCS/PATHS nor the version of VERA 
used for this analysis currently has the capability to explicitly model the bypass region 
that exists between BWR fuel assemblies, meaning that the models were considered to be 
adiabatic. Bypass flow modeling is currently under development by CASL. 
4.2.2 Description of Modern BWR Fuel Assembly and Mini-Core Models 
The neutronic and thermal-hydraulic capabilities in VERA were used to obtain fast 
neutron flux and temperature profiles in BWR fuel assemblies. The BWR models created 
in VERA are based on a modern 10×10 fuel pin lattice design. The geometry of the BWR 
fuel assembly models used for this study is based on the geometric data detailed in the 
thesis by Ferroni [153], as are the power, pressure, and coolant mass flow rate. Seven axial 
zones were used in the computer models, each of which contains a unique fuel loading 
pattern [49]. Reflective boundary conditions are used, making the models used in this study 
representative of assemblies near the center of the reactor core.  
Thermal properties of irradiated SiC-SiC [49] were implemented in the CTF input 
decks for the channel box. The channel box was modeled as heat slabs were to the sub-
channels along the periphery of the assembly in CTF. A 47-group neutron cross-section 




continuous cross-section library), a 0.1 MeV cutoff was used for tallying fast neutron flux 
[36]. This cutoff is not available in the 47-group library, while the nearest fast neutron 
cutoff energies available in the current analysis are 0.067 MeV and 0.183 MeV. Single fuel 
assembly models with a SiC-SiC channel box were modeled using both cutoffs to show the 
impact on fast flux tallies.  
VERA is capable of modeling the cruciform control blades used in BWR cores. 
This study provides fast neutron flux and temperature distributions in cladding and the 
channel box for three cases: the control blade fully withdrawn, the control blade halfway 
inserted, and the control blade fully inserted. The control blade design implemented in the 
models is on the design used in the LaSalle Unit 1 reactor [154]. Figure 20 shows a 2-D 
cross-sectional view of the single BWR assembly model used for this study and includes 
the control blade. Different colored fuel pins within the figure indicate different levels of 
235U enrichment. For demonstration purposes, the same power is used for all the three cases 
of control blade position in the fuel assembly. 
For the accident-tolerant SiC/SiC channel box analysis, a mini-core model was 
developed in VERA that consisted of sixteen identical BWR fuel assemblies. Each 
assembly contains a 10×10 fuel pin lattice, two large water rods, seven distinct axial fuel 
regions with varying fuel enrichments and gadolinia content [155], and seven grid 
spacers. Modern 10×10 BWR fuel assemblies often feature part-length rods, however, 
this modeling feature is still under development in VERA. As a workaround, part-length 
rods were modeled as full-length rods that have extremely low fuel density and 235U 
enrichment (both values on the order of 10-6) in the regions where the part-length rods 
would have disappeared. The neutronic impact of this workaround is negligible, but it 
will have some impact on thermal hydraulic calculations in CTF. Seventy-five axial 
nodes were used in the mini-core model, and 5 conduction rings were used in the CTF 
fuel model to shorten run times. Eight azimuthal angles and 8 radial regions were again 
used in MPACT for modeling the fuel rods.  
The mini-core is arranged into a 4×4 array of fuel assemblies with a cruciform 
control blade modeled in the center of the core. As was the case for the single fuel 












Figure 20: Cross section of the single fuel assembly model with the control blade (shown 








reactor [154]. Typical UO2 fuel and Zircaloy-2 cladding were used, along with the default 
thermal properties for these materials in CTF, while SiC/SiC was used as the channel box 
material. Because the thermal conductivity of SiC/SiC degrades under irradiation, the 
thermal properties of preirradiated SiC/SiC were used [49] in CTF. The dynamic pellet-
cladding gap conductance model in CTF was turned on for this analysis, and heat transfer 
from the channel box to the coolant in the bypass region was not modeled. Although the 
bypass region was not explicitly modeled, VERA automatically adjusts the flow rate in 
each fuel assembly so that the same axial pressure drop is experienced across all 
assemblies in the mini-core. Due to the symmetry of the model, results are presented 
from a single control cell (cluster of four fuel assemblies), which is shown in Figure 21, 
where “Asm” is short for “assembly.” Note that these analyses of modern fuel assemblies 
are the only portion of this study that utilize SiC/SiC channel boxes.  
4.2.3 Summary of Modeling Tools and Study Organization 
This study can be broken down into three primary segments: 
1. Two-group cross section comparisons between MPACT and Serpent for BWR fuel 
lattices 
2. Comparison of steady-state performance parameter predictions between VERA and 
PARCS/PATHS for legacy BWR fuel assemblies 
3. Analysis of modern BWR fuel assemblies with SiC/SiC channel boxes using VERA 
The two-group cross section comparison is a neutronics-only study and is 
presented in Section 4.3. The purpose of this comparison is to show how well MPACT 
can generate few-group cross sections to be used in nodal diffusion codes compared to a 
widely-used, continuous-energy Monte Carlo code. Comparisons of steady-state BWR 
performance parameter calculations are made between VERA and PARCS/PATHS in 
Section 4.4.1. These comparisons assess VERA’s ability to model BWR fuel assemblies 
relative to a regulatory-grade tool. The high-fidelity outputs provided by VERA are post-
processed to match the output fidelity of PARCS/PATHS in order to make direct 
comparisons between the two modeling tools. To better illustrate VERA’s modeling 




























presented in Section 4.5. The purpose of this analysis is to present a unique study that can 
only be performed with a tool like VERA with high-fidelity and high-order modeling 
capabilities while also providing an evaluation of an accident tolerant material that is 
useful in and of itself. This demonstration that VERA can carry out an analysis of a novel 
problem that currently-used regulatory tools are unable to perform incentivizes its use in 
the broader nuclear industry. Figure 22 provides a graphical summary of the three 
primary components of this paper. Note that historical Peach Bottom fuel assembly 
designs are used for the code-to-code comparisons, meaning that Zircaloy-4 is used as the 
channel box material, while modern BWR fuel assembly designs with SiC/SiC channel 
boxes are used for the fast neutron flux and temperature calculations with VERA. 
4.3 Few-Group Cross Section Comparisons 
Three fuel loading patterns from the six fuel assembly types were modeled as 
infinite 2-D lattices in MPACT and Serpent to verify MPACT’s ability to generate few-
group macroscopic cross sections from a lattice physics calculation using a finer energy 
group structure. Fuel loading patterns from assembly types 1, 3, and 5 were used for this 
comparison, and were chosen because these lattices cover a range of design complexity. 
The loading patterns from assembly types 1 and 5 are the only loading patterns used in 
these assemblies, while the loading pattern from type 3 only extends a portion of the 
assembly length and is referred to as lattice type D by Larsen [8]. Each MPACT 
calculation utilized a 51-group cross section library, and a fuel temperature of 900 K, 
coolant temperature of 548 K, and a void fraction of 40% were used as boundary 
conditions for all lattice calculations in both Serpent and MPACT. These comparisons are 
made for fresh fuel only. 
 Table 9 shows a comparison of 𝑘∞ and Figure 23 shows comparisons of 
macroscopic cross sections pertinent to two-group diffusion calculations calculated by 
Serpent and MPACT for the three lattices examined. The differences in 𝑘∞ in Table 9 are 
given in units of percent millirho (pcm), where 1 pcm is equal to 1×10-5 Δ𝑘. A transport-
corrected, zeroth-order Legendre polynomial expansion for scattering (the TCP0 









































Type 1 1.04502 1.04786 284 33 
Type 3 1.06067 1.06039 38 36 
Type 5 1.08141 1.08445 304 31 
 
Figure 23: Comparison of cross sections from Serpent and MPACT for assembly types a) 





excluded from the figure and is discussed separately. Results are presented as a ratio of 
the Serpent-predicted value to the MPACT-predicted value, so values close to 1.0 
indicate better agreement. Because Serpent is a Monte Carlo code, the statistical 
uncertainty in the cross section predictions is propagated into the ratios.  
The Group 1 scattering cross sections include within group scattering (Σ𝑠,1→1) 
and upscattering from Group 2 (Σ𝑠,2→1). For Σ𝑠,1→1, the Serpent-to-MPACT ratios are 
1.036, 1.966, and 1.962 for assembly types 1, 3, and 5, respectively, and have negligible 
uncertainties. In a two-group energy structure, MPACT assumes there is no upscatter, 
while Serpent calculated Σ𝑠,2→1 cross sections of 6.879×10
-4 1/cm, 1.049×10-3 1/cm, and 
1.107×10-3 1/cm for types 1, 3, and 5, respectively. The calculated uncertainty for each 
of these values is more than 100%, meaning that MPACT’s assumption of no upscatter 
falls within the range of possible values predicted by Serpent.  
When the statistical uncertainty in the Serpent calculations are taken into account, 
most of the Group 1 cross sections match within a few percent. In Group 2, Serpent 
consistently predicted macroscopic cross sections that were approximately 10-20% 
greater than those predicted by MPACT. In terms of the multiplication factor, the tools 
matched within about 304 pcm or less. Some of the differences may be accounted for by 
the use of different cross section library versions, since MPACT used an Evaluated 
Nuclear Data File Version B (ENDF/B)-VII.1 library [156] while Serpent used an 
ENDF/B-VII.0 library [157]. The largest discrepancy occurs for the within group 
scattering cross sections, Σ𝑠,1→1 and Σ𝑠,2→2, specifically in the cases where gadolinia is 
present. For assembly types 3 and 5, Serpent predicted a nearly 100% larger Group 1 
self-scattering cross section and approximately 50% greater Group 2 self-scattering cross 
section. To address the differences in scattering cross section predictions, two additional 
higher-order P2 approximation for scattering. In one case, the same 51-group cross 
section library was used, and in the other case, a 252-group cross section library was 
used. Figure 24 shows the Serpent-to-MPACT ratio for the various cross sections using a 
51-group library and the P2 approximation in MPACT.  














Figure 24: Comparison of cross sections calculated by Serpent and MPACT for 










change significantly, but the Group 2 self-scattering cross section ratio dropped from 
1.495 to 1.061. Additionally, the Group 1 self-scattering cross section ratio decreased 
from 1.966 to 1.039, showing significantly better agreement between the codes. For 𝑘∞, 
however, the difference between the Serpent and MPACT predictions increased from 28 
± 36 pcm to 163 ± 36 pcm. The final MPACT case, which used the P2 approximation and 
a 252-group cross section library, showed marginal improvement over the case using P2 
and 51-group library in terms of cross section agreement, but the difference between 
Serpent and MPACT decreased to just 1 ± 36 pcm. These cross section differences may 
lead to somewhat harder spectrum predictions in MPACT since each of the predicted 
thermal cross sections were less than those predicted by Serpent, and the lower transport 
cross section in MPACT will decrease axial streaming.  
4.4 VERA to PARCS/PATHS Comparisons 
4.4.1 Code-to-code Comparison of BWR Analysis  
Comparisons of a number of neutronic and thermal hydraulic parameters were 
made between VERA and PARCS/PATHS for the six Peach Bottom BWR fuel 
assemblies described in Section 4.2.1. To perform these comparisons, PARCS/PATHS 
requires two-group cross sections and other diffusion parameters generated by a reactor 
physics code for a given reference state and a number of branch cases with different 
thermal hydraulic parameters. For this study, MPACT was used in standalone mode to 
generate these parameters, which include two-group cross sections, the diffusion 
coefficient, and assembly discontinuity factors. The MPACT models used a 252-group 
cross section library, the TCP0 approximation for scattering, and reflective boundary 
conditions on the radial sides of the assemblies but vacuum conditions on the top and 
bottom. The reference state used a coolant temperature of 548 K, a fuel temperature of 
900 K, and a void fraction of 40%. Six coolant density branches were calculated with 
void fractions of 0%, 10%, 30%, 50%, 70%, and 90%, and three fuel temperature 
branches were calculated off of the reference state and each density branch using fuel 
temperatures of 500 K, 1500 K, and 2500 K. Additionally, two coolant temperature 




of 561 K and fuel temperature of 900 K. This branch structure more than encapsulates the 
recommendation by the NRC for BWR analysis using PARCS/PATHS [158].  
For each fuel assembly type, keff, relative power profile, void fraction, outlet 
equilibrium quality, average fuel temperature, and coolant pressure drop are compared. 
Because PARCS/PATHS uses a single radial node per fuel assembly, the pin-resolved 
results from VERA had to be radially averaged to match the fidelity of PARCS/PATHS. 
For fuel pin parameters, such as relative power and fuel temperature, the values were 
simply averaged at each axial level. Sub-channel area was used as a weighting factor 
when averaging void fraction and pressure because the corner and side subchannels have 
different areas than inner sub-channels, while sub-channel coolant mass flow rate was 
used to weight the quality. Figures shown in this section are only for assembly types 1 
and 2 since the single fuel loading pattern of type 1 and the gadolinia content and axially-
varying fuel loading pattern of type 2 make these assemblies representative of all six 
assembly types. A table is used to quantify the differences between the two modeling 
tools for all six assembly types.  
Figure 25 shows the comparison of relative power and keff  between VERA and 
PARCS/PATHS for assembly types 1 and 2. Comparisons for void fraction, coolant 
pressure, and average fuel temperature for the two assemblies are shown in Figure 26 
through Figure 28, respectively. Figure 26 also lists the outlet equilibrium quality 
predicted by PATHS and CTF, and Figure 27 also lists the total pressure drop. 
Qualitatively, PARCS/PATHS predicted a greater peak relative power and greater peak 
fuel temperature for both fuel assemblies. The exit void fraction was slightly greater in 
PARCS/PATHS for both cases, although the void fraction predicted by VERA was 
greater at lower axial regions. The same outlet equilibrium quality was predicted by both 
modeling tools, and VERA predicted a greater pressure drop for the two assemblies 
shown. Table 10 is shown below to better quantify the differences between the two tools 
for all six assembly types. The differences in keff are presented as absolute differences in 
units of pcm while all other differences are all relative to the values predicted by 
PARCS/PATHS. It should also be noted that the computing time of the VERA models on 





Figure 25: Comparison of relative power and keff for assembly types 1 (left) and 2 (right) 
 
 
Figure 26: Comparison of void fraction and outlet equilibrium quality for assembly types 


























in maximum fuel 
temperature (%) 
Relative 
difference in exit 
void fraction (%) 
Relative 
difference in 
pressure drop (%) 
1 271 4.44 0.98 -3.41 
2 409 6.24 0.95 -3.27 
3 153 17.80 1.13 1.35 
4 235 6.65 1.28 -4.37 
5 197 7.26 1.28 -4.36 











PARCS/PATHS models run in approximately 1 second. However, PARCS requires few-
group cross sections that are generated using a separate lattice physics code and 
converted into the PARCS format, while VERA has its own cross section data libraries. 
From Table 10, it is shown that a greater multiplication factor was predicted by 
PARCS/PATHS for all six assembly types, and the differences are within several 
hundred pcm. In terms of axial power profiles, the RMSE across all six fuel assemblies 
and all axial locations between the two modeling tools is 10.36%. PARCS/PATHS also 
predicted a greater peak fuel temperature for all six assembly types. For most of the 
assemblies, the agreement in peak fuel temperature was from 4% to 7%, however, the 
tools differed by nearly 18% for assembly type 3. In terms of void fraction, 
PARCS/PATHS predicted a greater exit void in all cases by about 1.3% or less, but, as is 
shown in Figure 26, VERA predicted greater void at lower axial regions in the fuel 
assemblies for all six cases. VERA predicted a greater total pressure drop in four out of 
the six cases, and relative differences of 1.14% to 4.37% were demonstrated for all 
assembly types.  
4.4.2 Discussion on VERA-to-PARCS/PATHS Comparisons 
Further discussion on the code-to-code comparisons made in Section 4.4.1 is 
provided here to provide additional understanding on the differences between the 
predictions from the two modeling tools. Some differences between results from VERA 
and PARCS/PATHS may be expected based on the different methodologies used each in 
of the codes. Recall that PARCS uses the diffusion approximation with few-group cross 
sections, while MPACT uses MOC to solve a 2-D radial, 1-D axial approximation to the 
3-D Boltzmann transport equation and a much finer energy group structure. CTF solves 
conservation equations for each of the three fluid fields (liquid film, liquid droplets, and 
vapor) modeled in the code, while PATHS uses the drift flux model. Also, both PARCS 
and PATHS homogenize fuel assemblies into a single radial node, while MPACT and 
CTF use a higher-fidelity spatial mesh. Comparisons of detailed transport and 
homogenized diffusion solutions for BWRs performed by Tada et al. [159] showed 




pcm. Although assembly discontinuity factors, which were used in this analysis, have 
been shown to significantly reduce the discrepancy [160], some differences between 
PARCS/PATHS and VERA predictions are expected to occur due to different spatial 
meshes, energy group structures, and solution methodologies.  
Discrepancies similar to those presented in this paper between PARCS/PATHS 
and VERA have been shown before between other commonly used modeling tools and 
experimental and reactor data. Comparisons of thermal hydraulic results for a BWR fuel 
assembly were made by Wysocki et al. [106] using PATHS, TRACE, and SIMULATE. 
The results from that study showed that PATHS predicted the lowest void fraction in the 
lower axial regions of the assembly but predicted the greatest exit void fraction out of the 
three modeling tools. Validation work for CTF has shown that compared to measured 
data from several two-phase flow experimental facilities, CTF often overpredicts two-
phase pressure drop and void fraction in the bubbly and slug flow regimes [161], [141]. 
The study by Wysocki et al. [106] also presented a comparison of axial power profiles 
from a BWR core that were measured using a traveling in-core probe (TIP) and 
calculated using PARCS/PATHS that showed a 9.9% RMSE across all TIP measurement 
locations, which is similar to the RMSE for relative power predicted between VERA and 
PARCS/PATHS of 10.36%. Yarsky et al. [107] also compared PARCS/PATHS power 
profiles to TIP data from Edwin Hatch Unit 1, Cycle 2 and found that compared to the 
measured data, PARCS/PATHS always predicted a greater peak power as well as a lower 
relative power at the top and bottom nodes of the model. Each of these observations are 
consistent with those made in the present study.  
The observed differences in relative power and void fraction between the codes 
and measured data will have cascading effects on other key parameters and on each other. 
Relative power directly impacts fuel temperature and void fraction, which then impacts 
pressure drop and relative power due to increased neutron absorption. To understand the 
first-order cause of the discrepancies between VERA and PARCS/PATHS, standalone 
neutronics and thermal hydraulics calculations were performed for assembly type 1. 
Figure 29 shows a comparison of relative power and keff predicted by MPACT and 





Figure 29: Comparison of relative power and keff predictions from MPACT and PARCS 





Figure 30: Comparison of void fraction and outlet equilibrium quality predicted by CTF 











Figure 32: Comparison of average fuel temperature predicted by CTF and PATHS for 





show comparisons of void fraction, pressure, and average fuel temperature, respectively, 
calculated by CTF and PATHS using the power profile calculated by the MPACT model. 
For this particular set of boundary conditions, the difference in keff predictions is 
58 pcm and the RMSE in relative power across all axial nodes is 0.92%, while the RMSE 
for the coupled analysis of assembly type 1 shown in Figure 25 was 2.60%. The relative 
difference in peak fuel temperatures predicted in the standalone CTF and PATHS models 
is 2.02%, less than half of the relative error found in the coupled analysis for assembly 
type 1. CTF and PATHS each predicted a smaller pressure drop in standalone mode 
compared to the coupled values, although the relative difference in pressure drop is  
-3.35%, similar to the -3.41% difference observed in the coupled case. In terms of void 
fraction, the predictions from CTF and PATHS are essentially identical to those from the 
coupled analyses using VERA and PARCS/PATHS. Contributing factors to the 
discrepancies between the modeling tools are the use of different subcooled boiling 
correlations, different solution methodologies, and different spatial resolution. Void 
fraction discrepancies likely cause the differences in pressure drop because of the use of 
two-phase friction multipliers used in both CTF and PATHS. The improved agreement 
for relative power, keff, and fuel temperature with little change in pressure drop and void 
fraction predictions suggest that void fraction discrepancies are the primary cause of 
other discrepancies found in the coupled cases.  
Another potential source of the discrepancies between the VERA and 
PARCS/PATHS results is the CASL mission and philosophy from which VERA was 
designed. CASL was established to improve the economic competitiveness of nuclear 
energy by more accurately predicting nuclear reactor performance [136]. Historically 
speaking, conservative and best-estimate approaches have been employed in nuclear 
reactor modeling and simulation, which can predict safety margins that are overly 
cautious and thereby induce additional costs [108]. While some conservatism is removed 
through the use of coupled methodology, like that of PARCS/PATHS, some accuracy is 
still lost due to the lack of spatial fidelity. VERA was developed with high-fidelity spatial 
resolution with the intention to reduce reactor operational costs by further increasing 




potentially result in stronger negative feedback from local void and fuel temperature. It is 
possible that some of the discrepancies between VERA and PARCS/PATHS, which 
showed that VERA always predicted lower relative power and peak fuel temperatures, 
may be the result of reduced conservatism from higher-order multiphysics solution 
methods and finer spatial resolution.  
4.5 SiC/SiC Channel Box Analysis using VERA 
4.5.1 Evaluation of SiC/SiC Channel Box 
Figure 33 through Figure 35 show the 3-D spatial distribution of the fast neutron 
flux in a BWR channel box for the fully withdrawn control blade, the partially inserted 
control blade and the fully inserted control blade positioning, respectively. The 
distributions using the 0.067 MeV and 0.183 MeV neutron energy cutoffs are both 
shown, as is the percent difference between using these two different energy cutoff 
values. The difference in fast flux between the two cutoffs is spatially dependent and 
ranges from approximately 4% to 17%, depending on the control blade position. All four 
sides of the channel box are shown for a clear visualization of the radial heterogeneity in 
the flux distributions. The side numbers correspond to those that were shown in Figure 
20. Figure 36 through Figure 38 show the temperature distributions in the channel box for 
the fully withdrawn, partially inserted, and fully inserted control blade positions, 
respectively.  
Figure 33 through Figure 38 show that there is significant axial variation in the 
fast flux and temperature, regardless of the control blade position. The axial gradient is 
most pronounced when the control blade is partially inserted, since this position causes a 
top-heavy power shape in the fuel assembly. The radial gradient in fast flux and 
temperature becomes most pronounced when the control blade is fully inserted because 
the power is most depressed along the two sides of the assembly adjacent to the control 
blade wings. Linearly interpolating between the maximum flux values calculated using 
the two different neutron energy cutoffs (1.804 × 1014 neutrons/cm2-s for the 0.067 MeV 
cutoff and 1.502 × 1014 neutrons/cm2-s for the 0.183 MeV cutoff) gives an estimate of the 










Figure 33: Fast neutron flux distribution in a SiC-SiC channel box using a 0.067 MeV 
cutoff (top), 0.183 MeV cutoff (bottom), and the percent difference in flux between the 















Figure 34: Fast neutron flux distribution in a SiC-SiC channel box using a 0.067 MeV 
cutoff (top), 0.183 MeV cutoff (bottom), and the percent difference in flux between the 

















Figure 35: Fast neutron flux distribution in a SiC-SiC channel box using a 0.067 MeV 
cutoff (top), 0.183 MeV cutoff (bottom), and the percent difference in flux between the 









































approximately 25% less than the peak fast flux calculated in previous work using CTF 
and Serpent [36]. The difference in peak flux values is caused by using a 3-D method 
with pin-resolved thermal hydraulic feedback in this study versus a 2-D method using 
interpolation and averaged thermal hydraulic parameters in the previous study. 
The sixteen-assembly mini-core model which contains the control cell previously 
shown in Figure 21 was ran with SiC/SiC channel boxes surrounding each fuel assembly. 
Only the case with a fully inserted control blade using 0.067 MeV as the fast neutron 
cutoff energy has been considered. Fast neutron flux in the channel boxes ranges from 
8.34×1011 to 4.24×1014 neutrons/cm2-s with an average value of 1.81×1014 neutrons/cm2-
s. Figure 39 shows the relative difference of the fast neutron flux from the average value 
in the SiC/SiC channel boxes. The assembly number designations correspond to those in  
Figure 21 with Assembly 4 (prominent on the right-hand side of the figure) being closest 
to the control blade location and Assembly 1 (prominent on the left-hand side of the 
figure) being the farthest from the control blade The flux gradient ranges from an 
approximately -99% to 135% difference from the average value, and the figure highlights 
the significant axial and radial gradient in fast flux that contributes to channel box 
deformation. Three-dimensional distributions of temperature in the SiC/SiC channel 
boxes are shown in Figure 40 with the control blade fully inserted. 
Figure 39 and Figure 40 show the expected behavior caused by the control blade: 
the fast flux and temperature are lowest on right-hand side of the figures, which depict 
the two faces of Assembly 4 nearest the blade. Gradients in the fast neutron flux are the 
first order cause of channel box deformation, so these results indicate that the Assembly 4 
channel box may undergo the most deformation since it has the greatest radial fast flux 
gradient. Additionally, temperature gradients are the cause of residual deformation once 
irradiation swelling occurs in the entire channel box, so Assembly 4 may also have the 
largest degree of post-saturation deformation. However, further analyses are required to 
confirm these hypotheses.   
The purpose of calculating these fast neutron flux and temperature distributions is 
to use them as boundary conditions in other computational assessments of SiC/SiC 















is caused by irradiation swelling and is a strong function of fast neutron flux gradients. 
The fast flux and temperature distributions shown in Figure 33 through Figure 38 were 
used as boundary conditions in an Abuqus finite difference model developed by Singh et 
al. [17] that utilized fast flux dependent correlations to calculate channel box deformation 
over time. Figure 41 shows the total lateral displacement calculated by Singh et al. [17] 
as a function of time for each control blade configuration and fast flux energy cutoff.  
At a high level, this analysis highlights the advanced modeling features available 
in VERA while also assessing a potential ATF concept. Although a specific case study is 
presented here, these results pave the way for a number of future studies that take into 
account other spatial and temporal effects such as control blade history, fuel assembly 
location within the core, and core shuffling. A primary contribution of this study is an 
initial assessment of an advanced multiphysics modeling tool through comparisons to 
currently used regulatory analysis and Monte Carlo tools. The comparisons were 
favorable and add confidence to the use of VERA for BWR applications. Following the 
assessments, VERA was used to generate temperature and fast neutron flux boundary 
conditions in SiC/SiC channel boxes in both single and multiple fuel assmebly models for 
a variety of control blade configurations. The generation of these boundary conditions 


















Figure 41: Total lateral displacement of SiC/SiC channel box as a function of time and 














REACTOR PERFORMANCE AND SAFETY CHARACTERISTICS 
OF THN-UN FUEL CONCEPTS IN A PWR 
5.1 Motivation for ThN-UN 
Among the ATF candidates considered in research and development efforts are 
composite fuels with UN as one phase. UN fuel provides several advantages over UO2, 
most notably a significantly higher thermal conductivity and higher uranium density. UN, 
though, is known to chemically react and deteriorate in water, and has been shown to do 
so under water pressure and temperature representative of LWR operating conditions 
[66], [67], [162], [163]. To combat the reactivity of UN with water, research efforts have 
investigated the benefits of mixing UN with other fuel forms, such as UO2 [164], [165] 
and another ATF candidate, U3Si2, driven by the hypothesis that UO2 or U3Si2 may shield 
UN from degradation in water [26], [166], [163]. However, later experiments at the Los 
Alamos National Laboratory showed that U3Si2 may pulverize and wash out when 
exposed to PWR coolant chemistry within 30 days at 300C and can be severely 
degraded after 1 hour of coolant exposure at 350C [162], [167].  
Another potential composite phase that may shield UN from reacting with water 
is ThN. The potential benefits and challenges of a thorium-based fuel form were 
highlighted in Section 2.2.3. To reiterate, the primary benefits of ThN are its thermal 
conductivity that is greater than both UO2 and UN and its high melting point. The high 
thermal conductivity and melting point of both ThN and UN should lead to lower 
homologous temperatures in a reactor, thus increasing the thermal margin to fuel melt. 
Further, high thermal conductivity leads to reduced thermal stresses, energy storage, and 
fission product release in the fuel. Each of these characteristics are beneficial from a 
reactor performance and safety standpoint [9], [10], [32], [35]. However, thorium is not 
fissile or fissionable and must transmute to 233U to become fissile. The uranium in UN 
can provide the neutron source to cause the transmutation, but the introduction of thorium 




This chapter presents a preliminary analysis of homogenously mixed ThN-UN 
fuels in a typical PWR pin-cell model. MPACT was used to determine ThN-UN mixture 
ratios and corresponding 235U enrichments needed to match the cycle length of 
conventional UO2 fuel. For verification purposes, these cycle length calculations were 
compared with results from the Monte Carlo code Serpent. FTC, MTC, SBC, and control 
rod worth were all determined using MPACT. Further, a comparison of cycle length and 
reactivity coefficients for ThN-UN fuels that used natural nitrogen, which is almost 100% 
14N, and 100% enriched 15N was made. Finally, a thermal hydraulic performance 
comparison between the ThN-UN mixtures and the UO2 baseline was made that focused 
on homologous temperature. This comparison was made using the coupled neutronics 
and thermal hydraulics capabilities of MPACT and CTF within CASL VERA.  
5.2 ThN-UN Fuel Composition for UO2 Cycle Length Matching 
5.2.1 Pin-cell Model Descriptions 
Two-dimensional PWR pin-cell models were developed in MPACT to determine 
the combinations of ThN-UN and 235U enrichments needed to match the cycle length of a 
pin-cell with 4.90 wt% enriched UO2 using a 252-group ENDF/B-VII.1 nuclear cross 
section library [156]. The pin-cell models include a fuel pellet, helium-filled pellet-
cladding gap, Zircaloy-4 cladding, and coolant. Table 11 lists the dimensions of the pin-
cell model, which are based on the Westinghouse AP1000 design [168].  
The P2 approximation was used for scattering, and all models treated the 
232Th 
and 238U resonances explicitly rather than lumping them together. MPACT was chosen as 
the primary tool for this analysis due to its speed as a deterministic code, its LWR- 
focused development, and its ease of coupling to the thermal hydraulic sub-channel code 
CTF within CASL’s VERA. Reflective boundary conditions were applied on all sides of 
the model. After running the models, the burnup, cycle length, and infinite multiplication 
factors were adjusted by assuming a three-batch fuel management scheme and 3% 
neutron leakage, both of which are typical values for large PWRs [169], [170]. A fuel 
temperature of 900 K was used, and all other temperatures in the model were set to the 


















Table 11: Dimensions of PWR pin-cell model 
Parameter Value (cm) 
Fuel pellet radius 0.4096 
Pellet-cladding gap thickness 0.0084 
Cladding thickness 0.057 
Height 1.0 















was used in all models and is also equal to that of the AP1000. All 235U enrichments are 
given in units of wt% 235U /U, while ThN and UN weight fractions are relative to the 
weight of the entire fuel mixture.   
5.2.2 UO2 Cycle Length Matching and Comparison to Serpent Results 
The 235U enrichment required to meet the UO2 cycle length was determined for a 
100% UN case, a 20% (by weight) ThN-80% UN mixture, and a 40% ThN-60% UN 
mixture. Additionally, a mixture with maximized thorium content was determined by 
setting the 235U enrichment to 19.90% and adjusting the ThN and UN weight fractions 
(which also changes the density of the mixture) until the UO2 fuel cycle was met. Fuel 
cycle lengths were calculated using the linear reactivity model [169]. The UO2 cycle 
length was calculated to be 472 effective full power days (EFPDs), and the nitride-based 
fuel compositions were accepted if their cycle lengths matched this target value within 
3%. The density of UN and ThN can be found in a forthcoming paper by Parker et al. 
[63], where theoretical densities of 95% and 92% were used for UN and ThN, 
respectively. Equation (8), previously given in Section 3.4.2 and repeated here for 
convenience, was used to calculate the density of the mixtures, where 𝑥𝑖 and 𝜌𝑖 refer to 
the weight fraction and density of each constituent in the mixture, respectively.  
𝜌 =  ∑ 𝑥𝑖𝜌𝑖  (8) 
The nitride-based fuel compositions found to match the UO2 cycle length are listed in 
Table 12, which also lists the three-batch discharge burnup of the fuels, all of which are 
lower than the calculated UO2 discharge burnup of 56.06 GWd/t. Discharge burnup is 
lower for the UN and ThN-UN fuels because of their greater heavy metal loading (due to 
increased density) and increased absorption from 232Th, 238U, and 14N. Note that an 
increase in the neutron leakage above 3% would cause a larger reduction in the discharge 
burnup for the ThN-UN and UN fuel forms than for UO2 and would therefore increase 
the 235U enrichment needed in the ThN-UN and UN fuels to match the UO2 cycle length. 
These mixtures were determined using natural nitrogen, which is more than 99% 






























20.0 80.0 7.80 471 41.81 
40.0 60.0 11.10 472 43.68 
66.0 34.0 19.90 469 45.99 















its smaller absorption cross section in the thermal region compared to 14N [163], [171], 
but doing so increases production costs, and natural nitrogen is the current default in the 
VERA modeling suite. N-15 enrichment is also preferable because of the (n,p) reaction 
that occurs in 14N, which produces the radioactive 14C and poses a disposal issue. Brown, 
Todosow, and Cuadra [26] consider the neutronic penalty caused by using natural 
nitrogen rather than 15N enrichment. Section 5.3.2 of this article recalculates the 235U 
enrichments needed to match the UO2 cycle length for 20% ThN-80% UN, 40% ThN-
60% UN, and UN cases, as well as the maximum possible weight fraction of ThN for a 
235U enrichment of 19.90%  using 100% enriched 15N.    
Because MPACT is a deterministic code optimized for LWR analysis and traditional UO2 
fuel, the predictions of keff as a function of burnup for the ThN-UN mixtures are 
compared to predictions by the Monte Carlo code Serpent for verification. Figure 42 
shows a comparison of the three-batch multiplication factor throughout the cycle as 
predicted by MPACT and Serpent, as well as the absolute difference between the two 
codes in pcm for UO2, UN, and all ThN-UN mixtures. A neutron leakage of 3% is 
assumed in Figure 42. At beginning of cycle (BOC), the difference in keff between the two 
codes is 100–500 pcm for all cases. Brown et al. (2014) [163] show that differences in keff 
calculated by Serpent and TRITON for UN fuels of varying densities at BOC were 
between 290 and 327 pcm when a 238-group cross section library was used in TRITON. 
Serpent predicted a greater keff at BOC but a smaller keff at end of cycle (EOC) for all 
cases. Note that the Serpent continuous energy library is based on the ENDF/B-VII.0 data 
library [157], whereas the MPACT models used ENDF/B-VII.1 data, which may explain 
some of the differences between predictions from the two codes. The behavior trends 
between the two codes were consistent across each enrichment and fuel type considered. 
A comparison of the 232Th and 233U mass throughout the cycle calculated by MPACT and 
Serpent is shown in Figure 43. The relative difference in mass calculations between 
MPACT and Serpent is less than 1.2% for 233U and less than approximately 0.03% for 









Figure 42: Comparison of keff calculated by MPACT and Serpent for a) UO2, b) 20% 




















Figure 43: Comparison of 232Th and 233U mass as a function of burnup  










5.3 Fuel Performance of ThN-UN 
5.3.1 Flux Spectra Characterization and Reactivity Coefficients 
Normalized neutron flux spectra at BOC calculated using MPACT are shown in 
Figure 44 for the thermal and intermediate energy regimes and in Figure 45 for the fast 
energy regime. All spectra are typical of a thermal LWR, but UN has a harder spectrum 
than UO2 due to the greater amount of 
238U, and the ThN-UN fuels have an even harder 
spectrum than UN because of the presence of thorium. However, the neutron spectrum is 
softer for the ThN-UN mixed fuels at EOC compared to UN due to the build-up of 233U 
throughout the cycle. This is shown in Figure 46 where the BOC and EOC thermal and 
intermediate flux spectra are shown on the left axis for UO2, UN, and 66% ThN-34% 
UN. The EOC to BOC spectral ratios for the same three fuel types are plotted on the right 
axis of Figure 46 and show that 66% ThN-34% UN has the greatest EOC/BOC spectral 
ratio for neutron energies below approximately 1 eV. UN has the lowest EOC/BOC 
spectral ratio, meaning it hardened the most throughout the cycle. 
MPACT was used to calculate the FTC, MTC, SBC, and control rod worth, for 
each of the ThN-UN mixtures listed in Table 12. These calculations were performed as a 
function of burnup and compared to the UO2 reactivity coefficients. The FTC is shown in 
Figure 47, and the MTC is shown in Figure 48. Fuel temperatures of 800 K and 900 K 
were used to calculate the FTC, and moderator temperatures of 550 K and 585 K were 
used to calculate the MTC. The corresponding density of water at 550 K and 585 K were 
also included in the branch cases, so both spectral and density effects were captured. 
Figure 49 shows the impact of boron concentration on the MTC for the UO2 and 66% 
ThN-34% UN cases using soluble boron concentrations of 0, 500, and 1,000 ppm. The 
SBC is shown in Figure 50 and was calculated using boron concentrations of 0 and 1,000 
ppm at each burnup step. The pin-cell model described in Section 5.2.1 was used to 
calculate the FTC, MTC, and SBC. To calculate the control rod worth shown in Figure 
51, a 2-D quarter-symmetry 17 × 17 fuel assembly model with silver-indium-cadmium 

















Figure 46: Comparison of BOC and EOC thermal and intermediate flux spectra for UO2, 










Figure 48: Moderator temperature coefficient of UO2, UN, and ThN-UN fuels as a 





















Greater fuel density, increased parasitic absorption, reaction yields (e.g. 233U 
production), and evolution of the isotopics with burnup are all factors in explaining why 
the reactivity coefficients and control worth for the nitride fuel forms differ from UO2. 
Each of these fuels has a negative FTC for the entire cycle, which is a desirable safety 
feature. The FTC is similar in magnitude for each of the fuel types but is more negative 
for the nitride-based fuels than for UO2 because of the greater sensitivity of the 
reproductive factor, 𝜂, due to increased fuel density and increased resonance absorption 
from 238U and 232Th. Increased heavy metal loading in the UN and ThN-UN cases 
reduces the moderator-to-fuel ratio and enhances under-moderation. This is the primary 
cause of the more negative MTC for the nitride cases compared to the UO2 case. 
Production of 233U throughout the cycle and differences in BOC and EOC cross sections 
cause the ThN-UN mixtures to have a less negative MTC at EOC compared to UN. For 
example, at BOC, the 66% ThN-34% UN case has the largest thermal capture cross 
section and UN has the smallest out of the nitride-based fuels, but the opposite is true at 
EOC.  
Increased absorption causes the nitride-based fuels to have lower control rod 
worth and SBC than UO2. U-233 production and cross section evolution dictate the 
change in control worth with burnup for each nitride fuel. Additionally, each fuel type 
considered has a different equilibrium 135Xe concentration, which impacts the amount of 
parasitic absorption in the fuel and therefore impacts the reactivity coefficients and 
control worth. To further illustrate these points, the BOC and EOC two-group 
macroscopic capture cross sections (Σ𝑐) for each fuel type are shown in Table 13, and the 
mass of 135Xe in each pin-cell model as a function of burnup is shown in Figure 52. Table 
14 lists the ranges of reactivity coefficients for each fuel type found in this study and 
compares them to the limits specified in the AP1000 Design Control Document (DCD) 
[168]. Note that the AP1000 DCD limits take into account a range of fuel and moderator 
temperatures across varying operating conditions, whereas only 900 K and 800 K were 
used as fuel temperatures and 550 K and 585 K were used as moderator temperatures in 





Table 13: Two-group macroscopic capture cross sections for each fuel form at BOC and 
EOC 
Fuel 
Fast Energy Σ𝑐 (cm
-1) Thermal Energy Σ𝑐 (cm
-1) 
BOC EOC BOC EOC 
UO2 0.0223 0.0306 0.0837 0.1936 
UN 0.0310 0.0389 0.1476 0.3348 
20% ThN – 80% UN 0.0325 0.0396 0.1587 0.3228 
40% ThN – 60% UN 0.0322 0.0389 0.1684 0.3073 























Table 14: Comparison of reactivity coefficients to AP1000 DCD limits 
Case FTC (pcm/°C) MTC (pcm/°C) SBC (pcm/ppm) 
AP1000 DCD -6.3 to -1.8 -72 to 0 -13.5 to -5.0 
UO2 -3.3 to -2.5 -62.8 to -42.1 -6.5 to -5.6 
UN -3.4 to -2.8 -71.1 to -51.9 -4.1 to -3.0 
20% ThN – 80% UN -4.3 to -3.7 -68.5 to -57.5 -3.9 to -2.9 
40% ThN – 60% UN -4.7 to -4.1 -67.1 to -58.4 -3.8 to -3.1 




















All FTC and MTC values calculated in this study fall within the AP1000 DCD 
limits, but the boron coefficients for UN and the ThN-UN mixtures are less negative than 
the specified limits. The larger absolute values of the UN and ThN-UN MTCs, along with 
the significantly lower control rod worth for these fuels shown in Figure 51, may pose an 
issue with shutdown margin. Typically, a shutdown margin of 1.0–1.3% is required under 
all reactor conditions, the most limiting of which occur at cold moderator temperatures 
such as cold zero power or during a main steam line break in a PWR. In their analysis of 
a Th-MOX-fueled PWR core, Fridman and Kliem [172] also predicted a reduced boron 
worth and control rod worth in the Th-based fuels compared to a UO2 baseline. They 
addressed this problem by suggesting that the soluble boron be enriched to 40% 10B and 
by replacing control rods made of Ag-In-Cd, which is the more common control rod 
material in current PWRs, with control rods made of higher absorbing B4C. The nitride-
based fuels have less excess reactivity, as was shown in Figure 42, which may help 
compensate for the lower boron and control rod worth, but similar design changes may be 
required for a ThN-UN-fueled reactor. 
5.3.2 Impact of 100% Enriched 15N 
All results presented thus far in the study used natural nitrogen, which is primarily 
14N, in UN and ThN phases. Previous studies have shown that 15N enrichment boosts 
reactor and fuel performance over natural nitrogen since 14N is a significant neutron 
absorber at thermal energies [163], [26], [171]. The differences in fuel performance from 
using 100% enriched 15N in UN and ThN-UN fuels in terms of required 235U enrichment 
and RTCs are quantified in this section. 
The 235U enrichments required to approximately match the 4.90%-enriched UO2 
cycle length of 472 EFPDs are listed in Table 15. With 100% 15N, the relative decrease in 
required 235U enrichment for 20% ThN-80% UN, 40% ThN-60% UN, and UN from the 
natural nitrogen cases are 24.4%, 23.4% and 25%, respectively. The maximum possible 
ThN weight fraction increased from 66 wt% to 73.5 wt%, a relative increase of 11.4%. 
To illustrate the impact of 15N enrichment on RTCs, the 40% ThN-60% UN mixture and 

















20.0 80.0 5.90 475 
40.0 60.0 8.50 478 
73.5 26.5 19.90 480 





Figure 53: FTC for UO2, 40ThN-60UN with natural nitrogen  






-60% UN and 100% UN with natural nitrogen and 100% enriched 15N, as well as the UO2 
reference case. Similar comparisons are shown in Figure 54–Figure 56 for MTC, SBC, 
and control rod worth, respectively. There is little difference in FTC between the natural 
nitrogen and enriched 15N cases since this phenomenon is caused by the resonance 
broadening of the fertile and fissile material (primarily 238U and 232Th). The MTC is 
similar in magnitude between the natural nitrogen and enriched 15N cases since they both 
have approximately the same heavy metal loading and therefore the same moderator-to-
fuel ratio. The small increase in the MTC for the enriched 15N cases is due to a lower 
equilibrium 135Xe concentration. By enriching the fuel with 15N, the neutron flux 
spectrum softens, which increases the worth of soluble boron and the control rods for the 
ThN-UN and UN cases. The control worth increases less for UN because it is the denser 
fuel, and the absorption from 238U is greater than the combined absorption from 238U and 
232Th in the ThN-UN fuel. While the control worth is still not equivalent to that in a UO2 
system and is still outside of the AP1000 DCD limits, the shutdown margin issue is 
somewhat mitigated by 15N enrichment.   
5.3.3 Thermal Performance  
A 3-D fuel pin model was developed to evaluate the thermal performance of ThN-
UN fuels relative to UO2. The model utilizes VERA’s thermal–hydraulics–to–neutronics 
coupling capability between CTF and MPACT. The fuel pin design is based on the 
AP1000 design, with the power and coolant mass flow rate scaled for a single pin and 
four surrounding subchannels. The same power density in W/cm3 was used for all fuel 
forms. CTF’s dynamic gap conductance model was employed. Built-in thermal properties 
for Zircaloy-4 cladding were used for all cases, and built-in properties for UO2 were used 
for that case. Crossflow between the four CTF sub-channels was modeled using the CTF-
default single-phase mixing factor of 0.037. The thermal conductivity and heat capacity 
for ThN and UN found in the forthcoming paper by Parker et al. [13] were used, and the 
thermal properties for the ThN-UN mixtures were estimated for calculation purposes 
using the respective volume fractions of each phase. The thermal conductivity and 





Figure 54: MTC for UO2, 40ThN-60UN with natural nitrogen, and 40ThN-60UN with 





Figure 55: SBC for UO2, 40ThN-60UN with natural nitrogen, and 40ThN-60UN with 

















Figure 56: Control rod worth for UO2, 40ThN-60UN with natural nitrogen, and 40ThN-










models are shown in Figure 57 and Figure 58, respectively. 
Figure 59 presents the calculated axial dependence of homologous temperature in 
the fuel pin for the different fuel forms at BOC, and the maximum homologous 
temperature as a function of burnup for each fuel form is shown in Figure 60. The 
homologous temperature is the ratio of the maximum fuel temperature (fuel centerline 
temperature) to the melting (or disassociation) temperature of the fuel. For UO2 and  
100% UN, a melting temperature of 3,123.2 K (2,850°C) was used, and for the ThN 
mixtures, a melting temperature of 3,063.2 K (2,790°C) was used.  
The maximum homologous temperature reached at BOC was 0.34 for UO2, and it was 
between 0.18 and 0.20 for all UN and ThN-UN cases. As a function of burnup, the 
homologous temperature for UO2 peaks at approximately 0.42, but never gets above 0.21 
for UN or any ThN-UN mixture. The change in homologous temperature as a function of 
burnup is caused by the shifting relative power profile in the rod. Note that the same 
thermal properties for fuel were used at all burnup steps. The significantly lower 
homologous temperature obtained using UN and ThN-UN fuels illustrates the enhanced 
thermal safety margin and accident tolerance of nitride-based fuels over oxide fuels. 
Although this calculation was performed under normal operating conditions, the nitride-
based fuels may also have an improved safety margin during an accident scenario, thus 
reducing the likelihood of fuel melting and fission product release. An additional benefit 
from the greater thermal conductivity and smaller axial temperature gradient shown in 
Figure 59 is that there will be smaller thermal stresses induced in the fuel pellets and 
cladding, which may reduce the likelihood of pellet cracking and fission product release.  
5.4 Discussion 
A preliminary evaluation of composite ThN-UN fuel forms under normal PWR 
operating conditions was performed using CASL’s neutronics and thermal hydraulics 
tools MPACT and CTF within the VERA modeling suite. There are two primary drivers 
for pursuing this fuel form. First, ThN and UN both have high thermal conductivity 
compared to conventional UO2, which would provide performance and safety benefits in 
























phase, i.e. UN provides the external fissile material needed to transmute 232Th into 233U, 
while ThN may shield UN from chemically reacting with water. Further investigation is 
needed to understand these characteristics.  
For any ATF candidate fuel to be considered for real-world application, it must 
perform equally as well as UO2 in terms of fuel performance. Because of this 
requirement, ThN-UN mixtures and 235U enrichments were determined that matched the 
cycle length of UO2. Since it is not known what amount of ThN, if any, will prevent a 
ThN-UN composite fuel from degrading in water, several possible mixtures of ThN, UN, 
and 235U enrichment were determined. When natural nitrogen is used, the maximum ThN 
weight fraction obtainable while remaining under the proliferation limit of 20 wt% 235U 
enrichment was 66%, with the balance being UN. For a mixture consisting of 40% ThN 
and 60% UN, the required 235U enrichment was 11.10 wt%, and for a 20% ThN, 80% UN 
mixture, the required enrichment was 7.80 wt%. Pure UN required a 5.20 wt% 
enrichment to match the UO2 cycle length. N-15 enrichment was also considered, and the 
required 235U enrichments for 20% ThN-80% UN, 40% ThN-60% UN, and UN were 
5.90wt%, 8.50wt%, and 3.90wt%, respectively. Each of these enrichments is 
approximately 25% less than the enrichments needed for natural nitrogen, and the 
maximum possible weight fraction of ThN at 19.90 wt% enrichment increased from 66.0 
to 73.5%. 
Comparisons of reactivity coefficients between the nitride-based fuels and UO2 
showed that each of the RTCs and SBC were negative. However, the more negative MTC 
and smaller magnitude of the SBC and control worth for the nitride-based fuels prompt 
the need for a full-core shutdown margin calculation at a variety of reactor states and 
burnups. From an accident tolerance standpoint, the ThN-UN fuels exhibited a 
significantly lower homologous temperature compared with UO2 in PWR fuel rod and 
fuel assembly models. This suggests that ThN-UN may display better fission product 
retention, reduced energy storage, and less thermal stress and expansion. It is noteworthy, 
however, that this is a preliminary screening study focused on neutronic and thermal 
hydraulic performance. The progression of this concept relies on a number of additional 




performance. Further, experimental work is needed to characterize the degradation of 
ThN-UN fuel forms in a relevant PWR coolant chemistry environment. The results from 
the current study warrant future investigation of ThN-UN, but is intended to be an early-









REACTOR PERFORMANCE AND SAFETY CHARACTERISTICS 
OF UO2 WITH MO INSERTS 
6.1 Motivation 
The incorporation of non-fissile inserts into UO2 is being considered as a potential 
advanced low-enriched uranium (LEU) fuel form to increase heat transfer capabilities of 
LWRs [173]. The motivation for improving heat transfer capabilities with high thermal 
conductivity inserts is to improve short-term accident tolerance, improve fission product 
retention, and reduce the probability of PCIs, which can cause cladding burst and release 
fission products into the coolant. These benefits stem from the reduced fuel temperature, 
energy storage, and thermal stresses in the fuel caused by high thermal conductivity. 
Previous work on UO2-Mo fuel forms has focused primarily on the measured thermal 
conductivity of fabricated samples and the heat transfer performance of small-scale, 
single-physics models. Much less attention has been given to the neutronic impact of 
using Mo inserts, especially on the fuel assembly scale with multiphysics methods. 
Additionally, advanced additive manufacturing techniques allow for a wide array of 
possible insert geometries. There is a direct need for a method that can be used to 
systematically optimize the insert geometry in a way that maximizes heat transfer and 
neutronic performance.   
This work investigates nuclear reactor performance and safety characteristics of 
UO2 with high thermal conductivity Mo insert structures using multiphysics modeling 
techniques. The purpose of this study is to use scoping analyses to quantify the impact of 
using Mo inserts from neutronic and heat transfer standpoints. Attention is given to 
reactor performance and safety parameters, such as cycle length, self-shielding, RTCs, 
maximum fuel temperature, temperature gradients in the fuel, and stored energy in the 
fuel. The finite-element code BISON and the Monte Carlo particle transport code Serpent 
were used to perform sensitivity analyses on the Mo insert geometry to optimize the 




UO2 and Mo. Although BISON is often used as a fuel performance analysis tool, it is 
used in this context for heat transfer analysis only. This work addresses a knowledge gap 
in the literature by quantifying the impact of Mo inserts on reactor physics and heat 
transfer parameters. The scope of this work remains focused on the areas of neutronics 
and heat transfer performance for this novel fuel concept and is not intended to optimize 
the UO2-Mo design from a fuel performance standpoint.  
6.2 Methodology 
Sections 6.2.1–6.2.3 describe the methods used to evaluate Mo inserts in UO2. In 
Section 6.2.1, two combinations of Mo content and 235U enrichment were chosen based 
on their achievable cycle length compared with regular UO2. One combination remains 
below the United States commercial LWR enrichment limit of 5% 235U. The other case 
exceeds this enrichment limit and is studied to address the increasing interest in using 
HALEU in LWRs that are equipped with ATF materials and can safely operate at higher 
burnups [174].  
Once the Mo content and 235U enrichment combinations were chosen, two 
sensitivity studies were performed: one to determine the effect of insert geometry on 
initial neutron multiplication factors and one to determine the effect of insert geometry on 
the maximum fuel temperature. Section 6.2.2 describes the sensitivity analysis method, 
and Section 6.2.3 details the analyses performed to determine the reactor performance 
and safety of the UO2 with Mo inserts. Lastly, Section 6.2.4 summarizes the overarching 
process of the study and all of the computational tools used. 
6.2.1 Selection of Mo Content and 235U Enrichment 
To obtain a rough estimate of the maximum attainable Mo content in the fuel that 
can still match the cycle length of regular UO2, an infinite 2-D pin-cell model was used to 
calculate cycle length for homogeneously mixed UO2-Mo fuel ranging in Mo content 
from 0 to 30% by weight and 3 to 10% 235U enrichment. MPACT and a 252-group 
ENDF/B-VII.1 nuclear cross section library [120] [156] were used to perform these 
calculations. The pin-cell geometry was based on the Westinghouse AP1000 design 




The linear reactivity model [169] was used to calculate the cycle length in which 
the infinite neutron multiplication factor 𝑘∞ was adjusted for 4% reactivity leakage and 
the cycle length was adjusted for a typical three-batch loading scheme. The results are 
shown in the contour plot in Figure 61. Each contour line shows the relative difference in 
cycle length for a given Mo content and 235U enrichment combination against a reference 
value, which—in this case—was chosen to be the cycle length of UO2 that is 4.9% 
enriched. Any combination of Mo content and 235U enrichment along a given contour line 
has the same cycle length, and two combinations of Mo content and 235U enrichment 
were chosen as the focus of the remainder of the study.  
The first combination is 6.25wt% Mo and 4.9% 235U enrichment, which, from 
Figure 61, gives a cycle length that is equivalent to regular UO2 that is 4.0% enriched, or 
approximately 360 EFPD. The second combination is 15.0wt% Mo and 7.52% 235U 
enrichment, which gives the same cycle length as regular UO2 that is 4.9% enriched 
(approximately 451 EFPD). These combinations were chosen because the primary 
objective of this paper is to make a relevant comparison between the performance of 
UO2-Mo and typical PWR fuel.  
To verify the accuracy of the cycle length predictions made using MPACT, 
comparisons of neutron multiplication factor as a function of burnup were made for the 
two identified homogeneously mixed fuel forms using the Monte Carlo particle transport 
code, Serpent [18]. The difference in neutron multiplication factors for both fuel forms is 
shown in Figure 62. Some differences are expected because the MPACT cross section 
libraries are based on ENDF/B-VII.1 data [156], whereas Serpent uses ENDF/B-VII.0 
data [157]. The uncertainty in the Serpent results at each burnup step is approximately 20 
pcm. Figure 62 shows that Serpent predicted a greater neutron multiplication factor at the 
beginning of cycle (BOC) for both fuel designs. Serpent also predicted a faster depletion 
rate, so MPACT predicted a higher neutron multiplication factor later in the cycle. 
Agreement within several hundred pcm is considered acceptable for this scoping study, 
and Figure 62 shows that Serpent and MPACT agreed within this range for relevant 






Figure 61: Difference in cycle length of various combinations of Mo content and 235U 









6.2.2 Sensitivity Analysis Methods 
Sensitivity studies were performed using Monte Carlo and finite element models  
of a single AP1000 fuel pellet to determine the effect of the Mo insert geometry and the 
importance of geometric features on initial neutron multiplication factors and maximum 
fuel temperature. Serpent was used to perform the neutronics sensitivity study where the 
initial neutron multiplication factor was the FoM. The finite element code BISON was 
used to perform a heat transfer sensitivity study for which the maximum fuel temperature 
was the FoM. A greater initial neutron multiplication factor was assumed to correspond 
to a greater cycle length. This is a reasonable assumption for this study since all the fuel 
pellets tested have the same Mo content, 235U enrichment, and U density. These 
sensitivity studies also provide insight into the effect of the insert geometry on other 
phenomena—such as self-shielding, temperature gradients across the fuel, and energy 
storage in the fuel—which all have performance and safety implications. Additionally, 
results from the sensitivity studies reflect upon the validity of assuming homogeneously 
mixed UO2-Mo fuel pellets for purposes of scoping analysis and can be used to inform 
reactor analysis models for which homogenization may be required.  
Relatively simple geometries were considered for these studies in which disks 
extend radially from a central, vertically-oriented rod. Heat transfer in nuclear fuel rods is 
predominantly in the radial direction, and the work of Medvedev and Mariani [10] 
already focused on thin, radial disks stacked alternately with UO2 disks. Although this 
concept is simple from a manufacturing standpoint, a modification to the fuel rod loading 
process would be needed to alternate the UO2 and Mo disks within the cladding. The rod-
and-disk geometry considered in this study was selected because the axial structure may 
improve manufacturability using additive manufacturing and sintering techniques [175] 
and would not require any changes to how the fuel rods are loaded. Further, the axial 
structure eliminates the UO2 centerline region, which is the hottest region in a typical 
UO2 fuel pellet, and the disks provide a radial pathway for heat to move from the pellet to 
the coolant. Figure 63 shows how the rod-and-disk insert design alters the thermal 
resistance network in the fuel rod compared to a traditional UO2 fuel pellet, where ?̇? 


















Figure 63: Thermal resistance network in a) a typical UO2 fuel pellet and b) a UO2 fuel 













the sensitivity studies: the radius of the central rod, rc; the number of radial disks, nd; the 
radius of each disk, rd; and the thickness of each disk, td. An example of this insert 
geometry with two disks is shown in Figure 64. Only the 15.0wt% Mo and 7.52% 235U 
enrichment design was considered for the sensitivity studies, and the geometric variables 
were sampled so that the weight fraction of Mo was constant. 
A cumulative density function (CDF)-based sensitivity analysis method 
developed by Liu and Homma [176] was used for this study. The algorithm for this 
method for a generic model Y = f(x1, x2,.., xn) is as follows. 
1. For N runs, use random or pseudorandom (i.e., Latin hypercube [177]) sampling 
to choose all input variables and run the model. 
2. Calculate the unconditional CDF and the expected value of the output (i.e., E[Y]). 
3. While holding one of the input variables, xi, constant, randomly sample the other 
inputs and rerun the model to generate a new CDF. 
4. Repeat Step 3 for a randomly selected or pseudorandomly selected discrete set of 
possible values of xi until N model runs are performed. 
5. Calculate the area between each new CDF, called the conditional CDFs, and the 
unconditional CDF, A(xi).  
6. Calculate the expected value of A(xi) and calculate the sensitivity index, 𝑆𝑖
𝐶𝐷𝐹, 






7. Repeat Steps 3––6 for all input variables x1, x2,.., xn. A greater value of 𝑆𝑖
𝐶𝐷𝐹 
indicates a higher importance for that variable.  
For both sensitivity studies, nd was an integer varied from one to four disks, rc and 
td were both varied from 0.02 to 0.2 cm, and rd was varied from 20 to 100% of the fuel 
radius but was required to be greater than rc for a given geometry. The Mo fraction was 
also required to be constant at 15.0wt% for all cases, meaning three of the variables of 
interest could be randomly selected but the fourth variable had to be calculated from the 
other three. This interdependency of input variables negates the use of typical variance-



















techniques have been developed to handle models with dependent inputs [179] [180], 
variance-based sensitivity methods are still inapplicable due to the uniqueness of inputs 
that make one-at-a-time sampling impossible for this case. For example, if values of nd, 
rc, and rd are randomly selected, then there is the unique value of td that gives a geometry 
that meets the Mo fraction constraint; thus, it is impossible to hold three of the variables 
constant while only varying the fourth. However, the CDF-based method uses a 
complimentary strategy in which one variable is held constant and the other three are 
varied, which is possible for this case.  
Latin hypercube sampling (LHS) [177] was used for all variables to generate the 
unconditional CDF to improve the statistical accuracy. This stratified sampling strategy 
was also used to select the discrete set of inputs for each conditional case, but regular 
Monte Carlo sampling was used to pick the other variables in the conditional cases. LHS 
is used because it ensures the entire range of possible values is sampled and reduces the 
required number of runs for these high-fidelity computationally expensive models to 
obtain statistical accuracy. The variables that are not being held constant in each 
conditional case (Step 3 in the algorithm) are sampled using regular random sampling 
because the emphasis of the CDF-based sensitivity method is on the change in the CDF 
caused by the conditional variable, xi, not the other variables. Each sensitivity study was 
performed until the relative change in each sensitivity index per model run converged to 
less than 5 × 10-4 and a stability of importance ranking had been clearly demonstrated 
[181].  
The Pearson correlation coefficient [182] was also determined for each input 
variable to quantify the association between the initial neutron multiplication factor and 
maximum fuel temperature on insert geometry, as well as to add confidence to the 
importance rankings of the variables obtained using the CDF-based method. The Pearson 
correlation coefficient varies between -1 and 1 and quantifies the linear association 








The closer the magnitude of 𝜌(𝑥𝑖 , 𝑌) is to 1, the stronger the linear association between xi 
and Y. The value of the Pearson correlation coefficient does not necessarily indicate the 
importance of a variable and is used in this study only as a secondary measure of the 
relationship between each input variable and the FoMs.  
 The insert geometries that performed the best and worst in the sensitivity studies 
(i.e., the geometries that gave the highest and lowest initial neutron multiplication factor 
and the lowest and highest maximum fuel temperature, respectively) were identified for 
more in-depth analyses. From a neutronics perspective, the additional analyses include a 
burnup calculation to determine cycle length and a study to determine the impact that 
insert geometry has on self-shielding effects. The homogeneously mixed UO2-Mo fuel is 
included in the self-shielding analysis, which—in conjunction with the cycle length 
calculations—informs on the validity of assuming the mixed fuel type for the other 
scoping analyses that are discussed in Section 6.2.3. From a heat transfer perspective, the 
maximum temperature gradient and energy storage were determined for the insert 
geometries that gave the lowest and highest maximum fuel temperature in the sensitivity 
study and were compared with what can be expected in monolithic UO2.  
6.2.3 Determination of Reactivity Coefficients and Reactor Performance 
The importance and definition of RTCs and control rod worth were given in 
Section 2.3.1. To calculate the RTCs and control worth, several branch cases are modeled 
in which the fuel or moderator temperature, boron concentration, or control rod 
configuration is varied from a reference value and the reactivity at each state is 
calculated. The values used to calculate the RTCs were 800 and 900 K for fuel 
temperature, 550 and 585 K for moderator temperature (770 kg/m3 and 701 kg/m3 for 
liquid water density, respectively), and 0 and 1,000 ppm for SBC. These limits cover 
typical values for average fuel temperature, coolant temperature, and soluble boron 
content in PWRs. An infinite pin-cell model was used to calculate FTC, MTC, and SBC, 
and an infinite one-quarter symmetry model of a typical 17 × 17 PWR fuel assembly with 
Ag-In-Cd control rods was used to calculate control rod worth. This procedure is similar 




fuels. All coefficients were calculated for regular UO2 and the homogeneous UO2-Mo 
fuels with 6.25 and 15wt% Mo as a function of burnup using MPACT and a 252-group 
cross section library. 
A 3-D 17 × 17 PWR fuel assembly model was developed in VERA to determine 
the heat transfer performance of the homogenously mixed UO2-Mo fuels. The impact of 
Mo inserts on heat transfer performance was quantified using the homologous 
temperature, which is the ratio of the maximum fuel temperature to its melting 
temperature, as a function of burnup. The same method that was used in CHAPTER 5 for 
calculating homologous temperature for ThN-UN fuels using the feedback loop between 
MPACT and CTF within VERA was used in the current study to calculate homologous 
temperature for UO2-Mo. The PWR model used boundary conditions representative of 
those in the Westinghouse AP1000 design [168]. Before performing the multiphysics 
calculation, a thermal conductivity calibration scheme was developed so that uncoupled 
CTF results closely matched those from BISON in terms of maximum fuel temperature, 
average fuel temperature, and the relative RMSE in temperature across radial nodes in 
UO2 fuel pellets with Mo inserts. The calibration procedure was performed using several 
data points from a single PWR fuel rod and is discussed in more detail in Section 6.5.2. 
Both the calibration procedure in the PWR fuel rod and the determination of homologous 
temperature in the PWR fuel assembly were performed for the best and worst performing 
geometries from the heat transfer sensitivity study. 
6.2.4 Summary of Methods and Computational Tools 
The analyses performed in this study span a range of scales and physical 
phenomena that required the use of multiple computational tools. A flowchart 
summarizing the general process followed in this study is given in Figure 65. Figure 66 
further elucidates the role of each modeling tool in this study and the function of each 
portion of the study by providing a wholistic evaluation of the effect of Mo inserts in 
UO2. In this study, all references to VERA imply the use of MPACT coupled to CTF to 
provide a neutronics-to-thermal-hydraulics feedback loop. Although a version of BISON 








































study. Direct references to MPACT and CTF imply that they are being used in standalone 
mode. 
6.3 Neutronics Results: Sensitivity Studies and In-Depth Analysis  
6.3.1 Neutronics Sensitivity Analysis Results 
Overall, 3,000 Serpent model runs were performed for the neutronic sensitivity 
analysis: 600 for each of the four geometric variables and an additional 600 model runs to 
generate the unconditional CDF. Figure 67 shows the infinite neutron multiplication 
factor as a function of each geometric variable for the 600 model runs that compose the 
unconditional CDF. Because Serpent is a Monte Carlo code, error bars are included on 
the figure to show the uncertainty in the neutron multiplication factor predictions, all of 
which were 20–25 pcm.  
The algorithm described in Section 6.2.2 was used to determine 𝑆𝑖
𝐶𝐷𝐹 for each of 
the four input variables, and an example of A(xi) from this study is shown in Figure 68. A 
plot of the sensitivity indices as a function of the number of model runs per variable is 
shown in Figure 69. The indices were converged to a relative change per model run 
between 5 × 10-5 and 3 × 10-4, and Figure 69 shows that the importance ranking had not 
changed since 200 runs per variable. Equation (12) was used to also determine the 
Pearson correlation coefficient for each variable, and the resulting values of 𝑆𝑖
𝐶𝐷𝐹, 
𝜌(𝑥𝑖, 𝑌), and their associated rankings are given in Table 16. The results from Table 16 
show that the CDF-based sensitivity method and the Pearson correlation coefficients both 
predicted the same ranking of the four variables and indicated that the radius/radii of the 
disks are the most important feature in terms of impact on the initial neutron 
multiplication factor.  
6.3.2 Cycle Length and Self-Shielding 
The highest and lowest neutron multiplication factor from all runs in the 
sensitivity study were 1.38182 and 1.37020, respectively—a difference of 1,152 pcm. 
Cross sections of the pin-cell model for these two cases, hereafter referred to as the high- 



















Table 16: Neutronic sensitivity study results and variable rankings 
Variable 𝑆𝑖
𝐶𝐷𝐹 Rank 𝜌(𝑥𝑖, 𝑌) Rank 
nd 0.0006 4 -0.1856 4 
rc 0.0008 3 0.3825 3 
rd 0.0016 1 -0.8620 1 









inserts are bright green in the figure. Figure 70 shows that the HRC has a relatively large 
central rod with very small disk radii, whereas the LRC has four radial disks that extend 
nearly the full width of the fuel pellet. 
Serpent was used to perform burnup calculations to determine the cycle length of 
each of these two cases for which 4% reactivity leakage and a three-batch loading scheme 
were assumed. The resulting cycle length of the HRC was 470.5 EFPD, and the cycle 
length of the LRC was about 3% lower at 456.7 EFPD. Previously shown in Figure 61, 
the cycle length of a homogeneously mixed UO2-Mo fuel pellet with the same Mo 
content and 235U enrichment as these two geometries was calculated using MPACT to be 
450.8 EFPD, which is 1.3 and 4.2% lower than the cycle length of the LRC and HRC, 
respectively. These cycle length predictions suggest that the assumption that higher initial 
reactivity corresponds to longer cycle lengths for these fuels and the use of homogenized 
UO2-Mo models is acceptable for this scoping study.  
Serpent was used to study the effect of insert geometry on self-shielding within 
the fuel pellet. Self-shielding in the fuel is directly related to the rim effect in which the 
outer rim of the fuel pellet experiences greater fission rate. Self-shielding was studied by 
tallying the relative absorption rate in 10 concentric rings in the fuel pellet. Each of the 
10 rings have equivalent volumes to each other. Only BOC was considered, and only 
absorption in the fuel was tallied because the purpose of studying self-shielding in this 
context is to determine whether the Mo inserts impact the rim effect. Figure 71 shows the 
tallies of the absorption rate in each of the 10 volumes relative to the total absorption rate 
in the fuel for the HRC, LRC, a homogeneously mixed UO2-Mo fuel pellet, and a 
reference UO2 fuel pellet that is 4.9% enriched. All fuel types had the same total power. 
The x-axis in the figure is the ratio of each of the 10 equal-volume radii to the total fuel 
pellet radius.  
Because the radius of the central rod in the HRC is greater than the radius of the 
innermost equal-volume ring, there is no absorption in the fuel in this ring. The relative 
absorption rate in each of the eight outermost rings is greatest in the HRC since there is 
no Mo in these regions and also because the concentration of Mo near the center of the 




























case, the homogenously mixed UO2-Mo has little impact on self-shielding, and the LRC 
has a lower absorption rate near the center of the pellet—again, because of the central Mo 
rod—but is relatively similar to the reference case in the other pellet regions. 
6.4 Heat Transfer Results: Sensitivity Studies and In-Depth Analysis 
6.4.1 BISON Setup 
Due to the complexity of the UO2-Mo configuration, it was necessary to employ a 
multidimensional tool to calculate the heat transfer and temperature profiles. For this 
purpose, BISON was selected for the simulations, and Cubit was selected to perform the 
meshing of the 3-D geometries. BISON was used in this study to optimize the heat 
transfer performance of the UO2-Mo fuel form using the systematic regression techniques 
outlined in Section 6.2.2. This optimization using BISON focuses only on heat transfer 
and does not attempt to optimize the Mo insert for fuel performance. The thermal 
conductivity of the Mo was set to a curve fit to data presented by Rasor and McClelland 
[82], with resulting values of about 100 to 125 W/m-K in the temperature range of 
interest.  
There is also a 50 𝜇𝑚 thick boarder with a low thermal conductivity around the 
Mo inserts to provide a conservative estimate of the thermal resistance due to interface 
shearing or separation between the UO2 and Mo. The thermal conductivity for this region 
was set to 0.25 W/m-K using the assumption that any free volume between the UO2 and 
Mo would become filled with He. The heat generation was set to a radial power factor 
determined by the neutronics simulations and the heat was modeled as being generated 
into the UO2. Gamma heating in the Mo was not included in the simulations, which is 
expected to have a negligible impact on results since the gamma heating in Mo would be 
small compared to the overall power and also because the Mo thermal conductivity is 
high.  
A coolant pressure of 15.5 MPa was applied to outer cladding surface, and an 
initial He fill gas pressure of 2 MPa was applied to the fuel-cladding gap. However, 
fission gas was not added to the gap. The wide range of geometry produced a significant 




the fission gas released and the cladding gap pressures. A pellet-cladding gap 
optimization would have been necessary for a fair comparison of the various geometries, 
which is beyond the scope of this work given the number of geometries considered and 
the emphasis on heat transfer performance rather than fuel performance. While the 
stresses are not reported, the thermal expansion of the UO2 and Mo, and swelling of the 
UO2 remains included in the following simulations to better assess the pellet-cladding 
gap thermal resistivity. The UO2 and Mo were modeled as mechanically bonded to each 
other in the following simulations. 
6.4.2 Heat Transfer Sensitivity Analysis Results 
The heat transfer sensitivity analysis required 4,750 model runs for all sensitivity 
indices to converge to a relative change-per-model run between 5 × 10-4 and 5 × 10-5, 
which equated to 950 model runs per variable plus 950 runs to generate the unconditional 
CDF. Figure 72 shows the maximum temperatures recorded in the 950 unconditional 
model runs as a function of each of the geometric variables. Figure 73 shows the value of 
the sensitivity indices for each variable as a function of model runs per variable and 
demonstrates the stability of each index. The plot also shows that the same importance 
ranking of the indices had been maintained since approximately 175 model runs per 
variable. Table 17 shows the CDF-based sensitivity indices and Pearson correlation 
coefficients for each variable, as well as the ranking determined with each method.  
In terms of maximum fuel temperature, the radius of the central rod was the most 
important factor. Unlike the neutronics sensitivity study, the CDF-based method and the 
Pearson correlation gave different rankings since the rank of rd and nd are swapped. 
However, these two variables are of approximately equal importance, so this result is 
considered a qualitive verification. 
6.4.3 Fuel Temperature Gradient and Energy Storage  
A constant power of 270 W was used in each of the BISON models in the 
sensitivity studies, and it was found that the highest and lowest fuel temperature predicted 
at BOC in the study were 1,495.0 K and 1,133.9 K. Cross sections of the geometries that 






















Table 17: Heat transfer sensitivity indices and variable rankings 
Variable 𝑆𝑖
𝐶𝐷𝐹 Rank 𝜌(𝑥𝑖, 𝑌) Rank 
Number of disks, nd 0.0117 4 -0.1161 3 
Central rod radius, rc 0.0366 1 -0.7980 1 
Disk radius/radii, rd 0.0146 3 -0.1033 4 




















referred to as the highest temperature case (HTC) and lowest temperature case (LTC), 
respectively.  
Further analyses of the HTC and LTC were performed to determine the radial 
temperature profile, maximum temperature gradient, and energy storage in the fuel pellet. 
A power of 250 W was used for these in-depth analyses. Energy storage was calculated 
by integrating the volumetric heat capacity of the fuel pellet over temperature and 








In Equation (13), Vfuel is the volume of the fuel, Tfuel is the instantaneous temperature of 
the fuel, Tx is a reference temperature (set to room temperature in this case), and 𝜌Cp(T) 
is the volumetric heat capacity of the fuel as a function of temperature. For comparison 
purposes, a reference UO2 fuel pellet was also modeled at 250 W, and burnup 
calculations were performed with BISON to show BOC and EOC predictions for 
maximum fuel temperature, maximum temperature gradient, and energy storage. The 
burnup of the fuel at EOC was assumed to be 60 GWd/t in these scoping calculations. 
These results are summarized in Table 18. Note that the maximum temperature gradients 
reported in Table 18 refer to the maximum values anywhere in the pellet and occur at the 
interface between the fuel and the Mo insert in the UO2-Mo designs. The results in Table 
18 show that at BOC, the maximum fuel temperature of the HTC and LTC are 5.3 and 
19.2% lower than in the monolithic UO2, respectively. At EOC, these differences 
increase to 10.0 and 26.3%, respectively, since the temperature of UO2 increases and the 
UO2-Mo fuel temperature decreases. Energy storage in the fuel pellets is also lower in the 
UO2-Mo fuels, which is partly due to the lower temperature but also due to the lower 
volumetric heat capacity of Mo, as shown in Figure 75. 
Fuel temperature changes throughout the cycle can be explained by UO2 thermal 
conductivity degradation due to irradiation, which increases temperature, and the closure 
of the pellet-cladding gap, which improves heat transfer and lowers the fuel temperature. 









Table 18: Comparison of maximum fuel temperature, maximum temperature gradient, 





Energy storage (J) 
BOC EOC BOC EOC BOC EOC 
UO2 1,422.1 1,448.6 237 309 1,371 1,280 
HTC 1,346.6 1,303.4 334 361 1,334 1,144 













degradation negligible compared with the heat transfer increase caused by the gap 
closure. It also causes the EOC temperature to be lower than the BOC value. 
The maximum burnup reached in the simulations was 8.5% fissions per initial  
heavy metal atom (FIMA), while the pellet average burnup was about 6.8% FIMA. The 
pellet-cladding gap remains open longer in the UO2-Mo designs compared with UO2 due 
to the lower temperatures in the pellet, which also releases less gaseous fission product 
swelling compared to a UO2 pellet. The released fission gas was minimal in the 
simulations resulting in lower temperatures but was more significant in the geometries 
resulting in hotter temperatures. However, the actual impact of the Mo-inserts on fission 
gas release would require experiments to determine. These scoping calculations may not 
capture all of the relevant physics.   
Figure 76 shows the maximum temperature in the LTC, as well as the minimum 
and maximum pellet-cladding gap widths in the LTC design as a function of burnup. The 
maximum temperature decreases with time as the pellet-cladding gap width decreases, 
which does not close for the LTC or for most of the simulated geometries. The slow 
closure of the pellet-cladding gap improves heat transfer while the fuel is burned, and 
competes with the degradation of UO2 thermal conductivity that typically causes a rise in 
fuel temperature as a function of burnup.  
In Figure 76b, the maximum pellet-cladding gap occurs at the radial Mo disk 
locations, while the narrowest gap width occurs in between the disks. The maximum 
temperature gradient reported in Table 18 was the maximum value recorded anywhere in 
the fuel pellets, and is greater in the HTC and LTC than in UO2. The large temperature 
gradients reported in Table 18 occur at the interface between the fuel and the central Mo 
rod, and another significant temperature gradient occurs at the interface between the fuel 
and the edge of the radial Mo disks.  
Figure 77 compares the radial temperature profiles in UO2, the HTC, and the LTC 
at both BOC and EOC. The figure shows that the temperature profiles in the fuels with 
Mo inserts are generally flatter than that of UO2, with the exceptions occurring at the 
UO2-Mo interface regions. This suggests that the UO2-Mo fuels may have better overall 





Figure 76. a) Plot of the maximum temperature in the pellet b) Maximum and minimum 









experiments on the impact of the large temperature gradient at the UO2 and Mo interface 
would be required. Although fission gas release to the pellet-cladding gap was excluded 
from the BISON models, this assumption is not expected to significantly alter the results 
shown in Table 18. 
A notable observation from the BISON sensitivity study was that the UO2 with 
Mo insert design fuel centerline temperature is not the maximum temperature as it is in 
monolithic UO2. In the LTC, the centerline temperature is approximately 50 K lower than 
the maximum temperature, and in the HTC, the centerline temperature is about 90 K 
lower than the maximum. To better explain this observation, Figure 78 compares the 
thermal conductivity and temperature profiles for the LTC and regular UO2 at BOC. As 
can be seen from the figure, the Mo center rod reduces the maximum distance between 
the UO2 and the pellet surface, and the radial Mo disks provide some heat transport 
capability from the interior towards the perimeter. This combination can result in a 
centerline temperature that is less than the maximum temperature of the pellet. The heat 
is then transported from the pellet surface to the cladding using the gap conduction model 
provided in BISON, where it is then rejected from the cladding using the convective 
boundary condition. 
6.5 Reactor Performance and Safety  
6.5.1 Reactivity Coefficients and Control Worth  
Using 252-group cross section libraries, the FTC, MTC, SBC, and control rod 
worth were determined as a function of burnup for UO2 and both UO2-Mo cases selected 
in Section 6.2.1 using MPACT. FTC, MTC, and SBC were calculated using an infinite 
pin-cell model, and control rod worth was calculated in a one-eighth symmetry model of 
a typical 17 × 17 PWR fuel assembly. A homogenous UO2-Mo mixture was modeled in 
all cases. Figure 79–Figure 82 show the FTC, MTC, SBC, and control rod worth, 
respectively, for both UO2-Mo mixtures and regular UO2 that is 4.9% enriched.  
The FTCs for UO2 and the two UO2-Mo fuels are all relatively similar. FTC is 
dominated by the Doppler broadening in 238U resonance absorption peaks, so differences 
















Figure 78: a) UO2-Mo thermal conductivity profile. b) temperature profile for the UO2-

























238U content. However, most Mo isotopes are also strong resonance absorbers, as 
highlighted by Brown et al. [26], so replacing fuel meat with Mo has little effect on FTC. 
Figure 80 shows that the MTC for the UO2-Mo fuels is more negative compared with 
regular UO2 by approximately 2–3 pcm/°C across all burnup steps. Differences in 
238U 
content and the insertion of a non-fissile resonance absorber again explain this difference 
from monolithic UO2.  
Figure 81 and Figure 82 show that the SBC and control rod worth of UO2 are in  
between those of the two UO2-Mo cases. This effect can be explained by the production 
of neutron poisons, e.g. 135Xe, from fission in each fuel type. The accumulated mass of 
135Xe in each fuel type is presented in Figure 83, and the figure shows that the UO2 case 
is also between the two UO2-Mo cases. Because the 15wt% Mo case has the greatest 
amount of 135Xe, the worth of soluble boron and control rods is reduced the most for this 
case. Equilibrium 135Xe concentration in a reactor is a function of the macroscopic fission 
cross section and neutron flux, among other factors that should be relatively constant 
between all three fuel designs considered here, such as the fission product yield, decay 
constant, and absorption cross section of 135Xe.  
Two-group collapsed macroscopic absorption, fission, and capture cross sections 
and two-group neutron flux calculated using MPACT for the three fuels at BOC are listed 
in Table 19 to further explain the differences in reactivity coefficients and control worth 
for which Group 1 corresponds to fast neutron energies and Group 2 corresponds to 
thermal neutron energies. The data in Table 19 reinforce the given explanations for the 
differences in reactivity coefficients between UO2 and the UO2-Mo mixtures. The more 
negative FTC and MTC for the UO2-Mo fuels at BOC are caused by the replacement of 
fuel meat with Mo and the higher neutron capture cross section in these fuels compared 
with UO2. Differences in SBC and control rod worth stem from differences in
135Xe 
production, which are caused by differences in the macroscopic fission cross section and 
thermal neutron flux.  
6.5.2 Calibration of CTF to BISON for Multiphysics Reactor Analysis  












Table 19: Two-group neutron flux and absorption, fission, and capture cross sections at 
BOC. 
 6.25wt% Mo case 15wt% Mo case Reference UO2 
 Group 1 Group 2 Group 1 Group 2 Group 1 Group 2 
𝜙  
(#/cm2-s) 
2.37×1014 4.73×1013 2.33×1014 3.72×1013 2.29×1014 4.47×1013 
Σ𝑎 (cm
-1) 0.045 0.349 0.050 0.412 0.0443 0.359 
Σ𝑓 (cm
-1) 0.0126 0.253 0.0152 0.306 0.0136 0.264 
Σ𝑐 (cm







fuel assembly were performed in VERA (i.e. MPACT coupled to CTF), but they first  
required the calibration of thermal conductivity values to be used in VERA’s thermal 
hydraulic solver, CTF. This calibration is necessary because CTF homogenizes the fuel 
pellet into a single material, and a simple volume-weighted thermal conductivity for 
UO2-Mo cannot accurately capture the heterogeneous effect on the radial temperature 
distribution caused by the Mo insert. The heterogeneous effect of the Mo insert on the 
temperature distribution in the fuel pellet is captured by finite element analysis in 
BISON, but not by CTF. Calibration of specific heat was not necessary since this 
parameter has no impact on steady state temperature calculations in the radial conduction 
equation used by CTF. The thermal conductivity calibration procedure comprised four 
primary steps. 
1. An AP1000 fuel rod [168] was modeled in MPACT to obtain an axial relative power 
profile. The AP1000 design was chosen since it represents a state-of-the-art PWR 
design. 
2. The relative power profile was used in a CTF model of the fuel rod to calculate 
cladding outer surface temperatures and heat transfer coefficients between the rod and 
coolant that could be used as boundary conditions in BISON models. 
3. Six axial locations from the fuel rod model were selected to be modeled as a 1-cm tall 
fuel pellet in BISON. The BISON models used the corresponding relative powers, 
cladding outer surface temperatures, and heat transfer coefficients of those six axial 
locations as boundary conditions. 
4. An iterative procedure was developed to run the CTF fuel rod model, pull fuel 
temperatures from the six specified axial locations, and compare them with the 
BISON-predicted results. The table in CTF that gives thermal conductivity as a 
function of temperature was adjusted based on the CTF-to-BISON comparisons, and 
the model was rerun. This iterative process was repeated until convergence criteria 
were met.  
The relative power profile calculated by MPACT is shown in Figure 84 in which the 
markers indicate the six axial locations that were used for the CTF calibration. The six 













Figure 84: Relative power profile used for PWR fuel rod model in CTF; markers indicate 








relative powers of 0.22, 0.72, 1.37, 1.54, 1.14, and 0.22. Although the same relative 
power was selected twice, the other boundary conditions differ at the two points, as 
shown by the inclusion of coolant temperature in Figure 84. 
Of the six selected calibration points, the BISON-predicted radial fuel 
temperatures for the LTC and HTC at three of the points are shown in Figure 85 for 
clarity. In the figure, the highest temperatures correspond to the 219 cm point, the middle 
temperatures correspond to the 63 cm point, and the lowest temperatures correspond to 
the 15 cm point. Calibration was performed by adjusting the temperature-dependent 
thermal conductivity in CTF to give reasonable agreement to the average fuel 
temperature and the maximum fuel temperature. Accurately predicting average fuel 
temperature is important since MPACT uses this value to update cross sections in a 
coupled calculation, and accurately predicting the maximum fuel temperature is 
important for safety implications. Additionally, fuel temperatures at 11 radial nodes in the 
fuel pellet were compared, and the calibration procedure also aimed to minimize the 
relative RMSE between CTF and BISON at these 11 nodes.  
Figure 86 and Figure 87 show the calibrated CTF temperature predictions 
compared with the BISON predictions for the LTC and HTC, respectively, at the same 
three axial locations shown in Figure 85. Table 20 lists the relative agreement that the 
calibrated CTF predictions have with the BISON predictions in terms of average fuel 
temperature, maximum fuel temperature, and the RMSE across all 11 radial nodes in the 
fuel pellet. Table 20 shows that the average and maximum fuel temperatures predicted by 
CTF using the calibrated thermal conductivity relationships agreed with the BISON 
values within 3% for the LTC and within 1% for the HTC, whereas the relative RMSE 
across the 11 radial nodes was less than 5% for both cases. These values indicate 
acceptable agreement, especially since CTF is unable to capture the decrease in 
temperature that occurs at the central Mo rod interface with the fuel.  
6.5.3 Scoping Analysis of PWR Thermal Performance 
Models of a 17 × 17 PWR fuel assembly and a single PWR fuel rod were 












Figure 86: Comparison of calibrated CTF and BISON radial fuel temperature 











Figure 87: Comparison of calibrated CTF and BISON radial fuel temperature profiles for 




Table 20: Agreement of calibrated CTF results relative to BISON predictions 
Case 𝑇𝑎𝑣𝑔 agreement (%) 𝑇𝑚𝑎𝑥 agreement (%) RMSE (%) 
LTC -2.81 3.00 4.98 











environment with that of UO2 using multiphysics methods. Thermal performance was  
quantified in this context using the homologous temperature, or the ratio of the fuel 
temperature to its melting point. The melting temperature of UO2 is 2,850°C [69], and the 
melting temperature of Mo used to determine the homologous temperature of the UO2-
Mo fuels is 2,623°C [11]. The melting temperature of UO2 decreases slightly as a 
function of burnup, although it is on the order of 0.5°C/GWd/t [183], so this effect is 
assumed negligible in the current study. In the 17 × 17 fuel assembly, homologous 
temperature was calculated in the hottest fuel rod at BOC only but was calculated as a 
function of burnup in the single fuel rod model. CTF’s built-in properties for UO2 were 
used for the reference calculation, and the calibrated thermal conductivity relationships 
derived for the LTC and HTC were used for the UO2-Mo calculations.  
Figure 88 shows the hottest rod’s homologous temperature in the PWR fuel 
assembly at BOC as a function of the fuel rod’s height for UO2, the LTC, and the HTC. 
Figure 89 shows the homologous temperature at the hottest location in the single fuel rod 
model as a function of burnup for the three fuel designs. All thermal conductivity 
relationships were assumed to be constant as a function of burnup because the version of 
VERA used for this analysis does not account for UO2 thermal conductivity degradation 
as a function of burnup. The impact of this assumption is that the predictions of 
homologous temperature will be conservative since the BISON analysis showed that the 
monolithic UO2 temperature will increase as a function of burnup, but the temperature of 
the UO2-Mo fuel goes down as a function of temperature.  
The changes in homologous temperature that occur as a function of burnup are 
due to axial power shifts during the cycle and the use of CTF’s dynamic gap conductance 
model. Figure 90 shows the relative power in the single fuel rod model for monolithic 
UO2 and the LTC at 0, 30, and 60 GWd/t as examples of how the power shape evolves 
for these fuels. In the fuel assembly, the LTC lowers the peak homologous temperature 
by 23.5% and the HTC lowers the homologous temperature by 4.2% compared with UO2. 
As a function of burnup, the LTC reduced the peak homologous temperature by 13–32%. 
The HTC showed a maximum reduction of homologous temperature of 21%, but there 









































temperature by several percent. Although the operating temperature of the HTC is lower 
than that of UO2, this result is caused by the melting temperature of Mo being more than 
200°C lower than that of UO2. 
6.6 Discussion of Results 
The sensitivity study results presented in Section 6.3 indicate that the Mo insert  
geometry does impact neutronic and heat transfer performance. However, the effect of 
geometry on initial neutron multiplication factors and cycle length was small since the 
best performing geometry had a cycle length that was about 14 days, or 3%, longer than 
the worst performing geometry. Furthermore, the geometry that gave the highest initial 
reactivity augmented spatial self-shielding effects. The self-shielding in the geometry that 
gave the lowest initial reactivity and the self-shielding in the homogeneously mixed UO2-
Mo design was more similar to what is experienced in UO2. In terms of heat transfer, the 
insert geometry had a much larger impact. Compared with UO2 at a power of 270 W, the 
worst performing UO2-Mo design in the heat transfer sensitivity study lowered the 
maximum temperature by approximately 80 K at BOC, whereas the best performing 
geometry lowered the maximum temperature by approximately 280 K. BISON 
calculations at EOC showed even more significant temperature reductions from the Mo 
structures. Temperature differences between the bounding insert geometries were 
approximately 15–20%.  
Generally, the geometric features that were best for cycle length were not the best 
for heat transfer. The only exception was the radius of the central rod, rc, since an 
increase in this value tended to give an increase in cycle length and a decrease in fuel 
temperature. A cycle length calculation was performed for the LTC from the heat transfer 
sensitivity study, and it was determined to be 459 EFPD. Despite the LTC having a 
relatively large value for rc, this cycle length is just 2 days longer than the cycle length of 
the worst performing geometry from the neutronics sensitivity study. This occurs because 
the LTC also had large disk radii, which was the most impactful parameter on neutronics 
that brings down the achievable cycle length. Although the geometric features of the 




of this study suggest that emphasis could be placed on optimizing the heat transfer 
performance since the geometric impact on temperatures is on the order of 20%, whereas 
the impact on cycle length is just a few percent. However, a formal cost-benefit analysis 
would need to be performed to determine if the reduction in fuel temperature and related 
safety and operational benefits outweigh the monetary costs associated with a several 
percent reduction in cycle length. It may be found that some combination of Mo content, 
235U enrichment, and insert geometry minimizes the cost of the design while still 
realizing most of the potential heat transfer benefits.  
The results from the heat transfer sensitivity study showed that rc was the most 
impactful geometric feature on the maximum fuel temperature. Annular fuel pellets, in 
which the central region of the fuel pellet is hollow, have been previously studied and it 
was found that the benefits of annular fuel are greater than those from the UO2-Mo fuel 
form in terms of reducing fuel temperatures [184]. At 150% nominal power density, the 
dual-cooled annular fuel pellet concept showed a peak temperature decrease of 1300°C 
compared to UO2 at 100% nominal power density. However, for these benefits to be 
realized, the annular fuel requires internal cooling and changes to the typical PWR fuel 
rod geometry. An in-depth cost-benefit analysis would need to be performed for the UO2-
Mo fuel to determine which fuel form is more economically feasible.   
Because the impact of insert geometry on cycle length and neutron multiplication 
factor calculations was small, it was justified to homogeneously mix the UO2 and Mo in 
neutronics models used for RTCs and multiphysics calculations. Although homogenously 
mixing UO2 and Mo was deemed appropriate for neutronics calculations, the relatively 
large impact of the Mo insert geometry on fuel temperature and heat transfer performance 
required thermal conductivity calibration in CTF. BISON results showed that the 
maximum fuel temperature did not occur at the centerline in the UO2-Mo designs, and 
there were large temperature gradients at the insert-to-fuel interface. Neither phenomena 
can be mimicked in CTF, although thermal conductivity calibration was performed that 
allowed CTF to closely match the temperatures predicted by BISON in terms of pellet 
average, maximum, and RMSE across a set of radial nodes. This calibration enabled 




Multiphysics PWR fuel rod and assembly calculations performed using calibrated 
fuel thermal conductivity and MPACT coupled to CTF within VERA showed that an 
optimized Mo insert could increase the margin to fuel melt by as much as 32% during the 
fuel cycle compared with UO2. This prediction was made under the assumption that the 
thermal conductivity relationships were constant with burnup and might differ with the 
use of burnup-dependent thermal conductivity and gap closure models. Regardless, this 
evaluation of the UO2-Mo fuel form with multiphysics modeling tools consistently 
suggests that an optimal insert geometry can reduce fuel temperatures by up to about 30% 
and provide an associated decrease in stored energy in the fuel on the order of 10–20% 
compared with UO2. These reductions in temperature and stored energy may improve 
fuel performance during normal reactor operation, reduce fission gas release, and 
possibly provide enhanced accident tolerance. A transient analysis of large-break LOCAs 
in LWRs by Terrani et al. [35] showed that an increase in fuel thermal conductivity and 
the associated decrease in stored energy at nominal power can have a modest impact on 
the peak fuel and cladding temperature in a PWR during the transient. In that study, the 
reduction in peak cladding temperature during the large-break LOCA in a PWR due to 
increases of fuel thermal conductivity of 200% and 500% were 56°C and 92°C, 
respectively. Similar benefits may be realized with the UO2-Mo fuel form, as indicated 
by the lower stored energy in the fuel pellet compared with UO2 indicated in Table 18. It 
is important to note that the benefits of incorporating Mo inserts requires an increase in 
235U enrichment to match the cycle length of monolithic UO2. A 
235U enrichment of over 
7.5% was required to approximately match the cycle length of UO2 that is 4.9% enriched. 
However, based on the contour plot in Figure 61, the detriment to cycle length in a 4.9% 
enriched UO2 fuel pellet with 15wt% Mo would be over 40%.  
A secondary outcome of this work can be used to guide ongoing and future 
investigations of UO2-Mo fuel forms. The present study does not take into account the 
challenges or methods that would be required to produce UO2 fuel pellets containing Mo 
inserts of the geometries investigated. While a number of experimental efforts have 
produced UO2-Mo composite microstructures of varying complexity, none disclosed have 




methods are required to achieve this level of complexity [185]. The systematic approach 
used in this study could be applied to other UO2-Mo fuel forms, such as the concepts 
developed by Medvedev and Mariani [10]. However, a concept that uses additive 
manufacturing techniques may allow for a more complex insert structure that is 
optimized for performance and safety, improves manufacturability, and does not impact 
the fuel rod assembly process since the UO2 and Mo would not need to be alternately 
stacked. The results of this work agree with previous investigations that insert geometry 
will have a modest impact on maximum fuel temperature, but minimal impact on 
neutronic characteristics. Research programs seeking to further develop UO2-Mo fuel 
forms can therefore prioritize fabrication trials and experimental work with an 
understanding that reactor performance and safety should be minimally impacted by the 






















7.1 Summary and Conclusions 
The development of accident tolerant fuel, cladding, and core structural materials 
is motivated by the need to extend the coping time during a severe accident, such as the 
one that occurred at the Fukushima-Daiichi nuclear power plant in 2011. Computational 
evaluations of four ATF technologies spanning from early-stage to near-term deployment 
concepts were performed in this dissertation. Additionally, an initial assessment of 
VERA’s ability to perform BWR analysis and demonstration of the modeling suite’s 
advanced features and application to ATF research was performed. These types of 
simulation-based evaluations are vital to enhancing the efficiency of new materials 
research and make the licensing process for new materials more economical. Although a 
variety of ATF concepts were studied using a breadth of methods, the single underlying 
theme of this work is the support of ATF development through advanced, multiphysics 
modeling methods. Results from each of these evaluations highlighted key advantages 
and potential challenges associated with each concept.  
7.1.1 FeCrAl Cladding Thermal Hydraulic Evaluation 
CHAPTER 3 presented a computational thermal hydraulic analysis of FeCrAl 
cladding subjected to an RIA-like power transient. When predictions of CHF and 
cladding temperature calculated by RELAP5-3D and CTF were compared to 
experimental data, it was found that the computer models errored on the side of 
conservatism by underpredicting CHF and overpredicting the cladding temperature when 
the power transient was applied. To understand the discrepancy between the computer 
simulation results and the experimental data, two sensitivity studies were conducted to 
determine if the differences between the experimentally measured CHF and the CHF 
predicted using the look-up method may be explained by differences in heat transfer 
coefficients, material thermal properties, or the enhancement of CHF that occurs during a 




Both sensitivity studies used RAVEN coupled to the RELAP5-3D model of the 
experiment. The first sensitivity study varied multipliers on heat transfer coefficients and 
also included variation of the CHF multiplier, which may reflect the enhancement of 
CHF caused by a transient heating process. It was found that CHF was not dependent 
upon most of the heat transfer coefficients and was only impacted somewhat by the 
variation in the transition boiling heat transfer coefficient and much more so by the CHF 
multiplier. The PCT was sensitive to the transition and film boiling heat transfer 
coefficients and the CHF multiplier because transition and film boiling are the flow 
regimes that occur in the post-CHF regime. The second sensitivity study varied the 
thermal conductivity and volumetric heat capacity of the FeCrAl cladding based on 
measurement uncertainties. The CHF multiplier was also included in the second 
sensitivity study. Variations in thermal effusivity and thermal diffusivity were able to be 
calculated from the thermal conductivity and volumetric heat capacity. The resulting 
trends showed that CHF increases with the CHF multiplier, thermal conductivity, thermal 
effusivity, and thermal diffusivity, but somewhat decreased as volumetric heat capacity 
increased. PCT decreased as the CHF multiplier, volumetric heat capacity, and thermal 
diffusivity increased, but decreased as thermal effusivity increased. There was no 
apparent sensitivity of PCT to thermal conductivity.  
The discrepancies between experimental data and simulated results indicate the 
areas of research that require the most attention. The relative insensitivity of CHF and 
PCT to heat transfer coefficients suggest that improving upon the numerous empirical 
heat transfer correlations is less of a priority than understanding the material property 
evolution of FeCrAl and the need for a correlation that predicts the CHF enhancement 
caused by a power transient. The results in CHAPTER 3 show that this is an important 
quantity to understand to correctly predict CHF and PCT.  
An important contribution from the FeCrAl study is the demonstrated difference 
between how CHF is being modeled and the real-world phenomenon. From the 
sensitivity studies, which included a total of 17,883 trial runs, the runs that best matched 
the experimental data could be determined in terms of three FoMs: MHF, PCT, and 




the experiment. An overall best match was also determined, which was identified as the 
run with the minimum combined RMSE for each FoM. The overall best match from the 
first sensitivity study had relative errors for the MHF, PCT, and integral heat flux of 
3.22%, 36.52%, and 2.52%, respectively, giving an RMSE of 36.74%. The overall best 
match from the second sensitivity study involving material thermal properties had 
relative errors for the MHF, PCT, and integral heat flux of 1.24%, 27.02%, and 1.70%, 
respectively, resulting in an RMSE of 27.10 %.  
The relative errors from the best match cases show that even when a good match 
to the MHF and integral heat flux is made, RELAP5-3D is still conservative when 
predicting the post-CHF temperature excursion. This is due to the difference between the 
post-CHF behavior modeled by computer codes and the phenomenon that occurs in 
reality. In the UNM FeCrAl experiment, there was a 1-second transition period after 
DNB occurred where the heat flux continued to increase. This led to a difference between 
the CHF and the MHF, which broadened the heat flux pulse width and allowed more heat 
to be transferred to the coolant during the power transient. The distinction between CHF 
and MHF was only experienced in the experiment using FeCrAl, and may be due to 
uncertainty in the measurements. However, it was shown in the experimental for Inconel, 
stainless steel, and FeCrAl that the heat flux decreases at a much slower rate in reality 
than in the computer models after CHF is reached. The faster rate of heat flux reduction 
in the codes reduces the width of the heat flux pulse during the transient and caused a 
large overshoot in the post-CHF surface temperature prediction. These observations are 
key contributions from the study of FeCrAl cladding that highlight conservatism in 
computer models and area of needed research.  
7.1.2 Assessment of VERA BWR Modeling and Analysis of SiC/SiC Channel Box 
 An initial assessment of the BWR modeling capability in CASL VERA and its 
application to predicting temperature and fast neutron flux distributions in SiC/SiC 
channel boxes was made in CHAPTER 4. Two types of code-to-code comparisons were 
made for this assessment, both of which used historical Peach Bottom BWR fuel 




neutron transport code MPACT and the Monte Carlo code Serpent were compared. The 
cross sections generated for the 2-D fuel lattices were typically in good agreement, 
especially when the statistical uncertainties in the Monte Carlo estimates from Serpent 
were taken into account. The greatest discrepancies between the two modeling tools 
occurred in the scattering cross sections produced from the lattices that contained 
gadolinia, but it was found that using the P2 approximation for scattering significantly 
reduced the differences. 
Predictions of several key reactor parameters made by VERA and 
PARCS/PATHS were compared for six fuel assembly designs from the Peach Bottom 
Unit 2 reactor. To perform the comparisons, the high-fidelity results from VERA were 
radially averaged to match the output resolution produced by PARCS/PATHS. In terms 
of keff, the two modeling tools agreed within approximately 150-410 pcm, and the 
differences in relative power, exit void fraction, pressure drop, and fuel temperature were 
mostly on the order of 1-10%. While the exit void fractions predicted by the two codes 
were similar, VERA always predicted noticeably greater voids at lower regions in the 
assemblies. Standalone comparisons between CTF and PATHS showed that these void 
fraction discrepancies are a primary cause of other discrepancies in the coupled 
calculations. Differences between the two modeling codes may also be explained through 
differences in methodology and design philosophy since VERA was specifically designed 
to utilize multiphysics capabilities, a high-fidelity output structure, and higher-order 
solution methods compared to PARCS/PATHS.  
Following the assessment of VERA’s BWR modeling capability, the modeling 
suite was used to generate temperature and fast neutron flux boundary conditions in 
SiC/SiC channel boxes in single fuel assembly and mini-core models. Calculations of 
temperature and fast neutron flux distributions in SiC/SiC channel boxes showed that the 
fast neutron flux varies significantly in both the radial and axial directions, especially in 
the presence of an inserted control blade. These distributions are important because fast 
flux gradients are the primary cause of potential SiC/SiC channel box deformation due to 




In the single fuel assembly models, two energy cutoffs were used for predicting 
the fast flux. In previous SiC/SiC characterization studies, 0.1 MeV was considered as the 
energy cutoff for neutrons that could cause displacement damage and lead to irradiation 
swelling. The cutoffs of 0.067 MeV and 0.183 MeV were the nearest available cutoffs to 
0.1 MeV in the VERA cross section library. Calculating the fast flux distribution at these 
two energy cutoffs showed the sensitivity of the fast flux and the channel box 
deformation to the fast neutron energy. The difference in fast flux between the two 
cutoffs was between 4% and 17% depending on the axial location considered and the 
control blade configuration. Regardless of the fast flux energy cutoff used, the radial fast 
neutron flux gradient is approximately 35-40% when the control blade is fully inserted, 
and the peak fast flux is approximately 5 to 7 times greater than the minimum peak flux 
in the axial direction. The axial temperature gradient is about 10°C and the radial 
temperature gradient is about 2-3°C depending on the control blade configuration.  
Results from the mini-core model showed similar distributions to the single fuel 
assembly models. The fast neutron flux gradient across all four channel boxes in the 
control cell ranged from a relative difference of approximately -99–130% from the 
average flux value. Both the temperature and fast neutron flux gradient were most 
pronounced in the channel box nearest to the control blade and would be expected to 
undergo the most deformation.  
This study suggests that VERA is capable of predicting steady-state BWR 
performance at least as well as current regulatory tools, while also offering numerous 
advanced modeling features that allow it to solve complex and novel problems. To 
further improve confidence in the application of VERA to BWRs, uncertainty 
quantification studies, code-to-code comparisons of full-core and depletion analyses, 
additional cross section comparisons in fuel lattices at different states and burnup, and 
validation against measured BWR data should be performed. Benchmarking of VERA’s 
ability to model grid spacers in BWRs also needs addressed. Overprediction of void 
fraction in bubbly and slug flow regimes by CTF compared to experimental data has been 
highlighted in previous studies and is an area of continued development within CASL. 




to account for operational procedures such as varying control blade configurations and 
core shuffling maneuvers, and additional deformation studies could be performed using 
the boundary conditions generated in this study.  
7.1.3 Reactor Performance and Safety Characteristics of ThN-UN 
The ATF evaluation presented in CHAPTER 5 involved finding mixtures of ThN 
and UN that could match the UO2 cycle length, and then determining the reactor 
performance safety characteristics of those mixtures. The motivation for this study is that 
both UN and ThN have a higher thermal conductivity than UO2, so better thermal 
performance was expected. However, on their own, UN is known to readily deteriorate in 
water, and thorium has no fissile isotopes and is unable to be used as a standalone fuel 
type. The consideration of composite ThN-UN fuel forms was driven by the hypothesis 
that ThN may mitigate the degradation of UN in water, while UN provides the external 
neutron source to transmute 232Th to the fissile 233U. Compositions were determined for 
both natural nitrogen and 100% enriched 15N cases.  
RTCs were calculated for the determined UN and ThN-UN fuel compositions and 
compared to the UO2 reactivity coefficients. The FTC and MTC were more negative for 
the UN and ThN-UN fuels but were still within the acceptable limits provided by the 
AP1000 DCD. Both the SBC and control rod worth for the nitride fuels were found to be 
less negative than the UO2 case and were outside the AP1000 limits. The reduced control 
worth and more negative MTC suggest that shutdown margin may be an issue for this 
fuel form. When 100% enriched 15N was used, the FTC and MTC for UN and 40%ThN-
60%UN were similar to the natural nitrogen cases. The worth of the soluble boron and 
control rods increased by using enriched 15N, but they were still less than the control 
worth in a UO2 system and still outside the AP1000 DCD limits. Although the reduced 
control rod worth may partially be compensated for by less excess reactivity and 15N 
enrichment, full-core analysis should be performed to confirm if shutdown margin is 
truly an issue for UN or ThN-UN-fueled PWRs. If shutdown margin is insufficient for 
these fuel types, then design changes such as soluble boron with enriched 10B or B4C 




The thermal performance of ThN-UN fuel in an AP1000 fuel pin was determined 
using the coupled neutronics and thermal hydraulics capabilities of MPACT and CTF 
within VERA. Axial distribution of homologous temperature was found at BOC for each 
fuel form, and results showed that the maximum homologous temperature for the nitride 
fuels was approximately 50% of the UO2 homologous temperature. When burnup was 
considered, the maximum UO2 homologous temperature was found to be 0.42, whereas 
the maximum homologous temperature for UN was approximately 0.20. The homologous 
temperature never surpassed 0.195 for any of the ThN-UN mixtures. This significant 
reduction in homologous temperature highlights the benefits of nitride fuels from an ATF 
perspective: these fuels have a larger thermal safety margin and therefore a smaller 
chance of melting and releasing fission products.  
Overall, the preliminary results from this study point to ThN-UN mixtures being a 
feasible fuel form in a PWR under normal operating conditions, and they may have 
advantages from an accident tolerance viewpoint. For ThN-UN to be implemented, 
further evaluation is required to address key remaining challenges, such as shutdown 
margin, ThN-UN chemical reactivity with water, fuel behavior during irradiation, and 
fuel safety during accident scenarios. An analysis could be performed to determine if 
moving to a thorium-based fuel is viable from an economic viewpoint. Future work could 
expand upon the work on this study by performing assembly-level and full-core analyses 
in which additional factors would need to be considered such as varying fuel loading 
patterns, the impact of fuel assembly location within the core, fuel management schemes, 
and the axial and radial dependence of burnup within the fuel. The comparison of ThN-
UN fuels to a UO2 fuel pin-cell of a single enrichment value provides a first look at the 
feasibility of this novel fuel type, but further investigation would be required to optimize 
the core design in terms of fuel management and loading patterns.  
7.1.4 Reactor Performance and Safety Characteristics of UO2 with Mo Inserts 
The impact of UO2 with Mo inserts and insert geometry on reactor performance 
and safety characteristics was investigated in CHAPTER 6 using sensitivity analysis 




on neutronic and heat transfer performance were performed using Serpent and BISON. 
Results from the sensitivity studies that used single fuel pellet models informed reactor 
analysis models in coupled MPACT and CTF within the VERA multiphysics modeling 
environment. This included justifying the use of homogenized UO2-Mo in neutronics 
models and calibrating UO2-Mo thermal conductivity to allow CTF to approximate the 
finite element results produced by BISON.  
The sensitivity analyses showed that the most impactful geometric features 
differed between the neutronics and heat transfer studies, and that optimal features in one 
study hurt performance in the other study. For example, large radial disks caused the 
greatest decrease in cycle length but improved the thermal performance of the insert. 
However, the overall impact of insert geometry on cycle length was much smaller than 
the impact on fuel temperature and energy storage. Although the impact of the insert 
geometry on cycle length was small for the Mo content and 235U enrichment considered 
in this study, the inclusion of Mo in UO2 significantly affects cycle length in a way that 
will likely require compensation via HALEU.  
RTC calculations showed that the investigated geometries had a relatively small 
effect on FTC and MTC, likely due to the similarity in absorption cross sections between 
Mo and 238U. However, Mo content did impact SBC and control worth since replacing 
fuel with Mo and the varying 235U enrichments affected flux levels and fission product 
poisoning. Homologous temperatures predicted at BOC in a PWR fuel assembly and as a 
function of burnup in a single fuel rod showed that the optimal Mo insert geometry 
increased the margin to fuel melt from 13 to 32%. Also, an unoptimized geometry can 
exhibit little to no benefit compared with UO2 in terms of homologous temperature since 
the melting point of Mo is lower than that of UO2.  
The key takeaway from this study is that using Mo inserts in UO2 can potentially 
provide significant safety and fuel performance benefits in a reactor environment if the 
insert geometry is optimized, but these benefits come with a significant decrease in cycle 
length that requires more than 5% 235U enrichment as compensation. Features of an 
optimal geometry were identified in this study using sensitivity analysis methods, and a 




reducing maximum fuel temperature. Inserts with many thin, radial disks that extend to 
the edge of the fuel pellet further reduce temperature by providing a radial pathway for 
heat to transfer out of the fuel. Incorporating Mo inserts into nuclear fuel appears feasible 
based on the RTC calculations made in this study since the impact to FTC and MTC was 
small. However, full-core shutdown margin calculations are suggested to confirm this 
since reduced control worth and a somewhat more negative MTC were observed in the 
fuel design with 15wt% Mo and 7.52% 235U enrichment. A stress analysis of UO2 with 
Mo inserts is also suggested to determine whether stress-induced failure could occur 
during fabrication or reactor operation, and comparisons with other UO2-Mo concepts 
should be carried out that focus on the feasibility of manufacturing and assembling these 
designs. Lastly, an optimization study and accompanying irradiation experiments that 
focus on fuel performance of this novel fuel form is also suggested for future work since 
the optimization performed in this study focused on neutronics and heat transfer only.  
7.2 Contributions and Evaluation of Hypotheses 
7.2.1 Contributions 
In general, the work presented in this dissertation contributes new knowledge of 
the operational and safety performance of potential ATF candidates using advanced 
computational methods. This work demonstrates a key step in the licensing process of 
new materials that is made more efficient and economical through the application of 
novel multiphysics methods and tools. The significant and specific contributions of this 
dissertation include: 
1. Comparison of experimental and simulated results for a flow boiling CHF apparatus. 
2. Quantification of the sensitivity of CHF and post-CHF phenomena to heat transfer 
coefficients, material properties, and the CHF enhancement caused by a heating 
transient. 
3. Examination of key differences between CHF modeling and the observed 
phenomenon, most notably the transition period from nucleate boiling to post-CHF 




4. An initial assessment of CASL’s multiphysics modeling suite, VERA, for BWR fuel 
assembly cross section generation and performance modeling using current state-of-
the-art simulation tools. 
5. Calculation of 3-D temperature and fast neutron flux distributions in SiC/SiC channel 
boxes for a variety of control blade configurations using VERA. 
6. Identification of multiple ThN-UN mixtures that are capable of meeting the fuel cycle 
length of UO2 in a PWR for both natural nitrogen and 100% enriched 
15N. 
7. Determination of reactor performance and safety characteristics, specifically RTCs 
and homologous temperature, of ThN-UN fuel forms using both natural nitrogen and 
enriched 15N in a PWR. 
8. Development of an optimization scheme that uses sensitivity analysis methods to 
maximize the neutronic and heat transfer performance of Mo inserts in UO2.  
9. Programming of a calibration scheme to obtain close matches between UO2-Mo fuel 
temperature profiles in CTF in which the Mo is smeared in the UO2 to finite element 
profiles from BISON in which Mo inserts are explicitly modeled.  
10. Determination of RTCs and homologous temperature of UO2 with Mo inserts in a 
PWR using multiphysics methods.  
7.2.2 Review of Hypotheses 
The hypotheses presented in Section 1.3 are reviewed based on the findings 
presented in this dissertation. 
1. The CHF and PCT of FeCrAl cladding are sensitive to heat transfer coefficients, 
material properties, and the transient-induced CHF enhancement.  
This statement is largely true because it was shown that CHF and PCT of FeCrAl 
were most sensitive to material properties and the CHF multiplier. CHF and PCT showed 
some sensitivity to the heat transfer coefficients in the post-CHF boiling regimes 
(transition and film boiling), but their effect was minor compared to that of material 
properties and the CHF multiplier.  
2. VERA is capable of accurately predicting BWR performance and is valid to use for 




An assessment was made of VERA’s ability to generate nuclear cross sections 
and predict reactor performance parameters. Comparisons of two-group cross sections 
were made between VERA’s deterministic neutron transport solver, MPACT, and the 
Monte Carlo code Serpent using 2-D BWR fuel lattice models. These comparisons 
showed that the cross sections predicted by MPACT matched or nearly matched those 
predicted by Serpent within uncertainty bounds. Peach Bottom BWR fuel assembly 
models were developed in VERA and PARCS/PATHS to compare reactor performance 
parameters. Predictions from each tool showed agreement of neutron multiplication 
factors within approximately 409 pcm or less, relative agreement of peak fuel 
temperature between 4.4 and 17.8%, and agreement in pressure drop of 4.4% or less. 
Outlet equilibrium quality predictions were the same between VERA and 
PARCS/PATHS for all six assembly types, and both modeling tools predicted similar exit 
void fractions, although CTF typically predicted a faster vapor generation rate. This level 
of agreement is typically considered acceptable, and confirms the hypothesis. 
3. Temperature and fast neutron flux gradients in a SiC/SiC channel box will lead to 
deformation and control blade interference.  
VERA was used to calculate 3-D distributions of temperature and fast neutron 
flux in SiC/SiC channel boxes. Both single fuel assembly and mini-core models were 
utilized, and several control blade configurations were considered. The resulting 
distributions showed significant fast neutron flux gradients in both the axial and radial 
directions. These distributions were used as boundary conditions in finite-element 
deformation and stress analysis models [17], which showed that significant deformation 
will occur and control blade interference is likely, at least until swelling in the channel 
box saturates. The residual deformation from thermal gradients is not enough to cause 
control blade interference.  
4. ThN-UN fuels provide an enhanced thermal safety margin due to the high thermal 
conductivity of nitride-based fuel.  
The results presented in CHAPTER 5 confirm this statement. Each of the nitride-
based fuels considered had a homologous temperature in PWR conditions that was 




fuels considered were able to match the cycle length of conventional UO2 when HALEU 
was used and RTCs for these fuels were relatively similar to those for UO2. The 
preliminary screening study in this dissertation highlights the feasibility of composite 
ThN-UN fuel concepts in LWRs.  
5. A Mo insert design for UO2 fuel pellets can be optimized to improve thermal safety 
margin of LWRs while having minimal impact on neutronic performance.  
An optimization and sensitivity analysis procedure was developed to optimize the 
neutronic and heat transfer performance of Mo inserts in UO2. The study showed that the 
geometry of the insert had a minimal impact on cycle length, although the inclusion of a 
non-fissile insert in-and-of itself reduces cycle length in a way that will require 
compensation via HALEU. Geometry of the Mo insert does have an impact on heat 
transfer capabilities, however, and the difference in maximum fuel temperature between 
the bounding insert geometries was about 15–20%. Further analyses are needed to 
determine if the safety and operational benefits from the reduction in fuel temperature 
outweigh the costs associated with the reduction in cycle length. It was also shown that 
the Mo insert had a minimal impact on RTCs, preliminarily implying that this is a 
feasible fuel concept for LWRs.   
7.3 Recommended Future Work 
Owing to the computational nature of the studies in this dissertation, much of the 
suggested work for these potential ATF concepts is based on experiments and additional 
computational analyses. One of the key takeaways from the FeCrAl analysis is that there 
is no current model for the transition period that occurs when CHF is reached before the 
heat transfer declines. Investigation of this phenomena and subsequent development of a 
correlation is necessary to increased accuracy of accident modeling in which CHF is a 
factor. Additionally, no model exists for predicting the enhancement in CHF caused by a 
power transient. Without correlations for these phenomena, current modeling tools make 
overly conservative predictions of when CHF is reached and the resulting PCT, which 




The assessment of VERA presented in this dissertation was performed for a 
limited set of 2-D BWR fuel lattices and 3-D fuel assembly models at steady state and 
normal operating conditions. A broader array of progression problems is required for the 
V&V process and should build up to comparisons of plant operation data, similar to the 
Watts Bar 20-year operational history that was simulated to validate VERA for PWR 
applications [138]. In regards to the SiC/SiC channel box study, it would be beneficial to 
determine the effect of fuel assembly location within the core, control blade history, and 
burnup on the fluence a particular channel box is subjected to. Inclusion of these effects 
will give a more realistic set of fast flux boundary conditions to be used in channel box 
deformation studies. Additionally, fuel loading schemes and other operational maneuvers, 
such as core shuffling and fuel assembly rotations, could be optimized to limit channel 
box deformation and control blade interference.  
The evaluation of ThN-UN fuels indicate that it is capable of enhancing accident 
tolerance and is a feasible fuel form for LWRs if HALEU is able to be used. However, 
the purpose of introducing ThN in the first place is to reduce the chemical reactivity of 
UN in water. Further experimentation is needed to characterize the degradation of mixed 
ThN-UN fuels in water and the performance of these fuels under irradiation. It was 
shown that control rods and soluble boron have reduced reactivity worth for nitride-based 
fuels relative to UO2, which suggests that shutdown margin may be an issue with this fuel 
concept. This concern is exacerbated by the more negative MTC of these fuels compared 
with UO2. Further analysis on a full-core scale is recommended to determine if this is the 
case, and if so, design changes may be required. If shutdown margin is confirmed to be 
an issue for ThN-UN fuels with typical AIC control rods, it is possible that B4C control 
rods with enriched 10B may mitigate the issue.  
Similarly to the ThN-UN fuels, UO2 with optimized Mo inserts is a fuel concept 
that was shown to improve the margin to fuel melt during normal operation and be 
feasible for LWRs when HALEU is used. Because the study in CHAPTER 6 focused on 
neutronics and heat transfer, the primary future work suggested for this concept is the 
characterization of fuel performance and accompanying irradiation experiments. 




not fail during fabrication or reactor operation. Since it has been shown that the insert 
geometry has a minimal impact on neutronic performance, future studies may focus 
primarily on developing a geometry that optimizes heat transfer performance while also 
attempting to maximize fuel performance and minimize mechanical and thermal stress. 
Cost-benefit analyses should be performed in parallel with future optimization studies to 
ensure the performance and safety benefits make up for any additional costs incurred 
from cycle length reduction. The results from the UO2-Mo study indicate that changes in 
Mo content and 235U enrichment have a stronger impact on cycle length than the insert 
geometry. The approach developed for insert geometry optimization could be utilized in 
these future studies.  
Each ATF concept analyzed in this dissertation shows potential for eventual 
application, but each one also requires additional evaluations and testing before being 
licensed. Both ThN-UN and UO2 with Mo inserts are in the early stages of screening, and 
many more material characterization experiments and testing will be needed for these 
concepts to progress. SiC/SiC as a channel box material is considered a long-term 
concept by the NRC, and must also undergo a number of additional tests and 
computational evaluations. Bowing of the channel box and potential control blade 
interference is currently the most pressing challenge for the concept, and additional work 
is needed to determine methods for alleviating this issue. FeCrAl cladding is the concept 
closest to being deployed, but several years of analysis and testing are still required for 
this concept as well. At the time of this writing, lead test assemblies containing IronClad, 
the name given to Global Nuclear Fuel’s FeCrAl cladding design, are loaded into 
Southern Nuclear’s Edwin I. Hatch Plant in Georgia and Exelon’s Clinton Power Station 
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