Abstract| I n this short note we present a n observability criterion for systems whose state is governed by a matrix Riccati di erential equation and whose output is given by an a ne transformation.
I. Introduction
Count Jacopo Riccati, born in Venice in 1676, is known to be the rst researcher who studied di erential equations which included quadratic nonlinearities.
By the matrix Riccati di erential equation RDE we understand the quadratic di erential equation _ X = A 2;1 + A 2;2 X , X A 1;1 , X A 1;2 X where X is a m n matrix and where A 1;1 ; A 1;2 ; A 2;1 ; A 2;2 are matrices of appropriate size. There exists an impressive set of applications ranging from optimal control theory to H 1 optimization and stochastic realization whose solution is governed by the solution of a RDE. We refer readers interested in this material to the recent special volume 1 on Riccati equations where many di erent research directions are surveyed by experts in the eld.
In this short note we will investigate the question of observability of the state Xt if the output Y t is related to Xt through an a ne transformation and more generally through a linear fractional transformation. In Theorem 2.1 we will provide a new su ciency criterion and in Theorem 2.2 we will provide a new necessary criterion. The proof of those results and several illustrative examples are given in the last section. In the last section we also establish the connection to the recent paper by Ghosh and the author 2 where the main technical result needed in this paper has been derived.
II. Main Results
We will treat in our presentation the real and the complex situation simultaneously. For this let IK be either the eld of real IK = IR or the eld of complex IK = C numbers. Note that the read out map" 2 is not as arti cial as it might appear since we include in particular the situation Y t = C 1 + C 2 Xt where C 1 and C 2 are arbitrary but xed matrices. Moreover the linear observability problem _ x = A 2;2 x; y = C 2 x is included as well and it is one goal of this note to provide an algebraic criterion of observability for Riccati systems 1 similar to the well known observability criterion of Popov, Belevitch and Hautus 3 .
In the sequel we derive a su cient and a necessary condition for observability. The proof will be given in the next section. Moreover this condition is also necessary if n = 0 or if all eigenvalues of the matrix A are in IK.
Combining the stated results we h a ve: Proof: of Theorem 2.1 If the rank condition 3 is satis ed then the extended system de ned through 6 and the observation map 7 is observable by Theorem 3.1. In particular the original system de ned through 1 and 2 is observable as well.
Proof: of Theorem 2.2 Let P 0 := spanf 1 ; : : : ; n+1 g and let Pt := e At P 0 be the unique n + 1 dimensional plane satisfying d dt Pt = APt; P0 = P 0 8t: Since fC 1 ; : : : ; C n+1 g are linearly dependent it follows that C P 0 IK n+p has dimension at most n. Without loss of generality we can assume that the dimension is n and we leave the small additional argument needed for the case when the dimension is strictly less than n to the reader.
It therefore follows that almost any two n-dimensional subspaces R 1 ; R 2 P 0 IK m+n have the property that C e At R 1 = C e At R 2 = C e At P 0 ! = C P 0 almost everywhere. The extended system 6 with the extended read out map 7 is therefore not observable. Since spanfP 0 ; e n+1 ; : : : ; e m+n g = I K m+n it follows that the original system 1 cannot be observed from the output measurements 2 either.
We illustrate the results through an example whose numbers have also been used in 2 . In the following we will consider two seemingly similar output observation maps. As it turns out only one of the maps has the observability property.
1. First assume that the output is given through Y t = 0 ; 1Xt = x 3 t; x 4 t:
In result in the same output measurements x 1 t; x 2 t for all time t where the trajectory Xt is de ned.
IV. Conclusion
In this short note we studied the observability question of systems governed by Riccati di erential equations. By extending the phase space of the di erential equation to the Grassmann manifold we arrived at a necessary and at a su cient observability criterion.
