Abstract. The inverse scattering problem is investigated for some second order differential equation with a nonlinear spectral parameter in the boundary condition on the half line [0, ∞). In the present paper the coefficient of spectral parameter is not a pure imaginary number and the boundary value problem is not selfadjoint. We define the scattering data of the problem, derive the main integral equation and show that the potential is uniquely recovered.
Introduction
We consider the inverse problem of scattering theory on the half line [0, ∞) for the equation (1 + x) |q (x)| dx < ∞, α 0 , α 1 is real numbers, also α 0 , α 1 ≥ 0. The inverse problem of scattering theory on the half line for the boundary problem value (1.1)-(1.3) in the case α 1 = 0 was completely solved in [1, 2, 4, 5, 10, 11] . Inverse problems in the half line with the spectral parameter contained in the boundary conditions was investigated according to spectral function in [13] , according to Weyl function in [14, 15] , according to scattering data in [7] - [9] . Some of the applications of these problems to wave equation were given in [14] . Spectral analysis involving linear dependence on the spectral parameter in the boundary condition was studied in [3] . In this paper we prove the uniqueness of a solution of the inverse problem of scattering theory for the boundary problem (1.1)-(1.3) on the half line. As different from previous works [7, 8] , in the present paper the coefficient λ in boundary condition is not a pure imaginary number. Therefore, the boundary value problem (1.1)-(1.3) is not selfadjoint and it may have complex eigenvalues (see [6] and [12] , Appendix II). The paper is organized as follows. In Section 2 the scattering data for boundary value problem (1.1)-(1.3) is defined and some of their properties are examined. The main equation, which relate the scattering data, are derived in Section 3. In Section 4, we prove the uniqueness of the solution of the inverse problem.
It is known [11] that for any λ from the closed upper half plane, equation (1.1) has a unique solution e (x, λ) that can be represented in the form
and the kernel K(x, t) satisfies the inequality
The solution e (x, λ) is an analytic function of λ in the upper half plane Imλ ≥ 0 and is continuous on the real line. Moreover, the function e (x, λ) posses the following properties:
For real λ = 0 the functions e(x, λ) and e(x, −λ) form a fundamental solutions of equation (1.1) and their Wronskian is equal to 2iλ :
Let ω(x, λ) be a solution of the equation (1.1) satisfying the following initialvalue conditions
Scattering data
Lemma 2.1. For any real number λ = 0, the following identity is valid
Proof. Since the two functions e(x, λ) and e(x, −λ) form a fundamental system of solutions to equation (1.1) for all real λ = 0, we can write
The Wronskian of solutions of equation (1.1) does not depend upon x, then we get
Thus, we obtain
Since q(x) is real, it follows that e(0, −λ) = e(0, λ), and hence that ϕ (λ) ≡ e (0, λ) − (α 0 + α 1 λ)e(0, λ) = 0 for all real λ = 0. From the last equality we can obtain the equalities (2.1), (2.2), and (2.3). The lemma is proved. 
Let's multiply both sides of the equation (2.4) by y n and integrate this equation over λ from 0 to ∞. Using (2.5) from which we further obtain, via an integration by parts, µ
Then we obtain
Since µ n is not a real number and α 0 ≥ 0, then (Ly n , y n ) < 0. From the inequalities (Ly 1 , y 1 ) < 0 and (Ly 2 , y 2 ) < 0, we obtain (L(ay 1 + by 2 ), ay 1 + by 2 ) < 0 holds for arbitrary complex numbers a, b. Thus,
it follows that the function y n (x) are linear independent and y n (0) = 0 for arbitrary number n. Now, we construct the following series of functions
Here, a j and b j are unknown complex numbers yet. Clearly, the numbers a j and b j can be chosen such that the condition z j (0) = 0 holds. In this case, we shall show that the functions z j (x) are linear independent. In fact, from the equality
Since the functions y n are linear independent, we have
Hence, we obtain that the operator L 0 has only a infinite number negative eigenvalues. But this is impossible due to the condition (1.3) on q(x) (see [11] ). We obtain a contradiction. It follows that the function ϕ (λ) may have only a finite number of zeros in upper half plane Imλ > 0. Now let us show that the zeros of the function ϕ (λ) are not pure imaginary number. Assume the converse, let ϕ (λ 0 ) = 0, λ 0 = iµ, µ > 0. Then we obtain
Since α 0 , α 1 , µ, |y (0)| 2 and (Ly, y) are real values, the last equality gives an contradiction, i.e., λ 0 is not a pure imaginary number.
Entirely analogously to Lemma 3.1.3 in [11] it is proved that the function
−1 is bounded on the neighborhood of zero. Lemma 2.2 is proved. 
That is zeros of the functions ϕ (λ) and ϕ 1 (λ) are complex conjugate, and also the number of these zeros is equal. Lemma 2.3 is proved.
According to [6] 
Lemma 2.4. The function S 0 − S(λ) is the Fourier transform of a function
F S (x) of the form F S (x) = F (1) S (x) + F (2) S (x), where F (1) S (x) ∈ L 1 (−∞, ∞), whereas F (2) S (x) ∈ L 2 (−∞, ∞) and sup −∞<x<∞ F (2) S (x) < ∞.
Proof. From the formula (1.4) it follows that
e(λ, 0) = 1 + ∞ 0 K(0, t)e iλt dt, e (λ, 0) = iλ − K(0, 0) + ∞ 0 K x (0, t)e iλt dt.Denoting q 0 = K(0, 0), σ 0 (λ) = λ(i − α 1 ), K 1 (t) = K x (0, t) − α 0 K(0, t), K 2 (t) = α 1 K(0,
t) and
for simplicity, we see that
Every one of the functions
is the Fourier transformation of a summable function. Hence we have
Now let us rewrite the last equality as
is the Fourier transform of the function h N (x) = N h(xN ), and
, then the series (see [11, p. 190 
converges in the metric of L 1 (−∞, ∞), its sum belongs to this space and its Fourier transform is equal to
We conclude, from (2.11) and the previous argument, that for N large enough,
It follows that the sum of the first two terms in the righthand side of (2.10) is also the Fourier transform of a summable function F (1) S (x). Finally, since h(λN −1 ) = 0 for |λ| > 2N , the third term in the same formula vanishes for |λ| > 2N and is bounded. As such, it is the Fourier transform of a bounded function F (2) S (x) ∈ L 2 (−∞, ∞), and Lemma 2.4 is proved.
It is known (see [12, p. 299] ) that, the equation (1.1) has a solutionê(x, λ) which for every α > 0 and δ > 0, as
uniformly with respect to x ≥ 0. We denote
We shall call the polynomial (2.13)
with degree of m j −1 the normalization polynomial for boundary value problem (1.1)-(1.3), where m j is the multiplicity of the singular number λ j (j = 1, 2, . . ., n). It turns out that the boundary value problem (1.1)-(1.3) is uniquely determined by the scattering function S (λ) , the non-real singular values λ 1 , λ 2 , . . ., λ n and the normalization polynomials P 1 (x) , P 2 (x) , . . . , P n (x) . The set of values {S (λ) , λ j , P j (x) , (j = 1, 2, . . . , n)} is called the scattering data of the boundary value problem (1.1)-(1.3).
Main equation
Using the results in Section 2, we derive the main equation for boundary value problem (1.1)-(1.3) allowing the kernel K (x, t) can be determined from the scattering data. 
where F s (x) and F (x) will be defined by the formulas (3.4), (3.6), respectively.
Proof. Writing (1.4) in (2.1) we obtain
Let us multiply both sides of relation (3.2) by 1 2π e iλξ (ξ > x) and integrate this relation over λ from −∞ to ∞:
On the right-hand side, taking K (x, t) = 0 for x > t into account, we obtain
On the left-hand side of relation (3.3) using the Jordan's lemma and the residue theorem, we find that
where f j (x) is defined by (2.12).
Thus, for ξ > x, taking the equalities (3.4) and (3.5) into account, from (3.3) we derive the relation
We finally obtain
The proof is completed.
The equation ( 1)-(1.3) .
Using the main equation (3.1), we obtain that the function F (x) is differentiable on [0, ∞) and its derivative satisfies the condition
and the function S (λ) is continuous at all real points λ (see [11, p. 210] ).
Put
Uniqueness Lemma 4.1. Assume that the function y x (t) is summable on the t ≥ x half line and for
Proof. It suffices to prove that homogeneous equation (4.1) has only trivial solution y x (t) ≡ 0 for t ≥ x. Let z x (t) be a solution of the integral equation
for t ≥ x, where the kernel K(x, t) satisfies the equation (3.1) and (by (1.5)) the condition
Then from (3.8) we have 
K(ξ, u)F (u + t)du]dξ, (t ≥ ξ)
holds. Hence, z x (t) is a solution of Volterra type homogenous integral equation for t ≥ x. The kernel function of this integral equation is a rapidly decreasing function owing to (3.8) and (4.4). Therefore, we have z x (t) ≡ 0 for t ≥ x and in view of (4.2) we have y x (t) ≡ 0 for t ≥ x. Lemma 4.1 is proved.
We obtain the following theorem from Lemma 4.1. Proof. Obviously, to form main equation, it suffices to know the function F (x). In turn, to find the function F (x), it suffices to know only the scattering data of the boundary-value problem (1.1)-(1.3). Given the scattering data, we can use formulas (3.4), (3.6) (also (2.13)) to construct the function F (x) and write out the main equation 
