In the present paper, we consider the Cauchy problem of the 2D Zakharov-Kuznetsov-Burgers (ZKB) equation, which has the dissipative term −∂ 2 x u. This is known that the 2D Zakharov-Kuznetsov equation is well-posed in H s (R 2 ) for s > 1/2, and the 2D nonlinear parabolic equation with quadratic derivative nonlinearity is well-posed in H s (R 2 ) for s ≥ 0. By using the Fourier restriction norm with dissipative effect, we prove the well-posedness for ZKB equation in H s (R 2 ) for s > −1/2.
Introduction
We consider the Cauchy problem of the 2D Zakharov-Kuznetsov-Burgers (ZKB) equation:
u(0, x, y) = u 0 (x, y), (x, y) ∈ R 2 , (
where the unknown function u is R-valued. This equation is two dimensional model of the Kowteweg-de Vries-Burgers (KdVB) equation
and appears in the dust-ion-acoustic-waves in dusty-plasmas (See, [22] , [24] ).
We can see that (1.1) has both dissipative term and dispersive term. The aim of this paper is to prove the well-posedness of (1.1) in the Sobolev space H s (R 2 ). First, we introduce some known results for related problems for 1D case. In [11] , Kenig, Ponce, and Vega proved that the Kowteweg-de Vries (KdV) equation
is locally well-posed in H s (R) for s > −3/4. Colliander, Keel, Stafillani, Takaoka, and Tao ( [6] ) extended the local result to globally in time. For the critical case, Kishimoto ([13] ) and Guo ([10] ) obtained the global well-posedness of KdV equation in H − 3 4 (R). While, it is proved that the flow map of KdV equation is not uniformly continuous for s < −3/4 by Kenig, Ponce, and Vega in [12] (for C-valued KdV) and Christ, Colliander, and Tao in [5] (for R-valued KdV). Therefore, s = −3/4 is optimal regularity to obtain the well-posedness of KdV equation by using the iteration argument. For the Burgers equation
Dix ( [7] ) proved the local well-posedness in H s (R) for s > −1/2 and nonuniqueness of solution for s < −1/2. For the critical case, Bekiranov ([2] ) obtained the local well-posedness of the Burgers equation in H − 1 2 (R). These results say that −1/2 is optimal regularity to obtain the well-posedness of the Burgers equation. In [20] , Molinet and Ribaud considered the KdV-Burgers equation
and obtained the global well-posedness in H s (R) for s > −1. For the critical case, Molinet and Vento ( [21] ) proved the global well-posedness of the KdVBurgers equation in H −1 (R). They also proved that the flow map is discontinuous for s < −1. We note that the regularity s = −1 is lower than both −3/4 and −1/2. It means that both the dispersive term and the dissipative term are essentially effective for well-posedness.
Next, we introduce some known results for related problems for 2D case. Grünrock and Herr ( [9] ), and Molinet and Pilod ( [19] ) proved that the 2D Zakharov-Kuznetsov equation
is locally well-posed in H s (R 2 ) for s > 1/2. Especially, Grünrock and Herr used the linear transform v(t, x, y) = u t, Such transform is introduced by Artzi, Koch, and Saut in [1] . We note that the well-posedness of (1.3) in H s (R 2 ) is equivalent to the well-posedness of (1.4) in H s (R 2 ). This transform is not essentially needed to obtain the well-posedness (Actually, Molinet and Pilod did not used such transform), but the symmetry helps us to find the structure of the equation and to write some parts of proof simply. Well-posedness of (1.3) for s ≤ 1/2 is still open. But, Kinoshita gave the author the comment that there is a counter example for the C 2 -well-posedness of (1.4) in H s (R 2 ) for s < −1/4. His counter example is given as
where
Indeed, we can obtain u 0 H s ∼ 1 and
While for the nonlinear parabolic equation
) obtained some well-posedness results. His results contain that the well-posedness of the 2D nonlinear parabolic equation
for s ≥ 0 and nonuniqueness of solution for s < 0. Therefore, our interest is the well-posedness of (1.1) in H s (R 2 ) for lower s than both −1/4 and 0.
Here, we introduce the results for 2D dispersive-dissipative models. The KP-Burgers equation
is also two dimensional model of KdV-Burgers equation. We call KP-Burgers equation "KP-I-Burgers equation" if ǫ = −1, and "KP-II-Burgers equation" if ǫ = 1. The well-posedness of KP-Burgers equation is obtained in H s,0 (R 2 ) for s > −1/2 by Kojok in [14] (for ǫ = 1) and Mohamad in [18] 
. Carvajal, Esfahani, and Panthee ( [4] ) considered the two dimensional dissipative KdV type equation
where the operator L x,y is defined by
and the leading term of Φ(ξ, η) is −(|ξ| p1 +|η| p2 ) with p 1 , p 2 > 0. They obtained the well-posedness of this equation with p 2 > 1 in H s,0 (R 2 ) for s > −3/4. They also considered the high dimensional cases and obtained more general results. There is no results for the well-posedness of (1.1) as far as we know. But the initial-boundary problem of ZKB equation is studied by Larkin ([15] , [16] ). Now, we give the main results in this paper. To begin with, we rewrite (1.1) to the symmetric form based on [9] . We put v(t, x, y) = 4u(16t, 2(x + y), 2 √ 3 −1 (x − y)).
Then, (1.1) can be rewritten
We note that the well-posedness of (1.1) in H s (R 2 ) is equivalent to the wellposedness of (1.6) in H s (R 2 ). Therefore, we consider (1.6) instead of (1.1). 
, there exist T > 0, and an unique solution v ∈ X s,
, the solution v obtained in Theorem 1.1 can be extended globally in time and v belongs to C((0, ∞);
is the completion of the Schwartz class S(R 2 ) with the norm
, and 2 is vanished on the line {(ξ, −ξ)|ξ ∈ R}. But the nonlinear term is also vanished on the same line. It helps us to obtain the key bilinear estimate (Proposition 3.1). We will use the iteration argument with the Fourier restriction norm to obtain the local well-posedness. While, the global well-posedness will be proved by using the smoothing effect from the dissipative term and non-increasing of L 2 -norm of the solution.
Notation. We denote the spatial Fourier transform by · or F xy , the Fourier transform in time by F t , and the Fourier transform in all variables by · or F . The operator U (t) = e
is given as a Fourier multiplier
U (t) and W (t) give a solution to
We will use A B to denote an estimate of the form A ≤ CB for some constant C and write A ∼ B to mean A B and B A. We will use the convention that capital letters denote dyadic numbers, e.g. N = 2 n for n ∈ Z and for a dyadic summation we write N a N := n∈Z a 2 n , N ≥N ′ a N := n∈Z,2 n ≥N ′ a 2 n , and N ≤N ′ a N := n∈Z,2 n ≤N ′ a 2 n for brevity. Let χ ∈ C ∞ 0 ((−2, 2)) be an even, non-negative function such that χ(t) = 1 for |t| ≤ 1. We define ϕ(t) := χ(t) − χ(2t) and ϕ N (t) := ϕ(N −1 t). Then, N ϕ N (t) = 1 whenever t = 0. We define the projections
The rest of this paper is planned as follows. In Section 2, we will give the definition of the solution space, and prove the linear estimates. In Section 3, we will prove the bilinear estimate which is main part of this paper. In Section 4, we will give the proof of the well-posedness (Theorems 1.1 and 1.2).
Function space and linear estimate
In this section, we define the function space, and prove the estimate for linear solution and Duhamel term. First, we consider the standard Fourier restriction norm · X s,b for (1.6) defined by . We note that, the estimate
. Therefore, we use the Besov type Fourier restriction norm defined as follows.
We define the function space X s,b,1 as the completion of the Schwartz class S(R t × R 2 x,y ) with the norm
.
(ii) For T > 0, we define the time localized space X
with the norm
ii) The size of |ξ + η|, which comes from the symbol of the dissipative term of (1.6), is not decided by the size of |(ξ, η)|. Therefore, to use the dissipative effect strictly, we focus on not only |(ξ, η)| ∼ N , but also |ξ + η| ∼ M . This is a different point from 1D case.
as the solution space. Now, we define the operator K and L by
Then, we note that
holds for t ≥ 0 and the integral form of (1.6) on [0, ∞) is given by
(2.1)
By using Plancherel's theorem, we have
and we used
It is obtained in the proof of Proposition 4.1 in [21] .
Proof. We use the argument in the proof of Lemma 4.1 in [21] . Since
We put w(t) = U (−t)F (t) and split ψKF into
Estimate for K 1 By using the Taylor expansion, we have
By the Cauchy-Schwartz inequality, we obtain
Estimate for K 2 By Plancherel's theorem, we have
While if M ≤ 1, then by using the Taylor expansion, we have
By the Young inequality, we have
Therefore, we obtain
By the Hölder inequality and the Young inequality, we have
By the Young inequality and the CauchySchwartz inequality, we have
Estimate for K 4 By Plancherel's theorem, we have
Bilinear estimate
In this section, we prove the estimate for nonlinear term as follows.
Proposition
,1 . To prove Proposition 3.1, we first give some Strichartz estimates.
2 satisfy p ≥ 3 and
Proposition 3.2 is obtained by using the variable transform (x, y) → (4
Proposition 3.3 is obtained by applying Ω(ξ, η) = ξ 3 + η 3 in Corollary 3.4 in [19] .
By using the same argument as in Lemma 2.3 in [8] , we obtain the following estimates from Proposition 3.2 and Proposition 3.3.
Corollary 3.4. Let (p, q) ∈ R 2 satisfy p ≥ 3 and
To get a positive power of M , we give the following estimates.
Proof. By (3.1) with p = q = 5 , we have the L 5 -Strichartz estimate
By the interpolation between (3.5) and a trivial equality
While, by the Cauchy-Schwartz inequality, we obtain
Therefore, by using (3.1) with (p, q) = (∞, 2), we have
By the interpolation between (3.6) and (3.7), we obtain (3.3). By using (3.2) instead of (3.5) in the above argument, we also get (3.4).
Next, we give the bilinear Strichartz estimates. K (j = 1, 2) denote the bilinear operator defined by
, and j ∈ {1, 2}, we have
Proof. We only prove for j = 1 because the case j = 2 can be proved by the same way. We put
. By the duality argument, it suffice to show that
By the Cauchy-Schwartz inequality, we have
(3.10)
By applying the variable transform (τ 1 , τ 2 ) → (θ 1 , θ 2 ) and (ζ 1 , ζ 2 ) → (µ, w, z, ν) as
we have
As a result, we get (3.9) from (3.10) and (3.11).
Remark 3.7. In particullar, if N 1 ≫ N 2 , then we have
since the equality
with K ∼ N 2 1 holds for j = 1 or 2.
Proof. By the Hölder inequality and (3.7), we have
By the interpolation between this estimate and (3.12), we obtain
(3.14)
While, by the Cauchy-Schwartz inequality, we have
By the interpolation between (3.14) and (3.15), we obtain (3.13).
Here, we prove Proposition 3.1.
Proof of Proposition 3.1. By using the embedding l 1 ֒→ l 2 for the summation N M , and the duality argument, we have
We put
for 0 < δ ≪ 1 and
We note that L
. By the symmetry, we can assume N 1 N 2 . We first consider the case 1 ≥ N 1 N 2 . We note that
holds by the interpolation between (3.5) and a trivial equality
. By the Hölder inequality, (3.3), and (3.16), we have
for any s ∈ R. By using (3.17)and the Cauchy-Schwartz inequality for the summations N1,M1 1 and N2,M2 1 , we have
for any s ∈ R. Next, we consider the case
for small ǫ > 0. Indeed, (3.18) and the Cauchy-Schwartz inequality for the summations N1,M1 and N2,M2 imply
Now, we prove (3.18).
Case 1:
. By the symmetry, we can assume M M 1 . By the Hölder inequality, we have
Furthermore, we have
by (3.16), and we have
by (3.13) and M M 1 . Therefore, if we choose ǫ > 0 as ǫ = 10 3 δ, we obtain
As a result, we get (3.18) for s > − Case 2:
By the Hölder inequality, we have
As a result, we get (3.18) for 
by the same argument with using N 2 −s 1. Therefore, we obtain
We can assume M M 1 such as Case 1. We split v N2,M2,L2 and w N,M,L into
where R i (i = 1, 2, 3) are projections given by
By the symmetry, we can assume supp
Then, it suffice to show the estimate for I i,j with i = 1, 2, 3, j = 1, 2.
Estimate for I 1,1
In this case, we note that
By the Hölder inequality, (3.3), and (3.16), we have
As a result, we get (3.18) for s > − By the Hölder inequality, (3.16), and (3.3), we have
. Therefore, we obtain
As a result, we get (3.18) for s > − Estimate for I 2,2
In this case, we have
By the Hölder inequality, (3.16), (3.4), and M M 1 , we have
Therefore, we get (3.18) for s > − Estimate for I 1, 2 In this case, we have |η
by (3.8) since
with K ∼ N holds. While, by the Cauchy-Schwartz inequality, we have
Therefore, we obtain the bilinear Stirchartz estimate such as (3.13) for the product R 1 v N2,M2,L2 · R 2 w N,M,L , and we get (3.18) for s > − .
The proof of Proposition 4.5 is similar to the proof of Proposition 3.1. We will give the proof at the last part of this section. such that v(t 0 ) ∈ H s+1 (R 2 ). Therefore, by choosing v(t 0 ) as the initial data and using the uniqueness of the solution, we obtain v(t 0 + ·) ∈ X s+1, . In particular, we have v(T ′ ) ∈ H s+1 (R 2 ). By repeating this argument, we get v(T ′ ) ∈ H ∞ (R 2 ). Since we can choose T ′ > 0 arbitrary small, v belongs to C((0, T ]; H ∞ (R 2 )). This arrows us to take the L 2 -scalar product of (1.6) with v, and we have
for any t ∈ (0, T ). Therefore, v(t) L 2 x is non-increasing, and we can extend the solution v globally in time. 
