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Abstract
In the first part of this thesis, we present a nonlinear theory for the excitation of
trapped wave around a circular cylinder mounted at the center of a channel. It is well-
known that near an infinite linear array of periodically spaced cylinders trapped waves
of certain eigen-frequencies can exist. If there are only a finite number of cylinders
in an infinite sea, trapping is imperfect. Simple harmonic incident waves can excite
a nearly trapped wave at one of the eigen-frequencies through a linear mechanism.
However the maximum amplification ratio increases monotonically with the number
of the cylinders, hence the solution is singular in the limit of infinitely many cylinders.
A nonlinear theory is developed for the trapped waves excited subharmonically by an
incident wave of twice the eigen-frequency. The effects of geometrical parameters on
the initial growth of resonance and the final amplification are studeied in detail. The
nonlinear theory is further extend to random incident waves with a narrow spectrum
centered near twice the natural frequency of the trapped wave. The effects of detuning
and bandwidth of the spectrum are examined.
In the second part of the thesis, we study the Bragg resonance of surface water
waves by (i) a line of periodic circular cylinders in a long channel, and (ii) a two-
dimensional periodic array of cylinders. For case (i), strong reflection takes place in a
channel when the cylinder spacing is one-half that of the incident waves. Solutions for
a large but finite number of cylinders in a channel are examined and compared with
finite element results. For case (ii) we study an array of cylinders extending in both
horizontal directions toward infinity, the Bragg resonance condition is found to be the
same as that in the physics of solid state and photonic crystals, and can be determined
by Ewald construction. Envelope equations of Klein-Gordon type for resonated waves
are derived for multiple resonated waves. For a wide strip of cylinders, analytical
solutions of both two-wave and three-wave resonance are discussed in detail.
We also extend the theory to include second-order nonlinear effects of the free
surface. For a train of periodically modulated incident waves scattered by an one-
dimensional line of cylinders, free long waves are found to exist and propagate faster
than the set-down long wave bound to the short wave envelopes. At Bragg resonance,
the short waves are reflected by the array but the induced free long wave can pass
through it. For a train of periodically modulated waves scattered by a finite strip of
cylinders, the free long waves can propagate away from the strip or be trapped near
the strip depending on the angle of incidence.
Thesis Supervisor: Chiang C. Mei
Title: Ford Professor of Engineering
Department of Civil and Environmental Engineering
Department of Mechanical Engineering
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Chapter 1
Subharmonic Resonance of a
Trapped Wave near a Vertical
Cylinder in a Channel
1.1 Introduction
The linearized theory of water-wave trapping either by a stationary body in a channel
or by an infinite and periodic array of fixed bodies has been extensively treated by
Evans and his associates in the past decade. Specifically, Evans & Linton (1991)
derived the eigen-wavenumber k' and potentials of trapped modes around a vertical
cylinder of rectangular cross section standing at the center of a channel of width 2d'.
Within the range 0 < k'd' < 7r/2 below the cut-off of propagating waves, there can
be a symmetric mode as well as an antisymmetric mode with respect to the vertical
center-plane perpendicular to the channel walls. Subsequently Callan et al. (1991) also
found a symmetric trapped mode around a circular cylinder of radius a' in a channel
in the same range of k'd'. The predicted eigen-frequency has been recently verified
in a wave-tank experiment by an impulsive displacement of the cylinder (Retzler,
2001). Another anti-symmetric mode was later found to exist in 0.81 < a'/d' < 1
by Evans & Porter (1999). Maniar & Newman (1997) also found above cut-off with
k'd' - w a Dirichlet mode which satisfies the condition of zero-potential on the channel
walls. This mode is relevant to sound waves in a channel and to water waves around
an infinite array of cylinders spaced at 2d' apart. Mathematical aspects and other
extensions have been reported by Linton & Evans (1992a); Evans et al. (1994); Evans
& Porter (1997, 1998) and by Utsunomiya & Eatock Taylor (1999). The occurrence
of these modes around a multi-legged structure such as an offshore airport may pose
threat to the safety of the installation, hence is of engineering interest. According to
the linearized theory, perfectly trapped modes cannot be resonated by incident waves
of the same frequency, since no propagation is possible below cut-off. Only in the
case of a finite number of periodically spaced cylinders in an infinite sea, there is no
cut-off and trapping is imperfect. Synchronous resonance can be predicted by a linear
theory as in Maniar & Newman (1997). However, amplification at resonance is found
to increase with the number of cylinders, when real fluid effects are not included. In
a laboratory experiment by Kagemoto et al. (2002), viscous dissipation was shown to
reduce or to obliterate the high peaks predicted by the linearized potential theory.
Away from the trapping frequency, scattering of monochromatic waves by one or
more cylinders in a channel, or by an infinite array in unbounded sea, is a problem
of diffraction grating, and has been treated by Linton & Evans (1990, 1993a,b) and
McIver & Bennett (1993).
In coastal oceanography it is known that trapped edge waves can also be present
on a sloping beach. In the ideal case of an infinite and uniform beach, trapping is
also perfect. It is known from laboratory experiments that an edge wave can be
resonated subharmonically by incident waves of twice the frequency, as studied by
Galvin (1965), Guza & Davis (1974), Guza & Bowen (1976), Minzoni & Whitham
(1977) and Rockliff (1978). Of recent interest in coastal engineering is the case of
mobile barriers for protecting Venice Lagoon from storm tides. Each of the four
planned barriers is a series of twenty closely aligned hollow gates across an inlet.
For reducing wave forces on the supporting structures, all gates are allowed to swing
about a common axis on the seabed, but are otherwise unattached to one another.
Experiments have revealed, however, that normally incident sea waves can force the
neighboring gates to oscillate in opposite phases, at half the frequency. This oscillation
of course affects the intended purpose of the gate system as a dam. The cause for this
oscillation was later found to be the existence of trapped modes owing to the periodic
and mobile construction (Mei et al., 1994). A nonlinear theory for monochromatic
incident waves, similar to the subharmonic resonance of edge waves, has been given
by Sammarco et al. (1997a), and confirmed by laboratory experiments. Extension to
narrow-banded incident waves further revealed that resonance can become chaotic,
which has also been verified by experiments (Sammarco et al., 1997b).
In view of the possible importance to offshore structures involving a periodic
array of cylinders, we present here a nonlinear theory for subharmonic resonance of
waves trapped by a vertical cylinder in a channel, which is mathematically equivalent
to an infinite array of periodically spaced cylinders. The evolution equation for the
amplitude of the trapped mode is found analytically to be of the Landau-Stuart form.
The main task of calculating the coupling coefficients is achieved by solving a number
of scattering or radiation problems. By numerical solution of these problems, the
effects of the geometry on the resonance characteristics are examined.
1.2 Boundary value problem
Let physical quantities be identified by primes. We consider a bottom-mounted cir-
cular cylinder of radius a' fixed at the center of a channel of width 2d' and depth
h'. Let a Cartesian coordinate system be chosen such that the (x', y') plane coincides
with the still free surface and z' points upward along the cylinder axis, as shown in
figure 1-1. A train of plane waves of amplitude A' arrives along the positive x' axis
towards the cylinder.
Let the fluid be incompressible and inviscid, and the flow be irrotational. Nor-
Figure 1-1: Circular cylinder at the center of an open channel
malized variables defined below without primes will be employed throughout,
((', y', z')(,yz) = d'
1
d' gA'
(h', a')(h, a) = d'dt (1.1)
where (' and VI' represent the free surface height and velocity potential respectively.
In dimensionless variables, the boundary value problem is governed by
V2 ) = 0,
in the fluid and
(1.2)
+ + 2c~V~  V +c2V48z at2 at -V v=0,2 z = <; (1.3)
on the free surface, where c denotes the square root of the small ratio of wave ampli-
tude to channel half-width
e= <<1. (1.4)
Since the incident wave amplitude is of order O(e2d'), we can reason that the excited
trapped wave amplitude will be of order O(ed').
t=v ,
('V=A- I-•'
We also require no flux
on the cylinder,
on the side walls, and
= 
-0,
ay
-=0,
Oz
(1.6)
z = -h. (1.7)
on the seabed. From the Bernoulli equation, the free surface elevation is
(= t V " VE ,
at 2 on z = E(. (1.8)
Under the assumption of small-amplitude waves, Taylor expansion of the combined
free surface condition (1.3) about the undisturbed water level z = 0 gives :
a20 D a9 0a 0(
+ -t+ +:c (V- V4) - cEat at at a a
+ e2
2 2
Ot 8tdz
+ 262V • V
t ataz )
(VI . V4() = O(E3),
a fzaOz az
a2o•
& 2
a24D
+ at2
(D-z
z = 0. (1.9)
while (1.8) becomes
at
E2a
2 Oz{
1
2
(V4 V4b -
at atz J
(Dtt )}09z)I + O(e3 ), S= 0. (1.10)
1.3 Perturbation problems
Similar to the excitation of trapped waves along a sloping beach (Minzoni & Whitham,
1977) or around the mobile gates of Venice (Sammarco et al., 1997a,b), it can be
r = a (1.5)
oz
0241
at2)
C
(1 2)+• a4 2 a2
+ C V 2 at az2
shown that a trapped wave of natural frequency w and amplitude 0(1) can be excited
nonlinearly by an incident and scattered wave system of order E at the frequency 2w.
The long time scale of resonant growth is of the order 1/WE 2.
Upon introducing the slow time 7 = E2t and the multiple-scale expansions
( = (1) x, y, z; t, T) + e( 2) (, y, z; t, T) + E 2 (3) (1, y, z; t, 7) + O(E3 );
S= (1)(x, y; t, 7) + E((2)(x, y; t, ) + 2 (3) (x, y; t, T) + O(E3),
(1.11)
(1.12)
we obtain from (1.2)-(1.7) and the free surface condition (1.9), the governing pertur-
bation equations for the first three orders, i = 1, 2, 3:
V2 (i) = 0,
0 2 (i)+ - o (i),+ t2
4D(i)
in the fluid;
on z = 0;
on r = a; y = +1; and z = -h ;
The forcing functions i on the free surface are :
g (1) = 0;
g (2) =
Ot Oz a(ld (1.16)+a2 (1))
a 2 4 (1)  a (1) a a • (2)
-2 + +-
tO-7 Ot Oz z
-2t (v('() V (2)) + (1)
at 2
8I (1) a2I( 1) a ( DaI1)
at ataz azY az
- ( ) (1) (1)
a2 D(2))
at2 )
0(I)(2)  ( / (1)
at az az
V 0( 1) (a2l (1) +V 'I)(1) a  -----) - - t- - --az az at2
+2 a( (1))
+ at--)
1 a( )(1)  2 a2
2 \ at z2
(1.17)
a24(1))
+ 2t--)
0()
+ (1) 02  1
t tz (V I)(1)- VI)(1)) V )(1) - V(VI)(1) - V(I)).
+ a2(1 )
(1.18)
(1.13)
(1.14)
(1.15)I
The first and second order free surface elevation are obtained from (1.10):
((1) = . (1.19)
at ,
S(2) 1 aQ)(1) 2 I(1)(2 +) = (1)) ( V( 1 )  (1.20)
at 2 at 8taz '
1.4 The trapped mode at the first order
At the first order, the boundary-value problem is homogeneous. Let the eigenfunction
be expressed as
B z)e t  B cosh k(z + h) )ei t  (1.21)
2 2 iw cosh kh
where B(T) is the complex amplitude. From here on asterisks denote complex conju-
gates. The spatial factors opl and 7r satisfy the no-flux condition on channel walls and
is antisymmetric about the channel middle plane y = 0. As shown in Callan et al.
(1991), a trapped mode symmetric in x exists for all cylinder radius 0 < a < 1 below
the cutoff wavenumber k < ir/2. Only in the small range of 0.81 < a < 1, a second
trapped mode antisymmetric in x with a different eigen-frequency exists (Evans &
Porter, 1999). In the present study, we focus our attention only on the x-symmetric
mode; the second mode can be treated similarly. Without loss of generality we assume
~pl to be real and rl purely imaginary.
The wavenumber k is related to w by the dispersion relation:
w2 = k tanh kh. (1.22)
For a vertical cylinder of circular cross-section, the eigen-wavenumber k depends only
on the dimensionless radius a. Through the dispersion relation (1.22), the eigen-
frequency w depends on the water depth in addition. From figure 2 of Callan et al.
(1991), the following features for the eign-wavenumber k are known.
When a -+ 0, k approaches the cutoff value 7r/2. At this limit the free-surface
1.2
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Figure 1-2: Dependence of the trapped mode wave frequency w on the radius of
circular cylinder a and the water depth h.
amplitude becomes uniform in x, hence the wave is no longer trapped. As the cylinder
radius a increases from 0, k decreases slowly from r/2 to the minimum k • 1.32 at
a = 0.76. Beyond that radius k increases monotonically to k . 1.43 at a = 1, when
the cylinder blocks the channel. For convenience of physical discussion we show in
figure 1-2 the trapped-mode frequency as a function of a for different water depth h
as calculated from (1.22). For the same cylinder radius, w first increases with depth
linearly as (w r x/Vk), and then approaches its limit vk as water becomes very deep
We remark that, for any body geometry, the eigenvalue problem can be solved
numerically by the hybrid-element technique to be described for a more complex
problem in Appendix A. Let the channel be divided into the near field around the
cylinder, and the far field Ixi > L away from the cylinder. The basic idea is to employ
two-dimensional finite elements only near the body where the geometry is complex,
and analytical representations via eigenfunction expansions in the far field. For later
use we record the far-field surface displacement,
r = D exp(Km(=Fx + L) sin(m - 2)ry, x + (1.23)
rm= 1
1.0
0.5
h 0.25h 01
-
Ism m- 2 7 2 - k2,(IM - 212 m = 1,2,...
is real. The expansion coefficients Dm in the far fields are found by a variational
method along with the nodal unknowns in the near field.
1.5 Diffraction and radiation at the second order
At the second order, the free surface condition is no longer homogeneous:
04( 2) a2 (2)
+ t= (2)1z 0t2 on z = 0, (1.25)
where j%(2) is given in (1.17). Substituting (1.21) into (1.17), we obtain
B 2
-(2) = qe-2iwt + ,
2 (1.26)
with
q=1 (27, + 22 + (3 4 -q 2 iwi( k2)2 2) (1.27)
We remark that, for the trapped mode 7 is even in x but odd in y, hence q is even in
both x and y.
Let the total solution be the sum of three parts
(1.28)
where (I and (s are the incident and scattered wave potentials respectively, and JQ
is the radiated wave forced on the free surface by quadratic interactions. These parts
are treated separately below.
where
(1.24)
4(2) =I 4) (Is + (pQ.
1.5.1 The diffraction problem 4I and Ds
The diffraction problem is standard in the linearized theory. Let the incident and
scattered wave potentials be expressed by
(A cosh K(z + h) ri(x)( s 4i=  cosh g Kh nrs(x,y)
where the incident wave elevation is
77I = eiKx
and K satisfies the dispersion relation with 2w:
K tanh Kh = 4w2 .
A small detuning is allowed so that
Se-2iwt (1.29)
(1.30)
(1.31)
A = e-2 i 20t e-2iQrT (1.32)
with 2c 2Q representing the detuning frequency.
The spatial factor rls for the scattered wave
equations,
+ -22 + K S = 0,
Otis _OeiKx
On On '
= 
0,
dy
is governed by the two-dimensional
(x, ) E SF;
on r = a;
on y = ±l;
(1.33)
(1.34)
(1.35)
and the radiation condition at two infinities. This problem is solved numerically
by the hybrid-element method (see Appendix A). In the near field, defined by two
vertical cross-sectional planes x = ±L enclosing the cylinder, two-dimensional finite
elements are used. Outside these planes, the following eigenfunction expansions are
used for the scattered wave
mTI = Z S± e±iPmx cos may, x d L, (1.36)
m=0
where S± are unknown coefficients and
m = V/K 2 -m27r 2 , m = 0, 1, 2, .... (1.37)
Let m be the largest integer for which K > m-r, then for m = 0, 1, .. , , O,-m are real.
The corresponding terms in the series represent outgoing waves. For m = m+ 1, ..., oo,
/3m = i V/m27r2 -- K 2 are imaginary, the corresponding terms represent evanescent
modes. We note that at the special values K = mxr, the m-th scattered mode are
at the cutoff threshold. Recall that the eigen-frequency w is a function of a and h.
Hence the dependence of K on a and h is found from (1.31). We plot K vs. a for
a wide range of h in figure 1-3. When water is shallow, h < 0.30, the (K, a) curve
crosses the first cutoff wavenumber K = 7r once at a small a. If 0.30 < h < 0.4445,
there exist two radii at which the incident wavenumber gives rise to cutoff at K = 7r.
As the depth increases, 7r < K < 27r and no cutoff wavenumber will be encountered.
The hybrid-element numerical scheme is used to compute the scattered waves near
and away from the cylinder for a wide range of frequencies. Sample numerical results
for the scattered wave are presented in figure 1-4 for a = 1/2 and h = 1. From figure
1-2 the trapped wave frequency is found to be w = 1.109 so that the incident wave
has the frequency 2w = 2.218.
1.5.2 Radiation due to quadratic forcing : (Q
Since the forcing function on the free surface (1.26) contains only the second harmonic,
we express
(Q = 1 B 2pe-2iwt + *, (1.38)
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Figure 1-3: Dependence of K on the cylinder radius a and the water depth h.
y
o
-3 -2 -I o 2 3 x
y
0
-3 -2 -I 0 2 3 x
~I!.>
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
Figure 1-4: Scattered wave free surface elevation TIs, a = 0.5, 2w = 2.218.
top: real part; bottom: imaginary part. TIs is symmetric about y = o.
44
-- (1.15), pQ is found to be governed by the inhomogeneous problem:
V 2~Q = 0,
0OýQ = 0,On
- 4w 2(pQ = q,
O(Q = 0,
Oy
O(pQ
=0,
in the fluid ;
on r = a;
on z = 0;
on y = ±l;
on z = -h.
and the radiation condition that only outgoing waves exist at infinity.
We shall apply the hybrid element method to solve for pQ. For this purpose we
first obtain the far-field representation by decomposing into two components: a locked
wave QL) , and a free wave (F)
(L) (F)ýPQ = PQ + ýPQ large Ix). (1.44)
Locked wave in the far field
We define the locked wave o)• by requiring only the inhomogeneous condition on the
free surface
0 L) 4w2 O) = q,
8zQ
and homogeneous conditions on the channel side walls and the bottom.
Substituting the far-field expressions (1.23) for r7 into (1.27), we get the following
explicit forcing in the far fields of large Ix :
-- = 2 Z S e(K+)(Tx+L) x
m=l n=l
(Gmn cos(m - n)ry - Hmn cos(m + n - 1)yry),
OPQ
Oz
(1.39)
(1.40)
(1.41)
(1.42)
(1.43)
on z = 0; (1.45)
From (1.13)
x < L, (1.46)
with the coefficients
n = n + (m - )(n - )7 r2+ 1(3W4 - k2))DmDn (1.47)
Hmn = m - ( - )(n- 2 (34 - k2))DmDn. (1.48)
where the coefficients Dm are known from the first-order solution. Since 'tm, ar are
all real and positive, the forcing function q is imaginary, as is rl. Recall from (1.27)
that q must be symmetric in both x and y everywhere. It follows that the locked wave
potential cp() is also symmetric in x and y, and imaginary. The far-field solution is
easily found by separation of variables,
S- exp ((Km + Kn)(Fx + L) x
m=1 n=1
Gmn cos(m - n)ry cos k(-,)(z + h)
kr•n tan kIh + 4w2 cos km2h
Hmn cos(m + n - 1)ry cosh k(z + h) (1.49)
k (+ ) tanh k(+) h - 4w2 COSh h
where
1
km = (m + Kn)2 (m n)27r2 ); (1.50)
km+  = ((m + n- 1)27r2 (Km + Kn)2 m, n > 1. (1.51)
Note from (1.24) that
Km+ < m- I + n  -1 r = (m+n-1)r. (1.52)
2/ 2/
hence kmn in (1.51) is real. Taking the square of (1.50) and using (1.24), we get
k(- ,' 2  = (- m + _,)2  (m - n)27r2k 2 (Km + Kn 21)22
Sm -  r2 + - -( 1 2 - 2k2 + 2K,,n - m2r 2 + 2mn7a2 -- n27r2
2  2
= 2 mKn + -- 2k 2 + (2mn - m - n)r2.  (1.53)
Since k < 7r/2 and rm, n, > 0, the sum of the first three terms in the last line of
(1.53) is positive. For positive integers m and n, the inequality 2mn > m + n is
always satisfied. Hence, we find that k-) 2 is positive and k7,-- is real.
Free wave in the far field
In view of the symmetry of q everywhere (near and far), both (L) and ý_(F) must
be symmetric in both x and y. In the far field ýp(F) must further behave as outgoing
waves, which in turn leads to radiation damping and will render the resonance finite.
Its representations can be formally written as an eigenfunction expansion,
(F), cosh K(z+ h) Fe±i mK2 ( :FL)(PQ cosh Kh rFm0o -- COS mrry
+ E F, 0oe (m7r) 2 -K 2 (Tx+L) Cos miry)
m=T+1
+ >Ecos vU(z + h) + Fm eV(mrv)2+(:x+L) cos miry, x < ±L, (1.54)
cos vh F
n=1 m=O
where T is the largest integer less than K/ir and v, is a real root of
4w2 = - tan vh, n = 1, 2,.... (1.55)
The expansion coefficients Fm remain to be found.
The near field and the hybrid element analysis
In the near field (oQ will not be separated into free and locked waves. Since the forcing
function q is symmetric in y as shown in (1.27), so is the potential pQ. This symmetry
allows us to solve the boundary value problem in the half channel Q : y _ 0. In the
near field the boundary value problem of opQ can be written as
V2pQ = 0, in Q; (1.56)
= O, on r = a; (1.57)
On
Q - 4w 2 pQ = q, on z = 0; (1.58)
Oz
= 0, on z = -h; (1.59)Oz
OQ= 0, on y=O and y= 1; (1.60)
ay
The near field pQ will be approximated by three-dimensional finite elements with
nodal unknowns. Along the borders x = +L, cpQ of the near field and its x-derivative
must match 9p + 9, and its x-derivative of the far field. The combined problem
for the entire channel is converted to a variational problem as shown in Appendix
A. Extremization leads to a linear matrix equation for the nodal unknowns and the
expansion coefficients, and is then calculated numerically.
We first display in figure 1-5 some typical numerical results of the second-order
forcing (1.27) due to the quadratic interaction of trapped wave. A contour plot of the
complex spatial factor pQ on the free surface is shown in figure 1-6.
1.6 Evolution equation of trapped mode
At the order 0(E2), the free surface condition is inhomogeneous, as given in (1.14)
and (1.18). It is easy to see that forcing on the free surface contains first and third
harmonics in time,
-(3) = 31 e-iWt + 9ý33e- 3iwt + *, (1.61)
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o
1
y
0
-2 -1.5 -I -0.5 0 0.5 1.5 2 X
~~ *.1 " A_.if ,-I'" -I
0 0.2 0.4 0.6 0.8 1.2 1.4 1.6 1.8 2
Figure 1-5: Imaginary part of the free surface forcing, Im(q), a = 0.5, W = 1.109.
top: three dimensional plot; bottom: contour plot in upper half-plane (y > 0). q is
symmetric about y = o.
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Figure 1-6: CPQ on the free surface, a = 0.5, 2w = 2.218, h = 1.0. top: real part;
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Details of ,31 are given in Appendix B, where it is seen that 931 decays exponentially
in lxl as the trapped wave. Let the third-order wave potential be expressed by
(3) = 31(x, , z)e-iwt + ý3 (x, y,z)e-3iwt + *. (1.62)
Substituting (1.62) into (1.13)-(1.15) and collecting only terms of the first harmonic,
we find that 031 satisfies the following condition on the free surface
(031 2231 31,
Oz on z = 0. (1.63)
At infinity, radiation condition assures waves propagating only outward. All other
conditions are homogeneous.
Since w and pl are the eigen-frequency and eigenfunction of
boundary value problem at the first order, we must examine the
inhomogeneous problem for P31. Applying Green's theorem to ypj
entire fluid domain Q, we get
the homogeneous
solvability of the
and 'P31 over the
f/f (lV2 31 - 31 V21) dQ• = f P31 O 'P1 ) dS,iffo ( qQ (IV I On v l a (1.64)
The volume integral on the left vanishes identically. After using all the boundary
conditions, the surface integral on the right reduces to
1SF
or IFs 3 dS = 0. (1.65)
With the lengthy details of J31 and the integration given in Appendix B, we only
state the final result
dB
-i-- = cQB2B* + c,.AB*,dr (1.66)
where
C i= 2 ai Im(r/)dS; (1.67)
C Ei= 2 1 1 S Im(r)dS, (1.68)
with
E = Im 2()dS. (1.69)
Details of the functions ai(x, y), i = 2, 3,..., 9 and 7y(x, y), i = 2, 3, 4 are given in
Appendix B.
Equation (1.66) governs the slow evolution of the trapped wave amplitude B(7)
and is of the Landau-Stuart form, as in the problems of edge waves on a beach and
trapped modes around Venice gates. In view of the mathematical similarity among
these three cases, it is natural to anticipate that all trapped waves, whether around
a stationary or mobile boundary, can be excited subharmonically.
If there is a small frequency detuning as given by (1.32), the Landau-Stuart equa-
tion (1.66) becomes
dB
-i = cB 2 B* + cye- 2ir B*, (1.70)
With the transformation
B = Be - i r', (1.71)
(1.70) becomes
dB
-1 = CaI2B + B + C . (1.72)
The mathematical properties of this Landau-Stuart equation have been studied by
Rockliff (1978) for edge waves. We shall therefore only highlight the physical meaning
of these coupling coefficients in the following section, to prepare ground for examining
the effects of cylinder/channel geometry on the resonance physics .
1.7 Physical roles of the coupling coefficients
1.7.1 Im(ca) and radiation damping
Multiplying B* on both sides of (1.66) and subtracting its complex conjugate, we get
d = 2 Im(c A*B2 )- 2Im(c,)IB14 . (1.73)
The first term on the right hand side of (1.73) represents the energy influx to the
trapped wave from the incident and scattered waves. If this term is positive, the
trapped wave can be excited from infinitesimal initial disturbance. The second term
on the right of (1.73) arises from radiation of the second-order wave (IQ forced by
quadratic interactions of the first-order trapped wave. For physical confirmation we
calculate below the period-averaged rate of work done by the radiated wave IQ to
the surrounding fluid. In the identity
SV2 OQdQ = 1 V - V(: Q dQ - J V Q -VQd, (1.74)
the left-hand side is zero. By Gauss theorem and the boundary conditions, the first
volume integral on the right reduces to two surface integrals
Jj ~ dDQ Q dS+ JJ Q DQ dS (1.75)
Ot On d S F S t Oz
where So includes two cross-sectional planes at x -+oo. Physically the negative
of the first integral above is proportional to the power outflux at infinity. It follows
from (1.74) and (1.75) that the power radiated to infinity is
11so(-22wi + dS
= 
-2iw(J
= 
-2iw (JJ
= 2iwj qp
V~p * V-YQdQ -
IVypQI2dQ - 4w 2
dS + * = -4w
1S F
11SF
11SF
*-O,- dSQP az
I(POQ2dS JJ- q~,dS) +
-fS F /
Im(q) Re(pQ)dS.
where the fact that q is imaginary has been used. It is shown in (B.24) of Appendix
B that
Im (c ") = -F
f -2 iwyQ +J Q -n
Im(q) Re(pQ)dS.
*)dS = 4EIm(ca).
(1.77)
(1.78)
Since power must be lost to infinity by radiation, it is necessary that
Im(ca) > 0, (1.79)
which will be checked by numerical results.
1.7.2 Re(ca) and shift of resonance frequency
The real part of the coefficient c0 can be obtained from (1.67). The effect of Re(ca)
is to shift the trapped mode frequency from w to w - E2 Re(ca) lB 2. This can be seen
by rewriting (1.72) in the following form:
dB 2
-1di = i Im(c)B| B + Q + Re(c,)2B2)B + c, P*.
When Re(cc) < 0, the natural frequency shifts to a higher value w + E21 Re(ca) IlB 2.
This is similar to a hard spring in the Duffing oscillator. If Re(c,) > 0, the shift is
to a lower value w - c21 Re(ca)l IB 2, similar to the soft spring. When Re(ca) = 0, the
(1.76)
Hence
(1.80)
resonant frequency is left unchanged.
1.7.3 Ic,| and the initial growth rate
Starting from the rest state, nonlinearity must be unimportant at small T. Equation
(1.72) is dominated by the linear part,
dB
-1--- r • + c,B*
Eliminating B* by using the complex conjugate of the equation above, we get
d2 B
dT2  ( 2 -- 2 )B = 0. (1.81)
Thus as long as detuning is weak, •Qj < cyJ, the rest state can be unstable. The
growth rate is proportional to vIcP2 - Q2 and takes the greatest value of Ic., when
Q = 0, i.e., perfect tuning.
1.7.4 Finite equilibrium states and stability
We shall cite the results from the nonlinear analysis of Rockliff (1978) for edge waves.
Let B be expressed in polar form
B = vfe is, (1.82)
where I = 1•R1 2 = IB12 is the action variable and 0 the angle variable. The equilibrium
states correspond to the solutions of (1.72) with dBl/dT = 0. In the bifurcation
diagram of I vs. Q, one such state is I = 0 for all Q. There are two finite equilibrium
states
-0 Re(cQ) ± /c/ 21c12 - Im2(co)a 2
I: = Re(c,± IcaIC2  _ m2(C)2 (1.83)
corresponding to two branches of an ellipse in the plane of I vs. Q plane. The ellipse
intersects the Q axis at two points Q = ±lc, . Depending on the sign of Re(c.), three
cases can be distinguished:
Consider first Re(c0 ) < 0. The ellipse is inclined to the right as shown in figure
1-7, and is similar to a hard spring in the Duffing oscillator. In the range of -oo <
Q < - cnl, only the rest state I = 0 exists and is stable to infinitesimal disturbances.
In the range -Ic-, < Q < Ici, the rest state (I = 0) is unstable as stated before. The
finite state I+ is stable. In the range of Icl < QJ1 < IcllcOj/Im(c,), the rest state
I = 0 is stable, as is the larger of the two finite states I = I+ . On the other hand the
smaller finite state I = I,- is unstable.
To find the maximum possible equilibrium amplitude we take the derivative of
(1.83) with respect to Q
dI+ - = 1 -(Re(ca) 
- Im2(c,)Q ) = 0 (1.84)d 2 Ca 2c•C2 
-IM I mc(ca)Q2
Solving (1.84), the maximum amplitude takes place at
Qm = e(c) 1  (1.85)Im(C")
where the conditions Im(cc) > 0 and Re(c0 ) < 0 has been used. Substituting (1.85)
into (1.83), the largest action variable that can be obtained by tuning the incident
wave frequency is
Icy (1.86)
max = (186Im(ca)
For comparison we note for a perfectly tuned incident wave Q = 0, the action variable
is, from (1.83),
e(Q = 0) = . (1.87)ical
which is less than the maximum value unless for the special case of Re(cQ) = 0.
Finally in the range of
Q Im(c)I
the only equilibrium state is I = 0 which is always stable.
For Re(c,,) > 0, the bifurcation curve leans to the left as shown in figure 1-8, and
is similar to a soft spring in the Duffing oscillator.
Re(c,) < 0
P
Q
/
I I_ -j•
L - M 0 R* S T---
Figure 1-7: Bifurcation diagram relating the action I of equilibrium state and detun-
ing frequency Q when Re(c,) < 0. Solid line: stable branch; Dashed line: unstable
branch. Nodes: M = (-Jc, 0), P = (mIma), Imx) = ( I ) , Re(c) Ii)
Im(c,) Im(ca> ) cl
and R = (IcI, 0).
In both cases discussed above, there is the jump phenomenon when the detuning
frequency is varied adiabatically. This prediction has been verified in experiments
for the similar problem of Venice gates (Sammarco et al., 1997a,b). In the special
case of Re(co) = 0, the ellipse is upright as shown in figure 1-9; there is no jump
phenomenon. We remark that, both the edge waves and Venice gates are similar
only to a hard spring in the Duffing oscillator: the bifurcation ellipse leans only to
the right. In the present case of a cylinder in a channel, both hard- and soft-spring
behaviours are possible, depending on the geometry, as will be shown in the next
section.
In summary, the resonance phenomenon is controlled by the following key pa-
rameters. Finite resonance from rest occurs only when the frequency of the incident
waves is detuned within a limited range, bounded by + lc,. Within this range, per-
fect tuning produces the fastest initial growth at the rate proportional to Ic~l. The
jump phenomenon is possible only if Re(cQ) $ 0; it is present for detuning in the
positive range of Ic,I < c < if Re(cc) < 0, and in the negative range of
loIm(c-
I(cc< 0) < -Icy, if Re(c,) > 0. In either case the greatest equilibrium ampli-
Im(co)
tude occurs when the incident wave is not perfectly tuned, and is Imax = C
Im(ca)
PI N
T-+ S- R
Re(c0 ) > 0
-- e
0
Figure 1-8: Bifurcation diagram relating the action I of equilibrium state and detun-
ing frequency Q when Re(c0 ) > 0. Solid line: stable branch; Dashed line: unstable
branch. Nodes: M = (1, 0 ), P = (m,Imax), Q = m I c IY Re(c,,)c andIm(c) Im((c-) c).
R =(-|cy, 0).
Figure 1-9: Bifurcation diagram relating the action I of equilibrium state and de-
tuning frequency Q when Re(co) = 0. Solid line: stable branch; Dashed line: un-
stable branch. Nodes: M = (Icy, 0), P = (O, Imx) is the maximum point and
R = (-Ic, , 0).
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We now examine from computed results how these key parameters are affected by
geometry.
1.8 Effects of geometric ratios a and h
By extensive numerical computations, we can examine the effects of geometry on the
resonance characteristics.
1.8.1 Coefficient ca
The dependence of Im(c0 ) on cylinder radius a for various water depth h is plotted
in figure 1-10. As expected, Im(cQ) > 0 always, signifying damping which renders
the resonant amplitude finite. It can be seen that damping decreases as h increases.
But as the cylinder radius a increases from 0 to 1, damping is the greatest for some
intermediate a.
Re(ca), which determines the inclination of the bifurcation curve (Ie, Q), has dif-
ferent signs in different parts of the a, h plane, as displayed in figure 1-11. Within
certain ranges of h, Re(ca) can change sign three times as a increases from 0 to 1.
The bifurcation ellipse can therefore swing from left-leaning, to right-leaning and then
back to left-leaning. A cylinder in a channel can therefore exhibit the behaviors of
both soft and hard springs, depending on the magnitudes of a and h. This is unlike
the edge wave or the Venice gates, which act like the hard spring only.
As shown in Figure 1-10a when the water depth is very shallow, h < 0.30, there
exists one peak of c, occurring at a special a which corresponds to cut-off at K =
w, see figure 1-3, i.e., the transition of a mode from evanescence to propagation.
The appearance of a peak at cut-off is known in the linearized theory of wave-body
interaction in a channel (Yeung & Sphaier, 1989). For a depth in the range of 0.3 <
h < 0.4445, there can be two peaks, with the second (very mild) peak near a = 1.
The two radii corresponding to these peaks are also associated with the same cutoff
K = r, as can be seen in figure 1-3. For still larger depths, sharp peaks disappear,
since there is no more cut-off.
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Figure 1-11: Sign of Re(cQ) as a function of geometry.
1.8.2 Coefficient c,
In figure 1-12, we display for three ranges of depths the effects of a on Ic l, which is
the half-range of resonant detuning frequency. Being affected also by the solution to
the linear diffraction problem, c, shares the features of c,. As shown in figure 1-12a,
when the water depth is shallower than 0.30, there is one sharp peak in the curves
of c, vs. a. When 0.30 < h < 0.4445, there are two peaks. Again these peaks occur
at the values of a corresponding to cutoff. When 0.45 < h < 0.85, the curves vary
smoothly with a.
1.8.3 Maximum trapped wave amplitude
The largest trapped wave can be obtained by choosing the detuning parameter Q to
be (1.85). The maximum trapped wave amplitude for given cylinder radius and water
depth is then IBIax = Vm with Imax given by (1.86). For various cylinder radii
and water depths, the maximum trapped wave amplitudes are plotted in figure 1-13.
From figure 1-13, the maximum trapped wave amplitude IBImax becomes unbound-
edly large when the cylinder radius becomes very small. In theory, the trapped mode
approaches a transversely standing wave with undiminishing amplitude as x -+ ±oo.
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Figure 1-12: Modulus of coefficient c,(a, h) for various water depth. (a) Small depth:
0.2 < h < 0.40; (b) Intermediate depth: 0.45 < h < 0.85; (c) Large depth: h > 0.90.
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However, at this limit the frequency range of resonance diminishes to zero with Icl
as seen in figure 1-12. The trapping phenomenon itself disappears.
When h < 0.30, the incident wavenumber K approaches the cutoff wavenumber
r once at a = 0.3 - 0.4 depending on the water depth. This explains the presence of
a sudden jump of IBIm, near a = 0.3 - 0.4 in Figure 1-13a. When 0.3 < h < 0.4445,
K equals the cutoff value 7r twice when a is between 0.50 and 0.60, and a > 0.9 , as
shown in figure 1-3. For very large depth the maximum amplitude has a high peak
near a = 0.4, which occurs when radiation damping Im(ca) is small, see figure 1-10c.
1.9 Concluding remarks
As mentioned in the introduction, the present geometry can be interpreted as one
period in an infinite array of identical and equally spaced cylinders. By considering
a large but finite number of cylinders, as Maniar & Newman (1997), finite resonance
can be achieved by a linearized diffraction theory. However the limit of infinite num-
ber of cylinders leads to unbounded resonance, hence is a mathematical singularity.
The present approach of subharmonic resonance can be regarded as a resolution of
such a singularity, as nonlinearity yields finite resonance. In addition, our study pro-
vides one more evidence that a trapped wave near a periodic array of bodies, whether
fixed or mobile, can be resonated subharmonically in much the same way. The evolu-
tion equation is of the Landau-Stuart form; only the coupling coefficients depend on
the specifics of the problem. For non-cylindrical bodies, the present hybrid-element
scheme can be straightforwardly extended for computing these coefficients.
In addition, we remark firstly that resonance by synchronous excitation is in prin-
ciple possible through nonlinearity. If there is a normally incident plane wave of the
frequency w at order 0(1), then quadratic interaction with itself and with the re-
flected wave will generate at O(E) plane waves at frequency 2w, which can resonate
the trapped wave sub-harmonically. Second, for large or infinite number of periodi-
cally spaced objects, it is known that many trapped modes can exist (see Evans &
Porter, 1997, 1998; Li & Mei, 2003). Simultaneous nonlinear resonance of two or more
x
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Figure 1-13: Maximum trapped wave amplitude BB ,,mx = I1ax for various water
depths.
(a) Small depth: 0.2 < h < 0.40; (b) Intermediate depth: 0.45 < h < 0.85; (c) Large
depth: h > 0.90.
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modes by complex incident waves are likely possible. It is safe to speculate that the
coupled motion is governed by a system of Landau-Stuart equations. Possibly chaotic
responses of such resonances appear worthy of further investigation.
Chapter 2
Subharmonic Resonance of a
Trapped Wave near a Vertical
Cylinder by Narrow-banded
Random Incident Waves
2.1 Introduction
Trapping of sinusoidal water waves either by a stationary body in a channel or by
an infinite and periodic array of bodies has been extensively treated in the linearized
framework by Evans and his associates in the past decade (Evans & Linton (1991);
Callan et al. (1991); Linton & Evans (1992a); Evans et al. (1994); Evans & Porter
(1997); Evans & Porter (1998) and Utsunomiya & Eatock Taylor (1999)). When
trapping is perfect, these modes cannot be resonated by incident waves of the same
frequency, according to the linearized theory. If there is only a finite number of period-
ically spaced cylinders in an infinite sea, then trapping is imperfect and synchronous
resonance can be predicted by a linear theory as in Maniar & Newman (1997).
In coastal oceanography it is known that perfectly trapped edge waves can also
be present on a sloping beach of infinite length. Laboratory experiments by Galvin
(1965) have shown that an edge wave can be resonated nonlinearly by a sinusoidal
incident wave of twice the edge-wave frequency. This observation has been explained
by a nonlinear theory (Guza & Davis (1974), Guza & Bowen (1976), Minzoni &
Whitham (1977) and Rockliff (1978)). Of more recent interest in coastal engineering
is the case of mobile barriers proposed for the inlets of Venice Lagoon for protecting
the famed city from storm tides. Each of the four planned barriers is a series of twenty
closely aligned hollow gates across an inlet. All gates are allowed to swing about a
common axis on the seabed to reduce the forces on the supporting structure and the
foundation, but are otherwise unattached to one another. It was however found in
the laboratory that normally incident sea waves can force the neighboring gates to
oscillate in opposite phases, at half the frequency. The cause for this undesirable
oscillation was later found to be the existence of trapped modes owing to the periodic
and mobile construction Mei et al. (1994). A nonlinear theory for monochromatic
incident waves, similar to the subharmonic resonance of edge waves, has been given
by Sammarco et al. (1997a), and confirmed by laboratory experiments. Chaotic re-
sponse to deterministic narrow-banded incident waves was also found theoretically
and verified by experiments Sammarco et al. (1997b). For a somewhat more ideal-
ized barrier geometry and shallow water waves, Vittori (1998) reported a stochastic
theory for the excitation of gate oscillations by random incident waves with a narrow
frequency band.
Recently we have completed a nonlinear theory for subharmonic resonance of
monochromatic waves trapped by a vertical cylinder in a channel. The geometry is
equivalent to one period in an infinite array of periodically spaced cylinders. The
evolution equation for the amplitude of the trapped mode is found analytically to be
a Landau-Stuart equation governing other trapped-wave resonance problems. The
main task of calculating the coupling coefficients is achieved by solving a number of
scattering or radiation problems. By numerical solution of these problems, the effects
of the geometry on the resonance characteristics have been examined.
In this chapter we examine the response to random incident waves with a narrow
frequency band. The spectrum is assumed to be Gaussian with prescribed bandwidth.
Figure 2-1: Circular cylinder in a open channel
The spectral peak is assumed to be slightly detuned from twice the eigen-frequenecy of
the trapped mode. Because of the narrowness of the frequency band, the incident wave
amplitude is a slowly-varying, though random, function of time. As a consequence,
the ampltitude of the trapped wave is also a slowly-varying random function of time,
governed by the Landau-Stuart equation which is of the same form as that for the
determinstic problem. From many numerical solutions of the stochastic equation we
shall examine statistically the averaged growth rate and averaged final amplitude as
functions of detuning and spectral band width.
2.2 Summary of the deterministic theory
We consider a bottom-mounted circular cylinder of radius a' fixed at the center of
a channel of width 2d' and depth h'. Let a Cartesian coordinate system be chosen
such that the (x', y') plane coincides with the still free surface and z' points upward
along the cylinder axis, as shown in figure 2-1. A train of plane waves of amplitude
A~ arrives along the positive x' axis interacts with the cylinder.
For convenience we first outline the steps that lead to the evolution equation in
the deterministic case.
Let the fluid be incompressible and inviscid, and the flow be irrotational. De-
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noting the ratio of the incident wave amplitude A' and the channel half-width' d'
as E2(= A/'/d'). It can be reasoned that the trapped wave amplitude is of order
O(A'/E) = O( Ai.d') if resonated by incident waves of amplitude A'. After nor-
malization the free surface conditions are expanded in powers of E to the third order.
At the leading order only the trapped wave is present. The eigenfunction and the
eigenfrequency are found by the hybrid finite-element method, where the solution is
represented analytically by eigenfunction expansions away from the cylinder but by
discrete finite elements near the cylinder. At the second order, the scattered waves
due to incoming waves of frequency 2w• are calculated. Due to quadratic interactions
of the trapped wave with itself, there are radiated waves of frequency 2w2 also. At the
third order, cross-interaction between the first-order trapped waves and the second-
order incident/scattered waves creates forcing which is oscillatory in time at the
frequency w2. The condition for the solvabilty of the corresponding inhomogeneous
boundary-value problem leads to the evolution equation for the complex amplitude
B' of the trapped wave.
Let the following dimensionless variables be used,
t = t', (x, y, z, h) (', y' z', h) k = k'd'
( (' B') A _O'((,B) = ' ) A= I 1, V= (2.1)
where (' denotes the free surface displacement and B' is the amplitudes of the trapped
wave. At the leading order the dimensionless potential of the trapped waves can be
written as
B coshko(z + h)
= cosh ko(z + h) (x, y)e - iwo t + c.c., (2.2)
2iwo cosh koh
where c.c. represents the complex conjugate of the preceding term. The dimensionless
evolution equation for B is found to be the Landau-Stuart equation
dB
-idB = cVB 2B* + cAB* (2.3)
dr
'The channel width 2d' can be thought of as the center-to center spacing of a periodic array of
cylinders.
where T = E2t and A = 1. The coefficients are
c = E i Im(1)dS, c- = y Im(rq)dS (2.4)
i=2 F i=2 F
where
E = 1 (Im(q)) 2dS. (2.5)
The coefficients ati(x, y) and 'i(x, y) depend on the geometry and are discussed in
detail in Chapter 1.
2.3 The stochastic problem
2.3.1 Random incident wave
For clarity we first describe the random incident waves in terms of physical variables
distinguished by primes. Let the incident wave be a homogenous, stationary random
process, described by a Fourier-Stieltjes integral (Kinsman (1984); Sveshnikov (1966);
Phillips (1996))
('(x', t') = ei(k'x'-w't')dA'(w'), (2.6)
where w' is the frequency and k' is the wavenumber satisifying the dispersion relation
w/2 = gk' tanh k'h'. (2.7)
Because of stationarity, the convariance between two random variables dA'(w') and
dA'(w') is
(dAq(w')dA'*(wl)) = 6(w' - w')S'(w')dw'dw', (2.8)
where the angle brackets denote the ensemble average. S'(w') is the spectral density,
which is real, non-negative and even, S'(-w') = S'(w').
In (2.6), dA(w') can be seen as the complex amplitude of the component wave of
frequency between w' and w' + dw'. The reality of (' implies the following symmetry
dA'(-w') = dA'*(w'). (2.9)
Thus we can decompose (2.6) into two parts
C'(x', t') = ei(k'x'-t')dA'(w') + ei(k''-'t')dA(w'),
0 -oo
(2.10)
where the second integral can be shown to be the complex conjugate of the first. The
wave energy contained in the frequency range 0 < w' < oo and -oo < w' < 0 are
equal. Hence half of the total energy is, by using (2.8)
= • j dw'dw' (dA'(w')dA'(w'))
= S'(w')d' = S'(w')dw'.
and can be used to define the characteristic amplitude of the random incident wave
1
A', = 2 S'(w')dw'
cOO
(2.12)
The small parameter c is still defined in terms of the new A' by
AT= -- <1, or = d (2.13)
Now we assume in addition that the incident wave spectrum has a narrow band-
width of order O(e2w'). The spectral density S'(w') peaks at 2w' + c22Q' and decays
rapidly away from the peak. 2E2Q' is the detuning frequency. By the transformation
(2.11)
w' = (2wo + c2 (2Q' + a ') , for w' <0,
we can change the argument of dA' from w' to a'. Accordingly, the free surface
(2.14)
((,(,*) IWIý10
displacement (2.10) becomes
C'(x', t') = e- 2i(w' +c2Q')t' iO2 ei(k'x'-E2 't') dA'(a') + c.c..
The lower limit of the integral in (2.15) is a large value of the order O(E-2) and, for
convenience, can be replaced by -oo in view of the assumption that the spectrum
diminishes rapidly away from 2w2. Note that the first integral in (2.15) includes only
the contribution from the positive half of the two-sided spectrum S'. It follows from
(2.8) and the identity 6(Ax) = 6(x)/IAI, where A is a constant, that the covariance of
dA'(a') obeys
dA'')dA'- a) 9'(u')d 'du'. (2.16)
where
a' > -2wI/E2 - 2Q',
otherwise,
(2.17)
takes non-zero values only in the positive half of the frequency range of w'.
Consequently, (2.11) becomes
('*) ,>0 = j da'du'i (dA'(u')dA'(u'))
=E2 S'(u')du' = S'(w')dw',J_'00 2 _0 (2.18)
which indicates that the incident wave energy is of the order of O(E2) hence small.
(2.15)
S'(a') = S 2'2  + E2(2Q' + a')),
0,
2.3.2 Normalized incident waves
Use A' defined in (2.12) as the scale of the incident wave we introduce the following
normalized variables in addition
(w, QW a) =
dA = 2dA'A''
' d'
g
1
S4g_
A'id'
k = k'd'
The purpose of using the factors 2 and 4 in the scales of dA' and S' respectively will
become clear shortly.
In dimensionless variables, the free surface displacement (2.15) becomes,
C 
_2iwot_2iQ-r
((x, t) = s e-2iwome-i2
where 7 = c 2 t is the slow time varia
SMOei(kx-or)dA(a) + c.c. + O(E4). (2.19)
The wavenumber k is related to w by the
dimensionless form of the dispersion relation (2.7)
k tanh kh = w2 . (2.20)
Letting
(2.21)
we can easily find from (2.14) and (2.20) that
K tanh Kh = 4w ,
4w(a + 2Q)
tanh Kh + Kh(1 - tanh2 Kh) (2.22)
Therefore by substituting (2.21) into (2.19), we get, up to the second order
((x,t) = 2 e-2ir 00 i(K2x2-u) dA() ei(Kx
- 2wot) + c.c.,
-0o
(2.23)
with x 2 = E2 x the slow spatial coordinate. In the neighborhood around the cylinder,
we set x 2 = 0. Moreover, let us introduce
A(T) = e-2i j e-iTdA(a) = Ae-2it ,
where A = e-io-dA(a), (2.24)
as the wave envelope amplitude varying stochastically with respect to the slow time
T. Accordingly, we express the random incident wave in the simple form
C(x, t) = 2A(r)ei(Kx -2wt) + c.c., (2.25)2
The random amplitude A(T) must be determined from the incident wave spectrum.
From (2.16), the covariance of the dimensionless increment dA(a) is now given by
(dA(a)dA*(al)) = 6(a - al)S(a)dadal, (2.26)
where, from (2.18), one can show that the spectral density function S(a) satisfies the
normalizing condition,
& (a) d= 1. (2.27)
The forms of (2.19), (2.26) and (2.27) are the result of introducing the factors 2 and
4 in the normalization of A' and S', respectively. To evaluate the complex amplitude
A(T) numerically, we rewrite (2.24) as
A(T)= E dA(am)l e - iamt - iar g[dA(•m)]* (2.28)
m=-oo
The prescribed spectrum S is discretized into vertical strips of width AU and height
S(mAa). The frequency of m-th wave component am is choosen randomly between
(m - 1/2)Au and (m + 1/2)Au. The amplitude is then calculated from
dA(m) = (m) AU, (2.29)
while the phase angle arg[dA(au)] is chosen randomly accroding to a probability
distribution uniform in [0, 27r]. More details can be found in Massel (1996) and Goda
(2000).
In the present study, we assume that the spectral function S(U) is Gaussian with
zero mean and variance D 2:
1 2
S(o) = exp -(230)
S 2 2  (2.30)
which depends only on the parameter D.
2.3.3 Stochastic evolution equation of trapped wave
For each realization, the trapped wave amplitude is still given by (2.3), except now
the wave amplitude is given by (2.24). With the transformation
B = Be - i n r, (2.31)
(2.3) becomes
dB
--i = cB2 * + QB + cA(r)1B*. (2.32)
which is a stochastic differential equation. For the deterministic Landau-Stuart equa-
tion (2.3), the equilibrium states and their linearized instability have been studied by
Rockliff (1978) for edge waves. We now focus attention to the statistical analysis.
2.4 Nonlinear resonance excited by random waves
For the complete development of the trapped wave amplitude we must solve the
non-autonomous stochastic Landau-Stuart equation (2.3) numerically with a random
complex coefficient cA(r). From (2.31), the magnitude IBI is the same as IBI solved
from (2.3). The statistical characteristics of the trapped wave amplitude IBI are de-
termined from a large number of realizations with the phase angles in (2.24) randomly
generated from a uniform distribution between 0 and 27r and the initial value of IBI
at T = 0 randomly assigned with some small values less than 10- 4
In figure 2-2, we display three nonlinear solutions of the Landau-Stuart equation
(2.3), and compare them with the deterministic solution. Starting from infinitesimal
disturbance, the trapped wave amplitude IBI grows initially at a rate depending on the
randomly assigned phase angle, and becomes a stationary random process thereafter.
The observed trapped wave amplitude IBI at an arbitrary instant T is a random
variable. Let us define the ensemble average of the trapped wave amplitude at time
7 by
N
(IB(7)l) = IBn()) (2.33)
n=1
and the standard deviation
(a)B = [1 IB(r) - (IB(T)1) 2 2. (2.34)
n=1
where n is the index of a realization and N the total number of realizations. In figure
2-3, the time development of the ensemble average and standard variance of IBI are
plotted. A total of 2048 realizations of IBI with different phase angles are computed.
It can be seen that the ensemble average increases from infinitesimal disturbance
and approaches a constant when T is large, so is the variance. In comparison with
the deterministic forcing represented by the dashed line in figure 2-3, the ensemble
average grows more slowly and reaches a lower equilibrium value. These results are
similar to Vittori (1998) for Venice gates.
In Chapter 1, it is shown for a deterministic incident wave that the bifurcation
curve representing the variation of equilibrium action versus detuning frequency can
lean either to the right or to the left, depending on the sign of c,. The jump phe-
nomenon can occur. Figures 2-4 and 2-5 show the equilibrium values of the ensemble
average (IBI) and the standard variance (a)B for various narrowband width D when
a = 0.30, h = 0.50. The real part Re(c0 ) = -0.772 is negative and the bifurca-
tion curve leans rightward. It can be seen that as the width D of the incident wave
spectrum increases, the bifurcation curve becomes flatter and the trapped wave can
V4
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Figure 2-2: Samples of trapped wave amplitude IB(r)l for different sets of phase
angles, a = 0.5, h = 1.0. The coefficients cc = -0.0135 + 0.1543i, c, = 0.0 7 6 9 +
0.0851i. D/Ic,j = 0.5, Q = 0.0. Thin solid line: solution of deterministic incident
wave.
be excited within a wider range of Q, but to a smaller amplitude. Both bifurcation
curves of (IBI) and (o)B of the randomly resonated trapped wave share the same
sense of leaning as the deterministic case. However, there is no jump phenomenon in
all the random cases calculated with D > 0. Figure 2-6 and 2-7 show the results for
a = 0.32 and h = 1.50 where Re(ca) = 0.4911 is positive and the bifurcation curves
lean leftward. Again there is no jump phenomenon, and the amplification diminishes
with D.
2.5 Concluding remark
We have shown that for random incident wave of a narrow band width, the sub-
harmonic resonance mechanism can still be effective. However, if the bandwidth is
large enough, the amplification ratio is small, therefore the subharmonic mechanism
becomes ineffective.
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Figure 2-3: Ensemble average and
terministic solution. Solid curve:
deterministic incident wave.
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Figure 2-4: Dependence of the ensemble average of the trapped wave amplitude
on D and Q, a = 0.30, h = 0.50. The coefficients c, = -0.772 + 0.4466i, c, =
-0.0066+0.1202i. The thick curve is for the deterministic incident wave and the thin
curves are for random waves of various D/Icl.
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Figure 2-5: Dependence of the ensemble standard variance of the trapped wave am-
plitude on D and Q, a = 0.30, h = 0.50. The coefficients cq = -0.772 + 0.4466i,
c, = -0.0066 + 0.1202i.
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Figure 2-6: Dependence of the ensemble average of the trapped wave amplitude on D
and Q, a = 0.32, h = 1.50. The coefficients c, = 0.4911+0.2794i, c, = 0.1265+0.020i.
The thick curve is for the deterministic incident wave and the thin curves are for
random waves of various D/ c,l.
0.5
S0.4
0.3
0.2
0.1
0
-6 -4 -2 0 2 4 6
Figure 2-7: Dependence of the ensemble standard variance of the trapped wave am-
plitude on D and Q, a = 0.32, h = 1.50.
c, = 0.1265 + 0.020i.
The coefficients c, = 0.4911 + 0.2794i,

Chapter 3
Bragg Scattering of Surface Water
Waves by a Line of Periodic
Circular Cylinders in a Channel-
Linear Aspects
3.1 Introduction
The cumulative effects of sea bed undulations such as sand bars on the surface water
waves was first demonstrated by the experiments of Heathershaw (1982), who installed
10 periodic bars of amplitude D = 5 cm and wavelength Abar = 100 cm on the bottom
of a long wave tank. The incident wavelength was tuned precisely at A = 200cm,
which is twice the bar wavelength. At several water depths, it was found that up to
60% of the wave energy can be reflected by these small bottom bars and suggested
the occurence of Bragg resonance. Davies (1982) gave an linearized theory for waves
scattered by mn rigid small sinusiodal bars and predicted the occurence of Bragg
resonance at. A = 2 Abar, where the reflection coefficient depends linearly on m. For
an infinitely periodic bars (m -ý oo), his theory fails at resonance by predicting an
unbounded reflection coefficient JRI -- oo. In order to rectify the failure of regular
perturbation analysis at resonance, Mei (1985) used the WKB method and gave a
theory of resonant reflection by periodic sandbars. It is uniformly valid including
the neighborhood of the Bragg resonance. The coupled wave envelope equations of
the transmitted and reflected waves over sand bars are derived and found to be of
Klein-Gordon type. For an incident wave slightly detuned from the Bragg resonance,
a threshold modulational frequency is found, below which the wave envelopes are
monotonic and above which they are oscillatory. The effects of oblique incidence and
sloping bottom on the Bragg resonance were also studied.
Bragg scattering in periodic media is a classical problem and can be found in
optical waves (Yeh, 1988), solid-state physics (Ashcroft & Mermin, 1976) and photonic
crystals Joannopoulos, Meade & Winn (1995).
We are interested in looking for the possibility of Bragg resonance induced by
periodic vertical obstacles other than seabed topography. This study is motivated by
the concepts of floating airport runway and the mobile seabase off the coast. It is of
importance to study the wave propagation and its load on the structures in the fluid
field covered with periodic cylinders.
In this chapter, we consider the Bragg scattering by a line of cylinders in a channel.
The radius of the cylinder is assumed to be much smaller than the incident wavelength,
which is the case in the design of super-large floating structures. The multiple-scale
method is used to derive the envelope equations of the resonated wave components
at Bragg resonance.
3.2 Bragg resonance condition of water waves by
a line of cylinders in a channel
3.2.1 Wave scattering by a slender circular cylinder in a
channel
Miles (1982) studied the acoustic diffraction of a plane wave by a periodic row of
cylinders under the assumption that ka <c kW < 7, where k is the wave number, a
is the cylinder size and W is the spacing between cylinders (the spacing was denoted
by d in Miles (1982)). He obtained the reflection and transmission coefficients
_1, ikR 1
1 - ikTj + -k2 (R2 ,-12)
1 -)1k 2 ( 2 _ T1)41 + •,,•~lR1 - ik Tj + k2 (R2 l2
The coefficients R 1, T1 in (3.la, b) are, for circular cylinder of radius a:
ra2
R1 = a (1 + 2 cos 200),2W cos 00
7ra 2
2W cos o0
For normal incidence 0o = 0, the problem is equivalent to the wave scattering by
a circular cylinder mounted at the center of a channel of width W. The coefficients
for 00 = 0 become
37ra 2
2W'
7ra 2
T 2W (3.3)
We define a dimensionless parameter
1 = ka < 1, (3.4)
measuring the smallness of cylinder radius compared with the incident wavelength.
Thus, (3.3) can be rewritten as
3rk2W'
2k 2W'
iF, 2
T= 2k 2W. (3.5)
Substituting (3.5) into (3.1a, b) and expanding the results in a Taylor series of p,
we get
R = 2(37ri)
2kWi
T = 1+p2 (
7ri
2kW
4+ 2W2  + O(/p6),
4k2W2 (3.6a)
(3.6b)
Thus, the scattered wave field by a small cylinder is of order O(/p2) and can be
(3.1a)
(3.1b)
(3.2)
4 k2W 2  O(p).
4kG2'2
neglected in the leading order approximation. These formulas will be refered to later.
3.2.2 Wave scattering by a line of cylinders in a channel
When there are a large number of cylinders equally spaced along the central plane
of the channel, a straightfoward naive perturbation analysis assumes that the effects
of the cylinders on the leading order wave field are small and, at the second order
O(p 2), the wave field can be improved by superposing the scattered waves from all
the cylinders as if each is standing alone in the channel. For the cylinder m situated
at Xc,m = mD, where D is the spacing of cylinders, the incident wave elevation can
be expressed as
(I = Aoeikx - iwt = Aoeikxcmeik( x - xc,m )- iwt ,  (3.7)
where Ao is the incident wave amplitude. The reflected wave by the cylinder at xc,m
is given by
(R,m = RAoeikxc,m e - ik( x - xc,m )- iwt = RAo e - ik(x - 2xc,m) - iwt ,  (3.8)
where Ao is the incident wave amplitude, w is the angular frequency and k the
wavenumber. In the neighborhood of any given cylinder, say m', the superposition of
all the reflected waves by itself and all other downward cylinders is
S (R,m = E RAo e - ik(x - 2xc,m) eiwt
m>m' m>m'
= RAoe-iWte-ik(x-2xc,m,) e 2ik (x c,m - x, ,m ' )
m>m'
= RAoe-it e-ik(x-2xc.m' ) e2ik al (m - m ' ) .  (3.9)
m>mr'
For cases of kD # 7r, the series sum Em>m, e2ikD(m-m') is bounded and the reflected
wave field Em>m, (R,m remains small at the second-order. A special situation takes
place when kD = 7r, or A = 2D when the incident wavelength is twice the cylinder
spacing. The series sum becomes
E e2ikD(m-m')-- E e2i(m-m') - 1,
proportional to the total number of downward cylinders from cylinder m'. Therefore,
when the number of the small cylinders is of order O(1/p2), the cumulative effect of
the reflected waves by many small cylinders becomes large and the phenomenon of
Bragg resonance occurs.
The physical picture of the Bragg resonace by a periodic line of cylinders is demon-
strated in figure 3-1. When the Bragg resonance condition
kD = r (3.10)
is met, at any cylinder m', the reflected wave due to the wave crest just passing
through is interfered with the sum of the reflected waves from preceeding crests nA
ahead by the cylinder located nD = nA/2 downstream. The individual reflected wave
from the cylinder m = m'+n is weak and of order O(p 2). The path difference between
the reflected wave by cylinder m' and that by cylinder m' + n is nA and thus the two
waves are in phase and reinforcing each other. The constructive interference gives
rise to strong resonant reflection or Bragg resonance, which is also well known in the
diffraction of X-Rays in crystals.
The break down of the regular perturbation solution for the wave scattering by
a large number of cylinders N > O(1/p2) at the Bragg resonance condition suggests
that the existence of new long length scale (x, y)/p2 and slow time scale t/p 2. We
focus our attention upon the wave scattering near Bragg resonance kD = r and apply
the multiple--scale perturbation method.
/•m = m' + t
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Figure 3-1: Constructive interference by a line of periodic cylinders.
Figure 3-2: A line of periodic circular cylinders in a channel.
3.3 Governing equations for wave envelopes
3.3.1 Boundary value problem
We first consider the problem of a plane wave incident upon an infinite line of bottom-
mounted vertical cylinders in the central plane of an open channel of width W and
depth H. The circular cylinders of radius a are equally separated by a spacing
distance D and extend to infinity along the channel logitudinal axis. Let a Cartesian
coordinate system be chosen such that the (x, y) plane coincides with the still free
surface and z points vertically upward. The cylinder vertical axes are situated at
xC,m = mD, y,,m = 0, m = 0, +1, ±2,.... Near the cylinder of index m, local polar
coordinates (rm, Om) are defined by x - Xc,m = rm cos Om, y = rm sin Om.
Let the fluid be incompressible and inviscid and the flow be irrotational. A plane
wave of amplitude Ao and angular frequency w arrives from x - -oo. The boundary
value problem for the wave scattering problem is governed by
a24
V20 + = 0, (3.11)in the fluid, where V isthe Laplacian op rator in the free surface plane (, y);2
in the fluid, where V2 iS the Laplacian operator in the free surface plane (x, y);
80( 1
+ g( + -V·. ~V = 0,Ot 2
+ aa N+ 0Pay ay z = (
(3.12)
(3.13)
on the free surface, where ( is the free surface elevation.
We also require no-flux boundary conditions on the rigid surfaces:
r --= 0,Crm
rm = a, m=0, 1, 2,..., (3.14)
on the cylinder surfaces,
=0, (3.15)y = 2-1,2
on the channel side walls, and
= 0,dz
on the seabed.
We assume that the incident wave steepness
(3.16)
E = kAo < O(y 2)
Ao kAo E
- -« 1,
a ka u
showing that the wave amplitude is much smaller than the cylinder radius and veri-
Hence,
(3.17)
(3.18)
S'4
fying the boundary condition (3.14) on the cylinder surface.
Upon the infinitesimal wave assumption (3.17), it follows from (3.12) and (3.13)
that the free surface condition can be linearized as
+ g = 0, on z = 0. (3.19)at2 az
3.3.2 Perturbation expansions
As shown in §3.2.2, the regular perturbation solution fails when the range of the wave
domain mounted with periodic cylinders is of order O(D/l~ 2 ). In order to take into
account the variation in scales of O(1/p2), we introduce
X1 = /2x, tl = A2t, (3.20)
as the long length and slow time variables, respectively.
The multiple-scale expansion for the wave field is
p = {(11(x, y, z; z 1, tl)e - iwt + c.c.} + , 2 { 1 21(, y, z;xl, tl)e-'t + c.c.} +..., (3.21)
where c.c. denotes the complex conjugate of the preceeding term.
Shown in (3.6a, b), the presence of the cylinders can not be felt by the leading
order wave filed due to the smallness of the cylinder radius P = ka < 1. The scattered
potential is of order O(p2) smaller in magnitude than p11, the sum of the incident and
resonated reflected wave potentials appearing at the leading order. Equivalently, on
the cylinder surface, the nonzero boundary value of 11 have only O( p2) effect locally
and must be balanced by the scattered potential of order 0(p2):
4011 2 a021 + O(p4) = 0, on rm = a, m = -oo,...,c . (3.22)
The boundary condition (3.22) indicates that no boundary condition is needed for
¢11 on the cylinder surface. The inhomogeneous normal gradient generated by ¢11 on
the cylinder surface rm = a must be cancelled by the scattered wave potential 021 at
the second order O(p2).
3.3.3 First-order wave problem
At the first order, we first express the wave field 011, assuming there is no cylinder
present, as the sum of a right-going plane wave of amplitude A + and a left-going
reflected plane wave of amplitude A-:
Oll(x, y; xi, ti) = Z(z) (A+(xi, t)eikx + A(Xl, tl)e-ikx), (3.23)
where the z--dependence factor
ig cosh k(z + H) (3.24)
2w cosh kH
The wavenumber k satisfies the Bragg resonance condition (3.10). The frequency w
is related to the wavenumber k by the dispersion relation:
w2 = gk tanh kH. (3.25)
The first-order wave potential (3.23) satisfies the Laplace equation (3.11) and
the boundary conditions (3.15) on side walls, (3.16) on seabed and (3.19) on the free
surface. No boundary condition on the cylinder surfaces for b11 are imposed becaused
of the small cylinder radius p = ka <K 1, as discussed before.
The governing equations of the slowly variable amplitudes A + and A- will be
found by carrying out the second-order perturbation solutions and applying solvability
conditions to them.
3.3.4 Second-order wave problem
Upon substituting (3.21) and (3.23) into (3.11), (3.14)-(3.16) and (3.19), we obtain
the boundary value problem for the second-order potential:
-2 011
= -2 Xl '
2iw aq81
g 0t1
- 0,
- 0,
in fluid domain,
on z = 0,
on rm = a,
on y = +
2on z
on z = -H.
As discussed in the last paragraph in §3.3.2, the presence of the cylinders have only
local effects on the surrounding wave field and the normal gradient of the leading
order potential 411 is balanced by that of the second-order scattering potential 021
on the cylinder surface, as shown in (3.22), which leads to the boundary condition
(3.28).
Since ka = p << 1, we Taylor-expand the right side term of (3.28) about the
cylinder center,
1 9011
A2 arm rm=a
1 Ii(Zc(x,mi + rm)
A2 arm rm=a
1 ' (rm - V)e 8ll(Xc,mi)
-W armf=-O
(3.31)
(3.32)
On the cylinder surface rm = a, the radial gradient operator becomes
rm V =a a arm
From (3.23) the first-order velocity potential can be written as
11 = Z(z) (A+ eikxc,m eikrm cos on + A- e-ikxc,m eikrm cos Om ) (3.33)
2 2 21V2021 + z
8z2
(021
Oz
W2
¢21
g
a021  1 0 11
arm 2 arm'
a021
ay
a021
az
(3.26)
(3.27)
(3.28)
(3.29)
(3.30)
Therefore, upon substitution of (3.33) into (3.31) and noting ka = p, kxc,m = mkD =
mrnr, we get
C1 8• = -_l__Z(z)A+eikcm (ik cos m, 
- 
k2a osm)
p2 rm rs,=a ,m
+A-e-ikxc,m (-ik cos - k2a cos 2 Om) + (1)
= (-1)m+'kZ(z) A+ i cos Om 1 + 2 cos 20,1 + 2p2
+A( i cos Om 1 + 2 cos 20m +o(i). (3.34)
The second-order velocity potential is governed by an inhomogeneous Laplace
equation (3.26) subject to inhomogeneous condition (3.27) on the free surface and
(3.28) on the cylinder surface. This suggests that we can decompose 021 into two
parts:
021 - + 21, (3.35)
where ~(4) satisfies homogeneous Laplace equation and free surface condition but inho-
mogeneous cylinder surface boundary condition, (2) is homogeneous for the boundary
condition on the cylinder surface but inhomogeneous for Laplace equation and free
surface condition.
Both 4{2 and (2) satisfy (3.30) on the seabed, respectively. Vanishing of the
normal gradient of the sum potential requires:
a 21) w(2)
1+ 21 0, on y = -. (3.36)
ay 9y 2
Second-order wave potential 0(i)
We defind 0(1) by the following boundary value problem:
+- =0,S0z2
g2 = 0,
g(21)
-1 =0,
Oz
in fluid domain,
on z = 0,
on z = -H,
a 02m+1_z(Z A( i cos Om 1 + 2 cos 20m
+r, (+ A2  2p
+A- i cos Im 1 + 2 cos 20,nP 2 2p
(3.37)
(3.38)
(3.39)
on rm = a. (3.40)
No boundary condition is required on the side walls y = +W/2. In the boundary
condition (3.40) on the cylinder surface, the terms less than O(1/ip) from (3.34) have
been dropped.
Let us try the following form for the wave potential
0(1)= Z(z) {[BYo(krm) + BmJo(krm)] + [C Ym(krm) + CJm(krm)] cos9m
m=-co
+[D Y2(krm) + DcJ2(krm) cos20m}, (3.41)
which satisfies the Laplace equation (3.37) and the boundary conditions (3.38) and
(3.39) automatically. Jn and Y,, n = 0, 1, 2 are the Bessel functions and the Weber
functions of order n, respectively. The coefficients Bm, BJ , Cý, CJ , D Y , DJ will be
determined by satisfying the boundary conditions on the cylinder surface and the
prerequisite that 0(l) is of order unity.
Determination of coefficients B y , CY and DY
On the cylinder surface rm = a, the argument of the above Bessel functions ka
becomes very small and we make use of the approximate expression for the second
V200)
az
kind Bessel functions (equations 9.1.8 - 9.1.9 in Abramowitz & Stegun (1972)):
2
Yo(ka) ' - In ka,
7F
2
Yi (ka) T
7rka '
4
Y2(ka) .' -
7rk2a2,
and their first derivatives
2Y/'(ka) k22,1 Irk2a2'
8Y2(ka) ~ ka .7rkr3a3 '
The Weber functions Yn(ka), n = 1,2,3 exhibit singularity when ka -* 0, however
the Bessel functions J,(ka), n = 1, 2, 3 remain continuous and bounded.
Substituting (3.41) into the boundary condition (3.40) on cylinder m and making
use of the asymptotic expression (3.43), we equate the terms with the same harmonics
in Om and obtain
By = 4 (A + + A-);
2 = (A+ - A-)
D = P 16 (A+  A-).M 16
(3.44a)
(3.44b)
(3.44c)
Determination of coefficients B J , C J and DJ
With coefficients BY given in (3.44a), we first investigate the series sum of the
Weber functions of zero order in (3.41),
_-'-
SBmYo(krmn) = (A -
m=-oo
(3.45)+ A-) E (-1)mYo(krm).
m=-0o
Due to periodicity, we only consider the unit cell (x, y) - < - 2, - y
w }. For large subindex m, a crude approximation using the asymptotic expression
(3.42)
2
Yo(ka) ka'7rk~a' (3.43)
• I I
of Yo for large arguments (equations 9.2.2 in Abramowitz & Stegun (1972)) gives
Yo(krn)= Yo(k [(x-mD)2+ Y]2)
kD sin mkD -Tm1rkD 4)
1 2 7 ) (-1)m+l
; -ml 4sin = lm
We split the infinite series in (3.45) into three parts:
E BlYo(krm)
m=-oo
M +00 -M
i (A + A-) • (-1)m Yo(krm)+ (+ _+ )( - 1)mYo(krm)} (3.47)
m=-M m=M m=-o
where M is an integer beyond which the asymptotic expression (3.46) is accurate
within the desired precision. Hence, the second and third infinite sums in (3.47) can
be approximated by (3.46),
+oo -M +oo -M (_1)2m+1
S+ (-1)mYo(krm) = + ) 0-- -0. (3.48)
m=M m=-00oo m=M m=-oo 7ilmI2
The divergence of the series (3.45) can be rectified by Bessel functions J" in (3.41)
by the following observations. If we replace the Weber functions Yo(krm) in (3.48) by
the first kind Jo(krm) and making use of the asymptotic expression
2 7" 1 2 - (- 1)m
Jo(krm) , mrkD cos (mkD - = - - os -m
mlrkD 4 r Im 4 mjmlI
we can obtain another divergent series in opposite sign:
+oo -M +oo -M 2m
E + E (-1)mJo(krm) = + E -+ + . (3.49)
Comparison of (3.48) and (3.49) suggests that th m=-e convergence of the potential =-
Comparison of (3.48) and (3.49) suggests that theoreconvergence of the potential 2
can be assured by letting
CJ =Cym m) (3.50)
so that the divergent parts from series of Yn(krm) cos nOm and J,(kr,) cos n9 m, n =
0, 1, 2 cancel each other.
In summary, we have from (3.41) and (3.50) that
(3.51)211= Z(z)x 1,
where
X (A= + A-)4 S(-1)m(Yo(krm) + Jo(krm))
m=-oo
2 (A + - A-) (-1)m(Yi(krm) + Ji(krm)) cosOm.
m=-oo
(3.52)
The last term in (3.41) with cos 20m has been dropped because it is of order O(p2).
The proof of the convergence of (3.51) is given in Appendix C.
Since
rm = (x - Xc,m) 2 + y2 = c,m+
0 = -1 x - c,m -tan 1 + 7r/k - Xc,m+l
2
the following series
(-1)m (Y,(krm)
(-1)m (Y, (krm+
+ J,(krm)) cos vAm +1
1) + Jv(krm+i)) cos vOm+1
00
= -- E (-1)m(Y,(krm)+
m=--oo
J,(krm)) cos vO.m v = 0, 1. (3.53)
= -- o C
m= -oo0 (x+ir/k, y)
Dj = DYm m,
f l l
Therefore, (1) is periodic as follows:
1) (x + 7, y, z; xi, t1  = -41 (x, y, z; , t
so is its derivative:
a9(l ) (x + 7+I/k, y, z; xl, tl)
(3.54)
(3.55)
The period of 0(l) is 27r/k, which is also the incident wavelength.
Accordingly, the potential 0(l) in (3.51) can be expressed in Hankel functions:
(-1)m( H1)(krm)e - T + H(2)(krm)ei)
m=-oo
- A-) (-1)m(H(l)(krm)e-
M=_0--0
+ Hi2)(krm)e~f) cos 8m}(3.56)
where H(1), H(2) are the first and second kind Hankel functions of zeroth and first0/17"l0/1
order, respectively. Each cylinder acts as both a source and a dipole represented
by H o) , and H(1) cos 0 radiating waves outward and a sink and a negative dipole
represented by H (2) and H(2) cos 0 absorbing waves inward.
Second-order wave potential 021)
The boundary value problem for is given by
S a2 (2 )
dz2
dz
2
(2)- 21
ay
dz
= -a2011
-2-
2iw 0 011
g at,
9 d1
ay '
=0,
in fluid domain,
on z = 0,
on y =
2
on z = -H.
0(1) = Z(z) (A + + A-)
--(A +2VZ
(3.57)
(3.58)
(3.59)
(3.60)
ao•' ) (X, Y, .; X1, tl)
On the cylinder surface, using (3.28) and (3.35), we have
0r21)  a21m' on rm = a. (3.61)
r,m arm p2 ar,
Substituting (3.40) and (3.34) into (3.61), we find that the dominant part of the right
side of (3.61) is of order unity. Hence,
21 = O(1), on rm = a. (3.62)
arm
The same as 11, and 0 1), (2) must also have the periodic conditions:
1 X + ( Y7 Z = 1 --y, z , (3.63)
)( +-7y, z) x - y, z) (3.64)
Ox 2('k x 2k
The inhomogeneous forcing terms on the right sides of (3.57) - (3.59) are periodic
in x with a wavelength 27r/k and contain components proportional to e ikx. Since the
inhomogeneous terms include component e±ikx, which has the same spatial periodicity
as the eigenfunctions of the first-order homogeneous problem, we must examine the
solvability of the inhomogeneous problem for 0(2) in order to avoid secular terms in
(2)
021).
3.3.5 Solvability condition and wave envelope equations
Applying Green's theorem to the homogeneous solutions V+ = Z(z)efikz and 21
over the fluid domain of one period enclosing just one cylinder: V = (x, y,z) :
D 2•- ) W y W x+y2 a2 - H < z < , we get2 2 2 2-
Jf•j{ )(V2 + O 1 2) 7' V)± +•2 d 0(2) 1dV
=2(9 - 21 dS, (3.65)
where ý)+ are the eigenfunctions of the first-order homogeneous problem.
Since the cylinder radius is very small, once the kernel function is of order unity,
the volume integral over V can be approximated by
dy D/2 dx{J-D/2
(3.66)
up to the accuracy of O(k 2a2) = O(p2). Similarly, the integral of kernel function of
unity order can be replaced by
1fSF {...}dS
I+W/2
J-W/2
dy j+D/2
-D/2
dx { (3.67)
It follows from (3.23), (3.57) and (3.66) that, up to the leading order, the volume
integral on the left side of (3.65)
LHS(3.65) = -- dV
aOaXz
2 fj
= 2 Z2(z)dz dyW/2 D/2
i--H J-W/2 J-D/2
= T2 (iWAJ Z 2 z)dz.
Oxl 
_H
e±ikx (ik A+ e ikx
-
a 1
ik e-ikx)dx
(3.68)
The surface integrals over &V in (3.65) are taken on the free surface, the sea bed,
the side walls and the periodic boundaries at x = ±2. On the seabed, the normal
gradients of both V)± and 04) vanish and thus have no contribution to the surface
integral.
Using (3.58) and (3.67), the surface integral over the free surface is, accurate to
the leading order,
fqv {21 z
S2iwZ2(0)9
_ a0 0¢21
Oz
/2 dy D/2
/2 -D/2
dS 2iw
g fILs
efikx (A+ eikx +
0 dS
at,
A- 6 ikx) dx
--•1 e dx/ ~
2irwW OAS2iTr Z 2 (0)
gk atl (3.69)
7rrn
. . .HdV -/dz/-H 
-W/2
Cw+
0 CP- SCp+ O
Cw_
Figure 3-3: Unit cell surrounding cylinder 0 and the line integral contour of (3.71).
On the periodic boundaries Sp : x = ±l, Iyl < w, -H < z < O, both V± and
2) and their x-derivatives at z = and x = -D have identical value but opposite
sign. Hence the surface integral over Sp vanishes,
isp0(2)(9~21 a S0021n dS = 0.an (3.70)
On the surface of channel side walls Sw : y = ±w  Ixi < P -H < z < 0, the
normal gradient of ?+ vanishes. Therefore, it follows from (3.59) and (3.51) that the
surface integral
fIsw{ 21dSan0(2)21an
-
Z2 (z)dz j e±ikx d1) dOn (3.71)
where Cw+ and Cw- are the waterlines intersecting with the side walls within x =
4:, as shown in figure 3-3.
Noting that both e ikx and X1) satisfying Helmholtz equation on the free surface
SF shaded in figure 3-3:
(V2 + k2)
e ikx
(1) =0,
X21
on SF, (3.72)
M
Co a
0ýý0
SF
we invoke Green's formula
0 = eJS ikx F 2 + k• )2 -21 (v2 + k2)eik} dS
J e±ikx o )21
a SF an
(1) eikx d"X21 On
where OSF includes Cw+, the two cross-width boundaries Cp+ and the cylinder wa-
terline pointing clockwisely (the reverse of Co). It follows from (3.73) that
JCw±+Cp±
e±ikx
On
)Oe±kx d21 On e•J ikzx O{X21 ) aOe ikx d.X21 OrJ
On boundary Cw±,
Oetikx Oe±ikx
a= = 0.On Oy
The line integral along Cp+ is cancelled by that along the mirror boundary Cp_ due
to the fact that both e±ikx and X) and their x-derivatives have opposite value on
both ends x = ±:. Therefore, (3.74) reduces to
(1)e X2de=
On 'cie±ik ax02(1Ordr )Oe±-ikx dX21 Or J
where the line integral along waterlines of side walls is now represented by the integral
along the waterline surrounding an infinite small circle of radius a.
In the neighborbood of cylinder ro = O(a), the function X) in (3.52) can be
written as
+ A-)Yo(kro) - (A+2 - A-)Yl(kro) cos o + 0(1)
1 cos0-
-(A + + A-)ln kro + i(A 
- A-) os + O(1),2 kro (3.76)
where the approximate expressions of Bessel functions for small arguments (3.42)
100
(3.73)
(3.74)
(3.75)
X21 = (A4
have been used. Thus the integral can be approximated by
-fco
(1) ae+ikx
X21 cos r d
±ik cos 00e±ikacos o00() de
fc/ 
A + + 
A -
1 ±ik cos o o -
In ka + i(A
S22
7 r
= -(A+ - A-) cOS2 0o d0o + O(p)
- T7Tr(A + - A-) + O(p),
cos 0o
ka + O(1)} d + O(p)
(3.77)
which is a purely contribution from Y1 (kro) cos 00.
It follows from (3.76) that its normal gradient along the circles Co pointing out of
the fluid domain can be approximated by
_x21) (A+ + A-)
Or Co 2ro
i cos 00
- A-) kr + O(1). (3.78)
and thus the integral
c0o e ±
kx 21 dOr
- O ±ikacoso{A+ +A-1)2 - i(A2a
S 27r e±ikacos o (A+ + A-)
-j e(l ika coso) (A+ + A-)o 2
= 7r(A + + A-) ± 7(A +
A - A-)coo } d
- A) + O(1) d
i(A + - A-) do + O(p)ka
- A-) + O(p)
= 2-A+ + O().
Both Yo(kro) and Y 1(kro) cos0 0 have the same contribution to the integral.
Substituting (3.77) and (3.79) into (3.75) and keeping only up to the leading order,
we get
1CW±e±ikx a21 d = 7r(3A± - AT).On
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(3.79)
(3.80)
Substituting (3.80) into (3.71), and then the result, (3.68), (3.69) into the Green's
formula (3.65), we obtain
T2wiW Z2(z)dz OA
f-H ax
S27iwWZ 2(0) OATgk at1 f-JH Z2(z)dz (3A±
Dividing both sides of above equation by 2riwWZ 2 (0)/gk and then moving
the left side, we obtain
gk Z(z) 2 OAT
w _ -H Z(O) xdz
i gk
2 w
OAT
to
(3.81)
The vertical integral can be worked out
o Z(z)' 2 = gk f 0 cosh 2 k(z + H)d
-H Z(0)J wJH cosh 2 kH
w i2kH
2k ( sinh 2kH ' (3.82)
which is identical to the wave group velocity.
Therefore, we obtain the evolution equations from (3.81),
OA+
atl
OA-
at,
OA +
+ Cg Oxl
OA-C -Oxa 8zz
1
= -- iS2(-A + + 3A-),2
1
= -- iAo(-A- + 3A+),2
(3.83a)
(3.83b)
(3.84)CQo0= CW
is in inverse proportion to the channel width W. It is obvious that the coupling of
the transmitted and reflected waves become stronger when the channel is narrower.
Replacing the slow coordinates by (3.20) and using (3.4), the envelope equations
(3.83a, b) are expressed in physcical variables:
OA+
at
BA+  1
+ CsO = -- i(ka)2Qo(-A+ + 3A-),Ox 2 (3.85a)
(3.85b)OA- BA- 1- C-A = -- i(ka)2 °(- A - + 3A+)
at axz 2
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atA
8tz
gk
WJ
where
gZ(0) 2) dz
f-OH(Z() )dz (3A::'
The coupling of the tranmitted and reflected waves becomes weak when the cylinder
radius becomes smaller. At the limit a = 0 when there is no cylinders present, the
equations for A+ and A- are decoupled and become
A Cg = 0, a = 0, (3.86)1tl ax,
which is the envelope equation for waves propagating in open water of constant depth.
Comparison with Bragg resonance by sandbars (Mei, 1985)
Strong Bragg resonance also takes place when a train of water waves is incident on
periodic sandbars whose wavelength is half of the water wavelength. The governing
equations for the tranmitted and reflected wave envelopes are derived by Mei (1985):
aA +  aA+o + C 9  -iQO,bA-, (3.87a)
at 1 +CgqI
OA- BA-
a +C- = -i9o,bA+, (3.87b)
where the frequency parameter QO,b is
SwkDb
O,b Db (3.88)2 sinh 2kH
with Db the sandbar height. The envelope equations for resonance by a periodic line
of cylinders (3.83a, b) differ from the equations (3.87a, b) for the sandbar resonance
in the right side terms. In (3.83a, b) for periodic cylinders, the linear terms of
both the transmitted and reflected envelope appear simultaneously on the right side.
However, in (3.87a) for sandbars, only the reflected (tranmitted) envelope is present
in the equation for the transmitted (reflected) equation.
As shown in Davies (1982), the presense of a train of sinusoidal sandbars of small
amplitude kDb < 1 generate a scattering wave field of order kDb which includes
two wavenumbers k ± Kb where Kb is the sandbar wavenumber. At Bragg resonance
condition, Kb = 2k and one scattered wave has the wavenumber -k representing a
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reflected wave and another has the wavenumber 3k. The cumulative effect of the
scattered waves by sandbars is only for the reflected wave and its effect on the trans-
mitted wave is not present at order O(kDb). In the equation for the transmitted
eqnvelope A+ (3.87a), the forcing on the right side comes from the cumulative reflec-
tion of the reflected wave A- by sandbars. In the equation for the reflected eqnvelope
A- (3.87b), the forcing comes from the cumulative reflection of the transmitted wave
A+ by sandbars.
When the waves are scattered by a small cylinder, both tranmitted wave and
reflected wave are of order O(/p2) = O(k 2a2 ) as shown in (3.6a, b). The cumulative
effects of a line of periodic cylinders can thus have influence on both transmitted
and reflected waves. Therefore, in the equation (3.83a) for the transmitted envelope
A+, the right-side forcing comes from the reflection of the reflected wave A- and
the transmission of A+ , with a relative strength -3A- and A+ respectively, which is
consistent with the reflection and transmission coefficients in (3.6a, b), up to order
O(p 2 ):
R = -3p2 27 ,  = 2 (3.89)2kW' 2kW(8
Similarly, in the equation (3.83b) for the reflected envelope A-, the right-side forcing
comes from the reflection of the transmitted wave A+ and the transmission of A-,
with a relative strength -3A + and A- respectively.
Conservation of wave energy
Multiplying (3.83a) with the complex conjugate A+,*,
_A+ _A_ 1
A+* A++ CgA+*A+ = itQo(-A+A+'* + 3A+'*A- ), (3.90)
and adding the above with its complex conjugate, we get
I )|A+ |2  4 A+ |2  = io 3A+*AI t -+1 C g = i o(-3A+'*A - + 3A+A-'*). (3.91)2 &t1 a )zl 2
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Applying the same procedure upon (3.83b), we obtain
( 0A- 1 2
at1 C-  = 2- iO
2 (3A+ '*A- - 3A+A-'*).
Summing up (3.91) and (3.92) leads to the law of wave energy conservation:
a (IA+12 + IA- 2) + Cg (IA+12 - IA-I2) = 0,
thus wave energy is transferred between transmitted and reflected waves through the
periodic cylinders.
3.4 Bandgap and the dispersion relation of surface
waves through a line of infinite cylinders
From (3.83a), the reflected wave amplitude A- can be expressed formally in terms of
the transmitted wave amplitude A+ by
A- = 2i = (A +t300o -•t,
+ A +
+ Cg aA+a 8x
1
-iQoA2 (3.94)
From (3.83b), we get
-2i 3 (A-t CA+
- C9 aAC l -i1 oA- .2
Substituting (3.94)/(3.95) back into (3.83b)/(3.83a), we find the common governing
equation for the wave envelope amplitudes:
(a 2 A-iat, a2C2 aax 1-2+2) A± = 0. (3.96)
Obviously, the wave envolope amplitudes behave as dispersive waves.
the form:
Let A' take
A (xl, ti) = AoefiKx l- i t'l (3.97)
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(3.92)
(3.93)
(3.95)
representing the left-going transimitted and right-going reflected wave respectively.
A 0 is the envelope amplitude, Q is the slow oscillation period and K is the envelope
wavenumber.
Substitution of (3.97) into (3.96) leads to the dispersion relation:
2 2 +0_ - 2 (2 o 2K 2 2 = ' Q0 + 2) - 1) (3.98)C C Qo0 Q0
which is plotted in figure 3-4. With the detuning range -2 < fQ/Qo < 1, the wavenum-
ber K is imaginary and therefore the wave envelope amplitude decreases exponentially
as it advances through the cylinder-covered area. No wave can propagate through
and the detuning frequency range Q/Q 0 E (-2, 1) is the stopping band. Spectral
attenuation reaches the maximum at Q/Q 0 = -1/2. This effect is different from the
Bragg resonance induced by sandbars (Mei, 1985) where maximum spectral atten-
uation occurs at perfect detuning Q/Q 0 = 0. The bandgap width is 3Q0 , which is
inversely proportional to the channel width W. For fixed cylinder size, the blockage
ratio a/W increases as the channel width W decreases, resulting in more reflection.
In the limit W --+ 2a, the whole channel is blocked and no waves can penetrate. Out-
side the bandgap, Q/Q 0 5 -2, or Q/Q0 > 1, the wavenumber is real and the wave
envelope behaves as a progressive wave with the dispersion relation given in (3.98).
3.5 Normal incidence on a wide strip of periodic
cylinders
3.5.1 Governing equations and boundary conditions
As an application, we consider a line of periodic cylinders of uniform spacing are
present in the strip 0 < x,1  L where kL = O(1/p 2). The incident wave arrives from
x = -oo with the wavenumber k + ,p2K slightly detuned from the Bragg resonance
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Figure 3-4: Dispersion relation of water waves throug
Solid curve: Re(KCg/o), dashed curve: Im(KC,/0o).
2
h infinite periodic cylinders.
and consequently a frequency shift by the amount
2Q = C 2CgK,
where both detuning parameters K and Q are of order unity.
We write
A+(xl, t) = AoT(xl)e - i mt',
A-(xl, t) = AoR(xl)e - iQt' ,
(3.99)
(3.100a)
(3.100b)
for the wave envelopes of the incident and reflected waves respectively. At the entry
end, the incident wave amplitude is known
A+(0, tl) = AoT(O)e - i ntl = Aoei(Kxz-Qtl) (3.101)
thus we get
T(0) = 1. (3.102)
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At the exit end, there is no reflected waves and therefore
R(L) =0. (3.103)
Substituting (3.100a) and (3.100b) into the energy conservation equation (3.93),
we get
d ( |T(xT)|2dxl - R(xi)12) = 0, or IT(xl)l 2 - IR(xi)1 2 = constant.
Making use of the boundary conditions (3.102) and (3.103), we find
IT(xi) 2 - IR(xi) 2 = 1 - IR(0) 2 = IT(L)12,
IR(0)12 + IT(L)12 = 1.
(3.105)
(3.106)
Substituting (3.100a) and (3.100b) into the evolution equation (3.96), we get a
second-order ordinary differential equation for both transmissive and reflective factors:
T
R ( Q
d2(
d 2 +2)
T
R
-0. (3.107)
Substitution of (3.100a) and (3.100b) into (3.94) gives
2iCg dT
3Qo dxl (3.108)
The boundary conditions are
(3.104)
T(0) = 1, R(L) = 0.
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(3.109)
1)
2 =-R =3 Qo 1+ 2 T +1)
3.5.2 General solutions of T(xi) and R(xl)
or Q/Q:0  1
The general solutions of T(xi) and R(xi) to (3.107) are
iPTQ)x
T(xi) = C1 1 e C9
when Q2/Qo0 -2
i12 c ,
+C 12e- C9 (3.110a)
(3.110b)
iP~)2 x1  iPQox1R(xj1)=C 21 e ~9 +C 22e C9
when
(3.111)
is not equal to zero. P is real when it is outside the bandgap -2 < Q/Qo or Q/Qo > 1,
and is purely imaginary when it is inside the bandgap -2 < Q/Q 0 < 1.
Substituting (3.110a, b) into (3.108), we get
iPR() = C21iP22 cR(xi) = C2je C9 + C2 2e cg
2 0
3 0( 12 12 ±PC 2e-iPeOX+ ) C12e C9 , (3.112)
which gives
C21 =
C22 =
1
2
2
(3.113a)
(3.113b)
- P) C1,
+ P)C12.
Substituting (3.110a, b) into the boundary conditions (3.102) and (3.103), we
have
T(O) = C11 + C12 = 1,
iPQRL iP=coL
R(L) = C21e Cg + C 22 e- C-9 0.
(3.114a)
(3.114b)
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t
-1) ,
-le 2 +
- P Cile c9 +-(3 Qo
P = o+ 2 (Q 0 Q0) ~t
Solving (3.113a, b) and (3.114a, b), we obtain
1+2(g)
C1 =-
C12 -
C22
+ 2P
(1+2( P1 +) 2iP2f L
(1 1+ + 2 + 2P) (1 + 2(2) - 2P)eC
(1+2 2P) (1+2 )-2P)e
1 +2 (2) - 2P (1 + 2 ()+ 2P)
3 (1 + 2(o) -2P) - (1 + 2 + 2P)e CL
E20
3.5.3 Theoretical results of T(xi) and R(xl)
We distinguish five cases with respect to the detuning factor Q/Qo.
Case (i): Q/Qt < -2 or Q/0o > 1
The detuning frequency is outside the bandgap. The envelope wavenumber PQo/C,
from (3.111) is real. Using (3.115) and converting (3.110a) and (3.110b) to trigono-
metric form, we get
+ 2()] sin [ ( - 1)
[1 + 2 )]sin [PQOL]
+ 2iP cos [P(OL - 1)]
+2iPcos[ PL]
[1 + 2 (
-3sin [ ( - 1)]
sin [POL• + 2iPc
The transmissive coefficient on the right end is
T(L) 2 )]
(3.116b)
o[POLIS C9
110
(3.115a)
(3.115b)
(3.115c)
(3.115d)
- [1
T(xi) = , (3.116a)
2iP
sin Cq + 2iP cos L c
(3.117)
--- ~-R(xl) =
and the reflective coefficient on the left end is
3sin (oL
(3.118)
sin [ ] + 2iP cos [ POL
Along the cylinder-mounted domain, the reflected wave intensity is
IR(xi) 2 = 9 sin
2 [PL - L)J
[1 + 2 )] 2sin2 PoL +4Pco 2 POL
(3.119)
Case (ii): -2 < Q/Qo < 1
The detuning frequency is within the bandgap. The parameter P in (3.111) is purely
imaginary and written as P = iQ, where
Q = -iP= +2) (1- '),
is real. Using (3.115) and converting (3.110a) and (3.110b) to hyperbolic functions,
we get
2 ()] sinh [Q-oL ( - 1)] + 2i(
[1+ 2()] sinh [QL] + 2iQ
no-d C + 2i
+ 2()] sinh [QnOL] + 2iQ cosh
The transmissive coefficient on the right end is
2iQ
T(L)[1 [+ 2()] sinh 2oQ[QcoJ (3.122)+ 2iQ cosh [OL]'IQIIO]
111
D0\
(3.120)
T(xi) =
R(xi) =
Qcosh [QOL(a
cosh [QoL]tegJOL
- 1)]
, (3.121a)
-I .c
(3.121b)
~
-3 sinh [QD (ZI - 1)]C9 L
"'''=
1 + 2 (
and the reflective coefficient on the left end is
3 sinh I 2oL
R(0) =
[1 + 2()] sinh [ + 2iQ cosh
The reflected wave intensity within the periodic array is
R(xi)12 = 9sinh
2 [Q°oL(xl - 1)I C9 L I
r,, i r
sinh 2 [ QoL + 4Q 2 cosh2 C LJL c I I 4 2ch
Case (iii): Perfect detuning Q/Qo = 0
When the detuning is perfect Q = 0, it follows (3.120) that
Q = V/.
Replacing Q by v/2 in (3.121a) and (3.121b) gives
--1+ 2(-) sinh (v -
T(xi) --
S1+2( Q)] sinh [v¶O
1)] + 2iv 2cosh [v -oL 1)]
L (,3.126a)
I] + 2i/2 cosh [ V2oL 1Lc9
-3 sinh cL ( - 1)
[1+2(h)] sinh [ VoL] + 2i / cosh [ V L]
Case (iv): 1/Qo = -1
At the center of the bandgap, Qf/Q0 = -i, the governing equation (3.107) becomes
d2T 9Q22  OT = 0, (3.127)
dxl 4C
and (3.108) becomes
(3.128)R 2iCg dT
3QO dxl
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[QIoL] (3.123)
(3.124)
(3.125)
R(xi) = (3.126b)
+ 2
By satisfying the boundary conditions, we find
cosh [Q (-1)]
T(x ) = -
cosh [3oL2Cg- ',
i sinh [3oL(x- 1)]
R(xl) =
cosh [ 3loL]2CJ
Case (v): Q/Q 0 = -2 or Q/Qo = 1
When Q/Q 0, is on the edge of bandgap, it follows (3.107), (3.102) and (3.103) that
both T and R are linear functions:
T(xi) = T(0) + (T(L) - 1) x-, (3.130a)
R(xi) = R(O) + (R(L) - R(0)) = R(0) (1 - , (3.130b)
In order to satisfy (3.108), it requires
(T(L) - 1)L) +LI
To equate the coefficient of the powers of ( on both side of (3.131), we obtain
2i + (1 + 2 Q)) PL'Cg
"''\'' ?To-l Cg
( oL/Cg) 1 + 2 ()) 2
R(0) =
3 2i + (1 + 2(2)) °L
On the upper edge of the bandgap Q/Qo = 1,
2i 3(QoL/C9 )T(L) = R(0) = .2i + 3(QoL/Cg)' 2i + 3(QoL/C,)
On the lower edge of the bandgap i, = -2,
2i
T(L) = 2i - 3(QoL/Cg) '
3(QoL/Cg)R(0) = 2i - 3(QoL/Cg)
For Q/Q 0o located on either upper or lower edges of the bandgap, the maginitude
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(3.129)
3ioL (T(L) - 1)3Q20 L
(3.131)
T(L) = (3.132)
(3.133)
(3.134)
(3.135)
- d
R(0)(1 -) = 2 + 1 +
of the transmissive coefficient on the exit end and the reflective coefficient on the
entry end are the same:
1 1
S 4 2 9(QoL/Cg) 2  2
IT(L) = 9(QoL/Cg)2 + 4 (0) = 9(L/C) 2 + 4 (3.136)
when Q/Q 0 = -2 or 1.
3.5.4 Results
We now present computational results for normal incidence upon a strip covered by
periodic cylinders. Indicated by (3.111) and (3.120), one can easily verify that, for
any two incident waves with detuning parameter •1 and Q2 centered at -Q 0 /2, or
•r + Q2 = -(•o, their spatial distributions of IR(xl)j and IT(xl)l are identical. Thus
we only present results with Q/Q 0 > -"1
In figure 3-5, the spatial variation for the reflection intensity IR(x) 12 for Q/o 0 =
1/2 within the band gap is plotted for different dimensionless length QoL/Cg of the
cylindered strip. IR(x) 12 decreases monotonically with respect to the distance from
the inlet. As the total length of cylinder-covered area increases, the reflection intensity
on the inlet end approaches unity and produces complete reflection.
In figure 3-6, we display the oscillatory spatial distribution of the reflection inten-
sity IR(xi)12 for Q/Q 0 = 2.0 outside the band gap. It follows from (3.119) that the
local reflection disappears at
X = L + P- , m = [ - ... 1'-101 (3.137)
where the square bracket operator [ "0] represents the largest integer not greater
than Poo7rCg
In figure 3-7, the reflection intensity at the inlet of strip is plotted against the
detuning parameter Q/Qo for various dimensionless strip length QoL/Cg. When -2 <
Q/Qo < 1 within the bandgap, the reflection increases monotonically and approaches
unity as the strip length increases. When the detuning Q/Q2 is out of the bandgap,
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iR(0) 2 is oscillatory with respect to QoL/Cg. A zero reflection or perfect transmission
is reached at
PQoL/Cg = mr, m is any integer, (3.138)
from (3.118') where R(O) = 0. The reflection attenuates as the detuning factor in-
creases. Note that, from (3.84),
Q Q
Q0  Cg
For a fixed incident detuning Q, a large detuning factor is found in a wider channel,
in which a weaker reflection is expected intuitively.
For a given dimensionless strip length QoL/Cg, the dependence of reflection upon
the detuning frequency is illustrated in figure 3-8. Within the bandgap -2 < Q/Q 0 <
1 (where only the upper half band gap -1/2 •< Q/Qo 5 1 is shown), JR(0) 2 decreases
monotonically as Q/Q• increases. The reflection coefficient approaches unity sharply
when the strip length increases. Outside the band gap, Q/Q 0 > 2, IR(0)12 is oscillatory
and in general decreases as Q/Q 0 grows, which can be a result of a wider channel. It
can be derived from (3.111) and (3.118) that no wave is reflected by the strip when
1 mr 9 9• 0oL/C
•/o = -- ° +  m is any integer> - 4 (3.139)2 QoL/C, 4 47
From (3.118), the oscillation of IR(0) 2 upon detuning becomes more frequent for a
longer strip.
3.6 Normal incidence on a semi-infinite line of pe-
riodic cylinders
We now consider the Bragg scattering of water waves by a semi-infinite line of periodic
cylinders covering from xl = 0 to the positive infinity in a channel.
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Figure 3-5: Reflection intensity along the lattice for various QoL/Cg with detuning
parameter Q/1o = 0.5, thick solid curve: QoL/Cg = 1, thin solid curve: QoL/Cg = 4,
dashed curve: QoL/Cg = 8.
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Figure 3-6: Reflection intensity along the lattice for various QoL/Cg with detuning
parameter Q/QR = 2.0, thick solid curve: QoL/Cg = 1, thin solid curve: f2oL/Cg = 4,
dashed curve: QoL/Cg = 8.
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Figure 3-8: Dependence of the reflection intensity at xl
Q/Qo for various strip length QoL/C, = 0.5, 1.0, 4.0, 8.0.
= 0 on detuning parameter
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The transmitted and reflected wave envelopes can be written as
A+(xl,tl) = AoT(xl)e - in tl
A-(xi,tl) = AoR(xi)e - int'
(3.140a)
(3.140b)
Substituting the above equations into the envelope equations (3.83a, b), we get the
differential matrix equation:
dx = - M (3.141)
where the matrix M is
S1+
M= 2
3
2
(3.142)
The eigenvalues of the matrix M are
A1 ,2 = +P, (3.143)
with P =(+ 2) (- 1). Hence, we0 0
iPT = 1e
T(x 1) = C11e cg
can write the general solutions of (3.141)
i C12e
0 1 2 ee Cg (3.144a)
(3.144b)
Substituting the above equations into the R-equation in (3.141), we find the relations
of the coefficients:
1
+ - C21,2
2
C12 = P -3 -) C22.2 (3.145)
When the detuning -9 < -2 or > 1, the eigenvalues (3.143) are both real.
Thus R(xi) is oscillatory in xz and does not vanish as x -- +oo, which represents a
left-going wave from infinity that violates the radiation condition. Therefore, there
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iPR() C21 ciP22e c
R(xi) = C21e C, 9 + C22 e cg
3
2
i 1
no 2
2 (C11 = P + o3 Q0
is no time harmonic solution existing for A' when - < -2 or - 1.Qo - 0o
phenomenon must be transient. Inside the bandgap, -2 < £ < 1, the eigenvalues
are two conjugate complex from (3.143):
A1,2 = ±iQ (3.146)
where
(3.147)
is real. The general solutions (3.144, b) become, using (3.145):
2 (i
T(Xl) == 2 iQ3 ( Qo
R(xi) == C 21 e Cg
+1 C 2)e_
2
+C 22e cg
The coefficent C22 must vanish since no exponential growth with increasing x1 is pos-
sible. The coefficient 021 can be found by satisfying (3.102) the boundary condition
of T at x1 = 0:
2 (T(0) = iQ + (3.149)
which gives
21 2(iQ + f + 1) (3.150)
(3.151)
Substituting (3.150) back into (3.148a, b), we get
T __ Qn
e cg
LR [Ro
where Ro is the wave reflection coefficient from the semi-infinite line of cylinders:
Ro = R(0) = C21 = 3
1 +2( + 2iQ0TLnj I
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Q0
ro 22e Qox2 (3.148a)
(3.148b)
(3.152)
The wave
( " + 2 ) ( 1 -  )'o 0o
2 Q
3 (
0 1Q- 0 + -C21=1,Qo 2
which has a unity magnitude
3
IRo 3 1, (3.153)
[1 + 2 2 + 4Q 2
indicating a complete wave reflection from the semi-infinite field.
3.7 Remarks on wide-spacing approximation
By assuming that the spacing is much larger than the wavelength kD > 1, Ohkusu
(1970), Srokosz & Evans (1979) and Evans (1990) developed an asymptotic theory
for the multiple scattering problem by a number of obstables. The method was
originally developed for two-dimensional problems such as the seakeeping problem
for catamarans. However it is also applicable for the three dimensional wave mutliple
scattering problem by a number of rigid bodies in an infinite channel. Once the
reflection and transmission coefficients R and T of water waves scattered by one
single cylinder in channel is known, the amplitudes of both reflected and transmitted
waves between two neighboring cylinders can be obtained by multiplying a scattering
matrix characterized only by R, T of a single cylinder with both wave amplitudes
within the upstream cylinder interval. Martin (1985) treated the multiple scattering
by two cylinders of infinite length using the null-field method and found that the
wide-spacing approximation is an asymptotic limit of the exact null-field solution
under the assumption of both wide spacing and small obstacle size: kD > 1 and
ka <K 1. The theory is described here briefly.
Supposing that there are N vertical cylinders spaced equally along the central
plane of an open channel of width W, we divide the fluid domain into N + 1 regions:
region 0 to the left of the first cylinder; region m = 1,. .. , N - 1 between cylinder m
and m + 1; region N to the right of the last cylinder N, which are illustrated in figure
3-9.
When kW < 7r, only one propagating wave mode is allowed in the channel, which
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takes the form:
0 = Ameikx + Bme - ik x ,  (3.154)
in the region m and sufficiently away from the cylinders.
According to Evans (1990), the wave solutions in the neighboring regions can be
related by the following equaitons
Ameikxm = TAm_le ik xm + RBme-ikxm, (3.155a)
Bmle- ikxm = RAm_le ikxm + TBme - ikxm, (3.155b)
where T and R are the transmission and reflection coefficients by a single cylinder
mounted in the center of channel, respectively. Equation (3.155a) indicates that
on the right, side of the cylinder m (see figure 3-9), the right-going wave envelope
Ameikxm is the summation of the wave transmitted from the right-going Am-leikxm in
the upstream interval [mr- 1, m] and the wave reflected from the left-going Bm-1 e- ikxm
in the downstream intervale [m, m + 1]. Equation (3.155b) indicates that on the left
side of the cylinder m, the left-going wave envelope Bm_le - ikxm is the summation
of the wave transmitted from the left-going Bme - ikxm in the downstream interval
[m, m + 1] and the wave reflected from the right-going Am_leikxm in the upstream
interval [m -- 1, m].
The equations (3.155a) and (3.155b) can be rewritten in the matrix form:
Ameikxm Am-eikxm- (3.156)
Bme-ikxm Bm- 1 e-ikxm-
_A A A A
4--
Bo0
Bo
XX \
Frl -M.-I
i
I 
S iit,,xxx,',4x,,,
7Bm
m
4-l
Bm+l
II+1
I I
m+l Ii
IV
N
Figure 3-9: Transmissive and reflective waves propagating through an array of cylin-
dres.
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where S is the scattering matrix
1 -R TeikD 0
S=
L0 T J -ReikD e- ikD
(T - R2 / T)eikD RITe-ikD (3157)
-R/TeikD e-ikD/T
In region 0, the right-going wave is the incident wave with given amplitude Ao.
In region N, there is no left-going wave reflected from the infinity, thus BN = 0.
Repeated use of (3.156) establishes the connection between region 0 and N:
ANeikxN =N Aoeik(x1-D)
BNe- ikxN = 0 Boe- ik(x - D) (3.158)
in which the two unknowns AN, the transmissive coefficient, and Bo the reflective
coefficient are readily solved in terms of Ao. Let
S= 81S1 S12  (3.159)
S21 S22
we obtain
TN = AN (S1 S2S21 eik( x+D)  (3.160)Ao S22
R Bo = _S2l2ik(xi-D) (3.161)
Ao 822
Evans (1990) gives an explicit formula for the transmission coefficient
ITN= AN - I sinh1 (3.162)JAol I sinh(3 - Na)l'
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where
cos(6 + kD)
cosha = TI (3.163)ITI
coshf = sin(6 + kD)RIcosh (3.164)JR1
with 6 the phase of transmission coefficient T: T = T ei6 .
Evans' theory can be used for the scattering problem with cylinders of both small
and large sizes, once the spacing is large compared with wavelength and cylinder
geometry. For large cylinder, the reflection and transmission coefficients must be
computed in advance using numerical methods, such as McIver (2000) incorporated
the multipole method by Linton & Evans (1993a) with wide-spacing method to obtain
the transmission coefficient by a row of ten cylinders of radius a/D = 1/2. By allowing
variation of wave envelope indicated by (3.156), the wide-spacing approximation is
suitable for a row of cylinders of an amount from finite up to infinity.
For a small single cylinder, the reflection and transmission coefficients of normally
incident waves by an equally-spaced grating are given in (3.6a, b).
R = 4 (+ (4k 2 ) + +O(p, 6), (3.165a)2kW 4 k2W2
T = 1+2  ) 4  2  + O( 6). (3.165b)2kW 4k2W2
Substituting T and R into (3.162)-(3.164), we are able to obtain the asymptotic
formula for the transmission by a row of cylinders of small radii.
Though wide-spacing approximation is derived under the assumptions of large
spacing and small cylinder size, let us apply it to scattering problems where the ratio
of spacing to wavelength is moderate kD = 0(1). Here we focus on the behavior of
the wide-spacing approximate solution (3.162) near the Bragg resonance kD - T.
We allow a slight detuning wavenumber of O(p2) near the Bragg resonance,
k = + / 2K. (3.166)
D
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Substituting above into (3.165b), we have
iDT = 1 + 22W
and its phase angle is
6 = arg(T) + 4 - i w2f 4W2
2D
2W=
by Taylor expansion. Plugging (3.165a, b) and (3.168) into (3.163) and (3.164) re-
spectively, and expanding the results in power series of p, we get
9(D/2W)2
2cosh a = - 4(
( D / ( 2 W ) + KD)2cosh = -1+ p42
cosh 3 =
+ O(p5 ), (3.169)
1 2KW
3 3 (3.170)
and by taking the inverses, we get
a= ir + iI2D (K + 1 
2
2W (3.171)4W 2 "
When the number of cylinder N = O(1/p 2 ) and the total strip length L = p2ND,
we have
C,Q0 =WT
+ iL K + 4 .\2W 4W 2~
K 0
C
(3.172) can be written as:
NoL ( 1)2 9Na = iNxr + i + r
The paramter 0 in (3.162) can be obtained from (3.170):
/3 = icos- I( 13
2KW)
-3 ) = 1 cos 1 ( 2Q) "3Mo
(3.172)
(3.173)
(3.174)
(3.175)
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4W 2 (3.167)
KD2
2 ] r + O()')
2nWj
(3.168)
Na = iNir
Noting that
K 2) + 0(P6),
Substituting (3.174) and (3.175) into (3.162), we obtain
TNI = (12( ))sin P iPcos[PL] , (3.176)
with P = + 2)• - 1)). Equation (3.176) is identical to (3.117) from our
asymptotic theory. Here we consider only the case inside bandgap. It is easy to show
(3.162) is identical to the present asymptotic theory for other cases studied in §3.5.
The wide-spacing approximation predicts the same transmission coefficient at res-
onance by a long line of peridic cylinders as the asymptotic theory. Due to the
smallness of the cylinder p = ka < 1, the cylinders have only local effects of order
O(t2) on the surrounding wave field. The cylinder effect includes one propagating
component and one evanescent component. Since the evanescent wave does not ac-
cumulate, we only need to consider the reflected and tranmitted propagating waves
scattered by the cylinders. The wave amplitudes are related by (3.155a, b) up to the
accuracy of O(p2). Therefore, the wide-spacing approximation applies for the scat-
tering problem by a number of small cylinders even when the spacing is comparable
to the wavelength.
In the present study, we focus on the wave evolution near the Bragg resonance con-
dition and the asymptotic theory facilitates the extension toward nonlinear analysis,
where the wide-spacing theory is mostly applicable only for the linear problem.
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3.8 Comparisons with finite element solutions
3.8.1 Verification of finite element solution
In order to verify the preceeding asymptotic analysis, we carry out direct numerical
computation for the linear wave scattering problem around a large but finite number
of circular cylinders of fairly large radius in a channel using the hybrid finite element
method. The principle of the hybrid element method is to divide the fluid domain
into the near field around the cylinders, and the far field where there are no cylinders
present. The velocity potential in inner field is discretized by finite elements where the
geometry is complex, and expanded by analytical eigenfunctions in far field. Matching
conditions of the potential and its normal derivative are satisfied on the boundaries
of both fields. A variational principle is described in details in Appendix D and the
numerical method is implemented in MATLAB.
As a check of the finite element method, we compare the results with the wide-
spacing approximate solutions (Evans 1990) in the previous section. Figure 3-10
shows the comparison of the amplitude and phase angle of the transmission coeffi-
cients on the outlet end obtained by both finite element method and the wide-spacing
approximation. Water waves propagate through a row of circular cylinders of radius
a = D/20 with D the cylinder spacing and the channel width W = D/5. The spac-
ing is fairly large compared with the cylinder radius and the incident wavelength,
where the wide-spacing solution should be accurate. From figure 3-10, the difference
of both amplitude and phase angles between the two results are indistinguishable by
eyes. This confirms the validity of the finite-element computational program.
3.8.2 Asymptotic solution and finite element solution
In this section, we compare the asymptotic solutions with finite element solutions
for wave scattering by a wide strip covered by many periodic cylinders under various
wave conditions and geometry.
Figures 3-11 - 3-14 show the transmission coefficient at the outlet end and the
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Figure 3-10: Transmissive coefficients of wave propagating through a row of N = 10
cylinders. D/W = 5, a/W = 4. Top: amplitude ITiol, bottom: phase angle ang(Tio.
Circles: finite element solution; solid curve: wide-spacing approximate solution.
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reflection coefficient at the inlet end by a row of N = 10 cylinders with cylinder radius
varying between 0.05 and 0.25. It can be seen that for small cylinders, the asymp-
totic theory predicts the location and height (depth) of the reflection (transimission)
coefficients near Bragg resonance very well. Away from the resonance condition, the
magnitude of the asymptotic solution agrees qualitatively well but the phase has
noticable deviation. As the cylinder radius increases, the asymptotic theory tends
to give a wider bandgap than the finite element solution, especially in figure 3-14
with a/D = 0.25. For finite number of cylinders, their performance of blocking wave
propagation enhances when the radius becomes large. As shown in figure 3-13, the
transmission coefficient near kD = 7 is only 0.10. A complete band gap is reached
only for the largest radius tested a/D = 0.25 (see figure 3-14). The accuracy of the
asymptotic theory depends on the smallness of the parameter A = ka and the distance
of the detuned frequency from Bragg resonance. When a/D = 0.25, the paramter
= ka = 7r/4 = 0.785 is already beyond the intended range of the present theory.
Figures 3-15 - 3-17 demonstrate the effect of the strip length upon the wave
scattering by keeping the spacing constant and increasing the number of cylinders.
It is not surprising that the lengthening of the cylinder-covered length enhances the
reflection near Bragg resonance condition. The oscillation of R and T away from the
resonance become more frequent as the strip becomes longer.
Figures 3-19 - 3-25 show the distribution of wave elevation, reflection and trans-
mission coefficition along the strip. The finite element solution of the wave elevation
along the side walls are plotted in the top subfigures and used to compute the reflec-
tion and transmission coefficients.
The linear solution for the free surface elevation from the finite-element method
is
(x,y, t) = Aor(x, y)e-i t. (3.177)
where 77(x) is the spatial distribution of the free surface elevation for unit incident
wave amplitude. Due to the local effect of cylinders, rq(x, y) is approximately uniform
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in the direction of channel width, hence
I(x, y) n (x). W(3.178)
We choose 7(x) along the channel wall y = and express it as the sum of a trans-
mitted wave and a reflected wave:
7r(x) = T(xl)eikx + R(xl)e - ikx. (3.179)
where T(xi) and R(xi) are the local transmission and reflection coefficients and can
be estimated numerically by taking average over one wavelength 27r/k: by
R(x) = x+ l(x)e-ikxdx, (3.180)
T(xi) = /k r(x)eikxdx. (3.181)
with xz = Ex.
For the case of incident wave within the bandgap shown in figures 3-19 - 3-
21, Q/Q 0 = 0.5, the asymptotic solutions decay monotonically along the strip and
agree well with the finite element solutions, though the discrepancy magnifies as the
cylinder radius increases. Figures 3-23 - 3-25 are for the cases of detuning outside
the bandgap, Q/Q 0 = 4.0. Both R and T are oscillatory with respect to x. The
agreement of asymptotic solutions with finite element solutions is good when a/D
is less than 0.10. For a/D = 0.25 and Q/Q 0 = 4.0, it is shown in figure 3-25 that
asymptotic theory is no longer valid since the parameter p = 0.785 is not small at all.
Comparisons have also been made for different strip lengths ranging from N = 20
to 80 for incident waves inside and outside the band gap. As shown in figures 3-26-
3-31, the agreement is satisfactory.
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Figure 3-11: Transmissive and reflective coefficients by a row of N = 10 circular
cylinders of radius a/D = 0.05, D/W = 1. Solid curve: asymptotic solution; dashed
curve: finite element solution.
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Figure 3-12: Transmissive and reflective coefficients by a row of N = 10 circular
cylinders of radius a/D = 0.10, D/W = 1. Solid curve: asymptotic solution; dashed
curve: finite element solution.
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Figure 3-13: Transmissive and reflective coefficients by a row of N = 10 circular
cylinders of radius a/D = 0.15, D/W = 1. Solid curve: asymptotic solution; dashed
curve: finite element solution.
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Figure 3-14: Transmissive and reflective coefficients by a row of N = 10 circular
cylinders of radius a/D = 0.25, D/W = 1. Solid curve: asymptotic solution; dashed
curve: finite element solution.
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Figure 3-15: Transmissive and reflective coefficients by a row of N = 20 circular
cylinders of radius a/D = 0.10, D/W = 1. Solid curve: asymptotic solution; dashed
curve: finite element solution.
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Figure 3-16: Transmissive and reflective coefficients by a row of N = 40 circular
cylinders of radius a/D = 0.10, D/W = 1. Solid curve: asymptotic solution; dashed
curve: finite element solution.
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Figure 3-17: Transmissive and reflective coefficients by a row of N = 80 circular
cylinders of radius a/D = 0.10, D/W = 1. Solid curve: asymptotic solution; dashed
curve: finite element solution.
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Figure 3-18: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 10 circular cylinders of
radius a/D = 0.05, D/W = 1 with detuning parameter Q/Q 0 = 0.5, p = ka = 0.157,
k + p 2K = 1.0317. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-19: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 10 circular cylinders of
radius a/D = 0.10, D/W = 1 with detuning parameter Q/Qo = 0.5, p = ka = 0.314,
k + p2K = 1.1267r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-20: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 10 circular cylinders of
radius a/D = 0.15, D/W = 1 with detuning parameter Q/Qo = 0.5, p = ka = 0.471,
k + p2 K = 1.2837r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-21: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 10 circular cylinders of
radius a/D = 0.25, D/W = 1 with detuning parameter /Q/o = 0.5, p = ka = 0.785,
k + pu2K = 1.785r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-22: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 10 circular cylinders of
radius a/D == 0.05, D/W = 1 with detuning parameter Q/QR = 4.0, p = ka = 0.157,
k + p•2K = 1.0317r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-23: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 10 circular cylinders of
radius a/D = 0.10, DIW = 1 with detuning parameter Q/QR = 4.0, p = ka = 0.314,
k + pt2K = 1.1267r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-24: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 10 circular cylinders of
radius a/D == 0.15, DIW = 1 with detuning parameter Q/Qo = 4.0, p = ka = 0.471,
k + p~2K = 1.2837r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-25: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 10 circular cylinders of
radius a/D = 0.25, D/W = 1 with detuning parameter Q/Qo = 4.0, p = ka = 0.785,
k + p/2K = 1.7857r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-26: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 20 circular cylinders of
radius a/D = 0.10, D/W = 1 with detuning parameter Q/Q 0 = 0.5, p = ka = 0.314,
k + pt2K = 1.0167r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-27: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 40 circular cylinders of
radius a/D = 0.10, D/W = 1 with detuning parameter Q/Qo = 0.5, p = ka = 0.314,
k + yp2K = 1.0167r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-28: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 80 circular cylinders of
radius a/D = 0.10, DIW = 1 with detuning parameter Q/Qo = 0.5, p = ka = 0.314,
k + p2K = 1.0167. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-29: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 20 circular cylinders of
radius a/D = 0.10, D/W = 1 with detuning parameter Q/Q~ = 4.0, ft = ka = 0.314,
k + p2K = 1.126r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-30: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 40 circular cylinders of
radius a/D == 0.10, D/W = 1 with detuning parameter Q/QR = 4.0, p = ka = 0.314,
k + Lp2K = 1.1267r. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Figure 3-31: Magnitude distribution of wave elevation (top), transmissive coefficient
(middle) and reflective coefficient (bottom) by a row of N = 80 circular cylinders of
radius a/D = 0.10, D/W = 1 with detuning parameter Q/Q 0 = 4.0, p = ka = 0.314,
k + p 2K = 1.1267. Solid curve: asymptotic solution; dashed curve: finite element
solution.
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Chapter 4
Long Waves Induced by a Train of
Short Waves Scattered by a
Periodic Line of Cylinders -
Nonlinear Aspects
4.1 Introduction
Hara & Mei (1987) studied the long wave generation by the short waves Bragg scat-
tered by a finite patch of sandbar by considering the second-order nonlinearity of the
free surface and of the bars. Both theoretically and experimentally, they found, other
than the usual long waves (set-downs) locked to the envelopes of the short waves,
another free long wave is radiated from the sand bars. The set-down waves propagate
at the wave envelope speed and the free long waves propagate at the speed of vgiH
with g the gravitational acceleration and H the water depth, outrunning the set-down
long waves.
In this chapter, we mainly follow the procedures of Hara & Mei (1987) and inves-
tigate the long waves induced by short waves at Bragg resonance scattered by a line
of periodic cylinders in a channel in water of finite depth.
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4.2 Derivation of long wave governing equations
4.2.1 Boundary value problem
Let physical quantities be identified by primes. We consider a line of periodic circular
of radius a' along the longitudinal axis of a channel of width W' in water of depth
H'. The spacing between the neighboring cylinders is D'. A train of plane waves of
amplitude A' and wavenumber k' is incident upon the array.
Let the fluid be incompressible and inviscid, and the flow be irroational. We
normalize the variables as follows:
t = gVKt', (x, y, z) = K'(x', y', z'), k = k'/K',
(' 1 (4.1)(H,D, W) = K'(H', D', W'), A = = I ,A' A' I V g
where (' and V' represent the free surface elevation and velocity potential respectively,
g is the gravitational acceleration and K' is chosen to be K' = 7r/D', which is half
of the wavenumber of the cylinder line. We assume that K' is comparable to the
incident wavenumber k' and hence k = 0(1).
The velocity potential is governed by the Laplace equation
82i
V24) + = 0, (4.2)
in the fluid, where V is the gradient operator in the horizontal plane (x, y).
The combined free surface condition gives
+  + 2EV3( V + V3 - = 0, z = E, (4.3)8z 8t2 +t 2
where V 3 = (V 2, O/Oz) is the three dimensional gradient operator and C denotes a
measurement of the wave steepness
E = K'A' < 1. (4.4)
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Under the assumption of small-amplitude waves by (4.4), Taylor expansion of the
combined free surface condition about the still water surface z = 0 gives, up to the
third order:
at2
8t2 z= 0.- = - - 0 
+  (E3),+ 92-ý- (4.5)
where 92 is the quadratic forcing term:
V4D+ (4 ) 2)
1 O
a2 4D 9 D2
A) 09 ( a2
at az t2
at ataz2
+g(
eV V#,,EV t 
z = 0,
and 93 is the cubic forcing term:
=C2 ata
-O- tz
2
(VI 1( 2)
1
2 ( az4 ) 2-, V + J
8zi a
(V
2
+ 2
The kinetic free surface condition is given by
at
By Taylor expansion about z = 0, we obtain
(=at
Ot (V(
On the cylinder surfaces, no normal flux is allowed:
rm- = 0,
r,m
rm = Ir - RmI = K'a',
where m is the index of the cylinder in the line.
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a
at
at 2
(4.6)
0t2 0
aOiŽ)2 a2
&t az2 at2
- 2
+g z
aZ
2 Oz az (z ) , z = 0.(4.7)
Z = E(. (4.8)
at a2tz
+ Eaat ataz z = 0. (4.9)
(4.10)
- VA + 0z
2 •V4 + , 2( 09z
. + 4 2( V A+
We also assume that the cylinder radius is much smaller than the spacing and the
1
ratio of the cylinder radius a' to the spacing D' = r/K' is of order O(ec):
K'a' = a < 1, (4.11)
where a is of order unity. Hence, the small parameter y defined in (3.4) is related to
E by
V = k'a' = k(K'a') = kac½ (4.12)
Since both k and a are of order unity, from (4.12) we get
= ka = O(1). (4.13)
The amplitude of the waves scattered by a slender cylinder is proportional to
the cylinder cross-section area so that the scattered wave potential is of an order
O(M2) - O(E) lower in magnitude than the incident wave. However, the normal
gradient of the incident and scattered waves on the cylinder surface must be of same
order and cancel each other.
On the channel wall, there is no normal flux
= 0, y = + (4.14)
ay 2
On the seabed, the vertical velocity vanishes:
= 0, z= -H. (4.15)Dz
4.2.2 Perturbation problems
At Bragg resonance, strong reflection occurs and both the transmitted wave and
the resonated reflected wave have amplitudes varying in slow time scale t/(K'a')2 =
O(t/E) and long spatial scale x/(K'a')2 = O(x/E). It is also known that, due to the
second-order free surface nonlinearity, long waves of scales (t, x)/e can be induced by
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short waves (Longuet-Higgins & Stewart, 1960, 1961, 1962).
long waves will also be induced by the short waves at resonance scattered by a line
of cylinders.
We introduce the following temporal and spatial scales:
X, y, z, t; (x1 , tl) = E(X, t), (4.16)
and expand 4) and ( as power series of E and Fourier series of time harmonics:
n4n =E " nme-im
n=1 m=-n
(4.17)
(4.18)( = CEn-1 E nme - imt
n=1 m=-n
where
Onm = Onm(X, y,z; i, Y, t),
(nm = (nm(, y, z; i, 1, t),
(4.19)
(4.20)
are functions of both slow and fast varying variables.
The reality of 4 and ( requires that
(4.21)Onm = ¢n,-m,7
where the asterisks denote the complex conjugate.
Upon substituting (4.17) into (4.2), (4.5), (4.10) and (4.15), and grouping the
terms of the same orders and time harmonics, we obtain the governing perturbation
equations for the first three orders.
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Thus, we can expect
4.2.3 Boundary conditions on the cylinder surfaces
On the cylinder surface, the normal velocity must vanish:
0= 0 rm
010
Orm
+ 4 11 -iwt+ rm + c.c.
S010 09 1 1 - iw t+•-• + e- e +c.c.
a02O + E a021 r e -iwt + c.c.
arm arm
+E2 +30 2 a0 31 e + c.c.
arm 3rm
+ E 0 22 e-2iwt +
arm
+ O(6 e2 +2iwt,a iw t ),
c.c.}
1
on r -= E2a,
where Rm = Erm is the slow polar coordinate.
On the cylinder surface, vanishing of the zeroth-harmonic normal velocity in (4.22)
requires:
8410 0010 0020 20030a +   + E. +  112  = O(62), on r = 2a.
orm Rm orm arm
Vanishing of the first-harmonic normal velocity in (4.22) requires:
(4.23)
0011 11
arm + Rm 0021 +2 031+ + rm= O(2)rmBrm Brm
1
on r = 2a.
1
Due to the smallness of the cylinder radius r = e2a, the scattered wave by a
small cylinder is of order O(/p2) = O(E) lower in magnitude than the incident wave.
However, their normal gradient on the cylinder surface must be of same order and
cancel each other. Hence, we can rewrite the boundary condition (4.23) for the
zeroth-harmonic potential as
90_10
arm
+ a00 2 SaR0 oaRm +r = 0O(c2),arm on r = ~2 a, (4.25)
which gives
0020
Orm
1
on r = Efa,
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(4.22)
(4.24)
arm
(4.26)
at the second order O(E); and
± 030
+ E = 0,orm
1
on rT = C2a,
at the third order O(E2).
Likewise, we can rewrite the boundary condition (4.24) for the first-harmonic
potential as
SdR011
•Rm d E 031 =} 0(2),Or,
O
on r= Ca.
and find the boundary condition for 021 on the cylinder surface:
0d 21
+O = 0,
Drm
1
on r = E2a,
4.2.4 The first order problem
At the first order, the boundary value problems for 10o and 011 are given by:
=0,
= 0,
- 0,
- 0.
z = 0,
W
2'
for the slow oscillations and
V 2 1 1 + 
2
,7011 _ 2011,
D 9z
0C011
00 10
ORm (4.27)
dTOr
60021
corm (4.28)
0r11
0rm, (4.29)
V2 10 + 
0 1Oz2
S(910
Oz
8c oi
(4.30)
(4.31)
(4.32)
(4.33)
- 0,
- 0,
= 0,
= 0,
z = 0,
W
Y = &- -2
2'-
z = -H,
(4.34)
(4.35)
(4.36)
(4.37)
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for the fast oscillations.
No boundary condition is imposed on the cylinder surface at this order because of
1
the smallness of the cylinder size e~a << 1. The scattered wave potential by a circular
cylinder is of O(c) smaller in magnitude than the incident wave and thus it has only
local effect in the neighborhood of the cylinder. However, its normal derivative on
the cylinder surface must be of the same order as that of incident wave and cancel it
out, as given in (4.26), (4.27) and (4.29).
From (4.30)-(4.33), the first-order zero-harmonic potential 01o depends only on
the slow variables:
1io = 10o(xl, tl). (4.38)
The first-order potential with harmonic e- "i t takes the form of plane waves with
wave amplitude varying slowly:
O11 = Z(z) (A+(x, t)eikx + A-(xl, t)e-ikx), (4.39)
where A + is the transmitted wave envelope and A- is the reflected wave envelope.
The wave number k satisfies the Bragg resonance condition (3.10):
kD = 7r. (4.40)
The dimensionless spacing D = K'D' = "D' = r and thus the normalized wavenum-
ber at Bragg resonance is k = r/D = 1.
The vertical dependence factor is
i coshk(z + H) (4.41)
2w cosh kH
The frequency w is related to k by the dispersion relation:
w2 = k tanh kH. (4.42)
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4.2.5 The second order problem
At the second order, the slow oscillations is governed by the boundary value problem:
02 •20V2 20 + 2
az
2
Orm
0z
-02010=-2 = -0,
= -w(i V2 11 +c.c.),
1 •¢10
E Br m
= O,
= 0,
z = 0,
1
r = C2a,
2 -
z =-H.
(4.43)
(4.44)
(4.45)
(4.46)
(4.47)
On the cylinder surface, substituting (4.38) into (4.45) gives
0¢20
orm
1 0910oE 0 r 0,
E crm
1
on r = Ef2a. (4.48)
The inhomogeneous forcing of (4.44) on the free surface vanishes
RHS(4.44) = -w(-ik2 l11 + c.c.) - 0. (4.49)
following (4.39) that
z = 0, (4.50)
The second-order zero harmonic wave potential q20 satisfies a homogeneous bound-
ary value problem and must only depends on the slow variables,
020 = 0 20 (x 1 , tl). (4.51)
Thus 020 can be absorbed in 10o and set to zero:
¢20 O.
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(4.52)
V2¢11 = -- k2011,
For the fast oscillations, 021 is governed by
2 2 21V2 021+
a-2
90 21
Orm
a11
ay
- 2 11
--- 2 a ,
Z = 0,
1
rm = E2a,
C Or-,j
=0,
=0,
(4.53)
(4.54)
(4.55)
(4.56)
(4.57)z = -H,
The boundary condition for 021 on the cylinder surface (4.55) is given in (4.29):
8021
Or
1 r11SOr 1on r= f 2a, (4.58)
where r = rm is the local radial coordinate around the cylinder (ml, m2 ).
When the Bragg resonace condition (4.40) is met, the wave envelopes A, are
governed by a coupled differential equations (3.85a, b) in the original coordinates
(x',t'):
OA' +  OA' +
at' + C r x
OA' -  OA' -
8t' Cr x
1
S-2i(k'a')2 0(-A' + 3A'),20)I
1
- -i(k'a')2 (-A'-2 0
Normalized the above equations using (4.1), we obtain
where Cg is the group velocity given by
aA+
atl
OA+
+ CgOx1y
C = 1 + sinh2kHS2k (sinh 2kH
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- W2 0 21 = 2iW
atl '
+ 3A' + ) ,
(4.59a)
(4.59b)
1
= -- iQo(-A+ + 3A-),2
= -- ito(-A- + 3A+),2aA- OA-- C,8t dz l1
(4.60a)
(4.60b)
(4.61)
and Q0 is the parameter with the dimension of frequecy
Qo = (ka)2~9c
kld
P_ 2 •FCg P 2 Cg
E kdQ E W-
(4.62)
with W/ = DW the cross-section area of the unit cell of the lattice and D replaced by
r/k from (4.40).
When there is no cylinder present a = 0, Qo = 0 and the right side terms in
(4.60a, b) vanish so that they reduce to two uncoupled envelope equations for plane
progressive waves in open water:
aAC = 0,at, 9 ax, a= 0. (4.63a)
Conservation of wave energy
Multiplying both sides of (4.60a) with (A+)* and adding the resulting equation with
its complex conjugate, we obtain
IA+t12
at1
+ |A+12
+ C -
d zi
= o(3i(A+)*A-
2
(4.64)
Similarly, we can find
aIA-12
at,
SaIA- 12
SOx, (4.65)
. Qo (-3i(A+)*A-
2
By summing up (4.64) and (4.65), we have
+ iA-12) + C (IA+|2 -1 A- 2) = 0,
stating the conservation of wave energy.
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a (IA+12at, (4.66)
4.2.6 The third order problem and the solvability condition
Boundary value problem for 030
At the third order, we consider only the slow oscillation a30. The boundary value
problem for 30O is given by
in fluid domain,a2 30V2 30 + 0az 2
0930
az
=0,
a030
Oz
1
= V--Vio n,
= 0,
z = 0,
2
rm = E2a,
z = -H,
(4.67)
(4.68)
(4.69)
(4.70)
(4.71)
where n is the normal unit vector pointing toward cylinder center over the cylinder
surface.
The boundary condition (4.70) on the cylinder surface is obtained from (4.27).
The inhomogeneous forcing on the free surface in (4.68) is
(V11 V~;,l + aoz 1az az +(W 211
-wV 1I (i- 1VI11 + c.c.)
-wV (i01,v iql + c.c.) - V. V•• i
-WV - ((iO1VO21 + -C.) + (i0 1VO11 +C.C.)) on z = 0, (4.72)
where the slow gradient operator V 1 = i is one dimensional only.
The slow free surface forcing 9 comes solely from the quadratic free surface terms
#2 in (4.6) which contains a slow oscillatory component depending on tl and a fast
one with second time harmonic et i2Wt. The cubic forcing term J3 in (4.7) has no
contribution to the slow oscillation -9 since it contains only the first and third time
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a2010
at21
at, + c.c.))
+ c.c.)
(92 109X2
-
D2
D
2
z=0
z =-H
Figure 4-1: Unit cell where Green's theorem (4.73) is applied.
harmonics, e(iwt and e3iwt.
Solvability condition for 530
Let us invoke Green's formula over the unit cell V shown in figure 6-1:
"fiv(V2 30+2 0 dV =4- z--i d030SdS,On (4.73)
where OV is the boundary of the volume including the free surface SF, the cylinder
surface SB, the vertical boundary S, at x = D, the channel walls Sw at y = w
and the seabed at z = -H.
It follows from (4.67) that the left side of (4.73)
LHS(4.73) = 
-
V
0x- dV
•(d-)H
alt;i
2 10
1
dz dSfHIIIFd
= - dH + O(c),
where d = WD is the area of the horizontal cross-section of the unit cell.
The surface integral along the vertical boundary S, of the unit cell vanishes be-
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(4.74)
cause of periodicity, so do the bottom integral due to (4.71) and the channel wall
integral due to (4.69). Using (4.70), the integral over the cylinder surface becomes
Is dS= -1/j dz f 27r
B a--n E _ H
Ha 2xl o s10
- 2 910 (- cos p)do.C o 8O ax
(V1o -n) EIad(
(4.75)
Along the circle 1 010r = e•a, the Taylor expansion of givesOx1
( O 1 (r=0)
ax/ (r =o)
1 ( 2 010
2a1•) (r=0)
+ O(e).
Since the slow wave potential o10 is not defined at r = 0, the cylinder center which is
outside the fluid domain, ( (r=)aXI (r=o) in the above equation has no physical meaning
and is simply the coefficient of the Taylor series of in the neighborhood of the
cylinder. Substituting (4.76) into (4.75), we get
JfSB
OdS
Ha 2o {
= 2(r= cosýO + O(E) d)dp
= +J OX1  j (r=O).
- 0 + ()=0(c). (4.77)
Thus the contribution of the cylinder surface integral to the right side term (4.73) is
negligible to the leading order.
Using (4.68), the integral over the free surface becomes
JIS F
M dS =
Oz 1S F
- dS (4.78)
with - given by (4.72).
Substituting (4.74), (4.78) and (4.77) into (4.73) and keeping only terms of unity
order, we get
JJ dS.
x( =OXl
a)C2a)
(4.76)
- H =91
164
(4.79)
where the free surface area SF has already been replaced by W = SF + ceTa2 = WD,
which is accurate to the leading order. The left side of (4.79) depends only oil the
long scales xl, while the right side is the intergation of the forcing terms containing
both slow and fast oscillations over the free surface of the unit cell. We will prove
later that the integration of the fast oscillation in fact is zero.
The integration over d of the first term of 9 in (4.72) is
l£ a210tat 2 ) dS = -. t21 (4.80)
Using (4.39), the surface integration of the second term of .9 is
0Ia (
fJfat, \\
a +WL2
= -_Uz2
IZ(0)
aq+11ao)11
rD/2
dy D/2 dx
J -D/2
2 a (A+eikx09X
+ (2 o-11
+ A-e-ikx ((A+)*e-ikx +) 09+x
- Z'(0)2 (A+eikx + A-e - ikx) ((A+)*e - ikx + (A-)*eikx)
+ (w2Z() (Z'())* (A+ eik +A-e-ikx) ((A+)*e-ikx+ (A-)*eik) +c.c.) }
= DW(-k2 Z(0)2 - IZ'(0)12+ ( 2Z(0)(Z'(0))* + c.c.))
x {a A+12 + JA-|12
xa, I + IIAK (4.81)
The function Z(z) and its derivative on the free surface z = 0 are obtained from
(4.41):
iZ(o) =
2w'
ik tanh kH iw2w'( 2
2w 2
Substituting them into the integral (4.81) and using Wd to replace DW, we get
= DW 2 + - 2 -
W .A(k2- W 4) a 1 2 IA
4w2 - 1tA
iw
x -2 + c.c.) } IA+I2 + A- 2at,
A- 12 }.
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+ c.c.)dS
(A-)*eikx)
(4.81)
(4.82)
The surface integration of the third term of 3 is
- w /2
I. iV41V7i + c.c.) } dS
d a +D/2
Xz J-D/2 (i001  11 + c.c.) 
dx
1il 1 -OX
-WW) JD2 Z(0)12 ((A)*e-ikx + (A891 
_D/2 )*eikx) 
(ikA+ eikx - ikA- e - ikx ) d
= 01
2 OXI A
+ 2
_ A- 2}.
The last three terms of -9 are in the form of divergence in short scale, their integral
over the free surface can be related to the line integral over the boundary of c/ by
Gauss's theorem: JV-. Q46dS = (4.84)Q46 - nd(
where Q46 is
Q46 -w(i VI11 + C.c.) - t Vl 1 + C.C.
-w-((i V 21 -- C.C.-) + (i21V,11- +c.c.)) (4.85)
and f is the differential length along the cell boundary 0&.. The kernel functions are
symmetric about the axis y = 0 and thus the integrals along the water lines on the
channel walls y = ±W/2 cancel with each other. The integral (4.84) becomes
ILýV . Q46dS = +W/12 { 46 SD2, Y, - Q46 (- D2,y, t -i dy. (4.86)
At the resonace kD = 7r, 01 and 021 satisfy the periodic conditions of Bloch
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(4.83)
Jf0.
Oil(D yt)=e ikDll( D Y t)q j y, (Y = ei 1 1  2
V1(, y, t) = eikDVqll(-y D Yt)
21 (, y, t)= eikD 021 (D t)
,2 1 , y, t) = eikDv 2 1 (- , ,
Making use of (4.87a-d), it is easy to find that Q46 satisfies:
Q(2D
Y, t) DSQ46 -- , y,(2
and thus the integral (4.86) vanishes:
lidwV -Q46dS = 0. (4.89)
Substituting (4.80), (4.82) and (4.83) into the right side of (4.79), we get
a2010
1t
(k-2 __W4 ) 0 i
4w2 l a A+1
+ w 09 IA+2 122w Ox 1 , - IA-I 2 (4.90)
Making use of the wave energy conservation equation (4.66), the last term on the
right side of the above equation becomes
k:e a fIIA+i12 - iA - |12
2w ax1I 1 2wC, Oat |A+I2 + IA- 12}
Substituting (4.91) into (4.90) and rearranging the terms, we get the governing
equation for the slow oscillatory velocity potential:
k2 _ W4
= 4w2
= w2Ea (I
k 8
+ (IA
2wCq + t,
A+ 2 + JA- 12 ) I
+12 + IA-2)
(4.92)
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type:
D 7()D t) 7
=-¢11 --,,y,t ,
=-- (--11 -• , y, t ,
-021 -- D , y, t ,7
- -V021 - , y, t .
(4.87a)
(4.87b)
(4.87c)
(4.87d)
(4.88)
a2 10o + IA-I2
(4.91)
- Ht2 10Ot2
n0
0 2 4 6 8 10
kH
Figure 4-2: Dependence of the coefficient E in (4.93) on the normalized water depth
kH.
where the coefficient
1 k2 - w4  k 1 k2 - k2 tanh2 kH C k
2
E w2 4w 2wCg k tanh kH 4k tanh kH 2C, k tanh kH
1{ 1 2C
4 tanh}2 kH  C (4.93)
is positive as shown in figure 4-2. When kH > 1, tanh kH -- , 7C, C/2 and thus
E -* 1. Equation (4.92) is valid for both the open water domain without cylinders
and the domain covered with cylinders since no explicit cylinder array associated
parameters appear in (4.92), though the wave amplitudes A+ and A- in the forcing
term is determined by the geometry of the cylinders.
4.2.7 Boundary conditions for o10
Continuity conditions for long wave potential
We invesigate the continuity conditions of pressure and normal velocity along an
interface between the fluid domains with and without cylinders. The hydrodynamic
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pressure is obtained from Bernoulli equation:
= t8£ V3 .-V3.2 (4.94)
We assume that the interface is at xl = , and let (± stand for the right and left sides
of the interface respectively.
The continuity of pressure across the interface requires:
o= [O +
= - [--iw;lle-iwt +
2
C-C-
7. - VD + Oz az 4 _
- a0 zo + oll
+O(ceeiwt ,±2iwt) + O(E2). (4.95)
In order to have pressure continuous across the interface, it requires that, at the
leading order,
(4.96)d11 = O, -H < z o O,o
and at the second order, for the zero harmonic,
a,Žo + (V 11[at 1 -H <z< 0.
The continuity of the normal velocity across the interface requires:
0= EI a] [ax e +- C.C.+ cc - + E 19 ,0
which leads to
= 0,
a-- O
at the leading order and
- 0,E
for the zero harmonic at the second order.
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V +, 0 11 + 0 11O
+
• 09" Z )I F_
(4.97)
+ O(ce iwt) + O(62), (4.98)
(4.99)
(4.100)
a8,a#za11 ,] E+
* OV l+ = 0,1 I 
-
z 8Z
Substituting (4.39) into (4.96) and (4.99) respectively, we get
A + eikx + A- e- ikx = 0,
= Z(z) ik[A+]+ eik - ik [A-] eik = 0
z(~)~r~`e - i'" -- On=,
(4.101)
-H < z < 0,(4.102)
which is possible only when the wave amplitude is continous across the interface:
A = 0, A- = 0.
Equation (4.103) indicates that the quadratic term Vo11 -V411 + 8z 8z
(4.103)
in (4.97)
is also continuous through the water depth across the interface. Therefore, (4.97)
[ 910  0 _I -0,
a~ot1 _~r
(4.104)
noting that 0lo is uniform across the depth. Integrating (4.104) with respect to t1
once, we find
0 = 0. (4.105)
The normal velocity continuity condition (4.98) for the zero harmonic at the second
order gives
0 10 •80 ] =0. (4.106)
In summary, the slow oscillations o10 and its normal derivative are both continuous
across the interface.
4.2.8 The second-order wave elevation
It follows from (4.9) that the second-order free surface elevation
(2 a 1 +42at1 +at
- 1 .V( 1 +2 V
aI1  2 1
at ataz' z = 0, (4.107)
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= Z(z)(
11] +
leads to
a) +
where the slow oscillatory part is
(20 
•
÷{ 1 1-( V 0101 00q1l +1• 2(0 1 1 +C.C. ,Oz OZ ) iz j z = 0. (4.108)
The spatially slowly oscillatory component of (20, which we denote as r7, is determined
by taking an average of (20 over the unit cell I/:
1
7(xl, Yl, tl) = (20 = Cd20odS (4.109)
Substituting (4.108) into (4.109) and following the same procedure leading to (4.81),
we get
41077 =
atl
9010
at,
k2 - 4 (IA+12 + JA- 2)
2 sinh 2kH(A
Evolution equation for the second-order wave elevation
Differentiating (4.92) with respect to tl once, we get
02 a910
oat1 t I
02  t10
- H 1x 8tt = 2E A2 + A-12)
From (4.110), we get
__10 _ k (A+12
t 1 2 sinh 2kH
+ IA-12).
Substituting (4.112) into (4.111), we obtain
0277 H0 2r77
-H
2t 0X2
sinhkHV (A2+A- 122 sinh 2kH (2E- 2  2kH) •I (]A+ 12+A A-12),2 sinh 2kH (4.113)(4.113)
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(4.110)
(4.111)
(4.112)
where the coefficient of the second term on the right side can be further simplified:
k
2 sinh 2kH
= 2( 1 (2C4 tanh2 kH Cg
tanh kH 1 + 2kH/ sinh 2kH
k C 1
tanh kH 2Cg 2CCg,
Differentiating the energy conservation equation (3.93) with respect to tl once, we
=-C 9 0- (al A + 129aXl at,
Substitution (4.64) and (4.65) into the right side of (4.115) gives
Eq. (4.115) = C2 2 A+ 2 + IA-I2) + 3CgQo-l (i(A+)*A-ax,,S2 + c.c.). (4.116)
Substituting (4.114) and (4.116) into (4.113) and using
ksinH 1 C
2 sinh 2kH 2 C
we obtain the governing equation for the second-order surface elevation:
-H
1 1
1
2
(2Cg
C
3o a (i(A+)*A-
2C ax 1
+ c.c.). (4.117)
When there is no cylinder present, we let a = 0 and thus Qo = 0 from (4.62). The
last term of the forcing terms in (4.117) disappears and it reduces to the long wave
equation in open water:
1 2Cg
2( C
a2 7 24 7
- H
at2 57X2
+l2 + 1A-2). (4.118)a2 A
-lc |A
Specially, when there is no Bragg resonance occuring and only one plane wave train
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w2E -
k
2 sinh 2kH
get
(4.114)
OIA-I12 (4.115)
+1)-1)
a2 12  +A -A 2- ( + JA- 2
1)
2 '
a2 A12
ax 2 (A141)2/ + IA-12 ) +
- 1)2
of envelope A+ = A traveling along x-direction, (4.118) becomes
a2r V2 = 1 2Cg 1 02 A+|2  2Slt- H -2 C ) x - x' (4.119)
1 2C 1)
where S,1 == ( - | )IA+ 2 represents the radiation stress of the short waves.
Equation (4.119) was derived by Longuet-Higgins & Stewart (1960, 1961, 1962) for
the set-down and set-up of unidirectional wave groups.
As a remark, the governing equation for the long waves induced by short waves
scattered by sandbars is , after normalized according to (4.1):
02 H a2 12C, 1 C(2 12+A- 2)+ a, (i(A+)*A-+c.c.), (4.120)t 1 = 2 C 2 ax A  C Oax
given in Hara & Mei (1987). It differs from (4.117) in the coefficients of the second
term, which is in (4.117) but b in (4.120). In order to explain this difference,
we note that; the envelope equations for Bragg resonance by the cylinders are different
from those by the sandbars as given in (3.83a, b) and (3.87a, b) respectively. Sandbars
contribute only to the reflected wave but the cylinders have effect on both transmitted
and reflected waves. The details of the explaination for their difference have been
discussed in Chapter 3.
Boundary conditions for r
It follows from (4.110) and (4.105) that the variation of r across the interface xl =
is [ [ + k sh [A2kH + A-12] = 0, (4.121)
at 8 l 2sinh2H E_
thus the second-order free surface elevation is continuous across the interface.
The variation of the normal derivative of r across the interface is obtained by
taking the xl-derivative of (4.110):
_ tl 9 10_ 2 k (IA+12 + A-|12) +
x] dI at, x _ 2sinh2kH ax ] _
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The first term vanishes since the continutity of long wave velocity across the interface
given in (4.106). Therefore, the matching condition for the slope of qr is
A + A- 2) (4.123)[ _ 2 sinh 2kH aOx (4
In order to obtain the second-order free surface elevation 77, we first solve the long
wave potential equation (4.92) subject to boundary conditions (4.105) and (4.106)
to obtain o10, then evaluate q using (4.110). It is easier than solving (4.117), which
contains three forcing terms, subject to an homogeneous boundary condition (4.121)
and a more complicated inhomogeneous condition (4.123).
4.3 Long waves induced by periodically modulated
short waves Bragg-scattered by a semi-infinite
line of cylinders in a channel
4.3.1 Solutions for short waves
We consider a train of water waves with periodically modulated wave envelope
1
A+ = -ei(Kxl-Qtl) + C.C. = cos(Kxl - Qtl), x1 < 0, (4.124)2
where the maximal wave amplitude has been chosen to normalize the wave envelope
and thus A+(xl < 0) has an unity amplitude. The envelope wavenumber K is related
to the detuning frequency Q by
K = (4.125)
C9
As discussed in §3.6, when the detuning frequency satisfies -2 < f < 1, the first
order wave energy is completely reflected from the semi-infinite line of cylinders and
no transmission toward +oo is possible at the first order.
Because of linearity, the responses to the periodically modulated incident wave
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envelope (4.124) can be obtained from (3.140a, b):
A+ = 1T(xl)e-i tl+ c.c.,2
A- = R(xi)e - int l + c.c.,2
where T and R are given in (3.151):
T1
LRJ
= Ro
Ro
with Q given in (3.147) and Ro is complex given in (3.152)
3Ro = 3 (4.128)1 + 2 + 2iQ' (4.128)
whose magnitude is unity from (3.153):
IRo = 1. (4.129)
To the left of the semi-infinite cylinder line, the incident wave amplitude (4.124)
is prescribed. The reflected wave amplitude can be found from the envelope equation
(4.63) subject to the continuity condition (4.103) of matching (4.126b) at x, = 0:
A- = ~Roe-iKx-it1 + C.C.,2 xl < 0. (4.130)
Using (4.126a, b), (4.127) and (4.129), we get
IAI2 i-1A 2 - 1Rx) j2 +Tx)1 2 4
I-- I I-- I
- 2Qeox1
=e C9
T2(X2) + R2(x) e- 2intl
4
1 + R2 _2Qf__x l+ e c e - 2i ti + C.C. ,4
+ c.c.
X, > 0; (4.131)
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Xl > 0,
(4.126a)
(4.126b)
_ Q n•,
e C9 (4.127)
I
IA+12+ JA-12 = e1+ 2iKxl + R2e -2iK x l e'' +i  40 %e - 2iQ ht  C.C. ,
4.3.2 Solutions for the long wave potential 10o
Substituting (4.131) and (4.132) into the long wave equation (4.92) for o10, we get
02010
ot2
a2 10
-H
1z2
iW2_E 2Qmax_
i 2E (1 + Ro) e c e-2it + C.c.,
E e2iKxl + R 2 e -2iKx l e- 2 i tl + C.C.1
xl > 0;
xl < 0.
(4.133)
We decompose o10 into two parts
10o = 010,P + 010,H, (4.134)
where 010,p and 10,H are the particular solution and the homogeneous solution to
(4.133) respectively. The continuity conditions (4.105) and (4.106) require
1 10,P + [010,H
0- 0-
10io] 0+
-ax 1 0-
=0,
= [0 0P] + I a0 l o_ -+= 0.
(4.135a)
(4.135b)
The particular solution o10,P is easy to be found from (4.133):
w2E 1 + R2 2Qgx 2 i~t02e  cs e- "il +c.c.,8iQ 1 + (Q H
010,P = {0 cg
S w2E e2iKxl + R2e- 2 iKxl it
e 2 i r  + C.C.,
8iQ 1 cC9
xl > 0;
Xl <0.
(4.136)
010,p and its x1-derivative is not continous at the interface xl = 0. The discontinuities
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and
X1 < 0. (4.132)
10,P] Poe-2i t + c.c.,[q1io,p __+  = 2  e
+ - K Qoe - 2it t l + c.c.,
0X - Q
E
Po = -E (4
EQo = 4 Qo i(1 + R 2)S1 +Qo+ 2 H
1+( c29
The homogeneous solution 10,H satisfies
(2 10,H
ot21
2H 20 10,H 0
oz•
subject to the boundary conditions at x 1 = 0 from (4.135a, b):
10,H o0-
0,H 0o 1 +_9xt 1 o_
= 
-
- -- 10,P
0_
[Oa 1 0+
+ i w2
= Poe- 2iQt+ c.c.,
2Q0
-
2Koe-2iti + c.c..
The discontinuities at the interface xz = 0 will generate a free long wave propagating
rightward in x1 > 0 and a free long wave propagating leftward in xL < 0, whose
potentials take the form
AF eiKH1-2itl+C.C.
oH = 4i_-i + c.c.,
10,H = 4iQ
AF e-iKHZ--2ittl + C.C.
4i+
X1 > 0,
X1 < 0.
(4.141)
Substituting (4.141) into the governing equation (4.139), we find the wavenumber of
the free long waves
KH - 21I = 21KI C
H2 H2
(4.142)
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are
where
(4.137a)
(4.137b)
2H  1 H ,
H1-Cg2
(4.138a)
(4.138b)
(4.139)
(4.140a)
(4.140b)
R 2 )
1 + (- )
Cg 1 /tanhkH
H- = H +H2 2 kH
2kH < 1,sinh 2kH) for all kH > 0,
we find KH < 21KI, the wavelength of the homogenous solution is longer than that
of the particular solution 10o,p.
Substituting (4.141) into the discontinuity condition (4.140a) and (4.140b), we
get
A+  A F  iw2PoS 
- (4.144a)4ift 4iQ 2 Q'
iKHAF+
4itQ
iKHA F
4itQ
w2KQo
f• (4.144b)
The solutions of AF are
A+ 4=W2 (PO+ 2KF = W2 KH i AF = (Po +
2K
KH Io .
Substituting (4.138, b) and (4.142) into (4.145), we obtain
-Ew 2
S4
9
EAF 11+ ( Q,, ° )2 H
1+( R)" C9
H
- sgn(K) H
C,
Qo i(l + Ro2)
1 + ( 2
O 1 ano g
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Since
(4.143)
(4.145)
1-H
C,2
(4.146a)
1 -RH-H
c9
(4.146b)
2) 1(1 + Ro +) 2
+ CI
H
S Cg2
H1 Go i(1 + RE)+ sgn(K) 2Cg Q 0 I +,002 H
g 2
4.3.3 The second-order free surface displacement
Substituting- (4.132), (4.131), (4.136) and (4.141) into (4.110), we get
o910,P 0¢lO,H 1k (A|+A-|2) s L F (4.147)
atl 1tl 2 sinh 2kH + r + L F. (4.147)
Steady set-down r/s
In (4.147), Trs is the steady set-down given by
k _ 2Qloxlk - e C9 X, > 0,
ks (|A+| 2 + dA-| 2 )  2sinh2kH e  (4.148)2 sinh 2kH k (4.148)
2 sinh 2kH' <0,
where the overline operator represents taking the time-indepent component of the
argument. The mean set-down is constant in the open water region xl < 0 and its
magnitude decreases exponentially when it enters the cylinder-covered region. Using
(4.62), the penetrating length of the set-down is
C WQ - 2 - (4.149)2QRo 2Q'
which increases with increasing channel width W and reaches its minimum when
Q/Q0 = -1/2 from (3.147). Near the boundaries of the bandgap Q/Q 0 --> -2 and
Q/ -0- 1, the decaying factor Q -- 0 and thus the decay of rs along xl becomes
slow. The dependence of the penetrating length e normalized by the channel width
W on the detuning Q/QR is plotted in figure 4-3. As shown, the effect of the detuning
on the penetrating length is significant only near the boundaries of the bandgap.
Locked wave elevation lL
In (4.147), IlL is the second-order locked wave elevation which contains second har-
monics e± 2 ift1 in slow time and moves at the group velocity C, in region without
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Figure 4-3: Dependence of the normalized penetrating length f/W of steady set-down
on the detuning Q/Qo in a semi-infinite line.
cylinders:
__-0,P ýk
S- 10, - (A+2 + A- 2)
at, 2sinh2kH
A+t(xl)e - 2itl + C.C., x1 _> 0,
2L(xz)e - 2it t l + c.c., xl < 0.22L+ ..
(4.150a)
where the locked wave amplitudes are
AAL(xi) =
AZ(xi) =
/ w2 E k 2QnOxl(1+ 2e Cg( + snQOh2 H 4 sinh 2kH
( w 2 E  2iKx +2 -2iKxl)
1 H 4 sinh 2kH) ( ie\ -Ro9c
(4.151a)
(4.151b)
In the right region with a semi-infinite line of cylinders, (4.150) shows that the locked
wave amplitude decays exponentially along xl. Neither the steady set-down rIs nor
the locked wave 'TL can propagate toward infinity. Near the two boundaries of the
bandgap, Q2/Q -- -2, 1, Q -- 0 and the locked wave amplitude A + at xl = 0 tends
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Figure 4-4: Dependence of the locked wave amplitude IA+(0)1 at the interface on the
detuning Q/~o for various water depths H = 0.5(solid curve), H = 1.0(dashed curve)
and H = 5(dash-solid curve).
to be finite
A+T(0) -- (l+R 2) - -2-2, or - --+ 1. (4.152)L O\2 4sinh2kH Q0o Q
Inside the bandgap and when Q is finite, for deep water kH > 1, H/Cg2 - 0 and
thus
A+ (0) - 0, kH > 1; (4.153)
for shallow water kH < 1, H/C --+ 1, sinh 2kH --+ 2kH, we have
A (0) kH < 1. (4.154)8H
Figure 4-4 shows the locked wave amplitude at A, at the interface x, = 0 against
the detuning Q/Qo for various water depths. The locked wave amplitude decreases
when the water depth increases. IAt| vanishes at Q/• 0 = - , the center of the
bandgap at which Ro n/no=-/2= 0 from (3.152). The locked wave has finite amplitude
at the boundaries of the bandgap.
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Free wave elevation rF
The last component in (4.147) is the free long wave elevation rF given by
lO10,H
F - 811
2ý eiKHXl-2ittl + C.C.,
2Fe-iKHXl-2iftl + C.C.,
Xl > 0,
Xl < 0,
(4.155)
with the amplitudes given in (4.146a, b). The free long wave has constant amplitudes
on the both sides of the interface xl = 0. Though the short wave amplitudes decay
exponentially along xl, the free long wave can carry the wave energy toward +oo.
The squares of the modulus of A- are
= (Ew2 2
4 + Ro2( 1+(+ (Q ) 2
1
H
C29
H Qo i(1 + R) 1 - R 2
C, 1 ,o 2 H 1 -
99 c2
sgn(K)1
(Q,,)2 H 1-H
+- c C Cg
+(o)2)( i(l + R2)+ (R()2)2 C0 H
1 -
+ c.c. .(4.156)
Noting that IRo 2 = 1, the terms in the last curly brackets are found to be zero:
- I(Ro0 +c.c.
1+ ( )2 g 2
1 - Ro + (R*) 2
1 Hc•
S{o i(2 + 2 Re(R )) -2i Im(Ro) }1- H + c.c. = 0.
Therefore, the right-going and the left-going free long wave amplitudes in (4.156)
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x (1
(4.157)
Q i(1
Q
have identical magnitude:
= Ew2 [I1+ 2 +  1 1 2
4 oH C2
H Qo i(1 + R ) 1- R2 2
+2 S H - H 0 (4.158)
C Q 1 + 2H
The dependence of the free long wave amplitudes JA11 in (4.158) on the detuning
for various water depths is plotted in figure 4-5. As shown, the water depth plays
a more important role on the free long wave amplitudes than the detuning. Away
from the bandgap boundaries Q/Q = -2 or 1, the curve of I|AfI against the detuning
Q/QR is nearly flat, showing that the detuning has a minor effect of the free long wave
response. In deep water, H/C 2 -+ +oo and thus IA1n --+ 0 when Q/Q 0 is away from
the bandgap boundaries where Q = 0. In shallow water, Cg/HI -+ 1, the responses
of free long wave become very large since the denominator 1 -H in (4.158) is close
9
to zero. The present theory must be replaced by Boussinesq's approximation. When
AflA/H is comparable to kH, a nonlinear theory of Boussinesq type for the free long
waves should be considered.
4.4 Long waves induced by periodically modulated
short waves Bragg-scattered by a long but fi-
nite line of cylinders in a channel
4.4.1 Long wave potential o10
The linear solutions of the short waves scattered at Bragg resonance by a line of pe-
riodic cylinders of length L in slow coordinate are given in §3.5. When the detuning
parameter Q/Q 0 < -2 or Q/Q 0 > 1, which is outside the bandgap, the transmis-
sion and reflection intensities are oscillatory in xl. When the detuning is inside the
bandgap -2 < Q/Qo < 1, the transmission and reflection intensities are monotonic
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Figure 4-5: Dependence of the free long wave amplitude IAFI on the detuning Q/Q 0 for
various water depths H = 0.5(solid curve), H = 1.0(dashed curve) and H = 5(dash-
solid curve).
along xl.
We consider a train of water waves with periodically modulated wave envelope
given in (4.124). Because of linearity, the solutions for the transmitted and reflected
waves can be obtained from (3.100a, b):
A+ = T(xl)e-int + c.c.,2
1
A-= -R(xl)e-i'tl+ c.c.,2
(4.159a)
0 < xz < L. (4.159b)
To the left of the cylinder line, there is one incident wave with envelope given by
(4.124) and one reflected wave envelope satisfying (4.63) and matching (4.159b) at
zx = 0 by (4.103),
1A+= -eiKxl +c.c.,A -e + c.c.,2
A- =1 Roe-iKxl-iftl + C.C.,2
(4.160a)
(4.160b)xl < 0,
where Ro = R(0) is the reflected wave amplitude at the left end xl = 0.
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To the right of the cylinder line, there is only a right-going transmitted wave
satisfying (4.63) and matching (4.159a) at xz = L:
1
A+ = 1TLeiK(x1- L )- iftl + c.c.,2
A- = 0,
(4.161a)
(4.161b)xl > L,
where TL = T(L) is the transmitted wave amplitude at the right end x1 = L.
Substituting (4.160a, b), (4.160a, b), (4.161a, b) into the long wave equation
(4.92), we get
201 
- w2E (0A+a 2 + IA-1 2)aX2 W - I  J1 at,
T2(Xl) + R2(X1)
T2 e2iK(xl-L)
xl < 0
0x, < L > (4.162)
Substituting (3.110a, b) into (4.162), we get
=- 2 E e2iKxl R0e - 2iK x e- 2i l + c.c.,0 7'K) 2dt
to the left of the cylinder field xl < 0; and
02 10o
0t2 - H Ox•q i 2 E ( C 21 + C 2 1) e
2iP2 2i + .,2(C21 + C22)e Cg e 2iQtl + c.c.,
in the cylinder-covered field 0 < x1 < L; and
0t-
H02 1oH x• iQW2 E= (T22iK(x-L\) e2it +
to the right of the cylinder field xz > L.
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0261o
at2
iQw2E
2
02,( 1o
0t!I
02H1oOax2: (4.163)
2iPR•ox 1C9 + 2 (C11C12 + C21C22)
(4.164)
(4.165)
- 2i
n
t l C.. C
We decompose o10 into two parts
10 = 010,P + 010,H, (4.166)
where 010,p and 010,H are the particular solution and the homogeneous solution to
(4.162) respectively. The continuity conditions (4.105) and (4.106) require
[ 10 o+ [ o+ [ ] o+o0 = [10P + 10o,H = 0, (4.167a)[ + 0 0  1,H = 0, (4.167b)
axO_ 0 0l ox_ 1 0
Lo = o,P + [10,H = 0, (4.167c)
L_ L_ L L_
1 + 10H L+ = 0. (4.167d)
xl L_ L _ L X1 L_
The particular solutions of (4.163), (4.164) and (4.165) are
2E e2 iKxl + R - 2iKxlt
10,P 8i 1 H - C.C., < 0; (4.168a)
w2E 2i-Pn1x 2iPl 2i
10,Pe C +2D 1 2 +D 2 2 e C e-2i + c.c., 0 < x, L;(4.168b)8iQ
w2E T2e2iK(x-L)
1eP= i - H e-2int + C.C. x1 > L, (4.168c)
in three regions. The coefficients Dl1, D 12 and D 22 are
C21 + 2DI = 11 22 (4.169a)
1- Q C
D12 = C11c12 + C21 22, (4.169b)
D22 = 12 + C 22 (4.169c)
1-Ti o c2H
The particular solution 010,P and its derivative ' are not continous across the
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interfaces at xl = 0 and x, = L. The change of their values are
[ 0 I 0+
4k10,P - Poe - 2i tl + c.c.,2K t
0o+ = - QOe- 2iQ tl + c.c.,
ax 1 0
10,P] L
i12
-- PLe - 2 i t l + C.C.,
2Q
E10,P L+ W 2 KL - QLe-2itl + c.c.,8X1 L-
EPo = - D1 + 2D12 + D22 -
E i P~oQo = (DI1 - D22)
E TL2 2ipnOL
PL = -4 Dlle cg
Cg2
E TL2
QL = --
9
1- R
H ,
S2iPnOL
- 2D12 - D 22 e cg
-D 22 e cg
The homogeneous solution 010,H satisfies
0 2010,H 0 2 10,H
- H =2 0,
subject to the boundary conditions at zx = 0 from (4.167a, b):
10,H 0
0+
10O,H I
L_a 10,H -[ o8b1 Lo
10, -[10,P =0- 0  c.c.,0 + 2
10,P PLe-2i't + c.c.,
L 0o,P + = 2K 2ntSQLe- 2it+ c.c..
L 1 L_ 2
The discontinuities at the interfaces will generate a free long wave propagating right-
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where
(4.170a)
(4.170b)
(4.170c)
(4.170d)
(4.171a)
(4.171b)
(4.171c)
(4.171d)P 0 De 2iPL- . D ie cg
(4.172)
(4.173a)
(4.173b)
(4.173c)
(4.173d)
1+ R8
H ,1C9
ward in x1 > L, a free long wave propagating leftward in xl < 0 and waves propagat-
ing in both directions in the cylinder field 0 < x1 < L. The homogeneous potentials
in three regions take the form
-- e-iKHxl-2itt 
+ C.C.,
4iQ2
010,H ( eiKHX1 2 i~tl + c.(4iQ
_F eiKHx1-2it t l + C.C.,
4iQS
x1 < 0,
+ (CF eiKHx1-2iWtl4iQ 0 < x, 1 L,
x1 > 0.
(4.174)
Substituting (4.174) into the governing equation (4.172), we find
C
= 21KI HIY
2K -,Hz
2 HH2
K>0,
K < 0.
Since
Cg 1 tanh kH
H2 2 k-H sinh 2kH <1,
for all kH > 0,
we find KH < 21KI, the wavelength of the homogenous solution is longer than that
of the particular solution.
Substituting (4.174) into the boundary conditions (4.173a-d), we obtain
-1
iKH
1
-iKH
0 -e - iKHL
0 iKH e - iKHL
1
iKH
_ 
eiKH L
-iKH eiKH L
(4.175)
(4.176)
1
4iQ2
0
0
eiKHL
iKH eiKH L
C-F
C+F
F
iw 2 p o2Q
w
2 KQo
iW 2 PL2Q2
W2 KQL
Q
(4.177)
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21QI
KH = I-
HI
The solutions to the above linear equation system are
2 2K iKHL(p 2KS= + K + +
2K
C F = w2 PL +-KH QL eiKHL,
F KH QoK
3+ = w2{ Po+ KH
F{H O+ (-PL + K
Substituting (4.142) into (4.178a) and (4.178d), we find the left-going and right-going
amplitudes are
(Po + PLe H )
S-2iKC1 L
(Po+PLe H7
(-p0
(-p0
2iKC L
- PLe H)
2iKC L
-pLe-) -
2iKC L
H7
(Qo+QLe e),
2iKC L
S• Qo + QLe 7t), )92iKC ,L
+QLe H ),
, (Qo + QLe HL)
When it approcaches perfect detuning Q = CgK --+ 0, we have
lim Af=- lim B+ ,K-*0+ K--.0-
lim A F = - lim B + ,K-+O- K--,0+ lim IAFJK---*O- = lim IBU;.+K--*0+
(4.180a)
(4.180b)
In the neighborhood of perfect detuning, the left-going free wave amplitude IAF• with
detuning approaching from the left Q -- 0- is continuous with the right-going wave
amplitude IBi+ with detuning from the right Q --> 0+. Correspondingly, the right-
going free wave amplitude IB+I with detuning approaching from the left Q -* 0-
is continuous with the left-going wave amplitude IAjl with detuning from the right
Q2 - 0+.
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L) , (4.178a)
(4.178b)
(4.178c)
(4.178d)e-iKHL .
AF = w2
B+ =w 2
K < 0,
K < 0,
K > 0,
K < 0.
(4.179a)
(4.179b)
t"• "I P
.LJ
9 (0o
lim ItAFl= lim lBL1,
K--0+ K--0-
4.4.2 The second-order free surface displacement
The second-order free surface displacement (4.110) is
atioat 1 2 sinh kH (A 2ao10,H
atl
+ IA-2)
k (IA+12
2 sinh 2kH
= rs + 7L + ±7F,
where rs is the steady set-down, 7]L is the locked wave elevation and qiF is the free
long wave elevation.
Steady set-down 7rs
In (4.181), 77s is the steady set-down given by
?IS = - k(IA2 + IA-12)2 sinh 2kH
4 sinh 2kH P + 1oK),
k4 sinh 2kH (IT(xi)|2 + IR(xj)12),4 sinh 2kH
xl < 0,
0 < xj L, (4.182)
2)
4 sinh 2kH I ' I
where the overline operator represents taking the time-indepent component of the
argument.
x, > L.
The mean set-down is constant in the open water region xl < 0 and
The wave energy conservation equation (3.106) gives that
IRoI 2 + ITLI 2 = 1. (4.183
Thus the mean set-down on the right xl > L becomes
k
s = 4 sinh2kH(1 - IRo12), (4.184
which is numerically smaller than the set-down on the left side of the cylinder field.
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+ A-12)
(4.181)
-I
)
)
2
Locked wave elevation 17L
In (4.181), TIL is the second-order locked wave elevation which contains second har-
monics e 2i2iti1 in slow time and moves at the group velocity C, in region without
cylinders:
aLt
8tz
k2h (JA+1 2 + IA-12)2 sinh 2kH
•L((xl)e- 2iti + C.C.,
= -ýL(Xl)e- 2i t l + c.c.,2
1
where the spatial functions (j/, (L and L+ are
=.(X 1) = A+e2 iKxl + A e - 2iKx l,
2iP=01) 2iP +CL,ýL(Zl) = C+e cg + Ce +CL,
.•(xl) = -L+e2 iK(xi-L)
X1 < 0,
0 < x < L,
Xl > 0.
X1 < 0,
O < x, _ L,
x1 > L. (4.186c)
The locked wave amplitudes are obtained by substituting (4.168a-c), (4.159a, b),
(4.160a, b) and (4.161a, b) into (4.185):
w2E k
A+= 2 -(4.187a)A 1 I- 4sinh 2kH'
9C
o21
A= R 2 2L 0AL - 21-
w2 EC+ Dn
2
C 4 sinh 2kH '
9
k
4sinh2kH(1
CL = ED12 - k(CC 12 + C21C22)
2 sinh 2kH
w2ECL = - 22 -2
w2E
H - 4 sinh2kHj"
9
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(4.185)
(4.186a)
(4.186b)
k
4sinh 2kH(0 12 + C22),
(4.187b)
(4.187c)
(4.187d)
(4.187e)
(4.187f)
CL is the amplitude of the mean surface level oscillation, which is uniform along xl.
Free long wave elevation
Using (4.174), the free long wave elevation is given by
F a10,H
at1
1ý -F(xl)e-2i itl + C.C.,
2
-f(xi)e2it + C.C.,
1 +• 2 e 2 f t
xl < 0,
0o z, L,
Xl > 0,
where the spatial distribution of the amplitudes are
5 = AF e - iKHx1,
F CFe-iKH1 + C+eiKHX1
(f = B1+eiKHxlF F
with A-, C-, C + and B + given in (4.178a-d). On both the left and right regions
away from the cylinder-covered field, the free long waves have constant amplitudes
and propagate toward infinity on both directions.
4.4.3 Numerical Results of second-order free surface eleva-
tion
As the first example, we plot the different components of the second-order free surface
elevation in figure 4-6 when 2 = 2 and the detuning is out of the bandgap. The
strip length is 2 = 2. When Q/Q 0 is outside the bandgap, both ITI and JIR are
oscillatory in xl, as shown in figure 4-6(a). In figure 4-6(b), the steady set-down on
the right side is always higher than that on the left side, as given in (4.184). rs in
the cylinder field is also oscillatory due to the oscillation of ITI and IRI along x i .
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(4.188)
(4.189a)
(4.189b)
(4.189c)
Shown in figure 4-6(c), the locked wave amplitude is discontinuous at the interfaces
xl = 0 and x1 = L, as given in (4.170a - d). Shown in (4.185) and (4.186), the locked
waves contain two wavenumbers ±2K in xz < 0; three wavenumbers ± 2PP, 0 in theC9
cylinder field 0 < zxl L, and one wavenumber 2K to the right of cylinders xz > L.
In figure 4-6(d), the free long wave amplitude is also discontinuous on both ends of
the cylinder field, as given in (4.173a - d). Shown in (4.188) and (4.189), the free
long waves contain one wavenumber -KH in x1 < 0; two wavenumbers ±KH in the
cylinder field 0 < xl < L, and one wavenumber +KH to the right of cylinders xl > L.
The total amplitudes (IL + ~FI, |IL + F of second-order oscillatory long waves are
plotted in figure 4-6. The amplitude and its derivative are both continuous at the
interfaces, satisfying the continuity conditions (4.167a - d).
In figure 4-7, we plot the components of the second-order free surface elevation
when - = --1.5 and the detuning is inside the bandgap. The strip length is 2oL = 2.00 C9
When Q/Q 0 is inside the bandgap, both ITI and IRI are monotonic in x, as shown
in figure 4-7(a). In figure 4-6(b), the steady set-down is also monotonic in x, and
it is higher on the right side than the left side indicated in (4.184). Shown in figure
4-6(c), the locked wave amplitude is discontinuous at the interfaces xl = 0 and
X1 = L, which is from (4.170a - d). Given in (4.185) and (4.186), the locked waves
contain two wavenumbers ±2K in x, < 0 and one wavenumber 2K to the right of
cylinders xz > L. It decreases monontonically in the cylinder field. In figure 4-
7(d), the free long wave amplitude is discontinuous on both edges of the cylinder
field, according to (4.173a - d). Shown in (4.188) and (4.189), the free long waves
contain one wavenumber -KH in xl < 0; two wavenumbers ±KH in the cylinder
field 0 < x1 < L, and one wavenumber +KH to the right of cylinders x, > L. Figure
4-7(d) plots the total amplitudes |IL + ýF, jIf + ý± I of second-order oscillatory long
waves with both amplitude and derivative continuous at the interfaces, satisfying the
continuity conditions (4.167a - d). Within the bandgap -2 Q//t 0 _ 1, both the left-
going and the right-going free long wave amplitudes do not vanish. Though for large
L, the linear solution predicts no energy leakage through the cylinder field toward the
infinity. The nonlinear solution shows that the free long wave can propagate through
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the cylinders and carries energy toward +oo.
Figure 4-8 plots the effect of the cylinder field length L on the free long wave amm-
plitudes. The maximum left-going wave amplitude |KF (plotted in dashed curves)
takes place when the detuning is negative and close to the bandgap left boundary
Q/0o = -2. When detuning is negative, the left-going amplitude is more significant
than the right-going amplitude. For positive detuning, the right-going amplitude |(F+|
is larger. The field length L has a more important influence on the left-going ampli-
tude |I/ , which increases with the lengthening of the cylinder field. In the embedded
subfigure, we show the behavior of both amplitudes when the detuning is nearly per-
fect. We see that the dashed curves |(F| connect with solid curves IF+| across the
point Q/QR = 0, which is shown in (4.180).
Figure 4-9 plots the effect of the water depth H on the free long wave ammplitudes.
For intermediate and deep water depths H = 1, 5, the free wave amplitudes are large
only when the detuning is within a finite range around Q/Q 0 = 0. For shallow water,
the left-going amplitude decays very slowly as the detuning moves leftward. The
free wave response is larger when the detuning is negative. The dependence of free
long wave amplitudes upon the detuning becomes minor within the bandgap, which
is similar to the case of the semi-infinite line of cylinders shown in figure 4-5. When
water depth increases, the response decreases rapidly when the detuning is outside
the bandgap. Inside the bandgap, the respones is insensitive to the water depth when
H > 1.0. The amplitudes of the free long waves remain finite even when the detuning
is in the bandgap.
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Figure 4-6: Second-order free surface displacement. (a) Distribution of ITI and IRI,
(b) steady set-down qs, (c) locked wave amplitude distribution I|LI, •SIJ, the jumps
on both interfaces x1 = 0 and x1 = L are given in (4.170a - d), (d) free long wave
amplitude distribution I(FI, JfJ, the jumps on both interfaces are given in (4.173a -
d), (e) oscillatory second-order free surface amplitude distribution I|L +( I, IL +F f•I
Cylinder field length =oL  2, detuning Q/QR = 2, water depth H = 1.
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Chapter 5
Bragg Scattering of Water Waves
by a Two-dimensional Array of
Cylinders - Linear Aspects
5.1 Introduction
The cumulative effects of sea bed undulations such as sand bars on the surface water
waves was first demonstrated by the experience of Heathershaw (1982). The pertur-
bation theory away from the resonance was given by Davies (1982) and he found that
the reflected waves can be resonated when the wavelength of the sandbars is one-half
the wavelength of the incident surface waves. Mei (1985) applied the WKB approx-
imation method and obtain a theory uniformly valid including the neighborhood of
the Bragg resonance. The wave envelope equations of the transmitted and reflected
waves over sand bars are of Klein-Gordon type. Naciri & Mei (1988) also extend the
theory to the Bragg scattering by a doubly periodic bed waves. They first consider
the case that; there is only one reflected wave is resonated by an oblique incident wave.
The second example was that the two resonated waves are symmetric to the normally
incident wave and reflected by the bed waves.
The problem of wave propagation through an infinite media is a common problem
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in solid state physics (Ashcroft & Mermin (1976)) to determine the band structure
of crystals. Chou (1998) extended Floquet's theorem and studied wave propagating
through an infinite array of periodic surface scatterers. McIver (2000) invesitgated
the wave propagating through an infinite array of vertical cylinders by solving an
eigenvalue problem. Computations of wave scattering by a finite array of cylinders
were also carried out using the scattering-matrix method by Heckl & Mulholland
(1995).
In this chapter, we consider the Bragg scattering by an two-dimensional array of
circular cylinders. The radius of the cylinder is assumed to be much smaller than
the incident wavelength so that perturbation method is applicable. The envelope
equations will be derived and the wave scattering near Bragg resonance by a large
but finite cylinder array will be investigated in detail.
5.2 Bragg resonance conditions for water waves
scattering by an two-dimensional array of cir-
cular cylinders
5.2.1 Wave scattering by a single cylinder
We first review the linear theory of wave scattering by a single vertical circular cylinder
in an open wave of constant finite depth H, which is a classical solution first obtained
by Rayleigh (1881) for the disturbance resulting from the impact of plane waves upon
a cylindrical obstacle. Rayleigh's scattering wave solution has wide applications in
numerous scientific and engineering disciplines, such as in acoustics (Rayleigh, 1945,
§343), in electromagnetism (Jones, 1964, §8.6) and in water waves (Lamb, 1932, §304).
When a train of plane surface waves of constant amplitude Ao, angular frequency
w and making an angle of 31 with the x-axis is incident upon a vertical cylinder of
radius a and extending through the total water depth H, the wave field •I can be
decomposed into two parts: one for the incident waves and the other for the scattered
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waves by the cylinder.
(5.1)
II is the incident wave velocity potential given by
igAo cosh k(z + H) eikrcos(O-pi)-iwt + c.c.
2w cosh kH (5.2)
where g is the gravitational acceleration and k is the wavenumber satisfying the
dispersion relation:
w2 = gk tanh kH, (5.3)
and c.c. stands for the complex conjugate of the preceding term.
os is the scattered wave velocity potential given by
igAo cosh k(z + H)
2w cosh kH (5.4)
00
a n X . (ka)_Eni Hn(kr) cos n(0
n=O nH(ka)
where cn denotes the Jacobian symbol, co = 1, En = 2, n = 1, 2,..., Jn(.) is the Bessel
function of the first kind and order n, and Hn(.) is the Hankel function of the first
kind and order n.
The free surface elevation of the incident wave and the scattered wave are
C• 1 04• 1 Aoeikr cos(O-P)-iwt + c.c.,
g at z=O 2
(5.5a)
1 gotI
Cs = z9 zot Z=
Ao 00
n=O
JH (ka)Eni"~ Hn(kr) cosn(O - il)Hn(ka) e- iwt + c.c., (5.5b)
respectively.
When the cylinder radius a is much smaller than the incident wavelength 27r/k,
we define a non-dimensional small parameter
p = ka < 1. (5.6)
The scattered wave elevation (5.5b) can then be approximated by, up to the accuracy
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- P0) e-it + C.C.,
of o([ 2),
(s= 2Ao Ho(k r) - Hi(kr)cos(O - 1)
2s 4,A( 2fg
(5.7)
by using the limiting forms for small arguments of Bessel and Weber functions (Eq.
9.1.7-9.1.9, Abramowitz & Stegun (1972)):
1
J() 2nn!
2
Yo(x) - In x,
x
Using the relations between cartesian and polar coordinates, x = r cos 0, y = r sin 0,
and the first derivative of Hankel function
1 &Ho(kr)
H (kr) = k Or '
k rcan easily prove theid ntity
one can easily prove the identity
H, (kr) cos(9 - , 1) 1 ( OHo(kr)=- cos31 x +sin 3Ho(kr)y ) k_ -VHo(kr)2V .(5.9)kC
Thus, Equation (5.7) can be further written as
= { 2Aor (i - 27rkl e- iwt + c.c. + O([t4),
where V is the gradient operator in the horizontal plane. The scattered wave is small
of order O(p2) and can be neglected in the leading-order approximation.
The scattered velocity potential (5.4) is approximated by
irgAo cosh k(z + H) (
2w cosh kH
27r
klk2
) (-VHo(kr))4 e-iwt + c.c.
which is of O(p 2) smaller in magnitude than the incident waves.
Though the scattered wave potential ýcs in (5.11) is of order O(p 2), its normal
gradient on the cylinder surface r = a is of order unity, cancelling the normal gradient
204
(5.8)
(5.10)
+ o(/t4),
(5.11)
2n (n - 1)! nYn() ~ - X-_.
V) - Ho(kr))
I) S = t2
+ c.c. + O(P4),
of the incident wave potential,
Or - r O(1), at r = a. (5.12)Or Or
5.2.2 Wave scattering by a two-dimensional array of periodic
circular cylinders
We now consider the scattering of water waves by a large number of circular cylinders
in a periodic array. Before going into the mathematical analysis, we first introduce
the concept of two-dimesional Bravais lattice depicting the geometric patterns for
crystal structures in solid state physics (Ashcroft & Mermin, 1976).
Geometric description of the cylinder lattice
A Bravais lattice is an infinite set of discrete points with an arrangement and orien-
tation appearing exactly the same viewed from any point of the array. The centers of
the horizontal cross-sections of the circular cylinders form a two-dimensional Bravais
lattice as shown in figure 5-1. The lattice is generated by two primitive vectors al
and a2 and a set of integers mi and m 2 so that each cylinder center can be identified
by the lattice vector
RmI,m 2 = ma11 + m 2a2. (5.13)
A reciprocal lattice K is generated by the primitive reciprocal vectors bi and b2
defined by:
b = 27r a2 x a3  a 3 x a,
al - (a2 x a 3)' b 2  (a2 x a3)(5.14)
where a 3 = (0, 0, 1) is perpenticular to the still water surface and points vertically up-
ward. Any reciprocal lattice vector K can also be represented by a linear combination
of the primitive vectors bl and b2:
Kn,n2 = nlbl + n 2b2, (5.15)
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Figure 5-1: Lattice, primitive vectors ai and reciprocal vectors bi, i = 1, 2.
where nl and n2 are both integers. Figure 5-1 shows a lattice spanned by primitive
vectors al and a2 and the primitive reciprocal vectors bl and b 2 defined in (5.14).
The primitive vectors ai, i = 1, 2 or bi, i = 1, 2 are not necessary orthogonal to each
other.
It is easy to verify that the primitive vectors a, and bj satisfy
ai. bj = 276 ij, (5
where Sij is the Kronecker delta function. From (5.13), (5.15) and (5.16), we get
KnRl,n2 ml,m 2 = 27r(nlml + n 2m 2). (5
.16)
.17)
Hence,
eiKnl,n2 -Rm 1,m 2 = 1, for any integers mi, m2, nl, n 2 .
Superposition of scattered waves by an array of cylinders
In the local polar coordinate system centered at Rml,m2, the incident plane wave
elevation (5.5b) takes the form:
(• 1Aoeikl -r - iw t + c.c.2
1
SAoeik-Rm1,m2 eikl-rm1,m -iwt + C.C.,2
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(5.19)
(5.18)
9-- .................... - -o-
where rm,, ,M 2 = r - Rm.,m 2 is the field point vector in the local coordinates. The
factor eikjlR"'1 .m2 represents the phase of the incident wave seen by the cylinder at
R ,m2
It follows from (5.7) and (5.19) that the wave scattered from the cylinder at
Rml,m2, up to the accuracy O(p 2 ), is
'(mlm2) 1 2A ,-iwt iki'Rmlm( 2
m2) A_ 2 ikRmm2 i- k -V) (-Ho(krm7,m2 ) + c.c., (5.20)2(0
Mathematically, the term within the last parentheses of (5.20) is the well known
Green's function of the two-dimensional Helmholtz equation
(V 2 + k2) (-Ho(krm,m2)) = 6(r - Rm1,m 2 ), (5.21)
where 6(.) denotes the Dirac delta function. Thus, ('s ,m2) is the solution of the
inhomogeneous Helmholtz equation
(V2+k2) m2) 2 e-iwtik-Rmim2 i- k-V 6(r-Rm,m2)+c.c.. (5.22)
Due to the smallness of ka, it is natural at first to represent the total scattered
waves by the array of cylinders as the superposition of (5.20) over all m, and m 2:
(total) = Z mI,m2). (5.23)
mi m2
Moreover, we assume that the domain covered by the cylinder array in both horizontal
directions along al and a 2 are so large that the summations over nml and m 2 in (5.23)
can be replaced by [-oo, oo] respectively. Therefore, it follows from (5.22) and (5.23)
that C~otaI) is the solution of the following inhomogenous Helmholtz equation:
(V2 + k2) ctotal)
= 22Aow;e-it i - -ki - V E E eiklaRm lm 2~(r - Rml,m2 ) + c.c..(5.24)
ml=-oom2=--o
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By making use of the Poisson summation formula (E.24) (details are given in Ap-
pendix E), the terms on the right side of (5.24) can be written as
(V2 +k2) total) _ 2 Ao7ee-i't ( 2  0 0 ei(ki+Kn.n2) +c.c., (5.25)
n1=-00 n2=-Oo
where Q/ is the area of the unit cell. Thus, the total scattered waves are the sum
response to forcing by infinitely many plane waves with small amplitude of order
o(p2).
The solution of the total scattered wave elevation (sotal) can be easily obtained
from (5.25):
(total) 12 7Aoe-iwt (i - 2 0 ei(kl+Knl,n 2 )'r
+c.c.. (5.26)(2iT2 VV- 1k_ + Kni,n•2 12
nl=-OO n2--00-
Thus the scattered waves are the sum of plane waves with wavenumber vector kl +
K,,,,,. Note Ik I = k, there is a singularity in (5.26) when nl = n2 = 0. In this
special case, there is no new scattered wave beside the incident wave itselft. However,
the scattered wave component along the incident wave direction goes to infinity. In
addition, the solution in (5.26) becomes unbounded also when
Iki + Knl,,n2 = k, ni# 0 or n2 0, (5.27)
Equation (5.27) will be refered to the condition of Bragg resonance for kl. We now
examine its physical meaning.
Method of Ewald construction to determine Bragg resonated wave vectors
The solutions Kn1 ,n2 of (5.27) can be obtained graphically by employing the method of
Ewald construction widely used in solid state physics (Ashcroft & Mermin, 1976) for
reconstructing crystal structure from X-ray diffraction pattern. Given the incident
wavenumber vector kl, in the plane of reciprocal lattice K spanned by primitive
vectors bl and b 2, we first draw kl with its head terminating at any one of the lattice
208
nodes (such as kl in figure 5-2). Then we draw a circle of radius k with center O at
the tail of kl. If any lattice nodes lie on this circle, a vector can be drawn from O
toward the intersecting node to form a new wave vector
kj = k (cos fji + sin jjj),  is an integer, (5.28)
where /j is the direction of the resonated wavenumber vector. The vector k2 in figure
5-2 is such an example. The vector from ki to kj is thus a reciprocal lattice vector
satisfying the resonance condition (5.27) and is denoted as
K('1j ) = kj - kl, (5.29)
where the superscripts indicate the two interacting wavenumber vectors kl and kj,
the subscripts nl and n2 are the solutions of the vector equation
K(1,j) = nlbl + n 2b 2 = kj - kl, (5.30)
and are given by
(kj - kl) - (b 2 x b 3)
n( b= (5.31a)(b2 x b3) - bi
(kj - ki) - (bl x b 3) (5.31b)
(bl x b3) b 2
where b3 = (0, 0, 1) is the unit vector pointing vertically upward. For convenience,
we will drop the subscripts n, n2 in K ( l 'j) 2 and use K (l j ) to denote the reciprocal
vector connecting two resonated wavenumber vectors.
Depending on the incident wavenumber vector and the lattice geometry, there
can be N resonated vectors kj, j = 1,... N satisfying the Bragg resonance condition
(5.27). In figure 5-2, two resonated vectors are present with the solution of (5.27)
K (1,2) = k2 -- kl = -bl - 2b 2. In figure 5-3, there are three resonated wave vectors
with two nontrivial solutions of (5.27): K (1,2) = k2 - kl = -bl - 2b2, K(1'3 ) =
k3 - kl = -2bl + b2. In general, the total number of resonated waves can be integer
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Figure 5-2: Two-wave Bragg resonance N = 2 with k2 determined by the Ewald
construction rnethod. Gray circles indicate the circular cylinders.
Figure 5-3: Three-wave Bragg resonance N = 3. Gray circles indicate the circular
cylinders.
greater than three. The systematic way to determine the total number of resonated
wave vectors will be discussed in the next subsection.
Incident wave vector kI at Bragg resonance
We describe here how to detennine the incident wavenumber at Bragg resonance when
the incident wave direction and the lattice geometry are given.
As shown in figure 5-4, given two non-overlapping nodes 0 and K separated by
Knl,n2 = nI bI + n2b2 in the reciprocal space, any point P along the perpendicular
bisector of the segment OK has the same distances from these two nodes. Thus, the
two vectors from P to the nodes 0 and K respectively form a pair of wave vectors
satisfying the Bragg resonance condition (5.30). The bisecting line P R is called Bragg
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OFigure 5-4: Bragg line scattered by nodes O and K. The vectors kl = PO and
k2 = PK are an example of the wave vector pairs satisfying the Bragg resonance
condition (5.30). s is the unit vector normal to K, 1, 2, = OK.
line. We denote the vector from P to O as the incident wave vector kl and that from
P to K as the resonated wave vector k2 . Their vector expressions can be directly
found from figure 5-4:
1
k, = es- Kni,n2, (5.32a)2
1
k2 = es + -Kn142 = ki + K1,n2, (5.32b)2
where s is the unit vector normal to Kn 1,n2,
K,,,n2 x b 3  nl(bl x b 3) + n 2 (b2 x b 3 )s = = (5.33)IKn,n 2 x b31 -ni(bi x b) + n2 (b2 x b 3 ) '
and £ is distance between P and C, the central point of the segment OK. t takes
positive (negative) sign when P is on the left (right) side of OK. It is obvious that
the magnitude of the resonated wavenumber k ranges from half of the length of OK
to infinity.
An alternative statement of the Bragg resonance condition (5.32) is (see equation
(6.9) in Ashcroft & Mermin (1976)):
ki -K 1 ,n 2  Knn2 (5.34)
kl'gnl~n 2--•~ln
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where the minus sign is taken because the incident wave vector kl points to the tail
of the reciprocal vector Kn1 ,n2'
When the incident wave angle 01 is given, the resonated wavenumber can be
obtained from (5.34):
(n 12k= 2 (5.35)2(cos P31i + sin Pij) . Knl,n2
where i and j are the unit vectors along x and y directions respectively. The wavenum-
ber k must be positive. For given 01, when k calculated from (5.35) is negative, it
means that the Bragg resonance takes place between kl and the opposite reciprocal
vector -Kni,n 2, with tip at O and tail at K in figure 5-4.
As indicated in (5.35), the minimum wavenumber Bragg-scattered by Knj,12 oc-
curs when k is parallel to Kn1,n2 and thus
kmin = 1Knj, 2 1, when k Kn ,n2 (5.36)
Figure 5-5 plots an example of the relation between the resonated wavenumber k
and its incident angle 31 Bragg-scattered by K- 1,1 = -bl + b 2, where bl = _ and
b2 = 221 with al the cylinder spacing. It can be seen that k reaches its minimum
kmin = IK-1,1|/2 = V2Tr/al at P1 = 37r/4, 77r/4 when ki is along K_1,1 and goes to
infinity when P1 = 7r/4, 57r/4 when kl is perpendicular to K- 1,1.
If at least one of the two integers nl and n2 is nonzero, jKj 1, 2 1= nlbli + n2b21
is also nonzero. From (5.35), one can construct a curve of 01 - k corresponding to
the Bragg resonance by the reciprocal vector KnI,n2 . Figures 5-6, 5-7 and 5-8 plot
the pi - k curves for a square lattice generated by al = ali, a2 = aij, a rectan-
gle lattice generated by al = ali, a2 = la 1j and a triangular lattice generated by
al = ali, a2 = ~-i + V--j respectively, where al is the horizontal spacing between
neighboring cylinders. Our first observation is that there is a minimum wavenum-
ber kmin = min (I b , Ib2 ) , below which no Bragg resonance can occur. Comparing
figure 5-6 with figure 5-7, we see that doubling the lattice spacing in x-direction de-
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Figure 5-5: The dependence of wavenumber k on the incident angle 01 Bragg-scattered
by the reciprocal vector K_ 1,1 = -bl + b2 of a square lattice of spacing al. bl = ial
and b2 = 2 j
al
creases the minimal wavenumber by half. The density of wave numbers at Bragg reso-
nance increases as the incident wave becomes short. However, the range of wavenum-
ber for our interest is of order unity, which corresponds to the lower part of the P1 - k
diagram.
Each curve in the Pl - k diagram corresponds to two nodes in the reciprocal space
that resonates the wave vector k2 by the incident wave vector kl. Thus, when two
curves intersect, the intersection point indicates that k, resonates two distinct wave
vectors k2 and k 3, each of which corresponds to one 31 - k curve that is resonated
by the same reciprocal vector. In general, the point where N curves intersect marks
the Bragg resonance of N new wave vectors with the incident wave kl by the lattice.
For example, in figure 5-6, the point k = vf2r/al, P1 = 7/4 marked by circle is the
intersection point of three curves and indicates a four-wave Bragg resonance with
kl = 7r'+ !J k 2 = - + !- k3 = "i and k4 =- ' J plotted in figureSal a l ai ai al ai ai
5-9. Note that the subscripts of the four resonated wave vectors are interchangable.
Another example is plotted in figure 5-10 for the six-wave resonance at k 4- ,
and = 5 77r 3,7r l r in a triangular lattice generated by al = ali and a 2 =6and /  2' 6' 6' 2' 6
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Figure 5-6: The wavenumber k and its incident angle 01 at Bragg resonance by a
square lattice generated by al = alli and a2 = a 1j. The reciprocal primitive vectors
are b Zi and b2 - 2rj
-i + "aj. This six-wave resonance case is marked by a black circle in figure 5-8, at
which five P1 - k curves intersect.
The periodicity of the IP - k curve depends on the lattice geometry. As shown in
figures 5-6, 5-7 and 5-8, we only need to consider the Bragg resonance generated by
the incident waves traveling upward to the right, or 0 </1 < E.
Provided that the wavenumber or frequency is known, one can determine the
direction of the resonating incident wave from the 31 - k diagram by drawing a
horizontal line at the height of kd/r. Any intersection point of this line with the
1i - k curves represents an occurence of Bragg resonance.
In order to determine the direction of the resonated wave k2, we find from (5.32b),
cos /32i + sin /32j
kl + K ,n cos 01 + K + Sin(s ol + K,,2 j. (5.37)
k () k
N-wave resonance
If there are N nodes lying on the Ewald circle or equivalently N curves intersecting at
kl, we have a N-wave Bragg resonance. These N wave vectors are mutually resonating
since the difference of any two resonated vectors kj and kh remains a reciprocal lattice
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Figure 5-7: The wavenumber k and its incident angle /1 at Bragg resonance by a
rectangular lattice generated by al = ali and a2 = aj. The reciprocal primitive
vectors are bl = 2-i and b 2 - _al al
a,
-7r ir 0 7 7"
2 1 2
Figure 5-8: The wavenumber k and its incident angle P1 at Bragg resonance by
a triangular lattice generated by a, = ali and a 2 = i + "-3j. The reciprocal
primitive vectors are bl = - 27 j and b 2  4at 1 val vfa 1
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a2 O
a,
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Figure 5-9: An example of four-wave Bragg resonance in a square lattice. The prim-
itive vectors al = ali and a2 = a1j and the reciprocal primitive vectors bl = 2 and
b2 = 2L. The resonated wavenumber k1, 2,3,4 1 a.al 234 ,27/j
a 2
o alO
0 0
0
O k2 O0
0
0O
b2
%b
I
ks 0
Figure 5-10: An example of four-wave Bragg resonance in a square lattice. The
primitive vectors a, = ai and a2 = li + v-aLj and the reciprocal primitive vectors
b = 2i+ -j and b 2 = j. The resonated wavenumber k1k,2 3,4
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vector:
kj - kh = (kj - ki) - (kh - ki) = K ( '1 ) - K( 'h), (5.38)
following (5.29). We denote
K( j,h) = K (l j ) - K(lh) ,  (5.39)
and then any two resonated vectors are related by a reciprocal vector,
kj = kh + K(j'h ), j,h = 1,..., N, (5.40)
which provides an alternative form of the Bragg resonance condtion (5.27).
Indeed, by substituting (5.40) into (5.26), the total scattered wave elevation is
dominated by
((total) N p 2 7A ° 1 2  i~kj'r-ut) +
Sota) : 2 k2 -kj1 2 i- k V ei(k t) + c.c. + O(P2) (5.41)
j=1
containing N plane waves of infinite amplitude along directions of kj, j = 1,..., N and
the regular perturbation analysis breaks down. This suggests that we should employ
multiple-scale method and look for the evolution of wave field over long spatial and
temporal scales.
5.3 Governing equations for wave envelopes
5.3.1 Boundary value problem
We first consider the scattering of water waves by a two-dimensinoal array of vertical
circular cylinders of radius a on water of constant depth H. The centers of the
cylinders are at Rml,m2 , (ml, m 2 ) = -00,..., oo specified by (5.13). We assume the
incident wave steepness to be small
E = kAo A< 2 (5.42)
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so that the free surface condition can be linearized.
The governing equations for the velocity potential around the cylinders are given
by:
020
V20 + = 0, -H < z < 0, (5.43)
where V is the gradient operator in the horizontal plane (x, y), in the fluid;
+ g = 0,at2 z z = 0,
on the free surface;
0,
irmi ,m2
Trm,mn2 = - IrmI,m21 = a, for all mi, mn2 ,
on the cylinder surfaces, where rmi,m 2 is the local polar coordinate centered at lattice
node Rml,m2 ;
- = 0 z = 
-H, (5.46)
on the sea bottom.
5.3.2 Perturbation expansions
The formula (5.26) for the total scattered wave elevation by the cylinder array ob-
(total)
tained from regular perturbation method shows that the order of (" can become
unity when the difference of the magnitude between k, and k, + K,,, 2 is of order
O([12). This suggests us to introduce
X 2 =  Y , tl = 1 2t, (5.47)
as the long length and slow time variables, respectively and employ the multiple-scales
method in the neighborhood of O(p 2) width near the Bragg resonance (5.27).
Suppose the incident wave has a frequency w, we write the multiple-scale expansion
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(5.44)
(5.45)
I
of the wave field as
42 = {¢ll(X,YZ;xl,Yl, tl)e - iw t -j- c . c . }
+J-12{21( X , ; x l,yi, tl) e-Lt + c.c. } + O(p 4 ). (5.48)
Substituting (5.48) into the boundary value problem (5.43), (5.44), (5.45) and
(5.46), we obtain respectively the perturbation equations for 11, and 021-
5.3.3 First order problem
The first order velocity potential 011 is governed by the boundary value problem:
D2 11V2  011 + = 0, -H < z < 0; (5.49)2z2
W 11 = 0, z = 0; (5.50)
Oz g
= 0, z = -H; (5.51)Oz
As shown in (5.11) and (5.12), the scattered waves from a single cylinder of small
radius ka =: p < 1 is of order O(p 2) in magnitude and has a normal gradient of
order unity on the cylinder surface r = a. In a region covered by a two-dimensional
array of periodic cylinders, when the Bragg resonance condition (5.27) is satisfied,
the cumulative effects of the scattered waves by all the small cylinders lead to N - 1
(N is determined by the 31 - k curves of Bragg resonance such as figures 5-6, 5-7
and 5-8) resonated plane waves of amplitude of order unity as indicated by (5.41).
Because of the small cylinder radius ka = p < 1, the local effect of the presence of the
cylinders is not felt by the leading order wave 011. Equivalently, nonzero boundary
value of ( on the cylinder surfaces have only O(p2 ) effect locally. Therefore,
no boundary condition on the cylinder surfaces need to be posed for i11 and the
cylinders appear transparent at the first order.
In addition, the solution must be periodic over the short scale hence the Bloch's
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theorem applies:
Sq1 (r + Rm,,) eik-Rm1m2 (r), for any mi, m 2. (5.52)
Vo11 (r + Rm.,m 2) = eikj'Rm',m2 Vl, (r),
In (5.52), the subscript j of the wave vector kj in the exponent of the factor eikjRmAm 2
can be changed to any integer between 1 and N since, from (5.40) and (5.18),
eikj-Rml,m 2 - eikh-Rml,m 2 eiK( j 'h)-Rmlm 2 - eikh-Rmnlm 2 -1 - eikh-Rmx,m2
j, h = 1,..., N. (5.53)
We shall focus our attention on the wave scattering problem near the Bragg res-
onance. Given the lattice geometry, the occurence of Bragg resonance can be de-
termined by either (5.35) or the 01 - k diagram of Bragg resonance such as figure
5-6, 5-7 or 5-8. Suppose that there are N wave vectors kh, h = 1,..., N, including
the incident wave kl, satisfying the Bragg resonance condition (5.27), the first order
wave potential ¢11 is the sum of N plane waves whose amplitudes dependent on slow
variables (xl, yl, tl):
N
11- = Z(z) E A(x 1 , Yi, tl) eikj.r, (5.54)
j=1
where Aj is the amplitude of the j-th resonanted wave, kj = k(cos pj, sin/3j) is the
corresponding wave vector with /j the wave propagating angle. The first index j = 1
is reserved for the incident wave. Z(z) is the z-dependence factor given by
ig cosh k(z + H) (5.55)
2w cosh kH
It is easy to verify that the velocity potential q11 given in (5.54) satisfies the homo-
geneous boundary value problem (5.49)-(5.52).
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5.3.4 Second order problem at O(p 2)
Upon substituting (5.48) into (5.43)-(5.46) and collecting terms of p2, we obtain the
boundary value problem for the second-order potential 021:
V2 21 + 2 = -2V 1 V11,
(0 21  w2  2iw 8 11g21 = 0t-'
8z g g &t
_0_21 1 0 11
Orml,m 2  A2 Orm,m 2 '
a021 = 0,
azS2l(r + Rm1,m 2) = e ikj Rm1,m2 21(r),
Vq 21(r + Rml,m2) = eikj.R -lm2 V21 (r)
in fluid domain;
on z = 0;
on rmi,m 2 = a;
on z = -H;
for any ml, m 2.
In (5.56), V 1 denotes the gradient operator with respect to the slow variables xl and
yi. The boundary condition (5.58) shows that the normal gradient of the scattered
potential p2 21 is of unity order and cancels the normal gradient of €11 on the cylinder
surfaces. Eq. (5.60) states the periodicity of 021 over the short scale.
Since the cylinder radius is very small, we can Taylor-expand the right side of
(5.58) around r = Rm, m2. In the local polar coordinates (p = rm.,m 2 = r -
Rm,n,m 2 , c) shown in figure 5-11, the normal gradient of 011 is
0p11
1p
aii1(Rm1 ,m2 + rm,,m2) (rm,•2 -V)' 01(Rmi ,m2)
mom2
Noting that
(5.61)
a
rmi,m2 V = Op
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(5.56)
(5.57)
(5.58)
(5.59)
(5.60)
/-----------7 ------------ ----------- 7
I / I I
I I I I
, p,L, ---- -- -J .......-.-.-- ./. -- ,-- - -
a2' -- - OII i
L-----,---~----,--- ----- L--------- I
al
Figure 5-11: Unit cell constructed by a, and a2 and the local polar coordinate system
around Rmi,m 2.
and substituting (5.54) and (5.61) into the right side of (5.58), we get
1 0 11
P2p p=a
1
= f0
ae Oa+l11(Rmi,m 2)
V 4pf + 1
N
- Z(z) E Ajeikj'Rml,m2
j=1
1- d(ikcos(p -
f=0
)) +1 + c.c.
N
= -Z(z) E kAj eikj' Rml ,m2
j=1{(i cos(p - 'j) 1 C(1 + cos 2(p -
2p
(5.62)
In the unit cell surrounding the cylinder (ml, m2), we decompose 021 into two
parts
(5.63)
In (5.63), we require that 0l) satisfies the homogeneous version of the governing
equations (5.56), (5.57) and (5.59). On the cylinder surface, we further require the
radial gradient of 11) balances the zeroth and first Fourier components in ý0 from the
gradient of 011 given in (5.62),
21)= -Z(z) E kA eikj-Rm,m 2 { i COS 2
ap j=1
on p = a, (5.64)
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21= 01)+ (2 )
j)) + O(1).
leaving the remaining for ,2).
The boundary condition on the cylinder surface (5.62) and (5.64) suggests that
(1) takes the form,
=) Z(z) A {Bmm 2 Ho(kp) + Cm,m 2 Hi(kp) cos(p --)21 A~1j BlM (5.65)
On the cylinder surface p = a, its radial derivative is,
N
=Z(z) E kAjBml,m2 HO'(ka)
j=1
+ Cmi,m2H'l(ka) cos(o -) )}.
For small ka, we have
2iHo(ka) 0 2i7rka '
2i
Ht1L(ka) ~ i 'crk2a-
Substituting (5.67) into (5.66), we get
s1a = Z(z)
9p p=a j=1
2ikAj Bml,m 2 mm2 cos(cp
ILL
Substituting (5.68) into (5.64), we have
20 +09P
N
= Z(z)
j=1
Z(z) kAj eikjRmm 2  i COS 2
j=1i
( ( 2iCm M2kAj {2irm2
+ 2iBmi,m2
(2iB sp
ieikj'Rm,'m2
-+ P2 
eikj-Rmlm 2
1
21•
cos(c - 0j)
I on p =a. (5.69)
In the boundary condition (5.69), the coefficients must be
Bm 2  r eikj.RI,m2,4 Cm1,m 2 = 2eikjRm,,,,m, (5.70)
so that the inhomogeneous boundary values proportional to cos 0(p - ij) and cos(o -
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Op p=a
(5.66)
ka < 1. (5.67)
- 0j)}. (5.68)
J-'
/j) are satisfied by the radial derivatives of ¢11 and 0() together. The boundary value
proportional to cos 2(p - fj) remains unsatisfied.
Substituting the above coefficients into (5.65), the potential 0() becomes
N
= Z(z) ek Rmm 2
j=1
-- Ho(kp) - H, (kp) cos(p - j)4 2
Note that the potential 0(l) does not satisfy the periodic boundary conditions (5.60).
Note that in (5.69), the terms of order O(1/p) with cos 2(p - 3 ) are not yet taken
care of by 0(l). In fact, these additional normal gradients on the cylinder surfaces
give rise to the scattered wave potential at the next order O([t4) which takes the form
(5.72)41 = - E Ajeikj-RmH2(kp) cos 2( - fj).
j=1
To verify this we make use of the limiting form
H:(ka) rk 3 ka < 1, (5.73)
and find the radial gradient of 041 on the cylinder surfaces to be
a041
ap
N
= Z(z)
j=1p=a
kA eikjRm,m
2 COs 2(( - ),c22( - (5.74)
which accounts for the third term on the right side of (5.62).
Combining with 1), the no-flux boundary condition is satisfied at the second
order:
0(1) + 2 ¢41) 1 0¢11
+ 2 = (1),
A ap
on p = a. (5.75)
Now we need only require 02) to satisfy the inhomogeneous equations (5.56),
(5.57) and (5.59). On the cylinder surface p = a, its radial gradient is of order unity
since the steep gradients of order O(1/p2), O(1/p) have been balanced by 421 + f 2¢41
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(5.71)
__o ._ .
as shown in (5.75):
0(2) ai 2411
-21 
- 20941 =1 011 0(1), on p = a. (5.76)
Op ap Op p2 ap
21) and its gradient undergo no sharp variation over an area of O(p2) near the
cylinder surface and are of order unity in the whole fluid domain. Note that ¢() does
not satisfy the periodic conditions (5.60) either. It is the sum potential +21) 21
that will have to satisfy the periodic conditions later.
Since 0") and its derivatives are both of order unity in the domain, it follows from
(5.63) that, on the cylinder surface p = a,
021(a, P) = 04I) (a, (p) + 2) (a, p)
N
= ) + Z(z) A eikj -Rml ,m2 cos(O - j3) + Iln i + O(1)(5.77)
j=1
where we use the limiting form
2iln(ka) 2iln(p) 2i 2i
Ho(ka) , H (ka) - = - ka = 1 <c 1, (5.78)7r 7k 7 ka 71L
to replace the Hankel functions in (5.71).
In principle, we can compute 021 by adding 21) which satisfies the inhomogeneous
conditions (5.56), (5.57), (5.59) but no boundary condition on the cylinder. The sum
+•1) (2) must satisfies periodicity. Instead of solving for (2), we shall examine the
solvability of 0(l) + (21.
5.3.5 Solvability condtion of 021 and the evolution equations
for wave envelopes
The velocity potential of a train of plane progressive waves of unit amplitude and
wave vector being one of the N Bragg-resonated wave vectors,
Oj = Z(z) eik j -r , j= 1,...N, (5.79)
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satisfies the homogeneous version of the boundary value problem (5.56)-(5.60). The
inhomogeneous problem of 021 must satisfy a solvability condition which follows by
applying Green's theorem to 021 and the complex conjugate of 'j:
2 0 21(v 2 > - (; 2 + 2 21 dV
/ 21 JO(- 021 dS, (5.80)
where V is the volume of the unit lattice cell constructed by the primitive vectors
al and a2 through the water depth H, and &V is its boundary containing the free
surface SF, the cylinder surface SB, the vertical surfaces Sv and the sea bottom at
z = -H, as shown in figure 5-12.
The function i* satisfies the following homogenous boundary value problem:
V2 + •2 = 0, in fluid domain; (5.81)
=z 01, on z = 0; (5.82)8z g
= 0, on z = -H; (5.83){O ;(r + Rm,m 2  e-ikk-Rm1,m2I(r), for any i, iM2. (5.84)
+ Rm,m 2) e-iki'Rm1,m2V•2 / (r),Vo (r + nm,,m,) = e-ikjR,,,ml'm2Vj*(r),
Substituting (5.56) and (5.81) into the volume integral on the left side of (5.80),
and using the complex conjugate of (5.79), we obtain
N 0
LHS(5.80) = 2 i kh. V1Ah Z2(z)dz ei(kh-kj)rdS. (5.85)
h=1 H
Since the unit cell size is comparable to the incident wavelength, k( lal, la2 ) = 0(1)
and the cylinder radius is small ka = p <K 1, the area occupied by the cylinder in the
unit cell is negligible:
dMF = .•e - 7ra 2 = .¢(1 + O(tL2 )) d , (5.86)
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z=0
z -H
Figure 5-12: Unit cell where Green's theorem (5.80) is applied.
where W1F is the area of the free surface SF. The surface integral in (5.85) can be
approximated by
ei(kh-kj).rdS ei(kh-kj)'rdS + O(p2),
since the integral kernel is of order unity.
As shown in figure 5-13, the unit cell area W = cF + 7ra 2 in (x, y) coordinates
can be mapped onto a unit square in (1, W2) by
r(x, y) = lalj + 6 2a2. (5.88)
Thus, the integral over d on the right side of (5.87) becomes
ei(kh-kj)'rdS = jal x a 2j
01
d 1j0 d 26ei(kh -kj)- (lal +2a 2 ) (5.89)
Making use of the Bragg resonance condition (5.40) and noting that d = jal x a 2 l,
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11SF (5.87)
the above integral becomes
Sei(kh-kj)-rdS= d eiKj '"h)(aL+.2a2)dll d2
= W eitl(K(jh)'al)dcli
o 0
The single integral in (5.90) can be calculated
eic, (K(jh) an) dGn =
e i (K ( j ' h )-a n ) - 1
iK(j,h) . an
1,
j #h,
j =h,
for n = 1, 2. (5.91)
Making use of the identity eiK(' h).an- = 1 in (5.18), the above integral on the left
becomes
I0 e ik(K(jh) a,) da n = 6 jh, n = 1,2, (5.92)
where 6jh is the Kronecker delta. Finally, the integral (5.90) becomes
l ei(kh-kj)-rdS = (6jh) 2 .W = 6 jh-d. (5.93)
Substituting (5.87) and (5.93) into (5.85) and dropping terms of order O(p2), we
get
LHS(5.80) = 2i / H Z2(z)dz E kh. VAh6jh = 2id
h=l
f Z 2(z)dz(kj.V1 Aj). (5.94)
-H
The surface integral over the sea bottom on the right side of (5.80) vanishes by
applying the boundary conditions (5.59) for 021 and (5.83) for •j*. The surface integral
over the vertical boundaries Sv of unit cell volume also vanishes by using the Bloch
periodic conditions (5.60) for 021 and (5.84) for Ojb.
Making use of the free surface conditions (5.57) for 0 21 and (5.82) for 0*, the
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I1
o0
(5.90)e iE2 (K (j,' h) -a 2 )d 2 .
~2
1
1 ~1
Figure 5-13: Mapping from a unit square in (~1, ~2) toward the unit cell in (x, y).
integral over the free surface SF on the right side of (5.80) becomes
Applying the approximation (5.87) and using the identity (5.93), the free surface
integral can be further simplified,
(5.96)
where terms of O(f-t2) have been dropped.
The integral over SB, the surface of the circular cylinder centered at Rm1 ,m2' is
(5.97)
where the negative sign is taken because the normal vector on the cylinder surface n
points inward toward the cylinder center.
On the cylinder surface p = a, the potential CP21 and its radial derivative are given
by (5.62) and (5.77) respectively. Taylor expansion of'l/J; about the cylinder center
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= Z(z) e- ikj (rn, ?,,n2 +Rml nm 2 )Ip=a
= Z(z) e- ikj-R '?n" 2 (1 - ika cos(ýo - 1j) + O(2))
and its radial derivative is
= Z(z) (-ik cos((p
= Z(z) e - ikj -Rml m2
- /j)) e-ikj-(rm,m 2 +Rml,'m2 ) lp=a
(-ik cos(ýp
- j)) 1 + O(p)).
Making use of (5.77) and (5.99), we calculate the surface integral of
the cylinder surface SB:
= dz f 2 2 1 -- a dp
-H J0 P
= Z 2 (z) dz Ahei(kh - k j ) -Rmlm2
H h=l
27 ka
2x k [- cos(P - Ph) cos(p -I) -
N
= ZrAh Ccos(O - Ph)
h=1
ika
2 In p cos(ý - 0j)
-H
Z 2 (z)dz + 0(p).
+ O(ka) dp
(5.100)
Use is made of the identities ka = p, f02 COS(P - fl) COS( - h) d(p = r cos(j - h),
fS2 COS(p - 0j) dp = 0 and ei(kj - kh) 'Rml ,m 2 - eiK(j"h)Rmi,m 2 = 1.
Using (5.62) and (5.98), we calculate the surface integral of -?/ p21 over the
op
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RmI.,r2 is
p=a
(5.98)
9p p=a
(5.99)
ILS B
¢21 dS
ap
ove
¢21 overap
cylinder surface SB,
lq~ & dS
kaAhei(kh - k j )-Rml,m2h=1-
h=l
o/o2- ika cos(ýo - 0j) + O(tp2))
i cos( p - Oh) 1 + cos 2 (P - 1h) )
A2 2p + (1) d
i cos(p - Oh) 1 + cos 2 (p - P3h)
p 2
7rAh (-I + cos(, 
-p h)) j Z
2(z)dz + O(p),
cos(p - 3 h) + O()) dp
(5.101)
where use is made of the integral fS" cos 2(P - 3h)do( = 0.
Substituting (5.100) and (5.101) into (5.97), the surface integral over the cylinder
surface becomes
IB = 21 (0j*
N
h= lrAh(1-2
h=1
cos(O, - Oh)) J Z 2 (z)dz + O(p).
Note that IB is independent of the cylinder radius a.
Substituting (5.94), (5.96) and (5.102) into Green's formula (5.80), dividing the
resulting equation by 2idwZ2(0)/g and keeping only the terms of unity order, we
obtain a set of differential equations governing the wave envelopes Aj, j = 1,..., N:
OAj
at,
gk I ° Z2(z) (Lkv)A
- H Z2(0) d z k ' V 1
i 7r gk of
2 kd w 
_H
Z2 (zZ 2 (0) dz
Z2 (0) NE (1 - 2 cos( - 3h)) Ah.h=l
(5.103)
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I Z2(z)dz x
-H
N
-EAh1 Z2(z)dz x
h=l -H
2 7r
N
h=1
(5.102)
I *
-O021 dS
- n ) d S
The coefficient in (5.103) is found by integration
gk fo Z2(z)d
wc -H Z 2 ((0)
gk af cosh2 k(z + H)
= J_H cosh 2 kH
dz = 1( + =2H 4 Cg,
which is the group velocity of water waves of wavenumber k traveling in open water.
We define the parameter
irC
o0 = 7rC9k.d' (5.105)
with the dimension of frequency, and the group velocity vectors:
C j ) = C, = 1,...,N.
in line with each of the N resonated wave vectors.
Thus, we can rewrite the wave envelope equations (5.103) in a more
(5.106)
concise form:
04, + C)
at, 9
N
21A3 = -- io2N(1 - 2cos( 3j - 3h))IAh,VIA= -io 1- 2 -
h=1
j= 1,...,N.
The envelope equations (5.107) show that all the wave envelopes Aj, j = 1, ... , N are
coupled with each other and vary slowly in a time scale of 1/(u2w) and the length
scales 1/(p2 k).
In physical variables, it follows from the normalization (5.47) that the envelope
equations are
+Aj ,0--- C VAj
t 9
1
=- i(ka)2Qo2 j= 1,...,N. (5.108)
The forcing terms on the right side of (5.108) is proportional to the square of the
cylinder radius and, from (5.105), inversely proportional to the lattice unit cell area
sd. When the cylinders are not present, we set a = 0 so that the envelope equations
(5.108) become decoupled for Aj and reduce to:
OAj
S+ C) - VAj = 0,at (5.109)
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(5.104)
(5.107)
N
E (1 - 2 cos(j - h)) )Ah,
h=l
or in slow scales (5.47),
OAjA0O + C• ) - V1Aj = 0,at, (5.110)
which is the wave envelope equation in open water.
Conservation of wave energy
Multiplying both sides of the envelope equation (5.107) for the j-th resonated wave
with A* and adding the resulting equation with its complex conjugate, we obtain
S NVIAj2l' =- CKo E(1 -2 cos(j - Oh))h=1 (iAhAA + c.c.).
Summing up the above equation over all the resonated waves j = 1,.. ., N leads to,
N
IA 12+Z (Cj=1j=1
V1jAj 12) N 
N
= -CgKo E E( 1-2 co s (Oj -0 h) ) (iAhA+c.c.),
j=1 h=1
(5.112)
The terms of the doule summations on the right side of (5.112) can be rewritten as
S (1 - 2 cos(hj - h)) (iAhA;- iAAj)
j=1 h=l
N V
= i E ( - 2 cos(1j -hh))AhAA 
-j=1 h=1l
NN
i 1 (1
j=1 h=1
- 2cos(Oj - 3h))AjA*h.(5.113)
By interchanging the subscripts j and h in the second term of (5.113), we find it is
identical to the first term and their difference is zero. Therefore, the terms on the
right side of (5.113) vanish and
:Aj 2 + Cj)
3=1
which states the conservation of wave energy.
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j + C(j)
&tl 9
(5.111)
a N
tl Ej=l
.V1Aj 2) = 0, (5.114)
Solution of envelope equation (5.107) when N = 1
From regular perturbation analysis, the total scattered wave elevation by a two-
dimensional array of cylinders is given by (5.26), which contains a singular term of
vanishing denominator when nl = n2 = 0. As stated before, in this special case there
is no scattered wave. The incident wave itself is modified by the array significantly
over a long distance. The envelope equation (5.107) developed above is also applicable
for N = 1:
AI + C() - VlA= 
-iQ 0A 1. (5.115)
0t l  • 2
The solution of (5.115) is easily found to be
Al(xi, yl, ti) = Ai (xi cos3 1 + ya sin) p - Cgtl) einot1/ 2, (5.116)
which is a traveling wave moving at the group velocity Cg in open water and sinu-
soidally modulated at the frequency Q0/2 in slow time coordinate.
Using (5.116), the free surface elevation becomes
= 1Alei(ki-r-wt) + C.C.
2
1 Ai(xi cos3 p1 + yj sin 01 - C,tl)eikj-re-i(w-Go/2)t). (5.117)2
It is clear that the effect of the cylinder array on the incident waves is to introduce
a small negative shift p'•2o/2 upon the frequency w. The wave amplitude is not
altered by the cylinder array, which is consistent with the conservation of wave energy.
Letting N = 1 in (5.114) gives
at-+ C . V A 1 2 = 0. (5.118)
Bragg resonance by a line of periodic cylinders in a channel
Suppose that the primitive vectors al = ali and a2 = a2j of the cylinder lattice are
orthogonal to each other and the unit cell is rectangular. Its reciprocal lattice is then
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constructed by the primitive vectors bl = 27ri/a1 and b2 = 2irj/a 2 following (5.14).
The reciprocal vector is given by:
2nl. 2un2
,2 = nib + n 2b 2 = 2 i + 27- j. (5.119)al a2
Assume that a wave train arrives from -oo along the x-direction which is parallel
to al, one possible case of Bragg resonance is when the two resonated wave vectors
point in opposite directions:
kl = ki, k2 = -ki, (5.120)
and satisfy the Bragg resonance condition (5.40):
2nnl 2un2ki - k2 = 2ki = Ki,,2 i= + jn. (5.121)
al a2
Obviously, (5.121) gives n 2 = 0 and
k = (5.122)
a1
where nl is any positive integer. Two examples are shown in figure 5-14(b). Substi-
tuting (5.122) into (5.120), the two wave vectors at Bragg resonance are
n17ri nl7rik = k2 =- (5.123)
al al
Following (5.123), we substitute k = nrir/a, 01 = 0 and /2 = 7r into the envelope
equations (5.107) for the right-going wave amplitude A1 and the left-going reflected
wave amplitude A 2 and obtain the coupled equations:
9A l  _A_ 1+ C A = -- iAo(-A1 + 3A2), (5.124a)
at, g az 2 2
=- C -1-io(3A1 - A2), (5.124b)
at g a8x 2
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Figure 5-14: Bragg resonance by normal incident waves. (a). The direct lattice
spanned by al and a2, the dashed lines show the walls of a channel of width a2;
(b). The reciprocal lattice spanned by hI and h2. case (1): Bragg resonance when
kl = -k2 = h1/2, nl = 2; case (2): Bragg resonance when kl = -k2 = hI, nl = 1.
where, from (5.105) and (5.122),
(5.125)
Comparing the above equations (5.124a) and (5.124b) with (3.83a) and (3.83b) we
derived in Chapter 3, it is clear that the latter correspond to the lowest resonated
mode nl = 1 of the Bragg resonance condition (5.122). It follows from (5.122) that
the ratio between the cylinder spacing and the incident wavelength at resonance is
all A = n1/2. The lowest mode when nl = 1 and all A = 112 is in the range which
many offshore structures may encounter.
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5.4 Bragg scattering of water waves by a wide ar-
ray of circular cylinders - governing equations
and boundary conditions
We consider the Bragg scattering of water waters by a wide strip of periodic array of
vertical circular cylinders, such as an offshore airport runway supported by cylindrical
columns. The strip covers a length L' of order O(1/pL2 ) in the x- direction and extends
infinitely in the ±y-direction. We let the x-origin be located at the left boundary
of the strip and denote L = 2L' so that the strip is confined in 0 < xl _ L in the
slow coordinate. A train of water waves is incident from x - -oo and making an
angle /1 with the x-axis. The range of P1 is (-7r/2, r/2). Attention is only focused
on the wave scattering problem near Bragg resonance where the regular perturbation
method breaks down.
We use the superscripts - and + to represent the wave envelopes and their asso-
ciated functions in the left open water domain xl < 0 and in the right open domain
xl > L, respectively. In the middle domain 0 < xl < L covered by the cylinder array,
no superscript is introduced for the corresponding variables.
5.4.1 Incident waves
The potential of the incident wave of amplitude Ao is given by
II7 = AoZ(z)ei(( k l +±2K1)-r - (w+I2Q)t) = AoZ(z)ei(Ki. r l - fOt)ei(k' r - wt), 1 < 0,
(5.126)
which allows a slight detuning p 2K 1 in wavenumber and a slight shift tp2Q in frequency.
The detunings K 1 and Q are of order unity. We assume the incident wave and its
envelope propagate in the same direction K 1I kl. The magnitude of the detuning
wavenumber K = K1 j is related to the frequency detuning Q by the dispersion
relation:
K = . (5.127)
C,
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We rewrite the incident wave potential in the form
X1 < 0,
with the incident wave envelope a function of slow coordinates:
Al(xl, yi, tl) = Aoei(K cosQ31x1+KsinPyl -Otl) Xl < 0. (5.129)
5.4.2 Governing equations for Aj and A'
The governing equations for the Bragg resonated wave envelopes in the cylinder-
covered region 0 < xl < L, the region xl < 0 to the left and x1 > L to the right of
the strip are given by (5.107) and (5.110) respectively:
at, V IA
aA-
.+ C i) -V1Aj
= 0,
N
S--liE( - 2cos(,3 --lh)) Ah,
h=l
=0,
X1 < 0, (5.130a)
0 < xz1  L,(5.130b)
x, > L. (5.130c)
for j = 1,..., N.
5.4.3 Boundary conditions for Aj
The radiation condition
The radiation condition states that the scattered wave components represented by
kj>l by the cylinder array can only propagate away from the strip: they can only
travel toward negative (positive) infinity in the left (right) domain xz < 0 (xl > L).
To the left of the strip xl < 0, the incident wave envelope AT is prescribed and
allowed to propagate toward the strip. No other rightward (kj -i > 0) wave component
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(5.128)(D = Al (xl, yl, tl)Z(z)ei(k-r-wt)
is allowed to be present:
A->i(X < 0, yi, t1) = 0, if cos5j = k= > 0. (5.131)
To the right of the strip x1 > L, waves can only propagate toward the positive
infinity and no left-going waves with kj - i < 0 can exist so that
k--iA_ (xi > L, yi, ti) = 0, if cos0p3 = < 0. (5.132)
Given the incident wave direction pi and the cylinder lattice geometry, one can
find the reciprocal vectors K (l j ) generating Bragg resonance coupled with kl by either
Ewald construction or the 31 - k diagram method discussed in §5.2.2. Then we can
get the resonated wave vectors from (5.32b),
kj = kk + K (1,j ) , j = 2,..., N, (5.133)
and find the sign of cos j = - i . We recall that the vectors kj, j = 2,. . ., N are
found by Ewald construction.
Continuity of pressure and normal velocity
Suppose that there are totally N > 1 resonated wave vectors satisfying the Bragg
resonance condition (5.40). At the leading order, the wave field is
N
'11 = Z(z) E Aj(xl, yl, ti)ei(kj r - wt) + c.c., (5.134)
j=1
following (5.48) and (5.54).
The leading order hydrodynamic pressure is
p == -Po = poZ(z) E iwAj(x 1 , Yi, tl)ei(k r- wt) + c.c., (5.135)
j=1
where Po is the water density.
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Taking x-derivative of (5.134), the velocity component along x-direction is
N
*V4j - i = = Z(z) E ik cos jAj(xl, yi, tl)ei(k'r-wt) + c.c.,
j=1
Along the interfaces between the strip and open water xl = 0 on
xl = L on the right, both pressure and normal velocity, V1 - i, must be
x1 = 0, L,
(5.136)
the left and
continuous:
(5.137)[p = 0, [Vw -i]f = 0,
where the operator [.]+ represents the difference of the
the interfaces. Substitution of (5.135) and (5.136) into
equations:
argument on both sides of
(5.137) results in the set of
N
Eiw [Aj]±ei(k-r) - 0,
j=1
Sik cos 3j[Aj] ei(kir) 
- 0,
j=1
l = 0, L.
(5.138a)
(5.138b)
The continunity conditions for the pressure and normal velocity across the interfaces
given respectively by (5.138a) and (5.138b) must be satisfied at any point -oo < y <
oo along the interface, which is possible only when the coefficients
[Aj] = 0, j=1,...,N, at x =0, L. (5.139)
Or more explicitly,
Ai (0, y, ti) = Aj(O, yi, tl),
A+ (L, yj,tl) = Aj(L, yl, t),
(5.140a)
(5.140b)
which show that the wave amplitude is continuous across the interfaces.
Therefore, combining (5.140a) with (5.131) and (5.140b) with (5.132) respectively,
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Figure 5-15: Boundary conditions for the wave envelopes Aj, j = 1,..., N Bragg-
scattered by a strip of periodic cylinders.
we obtain N - 1 boundary conditions for the wave envelopes Aj in 0 < xl < L:
Al(O, yl,ti) = A (0, yi, tl),
Aj>l(0, y,tl) = 0,
Aj(L, y,ti) = 0,
if cosj > 0;
if cos3 < 0.
Figure 5-15 demonstrates the boundary conditions for the wave envelopes Aj,j =
1,..., 4 from a four-wave Bragg resonance. To the left xl < 0, there is one incident
wave represented by kl and two reflected waves represented by k2 and k 2, respectively.
To the right xl > 0, there are one transmitted wave represented by kl and one
scattered wave represented by k4 . A 2 and A 3 vanish on the right boundary x1 = L
following (5.141c) and A 4 vanishes on the left boundary xz = 0 following (5.141b).
Having N differential equations (5.107) and N boundary conditions (5.141), we
are ready to solve for the N wave envelopes Aj, j = 1,..., N.
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(5.141a)
(5.141b)
(5.141c)
l l I\
ki
5.4.4 The 01 - k diagram for the Bragg resonance
We shall focus our attention on the wave scattering near the Bragg resonance when
(5.40) is met. For a given lattice geometry of a two-dimensional cylinder array, we
first construct the reciprocal space from the lattice primitive vectors al and a2 by
using (5.14). For any reciprocal vector defined in (5.15), strong scattered waves by
Bragg resonance occurs when the incident wave direction is at P/ and the wavenumber
is given by (5.35). The resonated wave has the same wavenumber modulus as the
incident wave. Its direction cosines can be obtained from (5.37):
cos 02 = COS1 + n kn (5.142a)
sin 3 2 = sin 1 + nn2 (5.142b)
with k given in (5.35).
The resonated wave vectors by a given reciprocal vector K 1 ,n2 can also be solved
graphically as shown in figure 5-4. The incident wave vector kl and the resonated
scattered wave vector k2 can be found by connecting any point P along the bisector
of Kni,n2 with the tail O and the tip K of Kn,,n2 to form kl and k2 respectively.
The directions of the incident and resonated waves depend on the orientation of
the reciprocal vectors Kn1,n 2 . Due to symmetry, we only need to consider the case
when the incident wave angle 0 < P1 < -r/2. Figure 5-16 shows the eight cases of
the incident wave vector kl and the resonated wave vector k2 at Bragg resonance
scattered by the reciprocal vector Kn ,n2 in varioius orientations. The incident wave
vector ki starts from any point P along the segment QR bisecting Kn1 ,n2 and ends
at point 0, the tail of K,,n2,l where point R goes to infinity in all the cases (a)-(h)
except case (e). The resonated wave vector k2 starts from P and ends at point K,
the tip of Kn1,n2. In case (b) where ni = 0, n2 > 0, case (d) where (ni > 0, n 2 = 0
and case (f) where nl < 0, n2 < 0, the angle of incidence P1 is not between 0 and
7r/2 and thus these three cases are excluded. The resonated wave vector k2 points
downward to the right -7r/2 < 02 < 0 for reciprocal vectors Ko,n2<0 in case (a) and
Knl>o,n 2>0 when P is between points R and S in case (e). k2 points upward to the
242
right 0 </32 < L /2 for reciprocal vectors Kna<o,n 2 >0 in case (g) and Kn,>0,O2<0 in case
(h). The horizontal reciprocal vector Kn,<o,o can generate a resonated wave vector k2
pointing upward to the left 7/2 < 02 < 7r in case (c). Shown in case (e), when point
P, the tips of kl and k2 is between points S and Q, Kn>o0 ,n 2 >0 leads to a resonated
wave vector k2 = P'K pointing downward to the left, -r < p2 • -r/2.
In figures 5-17, 5-18 and 5-19, we plot the P1 - k diagram at Bragg resonance
scattered by an array of cylinders of square, rectangular and triangular pattern, re-
spectively. The range of the incident wave angle is 0 /31 < 7/2. The P1 - k curves
are solid when the resonated wave vector k2 points right representing a forward scat-
tered wave and its angle 1032 < 7r/2 or cos 02 > 0, which is shown in cases (a), (g),
(h) and (e) when P is betwen S and R in figure 5-16. The dashed curves are plotted
when k2 points left representing a reflected wave and its angle 7r/2 < I321 < 7r or
cos /32 0 when the reciprocal vector Kn,,,2 orients in cases (c) and (e) when P' is
between S and Q in figure 5-16.
Each curve in the P1 - k diagram corresponds to a two-wave Bragg resonance by
a reciprocal vector. The intersecting point of N - 1 curves indicates a N-wave Bragg
resonance, where the incident wave kl resonates wave components in N - 1 other
directions. The two-wave Bragg resonance takes place in the whole range of incident
angle 0 < P1 < r/2. However, N-wave resonance (N > 2) taks place only in specially
determined directions and corresponds to certain spots in the /1 - k diagram.
In figures 5-17, 5-18 and 5-19, points joining a solid curve and a dashed curve
marked by black circles indicate that cos 0/2 = 0. In this case, the resonated wave
angle /2 = i7r/2 and k2 is perpenticular to the x-axis. In the present study, we
consider only the time-harmonic response of a plane incident wave Bragg-scattered by
an array of cylinders extending infinitely in the y direction. Since the time-harmonic
solution is the quasi-steady-state limit and no steady state can be reached as the
resonated waves with /2 = +7/2 propagate along the y-direction, the time harmonic
solution does not exist in this case. When the domain covered by cylinders is finite
in both x and y directions, boundary conditions can be imposed for all the resonated
waves along the boundary and the time harmonic solution can be obtained. This
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Figure 5-16: Directions of resonated wave vector k2 by various reciprocal vectors
Knl,n2° (a) -7f/2 ~ /32 < 0 by KO,n2<O, (b) -7f/2 ~ /31 < 0 by KO,n2>O, (c) 7f/2 <
/32 ~ 7f by Knl<O,O, (d) 7f/2 ~ /31 ~ 7f by Knl>O,O, (e) -7f/2 ~ /32 < 0 by Knl<O,n2<O
when P is on RS, -7f ~ /32.~ -7f/2 when P is on SQ, (f) -7f/2 ~ /31 < 0 by
Knl >O,n2>O, (g) 0 < /32 ~ 7f /2 by Knl <O,n2>O, (h) 0 :::;/32 < 7f /2 by Knl <O,n2<O.
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Figure 5-17: The dependence of wavenumber k on the incident angle /31 at Bragg
resonance by a square lattice of cylinders. al = ai, a2 - a 1j. The solid curve
represents forward scattered wave of cos 02 > 0, the dashed curve represents reflected
wave of cos,32 < 0.
involves diffraction and is not studied here.
In the following sections, we will investigate Bragg scattering of water waves by
a two-dimensional array of cylinder for three cases: no resonance (N = 1), two-wave
resonance (N = 2) and three-wave resonance (N = 3).
5.5 N = 1: without Bragg resonance scattering
When there is only one trivial solution nl = n2 = 0 satisfying (5.27), no Bragg
resonance, i.e. no new scattered wave will take place in the strip covered with periodic
cylinders. It corresponds to the blank region in the 31 - k plane excluding the curves
of Bragg resonance and narrow strips of width O(p 2) around them.
When N = 1, according to (5.130), the governing equations for the wave envelope
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Figure 5-18: The dependence of wavenumber k on the incident angle 01 at Bragg
resonance by a rectangular lattice of cylinders. al = ali, a2 = alJ. The solid curve
represents forward scattered wave of cos 02 > 0, the dashed curve represents reflected
wave of cos 02 < 0.
Figure 5-19: The dependence of wavenumber k on the incident angle 01 at Bragg
resonance by a triangular lattice of cylinders. al = ali, a2 = ali + -- 1ajj. The solid
curve represents the forward scattered wave of cos 02 > 0, the dashed curve represents
reflected wave of cos 32 < 0.
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•C() -VIA- = 0,
at, 9
dA1 + Cl) - VIA, =
at, 9
1
2itoA,l2
1 + C(1)
-VI A + = 0,
To the left of the strip x1, Al is the constant incident wave:
xl < 0,
independent on the slow coordinates y, and tl.
Within the cylinder-covered domain 0 < xzl L, the wave envelope is governed
by (5.130b)
8Al 8A1 1+g Ccos 01 + C, sin pi = -ifoA3,
azx ay, 2
subject to the boundary condition (5.141a):
A,(0, yi, tl) = A•(O, yl, tl) = Ao, at x, = 0.
No appearance of the long coordinates y, and xl in the boundary condtion (5.146)
suggests that the wave envelope A, varies only along the x direction and depends only
on xl. Thus the governing equation (5.145) becomes
dA1 iQo
dxl 2C, cos 01
O < x, < L,
Its solution is easily found by satisfying the boundary condition (5.146):
A,(xl) = Ao exp i2 oxs ) 0 ix, < L.
To the right of the strip x1 > L, the wave envelope A+ has no dependence on y,
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xl < 0,
0<X z, < L,
x, > L.
(5.143a)
(5.143b)
(5.143c)
(5.144)
aAt 0 < x, < L. (5.145)
(5.146)
(5.147)
(5.148)
Al = Ao,
aA+
and tl. In order to satisfy (5.130c), we find 1 = 0 and A + must be a constant
ax,
which matches A 1 at xz = L:
At = Al(L, yl, t)= exp 2  3i Q) x > L. (5.149)A2 cos 01 C,
It can be seen from (5.149) that the phase change of a non-resonant wave passing
through a strip mounted with cylinders increases linearly with the non-dimensional
parameter £oL/Cg. When the incident wave angle 01 increases, the phase change
also increases.
5.6 N = 2: two-wave Bragg resonance scattering
5.6.1 Four types of two-wave Bragg resonance
As shown in the pl - k diagrams such as figures 5-17, 5-18 and 5-19, the most common
Bragg resonance by a two-dimensional array of cylinders contains N = 2 resonated
wave vectors, expressed by the Pl3 - k curves excluding the intersecting points which
correspond to resonance with N > 2 waves.
The resonated wave angle /2 is determined by the incident wave angle 3 1 and the
reciprocal vector K, 1, 2, by which the Bragg resonance is excited. From (5.32b) Given
incident wave angle 31, it follows from (5.35) that the incident wave vector is
ki = Kn,2 1  (cos 31i + sin O1j). (5.150)2 (cos01 i + sin 31j) • Knl,n2
The resonated wave vector is obtained from (5.32b):
k2 = Kn 1 ,, 2 + kl. (5.151)
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Figure 5-20: Types of two-wave Bragg resonance by a two-dimensional array of
cylinders. (a). positive scattering: 0 < /2 < 7r/2; (b). negative scattering:
-7r/2 < /2 < 0; (c). positive reflection: 7r/2 < 32 _ 7r; (d). negative reflection:
-r < 2< -7r/2.
The cosine of the resonated wave angle /2 is
k2 - i Knl,2 * i ki -icos ý2  - +k k k
= cos -2(K , i) [(cos 1i + sin 01j) K,,2 (5.152)
= cos/31 - 2  (5.152)
JKni,n212
and the sine of the resonated wave angle /2 is
k 2 -j K, 1 ,~2 j kl-j
sin 2  k - + kk k k
2(Kni,n2 .j ) [(cos 1i + sin j) K ,](5.153)= sin pi- 2 (5.153)IKE1,R2
When 0 < /i2 < 7r/2, the resonated wave is positive scattering and propagates right-
ward and upward as demonstrated in figure 5-20(a). When -r/2 < 32 < 0, the
resonated wave propagates rightward downward and is negative scattering as demon-
strated in figure 5-20(b), which is called negative refraction in physics. Negative re-
fraction is an active field in physics which demonstrates exotic behavior of wave propa-
gation in the negative-index materials (Pendry & Smith, 2004). When r/2 < 32 < 7r,
the resonated wave is positively reflected and propagates leftward upward. When
-7r < /32 < --7r/2, the resonated wave is negatively reflected and propagates leftward
downward.
The phenomenon of both forward scattering and backward scattering (reflection)
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Figure 5-21: (a) Transmission Laue method and (b) back-reflection Laue method in
X-ray diffraction.
by periodic structure was first discovered in X-ray diffraction by crystals in order to
determine the crystal structure (Warren, 1969). In the transmission Laue method
using the forward scattering at Bragg resonance, a film is placed behind the crystal
to record X-rays scattered forward by the sample, shown in figure 5-21(a). In the
back-reflection Laue method using the reflection at Bragg resonance, a film with a
hole is placed between the X-ray source and the sample to record beams reflected by
the crystal, shown in figure 5-21(b).
The direction of the resonated wave /32 is determined by the incident wave vector
k1 and the reciprocal vector Kn1,n2 causing Bragg resonance from (5.152) and (5.153),
as shown in figure 5-16. Figure 5-22 shows the resonated wave angle /32 scattered by
the five kinds of reciprocal vectors Kn1,n2 listed in figure 5-16 (a), (c), (e), (g) and (h).
It is clear to see that positive reflection is generated by a leftward horizontal reciprocal
vector Kn1<o,o in figure 5-16(c). A vertical downward vector KO,n2<O as in figure 5-
16(a) can only cause negative scattering. For reciprocal vector Kn1<o,n2<O pointing
leftward and downward in figure 5-16( e),.it can generate either negative scattering or
negative reflection depending on the incident angle /31, A pair of reciprocal vectors,
such as those in figure 5-16 (g) and (h), have the same magnitude and opposite
direction, generate only positive scattering and negative scattering when /31 varies
between 0 and 7f /2, as shown by two joining curves labeled by (g) and (h) in figure
5-22.
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Figure 5-22: The angle /2 of the resonated wave at Bragg resonance scattered by the
reciprocal vector K, 1 ,n2 in a square lattice of spacing al. The labels of the curves
correspond to different cases in figure 5-16. Long dashed line labeled by (a) is for
Ko,- 1, dotted line labeled by (c) is for K- 1,0, short-dashed line labeled by (e) is for
K- 1 ,-2, dot-dash line labeled by (g) is for K-1,2 and solid line labeled by (h) is for
K 1,- 2 . The reciprocal vector Kn1,• 2 = nib1 + n 2b 2 , where bl = and b2 - 27rj*
Figure (5-23) plots the P1 - k resonance curve for a square lattice. The direction
of the resonated wave angle /2 is represented by different line styles of the P1 - k
curves. The thick and thin solid curves represent the positive and negative scattering
respectively. The thick and thin dashed curves represent the positive and negative
reflectiong respectively. We see that all these four types of resonance take place when
kal/7r = 0(1) or the wavelength and the cylinder spacing are comparable.
5.6.2 Wave envelope equations and the general solutions
Wave envelope equations
Letting N == 2, the governing equations for the wave envelopes A1 and A 2 in the
left, middle and right domains are obtained from (5.130a), (5.130b) and (5.130c),
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Figure 5-23: Types of Bragg-resonated waves by a square lattice generated by al =
ali, a2 = a1j. Solid thick curves: positive scattering, 0 < 32 < 7r/2; solid thin
curves: negative scattering, -7r/2 < 02 < 0; dashed thick curves: positive reflection,
Sr/2 < 132 <7; dashed thin curves: negative reflection, -r < 02 < -7r/2.
respectively:
+ Cl) -VIA ,-OA- + 1
A+ C+2) V1Aat, - 2
=0,
=0
(5.154a)
(5.154b)
to the left of the strip x1 < 0;
at 1  9
+ C(2)
at, 9
V 1A 1 = i= o 1 A1(2
. V1A2 =
1 - cos(0•1 - 2) A
2
-COS(1 - 2) A +A 2
2 2
(5.155a)
(5.155b)
in the field covered with periodic cylinders 0 < xzl L;
aA+ C(1) 
-VA 
=
at, 9 1 (5.156a)
(5.156b)aA+ C(2) V1A+ = 0
at, " 2
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to the right of the strip x 2 > L.
Consider the incidence of a periodic wavetrain arriving from x ~ -o00 and making
an angle 01 with x-axis. The incident wave envelope is given in (5.129)
Al = Aoei(Kcos Px1+KsinOiyj-Qtl), (5.157)
where K and Q are the wavenumber and frequency deviations from k and w respec-
tively and are both of order unity. K is related to Q by K = Q/C,.
In the problem of Bragg scattering of water waves by a doubly periodic bedwaves,
Naciri & Mei (1988) obtained the wave envelope equations, in their notation:
aA 1
t- + C - V 1A = 2iQR cos pB, (5.158a)
_B 1
t- + C9 VIB = iQ0 cos cýA, (5.158b)
where A is the incident wave and correpsonds to A 1, B is the reflected wave and
corresponds to A 2 and 'p is the angle between kl and k 2 and equal to 01 - /2.
Ro = sihkD is proportional to the bedwave height D. In our notation, the envelope
equations (5.158) are
A1 + 1
atA + C -• V 1 A1 = -i0 cos(3 1 - 32)A 2, (5.159a)
_A2 1
at- + C -VIA 2 = 1-i0 cos(3 1 - 32)A 1. (5.159b)
at, 2
Let us compare the envelope equations (5.159a), (5.159b) for the bedwaves-induced
Bragg resonance with (5.155a) and (5.155b) for the cylinder array-induced resonance.
In the bedwave case one wave component is coupled only to the other resonated
component. In the cylinder case, each wave component is coupled with both the other
component and itself. The explanation for this discrepancy is given below. At Bragg
resonace, the interaction between a plane wave represented by kQ and a sinusoidal
bedwave represented by kg can only have contribution along the four directions k0 ±ko
or -k, + k,. none of which can be along kQ since IkI > 0. However, when the plane
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wave k, is scattered by a slender circular cylinder of ka - p, the wave field is altered
though weakly by a magnitude of O(p2) in all the directions according to (5.11).
Cumulative effects by an array of cylinders lead to resonated waves of order unity
along directions satisfying the resonance condition (5.27).
Naciri & Mei (1988) considered only the case of two-wave Bragg resonance when
the resonated wave k2 is reflected leftward.
Equations for the xl-dependent factors Bj, BM, j = 1,2
We look for the time harmonic solutions of the equations (5.154a, b), (5.155a, b)
and (5.156a, b). The form of the incident wave (5.157) suggests that the solutions in
various regions can be written as:
A, (xi, yl, tl) = AoBy (xi)ei(Ksin/3 jY -1t'), x 1 < 0; (5.160a)
Aj(xz,yi,tl) = AoBj(zl)ei(KsinPI3Y - Qt l), 0 < xi < L; (5.160b)
A+(xi,yi,ti) = AoB+(xl)ei(K sin Ply -Qt), xl > L, j = 1,2. (5.160c)
The governing equations for the xl-dependent factors are readily found after substi-
tuting the above equations into (5.154a)-(5.156b):
dB
1 = iK cos 1B-, (5.161a)
dxl
dB 2  iK(1 - sin 0P sin 02)
dx 32 B2' (5.161b)
to the left of the strip xl < 0; and
dB 1  i0 1 2 cos(01 - 02)
SC cos +  cos ]Bl+ 2cos / 1  B 2 , (5.162a)dxj- Cg 2 cos1 20 o 2 cos 01
dB 2  iQo 2 cos(31 - 02) - 1 ( Q ) 1 - sin • sin l 2 ]B21,(5162b )
dx Cg 2 cos 32  2 cos 0 2  Q 00 cos/ 2
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in the the strip 0 < xzl L; and
dB+
= iKcos/31BB,dxl
dB +  iK(1 - sin P1 sin 02)
dxz cos/32 2
(5.163a)
(5.163b)
to the right of the strip xz > L, where use is made of the relation Q = CgK.
General solutions for Bj, Bfr, j = 1, 2
To the left of the strip x1 < 0, the wave envelope BT is predescribed by (5.157) and
the solutions of (5.161a, b) are
Bi (xi) = eiK cos l3 xl
B 2 (x l) = B 2 (0)eiK2x1
(5.164a)
(5.164b)Xl < 0,
1 - sin pl sin 3 2K2 = K
cos P2
is the wavenumber of the wave envelope A2 in the x direction.
direction of the wave envelope A 2 is
(5.165)
In open water, the
(env) -1 K sin 01l 1
2 -- tan- = tan'K 2
sin /1 cos 02
1 - sin,31 sin 2 )
which is in general not in line with the wave vector k2. For the Bragg-scattered wave,
the direction of its group velocity propagating with the wave envelope deviates from
the direction of its phase velocity. However, one can use (5.165) and check that the
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where
(5.166)
modulus of the sum of the wave vector and the envelope vector
k2sum) = k 2 +U 2 (K 2i + K sin plj)[
= ((kcos/3 2 + 1 2K2) 2 + (ksin 0 2 + 12Ksin 01)2)
= (k2 + 2p 2 (k cos 0 2K 2 + k sin ?2Ksin 1) + O(p4))2
= k + 2 (K2 cos 2 + K sin 31 sin 0) + O( '4)
= k + 2K + O(p2),
after using (5.165), so that the relation
Cg = limSA--o A kjsum)OUMnlk ) = lim--o k + p2K - k
(5.167)
(5.168)
still holds.
To the right of the strip xz > L, the solutions of (5.163a, b) are
B+ (x) = B+(L)eiKcos~,1(x - L)
B2+(x) = B2+(L)eiK2(x1-L),
(5.169a)
(5.169b)x > L.
In the region 0 < x1 < L covered with cylinders, we write the coupled equations
(5.162a, b) in the matrix form:
d [B1
dxl B2
- M
Cg
B]
B2
(5.170)
where M is a 2 x 2 matrix
M =Ml
M21
M12]
M22
(5.171)
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whose entries are
1
Ml s = /3 +  cos +1,2 cos p01 0 o
2 cos(3 1 - 02) -1M12 = 12 cos p1
M 21 =
2 cos(/ 1 - 02) -1
2 cos 32
1 2os2M22 = 2 cos 1 - sin 01 sin 02
COS / 2
The general solutions of (5.162a, b) are
B 1 = Cl exp
B 2 =21 exp
iAQoxi)
(iAlCoxl)
iA2QOXl)
+Ce(12 exp C9
+ C22 exp C '
where A1 and A2 are the eigenvalues of the matrix the matrix M and are
the characteristic equation:
A2 - (M11 + M22)A + (M11M22 - M12M21) = 0.
The solutions of (5.174) are
(M1l + M22) ±-A2½A,=
the roots of
(5.174)
(5.175)
where A is the discriminant
A = (Ill + M 22) 2 - 4(M 1 1M 22 - M 12M 21) = (l 1 1 - M 22) 2 + 4M 12M 21
1
cos P2 ( 0 
cos( • 1 -
-
12 12 +[2 cos(01 - 02)- 1]2
COS 01 COS 02
When the discriminant A > 0, both eigenvalues are real. When A < 0, the eigenvalues
become complex. The sign of A depends on the inclination angle 32 of the resonated
wave. A becomes negative when cos /32 < 0 and the magnitude of the second term
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(5.172a)
(5.172b)
(5.172c)
(5.172d)
(5.173a)
(5.173b)
1
cos B1
(5.176)
1,2 Z
in (5.176) exceeds that of the first term. The boundary conditions for B 2 of the
resonated wave also depends on 32. When cos 02 > 0, according to (5.141b), the
boundary condition B 2 = 0 is imposed on the left boundary xz = 0 and k2 is a
forward scattering wave. When cos 02 < 0, the boundary condition B 2 = 0 is imposed
on the right boundary xl = L according to (5.141c) and k2 is a reflected wave.
In fact, the general solutions of (5.162a, b) can also be written in the matrix form:
iAlozXl
= c5 exp C9
1 ( iA2 Ox1 [V(2)S+ c2 exp Cg )V12)
where cl, C2 are constant coefficients and V' 1) = [V(1) , V2(1)]T, V (2 ) - [V(2)
the eigen-vectors of matrix M in (5.171) corresponding to the eigenvalues
respectively. The eigenvectors of matrix M are
(5.177)
V(2) T are
A1 and A2
V1) M12
L V2(1) 1 ML
[v,(2) 212- l
LV2(2) L 2 - M11 i
Comparing the solutions (5.173a, b) with its matrix form (5.177), we find two
additional equations for Cij, (i, j) = 1, 2:
C 1 V(1) M 12
C21 V(1)  1 - M 11 '
C21 V(2)  M12
C22 V(2) -A 2 - 11
(5.179a)
(5.179b)
We can solve for the unknown coefficients Cij, (i,j) = 1, 2 by (5.179a, b) and two
boundary conditions for B 1 and B 2.
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Bi(Xi:
B2(Xl1
(5.178)
5.6.3 Conservation of wave energy for two-wave Bragg reso-
nance
When N = 2 for two-wave Bragg resonance, the wave energy conservation law (5.114)
reads:
(IA112 + A2 + Al COS 11A212) + C9cos3 1 Ox1 OjA 2j
2
+ C9 cos 32 = 0.
It follows from (5.160b) that the wave energy
Al(Xl, Y, t12 = IBl(x1)12, IA2(X, Y1,t 1 12 = B2 (xl) 2, (5.181)
depends only on the slow coordinate xl. Substituting (5.181) into (5.180) gives
0 (cos piBi|12 + cos/P32B2 2) = 0,azl (5.182)
which, after being integrated with respect to xl from 0 to any location xz in the strip,
leads to
cos,1 I B(0)I2 + COS 21 B2(0)12 = cos 1iBl(I) 12 + COS3 21 B2(x1)12. (5.183)
Specially, by setting xl = L in (5.183), we obtain the relation between the wave
intensities on both sides of the strip:
cos 301 B(0)12 + cos 321B2(0)12 = cos/311B1(L)12 + COS 321B2 (L)12. (5.184)
5.6.4 Forward scattering by Bragg resonance: cos/32 > 0
When the inclination angle 32 falls in -7r/2 < 32 < 7r/2, the scattered wave propagate
forward, as demonstrated in figure 5-20(a) and (b). In figure 5-20(a), 0 < 02 < 7/2,
k2 represents positive scattering; in figure 5-20(b), -ir/2 < 02 < 0, and k2 represents
negative scattering. As shown in figure 5-22, the forward scattering is caused when
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(5.180)
the reciprocal vector K 1,,, 2 is one of the cases (a), (e), (g) and (h) listed in figure
5-16.
When cos 02 > 0, the discriminant in (5.176) is always positive and the two
eigenvalues (5.175) are both real.
From (5.141a), (5.157), (5.160a) and (5.173a), we get for the transmitted wave
B1 (0) = C1I + C12 = B(0) = 1. (5.185)
From (5.141b), (5.160a) and (5.173b), we get for the scattered wave
B 2 (0) = C21 + C22 = 0. (5.186)
Solving the set of equations composed of (5.179a, b), (5.185) and (5.186), we find the
coefficients:
(Mil - Al1)(Ml - A2)
M 12(A1 - A2)
A1 - A2
- Al)(MA1 - A2)
22 - -21 -
The functions B 1 and B2 are thus obtained from (5.173a, b) respectively after using
the above coefficients:
B (Xl) M 11 - A2 exp iAJQOX 1j
Bi (x) = expAt - A2 g[
(M 11 - A1)(M 11 - A2)
M12(11 - A2)
Ml 1 - A1
S- A exp
- exp [iA•Qoxl
To the right of the strip xz > L, it follows from (5.169a) and the boundary
conditions (5.140b) that
B+(xi) = Bi(L)eiKcosPl(x1-L)
BS(x 1) = B 2(L)eiK2(x1-L),
(5.189a)
(5.189b)xl > L.
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C11 1 - A2
A1 - A2
C21=
(5.187)
M12(A1 - A2)
B 2(xl) =
iA2 •Ox 1
+ exp CI g
(5.188a)
(5.188b)
(MIl
1
Distribution of the wave intensity within the strip
Along the strip length, the transmitted wave intensity at xz is
B, (x) 2 IC1iei ox/Cg + C 12 e iA2°x1/Cg 2
- 2 Cll212 (ei(A1- A2)QOX1/Cg -+- c.c.)
C21 -C122 + C11C1( 2)( 2(0 A1)(/"C-A 2)(Ml -A,)2+(Mi-A2 2 2(Mi -A )(Mii-A2)
(A1 - A2 ) 2 (A1 - A2) 2
(1 -A 2 )Q0 x 1COS
(M ll - M 22)2 + A (M - M 22)2 - o [A
2A 2A C9
2M12 M21
(2 cos(os - 32)
S1
[" 7C,019
- 1)2
2A cos 0/ cos 02
by using (5.175), the identity
(Mll - M 22 ) 2 = A - 4M 1 2 M 2 1
from (5.176) and A• - A2 - A.
The forward-scattered wave intensity at xl is
IB2(Xl1) 2 _ iC21eiAloxi/Cg + C22eiA2QOXl/Cg 2
- 2C21 ( 1 - Cs(A 2)QOX)0
[(Ml11 - 2 2) 2  A]2 (1
8M,22 A 1
S1
- Cos[I Qo
(2 cos(/ 1 -/2) - 1)2
2A os2 -2
0  1
-
[os2QOX 1
Cg
- 1SCos [ C9 ]
The solutions (5.190) and (5.192) together with (5.185) and (5.186) satisfy the
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(5.190)
(5.191)
(5.192)
=
-
m. JI. . -
2 M221= 1(
- A 1
-1
- Cos I g9
wave energy conservation law (5.183):
cos pi IBI(0)12 + COS, 2 B 2 (0)12 = cos 1 = cosP 11Bl(XIl)l 2 + cos 02 1B2(x2)12. (5.193)
The wave intensities of the transmitted wave I Bl(x) 12 in (5.190) and the refracted
wave IB2(Xl)1 2 (5.192) are both oscillatory, whose amplitude and period depend on
the discriminant A. From (5.176), the discriminant A is a function of the detuning
parameter Q/1 0. Thus Q/Q 0 affects both the fluctation amplitude and period for the
wave intensity distribution along the strip.
Figure 5-25 plots the two eigenvalues A1 and A2 against the detuning parameter
Q/Q 0 for the Bragg resonance given in figure 5-24. Both eigenvalues are real. Hence
the transmitted intensity IBi(x) 12 and the scattered wave intensity 1B2(Xl) 2 are
oscillatory within the strip, as shown in figure 5-26(a) and (b) respectively. As the
detuning parameter Q/Q 0 increases, the magnitude of the scattering decreases since
in the denominator, from (5.176), A increases with I|/Q0|I when the detuning is large.
The oscillation of IB(xi) 12 and |B2(x) 12 become more frequent for large detuning
since the eigenvalues increases when the magnitude of the detuning increases, as
shown in figure 5-25. The strip length L has no effect on the period and magnitude
of the wave intensities B 1(x 1) 12 and IB2( 1) 12. However, the scattered wave intensity
at the right side of the strip xl = L is determined by L.
When the resonated wave angle is in 0 < /2 < r/2 for a positive scattering. The
features of the distribution of the wave intensities within the strip is similar to the
case of negative scattering. Figure 5-27 shows an example when a incident wave of
angle P1 = 7/6 and wavenumber k = 2(v3+1), scattered by the reciprocal vector K_ 1,1
in a square lattice. The angle of the resonated wave is obtained as 02 = 7/3 from
(5.152) and (5.153). The distribution of the scattered wave intensity 1B2(x1)1 2 within
the stirp is qualitatively similar to the distribution of a negative scattering.
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Figure 5-24: The reciproal space with b1 = 27f/ ali, b2 = 27f/ ad and the resonated
wave vectors k1 and k2. (31= 7f/3, (32= -7f /3, k = A:l.
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Figure 5-25: Eigenvalues .AIand A2 for the Bragg resonance in figure 5-24. Both.AI
and .A2are real.
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0 0.2 0.4 0.6
xz/L
(b)
Figure 5-26: The distribution of the transmitted wave intensity IBi(xl)|2 (a) and the
scattered wave intensity IB2(Xl) 2 over the cylinder strip with QoL/C, = 8, curve
labels give the detuning parameter S2/o = 0, 1, 5.
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Figure 5-27: Top: the reciproal space with bl = 27r/ ali, b2 = 27r/ ad and the res-
onated wave vectors kl and k2, forward scattering, k = 2(V3 + 1)7r/al, /31 = 7r/6,
/32 = 7r /3. Bottom: forward scattering intensity over the cylinder strip with
noL/Cg = 8, curve labels give the detuning parameter nino = 0,1,5.
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Intensities of the transmitted wave and the scattered wave on the right
boundary xz = L
The scattering intensity at the right boundary xl = L is given from (5.192):
B 2 (L)12  (2cos(0 - 32) - 1)2 ( os AQoL , (5.194)
2A cos 2 2 1 Co
which is related to the transimitted wave intensity by letting x1 = L in (5.193):
B2(L) 2 _ cos (1 -B(L)2) (5.195)cos32
The dependence of the transimission intensity IB1 (L) 2 and the scattering intensity
JB2 (L)12 on the detuning frequency Q/Q 0 for two strip lengths L = 2, 4 is plotted in
figure 5-28. It shows that significant scattering takes place when the detuning is near
the perfect detuning.
In particular, when the strip length in (5.194) is such chosen
C
L = 27rw , £ = 0,1,..., (5.196)
that cos(A]QoL/Cg) = 1. The scattering intensity at xl = L disappears,
IB 2(L)12 = 0. (5.197)
Using the energy equation (5.195), the transmitted wave intensity becomes unity,
IB1 (L)12 = 1. (5.198)
The boundary conditions at xl = L indicates that there exists only wave kl in the
right domain xz > L but no scattered wave k2. The scattered waves are trapped
inside the strip and the incident wave is completely transmitted through the strip
appearing transparent.
Given the detuning frequency Q, (5.192) gives that the maximum scattered wave
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Figure 5-28: Dependence of the transmission intensity IB1 (L)12 (solid curve) and the
forward scattered wave intensity IB2(L)12 (dashed curve) on the detunning Q/Q0.
The two resonated wave vectors are shown in figure 5-26, P1 = -32 = 7r/3. Top:
QoL = 2, bottom: •oL = 4.C9  C9
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intensity at xl = L takes place when the strip length
Cg
L = (2-1 + l)re Cm = 0,1,...
and cos(A1oL/C,) = -1. The maximum scattered wave intensity is
iB 2 (L)2 (2 cos(31 - 32)- 1)2B2(Lmax  cos , given ,A cOS2 P2
(5.199)
(5.200)
Note that the length (5.199) for maximal IB2 (L)12 depends on A and thus is a function
of the detuning Q/Q 0.
It follows from (5.176) that A reaches its minimum
Amin =
(2 cos(l 1 - 12)- 1)2 (5.201)
COS 01 COS 02
Q cos 32 /cos 31 - 1
Qo 2(1 - cos(A - 02))
(5.202)
so that the first term in (5.176) disappear. Substituting (5.201) into (5.200), we find
the maximum forward-scattered wave intensity that can be reached is
(2 cos(P1 - •2) - 1)2
Amin COS2 12
COS •1
COS 2'
for all L and Q,
when the detuning frequency is set to (5.202) and the strip length is chosen following
(5.199):
Cg (2e + 1)TrCg /cos /1 cos 02
L = (2[s + 1)- 32 -
Ait Q o Q2 cos(o1 - ,2) - 11'
min 0
.
= 0, 1, .... (5.204)
Making use of the wave energy equation (5.195), we find that when the maximum
scattering occurs, the wave intensity of the transmitted wave B1i(L) 2 vanishes. To
the right of the strip, there exists only the scattered wave k2 with the amplitude
1
(cos 01/cos 02) from (5.203).
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when
JB2 (L)m 1 (5.203)
Complete negative scattering
Here we describe the procedures to obtain a complete negative scattering where the
tranmitted wave from the strip is zero and all the incident wave energy input from
the left side of the strip is completely scattered to a new direction k2 which lies on
the opposite side of the x-axis as the incident wave.
For given incident wave direction 01, from the p1 - k diagram such as that in
figure 5-23, one can determine the wavenumber of the negative scattering at Bragg
resonance by the solid thin curves. The angle 32 of the scattered wave can then be
determined either graphically by using Ewald construction or numerically by using
(5.152) and (5.153). With i1 and /2 known already, we can choose the strip length L
by (5.204) and the detuning Q/Q 0 by (5.202) such that the transmitted wave intensity
is IBI(L) 2 == 0 and the scattered wave intensity reaches maximum as given in (5.203).
For example, when the incident wave angle is prescribed to be 01 = 7r/4, we find
a resonated wave vector k2 in direction 32 = -7r/4 scattered by a vertical reciprocal
vector Ko0,- = -b 2 = -2'j in a square lattice of spacing al, as shown in figure 5-29.al
The wavenumber at resonance is k = _. Substituting P1 = 7r/4, 02 = -7r/4 into
(5.204) and letting f = 0 for the shortest strip length, we find the dimensionless strip
length
GoL xQ-L- = (5.205)C9 V2
to be QoL/Cl = 7r/\V. The detuning for the complete negative scattering is found
to be Q/Q 0 = 0 from (5.202). In summary, for an incident wave of k = v/27r/al and
p• = r/4, when we choose foL/C - g = ir/v2 and make detuning perfect Q/Q 0 = 0,
the incident wave cannot transmit through the strip and all the energy is transfered
to a scattered wave in direction 2 = -7r/4.
Fixing the strip length at (5.205) but allowing Q/Q 0 to differ from the perfect
detuning, we obtain from (5.194) the scattering intensity at x1 = L
B2(L) 1 - cos (5.206)
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Figure 5-29: The reciproal space with hI = 27rIaIi, h2 = 27rIad and the resonated
wave vectors ki and k2. {3I = 7r14, {32 = -7r 14, k = ~7r.
where ~ = 2(1 + (nino?) from (5.176). Figure 5-30 plots the dependence of IB2(L)12
on the detuning frequency nino. We see that scattering intensity increases signif-
icantly when the detuning approaches nino = 0, at which the incident wave com-
pletely disappears. It is easy to find from (5.206) that IB2(L)12 first disappear when
~~7r/V2 = 27r or ~ = 8, for which nino = :f:1~/2 - 11~=:f:V3 from (5.176).
We shall compare the complete negative scattering described here with the nega~
tive refraction in physics (Pendry & Smith, 2004). When a train of wave is incident on
a media with negative refractive index. The angle of the refracted wave is determined
by the Snell's law:
sin {31 * 0--=n<
sin {32 '
(5.207)
where n* is the refractive index. Given incident angle 0 < {31 < 7r12, the refracted
angle is -7r 12 < (32 < 0 so that the incident and the refracted wave vectors are on the
opposite side of the x-axis. As shown in figure 5-31(a), within the negative media,
there is only one refracted wave propagating in direction {32 and no transmitted wave
in {3I. When the wave leaves the negative media from the right side, the wave direction
goes back to {3I. However, for the complete negative scattering described here, both
the transmitted wave ki and the scattered wave k2 exist within the cylinder strip. To
the right of the strip, there is only one scattered wave propagating in the direction
{32 other than in direction {31 for the negative refraction.
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Figure 5-30: Dependence of the scattering intensity IB2 (L)12 on the detuning tQ/Q
when 01 = -02 = 7r/4 and L = -c. The perfect detunig Q/Qo leads to a complete
negative refraction.
'3'
Figure 5-31: (a). Negative refraction in Pendry & Smith (2004), (b) complete negative
scattering.
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5.6.5 Reflection (backward scattering) by Bragg resonance:
cos 32 < 0
Sign of the discriminant
When the inclination angle 32 is in the range -7r /32 < -w/2, or 7r/2 < 02 < 7,
the resonated wave is reflected as demonstrated in figure 5-20(c) and (d). In figure
5-20(c), 7/2 •< 32 • 7, k2 represents a positively reflected wave; in figure 5-20(d),
-7r •/2 < -7r/2 and k2 represents a negatively reflected wave. As shown in figure
5-22, reflection occurs when the reciprocal vector Kn1,n2 is one of the cases (c) and
(e) listed in figure 5-16.
Since cos 32 < 0, the sign of the discriminant (5.176) depends on whether the
detuning frequency Q/Qo falls inside the bandgap
c c
Qo Ro Qo'
(5.208)
where A < 0 or outside the bandgap A > 0.
determined from (5.176):
The boundaries of the bandgap are
c = cos 2 
Qo cos(/1 - 02) - 1
12 cos( 1 - 32) - II
- COS 01 Cos 02
The center of the bandgap is located at
2o + Q02M0 cos 
/32 
cos(/3 -/32) - 1
1
2 cos
S1 cos /32
2(1 - cos(/31 - /302)) Cos 1
+ 2 cos 02
-1)
and is always negative since cos 32 < 0. The width of the bandgap is
Q+ - Q 2 cos 0 2  12 cos(/31 - /32) - 1
o Q0 cos(/o - /32) - 1 - CO/31 COS3 2
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1
2 cos 31
1
+ 2cos 22 cos 32
Q *
Qo
(5.209)
(5.210)
(5.211)
Solutions of Bi(xl) and B2(Xl)
From (5.141a), (5.157), (5.160a) and (5.173a), we get
B1 (0) = C11 + 12 = B1(0) = 1. (5.212)
From (5.141c), (5.160c) and (5.173b), we get
B 2 (L) = C21ei•' 1oL/Cg + C 22ei' 2• oL/ Cg = 0. (5.213)
Solving the set of equations (5.179a, b), (5.212) and (5.213), we find the coeffi-
cients:
- eiDoL/C Mll - A]MI- A2
-e-iA½oL/Cg M11 )-1M- - 1A
1-1eiA½ oL/Cg M11 - A1 -1
Ml - A-1
Substituting the above coefficients into (5.173a, b) gives
eiAI 2ozx/C,
-- e
i A 2 f oL/Cg Mll.-A.iMMl-A2
M 1l-A1 eiAZozxl/Cg
M12
1- eiAnoL/Cg M11-A1M11 -A2
eiA2OX1/ Cg
e-iA QoL/Cg Mg1--A2M11-/C1
M1I-AoeiA2Q011Ag
M12
1- e-iA2 oL/Cg M. 1-A2
M11 -1
(5.215a)
0 < x 1 < L.(5.215b)
To the left of the strip x1 < 0, the reflected wave amplitude is given by (5.164b)
combining with the matching condition B2 (0) = B2 (0):
B2 (x) = B 2 (0)eiK2xl (5.216)
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C11= (1
C12 = (1
C21= - M- 1M12  1
C22 -- Mil - A2 1
M12
(5.214)
B l (x 1) =
B2( 1)
where B2 (0) is given in (5.215b):
M 1 1 -A 1  M 1 1 -A 2
B2(0) M 12  1M12
1 - eiA f °oL/Cg Mi 1 -Al e-iA2QoL/C, M 1 1 -A 2M1 -A2 Mll -A1
1 1 eia~oL/C, -1 1 e-ia•°oL/Cg -1
M 12  11 - A1 11iA - 2 M11 - 15.217)
To the right of the strip xz > L, there exists only the transmitted wave given by
(5.169a):
B+(xl) = B+(L)eiKcosP (z l - L) - B (L)eiKcos" (x1- L), (5.218)
by using the matching condition B+(L) = BI(L) on the right boundary. The trans-
mitted wave amplitude at xl = L is obtained from (5.215b):
eil +\oL/C, eiA20oL/Cg
B1 (L) = + 1 (5.219)
1 - eiA2noL/Cg M11-A1 1 - e-iA'2oL/Cg M11 -A2
M11 -A2 M11- 1
Substituting B 1(0) = 1 and B 2(L) = 0 into the energy conservation equation
(5.184), we obtain
cos 01 + cos 0 21B2(0)12 = COS 1 IBI(L)12, (5.220)
and the reflection intensity at the left end is related to the transmission intensity at
the right end:
|B2 (0) 2  cos (1 - B1(L) 2). (5.221)cos 02
Reflection and transmission intensity along the strip
In order to investigate the effects of the detuning frequency and the strip length on the
reflection at resonance, we choose an example where kl is scattered by a horizontal
leftward reciprocal vector K- 1,0 = -bl = - in a square lattice of spacing al as
shown in figure 5-32. The resonated wave is reflected and its angle , 2 = - i1. Any
point along the bisector of K- 1,0 below point Q can be connected with the tip and the
tail of K- 1,0 to form a incident wave vector kl and a resonated wave vector k2 . As an
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example, we choose /3i = r/6 so that /2 = 57r/6 and the corresponding wavenumber
is k = 2' from (5.35).
Substituting the angles P3 = 7/6, /32 = 57r/6 into (5.209), the bandgap boundaries
are found to be Q_ Q+ 2
_0= -2, - (5.222)Qo Qo 3'
where the discriminant is negative and the eigenvalues are complex. The eigenvalues
A1 and A2 are shown in figure 5.6.5. In this example, /2 = 1- 01, thus from (5.172a,
d), we have
1( 1 1 0 1 - sin A sin \2
M 11 + M 22 = + COS1 + 1 -sin• - csin 2 =0. (5.223)2 cos 01 cos3 2  cos /2
Therefore, the eigenvalues are of opposite signs using (5.175):
A1,2 2= (5.224)
Within the bandgap -2 < Q/Q• < 2/3, the discriminant A < 0, A1 and A2 are purely
imaginary: A1, 2 = +±AI½. Outside the bandgap Q/Q 0 < -2 or /Q 0o > , A > 0 and
both eigenvalues are real. Note that in general, within the bandgap, the eigenvalues
A1 and A2 are complex conjugates with non-zero real parts when the incident wave is
scattered by a reciprocal vector K,,,n2:0-
Figure 5--33 plots the distribution of the transmission intensity B 1(x 1) 12 and the
reflection intensity IB2(Xl) 12 along the strip for detuning frequency Q/Q 0 = -3, 0.5, 2
respectively. From the wave energy conservation equation (5.183), cos/3PIBl(xl) 2 +
cos P21B2 (x1)12 = cos/31(1B1 (X 1) 2 - B 2 (1) 12 is constant, thus IBi(xl)12 - IB 2(Xl) 2 is
also constant, which is shown in figure 5-33. When the detuning Q/Q = -3, 2 is out-
side the bandgap, the intensity distribution is oscillatory along xl. When the detuning
Q/Q = 0.5 is inside the bandgap, the intensity distribution becomes monotonic.
Figure 5-34 plots the dependence of the intensity at xl = 0 on the detuning Q/Q0
for differentreflection strip length QoL/Cg = 1, 2, 8. Figure 5-35 plots the dependence
of the transmission intensity at x1 = L on the detuning for the same strip lengths. It
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Figure 5-32: Bragg resonance by the reciprocal vector K_1,0 in a square lattice,
{31 = 7r/6, {32 = 7r - (31 = 57r/6, k = ~:l.
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can be seen that the transmission through the strip decreases rapidly when the detun-
ing frequency is between n; /no = -2 and nt /no = 2/3, and the gap deepens when
the strip length increases. When noL / Cg = 8, the transmission is completely blocked
within the bandgap. Outside the bandgap, the transmission intensity oscillates with
respect to the detuning. Following energy conservation (5.221), the reflection inten-
sity at Xl = 0 becomes large when nino is inside the bandgap and the reflection
increases with increasing strip length. When noL/Cg = 8, the resonated wave is
completely reflected.
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Figure 5-33: Distribution of wave intensity along the strip for Bragg resonance
by a square lattice of length QtoL/C = 2. The angles of the resonated waves
are p1 = 7/6, 32 = 5w/6. Solid curves: transmission intensity IBi(x1)12,
dashed curves: reflection intensity IB2 (x) 12. The frequency detunings Q/QR =
-3, 2(outside bandgap), 0.5(inside bandgap).
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Figure 5-34: Dependence of transmission intensity lB1(L) 12 at the right end of strip
on the detuning Q/Q 0 and the strip length, dashed curve: QoL/C, = 1; dash-dot
curve: QoL/Cg = 2; solid curve: QoL/Cg = 8. The angles of the resonated waves are
01= 7r/6, 82 = 5w/6.
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Figure 5-35: Dependence of reflection intensity JB1(0)12 at the right end of strip on
the detuning Q/Q 0 and the strip length, dashed curve: QoL/C = 1; dash-dot curve:
QOL/Cg = 2; solid curve: QoL/C = 8. The angles of the resonated waves are
01 = r/6, 02 = 57/6.
5.6.6 Two-wave Bragg scattering by a semi-infinite strip
We now consider the Bragg scattering of water waves by a semi-infinite strip of
periodic cylinders covering from xl = 0 to the positive infinity.
The general solutions of the transmitted wave amplitude B 1 and the scattered
wave amplitude B2 are given by (5.173a, b) with the eigenvalues x1, A2 given by
(5.175).
Forward scattering by Bragg resonance: cos /2 > 0
When the resonated wave is forward scattered, we impose the boundary conditions
for B 1 and B 2 at the left side of the strip xl = 0:
B1(0) = 1, B2(0) = 0. (5.225)
Solving the set of equations composed of (5.179a, b), and (5.225), the solutions of
B 1 and B 2 are the same as that for the forward scattering by a strip of finite length
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given in (5.188a, b). Both transmitted and scattered wave intensities are oscillatory
in xl.
Reflection by Bragg resonance: cos /2 < 0
When 02 < 0 and the resonated wave is reflected, the eigenvalues A1,2 are real when
the detuning is outside the bandgap given by (5.208). Then the leading order potential
becomes
11 = Z(z) (Ai(xi, yi, ti)eiklr-iwt + A 2 (X, Y1, tl)eik2-r-iwt), (5.226)
containing a left-going wave eik2 r- iwt of finite amplitude IA2 1 = IB2 1 from the right
infinity. This violates the radiation condition. This shows that no time-harmonic
solution exists for the reflection by Bragg resonance of a semi-infinite strip.
When the detuning is inside the bandgap Q-/Q 0 < Q/Qo < Q+/Qo in (5.208),
the discriminant A < 0. From (5.175), A1 has a positive imaginary part and A2
has a negative imaginary part. The first terms containing ei'X•oxi/Cg in (5.173a, b)
decays exponentially as xl increases. The second terms containing ei'X2 20/Cg grows
exponentially in xl, which is unphysical and indicates the coefficients C21 and C22
must be zero. Hence, we get
B1 (xi) = Cieile 1oo/cg, (5.227a)
B 2(Xl) =A1 11 l ei1Oi• o/C (5.227b)
M12
after using (5.179a).
The coefficient C11 in (5.227a, b) is found to be C11 = 1 by satisfying the boundary
condition B1 (0) = 0. Therefore, we get
B 1 (xi) = eiAx nozX/Cg ,  (5.228a)
A 1 -MllB2(X 1) M 11i eioX/Cg, xl > 0. (5.228b)M12
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Since now
A M1 1 + M22 + ijA= (5.229)2
the wave intensities of B 1 and B 2 along xl are
-Bl(Xl) 
2  e-a I ½ Iox/Cg, (5.230a)
1B2 (XI)1 2 = 2 ( ) AI oX 1/C, (5.230b)
decaying exponentially with xl. The penetrating length is C k T9/ hin-
1QO -xIA121
cident wave cannot propagate through the array and the range of frequency Q/Q 0o <
Q/Q0 < 4+/Qo is called stopping band in the terminology of solid state physics. The
range of frequency outside the bandgap is called passing band in which the incident
wave can propagate through.
The wavenumber of the incident wave correpsonding to the stopping band is
k + / 2KT = k+ C =k 2 (
C9 Qo C,
= k + (ka)2 = k [ 1+ (5.231)
+( ka) l to W \o
by using (5.105) and p = ka.
Figure 5-36 shows the stopping band due to the Bragg scattering generated by
the reciprocal vector K-l,o = -b 1 in a square lattice as shown in figure 5-32. For this
case, the resonated wave angle 32 is the supplementary angle of the incident angle
01: 0/2 =r - 31. The bandgap boundaries of the frequency is calculated by (5.209):
: _ :1 + 2 cos 201 - 1 14 cos 2/ 1 - _ II 1 (5.232)Qo 1 + cos 20 1  2Cos2 (1
and plotted in figure 5-36. When 0 < 01 5 7r/3, the bandgap width decreases from
WV = 0_-_ = 3 at normal incidence 01 = 0 to zero at 1 = 7r/3. When P1 increases
from 7r/3 toward the glancing angle 7r/2, both the lower boundary Q. /Qo and the
bandgap center Q~*/ 0 go to -oo and the bandgap width becomes unbounded as
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131 - 7r/2, which violates our assumption that the detuning is of unity order. The
unbounded behavior of the bandgap exists for large incidence wave angle, especially
when it approaches the glancing condition, because cos 01 appears in the denominators
of (5.209). Thus we should emphasize that the prediction of the band structure by
our asymptotic theory is valid only for incident waves of small and intermediate angle
131.
For given incident angle P1 and reciprocal vector K 1,,~2 of the cylinder lattice, we
determine the wavenumber k at Bragg resonance by using (5.35) and the resonate
wave angle /32 by using (5.152) and (5.153). We then compute the boundaries of the
bandgap Qf /Qo using (5.208) and the stopping band k + KF using (5.232). Figure 5-
37 plots the stopping bands of a two-dimensional square array of cylinders of spacing
al and radius a = al/10, calculated by (5.209). The stopping band structure qualita-
tively agrees with that obtained by variation method numerically in McIver (2000) for
a larger cylinder radius a/al = 1/4. Quantitative comparison is not available since,
even for the smallest wavenumber at resonance kal = r, the parameter p = ka = 7r/4
is of order unity and no longer small, hence beyond the realm of the present theory.
It is worthy to point out that, in figure 5-37, the theoretical prediction violates the
assumptions in: (1). for large incidence angle 31, the bandgap width Wn is large
and the assumption of the detuning Q, K = 0(1) is violated; (2). for higher mode
of Bragg resonance kal/7r > 2, the parameter p = ka = kal(a/al) > 27r/10 r 0.63
is no longer small and another assumption p <K 1 no longer holds. In summary, for
an array of periodic cylinders of small but finite radius, the present theory is strictly
valid only for the lower modes of Bragg resonance under small and intermediate wave
incidence.
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Figure 5-36: The boundaries of the bandgap of the incident waves Bragg scattered by
the reciprocal vector K_l,o = -bl = -21ri/al of a square lattice of spacing al. Solid
curve: 0t /00, dash-dot curve: the bandgap center O~/oo, dashed curve: o~ /00.
{3l
Figure 5-37: Stopping band marked by shaded area as a function of incident angle
/31 and wavenumber kal/1r for a square lattice of spacing aI, a/al = 1/10. Dashed
curves are for wavenumber at Bragg resonance.
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5.7 Water-wave scattering by a wide strip of cylin-
ders when N = 3: three-wave Bragg resonance
5.7.1 Governing equations and boundary conditions for the
wave envelopes By, B , j = 1, 2, 3
From any three non-colinear nodes Pj, j = 1, 2, 3 in the reciprocal space K of a two
dimensional lattice, one can construct a circle with origin at point O and radius being
k. We define three wave vectors kj = OPj such that kj,j = 1, 2,3 have the same
magnitude k and the difference of any two of them is a reciprocal vector and satisfy
the Bragg resonance condition (5.40) for N = 3.
We consider only the angle of incidence 0 < P1 < 7/2. Depending on the orien-
tation of the resonated wave vectors, we categorize three types of three-wave Bragg
resonance:
1. Type I: both resonated waves k 2 and k3 are scattered forward as shown in
figure 5-38(a). The direction cosines cos ,2 > 0, cos P3 > 0. Type I resonance is
represented as the intersection point of two solid curves in the 01 - k diagram
and marked by stars such as in figure 5-18 and 5-19.
2. Type II: one resonated wave k 2 is reflected and the other k3 is scattered forward,
shown in figure 5-38(b). The direction cosines cos 32 < 0, cos 03 > 0. Type II
resonance is represented as the intersection point of one dashed curve and one
solid curve in the 31 - k diagram and marked by square such as in figure 5-17.
3. Type III: both resoanted waves are reflected, as shown in figure 5-38(c). The
direction cosines cos 32 < 0, cos 03 < 0. Type III resonance is represented as
the intersection point of two dashed curves in the P1 - k diagram and marked
by circles such as in figure 5-17.
We consider the three wave Bragg resonance when a train of plane waves of am-
plitude
Al = Aoei(Kcosflx1+Ksinpi1yl - t l1) (5.233)
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is incident upon a strip of length L in slow variable covered with array of periodic
cylinders. Same as for the two-wave resonance, we write the wave envelopes in various
regions as:
Ai (xl, yi, tl) = AoBj (x)ei(KsinQ3 yl - Qtj)
Aj(xl, yi, tl) = AoBj(xl)ei(KsinP'zy - ft a),
A~ (xl, yi, ty) = AoBt(xl)ei(Ksin ljy1- f2 tj)
Xl < 0;
0 < zx, L;
x1 > L, j = 1,3. (5.234c)
Outside the strip, xz < 0 and x, > L, the governing equations for the x1-dependent
factors are readily found after substituting the above equations into (5.130a)-(5.130c):
dB
dxj
iK(1 - sin P1 sin j)
cos j S= 1, 2,3. (5.235)
Within the strip, we have
B,d
dx1 B2
Ba3
- M
09
B1
B2
Ba
(5.236)
k2
(c)
Figure 5-38: Three types of three-wave Bragg resonance: (a). both k2 and k3 are
scattered forward (b). k2 is reflected and k3 is scattered forward, (c). both k2 and
k2 are reflected.
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(5.234a)
(5.234b)
I
r
r
kI
k3
in the the strip 0 < xl < L. The 3 x 3 matrix M in (5.236) has the entries:
1 + () 1 - sin pl sin /J
2 cos 4j + o cos fj
2 cos(/3j - !e) - 1
2 cos 1j
In the open water outside the strip, the solutions of Bj= are obtained from (5.235):
B3-(x ) = B3(0)exp
Bj+(xi) = B+ (L)exp
iK(1 - sin P1 sin 3j)xl
cosij I
iK(1 - sin3 1 sin Oj)(xl - L)]
Xz < 0; (5.238a)
x1 > L. (5.238b)
Following the same arguments leading to (5.167) and (5.168), the resonated waves
with kj, j = 2, 3 also propagate at the group velocity Cg in the open water domain.
Inside the strip, the general solution of (5.236) is
B1
B2
B3J
iAVlnx 1 i+2 nO1  iX30ex 1CIV ( ) Cg +C 2V (2) e 69 +C 3V (3)e Cg (5.239)
where Aj and V(j), j = 1, 2, 3 are the eigenvalues and the corresponding eigenvectors of
the matrix M, respectively. Cj, j = 1, 2, 3 are the coefficients which will be determined
by satisfying the boundary conditions.
The eigenvalues Aj, j = 1, 2, 3 are the roots of the cubic characteristic equation
det (AI3 x3 - M) = 0, (5.240)
or after expansion,
(5.241)
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j =1, 2, 3;
j e.
(5.237a)
(5.237b)
A3 + a2A2 + al1 + 0o = 0,
where the coefficients
a 2 = -(M1 1 + M22 + M33), (5.242a)
=det M M12  + det M + det M22 M23 (5.242b)det 21 M22 [M 31 M33  32 1133
ao = - det(M). (5.242c)
The reality of the eigenvalues Aj depends on the discriminant (see 3.8.2 in Abramowitz
& Stegun (1972)):
A3 = 44T - a1 2 + 4ao0a - 18a0o 2 + 27a0 . (5.243)
If A 3 < 0, the three eigenvalues are all real. The solutions (5.239) are composed
of three oscillatory components of wave numbers A, A2A and A3 , respectively.
Cg C 1'Cg C9
If A3 > 0, only one eigenvalue is real and the other two are both complex. The
solutions (5.239) are composed of one oscillatory component with constant amplitude,
one oscillatory component with exponentially decaying amplitude and one oscillatory
component with exponentially growing amplitude.
The corresponding eigenvector for the eigenvalue Aj is
AjM 13 + M12M23 - M13M22
V =) A jM 23 + M 13 M 2 1 - M1 1 M 23  j = 1, 2,3. (5.244)
(Aj - M 11 )(Aj - M 22) - M12M 21
It follows (5.141) that the boundary conditions for Bj, j = 1, 2, 3 for the three
types of resonance are:
1. Type I: both k2 and k3 are scattered forward:
B1 (0) = 1, B 2 (0) = B 3(0) = 0; (5.245)
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2. Type II: k2 is reflected and k3 is scattered forward:
B1(0) = 1, B 2 (L) = 0, B3(0) = 0; (5.246)
3. Type III: both k 2 and k3 are reflected:
B1(0) = 1, B2(L) = B3(L) = 0. (5.247)
Substituting (5.239) into (5.245)-(5.247) respectively, we find the equations for
the coefficients Cj, j = 1, 2, 3 are:
1. Type I:
C1V (1) + C2V (2) + C3V (3 ) =
VI
V2(1)
V,(l)
Vl ( 2 )  V (3) ClV(2) V3) c
V2 ) v 2 c =0 (5.248)
2. Type II:
V(2)
y3•)
VI C,
V(3) eiA39oL/Cg C2
V3 C3
3. Type III:
V2( ) eiAlQoL/Cg
V3 ) eiXanoL/C
V(2)
V2(2) eiX2\oL/Cg
VU(2) eiA2zoL/Cg
V2(3) eiA3QoL/Cg C2
V3( 3) eiXA3oL/C g C3
The coefficients Cj, j = 1, 2, 3 can be solved accordingly.
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V2(1 ) e iA1oL/Cg
V ( 1)
= 0
0[oJ
(5.249)
0
0
(5.250)
5.7.2 Conservation of wave energy for three-wave Bragg res-
onance
When N = 3 for three-wave Bragg resonance, the wave energy conservation law
(5.114) reads:
+ IA212 + IA3 2) + c0g (os 1 Ox-- + cos 2 + COS/3 X 0.
(5.251)
It follows from (5.234b) that the wave energy
IAj(x, yl, til 2 = IBj(l) 2, j = 1, 2, 3, (5.252)
depends only on the slow coordinate xl. Substituting (5.252) into (5.251) gives
x~ (cos p 1i B 112 + Cos 321B2 2 + Cos 03 B3 a 2) = 0,
which, after being integrated with respect to xl from 0 to any location xl in the strip,
leads to
cos 011B1(0) 12 + COS 21 B2(0)12 + cos 31 B3 (0)12
= cos/3 1 Bl (xl)12 + cos3 2IB2(x21) 2 + cos 33IB3 (x1) 2
= cos01 1, (L)12 + Cos 32 B2(L) 2 + cos 3 B3 (L) 2. (5.254)
5.7.3 Results
We distinguish three cases of three-wave Bragg scattering by a strip of cylinders
depending on the orientations of the resonated waves.
Type I: cos 32 > 0, cos 0 3 > 0
We study the effects of detuning and strip length on the wave intensities of the three
resonated waves scattered by a rectangular lattice of horizontal spacing al and vertical
spacing ai/2. The primitive vectors of the reciprocal space is b, = 2-' and b2 - 4rja 1a
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a (lAl 12
(5.253)
In the pi - k diagram shown in figure 5-18, the Type I three-wave resonance with
cos 02 > 0 and cos Pa > 0 is represented by the point (marked by a star symbol) where
two solid curves intersect. It is found that one of the solid curve intersecting with the
vertical at kal/ir = 4 corresponds to the reciprocal vector K- 2,1 = -2bl + b2 . The
other curve intersecting with the vertical at kal/r = 5 corresponds to the reciprocal
vector K1-,--1 = -bl - b2.
The Ewald circle passing three nodes P, Q and R in the reciprocal space is plotted
in figure 5-39, where QR = K- 2 ,1 and QP = K- 1,- 1. The coordinates of point S,
the center of the Ewald circle can be found by solving
SP = SQ = SR, (5.255a)
where the nodes P, Q, R are located at bl - b2, 2bl and b 2 respectively. The
coordinates of the center S are found to be OS = (-).Thusthe wavenumber3al,7 3al " Thstewvnme
at resonance
k=SQ = OQ - OSI= (-al) + 0-( ) (5.256)
a, 3a, 3a, 3a,
The corresponding angles of kl, k2 and k3 are
1
01 = arg(SQ) = tan- 1 - 4.40,13
32 = arg(SR) = tan-1 13 • 85.60,
03 = arg(SP) = - tan- 1  - 57.537
The discriminant (5.243) against various detuning Q/9 0 is plotted in figure 5-
40. The corresponding three eigenvalues are plotted in figure 5-41. For all detuning
frequency, the discriminant is negative and thus all three eigenvalues are real.
With the resonated wave angles known, we solve (5.248) to find the coefficients of
the solution (5.239). The boundary condition (5.245) are all imposed on the left side
X1 = 0. The strip length L does not appear the coefficients Cj,j = 1, 2, 3.
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Figure 5-39: Type I three-wave Bragg resonance in a rectangular lattice of primitive
vectors al = aIi, a2 = ~ad. The reciprocal primitive vectors hI = 27rijal, h2 =
47fJOja . The resonated wave vectors k = I37ri + ...LJo k = ~i + I37rJo k = ~i + 117rJ".I I 3a 1 3a l' 2 3a 1 3a 1 ' 3 3a 1 3a 1
The wavenumber at resonance is k = Y1703I707r.al
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Figure 5-40: The discriminant (5.243) for Type I resonated wave vectors shown in
figure 5-39.
290
40
20
-20
-40
-u
-4 -2 0 2 4
Figure 5-41: The three eigenvalues for Type I resonated wave vectors shown in figure
5-39.
Figure 5-42 shows the distribution of the transimission wave intensities IBI(x) 12
and the two forward scattering intensities IB2 (x) 12 and IB3(Xl) 2 for various detuning
frequencies Q/Q 0 . The intensities are plotted against Qoxo1 /C,. The solution between
zl = 0 and .:x = QoL/C, is the result for a strip of length L. When the detuning is
large such as Q/Q0 = -4.30, -3.35, 2.35, the transmission intensity is close to unity
and the forward scattered waves are very weak. The intensities IBj(x 1 ) 2 oscillate with
xl and contain three harmonics according to (5.239), with three real-value eigenvalues.
Finite amplitude of forward scattered waves are resonated as shown in the subfigures
for Q/QR = -1.45, -0.50,0.45. When Q/Qo = -2.40, the transmission intensity
vanishes at f2oxl/Cg, 4.70 and the forward scattered wave intensities reach the
maximum. This means that the strip length and detuning frequency can be so chosen
that, at the exit, the incident wave energy is split into two parts and propagate in
directions along k2 and k3 respectively, where sin 32 > 0 and k2 represents a positive
forward scattering , sin 03 < 0 and k3 represents a negative forward scattering. Similar
phenomenon. can also be observed when Q/Q 0 = 1.40 at Qoxl/C, " 4.0.
Figures 5-43 and 5-44 show the dependence of the transmission and scattered wave
intensities on the detuning frequency for two strip lengths L = 2 and L = 4. There
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are two narrow gaps near 0Q/Q 0 - -2.4 and Q/Q 0 o 1.4 respectively, in which the
transmission of the incident wave rapidly decreases and the refraction wave intensities
increase. Outside the two gaps, the tranmissition is close to unity and scattering is
weak.
Type II: cos 0 2 < 0, cos 0 3 > 0
The example of a type II three-wave resonance is marked by a square symbol in figure
5-17 for a square lattice of spacing al. The square point is the intersecting point of
one solid curve representing a forward scattering by reciprocal vector K_ 1,1 and one
dashed curve representing a reflection by K- 2,-1-
The Ewald circle passing three nodes P, Q and R in the reciprocal space is plotted
in figure 5-45, where QR = K_ 1,1 and QP = K- 2,- 1 . The coordinates of point S,
the center of the Ewald circle can be found by solving
SP = SQ = SR, (5.258a)
where the nodes P, Q, R are located at bl - b2 , bl and b2 respectively. The coordi-
nates of the center S are found to be OS = (- ). Thus the wavenumber at
resonance
(27 7 2 +2 5
k = SQ = IOQ - OS| = - ( ) + - ) (5.259)(a 3a, 3a, 3a,
The corresponding angles of kj, k 2 and k3 are
1
P1 = arg(SQ) = tan- 1 8.130,7
02 = arg(SR)= = -135°,
4
P3 = arg(SP) = tan-1 7 e 81.870.
Figure 5-46 plots the discriminant (5.243) for the cubic charateristic equation
(5.241) depending on the detuning frequency Q/Q 0 . The discriminant A 3 is positive
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Figure 5-42: Type I distribution of wave intensities IBj(zx1) 2, j = 1, 2, 3 along the
strip for various detuning Q/Q 0. The resonated wave vectors are given in the caption
of figure 5-39. Thick solid curve: IB1(xI)1 2, dashed curve: IB2(x1) 2, thin solid curve:
JB3 (XI)1 2 .
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Figure 5-43: Dependence of wave intensities for type I Bragg resonance on the de-
tuning frequency Q/• 0 , QoL/C, = 2. Thick solid curve: B1i(L)12, dashed curve:
IB2 (L)12, thin solid curve: IB3(L) 2. The resonated wave vectors are shown in figure
5-39.
Cq
Cqc0
cu
-4 -2 0 2 4
Q/Q 0
Figure 5-44: Dependence of wave intensities for type I Bragg resonance on the de-
tuning frequency Q/Q•, QoL/Cg = 4. Thick solid curve: IBI(L)12, dashed curve:
IB2 (L)12, thin solid curve: IB3(L) 2. The resonated wave vectors are shown in figure
5-39.
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Figure 5-45: Type II three-wave Bragg resonance in a square lattice of primitive
vectors al = ali, a2 = ad. The reciprocal primitive vectors bl = 21ri/ aI, b2 = 21rj/ al'
The resonated wave vectors kl = 377r i + -37r j, k2 = - 357r i - 357r j, k3 = -37r i + 377r j. Theal al al al al al
wavenumber at resonance is k = 53V27r.al
within the range -2.20 < 0./0.0 < 1.45 and hence the equation (5.241) has one real
root and two conjugate complex roots, which is shown in figure 5-47.
Figures 5-48 and 5-49 show the distribution of the wave intensities \Bl(Xl)12 (trans-
mitted), IB2(Xl)12 (reflected) and IB3(Xl)12 (forward scattered) along Xl for two strip
lengths L = 2 and L = 5. In both figures, the reflection IB2(xd12 and the refraction
\B3(Xl)13 are weak when the detuning is large 10/001 2:: 3. When 0./00 = -2,1, both
transmission IBl\2 and reflection IB212 decay along the strip but the forward scatter-
ing IB3(Xl)12 is strong. When 0. = -1,0 where ~3 > 0 according to figure 5-46, the
reflection is weak and both transmission IBl\2 and forward scattering IB2(Xl)12 are
flat along Xl. This is obvious from the general solution (5.239). When ~3 > 0 and we
let Al and A2 are two complex conjugate roots and A3 is the real root. Further we let
Al has the positive imaginary part and A2 has the negative imaginary part. Hence,
the first term in (5.239) represents an exponential decay along Xl' The second term
represents an exponential grow along Xl or equivalently, an exponential decay along
the negative Xl direction. The third term represents an oscillatory wave of constant
amplitude propagating through the strip.
The dependence of the wave intensities on the detuning when L = 2, 5 are plotted
in figures 5-50 and 5-51 respectively. We see that in the region where ~3 < 0, the
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Figure 5-46: The discriminant (5.243) for Type II resonated wave vectors shown in
figure 5-45.
dependence of intensities on Q/QO is oscillatory. For large detuning, both forward
scattering IB3(L) 12 and reflection IB2(0)12 become weak. When A 3 is close to zero
Q/Qo r0 -2.2, 1.45, JIB(L))2 decreases and JB2 (0)12 and IB3 (L) 2 increase rapidly.
When Q/Q 0 is between -2.2 and 1.45, the effect of the strip length L on the wave
intensities is no longer important. If the strip length is long enough such that the
reflected wave intensity essentially vanishes at the exit of the strip, further increase
of the strip length has no effect on the reflection intensity IB2(0)12 . Meanwhile,
the transmission intensity IB1 (L) 12 and the forward scattering intensity B3 (L) 12 no
longer depends on the strip length. This explains why the intensity curves between
Q/Q• = -2.2 and Q/Q 0 = 1.45 in figures 5-50 and 5-51 are essentially identical.
Type III: cos 02 < 0, cos 0 3 < 0
The example of the type III three-wave resonance is marked by a circle in figure
5-17 for a square lattice of spacing al. The circle is the intersecting point of two
dashed curves representing reflection by the reciprocal vectors K- 2,-1 and K- 1,-2
respectively.
The Ewald circle passing three nodes P, Q and R in the reciprocal space is plotted
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Figure 5-47: The three eigenvalues for Type II resonated wave vectors shown in figure
5-45. Solid curves are for the real parts and dashed curves are for the imaginary parts
of eigenvalues.
in figure 5-52, where QR = K- 2,-1 and QP = K- 1,-2. The coordinates of point S,
the center of the Ewald circle can be found by solving
SP = SQ = SR, (5.261a)
where the nodes P, Q, R are located at bl - b 2, bl and b 2 respectively. The coor-
dinates of the center S are found to be OS = ( i ). Hence the wavenumber at3a1' 3ai
resonance
k = SQ = IOQ - OS = (2a
a,
+(27
a, 3al
(5.262)
The corresponding angles of kl, k2 and k3 are
i31 = arg(SQ) = - = 4504
1
/32 = arg(SR) = -Tr + tan- 1 17
/33 = arg(SP) = -- -
2
tan-' 1
7
171.870,
-98.13g.
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Figure 5-48: Type II distribution of the
detuning frequency Q/Qo. QoL/Cg = 2.
dashed curve: IB2(1) 12 (reflected), thir
The resonated wave vectors are shown ir
C,
wave intensities along the strip for various
Thick solid curve: IBi(xi)1 2 (transmitted),
solid curve: IB3(xI)1 2 (scattered forward).
i figure 5-45.
298
=2
To
t
S .. .. ... . ---.. . .. ..-----
_IL~
;TC~~ ICrc~=-~·C~~__~LC-fC~-~CC=~
o -4
G~o
1 2 3 4 5
1 2 3 4 5
0 1 2 3 4
0 1 2 3 4 5
C9
Figure 5-49: Type II distribution of the
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Figure 5-50: Dependence of wave intensities for type II Bragg resonance on detuning
frequency Q/ 00, QoL/C, = 2. Thick solid curve: IBi(L) 12 (transmitted), dashed
curve: IB2 (0) 12 (reflected), thin solid curve: IB3 (L) 12 (scattered forward). The res-
onated wave vectors are shown in figure 5-45.
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Figure 5-51: Dependence of wave intensities on detuning frequency Q/Q• for type
II Bragg resonance, QoL/Cg = 5. Thick solid curve: IBI(L) 2 (transmitted), dashed
curve: IB2 (0) 12 (reflected), thin solid curve: IB3 (L) 2 (scattered forward). The res-
onated wave vectors are shown in figure 5-45.
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Figure 5-52: Type III three-wave Bragg resonance in a square lattice of primitive
vectors al = aIi, a2 = ad. The reciprocal primitive vectors hI = 21ri/aI, h2 = 21rj/ al.
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The wavenumber at resonance is k = 53'-"211".al
Both k2 and k3 are reflected.
Figure 5-53 plots the discriminant in (5.243) against the detuning frequency 0./0.0.
The discriminant ~3 is mostly positive between 0./0.0 ::::::: -2.63 and 0./0.0 :::::::1.59, in
which there are two complex conjugate eigenvalues and one real eigenvalue. In a small
range -0.9578 < 0./0.0 < -0.9543, ~3 is negative and thus the three eigenvalues are
real. The corresponding eigenvalues are plotted in figure 5-54. We see that imaginary
parts of >'1 and A2 are nonzero within the range -2.63 < 0./0.0 < 1.59 excluding a
small range -0.9578 < 0./0.0 < -0.9543 shown in the embedded figure. The third
eigenvalue A3 is real.
Figure 5-55 plots the distribution of the transmission intensity IBI (xd 12 and the
two reflection intensities IB2(xdI2, IB3(xd12 along the strip of length L = 2. When
0./0.0 = -4, -3,2,3 where ~3 < 0 and all eigenvalues are real, the reflection is weak
and the tranmitted wave can propagate through the strip without significant energy
loss. When 0./00 = -2, -1,0,1 where ~3 > 0 and two eigenvalues are complex, the
transmission intensity decay rapidly along the strip and reflection at the left edge of
the strip is finite.
The dependence of the wave intensities on the detuning when L = 2, 5 are plotted
in figures 5-56 and 5-57 respectively. A bandgap where the wave tranmission is for-
301
I0.5
-0.5
4
x 106
-I
-3 -2 -1 0 1 2 3
Figure 5-53: The discriminant (5.243) for resonated wave vectors shown in figure
5-52.
bidden exists between Q/Q 0 a -2.63 and 1.59, where A 3 > 0. Outside the bandgap,
the intensities oscillate with Q/Q 0. Inside the bandgap, the tranmission IBi(L)12 % 0
and the two reflection intensity are related by the wave energy conservation (5.254):
cos 01B1 (0)12 + cos 021B2(0)12 + cos/031B3(0)12
= cos p0llB(L)12 + cos 021B2(L) 2 + cos/0 31B3(L)12 = 0.
Substituting the values of /j, j = 1, 2, 3 into above, we get
IB3(0)12 = 5 - 71B 2(0) 12. (5.264)
For the strip length L = 5, the intensity 1B3(0)) 2 reaches its maximum IB3(0) 2m
4.54 when Q/Qo 0  -0.82, while the other reflection intensity 1B2(0)12 reaches its
minimum around 0.065. Inside the bandgap, all three waves decay exponentially along
the strip and the effect of the strip length on the reflection intensities is negligible, as
shown in figures 5-56 and 5-57.
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Figure 5-54: The three eigenvalues for Type III resonated wave vectors shown in figure
5-52. Solid curves are for the real parts and dashed curves are for the imaginary parts
of eigenvalues.
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Figure 5-55: Distribution of the wave intensities along the strip for various detuning
frequency Q/Qo for type III Bragg resonance. QoL/Cg = 2. Thick solid curve:
IB1(L)12 (transmitted), dashed curve: IB2 (x1)1 2 (reflected), thin solid curve: IB3 (xi)12
(reflected). The resonated wave vectors are shown in figure 5-52.
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Figure 5-56: Dependence of wave intensities on detuning frequency Q/Qo for type
III Bragg resonance, QoL/C9 = 2. Thick solid curve: IBi(L)12 (transmitted), dashed
curve: I B2 (0) 2 (reflected), thin solid curve: IB3 (0)j2 (reflected). The resonated wave
vectors are shown in figure 5-52.
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Figure 5-57: Dependence of wave intensities on detuning frequency Q/QR for type
III Bragg resonance, QoL/C, = 5. Thick solid curve: IBI(L) 2 (transmitted), dashed
curve: IB2 (0) 2 (reflected), thin solid curve: IB3(0)I 2 (reflected). The resonated wave
vectors are shown in figure 5-52.
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Chapter 6
Long Waves Induced by a Train of
Short Waves Scattered by an
Array of Periodic Cylinders-
Nonlinear Aspects
6.1 Introduction
The cumulative effects of sea bed undulations such as sand bars on the surface wa-
ter waves was first demonstrated by the experiments of Heathershaw (1982), who
installed 10 periodic bars of amplitude D = 5 cm and wavelength Abar = 100 cm on
the bottom of a long wave tank. The incident wavelength was tuned precisely at
A = 200 cm twice the bar wavelength at several water depths. Up to 60% of the wave
energy were observed to be reflected by these mild bottom bars. Davies (1982) ap-
plied a direct perturbation analysis and shew that resonant reflection occurs when the
bottom bar wavelength is half that of the surface wave. At resonance, the reflection
coefficient depends linearly on m, the total amount of the bottom bars, and becomes
unbounded with increasing m. In order to rectify the failure of regular perturbation
analysis at resonance, Mei (1985) used the method of multiple scales and assumed
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the reflected wave is of the same order as the incident wave. His theory is uniformly
valid including the neighborhood of the Bragg resonance. The coupled wave envelope
equations of the transmitted and reflected waves over sand bars are derived and found
to be of Klein-Gordon type. For an incident wave slightly detuned from the Bragg res-
onance, a threshold modulational frequency is found, below which the wave envelopes
are monotonic and above which they are oscillatory. The theoretical results agrees
very well with the experiments at resonance by Heathershaw (1982). Besides normal
incidence, he also investigated the resonant reflection for oblique incidence and slop-
ing bottom. Further numerical work and comparison with experiments and theories
have been done by Dalrymple & Kirby (1986) using boundary-integral method, Kirby
(1986) using an extended mild-slope equations, and O'Hare & Davies (1993) using
successive-application-matrix method.
Nonlinear effects of large sandbar steepness on the Bragg wave scattering were
first examined experimentally by Guazzelli, Rey & Belzons (1992). The bottom
consists of doubly sinusoidal bars with wave numbers K, and K2 > K1 respectively.
Resonant reflections were observed not only when the incident wavenumber k = K1/2
or k = K2/2 as the classical Bragg resonance, but also when k = (K 1 + K2)/2 or
k = (K2 - K1)/2 due to the second-order nonlinear interactions on the bottom. A
multiple scales analysis for the subharmonic resonance k = (K2 - K1)/2 was given
by Rey, Guazzelli & Mei (1996) as an extension of the work by Mei (1985).
When the nonlinearity of free surface condition is considered, Liu & Yue (1998)
employed a nonlinear wave-wave interaction theory and found a new class of higher-
order Bragg resonance involving three surface wave and one bottom wave components.
The resonated wave amplitude can be comparable in magnitude to the incident wave
when realistic free surface and bottom slopes are considered.
Hara & Mei (1987) studied the long wave generation by the short waves Bragg
scattered by a finite patch of sandbar by considering the second-order nonlinearity of
the free surface and of the bars. Both theoretically and experimentally, they found,
other than the usual long waves (set-downs) locked to the envelopes of the short
waves, another free long wave is radiated from the sand bars. The set-down waves
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propagate at the wave envelope speed and the free long waves propagate at the speed
of gH with g the gravitational acceleration and H the water depth, outrunning the
set-down long waves.
In this chapter, we mainly follow the procedures of Hara & Mei (1987) and derive
the governing equations of the long waves induced by short waves Bragg-scattered by
an periodic array of circular cylinders on water of finite depth. Long waves induced by
short waves scattered by both one-dimensional and two-dimensional arrays of periodic
cylinders will be studied.
6.2 Derivation of long wave governing equations
6.2.1 Boundary value problem
Let physical quantities be identified by primes. We consider vertical circular cylinders
of radius a' forming an two dimensional array extending in both horizontal directions
in water of depth H'. A train of plane waves of amplitude A' and wavenumber k' is
incident upon the array.
Let the fluid be incompressible and inviscid, and the flow be irroational. We
normalize the variables as follows:
t = Vg-Wt', (x, y, z) = K'(x', y', z'), k = k'/K',
H' 1 (6.1)H = K'H', = -•, = 1 'A' ' IA' g/K'
where (' and V' represent the free surface elevation and velocity potential respectively,
g is the gravitational acceleration and K' is the characteristic wavenumber of the
periodic cylinder array. We assume that K' is comparable to the incident wavenumber
k', hence the dimensionless wavenumber k = 0(1).
The velocity potential is governed by the Laplace equation
82~
V2, + = 0, (6.2)
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in the fluid, where V is the gradient operator in the horizontal plane (x, y).
The combined free surface condition gives
O a2 • 2•
&z 8t2 + 2E1V3 -V3 & +at ~2 V3 .m ( V 3 ' ~3~)=02 V 3 -V 3 V3 02 Z = E • (6.3)
where V3 = (V 2, al/z) is the three dimensional gradient operator and E denotes a
measurement of the wave steepness
C = K'A' <K 1. (6.4)
Under the assumption of small-amplitude waves by (6.4), Taylor expansion of the
combined free surface condition about the still water surface z = 0 gives, up to the
third order:
z= 0.t = -- F2 -- 3 + 0 (3)7
at2 aZ (6.5)
where J2 is the quadratic forcing term:
2 = E V .V V + )2)at ( az '\
a {1 1 (a) 2
= 4 -V + a z)t 2 2 a z
+az + t2 •aa2z
at, a 82 1j! at2
at ataz
z = 0,
(atV
(6.6)
and q3 is the cubic forcing term:
#E t ataz
- t ataz
2
(V4
(V
21 0z
1
2
2
2
at2
{"2 a2
kBt) az2 02( Dt2
)z 2 az(vz V + (a4z)
The kinetic free surface condition is given by
Sa= - Eat 2S \
4D)
+gaZ )
, z = 0.(6.7)
+ 28zdc~s z = E(.
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(6.8)
oz)g-zaZ )
+ z
11 )
( z8\ 8  )2
By Taylor expansion about z = 0, we obtain
O( = V4 -V4 + -qz + E a t z'
t=  2 (( z at &tz'
On the cylinder surfaces, no normal flux is allowed:
= 0,
rml ,m2
rmi,m 2 = Ir - Rmn,m21 = K'a',
where (ml, n 2 ) is the index of cylinder in the array.
We also assume that the cylinder radius is much smaller than the spacing and the
normalized cylinder radius K'a' is of order 0(0c):
K'a' = 2a < 1, (6.11)
where a is of order unity. Hence, the small parameter p defined in (3.4) of Chapter
5 is related to E by
V = k'a' = k(K'a') = kac½ (6.12)
Since both k and a are of order unity, from (6.12) we get
-= ka = O(1).
(2
(6.13)
The amplitude of the waves scattered by a slender cylinder is proportional to
the cylinder cross-section area so that the scattered wave potential is of an order
0(/ 2 ) , O(E) lower than the incident wave.
On the seabed, the vertical velocity vanishes:
= 0,az z = -H. (6.14)
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z= 0. (6.9)
(6.10)
6.2.2 Perturbation problems
As shown in previous chapters, strong resonance occurs when the Bragg resonance
condition is met and both incident and resonated wave amplitudes vary in slow time
scale t/(K'a')2 = O(t/c) and long spatial scales (x, y)/(K'a')2 = O((x, y)/e). It is also
known that, due to the second-order free surface nonlinearity, long waves of scales
(t, x, y)/e can be induced by short waves by the theory of radiation stresses (Longuet-
Higgins & Stewart 1960, 1961, 1962). Thus, we introduce the following temporal and
spatial scales:
x, y, z, t; (xl, Y1, ti) = E(x, y, t), (6.15)
and expand 4 and ( as power series of E and Fourier series of time harmonics:
4)= E n - 1
n=1
( = En - 1
n=1
n
E 
-nme-imwt
m=-n
(1]nme - imW t ,
m=--n
(6.16)
(6.17)
where
4 nm = Onm(, y,z;x, Y1, t),
(nm = (nm(X, y, z; x1, y, t),
(6.18)
(6.19)
are functions of both slow and fast variables.
The reality of 4) and ( requires that
Onm = On,-m, (nm = (n,-m, (6.20)
where the asterisks denote the complex conjugate.
Upon substituting (6.16) into (6.2), (6.5), (6.10) and (6.14), and grouping the
terms of same orders and time harmonics, we obtain the governing perturbation
equations for the first three orders.
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6.2.3 Boundary conditions on the cylinder surfaces
On the cylinder surface, the no-flux boundary condition requires:
O=V4. n
= VIO - n + (Vo11 " n)e- i t + c.c.
+CV1010 • n + E (Vio1i * n)e- i' t + c.c. }
+V20 n + (V0 21 - n)e- iwt + c.c.
+E2 V 1020" n + E2 (V1021 . n)e-it + c.c.}
t (V 22 -n)
+ (2 (V1 2
3-2iwt + C.C.
2 -n)e - 2iwt +
+EI2 V30 - n+E2 (V31i n)e -itc.c. +C.C. O(2e±2iwt , 3it) + 0( 3),
1
on the cylinder surface rml,m2 = ~2a, where n is the normal unit vector pointing
toward cylinder center over the cylinder surface.
On the cylinder surface, vanishing of the zeroth-harmonic normal velocity in (6.21)
requires:
V o10-n+eVl0o-.n+EV20.n+fl2 020.n+•12 V30.n= 0(E3),
Vanishing of the first-harmonic normal velocity in (6.21) requires:
V11" n + eV1~ 11i n + cV4 21 -n = O(e 2),
on rml,m2
1
on rmn,m2 = f2a.
1Due to the smallness of the cylinder radius r = eta, the scattered wave by a
small cylinder is of order O(p 2) = O(c) lower in magnitude than the incident wave.
However, their normal gradient on the cylinder surface must be of same order and
cancel each other. Hence, we can rewrite the boundary condition (6.22) for the
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C.C.
(6.21)
1
(6.22)
(6.23)
+ EV20- n}+ E{ Vl7q10.n + EV 30o. n}
+ E2 { V 1 20 1on rm, M2 = E2a,
which gives
V4 1o -n+ EVq20 -n = 0,
1
on rml,m2 = 2 a,
at the second order O(E); and
V1i1o -n + cVq 30 -n = 0,
1
on rml,m2 = E a,
at the third order O(e2).
Likewise, we can rewrite the boundary condition (6.23) for the first-harmonic
potential as
Vll  -n + EV21 -n} +c V 1i 11 " n + EV31 -n = 0(,2), on rml,m2 = f2a.
(6.27)
and find the boundary condition for 021 on the cylinder surface:
Vo 11 -n + EVq 21 " n = 0,
1
on rm ,m2 = 62a, (6.28)
6.2.4 The first order problem
At the first order, the boundary value problems for o10 and ¢11 are given by:
V 2 10 + 0 0,
-= 0,
Oz
=0,
z = 0,
(6.29)
(6.30)
(6.31)z = -H,
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zeroth-harmonic potential as
Vo10 -n
(6.24)
(6.25)
(6.26)
9010
Oz
Sn+... =0,
for the slow oscillations and
V211 = 0, (6.32)
2i11 _ 22 1  = 0, z = 0, (6.33)
az
0oll
= 0, z = -H, (6.34)Oz
for the fast oscillations.
No boundary condition is imposed on the cylinder surface at this order because of
the smallness of the cylinder size e2a < 1. The scattered wave potential by a circular
cylinder is of O(E) smaller in magnitude than the incident wave and thus is negligible
at the leading order. However, its normal derivative on the cylinder surface must be
of the same order as that of incident wave so that the sum is zero.
From (6.29)-(6.31), the first-order zero-harmonic potential 1o0 depends only on
the slow variables:
10o = 10 (x 1, y1, ti). (6.35)
Its largest horizontal derivative is eV 1 1oo = O(E) smaller than o10.
The first-order potential with harmonic e- i t takes the form of plane waves with
wave amplitude varying slowly:
N
O11 = Z(z) Aj(xi, yi, ti) eikj r, (6.36)
j=l
where Aj is the resonated wave amplitude depending on slow variables, kj is the j-th
wave vector kj = k(cos 3j, sin/3j) satisfying the Bragg resonance condition. N is the
total amount of wave components being resonated. The vertical dependence factor is
i cosh k(z + H) (6.37)
2w cosh kH
The frequency w is related to k by the dispersion relation:
w2 = k tanh kH. (6.38)
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6.2.5 The second order problem
At the second order, the slow oscillations is governed by the boundary value problem:
V202 +Z2
V2¢~ d2o z--
0920
Orml ,m2
0920
Oz
= -2V - V1¢10,
= -w-(i T0V 2 11 + c.c.),
1 0o10E r"1,M2
= 0,
z = 0,
rmi,m 2 = a,
z = -H.
The boundary condition (6.41) on the cylinder surface is obtained from (6.25). Since
10o depends only on the slow coordinates, the right sides of both (6.39) and (6.41)
vanish:
V2 20 + z2
az2 -2V - V.110 = 0,
020 1 q10o
_ra 
f - 0 ,MOrmi,m 2 Ormi,m2
rmi ,m 2 = a.
(6.43)
(6.44)
It follows from (6.36) that
z = 0, (6.45)
where k = kjk, j = 1,..., N. Hence, the inhomogeneous forcing of (6.40) on the free
surface
RHS(6.40) = -w (-ik2k 1 11 + c.c.) 0. (6.46)
In view of the homogenous equation (6.43) and the homogeneous boundary con-
ditions (6.42), (6.44) and (6.46), we choose the solution of 020 to be independent of
(x, y, z, t), i.e.,
(6.47)020 = 020(X1, Yl tl).
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(6.39)
(6.40)
(6.41)
(6.42)
V2011 = -- k211,
Thus 020 can be absorbed in o10 and set 020 to zero:
020 - 0.
For the fast oscillations, 021 is governed by
= -2V - V.011,
U-2 21 = 2iw &t1
021 1 209 11
Ormi,m
2
= 0,
z = 0,
1
rml,m2 = €2a,
Z = -H,
The boundary condition (6.51) for 021 on the cylinder surface follows from (6.28).
When the Bragg resonance condition
kj - kh = K (j h) (6.53)
is met, where K is the reciprocal lattice vector of the periodic cylinder array
K(j,h) = n(,h)b + n(j,h)b2 (6.54)
where n(j' h) and n(j,h) are integers and bl and b 2 are the primitive vectors in the
reciprocal space. As shown in chapter 5, the wave envelopes Aj are governed by a
system of coupling differential equations (5.108) in physical variables:
A + C'()0 t- + VA= i(k'a')2 (1- 2 cos(j -P h))A'h.
h=1
j= 1, ... ,N, (6.55)
Normalized the above equation according to (6.1), we obtain the coupled envelope
equations
0Aý + C(j) NV 1Aj = -iQo (1i
h=1
- 2 cos(/j -Ph)) Ah.
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(6.48)
V2 21 + 1z 2
a021
9z
(6.49)
(6.50)
(6.51)
(6.52)
(6.56)
6 0rml ,m2
where CJ ) is the group velocity vector along wave vector kj given by
CU) = C = 1=Y k 2k 2kH ksinh 2kHJ k' (6.57)
and •0 is the parameter with the dimension of frequecy
Qo = (ka)2 TC9ka (6.58)
with WY the cross-section area of the unit cell of the lattice.
We remark that, when there is no cylinder, a = 0, •0 = 0. Equation (6.56) reduces
to N uncoupled envelope equations for plane progressive waves in open water:
OA+ Cat, 9 (6.59)
Multiplying both sides of (6.56) with A* and adding the resulting equation with
its complex conjugate, we obtain
OAJ2+ C~j) VIA 12 1 A 1 Nf )
S+ 1 C V1 1 2 1 0 Z - 2cos(3 - 3 h)) AhnA + c.c..
h=l
By summing up the above equation over j = 1,. . . , N, we have
(6.60)
V1 A 2  E - I - 2 cos(3 j
j=l h=1
The right side terms of (6.61) can be expanded in full:
N N
j=1 h=1
+ I iQO
=1-
j=l h=l
- 2 cos(O3j -
- 2 cos(/3 -
In (6.62), the double summation on the second line is identical to that on the first
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SV1Aj = 0.
N
j=1 j=1
- h))AhA + c.c..
(6.61)
RHS(6.61) = h)) A)hA;
Oh) A*Ahj. (6.62)
P 2 7Cg
line, by exchanging the subscripts j and h. Thus
RHS(6.61) = 0
and we obtain
SV1IA,2) = 0,a A1 2 +
j=1
(6.63)
N
j=l
stating the conservation of wave energy.
6.2.6 The third order problem and the solvability condition
Boundary value problem for o30
At the third order, we consider only the slow oscillation 03o. The boundary value
problem for 30o is given by
in fluid domain,
z = 0,
r
rml,m 2 -- Ea,
z = -H,
where n is the normal unit vector pointing toward cylinder center over the cylinder
surface. The boundary condition (6.66) on the cylinder surface follows from (6.26).
The inhomogeneous forcing on the free surface in (6.65) is
V - V11 + 11 z(vqu. q~f +Oz Oz )
-wVl - (i0TlVqn + c.c.)
-wOV (itl vinll + c.c.) - V. Vl l
-wV - ((i;1V0q21 +c.c.)+ (iCqC1 V 11 + c.c.)), on z = 0. (6.68)
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_V0=V2 030 a Oz2
ao30
Ozar,, M
1
V1C10 " n,
€
= 0,
(6.64)
(6.65)
(6.66)
(6.67)
a2 010
at2
+ (
t•i + (W2 t11 + c.c.
+ c.c.)
z=0
z = -H
Figure 6-1: Unit cell where Green's theorem (6.69) is applied.
The slow free surface forcing . comes solely from the quadratic free surface terms
92 in (6.6) which contains a slow oscillatory component depending on tl and a fast
oscillatory component of harmonic e i2w t . The cubic forcing term 93 in (6.7) has no
contribution to the slow oscillation 9 since it contains only the first and third time
harmonics, emiwt and e 3 iwt.
The solvability condition for 030
Let us invoke the Green's formula over the unit cell V shown in figure 6-1:
JfV (\Y30 + O2 dV (6.69)= 9 dS,
where OV is the boundary of the volume including the free surface SF, the cylinder
surface SB, the vertical boundary S, and the seabed at z = -H.
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It follows from (6.64) that the left side of (6.69)
LHS(6.69) = - V 1o dV = V$ 1 O dz dSV J-H FS
-(.W - cira 2)HV2q 1o
= -_ HV2010 + O(E), (6.70)
where d is the area of the horizontal cross-section of the unit cell.
The surface integral along the vertical boundary S, of the unit cell vanishes be-
cause of periodicity, so does the bottom integral due to (6.67). Using (6.66), the
integral over the cylinder surface becomes
-B -n dS = -- H dz (V 1010-. n) cadp
Ha 2ir
Ha I (V1 1o- n) d. (6.71)
1
Note that '11o depends only on the slow variables. Along the circle r = eta, Taylor
expansion of V 10 10 -n gives
Vlq 1o(r = Ela) - n = (V1010),=0 n + O(e). (6.72)
Since the slow wave potential 1io is not defined at r = 0, the cylinder center which is
outside the fluid domain, (V11o0 ),=o in the above equation has no physical meaning
and is simply the coefficients of the Taylor series of V 10 10 in the neighborhood of the
cylinder. Substituting (6.72) into (6.71), up to the leading order, we get
a dS = - a 2{ (Va0)r=0 -n d
Ha 27
I (V1 010),=0 - ndp = 0, (6.73)E2 0
where we use the integral f02 ndp = fo2x (- cos i - sin ýpj)d( = 0. Thus the con-
tribution of the cylinder surface integral to the right side term (6.69) is negligible to
the leading order.
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Using (6.65), the integral over the free surface becomes
1f F
dS 
=
Oz 9 dS (6.74)
with - given by (6.68).
Substituting (6.70), (6.74) and (6.73) into (6.69) and keeping only terms of unity
order, we get
-d.HV210o= 1 9 dS. (6.75)
where W = SF + wca2 includes both the free surface SF and the cylinder cross-section
cwa2 . The left side of (6.75) depends only on the long scales (xl, yl), while the right
side is the intergation of the forcing terms containing both slow and fast oscillations
over the free surface of the unit cell. We will prove later that the integration of the
fast oscillation in fact is zero.
The integration over W/ of the first term of 2 in (6.68) is
'Ii 2¢10~ dS = -. 02 10at2 (6.76)
Using (6.36), the surface integration of the second term of . is
-( Vll Vq 1 +
a0¢ a0 11 d)
az Oz) + (W2 1 1 1 + c.c.))dS
where 12 is
12 1 z Oz
t (w2d2 11 + c.c. ))dS
11
NN
-IZ'(O0)12 AjA*
j=1 h=1
Veik. .r . Ve-ikh'rdS
H/ eikj-r e-ikh-rdS
N N
+ w2Z(0) (Z'(0)) = h=lA
j=1 h=1
eikj're ikh-rdS + c.c.).
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_012
at1') (6.77)
N N
= -IZ(0) 2 Z AjA*
j=1 h=1
(6.78)
The first integral in (6.77) can be written as
Veik r. .Ve-ikh'rdS = I k2(cos
= k2COS(pj -
/j Cos 0h - sin /j sin 0h)ei(kj -kh)'rdS
13h) ei(kj-kd)rdS. (
Making use of the integral formula given in (5.93),
J ei(kh- kj)-rdS = bjhd,
and the function Z(z) and its derivative on the free surface z = 0 from (6.37):
i Z'(0) = 2'2w 2
the integral 12 in (6.78) becomes
N
j=1
N
j=1
2
Aj 2 + (W- N Sj= 2 + C.C.
j=1
dW(k 2 - w4) NJj 12
4w2  Ej=1
Hence, the free surface integral of the second term of 9 is
S12 W (k2 - 4 ) N(6.77) - - 4w2  IAJ 2.
j=1
The surface integration of the third term of 2 is
0 (i0qmV1 11t + c.c.) } dS -wV 1 -
N N
0)12 3 A;Ah e- ikj rVeikhr + c
j=1 h=1
JJ (is lvf 11 V + c.c.)
.c.}dS.
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i.79)
(6.80)
k2 
12 = d -4W 2
(6.81)
(6.82)
LJfOv.i dS
(6.83)
natk 
i 
h 
kH__.. ~ 1 I rr UlAlIl rbJ[J
Noting that
Se-ik-r VeikhrdS = (ik cos hi + iksin Ohj)j e-i(kj-kh)rdS = ikhd-, (6.84)
we simplify (6.83) into
{ N N
(6.83) = -wV 1 . -uikjlAjl2 +C . = I 1  kjlAj2 .).
j=1 j=1
(6.85)
The last three terms of .9 are in the form of divergence in short scale, their integral
over the free surface can be related to the line integral over the boundary of d by
Gauss's theorem:
i .{...}dS=j .. d (6.86)
where {...} represents the last three terms of . in (6.68) and e is arc length element
along the cell boundary aO/. Making use of the periodic properties of ¢11 and ¢21
011(r + R) = eikilR1n1(r), 021(r + R) = eiki-R 21(r),
where R is the lattice space defined in (5.13), we find the quadratic product appearing
in the last three terms of 9 are periodic over the unit cell:
I r+R
¢O12ll r+R
r+R
r+R
- eikiRe-ikl"R¢ V1 1 11  = 1• 1  11r'
= ek e - i R  11,7 ¢111 I r  0r11,7 111r
= e -i k1Re - ikR-R 1 - I11
atl r t, 1
= e -ik i-R e1 21 -- 1 = 21 rV2 i
= e2ik-Re-ik-R 1V 1 1  21V 11 Ir
Thus, the kernel in the line integral on the right side of (6.86) is periodic and has no
net contribution to the integral, (6.86) = 0.
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(6.87)
Substituting (6.76), (6.81) and (6.85) into the right side of (6.75), we get
-dHV21 o = - a2'01 42 - W4) a N 2 +2 V+ km N j 2 . (6.88)
j=1 j=1
Making use of the wave energy conservation equation (6.63), the last term on the
right side of the above equation becomes
N N
S N 12 kd a N 12w-V( k•" (2 2wC, 9 tlZ E J 2. (6.89)
j=1 j=1
Substituting (6.89) into (6.88) and rearranging the terms, we get the governing
equation for the slow oscillatory velocity potential:
1 k2 
_ U4 k N  12 2a1 N  1_2° HV• 0 10 =- k + E IAij2 = w E AE j2. (6.90)
j=1 j=1
The coefficient
1 k2 - w4 k 1 k2 - k2 tanh2 kH C k2
w2 4w2  2wC = ktanhkH 4ktanh kH 2C0 k tanh kH
I 1 (2C+)= + 1 -1 (6.91)
4 tanh2 kH C, (
is positive as shown in figure 6-2. When kH > 1, tanh kH -- 1, C, -- C/2 and thus
E --+ 1. Equation (6.90) is valid for both the open water domain without cylinders and
the domain covered with cylinders since it does not involve cylinder array parameters.
However the wave amplitudes Aj in the forcing term depend on the geometry of the
cylinders within the array.
6.2.7 Boundary conditions for o10
Continuity conditions for long wave potential
WVe invesigate the continuity conditions of pressure and normal velocity along an
interface between the fluid domains with and without cylinders. The hydrodynamic
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2 4 6 8
kH
Figure 6-2: Dependence of the coefficient E in (6.91) on the normalized water depth
kH.
pressure is obtained from Bernoulli equation:
p= Vat V.at 2 (6.92)
We assume that the interface is at xl = , and let 4+ stand for the right and left sides
of the interface respectively.
Continuity of pressure across the interface requires:
0=[p ý+= - [- t
-= - -iwc11 e- iw t + c.c.] - e Lat, + (V¢ii V + z z
+O(ceeiwt,' 2iwt) + O(E2).
In order to have pressure continuous across the interface, it requires that, at the
leading order,
11] -= 0, -H <z< < 0,
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V a + a•az az
(6.93)
(6.94)
+ -V2(
for the first harmonic, and at the second order,
a1o+ 1(vQiiv f o1 al41)1 +
+ (Vo, - V + -= 0,8t + Oz Oz
for the zeroth harmonic.
Substituting (6.36) into (6.94), we get
=Z(z) A]C eikj-r = 0,
j=1
-H < z < 0,
which is possible only when the wave amplitude is continous across the interface:
[Aj] = 0, j = 1,...,N.
Equation (6.97) indicates that the quadratic term Vo11
(6.97)
-V 1Dz + 11Vz Oz in (6.95)
is also continuous through the water depth across the interface. Therefore, (6.95)
leads to
[010] -0
at -" O (6.98)
use is made of the fact that o10 is uniform across the depth. Integrating (6.98) with
respect to tl once, we find
[10]i: = 0. (6.99)
Continuity of the normal velocity across the interface requires:
S .n n)-itc.c. + +O(Eeiwt)+O(C2).[VýD-n] =(Voll- )e-t+c. . C +E V141, -n] +O(ee~e)+O2) (6.100)
At the leading order, Vo 11 -n is continuous following (6.36) and (6.97). At the second
order, continuity of the zero harmonic in (6.100) gives
[V1 10o n = 0. (6.101)
In summary, the slow oscillations ¢lo and its normal derivative are both continuous
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-H < z < 0, (6.95)
[dsii]: (6.96)
across the interface.
6.2.8 The second-order wave elevation
It follows from (6.9) that the second-order free surface elevation
(2 (Ot(t 1 + at)28t2at aq 1 a
2  1
at ataz' z = 0, (6.102)
where the slow oscillatory part is
(20 = --
at, +{ +W2 ( 1 1 +c.c.) , z = 0. (6.103)
The cell-averaged value of (20, which we denote as qj, is defined by:
7(Xl, yl, ti) = (6.104)
Substituting (6.103) into (6.104) and noting that the integral of the terms in the curly
brackets in (6.103) is I2 given in (6.78) whose final value is given in (6.81), we get
ato10t1
k2 _ W4 N 1
4w2  IAj!j=1
U(UiA (6.105)
at1  2 sinh 2kH L JAjlIj=1
Evolution equation for the second-order wave elevation
Differentiating (6.90) with respect to tl once, we get
42 a 10o
It? Ot
- HV a0 1o 2 a
2  N
- w2E- 2 EAj 2.
at= j=1
(6.106)
From (6.105), we get
S010 7 - k
at, 2 sinh 2kH
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N
SIAj 12.
j=1
(6.107)
1 1I
- 1 + O2 az
_(Voll.voll+ 19Z a
120
(20 = ~
Substituting (6.107) into (6.106), we obtain
HkH 2 2+
S2sinh2kHVi 1 jj=1
k a2  N2E- 2kH N (6.108)
E 2 )sinh 2kH  tj=
j=1
where the coefficient of the second term on the right side can be further simplified:
k
w2 . EE -
2 sinh 2kH
= W2( 1 (2C
4 tanh2 kH C,
-1)
tanh kH 1 + 2kH/ sinh 2kH
k C 1
tanh kH 2Cg 2CCg
Combining (6.61) and (6.63), we get
2 Nj 2EIAjI =
1j=
N 9j )  ,)OA1
j=1
= (C) . V1) 2JAjl 2
j=1
N N
+2 E E(1 - 2cos(Oj
j=1 h=1
- Ph)) (C(j ) -V 1) (iAhA* + c.c.). (6.110)
Substituting (6.109) and (6.110) into (6.108) and using
kH 1
2 sinh 2kH 2
we obtain the governing equation for the second-order surface elevation:
•AI12  Y2 CC,
N
j=1
S1v) 2 1Aj12
AT AT
+ CQ
9 ; 1
Z(1 - 2 cos(/, - 3h)) (C ( ) - Vl) (iAhAA+c.c.). (6.111)11•__9
When there is no cylinder present, we let a = 0 and thus Q0 = 0 from (6.58). The
last term of the forcing terms in (6.111) disappears leading to the long wave equation
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2r T
at2I
k
2 sinh 2kH
(6.109)
&2r,
at2I
- HV2 = 1 (11 2 C
Nj
j=1
+1)
1)2
- 1V2) 1
J--• '"-
in open water:
N
- HV 1= - 1 A 12
j= 1
N
2 CC=
Sj= 1
As a limit, when there is only one plane wave train N = 1 traveling along x-direction,
(6.112) becomes
(2C0Ca2tOt2
1 2
- HV rl 
-
2
1) d2(All 22) Ox• (6.113)
1(2C, 1 2
where S11 = - A 1 12 represents the radiation stress of the short waves.2 C 2
Equation (6.113) was derived by Longuet-Higgins & Stewart (1960, 1961, 1962) for the
set-down and set-up of unidirectional wave groups. Equation (6.112) is an extension
of their work for the long waves induced by a finite number of short plane waves.
Boundary conditions for r
It follows from (6.105) and (6.99) that the variation of r7 across the interface xl =
= t 1] - k N
2 sinh 2kH L[5- =1
thus the second-order free surface elevation is continuous across the interface.
The variation of the normal derivative of r7 across the interface is obtained by
taking the xz-derivative of (6.105):
n]+ 0- [V l n] k 2N2 sinh2kH L1 Z 1Aj12j=1
The first term vanishes since the continutity of long wave velocity across the interface
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02 1at2
It
V)2Ajl2. (6.112)
E+ 1 Aj2] =0, (6.114)
[v117l (6.115)
a2Si1
a4 '
given in (6.101). Therefore, the matching condition for the slope of r] is
V7 + k N ý+
r _ 2 sinh 2kH n[_1j=1
S2C 1 I Aj2 +  (6.116)4H C 
"j=1
In order to obtain the second-order free surface elevation yr, we first solve the long
wave potential equation (6.90) subject to boundary conditions (6.99) and (6.101)
to obtain ¢1o, then evaluate 71 by (6.105). It is easier than solving (6.111), which
contains three forcing terms, subject to an homogeneous boundary condition (6.114)
and a more complicated inhomogeneous condition (6.116).
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6.3 Long waves induced by short waves Bragg-
scattered by a finite strip covered by a two-
dimensional array of circular cylinders
We consider a train of incident waves with periodically modulated wave envelope,
Al = lei(KcosQ3lx+Ksinplyj-1ti) + c.c. = Cos(K cos,3x1  + K sin P3yl - Qtl), (6.117)2
where the maximal wave amplitude has been chosen to normalize the wave envelope
and A, has an amplitude of unity. The wave envelope direction is the same as that
of the wave vector kl = k(cos pli + sin )3j). The envelope wavenumber K is related
to the detuning frequency Q by the dispersion relation:
K = . (6.118)
Cg
We consider the long wave induced by the short waves Bragg-scattered by a wide
periodic array of vertical circular cylinders, such as an offshore airport supported by
cylindrical columns. The strip covers a width L' of order 0(1/e) in the x- direction
and extends infinitely in the y-direction. We let the x-origin located at the left
boundary of the strip and denote L = eL' so that the strip is confined in 0 < xzl L
in the slow coordinate. A train of periodically modulated water waves is incident from
x -oc and making an angle Pl with the x-axis. The range of 01 is (-7r/2, r/2)
and the wave envelope is given in (6.117).
We use the superscripts - and + to represent the wave envelopes and their asso-
ciated functions in the left open water domain x1 < 0 and in the right open domain
xz > L, respectively. In the middle domain 0 < zx < L covered by the cylinder array,
no superscript is introduced for the corresponding variables.
We will mainly focus on the long wave induced by the two-wave Bragg resonance
by the strip.
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6.3.1 Short waves scattered by the strip at Bragg resonance
When the Bragg resonance condition (6.53) is met for N = 2, the short wave envelopes
in various regions are given in (6.56) and (6.59) respectively:
+ C(') 
- VIA1
at, 9
aA- + C(2) 
- V1A-,
atl 9
=0,
=0
(6.119a)
(6.119b)
to the left of the strip x, < 0;
V1A1 = iQo 1(A, -(2
+ C (2) VA2 =
1 - cos(ý3 
- 32)
2
iqo0 1 - COS (1 - 3 2)A +2+
in the field covered with periodic cylinders 0 < xl L;
aA+ C(1) VA+ = 0,
at, 9
aA+2 + C(2). V1A+ = 0
at, 9 2
(6.121a)
(6.121b)
to the right of the strip x 2 > L.
The group velocity vector C' ) and C (2) are in line with the wave vector kl and
k2 , respectively, i.e.,
Cg) = C (cos p3i + sin0 j), C 2) = C (cos 2i + sin/32j).
Given incident wave direction p1 and the lattice strucutre, we can determine the
wavenumber k at resonance and the angle /2 of the resonated wave following §5.6.1.
Note that the slow variables in this chapter is defined by (t 1, x1, yi) = e(t, x, y)
other than (ti,xl, yl) = p2(t, x, y) in Chapter 5. Qo defined in (6.58) differs from
(5.105) by a factor of p 2/e and the normlized strip length is L = eL'= (p2L')
where p2L' is the strip length in slow variable used in Chapter 5. For given incident
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OA1 C+ )
at, 9
0A 2
atl
(6.120a)
(6.120b)
(6.122)
waveamplitude A', wavenumber k' and cylinder radius a', if we define
K' (k'a')2K' =A' A'
then we have
(6.123)
(6.124)ka = k'a'1a 1.
€~ ~KA'
The equations (6.119a)-(6.121b) will have the identical form as (5.154a)-(5.156b).
Because of linearity, the responses to the periodically modulated incident wave
envelope (6.117) can be obtained from (5.160):
A (x 1, Yl, tl) = B•j (xi)ei(Ksin Ply l - f 2t) + C.C.,
A+(xi, i, t l) = Bj(xli)ei(Ksin13 y1- Qt i) + c.c.,
A-(xiy, t1 ) = BtB(xl)ei(Ksin,3y1-Qtj) + C.C.,2
xl < 0;
O < xl < L;
xl > L, j = 1, 2, (6.125c)
which are all real.
To the left of the strip x1 < 0, the solutions B i and B2 are given in (5.164a) and
(5.164b) respectively:
B l (xi) = eiKcosP3lxj
B2 (xi) = R 2eiK2Xr ,
(6.126a)
(6.126b)Xl < 0,
1 - sin /1 sin32 K
K2 = o 2
cos 02
(6.127)
is the wavenumber of the wave envelope A 2 in the x direction.
To the right of the strip x, > L, the solutions of B + and B+ are given by (5.169a)
and (5.169b):
B+(xi) = TieiKcosP,3 (x1-L)
B + (xz) = T 2 eiK2(x1- L ),
(6.128a)
(6.128b)x > L.
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(6.125a)
(6.125b)
where
In the cylinder field, B 1 and B2 are given in (5.173a) and (5.173b) respectively,
(iA
•
QOloz' (iA 2 QOXl\
B 1 - C 1 Iexp C )+ C12 exp 0, c) (6.129a)
C9 C,(iA lo iA2Q
B2 = C21 exp y o + C22 exp 0 )X1 (6.129b)
where A1 and A2 are given in (5.175) and the coefficients C11, C12, C21, C22 are given
in (5.187) when cos 0 2 > 0 and the resonated wave is scattered forward, or in (5.214)
when cos /32 < 0 and the resonated wave is reflected.
The reality of the eigenvalues A1 and A2 depends on the detuning frequency Q/l 0.
When the resonated wave k 2 is scattered forward, cos 32 > 0, or when the wave k2
is reflected but the detuning Q/Q 0 is outside the bandgap given in (5.208), both A1
and A2 are real. The solutions (6.129a, b) contain two oscillatory components. When
the resonated wave is reflected and the detuning Q/Q 0 is within the bandgap (5.208),
A1 and A2 are complex conjugate. Let A1 have the positive imaginary part and A2
the negative. The first terms of (6.129a, b) represent a oscillatory component with
exponentially decaying magnitude with increasing xl. The second terms represent
oscillation with exponentially growing magnitude with increasing xm, which can also
be seen as a exponential decay starting from the right edge xl = L along the opposite
xl-direction. For a long strip length which makes leiAXQOL/Cg9 --+ 0, we obtain the
coefficient C22 of very small value by satisfying the boundary condition B2 (L) = 0.
Following (5.179b), the coefficient C22 Will also be very small. Further details on the
properties of Al, A2 and the solutions Bl(xQ), B2(Xl) are refered to §5.6.
The coefficients in (6.126b) and (6.128a, b) are obtained by satisfying the conti-
nuity conditions (6.97):
T1= C- e iA L QoL/Cg 1A2QOL/Cg ,  (6.130a)
T2 C21eiioL/ + C 22eiA2OoL/C, (6.130b)
R 2 = C21 + C22, (6.130c)
which represent the transmission coefficient of the incident wave, the transmission
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and the reflection coefficient of the resonated wave, respectively. More specifically,
when cos 02 > 0 and the resonated wave is scattered forward, there is no reflection
from the left strip edge and thus R 2 = 0. T1 and T2 are the transmission coefficients
of the incident wave and the forward scacttered wave respectively. When cos /2 < 0,
the resonated wave is reflected and no wave along k2 is transmitted through the right
strip edge and T2 = 0. R 2 is the reflection coefficient on the left strip edge of wave
k 2. These will be imposed as boundary conditions for the first-order wave envelope.
The wave energy conservation (5.184) requires that
cos 01 + cos 3 21R212 = cos1 /iITl 2 + cos / 2 1T2 12. (6.131)
We now turn to the second order solution.
6.3.2 General solutions to the long wave equation
For N = 2, the governing equation for the long wave potential 10 in (6.90) becomes
d 2 10o HVg o10 = -w2EE- (IA 12 + IA212). (6.132)
ot2
Substituting (6.125) into the above equation, we get
a210_ HV 1o = _W2E a (IAi2 + IA2 2)
-w2 E (B2 + B2)e 2i(KsinQO y;1-Ytl ) + c.c., (6.133)2 1 
where the forcing contains only slow second harmonics e±2i'ti. The potential q 10 and
its normal derivative are continuous across the interfaces xl = 0, L according to (6.99)
and (6.101),
[1o = 0, = 0, (6.134a)
10 L 0 1 1 - L 0 0(6134b)
= 0, = 0. (6.134b)L 8zir L_
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Substituting (6.126a, b), (6.128a, b) and (6.129a, b) into (6.133), we obtain:
- 2 (e2iK cos1 l T 2e 2 iK2X) e2i(Ksin l3 1 yl -Q t l )+ .c .,
2
(6.135)
to the left of the strip xl < 0, and
-01 HVlE[10C 
1221It
e2iAloz/Cg +2 [CllC12 + C21C22] ei(A1+A2)ozX1/Cg
+ [C12 + c222] e2i\A2OX/lC) e2i(Ksin plyi -yti) + c.c., (6.136)
in the cylinder field 0 < xl < L, and
1 - HV
iw2•2E
S2 (T2 e 2iK cos 3 1(x1- L) T2 e 2iK2(x-L)) e 2i(K sin P1y l - t li) + C.C.2
to the right of the strip xl > L.
We decompose the long wave potential into two parts:
¢1o = ¢0l0P + W1o0,H
010 = 0I0,P + H10,H,
o = 10,P + 10,H•
Xl < 0,
0 _x, < L,
xl > L,
(6.137)
(6.138)
where -O,P, lo,Pt, l0,P are the particular solutions to (6.135), (6.136) and (6.137)
respectively and 410,H, 010,H, +10,H are the homogeneous solutions to the correspond-
ing equations. Across the interfaces, it follows (6.134a, b) that the sum satisfy the
following conditinos of continuity:
+ [010,H 10 = 0,
0,P 1OH -= 0,L_ L_
0 = 0,
L+
L-
09o10,
091 [ 1O,HI L++ 0 L-1- O _
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a2- HV o
o1t
1107.P 0 (6.139a)
(6.139b)=0.
Particular solutions Ojo,1, F10,P
To the left of the strip xz < 0, the particular solution to (6.135) is obtained as
iw2QE f e 2iKcosI3 zzx
10,P 2 4Q2 - 4HK2
w2E e2iK cos31x 1 R2
= i + 1-8iQ 1 - H/C)2 I -
R2 e2 iK221
4Q2  2 4H(K 2 l e 2i(Ksinly1-t) + C.C40 2 - 4H(K2 + K2sin 221)
e 2 iK2xl 1 e 2 i(K sin j1y l - G tj) + C.C., (6.140)
+ sin 2 1 ] (1 - sin ý1 sin '2 )2
cOS2 02
+ sin 2 1] (6.141)
Within the strip of cylinders 0 < xzl L, the particular solution to (6.136) is
010,P = • •Dil e2iAj1ox/Cg + 2 D12ei(A1+A2)o X/lCg
+D2 2e 2iA2QoxI/Cg }e 2i(Ksinlyj- tj) + C.C., (6.142)
where the coefficients
D -= C121 + C 21
1 - (sin 2 31 + (A 1 -)2)H/C0'
(011C12 + C21C22)
12
1 - (sin2 1p2) H/C '9
C2 +212 C222
1 - (sin 2 1 + (2)-H)+
To the right of the strip x1 > L, the particular solution to (6.137) is
+ w 2 E T2e 2iKcos 3l(xl-L)
10,P 8iQ 1- H/Cg T 2
2e2iK2(xi-L) }
i2e 2 HI e2i(Ksin•lyl-Qtl) + c.c..1 - Y2H/C
Though the long wave equaion (6.132) has continuous forcing in x1 E (-oo, +oo)
due to the continuity of the wave envelope, its particular solution 010,p is discon-
tinuous across the interfaces due to the difference of the wavenumber of the wave
envelopes in various regions.
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where
= [(K22
(6.143a)
(6.143b)
(6.143c)
(6.144)
D22 =
At the left boundary of the strip xl = 0, the jump of Olo and its x1-derivative
across the interface are
10,P = 10,P -1= 10,P
- x =0 x1 =0
2 Poe2i(KsinOly l1- Qt l ) + C.C.,2Q
[•o 0_]+ =0 1o0,p
OX1 10- •Ox x =0 Ox1 xi=0
2K Qoe2i(Ksin/3Iyl 
-tI) + c.c., (6.145b)
where the constant coefficients are
Po =•E Dll + 2D 124
Q- 4 20 AIDi +
cos 31
1- H/Cg
(A1 + A2)D 12 + 12D 22)
K `'`2
1 - ^ýH/C2 "
At the right boundary of the strip xz = L, the jump of 1io and its x1-derivative
across the interface are
105o,P] L
L
I @ L+ 
= + - 1o,p = iW210Pxl=L xl=L 2Q
1o, xl=L 0x xl1 =L
PLe2i (K s i n 3 1y l ¶- 1 t l ) + C.C.,
2 K QL e 2 i(Ksin 1yl1-ftl)
•2
(6.147a)
+ c.c., (6.147b)
where the constant coefficients are
P E T1 22 - Dll e 2iAl1o L / C,P 4 (1 - H/C2 1 - y2H/Cg
- 2 D12ei( +1±2)QoL/Cg - D22e2iA2QoL/Cg }
E cos O1 T2 _FT2
4 1 - Hl/C 1 - 2 HICg1
Q0 eiX c L
-. (~AiDIIe cg +(A, i(,,2) + 2D2
2
no L+ A2)D12e Cg +A2D22e
(6.148a)
c2iX2 
.(6.148b)
These discontinuities must be rectified by the homogeneous solution.
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(6.145a)
1
+ D22 - --1 - H/C2
(6.146a)
(6.146b)
R 2
1 - 72H/C
Homogeneous solutions 010,H, 0O10,H
The homogeneous slow wave potential 010,H, 10,H 0,H satisfy the homogeneous
wave equations:
'10,H
- HV2 I10,H
10,HJ
subject to the boundary conditions:
10,H 0-
1010,H 
0 +
L+
(9X0,1 I L_
1 0 W 62 P O e 2i(K sinP ly - Qt 1) + C .C .,r100,P0+ - W2P0_
L 0+ iW 2 PL e2i(Ksinf3yl -tl) + c.c.,
10 10,P L = -
'P L + 2- KQL e2i(Ksin1y,-Oti) + c.c..
L OX1 JL_
obtained by substituting from (6.145a, b) and (6.147a, b) into (6.139, b).
The boundary conditions (6.150a)-(6.150d) suggest that the general solutions to
(6.149) have the following form:
-0,H = F-ei(-KH1 + 2KsinPlyl--20tl) + C.C.,
010,H = (Fe - iKH u 1 + GeiKH1 )ei(2Ksin , 1y1- 2 t1l ) + C.C.,
0+0,H = G+ei(KHxl +2Ksin ll1Y l - 2 Qt l ) + C.c.,
Xl < 0,
0<xx < L,
xl > L.
The radiation condition has been applied to allow only the left-going wave envelope
in the left region x1 < 0 and the right-going wave envelope in the right region x1 > L.
The wavenumber KH is obtained by substituing the above equations into (6.149):
1
KH = - 4K 2 sin
2 
0
1
2
H
- 2II( 2
= 21KI (H
- sin2i)1
- sin 201 ) .
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( 2•( 82 =0,
z < 0,
O < x, < LI
0x > L,
LX1 >L.
(6.149)
(6.150a)
(6.150b)
(6.150c)
(6.150d)
(6.151a)
(6.151b)
(6.151c)
(6.152)
When C > sin2 1, KH is real and 0,~ represent the left-going and the right-11 .- 10
going long waves toward infinity. When 2H < sin2 i1, KH is imaginary and the
homogeneous solution is a trapped wave on the strip.
The coefficients F-, F, G and G+ in (6.151a, b, c) can be solved by satisfying the
continuity conditions (6.150a)-(6.150d):
1
-iKH
-e-iKHL
iKHe-iKHL
1
iKH
-_ 
iKH L
-iKHeiKHL
0
0
eiKHL
iKHeiKHL
The solution to the above linear equation system is
F =
iW40 p,
2Ki
K,
G = iW +
4f1 -"P +
LQL }eiKHL
2K) ,KH
Go) +(-PL +
2K)
KH L
2K
-Q e - iKHL .
(6.154a)
(6.154b)
(6.154c)
(6.154d)
We define a critical angle
C
sin f = H
Hs
(6.155)
at which the wavenumber of the homogeneous solution KH = 0 from (6.152). Let the
incident wave angle 31 slightly differ from 0/
01 = 03 + 20, (6.156)
where a is of order unity. From (6.152), we get
1  1
KH = 21KI (sin2 0* - Sin2 01) 2 = E(a sin 2P;) . (6.157)
Substituting the above KH into (6.154), the amplitude of the homogeneous solution
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-1
iKH w
2KQo
2Q
W2KQLo2K
(6.153)
iw 2  2K eKL+
F- 4 H Q + eH +
4Q If( +
f', "l
-- -. 1
is of order O(K/KH) = O(E- 1 ) is comparable to the water depth. The present linear
long wave theory is no longer valid.
6.3.3 The second-order surface displacement
The second-order wave elevation is given in (6.105) by letting N = 2:
k
2 sinh 2kH Al1
2 + 1A212). (6.158)
Substituting (6.138) and (6.125a, b, c) into (6.158), we get
7 = l7s + 7L + 7F (6.159)
where qs is the steady set-down
12 + IB212) (6.160)
which is always negative and hence below the still water level z = 0; TqL is wave
elevation locked with the short-wave envelope and travels at the group velocity,
= 10,P
atl k in (B2 + B2) e2i(Ksin
3 yljy-tl) +8 sinh 2kH
Finally, I/F is the surface elevation of the free long waves:
l p10,H
Ftl
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k(IB
s 4 sinh 2kHB
C.C.}. (6.161)
(6.162)
0¢10
at
Steady set-down rqs
Substituting (6.126a, b), (6.128a, b) and (6.129a, b) into (6.160), we obtain the time-
independent free surface set-down in three regions:
k{
4 sinh 2kH 1 + IR212 }, l < 0, (6.163a)
4 sinh 2kH
x{ (IOCl1 2+ ICl2 )e-2Im(Ax) aox1/C + (161212 + 2212 )e - 2 m(A2)QO1/C g
+ ((l 1C2 + C21C22)ei(-A)ox/C + c.c.) },
k
rl-• = 4 sinh 2kH{]T1]2+ T212>,
0 < x 1 5 L, (6.163b)
x1 > L. (6.163c)
The set-down amplitude rls is constant and negative in the open water regions xl < 0
and xl < L. and varies with x1 in the cylinder field 0 < xl _ L. rIs is continuous
across the interfaces xl = 0, L due to the continuity of B 1 and B 2.
Case I: cos 32 > 0
When cos 2 > 0 and the first-order resonated wave is scattered forward, we have
R 2 = 0 and
IT212
(2 cos(3 1 -132) - 1)2
2A Cos 2 32 -Io[ Cg I (6.164)
as given in (5.194), and the transmission intensity IT 12 from the wave energy conser-
vation (5.195) is:
cos 2IIT 12 = 1 cO T1 2.
cos3 p1
(6.165)
Using (6.164) and (6.165), the difference of the mean sea level on both sides of
the strip is
Ars = f- s
kSh2kH
4 sinh 2kH (IT12 + IT212 -
k cosP32
4 sinh 2kH cos 1 cos2 2 \
- cos oL ])6.166)Cg
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1 (2 cos(31I I
2A
-/32)- 1)2 1J R(
The effect of the detuning Q/Q 0 on Als is contained in the discriminant A shown
in (6.166). Also Ars depends sinusoidally on the strip length L. Whether the mean
sea-level rises or sinks after propagating through the cylinder field depends on the
sign of cos 02/ cos /1 - 1. The resonated wave angle /2 is determined by the incident
wave angle pl and the reciprocal vector which causes Bragg resonance, as discussed
in detail in §5.6.1. If -01 < 02 < 01, cos 2 > cos 31 and the sea-level on the right
side is higher. Otherwise if -7r/2 < 02 < -/1 or /1 < < ir/2, cos 02 < cos 01 and
the right-side sea-level is lower. If /2 = -11, the sea-levels on both sides are equal.
Figure 6-4 plots the steady set-down qs across the strip by the short waves satis-
fying the Bragg resonance condition shown in figure 6-3. The wavenumber at Bragg
resonance is k = i• +1. The incident wave angle is 01 = r/6 and the scattered wave
angle is 32 = ir/3. Since cos ,2 < cos /1, the sea-level on the right side of the strip is
lower than that on the left side. The set-down on the left is constant since there is
no reflection on the left and R2 = 0. Within the cylinder region, qs is oscillatory. It
can be seen from figure 6-4 that 7rs is continuous at xl = 0 and xl = L. However, its
normal derivative is discontinous across the interfaces.
Figure 6-5 shows the dependence of the set-down difference A77s between both
sides of the strip on the strip length L and the detuning Q/Q 0. The difference Aqs is
large when the detuning is near zero. When the detuning increases, the discriminant
A in the denominator of (6.166) also increases and make Arls decrease. The oscillation
of Aqs with respect to Q/Q 0 becomes more frequent when the strip length increases,
described by the last term in (6.166).
Case II: cos 32 < 0
When cos 02 < 0 and the resonated wave is reflected (see §5.6.1 for the conditions
of the occurence of reflection), we have T2 = 0 and the transmission intensity IT1 |2 is
related to the reflection intensity IR2 2 by (5.220):
R2 2  COS (1 - T1 2). (6.167)
- cos /32
344
Figure 6-3: Bragg resonance in a square lattice of spacing al' In reciprocal space
normalized by 27r/ aI, hI = i, h2 = j. The resonance wavenumber k = J3+ 1 and the
resonated wave vectors k = V3+1i + 3+V3J' and k = V3+3i + V3+1J'1 2 2 2 2 2'
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Figure 6-4: Steady set down TIs when cas {32 > 0 (forward scattering). The incident
and resonated wave vectors are shown in figure 6-3. (31 = 7r /6, (32 = 7r /3, k = J3+ 1,
kH = 2 and noLjCg = 4.
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Figure 6-5: Dependence of steady set down difference Aris on the detuning Q/1o and
the strip length L. The incident and resonated wave vectors are shown in figure 6-3.
01 = 7r/6, /2 = 7r/3, k = \ + 1, kH = 2.
The sea-level difference between both sides is
s = - T2s
4 sinh 2kH(IT1 -1-1R 2 2)
4 sinh 2kH 1 cos/02 1 12 (6.168)
Since cos 02 < 0 and the transmission intensity IT,1 2 < 1, Anls must be positive.
Therefore, when the resonated wave is reflected, the mean sea-level rises after the
wave pass the cylinder field at Bragg resonance.
In particular, when the detuning frequency falls in the bandgap (5.208) and the
strip length L > 1, the transmission intensity IT 12 -- 0 and the reflection intensity
IR212 -+ - cos i1/ cos 2 from (6.167). Thus the mean sea-level on the left side sinks
to:
S= sinh cos , (6.169)s 4 sinh 2kH cos 02
and there is no set-down on the right side: q/ = 0.
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Figure 6-6: Bragg resonance in a square lattice of spacing aI' In reciprocal space
normalized by 27f/aI, bI = i,b2 = j. The resonance wavenumber k = ~ and the
wave vectors kI = ~i+ 2~j, k2 = -~i + 2~j. The resonated wave angles /31 = 7f /6,
/32 = 57f/6.
Figure 6-7 plots the steady set-down 7]s by the short waves satisfying the Bragg
resonance condition shown in figure 6-6. The wavenumber at Bragg resonance is
k = 1/ J3. The incident wave angle is /31 = 7f /6 and the reflected wave angle is
/32 = 57f/6. By using (5.222), we find the bandgap
o 2
-2 < - <-.-00-3
(6.170)
The sea-level on the right side of the strip is always higher than that on the left side.
The set-down on the left is no longer constant due to the reflection from the left
edge of the strip. Within the cylinder region, 7]s is oscillatory when 0/00 is outside
the bandgap o/no < -2 or nino > 2/3. 7]S is monotonic when nino is within the
bandgap -2 ::; nino ::;2/3.
Figure 6-8 shows the dependence of the set-down difference /17]s between both
sides of the strip on the strip length L and the detuning nino. The difference /17]S
reachs maximum inside the bandgap -2 ::;nino ::; ~ where the transmission ITll
is small. Outside the bandgap, /17]s is oscillatory in terms of 0,/0,0 and decreases
rapidly for large detuning. When the strip length is long noL/Cg = 8, there is no
set-down on the right side of the strip when nino is within the bandgap since the
first-order waves cannot propagate through the long strip.
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Figure 6-7: Steady set down qrs when cos 02 < 0
resonated wave vectors are shown in figure 6-6. 01
kH = 2 and QoL/Cg = 4.
1 2
(reflection).
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The incident and
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Figure 6-8: Dependence of steady set down difference Arls on the detuning Q/I 0 and
the strip length L. The incident and resonated wave vectors are shown in figure 6-6.
01 = 7/6, 02 = 57/6, k = i/v/3, kH = 2.
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Q/Qo
Second-order locked wave elevation 77L
Substituting (6.140), (6.142), (6.144), (6.126a, b), (6.128a, b) and (6.129a, b) into
(6.161), we obtain the second-order locked wave elevations
1 = E(xl)e2i(Ksin,3 l y l -Qt) + C.C., X 1 < 0,
1
1L= 2(L(xl)e2i(KsinP3lyi-tl) + C.C., 0 < xZ • L, (6.171a)
+ 1 + e2i(Kily t)
= _ f(xl x)e i(Ksin2 1+ C.C., X1 > L, (6.171b)
where the xj-dependence functions L(x() and WL(X) are
(L(x1) = AP, 1 e2iKcosPO1x + AP 22 e2iK2x1, (6.172a)
2i'-I lO i 2i (11+\2)n 1 2i -\ Xl(L(xl)=Ap,11e cg + Ap,12e 2Cg •• + AP,22e c (6.172b)
+(2) = A+,1 e2iK cos~1(x - L) + A 22e2iK2(1-L). (6.172c)
The amplitudes are given by
w2 E kAP'11 (6.173a)2(1 - H/Cg) 4 sinh 2kH'
( w2EEkA = R22E k ) (6.173b)
P,22 2(1 - 72H/Cg) 4 sinh 2kH '
w2ED 1l k(C21 + C221)AP,11 = (6.173c)2 4 sinh 2kH '
Ap,12 ED - k(C01 C12 + C21C22)
2 sinh 2kH (.173d)
w2ED 2 2  k(C12 + C22)AP,22 - 4sinhkH (6.173e)2 4 sinh kH
A + = TE2 - (6 .1 73 f )11= T 2 (1 - H/C2 ) 4 sinh 2kH (6.173f)
A+ 2( w 2E kP,22 2(1 - _ 2H/Cg) 4 sinh 2kH (6.173g)
In the left and right open water regions xz < 0 and xl > L, the locked long waves
propagate in two directions: (cosfl, sin,1) and (-, sin 01) (1-sin sin2 , 1
following the envelopes of the short incident and resonated waves, respectively. When
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cos 32 > 0, R2 = 0, T2 : 0 and the angle of the forward-scattering long wave is
tan- 1( n sin/ /32 > 0, (6.174)
and is directed rightward and upward. When cos /2 < 0, T2 = 0, R 2 5 0 and the
angle of the scattered long wave is reflected
tan ( ( si/3 2 )
1 - sin /1 sin 32 (6.175)
and is directed leftward and upward.
In the region of cylinders, we rewrite the locked wave elevation (6.171a) by writing
Ai, i = 1, 2 in complex form:
1 2A),1ne 0O 2i( Re(1l()nO xl+Ksinflly1 -tl) + c.c.
21
+{ -Ap,2 2e
-Im(A' 1+ 2 )n•Ol e2i( Re(A 1+A2 )no2 X+KsinP1y -- ti)C9 e 2Cg
-2Im(A•)nOxl 2i( Re(2)no x+Ksinl-Qt)
Cg e + C.C.
+ c.c.
0 < xl _ L. (6.176)
Hence, we find that there are three long waves propagating in following directions:
(Re(A1), - sinel), ((Re(A1) + Re(A2)), 2o sin/01) and (Re(A 2), - sinl), respec-
tively.
When the resonated wave is scattered forward cos /32 > 0 or when it is reflected
cos 32 < 0 but the detuning is outside the bandgap (5.208) (see §5.6 for details), we
have
Re(/A) = A1, Re(A2) = A2 , Im(A1) = Im(A2) = 0.
Hence the long waves within the region of cylinders propagate in the following three
directions: (A, o sin i (1+ - sin3 ) and (A2 , 2 sinl)n( 2 0o 0
When the resonated wave is reflected cos 0/2 < 0 and the detuning is within the
bandgap (5.208), A1 and A2 are complex conjugate and hence
Re(A1) = Re(A2 ), Im(A 1) = - Im(2), (6.178)
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(6.177)
where we let A1 have the positive imaginary part. The long waves within the region of
cylinders propagate in the same direction Re(Aj), 1 sin i) with one component of
amplitude decaying in xl by e- 2 Im(A j )Qoxj/Cg, one component of constant amplitude
due to e- I:"(Al+ 2 )OX l/Cg = 1 and one component of amplitude growing in xl by
e - 2Im(A2)oX1/Cg = e2 Im(A•) oxi/Cg The last component is equivalent to a wave with
amplitude decaying in the opposite x, direction.
Figure 6-9 shows the distribution of the locked wave amplitude (6.172a, b, c)
induced by the short waves at Bragg resonance specified in figure 6-3 where the
resonated wave is scattered forward. There is no reflection to the left of the strip
and R 2 = 0. There are one transmitted wave and one forward scattered wave to
the right of the strip and both T1 and T2 are finite. Therefore, the locked wave
amplitude is constant in xl < 0 and contains two harmonics in xl > L, as shown in
figure 6-9. Within the region of cylinders, the locked wave amplitude is oscillatory
containing three harmonics. The locked wave amplitude and its normal derivative are
not continuous across the interfaces at x1 = 0 and xl = L.
Figure 6-10 shows the distribution of the locked wave amplitude (6.172a, b, c)
induced by the short waves at Bragg resonance specified in figure 6-6 where the
resonated wave is reflected. There is no transmission of the resonated wave to the right
of the strip and T2 = 0. There are the incident wave and the reflected wave to the right
of the strip. Therefore, the locked wave amplitude is constant in xl > L and contains
two harmonics in xl < 0, as shown in figure 6-10. Within the region of cylinders,
the locked wave amplitude is monotonic when the detuning Q/Q 0 = -1.5 is within
the bandgap [-2, ] given in (6.170). When the detuning is outside the bandgap, IJLI
is oscillatory. Again, the locked wave amplitude and its normal derivative are not
continuous across the interfaces.
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Figure 6-9: Distribution of locked wave amplitude in xl when cos 02 > 0 (forward
scattering). The incident and resonated wave vectors are shown in figure 6-3. Pl =
7/6, 32 = r/3, k = V/3 + 1, kH = 2. The strip length QoL/Cg = 2.
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Figure 6-10: Distribution of locked wave amplitude in xl when cos 02 < 0 (reflection).
The incident and resonated wave vectors are shown in figure 6-6. 01 = r/6, 32 = 5ir/6,
k = 1/v3, kH = 2. The strip length QoL/C, = 2.
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Second-order free long wave elevation ?7F
Substituting (6.151a, b, c) into (6.162) and replacing the coefficients F-, F, G, G + by
(6.154), we get
1F = -1F(xl)ei(2Ksin P1y - 2 Qt l ) + C.C.,
2 F )-2t) + C.C.,
~F= -F(xl)ei(2KsinPy1-2Qti) + C.C.,
where the )ei(2K sinpatial func ons are)S 2 G-F(Xl + C.C.,
where the xj-dependent spatial functions are
(F(xl) = AF,le-iKHx1,
F(X1) = AF,1e - iKHX1 +AF,2 eiKHXl
(+(x1) = AF,2eiKHX1
xl < 0,
o x 1 < L,
x1 > L,
The wave amplitudes are
AF,= 2PO +
AF,1 2 (PL +
2KF0AF,2 = W2 (-Po + KH ,
F=,2 {
From (6.152),
2K•
KH
+ eiKHL (PL + L) ,
2K (-PL + 2KL)e-iKH
KH = 21KI H- sin 2 ,1
2K ei~
KH /
the reality of the free long wavenumber KH depends on the ratio of the group velocity
in water depth H to its shallow water limit H2:
1 tanh kH
2 kH
2kH
+ sinh 2kH '
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(6.179a)
(6.179b)
(6.179c)
(6.180a)
(6.180b)
(6.180c)
(6.181a)
(6.181b)
(6.181c)
(6.181d)
C9
H2
(6.182)
which is monotonically decreasing with increasing kH. For fixed angle of incidence
01, there exists a critical value of (kH)*, which satisfies
1 tanh(kH)*( 2(kH)* ) sin (6183)
2 (kH)* sinh 2(kH)* (
below which C/IH½ > Isin 1 and KH is real. If kH > (kH)*, KH becomes purely
imaginary and the free long waves decay exponentially away from the strip and are
trapped. If kH < (kH)*, KH is real and the free long waves can propagate toward
infinity. Figure 6-11 plots the critical depth (kH)* against the incident angle /1. For
nearly normal incidence, the critical water depth is very large and free long waves
can propagate toward infinity in quite deep water. When the incident angle is large,
the critical water depth approaches zeros rapidly. Thus free long waves are trapped
for some shallow water depths. The same curve can also give the critical 0* for fixed
kH.
When kH < (kH)*, KH is real. The angle of the free long waves in the left and
right regions are
2K sin 13 C2 2tan2K sin - sgn(K) - 1 , (6.184a)
1
2K sin P1 C2 2tan = sin gn(K) - 1 (6.184b)KH H sin 2 2 1
For positive detuning K > 0, tan PF < 0 and the free long wave in xl < 0 propagate
leftward and in the positive y-direction, analogous to regular reflection. On the other
hand, tan I+  > 0 and the free long waves in the right region xz > L propagate
rightward and in the positive y-direction, analogous to a regular transmission. For
negative detuning K < 0, tan OF > 0 and the free long waves in the left region x1 < 0
propagate leftward and in the negative y-direction, analogous to a negative reflection.
On the other hand, tan O+ < 0 and the free long waves in the right region xl > L
propagate rightward and in the negative y-direction, analogous to a negative forward
scattering. For perfect detuning K = 0, the incident wave is no longer periodically
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Figure 6-11: The critical dimensionless water depth (kH)* against the incident angle
03.
modulated and represents a monochromatic progressive wave, which can induce only
locked wave travelling with the wave envelope but no free long waves.
For given wavenumber k and incident and resonated wave directions 01, 12 which
meet the Bragg resnonace condition, the induced free long wave amplitudes A4 and
A'4 depend on the water depth H, the strip length L and the detuning frequency
Q/Q 0 . We present the results for two cases: cos 02 > 0 for forward scattering and
cos 02 < 0 for reflection by Bragg resonance.
Case I: cos 02 > 0
We first consider the free long waves induced by a two-wave Bragg resonance where
the resonanted wave is scattered forward in a square lattice of cylinders of spacing al.
This type of scattering takes place when the incident wave is scattered by a reciprocal
vector pointing straight downward as discussed in §5.6.1. As shown in figure 6-3, we
choose the incident wave angle 31 = r/6 and find Bragg resonance takes place when
k = V3±+1 and the resonated wave angle 32 = 7r/3. The solution of (kH)* to equation
(6.183) is (kH)* = 1.51736 corresponding to a water depth H* = kH*/k = 0.5554.
The free long waves can propagate toward infinity when kH > (kH)* = 1.51736.
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Otherwise, the free waves are trapped.
Figure 6-12 plots the free long wave amplitudes IF(X1)I, I~F(xi)I in (6.180a, b,
c) for the water depth kH = 1, which is below the critical depth kH* = 1.51736.
The free long waves are propagating waves with finite constant amplitudes on both
sides of the strip. The amplitudes If(X1) , 1 f(x1)1 for a water depth kH = 2 beyond
the critical value kH* = 1.51736 are plotted in figure 6-13. Since KH is imaginary,
no waves can propagate outward. The amplitudes decay exponentially as they are
away from the strip. The free long waves are trapped near by the strip. As shown in
figures 6-12 and 6-13, the free long wave amplitude and its normal derivative are not
continuous across the interfaces. In figure 6-14, we plot the total wave amplitudes
IJF + -LI and |(f + I in xl. The total wave amplitudes and their normal derivatives
are continuous across the interfaces xl = 0 and xz = L, which verifies the numerical
results.
Figure 6-15 plots the dependence of the free long wave amplitudes IAFI and IA+1|
radiated from a strip of length QoL/CC = 2 on the detuning frequency Q/Qo for
various kH < (kH)*. The free wave amplitude is large for small detuning and tends
to vanish for large detuning frequency. Larger free long wave response takes place in
shallower water, in which the group velocity C, --+ H2 and makes the denominator
in the coefficients (6.146a, b) and (6.148a, b) small. For negative detuning, the
amplitude on the left side of the strip is larger than that on the right side. For
positive detuning, the amplitude on the left is lower than that on the right. Across
the perfect detuning /Qo0 = 0, jumps take place for both IA41 and |A+| due to the
sudden change of long wave direction. For example, when kH = 1 and noting that
1 = ir/6, the wave angles of the free waves are given in (6.184):
tan Pf = -sgn(K)(1.0956), F = - < 0, (6.185a)
132.390 K > 0,
tan3+# = sgn(K)(1.0956), + = {47.61 K <0, (6.185b)
47.610 K > 0,
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As the detuning Q/1 0 crosses the origin from 0- to 0+ , K changes its sign and P/3
for the left-going wave changes from -132.39' to +132.390. The free long waves in
the left region behave from negative reflection to positive reflection. Meanwhile, the
long wave direction on the right of the strip changes from -47.61' to +47.61' and the
long waves change from negative forward scattering to positive forward scattering.
At the perfect detuning Q/Q 0 = 0, the left-going free long wave amplitude IAI•
for negative detuning Q/Q 0 -- 0- is continuous with the right-going amplitude IA+
for positive detuning Q/Q 0 - 0+. On the other hand, the left-going free long wave
amplitude IAFI| for positive detuning Q/Qo -* 0+ is continuous with the right-going
amplitude A`+ for negative detuning Q/Q 0 --+ 0-. This effectt is shown clearly in
the inset of figure 6-15. The mathematical proof and discussion of this phenomena
are given in (4.156) and (4.157).
Figure 6-16 plots the effect of the strip length on the free long wave amplitudes.
We see that the maximum wave amplitude on the left side takes place for the negative
detuning. For positive detuning, the effect of •oL/0C on the wave amplitude IA+I
on the right side is not significant. However, I(AFI is strongly influenced by the strip
length when Q/Q 0 < 0.
Case II: cos 02 < 0
We consider the free long wave induced by a two-wave Bragg resonance with
the resonated wave reflected in a square lattice of cylinder spacing al. The lattice
geometry and the resonated wave vectors are shown in figure 6-6. Substituting /1 =
7/6 into (6.183), we get the critical value (kH)* = 1.51736.
Substituting 31 = r/6 and 02 = 57r/6 into (5.209), we find the eigenvalues A1 and
A2 become complex when
S 2
-2 < < - (6.186)Qo 3
When the detuning falls in the above bandgap, both transmission and reflection
intensities decay exponentially with xl across the strip, which is shown clearly in
figure 6-17 for a strip length L = 5. Within the bandgap, tranmission is mostly
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Figure 6-12: Distribution of free long wave amplitude Fl, | T| in x, when cos/32 > 0
(forward scattering). The incident and resonated wave vectors are shown in figure
6-3. 31 = 7r/6, 12 = 7r/3, k = v + 1, kH = 1. The strip length QoL/Cg = 2.
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Figure 6-13: Distribution of free long wave amplitude 01F, F lin x1 when cos /32 > 0
(forward scattering). The incident and resonated wave vectors are shown in figure
6-3. /1 = ir/6, /2 = 7r/3, k = vF + 1, kH = 2. The strip length QoL/Cg = 2.
358
"=1
S=2
ýoQ- =
-=4
Mi
.4 A
20.5
+0.5
lf4
0 1 5
xl/L
Figure 6-14: Distribution of the sum of the locked and the free long wave amplitudes
KýL + ýFI, I L + IF in xI when cos L2 > 0 (forward scattering). The incident and
resonated wave vectors are shown in figure 6-3. 31 = 7r/6, #2 = w/3, k = f + 1,
kH = 1. The strip length QoL/C, = 2.
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Figure 6-15: The free long wave amplitudes against the detuning frequency Q/Q 0
in various water depths, QOL/Cg = 2. The resonated wave at Bragg resonance is
scattered forward. The incident and resonated wave vectors are shown in figure 6-6.
01 = 7/6, #2 = 7/3, k = v/3+ 1. Dashed curve: A4 amplitude in xl < 0, solid curve:
A + , amplitude in x1 > L.
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Figure 6-16: The free long wave amplitudes against the detuning frequency Q/QR for
strip of various lengths, kH = 1. The resonated wave at Bragg resonance is scattered
forward. The incident and resonated wave vectors are shown in figure 6-6. /1 = 7r/6,
/2 = 7/3, k = v + 1, kH = 1. Dashed curve: A F amplitude in xl < 0, solid curve:
A., amplitude in x, > L.
blocked and the reflection is nearly complete. At the leading order, there is no
transmitted wave on the right side of the strip.
Figure 6-18 plots the free long wave amplitudes I F(xl)l, If(xl)j in (6.180a, b,b c)
for the water depth kH = 1, which is smaller than the critical value (kH)* = 1.51736.
The free long waves on both sides of the strip have constant amplitudes and propagate
toward infinity. When the detuning is within the bandgap, i.e. Q/R 0 = -1.5, the
free wave amplitude in 0 < xzl L is monotonic and decays along xl. Outside the
bandgap Q/Q 0 = 1, 2, the wave amplitude within the region of cylinders is oscillatory
with a period 27r/KH. In figure 6-19, we plot the free wave amplitudes for the water
depth kH = 2, which is larger than the critical value. Since KH is imaginary, no
waves can propagate outward. The free wave amplitudes decay exponentially as they
are away from the strip in xl < 0 and xl > L. The free long waves are trapped near
by the strip. As shown in figures 6-18 and 6-19, the free long wave amplitude and its
normal derivative are not continuous across the interfaces. In figure 6-20, the total
wave amplitudes IF + (L I and I:f + L I are plotted and found to be continuous across
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Figure 6-17: Dependence of the transmitted intensity IT1 12 and the reflection intensity
1R2 2 on the detuning frequency Q/Qo. The strip length L = 5. The resonance
parameters are in the caption of figure 6-6. Solid curve: IT 12, dashed curve: IR2 2.
the interfaces xz = 0 and xz = L.
Figure 6-21 shows the effect of water depth on the free long wave amplitudes.
Similar to the case of cos /f2 > 0, the free wave amplitudes increase with decreasing
water depth. For negative detuning Q/I 0 < 0, the amplitude IAFI on the left is
much higher than IA+I on the right. For positive detuning Q/Q 0 > 0, IA+I is larger
than IAFI. From the plot, negative detuning induces higher amplitudes for the free
long waves. With the bandgap, both IAII and A+ do not disappear. Because of
nonlinearity, though the first-order wave cannot propagate through the strip, the
wave energy can still pass through by the free long waves. Figure 6-22 plots the
effect of the strip length on the free long wave amplitudes. For positive detuning, the
effect of oLI/Cg on the wave amplitude is not as significant as that for the negative
detuning. Longer strip can generate larger free wave amplitude.
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Figure 6-18: Distribution of free long wave amplitude (~l, j•fI in xl when cos /2 < 0
(reflection). The incident and resonated wave vectors are shown in figure 6-6. 01 =
xr/6, f2 = 57r/6, k = 1/v-, kH = 1. The strip length QoL/Cg = 2.
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Figure 6-19: Distribution of free long wave amplitude FW, (Fj in x, when cos /2 < 0
(reflection). The incident and resonated wave vectors are shown in figure 6-6. P3 =
r/6, 02 = 5x/6, k = 1/v/3, kH = 2. The strip length QoL/Cg = 2.
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Figure 6-20: Distribution of the sum of the
KýL + ýFi, IL + 61 in x1 when cosf 2 < 0
wave vectors are shown in figure 6-6. 01 =
strip length QoL/C, = 2.
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Figure 6-21: The free long wave amplitudes against the detuning frequency Q/Q 0
in various water depths, QoL/C 9 = 2. The resonated wave at Bragg resonance is
reflected. The incident and resonated wave vectors are shown in figure 6-6. 01 = 7/6,
02 = 57/6, k = 1/v/3. Dashed curve: A, amplitude in xl < 0, solid curve: A' ,
amplitude in xz > L.
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Figure 6-22: The free long wave amplitudes against the detuning frequency Q/Qo
for strip of various lengths, kH = 1. The resonated wave at Bragg resonance is
reflected. The incident and resonated wave vectors are shown in figure 6-6. 01 = 7r/6,
32 = 57r/6, k = 1/03, kH = 1. Dashed curve: A F amplitude in xl < 0, solid curve:
AF, amplitude in zx > L.
6.4 Long waves induced by short waves in N-wave
Bragg resonance by a finite strip of cylinders
6.4.1 Solutions of short waves
In this section, we give the formal solution of the long waves induced by short waves
in a N-wave Bragg resonance by a two-dimensional array of cylinders of long but
finite length.
The incident wave is given in (6.117):
A, = le i ( K cos j 1x1+KsinP1yY - 1t1) + c.c..
2
(6.187)
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The wave envelope equations in various regions are
aAAS+ C(j) - VIA-at, 9 i = 0, xl < 0,
0A + C- )
at g
V 1Aj = iQo2 E(1 - 2 cos(pj - Ph)) Ah,
h=1
0 < x, : L, (6.188b)
aA+
j + C ) - V1A+
at, g V = 0, xl > L,
for j = 1,..., N.
We can formally write Aj, A:F, j = 1,..., N as
Af (xl, y,ti) =
Aj(xl,yl,tl) =
A (xi, yi, t) =
1B- (x i)ei(Ksin Ol y l - tl) + c.c.,
1Bj (x)ei(Ksinf PYl - 2 tl) + c.c.,
1 Bf(x)ei(KsinPlyl-ntl) + C.C..
Substituting (6.189a, b, c) into (6.188a, b, c) respectively and solving for B , Bj
and B+ ,j = 1,..., N, we get
B- = RjeiKjxl j = 1,... , 1 < 0,
where Kj = K(1 - sin P3 sin f3j)/ cos pj and Rj is the amplitude of j-th wave compo-
nent at xl = 0.
In the region of cylinders, the solutions are
CV(h)V exp iAhQox
C'h )ep Cg Cih exp 
Chox , AX O < x, 5 L.
N
= E
h=1
where Xh, h = 1, ... , N are the eigenvalues of the N x N matrix M whose entries are
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(6.188a)
(6.188c)
(6.189a)
(6.189b)
(6.189c)
(6.190)
N
h=1
(6.191)
1 \ 1 - sin 01 sin 3j
S2 cos 3j + o cos Oj
2 cos(pj - 3 e) - 1
2 cos Oj j =f, j, = 1,..., N,
and V(j) is the correpsonding eigenvector for Aj. The coefficient Cih = ChVj(h) with
V(h) the j-th element of V (j )
To the right of the strip, the solutions are
Bj+ = TieiKj (x1 - L) xl > L. (6.193)
The continuity condition (6.97) at xl = 0 requires:
N
C1: =Rj,
h=l
j = 1,...,N. (6.194)
At x1 = L, (6.97) gives
Cihx(iA ) t oL
Cyhexp\ •, = Ty,
j = 1,..., N.
The N unknown coefficients Ch, h = 1,... ,N are obtained by solving N equa-
tions:
B1(0) = 1,
BjI(0 ) = 0,
Bj(L) = 0,
if cosp/3 > 0,
if cos 3j < 0,
following (5.141).
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given by:
Mjf -
(6.192a)
(6.192b)
h=1
(6.195)
(6.196a)
(6.196b)
(6.196c)
6.4.2 Slow oscillation velocity potential 0lo
Substituting the short wave solutions (6.189a, b, c) and (6.190, b, c) into the equation
(6.90) for the slow oscillation velocity potential 10o:
- HV /0 =
- HV1210 =
i E R e 2 iK l  e2i(Ksin j1yx
-Oti) + c.c.,
j=1
iQ w2E N N N
2 (EEYj=1 h=l f=1
Xl < 0, (6.197a)
i('\h+A)f•Oxl
CjhCje e
xe 2i(Ksinlly - Qt l ) + C.C., 0 < xz, L, (6.197b)
T 2 e(K, > L. (6.197c)
j=1
We decompose the potential into a particular solution and a homogeneous solution:
(6.198)o10 = 010,P + 010,H, 10 = 10,P + 10,H.
The particular solutions are readily found:
-
2E
0, w = 2 E
10,P- s8i2
N R e2 iKjxl
j=11-
N N
j=1 h=1 e=1
j=1 - [si
I
[sin2 1 + (Kj/K)2]H/C,2
N i(hC+,hf)R•x 1
CjhCjle cg
1- Q + sin 2 1] C
T2 e2iKj(x2- L )
• 1 + (K,/K)2 H/Cg + C.C.,
X 1 < 0, (6.199a)
+ c.c., 0 5 x,1 < .199b)
x1 > L. (6.199c)
367
a2010
&21
V
-C.C.,
The particular solution is discontinous across the interfaces xl = 0, L:
10,P
-OXlo,P o
10, 
+
2Qoi
2
-- 
Poe2i(K sin P1y1- Qti) + c.c.,
2Q2 Qoe 2 i(K sin /31 y 1-Qti) - c.c.
PLe 2i (K s in- l y - Ot l ) + c.c.,
2K QLe 2 i(K sini31yi -- t1 ) + c.c.CQL
where the coefficients
EN
EPo j=1
4J=1
EQo0
E
PL = 4
N N ChCj{ =1 1- h+X)2 + sin2 i]
R2 e 2 iKj(xl -L)
1- [sin2/31 + (Kj/K)2] H/Cg
j=1
j=1
h=1 £=1 1 - + (~) sin 2 1C
-K j2e2iKjxl
K1- 21
1- [sin2 21 + (K 3/K)2 H/CI
T e2iK jx lS1 - [sin2 1 + (K j/K )2]H/C2
i(N h + (A )fOL
CjhCj7 e cg
= (AhX= )2 + sin 2 1 Ch=1 e1 4 C
£ L§_T2 2iKjxlE K j
e
QL 1- [sin2 /1 + (Kj/K)2] H/Cg
N N (Ah+ A)Qo c(Ah+A)QoL
2, [(jh±A) e sign2
-!i
h=l e=1 1 - (h+M)2 )
2 + sin2 1
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(6.200a)
(6.200b)
(6.200c)
(6.200d)
(6.201a)
(6.201b)
(6.201c)
(6.201d)
The hornogenoues solutions to the wave equation are
- HV 1o,H = 0,
- HV210,H = 0,
- HVI0l,/H = 0,
subject to the continuity conditions at the interfaces:
10,H 0:
0+
[•10,H] 0+
100o,H] L_
- 2pO e2i(Ksin l y l -Y2t) + c.C.,2fe
-0+ 
_ 2KQo e2i(KsinPlyl-Qtl) 
+ c.c.,
S L+ - iW2 PL e2i(Ksin 31Py -ti) + c.c.,
10,P] L_- 22
1 L+ 2KQL e2i(KsinPlyI-QRt) 
+ C.C..
X l L_ Q
The boundary conditions (6.203a)-(6.203d) suggest that the general solutions to
(6.149) have the following form:
0)O,H = F-ei(-KHx1+2Ksin31y--2Qtl) + C.C.,
010,H = (Fe - iK zHX + GeiKHX) )ei( 2Ksin)1l y - 2f t l ) + c.c.,
+0.H = G+ei(KHx1+2Ksinl1l y l - 2 Qt1) + C.C.,
where KH is obtained by substituing the above equations into (6.202):
- 4K 2 sin2 31
1
= 2K 9(H- sin 2 3)
When the incident angle
Cs0 < pi1 < sin- I
H2
(6.206)
KH is real and the homogeneous potential represents waves propogating away from
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2 10,H
Ot2
1 10,H
Xi < 0,
0 x <L,
x 1 > L,
(6.202a)
(6.202b)
(6.202c)
(6.203a)
(6.203b)
(6.203c)
(6.203d)
X1 < 0,
0• 1 • L,
xl > L,
(6.204a)
(6.204b)
(6.204c)
(6.205)KH = 4Q2H
¢ 0+
-- 010,P10-0-
the strip. For large incidence,
sin-_1 Cg 7i < 01 < (6.207)
KH is purely imaginary and ¢1o,H decays exponentially and is trapped away from the
strip boundaries.
The coefficients are sought by substituting (6.204a, b, c) into the continuity con-
ditions (6.203a)-(6.203a) and are given in (6.154).
6.4.3 Second-order free surface elevation
The second-order wave elevation is given in (6.105):
= -&t (6.208)2 sinh 2kH L IAj Ij=1
Substituting (6.198) and (6.189a, b, c) into (6.158), we get
7 = TI + -TL + ?T F (6.209)
where rls is the time-independent set-down wave
k N
7s = 4 sinh 2k H (6.210)
j=1
which is always below the still water level z = 0; rlL is wave elevation locked with the
short waves
k
8 sinh 2kH j=1
and WF is the surface elevation of the free long waves:
S 0l10,H
Ftl
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at10,P
Ltl
B2 e2i(Ksinlyl -Otl) .. (6.211)
(6.212)
Time-independent set-down rs
Substituting (6.190, b), (6.193, b) and (6.191, b) into (6.210), we obtain the time-
independent free surface set-down in three regions:
K
s = -4 sinh 2kH IR j 2,
j=1
X1 < 0, (6.213a)
Sk N
s= -4 sinh 2kH
N xp
E E CjhCj*e exp i(Ah - A•))QOx 1C9 1 0 < x, < L,(6.213b)j=l h=1 f=1
Nk
7S =4 sinh 2kH 7j
j=1
x1 > L. (6.213c)
The set-down rs is constant in the open water region xz < 0 and xl < L and varies
with xz in the cylinder field 0 < xl < L. rqs is continuous across the interfaces
Xl = 0, L due to the continuity of Bj, j = 1,... N.
Second-order locked wave elevation rL
Substituting (6.140), (6.142), (6.144), (6.126a, b), (6.128a, b) and (6.129a, b) into
(6.161), we obtain the second-order locked wave elevations
R w2 E
11- [sin 2 /31 + (--)2] -)
N N
h=1 r 1 (Ah-
L
Rj2k e2i(Kijx+Ksinly1-Otl) +c.c.(6.214a)
8 sinh 2kHJ
w2 E/4
4 )2 + in2 1
8 sinh 2k8 sinh 2kH J
i(Ah+Af)fOx1
xe cg e 2i(KsinOlyj - Qt1) + C.C., (6.214b)
T2 w2E
S (1 - [sin 2  1 + (K) 2]K 9g
T- k j e2i(Kjx1+Ksin~ly 
-Gtl) +C.C.(6.214c)
8 sinh 2kH
in three regions: xl < 0, 0 < xzl L and xl > L respectively. The locked wave T/L is
not continuous across the interfaces between the open water and the cylinder field.
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'IL (
N
77L---E
-i=1
f
" =
j-i- 1 - --
Second-order free long wave elevation Wr/
Substituting (6.204a, b, c) into (6.212) and replacing the coefficients F-, F, G, G+ by
(6.154), we get
KoQ+eiKHL (PL
2K QL) e-iKH(x 11-
2K
+ Q
L) +
L)} ei(-KHx1+2K sin P
3 yi- 2Qti) + c.c.,(6.215a)
(PO + K Qo) eiKHX1
x ei(2Ksin 10y 1- 22 tl ) + c.c.,
o+ •Ho0) eiKHL ( PL + KQL)
(6.215b)
(6.215c)x ei(KH(x1-L)+2Ksin3iPy l -2Qt 1) + c.c..
in three regions: x1 < 0, 0 < xi < L and xi > L respectively.
The amplitude of the free long wave propagating leftward is
AF= 2{PO + 2KKHo eiKHL(pL 2KQL) X1 < 0,
and the amplitude of the free long wave propagating rightward is
A= w2 (0P
2 K QiKHL 
-P
-T QO) e + ( L
372
2 Po 2
TIF = - P 0w2LU2 {(PTI = -- L+2'=-f
77F U) 2 P
(6.216)
KH x1 > L. (6.217)
Appendix A
Variational Principle for a Typical
Scattering Problem for 'p
In this appendix, we illustrate the variational principle which replaces the boundary
value problem for the second-order potential (pQ defined in (1.39)-(1.43). For brevity
the subscript Q will be omitted. Modifications for other potentials are simple and
will be pointed out at the end.
Let the fluid domain be divided into three regions, the near field Q bounded on
two sides of the cylinder by two cross-sectional planes, CA : x = ±L, and the two far
fields 0 outside (lxl > L). Within Q, W is approximated by finite elements. In the
far field 0, the velocity potential will be distinguished by D and is decomposed into
the locked wave and the free wave, - = -L + •F,. The locked wave (L is explicitly
given by (1.49). The free wave ýF is formally expressed as an eigenfunction expansion
(1.54) where the coefficients Fmn , m, n = 0, 1, 2, .... are to be determined. Across the
interfaces C:0 the following matching conditions are required,
p+ = (1+ (= p(i),+ + (F),+, ) (A.1)
- ~,+ (A.2)On On On t ()On (A.2)
where W± denotes p(+L, y, z).
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YFigure A-1: Division of fluid domains in the hybrid finite element method.
Similar to Yue et al. (1978), we construct the functional
-110±.
V4
(PF
2
- ) dS -
2 I 2 + qcp) dS
C± -+ - dS.
The variation of J is
6J = Jo
-IL
T
-V6W dQ -
(
-a-n
1SF(4w2 + q) pdS
j ( P - L+ L)6 dS- F- ) - dSan
+ I + an
-F On(PF dS. (A.4)
Making use of Gauss theorem, the first integral on the right side of (A.4) becomes
SV -V6-p dQ = J (6aVp) - 6PV 2 ) dQ
= + + + J 6 PdS
JJj 6sOV2v dQ. (A.5)
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(A.3)
Substituting (A.5) into (A.4) and rearranging the terms, we get
6J= V26pJodQ + 4w2p - q) 6dS
J+ Jp dS - Jj Op dS + 6o dS
=0d-- ay- 6 adS + f (n 0 F  p L )pdS
- a+ On an an
S ( _ L _ (pF) F dS
+ 1ff - p F  ' ) dS. (A.6)
2 C± O6ý0 n an
In view of the governing equation and boundary conditions (1.56)-(1.60), the volume
integral and the surface integrals on SF, SB, sea bottom z = -h, centreplane y = 0,
channel wall y = 1 and interfaces C± of 6J vanish for arbitrary b6y and 6(ýF . The
last integral of (A.6) also vanishes by substituting the series expansion of cp and
its variation from (1.54) and making use of the orthogonality of the eigenfunctions.
Thus, the stationary of J is necessary for p and pTF to satisfy their conditions. The
sufficiency of equivalence is simple and omitted.
With finite-element approximation of cp, extremization of J yields a matrix equa-
tion for the nodal unknowns and the coefficients in lF. We omit details of the
numerical implementation which are similar to Yue et al. (1978).
By using the appropriate far-field representations, the variational scheme can be
applied to the boundary-value problems for the trapped wave 1p as well as the scat-
tered wave 9s.
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Appendix B
Details of First Harmonic Forcing
Term at the Third Order
We denote the first harmonic amplitude of the forcing term by
(B.1)31 = f3 I ,
where fA) is the amplitude of the first harmonic e- i" t of the i-th term of 93 in
(1.18).
The first term in (1.18) gives
a2 (1)
-2 dB -iwt= e-re + *,
dr
hence f2) = -dB-d-r (B.2)
The second, third and fourth terms of (1.18) contain quadratic products of ( 1 and
(D2, while the fifth to ninth terms contain triple products of 4I1. Hence the solvability
condition leads to the following Landau-Stuart equation:
7S +E I'SF ] dT =21FairdS]IB12 + [B 1 Yi17dS AB* =0
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Jý I
where the coefficients functions oa(x, y) are defined by
1 a02 Q
C2 =•( Oz2
a03 = (k2  - w?4)r/PQ;2
a4 1
2 Ox
S3i (k
16w3
1
a6  (k2 -4 2 38iw
a 7 = 0;
iw D 2((\2e -~rYD
9r 7 ODPQ 2/ O2PQ
x Oydy OY Oz(Q);4 () 2+ O4 12) ;
3{
8iw
x 8) 2 02T
+-w 4 (2 a 
2
+ (2a
~ay} Dy2
+2 O\XJ
1r77 D0r 2r+2
ax ay 9x(y
2, · 3 (B.10)
and 7i(x, y) are defined by :
1
Y2 = (K 2 - 16w4)r(riI + rs);8iw
1
73 = (k2 _ 4)rq(rTi + rIS);4iw
1 (r 0(r7i + jIs)
4iwOzx Ox
DrD O(rI + qrs)
O+ ay + 4w4r (rII +
Since rT is purely imaginary and r71, ris, (pQ are in general complex, the coefficients ac2,
c 3, a 4, Y2, 73, 74 are complex and a 5, a 6, C7 , ac8 , a9 are all real.
Denoting
E = - r2 dS = {jF[Im(rl)]2dS, (B.14)
which is a measure of energy,
9
i= 2
ai Im(7r) dS; (B.15)
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- 4 w2 ( PQ
Oz~g
(B.3)
(B.4)
(B.5)
(B.6)
(B.7)
(B.8)
(B.9)
Oydrd
+ k272) ;
(B.11)
(B.12)
(B.13)77s))
C -=
"•
iyj Im(rq)dS.
rAP
=i 4U e~.R * -~.ABR (B.17)
All the free-surface integrals are evaluated numerically from the hybrid element re-
sults.
Since the coefficients ai, i = 5, 6,
imaginary part of the coefficient co is
1
Im(c,,) = E
9Im 11S
.. , 9 are real and 77 is purely imaginary, the
ai Im(r)dS]
4
E i
i=2
Replacing a a and by (B.3), (B.4)Re and (B.5), respectivelydS one gets
Replacing a 2, a3 and a 4 by (B.3), (B.4) and (B.5), respectively, one gets
(a2 + a3 + a 4) r dS =
21 (0•pQ
- 4w2 Q) - (k2 - 2w4) 2 pQ
+1 n 0(rl OQ 7y yOQ
19y ay + w2 rQ) dS. (B.19)
Making use of the Green's theorem and the governing equations and boundary con-
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and
we get
(B.16)
(B.18)
,,
- -2 -,-- *
fsr Im(aj) Im(q)dS
ditions for q7 and SPT, one obtains
2 dS = --l S2V oQQdS
F ono Ono S FA S( dn 2 2Q)dl -
= 2 (PQ(72 + ,2- k2r 2)dS;
(Q V272 dS
(B.20)
a(7 aOQ
ax ax
r7 aO(Q ),dSdy ay
1
lSAF
VoQ -Vor0 2dS
= s A PrF dl
-2 9SF On
= SF
2 1SF PQV2,q2dS
(PQ(,q, + 7y2 - k 2)dS) (B.21)
where Vo is the gradient operator in the plane (x, y) and no is the horizontal normal
vector along the boundaries.
Substituting (B.20) and (B.21) into (B.19) and replacing a by the free surface
condition (1.41), we get
(B.19) = -iw
lfsA EQ(277 + 2q, + (3w
4
- k2 12)dS - w2 r12qdS. (B.22)
Upon comparison with (1.27), one may rewrite the integral above as
(B.19) = -iw
1jSF
ýp q dS - 1w22 fS 71
2qdS. (B.23)
Substituting this result into (B.18) and noting that r7 and q are both purely imaginary,
we get
Im(cQ) = - S F Im(q) Re(pQ)dS.
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11sF
1SF
(B.24)
Appendix C
Proof of convergence of (3.51)
There exist two infinite series in (3.51)
E (-1)m(Y(krm) + Jv,(krm)) COSVAm,
m=-oo0 V = 0, 1,
where
rm = (x- xc,) 2 + y 2 m = tan- 1
X - Xc,m
with xc,m = mr/k.
We first rewrite (C.1) as
M-1
(C.1) = (-1)m (Y(krm) + Jv(krm)) cos Om
m=-M+1
-M +oo
+ + (-1)m J(krm) cos Vm + Y(krm) cos vOm . (C.3)
For fixed integer M, the convergence of the above series is dependent on the conver-
gence of the series sum over the range [N, +oo). Suppose M is large, for m > M, we
have the approximation
rm jx - xcmI + O ( (C.4)m < -M;
m> M.
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(C.1)
(C.2)
Om --- I +O ,
The asymptotic expansions for large arguments of the Bessel functions are (equa-
tions (9.2.1), (9.2.2) Abramowitz & Stegun (1972))
r2JV(Z) =
Y, (Z) = z
cos (z - (2v + 1) 4)
sin(z - (2v +
(C.5)
(C.6)
It follows from (C.4) and (C.5) that, for m > M,
J(kr-,) cos v9- = J (kr-m) +O( ~1
= r cos kr-m - (2v + 1)
= cos kx + m - (2v + 1)m•-2
Meanwhile,
Yu(krm) cos vOm = cos virY,(krm) + 0(12)
2 cos v sin krm - (2v
= krcosvsnm
-mr cos uir sin mr - kx -
m7F2
The trigonometric identity gives
cos (kx + m - (2v + 1)7os(-)
= cos -kx + mr + (2v + 1)4
= cos (2 + 1)-+ mr -kx- (2 v+1)4 )
= -sin((2v + 1) 2sin (mr - k - (2v + 1) 4
= -cos v•rsin(mr-kx 
- (2P+ 1)4i),
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(C.7)
(C.8)
(C.9)
71"
+ 1)) + O()
(2v + 1) + O1.)(2v + 1)• 4+0 o 3-
mn
and combining with (C.7) and (C.8), leads to
J,(kr-m) cos v + Y,(krm) cos vm = O ( 3, m M. (C.10)
In a similar way, we can deduce
J,(kr-m) cos vOm + Y,(krm) cos v9m = 0( m < -M. (C.11)
Hence, the terms on the second line of (C.3) are of order 1/ImIl and the series is
absolutely convergent. Therefore, the infinite series defined in (C.1) are convergent.
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Appendix D
Variational principle for linear
wave scattering problem
The scattered wave velocity potential D by a train of plane waves around a finite
number of vertical circular cylinders in a channel can be expressed by
1(x, y, z, t) igAo cosh k(z + H) y)e• tS2w cosh k (, y)e + c.c.,2w cosh kH (D.1)
where Ao is the incident wave amplitude, k is the wavenumber and w the angular
frequency related to k by the dispersion relation
w2 = gk tanh kH. (D.2)
The two dimensional function ¢(x, y) satisfies
(V2 + k2)0 = 0,
=Vm
Orm
Oeikx
arm
ay
(2, y) E SF;
rm = ((- Xc,m) 2 + 2 = a;
y = - 22
and radiations condition at infinity allowing only waves propagating away from cylin-
ders.
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(D.3)
(D.4)
(D.5)_ _
Let the fluid domain be divided into two regions, the near field Q bounded on two
sides of the cylinders by two cross-sectional planes, C± : x = L±, and the two far
fields (2 outside (x > L+ and x < L- respectively). Within Q, 0 is approximated by
finite elements. In the far field 0, the velocity potential will be distinguished by 0 and
is expressed by eigenfunction expansions. On the interfaces, the following matching
condtions are required:
, = , = (D.6)
an n '
where ¢± denotes ¢(L + , y).
Similar to Yue et al. (1978), the solution of scattered wave function ¢ defined in
(D.3) - (D.5) can be obtained by seeking the minimization of the following functional:
J = i Vq- VdS - i k 22 dS
2 F
m [ Vmd - - de. (D.7)
The variation of J is
6J = 1fsF (V- V6 - k2060) dS - jm Vm6de
- 6 d - ) . (D.8)
Using Green's theorem, the first surface integral on the right side of (D.8) becomes
f VO -V6dS = f (V (60VO) - 6OV 2 ¢) dS
= SC+ +± ± }So60 d JJ 6d-V2 dS. (D.9)
aC* yvi2/2 rm=a SP
386
Substituting (D.9) back into (D.8) gives
6J = I/F 65(V2 + k2 )dS + J=a (n
m =2a =+±a 2/2 ndi
+ c± q± fd -n ) 1C (- - ¢+) da,On (D.10)
which reaches its minimum when ¢ satisfies the boundary value problem defined in
(D.3) - (D.5).
In the far field, the eigenfunction expansions for $ are
Dm exp (ik 2 - (2m7/a 2) 2 (x - L) cos 2 y
a2
387
00
7l1--oo
- Vm) d +
> L±. (D.11)
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Appendix E
Possion summation formula
E.1 Possion summation formula on one-dimension
lattice nodes
Possion summation formula is a powerful mathematical tool in the problems involving
the sum of periodic functions relating a sum of a function f over all integers with a
corresponding sum for its Fourier transform F ( equation (4.8.28), page 467, Morse
& Feshbach (1953)):
(E.1)Sf (am)-= a --
m=-oo n=-oo
where a is a real constant and F is the Foruier transform of f:
F(k) = 1j f(x)eik xdx.
-/2 _ (E.2)
In particular, we let a = 1 and define a function
(E.3)( 2xxrf (x) = 6 u ,
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where u and f are real. It follows from (E.2) that the Fourier transform of f is
1 f(x)e2 rinxdx =
f'6(U-
27rx e2 inzxdxf )
00 einufl
n=-00 (27)2
Substituting (E.4) into (E.1), we obtain the Poisson summation formula
(E.4)
(E.5)E einf.
n= -oo
E.2 Poisson summation formula in a two dimen-
sional lattice
For a two dimensional lattice, we assume one of its primitive vector is along the x
axis. We denote the angle making by the two primitive vectors as 0 (see figure E-1).
Hence, we write the primitive vectors as
al = ali, a2 = a2 cos Oi + a2 sin Oj. (E.6)
We also define a unit vector a3 pointing vertically upward:
a3 = Oi + Oj + 1k, (E.7)
which is perpendicular to al and a 2.
Any lattice vector is a linear combination of the primitive vectors:
Rm1,m 2 = mlal + m 2a 2. (E.8)
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F(2n7) =
m=-oo
0.......... 00.......
0-
6
...................... .. Li
Figure E-1: Lattice, primitive vectors a, and reciprocal vectors bi, i = 1, 2.
A corresponding reciprocal space K can be generated from spanning two vectors:
a2 X a3 27rbl = 2 a = a3  (i - cot 9j),
a - (a 2 x a 3) al
27ri
(E.9a)
(E.9b)b2 = 27 a -=
al- (a2 x a 3) a 2 sin '
Any reciprocal vector is a linear combination of the reciprocal primitive vectors bl
and b 2:
Kn1 ,n2 = nlbl + n 2 b 2. (E.10)
We consider the sum of delta functions over all lattice nodes:
f(x,y) = E 6(r-Rm,,m2 )
ml=-oo m2=--o
= 6(x - mial- m2a2 cosO) 6(y - m2a2 sinO).
m =-00 m2=--o
It can be written in the integral form:
(E.11)
1f"
f -- dal27 
_oo
(E.12)
Sda 2F(al1 , a 2 )e
- i(a1x+ a
2Y)
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O>
b2
.................. 0
/·
/./ /I
t/
a,• X a1
where F(al, a 2) is the Fourier transform of f(x, y) defined by
F(a, a 2) =I dx dyf (x, y)ei(1Xz +±2Y)
100 00
2r E dx dy
ml=-oo m2=-oo
x ei(ax +a2Y)6(x - mlal - m 2a2 cos O)6(y - m 2a2 sin 0)
2 r : E m2 i (al (m-al +m2a2c 0)+Q2m2a2sin0)
ml=-00 m2=-oo00
Substituting (E.13) back into (E.12), we get
f = E
mi=-oo m2=-00
0 da 0 d 2ei ( a i(mal+m2a2 cos O)+a2m2a2sin0) ei(
a
x+O2y)
(E.14)
We introduce the coordinate transformation
,1= a 1, 02 = COS 0aI + sin Oa2 ,
thus the differential areas in two coordinates are related by
1
dalda2 = sin dld 2,
and the integral I becomes
f 2 1sin 0 dfl eiP1 (x-y cot 0)47r 2 sin 0 -i 0 eimi a 131 d2 ei32
y csC 0
-ooml=-00
E eim2a2,2
m2=-00
(E.17)
Making use of the one dimensional Poisson summation formula (E.5), we have
eimrlal~ 1 -
m =-00
I eim2a2O2 =
m2=-00
(E.13)
(E.15)
(E.16)
2ni 7r
a2n2
a2
1 f-00
2-x E 6(32
a2
R82=-OO
(E.18a)
(E.18b)
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Substituting (E.18a) and (E.18b) into (E.17), we get
1 •00
ala 2 sin 0 Efl 1 =-0--0X
Sei 3(x-Y cot•)6( 8I
-000
x d 2ei0 2y csc 0 6(3 2
n2=-00
2n, r
ai,)
2n27r)
a2
1 ei[2 (x-y cot 8)+ 2y CSC0 .
e a1 12
aa 2 sin o n2=
n 1=-- n2-•2-
(E.19)
Making use of (E.10) and (E.9), the terms within the square bracket of the index in
(E.19) turn out to be
2nr (x - y cot 0) +
a,
2n272 y csc 0 = Knl,n2 r,
a 2
Also the denominator of the coefficient ala2 sin 9 is equal to the area d of the unit
cell constructed by al and a2 as shown in figure E-1:
d = al x a 2 = a1a2 sin 0. (E.21)
Therefore, ('E.19) becomes
(E.22)f =~~e•- eiKnn2
nl=-oo n2=-oo
By equating (E.11) with (E.22), we obtain the Possion summation formula over the
nodes of a lattice (rectangular or oblique)
S ,11E 6(r - Rmi,m2 ) r
7n= -00 m 2=-00
eiKL ,n22 -r (E.23)OE E
nl=-oo n2=-00
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(E.20)
E.3 Double summation on the right side of (5.24)
Making use of (E.23), the double summation on the right side of (5.24) now becomes:
E 6(r - Rmi,m 2 )eik-Rmlm2
mi=-oo m2=-oo
= eik -r - - Rm,,m2 )
mi =-o0 m2=-oC
1 eik.r iKnn r
nl =- n2=-00
= : ei(kj + Kni,n 2). ,  (E.24)
n l=-o on2-OO
being the superposition of infinite number of plane waves with identical amplitude
1/d.
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