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Nous nous intkressons dam ce travail aux deux problkmes du calcul des 
variations: 
et 
L 
f(x, U(X), u’(x)) dx. 
Nous Ctudions skparkment ces deux problirmes et sass aucune hypothke de con- 
vexitC sur la fonction f nous donnons un thGor&me d’existence de minimum pour 
chacun d’eux. 
INTRODUCTION 
Nous Ctudions, dans cet article, les deux problkmes d’optimisation suivants: 
(CP) : Inf 
VCH~~(O, L) f  
=f(x, d(x)) dx, 
o 
ce travail se compose de deux parties utilisant des mkthodes diffkrentes: 
1. Etude du probhne @?F) 
f est une fonction de carathkodory de [0, L] x Iw -+ Iw; aucune hypothkse 
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de convexitt n’est faite surf. Par consequent les methodes habitueltes d’optimisa- 
tion ne peuvent pas s’appliquer. 
Le but est de dtmontrer que sous une hypothese de croissance a l’infini 
en 5 pour f(~, S), le probleme (SF) admet des points minima. Pour cela on 
considere sur F(O,L) la famille de problemes perturb& 
(P,) : Inf [ j’ f(x, v’(x)) dx - p s,” v’(x) dx], 
VEHVOJ) 0 
p E R. 
Quelque soit p E R, le probleme (go), qui est equivalent a un probleme de 
minimisation ponctuelle, admet au moins une solution u, appartenant a Hi(O, L); 
on peut ainsi definire une multiapplication: 
pour laquelle on montre l’existence d’un zero, i.e., qu’il existe p E [w tel que 
0 E T(p). 11 sera ensuite facile de verifier que up est solution de (9l). 
2. Etude du problirne (@) 
(1) On suppose que la fonction f&Q est independante de x. f. et fi sont 
suppostes assez regulieres. Sous certaines hypotheses H sur les d&iv&es de f. 
et fl , nous montrons que le problbme (9) admet au moins une solution. 
Pour cela, on considere le probleme relax& (cf. Ekeland et Temam [2]): 
(99) : Inf [ jLf$*(C4) dx + LLfr(x, v(x)) dx] 
V&~‘(O, L) 0 
qu’on regularise par perturbation grace au probleme: 
(@e,) : Inf [j L f,**(v’(x)) dx + 6 fi(x, v(x)) dx + E joL tP(x) dx] 
V.H~hP(O, L.) 0 
qui, B E fixe, admet une solution u, ; cette solution ZJ~ tend vers une solution 
zc “reguliere” du probleme (9%@); cette rCgularit6 est essentielle pour montrer 
que finalement u est aussi solution du probleme (@). 
(2) La fonction fo(x, 6) depend de x et f.  La fonction f,“*(x, t) n’etant 
pas suffisamment regulibre, on l’approche par une suite de fonctions ~Jx, I) 
convexes et regulieres. On regularise en resolvant le probleme: 
qui nous permet de conclure comme au paragraphe ci-dessus. 
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Pour d’autres aspects de I’optimisation non convexe on pourra egalement 
consulter [2-4]. 
1. &UDE DU PROBL&ME (P) 
On se propose de resoudre le probleme: 
(@l) : Inf 
ad7,l(o, L) s 
Lf(x, v’(x)) dx 
0 
sous l’hypothese suivante: 
Hypotht%e H 
f est une fonction de caratheodory de (0, L) x Iw --j Iw v&ifiant l’estimation: 
Cl I E I2 + a(x) Gf(s E) d c, I t I2 + b(x), V[ERetp.p.xf[O,L] 
&I Ce > C, > 0 et oh U(X) et 6(xX) sont des fonctions de Lr(0, L). 
THI?OR&E. Sow l’lzypothbe H le probl&e (9) admet au mains une solution 
dans H,1(O,L). -- 
. , 
D&o&ration. La demonstration se fait en trois points. 
ler point. Suivant l’idee introduite dans G. Aubert et 
on dcfinit le probl&me perturb6 
R. Tahraoui [l] 
auquel nous associons le probleme relax6 (cf. Ekeland et Temam [Z]) 
(CR%?,) : Inf ] j” f **(x, v(x)) dx - p joL v(x) dx!. 
VELYO,L) 0 
11 est clair que sous I’hypothese H, les problitmes (9& et (SF%!,), qui sont 
equivalents a des problemes de minimisation ponctuelle, admettent des solutions 
pour tout p E [w. 
Plus precisement pour p.p. x E [0, L], le prob’lcme ponctuel (Ye) adrnet 
un ensemble de solutions (z+,(x): contenu dans l’intervalle compact [z~Jx>, ep(x)J, 
intervalle solution du probleme relax& 
On verifie sans peine que g,(x) (resp. QX)) represente la plus petite (resp. 
la plus grande) solution de (9,) ponctuel, (et bien our de (Y%,) aussi). 
Notons E, l’ensemble {It u&) dx: ou u, est solution de (9,). 
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E, est in&s dans l’intervalfe compact: [$&x} dx, .rf g&(s) C&C]. L’inclusion “. 
inverse est egalement vraie. 
En effet pour tout a f  EO, on peut toujours trouver une 
w(x) = x(x) z,(x) + (1 - x(x)) q(x), 
combinaison: 
oii x est une fonction de [O,L] 5 vaieurs dans l’ensemble 
(0, 11, et teIle que I’on ait: 
;Z deux elements: 
c w(x) dx = a. 
La fonction w ainsi construite est evidemment solution de (go). D’ou l’identite: 
E, = 
f f 
L g&r) d-c, 1” ic7~(s) da+ 
0 0 
La question essentielle qui se pose maintenant est la suivante: E&e t-i1 
f~~*~~~eZq~eOEE~*? 
Nous repondons B cette question dans le 
2&e point. On considere la multiapplication T: 
T: p --+ E, 
qui possede les deux proprietes: 
propriety 1. T a un graph fern& 
Soit (P.,~ , a,) E Graphe( 2’) avec plz -+ p et a, + u quand n -+ + GO. Montrons 
que (p, a) E Graphe( T). 
A tout ~2 EN, on peut associer une fonction ad,# eL2(0, L) solution de (9@%) 
et telle que $’ a,,,(x) dx = a.n, . 
Grke B l’hypothese H (de coercivid) la suite (Us,)% est bornee dans L2(0, L) 
par une constante qui ne depend que de p. 
Par conskquent il existe une sous-suite et une fonction 26, telles que: 
ce qui entraine: 
u D,~ - u, dans L2(0, L) faible 
L L 
a, =Z 
s 
up,(x) dx - 
0 s 
q,(x) da-. 
0 
Pour conclure, montrons que [t z,,(x) & E E0 . Cfest immediat: ZJ,,~ est solution 
du probleme (PO%> et done aussi du probleme relax6 (J.?%%,,). Ce dernier est 
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convexe et semi continu inferieur faible, par suite la limite faible de u,* lorsque 
PVZ + p est solution de (9%2,), &e qui entraine: 
s 
L 
U,,(X) dx E E, , c.q.f.d. o 
Propri&e’ 2. 11 existe pr et pa E Iw tels que: 
(1) J L E,,(X) & < 0 et (2) f ” i&,(x) aa.+ > 0. 
0 40 
Montrons (1). Pour tout p E R, nous avons: 
< lLf(x, v(x)) dx - p iL V(X) dx 
Ce qui entraine grace 5 I’hypothbe H: 
b’v EL”(0, L). 
-P s 
L 
gp(x) dx < 
0 
If@, v(x)) dx - p joL V(X) dx + joL 1 Q(X)! d.u. 
On fait v  = -1: 
s 
L 
-P z&x) dx < 
0 
lLf(x, -1) dx + lL 1 a(~)[ dx f p *L 
d’oti: 
.L 
lim -p p*--m ( I go(x) dx = --aso, 0 1 
et par consequent on peut affirmer qu’il existe pr E R- tel que: 
.L 
J g,,(x) dx < 0. 0 
De meme, en faisant ‘I = +l on montrerait qu’il existe p2 E !R+ tel que: 
s 
L 
i&(x) dx > 0. 
0 
3he point. Nous sommes en mesure maintenant de repondre B la question 
posee plus haut et de resoudre le probleme initial (F). La multiapplication 
T: P - ES: ~(4 dx, J: iE,b) d x a un graphe fern16 et est telle qu’il existe I 
p1 et pe avec j$ gJ.2) dx < 0 et j” - o ZL~,(X) dx > 0. Grace a un theorbme des 
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valeurs intermediraires on en deduit l’existence d’un p,, E R tel que 0 E ED0 . 
Et done il existe uDO gLa(O,L) tel que: 
uDO soit solution de 9, 
s 
L 
u,,(x) dx = 0. 
0 
Nous terminons la demonstration du theoreme et resolvons le probleme initial, 
en posant: 
2 S(x) = 
s us&) dt 0 
la fonction @ par construction appartient & Hol(O, L) et verifie: 
LLf(x, W(x)) dx < s:f(x v’(x)) dx pout tout v E H,l(O, L) 
c’est-l-dire 42 est solution de (P). 1 
Nous utilisons le theoreme suivant (qui se dtduit facilement du cas “applica- 
tion” par dichotomie). 
T&OR&ME. Soit T une multiapplication: 
R -+ E-3, 
x - [T(x), Q)l 
([r(x), T(x)] d&gne un intervalle). 
On suppose: 
(1) T est S.C.S. (( =)T de graphe ferm3 et est b valets convexes compactes), 
(2) 3a E R T(a) < 0, 
3b E R T(b) > 0, 
alors il existe un Gel C appaytenant au segment d’extrtkit.4 a et b telque 0 E T(C). 1 
2. BTUDE DU PR~BI~E (9”) 
(1) La fonction f. est ir&pendante de la variable x 
On se propose, dans ce paragraphe, de resoudre le probleme: 
sous les hypotheses suivantes: 
THiOR&ME D'EXISTENCE 
Hypothises H 
0) h(E) ( res ec ivement fr(x, 7)) est reguliere en E (respectivement en P t 
(X, E)) sur 52 (respectivement sur IO, L[ X 88); 
(2) a ! 4 I” - c I q I2 - b <f&q +.f@, 7) d a’ I s* I2 - c’ I 7 I2 + b’ oh 
la constante c est telle que: c < uI12/L2; 
(3) iC??l/W(~, 7711 2 01 > 0 Vx E IO, LL b E R 
(4) y  > (d2f~*/d~2)(~) > 0 p.p. E G E oti E = ([ E‘ Iw t.q.f;*(<) = f&E)) 
et fz* designe la convexifiee de f,, ; 
(5) Le graphe de f$* comprend un nombre fini de segments de droite. 
Remarque 1. (i) Les hypotheses (4) et (5) montrent que df$*/df est 
lipschitzienne; dyg*/dp G Lw p.p. 6; 
(ii) vue la regularit de jr , l’hypothese 3 signifie que l’on a: 
I 
I 
soit + (x, 7) 3 01 > 0 p.p= 
soit -S&- (x, v) < ---a -C 0 p.p. 
le resultat essentiel de cette partie est don& par le 
TH~OR~ME. Sous les hypoth&es pr.Mdentes, Ie probkne (P*) admet au nwins 
une soZution 24 convexe si (8@q)(x, r]) >, c4 (et concave si (&/+)(x, 9) < -o!). 
Dkmonstration. La demonstration se fait en deux points: 
ler point. Etude de la rCgularit6 d’une solution du probleme relax& (R@): 
On perturbe ce probleme (&2) par le probleme: 
qui admet une solution u, E H,,r r~ H2(0, L) nous allons montrer que (9%?) 
admet une solution possedant une certaine regular%. 
LEMME 1. 
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Dhnomtration. 
lLfu”*(u;) dx + LLfi(x, u,) dx + E jO= u:“(x) dx 
or la coercitivite entraine I( u E 11 H1 < C, i.e., qu’il existe une sow-suite telle que: 
u, - 11 dans H,l(O, L) faible 
u, -+ u dans La(0, L) fort 
par passage a la limite et par densite on a: 
< IL ,f,**(d) dx + joLfl(x, v) dx Vv E rr,l(O, L) (0) 
prenant v  = 24, il vient: 
et par consequent 
p2Jd 
< -0 dans Ei-‘(0, L) fort. (1) 
ConsidCrons maintenant I’tquation d’Euler du probleme (PBJ 
2d’ - & [-&f:*(ld:(x))] + 2 (x, u,(x)) -= 0 dans 9(0, L). (2) 
Un resultat de Stampacchia [5] (cf. Cgalement Tartar [6]) nous permet d’ecrire: 
d [% (l&g,] = T (u:(x)) * u::(x) p.p. x. 
dx 
Remarque 2. L’hypothbe (1) et la remarque (1,i) montrent que: 21,) cL2(0,L) 
et que l’equation (2) est Cgalement valable dans L2; multipliant (2) par une 
fonction q~ appartenant a Ho1 n Hz et integrant par parties, on obtient: 
1((O) = t&5) == 0 (3) 
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et par consequent la fonction v, = u: est solution du probleme au limite: 
-2EV3) + dE” zl, x x* ( ‘( )) - z$(xj = g (x, u&x)) 
q(O) = v,(L) = 0 
(4) 
si l’on suppose (iTjJ@)(x, 7) > 01 > 0, on obtient, par application du principe 
du masimum: 
v,(x) 2 0 p.p. x E [O, L] (5) 
de plus, grace a l’hypothese (4) et Q la relation (S), v, verifie 
-2~v: + yv, > (Y au sens de CB’(O, L), 
I.e., 
-2~ loL V&J dx + y s L v,g, dx > a j L ye dx VT G 53(0, L) te1 que F > 0. (6) 
0 0 
LEMME 2. Le p&&ne (3%) admet wze solution u appartenant b Hol(O, L) 
tel que u’ soit continue p.p. x E]O, L[. 
Demonstration. Un passage a la limite dans l’equation (6), compte term 
de (1 jF permet de conclure: 
un > 0” > 0 
Y 
au sens de 9’(0, L) 
done u’ est strictement monotone p.p. x c’est-a-dire: u’ est continue pp. x; 
et on a Cgalement: 
joL f:*(u’> dx + j-” f&, u) ax 
0 
< j-oLf:*@r) dx -1 L’fJx, v) dx vv E H,l(O, L). (7) 
2kme pohzt. Resolution du probEme.( 
LEMMR 3. La fonctiofz u est solution du probEme (P). 
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Dhonstration. u est solution du probleme: 
- g [S (d(.%))] + 2 (x, u(zc)) = 0 p.p. x 
u(0) = zf(L) = 0 
(8) 
posons F = {CC ~10, L[/f$*(u’(x)) # fa(~‘(x)))- On a: mesure = 0; en effet 
supposons que mesure f  0; si l’on note I? = (x E F/u’(x) est continue en x>, 
grace au Lemme 2 
mesure = mesure # 0. 
Soit x EP; posons g(x) = (df$*/@)(zc’(x)); pour h suffisamment petit nous 
avons: 
g(" + h) - g(4 
zzz 
h 0 (flT* est lineaire, cf. le dessin ci-contre) 
d’oik 
g [q (d(*))] = 0 sur P 
ce qui donne, en utilisant I’equation (8) 
iifi(? 44) 0 - -= 
arl 
sur F 
avec mesure f  0 qui est en contradiction avec I’hypothese H(3) ainsi 
~:*(u’(s)) = fO(u’(x)) p,p. x E IO, L[ et u est solution du problbme (g”). 1 
TH$Ol&ME D’EYISTENCE 
(2) La fonction jO dtpend de la aa&bZe .x 
On se propose de resoudre le probleme suivant: 
(Pa) : Inf jLfD(x, ‘u’(x)) dx + 1” j&r, V(X)) dx 
vEH,1 0 0 
le principe de resolution est identique au cas ou la fonction f. ne depend que 
de 5. Du fait de la dependance en x de f. , une Ctude technique d’approximation 
est n&es&e (le resultat de derivation de Stampacchia n’etant plus applicable). 
Les hypotheses prCc&lentes, restent les mCmes, B l’exception de l’hypothbe (3) 
qui est remplacee par: 
En outre nous supposerons que la fonction f0 est convexe en 8 a l’infini, i.e., 
qu’il existe to > 0 (q u’on peut supposer independant de x) tel quefo(x, f) = 
f$*(x, c) p.p. x E [0, L], Ve tel que 1 ,$ j > to . Soitg,(x, E) une suite de fonctions 
regulieres convexes verifiant les hypotheses (2), (3’) et (4) avec des constantes 
a!, y, a, b etc. Cventuellement differentes. On suppose que: 
oh C,(X) ELM et tend vers 0 p.p.; 
oti d,(x) fzLrn et tend vers 0 p.p.; 
dans Lm([O, L] x R). 
Rmarcpe. Une telle suite de fonctions g,(x, t) existe, en effet soit une 
suite 15,(x, [) de fonctions positives telles que: 
vx, VE E: [-50, ,201 
ou pn est une suite numerique tendant vers zero quand n tend vers l’infini 
12 AUBERT ET TAHRAOUI 
11 suffit alors de choisir une suite de fonctions g,(x, 8) regulieres verifiant: 
On introduit le probleme suivant: 
Oti 
/n,E(v) = [oLgn(x, v’) dx + foLfl(x, v) dx + E l-L v”~(x) dx. 
Ce probleme admet une solution u~,~ caracteriste par: 
(1) 
z&(O) = t&(L) = 0. 
Grace % I’hypothese (37, la fonction ZIP,< = z& est positive ou nulle en vertu 
du principe du maximum. L’hypothese (4) appliqute a la fonction g,n donne: 
La coercivite montre que )I 2),,, H1 . /I < C oli C est independant de E et n; par 
consequent il existe une sous suite telle que 
1 
%,E - 21 dans Ho1 faible. 
u,,, + u P-P- 
B n fix& vnc + v, dans 9’ et EZI~, + 0 dans Q’(O,L). Et done on a: 
YVn b a dans S(O,L). 
On passe a la limite en 1z dans cette derniere inequation 
U” > % dans B’(0, L) (4) 
et done u’ est continue p.p. Montrons maintenant que ec est solution du 
probleme: 
(9%2) : Inf [fLf:*(x, v’) dx + j-)(x, v) dx]. 
vEH,l(o,L) 0 
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B JoL gn(x, v’) dx + If&,, v) dx + E joL ~1”~ dx. 
On passe L la limite en E, a n fixC, on obtient: 
f 
L g,(x, 4) cE.v + i= f&, un) dx < s” gn(x, v’) dx +ffi(x, v) dx (5) 
0 0 
car 
On passe ?I la limite en TZ dans l’inkquation (5’): 
iL [g&v, u;) -f,“*(x, u;)] dx + If:*(x, u;) dx + soLfi(x, u,) dx 
< 
s 
Lg&, v’) dx + IfJx, v) dx I;ir E Hol(O, L) (j’) 
0 
et on obtient g&e & la convergence uniforme de g, vers f $* 
joL f  ,“*(x, zt’) dx + J‘” f&q u) dx 
0 
< iL f ,**(x, v’) dx + kL fi(x, v) dx K?J E H,l(O, L) (6) 
i.e., u est solution de (9**). 
Pour conclure, montrons que u est solution du problkme initial: 
D’aprbs ce qui p&&de u est solution de I’Cquation: 
- $ [G (x, u’(x)] + s (x, u(x)) = 0 P*P- 3, 
u(0) = u(L) = 0. 
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Comme dans le paragraphe precedent, posons: 
F = lx E IO, -W:*(x, @4) f fo(x, u’(4)}, 
F = {x EF/u’(x) est continue en x}, 
g(x) = g (x, u’(x)), XEP, 
et montrons que 
mesure = mesure = 0. 
Par l’absurde supposons (8) non vraie; Etudions le rapport: 
af,“* 
g(x + h) - g(x) 
-y& (x, u’(x + h)) - s (4 U’W 
= 
h h \ v / 
(4 
q (x + h, u’(x + h)) - af,** af (x, u’@ + 4) 
i- h \ / 
pour x EF et h suffisament petit la quantite (a) est nulle car 
$2 (x, u’(x) = zfg (x, U’(X + h)) = cte qui depend de x; i.e., c(x) 
et la quantite (b) vaut: (c(x + h) - c(x))/h et done lorsque h -+ 0 
lim g(X + h) - g(X) 
h+O h 
= -g c(x) = g$ (x, G4> 
c’est-a-dire: 
’ [q (X, U’(X))] = 8 (X, d(X)) 
dX 
pour x El;i (9) 
ce qui entraine en reportant (9) dans (7): 
- g (x, u’(x)) + g (x, u(x)) = 0 pour x EE. (10) 
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Ce qui est en contradiction avec l’hypothkse (3’) et ainsi: 
j,**<x, u’(s)) = f&x”, u’(r)) p.p. ;Y E 10, L[ 
et u est solution de (9). 1 
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