All code used to generate the results shown in the figures in the paper is available on Github (<https://github.com/RuleWorld/SupplementalMaterials/tree/master/Gupta2019>; DOI: [10.5281/zenodo.3668765](https://doi.org/10.5281/zenodo.3668765)).
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Introduction {#sec001}
============

Cells use complex networks of proteins and other biomolecules to translate environmental cues into various cell fate decisions. Mathematical and computational models are increasingly used to analyze the nonlinear dynamics of these complex biochemical signaling systems \[[@pcbi.1007669.ref001]--[@pcbi.1007669.ref004]\]. As our knowledge of the biochemical processes in a cell increases, reaction network models of cell signaling have been growing more detailed \[[@pcbi.1007669.ref004]--[@pcbi.1007669.ref006]\]. Detailed models are a useful summary of knowledge about a system but they suffer from several drawbacks. First, the complexity may obscure simpler motifs that govern emergent cellular functions \[[@pcbi.1007669.ref007]--[@pcbi.1007669.ref009]\]. Second, the large number of parameters creates a high-dimensional search problem for parameter values where the model fits the data. To mitigate these problems, it is useful to reduce the number of reactions in a model, provided that the reduced model is still able to reproduce a given set of experimental observations. In this work we pose model reduction as a constrained Bayesian parameter estimation (BPE) problem to simultaneously calibrate and reduce models. Given a prior reaction network model, our method finds minimal subsets of non-zero parameters that fit the data.

A number of previous studies have addressed model reduction for biochemical systems, as reviewed in \[[@pcbi.1007669.ref010]\]. Some examples include reduction by topological modifications to resolve non-identifiability in models \[[@pcbi.1007669.ref011], [@pcbi.1007669.ref012]\] and reduction by timescale partitioning \[[@pcbi.1007669.ref013]--[@pcbi.1007669.ref015]\]. Non-identifiability arises when multiple unique parameterizations of a model give the same model output. Quaiser et al. \[[@pcbi.1007669.ref011]\] and Maiwald et al. \[[@pcbi.1007669.ref012]\] developed methods to find non-identifiable parameters and used this analysis to resolve non-identifiability by model simplifications such as lumping or removal of reactions. The simplification step, however, is not automated and requires a skilled modeler. Timescale partitioning methods use timescale separations in the reaction kinetics to apply model reduction based on quasi-steady-state and related approximations \[[@pcbi.1007669.ref010], [@pcbi.1007669.ref014]\]. Both of these methods generate reduced models but do not carry out parameter estimation to fit experimental data. Gabel et al. \[[@pcbi.1007669.ref016]\] recently developed FaMoS (Flexible and dynamic Algorithm for Model Selection), a method that uses heuristic search algorithms to search the space of submodel topologies within a larger model. However, each proposed submodel has to be individually refit to experimental data, and the heuristic search algorithms used are not guaranteed to return all possible submodel topologies that fit the data. Maurya et al. \[[@pcbi.1007669.ref017]\] used mixed-integer nonlinear optimization to combine parameter estimation with model reduction by reaction elimination, a technique common in the field of chemical engineering \[[@pcbi.1007669.ref018], [@pcbi.1007669.ref019]\]. This approach requires an additional binary parameter for every reaction in the model, and the genetic algorithms used for the optimization only provide point estimates of the parameters.

Here, we develop reaction elimination in a Bayesian framework that combines parameter estimation and model reduction without requiring additional parameters. BPE can be used to characterize high-dimensional, rugged, multimodal parameter landscapes common to systems biology models \[[@pcbi.1007669.ref001], [@pcbi.1007669.ref020]--[@pcbi.1007669.ref023]\] but suffers from the drawback that the Markov Chain Monte Carlo (MCMC) methods commonly used to sample model parameter space are often slow to converge and do not scale well with the number of model parameters. We recently showed that Parallel Tempering (PT), a physics-based method for accelerating MCMC \[[@pcbi.1007669.ref024]\], outperforms conventional MCMC for systems biology models with up to dozens of parameters \[[@pcbi.1007669.ref020]\]. Here, we apply Lasso (also known as L1 regularization), a penalty on the absolute values of the parameters being optimized, to carry out model reduction. In the fields of statistics and machine learning, Lasso is widely used for variable selection to identify a parsimonious model---a minimal subset of variables required to explain the data \[[@pcbi.1007669.ref025]\]. In the context of biology, Lasso has been widely applied to gene expression and genomic data, typically in combination with standard regression techniques \[[@pcbi.1007669.ref026]--[@pcbi.1007669.ref030]\] and less commonly in Bayesian frameworks \[[@pcbi.1007669.ref031], [@pcbi.1007669.ref032]\]. In the mechanistic modeling context, Lasso regression has been used to predict cell type specific parameters in ODE reaction network models \[[@pcbi.1007669.ref033]\], but to our knowledge it has not been implemented to reduce such models.

Our method, PTLasso, combines PT with Lasso regularization to simultaneously calibrate and reduce models. The core idea is that every reaction in the model is governed by a rate constant parameter that, when estimated as zero, removes the reaction from the model simulation. Since the approach is Bayesian, PTLasso can extract multiple minimal subsets of reactions if present, which provides alternate mechanisms to explain the data. We use synthetic data to demonstrate that PTLasso is an effective approach for model reduction. We also use PT with Lasso on groups of parameters (grouped Lasso) with real biological data in a larger model of NF-*κ*B signaling to select over reaction-network modules instead of individual reactions. Grouped Lasso can test mechanistic hypotheses about the necessity of signaling modules, such as feedback loops, to explain data from particular experimental conditions. Overall, our results demonstrate that BPE combined with regularization is a powerful approach to dissect complex systems biology models and identify core reactions that govern cell behavior.

The remainder of this paper is organized as follows. In Methods we provide an overview of the PTLasso approach with in-depth descriptions of PT, regularization with Lasso and grouped Lasso, and the setup of computational experiments. In Results we demonstrate PTLasso on synthetic examples of increasing complexity followed by an application of the grouped Lasso approach to address mechanistic questions in NF-*κ*B signaling. Finally, in Discussion we highlight advances as well as limitations of the method and present the implications of this study for the broader context of biological modeling and analysis.

Methods {#sec002}
=======

In this work we use Bayesian parameter estimation (BPE) for model reduction. Here, we present an overview of BPE using the Metropolis-Hastings (MH) and PT algorithms for MCMC sampling. Our presentation of these algorithms is modified from Gupta et al. \[[@pcbi.1007669.ref020]\]. Following this, we describe the application of regularization in the context of MCMC sampling using either Lasso or grouped Lasso. Finally, we describe the basic steps of the computational experiments, including generation of the synthetic data for fitting, choosing the starting parameter configurations for the MCMC chains, convergence testing and selection of hyperparameters.

Following \[[@pcbi.1007669.ref020]\], BPE methods aim to estimate the probability distribution for the model parameters conditioned on the data. The probability of observing the parameter vector, $\overset{\rightarrow}{\theta}$, given the data, *Y*, is given by Bayes' rule $$\begin{array}{r}
{p\left( \overset{\rightarrow}{\theta} \middle| Y \right) \propto p\left( Y \middle| \overset{\rightarrow}{\theta} \right)p\left( \overset{\rightarrow}{\theta} \right).} \\
\end{array}$$

Here, $p\left( Y \middle| \overset{\rightarrow}{\theta} \right)$ is the conditional probability of *Y* given $\overset{\rightarrow}{\theta}$, and is described by a *likelihood model*. For the ordinary differential equation (ODE) models in this study, we assumed Gaussian experimental measurement error, in which case the likelihood of a parameter vector, $\overset{\rightarrow}{\theta}$, is given by $$\begin{array}{r}
{L\left( \overset{\rightarrow}{\theta} \right) = e^{- \Sigma_{S}\Sigma_{T}{(Y_{\text{sim}}{(\overset{\rightarrow}{\theta})} - Y_{\text{expt}})}^{2}/2\sigma^{2}},} \\
\end{array}$$ where *S* is a list of the observed species, *T* is a list of the time points at which observations are made, *σ* is the standard deviation of the likelihood model and can be different for different species and time points, $Y_{\text{sim}}\left( \overset{\rightarrow}{\theta} \right)$ is the model output for parameter vector $\overset{\rightarrow}{\theta}$, and *Y*~expt~ is the corresponding experimental data. $p\left( Y \middle| \overset{\rightarrow}{\theta} \right)$ is equal to the normalized $L\left( \overset{\rightarrow}{\theta} \right)$. $p\left( \overset{\rightarrow}{\theta} \right)$ is the independent probability of $\overset{\rightarrow}{\theta}$, often referred to as the *prior distribution*, which represents our prior beliefs about the model parameters. It can be used to restrict parameters to a range of values or even to limit the number of nonzero parameters, as discussed further below.

MCMC sampling {#sec003}
-------------

MCMC methods sample from the posterior distribution, *p*(*θ*\|*Y*), by constructing a Markov chain with *p*(*θ*\|*Y*) as its stationary distribution. Following the notation of Metropolis *et al*. \[[@pcbi.1007669.ref034]\], we define the energy of a parameter vector $\overset{\rightarrow}{\theta}$ as $$\begin{array}{r}
{E\left( \overset{\rightarrow}{\theta} \right) = - \log{L\left( \overset{\rightarrow}{\theta} \right)} - \log{p\left( \overset{\rightarrow}{\theta} \right)},} \\
\end{array}$$ where *L* and *p* are the likelihood and prior distribution functions defined above. In this section we will briefly describe the Metropolis-Hastings and Parallel Tempering algorithms for MCMC sampling.

### Metropolis-Hastings algorithm {#sec004}

The Metropolis-Hastings (MH) algorithm is a commonly-used MCMC algorithm for BPE \[[@pcbi.1007669.ref035]\]. At each step, *n*, the method uses a proposal function to generate a new parameter vector, ${\overset{\rightarrow}{\theta}}_{\text{new}}$, given the current parameter vector, ${\overset{\rightarrow}{\theta}}_{n}$. A common choice of proposal function is a normal distribution centered at ${\overset{\rightarrow}{\theta}}_{n}$: $$\begin{array}{r}
{f\left( {\overset{\rightarrow}{\theta}}_{\text{new}},{\overset{\rightarrow}{\theta}}_{n} \right) \propto e^{{- \alpha|}{\overset{\rightarrow}{\theta}}_{\text{new}} - {\overset{\rightarrow}{\theta}}_{n}|^{2}}.} \\
\end{array}$$

For any *f* that is symmetric with respect to ${\overset{\rightarrow}{\theta}}_{\text{new}}$ and ${\overset{\rightarrow}{\theta}}_{n}$, the move ${\overset{\rightarrow}{\theta}}_{n + 1} = {\overset{\rightarrow}{\theta}}_{\text{new}}$ is accepted with probability min(1, *e*^−Δ*E*^), where $\Delta E = E\left( {\overset{\rightarrow}{\theta}}_{n + 1} \right) - E\left( {\overset{\rightarrow}{\theta}}_{n} \right)$. If the move is not accepted ${\overset{\rightarrow}{\theta}}_{n + 1}$ is set to ${\overset{\rightarrow}{\theta}}_{n}$.

### Parallel tempering {#sec005}

In PT (also referred to as replica exchange Monte Carlo \[[@pcbi.1007669.ref024]\]), several Markov chains are constructed in parallel, each with a different temperature parameter, *β*, which scales the acceptance probability from the MH algorithm, which is now given by min(1, *e*^−*β*Δ*E*^). A Markov chain with *β* = 1 samples the true energy landscape as in MH. Higher temperature chains have *β* \< 1 and accept unfavorable moves with a higher probability, sampling parameter space more broadly. Tempering refers to periodic attempts to swap parameter configurations between high and low temperature chains. These moves allow the low temperature chain to escape from local minima and improve both convergence and sampling efficiency \[[@pcbi.1007669.ref020], [@pcbi.1007669.ref024]\]. Following \[[@pcbi.1007669.ref020]\], the PT algorithm is as follows:

1.  For each of *N* swap attempts (called "swaps" for short)

    a.  For each of *N*~*c*~ chains (these can be run in parallel)

        i.  Run *N*~MCMC~ MH steps

        ii. Record the values of the parameters and energy on the final step.

    b.  For each consecutive pair in the set of chains in decreasing order of temperature, accept swaps with probability min(1, *e*^Δ*β*Δ*E*^), where *ΔE* and *Δβ* are the differences in the energy and *β* of the chains, respectively.

Note that in the Results we often refer to a parameter vector obtained from the lowest temperature chain at a particular swap as a sample. Ensemble fits are shown by subsampling parameter vectors from the lowest temperature chain.

Adapting the step size and the temperature parameter can further increase the efficiency of sampling \[[@pcbi.1007669.ref024]\], but varying parameters during the construction of the chain violates the assumption of a symmetric proposal function (also referred to as "detailed balance"). It is therefore advisable to do this during a "burn-in" phase prior to sampling. Another way to increase efficiency of sampling for parameters that may be on different scales is to sample in log-space as we have done for all of the examples in this manuscript.

Regularization with Lasso {#sec006}
-------------------------

Lasso regularization penalizes the L1-norm (sum of absolute values) of the parameter vector, which biases all model parameters towards a value of zero \[[@pcbi.1007669.ref025]\]. In a Bayesian framework, the Lasso penalty is equivalent to assuming a Laplace prior on each parameter *θ*~*i*~ given by $$\begin{array}{r}
{p\left( \theta_{i} \right) = \frac{1}{2b}\exp\left( - \frac{|\theta_{i}\left. - \mu \right|}{b} \right),} \\
\end{array}$$ where *b* is the width and *μ* is the mean, which is set to zero for variable selection in linear parameter space. The energy function is then $$\begin{array}{r}
{E\left( \overset{\rightarrow}{\theta} \right) = - \log{L\left( \overset{\rightarrow}{\theta} \right)} + \sum\limits_{i = 1}^{n_{\text{par}}}\frac{|\theta_{i}\left. - \mu \right|}{b},} \\
\end{array}$$ where *n*~par~ is the number of model parameters, and we have dropped the constant term arising from the normalization constant $\frac{1}{2b}$ in [Eq 5](#pcbi.1007669.e025){ref-type="disp-formula"}. From [Eq 6](#pcbi.1007669.e026){ref-type="disp-formula"} it can be seen that the regularization strength is inversely proportional to *b*. For efficiency we perform parameter estimation in log parameter space, so instead of regularizing by setting *μ* to zero, we set it to a large negative value, such that the parameter value is small enough that it does not affect the dynamics of the model variables on the timescale of the simulation.

Regularization with grouped Lasso {#sec007}
---------------------------------

To account for modularity in complex signaling networks \[[@pcbi.1007669.ref036]\], we use grouped Lasso, to perform selection at the level of reaction modules instead of individual reactions (Note that this differs from the standard Group Lasso penalty \[[@pcbi.1007669.ref037]\] that is typically used for regression problems). All reactions in a module share a common penalty parameter that is multiplied with a reaction-specific parameter to get the full reaction rate constant.

For every reaction *i* in module *m*, the reaction rate constant is given by $$\begin{array}{r}
{\theta_{i} = k_{i}\lambda_{m},} \\
\end{array}$$ where λ~*m*~ is the penalty parameter for module *m* and *k*~*i*~ is a reaction-specific parameter. Defining $\theta_{i}^{\prime} = \log\left( \theta_{i} \right)$, $k_{i}^{\prime} = \log\left( k_{i} \right)$, and $\lambda_{m}^{\prime} = \log\left( \lambda_{m} \right)$, we have $$\begin{array}{r}
{\theta_{i}^{\prime} = k_{i}^{\prime} + \lambda_{m}^{\prime}.} \\
\end{array}$$

The energy function is then $$\begin{array}{r}
{E\left( \overset{\rightarrow}{\theta^{\prime}} \right) = - \log{L\left( \overset{\rightarrow}{\theta^{\prime}} \right)} + \sum\limits_{m = 1}^{n_{\text{mod}}}\frac{|\lambda_{m}^{\prime}\left. - \mu \right|}{b} + \sum\limits_{i = 1}^{n_{\text{par}}}f\left( k_{i}^{\prime} \right),} \\
\end{array}$$ where $$\begin{array}{r}
{f\left( k_{i}^{\prime} \right) = \left\{ \begin{array}{ll}
{0,} & {\text{if}\mspace{720mu} k_{i}^{\prime} \in \left( LB_{i},UB_{i} \right)} \\
{\infty,} & {\text{otherwise}.} \\
\end{array}\operatorname{} \right.} \\
\end{array}$$

Here, *n*~mod~ is the number of modules and *LB*~*i*~ and *UB*~*i*~ are parameters that restrict the reaction-specific parameters. *UB*~*i*~ is chosen such that when $\lambda_{m}^{\prime}$ is within the Laplace prior boundaries, i.e., $\lambda_{m}^{\prime} \approx \mu$, the maximum value of $\theta_{i}^{\prime}$, ≈*UB*~*i*~ + *μ*, is small enough that it does not affect the dynamics of the model variables on the timescale of the simulation. For the application to NF-*κ*B signaling we chose *μ* = −25, *LB*~*i*~ = −5 and *UB*~*i*~ = 10 for all *i*.

Synthetic data sets used in model calibration {#sec008}
---------------------------------------------

For the two examples presented in Results that used synthetic data, we generated the sets labeled "true data" by simulating the model with a single set of parameter values (labeled as "true parameter values") and sampling with a fine time resolution. We then generated 10 noisy replicates of this data at a coarser set of time points by adding Gaussian noise with mean of zero and variance of either 10% or 30% of the true value at each point. The mean and variance of the replicates then defined the "observed data" used for fitting.

Constraining the model {#sec009}
----------------------

We use two kinds of constraints in fitting, soft constraints and hard constraints. Soft constraints can be violated, but are associated with a finite penalty \[[@pcbi.1007669.ref038]\]. For example, the energy function penalizes parameter vectors for producing model outputs that deviate from the data. Hard constraints, on the other hand, cannot be violated because they are associated with an infinite penalty. We used hard constraints in the NF-*κ*B signaling model to enforce certain known properties of the NF-*κ*B system, such as that the exit rate of NF-*κ*B-I*κ*B complex from the nucleus is greater than that of free NF-*κ*B \[[@pcbi.1007669.ref039]\]. A full list of constraints applied to the NF-*κ*B signaling model is listed in [S1 Table](#pcbi.1007669.s008){ref-type="supplementary-material"}.

MCMC chain initialization {#sec010}
-------------------------

All MCMC chains must be initialized with a starting parameter vector. For simple examples, such as the pulse-generator motif and linear dose-response models, chains were initialized by randomly sampling from the prior until a parameter vector with energy below a threshold is found. For more complex examples, to avoid long burn-in periods when starting from unfavorable start points, parameter vectors obtained from PT (or PTLasso) chains that were previously run with similar data or hyperparameter configurations were used to initialize the current PT (or PTLasso) chains. For example, parameter vectors obtained for one NF-*κ*B trajectory could be used as a start point for fitting a different NF-*κ*B trajectory, or a PTLasso chain with a small value of *b* (more constrained) could be initialized from a parameter set obtained from PTLasso with a large value of *b* (less constrained). The exact procedures used to generate the starting configurations used in all computational experiments are provided in the Supplemental Code available at <https://github.com/RuleWorld/SupplementalMaterials/tree/master/Gupta2019>.

Convergence testing {#sec011}
-------------------

To check for convergence, PT (or PTLasso) was run twice for each computational experiment, and the two parameter chains were used to calculate the Potential Scale Reduction Factor (PSRF) for each model parameter ([S2 Table](#pcbi.1007669.s009){ref-type="supplementary-material"}). The PSRF compares intra-chain and inter-chain variances for model parameter distributions and serves as a measure of convergence \[[@pcbi.1007669.ref040]\]. In keeping with the literature, we consider a PSRF less than 1.2 \[[@pcbi.1007669.ref021], [@pcbi.1007669.ref022], [@pcbi.1007669.ref040]\] as consistent with convergence. We also calculated the stricter Multivariate PSRF (MPSRF), which extends PSRF by checking for convergence of parameter covariation ([S3 Table](#pcbi.1007669.s010){ref-type="supplementary-material"}). Third-party MATLAB libraries used for the PSRF and MPSRF calculations are available at <https://research.cs.aalto.fi/pml/software/mcmcdiag/>.

For models with a large number of parameters, such as the 26-parameter NF-*κ*B signaling model, the number of PT (or PTLasso) swaps needed for convergence was large and time consuming to obtain in a single run. Instead of running two long PT (or PTLasso) chains each of length *N*, we picked two favorable initial conditions and from each ran a set of *M* PT (or PTLasso) chains of length *N*/*M* in parallel to reduce wall clock time. We calculated the univariate PSRF of the *M* energy chains within each group, and if PSRF was less than 1.2, we assumed that the chains were sampling the same energy basin and combined them ([S4](#pcbi.1007669.s011){ref-type="supplementary-material"} and [S5](#pcbi.1007669.s012){ref-type="supplementary-material"} Tables). This gave us two groups of *N* PT (or PTLasso) samples that we used to test convergence of parameter distributions.

PSRF and MPSRF values for each computational experiment are shown in [S2](#pcbi.1007669.s009){ref-type="supplementary-material"} and [S3](#pcbi.1007669.s010){ref-type="supplementary-material"} Tables respectively. We also show in [S6 Table](#pcbi.1007669.s013){ref-type="supplementary-material"} that the step acceptance rates for most chains are close to the optimal value of 0.234 \[[@pcbi.1007669.ref041]\]. [S7 Table](#pcbi.1007669.s014){ref-type="supplementary-material"} shows the swap acceptance rates of the two lowest temperature chains for each computational experiment.

Hyperparameter selection {#sec012}
------------------------

The hyperparameters associated with PTLasso are *μ* and *b*, the mean and width of the Laplace prior on each parameter that is being regularized. For simplicity, we keep these the same for all model parameters, although they could in principle vary, which would lead to a more difficult inference problem. To select the hyperparameters, we varied *b* and used the "elbow" in the negative log likelihood vs. *b* plot to find the smallest value of *b* (maximum regularization strength) that does not substantially increase the negative log likelihood of the fit \[[@pcbi.1007669.ref020], [@pcbi.1007669.ref042]\]. We also checked that the results were insensitive to small variations in *μ* ([S1B](#pcbi.1007669.s001){ref-type="supplementary-material"}, [S2B](#pcbi.1007669.s002){ref-type="supplementary-material"}, [S4B and S4C](#pcbi.1007669.s004){ref-type="supplementary-material"} Figs).

For more computationally expensive models, we used hyperparameter estimates close to those obtained from the smaller synthetic models and compared the average log likelihoods of the fits from PT and PTLasso. For all of the examples shown, we found that the fit with PTLasso is at least as good as the fit with PT ([Fig 4E](#pcbi.1007669.g004){ref-type="fig"}, [S1C](#pcbi.1007669.s001){ref-type="supplementary-material"}, [S2C](#pcbi.1007669.s002){ref-type="supplementary-material"}, [S4D and S4E](#pcbi.1007669.s004){ref-type="supplementary-material"} Figs).

Software {#sec013}
--------

All results reported in this work were obtained using `ptempest` \[[@pcbi.1007669.ref020]\], which is a MATLAB package for parameter estimation that implements PT with support for regularization. `ptempest` uses MATLAB's Mex interface to support the efficient integration of ODEs in C using the CVODE library and is directly compatible with the popular rule-based modeling software BioNetGen \[[@pcbi.1007669.ref043]\] which enables use with models built in both Systems Biology Markup Language (SBML) \[[@pcbi.1007669.ref044]\] and the BioNetGen Language (BNGL). The source code is available at <http://github.com/RuleWorld/ptempest>.

Results {#sec014}
=======

Reduced motifs can be inferred from dense reaction-networks in the absence of a prior architecture {#sec015}
--------------------------------------------------------------------------------------------------

To demonstrate that PTLasso can recover a minimal model architecture without prior knowledge of the reaction network, we used synthetic time-course data to infer a pulse-generator motif from a fully connected 3-node network of unimolecular reactions ([S8 Table](#pcbi.1007669.s015){ref-type="supplementary-material"}). The motif A→B→C ([Fig 1A](#pcbi.1007669.g001){ref-type="fig"}, left), modeled as a system of ODE's, was used to generate a time course for species B after initializing the system with 100 molecules of species A at time *t* = 0 (red curves in [Fig 1B](#pcbi.1007669.g001){ref-type="fig"} labeled "true data"). As described in Methods, Gaussian noise (mean = 0, standard deviation = 30% of the true data value) was added to generate ten noisy trajectories that were sampled at eight time points ([S1A Fig](#pcbi.1007669.s001){ref-type="supplementary-material"}) to simulate the effects of experimental noise and cell-to-cell variability. The mean and standard deviation of these synthetic trajectories formed the "observed data" (black points and error bars in [Fig 1B](#pcbi.1007669.g001){ref-type="fig"}) used for subsequent parameter estimation and model reduction.

![Model reduction using PTLasso with a fully connected 3-node graph.\
**A)** Motif used to generate the observed data (left) and reaction network diagram of the fully connected 3-node network used as the starting point for PTLasso (right). The initial concentration of A (light red) is 100 molecules. The initial concentrations of B and C are 0. The concentration of B (red) is observed at multiple time points, but the concentration of C (blue) is not observed. Each reaction has an associated rate constant parameter. *k*~AB~ = 0.1*s*^−1^ and *k*~BC~ = 1*s*^−1^ are the true parameter values (rate constants not specified were set to zero). **B)** Fits of the model to the data with PT (left) and PTLasso (right). Transparent blue lines show ensemble fits (from 4,000 parameter samples, 100 time points per trajectory), red line shows the true data (100 time points), and the black error bars show the mean ± standard deviation of the observed data (8 time points). **C)** Frequency histograms showing probability distributions of the parameters (from 400,000 parameter samples) for fits with PT (top row) and PTLasso (bottom row). The range of log parameter values on each x-axis is −12 to 3, which covers the full range over which parameters were allowed to vary. The y-axis of each panel is scaled to the maximum value of the corresponding distribution to emphasize differences in shape. The pink lines show the boundaries of the Laplace prior with *μ* = −10, *b* = 1 and the dashed red lines in panels for *k*~*AB*~ and *k*~*BC*~ show the true parameter values. A parameter distribution confined within the Laplace prior boundaries indicates that the parameter is extraneous (panels with red border).](pcbi.1007669.g001){#pcbi.1007669.g001}

PT and PTLasso were then used to fit this data using the fully-connected 3-node network comprised of six reactions ([Fig 1A](#pcbi.1007669.g001){ref-type="fig"}, right). Time courses from PT and PTLasso ([Fig 1B](#pcbi.1007669.g001){ref-type="fig"}) both fit the observed data ([S1C Fig](#pcbi.1007669.s001){ref-type="supplementary-material"}), but the PTLasso fits are more similar to the true data at times before the first observed data point. PT finds parameter probability distributions ([Fig 1C](#pcbi.1007669.g001){ref-type="fig"}, top row) that exhibit sharp peaks near the true values of the two nonzero parameters that were used to generate the data, *k*~*AB*~ and *k*~*BC*~, but finds significant probability for other values of these parameters and non-zero values for the other rate constants in the complete network that should have zero value (labeled "extraneous"). By contrast, PTLasso ([Fig 1C](#pcbi.1007669.g001){ref-type="fig"}, bottom row) recovers tight distributions near the true values of the two nonzero parameters that lie well outside the Laplace prior, while the probability distributions for the extraneous parameters all conform tightly to the prior distribution, indicating that the corresponding reactions can be removed from the network. Taken together, these results demonstrate that PTLasso can recover network architecture and parameter values that are not inferred by PT alone.

To determine if the method scales to larger networks, we applied PT and PTLasso to a fully connected 5-node network ([S9 Table](#pcbi.1007669.s016){ref-type="supplementary-material"}, [Fig 2A](#pcbi.1007669.g002){ref-type="fig"}, [S2A Fig](#pcbi.1007669.s002){ref-type="supplementary-material"}). As with the 3-node example, PTLasso fits for a complete 5-node network are more similar to the true data than fits with PT alone ([Fig 2B](#pcbi.1007669.g002){ref-type="fig"}). Similarly, rate constant parameter distributions with PT are all broad ([Fig 2C](#pcbi.1007669.g002){ref-type="fig"}), whereas the extraneous parameters for the PTLasso fits were within the Laplace prior ([Fig 2D](#pcbi.1007669.g002){ref-type="fig"}). In addition to a tight distribution near the true value for *k*~*AB*~, PTLasso recovered bimodal distributions for *k*~*BC*~, *k*~*BD*~, and *k*~*BE*~, suggesting that the essentiality of each of the reactions B→C, B→D and B→E depends on which of the other two are included. This is because the model A→B→C is indistinguishable from A→B→D and A→B→E without more information about the system. Even though the marginal posterior distributions show all three parameters playing a role, parameter covariation ([S2D Fig](#pcbi.1007669.s002){ref-type="supplementary-material"}) reveals that only one of the reactions B→C, B→D, B→E is simultaneously active and rate constant distributions for the other two are centered at 10^−10^ (proxy for 0 when sampling in log-scale). The same covariation plot obtained without Lasso does not show similar clustering ([S2E Fig](#pcbi.1007669.s002){ref-type="supplementary-material"}). Taken together, these results show that PTLasso correctly identifies network parameters and suggests that A→B→C, A→B→D, and A→B→E are alternate reduced models for the data.

![Model reduction using PTLasso with a fully connected 5-node graph.\
**A)** Motif used to generate the observed data (left) and reaction network diagram of the fully connected 5-node network used as the starting point for PTLasso (right). *k*~AB~ = 0.1*s*^−1^ and *k*~BC~ = 1*s*^−1^ are the true parameter values (rate constants not specified were set to zero). The initial concentration of A (light red) was set to 100 molecules, while the initial concentrations of B, C, D and E were set to 0. The concentration of B (red) is observed at multiple time points, but the concentrations of C, D and E (blue) are not observed. **B)** Fit of the model to the data with PT (left) and PTLasso (right). Transparent blue lines show ensemble fits (from 7,000 parameter samples, 100 time points per trajectory), red line shows the true data (100 time points), and the black error bars show the mean ± standard deviation of the observed data (8 time points). **C)** Frequency histograms showing probability distributions of the parameters (from 700,000 parameter samples) for fits with PT and **D)** PTLasso. The range of log parameter values on each x-axis is −12 to 3, which covers the full range over which parameters were allowed to vary. The y-axis of each panel is scaled to the maximum value of the corresponding distribution to emphasize differences in shape. The pink lines show the boundaries of the Laplace prior with *μ* = −10, *b* = 1 and the dashed red lines in panels for *k*~*AB*~ and *k*~*BC*~ show the true parameter values. A parameter distribution that deviates from the prior is necessary (panels with blue border).](pcbi.1007669.g002){#pcbi.1007669.g002}

The primary noise model that we have chosen for all the synthetic experiments in this paper is Gaussian noise added to the data. However, one might ask how the results of PTLasso are affected when noise is added to the true parameter values instead, which is perhaps a more accurate representation of cell-to-cell variability in biological signaling systems. To test this, we perturbed the true parameters (log *k*~*AB*~ = −1, log *k*~*BC*~ = 0) 10 times with Gaussian noise (mean = 0, standard deviation = 0.05) ([S3A Fig](#pcbi.1007669.s003){ref-type="supplementary-material"}). The mean and standard deviation of the resulting 10 noisy model outputs formed the observed data for fitting ([S3B Fig](#pcbi.1007669.s003){ref-type="supplementary-material"}). The results of PTLasso were qualitatively the same when fitting fully connected three-node and five-node networks to this data ([S3C--S3F Fig](#pcbi.1007669.s003){ref-type="supplementary-material"}).

Overall, these results show that PTLasso is a global approach that can extract correct parameter estimates and architectures of alternate reduced models that fit the data from fully connected networks of varying sizes. This is especially useful in the context of complex cell signaling systems that often have redundant elements, in which case the method can be used to identify alternate signaling mechanisms that fit the data.

Motifs with specific dose-response relationships can be inferred from a prior network {#sec016}
-------------------------------------------------------------------------------------

In the previous section we assumed no prior knowledge of a reaction-network and fitted a simple model output. To demonstrate the extraction of motifs with more complex behaviors in the more likely scenario where there is some prior network of hypothesized molecular interactions, we used PTLasso to extract subnetworks required to produce specific dose-response relationships.

Tyson et al. \[[@pcbi.1007669.ref009]\] previously described two simple biochemical models that individually produce linear or perfectly adapting dose-response relationships. We constructed a prior network of a signal, *S*, response, *R*, and intermediate, *X*, by combining the linear and adaptive dose-response models into a single six-parameter model ([S10 Table](#pcbi.1007669.s017){ref-type="supplementary-material"}, [Fig 3A](#pcbi.1007669.g003){ref-type="fig"}). We show that PTLasso correctly identifies the linear and adaptive submodels when the combined model is fit to different simulated data. The linear dose-response submodel was used to generate synthetic time courses for *R* in response to increasing levels of *S* ([Fig 3B](#pcbi.1007669.g003){ref-type="fig"}, top row). As earlier, Gaussian noise (mean = 0, standard deviation = 10% of the true data value) was added to each trajectory to simulate experimental noise and cell-to-cell variability, and the mean and standard deviation for each time course was calculated at four distinct time points (including *t* = 0), creating 16 data points that constitute the observed data. As in the previous example of fully connected networks, PTLasso fits of the prior network to the observed data are more similar to the true data than fits from PT alone ([Fig 3B](#pcbi.1007669.g003){ref-type="fig"}, top row). PTLasso recovers tight distributions for *k*~*s*−*rs*~ and *k*~*r*−0~, which are the only model parameter values that lie outside the Laplace prior, providing a reduced two-parameter model that is sufficient to produce the synthetic data ([Fig 3C and 3D](#pcbi.1007669.g003){ref-type="fig"}).

![Motif inference from a prior network constrained with dose-response data.\
**A)** Reaction network diagram of the prior network. The value of the signal *S* is known, response *R* (red) is observed at multiple time points, but intermediate *X* (blue) is not observed. Solid lines show species conversions and dashed lines show influences, where a species affects the rate of the corresponding reaction without being consumed. **B)** Fit of the model to the linear dose-response data (top row, linear scale y-axis) and perfectly adapting dose-response data (bottom row, log scale y-axis) with PT (left) and PTLasso (right). *k*~*s*−*rs*~ = 10 s^−1^, *k*~*r*−0~ = 0.01 s^−1^ are the true parameter values for the linear dose-response data and *k*~*s*−*rs*~ = 10 s^−1^, *k*~*xr*−*x*~ = 10 molecule^−1^ s^−1^, *k*~*s*−*xs*~ = 1 s^−1^, *k*~*x*−0~ = 1 s^−1^ are the true parameter values for the perfectly adapting dose-response data (rate constants not specified were set to zero in each case). Transparent blue lines show ensemble fits (from 4,000 parameter samples with 1,000 time points per trajectory for linear dose-response, and from 8,000 parameter samples with 2,000 time points per trajectory for perfectly adapting dose response), red lines show the true data (1,000 time points for linear dose-response, 2,000 time points for perfectly adapting dose response), and the black error bars show the mean ± standard deviation of the observed data. The four increasing linear dose-response values correspond to *S* values of 1, 2, 3 and 4, and the two successive perfectly adapting dose response responses corresponding to *S* values of 1 and 2. **C)** Frequency histograms showing probability distributions of the parameters for linear dose response fits (from 400,000 parameter samples) with PT (top) and PTLasso (bottom). **D)** Reduced model corresponding to linear dose-response highlighted in prior network. Faded nodes and arrows are extraneous and are removed from the model. **E)** Frequency histograms showing probability distributions of the parameters for perfectly adapting dose-response fits (from 800,000 parameter samples) with PT (top) and PTLasso (bottom). For panels C and E, the range of log parameter values on each x-axis is −12 to 6, which covers the full range over which parameters were allowed to vary. The y-axis of each panel is scaled to the maximum value of the corresponding distribution to emphasize differences in shape. The pink lines show the boundaries of the Laplace prior with *μ* = −10, *b* = 0.5 for the linear dose-response model, and *μ* = −10, *b* = 1 for the perfectly adapting dose-response model, and the dashed red lines show the true parameter values. A parameter distribution confined within the Laplace prior boundaries indicates that the parameter is extraneous (panels with red border). **F)** Reduced model corresponding to perfectly adapting dose-response highlighted in prior network. Faded nodes and arrows are extraneous and are removed from the model.](pcbi.1007669.g003){#pcbi.1007669.g003}

When the perfectly adaptive dose-response submodel was similarly used to generate observed data in response to two successive increasing values of *S*, PTLasso reduced the prior network to a four-parameter model ([Fig 3E and 3F](#pcbi.1007669.g003){ref-type="fig"}) that fits the data ([Fig 3B](#pcbi.1007669.g003){ref-type="fig"}, bottom row). In this case, parameters *k*~*s*−*xs*~ and *k*~*xr*−*x*~ in the reduced model have broad distributions and are unidentifiable ([Fig 3E](#pcbi.1007669.g003){ref-type="fig"}, bottom row), but PTLasso captures their linear correlation ([S4A Fig](#pcbi.1007669.s004){ref-type="supplementary-material"}), which may provide further avenues for model reduction \[[@pcbi.1007669.ref012]\]. While signaling systems are complex and can involve large numbers of reactions, not every reaction is relevant for every function. Taken together our results demonstrate that distinct elements of a large reaction-network may be responsible for different complex behaviors and can be successfully isolated using PTLasso.

A reduced model of NF-*κ*B signaling without A20 feedback explains single-cell NF-*κ*B responses to a short TNF pulse {#sec017}
---------------------------------------------------------------------------------------------------------------------

Complex biological signaling networks are frequently modular \[[@pcbi.1007669.ref045], [@pcbi.1007669.ref046]\] with distinct motifs such as feedback loops that operate on separate time scales \[[@pcbi.1007669.ref036]\]. To account for the modular structure of signaling we extended our Lasso approach to grouped Lasso, a technique that applies a module-specific Lasso penalty to all reactions within a particular module (see [Methods](#sec002){ref-type="sec"}). PT combined with grouped Lasso finds minimal sets of reaction modules that explain experimental data. We used this method to test the requirement of A20 feedback to explain previously published single-cell NF-*κ*B responses to a short TNF pulse \[[@pcbi.1007669.ref047]\]. A prior model of NF-*κ*B signaling was created by combining simplified elements of models from \[[@pcbi.1007669.ref039]\] and \[[@pcbi.1007669.ref002]\] ([S11 Table](#pcbi.1007669.s018){ref-type="supplementary-material"}). The network was divided into three biologically motivated network modules ([Fig 4A](#pcbi.1007669.g004){ref-type="fig"}). The I*κ*B and A20 modules describe negative feedback mediated by the inhibitor I*κ*B and negative regulator A20, respectively. The activation module includes all remaining reactions that describe the path from TNF binding to its cognate TNF-receptor (TNFR) to the eventual translocation of NF-*κ*B into the nucleus. The reaction rate constants within a module are constrained by a common Lasso penalty parameter (see [Methods](#sec002){ref-type="sec"}). If the penalty parameter for a module is estimated as 0, (here, 10^−25^ is used as a proxy for 0 when sampling in log scale), the entire module is removed from the simulation. To test which of the three modules is necessary to explain NF-*κ*B responses to a single TNF pulse, PTLasso was used to fit the model to three previously published, experimentally obtained, single-cell NF-*κ*B responses ([Fig 4B](#pcbi.1007669.g004){ref-type="fig"}) \[[@pcbi.1007669.ref047]\]. In addition to the NF-*κ*B data, other constraints were applied to make the system behave consistently with known biology. These constraints are listed in [S1 Table](#pcbi.1007669.s008){ref-type="supplementary-material"}, and [S5 Fig](#pcbi.1007669.s005){ref-type="supplementary-material"} demonstrates that PTLasso correctly followed the imposed parameter covariation.

![Model reduction using grouped Lasso with a model of NF-*κ*B signaling.\
**A)** Reaction network diagram of a simplified model of TNF-NF-*κ*B signaling. The colors indicate the different modules. Suffix "a" or "i" refer to active and inactive versions of the species respectively. Prefix "n" and "c" distinguish between nuclear and cytoplasmic versions of the species respectively. Solid lines indicate transformations and dashed lines indicate influences, where a species affects the rate of the corresponding reaction without being consumed. **B)** PTLasso fits of the model to three distinct single-cell NF-*κ*B responses to pulsatile TNF stimulation. **C)** Frequency histograms showing probability distributions of the penalty parameters (from 5,640,000 parameter samples) from model fits of single-cell NF-*κ*B responses (from panel B) to pulsatile TNF stimulation with PTLasso. **D)** PT fits of the model to the single-cell NF-*κ*B response from the first row of panel B to pulsatile TNF stimulation. **E)** Box plots comparing the log likelihood of the fits for NF-*κ*B responses to pulsatile TNF stimulation (from 5,640 parameter samples) with PT and PTLasso. Trajectories 1--3 correspond to the three trajectories in rows 1--3 of panel B. Boxes show data in the 25^*th*^--75^*th*^ percentile and the circles show the mean. **F)** Frequency histograms showing probability distributions of the penalty parameters (from 5,640,000 parameter samples) from model fits of the single-cell NF-*κ*B response in panel D to pulsatile TNF stimulation with PT. **G)** PTLasso fits of the model to a single-cell NF-*κ*B response to continuous TNF stimulation. **H)** Frequency histograms showing probability distributions of the penalty parameters (from 3,200,000 parameter samples) from model fits of the single-cell NF-*κ*B response to continuous TNF stimulation with PTLasso. For panels B, D and G, transparent blue lines show ensemble fits (from 288 parameter samples for the fits with pulsatile TNF and 168 parameter samples for the fits with continuous TNF stimulation) of the model to single-cell NF-*κ*B responses. An NF-*κ*B response is calculated as the fold change of the sum of the abundances of bound and free NF-*κ*B in the nucleus. Red lines show the experimental data. Error bars show the 10% standard deviation assumed for the likelihood function during fitting and represent measurement error. Pulsatile TNF stimulation is 5 ng/ml for 5 minutes. Continuous TNF stimulation is 0.1 ng/ml. For panels C, F and H, the range of log parameter values on each x-axis covers the full range over which parameters were allowed to vary (−35 to 6 for pulsatile TNF stimulation and −30 to 6 for continuous TNF stimulation). The y-axis of each panel is scaled to the maximum value of the corresponding distribution to emphasize differences in shape. The pink lines show the boundaries of the Laplace prior with *μ* = −25, *b* = 2. When fitting with PT, the penalty parameter distributions have uniform priors.](pcbi.1007669.g004){#pcbi.1007669.g004}

The probability distributions for the module penalty parameters ([Fig 4C](#pcbi.1007669.g004){ref-type="fig"}) show that the A20 parameter is confined within the prior boundaries while the others have deviated, suggesting that to fit these particular single-cell NF-*κ*B trajectories, the A20 module is dispensable, whereas the I*κ*B and activation modules are not. The A20 module might still be essential for other biology of the system, but the model does not require the A20 module to produce these single-cell NF-*κ*B responses under the given experimental condition and network constraints. The fits with PTLasso were as good as the fits with PT alone ([Fig 4B and 4D](#pcbi.1007669.g004){ref-type="fig"}), as is demonstrated by comparing the average log-likelihoods ([Fig 4E](#pcbi.1007669.g004){ref-type="fig"}), though the fits with PT produced broader distributions for the A20 parameters ([Fig 4F](#pcbi.1007669.g004){ref-type="fig"}, [S6 Fig](#pcbi.1007669.s006){ref-type="supplementary-material"}). The posterior distributions estimated for many of the reaction rate constants showed overlap with values previously reported in the literature \[[@pcbi.1007669.ref002], [@pcbi.1007669.ref039], [@pcbi.1007669.ref048]\] ([S6 Fig](#pcbi.1007669.s006){ref-type="supplementary-material"}).

To test the requirement of A20 feedback under different experimental conditions and network constraints, we also fit the model to a published single-cell NF-*κ*B response to continuous TNF stimulation \[[@pcbi.1007669.ref047]\] ([Fig 4G](#pcbi.1007669.g004){ref-type="fig"}). A soft constraint that IKK responses are transient was added for consistency with published observations \[[@pcbi.1007669.ref049], [@pcbi.1007669.ref050]\]. For responses to a TNF pulse, IKK activity naturally adapts back to its baseline abundance without additional negative regulation ([S7 Fig](#pcbi.1007669.s007){ref-type="supplementary-material"}). In this case, all three module penalty parameters deviate from the prior ([Fig 4H](#pcbi.1007669.g004){ref-type="fig"}), indicating that the A20 mediated negative regulation of IKK is essential for responses to continuous TNF stimulation. Taken together, the results for the NF-*κ*B signaling model provide an example where PTLasso isolates reaction modules sufficient for responses to specific experimental conditions and time scales.

Discussion {#sec018}
----------

In this work we have demonstrated that PT combined with Lasso is an effective approach to learn reduced models from a prior model with a larger number of reactions. Even when starting from a complete graph without prior knowledge of the underlying signaling network, PTLasso correctly identified reduced model architectures and reaction rate constants. PTLasso also correctly isolated subnetworks that are necessary for distinct dose-response relationships. In a model of NF-*κ*B signaling, PT with grouped Lasso found that in the absence of other network constraints, A20 feedback was not required to explain single-cell responses to a short TNF pulse, but is required when TNF treatment was continuous. Model reduction using PTLasso can therefore highlight aspects of the reaction network that are important for specific experimental conditions and timescales and not others.

Energy landscapes for systems biology models are often multimodal \[[@pcbi.1007669.ref051]\], which raises the possibility that multiple minimal models will fit the data. The fully connected five-node network example demonstrates that PTLasso can identify multiple minima when present, but we also note that the posterior distributions for the parameters *k*~BC~, *k*~BD~, *k*~BE~ were not identical as would be expected from symmetry ([Fig 2D](#pcbi.1007669.g002){ref-type="fig"}). These differences show that even when the PSRF and MPSRF values are below the standard thresholds, MCMC sampling methods may not obtain the correct probabilities for each possible solution. In a worst case, an apparently converged sample might miss a plausible mechanism.

Here, we have only used PTLasso to reduce ODE models of biochemical kinetics, but the method is in principle agnostic to the modeling formalism used. The grouped Lasso approach to select over reaction modules can even be adapted to select over abstract representations of signaling mechanisms, for example, coarse-grained nonlinear input-output functions, when detailed molecular reaction networks are not known. This may be useful to highlight pathways sufficient for certain experimental data in large multi-pathway models, such as whole-cell models \[[@pcbi.1007669.ref052]\] or models of signaling crosstalk \[[@pcbi.1007669.ref053]\], where it may not be possible or desirable to accurately represent each biochemical pathway in full mechanistic detail.

Another potential application of model reduction arises in fitting a model to data from different cell types. Differences in responses to the same experimental condition might be explained by differences in parameter values \[[@pcbi.1007669.ref033]\], but comparing cell-type specific parameter distributions in high dimensional space may be difficult when the models are non-identifiable. Reducing the number of model parameters lowers the dimensionality of the space and makes this problem easier.

A limitation of PTLasso is the large number of swaps required to reach convergence, which can lead to long execution times. For the simplest examples presented here, convergence happens on the order of hours on a standard workstation computer, but for the more complex signaling systems, convergence can take several days. Most of the execution time is dedicated to converging the joint parameter distribution. Currently PT and PTLasso are both run for fixed chain lengths followed by convergence testing at the end, often generating more samples than were required to pass convergence tests. Testing convergence on-the-fly and terminating the chains when convergence is reached would prevent unnecessary sampling and reduce the overall execution time. Approaches such as APT-MCMC \[[@pcbi.1007669.ref054]\] and Hessian-guided MCMC \[[@pcbi.1007669.ref022]\] that account for the shape of the parameter landscape during sampling could also reduce the number of samples required for convergence.

Along with working to reduce the amount of sampling, we are also investigating algorithmic modifications to reduce the execution time of individual PT swaps. Synchronous swapping in our current implementation of PT requires each chain to complete a fixed number of steps before attempting a swap. Because high temperature chains sample parameter space broadly and encounter regions where stiffness leads to long integration times, lower temperature chains often have to wait for the higher temperature chains to complete before swaps can be attempted. Asynchronous swapping \[[@pcbi.1007669.ref020]\] may therefore reduce execution times. Overall, there are still many opportunities for future PTLasso implementations to increase efficiency and applicability to larger systems biology models.

In this study we have presented a Bayesian framework that systematically dissects mechanistic ODE models of biochemical systems to identify minimal subsets of model reactions that are sufficient to explain experimental data. Technology now enables the building and simulating of highly detailed models that accurately reflect existing knowledge of a biochemical system. But detailed models may obscure our ability to identify underlying mechanisms. PTLasso serves as a bridge between these detailed models and simpler mechanistic explanations that are sufficient to account for system behavior under specific conditions.

Supporting information {#sec019}
======================

###### Hyperparameter tuning for PTLasso with a fully connected 3-node graph.

**A)** Data generated for fitting. Red dashed lines show the model simulation at 8 time points with the true parameter values. Each colored line represents a noisy trajectory obtained by adding Gaussian noise (mean = 0, standard deviation = 30% of the true data value) to the true data. The black error bars show the mean and standard deviation of the 10 repeats, and is the observed data used for fitting. **B)** Hyperparameter tuning plot showing variation in the negative log likelihood distribution (from 4,000 parameter samples) with *μ* and *b* (red points show the mean, and black lines show mean ± standard deviation). The hyperparameters selected (*μ* = −10, *b* = 1) provide the most regularization while not substantially increasing the negative log likelihood. **C)** Comparison of the log likelihood distributions (from 4,000 parameter samples) of the fits with PT and PTLasso (*μ* = −10, *b* = 1). Box plots are obtained using a third party MATLAB library, aboxplot\*, with outliers not shown. Boxes show data in the 25^*th*^--75^*th*^ percentile and the circles show the mean. **D)** Example of PTLasso fits (from 4,000 parameter samples) where *b* is too small (*μ* = −10, *b* = 0.1) and the negative log likelihood of the fit is increased, and **E)** the corresponding parameter distributions (from 400,000 parameter samples). Since the regularization strength was too high, none of the parameters deviated from the prior. \*<http://alex.bikfalvi.com/research/advanced_matlab_boxplot/>.

(TIF)

###### 

Click here for additional data file.

###### Hyperparameter tuning for PTLasso with a fully connected 5-node graph.

**A)** Data generated for fitting. Red dashed lines show the model simulation at 8 time points with the true parameter values. Each colored line represents a noisy trajectory obtained by adding Gaussian noise (mean = 0, standard deviation = 30% of the true data value) to the true data. The black error bars show the mean and standard deviation of the 10 repeats, and is the observed data used for fitting. **B)** Hyperparameter tuning plot showing variation in the negative log likelihood distribution with *μ* and *b* (from 7,000 parameter samples, red points show the mean, and black lines show mean ± standard deviation). The hyperparameters selected (*μ* = −10, *b* = 1) provide the most regularization while not substantially increasing the negative log likelihood. **C)** Box plots comparing the log likelihood distribution (from 7,000 parameter samples) obtained with PT and PTLasso for the chosen values of hyperparameters. Box plots are obtained using a third party MATLAB library, aboxplot\*, with outliers not shown. Boxes show data in the 25^*th*^--75^*th*^ percentile and the circles show the mean. **D)**. Parameter covariation of the three selected parameters with PTLasso and **E)** with PT shown as a 3D scatter plot with transparent points (from 700,000 parameter samples). \*<http://alex.bikfalvi.com/research/advanced_matlab_boxplot/>.

(TIFF)

###### 

Click here for additional data file.

###### Model reduction using PTLasso with fully connected 3-node and 5-node graphs when the observed data is generated from noisy parameters.

**A)** Noisy parameter values (black) used to generate the observed data. The log true parameters (red) of the known model were perturbed 10 times with Gaussian noise (mean = 0, standard deviation = 0.05). **B)** Colored lines show model outputs for each of the 10 noisy parameter sets. The black error bars shows the mean and standard deviation of the colored lines and is the observed data for fitting. Red dashed line shows the model simulation at 8 time points with the true parameter values. **C)** Frequency histograms showing probability distributions of the parameters (from 800,000 parameter samples) for PTLasso fits of a fully connected three node graph and **D)** fully connected five node graph. The range of log parameter values on each x-axis is −12 to 3, which covers the full range over which parameters were allowed to vary. The y-axis of each panel is scaled to the maximum value of the corresponding distribution to emphasize differences in shape. The pink lines show the boundaries of the Laplace prior with *μ* = −10, *b* = 1, and the dashed red lines in panels for *k*~*AB*~ and *k*~*BC*~ show the true parameter values. A parameter distribution confined within the Laplace prior boundaries indicates that the parameter is extraneous. **E)** PTLasso fits to the data for a fully connected three node graph and **F)** five node graph. Transparent blue lines show ensemble fits (from 8,000 parameter samples, 100 time points per trajectory), red line shows the true data (100 time points), and the black error bars show the mean ± standard deviation of the observed data (8 time points).

(TIF)

###### 

Click here for additional data file.

###### Hyperparameter tuning for PTLasso with dose-response motifs inferred from a prior network.

**A)** Linear correlation of non identifiable parameters in the reduced perfectly adapting model shown as a scatter plot (axes show log parameter values). **B)** Hyperparameter tuning plot for the linear dose response model and **C)** the perfectly adapting dose response model. The hyperparameter tuning plot shows variation in the negative log likelihood distribution with *μ* and *b* (from 400 parameter samples for the linear dose response model and from 800 parameter samples for the perfectly adapting dose response model. Red points show the mean, and black lines show mean ± standard deviation). The hyperparameters selected (*μ* = −10, *b* = 0.5 for linear dose-response and *μ* = −10, *b* = 1 for perfectly adapting dose-response) provide the most regularization while not substantially increasing the negative log likelihood. **D)** Box plots comparing the log likelihood distribution obtained with PT and PTLasso for the chosen values of hyperparameters for the linear dose response model (from 400 parameter samples) and **E)** the perfectly adapting dose response model (from 800 parameter samples). Box plots are obtained using a third party MATLAB library, aboxplot\*, with outliers not shown. Boxes show data in the 25^*th*^--75^*th*^ percentile and the circles show the mean. \*<http://alex.bikfalvi.com/research/advanced_matlab_boxplot/>.

(TIF)

###### 

Click here for additional data file.

###### Hard constraints on parameter covariation in NF-*κ*B signaling.

Binned scatter plots (MATLAB function binscatter with 940,000 parameter samples from a PTLasso fit for an NF-*κ*B response to pulsatile TNF stimulation) show the joint distributions for the pairs of parameters for which covariance was constrained during fitting.

(TIF)

###### 

Click here for additional data file.

###### Posterior probability distributions of model parameters shown with the corresponding published values for a representative NF-*κ*B response to pulsatile TNF stimulation.

**A)** with PTLasso and **B)** with PT. Distributions of total protein abundance parameters and rate constant parameters (from 5,640,000 parameter samples) from the A20 module (blue), Activation module (yellow) and I*κ*B module (orange). All parameters are in logscale. Total protein abundance parameters have uniform priors, and the x-axis range indicates the sampling range. Rate constant parameters are sums of the module penalty parameters and reaction-specific parameters. The pink line corresponds to a best-fit parameter set. The dashed lines correspond to published values of parameters---Pekalski et al. \[[@pcbi.1007669.ref002]\] (red), Lee et al. \[[@pcbi.1007669.ref039]\] (black), and Kearns et al. \[[@pcbi.1007669.ref048]\] (blue). A published parameter value for a model is only included if the corresponding reaction maintained the same structure in both the published and current models. For unit conversions we used the values mentioned in Lee et al. \[[@pcbi.1007669.ref039]\], 1*μM* of NF-*κ*B = 50,000 molecules/cell and applied this to other species in the models. In the parameter labels "import" refers to translocation from the cytoplasm into the nucleus and "export" is the reverse. "Complex" refers to the NF-*κ*B-I*κ*B complex. The y-axis for each panel is scaled from 0 to the maximum value of the distribution to emphasize differences in the shapes of the distributions.

(TIF)

###### 

Click here for additional data file.

###### NF-*κ*B signaling model predictions.

Model predictions for non-fitted variables for a representative NF-*κ*B response to pulsatile TNF stimulation (from 500 parameter samples from one of the PTLasso repeats). Suffix "a" and "i" refer to active and inactive versions of a species respectively. Prefix "c" and "n" refer to cytoplasmic and nuclear versions of a species respectively. "Complex" refers to the NF-*κ*B-I*κ*B complex. Time courses are shown for 4 hours after the initial 5ng/ml TNF stimulation. The TNF concentration is set to 0 at the 5 minute time point.

(TIF)

###### 

Click here for additional data file.

###### Hard constraints in the NF-*κ*B signaling fits.

(PDF)

###### 

Click here for additional data file.

###### Maximum PSRF across all model parameters for each example shown up to 4 significant digits.

Parameter distributions are constructed from the lowest temperature chain.

(PDF)

###### 

Click here for additional data file.

###### MPSRF values for parameter distributions from each example shown up to 4 significant digits.

Parameter distributions are constructed from the lowest temperature chain.

(PDF)

###### 

Click here for additional data file.

###### PSRF to show convergence of energy distributions when combining PT or PTLasso chains for the NF-*κ*B signaling fit with pulsatile TNF stimulation.

M is the number of independent chains that are combined for each group and N is the total number of swaps. The length of each chain is N/M. Energy distributions are constructed from the lowest temperature chain.

(PDF)

###### 

Click here for additional data file.

###### PSRF to show convergence of energy distributions when combining PTLasso chains for the NF-*κ*B signaling fit with continuous TNF stimulation.

M is the number of independent chains that are combined for each group and N is the total number of swaps. The length of each chain is N/M. Energy distributions are constructed from the lowest temperature chain.

(PDF)

###### 

Click here for additional data file.

###### Step acceptance rates for the lowest temperature chain for each example.

(PDF)

###### 

Click here for additional data file.

###### Swap acceptance rates for the two lowest temperature chains for each example.

(PDF)

###### 

Click here for additional data file.

###### Reactions in fully connected three node network.

The "parameters" column specifies the forward and reverse rate constant pair. True parameters are shown in red. All the reactions follow mass action kinetics. First order reaction rate constants are in units of s^−1^. Second order reaction rate constants are in units of molecule^−1^s^−1^.

(PDF)

###### 

Click here for additional data file.

###### Reactions in fully connected five node network.

The "parameters" column specifies the forward and reverse rate constant pair. True parameters are shown in red, and parameters of the inferred alternate reduced models are shown in blue. All the reactions follow mass action kinetics. First order reaction rate constants are in units of s^−1^. Second order reaction rate constants are in units of molecule^−1^s^−1^.

(PDF)

###### 

Click here for additional data file.

###### Prior network comprising linear dose-response model reactions and adaptive dose-response model reactions.

The "parameters" column specifies the forward and reverse rate constant pair. All the reactions follow mass action kinetics. First order reaction rate constants are in units of s^−1^. Second order reaction rate constants are in units of molecule^−1^s^−1^.

(PDF)

###### 

Click here for additional data file.

###### Reactions in NF-*κ*B signaling model.

The "parameters" column specifies the forward and reverse rate constant pair. All the reactions follow mass action kinetics. First order reaction rate constants are in units of s^−1^. Second order reaction rate constants are in units of molecule^−1^s^−1^ except *k*~*b*~ which is in units of (ng/ml)^−1^s^−1^.

(PDF)

###### 

Click here for additional data file.
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: In this manuscript, Gupta, Lee, and Faeder describe a method for identifying key kinetic modules associated with more complicated mechanistic models using a Bayesian parameter estimation approach coupled with Lasso regularization to reduce the number of parameters. In terms of the review criteria:

Originality - yes, the work appears to be original as it incorporates Lasso regularization. Of note, Klinke and Finley used a Bayesian parameter estimation approach coupled with time-scale separation for model reduction (Klinke and Finley Biotech Prog 2012).

Significant biological and/or methodological insight - methods that enable one to extract some biological insight from a more complicated mechanistic model are helpful. This one uses Lasso regularization as a new aspect.

Rigorous methodology -

\- Couple of concerns:

1\. The authors choose to incorporate a Lasso regularization approach to minimize the number of parameters in the model. Given that parameters in system biology models may not be tightly constrained and may exhibit correlation with other parameters, a Lasso approach only chooses one parameter in a set of correlated parameters. The choice is a bit arbitrary. So what is it to say if the Lasso chooses another parameter in the correlated set, would the conclusions be different?

2\. Given the common presence of parameter non-identifiability in these types of models, convergence applied to the parameters doesn\'t really make sense, while applied to the model predictions does. Once the chains have converged, they are sampling the posterior distribution. It seems here, the authors only ran the MCMC chains until they converged and then used the unconverged segments. That\'s not correct.

3\. It\'s unclear to me about the point of swapping chains. In this implementation, the proposed step only depends on the current point. Swapping chains just artificially inflates within chain variance and reduces between chain variance such that the Gelman-Rubin PSRF would be reduced, suggesting early convergence. Of note, the majority of the time is spent solving ODEs - so figure out a way to speed up solving the ODEs, especially stiff ones.

Importance to researchers in the field - Yes, this may be helpful to researchers in the field to reduce the complexity of models based on the data available.

Other minor comments:

Unclear how PT is better than adaptive MCMC methods, which are much faster than plain MCMC.

Unclear how noise properties impacts results using toy model. Experimentally, noise distribution may be constant (i.e., independent of the true value) or may be inversely proportional to the true value (RNAseq data is like that).

Reviewer \#2: This paper presents a novel computational method (PTLasso) for identifying reduced mathematical models of signaling networks. By searching for reduced models that can fit temporal experimental data, the method yields information on critical pathway components, modules, or parameters that are necessary to explain observed data. In my opinion, this paper addresses major needs in the area of quantitative systems biology/mathematical biology: first, by seeking reduced models it addresses the issue of overfitting (which is a particular challenge in cell signaling, where models based on prior knowledge are becoming increasingly complex, even while very limited information about parameter values is available); second, it addresses the issue of how to interpret model fits (by revealing which aspects of a model are actually necessary to reproduce experimental observations). Overall I believe this paper makes a significant contribution to cell signaling and other areas of quantitative biology, which should be published and is a good fit for PLOS Comp. Bio. The methodological approach is solid.

However, there are a number of issues with the presentation that should be addressed before publication, detailed below.

1\) Throughout the paper, the mathematical models are presented only graphically. If I understand correctly, all models are treated as ODEs with added Gaussian noise. I think it would be helpful to include in the Supplement the explicit equations for all models. This would aid reproducibility and help prevent potential confusion, for example:

a\) I was initially confused about the usage of both capital Ks and lower-case ks to denote kinetic rate parameters, since capital Ks are typically associated with equilibrium constants (i.e., ratios of kinetic parameters). I would recommend using only lower-case ks (e.g., in Figures 1 and 2), but regardless, showing the full models would clarify any potential confusion about what the parameters mean.

b\) In the caption of Figure 3 model description, it reads "Solid lines show species conversions and dashed lines show influences". I think I know what is meant by this in terms of mass-action kinetics, but I'm not sure it would be universally understood. Again, the full equations would prevent any confusion.

2\) In the captions of Figs. 1-3, the parameter values are reported without any units. The units should be clarified (I assume they are per-second rate constants, since the simulated time trajectories are presented in seconds)

3\) It would be helpful if the x-axis could be labeled with numeric values for the parameter plots (e.g., Fig 1C, Fig 2C and D, etc.). With the plots unlabeled, it's very difficult to figure out where the prior was centered (the value of mu) and how that value compares to the true parameter values. I realize this is a challenge because of space limitations. At least, it would be helpful to clarify the chosen values of mu and b directly in the figure and/or figure caption, along with the values of the true parameters for comparison.

4\) Throughout the paper, it is unclear what is meant by the number of samples. For example, in Figure 1B, the curves represent "4e3 samples" and in Figure 1C, the distributions show "4e5 PT samples" (is it the same number for both PT and PTLasso?). Why is the number of samples shown in 1B and 1C different? I had a hard time understanding (1) what does one sample mean, in terms of the MCMC procedure described. Does one sample = one run of many iterations? If so, is it subject to the convergence criterion described in Methods? (2) What determines the number of samples used, which is different for different models?

5\) The results for NFkB signaling seem central to the paper, since the authors here show an application to real-world experimental data. I think the presentation of Figure 4 and corresponding section of Results could be improved:

a\) It's unclear to me why Fig. S7 is in the supplement, and not included in the main text (perhaps as part of Figure 4, or as a stand-alone figure). It seems like an important result that demonstrates the utility of the method: that PTLasso identifies the A20 network module as being necessary to reproduce the nNFkB trajectories under continuous stimulation, whereas it is NOT necessary to reproduce measurements from short-pulse stimulated cells. From a biological standpoint, it suggests that cells may engage negative feedback loops (or other types of modules) only under certain stimulus conditions. This is very interesting!

b\) The presentation in Fig. 4 is confusing, because in 4C results for both PT and PTLasso are shown, whereas in 4B only "PT Fits" are mentioned, but I believe PTLasso is implied.

c\) In Fig. 4, only the PTLasso penalty parameter distributions are shown, which seems inconsistent in presentation with the rest of the paper, in which distributions of parameters from both PT and PTLasso are directly compared. (And since PT serves as the baseline of comparison throughout the paper, to support the utility of PTLasso). I guess the challenge is that there are so many parameters in the NFkB signaling network. Still, it would be nice to see a visual representation of the output of PT versus PTLasso, especially since it is emphasized that the PT and PTLasso fits are equally good (4C). I was particularly interested in whether the PT fits also hint at some modularity, or do the PT parameters tend to involve all modules? In other words, is PTLasso really necessary to reach the conclusion that the A20 module is not necessary, or can PT alone reach this conclusion, perhaps indirectly? I wonder if there's a way to show parameter ensembles, somehow lumped by module. Another solution would be to directly show the PT and PTLasso parameter distributions in the Supplement, where space is not limiting (and group the parameters by module). I think this is already done for PTLasso in Fig. S5, where the A20 module parameters tend to be centered around low values (-20 to -30). Do the corresponding plots for PT show higher values and/or broader distributions of A20-module parameters? This would support the idea that PTLasso is really necessary over PT to eliminate the A20 module.

d\) I don't think Fig. S5 is ever referred to in the Main Text (I couldn't find it). If I understand, it shows that PTLasso recovers best fit parameter values that are in line with previous estimates. This seems worth describing in Main Text. However, it needs to be clarified which NFkB trajectory these parameters correspond to: continuous or short-pulse stimulation.

6\) This might be a minor detail, but in line 144, the authors neglect the normalization constant 1/2b. If I'm not mistaken, this means that the weight of the prior (relative to the likelihood) in the energy function is changing in a way that depends on the hyperparameter b. Is this justified?

7\) There are some typos in line 113: missing vector notation on theta, and a missing period.

8\) Could the authors clarify the relationship between equations 1 and 2? Is there an explicit equality between p(Y given theta) and L(theta)?

Reviewer \#3: The paper by Gupta et al addresses an important problem in computational biology - the calibration of parameters in ODE kinetic models and model reduction. The authors extended their past work on parallel tampering and Bayesian MCMC chains to include Lasso regularization. Regularization is very important in large models and the Lasso framework they use merges very well with the parallel tempering algorithm. Overall I recommend that the paper be published by Plos Comp Bio. I have a few suggestions that I think can improve the paper without too much effort and I recommend that these will be suggested to the authors so they can decide which to implement.

I did not understand how the authors dealt with parameter units. Parameters have values that have are on an arbitrary scale, some could be order of magnitude different from others. In their MCMC runs, parameter scaling matters in their multivariate proposal distribution ( eq 4.). This is especially true if parameter covariance is taken into account. One suggestion (see Yao et al MSB 2016) is to normalize all values related to a reference value using log of the fold difference. There are other ways of addressing this issue and perhaps the authors already do and I missed it. But if they don't I think that they should.

The authors used synthetic data to test their methodology. I think this is a great approach. However, the way they implemented the addition of noise in synthetic data is problematic. The addition of Gaussian white noise is very unrealistic. The majority of variability in biological measurement is not due to instruments where the idea of Gaussian noise is reasonable but from biological variability. An alternative I would suggest is to add parameter variability (that could be gaussian) and run multiple simulations of the ODEs and use that to generate the synthetic data and see how good is model calibration is under these conditions.

In the NFkB model, the authors used both hard and soft constraints. It will be great to know if these were essential, i.e. can the system "work", create good fits even if these constraints are violated?

The authors explain how they tune hyperparameters related to the prior. But I did not see any discussion related to other hyperparameters related to the proposal distribution, the tempering rate, the likelihood function (i.e. the sigma of the residual). Are these less important? Or should they also be tuned?

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.
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Dear Dr. Faeder,

We are pleased to inform you that your manuscript \'Parallel Tempering with Lasso for Model Reduction in Systems Biology\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. A member of our team will be in touch within two working days with a set of requests.

Please note that your manuscript will not be scheduled for publication until you have made the required changes, so a swift response is appreciated.

IMPORTANT: The editorial review process is now complete. PLOS will only permit corrections to spelling, formatting or significant scientific errors from this point onwards. Requests for major changes, or any which affect the scientific understanding of your work, will cause delays to the publication date of your manuscript.

Should you, your institution\'s press office or the journal office choose to press release your paper, you will automatically be opted out of early publication. We ask that you notify us now if you or your institution is planning to press release the article. All press must be co-ordinated with PLOS.

Thank you again for supporting Open Access publishing; we are looking forward to publishing your work in PLOS Computational Biology. 

Best regards,

Stacey Finley, Ph.D.

Associate Editor

PLOS Computational Biology

Thomas Lengauer

Methods Editor

PLOS Computational Biology
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: The revision seems to largely address the prior critiques.

Reviewer \#2: The authors have addressed all my concerns. I think this is a great paper and it is ready to be published.

Reviewer \#3: The authors addresses all my concerns. I recommend the paper for immediate publication in Plos Comp Bio

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: None

Reviewer \#3: Yes
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If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).
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Parallel Tempering with Lasso for Model Reduction in Systems Biology

Dear Dr Faeder,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol
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