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ABSTRACT. The purpose of this paper is to show a general method which allows one to find all the continuous (and sometimes also all the locally integrable) solutions of functional equations by considering solutions of class Cm. One can do it if one is assured that all the continuous (or all the locally integrable) solutions of a given equation are functions of class Cm or C . Such a property is characteristic for the solutions f:Rn-*R of the equations k (.) 2 a,<x, r)/W>,(*. *)) = F(x, /O4M).ñ\M)) + b(.x. t), <=l where x e R", ( £ Rr, n > 1, r > 1 and where the functions </>,-: Rn+r-* R", \j: R" -* Rn, a¡: Rn+r ■* R, b: Rn+r -* R, F: Rn+S ■+ R satisfy some regularity assumptions and the assumptions which guarantee that an equation obtained by differentiating (*) and fixing f is of constant strength, hypoelliptic at a point xq. A general theorem, concerning the regularity of the continuous and locally integrable solutions / of (•), is formulated and proved by the reduction to the corresponding problem for the distributional solutions of linear partial differential equations.
1. Introduction. It often happens in functional equations that very weak regularity assumptions allow one to prove that all the solutions which satisfy these weak assumptions are functions of class C°°.
There exist numerous examples of functional equations, with unknown functions depending on one variable, for which the continuity at single points implies continuity, differentiability, or even analyticity, everywhere. Such equations will not be considered here.
Many results of this type are known also in the theory of partial differential equations. For instance all solutions of an elliptic differential equation with analytical coefficients and analytical forcing term are analytic functions; all solutions of an elliptic differential equation with C" coefficients and C°° forcing term are functions of class C°°; all solutions of an elliptic differential equation of order 1 < m with coefficients and forcing term of class Cm are functions of class Cm.
(Similar statements are true for a larger class of differential equations, namely, for differential equations of constant strength hypoelliptic at a point.) Hence it follows immediately that if a functional equation implies, e.g., an elliptic differential equation of order m with C°° coefficients and C°° forcing term, then all its solutions of class Cm are C°° functions. This information can help to solve such an equation in the class Cm since some resulting differential equations of higher order may then be considered.
However, when investigating a functional equation, one is interested not only in its solutions of class Cm, but also in its continuous or less regular solutions.
It will be shown that if the equations considered are such as to imply linear partial differential equations of order m, of constant strength, hypoelliptic at an x0, with C°° coefficients and C°° forcing term, then not only solutions of class Cm but also all continuous solutions are functions of class C°°. Therefore, to solve such an equation in the class of continuous functions, one may reduce it to differential equations and find differentiable solutions, being assured that no other continuous solutions exist.
Theorems presented in this paper allow one to recognize functional equations for which this method can be applied.
The paper investigates equations of the form (1.1) Z ««(*> 'W*. 0) = F(x, /IM*)), -• • , /(*,(*))) + *(*, Û, where x £ ß", t G Q, C Rr, n > 1, r > 1, 0¿: Rn x Í2-<-Rn, \.: Rn -*Rn, at: R" xQ-+R,b:Rn x Í2-*R, F-. Rn+*-*R.
Proofs of the regularity of the integrable solutions of similar classes of functional equations are well known when n = r = \ (see e.g. J. Aczel [1, pp. 183-209] ). All these proofs apply classical analysis methods which fail if n > 1.
In this paper a distributional method (different than that one used by the author in [19] ) is used.
Other distributional methods were applied by I. Fenyö [6] , [7] , [8] to solve some functional equations with unknown functions depending on one variable, by A. M. Garsia [13] and by A. Friedman and W. Littman [12] in connection with mean value equations, by G. Choquet and J. Deny [4] to prove some properties of harmonic functions and by J. A. Baker [3] in connection with a functional equation being an analogue to the wave equation.
Equations (1.1) include the well-known mean value equations and, therefore, have a small overlap with the generalized mean value equations
where /i is a finite complex Borel measure supported in the closed unit ball in R". Different properties of equations (1.2) and (1.3) were studied, e.g., in [8] - [14] , [17] , [28] . (For more references concerning (1.3) see [28] .) It is not the aim of this paper to generalize those results although, e.g., in the case <¡>¡(x, t) = x + <j>¡(t) some such generalizations are possible (see B. Lawruk and H. áwiatak [16] and H. Swiatak [25] ). The regularity of the continuous and locally integrable solutions/of (1.1) is the only property which will be studied here. One should add, for the sake of completeness, that a much stronger result concerning the regularity of the function / satisfying (1.2) was obtained by M. A. McKiernan [17] . Also the paper [21] dealing with a special case of (1.1), namely, 4>((x, t) -x + 4>¡(t) and F(x, uv ... , us) = 0 proves some stronger results. (The papers concerning (1.3) assume the continuity of/.) 2. Notation and definitions.
x,y, 1,77, 0ERn;t, aERr, We say that a sequence \¡/v -* 0 in V if there exists a compact set E C Rn such that for every v, supp \ftv C E and Dptyv-*-Q uniformly for each p.
The operator T: \jj E Q -*■ (T, \p) E R is called a distribution if it is linear, and continuous in the following sense: If i/>" -* 0 in V, (T, \¡/v) -»■ 0 in R.
The set of all distributions in Rn will be denoted by V'. (T, i/0 will be denoted also by (T(x), ^(x))^.
Let £2 C Rr, and assume 6: R" x Í2 -»■ R. Then for each fixed t E Í2, ®t(x) = 6(x, t) defines a function 0f: R" -*■ R. In analogy to the above, if ®t E V and T E p', we may define y(t) = (T, St) -(7t», 6(x, t))x. lfa:Rn x Í2 ->/? and if the functions at, defined asx h*at(x) = a(x, t), are functions of class Cm in Rn for all parameters t £ Í2, we write fl(x, f) £ Cm in i?" for every fixed t £ Í2.
A distribution T £ P' is said to be a function of class C°° if there exists a function /£ C°° in R" such that (F, \¡>) = f A*)<K*) d* for each ^ £ p.
JRn
The definitions of ellipticity and hypoellipticity as well as the definition of a differential operator of constant strength can be found, e.g., in [15, pp. 177; 99, 100; 171,35, 10].
3. Basic theorems. This chapter contains some well-known theorems which will be applied later. All of these can be found in [15] , [18] and [27] but it is convenient to list them and to refer to this chapter in the proofs. Lemma 4.1. IfT&T?, a(x, t) £ C°" in Rn for every fixed t from an open set S2 C Rr, a(x, t)ecm in R" x fi, x r-* $(*. t) is a diffeomorphism in Rn for every fixed t £ Í2, $(x, t) and its inverse $~1(y, t) are functions of class Cm in Rn x fi, then (4.1) DP(a(xf m*(x, t)), Mx))x = (P}{a{x, OT&Oc, t)))f $(x))x for \q\ < m and for each 0 £ V-
In the special case, where a(x, t) = a(t) and <i>(x, t) = x + <ï>(f), the proof presented below can be considerably shortened (see H. Swiatak [19, pp. 15, 16] ). However, the method of [19] cannot be so easily applied in more complicated cases and seems to be useless if d>(x, t) =£ x + 4>(f).
Before we prove Lemma 4.1, we shall establish some other lemmas which simplify the proof. (This notation will be used also in the other lemmas of this chapter.) It follows from Theorem 3.3 and from our assumptions that (/"(<*(*, t)), 0(x))Ä = (fv(y), 0($-1(y, t))K(y, t))y -(JXy), 0(4>-1(y, t))K(y, t))y = (T(*(x, r)), 0t»)x. if {fix, tym*. t)), Hx))x = (Piiafa tWpQc. 0)). *(*))« /or I<71 < «j and for each $ E P.
Proof. Notice that 4(x, t) = a(x, t)f(<b(x, t))^(x) is a function of class Cm in Rn x SI and therefore #(«(*, 0/($(*. r)), W*))x = &$<x, t)f(*(x, t)Mx) dx, JD<¡(a(x> ÙfWc. tW(x) dx = (Ift(a(x, ry(*(*, f))), j,Qc))x for |c7| < m and for each \& G P.
Lemma 45. // T G P', a(x, f) G C00 i« Ä" /or every fixed t from an open set SI C Rr, a(x, t)ECl in Rn x SI, x <-»■ y = $(x, f) is a diffeomorphism in R" for every fixed t E SI, $(jc, /) and its inverse 3>-1(y, f) are functions of class Cl in R" x SI, then DP(a(x, t)T(*(x, r)), *(*)), = (W*. f)W*. 0». *(*)), /or |c7l = 1 and for each ty G P.
Proof. By Theorem 3.2 and Theorem 3.3 we obtain nf>(a(x, t)T(Hx, t)), Hx))x = mW(x, t)), a(x, tMx))x (4.2) = I?(T(y),0(y,t))y, where (43) 6(y,t) = a($-l(y, t), /)0($"' (y, t))K(y, t).
We have to establish that one can apply the formula given in Theorem 3.4 for / £ Í2. To do this it is sufficient to show that the assumptions of Theorem 3.4 are satisfied for t from every bounded and open set G Cil.
It is easy to see that the function 0,: y ^ 0,00 = 6(y, t) = «(S»"1^, t), t)^-l{y, t))K(y, t)
is a function of class C°° in Rn for every fixed t £ SI and that 6(y, t)ECl in R" x Í2. This holds also for any G C Í2. Let us fix an arbitrary open and bounded set G C SI.
We are going to show that for each 0 £ V and for each compact set F such that G C FC SI, there exists a compact set E C R" (E dependent on 0 and on F) such that (4.4) UFSupp0rC/J.
Notice that supp 0f = supp ^t n supp Kt C supp *r where %:y h-* *,0) = \K$-10. 0).
Kt: y\-+ Kt(y) = a^iy, t), t)K(y, t).
Therefore, to prove (4.4) , it is enough to show that the set Ufef supp Vt is compact and take this set as E. The compactness of the set \J^F supp ^f becomes obvious when one observes that this set is the image of the compact set supp 0 x F under the continuous mapping 3». In fact, U supp tyt = U $f(supp 0) = $(supp 0, F), teF teF where <£,(*) denotes q>(x, t) with a fixed t and 3>(supp 0, F) = {y: y = $(x, t), (x, t) £ supp 0 x F).
It is known that the image of a compact set under a continuous map is
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use compact and this finishes the proof of the fact that the formula of Theorem 3.4 can be applied.
Applying this formula one obtains (4.5) iy(T(y), 6(y, t))y = (TXy), 0}O(y, t))y, where \q\ = 1 and 6(y, t) is given by (4.3) .
In view of Theorem 3.5, there exists a sequence of functions fv £ C00 in Rn such that (/", 0) -*■ (T, 0) when v -■*■ «> for each 0 £ P. In particular, it is so for the functions y-*-Dp(y, f).(!) Therefore (4-6) (T(y), ¡ft9{y, t))y = lim (fv(y), D?0(y, t))y and applying once again Theorem 3.4, one obtains (4.7) lim (/"(y), Df}6(y, i)) = lim Df(fv(y), 0(y, t))y.
Taking into account (4.3) and applying Theorems 3.3 and 3.2 yields (fM 8<y, t))y = (fM «(^(y, 0, t)H*-l(y, W(y, t)\ = (fv(*(x, t)), a(x, t)Mx))x = (a(x, t)fv(Wx, t)% 0(*))JC. Now, (4.7) can be written as (4.8) lim (f"(y), 0\Q{y, t)) = lim DP{a(x, t)fv®(x, t)), 0(x))x.
Applying Lemma 4.4 and taking into account the assumption \q\ = 1, one obtains Df{a{x, t)fv@(x, f)), Hx))x = {D«t{a{x, t)fv(*(x, t))\ 0(x))x = {pia{x, tyvmx, 0) + a{x, t) ¿ Dfyix, t) ^-/"(*(*, /)), 0(*)= (D«a(x, tVv(*(x, t)), Hx))x + t («C*. m^{x, t) gf-/"(*(*, t)), Hx)) .
Í1) Our assumptions imply immediately that Dfd(y, t) e C°° in Rn for every fixed t e il. The support of the function (y. 0 *+ D^6(y, t) is contained in the support of the function (y, f) F* 9(y, i) and therefore the support of the function y -* D%8(y, t) with a fixed t is contained in the support of the function y l-> 8(y, t) with the same fixed t. Since this last support is compact, the first one has to be also compact. (It is a closed subset of a compact set in Rn and its compactness is obvious.) However, we do not need to prove that v H-Dj8(y, t) is an element of V for any fixed t G Í2 since such a proof is already contained in the proof of Theorem 3.3.
In view of Theorem 3.2, the last equality can be written as If(a(x, t)fv(*(x, 0), Hx))x = (fv(Hx, t)),Ifta(x. M(x))x + t (iz.fvWx, t)),a(x, Í)D¡*fic, t)Hx))3
Substituting this into (4.8) and applying Lemmas 4.2 and 4.3 yields lim (fv(y),Ift6(y, t)) = (T($(x, t)),Ifta(x, t)Hx))x + % (¿7 n*(x, t)),a(x, /)D?*/x, tMx)) • By Theorem 3.2 and by the definition of a distribution one obtains
Urn (fv(y),Ift9(y, t)) = (Ifta(x, t)T($(x, t)), ^(x))x + (a(x, t) £ D^j(x, t) ¿-T($(x, t)), 4,(x))x = (lfta(x, t)T($(x, t)) + a(x, t) ¿ D^(x, t) ^-T(4>(x, t)), Hx)).
Since \q\ = 1, the last equality can be written as lim (f"(y),D«te(y, t))y = (D"t(a(x, t)T($(x, /))), *(x))x, V-+ae and taking into account (4.6), (4.5) and (4.2), one obtains the equality If(a(x, t)T($(x, t)), Hx))x -(Dqt(a(x, t)T(*(x, t))), Hx))x which finishes the proof.
Proof of Lemma 4.1. It follows from Lemma 4.5 that Lemma 4.1 is true for m = 1.
Suppose that (4.1) holds also for m -1 and let |<7*| = m -1, \q**\ = 1.
Then, in particular, (4.9) If'(Df*a(x, t)T(Hx, OX Hx))x = (Df(Dfa(x, t)T($(x, t))), Hx))x and If* (a(x, t)Ift*'^(x, t) ^-T(<t>(x, t)), m)x = (pf ( a(x, tyDf**j(x, t) ^ T(*(x, 0)), Hx)) x for / = 1,. . . , n and for each \\i E P since, in view of our assumptions, Df}**a(x, t) £ C°° and a{x, i)D*"$fic, t) £ C°° in R" for every fixed te SIC Rr and since Df*a(x, t) £ C"""1 and a(x, r)Z>? * *$,.(*, f) £ C"""1 in Ä" x Í2.
Any r-tuple q such that |</| = m can be written usq = q* + q**, where k?*| = m -1 and \q**\ = 1.
Therefore, applying Lemma 4.5 and taking into account (4.9), (4.10) and the definition of a distribution, one obtains &(a(x, 07X*(*. 0), *(*)), = D<W(fiOc, t)T($(x, t)), Hx))x = Iß\Eftt*\a{x, i)T{S>(x, r))), 0(*))JC + «(*, f) ¿ Df'Qjix, t) ¿-7X*(*. 0). *Qc))x = D«*(Df*a(x, t)Tmx, t)), Hx))x + t&\<x, i)Df*fc, t) ¿-7X*(x, 0). iK*))= CD?'(D?g"a{x, t)T{*(x, 0)), *(*)), + ¿(j>f («fe ooT*/*. o ¿: w*. 0)), *w)x = (/>»* (i)f V*. WC*, 0) + «(*, f) t Df**j(x, t) ¿7 7K*(r, /))), *(*)) = (P<t'D¡'\a(x, t)T(.S>(x, f))), *(*)), = (£?(«(*, í)7X*(x, f))), 0(x)), for each 0 £ £>. Proof. Notice first that every continuous function which is equal almost everywhere to a function of class C°°, is also a function of class C°°. In fact, two continuous functions can be equal almost everywhere only if they are identical.
Since all the continuous functions are locally integrable, it is sufficient to prove that every locally integrable solution / of equation (1.1) has to be equal to a function of class C°° almost everywhere.
It is known that every locally integrable function / can be identified with the distribution / defined by the equality and the coefficients cpi(x, t) depend on D^a¡(x, t) and D^tyfe, t), where / = 1, ... ,n, \q\< \q\ < m. The existence of Z>faf(jc, t) and E^fyfx, t) (i = 1, . . ., k,f -1,..., if) as well as the existence of Dfb(x, t) is ensured by 2° and 4°. Assumptions Io and 3° guarantee that these functions are functions of class C°°i n R" for every fixed t £ SI. Therefore the coefficients cp/(jc, t) are functions of class C°° in Rn for every fixed t £ SI.
Putting t = a in (5.8) , and taking into account assumption 7°, one obtains Since equation (5.11) and equation (5.1) coincide, assumption 8° guarantees that there exists an r-tuple q (\q\ < m) such that (5.11), and consequently also (5.10), is of constant strength, hypoelliptic at an x0. Therefore, applying Theorem 3.6, one concludes that every distribution / satisfying equation (5.10) is a function of class C°°, i.e., that there exists a function /£ C°° such that (f. </0 = f Kx)Hx) dx for each 0 £ p.
V
Hence it follows that every locally integrable function / which is identified with the distribution / by equality (5.2) has to be equal almost everywhere to a function of class C°°. Applying Theorem 5.1 as a regularity criterion, one has to verify whether condition 8° holds in the case considered. This often requires very long calculations. Theorems 6.1 and 6.2 allow one to obtain the same results almost without calculations. This way of finding continuous solutions can be entirely reduced to finding differentiable solutions which is considerably easier to do. In analogy to Theorem 6.1 one can prove the following, more general, but also easily applicable, theorem. 
