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We investigate the correspondence between generally covariant higher derivative scalar-tensor
theory and spatially covariant gravity theory. The building blocks are the scalar field and space-
time curvature tensor together with their generally covariant derivatives for the former, and the
spatially covariant geometric quantities together with their spatially covariant derivatives for the
later. In the case of a single scalar degree of freedom, they are transformed to each other by gauge
fixing and recovering procedures, of which we give the explicit expressions. We make a systematic
classification of all the scalar monomials in the spatially covariant gravity according to the total
number of derivatives up to d = 4, and their correspondence to the scalar-tensor monomials. We
discusse the possibility of using spatially covariant monomials to generate ghostfree higher derivative
scalar-tensor theories. We also derive the covariant 3+1 decomposition without fixing any specific
coordinate, which will be useful when performing a covariant Hamiltonian analysis.
I. INTRODUCTION
As one of the main theories of modified gravity, the scalar-tensor theory, which introduces additional scalar degree(s)
of freedom other than the two tensor degrees of the General Relativity (GR), was extensively studied in the past few
decades. In particular, introducing higher derivatives of the scalar field without the Ostrogradsky ghost(s) [1] has
attracted much attention. The representative achievements are the Horndeski theory [2–5] as well as the degenerate
higher-order derivative theory [6–9] (see [10, 11] for reviews). These theories contain derivatives of the scalar field
up to the second order. One may wonder if we can go beyond the second order and consider derivatives of the third
order or even higher1.
The motivation is of two-fold. On the theoretical side, derivatives of the third and higher order are of the same
importance as high curvature terms [14]. Generally, high curvature gravity has ghosts due to the higher derivatives.
Nevertheless, the Chern-Simons gravity [15, 16] and the recently studied ghostfree quadratic gravity [17, 18] show
the possibility of the existence of ghostfree high curvature gravity, which also indicates the existence of ghostfree
scalar-tensor theories with derivatives beyond the second order. On the phenomenological side, the parameter space
of the scalar-tensor theory with only the second order derivatives (e.g. the Horndeski theory) are highly restricted,
in particular, after taking into account the constraint of the propagation speed of the gravitational waves [19–24]
(see [25] for a review). One may wonder if scalar-tensor theories with even higher order derivatives may pass these
observational tests, and supply us a broader playground.
An immediate question is how to construct scalar-tensor theories with the third or even higher order derivatives
without ghost(s)? A generic approach is to built the theory in a straightforward manner by finely tuning the structure
of the higher derivatives such that they are degenerate. This possibility has been discussed in [26, 27] in the case of
point particles. Although the generalization to the case of field theory can be done in principle, this approach has
already shown its complexity even in the case with only second order derivatives.
An alternative approach to the scalar-tensor theory is to view the “scalar” as an effective degree of freedom in
the theory instead of a scalar field that arises explicitly. In fact, the existence of the scalar field with non-vanishing
vacuum expectation value breaks the general covariance. Conversely, a gravity theory with broken general covariance
naturally possesses more degree(s) of freedom than those of GR. Theory that is most extensively studied along this
direction is the spatially covariant gravity, in which the space-dependent time reparametrization symmetry is broken
due to the existence of a scalar field with timelike gradient. As a result, the residual symmetry is the 3 dimensional
spatial symmetry on the hypersurfaces of constant scalar field. When being written in coordinates that are adapted
with this foliation structure, the theory appears to be a pure metric theory with only spatial symmetry. In this sense,
we may dub it as spatially covariant gravity. The well-studied effective field theory of inflation [28, 29] as well as the
Hořava gravity [30, 31] are examples of spatially covariant gravity theories.
∗ Email: gaoxian@mail.sysu.edu.cn
1 Non-polynomial derivative theories that are infinite order in derivatives have also been studied, see (e.g.,) [12, 13] and references therein.
2One may view the generally covariant scalar-tensor theory and spatially covariant gravity theory as the two faces
of the same theory. When the scalar field possesses a timelike gradient, one is able to fix the so-called unitary gauge
with t = t(φ) (or equivalently φ = φ(t)) such that the resulting theory takes the form of spatially covariant gravity.
Inversely, the general covariance can be recovered by complementing the spatially covariant gravity with a scalar field,
which results in a generally covariant scalar-tensor theory. These gauge-fixing and gauge-recovering (also dubbed as
the Stückelberg trick) procedures can be used to transfer from one type of theories to the other.
Although it might be involved to construct ghostfree scalar-tensor theory directly, in the framework of spatially
covariant gravity, however, it is relatively straightforward (or even naïve) to build the theory with at most three
degrees of freedom [32–38]. We may thus use the spatially covariant gravity as the “generator” of ghostfree higher
derivative scalar-tensor theory, in particular, with derivatives beyond the second order. More interestingly, a large
class of spatially covariant gravity theories that have cT = 1 has been explored in [39], which indicates the possibility
that there are more exotic higher derivative scalar-tensor theories that can pass the observational tests.
This work is the first step of attempting fully addressing these issues. In particular, we focus on the transferring
from the spatially covariant gravity to the generally covariant scalar-tensor theory. When going to the higher order
in derivatives, the number and types of the corresponding terms dramatically increase. The first task is to exhaust
all the possible terms that can be included in the Lagrangian and to make a classification of them. The generally
covariant scalar-tensor monomials are investigated and classified in [14]. In this work, we shall make a complimentary
classification of the monomials in the spatially covariant gravity.
The paper is organized as following. In Sec. II we derive the correspondence between the generally covariant
derivatives of the scalar field and the spatially covariant geometric quantities. In Sec. III we make a systematic
classification of monomials in the spatially covariant gravity up to d = 4 in total number of derivatives. This
classification is made in order to make the correspondence between two types of theories transparent. In Sec. IV
we derive the covariant 3+1 decomposition of scalar-tensor terms that correspond to the acceleration and extrinsic
curvature as well as their spatial derivatives without fixing any gauge. Sec. V concludes.
Notations : Throughout this work, when writing explicitly, superscripts “4” and “3” denote spacetime and spatial
geometric quantities, respectively. While Rij and ∇i always denote the spatial Ricci tensor and spatial covariant
derivative.
II. THE CORRESPONDENCE
In this section, we describe the correspondence between the generally covariant scalar-tensor theory and spatially
covariant gravity.
A. Two faces of the scalar-tensor theory
Generally, the scalar-tensor theory is referred to a theory of which the action takes the form
S =
ˆ
d4x
√−gL (gab, εabcd;φ, 4Rabcd;∇a) , (1)
where the Lagrangian is built of the scalar field φ and spacetime curvature tensor 4Rabcd as well as their covariant
derivatives. The possible appearance of the 4-dimension Levi-Civita tensor εabcd signals the parity violation. In the
past few decades, much attention was paid to finding subclasses of (1), in which there are at most 3 degrees of freedom
are propagating, i.e., there is at most one additional scalar mode comparing with GR. The Horndeski theory [2–5]
and the more general degenerate higher order theory [6–9] are the results. They belong to the subclass of theories of
which the action takes the schematic form
S =
ˆ
d4x
√−g (Aabcd 4Rabcd + B) , (2)
in which the curvature enters linearly, and Aabcd and B are functions of φ and its derivatives up to the second order,
i.e., of {φ,∇aφ,∇a∇bφ} as well as gab and εabcd.
One natural question is how to build a theory of which the action takes the schematic form
S =
ˆ
d4x
√−g (Aa1b1c1d1,a2b2c2d2 4Ra1b1c1d1 4Ra2b2c2d2 + Babcd 4Rabcd + C) , (3)
3which contains quadratic curvature terms, and Aa1b1c1d1,a2b2c2d2 , Babcd and C are general functions containing deriva-
tives of the scalar field up to the third order, i.e., of {φ,∇aφ,∇a∇bφ,∇a∇b∇cφ} as well as gab and εabcd. It is clear
that (3) includes the quadratic curvature gravity such as the Chern-Simons gravity [15, 16] and the recently studied
ghostfree quadratic gravity terms [17, 18] as special cases. As has being argued in [14], the quadratic curvature terms
and derivative terms of the scalar field up to the third order are of the same importance, and thus should be treated
in the same footing. Moreover, from the lesson of Horndeski theory and degenerate theories, curvature terms and
higher derivatives of the scalar field are complimentary to each other. It is thus very possible that neither is ghostfree
but only a combination of both will yield ghostfree theories.
The question is thus how to build such kind of theories. As being discussed in the Introduction, instead of finely
tuning the structure of the Lagrangian such that the higher derivatives are degenerate, there is an alternative approach
to the scalar-tensor theories, which is not only technically simpler but also more physically motivated. The idea is that
as long as the scalar field has a nonvanishing vacuum expectation value, its existence breaks the spacetime general
covariance. The fundamental picture is now a foliation structure of the spacetime, in which the hypersurfaces are
specified by the scalar field. Accordingly, the basic building blocks are thus geometric quantities respecting symmetries
of the foliation structure. To be precise, the hypersurfaces are specified by the scalar field φ, which is now encoded in
its gradient ∇aφ = ǫNna. The normal vector na is normalized to be nana = ǫ, where ǫ = −1/+ 1 if the gradient of
the scalar field is time/spacelike and thus the time/space diffeomorphism is broken. The action of the theory is thus
S =
ˆ
d4xN
√
hL (φ,N, hab, εabcd, 3Rab; Da,£n) , (4)
where hab = gab−ǫ nanb is the induced metric on the hypersurfaces, 3Rab is the intrinsic curvature of the hypersurfaces,
Da is the “intrinsic” derivatives that is compatible with hab, the Lie derivative with respect to the normal vector £n
can be viewed as the “extrinsic” derivative.
In this work, we focus on the case where the scalar field is timelike, i.e., we from now on we choose ǫ = −1. The
intrinsic derivative Da is thus spatial derivative on the hypersurface, and the extrinsic derivative £n becomes the
temporal derivative. Non-degenerate higher temporal derivative will cause extra ghostlike degree(s) of freedom. Thus
we consider subclass of (4) with only first order temporal derivative. The first Lie derivative of the induced metric is
nothing but the extrinsic curvature £nhab = 2Kab. The first Lie derivative of the lapse function £nN has also been
discussed in [35, 36]. It was found that in order to keep the number of degrees of freedom up to 3, there must be
constraints on the functional dependence of the Lagrangian on Kab and £nN . The resulting Lagrangian, at least in
some examples, can be transformed to the action containing Kab only by disformal transformation. In light of this
consideration, in this work we focus on the subclass of theories with action of the form
S =
ˆ
d4xN
√
hL (φ,N, hab, εabcd, 3Rab,Kab; Da) . (5)
We end this subsection by making two comments. First the shift vector Na that is familiar in the 3+1 formalism
is not included explicitly, as which itself is not a genuine geometric quantity of the foliation structure and merely
characterizes the gauge freedom of choosing a time direction through ta = Nna+Na. In fact, including terms such as
NaN
a would introduce more degrees of freedom which may or may not be ghostlike2. Second, readers who are familiar
with the Einstein-aether theory [40], which is an effective theory describing a time-like unit vector field coupled to
gravity, may soon recognize their similarity to each other. The main difference is that in our formalism the vector na
is hypersurface orthogonal.
B. From Scalar field to the hypersurface
In this subsection, we describe the 3+1 decomposition of generally covariant scalar-tensor theory with respect to
a general foliation of spacetime. We emphasize that we have not fixed any specific coordinate. The starting point
is a unit timelike vector field na with nan
a = −1, which splits the 4 dimensional spacetime into the tangent and
orthogonal parts. For our purpose, this timelike vector field is also assumed to be hypersurface orthogonal, and thus
the induce metric which projects any tensor on the spatial hypersurface is
hab ≡ gab + nanb. (6)
2 This is, however, the idea of building Lorentz breaking massive gravity theories.
4With this setting, all the 4 dimensional covariant object are split into parts that are orthogonal and tangent to the
spatial hypersurface. The decomposition of the spacetime Riemann tensor yields the Gauss-Codazzi-Ricci equations.
For our purpose, we derive the decomposition of the covariant derivatives of a scalar field, which is not necessarily
the scalar field that specifies the hypersurfaces. For the first derivative we have
∇aφ = −na£nφ+Daφ, (7)
where £n stands for the Lie derivative with respect to n
a, Da is the projected derivative defined by
Daφ := h
a′
a ∇a′φ, (8)
which is also the covariant derivative compatible with hab. The second order derivative of the scalar field can be
decomposed to be3
∇a∇bφ = nanbA− 2n(aBb) +∆ab, (9)
with
A ≡ £2
n
φ− acDcφ, (10)
Ba ≡ −aa£nφ+£nDaφ−KcaDcφ, (11)
∆ab ≡ −Kab£nφ+DaDbφ, (12)
where Ba and ∆ab are both tangent tensors, i.e., Ban
a = 0 and ∆abn
b = 0. In the above, aa and Kab are the
acceleration and the extrinsic curvature defined by
aa ≡ £nna, (13)
Kab ≡ 1
2
£nhab, (14)
respectively. For the third order derivative of the scalar field, we find
∇c∇a∇bφ = −ncnanb U + 2ncn(aVb) + nanbWc
−ncXab − 2Yc(anb) + Zcab, (15)
with
U = £nA− 2adBd, (16)
Vb = −abA+£nBb −KdbBd −∆dbad, (17)
Wc = DcA− 2KdcBd, (18)
Xab = −2a(aBb) +£n∆ab − 2Kd(a∆b)d, (19)
Ycb = −KcbA+DcBb −Kdc∆db, (20)
Zcab = −2Kc(aBb) +Dc∆ab, (21)
where A, Ba and ∆ab are defined in (10)-(12). The explicit expressions for U , Vb etc. are given in Appendix B due
to their length.
1. Unitary gauge
In the above, the normal vector na is an arbitrary unit timelike vector field that is hypersurface orthogonal. We are
free to choose any normal vector na. When studying the scalar-tensor theory, it is convenient to choose the normal
vector to be proportional to the gradient of the scalar field itself, that is,
na → ua ≡ − 1√
2X
∇aφ, (22)
3 Throughout this paper, symmetrization is normalized, e.g., n(aBb) ≡
1
2
(naBb + nbBa) etc.
5with
X := −1
2
∇aφ∇aφ, (23)
which satisfies the normalization uau
a = −1. Decomposition with respect to ua corresponds to the so-called “unitary
gauge”. We emphasize that fixing the unitary gauge is merely a special choice of normal vector, which by itself has
nothing to do with any coordinate system4.
In the unitary gauge, i.e., when being decomposed with respect to hypersurfaces specified by the scalar field itself,
the decomposition of the derivatives of the scalar field are dramatically simplified. All the spatial derivatives of the
scalar field drop out since
u
Daφ ≡
u
ha
a′∇aφ = 0, (24)
where
u
hab is defined by
u
hab ≡ gab + uaub. (25)
Here and throughout this paper, a superscript “u” denotes quantities defined with respect to ua, which is related to
the scalar field through (22).
The first derivative of the scalar field (7) is thus written as ∇aφ = −ua/N (i.e., (22)), where we introduce
N ≡ 1√
2X
. (26)
The second derivative of the scalar field (9) becomes
∇a∇bφ = − 1
N
(
uaubρ− 2u(auab) +
u
Kab
)
, (27)
with
ρ := £u lnN, (28)
where the acceleration and the extrinsic curvature are now with respect to ua, i.e.,
u
aa ≡ £uua, (29)
u
Kab ≡ 1
2
£u
u
hab, (30)
which are quantities with respect to ua instead of na. The decomposition of the third derivative (15) becomes [32, 33]
∇c∇a∇bφ = −ucuaub
u
U + 3u(cua
u
V b) − uc
u
Xab − 2
u
Y c(aub) +
u
Zcab, (31)
with
u
U =
1
N
(
ρ2 −£uρ+ 2uad uad
)
, (32)
u
V b =
1
N
(
2ρ
u
ab −£uuab + 2uad
u
Kb
d
)
, (33)
u
Xab =
1
N
(
ρ
u
Kab + 2
u
aa
u
ab + 2
u
Ka
d
u
Kbd −£u
u
Kab
)
, (34)
u
Y cb =
1
N
[
ρ
u
Kcb −
u
Dc
u
ab +
u
ac
u
ab +
u
Kc
d
u
Kdb
]
, (35)
u
Zcab =
1
N
(
−
u
Dc
u
Kab + 3
u
a(c
u
Kab)
)
, (36)
where ρ is defined in (28).
By employing these relations together with the Gauss-Codazzi-Ricci relations, any scalar-tensor term can be recast
in terms of geometric quantities of the foliation, as being performed for the Horndeski theory in [41].
4 At times, the phrase “unitary gauge” indicates the specific coordinates adapted to the hypersurface of the uniform scalar field in the
literature.
6C. From the hypersurface to the scalar field
For our purpose, since we shall use the spatially covariant gravity to generate covariant scalar-tensor theories, we
also need the inverse procedure, i.e., to reverse the geometric quantities of the foliation in terms of generally covariant
scalar-tensor terms. This procedure can be traced back to the covariant formulation of Hořava gravity [42–45] (see
also [46]), and is sometimes dubbed as the “Stückelberg trick” in the literature.
For example, (22) and (26) can be viewed as the generally covariant correspondence of ua and N , respectively. The
generally covariant correspondence of the extrinsic curvature and the acceleration are thus
u
Kab = − 1√
2X
u
haa′
u
hbb′∇a
′∇b′φ, (37)
and
u
aa =
1
2X
u
haa′∇b
′
φ∇a′∇b′φ. (38)
Here
u
hab is defined in (25), which now should be understood as
u
hab = gab +
1
2X
∇aφ∇bφ. (39)
The spatial Ricci tensor corresponds to
3
u
Rab =
u
haa′
u
hbb′
u
hcd
4Ra
′cb′d − 1
2X
u
haa′
(
u
hbb′
u
hcd −
u
hbc
u
hb′d
)
∇a′∇b′φ∇c∇dφ. (40)
For our purpose, we also evaluate
u
Dc
u
Kab = − 1√
2X
u
h c
′
c
u
h a
′
a
u
h b
′
b
(
∇c′∇a′∇b′φ+ 3
2X
∇d′φ∇d′∇(c′φ∇a′∇b′)φ
)
. (41)
and
u
Dc
u
ab =
1
2X
u
h c
′
c
u
h b
′
b ∇aφ∇c′∇b′∇aφ
+
1
2X
u
h c
′
c
(
u
h b
′
b
u
had +
1
2X
u
h b
′
b ∇aφ∇dφ+
1
2X
u
h ab ∇b
′
φ∇dφ
)
∇c′∇aφ∇b′∇dφ, (42)
where again
u
hab is given in (25).
Using these relations as well as the Gauss-Codazzi-Ricci equations, the generally covariant scalar-tensor terms can
be easily derived from a given spatially covariant term.
III. CLASSIFICATION OF MONOMIALS IN SPATIALLY COVARIANT GRAVITY
In this section, we make a systematic classification of monomials in the spatially covariant gravity. These monomials
are scalars under spatial diffeomorphism, which are built of the extrinsic and intrinsic curvature Kij and Rij , the
lapse function N , as well as their spatial derivatives. This classification not only is due to the large number of terms
when going to higher order in derivatives, but also makes the correspondence between the spatially covariant gravity
and the generally covariant scalar-tensor terms transparent5.
We shall classify various terms and monomials by the derivatives in their corresponding scalar-tensor expressions.
According to the results in Sec. II C, schematically we may write
Kij ∼ ai ∼ 1∇φ∇∇φ, Rij ∼
1
(∇φ)2 (∇∇φ)
2 ∼ 4R, (43)
5 There can be different classification with different purpose, see (e.g.) [47].
7where 4R schematically represents the spacetime curvature tensor, while
∇kKij ∼ ∇jai ∼ 1∇φ∇∇∇φ ∼
1
(∇φ)2 (∇∇φ)
2 . (44)
In [14], scalar-tensor monomials are classified according to the number of derivatives of the scalar field. In particular,
we may assign each scalar-tensor monomial a set of integers (c0, c1, c2, · · · ; d1, d2, d3, · · · ) in which cm is the number
of m-th covariant derivatives of the spacetime curvature tensor, dn is the number of n-th derivative of the scalar
field. We refer to [14] for the detailed description. According to the correspondence in Sec. II C, we may also
assign the same set of integers to the spatially covariant geometric quantities. For example, Kij and ai correspond
to (c0, · · · ; d1, d2, · · · ) = (0, · · · ;−1, 1, · · · ), where d1 = −1 simply stands for a minus power of ∇φ. Similarly,
3Rij corresponds to (c0, · · · ; d1, d2, · · · ) = (0, · · · ;−2, 2, · · · ) or (1, · · · ; 0, 0, · · · ). Moreover, ∇kKij and ∇jai thus
correspond to (c0, · · · ; d1, d2, d3, · · · ) = (0, · · · ;−1, 0, 1, · · · ) or (0, · · · ;−2, 2, 0, · · · ). As being argued in [14], we treat
monomials that are of the same integer d defined by
d ≡
∑
n=0
[(n+ 2) cn + (n+ 1) dn+2] , (45)
as of the same order. Since d1 completely drops out in d, from now on we may suppress d1 and write (c0, c1, · · · ; d2, d3, · · · ).
At this point, it is clear that d is in fact the total number of derivatives in the spatially covariant gravity.
In this work, we will consider monomials up to d = 4. From (45) only the first few integers are needed. Precisely, we
will assign each monomial a set of 6 integers (c0, c1, c2; d2, d3, d4). As the result, we note that (43) and (44) correspond
to
Kij ∼ ai ∼ (0, 0, 0; 1, 0, 0) , (46)
Rij ∼ (0, 0, 0; 2, 0, 0)∼ (1, 0, 0; 0, 0, 0) , (47)
∇kKij ∼ ∇jai ∼ (0, 0, 0; 0, 1, 0) . (48)
In the rest part of this section, we shall exhaust all the monomials up to d = 4, and classify these monomials with
the set of integers (c0, c1, c2; d2, d3, d4).
A. d = 1
The cases of d = 1 and d = 2 are simple, of which the monomials are given in Table I.
d #∇ Form Irreducible Reducible (c0, c1, c2; d2, d3, d4)
1 0
K K -
(0, 0, 0; 1, 0, 0)
a - -
2
0
KK KijK
ij , K2 -
(0, 0, 0; 2, 0, 0)Ka - -
aa aia
i -
R R - (1, 0, 0; 0, 0, 0)
1
∇K - -
(0, 0, 0; 0, 1, 0)
∇a - ∇ia
i
TABLE I. Monomials in the spatially covariant gravity with d = 1, 2.
In the case of d = 1, there is only one term K ≡ Kii, and it is not possible to built a scalar term of ai. Using (37),
after some manipulation, we find that the scalar-tensor correspondence of the monomial K is
K → − 1√
2X
(
φ+
1
2X
∇aφ∇bφ∇a∇bφ
)
. (49)
Here are throughout this work, we use “→” to denote the scalar-tensor terms that correspond to the monomials
(terms) in the spatially covariant gravity. At the level of Lagrangian, (49) can be further simplified by integrations
by parts. Using (A1), for a general function f = f(t, N), we find (see Appendix A1 for the derivation)
f K
∼−→
(
F + 2X
∂F
∂X
)
φ− 2X∂F
∂φ
, (50)
8with
F (φ,X) ≡ −
ˆ X
dY
f (φ, Y )
(2Y )
3/2
, (51)
where f(φ,X) is understood as the scalar-tensor correspondence of f(t, N). Throughout this work we use “
∼−→” to
denote the correspondence from the spatially covariant gravity to the scalar-tensor terms up to total derivatives. It
is thus clear that the trace of the extrinsic curvature K corresponds to nothing but a DGP term [48] plus a k-essence
term, with coefficients being related.
B. d = 2
In the case of d = 2, we find 4 irreducible monomials as shown in the “Irreducible” column in Table I. The monomial
∇iai is reducible in the sense that as f(t, N)∇iai can be reduced to f˜(t, N)aiai by integration by parts. We focus on
the unfactorizable monomials, i.e., those are not product of two or more monomials. After some manipulations, we
find
KijK
ij → 1
2X
∇a∇bφ∇a∇bφ
+
1
2X2
∇aφ∇bφ∇c∇aφ∇c∇bφ+ 1
8X3
(∇aφ∇bφ∇a∇bφ)2 , (52)
aaa
a → 1
4X2
∇aφ∇bφ∇c∇aφ∇c∇bφ+ 1
8X3
(∇aφ∇bφ∇a∇bφ)2 , (53)
and
3R→ 4R+ 1
X
4Rab∇aφ∇bφ
− 1
2X
(φ)
2 − 1
2X2
φ∇aφ∇bφ∇a∇bφ
+
1
2X
∇a∇bφ∇a∇bφ+ 1
2X2
∇aφ∇bφ∇c∇aφ∇c∇bφ. (54)
The correspondence of K2 (which is factorizable) can be read from (49) easily.
At this point, it is interesting to show that the combination
KijK
ij −K2 → − 1
2X
[
(φ)
2 −∇a∇bφ∇a∇bφ
+
1
X
φ
(∇aφ∇bφ∇a∇bφ)− 1
X
∇aφ∇bφ∇a∇cφ∇c∇bφ
]
. (55)
The right-hand-side is nothing but corresponds to L(4,0) discussed in [49] (see eq. (7)).
Similar to the case of K, at the level of Lagrangian, (54) can be further reduced by integrations by parts. For a
general function f(t, N), using (A8) we get (see Appendix A2 for the derivation)
f 3R
∼−→ f 4R+ ∂f
∂X
(
(φ)2 −∇a∇bφ∇a∇bφ
)
+
(
F + 2X
∂F
∂X
)
φ− 2X∂F
∂φ
+
1
2X
(
f − 2X ∂f
∂X
)[
(φ)2 −∇a∇bφ∇a∇bφ
+
1
X
∇aφ∇bφφ∇a∇bφ− 1
X
∇aφ∇bφ∇a∇cφ∇c∇bφ
]
, (56)
with
F (φ,X) ≡ −
ˆ X
dY
1
Y
∂f (φ, Y )
∂φ
. (57)
9Note the last two lines take exactly the same form as (55). It thus immediately follows that the combination
∂ (Nf)
∂N
(
KijK
ij −K2)+ f 3R ∼−→ f 4R+ ∂f
∂X
(
(φ)
2 −∇a∇bφ∇a∇bφ
)
+
(
F + 2X
∂F
∂X
)
φ− 2X∂F
∂φ
, (58)
where F is given in (57). It is interesting to note that the right-hand-side of (58) takes exactly the form of Horndeski
Lagrangian. Setting f → 1 in (58) yields
KijK
ij −K2 + 3R ∼−→ 4R, (59)
where the left-hand-side recovers the familiar ADM form of the general relativity.
C. d = 3
For d = 3, the monomials are summarized in Table II.
d #∇ Form Irreducible Reducible (c0, c1, c2; d2, d3, d4)
3
0
KKK KijK
jkKik, KijK
ijK, K3 -
(0, 0, 0; 3, 0, 0)
KKa - -
Kaa Kija
iaj , Kaia
i -
aaa - -
RK RijKij , RK - (1, 0, 0; 1, 0, 0)
Ra - -
1
K∇K εijkK
i
l∇
jKkl -
(0, 0, 0; 1, 1, 0)
K∇a Kij∇
iaj , K∇ia
i -
a∇K - aj∇iK
i
j , a
i
∇iK
a∇a - -
∇R - - (0, 1, 0; 0, 0, 0)
2
∇∇K - ∇i∇jKij , ∇
2K
(0, 0, 0; 0, 0, 1)
∇∇a - -
TABLE II. Monomials of spatially covariant gravity with d = 3.
Although it is relatively simple for d = 1, 2, the scalar-tensor correspondences rapidly become complicated and
unreadable when d goes large. In [14], the monomials built of the scalar field and the curvature tensor as well as their
covariant derivatives are systematically classified and described. In particular, up to d = 4, a notation in the type of
E
(c0;d2,d3)
n ’s are developed to denote such monomials. We present the concrete expressions of the relevant terms in
Appendix C and refer to [14] for more details. For example, with such notations (49) can be written as
K → −E(0;1,0)1 −E(0;1,0)2 , (60)
where E
(0;1,0)
1 and E
(0;1,0)
2 are defined in (C1) and (C2), respectively. Correspondingly, (50) can be written as
f K
∼−→
(
F + σ
∂F
∂σ
)
σE
(1,0,0)
1 − σ2
∂F
∂φ
, (61)
where F is given in (51) and we used 2X ∂∂X ≡ σ ∂∂σ . For d = 2, (52), (55) and (53) are written as
KijK
ij → E(2,0,0)1 + 2E(2,0,0)2 +
(
E
(1,0,0)
2
)2
, (62)
K2 −KijKij → −E(2,0,0)1 − 2E(2,0,0)2 +
(
E
(1,0,0)
1
)2
+ 2E
(1,0,0)
1 E
(1,0,0)
2 , (63)
and
aia
i → E(0;2,0)2 +
(
E
(0;1,0)
2
)2
, (64)
10
respectively. The combination (58) becomes
∂ (Nf)
∂N
(
KijK
ij −K2)+ f 3R ∼−→ f 4R+ σ∂f
∂σ
((
E
(1,0,0)
1
)2
−E(2,0,0)1
)
+
(
F + σ
∂F
∂σ
)
σE
(1,0,0)
1 − σ2
∂F
∂φ
, (65)
with F given in (57).
In the following, we derive the correspondences for the unfactorizable monomials with d = 3, as the factorizable
terms can be read easily (see Appendix C 4). We find
KijK
j
kK
k
i → −E(0;3,0)1 − 3E(0;3,0)2 − 3E(0;1,0)2 E(0;2,0)2 −
(
E
(0;1,0)
2
)3
, (66)
Kija
iaj → −E(0;3,0)2 − 2E(0;1,0)2 E(0;2,0)2 −
(
E
(0;1,0)
2
)3
, (67)
3RijKij → −E(1;1,0)1 −E(1;1,0)2 − 2E(1;1,0)3 −E(1;0,0)2 E(0;1,0)2
−E(0;3,0)1 − 3E(0;3,0)2 +E(0;1,0)2
(
E
(0;2,0)
1 −E(0;2,0)2
)
+E
(0;1,0)
1
((
E
(0;1,0)
2
)2
+E
(0;2,0)
1 + 2E
(0;2,0)
2
)
, (68)
and
Kij∇iaj → −E(0;3,0)1 − 4E(0;3,0)2 −E(0;1,1)4 − 2E(0;1,1)5
−E(0;1,0)2
(
E
(0;2,0)
1 + 7E
(0;2,0)
2 +E
(0;0,1)
3 + 3
(
E
(0;1,0)
2
)2)
. (69)
Note the scalar-tensor correspondence of Kij∇iaj (and also of K∇iai) contains third order derivative of the scalar
field. There is also a single parity-violating monomial,
εijkK
i
l∇jKkl → −F (0;1,1)1 ≡
1
2
F
(1;1,0)
1 . (70)
Note the parity-violating terms F
(1;1,0)
1 has been discussed in [18] (see eq. (3.12)).
D. d = 4
The monomials with d = 4 are exhausted in Table III.
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d #∇ Form Irreducible Reducible (c0, c1, c2; d2, d3, d4)
4
0
KKKK KijK
jkKikK,
(
KijK
ij
)2
,
KijK
ijK2, K4
-
(0, 0, 0; 4, 0, 0)KKKa - -
KKaa KikK
k
j a
iaj ,
KijK
ijaka
k, K2aia
i, KKija
iaj
-
Kaaa - -
aaaa
(
aia
i
)2
-
RKK RijK
i
kK
jk,
RKijK
ij , RijK
ijK, RK2
-
(1, 0, 0; 2, 0, 0)
RKa εijkR
i
lK
jlak -
Raa Rija
iaj , Raia
i -
RR RijR
ij , R2 - (2, 0, 0; 0, 0, 0)
1
KK∇K εijk∇mK
i
nK
jmKkn, εijk∇
iKjmK
k
nK
mn,
εijk∇
iK
j
l K
klK
-
(0, 0, 0; 2, 1, 0)
KK∇a Kki Kjk∇
iaj ,
KijK
ij
∇ka
k, KKij∇
iaj , K2∇ia
i
-
Ka∇K Kija
j
∇kK
k
i , K
i
ja
j
∇iK, K
ikaj∇jKik, K
ikaj∇kKij ,
Kai∇iK, Ka
i
∇jK
j
i
Ka∇a εijkK
i
la
j
∇
kal -
aa∇K - εijka
lai∇jKkl
aa∇a aia
i
∇ja
j aiaj∇iaj
R∇K εijkR
il
∇
jKkl - (1, 0, 0; 0, 1, 0)
R∇a R∇ia
i Rij∇iaj
K∇R - εijkK
il
∇
jRkl (0, 1, 0; 1, 0, 0)
a∇R - ai∇iR
2
∇K∇K ∇kKij∇
kKij , ∇iK
ij
∇kK
k
j ,
∇iK
ij
∇jK, ∇iK∇
iK
∇iKjk∇
kKij
(0, 0, 0; 0, 2, 0)
∇K∇a - εijk∇
iK
j
l∇
lak
∇a∇a ∇iaj∇
iaj ,
(
∇ia
i
)2
-
K∇∇K - Kij∇i∇jK, K
ij
∇j∇kK
k
i ,
Kij∇k∇jK
k
i , K∇i∇jK
ij ,
Kij∇2Kij , K∇
2K
(0, 0, 0; 1, 0, 1)
K∇∇a - εijkK
i
l∇
j
∇
kal
a∇∇K - εijka
i
∇l∇
jKlk, εijka
i
∇
j
∇lK
lk,
εijka
l
∇
i
∇
jKkl
a∇∇a - ai∇i∇ja
j , ai∇2ai
∇∇R - ∇2R (0, 0, 1; 0, 0, 0)
3
∇∇∇K - εijk∇l∇
i
∇
jKkl 5th der.
∇∇∇a - ∇i∇
2ai, ∇2∇ia
i 5th der.
TABLE III. Monomials of spatially covariant gravity with d = 4.
The scalar-tensor correspondences of monomials with d = 4 will be presented in a following up paper [50]. According
to Table III, the third order derivatives of the scalar field also naturally arise.
IV. COVARIANT 3+1 DECOMPOSITION
In the above we have present the correspondences of the spatially covariant gravity in terms of covariant scalar-
tensor terms. Monomials of spatially covariant gravity correspond to the 3+1 decomposition of scalar-tensor terms
after fixing the so-called unitary gauge (more precisely, after choosing the adapted coordinates). In practise, one may
also need the 3+1 decomposition of the covariant expressions without fixing any specific gauge. This is in particular
the case if one would like to perform a covariant Hamiltonian analysis. The purpose of this section is to derive the
relevant decomposition in a covariant manner. In fact, fixing the so-called unitary gauge is a merely choice of foliation,
which is not necessarily related to choosing any specific coordinates, and thus can be done “covariantly”.
To this end, note the unit timelike vector that is associated with the scalar field is ua defined in (22). We are free
to decompose ua with respect to an arbitrary foliation with normal vector na as
ua = −naα+ βa, with naβa ≡ 0. (71)
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For our purpose we assume na is timelike such that nan
a = −1. We thus have
βa = − Daφ√
2X
, (72)
with X is defined in (23), which is decomposed to be
X =
1
2
(£nφ)
2 − 1
2
DaφD
aφ. (73)
Note Da is the projected derivative with respect to hab. α is related to βa through
α = −
√
1 + βaβa ≡ − £nφ√
2X
. (74)
Note here we have implicitly assumed ua to be timelike and thus X defined as in (23). When the scalar field possesses
a spacelike gradient, ua becomes spacelike and we simply replace X → −X .
It is thus clear that the unitary gauge corresponds a special choice of foliation such that Daφ = 0, i.e.,
βa = 0, α = −1. (75)
which corresponds simply to choosing na → ua. In this sense, fixing the unitary gauge is to perform the 3+1
decomposition with respect to a special foliation, in which the hypersurfaces are specified by the scalar field itself.
The induced metric
u
hab with respect to ua is defined as in (25), which should be understood as the scalar-tensor
expression (39) and can be decomposed to be
u
hab = hab + nanbβcβ
c − 2n(aβb)α+ βaβb. (76)
It is thus clear that fixing the unitary gauge implies6
u
hab
βa=0−−−−→ hab. (77)
The covariant decomposition of the extrinsic curvature
u
Kab, which represents the scalar-tensor expression in (37),
is given by
u
Kab = nanb
u
K⊥⊥ − 2n(a
u
K
⊥‖
b) +
u
K
‖‖
ab, (78)
with
u
K⊥⊥ = − 1
α
Kcdβcβd − 1
α
βdβ
dβc£nβc
+ adβdβcβ
c + βcβdDcβd, (79)
u
K⊥‖a = −
1
2
βcβ
c
£nβa − 1
2
βaβ
c
£nβc −Kcaβc
+
α
2
aaβcβ
c +
1
4α
Da (βcβ
c) +
α
2
βcDcβa
+
α
2
βaa
cβc +
1
2α
βaβ
cβdDcβd, (80)
and
u
K
‖‖
ab = −αKab − αβ(a£nβb)
+α2a(aβb) +D(aβb) + β
cβ(aDcβb). (81)
6 It can be thought as the “hat” drops out.
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We emphasize that through out this paper aa and Kab are the acceleration and extrinsic curvature associated with
na defined in (13) and (14). Similarly, the covariant decomposition of the acceleration
u
aa, which stands for the
scalar-tensor expression (38), is thus
u
aa = −naua⊥ + ua‖a, (82)
where
u
a⊥ ≡ −βb£nβb + α abβb + 1
α
βaβbDaβb, (83)
and
u
a‖a ≡ α2aa − α£nβa + βcDcβa. (84)
The deviation from the unitary gauge is encoded in the nonvanishing βa. We have
u
K⊥⊥ ∼ O(|β|2),
u
K⊥‖a ∼ O(|β|1),
u
K
‖‖
ab ∼ O(|β|0), (85)
and similarly
u
a⊥ ∼ O(|β|1), ua‖a ∼ O(|β|0). (86)
It is clear that fixing the unitary gauge implies
u
Kab
βa=0−−−−→ Kab, (87)
u
aa
βa=0−−−−→ aa. (88)
On the other hand, generally
u
Kab and
u
aa have timelike components (i.e., components proportional to na). In particular,
there are terms involving the Lie derivative £nβa. However, all terms involving the Lie derivatives are proportional
to βa ∝ Daφ, which are thus vanishing in the unitary gauge. When deviating from the unitary gauge, such terms may
apparently signals additional dynamical degrees of freedom, which are argued to be removable by appropriate spatial
boundary conditions [51].
For our purpose and late convenience, we also derive the covariant decomposition of
u
Dc
u
Kab and
u
Da
u
ab, which are
given by
u
Dc
u
Kab ≡
u
h c
′
c
u
h a
′
a
u
h b
′
b ∇c′
u
Ka′b′ , (89)
and
u
Da
u
ab ≡
u
h a
′
a
u
h b
′
b ∇a′
u
ab′ , (90)
of which the explicit scalar-tensor expressions are given in (41) and (42), respectively. After some manipulations, we
find
∇c
u
Kab = −ncnanb U˜ + 2ncn(aV˜b) + nanbW˜c
−ncX˜ab − 2Y˜c(anb) + Z˜cab, (91)
with
U˜ = £n
u
K⊥⊥ − 2ad
u
K
⊥‖
d , (92)
V˜b = −ab
u
K⊥⊥ +£n
u
K
⊥‖
b −
u
K
⊥‖
d K
d
b −
u
K
‖‖
bda
d, (93)
W˜c = Dc
u
K⊥⊥ − 2Kdc
u
K
⊥‖
d , (94)
X˜ab = −2a(a
u
K
⊥‖
b) +£n
u
K
‖‖
ab − 2
u
K
‖‖
d(aK
d
b), (95)
Y˜cb = −Kcb
u
K⊥⊥ +Dc
u
K
⊥‖
b −Kdc
u
K
‖‖
db , (96)
Z˜cab = −2Kc(a
u
K
⊥‖
b) +Dc
u
K
‖‖
ab, (97)
14
where
u
K⊥⊥,
u
K
⊥‖
a and
u
K
‖‖
ab are given in (79), (80) and (81), respectively. Plugging (91) into (89) (together with (76)),
we are able to derive the full expansion of
u
Dc
u
Kab. Similarly,
∇auab = +nanbA˜− naB˜b − C˜anb + ∆˜ab, (98)
with
A˜ = £n
u
a⊥ − acua‖c , (99)
B˜b = −abua⊥ +£nua‖b −Kcb
u
a‖c , (100)
C˜a = Da
u
a⊥ −Kca
u
a‖c , (101)
∆˜ab = −Kabua⊥ +Daua‖b , (102)
where
u
a⊥ and
u
a
‖
a are given in (83) and (84), respectively. Plugging (98) into (90) (together with (76)), we are able to
derive the full expansion of
u
Da
u
ab.
V. CONCLUSION
Significant achievements have been made in constructing ghostfree scalar-tensor theories which contain derivatives
up to the second order. However, theories with derivatives beyond the second order have not been well explored.
We make the first step in the current work, by connecting the spatially covariant gravity with higher derivative
scalar-tensor theory, and using the former as “generator” of the latter with derivatives beyond the second order.
In Sec. II, we present the explicit correspondences between the two types of theories. Precisely, we derive the
maps between generally covariant derivatives of the scalar field and the spatially covariant geometric quantities
such as the acceleration and the extrinsic curvature. The point is, the scalar-tensor terms that arise from the
corresponding spatially covariant gravity are automatically ghostfree, at least as long as the scalar field possesses
a timelike gradient. In Sec. III, we exhaust all the possible scalar monomials built of the extrinsic and intrinsic
curvature Kij and Rij and the lapse function N as well as their spatial derivative, up to the 4th order in the total
number of derivatives. We classify these monomials according to the total number of derivatives d, and further to the
set of integers (c0, c1, c2; d2, d3, d4) of the corresponding scalar-tensor monomials, which are developed in [14]. This
kind of classification not only captures the order of derivatives, but also makes the transferring from the spatially
covariant gravity to the generally covariant higher derivative scalar-tensor theory transparent.
The correspondence discussed in Sec. II and III is valid only when the scalar field is timelike. In particular, the
argument that the resulting scalar-tensor theory is ghostfree is only manifest in the unitary gauge. In Sec. IV, without
fixing any gauge, we derive the 3+1 decomposition of the scalar-tensor terms that correspond to the acceleration and
the extrinsic curvature as well as their spatial derivatives. The results are given in (78), (82), (89) and (90). From
these results we can see that when deviating from the unitary gauge, £nβa and £
2
n
βa generally exist which apparently
indicate the non-degeneracy of the theory. These results will be used in studying the ghostfree scalar-tensor terms
without assuming whether the scalar field is time or spacelike [50].
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Appendix A: Useful integrations by parts
Some of the scalar-tensor monomials are related to each other up to total derivatives, which can be used to reduce
expressions at the level of Lagrangian through integrations by parts. Here we derive some useful results.
1. ∇a∇bφ∇
aφ∇bφ
For an arbitrary scalar function f = f(φ,X), by expanding the total derivative ∇a (f∇aφ), we get
∂f
∂X
∇a∇bφ∇aφ∇bφ = fφ− 2X∂f
∂φ
−∇a (f∇aφ) , (A1)
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which gives the relation of ∇a∇bφ∇aφ∇bφ and φ up to total derivatives.
(A1) can be used to simplify the scalar-tensor correspondence of K. For a general function f = f(t, N), from (49)
the scalar-tensor correspondence of f K reads
f K → − f√
2X
φ− f
(2X)
3/2
∇aφ∇bφ∇a∇bφ, (A2)
where on the right-hand-side f is understood to be f = f(φ,X). By replacing − f
(2X)3/2
→ ∂f∂X in (A1) and defining
F (φ,X) = −
ˆ X
dY
f (φ, Y )
(2Y )
3/2
, (A3)
(A2) becomes
f K → 2X ∂F
∂X
φ−
[
−Fφ+ 2X∂F
∂φ
+∇a (F∇aφ)
]
=
(
F + 2X
∂F
∂X
)
φ− 2X∂F
∂φ
−∇a (F∇aφ) , (A4)
which is thus (50).
2. 4Rab∇
aφ∇bφ
On a flat background, (
∂2φ
)2 − ∂a∂bφ∂a∂bφ ≡ ∂a (∂2φ∂aφ− ∂bφ∂a∂bφ) , (A5)
which is a total derivative. Nevertheless, by replacing the ordinary derivative by the covariant derivative directly and
expanding the right-hand-side of (A5), we get
∇a
(
φ∇aφ−∇bφ∇a∇bφ
)
= φφ−∇a∇bφ∇a∇bφ−∇aφ [,∇a]φ. (A6)
(A6) also implies that on a curved background φφ − ∇a∇bφ∇a∇bφ is not a total derivative. Instead, using the
fact that the curvature tensor is the commutator of two covariant derivatives, we get
4Rab∇aφ∇bφ = (φ)2 −∇a∇bφ∇a∇bφ−∇a (φ∇aφ+∇aX) . (A7)
Starting from (A7), we can derive a more general identity. For an arbitrary function F = F (φ,X), after some
manipulations and make use of (A1), we find
F 4Rab∇aφ∇bφ
= F
(
(φ)
2 −∇a∇bφ∇a∇bφ
)
− ∂F
∂X
(
φ∇aφ∇bφ∇a∇bφ−∇aφ∇bφ∇c∇aφ∇c∇bφ
)
+
(
F˜ + 2X
∂F˜
∂X
)
φ− 2X∂F˜
∂φ
−∇a
[
F˜∇aφ+ F (φ∇aφ+∇aX)
]
, (A8)
with
F˜ (φ,X) ≡ −
ˆ X
dY
∂F (φ, Y )
∂φ
. (A9)
Obviously, (A7) is a special case of (A8) with F = 1. Similar to (A1), (A8) indicates that at the level of Lagrangian,
F 4Rab∇aφ∇bφ is not independent, which can be expressed in terms of combinations of covariant derivatives of the
scalar field only.
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(A8) can be used to simplify the scalar-tensor correspondence of 3R. For a general function f = f(t, N), from (54)
we get
f 3R→ f 4R+ f
X
4Rab∇aφ∇bφ
− f
2X
(φ)
2 − f
2X2
φ∇aφ∇bφ∇a∇bφ
+
f
2X
∇a∇bφ∇a∇bφ+ f
2X2
∇aφ∇bφ∇c∇aφ∇c∇bφ, (A10)
where again on the right-hand-side f is understood as f = f(φ,X). By replacing F → fX in (A8), we get
f 3R→ f 4R
+
f
X
(
(φ)
2 −∇a∇bφ∇a∇bφ
)
− ∂
∂X
(
f
X
)(
φ∇aφ∇bφ∇a∇bφ−∇aφ∇bφ∇c∇aφ∇c∇bφ
)
+
(
F + 2X
∂F
∂X
)
φ− 2X∂F
∂φ
−∇a
[
F∇aφ+ f
X
(φ∇aφ+∇aX)
]
,
− f
2X
(φ)
2 − f
2X2
φ∇aφ∇bφ∇a∇bφ
+
f
2X
∇a∇bφ∇a∇bφ+ f
2X2
∇aφ∇bφ∇c∇aφ∇c∇bφ, (A11)
with
F (φ,X) ≡ −
ˆ X
dY
1
Y
∂f (φ, Y )
∂φ
. (A12)
After some simplifications, we thus arrive at (56).
Appendix B: Explicit expressions for the decomposition of ∇c∇a∇bφ
The decomposition of ∇c∇a∇bφ can always be written in the form (15). After plugging (10)-(12) into (15), we find
U = £3
n
φ+ 2adad£nφ−£n
(
adDdφ
)
−2ad£nDdφ+ 2adKedDeφ, (B1)
Vb = −2ab£2nφ−
(
£nab − 2adKdb
)
£nφ
+£2
n
Dbφ−£n
(
KdbDdφ
)−Kdb£nDdφ
+aba
dDdφ+K
d
bK
e
dDeφ− adDdDbφ, (B2)
Wc = −2ac£2nφ−
(
£nac − 2adKdc
)
£nφ+£
2
n
Dcφ
−2Kdc£nDdφ−Dc
(
adDdφ
)
+ 2KdcK
e
dDeφ, (B3)
Xab = −Kab£2nφ+
(
2aaab + 2K
d
aKbd −£nKab
)
£nφ
−2a(a£nDb)φ+£n (DaDbφ)
+2a(aK
d
b)Ddφ− 2Kd(aDb)Ddφ, (B4)
Ycb = −Kcb£2nφ+
(
KdcKdb −Dcab + acab
)
£nφ
−ab£nDcφ+Dc (£nDbφ)−DcKdbDdφ
+Kcba
dDdφ− 2Kd(cDb)Ddφ, (B5)
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and
Zcab =
(−DcKab + 3a(cKab))£nφ− 3K(ca£nDb)φ
+2Kc(aK
d
b)Ddφ+DcDaDbφ. (B6)
Appendix C: Expressions of scalar-tensor monomials
The scalar-tensor monomials are investigated in [14]. Here we collect the expressions for the unfactorizable mono-
mials used in this work. We refer to [14] for the detailed discussion.
1. d = 1
We define
E
(0;1,0)
1 ≡
1
σ
φ, (C1)
E
(0;1,0)
2 ≡
1
σ3
∇aφ∇bφ∇a∇bφ, (C2)
where and in what follows we denote
σ =
√
2X (C3)
for short.
2. d = 2
We define
E
(0;2,0)
1 ≡
1
σ2
∇a∇bφ∇a∇bφ, (C4)
E
(0;2,0)
2 ≡
1
σ4
∇aφ∇bφ∇c∇aφ∇c∇bφ, (C5)
E
(0;0,1)
1 ≡
1
σ2
∇aφ∇aφ, (C6)
E
(0;0,1)
2 ≡
1
σ2
∇aφ∇aφ, (C7)
E
(0;0,1)
3 ≡
1
σ4
∇aφ∇bφ∇cφ∇a∇b∇cφ, (C8)
and
E
(1;0,0)
1 ≡ R, (C9)
E
(1;0,0)
2 ≡
1
σ2
Rab∇aφ∇bφ. (C10)
3. d = 3
We define
E
(0;3,0)
1 ≡
1
σ3
∇a∇bφ∇b∇cφ∇c∇aφ, (C11)
E
(0;3,0)
2 ≡
1
σ5
∇aφ∇bφ∇a∇cφ∇c∇dφ∇d∇bφ, (C12)
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E
(0;1,1)
1 ≡
1
σ3
∇aφ∇a∇bφ∇bφ, (C13)
E
(0;1,1)
2 ≡
1
σ3
∇aφ∇a∇bφ∇bφ, (C14)
E
(0;1,1)
3 ≡
1
σ3
∇aφ∇b∇cφ∇a∇b∇cφ, (C15)
E
(0;1,1)
4 ≡
1
σ3
∇aφ∇b∇cφ∇b∇c∇aφ, (C16)
E
(0;1,1)
5 ≡
1
σ5
∇aφ∇bφ∇cφ∇a∇dφ∇d∇b∇cφ, (C17)
E
(1;1,0)
1 ≡
1
σ
Rab∇a∇bφ, (C18)
E
(1;1,0)
2 ≡
1
σ3
Rabcd∇aφ∇cφ∇b∇dφ, (C19)
E
(1;1,0)
3 ≡
1
σ3
Rab∇aφ∇cφ∇b∇cφ. (C20)
In the case of parity violation, we define
F
(0;1,1)
1 ≡
1
σ3
εabcd∇aφ∇b∇fφ∇c∇d∇fφ, (C21)
and
F
(1;1,0)
1 ≡
1
σ3
εabcdR
cd
ef ∇aφ∇eφ∇b∇fφ, (C22)
Note
F
(0;1,1)
1 ≡ −
1
2
F
(1;1,0)
1 . (C23)
4. Factorizable monomials with d = 4
The scalar-tensor correspondence of the factorizable monomials can be read easily. Here we show their expressions
for completeness:
KKijK
ij → −
(
E
(0;1,0)
1 +E
(0;1,0)
2
)((
E
(0;1,0)
2
)2
+E
(0;2,0)
1 + 2E
(0;2,0)
2
)
, (C24)
K3 = −
(
E
(0;1,0)
1 +E
(0;1,0)
2
)3
, (C25)
Kaia
i → −
(
E
(0;1,0)
1 +E
(0;1,0)
2
)((
E
(0;1,0)
2
)2
+E
(0;2,0)
2
)
, (C26)
3RK → −
(
E
(0;1,0)
1 +E
(0;1,0)
2
)
×
(
4R+ 2E
(1;0,0)
2 −
(
E
(0;1,0)
1
)2
− 2E(0;1,0)1 E(0;1,0)2 +E(0;2,0)1 + 2E(0;2,0)2
)
, (C27)
and
K∇iai → −
(
E
(0;1,0)
1 +E
(0;1,0)
2
)
×
(
E
(0;0,1)
2 +E
(0;0,1)
3 +E
(0;1,0)
1 E
(0;1,0)
2 + 3
(
E
(0;1,0)
2
)2
+E
(0;2,0)
1 + 3E
(0;2,0)
2
)
. (C28)
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