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Abstract	  
	  
Functional	  and	  Anatomical	  Investigation	  of	  Sensory	  





Of	  all	   sensory	   cortical	   areas,	  barrel	   cortex	   is	  among	   the	  best	  understood	   in	  
terms	   of	   circuitry,	   yet	   least	   understood	   in	   terms	   of	   sensory	   function.	   Because	  
sensory	  cortical	  areas	  have	  stereotyped	  anatomies,	  understanding	  computations	  in	  
one	  sensory	  area	  may	  inform	  us	  of	  computations	  being	  performed	  by	  other	  sensory	  
areas	  or	  sensory	  microcircuits	  all	  over	  the	  brain.	  Functional	  studies	  of	  barrel	  cortex	  
are	  therefore	  important	  for	  marrying	  our	  immense	  and	  increasing	  knowledge	  of	  the	  
cortical	  circuitry	  with	  the	  computations	  being	  performed	  in	  a	  cortical	  microcircuit.	  
This	   thesis	   is	   an	   investigation	   of	   barrel	   cortex	   function	   as	   it	   pertains	   to	   1)	   site	  
specific	  sensory	  evoked	  plasticity	   in	  cortical	  microcircuit	  and	  2)	  sensory	  receptive	  
fields	  of	  the	  different	  cortical	  lamina	  in	  S1.	  
The	   brain’s	   capacity	   to	   rewire	   is	   thought	   to	   diminish	  with	   age.	   It	   is	  widely	  
believed	  that	  development	  stabilizes	  the	  synapses	  from	  thalamus	  to	  cortex	  and	  that	  
adult	   experience	   alters	   only	   synaptic	   connections	   between	   cortical	   neurons.	   We	  
combined	   whole-­‐cell	   recording	   from	   individual	   thalamocortical	   neurons	   in	   adult	  
rats	  with	  a	  newly	  developed	  automatic	   tracing	  technique	  to	  reconstruct	   individual	  
axonal	   trees.	  Whisker	   trimming	   substantially	   reduced	   thalamocortical	   axon	   length	  
in	   barrel	   cortex	   but	   not	   the	   density	   of	   TC	   synapses	   along	   a	   fiber.	   Thus,	   sensory	  
experience	   alters	   the	   total	   number	   of	   TC	   synapses.	   After	   trimming,	   sensory	  
stimulation	   evoked	   more	   tightly	   time-­‐locked	   responses	   among	   thalamorecipient	  
layer	  4	  cortical	  neurons.	  Axonal	  plasticity	  was	  topographically	  specific,	  with	  robust	  
changes	   in	   L4	   and	   modest	   changes	   in	   the	   septal	   and	   infragranular	   layers.	   These	  
results	   indicate	   that	   plasticity	   is	   mediated	   by	   interactions	   with	   the	   local	   cortical	  
subcircuit	   and	   may	   be	   suggestive	   of	   laminar	   specific	   roles	   in	   sensory	  
learning/coding.	  
Next	  we	  sought	   to	  examine	  spatiotemporal	  coding	  properties	  of	  neurons	   in	  
the	   different	   layers	   of	   the	   cortical	   microcircuit	   in	   S1.	   We	   combined	   intracellular	  
recording	  and	  a	  novel	  multi-­‐directional	  multi-­‐whisker	  stimulator	  system	  to	  estimate	  
receptive	  fields	  by	  reverse	  correlation	  of	  stimuli	  to	  synaptic	  inputs.	  Spatiotemporal	  
receptive	   fields	   were	   identified	   orders	   of	   magnitude	   faster	   than	   by	   conventional	  
spike-­‐based	  approaches,	  even	  for	  neurons	  with	  little	  or	  no	  spiking	  activity.	  Given	  a	  
suitable	   stimulus	   representation,	   a	   simple	   linear	   model	   captured	   the	   stimulus-­‐
response	   relationship	   for	   all	   neurons	  with	  unprecedented	  accuracy.	   In	   contrast	   to	  
conventional	   single-­‐whisker	   stimuli,	   complex	   stimuli	   revealed	   dramatically	  
sharpened	  receptive	  fields,	  largely	  due	  to	  the	  effects	  of	  adaptation.	  Surprisingly,	  this	  
phenomenon	  allows	  the	  surround	  to	  facilitate	  rather	  than	  suppress	  responses	  to	  the	  
principal	   whisker.	   Optimized	   stimuli	   enhanced	   firing	   in	   layers	   4-­‐6,	   but	   not	   2/3,	  
which	   remained	   sparsely	   active.	   Surround	   facilitation	   through	   adaptation	  may	   be	  
required	  for	  discriminating	  complex	  shapes	  and	  textures	  during	  natural	  sensing.	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Chapter	  1:	  Introduction	  
Understanding	   how	   the	   wiring	   of	   neural	   circuits	   and	   the	   patterns	   of	   excitation	  
between	  neurons	  give	  rise	  to	  interesting	  computations	  in	  the	  cortex	  is	  a	  central	  goal	  
of	   neuroscience.	   Given	   the	   staggering	   complexity	   of	   the	   cerebral	   cortex,	   with	  
approximately	  86	  billion	  neurons	  and	  100	  trillion	  synaptic	  connections	  (Herculano-­‐
Houzel	  2009),	   this	   is	  not	  an	  easy	   feat.	  A	  reductionist	  approach	  to	   the	  problem	  has	  
been	   to	   seek	   out	   underlying	   principles	   that	   govern	   neural	   organization	   and	  
computation.	  By	  examining	  the	  anatomy	  one	  can	  identify	  basic	  structural	  motifs,	  or	  
simplified	  circuits,	   that	  may	  be	  studied	   in	  relative	   isolation	  and	  generalized	   to	   the	  
rest	  of	  cortex.	  To	  this	  end	  much	  progress	  has	  been	  made,	  particularly	  in	  the	  sensory	  
systems,	  where	  anatomic	  studies	  have	   identified	  basic	  structural	  units	  that	  appear	  
to	  be	  repeated	  with	  little	  modification	  within	  an	  individual	  sensory	  cortical	  area	  as	  
well	  as	  across	  the	  different	  sensory	  modalities.	  	  
	   This	  basic	  sensory	  microcircuit,	  termed	  the	  canonical	  cortical	  microcircuit,	  is	  
composed	   of	   a	   column	   of	   excitatory	   and	   inhibitory	   neurons	   spanning	   the	   six	  
different	  cortical	  layers.	  Each	  layer	  contains	  neurons	  with	  unique	  patterns	  of	  input	  
and	  output	  connections	  that	  are	  thought	  to	  subserve	  a	  different	  role	  in	  the	  encoding	  
of	   sensory	   information.	   Laminar	   differences	   in	   response	   properties	   have	   been	  
shown	   in	   every	   sensory	   cortical	   area	   and	   suggest	   a	   segregation	   of	   labor	   between	  
layers	  (Martinez,	  Wang	  et	  al.	  2005,	  de	  Kock,	  Bruno	  et	  al.	  2007,	  Atencio,	  Sharpee	  et	  al.	  
2009).	  The	  hierarchy	  of	   this	  processing	  appears	   similar	   from	  one	   sensory	   cortical	  
area	   to	   the	   next	   (Martinez,	   Wang	   et	   al.	   2005,	   Atencio,	   Sharpee	   et	   al.	   2009).	  
Moreover,	   layer-­‐specific	   roles	   in	   sensory	   learning	   have	   been	   demonstrated	   both	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structurally	  and	  functionally	  and	  the	  time	  course	  of	  this	  plasticity	  is	  paralleled	  in	  the	  
visual	   and	   somatosensory	   system	   (Diamond,	   Huang	   et	   al.	   1994,	   Trachtenberg,	  
Trepel	   et	   al.	   2000,	   Stern,	  Maravall	   et	   al.	   2001,	  Desai,	  Cudmore	  et	   al.	  2002).	  Cross-­‐
modal	  plasticity	  studies,	  where	  one	  sensory	  cortex	  is	  rewired	  to	  receive	  and	  process	  
inputs	   from	   a	   separate	   sensory	   modality,	   suggest	   that	   cortical	   columns	   may	   be	  
functionally	   interchangeable	  by	  virtue	  of	   their	  stereotyped	  anatomy	  (Sur,	  Pallas	  et	  
al.	  1990).	  	  
The	  canonical	  sensory	  microcircuit	  therefore	  appears	  to	  be	  an	  iterated	  circuit	  
repeated	  across	  all	   sensory	  cortical	  areas.	  Understanding	  how	  the	  structure	  of	   the	  
canonical	   microcircuit	   relates	   to	   the	   function	   of	   its	   different	   layers	   and	   circuit	  
elements,	  the	  excitatory	  flow	  of	  information,	  the	  input-­‐to-­‐output	  transformations,	  or	  
experience-­‐dependent	   learning	   will	   therefore	   yield	   insight	   into	   the	   computations	  
performed	  by	   the	  most	  basic	   functional	  module	  of	   the	  brain.	  This	   thesis	  examines	  
laminar	   processing	   in	   a	   columnar	   microcircuit	   of	   rodent	   primary	   somatosensory	  
cortex	  (S1).	  	  
	   Anatomically,	   the	   rodent	   barrel	   cortex	   is	   among	   the	   best	   studied	   of	   any	  
cortical	  area.	  The	  exquisite	  somatotopic	  organization	  of	   the	  barrel	  cortex	  and	  ease	  
of	   accessibility	   for	   physiological	   recording	  makes	   the	   rodent	   barrel	   cortex	   highly	  
amenable	   to	   structure-­‐function	   studies.	   Indeed,	   a	  number	  of	   research	  groups	  now	  
employ	   barrel	   cortex	   for	   studies	   on	   topics	   ranging	   anywhere	   from	   Alzheimer’s	  
disease	   (Beker,	   Kellner	   et	   al.	   2012)	   and	   epilepsy	   (Ma	   and	   Prince	   2012),	   to	   the	  
emergent	   properties	   of	   neocortical	   circuits	   (Beggs	   and	   Plenz	   2003).	   Recently	   a	  
major,	   multi-­‐million	   dollar	   effort	   has	   been	   undertaken	   to	   reconstruct	   in	   exacting	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detail	   the	   microcircuitry	   of	   a	   cortical	   column	   in	   rodent	   barrel	   cortex	   (Markram	  
2006).	  Yet	  while	  our	  knowledge	  of	   the	  anatomy	   in	   rodent	  barrel	   cortex	   surpasses	  
that	   of	   almost	   any	   other	   cortical	   area,	   our	   knowledge	   of	   the	   sensory	  
transformations,	   receptive	   fields,	   or	   function	   of	   barrel	   cortex	   neurons	  may	  be	   the	  
poorest	   of	   any	   sensory	   cortex.	   This	   poses	   a	  major	   obstacle	   for	  making	   functional	  
comparisons	   with	   other	   sensory	   cortical	   areas	   or	   marrying	   our	   immense	   and	  
increasing	   knowledge	   of	   the	   cortical	   circuitry	   with	   the	   computations	   being	  
performed	  in	  a	  cortical	  microcircuit.	  This	  thesis	  is	  an	  investigation	  of	  barrel	  cortex	  
function	   as	   it	   pertains	   to	   1)	   site	   specific	   sensory	   evoked	   plasticity	   in	   cortical	  
microcircuit	  and	  2)	  spatiotemporal	  receptive	  fields	  of	  the	  different	  cortical	  lamina	  in	  
S1.	  	  
	   Chapter	  1	  of	  this	  thesis	  is	  a	  review	  of	  barrel	  cortex	  structure	  and	  function.	  I	  
will	  address	  the	  current	  state	  of	  knowledge	  concerning	  the	  anatomic	  organization	  of	  
rodent	  primary	  somatosensory	  cortex	   (S1),	   the	  sensory	  receptive	   fields	  of	  S1,	  and	  
sensory	  evoked	  plasticity,	  highlighting	  throughout	  parallels	  and	  differences	  to	  other	  
sensory	   systems.	   In	   Chapter	   2,	   I	   present	   original	   research	   investigating	   the	  
thalamocortical	   inputs	   to	   cortex	   from	   the	   ventroposterior	   medial	   nucleus	   of	  
thalamus,	   the	   main	   ascending	   pathway	   to	   S1.	   Specifically	   I	   examine	   axonal	  
projections	  of	  individual	  thalamocortical	  neurons	  in	  adult	  animals,	  shedding	  light	  on	  
their	   laminar	   specificity	   as	   well	   as	   sensory	   evoked	   plasticity.	   Chapter	   3	   is	  
concerned	  with	  the	  receptive	  field	  properties	  of	  neurons	   in	  the	  different	   lamina	  of	  
an	  individual	  cortical	  column.	  I	  will	  present	  a	  novel	  way	  of	  probing	  receptive	  fields	  
of	   barrel	   cortex	   neurons,	   demonstrating	   the	   first	   true	   spatiotemporal	   receptive	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fields	   for	   neurons	   in	   S1.	   I	   demonstrate	   evidence	   that	   sensory	   surrounds,	   long	  
thought	   to	   be	   suppressive	   in	   barrel	   cortex,	   are	   in	   fact	   facilitatory	   in	   more	  
ethologically	  relevant	  conditions.	  Finally,	  Chapter	  4	  places	  these	  studies	  in	  broader	  
context,	   discussing	   potential	   implications	   of	   the	   results	   along	   with	   limitations	  
inherent	  to	  my	  studies,	  and	  exciting	  avenues	  for	  future	  studies.	  
	  
Brief	  introduction	  to	  functional	  studies	  in	  barrel	  cortex	  
	   Historically	  there	  have	  been	  3	  main	  reasons	  for	  our	  limited	  understanding	  of	  
barrel	  cortex	  function:	  1)	  delivering	  the	  types	  of	  complex	  stimuli	  that	  receptive	  field	  
studies	   require	   is	   technically	   challenging	   in	   the	   whisker	   system	   and	   researchers	  
have	   therefore	   often	   relied	   on	   simple	   single	   whisker	   deflections	   for	   functional	  
investigations.	  These	  types	  of	  stimuli	  cannot	  inform	  us	  of	  spatiotemporally	  complex	  
response	   properties	   that	   are	   likely	   to	   exist	   in	   primary	   somatosensory	   cortex.	   2)	  
Neurons	  in	  S1	  often	  have	  very	  low	  sensory	  evoked	  firing	  rates	  and/or	  are	  difficult	  to	  
drive	  with	  sensory	  stimuli,	  which	  makes	  spike	  based	  receptive	  field	  analysis	  such	  as	  
the	   classic	   spike-­‐triggered	   averaging	   (STA)	   difficult	   if	   not	   impossible	   for	   many	  
neurons	  and	  cell	  types.	  At	  the	  same	  time,	  recording	  from	  more	  active	  neurons,	  often	  
located	   deeper	   within	   cortex,	   can	   be	   challenging.	   Finally	   3)	   unlike	   vision	   and	  
audition,	   humans	   lack	   an	   analogous	   sensory	   capacity	   for	   tactile	   perception	   with	  
whiskers	  and	  therefore	  getting	  an	  understanding	  for	  the	  percepts	  that	  can	  be	  built	  
with	  whisker	  sensation	  alone	  is	  not	  intuitive.	  	  
Since	   the	   time	   of	   Hubel	   and	   Wiesel’s	   admittedly	   accidental	   discovery	   of	  
orientation	  tuning	  in	  neurons	  of	  the	  visual	  cortex,	  methods	  have	  been	  developed	  in	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the	  sensory	  neurosciences	  to	  mathematically	  deduce	  a	  neurons	  response	  properties	  
(or	   receptive	   fields)	   from	   the	   application	   of	   unbiased	   stimuli	   (i.e.:	   white	   noise)	  
(Marmarelis	   and	   Naka	   1972,	   Eggermont	   and	   Smith	   1996).	   	   Traditionally	   these	  
studies	  relied	  on	  a	  particular	  choice	  of	   stochastic,	  uncorrelated	  stimuli	   in	  order	   to	  
compute	   an	   unbiased	   characterization	   of	   response	   properties	   of	   neurons	  
(Simoncelli,	  Paninski	  et	  al.	  2004).	  Advances	  in	  statistical	  and	  mathematical	  methods	  
have	   since	   been	   able	   extend	   these	   analysis	   to	   stimuli	   containing	   strong	  
spatiotemporal	   correlations	   such	  as	  natural	   scenes,	   particularly	   for	   the	   visual	   and	  
auditory	  system	  (Theunissen,	  David	  et	  al.	  2001,	  Sharpee,	  Rust	  et	  al.	  2004).	  	  
Functional	  studies	  in	  barrel	  cortex,	  however,	  have	  lagged	  behind	  these	  other	  
sensory	  systems	  because	  of	  the	  difficulty	  in	  delivering	  the	  types	  of	  complex	  stimuli	  
that	   receptive	   field	   characterizations	   require,	   particularly	   to	   multiple	   whiskers	  
simultaneously.	   Consequently	   researchers	   in	   barrel	   cortex	   have	   often	   relied	   on	  
simple	   single	  whisker	  deflections,	   uncontrolled	  multi-­‐whisker	  deflections	   (such	  as	  
air-­‐puffs),	  or	  predetermined	  paradigmatic	  stimulus	  designs	  in	  order	  to	  characterize	  
the	   response	   properties	   of	   barrel	   cortex	   neurons.	   The	   latter	   is	   additionally	  
challenging	  because	  we	  still	  do	  not	  know	  what	  explicit	  percepts	  can	  be	  achieved	  by	  
rodents	  with	  their	  whiskers.	  Given	  how	  little	  we	  know	  about	  the	  statistics	  of	  natural	  
whisker	   sensation,	   there	   remains	   no	   principled	  way	   of	   predicting	   in	   advance	   the	  
correct	  multi-­‐whisker	  stimulation	  that	  will	  activate	  neurons.	  	  Moreover,	  the	  lack	  of	  
standardization	   in	   stimulus	   delivery,	   as	   well	   as	   the	   large	   range	   of	   stimulus	  
paradigms	  used	  in	  different	  studies	  of	  barrel	  cortex,	  has	  often	  led	  to	  contradictory	  
phenomenology	   reported	   in	   the	   literature.	   For	   instance,	   stimulating	   the	   surround	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whiskers	  and	  the	  principal	  whiskers	  nearly	  simultaneously	  has	  been	  shown	  to	  both	  
suppress	   (Simons	   1985,	   Brumberg,	   Pinto	   et	   al.	   1996,	   Higley	   and	   Contreras	   2005,	  
Drew	   and	   Feldman	   2007,	   Hirata	   and	   Castro-­‐Alamancos	   2008),	   and/or	   facilitate	  
(Shimegi,	  Ichikawa	  et	  al.	  1999,	  Ego-­‐Stengel,	  Mello	  e	  Souza	  et	  al.	  2005)	  the	  response	  
of	   neurons	   to	   the	   principal	   whisker	   deflection.	   These	   conflicting	   results	   are	   the	  
consequence	   of	   discrepancies	   in	   the	   exact	   spatial	   and	   temporal	   nature	   of	   the	  
surround	  whisker	  deflections	  and/or	  the	  laminar	  location	  of	  the	  recorded	  neurons.	  
The	   use	   of	   reverse	   correlation	   approaches	   that	   apply	  multi-­‐whisker	   “white	   noise-­‐
like”	  stimuli	  may	  be	  able	  to	  resolve	  many	  of	  these	  contradictory	  results	  (see	  Chapter	  
3).	  	  
	  
Introduction	  to	  the	  barrel	  column	  
	   The	  cortical	  mantle	  can	  be	  thought	  of	  as	  a	  sheet	  of	  neurons	  1-­‐4	  millimeters	  
thick	  (depending	  on	  the	  species),	  stratified	  into	  six	  distinct	  laminae.	  These	  laminae,	  
or	   layers,	   are	   produced	   during	   different	   waves	   of	   maturation	   in	   the	   developing	  
cortex,	  with	  the	  deepest	  layers	  containing	  the	  “oldest”	  neurons	  and	  the	  outer	  layer	  
containing	  the	  “youngest	  neurons”	  (Rakic	  1988).	  Neurons	  in	  each	  of	  these	  layers	  are	  
connected	   horizontally	   as	   well	   as	   radially	   (vertically),	   yet	   the	   majority	   of	  
connections	   follow	   a	   radial	   pattern	   of	   interlaminar	   connectivity.	   This	   connectivity	  
pattern	   is	  dictated	  ontogenetically	  by	   the	   iterative	  division	  of	  progenitor	  cells	   that	  
are	   all	   interconnected	   in	   the	   vertical	   dimension.	   These	   neurons	   share	   not	   only	   a	  
common	   lineage	   but	   are	   also	   functionally	   connected	   and	   demonstrate	   similar	  
response	  properties	  (Li,	  Lu	  et	  al.	  2012).	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In	  the	  1950’s,	  Vernon	  Mountcastle	  noted	  that	  neurons	  located	  along	  vertical	  
penetrations	   of	   a	   recording	   electrode	   in	   cat	   somatosensory	   cortex	   shared	   similar	  
response	   properties	   (Mountcastle	   1957).	   These	   functionally	   related	   neurons	  
appeared	   to	   be	   clustered	   in	   cylinders	   or	   columns	   and	   represented	   potential	  
functional	  modules	  that	  were	  repeated	  across	  cortex.	  It	   is	  now	  known	  that	  each	  of	  
these	   cortical	   columns	   is	   composed	   of	   a	   group	   of	   basic	   ontogenic	   units	   bound	  
together	   by	   short	   horizontal	   connections,	   representing	   both	   an	   anatomical	   and	  
functional	   module	   of	   cortex.	   	   These	   columns	   are	   found	   in	   sensory	   cortices	   of	   all	  
mammals	  and	  while	   the	  size	  of	   individual	   columns	   is	   relatively	  constant	   from	  one	  
species	  to	  the	  next,	  the	  number	  of	  columns	  has	  expanded	  with	  evolution	  endowing	  
higher	  order	  species	  with	  larger	  cortices	  (Rakic	  1995).	  
The	   mammalian	   cortex	   can	   therefore	   be	   thought	   of	   as	   an	   iterated	   circuit	  
composed	  of	  modules	  organized	   into	  vertical	   columns	  and	   stacked	  alongside	  each	  
other.	  In	  the	  rodent	  primary	  somatosensory	  cortex,	  the	  cortical	  columns	  are	  known	  
as	  barrel	  columns.	  Discrete	  and	  easily	  identifiable	  cytochrome	  rich	  regions	  in	  layer	  4	  
resembling	   barrels	   correspond	   one-­‐to-­‐one	   with	   sensory	   inputs	   from	   a	   single	  
whisker	  on	  the	  contralateral	  face	  (Woolsey	  and	  Van	  der	  Loos	  1970,	  Wong-­‐Riley	  and	  
Welt	  1980).	  These	  ‘barrels’	  define	  the	  lateral	  extent	  of	  an	  individual	  cortical	  column	  
in	  rodent	  primary	  somatosensory	  cortex.	  The	  ease	  of	  identification	  of	  barrel-­‐related	  
columns	   as	   well	   as	   the	   relative	   accessibility	   of	   barrel	   cortex	   for	   physiological	  
recordings	   has	   led	   to	   the	   rodent	   barrel	   cortex	   becoming	   a	   preeminent	   system	   for	  
anatomical	   and	   functional	   investigations	   of	   cortical	   structure.	   Yet	  while	   today	  we	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know	  more	  about	  barrel	  cortex	  structure	  than	  perhaps	  any	  other	  cortical	  area,	  we	  
know	  comparatively	  little	  about	  its	  function.	  	  
	  
Whisker-­‐barrel	  system	  anatomy	  	  
Peripheral	  structure	  and	  function:	  ascending	  input	  streams	  to	  cortex.	  
	   Sensory	   information	   from	   the	   whiskers	   is	   initially	   transduced	   by	  
mechanoreceptors	   located	   at	   the	   base	   of	   individual	   whisker	   follicles	   (Ebara,	  
Kumamoto	  et	  al.	  2002).	   	  Two	  main	   types	  of	  nerve	  endings	  surround	  an	   individual	  
whisker	   follicle,	  Merkel	   endings	   and	   a	   type	   of	   free	   nerve	   ending	   called	   lanceloate	  
endings	   (Rice	   and	   Munger	   1986,	   Ebara,	   Kumamoto	   et	   al.	   2002).	   These	   receptors	  
translate	   the	   mechanical	   motion	   and	   contact	   of	   individual	   whiskers	   into	   action	  
potentials	  at	  primary	  sensory	  afferents	  that	  project	  to	  the	  trigeminal	  ganglion.	  How	  
the	   specific	   morphology	   and	   location	   of	   nerve	   endings	   relates	   to	   the	   neuronal	  
response	  properties	   is	  still	  not	  known.	  Nonetheless,	  each	  whisker	  is	   innervated	  by	  
approximately	   200	   trigeminal	   ganglion	   neurons,	   conveying	   information	   about	  
velocity	   as	   well	   as	   acceleration	   of	   whisker	   movement	   to	   downstream	   neurons	  
(Shoykhet,	  Doherty	  et	  al.	  2000,	  Jones,	  Lee	  et	  al.	  2004,	  Arabzadeh,	  Zorzin	  et	  al.	  2005)	  
and	   also	   potentially	   positional	   information	   (Lichtenstein,	   Carvell	   et	   al.	   1990,	  
Shoykhet,	  Doherty	  et	  al.	  2000).	  
	   Information	   from	   whiskers	   follows	   three	   main	   pathways	   into	   cortex.	  
Trigeminal	   ganglion	   cells	   first	   project	   to	   three	   distinct	   nuclei	   in	   the	   trigeminal	  
nucleus	   (TN)	  –	   the	  principal	   trigeminal	  nucleus	   (PrV)	  and	   two	  subdivisions	  of	   the	  
spinal	   trigeminal	  nucleus	  known	  as	   caudalis	   (SpVc)	  and	   interpolaris	   (SpVi).	  These	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nuclei	   belong	   to	   the	   three	   separate	   pathways	   known	   as	   the	   lemniscal,	  
extralemniscal,	   and	   paralemniscal	   pathways,	   respectively,	   and	   may	   represent	  
parallel	   streams	   of	   information	   processing	   (Lubke	   and	   Feldmeyer	   2007,	   Alloway	  
2008,	  Feldmeyer	  2012).	  These	  three	  pathways,	  by	  and	  large,	  remain	  segregated	  as	  




Figure	   1.1.	   Input	   pathways	   of	   the	   rodent	   whisker	   system.	   Ascending	  
whisker	  inputs	  follow	  two	  main	  input	  streams	  to	  cortex:	  the	  lemniscal	  pathway	  
(shown	   in	   yellow,	   pink,	   and	   red)	   and	   the	   paralemniscal	   pathway	   (shown	   in	  
yellow,	  aqua	  blue,	  and	  green).	  	  A	  minor	  pathway,	  known	  as	  the	  extralemniscal	  
pathway,	   is	   not	   shown.	   The	   synaptic	   connections	   in	   the	   lemniscal	   pathway	  
occur	  at	  the	  principal	  trigeminal	  nucleus	  (PrV)	  and	  the	  ventroposterior	  medial	  
nucleus	  of	   thalamus	  (VPM)	  and	   finally	  L4	  of	  barrel	   cortex.	  The	  main	   synaptic	  
connections	   of	   paralemniscal	   pathway	   occur	   at	   the	   spinal	   trigeminal	   nucleus	  
(SpV),	   the	   posterior	   medial	   nucleus	   of	   thalamus	   (POm),	   and	   final	   the	   septal	  
area	  of	  barrel	  cortex.	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The	  lemniscal	  pathway	  is	  the	  classical	  input	  pathway	  to	  cortex.	  It	  maintains	  a	  	  
strict	   somatotopic	   organization	   from	   the	   periphery	   up	   to	   the	   cortex,	   and	   is	  
considered	   the	   pathway	  most	   critical	   for	   tactile	   sensation.	   Trigeminal	   afferents	   in	  
the	   lemniscal	   pathway	   synapse	   in	   the	   PrV	   of	   the	   trigeminal	   nucleus	   onto	  
histologically	  identifiable	  clusters	  of	  neurons	  termed	  barrelettes	  (Ma	  1991)	  .	  Each	  of	  
these	   barrelettes	   corresponds	   to	   inputs	   from	   a	   single	   whisker	   and	   has	   single	  
whisker	  response	  properties	  (Ma	  and	  Woolsey	  1984,	  Henderson	  and	  Jacquin	  1995).	  
Neurons	   in	   this	   nucleus	   display	   strong	   angular	   preferences	   with	   ~80%	  
demonstrating	   half	   widths	   of	   45-­‐135	   degrees,	   and	   ~20%	   showing	   no	   angular	  
preference	   at	   all	   (Lichtenstein,	   Carvell	   et	   al.	   1990,	   Minnery	   and	   Simons	   2003).	  
Additionally	  the	  neurons	  in	  PrV	  are	  linearly	  sensitive	  to	  whisker	  deflections	  up	  to	  a	  
frequency	  of	  500Hz	  	  (Jones,	  Lee	  et	  al.	  2004).	  	  
While	  75%	  of	  neurons	   in	  PrV	  are	  characterized	  as	  slowly	  adapting	  neurons	  
(SA)	   during	   ramp	   and	   hold	   deflections	   (Lichtenstein,	   Carvell	   et	   al.	   1990),	   no	  
difference	   in	   firing	   rate	   is	   observed	   between	   RA	   and	   SA	   neurons	   during	   the	  
application	   of	   continuous	   stimuli,	   such	   as	   white-­‐noise	   (Jones,	   Lee	   et	   al.	   2004).	  
Additionally,	  responses	  of	  neurons	  in	  VPM	  of	  thalamus	  as	  well	  as	  barrel	  cortex	  are	  
strongly	   phasic	   (Pinto,	   Brumberg	   et	   al.	   2000),	   suggesting	   that	   the	   distinction	  
between	  slowly	  and	  rapidly	  adapting	  responses	  is	  lost	  in	  the	  cortex,	  and/or	  may	  be	  
irrelevant	  during	   continuous	   stimuli,	   such	   as	   that	   likely	   to	  be	   seen	  during	  natural	  
sensing	  (Mitchinson,	  Martin	  et	  al.	  2007).	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   Information	   from	   the	   trigeminal	   nucleus	   next	   gets	   relayed	   to	   barreloid	  
structures	   of	   the	   ventroposteriomedial	   nucleus	   of	   thalamus	   (VPM),	   the	   main	  
thalamic	  nucleus	  of	  the	  lemniscal	  pathway.	  Barreloids	  of	  the	  VPM	  can	  be	  subdivided	  
into	  head,	  core,	  and	  tail	  regions	  (Land,	  Buffer	  et	  al.	  1995),	  but	  only	  the	  core	  and	  head	  
subdivisions	  receive	  lemniscal	  inputs.	  Neurons	  arising	  in	  barreloid	  core	  have	  single-­‐
whisker	  response	  properties	  (Ito	  1988,	  Simons	  and	  Carvell	  1989,	  Armstrong-­‐James	  
and	  Callahan	  1991,	  Brecht	   and	   Sakmann	  2002)	   (Diamond,	  Armstrong-­‐James	   et	   al.	  
1992)	  and	  their	  axons	  innervate	  primarily	  layers	  4	  and	  5b	  of	  a	  single	  barrel	  column	  
(Oberlaender,	  de	  Kock	  et	  al.	  2012,	  Oberlaender,	  Ramirez	  et	  al.	  2012),	  and	  to	  a	  lesser	  
extent	  layer	  3,	  layer	  5a,	  and	  layer	  6	  (Bureau,	  von	  Saint	  Paul	  et	  al.	  2006,	  Cruikshank,	  
Urabe	   et	   al.	   2010,	   Oberlaender,	   de	   Kock	   et	   al.	   2012).	   Meanwhile	   neurons	   in	   the	  
barreloid	  head	  have	  multiwhisker	  receptive	  fields	  and	  send	  axons	  to	  an	  area	  outside	  
the	   cortical	   column	   in	   L4,	   known	   as	   the	   septum	   (Urbain	   and	   Deschenes	   2007,	  
Furuta,	   Kaneko	   et	   al.	   2009).	   The	   barreloid	   tail	   instead	   receives	   inputs	   from	   the	  
extralemniscal	   pathway,	   a	   minor	   pathway	   projecting	   from	   the	   nucleus	   caudalis	  
(SpV)	   of	   the	   trigeminal	   nucleus	   (Pierret,	   Lavallee	   et	   al.	   2000).	   Neurons	   in	   the	  
barreloid	  tail	  do	  not	  project	  to	  barrel	  cortex	  but	  instead	  to	  an	  area	  outside	  it	  known	  
as	  the	  dysgranular	  zone	  (Pierret,	  Lavallee	  et	  al.	  2000,	  Bokor,	  Acsady	  et	  al.	  2008)	  and	  
for	  this	  reason	  the	  function	  of	  the	  extralemniscal	  pathway	  remains	  unresolved,	  and	  
poorly	  studied.	  	  
	  	   The	   paralemniscal	   pathway,	   the	   second	   major	   pathway	   of	   the	   whisker	  
system,	   lacks	   somatotopic	   organization	   at	   the	   trigeminal	   nucleus,	   thalamus,	   or	  
cortex.	  The	  main	  thalamic	  nucleus	  of	  the	  paralemniscal	  pathway,	  the	  posteromedial	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nucleus	  (POm),	  receives	   its	   inputs	   from	  the	   trigeminal	   interpolaris	  nucleus	  (SpVi).	  
Response	  properties	  of	  neurons	   in	  POm	  are	  multiwhisker,	  with	  no	  clear	   receptive	  
field	  center,	  or	  principal	  whisker	  response	  	  (Diamond,	  Armstrong-­‐James	  et	  al.	  1992).	  
Axons	  from	  POm	  preferentially	  target	  layer	  5a	  and	  layer	  1	  of	  S1,	  as	  well	  an	  area	  in	  
L4	  outside	  of	  the	  barrel	  column	  known	  as	  the	  septum	  (Wimmer,	  Bruno	  et	  al.	  2010).	  
POm	  inputs	  to	  cortex	  are	  largely	  non-­‐overlapping	  with	  VPM	  (Wimmer,	  Bruno	  et	  al.	  
2010)	  and	  it	  has	  been	  suggested	  that	  these	  two	  pathways	  play	  complementary	  roles	  
in	   sensory	   processing.	   Because	   whiskers	   lack	   proprioception,	   the	   convergence	   of	  
phase-­‐specific	   information	   conveyed	   by	   the	   paralemniscal	   system	   and	   touch-­‐
specific	   information	   from	   the	   lemniscal	   system	   may	   be	   used	   to	   code	   for	   spatial	  
positional	  information	  of	  whisker	  touches	  	  (Ahissar,	  Sosnik	  et	  al.	  2000).	  	  	  
	  	   Nonetheless,	  while	  a	  functional	  role	  for	  the	  lemniscal	  pathway	  in	  processing	  
passive	   tactile	   inputs	   seems	   incontrovertible,	   the	   functional	   role	   of	   the	  
paralemniscal	   pathway	   remains	   enigmatic.	   For	   instance,	   despite	   receiving	   strong	  
inputs	   from	   POm,	   septal	   neurons	   appear	   instead	   to	   be	   driven	   by	   inputs	   from	  
barreloid	   heads	   located	   in	   VPM	   (Furuta,	   Kaneko	   et	   al.	   2009).	   	   Meanwhile	   POm	  
activity	   appears	   to	   be	   dependent	   on	   cortical	   inputs	   directly	   from	   S1	   (Diamond,	  
Armstrong-­‐James	   et	   al.	   1992).	   Because	   POm	   also	   projects	   to	   several	   neocortical	  
areas	   outside	   S1	   including	   secondary	   somatosensory	   cortex	   and	   motor	   cortex	  
(Chmielowska,	   Carvell	   et	   al.	   1989,	   Deschenes,	   Veinante	   et	   al.	   1998)	   it	   has	   been	  
suggesting	   that	   POm,	   like	   the	   pulvinar,	   may	   be	   a	   higher	   order	   nucleus	   involved	  
coupling	   of	   different	   neocortical	   areas	   (Sherman	   2005).	   Selectively	   disrupting	   the	  
lemniscal	   pathway	   but	   not	   the	   paralemniscal	   pathway	   with	   pharmacological	   or	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electrical	   lesioning	  affects	   the	  behavioral	  performance	  of	  go/no-­‐go	   tasks	  based	  on	  
the	   direction	   of	   whisker	   deflections	   (Narumi,	   Nakamura	   et	   al.	   2007,	   Nakamura,	  
Narumi	   et	   al.	   2009).	   Finally	   sensory	   deprivation	   studies,	   where	   whiskers	   are	  
trimmed	   to	   remove	   sensory	   inputs,	   elicit	   a	   selective	   loss	   of	   axonal	   length	   in	   VPM	  
neurons	   of	   the	   lemniscal	   pathway	   but	   not	   POm	   neurons	   of	   the	   paralemniscal	  
pathway	  (Wimmer,	  Broser	  et	  al.	  2010).	  The	  rest	  of	  this	  thesis	  therefore	  focuses	  on	  
the	  main	  recipient	  of	  lemniscal	  inputs	  in	  cortex,	  the	  barrel	  related	  column.	  
	   	  
Cortical	  structure	  and	  function:	  processing	  in	  the	  barrel	  column	  
	   Primary	   somatosensory	   cortex	   shares	   with	   the	   other	   sensory	   cortices	   the	  
common	   structural	   features	   that	   define	   the	   canonical	  microcircuit.	   Notably,	   a	   six-­‐
layered	  cortex	  with	  prominent	  vertical	  connections	  between	  layers,	  a	  granular	  layer	  
4	   that	   receives	   strong	   thalamic	   input,	   and	   infragranular	   layers	   that	   are	   the	  main	  
output	   of	   the	   cortical	   column.	   Similar	   morphologies	   and	   cell	   classes	   of	   both	  
inhibitory	  and	  excitatory	  neurons	  exist	  across	  the	  six	  layers	  in	  the	  different	  sensory	  
systems	   (Squire,	   Berg	   et	   al.	   2012).	   Activity	   between	   and	   within	   these	   layers	   has	  
been	   proposed	   to	   flow	   serially	   from	   the	   thalamus	  è	   	   L4	  è	   L2/3	  è	   L5/6,	   with	  
horizontal	   spread	   occurring	   in	   L2/3	   and	   L5/6	   [Figure	   1.2](da	   Costa	   and	   Martin	  
2010).	   	   Consistent	   with	   this	   notion,	   the	   dominant	   axonal	   projection	   patterns	   of	  
excitatory	   neurons	   spanning	   the	   six	   different	   cortical	   layers	  mirror	   the	   predicted	  





















	   	  
Figure	  1.2	  Cell	  types	  and	  circuitry	  of	  the	  canonical	  microcircuit/barrel	  
column.	  A,	  The	  9	  major	  excitatory	  cell	  types	  found	  in	  the	  barrel-­‐related	  column	  
of	  rodent	  S1	  (from	  Oberlaender	  et	  al.,	  2011).	  B,	  Schematic	  of	  the	  connectivity	  
diagram	  of	  the	  rodent	  barrel	  cortex,	  starting	  with	  the	  two	  major	  thalamic	  input	  
nuclei,	  VPM	  and	  POm	  (from	  Lubke	  and	  Feldmeyer	  2007).	  C,	  	  Schematic	  of	  
information	  flow	  in	  the	  canonical	  microcircuit	  of	  visual	  cortex.	  Inputs	  flow	  
from	  thalamus	  è	  	  L4	  è	  L2/3	  è	  L5/6,	  with	  horizontal	  spread	  occurring	  in	  
L2/3	  and	  L5/6	  (from	  da	  Costa	  and	  Martin	  2010).	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In	  the	  rodent	  barrel	  cortex,	   layer	  4	  contains	  predominantly	  three	  excitatory	  
cell	   types:	   	   spiny	   stellate	   cells,	   star	   pyramidal	   cells,	   and	   layer	   4	   pyramidal	   cells	  
(Brecht	  and	  Sakmann	  2002,	  Staiger,	  Flagmeyer	  et	  al.	  2004,	  Oberlaender,	  de	  Kock	  et	  
al.	   2012).	   These	   cells	   differ	   in	   their	   morphology,	   thalamic	   inputs,	   and	   axonal	  
projection	   patterns,	   yet	   major	   functional	   differences	   have	   not	   yet	   been	   reported	  
(Lubke	   et	   al	   2000;	   Egger	   et	   al.,	   2008).	   Early	   studies	   of	   the	   thalamocortical	  
transformations	   in	   L4	   of	   cortex	   demonstrated	   that	   neurons	   in	   L4	   are	   sensitive	   to	  
single	  whiskers	  deflections	  with	  short	  time	  lags	  (Simons	  1985).	  Excitatory	  thalamic	  
volleys	  reach	  both	  excitatory	  and	  inhibitory	  neurons	  in	  L4,	  and	  inhibitory	  neurons	  
then	  directly	   target	  excitatory	  neurons	   in	   the	  same	   layer.	  Feed-­‐forward	  disynaptic	  
inhibition	  produces	  a	  lag	  between	  excitation	  and	  inhibition	  that	  allows	  a	  window	  of	  
opportunity	  for	  excitatory	  information	  to	  propagate	  in	  cortex	  (Pinto,	  Brumberg	  et	  al.	  
2000,	  Bruno	  and	  Simons	  2002).	  This	  feed-­‐forward	  inhibitory	  circuit	  appears	  to	  be	  a	  
conserved	   feature	  of	   cortical	   columns	  and	  may	  be	  required	   for	   the	  propagation	  of	  
synchronous	  activity	  in	  cortical	  circuits	  (Swadlow	  2003,	  Cardin,	  Palmer	  et	  al.	  2007,	  
Bruno	  2011).	  In	  barrel	  cortex,	  feed-­‐forward	  inhibition	  may	  additionally	  play	  a	  role	  
in	  the	  emergence	  of	  directional	  tuning	  in	  L4	  neurons	  by	  differentially	  inhibiting	  non-­‐
preferred	  directions	  (Wilent	  and	  Contreras	  2005).	  	  
	  	   As	   in	   other	   sensory	   cortices,	   L4	   neurons	   of	   barrel	   cortex	   are	   highly	  
reciprocally	  connected.	  Indeed	  most	  of	  the	  inputs	  that	  L4	  spiny	  neurons	  receive	  are	  
from	   other	   spiny	   neurons	   within	   the	   same	   barrel	   (Egger,	   Feldmeyer	   et	   al.	   1999,	  
Feldmeyer,	  Egger	  et	  al.	  1999,	  Lefort,	  Tomm	  et	  al.	  2009).	  This	  recurrence	  has	  been	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hypothesized	  to	  play	  a	  role	  in	  the	  amplification	  of	  directional	  tuning	  (Liu,	  Wu	  et	  al.	  
2007).	  Meanwhile,	  though	  the	  highest	  density	  of	  excitatory	  L4	  axons	  remain	  in	  L4,	  a	  
significant	  fraction	  are	  sent	  to	  basal	  dendrites	  of	  layer	  2/3	  neurons	  (Lubke,	  Egger	  et	  
al.	  2000,	  Lubke,	  Roth	  et	  al.	  2003)	  and	  a	  much	  smaller	  fraction	  go	  into	  the	  barrels	  of	  
neighboring	   columns	   (Feldmeyer,	   Egger	   et	   al.	   1999,	   Egger,	   Nevian	   et	   al.	   2008)	   as	  
well	  as	  to	  L5	  (Feldmeyer,	  Roth	  et	  al.	  2005,	  Petreanu,	  Mao	  et	  al.	  2009)	  and	  L6	  (Lefort,	  
Tomm	  et	  al.	  2009,	  Tanaka,	  Tanaka	  et	  al.	  2011).	  
A	   functional	   role	   for	   the	   L4	  è	   L2/3	   connection	   remains	   elusive.	   When	  
measured	  in	  slice	  recordings,	  connectivity	  ratios	  between	  L4	  and	  L2/3	  neurons	  are	  
high	   and	   the	   synapses	   are	   both	   efficacious	   (0.6	   -­‐1.0mV)	   and	   have	   a	   high	   release	  
probability	   (Pr~0.8)	   (Feldmeyer,	   Lubke	  et	   al.	   2002,	   Silver,	   Lubke	  et	   al.	   2003).	  Yet	  
sensory	   evoked	   firing	   in	  L2/3	   is	   exceedingly	   low,	   and	  biophysical	  models	   of	   L2/3	  
neurons	   have	   suggested	   that	   feed-­‐forward	   excitation	   from	   L4	   cannot,	   on	   its	   own,	  
drive	   action	   potential	   activity	   in	   L2/3	   neurons	   (Sarid,	   Bruno	   et	   al.	   2007).	   At	   the	  
subthreshold	   level,	   both	   layer	   2	   and	   layer	   3	   neurons	   receive	   substantial	   synaptic	  
input	  during	  whisker	   stimuli	   and	  have	  broader	   subthreshold	   receptive	   fields	   than	  
L4	  (Brecht,	  Roth	  et	  al.	  2003).	  However	  these	  inputs	  remain	  mostly	  subthreshold	  and	  
firing	  of	  L2/3	  neurons	   is	  sparse	   in	  both	  anesthetized	  (de	  Kock,	  Bruno	  et	  al.	  2007)	  
and	  awake	  behaving	  neural	  recordings	  (Crochet,	  Poulet	  et	  al.	  2011).	  It	  has	  yet	  to	  be	  
determined	  whether	  sparse	  firing	  of	  L2/3	  neurons	  is	  due	  to	  inadequate	  sampling	  of	  
the	   stimulus	   space	   and/or	   lack	   of	   knowledge	   for	   the	   stimulus	   features	   that	   L2/3	  
neurons	  respond	  to,	  or	  whether	  sparse	  neural	  activity	   is	  a	   feature	  the	  neural	  code	  
itself	  (Olshausen	  and	  Field	  2004,	  Barth	  and	  Poulet	  2012).	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The	   axons	   of	   layer	   2	   and	   layer	   3	   neurons	   collateralize	   extensively	   in	   L2/3	  
and	  L5	  across	  multiple	  barrel-­‐related	  columns	  (Feldmeyer,	  Lubke	  et	  al.	  2006,	  Bruno,	  
Hahn	  et	  al.	  2009,	  Petreanu,	  Mao	  et	  al.	  2009).	  These	  horizontal	  connections	  may	  be	  
responsible	   for	   the	   broad,	   multi-­‐whisker	   receptive	   fields	   reported	   in	   the	  
infragranular	  and	  supragranular	  layers	  (Brecht,	  Roth	  et	  al.	  2003,	  Manns,	  Sakmann	  et	  
al.	  2004,	  de	  Kock,	  Bruno	  et	  al.	  2007).	  Alternatively,	  broad	   receptive	   fields	   in	  L2/3	  
may	  be	   inherited	   from	  convergence	  of	   inputs	   from	  multiple	  L4	  barrels	   (Goldreich,	  
Kyriazi	  et	  al.	  1999).	  The	  “butterfly”	  pattern	  of	  L2/3	  axons	  is	  consistent	  with	  the	  idea	  
that	   L2/3	   propagates	   information	   horizontally	   and	   drives	   activity	   in	   the	  
infragranular	  layers.	  A	  recent	  study,	  however,	  has	  shown	  that	  lesions	  in	  L4	  barrels	  
do	   not	   affect	   sensory	   evoked	   responses	   in	   the	   infragranular	   neurons	   of	   the	   same	  
lesioned	   barrel	   column	   (Constantinople	   and	   Bruno	   2013).	   Coupled	   with	   the	   low	  
firing	  rates	  of	  L2/3	  neurons,	  this	  data	  suggests	  that	  the	  infragranular	  neurons	  may	  
be	  functionally	  independent	  from	  L2/3	  neurons.	  
The	  infragranular	  layers	  are	  the	  output	  layers	  of	  a	  cortical	  column.	  Layer	  5	  is	  
composed	   of	   two	  main	   excitatory	   cell	   types:	   slender	   tufted	   cells	   (L5st)	   and	   thick	  
tufted	   cells	   (L5TT).	   Slender	   tufted	   cells	   are	   located	   predominantly	   in	   layer	   5a	  
(Manns,	  Sakmann	  et	  al.	  2004,	  Oberlaender,	  de	  Kock	  et	  al.	  2012)	  and	  receive	  direct	  
thalamic	   input	   from	   POm	   as	   well	   as	   descending	   input	   from	   L2/3	   axons	   (Lefort,	  
Tomm	  et	  al.	  2009,	  Wimmer,	  Bruno	  et	  al.	  2010,	  Hooks,	  Hires	  et	  al.	  2011).	  Thick	  tufted	  
cells	  are	  predominantly	  located	  in	  L5b	  and	  receive	  direct	  thalamic	  input	  from	  VPM	  
as	  well	  as	  descending	  inputs	  from	  L2/3.	  Both	  classes	  of	  L5	  neurons	  have	  extensive	  
axon	   collaterals	   in	   L2/3	   and	   L5	   (Oberlaender,	   Boudewijns	   et	   al.	   2011).	   Slender	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tufted	  neurons	  have	  expansive	  L2/3	  axonal	  projections	  and	  more	  limited	  horizontal	  
projections	  in	  L5,	  whereas	  the	  inverse	  is	  true	  for	  thick	  tufted	  neurons,	  whose	  axons	  
are	   limited	   in	   L2/3	   yet	   project	   across	   multiple	   barrels	   in	   L5	   (Oberlaender,	  
Boudewijns	  et	  al.	  2011).	  Both	  L5TT	  and	  L5st	  have	  broad	  receptive	  fields	  responsive	  
to	  multiple	  whiskers,	  yet	  L5st	  cells	  tend	  to	  have	  lower	  firing	  rates,	  longer	  response	  
latencies,	   and	   smaller	   multi-­‐whisker	   receptive	   fields	   than	   L5TT	   cells	   (Manns,	  
Sakmann	  et	  al.	  2004,	  de	  Kock,	  Bruno	  et	  al.	  2007)	  (and	  See	  Chapter	  3).	  Additionally,	  
while	   L5TT	   neurons	   tend	   to	   be	   driven	   by	   passive	   whisker	   stimuli,	   L5st	   neurons	  
appear	   to	  be	   inhibited	  by	  passive	   touch	  and	  activated	  only	  during	  active	  whisking	  
(de	  Kock	  and	  Sakmann	  2009).	  This	  has	   lead	   to	   the	  hypothesis	   that	  L5TT	  and	  L5st	  
neurons	   may	   encode	   for	   touch	   and	   motion,	   respectively,	   and	   may	   be	   cortical	  
extensions	   of	   the	   lemniscal	   and	   paralemniscal	   pathways.	   Given	   the	   expansive	   but	  
inverse	   axonal	   projection	   patterns,	   these	   two	   neuronal	   classes	   may	   be	   feeding	  
complementary	  information	  streams.	  	  
The	  infragranular	  neurons	  project	  to	  several	  cortical	  areas	  outside	  S1	  as	  well	  
as	  subcortically.	  Neurons	  in	  L5a	  mainly	  project	  to	   ipsilateral	  cortical	  areas	  such	  as	  
whisker-­‐related	  motor	   cortex	   (M1)	   (Mao,	   Kusefoglu	   et	   al.	   2011).	   Neurons	   in	   L5b	  
tend	  to	  project	  to	  various	  subcortical	  structures	  including	  thalamic	  nuclei,	  superior	  
colliculus,	  the	  striatum,	  and	  trigeminal	  nuclei	  (White	  and	  DeAmicis	  1977,	  Wise	  and	  
Jones	  1977,	  Welker,	  Hoogland	  et	  al.	  1988,	  Veinante,	  Lavallee	  et	  al.	  2000,	  Kozloski,	  
Hamzei-­‐Sichani	  et	  al.	  2001,	  Killackey	  and	  Sherman	  2003,	  Larsen,	  Wickersham	  et	  al.	  
2007,	  Brown	  and	  Hestrin	  2009,	  Mao,	  Kusefoglu	  et	  al.	  2011).	  The	  identity	  of	  neurons	  
with	   different	   projection	   classes	  may	   be	   predicted	   by	   their	   dendritic	  morphology	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and	   intrinsic	  membrane	  properties	   (Hattox	  and	  Nelson	  2007).	  Finally,	  L6	  neurons	  
are	  part	  of	  a	  feedback	  circuit	  that	  project	  back	  to	  the	  sensory	  thalamus	  (Deschenes,	  
Veinante	  et	  al.	  1998,	  Shipp	  2007,	  Thomson	  2010).	  In	  barrel	  cortex,	  L6	  neurons	  have	  
basal	  dendrites	  that	  span	  the	  length	  of	  a	  column	  and	  apical	  dendrites	  that	  project	  up	  
to	   layer	  3-­‐5a	  (Oberlaender,	  de	  Kock	  et	  al.	  2012).	  These	  neurons	  can	  split	   into	   two	  
groups	  based	  on	  those	  whose	  axons	  project	  predominantly	   intracortically,	  or	  back	  
to	   the	   thalamocortical	   nuclei	   (Zhang	   and	   Deschenes	   1997,	   Tanaka,	   Tanaka	   et	   al.	  
2011,	   Oberlaender,	   de	   Kock	   et	   al.	   2012).	   Thalamic	   feedback	   neurons	   have	   been	  
shown	   to	   drive	   reticular	   neurons	   in	   thalamus	   may	   be	   involved	   in	   top-­‐down	  
modulation	   of	   afferent	   input	   (Temereanca	   and	   Simons	   2004,	   Lam	   and	   Sherman	  
2010).	  
	  
Comparison	  of	  structure	  and	  function	  between	  different	  sensory	  systems	  
	   Our	   understanding	   of	   the	   information	   flow	   and	   computations	   being	  
performed	  in	  a	  canonical	  microcircuit	  comes	  predominantly	  from	  functional	  studies	  
carried	  out	  in	  the	  visual	  system	  of	  cats	  and	  primates.	  	  The	  most	  well	  known	  are	  the	  
classic	   studies	   by	   Hubel	   and	   Weisel,	   who	   classified	   neural	   responses	   of	   primary	  
visual	  cortex	  (V1)	  into	  two	  types:	  simple	  cells	  containing	  spatially	  separate	  ON	  and	  
OFF	  regions	  with	   linear	   spatial	   summation	  of	   responses;	  and	  complex	  cells,	  which	  
were	   a	   classification	   of	   exclusion	   and	   included	   all	   neurons	   that	   could	   not	   be	  
categorized	   as	   simple	   (Hubel	   and	  Wiesel	   1962).	  Because	  of	   the	   location	  of	   simple	  
cells	   predominantly	   in	   the	   thalamorecipient	   zones	   of	   cortex,	   Hubel	   and	   Weisel	  
predicted	   that	  simple	  cell	   receptive	   fields	  were	  constructed	  by	   the	  convergence	  of	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ON	   and	   OFF	   thalamic	   relay	   cells,	   and	   complex	   cells	   emerged	   later	   through	   the	  
convergence	   of	   simple	   cells.	   	   This	   serial	   hierarchical	   model	   of	   information	  
processing,	   flowing	   from	   thalamus	  è	   L4	  è	   	   L2/3	  è	   	   L5/6,	  has	  had	  an	  enduring	  
influence	  in	  systems	  neuroscience	  yet	  remains	  controversial.	  	  
Paired	  extracellular	  recordings	  in	  the	  lateral	  geniculate	  nucleus	  of	  thalamus	  
(LGN)	   and	   L4	   of	   V1	   revealed	   that	   the	   center	   of	   ON	   and	   OFF	   thalamic	   relay	   cells	  
tended	  to	  overlap	  with	  subfields	  of	  connected	  L4	  simple	  cells,	  validating	  the	  Hubel	  
and	  Wiesel	  hypothesis	  (Reid	  and	  Alonso	  1995).	  Furthermore,	  whole	  cell	  recordings	  
that	   were	   histologically	   recovered	   and	   registered	   according	   to	   laminar	   location	  
revealed	   that	   complex	   cells	   are	   located	   primarily	   in	   the	   infra	   and	   supra-­‐granular	  
layers,	  whereas	   simple	   cells	   are	   limited	   to	   L4	   and	   L6,	   the	  major	   thalamorecipient	  
zones	  of	  V1	  (Martinez,	  Wang	  et	  al.	  2005).	  Functional	  mapping	  studies	  performed	  in-­‐
vitro	   further	   support	   the	   serial	   model	   of	   cortical	   information	   flow	   because	  
propagation	   of	   artificial	   excitation	   follows	   the	   main	   axonal	   projections	   (Lefort,	  
Tomm	  et	  al.	  2009).	  However,	  experimental	  evidence	  for	  the	  construction	  of	  complex	  
receptive	   fields	  via	   the	  convergence	  of	  simple	  cell	   is	   lacking.	  Additionally,	  a	  recent	  
study	   in	   barrel	   cortex	   revealed	   that	   infragranular	   layers	   that	   receive	   direct	  
thalamocortical	   inputs	   may	   be	   functionally	   independent	   from	   L4	   and	   L2/3,	  
suggesting	  parallel	  rather	  than	  serial	  processing	  circuit	  (Constantinople	  and	  Bruno	  
2013).	   Nevertheless,	   the	   canonical	   microcircuit	   and	   functional	   properties	   of	   V1	  
neurons	   provide	   a	   rich	   framework	   for	   comparative	   studies	  with	   the	   auditory	   and	  
somatosensory	  cortex,	  all	  of	  which	  share	  the	  same	  basic	  structural	  features.	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As	   in	   the	   visual	   cortex,	   both	   auditory	   and	   somatosensory	   cortex	   contain	  
simpler	   receptive	   fields	   predominantly	   located	   in	   the	   thalamocortical	   recipient	  
layers	   and	   more	   complex	   receptive	   fields	   in	   the	   supra	   and	   infragraunlar	   layers	  	  
(Martinez,	  Wang	   et	   al.	   2005,	   Atencio,	   Sharpee	   et	   al.	   2009,	   de	   Kock	   and	   Sakmann	  
2009)	  (also	  see	  Chapter	  3).	   In	  somatosensory	  cortex,	  receptive	  fields	  in	  L4	  tend	  to	  
be	   single	   whisker,	   and	   respond	   at	   short	   latencies,	   whereas	   responses	   in	   the	  
supragranular	   and	   infragranular	   layers	   are	   multi-­‐whisker	   and	   have	   complex	  
latencies	  and	  inter-­‐whisker	  interactions.	  In	  auditory	  cortex,	  granular	  layer	  neurons	  
are	   space-­‐time	   separable,	   whereas	   infragranular	   and	   supragranular	   neurons	   are	  
space-­‐time	   inseparable	   –	   a	  measure	   of	   complexity	   (Atencio,	   Sharpee	   et	   al.	   2008).	  
Additionally,	   in	   the	   visual	   and	   auditory	   cortex,	   simple	   receptive	   fields	   in	   the	  
granular	   layers	   can	   be	   well	   described	   using	   linear	   models	   such	   as	   STAs,	   but	   the	  
supragranular	  and	  infragranular	  layers	  require	  higher-­‐order	  or	  nonlinear	  models	  to	  
describe	   their	   responses,	   such	   as	   covariance	   analysis,	   quadratic	   regression,	   or	  
maximally	   informative	   dimensions	   (MID)	   (Sharpee,	   Rust	   et	   al.	   2004,	   Schwartz,	  
Pillow	  et	  al.	  2006,	  Sharpee	  2013)	  (but	  see	  Chapter	  3).	  	  
While	  the	  complexity	  of	  receptive	  fields	  and	  linearity	  of	  response	  properties	  
of	   neurons	   in	   the	   different	   layers	   is	   compatible	   with	   the	   serial	   model	   of	   cortical	  
computation,	   other	   characteristics	   are	   less	   compatible.	   For	   instance,	   in	   all	   three	  
sensory	  cortices,	  the	  firing	  rates	  of	  the	  infragranular	  layers	  are	  the	  highest	  and	  firing	  
rates	  of	  supragranular	  layers	  are	  lowest,	  at	  times	  seemingly	  too	  low	  to	  drive	  activity	  
in	  layer	  5	  (de	  Kock,	  Bruno	  et	  al.	  2007,	  Greenberg,	  Houweling	  et	  al.	  2008,	  Sakata	  and	  
Harris	  2009).	  Additionally,	  in	  both	  auditory	  and	  somatosensory	  cortex,	  the	  latencies	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of	   sensory	   evoked	   responses	   in	   the	   infragranular	   layers	   tend	   to	   be	   shorter	   than	  
those	  of	  the	  supragranular	  layer,	  precluding	  a	  causal	  relationship	  between	  the	  two.	  
Low	  firing	  rates	  and	  long	  response	  latencies	  of	  neurons	  in	  L2/3	  have	  been	  difficult	  
to	   reconcile	   with	   the	   notion	   that	   L2/3	   is	   a	   driver	   of	   activity	   in	   the	   infragranular	  
layers.	  
Prominent	   differences	   in	   the	   anatomy	   of	   the	   sensory	   cortices	   are	   also	  
present.	   For	   instance,	   primate	   primary	   visual	   cortex	   (V1)	   contains	   complex	  
subdivisions	  of	   layer	  4	  not	  seen	  S1	  of	  rodents	  or	  the	  visual	  cortex	  of	  other	  species	  
(Callaway	   1998).	   In	   barrel	   cortex,	   L4	   axons	   have	   been	   shown	   to	   directly	   target	  
infragranular	  neurons	  (Feldmeyer,	  Roth	  et	  al.	  2005)	  yet	  this	  connection	  has	  not	  yet	  
been	   established	   in	  V1.	   Conversely,	  while	   axonal	   communication	   from	  L6	   directly	  
back	   to	   L4	   has	   been	   well	   documented	   in	   the	   visual	   cortex	   (Stratford,	   Tarczy-­‐
Hornoch	  et	  al.	  1996,	  Tarczy-­‐Hornoch,	  Martin	  et	  al.	  1999),	  this	  analogous	  connection	  
is	  minor	  in	  somatosensory	  (Zhang	  and	  Deschenes	  1997)	  and	  has	  yet	  to	  be	  verified	  
functionally	  (Lefort,	  Tomm	  et	  al.	  2009).	   	  Primary	  auditory	  cortex	  (A1),	  meanwhile,	  
contains	   a	   significant	   population	   of	   neurons	   in	   L3	   that	   project	   to	   the	   other	  
hemisphere	  via	   the	  corpus	  callosum,	  which	   is	  not	  present	   in	  either	  V1	  or	  S1	  (Imig	  
and	  Brugge	  1978,	  Winer	  and	  Prieto	  2001).	  Additionally	  A1	  receives	  binaural	  inputs	  
directly	  from	  subcortical	  structures	  yet	  in	  both	  V1	  and	  S1	  the	  cortex	  represents	  the	  
first	   site	   of	   bilateral	   integration	   of	   information	   (Langers,	   van	   Dijk	   et	   al.	   2005).	  
Understanding	  these	  anatomic	  differences	  and	  how	  they	  relate	  to	  the	  differences	  in	  
receptive	   fields	   or	   response	   properties	   of	   neurons	   will	   be	   illuminating.	   Finally,	  
detailed	   anatomical	   investigations	   following	   cross-­‐modal	   plasticity	   studies	   may	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clarify	   whether	   sensory	   cortical	   structure	   is	   imposed	   by	   the	   unique	   needs	   of	   the	  
different	   sensory	   cortices	   themselves,	   or	   is	   shaped	   by	   the	   nature	   of	   the	   incoming	  
sensory	  signals.	  	  
	  
Plasticity	  in	  Barrel	  Cortex	  	  
	  	   At	   the	   structural	   level,	   much	  more	   is	   known	   about	   plasticity	   in	   the	   visual	  
system,	  where	  anatomic	  studies	  of	  single	  neurons	  have	  shown	  structural	  correlates	  
of	  plasticity	   in	  axons,	  dendrites,	  and	   individual	  spines	  (Karmarkar	  and	  Dan	  2006).	  
Conversely,	  the	  somatosensory	  cortex	  has	  been	  advantageous	  for	  studying	  plasticity	  
at	  the	  physiological	  level	  because	  of	  the	  ease	  of	  manipulating	  the	  sensory	  inputs	  in	  a	  
manner	   that	   specifically	   highlights	   processes	   of	   potentiation,	   depression	   and	  
competition	  between	   columns	   (Fox	  2002,	  Feldman	  and	  Brecht	  2005).	  Plasticity	   in	  
barrel	   cortex	   and	   visual	   cortex	   follow	   a	   similar	   time	   course,	   with	   early	   plasticity	  
thought	   to	   be	   thalamocortically	   mediated	   (Antonini	   and	   Stryker	   1993,	   Feldman,	  
Nicoll	   et	   al.	   1999,	   Fox	   2002)	   and	   adolescent	   and	   adult	   plasticity	   thought	   to	   be	  
primarily	   mediated	   by	   intracortical	   interactions	   (Diamond,	   Huang	   et	   al.	   1994,	  
Trachtenberg,	   Trepel	   et	   al.	   2000,	   Stern,	  Maravall	   et	   al.	   2001).	   The	   time-­‐course	   of	  
physiological	   responses	   to	   sensory	   deprivation	   differs	   for	   depression	   versus	  
potentiation	  of	  responses.	  Depression	  to	  deprived	  inputs	  can	  only	  be	  induced	  up	  to	  
a	  period	   in	   adolescence,	   yet	   potentiation	   to	   spared	   inputs	   exists	   throughout	   adult	  
life	  in	  both	  the	  somatosensory	  (Glazewski	  and	  Fox	  1996,	  Wallace	  and	  Fox	  1999)	  and	  
the	   visual	   system	   (Sawtell,	   Frenkel	   et	   al.	   2003).	   In	   barrel	   cortex	   these	   results	   are	  
profoundly	  influenced	  by	  the	  environment,	  with	  pronounced	  expanses	  in	  receptive	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fields	  (potentiation)	  of	  spared	  whisker	  responses	  when	  animals	  are	  exposed	  to	  their	  
home	  cage,	  yet	  marked	  decrease	  in	  the	  receptive	  fields	  to	  these	  same	  spared	  inputs	  
when	   exposed	   to	   environmental	   enrichment	   (Polley,	   Chen-­‐Bee	   et	   al.	   1999).	  
Structurally	   the	   capacity	   for	   plasticity	   appears	   to	   be	   the	   most	   robust	   in	   the	  
supragranular	   layers,	   occurring	   at	   rapid	   timescales	   even	   in	   adult	   animals	   (Bruno,	  
Hahn	  et	  al.	  2009).	  	  A	  recent	  study	  in	  somatosensory	  cortex	  revealed	  robust	  plasticity	  
of	   infragranular	  L5	   cells,	  which	   appeared	   to	  be	  mediated	  by	  L2/3	   changes	   (Jacob,	  
Petreanu	  et	  al.	  2012).	  	  	  
	   Like	  the	  visual	  cortex	  (Hubel	  and	  Wiesel	  1970),	  the	  thalamocortical	  inputs	  to	  
barrel	  cortex	  have	  been	  suggested	  to	  have	  a	  critical	  period	  for	  plasticity.	  The	  main	  
thalamic	  input	  to	  L4	  develops	  over	  the	  first	  few	  post-­‐natal	  days	  (Jhaveri,	  Erzurumlu	  
et	   al.	   1991),	   with	   the	   structure	   of	   barrels	   appearing	   at	   postnatal	   day	   4	   (P4)	  
(Woolsey	   and	  Wann	   1976).	   This	   plasticity	   is	   experience	   dependent	   and	   knocking	  
out	  several	  genes	  related	  to	  neuronal	  activity	  and	  synaptic	  transmission,	   including	  
NMDA	  receptors	   (Iwasato,	  Datwani	  et	  al.	  2000)	  metabotropic	  glutamate	   receptors	  
(Hannan,	  Blakemore	  et	  al.	  2001)	  adenylyl	  cyclase	  	  (Abdel-­‐Majid,	  Leong	  et	  al.	  1998)	  
and	  monoamine	  oxidase	  A	  (Cases,	  Vitalis	  et	  al.	  1996)	  result	  in	  mice	  with	  absent	  or	  
smaller	  barrels.	  Alterations	  in	  the	  evoked	  responses	  to	  spared	  or	  deprived	  whisker	  
columns	   appear	   to	   diminish	   after	   P4,	   suggesting	   that	   thalamocortical	   connections	  
are	  fully	  established	  by	  an	  early	  age	  (Van	  der	  Loos	  and	  Woolsey	  1973,	  Woolsey	  and	  
Wann	   1976).	   However,	   anatomical	   studies	   using	   virally	   infected	   cells	   expressing	  
GFP	  reported	  seeing	  decreases	  in	  the	  bulk	  thalamocortical	  innervation	  of	  L4	  barrels	  
in	   both	   adolescent	   and	   adult	   animals	   after	   only	   3	   days	   of	   whisker	   deprivation	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(Wimmer,	  Broser	  et	  al.	  2010).	  These	  recent	  structural	  observations	  in	  barrel	  cortex	  
appear	  at	  odds	  with	  the	  perceived	  critical	  period	  of	   thalamocortical	  plasticity.	  The	  
next	  chapter	  of	  this	  thesis	  investigates	  thalamocortical	  plasticity	  of	  single	  neurons	  in	  
the	  somatosensory	  cortex	  of	  adult	  rats.	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INTRODUCTION	  
Numerous	   studies	   have	   concluded	   that	   the	   thalamocortical	   (TC)	   projection,	   along	  
which	   sensory	   information	   flows	   into	   the	   cerebral	   cortex,	   is	   fixed	   by	   the	   end	   of	  
development.	  During	  a	  critical	  period	   in	  early	  postnatal	   life,	  monocular	  vision	   loss	  
can	   trigger	   robust	   anatomical	   plasticity	   of	   TC	   axons	   in	   the	   mouse	   and	   cat	   visual	  
systems	   (Antonini	   and	   Stryker	   1993,	   Antonini,	   Fagiolini	   et	   al.	   1999).	   Such	  
anatomical	  changes	  are	  thought	  to	  be	  driven,	  at	   least	   in	  part,	  by	  the	  strengthening	  
and	   weakening	   of	   existing	   TC	   synapses,	   which	   in	   slices	   of	   somatosensory	   cortex	  
cannot	   be	   induced	   beyond	   the	   first	   few	  postnatal	  weeks,	   likely	   due	   to	   the	   known	  
developmental	  down	  regulation	  of	  NMDA	  receptors	  (Feldman,	  Nicoll	  et	  al.	  1999).	  In	  
both	   the	  visual	   and	   somatosensory	   systems,	   sensory	   experience	  during	   adulthood	  
has	  little	  or	  no	  effect	  on	  the	  receptive	  fields	  of	  neurons	  in	  cortical	   layer	  4	  (L4)	  but	  
robust	   effects	   on	   other	   layers	   (reviewed	   in	   Fox	   2002,	   Feldman	   and	   Brecht	   2005,	  
Karmarkar	   and	   Dan	   2006).	   From	   such	   physiological	   studies,	   it	   has	   been	   inferred	  
that	   adult	   plasticity,	   learning,	   and	   memory	   is	   mediated	   by	   functional	   and/or	  
anatomical	   changes	   among	   corticocortical	   connections	   (Fox	   2002,	   Feldman	   and	  
Brecht	  2005,	  De	  Paola,	  Holtmaat	  et	  al.	  2006,	  Karmarkar	  and	  Dan	  2006).	  
A	   purely	   cortical	   locus	   for	   adult	   plasticity	   has,	   however,	   recently	   become	  
controversial.	   Brief	   periods	   of	   monocular	   deprivation	   can	   alter	   the	   size	   of	  
pharmacologically	   isolated	  TC-­‐evoked	   field	  potentials	   in	  adult	  mouse	  visual	  cortex	  
(Khibnik,	   Cho	   et	   al.	   2010).	   Whisker	   trimming	   for	   as	   few	   as	   three	   days	   similarly	  
reduces	   the	   overall	   density	   of	   TC	   synapses	   in	   adult	   rat	   barrel	   cortex	   (Wimmer,	  
Broser	  et	   al.	  2010).	  These	   recent	   findings	  prompted	  us	   to	   investigate	   the	  effect	  of	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sensory	   experience	   during	   adulthood,	   anatomically,	   on	   individual	   TC	   axons	   and,	  
functionally,	  on	  the	  magnitude	  and	  synchrony	  of	  cortical	  activity.	  
We	   manipulated	   sensory	   experience	   in	   adult	   (3-­‐month-­‐old)	   rats	   using	   a	  
painless,	   non-­‐destructive	   approach.	   Trimming	   the	   large	   facial	   whiskers	   alters	  
sensory	   experience	  without	   engaging	   potential	   trophic	  mechanisms	   that	  might	   be	  
triggered	   by	   plucking	   whiskers	   or	   lesioning	   whisker	   follicles.	   Individual	  
thalamocortical	   neurons	   were	   filled	   in	   vivo	   by	   whole-­‐cell	   recording	   and	  
reconstructed	   in	   three	  dimensions	  via	  a	  newly	  developed	  semi-­‐automatic	  method.	  
We	   discovered	   that	   TC	   axonal	   arbors	   remain	   plastic	   in	   adulthood,	   with	   whisker	  
trimming	   causing	   axons	   originating	   from	   the	   deprived	   representation	   to	   lose	   on	  
average	  a	  quarter	  of	  their	  length	  across	  layers.	  Within	  L4,	  axonal	  branch	  reduction	  
was	   higher	   and	   topographically	   specific.	   Dual	   cell-­‐attached	   recordings	   in	   vivo	  
revealed	  that	  sensory	  stimuli	  evoked	  greater	  levels	  of	  synchrony	  among	  L4	  neurons	  
but	   the	   same	   number	   of	   action	   potentials	   from	   individual	   cells.	   Our	   findings	  
demonstrate	   that	   adult	   plasticity	   is	   not	   limited	   to	   corticocortical	   connections	   and	  
potentially	   explain	   why	   previous	   functional	   studies	   of	   L4	   could	   not	   infer	   such	  
massive	  anatomical	  changes.	  
	  
EXPERIMENTAL	  PROCEDURES	  
All	  procedures	  were	  approved	  by	  the	  Columbia	  University	  Institutional	  Animal	  Care	  
&	  Use	  Committee.	  Twenty-­‐eight	  adult	  (weight	  200-­‐500	  g,	  mean	  290	  g)	  Wistar	  rats	  
(Hilltop	  Laboratories)	  were	  used	  for	  anatomy	  experiments.	  All	  whiskers	  except	  two	  
(D2	  and	  D3)	  on	  the	  right	  side	  of	  the	  face	  were	  trimmed	  to	  a	  length	  of	  <1	  mm	  every	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second	  day,	  without	   anesthesia,	   for	  13-­‐27	  days	  prior	   to	   cell	   filling.	   In	   addition,	   all	  
whiskers	  on	  the	   left	  side	  of	   the	   face	  were	  trimmed.	  Two	  whiskers	  were	  spared,	  as	  
opposed	  to	  trimming	  off	  all	  whiskers	  bilaterally,	  to	  insure	  that	  animals	  continued	  to	  
attempt	   to	   explore	   the	   environment	   via	   the	   whisker	   system.	   Deprived	   rats	   were	  
seen	  to	  continue	  to	  whisk	  over	  large	  arcs	  and	  actively	  palpate	  objects	  and	  surfaces	  
with	  their	  spared	  whiskers.	  Deprived	  rats	  were	  housed	  in	  the	  same	  cages	  as	  control	  
littermates,	   which	   were	   handled	   similarly.	   Control	   rats	   were	   sham	   trimmed	   by	  
gently	   brushing	   the	   whiskers	   with	   scissors.	   Cages	   were	   enriched	   with	   cardboard	  
boxes	  or	  tubes	  to	  encourage	  the	  rats	  to	  explore	  with	  their	  whiskers.	  	  	  
	  
Cell	  filling	  
Rats	  were	   initially	   anesthetized	  with	   isoflurane	   and	   then	   transferred	   to	   urethane	  
(1.6	   g/kg	   intraperitoneally;	   10%	   supplements	   as	   needed).	   Body	   temperature	  was	  
maintained	   at	   37°C	   by	   a	   heating	   blanket.	   The	   parietal	   and	   occipital	   bones	   were	  
exposed,	  and	  a	  metal	  post	   for	  positioning	  the	  head	  was	  attached	  to	  the	  skull	  using	  
dental	  acrylic.	  The	  skull	  overlying	  the	  ventral	  posterior	  medial	  thalamic	  nucleus	  of	  
the	   left	   hemisphere	   was	   thinned	   with	   a	   dental	   drill	   until	   transparent,	   and	   a	  
craniotomy	  was	   opened	   (~2	  mm2	   centered	   3.0	  mm	   posterior	   to	   bregma,	   3.5	  mm	  
lateral	  of	  the	  midline).	  
Thalamus	  was	  mapped	  extracellularly	  by	  conventional	  means.	  Glass	  pipettes	  
with	   tip	  of	  ~5	  µm	   I.D.	  were	   filled	  with	   artificial	   cerebrospinal	   fluid	   (aCSF;	   in	  mM:	  
135	   NaCl,	   5.4	   KCl,	   1.8	   CaCl2,	   1.0	   MgCl2,	   and	   5.0	   HEPES;	   pH	   7.2)	   and	   inserted	  
vertically	  to	  a	  microdrive	  depth	  of	  4700-­‐5700	  µm.	  Signals	  were	  amplified,	  bandpass	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filtered	   0.3-­‐9	   kHz,	   and	   played	   over	   an	   audio	   monitor.	   Whiskers	   were	   deflected	  
manually	  using	  hand-­‐held	  probes	  to	  determine	  the	  principal	  whisker	  corresponding	  
to	  any	  given	  location.	  
	   Cells	  were	  filled	  by	  whole-­‐cell	  recording.	  Patch	  pipettes	  were	  pulled	  from	  2-­‐
mm	  unfilamented	  borosilicate	   glass.	  Tip	   I.D.	  was	  ~0.5	  µm.	  Pipettes	  were	   tip-­‐filled	  
with	  (in	  mM)	  135	  K-­‐gluconate,	  10	  HEPES,	  10	  phosphocreatine-­‐Na2,	  4	  KCl,	  4	  ATP-­‐Mg,	  
0.3	  GTP,	  and	  1%	  biocytin	  (pH	  7.2).	  Cells	  were	  searched	  for	   in	  voltage-­‐clamp	  mode	  
using	  pulses.	  Whole-­‐cell	   recordings	  were	  made	   in	  bridge	  mode	   for	  15-­‐40	  minutes.	  
12-­‐19	   hours	   were	   subsequently	   allowed	   to	   elapse	   to	   permit	   adequate	   tracer	  
diffusion.	   To	   ensure	   accurate	   axonal	   reconstruction,	   usually	   only	   one	   neuron	  was	  
filled	  per	  rat.	  Occasionally,	  additional	  neurons	  were	  filled	  but,	  in	  these	  cases,	  would	  
be	  targeted	  2-­‐3	  barreloids	  away	  from	  previous	  penetrations.	  
	  
Histology	  
The	  rat	  was	  deeply	  anesthetized	  and	  perfused	  transcardially	  with	  cold	  0.1M	  sodium	  
phosphate	  buffer	  followed	  by	  4%	  paraformaldehyde	  (in	  0.1M	  buffer).	  Barrel	  cortex	  
was	  cut	  tangentially	  in	  50-­‐μm	  sections	  on	  a	  freezing	  microtome,	  and	  thalamus	  was	  
cut	   coronally	   in	   100-­‐μm	   sections.	   Sections	   were	   stained	   for	   cytochrome	   oxidase	  
(CO)	   and	   subsequently	   biocytin.	   Twenty-­‐five	   cells	   out	   of	   a	   total	   of	   37	   filled	   ones	  
were	  recovered.	  
	  
3D	  semi-­‐automated	  reconstruction	  of	  neuron	  morphology	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Approximately	   40	   sections,	   spanning	   the	   pia	   to	   the	   white	   matter,	   were	  
reconstructed	   per	   neuron.	   Axonal	   branches	   were	   detected	   and	   traced	   using	   a	  
previously	  described	  automated	  method	  (Oberlaender,	  Bruno	  et	  al.	  2007).	   In	  each	  
section,	   stacks	   of	   1.5	   mm	   x	   1.5	   mm	   x	   0.05	   mm	   were	   imaged	   using	   optimized	  
mosaic/optical-­‐sectioning	  microscopy	   (Dercksen,	   Oberlaender	   et	   al.	   2009)	   and	   an	  
oil	  immersion	  objective	  (Olympus	  100X	  UPLAN	  S	  APO,	  NA	  1.4),	  yielding	  a	  voxel	  size	  
of	   0.184	  µm	  x	  0.184	  µm	  x	  0.5	   µm.	   If	   branches	   reached	   the	  borders	   of	   the	   imaged	  
volume,	  additional	  stacks	  of	  adjacent	  areas	  were	  acquired.	  Manual	  post-­‐processing	  
of	   individual	   sections	   (Dercksen,	   Oberlaender	   et	   al.	   2009),	   as	   well	   as	   automated	  
alignment	  of	   reconstructed	  branches	  across	  sections	   (Dercksen,	  Oberlaender	  et	  al.	  
2009),	  were	  performed	  using	  a	  custom-­‐designed	  3D	  editing	  environment	  based	  on	  
ZIBamira	   visualization	   software	   v2010.06	   (Zuse	   Institute	   Berlin).	   Pia	   and	   barrel	  
outlines	  were	  manually	  traced	  in	  each	  section	  at	  low	  resolution	  (Olympus	  4X	  UPLAN	  
S	   APO,	   NA	   0.16)	   and	   added	   to	   the	   tracings	   in	   Neurolucida	   software	  
(MicroBrightfield,	  Williston,	  VT,	  USA).	  
	  
Morphological	  analysis	  
All	   reconstructions	  were	  placed	   into	  a	  standardized	  coordinate	  system.	  The	  origin	  
was	   defined	   as	   the	   center	   of	   the	   L4	   barrel	   that	   contained	   the	   majority	   of	   the	  
neuron’s	  axon	  (“the	  principal	  barrel”).	  The	  z-­‐axis	  was	  set	  to	  point	  dorsally,	  parallel	  
to	  the	  vertical	  axis	  of	  the	  principal	  barrel.	  The	  x-­‐axis	  was	  defined	  as	  the	  line	  joining	  
the	   center	   of	   the	   principal	   barrel	   and	   the	   center	   of	   the	   first	   rostrally	   neighboring	  
barrel	   within	   the	   same	   row.	   Measurements	   were	   performed	   in	   ZIBamira	   using	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custom-­‐written	   tools.	   Length	   measurements	   were	   double	   checked	   with	   similar	  
analysis	  tools	  in	  NeuroExplorer	  v9.03	  (MicroBrightfield,	  Williston,	  VT,	  USA).	  
	   Axon	   length	   per	   individual	   column	   was	   determined	   by	   extrapolating	   the	  
respective	  L4	  barrel	  contours,	  rather	  than	   idealized	  barrels,	  along	  the	  vertical	  axis	  
towards	   the	   pia	   and	   white	   matter.	   Supragranular,	   granular	   and	   infragranular	  
projections	   (i.e.	   above,	  within	   and	   below	   the	   principal	   barrel)	  were	  measured	   for	  
each	  column	  individually	  since	  barrel	  height	  varied	  between	  columns.	  
	   Average	   inter-­‐bouton	  distances	  were	  obtained	   from	  high-­‐resolution	   images	  
stacks	   (100X	   objective,	   0.2-­‐µm	   optical	   sections).	   Horizontally	   projecting	   axonal	  
segments	  were	   randomly	   selected	   for	   analysis	   because	   varicosities	   are	  difficult	   to	  
unambiguously	   identify	   when	   an	   axon	   travels	   along	   the	   optical	   axis	   (vertically).	  
Inter-­‐bouton	  distances	  were	  determined	  by	  manually	  marking	   the	  3-­‐D	   location	  of	  
each	  bouton	  along	  the	  reconstructed	  axons.	  Custom-­‐written	  ZIBamira	  routines	  were	  
used	   to	  measure	  distance	   along	   the	   axons	  between	   these	  markers.	  Measurements	  
were	   performed	   for	   1,835	   boutons	   from	   axonal	   segments	   in	   10	   different	   rats	   (6	  
control	  and	  4	  deprived).	  IgorPro	  (WaveMetrics,	  Lake	  Oswego,	  OR,	  USA)	  was	  used	  for	  
statistical	  analysis	  of	  morphological	  data.	  
	   All	   reconstructions,	  analyses,	  and	  bouton	  counting	  were	  performed	  double-­‐
blind	  (i.e.,	  control	  and	  deprived	  groups	  were	  only	  known	  after	  reconstructions	  and	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An	  additional	  11	  adult	  rats	  were	  used	  for	  physiology	  experiments.	  Prior	  to	  surgery,	  
whiskers	  were	  trimmed	  (n	  =	  6)	  or	  sham	  trimmed	  (n	  =	  5)	  for	  8-­‐25	  days.	  Rats	  were	  
initially	   anesthetized	   with	   isoflurane.	   A	   single	   craniotomy	   was	   made	   over	   a	   thin	  
region	   of	   skull	   overlying	   the	   left	   barrel	   cortex	   (0.2	   x	   1.0	   mm;	   centered	   2.5	   mm	  
posterior	   to	   bregma	   and	   5.5	   mm	   lateral	   of	   the	   midline).	   Body	   temperature	   was	  
maintained	  at	  37º	  C	  by	  a	  heating	  blanket.	  A	  metal	  post	  for	  positioning	  the	  head	  was	  
attached	   to	   the	   skull	   overlying	   the	   cerebellum	   by	   dental	   acrylic.	   Screws	   were	  
inserted	   in	   the	   right	   frontal	   and	   occipital	   bones	   for	   electrocorticogram	   recording.	  
Furthermore,	  the	  right	  jugular	  was	  cannulated	  for	  intravenous	  drug	  infusion,	  the	  left	  
femoral	  artery	  cannulated	  for	  blood	  pressure	  monitoring,	  and	  a	  tracheotomy	  placed	  
for	   artificial	   respiration.	   The	   animal	   was	   then	   transferred	   to	   a	   respirator	   and	  
continuously	   infused	   with	   intravenous	   fentanyl	   (~10	   µg/	   kg	   /	   hr).	   To	   prevent	  
spontaneous	   whisker	   movement,	   neuromuscular	   blockade	   was	   induced	   with	  
pancuronium	   bromide	   (1.6	   mg	   /	   kg	   /	   hr).	   A	   computer	   continuously	   monitored	  
electrocorticogram,	  mean	  arterial	  pressure,	  arterial	  pulse	  rate,	  and	  tracheal	  airway	  
pressure.	   Experiments	   were	   terminated	   if	   any	   of	   these	   indicators	   could	   not	   be	  
maintained	  within	  normal	  physiological	  range.	  
Extracellular	   recordings	   were	   made	   from	   pairs	   of	   neurons	   located	   in	   the	  
same	   barrel,	   using	   two	   pipettes.	   Initially,	   the	   barrel	   field	   was	  mapped	  with	   glass	  
pipettes	   that	  had	   tip	   inside	  diameters	  of	  ∼5	  μm	  and	  were	   filled	  aCSF.	   	  A	  mapping	  
pipette	  normal	  to	  the	  pial	  surface	  was	  used	  to	  locate	  the	  barrel	  corresponding	  to	  the	  
principle	  whisker	   (PW)	  by	  mapping	  responses	  at	  a	  depth	  of	  700	  µm	   from	  the	  pia.	  
The	   correct	   spatial	   location	  was	   triangulated	   for	  another	  pipette	  45°	   from	  normal	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that	  would	  place	  its	  tip	  50	  µm	  away	  from	  the	  first	  pipette.	  Proper	  placement	  of	  the	  
second	  pipette	  was	   confirmed	  by	   again	  mapping	   responses.	  Once	   barrel	   locations	  
relative	   to	   the	   vasculature	  were	  determined,	   recording	  pipettes	   (ID	  <	  1	   µm;	   filled	  
with	  aCSF	  containing	  2%	  biocytin)	  were	  advanced	  slowly	   into	   the	  barrel	  cortex	   to	  
obtain	  loose-­‐seal	  cell-­‐attached	  recordings	  from	  pairs.	  At	  the	  end	  of	  the	  experiment,	  
we	   attempted	   to	   fill	   cells	   using	   juxtasomal	   current	   pulses.	   Even	   when	   filled	   cells	  
were	   not	   recovered,	   biocytin	   residue	   in	   the	   extracellular	   space	   along	  with	   bloody	  
pipette	  tracks	  could	  often	  be	  used	  to	  confirm	  recording	  sites.	  
A	  multi-­‐directional	  piezoelectric	  stimulator	  was	  used	  to	  move	  the	  PW	  in	  the	  
8	   cardinal	   directions.	   For	   both	   control	   and	   deprived	   animals,	   a	   stimulator	   was	  
placed	   ~2	   mm	   from	   the	   base	   of	   the	   hair	   and	   deflected	   14º	   (500-­‐µm	   amplitude)	  
using	   high-­‐velocity	   (measured	   average	   velocity	   ~1400º/sec,	   measured	   peak	  
velocity	  ~3200º/sec)	  ramp-­‐and-­‐hold	  movements.	  The	  whisker	  was	  held	  for	  a	  200-­‐
ms	   period	   between	   stimulus	   onset	   and	   offset.	   The	   direction	   of	   deflection	   was	  
randomized	  across	  trials.	  	  	  
	   Physiological	   data	   was	   analyzed	   using	   custom-­‐written	   routines	   in	   Matlab.	  
Coherence	   analysis	   was	   performed	   using	   the	   Chronux	   toolbox	  
(http://chronux.org/).	  The	  strength	  of	  near-­‐synchronous	  correlations	  was	  assessed	  
using	   a	   simple	   common	   measure	   that	   normalized	   for	   the	   firing	   rates	   of	   the	   two	  
neurons:	  
𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ = 𝑁!   /   (𝑁!!   +   𝑁!!)  /2)  
where	  𝑁! 	  is	  the	  sum	  of	  shift-­‐corrected	  events	  over	  -­‐5	  to	  +5	  ms	  and	  𝑁!	  and	  𝑁!	  are	  the	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Control	   and	   deprived	   data	  were	   compared	   nonparametrically	   using	   the	  Wilcoxon	  
rank	  sum	  test,	  except	  where	  otherwise	  noted.	  Substituting	  nonparametric	  tests	  with	  




Conventional	   bulk	   tracers	   label	   the	   axons	   of	   many	   neurons,	   whose	   overlap	  
confounds	   their	   reconstruction	   and	   quantification.	   Whole-­‐cell	   recording,	   while	  
challenging	   to	   obtain	   from	   a	   cell	   ~5	  mm	  deep	  within	   the	   brain,	   robustly	   labels	   a	  
single	   axon	  when	   successful,	   facilitating	   unambiguous	   tracing	   (Bruno,	   Hahn	   et	   al.	  
2009).	   We	   therefore	   patched	   a	   single	   thalamocortical	   neuron	   in	   the	   ventral	  
posterior	   medial	   thalamic	   nucleus	   in	   each	   of	   28	   adult	   rats.	   All	   the	   large	   facial	  
whiskers	   except	   two	   had	   been	   trimmed	   daily	   (deprived	   group)	   or	   sham-­‐trimmed	  
(control	  group)	  for	  the	  preceding	  13-­‐27	  days.	  Cages	  were	  not	  left	  empty,	  but	  instead	  
were	   enriched	   with	   cardboard	   boxes	   and	   tubes	   to	   encourage	   whisker-­‐based	  
exploration	   of	   the	   environment,	   which	   has	   been	   suggested	   to	   enhance	  
thalamocortical	  plasticity	  (Wimmer,	  Broser	  et	  al.	  2010).	   In	  deprived	  rats,	  we	   filled	  
neurons	   belonging	   to	   the	   trimmed	   whisker	   representation.	   Axons	   were	   three-­‐
dimensionally	  reconstructed	  with	  submicron	  resolution	  (Figure	  2.1;	  Figure	  2.2A,B)	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using	   a	   new	   semi-­‐automatic	   tracing	   system,	   which	   rivals	   human	   experts	   in	   both	  
accuracy	  and	  completeness	  (Oberlaender,	  Bruno	  et	  al.	  2007,	  Dercksen,	  Oberlaender	  
et	  al.	  2009,	  Oberlaender,	  Boudewijns	  et	  al.	  2011).	  The	  combination	  of	   these	   filling	  
and	   reconstruction	   approaches	   recovered	   total	   lengths	   of	   normal	   TC	   axons	   far	  
greater	  than	  previously	  observed.	  Control	  axons	  ranged	  from	  32.5	  to	  72.5	  mm,	  with	  
even	   the	   smallest	   TC	   arbor	   longer	   than	   those	   previously	   reported	   for	   rat	   barrel	  




Figure	  2.1	  Gallery	  of	  reconstructed	  thalamocortical	  axons.	  Control	  (upper	  
two	  rows)	  and	  deprived	  groups	  (lower	  two	  rows)	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Axons	   in	  control	  and	  deprived	  animals	   targeted	  barrels	  with	  similar	  spatial	  
distributions,	   with	   no	   obvious	   spatial	   bias	   in	   our	   samples	   (Figure	   2.2C).	   Average	  
total	  length	  of	  individual	  axonal	  arbors	  within	  barrel	  cortex	  was	  54.1	  ±	  3.7	  mm	  for	  
control	  animals	  (Figure	  2.2D,	  black	  circles;	  mean	  ±	  SEM,	  n	  =	  12).	  Simply	  trimming	  
the	  whiskers	  significantly	  decreased	   the	  average	   length	  of	  axons	  corresponding	   to	  
deprived	  whiskers	  by	  25%,	  down	  to	  an	  average	  of	  40.6	  ±	  4.7	  mm	  (gray	  circles;	  n	  =	  
11,	  p	  =	  0.017).	  Trimming	  similarly	  decreased	  the	  number	  of	  branch	  points	  by	  32%	  
(Figure	  2.2E;	  control	  232	  ±	  27	  vs	  deprived	  158	  ±	  17;	  p	  =	  0.016).	  Due	  to	  the	  extreme	  
depth	  of	   thalamus,	   its	  complicated	  three-­‐dimensional	  geometry,	  and	  the	  small	  size	  
of	   individual	  thalamic	  “barreloids”,	  we	  recovered	  only	  two	  axons	  corresponding	  to	  
spared	  whiskers.	  Given	  that	   their	   lengths	  (46.5	  and	  37.7	  mm)	  are	   in	   the	  ranges	  of	  
both	  control	  and	  deprived	  distributions,	  no	   inferences	  can	  be	  made	  regarding	   this	  
small	  spared	  sample.	  Nevertheless,	  our	  results	  clearly	  demonstrate	  that	   innocuous	  
sensory	   experience	   can	   substantially	   alter	   the	   structure	   of	   inputs	   to	   cortex	   in	  
adulthood.	  
	  







Figure	  2.2.	  Whisker	  trimming	  during	  adulthood	  substantially	   reduces	  the	  
length	   of	   thalamocortical	   axons.	   (A,B)	   Reconstructions	   of	   thalamocortical	  
axons	  in	  control	  and	  deprived	  animals,	  respectively.	  Axons	  in	  deprived	  animals	  
correspond	  to	  trimmed	  whiskers.	  Left,	  tangential	  view.	  Right,	  radial	  view.	  Lines,	  
barrel	  borders.	  Dots,	  branch	  points	  and	  end	  points.	  Insets,	  adult	  rats	  were	  sham	  
trimmed	  (A)	  or	  had	  all	  whiskers	  but	  two	  trimmed	  off	  (B).	  (C)	  Columns	  targeted	  
by	   control	   (black)	   and	   deprived	   (grey)	   axons.	   The	   position	   of	   symbols	  within	  
any	   given	   column	   is	   arbitrary.	   (D)	   Distributions	   of	   total	   axon	   lengths	   within	  
cortex.	  Lines,	  means	  ±	  SD.	  (E)	  Distributions	  of	  branch	  points	  within	  cortex.	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Barrel	   size	   is	  well	   known	   to	  depend	  on	   location	  within	   the	  barrel	   subfield.	  
There	   was,	   however,	   no	   significant	   relationship	   of	   the	   length	   of	   thalamocortical	  
axon	  to	  the	  size	  of	  the	  barrel	  innervated,	  regardless	  of	  whether	  control	  and	  deprived	  
groups	   were	   analyzed	   separately	   or	   pooled	   (Figure	   2.3A;	   all	   p’s	   >	   0.5).	   This	  
surprising	  result	  suggests	  that	  the	  size	  of	  a	  barrel	  reflects	  the	  number	  of	  neurons	  in	  
the	   corresponding	   thalamic	   barreloid,	   rather	   than	   the	   lengths	   of	   individual	  
innervating	   axons.	   Consistent	  with	   this	   finding,	   the	   trimming-­‐induced	   decrease	   in	  
innervation	  is	  still	  significant	  even	  after	  normalizing	  the	  length	  of	  each	  axon	  by	  the	  
area	   of	   its	   respective	   barrel	   (Figure	   2.3B).	   Indeed,	   trimming	   appeared	   to	   impact	  
axonal	  length	  relatively	  consistently	  across	  whisker	  arcs	  and	  rows	  (Figure	  2.3C).	  	  
Other	  morphological	   features	   remained	   unaffected.	   Trimming	   produced	   no	  
concomitant	  change	   in	  the	  area	  or	  height	  of	   the	  barrels	   innervated	  by	  these	  axons	  
(Figure	   2.3D-­‐F;	   p’s	   >	   0.1)	   consistent	  with	   previous	   studies	   (Fox	   1992).	   The	   areas	  
innervated	   (field	   spans;	   Figure	   2.3G,H)	   by	   both	   the	   superficial	   L3-­‐L4	   collaterals	  
(Figure	  2.3I)	  and	  the	  deeper	  L5-­‐6	  collaterals	  were	  stable	  (Figure	  2.3J;	  p’s	  >	  0.1).	  The	  
distances	   between	   boutons	   along	   axons,	   putative	   synapses,	   were	   similarly	  
unaffected	  by	  trimming	  (Figure	  2.3K,L;	  p	  >	  0.1).	  The	  experience-­‐induced	  decrease	  in	  
TC	   axonal	   length	   therefore	   appears	   to	   reflect	   an	   absolute	   reduction	   in	   afferent	  
synapses,	  perhaps	  via	  pruning	  of	  specific	  branches.	  
	  
	   	  41	  
	  
	  
Figure	  2.3	  	  Other	  morphological	  features	  appear	  unrelated	  to	  differences	  in	  
axonal	   length.	   (A)	   There	   is	   no	   significant	   relationship	   of	   the	   length	   of	  
thalamocortical	  axon	  to	  the	  size	  of	   the	  barrel	  innervated,	  regardless	  of	  whether	  
control	  (black)	  and	  deprived	  groups	  (gray)	  are	  analyzed	  separately	  or	  pooled	  (all	  
p’s	   >	   0.5).	   (B)	   Control	   and	   deprived	   groups	   differ	   even	   after	   normalizing	   the	  
lengths	   of	   axons	   to	   the	   areas	   of	   their	   respective	   barrels	   (p	   =	   0.03).	   (C)	  Axonal	  
length	   is	   relatively	   uniform	   across	   arcs	   (upper)	   and	   rows	   (lower),	   with	  
deprivation	   having	   a	   relatively	   consistent	   effect	   at	   all	   locations.	   (D)	   Tangential	  
section	  through	  the	  barrel	  field	  of	  a	  control	  (left)	  and	  a	  deprived	  rat	  (right).	  .	  (E	  
and	  F)	  Trimming	  did	  not	  alter	  mean	  area	  occupied	  by	  barrels	  in	  tangential	  plane	  
(E)	  or	  thickness	  in	  the	  radial	  dimension	  (F).	  Lines	  represent	  means	  ±	  SD.	  (G	  and	  
H)	  Field	  span	  was	  calculated	  along	  a	  diagonal	  separately	   for	  L3/4	  (G)	  and	  L5/6	  
(H)	   branches.	   (I	   and	   J)	   Distributions	   of	  field	   spans	   for	   L3/4	   (I)	   and	   L5/6	   (J)	  
branches.	   (K)	  Axonal	  varicosities	   in	  a	  control	  (top)	  and	  a	  deprived	  (bottom)	  rat.	  
(L)	   Distributions	   of	   interbouton	   distances	   along	   a	   randomly	   selected	   subset	   of	  
axonal	  branches.	  Lines	  represent	  means	  ±	  SD	  for	  (B),	  (I),	  (J),	  and	  (L).	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Individual	  axons	  span	  multiple	   functionally	  distinct	  zones,	   such	  as	  different	  
cortical	   layers	  (Figure	  2.4A)	  and	  somatotopic	  columns	  (Figure	  2.4C).	  We	  therefore	  
considered	  how	  the	  effects	  of	  experience	  on	  synaptic	  connectivity	  might	  depend	  on	  
cortical	  location.	  As	  in	  the	  visual	  and	  possibly	  auditory	  systems	  (Ferster	  and	  LeVay	  
1978,	   Smith,	   Uhlrich	   et	   al.	   2012),	   TC	   axons	   were	   mainly	   “bistratified”,	   with	   two	  
distinct	   sets	  of	   collaterals	  at	  depths	  of	  600-­‐1000	  and	  1300-­‐1500	  µm	   from	  the	  pia,	  
corresponding	   to	   L4	   and	   L5B-­‐L6A,	   respectively	   (Figure	   2.4B,	   Figure	   2.2).	   Sensory	  
deprivation	  impacted	  the	  total	  length	  of	  axon	  most	  noticeably	  at	  these	  depths,	  with	  
both	  decreases	  being	  statistically	  significant	  (p’s	  =	  0.024).	  
We	   additionally	   subdivided	   each	   axon	   according	   to	   the	   locations	   of	   its	  
branches	  relative	  to	  the	  column	  defined	  by	  the	  L4	  barrel	  it	  targeted	  (Figure	  2.4A,C).	  
On	  average,	  a	  control	  TC	  axon	  had	  57%	  of	  its	  branches	  in	  its	  targeted	  barrel	  column,	  
19%	  across	  multiple	  adjacent	  barrel	  columns,	  and	  24%	  in	  the	  septal	  space	  between	  
barrel	   columns.	   Inside	   the	   column	   (red),	   trimming	   significantly	   decreased	   total	  
axonal	   length	  and	  branching	  (Figure	  2.4D,E;	   from	  30.8	  ±	  2.7	  to	  20.5	  ±	  3.3	  mm,	  p	  =	  
0.012;	  from	  161	  ±	  20	  to	  92	  ±	  16	  branch	  points,	  p	  =	  0.007).	  The	  absolute	  total	  length	  
change	   inside	   the	   column	   derived	   mainly	   from	   a	   37%	   reduction	   of	   axon	   in	   L4	  
(Figure	  2.4D;	   from	  19.8	  ±	  6.8	   to	  12.5	  ±	  7.7	  mm;	  p	  =	  0.015).	  Branches	   in	  L2/3	  and	  
L5/6	   exhibited	   proportionally	   similar	   reductions	   (35%	   and	   23%	   respectively),	  
although	   these	   reductions	   accounted	   for	   less	   of	   the	   absolute	   change	   within	   the	  
column	  (from	  3.2	  ±	  2.6	  to	  2.1	  ±	  2.0	  mm	  for	  L2/3,	  from	  7.7	  ±	  2.6	  to	  5.9	  ±	  3.2	  mm	  for	  
L5/6)	  and	  were	  either	  statistically	  insignificant	  or	  trend-­‐level	  (Figure	  2.4D;	  p	  =	  0.14	  
for	  L2/3,	  p	  =	  0.055	  for	  L5/6).	  
	  




Figure	  2.4.	  Axonal	  remodeling	  is	  limited	  to	  specific	  branches.	  (A)	  Overlays	  of	  
all	  axons	  for	  control	  (left)	  and	  deprived	  (right)	  animals.	  Red,	  axon	  inside	  the	  
column	  as	  defined	  by	  borders	  of	  the	  targeted	  barrel.	  (B)	  Length	  of	  axon	  by	  depth	  
from	  pia	  for	  each	  group.	  Dashed	  line,	  difference	  between	  groups.	  (C)	  Tangential	  
views	  of	  overlaid	  axons.	  An	  example	  partial	  barrel	  field	  is	  overlaid	  purely	  to	  
further	  illustrate	  scale.	  As	  shown	  in	  Figure	  1C,	  the	  axons	  most	  densely	  innervated	  
a	  variety	  of	  different	  barrels	  rather	  than	  the	  same	  barrel.	  (D,F)	  Axon	  lengths,	  total	  
and	  by	  layer,	  inside	  (D)	  and	  outside	  the	  targeted	  columns	  (F).	  (E,G)	  Same	  for	  
branch	  points.	  Lines,	  means	  ±	  SD.	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In	   contrast,	   branches	   lying	   beyond	   the	   column	   (Figure	   2.4A,C;	   black/gray)	  
displayed	  little	  or	  no	  change.	  In	  particular,	  axons	  lying	  in	  L4	  outside	  the	  column	  are	  
almost	   identical	   in	   length	   and	   branching	   between	   control	   and	   deprived	   groups	  
(<1%	  difference;	  Figure	  2.4F,G;	  p’s	  >	  0.1).	  Length	  reductions	  were	  again	  only	  trend-­‐
level	  within	  L5/6	  (26%;	  p	  =	  0.08)	  and	  not	  significant	  in	  L2/3	  (24%;	  p	  =	  0.22).	  Thus,	  
experience-­‐induced	  restructuring	  of	  TC	  axons	  appears	  highly	  topographic	  within	  L4.	  
If	  L2/3	  and	  L5/6	  are	  also	  indeed	  plastic,	  restructuring	  appears	  more	  distributed,	  not	  
being	   restricted	   to	   the	   column.	   These	   results	   indicate	   that,	   rather	   than	   being	   cell	  
autonomous,	   plasticity	   of	   TC	   axonal	   branches	   depends	   on	   how	   they	   interact	  with	  
specific	  cortical	  subnetworks.	  
Such	  substantial	   localized	  changes	  in	  thalamocortical	  connectivity	  would	  be	  
expected	  to	  alter	  the	  functional	  properties	  of	  L4	  neurons.	  Single-­‐unit	  studies	  of	  both	  
juvenile	  rat	  barrel	  cortex	  and	  cat	  visual	  cortex,	  however,	  have	  uncovered	  functional	  
plasticity	   in	  L2/3	  but	  not	  L4	  (Glazewski	  and	  Fox	  1996,	  Trachtenberg,	  Trepel	  et	  al.	  
2000,	   Jacob,	   Petreanu	   et	   al.	   2012).	   The	   resistance	   of	   L4	   to	   manipulations	   of	   the	  
periphery	  is	  widely	  believed	  to	  result	  from	  developmental	  down	  regulation	  of	  long-­‐
term	  potentiation	  and	  depression	  at	  the	  TC	  synapse,	  as	  observed	  in	  vitro	  (Feldman,	  
Nicoll	  et	  al.	  1999).	  Some	  in	  vivo	  studies	  have,	  however,	  reported	  short-­‐latency	  (<10	  
ms)	   changes	   in	   L4	   responses	   and	   have	   suggested	   TC	   plasticity	   might	   still	   exist	  
beyond	  adolescence	   (Wallace	  and	  Fox	  1999).	  We	   revisited	   this	   issue	  by	   recording	  
cell-­‐attached	  simultaneously	  from	  two	  L4	  neurons	  in	  the	  same	  barrel	  of	  control	  and	  
deprived	  animals	  (Figure	  2.5A,	  left).	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Population	   peri-­‐stimulus	   time	   histograms	   of	   L4	   responses	   to	   sensory	  
stimulation	   appeared	   similar	   for	   the	   two	   groups	   (Figure	   2.5A,	   middle),	   and	   their	  
temporal	  profiles	  were	  also	  similar	  (Figure	  2.6A).	  The	  deprived	  group	  had	  a	  slightly	  
increased	   response	   (Figure	  2.5A,	   right)	   as	   in	  previous	   studies	   (Glazewski	   and	  Fox	  
1996),	   but	   this	   14%	   increase	   in	   average	   evoked	   activity	   was	   not	   statistically	  
significant	  (p	  =	  0.36,	  36	  control	  and	  43	  deprived	  cells).	  Similarly,	  deprivation	  did	  not	  








We	   and	   others	   have	   suggested,	   however,	   that	   sensory	   information	  may	   be	  
more	  robustly	  propagated	  by	  near-­‐synchronous	  discharges	  of	  pre-­‐synaptic	  pools	  of	  
neurons	  rather	  than	  by	  uncoordinated	  increases	  in	  firing	  rates	  (Bruno	  and	  Sakmann	  
2006,	   Bruno	   2011).	   To	   assess	   synchrony,	   we	   initially	   plotted	   cross-­‐correlation	  
histograms	   for	   simultaneously	   recorded	   pairs	   of	   L4	   neurons	   (Figure	   2.5B;	   Figure	  
2.6B,C).	  Firing-­‐rate	  normalized	  cross-­‐correlation	  histograms	  (Eggermont	  and	  Smith	  
1996)	   for	  each	  group	  suggest	   that	  neurons	   in	  deprived	  animals	  are	  more	   likely	   to	  
discharge	   action	   potentials	  within	  ~10	  msecs	   of	   one	   another	   (Figure	   2.5C,	   Figure	  
2.6D).	   However,	   statistical	   comparison	   of	   time-­‐based	   “cross-­‐correlograms”	   is	  
notoriously	  problematic.	  
Figure	  2.5.	  Experience	  alters	  the	  synchrony,	  but	  not	  magnitude,	  of	  sensory-­‐
evoked	   activity	   among	   cortical	   layer	   4	   neurons.	   (A)	   Dual	   cell-­‐attached	  
recordings	   were	   made	   from	   the	   same	   barrel	   in	   control	   and	   deprived	   animals	  
(left),	   and	   peri-­‐stimulus	   time	   histograms	   for	   each	   population	   were	   plotted	  
(middle).	   Evoked	   and	   spontaneous	   firing	   rates	   are	   plotted	   for	   individual	   cells	  
(right).	  Boxplots	  show	  medians	  and	  interquartile	  ranges.	  (B)	  Example	  rasters	  and	  
cross-­‐correlograms	   for	  a	   control	  pair	   (left)	   and	  deprived	  pair	   (right).	   (C)	  Mean	  
firing-­‐rate	  normalized	  cross-­‐correlograms	  for	  each	  group.	  The	  cross-­‐correlogram	  
of	  each	  pair	  was	  normalized	  by	  the	  geometric	  mean	  of	  the	  two	  cells’	  firing	  rates.	  
(D)	   Coherence	   functions	   averaged	   over	   all	   pairs.	   Inset,	   individual	   coherence	  
values	   for	  each	  pair	  (mean	  over	  4-­‐20	  Hz).	   (E)	  Examples	  of	  pairs	  with	  (left)	  and	  
without	   signs	   of	   shared	   synaptic	   inputs	   (right).	   Both	   pairs	   were	   recorded	   in	  
trimmed	   rats.	   The	   raw	   cross-­‐correlogram	   (CCG)	   measures	   total	   correlated	  
activity	  of	  a	  pair	  of	  neurons	  (top).	  The	  shift	  corrector	  (middle),	  the	  recalculation	  
of	   the	   correlogram	   after	   shifting	   one	   of	   the	   spike	   trains	   by	   a	   trial,	   measures	  
stimulus-­‐induced	   correlation.	   The	   corrected	   cross-­‐correlogram	   (top)	   is	   their	  
difference.	   A	   peak	   exceeding	   3.3	   standard	   deviations	   (α	   =	   0.001)	   of	   the	   shift	  
corrector	   (red	   lines)	   is	   taken	   as	   evidence	   of	   significant	   shared	   synaptic	   input	  
(arrow).	  (F)	  Distributions	  of	  the	  strength	  of	  significant	  shared	  synaptic	  inputs	  for	  
individual	  pairs	  (circles).	  Boxplots	  show	  medians	  and	  interquartile	  ranges.	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A	  more	  rigorous	  way	  to	  quantify	  and	  statistically	  test	  correlated	  activity	  is	  to	  
compute	   coherence,	   which	   re-­‐represents	   spike	   trains	   in	   the	   frequency	   domain,	  
where	  any	  two	  frequencies	  are	  statistically	  independent	  (Jarvis	  and	  Mitra	  2001).	  By	  
definition,	  coherence	  ranges	  from	  0.0	  (no	  correlation)	  to	  1.0	  (identical	  trains	  of	  APs)	  
and	   is	   intrinsically	   normalized	   by	   the	   firing	   rates	   of	   the	   two	   cells.	   The	   average	  
coherence	  of	   the	   responses	  of	   simultaneously	   recorded	  neurons	  was	   increased	  by	  
whisker	  trimming	  for	  all	  frequency	  components	  of	  the	  neural	  activity	  (Figure	  2.5D).	  
We	   calculated	   a	   single	   coherence	   value	   for	   each	   pair	   by	   averaging	   its	   coherence	  
function	   over	   4-­‐20	   Hz	   (23	   control	   and	   26	   deprived	   pairs).	   On	   average,	   trimming	  
significantly	   raised	  coherence	   (inset;	  K-­‐S	   test,	  p	  =	  0.04),	  with	   the	  mean	   increasing	  
from	   0.126	   to	   0.250.	   Both	   groups	   contained	   a	   number	   of	   pairs	   with	   little	   or	   no	  
coherence	   (coherence	  <	   0.2),	   perhaps	   suggesting	   that	   correlation	   changes	  may	  be	  
limited	   to	   only	   certain	   combinations	   of	   cell	   types.	   These	   time-­‐domain	   (cross-­‐
correlation)	   and	   frequency-­‐domain	   (coherence)	   analyses	   together	   indicate	   that	  
sensory	  experience	  alters	  the	  synchrony	  of	  neuronal	  groups	  more	  than	  it	  detectably	  
alters	  the	  absolute	  firing	  rates	  of	  individual	  cells.	  
All	  other	  things	  being	  equal,	  the	  reduced	  TC	  synaptic	  connectivity	  we	  found	  
should	   decrease	   rather	   than	   increase	   L4	   synchrony.	   Enhanced	   L4	   synchrony	  
suggests	  that	  experience	  alters	  an	  additional	  element	  of	  the	  circuit.	  One	  possibility	  is	  
that	  the	  pruning	  of	  TC-­‐L4	  synapses	  triggers	  homeostatic	  rescaling	  of	  the	  strength	  of	  
synapses—afferent	  and/or	  intracortical—onto	  an	  excitatory	  L4	  neuron	  to	  maintain	  
its	  normal	  firing	  rate.	  To	  check	  this,	  we	  removed	  the	  stimulus-­‐induced	  correlation	  to	  
reveal	   millisecond-­‐scale	   neural	   interactions.	   Near-­‐synchronous	   events	   in	   a	   “raw”	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cross-­‐correlogram	  (Figure	  2.5B,	  bottom;	  Figure	  2.5E,	  top)	  result	  from	  a	  pair	  of	  cells	  
receiving	   a	   shared	   common	   input(s)	   and/or	   being	   embedded	   in	   independent	  
circuits	  whose	  activity	  is	  transiently	  modulated	  by	  the	  same	  stimulus.	  The	  stimulus-­‐
induced	   correlation	   can	   be	   estimated	   by	   shifting	   one	   of	   the	   spike	   trains	   by	   a	  
stimulus	   trial	   and	   calculating	   a	   “shift	   corrector”	   (Figure	   2.5E,	   middle).	   The	  
difference	   of	   the	   raw	   correlogram	   and	   corrector	   is	   an	   estimate	   of	   shared	   input,	  
synapses	  that	  derive	  from	  the	  same	  divergent	  axons.	  The	  millisecond-­‐scale	  locking	  
of	   such	   synapses	   produces	   a	   sharp	   peak	   in	   the	   correlogram	   (Figure	   2.5E,	   arrow),	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Figure	  2.6	  Normalized	  population	  peri-­‐stimulus	  time	  histograms	  (PSTHs)	  of	  
layer	   4	   cortical	  neurons	   recorded	   in	   control	   (cyan)	   and	  deprived	   rats(red)	   (A).	  
Population	  PSTHs	  were	  normalized	  to	  their	  peaks	  and	  overlaid.	  Bottom	  stimulus	  
representation.	   (B)	   Left:	   Raster	   plots	   for	   a	   pair	   of	   layer	   4	   cortical	   neurons	  
recorded	  in	  a	  control	  animal,	  with	  the	  corresponding	  correlogram	  plotted	  below.	  
Right:	  Segments	  indicated	  by	  the	  boxes	  in	  the	  rasters	  at	  left	  were	  magnified	  and	  
overlaid,	  with	  the	  spikes	  from	  one	  cell	  represented	  as	  triangles	  and	  spikes	  from	  
the	   other	   cell	   represented	   as	   circles.	   (C)	   Same	   as	   B	   for	   a	   pair	   recorded	   in	   a	  
deprived	   animal.	   (D)	   Population	   cross-­‐correlograms	   for	   control	   and	   deprived	  
groups	  were	  normalized	  to	  their	  peaks	  and	  overlaid.	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Significant	  shared	  inputs	  occurred	  in	  13	  out	  of	  23	  (57%)	  control	  pairs	  and	  12	  
out	   of	   26	   (46%)	   trimmed	   pairs.	   For	   these	   significant	   pairs,	   we	   measured	   the	  
strengths	   of	   shared	   inputs	   for	   each	   pair	   (Figure	   2.5F).	   Trimming	   significantly	  
increased	  the	  strengths	  of	  shared	  inputs	  (t-­‐test,	  p	  =	  0.017).	  Enhancement	  of	  shared	  
inputs	   is	   also	   visible	   in	   normalized	   population	   cross-­‐correlograms,	   in	   which	   the	  
relative	  sizes	  of	  the	  fast	  millisecond-­‐scale	  component	  and	  slower	  stimulus-­‐induced	  
component	   differ	   for	   control	   and	   deprived	   groups	   (Figure	   2.6D).	   These	   results	  
suggest	   that	   homeostatic	   strengthening	   of	   corticocortical	   synapses	   and/or	  
unpruned	  thalamocortical	  synapses	  may	  parallel	  or	  follow	  TC	  synapse	  loss,	  thereby	  
enhancing	  correlated	  activity	  in	  L4.	  Because	  the	  synchrony	  of	  a	  neuronal	  population	  
can	   impact	   the	   response	   magnitude	   of	   its	   downstream	   targets	   (Bruno	   2011),	  
experience-­‐induced	   changes	   in	   L4	   synchrony	   may	   constitute	   a	   previously	  
unconsidered	   contributor	   to	   functional	  plasticity	   in	   layer	  2/3	   (Fox	  2002,	  Feldman	  
and	  Brecht	  2005,	  Karmarkar	  and	  Dan	  2006).	  
	  
DISCUSSION	  
Changes	   in	   corticocortical	   connectivity	   have	   long	   been	   thought	   to	   mediate	   adult	  
plasticity.	   Our	   study	   reveals	   that	   thalamocortical	   axons	   also	   remain	   plastic	   in	  
adulthood.	   Simply	   trimming	   whiskers,	   a	   non-­‐destructive	   alteration	   in	   sensory	  
experience,	   brought	   about	   a	   25%	   decrease	   in	   total	   thalamocortical	   arborization.	  
Furthermore,	  innervation	  of	  L4	  was	  decreased	  by	  37%	  in	  the	  targeted	  column	  with	  
virtually	  no	  change	  of	  branches	  lying	  in	  L4	  beyond	  the	  column	  borders.	  Given	  that	  
interbouton	   distances	   along	   axons	   were	   unperturbed	   by	   trimming,	   our	   results	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indicate	   a	   striking	   reduction	   in	   the	   number	   of	   thalamocortical	   synapses.	   This	  
reduction	  was	  highly	  unexpected	  because	   the	   sensory	   responses	  of	   single	  units	   in	  
L4	  are	   largely	   regarded	  as	   stable	  whereas	  other	   layers	   seem	  robustly	  plastic	   (Fox	  
2002,	  Feldman	  and	  Brecht	  2005,	  Karmarkar	  and	  Dan	  2006).	  We	  too	  observed	  that	  
L4	  response	  magnitudes	  are	  relatively	  stable.	  Our	  results	  demonstrate	   that	  single-­‐
unit	  recordings	  from	  a	  neuronal	  population	  do	  not	  necessarily	  allow	  the	  inference	  of	  
anatomical	  changes	  among	  its	  inputs.	  
One	   possible	   explanation	   is	   that	   feedforward	   inhibition	   in	   the	  
thalamocortical	   circuit	   maintains	   L4	   responsiveness	   in	   the	   face	   of	   TC	   pruning.	  
Trimming	   would	   simultaneously	   decrease	   both	   feedforward	   excitation	   and	  
inhibition,	   possibly	   leaving	   L4	   response	   magnitudes	   unchanged.	   In	   this	   scenario,	  
other	   functional	   aspects	   of	   cortical	   activity,	   beyond	   the	   magnitude	   of	   sensory-­‐
evoked	  responses,	  might	  be	  plastic.	  Sensory	   information	  may	  be	  robustly	  encoded	  
by	  near-­‐synchronous	  discharges	  of	  neurons	  rather	  than	  by	  uncoordinated	  increases	  
in	   their	   firing	   rates	   (reviewed	   in	   Bruno	   2011).	   For	   example,	   the	   degree	   of	  
millisecond-­‐timescale	  synchrony	  among	  TC	  neurons	  and	  consequent	  L4	  discharges	  
varies	   depending	   on	   features	   of	   whisker	   stimuli	   (Bruno	   and	   Sakmann	   2006,	  
Temereanca,	   Brown	   et	   al.	   2008,	   Wang,	   Webber	   et	   al.	   2010).	   Experience-­‐induced	  
reduction	  in	  TC	  axonal	  arborization	  in	  and	  of	  itself	  would	  reduce	  the	  common	  input	  
shared	  by	   cortical	   neurons,	  which	   in	   the	   simplest	   case	  would	  decrease	   correlated	  
discharges	  among	  L4	  neurons	  during	  sensory	  stimulation.	  
	   Our	   data	   show,	   however,	   that	   reduced	   TC	   innervation	   does	   not	   guarantee	  
reduced	   L4	   synchrony,	   indicating	   that	   additional	   elements	   of	   the	   thalamocortical	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circuit	  are	  plastic.	  The	  loss	  of	  afferent	  input	  might	  additionally	  trigger	  homeostatic	  
rescaling	   of	   the	   strength	   of	   synapses—afferent	   and/or	   intracortical—onto	   an	  
excitatory	   L4	   neuron	   to	   maintain	   its	   normal	   firing	   rate.	   Consistent	   with	   this	  
possibility,	  we	   observed	   that	   trimming	   enhances	   the	   strengths	   of	   common	   inputs	  
shared	  by	  L4	  neurons.	  Synaptic	  rescaling	  of	  intracortical	  connections	  within	  layer	  4	  
is	   thought	   to	   switch	   off	   during	   development	   but	   has	   not	   yet	   been	   studied	   for	  
thalamocortical	   connections	   (Turrigiano	   2011).	   Reduced	   TC	   innervation	   may	  
directly	  or	  indirectly	  lead	  to	  potentiation	  of	  unpruned	  TC	  synapses.	  
An	  additional	  possibility,	  not	  mutually	  exclusive,	   is	   that	   inhibitory	  synapses	  
are	  homeostatically	  weakened	  or	   removed,	  producing	   the	  strengthening	  of	   shared	  
excitatory	   inputs	  we	   observed.	   Consistent	  with	   this,	   sensory	   experience	   in	   adults	  
alters	   the	   density	   of	   inhibitory	   corticocortical	   connections,	   which	   is	   increased	   by	  
overstimulation	   as	   seen	   ultrastructurally	   (Knott,	   Quairiaux	   et	   al.	   2002)	   and	  
decreased	  after	  deprivation	  as	  observed	  via	  glutamic	  acid	  decarboxylase	  staining	  or	  
GABA	   receptor	   radiolabeling	   (Akhtar	   and	   Land	   1991,	   Fuchs	   and	   Salazar	   1998).	  
Future	  studies,	  such	  as	  minimal	  stimulation	  of	  TC	  axons	  and	  paired	  recordings	  from	  
connected	   cortical	   cells	   in	  vitro,	   are	  needed	   to	   assess	   the	   relative	   contributions	  of	  
thalamocortical	   strengthening,	   inhibitory	  weakening/removal,	   and	   their	   induction	  
times	   to	   L4	   synchrony.	   Changes	   in	   L4	   synchrony	   may	   partially	   explain	   why	  
trimming	   suppresses	   L2/3	   responses	   during	   adolescence	   but	   not	   adulthood	  
(Glazewski	  and	  Fox	  1996).	  
	   Our	  results	  clearly	  show	  that	  innocuous,	  non-­‐destructive	  sensory	  experience	  
during	   adulthood	   induces	   large-­‐scale	   changes	   in	   thalamocortical	   axons.	   This	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contradicts	   the	   idea	   that	   adult	  plasticity	  has	   a	  purely	   cortical	   locus	   and	   raises	   the	  
possibility	   that	   the	   structure	   of	   other	   subcortical	   regions	   might	   remain	   in	   flux	  
throughout	   life.	   Subcortical	   connections,	   such	   as	   primary	   afferents	   traversing	   the	  
spinal	   cord	   or	   brainstem	   fibers	   ascending	   to	   thalamus,	  may	   be	  more	   plastic	   than	  
currently	   known.	  While	   largely	   stable	   in	   their	   branching	   patterns	   and	   size,	   axons	  
from	   superficial	   and	   deep	   cortical	   layers	   as	   well	   as	   non-­‐primary	   thalamic	   nuclei	  
continuously	   elongate	   and	   retract	   short	   branches	   in	  wild-­‐type	   animals	   (De	   Paola,	  
Holtmaat	  et	  al.	  2006).	  Our	  study	  indicates	  that	  axons	  from	  primary	  thalamic	  nuclei	  
exhibit	   similar	   on-­‐going	   structural	   dynamics.	   Changes	   in	   sensory	   experience,	  
whether	   by	   experimental	   manipulation	   (e.g.,	   trimming)	   or	   in	   the	   natural	  
environment,	  likely	  stabilize	  and	  destabilize	  axonal	  bouton/branch	  turnover,	  slowly	  
sculpting	   out	   new	   axonal	   morphology	   and	   patterns	   of	   connectivity.	   Rapid	   spine	  
turnover	  is	  known	  to	  exist	  on	  dendritic	  trees	  with	  otherwise	  stable	  morphology	  in	  
motor,	   somatosensory,	   and	   visual	   cortices	   (Grutzendler,	   Kasthuri	   et	   al.	   2002,	  
Trachtenberg,	   Chen	   et	   al.	   2002,	   Xu,	   Yu	   et	   al.	   2009).	   Our	   study	   indicates	   that	  
experience-­‐induced	  plasticity	   involves	  not	  only	   synaptic	   strengthening/weakening	  
and	  fine-­‐scale	  formation/pruning	  of	  synapses	  but	  also	  gross	  axonal	  remodeling.	  
	   We	   conclude	   that	   thalamocortical	   input	   to	   cortex	   remains	   plastic	   in	  
adulthood,	   raising	   the	   possibility	   that	   the	   axons	   of	   other	   subcortical	   structures	  
might	  also	  remain	  in	  flux	  throughout	  life.	  
	   	  
	  










The	  spatiotemporal	  receptive	  fields	  of	  barrel	  cortex	  
neurons	  revealed	  by	  reverse	  correlation	  of	  synaptic	  
input	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Introduction	  
The	  rodent	  barrel	  cortex	  has	  become	  a	  common	  model	  system	  in	  neuroscience,	  for	  
diverse	  studies	  ranging	  from	  tactile	  sensation,	  sensorimotor	  integration,	  structural	  
and	   functional	   plasticity,	   cortical	   development,	   and	   neurological	   disease	   (Alloway	  
2008,	  Bureau	  2009,	  Fox	  2009).	  Of	  all	  sensory	  areas,	  barrel	  cortex	  is	  among	  the	  best	  
understood	  in	  terms	  of	  its	  circuitry	  yet	  the	  least	  understood	  in	  terms	  of	  its	  sensory	  
functions.	   During	   exploration,	   a	   rodent	   contacts	   objects	   simultaneously	   with	  
multiple	  whiskers	   (Carvell	   and	   Simons	   1990,	  Mitchinson,	  Martin	   et	   al.	   2007,	   Ritt,	  
Andermann	   et	   al.	   2008),	   with	   which	   rodents	   deduce	   object	   location,	   shape,	   and	  
texture	  and	  achieve	  psychophysical	  thresholds	  of	  discriminability	  similar	  to	  humans	  
with	   their	   fingertips	   (Diamond,	   von	   Heimendahl	   et	   al.	   2008).	   Also,	   the	   axons	   of	  
pyramidal	   neurons	   in	   barrel	   cortex	   are	   well	   known	   to	   span	   multiple	   cortical	  
columns,	  in	  some	  cases	  the	  entire	  barrel	  field	  (Bruno,	  Hahn	  et	  al.	  2009,	  Oberlaender,	  
de	  Kock	   et	   al.	   2012),	   suggesting	   an	   important	   role	   of	   integration	   across	  whiskers.	  
Barrel	   cortex	   neurons	  may	   be	   highly	   sensitive	   to	  multi-­‐whisker	   stimuli	   involving	  
complex	   interactions	   of	   space,	   time,	   and	   direction	   of	   whisker	   movement.	  
Nevertheless,	   the	   vast	   majority	   of	   previous	   studies	   have	   relied	   on	   simple	   single-­‐
whisker	   deflections	   to	   study	   receptive	   fields	   (Moore	   and	   Nelson	   1998,	   Zhu	   and	  
Connors	   1999,	   Brecht	   and	   Sakmann	  2002,	   Brecht,	   Roth	   et	   al.	   2003,	  Kwegyir-­‐Afful	  
and	  Keller	  2004,	  Manns,	  Sakmann	  et	  al.	  2004,	  de	  Kock,	  Bruno	  et	  al.	  2007,	  Sato,	  Gray	  
et	  al.	  2007,	  Hemelt,	  Kwegyir-­‐Afful	  et	  al.	  2010).	  How	  do	  cortical	  neurons	  respond	  to	  
spatiotemporally	  complex	  stimuli?	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   Studies	   using	   single-­‐whisker	   stimuli	   have	   concluded	   that	   the	   surround	  
receptive	   field	   is	   largely	   suppressive,	   with	   stimulation	   of	   the	   central	   principal	  
whisker	   alone	   being	   an	   equally	   or	  more	   potent	   driver	   of	   neural	   activity	   than	   co-­‐
stimulation	   of	   the	   principal	   whisker	   and	   surrounding	   whiskers	   (Simons	   1985,	  
Brumberg,	  Pinto	  et	  al.	  1996,	  Higley	  and	  Contreras	  2005,	  Drew	  and	  Feldman	  2007,	  
Hirata	  and	  Castro-­‐Alamancos	  2008).	  Facilitatory	  surrounds	  have	  been	  noted	  only	  in	  
a	  minority	  of	  cells	  for	  specific	  conditions,	  such	  as	  very	  short	  delays	  between	  whisker	  
deflections	   (Shimegi,	   Ichikawa	  et	  al.	  1999,	  Ego-­‐Stengel,	  Mello	  e	  Souza	  et	  al.	  2005).	  
Notably,	  several	  groups	  designed	  and	  applied	  complex	  multi-­‐whisker	  stimuli	  (Ego-­‐
Stengel,	   Mello	   e	   Souza	   et	   al.	   2005,	   Drew	   and	   Feldman	   2007,	   Hirata	   and	   Castro-­‐
Alamancos	   2008,	   Jacob,	   Le	   Cam	   et	   al.	   2008)	   	   but	   had	   to	   predict	   in	   advance	   the	  
relevant	   stimulus	   dimensions.	   An	   alternative	   approach	  with	   a	   long	   history	   in	   the	  
visual	   and	   auditory	   systems	   is	   “reverse	   correlation”,	   mathematically	   deducing	   a	  
neuron’s	   receptive	   field	   from	   its	   responses	   to	   a	   set	   of	   random	   unbiased	   stimulus	  
patterns	  sampled	  from	  a	  large	  space	  of	  relevant	  dimensions	  (Marmarelis	  and	  Naka	  
1972,	  Sharpee	  2013).	  
	   When	  the	  dimensionality	  of	  a	  stimulus	  space	  is	  high,	  a	  large	  number	  of	  spikes	  
are	  required	  to	  identify	  the	  receptive	  field	  (Paninski	  2003).	  However,	  many	  neurons	  
in	   the	   cortex	  have	   low	   firing	   rates	   (Barth	   and	  Poulet	  2012),	   and	   sparse	   firing	  has	  
been	   particularly	  well	   documented	   in	   barrel	   cortex	   under	   a	   variety	   of	   conditions,	  
including	  anesthesia,	  sedation,	  quiet	  wakefulness,	  and	  active	  behavior	  (de	  Kock	  and	  
Sakmann	   2009,	   O'Connor,	   Peron	   et	   al.	   2010,	   Constantinople	   and	   Bruno	   2011).	  
Indeed,	   a	   recent	   barrel	   cortex	   study	   found	   that,	   even	  when	   focusing	   on	   the	  most	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active	  layers	  of	  cortex,	  only	  one	  quarter	  of	  all	  extracellular	  recordings	  discharged	  a	  
sufficient	   number	   of	   spikes	   for	   reverse	   correlation	   (Estebanez,	   El	   Boustani	   et	   al.	  
2012).	   Seemingly	   silent	   neurons	  may	   reflect	   overall	   sparse	   firing	   among	   neurons	  
(“lifetime	   sparseness”)	   or	   experimental	   inability	   to	   identify	   the	   optimal	   stimuli	  
among	   a	   highly	   selective	   (“sparsely	   coding”)	   population	   of	   neurons	   (Barth	   and	  
Poulet	  2012).	  
Here,	   we	   overcome	   these	   low	   firing	   rates	   to	   study	   receptive	   fields	   by	  
recording	   intracellularly,	   gaining	   access	   to	   information	   contained	   in	   the	  
subthreshold	  synaptic	  inputs	  normally	  hidden	  to	  extracellular	  recording.	  Combining	  
this	   with	   a	   novel	   multi-­‐whisker	   stimulator	   system	   that	   moves	   9	   whiskers	  
independently	   in	   any	   direction	   allowed	   exploration	   of	   a	   vast	   stimulus	   space.	   Our	  
method	   identified	   spatiotemporal	   receptive	   fields	   (STRFs)	   even	   for	   neurons	   with	  
little	   or	   no	   spiking	   activity,	   orders	   of	   magnitude	   faster	   than	   conventional	   spike-­‐
based	   approaches.	   Surprisingly,	   given	   a	   suitable	   stimulus	   representation,	   the	  
response	   of	   a	   neuron	   could	   be	   captured	   by	   a	   simple	   model	   where	   responses	   to	  
movements	   of	   different	  whiskers	   add	   linearly.	   In	   contrast	   to	   conventional	   single-­‐
whisker	  stimuli,	   complex	  stimuli	   revealed	  dramatically	   sharpened	  receptive	   fields,	  
largely	   due	   to	   the	   effects	   of	   adaptation.	   Under	   these	   conditions,	   the	   surround	  
facilitated	  rather	  than	  suppressed	  responses	  to	  the	  principal	  whisker.	  This	  switch	  in	  
spatiotemporal	  receptive	  fields	  may	  be	  essential	  for	  discriminating	  complex	  shapes	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Experimental	  Procedures	  	  
Animal	  Preparation	  and	  Physiology	  
All	  procedures	  were	  approved	  by	  the	  Columbia	  University	  Institutional	  Animal	  Care	  
and	  Use	  Committee.	  Forty	  adult	  female	  (weight	  130-­‐340	  g,	  mean	  210	  g)	  Wistar	  rats	  
(Hilltop	  Laboratories)	  were	  used.	  During	  surgery	  animals	  were	  deeply	  anesthetized	  
with	  isoflurane	  (1%	  -­‐	  3%	  in	  O2),	  and	  body	  temperature	  was	  maintained	  at	  37°	  by	  a	  
heating	   blanket.	   Eyes	   were	   coated	   with	   lubricating	   ointment	   to	   prevent	   drying.	  
Cannulae	  were	   inserted	   into	   the	   trachea	   (for	  mechanical	   ventilation),	   left	   femoral	  
artery	  (for	  blood	  pressure	  monitoring)	  and	  right	  jugular	  vein	  (for	  drug	  infusion).	  A	  
metal	  post	   for	   stabilizing	   the	  head	  was	  attached	   to	   skull	   by	  dental	   acrylic.	   Screws	  
were	  inserted	  in	  the	  right	  frontal	  and	  parietal	  bones	  for	  electrocorticogram	  (“EEG”)	  
recording.	  Small	   (~0.5	  x	  0.5	  mm)	  craniotomies	  were	  made	  over	   left	  barrel	   cortex.	  
The	  dura	  was	   removed	  over	   cortical	   craniotomies.	   The	   acrylic	  was	   then	   extended	  
around	  the	  craniotomies	  to	  create	  a	  well	   for	  retaining	  artificial	  cerebrospinal	   fluid	  
(ACSF;	   in	   mM:	   135	   NaCl,	   5.4	   KCl,	   1.8	   CaCl2,	   1.0	   MgCl2,	   and	   5.0	   HEPES;	   pH	   7.2).	  
Bupivacaine	   was	   applied	   to	   the	   cannulae	   incisions	   and	   the	   area	   of	   the	   head	  
surrounding	  the	  acrylic	  and	  reapplied	  periodically	  throughout	  the	  experiment.	  
For	   neural	   recordings,	   isoflurane	   was	   discontinued,	   and	   the	   rat	   was	  
maintained	  in	  a	  lightly	  narcotized	  state	  by	  intravenous	  infusion	  of	  fentanyl	  (~10	  μg	  
/	   kg	   /	   hr).	   To	   prevent	   spontaneous	  whisker	  movement,	   neuromuscular	   blockade	  
was	   induced	   with	   pancuronium	   bromide	   (1.6	   mg	   /	   kg	   /	   hr),	   and	   the	   animal	  
artificially	   respired	   (90-­‐100	   breaths/min)	   using	   a	   positive-­‐pressure	   ventilator.	   A	  
computer	   continuously	   monitored	   electrocorticogram,	   mean	   arterial	   pressure	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(MAP),	   arterial	   pulse	   rate,	   and	   tracheal	   airway	   pressure.	   Experiments	   were	  
terminated	   if	   any	   of	   these	   indicators	   could	   not	   be	   maintained	   within	   normal	  
physiological	  range.	  
	   Craniotomies	  were	  mapped	  extracellularly	  to	  identify	  the	  underlying	  barrel.	  
Glass	   pipettes	  with	   tips	   of	   ~5	  μm	   inside	   diameter	   (ID)	  were	   filled	  with	   aCSF	   and	  
inserted	   vertically	   to	   a	  microdrive	   depth	   of	   700-­‐1000	  μm.	   Signals	  were	   amplified,	  
band-­‐pass	  filtered	  at	  0.3–9	  kHz,	  and	  played	  over	  an	  audio	  monitor.	  Whiskers	  were	  
deflected	  manually	  using	  hand-­‐held	  probes	  to	  determine	  the	  principal	  whisker	  (PW)	  
corresponding	  to	  any	  given	  location	  in	  a	  specific	  craniotomy.	  	  
Patch	  pipettes	  were	  pulled	  from	  2	  mm	  unfilamented	  borosilicate	  glass.	  Tip	  ID	  
was	  ~0.5-­‐1	  μm.	  Pipettes	  were	  tip-­‐filled	  with	  (in	  mM)	  135	  K-­‐gluconate,	  10	  HEPES,	  10	  
phosphocreatine-­‐Na2,	   4	   KCl,	   4	   ATP-­‐Mg,	   0.3	   guanosine	   triphosphate,	   and	   0.4%	  
biocytin	  (pH	  7.2,	  osmolarity	  ~300).	  Cells	  were	  searched	  for	  blindly	  in	  voltage-­‐clamp	  
mode	  using	  pulses.	  Whole-­‐cell	  recordings	  were	  made	  in	  Bridge	  mode	  and	  digitized	  
at	  32	  kHz.	  Seal	  resistance	  was	  >	  1	  GΩ,	  access	  resistance	  5.2-­‐51.5	  MΩ	  (mean	  26.3	  M
Ω),	   and	   spike	   height	   and	   overall	   Vm	   were	   stable	   throughout	   the	   recording.	   No	  
holding	  current	  was	  used.	  Pipette	  capacitance	  was	  neutralized	  prior	  to	  break	   in.	  A	  
large	   ground	   shield	  was	   placed	   directly	   between	   the	   electrodes	   and	   the	  whisker-­‐
stimulator	  system	  to	  minimize	  stimulus	  artifact.	  	  
	  
Histology	  and	  Morphological	  Analysis	  
At	   the	   end	   of	   the	   experiment,	   the	   rat	   was	   deeply	   anesthetized	   with	   sodium	  
pentobarbital	   (50	  mg/ml)	  until	   a	  drop	   in	  MAP	  and	  desynchronization	  of	  EEG	  was	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observed.	  Rats	  were	  then	  perfused	  transcardially	  with	  cold	  0.1	  M	  sodium	  phosphate	  
buffer	   followed	   by	   4%	   paraformaldehyde	   (in	   0.1	  M	   buffer).	   Barrel	   cortex	  was	   cut	  
tangentially	   in	   100-­‐μm	   sections	   on	   a	   vibratome.	   Sections	   were	   stained	   for	  
cytochrome	  oxidase	  (CO)	  and	  subsequently	  biocytin.	  Seventy-­‐one	  cells	  out	  of	  a	  total	  
of	  86	  cells	  were	  recovered	  and	  could	  be	  unambiguously	  identified	  morphologically.	  
Cells	  were	  classified	  as	  barrel-­‐	  or	  septal-­‐related	  and	  as	  layer	  2,	  layer	  3,	  layer	  4,	  layer	  
5	   slender	   tufted,	   layer	   5	   thick	   tufted,	   or	   layers	   6	   cells	   according	   to	   methods	  
described	   previously	   (Constantinople	   and	   Bruno	   2013).	   Example	   cells	   were	  
reconstructed	   using	   a	   Neurolucida	   system	   with	   a	   40X/1.3NA	   oil-­‐immersion	  
objective.	  	  
	  
Stimulus	  Presentation	  	  
Whiskers	  were	  trimmed	  to	  a	  length	  of	  ~10	  mm.	  Nine	  multi-­‐directional	  piezoelectric	  
stimulators	   were	   used	   to	   deflect	   individual	   whiskers.	   After	   mapping	   the	   barrel	  
identity,	   the	   9	   stimulators	   were	   arranged	   around	   the	   face	   so	   that	   the	   stimulator	  
corresponding	  to	  the	  PW	  was	  located	  at	  the	  center	  and	  the	  remaining	  8	  stimulators	  
occupied	   the	   immediate	   surrounding	   whiskers.	   The	   opening	   of	   a	   stimulator	   was	  
slipped	  over	  the	  whisker	  and	  positioned	  at	  ~7mm	  from	  the	  base	  of	  the	  hair.	  
	   Two	  different	   stimulus	  protocols	  were	  used	   to	  probe	  whisker	   responses:	   a	  
complex	   multi-­‐whisker	   stimulus	   protocol,	   and	   a	   simple	   single-­‐whisker	   stimulus	  
protocol.	   Complex	   multi-­‐whisker	   stimulus	   trials	   lasted	   1000	   ms	   with	   a	   1-­‐second	  
inter-­‐trial	  interval	  (ITI).	  The	  nine	  whiskers	  moved	  simultaneously	  and	  continuously	  
in	   random	   directions	   in	   any	   of	   360°	   (1°	   resolution)	   and	   at	   random	   times	   as	   a	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Poisson	   process	  with	   a	  mean	   rate	   of	   10	  Hz	   during	   non-­‐refractory	   periods,	  with	   a	  
refractory	  period	  after	  each	  pulse	  initiation	  of	  10ms	  (the	  length	  of	  each	  pulse).	  This	  
made	   the	   actual	   pulse	   rate	   on	   each	   whisker	   approximately	   9.1Hz.	   All	   pulses	  
followed	   the	   same	   trajectory	   of	   velocity	   vs.	   time	   with	   maximum	   speed	   of	  
2200°/second	   and	   a	   maximum	   excursion	   of	   850	   um	   (~7°).	   The	   pulse	   was	   a	  
symmetric	  parabolic	  movement	  with	  a	  5ms	  rise,	  no	  hold,	  and	  5ms	  fall.	  	  
	   During	  each	  trial	  of	  simple	  single-­‐whisker	  stimuli,	  one	  of	  the	  9	  whiskers	  was	  
selected	  randomly	  and	  moved	  in	  one	  of	  the	  eight	  ordinal	  directions	  with	  ramp-­‐and-­‐
hold	  deflections	  moving	  with	  a	  total	  amplitude	  of	  850	  um	  (~7°)	  with	  a	  rise-­‐time	  of	  
10	  ms,	  held	  for	  200	  ms,	  then	  released	  with	  a	  10-­‐ms	  decay-­‐time.	  Trials	  lasted	  500	  ms	  
with	  a	  1-­‐second	  ITI	  between	  consecutive	  trials.	  Each	  whisker	  and	  angle	  combination	  
occurred	  at	  least	  10	  times,	  resulting	  in	  a	  total	  of	  720	  trials.	  	  
	  
Receptive	  Field	  Mapping	  
Data	   were	   analyzed	   using	   custom-­‐written	   MATLAB	   (Mathworks,	   Natick,	   MA)	  
routines	  running	  on	  an	  8-­‐core	  Linux	  server	  with	  64GB	  RAM.	  	  
Whole-­‐cell	   recordings	   were	   first	   preprocessed	   before	   calculating	   the	  
stimulus-­‐response	   function	  or	  STRFs.	   	  Action	  potentials	  were	   removed	  by	   linearly	  
interpolating	  between	  the	  points	  just	  before	  and	  just	  after	  the	  action	  potential,	  and	  a	  
median	   filter	   was	   subtracted	   to	   remove	   slow	   changes	   over	   the	   course	   of	   the	  
experiment	  due	  to	  fluctuations	  in	  the	  animal’s	  state	  or	  network	  dynamics.	  The	  trace	  
was	  then	  zero-­‐meaned.	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A	  reverse	  correlation	  approach	  was	  used	  to	  map	  receptive	  fields	  to	  complex	  
multi-­‐whisker	   stimuli.	   The	   stimulus	   ensemble	   s	  was	   transformed	   from	  an	   (x,	   y,	   t)	  
representation	   to	   a	   binned	   polar	   representation	   (d1,	   d2,	   …,	   d8,	   t).	   Specifically,	  
stimulus	  pulses	  occurring	  in	  each	  of	  the	  full	  360	  were	  re-­‐encoded	  in	  45-­‐degree	  bins	  
(Figure	   3.2a),	   where	   s’	   is	   the	   stimulus	   in	   the	   new	   8	   dimensional	   representation.	  
This	   transform	   is	   a	   rough	   approximation	   of	   the	   transformation	   occurring	   at	   the	  
whisker	  receptors.	  	  
The	  subthreshold	  stimulus	  response	  function	  of	  the	  neuron	  can	  be	  described	  
using	  the	  following	  linear	  model:	  
𝑣 𝑡 =    𝑘!𝑠′!   +  𝑏  + 𝜖!	  
	  
The	  model	  gives	  the	  expected	  instantaneous	  voltage	  of	  the	  neuron,	   	  𝑣 𝑡 	  	   	  at	  time	  t	  
given	   the	   stimulus	   that	   occurred	   before	   the	   voltage	   response,	  𝑠′! .	   The	   stimulus	   is	  
passed	  through	  a	  spatiotemporal	  filter,	  𝑘,	  and	  has	  an	  offset	  and	  noise	  added,	  	  𝑏	  and	  	  
𝜖!	  ,	  respectively.	  The	  vector	  𝑠′!	  	  represents	  the	  stimulus	  movements	  that	  occurred	  in	  
all	   9	   whiskers	   over	   the	   100	   ms	   preceding	   the	   voltage	   response.	   Note	   that	   each	  
whisker	   is	   now	   represented	   with	   8	   directional	   dimensions,	   making	   the	   spatial	  
dimensionality	   of	   the	   stimulus	   segment	   72,	   and	   the	   temporal	   dimensionality	   100.	  
Thus	  the	  stimulus	  segments	  preceding	  each	  voltage	  response	  can	  be	  described	  as	  a	  
matrix	  of	  size	  100	  x	  72,	  which	  is	  vectorized	  to	  obtain	  a	  stimulus	  vector	  𝑠′!	  ,	  size	  7200	  
x	   1.	   Because	   both	   the	   voltage	   and	   the	   stimulus	   are	   zero-­‐meaned,	   the	   offset	  𝑏	  
becomes	  zero.	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The	   parameters	   for	   the	   spatiotemporal	   filter	   	  𝑘 	  can	   be	   estimated	   using	   linear,	  
ordinary	  least	  squares,	  multiple	  regression	  (OLS).	  	  
	  
𝑘 = (𝑆′𝑆!!)!!𝑆′!𝑣	  
	  
S’	   is	   a	  matrix	   whose	   columns	   are	   the	   vectors	  𝑠′!	  for	   each	   time	   t,	   and	   is	   therefore	  
dimensionality	   	   [N	   x	   7200]	  where	  N	   is	   the	   number	   of	   1ms	   time	  bins	   of	   data.	   The	  
vector	  𝑣	  	  is	  a	  column	  vector	  that	  contains	  the	  voltage	  observation	  at	  each	  time	  t,	  and	  
is	   size	   [N	   x	   1].	   Because	   our	   stimulus	   is	   binary	   with	   respect	   to	   the	   presence	   of	  
absence	   of	   a	   stimulus	   and	   the	   movements	   between	   whiskers	   and	   angles	   are	  
uncorrelated,	   we	   approximated	   the	   stimulus	   prior	  (𝑆′𝑆!!)	  as	   proportional	   to	   the	  
identity	   matrix.	   The	   filter	  𝑘	  is	   therefore	   easily	   calculated	   as	   the	   equivalent	   of	   the	  
voltage-­‐weighted	  average,	  
	  
	   	   	   	   𝑘 =    !
!
   𝑠!!! 𝑣(𝑡)	  
where	  N	  is	  the	  total	  number	  of	  voltage	  observations.	  
To	   test	   the	   accuracy	   of	   the	   model	   we	   used	   the	   spatiotemporal	   filter,	  𝑘,	   to	  
predict	   activity	   of	   the	   neuron	   to	   novel	   stimuli	   (cross-­‐validation).	  We	   first	   trained	  
our	  model	  on	  300	  trials	  of	  unique	  complex	  multi-­‐whisker	  stimuli.	  We	  next	  tested	  the	  
model	  on	  the	  trial	  averaged	  response	  to	  10	  trials	  of	  unique	  stimuli,	  averaged	  over	  10	  
stimulus	  presentations	  (frozen	  noise).	  The	  rationale	  for	  this	  approach	  is	  to	  train	  the	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model	   on	   as	   general	   a	   stimulus	   as	   possible,	   but	   test	   it	   on	   as	   “noise-­‐free”	   a	   neural	  
response	  achievable.	  	  Additionally,	  the	  frozen	  noise	  approach	  allows	  us	  to	  calculate	  
an	  estimate	  for	  the	  predictable	  variance	  of	  a	  neuron,	  𝑣𝑎𝑟!  ,	  :	  
	  
	   	   	   	   𝑣𝑎𝑟! =    𝑐𝑜𝑟𝑟 𝑡𝑟𝑖𝑎𝑙! , 𝑡𝑟𝑖𝑎𝑙    ! ! 	  
As	  well	  as	  the	  noise	  variance	  𝑣𝑎𝑟!	  ,	  :	  
	   	   	   	   𝑣𝑎𝑟! = 1−    𝑐𝑜𝑟𝑟 𝑡𝑟𝑖𝑎𝑙! , 𝑡𝑟𝑖𝑎𝑙    ! ! 	  
where	   the	   brackets	   	  represent	   an	   average	   over	   the	   trials.	   A	   similar	   calculation	  
can	   be	   made	   for	   the	   average	   signal	   power,	   and	   the	   average	   noise	   power	   in	   the	  
response	  (Sahani	  2003).	  
To	  calculate	  STRFs	  using	  simple	  single-­‐whisker	  stimuli,	  we	  used	  the	  standard	  
approach	  (“forward	  correlation”),	  taking	  the	  average	  zero-­‐meaned	  voltage	  response	  
for	  100	  ms	  following	  each	  possible	  stimulus	  presentation	  (9	  stimulators	  x	  8	  angles	  =	  
72	  possible	  stimulus	  presentations).	  Each	  average	  voltage	  response	  corresponds	  to	  
the	  equivalent	  of	  a	  single	  column	  in	  the	  STRF	  and	  the	  72	  responses	  were	  assembled	  
in	  appropriate	  order.	  
For	  calculations	  of	  the	  predicted	  STA,	  the	  STA’	  (see	  Supplementary	  figure	  1),	  
we	   experimentally	   measured	   the	   spike	   threshold	   and	   neural	   variance	   for	   each	  
neuron,	  using	  these	  parameters	  along	  with	  the	  VWA	  to	  model	  spiking	  responses	  to	  
complex	  multi-­‐whisker	  stimuli.	  For	  each	  neuron	  that	  fired	  at	  least	  1	  action	  potential	  
over	   the	   course	   of	   the	   experiment	   we	   experimentally	   measured	   its	   mean	   spike	  
threshold	   by	   averaging	   the	   threshold	   over	   all	   of	   its	   spikes.	  Using	   frozen	  noise	  we	  
calculated	  the	  mean	  variance	  of	  neural	  responses	  for	  each	  neuron.	  We	  then	  used	  the	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VWA	   to	  predict	   subthreshold	   responses	   to	  300,	   and	  3000	   trials	  of	   complex	  multi-­‐
whisker	   stimuli	   and	   added	   Gaussian	   noise	   of	   the	   correct	   variance.	   Everytime	   the	  
modeled	   response	   passed	   threshold	   the	   model	   emitted	   a	   single	   binary	   spike	  
followed	  by	  a	  10ms	  refractory	  period.	  Using	  this	  spike	  train	  we	  reverse-­‐correlated	  
the	  spike-­‐triggered	  average	  (STA)	  given	  the	  stimulus.	  	  	  
	  
Quadratic	  Model	  
The	  subthreshold	  stimulus	  response	   function	  of	   the	  neuron	  can	  be	  described	  with	  
the	  following	  quadratic	  model:	  
𝑣 𝑡 =    𝑠′!   ! 𝐴  𝑠′!   +     𝑘!𝑠′!   +  𝑏  + 𝜖!	  
where	  𝑠′! ,	  𝑘,	  𝑏	  and	  	  𝜖!	  ,	  represent	  the	  same	  as	  in	  the	  linear	  model	  above.	  The	  matrix	  
A	  represents	  an	  additional	  quadratic	  term,	  where	  values	  on	  the	  off-­‐diagonal	  can	  be	  
thought	  of	  as	  representing	  pairwise	  interactions	  of	  all	  whiskers	  at	  all	  times,	  and	  has	  
dimensionality	  7200	  x	  7200.	  As	  above,	   the	  quadratic	  model	   is	   fit	  using	   regression	  
analysis.	  Because	  the	  dimensionality	  of	  parameters	   in	   the	  quadratic	  model	   is	  high,	  
the	   quadratic	   is	   prone	   to	   overfitting.	   We	   therefore	   initially	   reduced	   the	  
dimensionality	   of	   the	   stimulus	   space	   by	   performing	   voltage-­‐weighted	   covariance	  
analysis	  (VWC),	  an	  analogue	  of	  classic	  STC.	  The	  stimulus	  is	  weighted	  by	  the	  voltage	  
and	  then	  a	  PCA-­‐like	  analysis	  is	  performed	  which	  identifies	  dimension	  (eigenvectors)	  
which	  account	  for	  the	  majority	  of	  the	  variance	  in	  responses.	  Significant	  positive	  and	  
negative	  eigenvectors	  are	  then	  used	  to	  filter	  the	  stimulus.	  	  Regression	  analysis	  was	  
then	   performed	   on	   the	   filtered	   subspace.	   This	   significantly	   reduced	   the	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dimensionality	  of	   the	  analysis,	  allowing	   for	  more	  efficient	   fitting	  procedure	   that	   is	  
less	  prone	  to	  overfitting.	  	  
Analysis	  of	  Receptive	  Field	  Properties	  
To	   estimate	   significant	   whisker	   responses,	   99%	   confidence	   limits	   on	   noise	   were	  
calculated	   using	   a	   selected	   portion	   of	   the	   STRF	   representing	   spontaneous	  
background	   activity	   (the	   first	   5	   ms	   of	   each	   STRF,	   for	   all	   angles	   and	   directions).	  
Whisker	  responses	  exceeding	  these	  limits	  were	  deemed	  significant.	  Surround	  power	  
was	  defined	  as	  the	  power	  contained	  in	  the	  surround	  whiskers	  over	  the	  total	  power	  
contained	   in	   the	   receptive	   field.	   Power	   was	   calculated	   as	   the	   average	   square	  
deviation	  from	  the	  mean	  over	  the	  full	  STRF.	  
	   Onset	   latency	  was	   defined	   as	   the	   first	   time	   the	   receptive	   field	   exceeds	   the	  
99%	   confidence	   limits	   set	   on	   noise.	   Surround	   latency	  was	   defined	   as	   the	   average	  
latency	   difference	   between	   the	   PW	   and	   the	   significantly	   responsive	   SW’s.	   If	   no	  
significantly	  responsive	  surround	  whiskers	  are	  present	  then	  surround	  latency	  is	  not	  
calculated	  for	  that	  given	  neuron.	  	  
The	   preferred	   direction	   of	   a	   whisker	   was	   defined	   as	   the	   direction	   with	  
largest	  STRF	  time-­‐peak	  response.	  For	  the	  vector	  strength	  calculation,	  the	  preferred	  
direction	   for	   each	   significantly	   responsive	   whisker	   is	   first	   represented	   as	   a	   unit-­‐
vector	  (length	  1)	  in	  the	  appropriate	  direction.	  Each	  significantly	  responsive	  whisker	  
is	   thus	   given	   equal	   influence	   in	   the	   calculation	   of	   the	   vector	   strength.	   The	   vector	  
strength	  is	  then	  calculated	  by	  taking	  the	  algebraic	  mean	  of	  the	  unit	  vectors.	  A	  vector	  
strength	   of	   1	   signifies	   that	   all	   unit	   vectors	   are	   aligned,	   or	   coherent,	   and	   a	   vector	  
strength	  of	  0	  signifies	  that	  unit	  vectors	  are	  anti-­‐coherent	  and	  cancel	  out.	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The	  mean	  principal	  whisker	  directional	  tuning	  was	  defined	  as	  the	  strength	  of	  
response	  (peak	  value)	  to	  the	  preferred	  direction	  of	  the	  PW	  divided	  by	  the	  summed	  
strength	  of	  the	  PW	  response	  to	  all	  directions.	  Tuning	  can	  take	  on	  values	  anywhere	  
from	  (0.125	  -­‐	  1),	  where	  a	  1	  indicates	  that	  all	  of	  the	  response	  is	  contained	  within	  the	  
preferred	   direction	   and	   a	   value	   of	   0.125	   indicates	   a	   flat	   tuning	   curve	   where	   all	  
values	  are	  preferred	  equally.	  	  
Average	  STRFs	   for	  each	   layer	  (Figure	  3.7,	  3.8)	  were	  plotted	  with	   the	  PW	  in	  
the	  middle.	  The	  identities	  of	  the	  SW’s	  were	  always	  the	  same	  with	  respect	  to	  the	  PW,	  
i.e.	  SW2	  and	  SW8	  were	  always	  in	  the	  same	  arc	  as	  the	  PW,	  while	  SW4	  and	  SW6	  were	  
always	  in	  the	  same	  row	  as	  the	  PW.	  The	  tuning	  of	  the	  PW	  was	  always	  shown	  with	  the	  
preferred	   response	   in	   the	   middle	   bin	   (180	   -­‐	   225°	   in	   Fig.	   3.8A,B),	   and	   the	   tuning	  




For	   stimulus	   playback	   experiments,	   STRF	   of	   complex	  multi-­‐whisker	   stimuli	   were	  
calculated	  online	  and	  significant	  whisker	  responses	  were	  determined	  as	  above.	  The	  
best	  combination	  of	  whiskers,	  times,	  and	  angles	  was	  defined	  as	  the	  combination	  that	  
produced	   the	   largest	  peak	  voltage	  response.	  This	  combination	  was	  extracted	   from	  
the	  STRF,	  for	  both	  pairwise	  stimuli	  and	  multi-­‐whisker	  stimuli.	  Because	  we	  are	  using	  
a	  linear	  model,	  the	  best	  pairwise	  or	  multi-­‐whisker	  stimuli	  can	  easily	  be	  determined	  
by	  examining	  the	  STRFs	  and	  finding	  the	  direction	  with	  largest	  peak	  response	  for	  all	  
significantly	  responsive	  whiskers,	  as	  well	  as	  the	  optimal	  time	  lags	  between	  them	  to	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make	   their	   peaks	   coincide	   in	   time.	   This	   exact	   stimulus	   combination	   was	   then	  
delivered	  back	  to	  the	  neuron	  in	  the	  absence	  of	  any	  background	  stimuli	  to	  measure	  
the	  response	  to	  optimal	  stimuli	  when	  the	  neuron	  was	  sitting	  in	  an	  unadapted	  state	  
and	   compared	   to	   the	   same	   stimuli	   when	   embedded	   within	   the	   complex	   multi-­‐
whisker	  presentation,	  the	  adapted	  state.	  	  	  	  
	  
Results	  	  
Subthreshold	  stimulus-­‐response	  model	  
We	   performed	  whole-­‐cell	   recordings	   from	   the	   barrel	   cortex	   of	   rats,	   administered	  
local	   anesthetics	   and	   a	   sedative,	   which	   better	   approximate	   wakefulness	   than	  
general	  anesthesia	  does(Constantinople	  and	  Bruno	  2011).	  The	  receptive	  field	  center	  
or	   “principal	   whisker”	   (PW)	   and	   eight	   surround	   whiskers	   (SWs)	   were	  
simultaneously	   stimulated	   with	   spatiotemporally	   complex	   stimuli	   (Figure	   3.1A,	  
left),	   using	   piezo-­‐electric	   actuators	   that	   could	   move	   in	   arbitrary	   angles	   and	   at	  
speeds	  up	  to	  2200°/sec.	  This	  system	  allowed	  exploration	  of	  a	  greater	  amount	  of	  the	  
stimulus	   space	   than	   multi-­‐whisker	   stimulator	   systems	   used	   in	   previous	   studies,	  
which	  were	  often	  restricted	  to	  movements	  in	  a	  single	  axis	  of	  motion	  (Jacob,	  Le	  Cam	  
et	   al.	   2008,	   Estebanez,	   El	   Boustani	   et	   al.	   2012).	   Each	   of	   the	   nine	   whiskers	   was	  
stimulated	   randomly	   with	   high-­‐velocity	   deflections	   of	   fixed	   temporal	   structure	  
lasting	  10	  ms	  (5-­‐ms	  rise	  and	  5-­‐ms	  decay),	  mimicking	  the	  stick-­‐slip	  events	  known	  to	  
occur	   during	   natural	   contact	   with	   textures	   (Ritt,	   Andermann	   et	   al.	   2008).	   These	  
occurred	   stochastically	   in	   time	   at	   a	   frequency	   of	   ~9.1	   Hz,	   similar	   to	   the	   natural	  
whisking	   frequency	   of	   8-­‐12	   Hz(Carvell	   and	   Simons	   1990),	   as	  well	   as	   in	   arbitrary	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angle	   directions	   (“complex	  multi-­‐whisker	   stimulation”;	  Figure	   3.1A,	   right).	   Thus,	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We	  initially	  explored	  models	  in	  which	  responses	  were	  a	  nonlinear	  function	  of	  
the	   stimulus	   (further	   discussed	   below).	   Surprisingly,	   we	   ultimately	   found	   that	  
response	  variance	  was	  best	  explained	  by	  a	  model	  in	  which	  responses	  were	  a	  linear	  
function	   of	   the	   stimulus,	   but	   after	   a	   nonlinear	   stimulus	   transform	   (an	   input	  
nonlinearity	  model(Ahrens,	  Paninski	  et	  al.	  2008)).	  The	  stimulus	  can	  be	  represented	  
as	   the	   x-­‐y	   positions	   of	   each	   stimulator	   over	   the	   last	   100	   msec	   (the	   “X-­‐Y”	  
representation),	   but	   we	   instead	   nonlinearly	   transformed	   it	   to	   an	   “8-­‐directional”	  
representation:	  Each	  whisker’s	  state	  was	  represented	  in	  a	  given	  1-­‐ms	  time	  bin	  as	  an	  
8-­‐dimensional	  binary	  vector,	  where	  a	  1	  indicates	  the	  onset	  of	  a	  deflection	  in	  one	  of	  
eight	   45°	   directional	   bins	   (Figure.	   3.1B).	   This	   new	   stimulus	   representation	   is	  
similar	   to	   the	   sensory	   transformation	   occurring	   at	   the	   whisker	   follicles,	   where	  
Figure	  3.1.	  Reverse	  correlation	  of	   intracellular	  recordings	  can	  rapidly	  and	  
accurately	  identify	  spatio-­‐temporal	  receptive	  fields	  (STRFs).	  A,	  Schematic	  of	  
the	  experimental	  setup.	  Left,	  barrel	  cortex	  neurons	  were	  recorded	  intracellularly	  
during	   complex	  multi-­‐whisker	   stimulation	   (sparse	  noise)	   to	   9	  whiskers.	   	  Right,	  
schematic	  of	  complex	  multi-­‐whisker	  stimulation.	  Arrows	  represent	  independent	  
deflections	  of	  9	  whiskers.	  Deflections	  occur	  stochastically	   in	   time	  and	  direction	  
(any	   of	   360°).	   B,	   Nonlinear	   stimulus	   representation.	   Whisker	   movements	   are	  
represented	   in	   an	   8	   angle-­‐binned	   space	   instead	   of	   Cartesian	   space.	   C,	   The	  
voltage-­‐weighted	   average	   (VWA)	   of	   stimulus	   patterns	   estimates	   the	   spatio-­‐
temporal	  filter	  (K)	  for	  an	  individual	  neuron.	  The	  accuracy	  of	  the	  spatio-­‐temporal	  
filter	  is	   tested	  by	  predicting	  the	  response	  of	   the	  neuron	  to	  novel	  stimuli	   (cross-­‐
validation).	  The	  filter	  accurately	  predicts	  both	  the	  subthreshold	  response	  of	   the	  
neuron	  as	  well	  as	  the	  spiking	  response.	  D,	  The	  relationship	  between	  the	  VWA	  and	  
the	   STA	   plotted	   as	   a	   jitter-­‐plot	   of	   the	   correlation	   coefficient	   (R)	   between	   the	  
predicted	   STA	   (STA’)	   and	   the	   true	   spike-­‐triggered	   average	   (STA),	   c(STA’-­‐STA).	  
Bars	   represent	   median	   values.	   E,	   As	   the	   number	   of	   spikes	   used	   for	   STA	  
estimation	   increases,	   the	  mean	  correlation	  between	   the	  STA’	  and	   STA	  becomes	  
stronger,	  irrespective	  of	  laminar	   location	  or	  cell	  type	  of	   the	  recorded	  neuron.	  F,	  
The	  speed	  of	  convergence	  for	  the	  VWA	  as	  a	  function	  of	  the	  amount	  of	  amount	  of	  
data	   (seconds)	  used	   to	   train	   the	  model.	  The	  plot	   is	  on	  population	  data,	   dashed	  
lines	  and	  shaded	  areas	  represent	  +/-­‐	  1	  SD.	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individual	  primary	  afferents	   innervate	  a	   limited	  circumference	  of	  a	   follicle	   (Ebara,	  
Kumamoto	  et	  al.	  2002).	  	  
The	   stimulus	   on	   which	   the	   instantaneous	   voltage	   may	   depend	   is	   a	   7200-­‐
dimensional	  vector	   (8	  directional	  bins	  x	  9	  whiskers	  x	  100	  1-­‐ms	   time	  bins).	   In	   this	  
new	   stimulus	   space	   the	   relationship	   between	   the	   stimulus	   input	   and	   the	   neural	  
output	   can	   be	   estimated	   using	   simple	   linear	   regression.	   Because	   the	   stimuli	   are	  
approximately	  uncorrelated	  with	  regard	  to	  whisker	  and	  time,	  this	  relationship	  can	  
be	   computed	   as	   the	   voltage-­‐weighted	   average	   stimulus	   (VWA,	   Figure	   3.1C),	   an	  
intracellular	   analogue	   of	   the	   classic	   spike-­‐triggered	   average	   stimulus	   (STA).	   This	  
yields	  the	  filter	  for	  our	  neuron,	  a	  7200-­‐dimensional	  vector	  that	  is	  an	  estimate	  of	  the	  
subthreshold	   spatio-­‐temporal	   receptive	   field.	   We	   illustrate	   it	   as	   a	   matrix	   of	   72	  
possible	  whisker	  deflections	  (“space”)	  by	  100	  time	  bins	  (Figure	  3.1C),	  representing	  
the	   average	   time	   course	   of	   voltage	   response	   evoked	   by	   each	   of	   the	   72	   possible	  
(binned)	  whisker	  deflections.	  Its	  dot	  product	  with	  the	  stimulus	  vector	  predicts	  the	  
present	  voltage	  (Figure	  3.1C),	  meaning	  that	  the	  responses	  evoked	  by	  the	  different	  
whiskers	  add	  linearly.	  As	  we	  will	  see,	   this	  predicts	  responses	  to	  novel	  stimuli	  (not	  
used	  in	  computing	  the	  filter)	  with	  high	  accuracy.	  
The	  VWA	  in	  turn	  can	  also	  be	  used	  to	  infer	  spiking	  responses	  (Figure	  3.1C).	  
The	   relationship	   between	   membrane	   potential	   fluctuations	   and	   action	   potential	  
discharges	  has	  been	  well	  described	  as	  a	  power	  law,	  a	  relationship	  resulting	  from	  the	  
spike	  threshold	  nonlinearity	  applied	  to	  the	  membrane	  potential	   in	  the	  presence	  of	  
substantial	  trial-­‐to-­‐trial	  variability	  or	  noise	  (Priebe	  and	  Ferster	  2008).	  We	  measured	  
the	   trial-­‐to-­‐trial	   variability	   and	   spike-­‐threshold	   experimentally	   for	   neurons	   that	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fired	  at	  least	  1	  action	  potential	  over	  the	  course	  of	  the	  stimulus	  protocol	  (53/86)	  and	  
predicted	  the	  average	  spiking	  response	  by	  applying	  the	  appropriate	  noisy-­‐threshold	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The	   predicted	   STA	   of	   the	   noisy-­‐threshold	   model	   (STA’)	   had	   only	   weak	  
correlation	   to	   the	   true	   STA	   calculated	   from	   spiking	  data	   (0.323	  +/-­‐	   0.242;	  Figure	  
3.1D).	   However,	   many	   of	   our	   neurons	   fired	   sparsely	   throughout	   the	   recording	  
(31/57	   fired	   <	   100	   spikes),	   and	   their	   STAs	  might	   poorly	   estimate	   their	   receptive	  
fields	   (Paninski	   2003).	   STA’-­‐STA	   correspondence	   was	   therefore	   examined	  
separately	  for	  low-­‐firing	  (1	  to	  500	  APs,	  N	  =	  38),	  medium-­‐firing	  (500	  to	  1000	  APs,	  N	  
=	  3),	  and	  high-­‐firing	  neurons	  (>1000	  APs,	  N	  =	  12).	  The	  VWA	  and	  STA	  corresponded	  
strongly	  for	  high	  firing	  neurons	  (Figure	  3.1D),	  with	  a	  mean	  correlation	  of	  0.631	  ±	  
0.135	  (median	  0.67).	  The	  success	  of	  the	  VWA	  in	  predicting	  spiking	  responses	  could	  
potentially	  reflect	  layer-­‐specific	  differences	  in	  the	  coding	  of	  sensory	  information	  (de	  
Kock,	  Bruno	  et	  al.	  2007,	  Sakata	  and	  Harris	  2009),	  rather	  than	  noisy	  STA	  estimates.	  
However,	   there	  was	  a	  strong	   linear	  relationship	  between	   the	  STA’-­‐STA	  correlation	  
and	  the	  number	  of	  APs	  used	  for	  STA	  estimation	  that	  was	  robust	  in	  all	  layers	  and	  cell	  
types	  (Figure	  3.1E).	  The	  VWA	  therefore	  provides	  an	  effective	  surrogate	  for	  the	  STA	  
and	   may	   be	   used	   to	   obtain	   accurate	   receptive	   field	   estimates	   for	   neurons	   in	   all	  
layers,	  even	  in	  the	  absence	  of	  AP	  activity	  and/or	  noise.	  	  
Figure	  3.2	  Pulse	  waveform	  and	  stimulus	  representation	  and	  example	  STA	  
vs	  STA’	  comparisons.	  A,	  An	  example	  of	  the	  waveform	  of	  individual	  pulse	  
deflections	  (left)	  with	  the	  actual	  movement	  of	  the	  stimulator	  overlaid	  in	  greed.	  	  
The	  X,Y	  representation	  of	  movement	  for	  a	  single	  whisker	  for	  1	  second	  of	  complex	  
stimuli	  (right).	  Below	  is	  a	  schematic	  of	  the	  binary	  representation	  of	  whisker	  
movements	  for	  the	  same	  whisker	  (8-­‐dimensional	  stimulus	  representation).	  B,	  
The	  VWA	  for	  three	  example	  neurons	  is	  used	  to	  predict	  the	  STA’	  and	  compared	  to	  
the	  actual	  STA.	  For	  some	  neurons	  with	  low	  firing	  rates	  the	  STA-­‐STA’	  correlation	  
is	  low	  (top)	  and	  for	  some	  neurons	  with	  high	  firing	  rates	  the	  STA	  can	  be	  noisy	  
(bottom).	  Nonetheless,	  for	  all	  neurons	  the	  VWA	  can	  be	  used	  to	  predict	  the	  STA’,	  
which	  has	  high	  correlation	  to	  the	  true	  STA	  (Fig.	  1d,e)	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Finally,	   the	   VWA	   provides	   an	   additional	   advantage	   over	   the	   STA:	   speed.	  
Under	   a	   conservative	   estimate	   of	   1000	   APs	   needed	   for	   accurate	   receptive	   field	  
estimation,	  layers	  2,	  3,	  4,	  and	  6	  would	  require	  prohibitively	  long	  recording	  times	  to	  
obtain	  a	   sufficient	  number	  of	   spikes.	  Median	   firing	   rates	   throughout	   the	  period	  of	  
complex	  multi-­‐whisker	  stimulation	  were	  0.057	  Hz	  (L2),	  0.03	  Hz	  (L3),	  1.01	  Hz	  (L4),	  
0.84	  Hz	  (L5st),	  8.86	  Hz	  (L5TT),	  and	  0.02	  Hz	  (L6).	  Low	  firing	  rate	  neurons,	  such	  as	  
L2/3,	  would	   require	  ~7	   hours	   of	   recording	   for	   STA	   estimation.	   By	   contrast,	   after	  
200	   seconds	   of	   recorded	   data,	   or	   3.3	  minutes,	   the	   VWA	  had	   converged	   on	   a	   final	  
estimate	   for	  all	  neurons,	   irrespective	  of	   laminar	   location,	  and	  reaches	  80%	  of	   that	  
estimate	   after	   30	   seconds	   (Figure	   3.1F,	   N	   =	   86).	   Subthreshold	   estimation	   is	  
therefore	  highly	  efficient,	  allowing	  one	  to	  obtain	  a	  receptive	  field	  in	  <3	  minutes	  that	  
would	  typically	  require	  7	  hours	  of	  spiking	  data.	  This	  further	  allows	  receptive	  fields	  
to	  be	  determined	  online	  and	  immediately	  played	  back.	  	  	  
	  
Linearity	  of	  cortical	  responses	  in	  S1	  
Using	   the	   above	   model,	   we	   calculated	   subthreshold	   spatiotemporal	   filters	   for	   86	  
neurons	   spanning	   the	   depths	   of	   a	   cortical	   column.	  Model	   accuracy	  was	   tested	   by	  
using	   the	   filters	   to	   predict	   neuronal	   responses	   to	   novel	   stimuli	   (cross-­‐validation).	  
The	   linearized	  model	   predicted	   subthreshold	   responses	  with	   an	   average	   accuracy	  
(R2)	  of	  0.488	  ±	  0.149	  throughout	  the	  depths	  of	  a	  cortical	  column	  (Figure	  3.3A,	  red	  
lines).	   The	   highest	   R2	   values	   occurred	   at	   depths	   of	   500-­‐900	   µm	   (0.513	   ±	   0.126)	  
corresponding	  to	  lower	  layer	  3	  (L3)	  and	  upper	  layer	  4	  (L4),	  and	  at	  depths	  of	  1400-­‐
1800	   µm	   (0.605	   ±	   0.126)	   corresponding	   to	   layer	   6	   (L6).	   The	   worst	   performance	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occurred	   at	   depths	   of	   200-­‐600	   µm	   (0.473	   ±	   0.121)	   corresponding	   to	   layers	   2/3	  






	   	  77	  
	  
	  
In	   the	   visual	   and	   auditory	   systems,	   L2/3	   and	   L5	   have	   been	   reported	   to	  
exhibit	  greater	  degrees	  of	  nonlinear	  behavior	  than	  L4	  (Martinez,	  Wang	  et	  al.	  2005,	  
Atencio,	  Sharpee	  et	  al.	  2008).	  The	  drop	  in	  model	  performance	  in	  L2/3	  and	  L5	  could	  
therefore	  be	  indicative	  of	  a	  failure	  of	  the	  linearized	  model	  to	  capture	  the	  nonlinear	  
behavior	  of	  those	  layers.	  Conversely,	  L2/3	  and	  L5	  have	  also	  been	  reported	  to	  have	  
more	   variable	   responses	   and	   higher	   amounts	   of	   neural	   noise	   than	   other	   layers	  
(Sakata	  and	  Harris	  2009).	  While	  background	  synaptic	   inputs	  may	  be	  of	  behavioral	  
relevance	  to	  the	  animal,	  from	  the	  perspective	  of	  the	  model	  neural	  variability	  is	  noise	  
and	  cannot	  be	  predicted	  from	  the	  stimulus.	  To	  examine	  how	  noise	  degrades	  model	  
performance	  and	  possibly	  accounts	  for	  our	  L2	  and	  L5	  results,	  we	  delivered	  repeated	  
trials	   of	   identical	   stimuli	   (frozen	   noise)	   in	   order	   to	   measure	   the	   trial-­‐to-­‐trial	  
variability	   in	   responses	   (Figure	   3.3A,	   gray	   line;	   Figure	   3.3B).	   This	   measure	  
Figure	   3.3.	   	   Linearized	   model	   captures	   a	   majority	   of	   the	   predictable	  
synaptic	  input	  for	  neurons	  in	  all	  layers	  of	  S1.	  A,	  Depth	  dependent	  relationship	  
of	   the	   model	   performance	   and	   neural	   variability.	   Model	   performance	   (red)	   –	  
defined	  as	  the	  cross-­‐validated	  prediction	  of	  the	  VWA	  on	  trial	  averaged	  responses;	  
–	   and	  neural	  variability	   (grey)	  –	  defined	  as	   the	   trial-­‐to-­‐trial	   variability	  between	  
repeated	  presentations	  of	  identical	  stimuli,	  are	  plotted	  as	  a	  function	  of	  recording	  
depth	   for	   each	   neuron.	   There	   is	   an	   inverse	   relationship	   between	   the	   model	  
performance	  and	  neural	  variability	   in	  all	  neurons	  and	   layers.	  B,	  Responses	  of	  a	  
neuron	  to	  ten	  repetitions	  of	   the	  same	  stimulus	  (gray	  traces)	   to	   illustrate	  neural	  
variability	  along	  with	  the	  average	  response	  (blue)	  and	  predicted	  response	  (red).	  
The	   two	   examples	   correspond	   to	   the	   data	   points	   inside	   red	   boxes	   in	   2A,	   and	  
represent	  examples	  of	  neurons	  with	  high	  prediction	  quality	  and	   low	  variability	  
(top)	   and	   low	   prediction	   quality	   and	   high	   variability	   (bottom).	   C,	   The	   model	  
performance	  (R2)	  tested	  on	  single-­‐trial	  responses	  using	  training	  data	  (black)	  and	  
cross-­‐validation/test	  data	  (grey)	  is	  plotted	  against	  the	  trial-­‐to-­‐trial	  variability	  for	  
each	  neuron.	  Convergence	  of	   the	   test-­‐performance	  and	   training-­‐performance	  at	  
zero	  variability	  between	  an	  R2	  of	  0.64	  and	  0.68.	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estimates	   the	   fraction	  of	  neural	   response	  variance	   that	   can	  be	  attributed	   to	  noise,	  
with	  the	  sensory	  stimulus	  driving	  the	  remaining	  fraction	  of	  variance,	  the	  predictable	  
variance.	  Although	  the	  response	  variance	  captured	  by	  the	  model	  was	  lower	  in	  L2/3	  
and	  L5	  than	  other	  layers,	  the	  variability	  was	  correspondingly	  higher	  in	  those	  layers	  
(Figure	   3.3A).	   As	   a	   result,	   the	   fraction	   of	   predictable	   variance	   captured	   by	   the	  
model	  was	   not	   significantly	   different	   between	   layers	   (p	   =	   0.36,	   ANOVA)	   and	  was	  
remarkably	  high	  for	  all	  neurons	  at	  (0.729	  +/-­‐	  0.207).	  
For	  each	  neuron,	  we	  plotted	  the	  performance	  of	  the	  model	  on	  training	  data	  
and	  on	  testing	  data	  against	  the	  trial-­‐to-­‐trial	  variability	  (noise)	  of	  the	  neuron	  (Figure	  
3.3C).	   Extrapolating	   the	   regressions	   of	   both	   data	   sets	   to	   the	   y-­‐intercept	   gives	   the	  
predicted	  performance	  of	   the	  model	  under	  conditions	  of	  zero-­‐noise,	  here	  between	  
an	  R2	  of	  0.64	  and	  0.68	  (Figure	  3.3C).	  These	  metrics,	  while	   intuitive,	  are	  known	  to	  
potentially	   overestimate	   trial-­‐to-­‐trial	   variability	   and,	   conversely,	   underestimate	  
performance	   due	   to	   noise	   (Sahani	   2003).	   However,	   unbiased	   estimators	   (Sahani	  
2003)	  similarly	  yield	  an	  upper	  bound	  of	  predictable	  variance	  of	  0.75	  ±	   	  0.06	  and	  a	  
lower	  bound	  of	  0.58	  ±	  	  0.03	  (Figure	  3.4A).	  	  
	  




Figure	  3.4.	  Fraction	  of	  predictable	  variance	  accounted	  for	  by	  our	  model.	  
Unbiased	  estimators	  of	  noise-­‐related	  variance	  in	  our	  neural	  responses	  and	  the	  
fraction	  of	  predictable	  variance	  accounted	  for	  by	  our	  model	  were	  calculated.	  
Black,	  training	  data.	  Gray,	  testing	  data.	  Extrapolating	  the	  performance	  of	  the	  
model	  to	  conditions	  of	  zero	  noise	  gave	  an	  upper-­‐bound	  of	  predictable	  variance	  of	  
0.75	  ±	  	  0.06	  and	  a	  lower	  bound	  of	  0.58	  ±	  	  0.03.	  B,	  The	  relationship	  between	  
neural	  variability	  and	  firing	  rate.	  The	  firing	  rate	  of	  each	  neuron	  is	  plotted	  by	  
depth	  (left)and	  a	  similar	  plot	  for	  variability	  (right).	  C,	  There	  is	  no	  significant	  
relationship	  between	  the	  firing	  rate	  and	  neural	  variability	  (right,	  p-­‐value	  =	  0.22,	  
R	  =	  0.02).	  D,	  The	  firing	  rate	  and	  signal-­‐to-­‐noise	  ratio,	  SNR,	  (Sahani	  and	  Linden	  
2003)	  are	  plotted	  by	  cell	  type.	  There	  is	  no	  correspondence	  between	  either	  the	  
evoked	  or	  spontaneous	  firing	  rates	  and	  the	  SNR.	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Prediction	   by	   a	   quadratic	  model,	   often	   used	   in	   reverse	   correlation	   studies,	  
was	   also	   checked.	   Such	   models	   should	   better	   capture	   nonlinear	   interactions	  
between	   whiskers.	   The	   models’	   predictions	   of	   responses	   to	   novel	   stimuli	   were	  
calculated	   for	   linear	   and	   quadratic	   models	   in	   the	   X-­‐Y	   space	   (X,Y)	   or	   the	   8-­‐
dimensional	   (8-­‐Dim)	   stimulus	   transformed	   space	   (Figure	   3.5A;	   n	  =	  39	   cells).	  The	  
linear	   model	   in	   the	   X-­‐Y	   space	   was	   inadequate	   (mean	   R2	   0.034	   ±	   0.0362,	   median	  
0.0179),	   and	   the	   quadratic	   model	   performed	   far	   better	   (mean	   R2	   0.303	   ±	   0.155,	  
median	   0.306).	   One	   might	   interpret	   this	   as	   evidence	   of	   strong	   non-­‐linear	  
interactions	  between	  whiskers,	  but	  linear	  models	  will	  also	  fail	  to	  capture	  responses	  
of	  neurons	  driven	  equally	  by	  opposite	  directions	  (e.g.,	  0°	  and	  180°),	  such	  as	  complex	  
cells	   of	   the	   visual	   system.	   Indeed,	   the	   quadratic	   model	   given	   an	   8-­‐dimensional	  
representation	   is	  not	  significantly	  better	   (mean	  R2	  0.319	  ±	  0.165;	  p	  =	  0.65,	   t-­‐test),	  
demonstrating	  that	  the	  main	  advantage	  of	  the	  quadratic	  model	  relates	  to	  directional	  
tuning,	   rather	   than	   nonlinear	   interactions	   between	   whiskers.	   In	   fact,	   the	   linear	  
model	  in	  the	  8-­‐dimensional	  representation	  (mean	  R2	  0.397	  ±	  0.167,	  median	  0.398)	  
outperformed	  the	  quadratic	  models	  (p	  =	  0.01,	  0.04;	  t-­‐tests),	  which	  is	  expected	  given	  
the	  tendency	  for	  complex	  models	  to	  fit	  noise	  in	  limited	  datatsets.	  The	  linear	  model	  
was	   successful	   over	   a	   substantial	   range	  of	  whisker	  deflection	   frequencies	   (Figure	  
3.6).	   This	   approach	   has	   the	   added	   advantage	   that	   it	   is	   simple	   to	   calculate	   and	  
produces	   filters	   (receptive	   fields)	   that	   are	   visually	   intuitive	   and	   biologically	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Figure	   3.5.	   Comparison	   of	   models.	   A	   For	   the	   quadratic	   and	   linear	   models	  
calculated	   either	   in	   the	   (x,y)	   space	   or	   the	   8	   dimensional	   stimulus	   transformed	  
space	  (8-­‐dim)	  we	  show	  jitterplots	  and	  boxplots	  of	  the	  cross-­‐validated	  prediction,	  
R2.	  The	  red	  line	  indicates	  median	  values.	  The	  linear	  model	  in	  the	  (x,y)	  space	  had	  
an	  R2	  0.0340	  ±	  .0362	  and	  a	  median	  value	  of	  0.0179,	  and	  performed	  significantly	  
worse	  than	  the	  linear	  model	  in	  the	  8-­‐Dim	  representation	  (p-­‐value	  <	  0.001,	  t-­‐test).	  
The	   quadratic	   regression	   in	   the	   (x,y)	   space	   had	   an	   R2	   0.3026	   ±	   .1549	   and	   a	  
median	   value	   of	   0.3058.	   The	   quadratic	   regression	   in	   the	   8-­‐Dim	   representation	  
had	   an	   average	   	   R2	   of	   0.3194	   ±	   .1650,	   a	  median	   value	   of	   0.3216,	   and	   did	   not	  
perform	  significantly	  better	   than	  the	  quadratic	   regression	   in	   the	  (x,y)	   space	  (p-­‐
value	  =	  0.6451,	  t-­‐test).	  The	  linear	  model	  in	  the	  8-­‐Dim	  representation	  performed	  
significantly	  better	  than	  the	  quadratic	  (x,y)	  and	  the	  quadratic	  8-­‐Dim	  (p-­‐values	  =	  
0.0113,	  0.0416	  respectively;	  t-­‐test)	  and	  had	  an	  average	  	  R2	  	  of	  0.3972	  ±	  .1666.	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Spatiotemporal	  receptive	  fields	  in	  S1	  
Having	  validated	  the	  linear	  model’s	  performance,	  we	  analyzed	  the	  filters,	  which	  are	  
an	  estimate	  of	  the	  spatiotemporal	  receptive	  field.	  For	  each	  STRF,	  time	  preceding	  	  
Figure	  3.6.	  Linearity	  is	  not	  dependent	  on	  stimulus	  frequency.	  	  A	  linear	  model	  
was	  fit	  using	  our	  standard	  10	  Hz	  stimuli	  and	  then	  cross	  validated	  on	  10,	  30	  and	  
60	  Hz	  stimuli.	  A,	  an	  example	  neuron.	  For	  each	  plot	  on	  the	  left	  the	  gray	  traces	  
illustrate	  ten	  trials	  of	  frozen	  noise,	  along	  with	  the	  average	  response	  (blue)	  and	  
predicted	  response	  (red).	  On	  the	  right,	  the	  voltage	  predicted	  by	  our	  model	  is	  
plotted	  against	  the	  actual	  voltage	  of	  the	  neuron	  for	  each	  1-­‐ms	  time	  bin	  (gray).	  
Blue	  dots	  are	  the	  binned	  meaned	  data.	  The	  red	  line	  is	  the	  least-­‐squares	  
regression	  of	  the	  data,	  which	  can	  be	  compared	  to	  the	  unity	  line	  (gray).	  	  Although	  
the	  performance	  of	  the	  model	  (R2)	  dropped	  as	  the	  frequency	  of	  stimulus	  
increased	  from	  10	  to	  30	  to	  60	  Hz,	  the	  apparent	  linearity	  in	  fact	  increased	  (red	  
line	  moving	  closer	  to	  unity).	  The	  drop	  in	  R2	  is	  therefore	  likely	  the	  decrease	  in	  the	  
signal-­‐to-­‐noise	  ratio	  that	  occurs	  with	  higher	  frequency	  stimuli.	  B,	  The	  R2	  for	  the	  
model	  tested	  at	  10,	  30,	  and	  60	  Hz	  stimuli	  (N	  =	  30	  cells;	  not	  all	  three	  conditions	  
were	  available	  for	  all	  neurons).	  There	  was	  a	  consistent	  drop	  in	  performance	  for	  
almost	  all	  neurons	  as	  the	  frequency	  of	  whisker	  stimuli	  increased.	  C,	  The	  
normalized	  signal-­‐to-­‐noise	  ratio	  (SNR)	  at	  10,	  30,	  and/or	  60	  Hz	  as	  calculated	  in	  ref	  
(Sahani	  and	  Linden	  2003).	  While	  a	  few	  neurons	  showed	  a	  modest	  change	  in	  SNR	  
or	  even	  an	  increase	  during	  higher	  frequency	  stimuli,	  the	  vast	  majority	  of	  cells	  
experience	  a	  dramatic	  drop	  in	  SNR	  (both	  increased	  noise	  and	  decreased	  signal)	  
as	  the	  frequency	  increases,	  explaining	  the	  drop	  in	  model	  performance	  seen	  in	  B.	  	  
The	  neurons	  where	  the	  SNR	  increased	  in	  panel	  C	  were	  the	  same	  neurons	  where	  
model	  performance	  also	  increased	  in	  panel	  B.	  	  D,	  To	  verify	  that	  the	  model	  was	  
linearly	  dependent	  on	  the	  variability	  of	  the	  neuron	  and	  independent	  of	  stimulus	  
frequency,	  we	  plotted	  the	  performance	  of	  the	  model	  against	  the	  trial-­‐to-­‐trial	  
variability	  of	  the	  neurons	  (as	  in	  Fig.	  3.3C).	  There	  was	  the	  same	  linear	  
relationship	  irrespective	  of	  whether	  models	  were	  tested	  on	  10,	  30,	  or	  60	  Hz	  
stimuli.	  It	  is	  not	  surprising	  that	  R2	  	  and	  the	  noise	  variance	  have	  a	  negative	  linear	  
relationship.	  The	  plot	  illustrates	  that	  extrapolating	  in	  a	  population	  of	  neurons	  to	  
a	  point	  with	  zero	  noise	  (	  thus	  eliminating	  the	  frequency	  dependent	  contribution	  
to	  noise)	  allows	  the	  model	  to	  perform	  equivalently	  well,	  independent	  of	  stimulus	  
frequency.	  	  E.	  For	  a	  subset	  of	  neurons	  (N=5)	  we	  trained	  and	  tested	  the	  linear	  
(black)	  and	  quadratic	  (gray)	  models	  at	  both	  10	  Hz	  and	  30	  Hz	  stimuli	  and	  
compared	  the	  R2	  values.	  The	  linear	  model	  consistently	  outperformed	  the	  
quadratic	  model,	  even	  at	  higher	  stimulus	  frequencies.	  The	  average	  of	  the	  linear	  
model	  is	  shown	  in	  red	  and	  the	  average	  of	  the	  quadratic	  model	  is	  shown	  in	  cyan.	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neural	   activity	   is	   represented	  on	   the	  y-­‐axis,	   and	  whisker	   identities	   and	  angles	   are	  
represented	   on	   the	   x-­‐axis	   (Figure	   3.7A).	  Metrics	   such	   as	   latency,	   angular	   tuning,	  
receptive	  field	  size,	  degree	  of	  excitation	  and	  inhibition,	  directional	  consistency	  of	  the	  
whiskers,	   and	   inter-­‐whisker	   temporal	   relationships	   can	   be	   extracted	   from	   this	  
single	   plot.	   The	   whisker	   identities	   are	   organized	   in	   order	   from	   whisker	   1	   (W1)	  
through	  whisker	  9	  (W9)	  with	  the	  principal	  whisker	  (PW)	  always	  in	  the	  center.	  Each	  
whisker	  is	  represented	  by	  8	  columns	  corresponding	  to	  each	  of	  eight	  angle	  bins	  [0-­‐
45°,	  46-­‐90°,	  and	  so	  on].	  	  
STRFs	  are	  normalized	  for	  each	  neuron	  so	  the	  maximum	  excitatory	  deflection	  
from	  the	  baseline	  Vm	  is	  red	  and	  an	  equally	  large	  inhibitory	  deflection	  from	  baseline	  
is	  blue.	  In	  the	  example	  STRF	  (Figure	  3.7A),	  the	  neuron	  is	  predominantly	  responsive	  
to	  5	  whiskers,	  the	  PW,	  W2,	  W4,	  W6	  and	  W1,	  in	  that	  order,	  and	  weakly	  responsive	  to	  
W3.	  The	  tuning	  for	  the	  PW	  and	  W2	  is	  broad,	  peaking	  at	  270°	  and	  180°,	  respectively.	  
Conversely,	   W1,	   W4,	   and	   W6	   have	   comparatively	   sharper	   tuning,	   with	   peaks	   at	  
270°,	   225°,	   and	   90°.	   	   The	   vector	   strength	   for	   these	   5	  whiskers,	   a	  measure	   of	   the	  
consistency	   or	   coherence	   of	   preferred	   directions	   across	  whiskers,	   is	   0.48	   (0	   =	   no	  
coherence,	  1	  =	  perfectly	  coherent,	   see	  Methods).	  Subtle	   timing	  differences	  suggest	  
that	   the	   best	   combination	   of	   stimuli	   for	   this	   neuron	   is	   to	  move	  W1,	  W2,	   and	  W6	  
simultaneously,	  followed	  2	  milliseconds	  later	  by	  the	  PW	  and	  W4.	  	  
	   We	   examined	   the	   STRFs	   for	   all	   neurons	   that	   could	   be	   unambiguously	  
identified	  morphologically	  and	  classified	  according	  to	  cell	  type	  and	  laminar	  location	  
(N	  =	  71).	  The	  six	  excitatory	  cell	  types	  that	  we	  focused	  on	  are	  layer	  2	  neurons	  (N	  =	  9),	  
layer	  3	  neurons	  (N	  =	  14),	   layer	  4	  neurons	  (N	  =	  13),	   layer	  5	  slender-­‐tufted	  neurons	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(L5st)	  (N=16),	  layer	  5	  thick-­‐tufted	  neurons	  (L5TT)	  (N	  =	  11),	  and	  layer	  6	  neurons	  (N	  
=	   8).	   Examples	   of	   each	   cell	   type	   are	   shown	   in	   the	   reconstructions	   with	   their	  
corresponding	   STRFs	   on	   the	   right	   (Figure	   3.7B).	   Simple	   single-­‐whisker	   receptive	  
fields	  are	  seen	  predominantly	  in	  L4,	  L3,	  and	  L6,	  while	  more	  complex	  multi-­‐whisker	  
receptive	   fields	  are	  seen	   in	  L2,	  L5st,	   and	  L5TT	  cells.	   Strong	   inhibition	  was	  seldom	  
seen	   in	  any	  neurons,	   and	   inhibitory	  excursions	  were	  generally	  weaker	  and	   longer	  
lasting	  than	  excitatory	  excursions.	  The	  heterogeneity	  in	  response	  properties	  among	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   Average	  STRFs	  organized	  by	  layer	  and	  cell	  type	  are	  shown	  in	  Fig.	  5a.	  To	  our	  
surprise	  the	  principal	  whisker	  (PW)	  was	  overwhelmingly	  the	  strongest	  stimulus	  for	  
neurons	  in	  all	  layers	  (Figure	  3.8A).	  This	  contrasts	  starkly	  with	  previous	  studies	  that	  
have	   reported	   broad	   subthreshold	   responses	   spanning	   multiple	   whiskers	   for	  
neurons	  in	  all	  layers	  and	  cell	  types	  (Moore	  and	  Nelson	  1998,	  Zhu	  and	  Connors	  1999,	  
Brecht	  and	  Sakmann	  2002,	  Brecht,	  Roth	  et	  al.	  2003,	  Manns,	  Sakmann	  et	  al.	  2004).	  
Previous	   studies,	   however,	   relied	   on	   responses	   to	   single-­‐whisker	   deflections	   and	  
inferred	   the	   size	   of	   receptive	   fields	   by	   overlaying	   the	   activity	   measured	   from	  
individual	   whiskers	   stimulated	   at	   different	   times	   with	   substantial	   inter-­‐trial	  
intervals	   (ITIs)	   (Moore	   and	   Nelson	   1998,	   Zhu	   and	   Connors	   1999,	   Brecht	   and	  
Sakmann	  2002,	  Brecht,	  Roth	  et	  al.	  2003,	  Manns,	  Sakmann	  et	  al.	  2004,	  de	  Kock,	  Bruno	  
et	   al.	   2007).	   For	   the	   same	   neurons	   (N	   =	   68/71),	   STRFs	   calculated	   from	   such	  
conventional,	   sequentially-­‐presented	   single-­‐whisker	   stimuli	   (Figure	   3.8B)	   were	  
Figure	   3.7.	   Example	   whisker	   spatio-­‐temporal	   receptive	   fields	   (STRFs)	   for	  
morphologically	   identified	   cells	   across	   layers.	   A,	   Left	   top,	   the	   pinwheel	  
corresponds	   to	   8	   angle	   bins	   used	   to	   represent	   the	   tuning	   of	   the	   individual	  
whiskers.	  Left	  bottom,	   schematic	   of	   the	   9	  whisker	   stimulators	   arranged	   on	   the	  
rat’s	  face	  with	  the	  principal	  whisker	  (PW)	  in	  the	  center	  and	  8	  surround	  whiskers.	  
Middle,	   a	   representative	   STRF	   for	   a	   layer	   5	   slender	   tufted	   (L5st)	   neuron.	   Each	  
whisker	   contains	   8	   columns	   corresponding	   to	  movement	   in	   one	   of	   the	   8	   angle	  
bins.	  Collapsing	  over	  time	  reveals	  the	  angular	   tuning	  for	  each	  whisker	  (bottom-­‐	  
dashed	   lines	   represent	   99%	   significance)	   and	   is	   equivalent	   to	   unwrapping	   the	  
polar	   plots	   of	   the	   same	   data	   (top).	   Collapsing	   over	   space	   reveals	   the	   average	  
latency	   of	   response	   for	   each	   neuron,	   illustrated	   by	   the	   9	   black	   vertical	   curves	  
overlying	   the	   STRF.	   B,	   Example	   STRFs	   for	   morphologically	   identified	   and	  
reconstructed	  neurons	  from	  each	  layer.	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strikingly	   different	   from	   those	   obtained	   using	   complex	   stimuli	   (Figure	   3.8A).	   In	  
particular,	   for	   STRFs	   measured	   using	   simple	   stimuli,	   the	   subthreshold	   receptive	  
fields	   were	   broad	   in	   all	   layers,	   particularly	   L2	   and	   L5TT	   cells,	   consistent	   with	  
previous	  studies	  (Brecht	  and	  Sakmann	  2002,	  Manns,	  Sakmann	  et	  al.	  2004).	  	  
We	   quantified	   the	   differences	   between	   the	   STRFs	   obtained	   from	   complex	  
multi-­‐whisker	   stimuli	   versus	   simple	   single-­‐whisker	   stimuli	   in	   each	   layer	   (Figure	  
3.8C-­‐H).	   STRFs	   measured	   using	   complex	   multi-­‐whisker	   stimuli	   were	   smaller,	  
showing	  significant	  responses	  to	  fewer	  whiskers	  than	  those	  measured	  with	  simple	  
stimuli	   (Figure	   3.8C).	   Approximately	   70%	   of	   the	   subthreshold	   response	   power	  
could	  be	  accounted	  for	   in	  the	  surround	  during	  simple	  stimulation,	  compared	  to	  an	  
average	   of	   only	   50%	   for	   complex	   stimulation	   (Figure	   3.8D).	   Spatial	   gradients	   of	  
surround	  whisker	  strengths,	  noted	  previously	  in	  extracellular	  studies(Simons	  1985,	  
Brumberg,	   Pinto	   et	   al.	   1996),	   were	   difficult	   to	   detect	   at	   the	   subthreshold	   level	  
(Figure	   3.9A-­‐C).	   The	   latencies	   of	   responses	  were	   not	   different	   for	   any	   layers	   for	  
simple	  versus	  complex	  stimuli	  (Figure	  3.8E).	  On	  the	  other	  hand,	  latency	  differences	  
between	  SW’s	  and	  the	  PW	  revealed	  a	  higher	  likelihood	  of	  responses	  to	  simultaneous	  
rather	   than	   temporally	   staggered	   deflections	   (Figure	   3.8F).	   A	   measure	   of	   the	  
consistency	   or	   coherence	   of	   preferred	   directions	   across	   significantly	   responsive	  
whiskers	  (vector	  strength)	  was	  	  moderate	  in	  all	  layers	  suggesting	  that	  neurons	  are	  
not	   specifically	   tuned	   to	   coherent	  or	   anti-­‐coherent	  whisker	   stimuli	   (Figure	   3.8G).	  
PW	  directional	  tuning	  was	  sharpest	  in	  deep	  layer	  neurons,	  particularly	  L5TT	  and	  L6,	  
yet	  unaffected	  by	  the	  use	  of	  simple	  vs	  complex	  stimuli	  (Figure	  3.8H).	  	  
	  









Figure	  3.8.	  	  Complex	  stimuli	  reveal	  dramatically	  sharpened	  receptive	  fields	  
relative	   to	   conventional	   stimuli.	   Population	   averaged	  STRFs	  were	   calculated	  
for	  neurons	  of	  the	  same	  cell	  type.	  A,	  Population	  STRFs	  based	  on	  complex	  multi-­‐
whisker	   stimuli.	  B,	   Population	  STRFs	   simple	   single-­‐whisker	   stimulation	   for	   the	  
same	  neurons	  as	  in	  A	  .	  C	  –	  H,	  Receptive	  field	  properties	  where	  extracted	  from	  the	  
STRFs	  and	  compared	  between	  adapted	  and	  unadapted	  groups	  (*	  p	  <	  0.05;	  **	  p	  <	  
0.01;	  ***	  p	  <	  0.001;	  TL	  (trend	  level)	  P	  <	  0.1;	  NS,	  not	  significant;	  all	  tests	  were	  non-­‐
parametric	   two	   sided	   rank-­‐sum	   test)	  C,	  Adapted	   STRFs	   had	   significantly	   fewer	  
responsive	   whiskers	   than	   unadapted	   STRFs.	   D,	   For	   adapted	   STRFs	   the	   total	  
fraction	   of	   the	   response	   power	   contained	   in	   the	   surround	   receptive	   field	   was	  
significantly	   less	   than	   in	   unadapted	   neurons.	   E,	   Onset	   latency	   of	   the	   receptive	  
field	   (usually,	   but	   not	   always,	   the	   onset	   of	   the	   PW	   response)	   was	   unchanged	  
between	  groups.	  F,	  The	  average	   latency	  between	   the	  onset	  of	   the	  PW	  response	  
and	  the	  mean	  onset	  of	  the	  SW	  responses	  was	  shortened	  for	  adapted	  STRFs,	  and	  
was	   significant	   in	   L2	   (p<0.05,	   t-­‐test)	   .	   G,	   The	   vector	   strength,	   a	   measure	   of	  
coherence	   or	   directional	   similarity	   between	   significantly	   responsive	   whiskers,	  
was	   highest	   in	   infra	   and	   supra-­‐granular	   layers	   but	   was	   unchanged	   between	  
simple	  stimuli	  and	  complex	  stimuli.	   	  (0	  –	  anti-­‐coherent	   ,	  1	  –	  perfectly	  coherent).	  
H,	  	  Directional	  tuning	  of	  the	  PW,	  defined	  as	  strength	  of	  response	  to	  the	  preferred	  
direction	  divided	  by	   the	   summed	  response	   to	  all	  directions,	  was	  always	  higher	  
during	   complex	   stimuli	   but	   results	   were	   not	   significant	   (0.125	   =	   no	   tuning	  
preference;	  1.0	  =	  tuned	  to	  a	  single	  direction)	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Facilitatory	  surrounds	  through	  adaptation	  
While	   simple	   single-­‐whisker	   stimuli	   are	   brief	   isolated	   events,	   complex	   multi-­‐
whisker	   stimuli	   engage	   the	   whiskers	   in	   a	   sustained	   and	   continuous	   fashion.	  
Adaptation	   to	   sustained	   stimuli	   could	   potentially	   explain	   the	   reduction	   in	   RF	   size	  
seen	  during	  complex	  multi-­‐whisker	  stimulation.	  To	  examine	  the	  effects	  of	  sustained	  
stimuli	  on	  the	  underlying	  membrane	  potential	  dynamics	  involved	  in	  the	  adaptation	  
process,	   we	   averaged	   responses	   of	   neurons	   across	  many	   trials	   of	   complex	  multi-­‐
whisker	   stimuli	   (Figure	   3.10A).	   Trial-­‐averaged	   responses	   showed	   clear	   stimulus-­‐
onset	  transients	  and	  tonic	  sustained	  depolarizations	  of	  1-­‐5	  mV	  for	  all	  neurons	  and	  
layers	   (Figure	   3.10B).	   Both	   PW	   and	   SW	   deflections	   at	   the	   beginning	   of	   a	   trial	  
induced	   large	   depolarizations	   relative	   to	   baseline	   (Figure	   3.10C).	   As	   the	   neuron	  
adapted	  to	  the	  stimulus	  and	  reached	  a	  steady	  state	  in	  the	  mean	  membrane	  potential,	  
both	  the	  PW	  and	  SW	  PSPs	  became	  smaller,	  and	  SW	  PSPs	  were	  often	  no	  longer	  able	  
to	   drive	   the	   neural	   responses	   above	   the	   steady-­‐state	   Vm	   (Figure	   3.10C).	   SW	  
responses	  adapted	  far	  more	  than	  PW	  responses	  (Figure	  3.10D;	  PW:	  9.02	  ±	  4.98	  vs	  
6.23	  ±	  3.62	  mV,	  SW:	  3.06	  ±	  2.64	  vs	  0.811	  ±	  0.526	  mV),	  explaining	  the	  reduction	  in	  
surround	  power	  seen	  in	  the	  adapted	  STRFs	  of	  Figure	  4.	  	  
Figure	  3.9.	  Topological	  representation	  of	  STRFs.	  A,	  The	  average	  STRFs	  from	  
figure	  5a	  are	  represented	  in	  a	  manner	  that	  keeps	  the	  topological	  organization	  of	  
the	  whiskers.	  For	  each	  whisker	  there	  is	  an	  inset	  with	  the	  corresponding	  polar	  
plot.	  B,	  The	  power	  of	  the	  receptive	  field	  is	  separated	  by	  whisker	  in	  order	  to	  show	  
the	  spatial	  gradient	  of	  responses.	  C,	  The	  latency	  of	  surround	  whisker	  responses	  
relative	  to	  the	  PW	  response	  are	  plotted	  according	  to	  whisker	  location	  and	  the	  
average	  for	  all	  is	  plotted	  to	  the	  right	  to	  demonstrate	  optimal	  inter-­‐whisker	  
latencies	  by	  layer	  and	  cell	  type.	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Figure	  3.10.	   	  Neural	  adaptation	  
underlying	   receptive	   field	  
changes.	   A,	   The	   trial-­‐averaged	  
response	   of	   a	   neuron	   over	   300	  
unique	  trials	  of	  complex	  stimulus	  
(blue)	   and	   the	   response	   to	   a	  
single	   trial	   (black)	   reveals	   a	  
strong	   stimulus	   transient	   and	  
tonic	   depolarization	   that	   is	  
dependent	   on	   stimulus	   onset.	   B,	  
Comparison	   of	   the	   mean	   Vm	   at	  
stimulus	   onset	   and	   during	  
steady-­‐state	   response	   reveals	   a	  
tonic	  depolarization	  of	  1-­‐5	  mV	  for	  
each	   cell	   type	   and	   layer.	   C,	   The	  
response	  to	  PW	  deflections	   (red)	  
and	   the	   eight	   SW	   deflections	  
(black)	   depends	   on	   the	   state	   of	  
the	   neuron	   and/or	   circuit.	   The	  
average	   PW	   and	   SW	   deflections	  
were	   measured	   during	   the	   five	  
epochs	   indicated	   by	   the	   arrows.	  
The	  underlying	  neural	  adaptation	  
profile	  is	  shown	  in	  blue.	  D,	  For	  all	  
neurons	  (N=	  86),	  the	  average	  PSP	  
amplitude	   and	   peak	   VM	   for	   PW	  
and	  the	  average	  for	  the	  eight	  SWs	  
(as	  in	  C)	  are	  plotted	  in	  time.	  Peak	  
potentials	   for	   the	   PW	   (red)	   and	  
SW	   (blue)	   remain	   relatively	  
invariant	   and	   the	   main	   factor	  
effecting	   PSP	   size	   is	   the	   tonic	  
depolarization	   of	   membrane	  
potential	  during	  adaptation.	  	  
	  
	  
	   	  94	  
To	   examine	   how	   multi-­‐whisker	   integration	   might	   be	   affected	   by	   the	  
adaptation	  of	  neurons	  during	  sustained	  stimuli,	  we	  played	  back	  predicted	  optimized	  
stimuli	   in	   a	   subset	   of	   neurons.	   The	   combination	   of	   whiskers,	   angles,	   and	   times	  
predicted	  to	  drive	  the	  maximal	  peak	  response	  (see	  Methods)	  were	  determined	  from	  
on-­‐line	   calculation	   of	   the	   STRF.	   We	   delivered	   the	   optimized	   pairwise	   (best	   2-­‐
whisker)	  combination	  of	  whisker	  deflections	  as	  well	  as	  the	  optimized	  multi-­‐whisker	  
combination	  to	  the	  neurons	  in	  the	  absence	  of	  background	  stimuli	  (unadapted)	  and	  
embedded	   within	   our	   otherwise	   random	   complex	   stimuli	   (adapted)	   (Figure	  
3.11A,B).	  We	   then	   checked	  whether	   responses	   could	   be	   predicted	   by	   the	   sum	   of	  
responses	   to	   individual	   whisker	   deflections.	   Consistent	   with	   previous	   studies	  
(Higley	   and	   Contreras	   2005),	   unadapted	   responses	   to	   both	   pairwise	   and	   multi-­‐
whisker	   optimized	   stimuli	   added	   sublinearly	   (Figure	   3.11C,	   red;	   p	   <	   0.0001	   for	  
both,	  sign	  test).	  Responses	  were,	  however,	  significantly	  more	  linear	  in	  the	  adapted	  
state	   (blue;	   p	   <	   10-­‐5	   for	   left;	   p	   =	   0.005	   for	   right;	   comparison	   of	   slopes	   test).	  
Summation	   of	   pairwise	   stimuli	   under	   adapted	   conditions	   was	   nearly	   linear	   (left;	  
slope	  0.723,	  r	  0.506)	  whereas	  summation	  was	  highly	  sublinear	  prior	  to	  adaptation	  
(slope	  0.346,	  r	  0.738).	  This	   linearity	   for	  pairwise	  stimuli,	  which	  have	  only	  second-­‐
order	   spatial	   and	   temporal	   correlations,	   explain	   why	   a	   quadratic	   model,	   able	   to	  
detect	  second-­‐order	  correlations,	  does	  not	  outperform	  the	  linear	  model.	  Responses	  
to	   optimized	   multi-­‐whisker	   deflections	   also	   showed	   greater	   linearity	   after	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The	   approximate	   linearity	  due	   to	   adaptation	   suggests	   that	   surround	   inputs	  
should	   enhance	   the	   response	   of	   the	   neuron	   to	   the	   PW	   alone,	   despite	   surround	  
suppression	   observed	   in	   barrel	   cortex	   neurons	   when	   studied	   with	   conventional	  
stimuli	   (Simons	  1985,	  Chmielowska,	  Carvell	   et	   al.	   1989,	  Carvell	   and	  Simons	  1990,	  
Figure	  3.11.	  Adaptation	  linearizes	  summation	  of	  synaptic	  inputs	  and	  allows	  
surround	   to	   facilitate	  rather	   than	  suppress	  responses.	  A,	  The	  best	  pairwise	  
stimulus	  was	   determined	   from	   the	  VWA	   and	   played	   back	   to	   the	   neuron	   in	   the	  
absence	  of	   surround	  stimuli	   (unadapted,	   left)	  or	   embedded	  within	  background	  
stimuli	   (adapted,	   right).	   Example	   stimuli	   are	   shown	   above	   the	   traces.	   	   Traces	  
show	  the	  trial-­‐averaged	  responses	  of	  the	  neuron	  to	  the	  two	  whiskers	  in	  isolation,	  
R(PW)	  or	  R(SW)	  in	  black,	   	  and	  to	  the	  pairwise	  	  deflection,	  R(PW+SW),	  shown	  in	  
red	   for	   unadapted	   neurons	   and	   cyan	   for	   adapted	   neurons.	   Circles	   underneath	  
traces	  indicate	  stimulus	  onset.	  B,	  same	  as	  A	  but	  for	  the	  best	  multi-­‐whisker	  stimuli	  
(2	  to	  9	  whiskers).	  C,	  For	  all	  neurons	  (N=	  46	  unadapted	  in	  red;	  N	  =	  75	  adapted	  in	  
blue/cyan)	   response	   to	   the	  pairwise	  deflection	   [R(PW+SW)]	   versus	   the	   sum	  of	  
the	   individual	   deflections	   [R(PW)+R(SW)]	  were	   plotted.	   Cyan	   points	   represent	  
neurons	  where	  observations	  could	  be	  made	  for	  both	  the	  adapted	  and	  unadapted	  
stimuli,	   and	   therefore	   have	   a	  match	   red	   counterpart	   (N=46).	   For	   the	   blue	   dots	  
observations	  were	  only	  made	   in	   the	  adapted	  state.	  The	  plot	  reveals	  near-­‐linear	  
pairwise	  summation	  in	  adapted	  neurons	  (blue,	  and	  cyan)	  (slope	  0.723,	  r	  0.506,	  p	  
<	   10-­‐8)	   and	   sub-­‐linear	   summation	   in	   unadapted	   neurons	   (red)	   (slope	   0.346,	   r	  
0.738,	   p	   <	   10-­‐9).	   The	   summation	   in	   unadapted	   neurons	  was	   significantly	  more	  
sublinear	  than	  in	  the	  adapted	  neurons	  (p	  <	  10-­‐5,	  comparison	  of	  slopes	  test).	  The	  
same	   behavior	  was	   observed	   for	   the	   optimal	   stimuli	   (right)	   (N=33	   unadapted,	  
N=36	   adapted,	  N	   =	   33	  matched	   pairs)	   (adapted:	   slope	   0.491,	   r	   0.631,	   p	   <	   10-­‐7;	  
unadapted:	   slope	   0.223,	   r	   0.442,	   p	   <	   10-­‐9)	   with	   unadapted	   significantly	   more	  
sublinear	   than	   the	   adapted	   (p	   =	   0.005,	   comparison	   of	   slopes	   test).	  D,	   For	   the	  
same	  data	  as	   in	  C	  responses	  were	  compared	  to	  responses	  to	  the	  PW	  deflections	  
alone	  [R(PW)].	  Surround	  inputs	  facilitate	  the	  PW	  response	  in	  adapted	  neurons	  by	  
an	  average	  of	  1.33	  +/-­‐	  1.15	   times	   (p	  =	  0.002,	   two-­‐sided	   sign	  test)	  but	  suppress	  
the	  PW	  response	   in	  unadapted	  neurons	  by	  an	  average	  of	  0.895	  +/-­‐	  0.373	  times	  
(red;	   p	   =	   0.002,	   two-­‐sided	   sign	   test)	   for	   pairwise	   optimal	   stimuli	   (left).	   For	  
optimal	   multi-­‐whisker	   stimuli	   (right)	   the	   results	   were	   similar	   with	   facilitated	  
responses	  in	  the	  adapted	  neuron	  by	  1.28	  +/-­‐	  0.43	  times	  (left,	  blue;	  p	  <	  10-­‐9,	  two-­‐
sided	  sign	  test)	  but	  suppressed	  activity	  in	  unadapted	  neurons	  by	  0.893	  +/-­‐	  0.269	  
times	  (red;	  p	  =	  0.36,	  two-­‐sided	  sign	  test)	  .	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Brumberg,	  Pinto	  et	  al.	  1996,	  Mirabella,	  Battiston	  et	  al.	  2001).	  To	  examine	  the	  degree	  
to	  which	   the	   surround	  was	   facilitatory	   versus	   suppressive,	  we	   compared	   the	   PSP	  
and	  spiking	  responses	  of	  neurons	  to	  pairwise	  and	  multi-­‐whisker	  stimuli	  against	  the	  
response	  to	  the	  PW	  stimulus	  alone.	  In	  the	  adapted	  state,	  pairwise	  stimuli	  enhanced	  
the	   response	  of	   the	  PW	  by	  an	  average	  of	  1.33	  +/-­‐	  1.15	   times	   (Figure	   3.11D,	   left,	  
blue;	  p	  =	  0.002,	  sign	  test).	  When	  the	  neuron	  was	  in	  the	  unadapted	  state,	  however,	  
the	  response	  to	  the	  PW	  alone	  was	  suppressed	  by	  pairwise	  stimuli	  by	  an	  average	  of	  
0.895	  +/-­‐	  0.373	   times	  (red;	  p	  =	  0.002,	   sign	   test).	  For	   the	  optimized	  multi-­‐whisker	  
stimuli,	  the	  surround	  inputs	  facilitated	  the	  response	  in	  the	  adapted	  neuron	  by	  1.28	  
+/-­‐	   0.43	   times	   (Figure	   3.11D,	   right,	   blue;	   p	   <	   10-­‐9,	   sign	   test)	   but	   suppressed	  
activity	   in	  unadapted	  neurons	  by	  0.893	  +/-­‐	  0.269	   times	   (red;	   p	   =	  0.36,	   sign	   test).	  
This	   transition	   from	   a	   suppressive	   surround	   to	   a	   facilitatory	   surround	   during	  
adaptation	  occurred	   for	  neurons	   in	  all	   layers	  and	  was	   independent	  of	  how	  closely	  
the	   preceding	   surround	   deflections	   occurred	   as	   well	   as	   the	   number	   of	   surround	  















Figure	  3.12.	  Facilitation	  of	  adapted	  responses	  is	  not	  dependent	  on	  precise	  
nature	  of	  background	  stimuli.	  A,	  The	  facilitation	  index	  (the	  magnitude	  of	  the	  
optimal	  multi-­‐whisker	  response	  divided	  by	  the	  PW	  response	  –	  Opt	  PSP/PW	  
PSP)	  for	  individual	  responses	  does	  not	  depend	  on	  the	  proximity	  of	  the	  
preceding	  background	  stimulus	  (p	  =	  0.42).B,	  The	  facilitation	  index	  also	  does	  not	  
depend	  on	  the	  number	  of	  simultaneously	  active	  background	  inputs	  (p	  =	  0.29).	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Spiking	   activity	   followed	   a	   pattern	   similar	   to	   subthreshold	   activity,	   with	   a	  
spiking	   facilitation	   of	   1.78	   +/-­‐	   1.04	   for	   neurons	   in	   the	   adapted	   state	   but	   no	  
facilitation	  (or	  weak	  suppression	  0.853	  +/-­‐	  0.301)	  of	  neurons	  in	  the	  unadapted	  state	  
(Figure	  3.13A,B;	  p	  =	  0.02,	  0.30,	  respectively;	  sign	  test).	  Neural	  adaptation	  therefore	  
allows	  surround	  inputs	  to	  become	  facilitatory	  in	  S1	  while	  they	  remain	  suppressive	  
when	   the	   neuron	   is	   unadapted.	   Moreover,	   while	   optimized	  multi-­‐whisker	   stimuli	  
was	  able	  to	  increase	  the	  firing	  rate	  of	  adapted	  neurons	  in	  L4	  and	  L5/6,	  firing	  in	  L2/3	  
was	   not	   significantly	   driven	   by	   optimized	   stimulus	   playback	   (Figure	   3.13c)	  









We	   developed	   a	   new	   approach	   for	   identifying	   receptive	   fields	   of	   barrel	   cortex	  
neurons	  based	  on	  intracellular	  recording	  that	   is	  an	  order	  of	  magnitude	  faster	  than	  
conventional	   techniques	  and	  can	  be	  applied	  even	  to	  sparsely	  spiking	  neurons.	  Our	  
results	   demonstrate	   that	   a	   linear	  model	   given	   an	   appropriate	   stimulus	   transform	  
can	   account	   for	   most	   of	   the	   predictable	   neural	   activity	   in	   rat	   barrel	   cortex.	   Our	  
STRFs	   revealed	   starkly	   different	   receptive	   fields	   from	   those	   obtained	   by	  
conventional	   stimuli.	   The	   surround	   receptive	   field,	   long	   thought	   to	   be	  
predominantly	  suppressive,	  becomes	  facilitatory	  during	  more	  natural	  conditions.	  
	  
Reverse	  correlation	  in	  S1	  
Our	   linear	   STRF	   model	   captured	   the	   correct	   subthreshold	   stimulus-­‐response	  
relationship	   for	   neurons	   in	   all	   cortical	   layers	   (Figure	   3.3).	   Auditory	   and	   visual	  
research	   have	   a	   long	   history	   of	   studying	   spiking	   receptive	   fields	   by	   reverse	  
correlation	   using	   both	   linear	   models	   and	   linear-­‐nonlinear	   Poisson	   models,	   yet	  
Figure	  3.13.	   	   Spiking	  responses	  are	  facilitated	  by	  the	  surround	  in	  adapted	  
neurons	   yet	   spiking	   remains	   sparse	   in	   superficial	   layers.	   A,	   	   Examples	   of	  
spiking	   neurons	   during	   the	   delivery	   of	   optimal	   stimuli	   in	   unadapted	   neurons	  
(left)	  and	  adapted	  neurons	  (right).	  B,	  Surround	  inputs	  facilitate	  the	  PW	  response	  
in	   adapted	   neurons	   but	   suppress	   the	   PW	   response	   in	   unadapted	   neurons	   (p	   =	  
0.02,	   0.30,	   respectively;	   two-­‐sided	   sign	   test).	   C,	   Evoked	   spiking	   activity	   in	  
adapted	   and	   unadapted	   neurons	   demonstrates	   that	   the	   PW	   alone	   is	   the	   most	  
effective	   driver	   of	   spiking	   activity	   in	   unadapted	   neurons	   but	   optimal	   multi-­‐
whisker	  stimuli	  are	  more	  effective	  in	  adapted	  neurons.	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similar	  approaches	  have	  seldom	  been	  employed	   in	   the	   somatosensory	  cortex.	  The	  
combination	  of	   intracellular	  recordings	  and	  a	  new	  multi-­‐whisker,	  multi-­‐directional	  
stimulator	   system	   allowed	   us	   to	   extensively	   sample	   the	   stimulus	   space	   and	   map	  
STRFs	  for	  neurons	  spanning	  the	  depths	  of	  an	  S1	  cortical	  column.	  	  
Our	   simple	   linear	  model	   of	   the	   stimulus-­‐response	   relationship	  was	   able	   to	  
account	   for	   73%	   of	   predictable	   synaptic	   input	   in	   all	   layers	   after	   an	   appropriate	  
stimulus	   transformation.	   Our	   data	   reveal	   that	   neurons	   receiving	   substantial	  
background	   synaptic	   input,	   particularly	   in	   L2	   and	   L5,	   are	   the	   most	   difficult	   to	  
predict	  (Figure	  3.3	  A,D).	  Isolating	  the	  neural	  noise	  from	  the	  predictable	  component	  
of	   the	   responses	   showed	   that	   the	   linear	   model	   works	   well	   in	   all	   layers.	   Thus,	  
nonlinear	   interactions	   cannot	   necessarily	   be	   inferred	   from	   poor	   linear	   model	  
performance,	  which	  may	  reflect	  neural	  noise	  that	  cannot	  be	  captured	  by	  the	  model.	  	  
The	   success	   of	   our	   linear	   model	   could	   be	   due	   to	   our	   use	   of	   intracellular	  
recording,	   which	   reveals	   additional	   information	   normally	   masked	   by	   the	   spike	  
generation	   nonlinearity	   and	   removal	   of	   noise	   inherent	   therein.	   However,	   linear	  
models	  like	  ours	  fail	  to	  predict	  subthreshold	  responses	  in	  auditory	  cortex	  (Machens,	  
Wehr	  et	  al.	  2004),	  predicting	  on	  average	  11%	  of	  the	  response	  variance	  when	  probed	  
with	   complex	   or	   naturalistic	   sound.	   Auditory	   cortex	   is	   particularly	   different	   from	  
somatosensory	   and	   visual	   cortex	   in	   terms	   of	   subthreshold	   membrane	   potential	  
dynamics	  (Hromadka,	  Deweese	  et	  al.	  2008,	  Constantinople	  and	  Bruno	  2011,	  Haider,	  
Hausser	   et	   al.	   2013).	   Future	   studies	   applying	   intracellular	   recording	   and	   linear	  
models	   to	   the	   visual	   system,	   which	   possesses	   dynamics	   more	   like	   that	   of	   barrel	  
cortex,	  will	  be	  particularly	  revealing.	  While	  subthreshold	  receptive	  fields	  in	  general	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may	   seem	   irrelevant	   as	   information	   is	   propagated	   by	   spike	   output	   rather	  
subthreshold	   input,	   ultimately	   the	   stimulus	   driving	   the	  maximal	   synaptic	   input	   is	  
the	  same	  stimulus	  driving	  spike	  output.	  
	   Another	   source	   of	   success	   in	   our	   model	   is	   that	   our	   method	   re-­‐represents	  
stimuli	  in	  a	  manner	  similar	  to	  their	  natural	  encoding	  at	  the	  periphery	  and	  by	  central	  
synapses.	   In	   the	  whisker	   system,	   primary	   afferents	   initially	   encode	   direction	   and	  
space	  using	  discrete	  clusters	  of	  mechanoreceptors	  around	  a	   limited	  circumference	  
of	   individual	   whisker	   follicles	   (Ebara,	   Kumamoto	   et	   al.	   2002).	   This	   code	   is	  
maintained	  using	  relatively	  labeled	  lines	  all	  the	  way	  from	  the	  periphery	  to	  primary	  
sensory	  cortex	  (Bruno,	  Khatri	  et	  al.	  2003,	  Minnery	  and	  Simons	  2003,	  Kwegyir-­‐Afful	  
and	  Keller	  2004,	  Bruno	  and	  Sakmann	  2006).	  We	  represented	  direction	  in	  45°	  bins,	  
similar	   to	   the	   half	  widths	   of	   neurons’	   directional	   tuning	   curves.	   If	  we	   had	   used	   a	  
standard	  Cartesian	  representation	  of	  direction,	  a	  nonlinear	  model	  would	  inevitably	  
be	  required	  for	  prediction	  because	  many	  neurons	  respond	  equally	  well	  to	  opposite	  
directions	  of	  motion	  but	  a	  linear	  model	  in	  a	  Cartesian	  representation	  would	  require	  
equal	   and	   opposite	   responses	   to	   opposite	   motion	   directions.	   Linear	   sensory	  
integration	   is	   consistent	  with	   active	   synaptic	   inputs	   being	   spatially	   or	   temporally	  
distributed	   across	  dendritic	   arbors	   (Polsky,	  Mel	   et	   al.	   2004,	  Varga,	   Jia	   et	   al.	   2011,	  
Longordo,	   To	   et	   al.	   2013).	   Models	   of	   other	   sensory	   modalities	   may	   benefit	   from	  
finding	  analogous	  stimulus	  representations	  encoded	  by	  presynaptic	  inputs	  in	  which	  
the	  stimulus-­‐response	  relationship	  can	  be	  estimated	  using	  linear	  methods	  (Ahrens,	  
Paninski	  et	  al.	  2008).	  	  
	   Finally,	   our	   stimuli	   were	   purposefully	   chosen	   to	   mimic	   the	   high-­‐velocity	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events	  common	  during	  natural	  whisking	  and	  thought	  important	  for	  sensation	  (Ritt,	  
Andermann	  et	  al.	  2008,	  Jadhav,	  Wolfe	  et	  al.	  2009).	  The	  stimuli	  were	  naturalistic	   in	  
their	  kinematics	  but	  stochastic	  (“white”)	  with	  regard	  to	  space,	  direction,	  and	  time,	  
allowing	  us	  to	  sample	  the	  relevant	  stimulus	  space	  for	  this	  system	  without	  bias	  while	  
keeping	  data	  collection	  and	  analysis	  tractable.	  Models	  built	  using	  white	  noise	  stimuli	  
in	  visual	  studies	  can	  be	  poor	  predictors	  of	   responses	   to	  natural	  stimuli	  containing	  
strong	   spatial	   correlations	   (Smyth,	   Willmore	   et	   al.	   2003).	   These	   effects	   are	  
sometimes	  due	  to	  correlations	  in	  the	  spatiotemporal	  structure	  of	  the	  stimuli	  (Jones	  
and	  Palmer	  1987)	  but	  are	  often	  caused	  by	  stimulation	  of	  the	  distant,	  subthreshold	  
surround	   (nonclassical	   receptive	   field)(Vinje	   and	  Gallant	  2002).	  Nonlinear	  models	  
may	   be	   required	   to	   predict	   S1	   neuronal	   responses	   to	   more	   correlated	   stimuli	  
encountered	   during	   natural	   whisker	   sensation.	   Because	   individual	   whisker	  
deflections	   in	   our	   study	   were	   independent	   and	   uncorrelated,	   pairwise	   (second-­‐
order)	  whisker	   interactions	   occurred	  more	   commonly	   than	   third-­‐	   or	   higher-­‐order	  
interactions.	   However,	   a	   quadratic	   model	   capable	   of	   capturing	   second-­‐order	  
interactions	  did	  not	  perform	  better	  than	  the	   linear	  model	  (Figure	  3.5).	  Significant	  
correlations	   between	   whiskers	   are	   not	   apparent	   from	   high-­‐speed	   videography	   of	  
behaving	   rats	   during	   texture	   discrimination(Ritt,	   Andermann	   et	   al.	   2008).	  
Nevertheless,	  additional	  studies	  exploring	  the	  statistics	  of	  natural	  whisker	  sensation	  
and	   investigating	   possible	   nonlinear	   stimulus-­‐response	   relationships	   for	   such	  
stimuli	  are	  needed.	  
	  
Coding	  in	  barrel	  cortex	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Rodents	   repetitively	   sweep	   all	   of	   their	   whiskers	   back	   and	   forth	   across	   surfaces	  
when	   exploring	   their	   environments	   (Mitchinson,	   Martin	   et	   al.	   2007).	   Our	   results	  
show	   that	   a	   major	   consequence	   of	   sustained	   multi-­‐whisker	   input	   during	   natural	  
whisking	  will	   be	   to	   dramatically	   sharpen	   receptive	   fields	   in	   terms	   of	   their	   spatial	  
extent	   and	   tighten	   the	   temporal	   latencies	   between	   whiskers	   (Figure	   3.8).	   For	  
example,	  L5	  thick-­‐tufted	  pyramidal	  neurons	  were	  equally	  well	  driven	  by	  almost	  all	  
whiskers	   when	   mapped	   with	   conventional	   single-­‐whisker	   stimuli	   as	   noted	  
previously	   (Manns,	   Sakmann	   et	   al.	   2004,	   de	  Kock,	   Bruno	   et	   al.	   2007)	   but	   became	  
highly	  focused	  on	  the	  PW	  during	  complex	  stimuli.	  In	  fact	  identifying	  the	  PW	  of	  this	  
cell	  type	  is	  very	  difficult	  using	  only	  single-­‐whisker	  stimuli.	  The	  switch	  in	  coding	  with	  
repetitive	  whisking	  may	  be	  especially	  important	  for	  corticofugal	  cells	  such	  as	  those	  
in	   L5	   that	   signal	   numerous	   subcortical	   structures	   (i.e.,	   thalamus,	   striatum,	   spinal	  
cord,	  brainstem,	  superior	  colliculus).	  	  
	   Previous	   laminar	   analyses	   in	   visual	   cortex	   showed	   that	   thalamorecipient	  
layers,	   such	   as	   L4	   and	   L6,	   possess	   simple	   receptive	   fields	   reminiscent	   of	   their	  
thalamic	   inputs	   (Martinez,	   Wang	   et	   al.	   2005).	   Recently,	   we	   discovered	   that	  
thalamocortical	   synapses	   converge	   even	   more	   densely	   onto	   L5	   thick-­‐tufted	  
pyramidal	  neurons	  than	  L6	  cells	  (Constantinople	  and	  Bruno	  2013),	  but	  our	  results	  
here	   demonstrate	   that	   thick-­‐tufted	   cells	   nevertheless	   possess	   more	   complex	  
receptive	  fields	  than	  L6.	  This	  likely	  reflects	  local,	  rather	  than	  thalamocortical,	  circuit	  
differences	   in	   the	   two	   layers.	   This	   disparity	   also	   underscores	   the	   challenge	   in	  
inferring	  connectivity	  from	  receptive	  fields	  and	  vice	  versa.	  
	   In	  contrast	  to	  L5,	  coding	  in	  superficial	  layers	  has	  been	  particularly	  difficult	  to	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study	   (Estebanez,	   El	   Boustani	   et	   al.	   2012).	   This	   stems	   from	   the	   sparse	   activity	   in	  
L2/3	  under	  a	  variety	  of	  conditions	  (de	  Kock,	  Bruno	  et	  al.	  2007,	  O'Connor,	  Peron	  et	  
al.	  2010,	  Barth	  and	  Poulet	  2012,	  Constantinople	  and	  Bruno	  2013).	  Conceivably,	  the	  
effective	   stimuli	   for	  L2/3	  barrel	   cortex	  neurons	  have	  been	  previously	  missed.	  Our	  
study	   is	   the	   first	   able	   to	   explore	   a	   large	   stimulus	   space	   for	   L2/3	   despite	   its	  
seemingly	   low	   firing	   rates.	   Our	   data	   show	   that	   optimized	   stimuli	   for	   activating	  
synapses	  onto	  L2/3	  cells	  are	  very	  similar	  to	  those	  for	  other,	  more	  robustly	  spiking	  
layers	   (Figure	   3.8A),	   but	   still	   do	   not	   reliably	   drive	   L2/3	   to	   threshold	   (Figure	  
3.13C).	   Impoverished	  stimuli	  are	   therefore	  unlikely	   to	  explain	  previous	  reports	  of	  
sparse	   firing	   in	   L2/3.	   The	   activity	   of	   L2/3,	   rather	   than	   being	   highly	   selective	   for	  
stimuli,	   may	   be	   gated	   by	   top-­‐down	   and/or	   neuromodulatory	   inputs	   present	   only	  
during	  active	  behavior	  or	  may	  be	  a	  sparse	  coding	  system	  under	  all	  conditions.	  
	  
The	  role	  of	  surround	  receptive	  fields	  
Complex	  stimuli	  induced	  a	  tonic	  depolarization	  in	  all	  layers	  (Figure	  3.10).	  Further	  
studies	   are	   needed	   to	   determine	   whether	   this	   reflects	   the	   number	   of	   whiskers	  
stimulated	  or	  a	  general	  activation	  of	  the	  cortical	  network.	  During	  these	  depolarized	  
steady-­‐state	   conditions,	   all	   whiskers	   evoked	   smaller	   PSPs	   than	   at	   stimulus	   onset.	  
Counterintuitively,	   the	   surround	   receptive	   field	   under	   steady-­‐state	   conditions	  
facilitated	   responses	   to	   the	   principal	   whisker,	   contrary	   to	   the	   well-­‐established	  
surround	  suppression	  observed	  in	  numerous	  studies	  of	  barrel	  cortex	  (Simons	  1985,	  
Brumberg,	  Pinto	  et	  al.	  1996,	  Higley	  and	  Contreras	  2005,	  Drew	  and	  Feldman	  2007,	  
Hirata	   and	   Castro-­‐Alamancos	   2008).	   Previous	   studies	   have	   demonstrated	   that	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surround	  suppression	  between	  pairs	  of	  whisker	  deflections	  at	   fixed	   latencies	  does	  
not	  derive	  from	  hyperpolarizing	  or	  shunting	  inhibition(Higley	  and	  Contreras	  2003,	  
Higley	  and	  Contreras	  2007),	  but	  rather	  reduced	  synaptic	  input.	  Synaptic	  depression	  
at	   the	   thalamocortical	   and	   corticocortical	   synapses	   as	   well	   as	   reduced	   cellular	  
driving	  force	  may	  contribute	  to	  this	  adaptation(Chung,	  Li	  et	  al.	  2002,	  Katz,	  Heiss	  et	  
al.	  2006,	  Cohen-­‐Kashi	  Malina,	  Jubran	  et	  al.	  2013).	  Our	  results	  not	  only	  confirm	  such	  
observations	   regarding	   initial	   transient	   responses	   but	   also	   demonstrate	   that	  
persistently	   adapted	   conditions	   render	   the	   integration	   of	   whisker	   inputs	   more	  
nearly	   linear	   relative	   to	   unadapted	   conditions,	   allowing	   surround	   facilitation	  
(Figure	  3.11).	  
Adaptation	  may	  allow	  neurons	  to	  transition	  from	  simple	  detectors	  of	  stimuli	  
to	  discriminators	  of	  stimuli	  (Moore	  and	  Nelson	  1998,	  Fanselow	  and	  Nicolelis	  1999,	  
Wang,	  Webber	  et	  al.	  2010).	  Consistent	  with	  this,	  the	  spatial	  and	  temporal	  extent	  of	  
STRFs	   was	   reduced	   by	   adaptation,	   enhancing	   the	   acuity	   of	   individual	   neurons	  
(Figure	   3.8).	   Additionally,	   adaptation	   allowed	   multi-­‐whisker	   stimuli	   to	   more	  
effectively	   drive	   responses	   than	   the	   PW	   alone	   (Figure	   3.13).	   Adaptation	   may	  
therefore	   allow	   neurons	   in	   S1	   to	   discriminate	   between	   complex	   shapes	   during	  
active	   tactile	   exploration	   employing	   multiple	   whiskers,	   yet	   still	   serve	   as	  
indiscriminate	  detectors	  of	  salient	  stimuli	  when	  not	  actively	  exploring.	  Our	  results	  
imply	   that	   adaptation	   brought	   about	   by	   repetitive	  whisking	  might	   be	   required	   to	  
behaviorally	   discriminate	   complex	   shapes	   and/or	   textures.	   Behavioral	   studies	  
examining	   the	   effect	   of	   adaptation	  on	  detection	  versus	  discrimination	  are	  needed.	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Additionally,	  models	  that	  explicitly	  incorporate	  adaptation	  are	  likely	  to	  be	  the	  best	  
predictors	  of	  neural	  responses	  in	  barrel	  cortex	  to	  arbitrary	  and	  natural	  stimuli.	  	  	  
	  
Conclusion	  
By	   exploiting	   the	   information	   available	   through	   whole-­‐cell	   recordings,	   combined	  
with	   a	   novel	   multi-­‐whisker	   stimulator	   system,	   we	   have	   been	   able	   to	   explore	   the	  
sensitivity	   of	   neurons	   to	   stimuli	   varying	   in	   space,	   direction,	   and	   time	   by	   reverse	  
correlation.	   A	   simple	   linear	   model	   predicted	   neural	   activity	   with	   unprecedented	  
accuracy.	   By	   this	   method,	   STRFs	   could	   be	   rapidly	   determined	   for	   neurons	   in	   all	  
layers	   of	   barrel	   cortex,	   including	   those	   firing	   few	   or	   no	   spikes.	   These	   differ	   from	  
receptive	   fields	   based	   on	   conventional	   stimuli.	   Moreover,	   this	   revealed	   that	   the	  
surround	   receptive	   fields	   during	   natural	   whisking	   behaviors,	   long	   thought	   to	   be	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This	   thesis	   investigated	  structural	  and	   functional	  properties	  of	  sensory	  processing	  
within	   the	   laminar	   architecture	  of	   a	   rodent	  barrel	   column.	   In	  Chapter	  2	  we	   found	  
that	   thalamocortical	   axons	   remain	  plastic	   in	   adult	   animals.	   Plasticity	   of	   individual	  
thalamocortical	  neurons	  was	  topographically	  specific,	  pronounced	  in	  L4	  yet	  largely	  
absent	  in	  the	  septa,	  suggesting	  that	  plasticity	  is	  driven	  by	  focal	  interactions	  and	  local	  
circuit	  dynamics.	  Sensory	  deprivation	   in	  adult	  animals	   increased	   the	  synchrony	  of	  
L4	  neurons	  without	  changing	  the	  evoked	  firing	  rates	  of	  individual	  cells,	  providing	  a	  
potential	  explanation	  for	  why	  previous	  functional	  studies	  of	  L4	  did	  not	  detect	  adult	  
plasticity.	   In	   Chapter	   3,	   we	   developed	   an	   approach	   to	   study	   the	   spatiotemporal	  
receptive	   fields	  of	  barrel	   cortex	  neurons	   that	   can	  be	  applied	  even	   to	  neurons	   that	  
fire	   few	   or	   no	   action	   potentials.	   We	   produced	   the	   first	   visualizations	   of	  
spatiotemporal	  receptive	  fields	   for	  neurons	   in	  the	  different	   layers	  of	  barrel	  cortex.	  
Furthermore,	   we	   demonstrated	   that	   sensory	   surrounds	   of	   barrel	   cortex	   neurons,	  
long	   thought	   to	   be	   suppressive,	   are	   in	   fact	   facilitatory	   during	   adaptation	   to	  
sustained	  stimuli.	  	  
In	   the	   rest	   of	   this	   chapter	   I	  will	   discuss	   some	   implications	   of	   this	  work,	   as	  
well	  as	  caveats	  of	  the	  respective	  studies	  and	  also	  exciting	  avenues	  for	  future	  work.	  	  
First,	   regarding	   Chapter	   2,	   the	   ability	   for	   layer	   4	   neurons	   to	   maintain	   the	   same	  
sensory	  evoked	   rate	   in	   the	   face	  of	   such	   robust	   structural	  plasticity	   is	   surprising.	   I	  
discuss	   ways	   of	   reconciling	   these	   structural	   and	   physiological	   findings	   and	  
implications	   of	   this	   phenomenon.	   Additionally,	   plasticity	   of	   thalamocortical	   axons	  
was	   layer	   specific,	  with	   robust	   changes	   in	   L4	   yet	  more	  moderate	   plasticity	   in	   L5.	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This	   observation	   may	   speak	   to	   the	   differences	   in	   the	   coding	   properties	   of	   these	  
separate	   pathways.	   For	   Chapter	   3	   I	   discuss	   the	   novelty	   of	   our	   spatiotemporal	  
receptive	  fields	  in	  the	  context	  of	  previous	  studies,	  many	  of	  which	  have	  approached	  
the	  same	  question	  in	  a	  piece-­‐meal	  fashion.	  The	  use	  of	  reverse	  correlation	  methods	  
used	  here	  allowed	  us	  to	  develop	  a	  coherent	  description	  of	  spatiotemporal	  response	  
properties	  of	  barrel	   cortex	  neurons	  during	  more	  ethologically	   relevant	  conditions.	  
Yet	  few	  studies	  have	  been	  carried	  out	  to	  explicitly	  estimate	  the	  statistics	  of	  natural	  
whisker	   inputs	   during	   rodent	   exploration.	   I	   discuss	   caveats	   of	   the	   stimuli	   used	   in	  
our	   study,	   as	   well	   as	   ways	   of	   exploiting	   different	   stimuli	   to	   gain	   a	   further	  
understanding	  of	  neural	   response	  properties	   in	   S1.	   I	   then	  discuss	   a	  novel	   role	   for	  
adaptation	   that	   was	   revealed	   by	   our	   studies,	   specifically	   considering	   the	  
implications	   for	   sensory	   coding.	   Finally,	   I	   consider	   the	   spatiotemporal	   receptive	  
fields	  of	  neurons	  in	  S1	  within	  the	  context	  of	  the	  canonical	  microcircuit	  and	  the	  serial	  
model	   of	   information	   processing,	   and	   discuss	   what	   our	   results	   might	   mean	   for	  
sparse	  firing	  of	  L2/3	  neurons.	  	  	  
	  
Thalamocortical	  plasticity	  in	  adult	  animals	  
Homeostatic	  plasticity:	  reconciling	  structural	  and	  function	  plasticity	  
	   In	  chapter	  2	  we	  showed	  robust	  structural	  plasticity	  in	  thalamocortical	  axons	  
of	  adult	  animals	  following	  whisker	  deprivation	  paradigms.	  Ours	  was	  the	  first	  study	  
to	  demonstrate	  this	  plasticity	  at	  the	  level	  of	  single	  neurons	  in	  barrel	  cortex.	  Whisker	  
deprivation	  paradigms	   that	   induced	   robust	   thalamocortical	  plasticity	  did	  not	  have	  
concomitant	  decreases	   in	  the	  evoked	  firing	  rate	  of	  L4	  neurons.	  Previous	  studies	  of	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adult	   plasticity	   in	   barrel	   cortex	   have	   similarly	   reported	   that	   sensory	   experience	  
during	  adulthood	  has	  little	  or	  no	  effect	  on	  the	  receptive	  fields	  of	  neurons	  in	  cortical	  
layer	  4	  (L4)	  (Fox	  2002,	  Feldman	  and	  Brecht	  2005).	  This	  may	  be	  the	  principal	  reason	  
thalamocortical	  plasticity	  has	  been	  assumed	  absent	  in	  the	  whisker-­‐barrel	  system	  of	  
adult	  animals.	  Our	  results	  demonstrate	  that	  structural	  plasticity	  cannot	  necessarily	  
be	   inferred	   on	   the	   basis	   of	   physiological	   findings	   alone.	   Additionally,	   the	  
maintenance	   of	   a	   baseline	   evoked	   firing	   rate	   in	   L4	   neurons	   following	   a	   37%	  
reduction	   in	   thalamocortical	   enervation	   is	   suggestive	  of	   homeostatic	   regulation	  of	  
firing	  rate.	  	  
	   Evidence	  from	  several	  systems	  and	  preparations	  has	  accumulated	  to	  suggest	  
that	  the	  nervous	  system	  possesses	  homeostatic	  mechanisms	  that	  regulate	  the	  rate	  of	  
firing	   for	   individual	   neurons	   and	   networks.	   For	   instance,	   blocking	   inputs	   to	   the	  
vertebrate	   spinal	   cord	   transiently	   abolishes	   spontaneous	   activity	   in	   sensory	  
neurons,	  but	  this	  activity	  recovers	  over	  days	  (Chub	  and	  O’Donovan	  1998).	  The	  slow	  
time-­‐scale	   of	   recovery	   is	   consistent	   with	   homeostatic	   rather	   than	   network	  
mechanisms,	  which	  would	   be	   rapid.	   In	   hippocampal,	   cortical,	   and	   spinal	   cultures,	  
neurons	   have	   been	   shown	   to	   maintain	   a	   steady-­‐state	   firing	   rate	   by	   rescaling	   the	  
strength	  of	   their	  synaptic	   inputs	   in	   the	   face	  of	   increased	  or	  decreased	  background	  
activity	  (Lissin,	  Gomperts	  et	  al.	  1998,	  O’Brien,	  Kamboj	  et	  al.	  1998,	  Watt,	  van	  Rossum	  
et	   al.	   2000).	   This	   homeostatic	   regulation	   can	   conceivably	   be	   achieved	   through	   a	  
number	  of	  mechanisms	   including	  altering	   the	  balance	  of	   excitation	  and	   inhibition,	  
increasing	  or	  decreasing	  the	  strength	  of	  individual	  synapses,	  or	  regulating	  numbers	  
of	  postsynaptic	  receptors	  or	  channels.	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The	  mean	  evoked	  firing	  rate	  of	  neurons	  in	  L4	  following	  whisker	  deprivation	  
was	   not	   significantly	   altered	   in	   our	   study.	   Simultaneous	   extracellular	   recordings	  
from	  pairs	  of	  neurons	  in	  L4	  were	  used	  to	  measure	  the	  synchronous	  activity	  between	  
L4	   neurons.	   Measures	   of	   synchrony	   could	   conceivably	   be	   used	   to	   measure	   the	  
common	  inputs	  that	  pairs	  of	  neurons	  are	  receiving	  from	  divergent	  axons	  and	  might	  
therefore	  be	  expected	  to	  drop	  in	  the	  face	  of	  decreasing	  common	  enervation.	  To	  our	  
surprise,	   both	   cross-­‐correlograms	   and	   coherence	   analysis	   revealed	   increased	  
synchronous	   activity	   in	   pairs	   of	   L4	   neurons	   following	   sensory	   deprivation.	   Near-­‐
synchronous	   events	   in	   a	   “raw”	   cross-­‐correlograms	   can	   result	   from	   a	   pair	   of	   cells	  
receiving	   shared	   common	   input(s)	   or	   being	   embedded	   in	   independent	   circuits	  
whose	   activity	   is	   transiently	   modulated	   by	   the	   same	   stimulus.	   We	   therefore	  
removed	   the	   stimulus-­‐induced	   correlation	   using	   a	   “shift-­‐corrector”	   to	   reveal	   an	  
estimate	   of	   the	   synchronous	   activity	   resulting	   from	   synapses	   deriving	   from	   the	  
same	  divergent	  axons.	  	  
Significant	  shared	  inputs	  occurred	  in	  13	  out	  of	  23	  (57%)	  control	  pairs	  and	  12	  
out	   of	   26	   (46%)	   trimmed	   pairs.	   Peak	   responses	   above	   the	   shift	   corrector	   were	  
significantly	  stronger	  in	  the	  trimmed	  pairs,	  suggesting	  that	  common	  inputs	  may	  be	  
strengthened	   following	   whisker	   deprivation.	   Homeostatic	   strengthening	   of	  
corticocortical	   synapses	  and/or	  unpruned	   thalamocortical	   synapses	   could	  account	  
for	   these	   results	   but	   minimal	   stimulation	   experiments	   or	   paired	   intracellular	  
recordings	  would	  be	   required	   for	  verification.	   	  A	   recent	   study	  performed	  minimal	  
stimulation	   of	   thalamocortial	   axons	   in	   adult	   animals	   following	   lesions	   of	   the	  
trigeminal	   nerve	   and	   demonstrated	   increased	   unitary	   synaptic	   inputs	   onto	   L4	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neurons	  of	  barrel	  cortex	  (Yu,	  Chung	  et	  al.	  2012).	  These	  results	  suggest	  that	  following	  
sensory	   deprivation,	   thalamocortical	   axons	   degenerate	   but	   the	   remaining	  
thalamocortical	   inputs	   to	   an	   individual	   L4	   neuron	   may	   become	   strengthened.	  
Synchrony	   is	   known	   to	   propagate	   in	   neural	   networks	   (Reyes	   2003)	   and	   these	  
results	   do	   not	   preclude	   the	   possibility	   of	   increased	   thalamic	   synchrony	   driving	  
increased	   synchrony	   in	   L4.	   Therefore	   future	   studies	   are	   needed	   to	   determine	  
whether	  increased	  synchrony	  in	  L4	  neurons	  follows	  a	  parallel	  increase	  in	  synchrony	  
of	   thalamic	   neurons.	   Nevertheless,	   the	   interaction	   of	   axonal	   remodeling	   and	  
synaptic	   rescaling	   appears	   to	   be	   at	   play	   in	   the	   maintenance	   and	   homeostasis	   of	  
neuronal	  activity	  in	  cortical	  networks.	  	  
	  
Topographic	  specificity:	  what	  do	  layer	  specific	  differences	  tell	  us?	  	  
	   By	   investigating	   plasticity	   in	   single	   neurons	   we	   were	   able	   to	   demonstrate	  
that	   axonal	   remodeling	   following	   sensory	   deprivation	   is	   not	   a	   cell	   autonomous	  
process	  applied	  equally	  to	  all	  branches	  of	  the	  axonal	  tree,	  but	  an	  activity	  dependent	  
process	   that	   depends	   on	   interplay	  with	   the	   local	   circuit.	   Thalamocortical	   changes	  
were	  mainly	   localized	   to	   L4	  despite	   substantial	   thalamocortical	   projections	   to	   the	  
infragranular	  layers	  and	  septum.	  Why	  might	  thalamocortical	  input	  to	  infragranular	  
layers	   be	   maintained	   while	   inputs	   to	   L4	   are	   dramatically	   remodeled?	   Different	  
degrees	   of	   plasticity	   may	   be	   indicative	   of	   the	   unique	   needs	   and	   functions	   of	   the	  
different	   layers.	   It	   has	   been	   suggested	   that	   the	   deeper	   layers	   of	   cortex	   may	  
represent	  a	  more	  primitive	  processing	  unit	  than	  the	  phylogenetically	  “newer”	  outer	  
cortex.	   As	   higher	   order	   species	   have	   evolved	   larger	   brains,	   the	   size	   of	   the	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infragranular	   layers	   has	   remained	   relatively	   constant	  while	   the	   outer	   layers	   have	  
expanded	   (Molnár,	  Métin	   et	   al.	   2006).	   The	   supragranular	   layers	  may	   therefore	  be	  
required	  for	  more	  complex	  cognitive	  tasks	   involving	  working	  memory	  or	   learning,	  
whereas	  infragranular	  layers	  may	  constitute	  an	  older	  circuit	  involved	  in	  more	  basic	  
processes.	   Direct	   thalamic	   inputs	   to	   infragranular	   neurons	   that	   in-­‐turn	   project	   to	  
subcortical	  structures	  may	  be	   involved	   in	   fast	  cortical	  behavioral	  reflex	   loops.	  The	  
maintenance	   of	   these	   rudimentary,	   perhaps	   even	   instinctive,	   reflex	   loops	  may	   be	  
essential	   for	   basic	   animal	   behavior	   and	   may	   therefore	   be	   more	   resistant	   to	  
plasticity.	  	  
	  
Spatiotemporal	  processing	  in	  rodent	  barrel	  cortex	  
In	   chapter	   3	   of	   this	   thesis	   we	   combined	   a	   novel	   multi-­‐whisker,	   multi-­‐
directional	   stimulator	   system	   with	   intracellular	   recordings	   to	   show	   arguably	   the	  
first	   true	   spatiotemporal	   receptive	   fields	   for	   neurons	   in	   barrel	   cortex.	   Previous	  
approaches	  to	  this	  same	  question	  have	  been	  limited	  in	  scope	  –	  moving	  only	  a	  single	  
or	   a	   few	   whiskers	   simultaneously	   (Armstrong‐James	   and	   Fox	   1987,	   Moore	   and	  
Nelson	  1998,	  Ghazanfar	  and	  Nicolelis	  1999).	  These	  studies	  inferred	  spatiotemporal	  
response	  properties	  by	  averaging	  the	  activity	  of	  single	  whisker	  responses	  separated	  
in	  space	  and	  time,	  and	  assuming	  a	  static	   linear	  behavior	  of	  neurons.	   	  As	   I	  show	  in	  
chapter	  3,	  presentation	  of	  continuous	  spatiotemporally	  complex	  stimuli	  will	  induce	  
strong	   nonlinearities	   in	   neural	   responses,	   the	   greatest	   of	   which	   is	   adaptation.	   By	  
ignoring	   the	  effects	  of	  adaptation	  previous	   studies	  dramatically	  overestimated	   the	  
spatial	  extent	  of	   receptive	   fields,	  as	  well	  as	   the	   temporal	  relationship	  between	  the	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principal	  whisker	  and	  the	  surround	  (Brecht	  and	  Sakmann	  2002,	  Brecht,	  Roth	  et	  al.	  
2003,	  Manns,	  Sakmann	  et	  al.	  2004,	  de	  Kock,	  Bruno	  et	  al.	  2007).	  	  	  
Some	   notable	   studies	   have	   designed	   and	   applied	   complex	   multi-­‐whisker	  
stimuli	  (Ego-­‐Stengel,	  Mello	  e	  Souza	  et	  al.	  2005,	  Drew	  and	  Feldman	  2007,	  Hirata	  and	  
Castro-­‐Alamancos	  2008,	  Jacob,	  Le	  Cam	  et	  al.	  2008)	  yet	  these	  groups	  were	  often	  not	  
capable	  of	  performing	  reverse	  correlation	  and	  therefore	  had	  to	  predict	   in	  advance	  
the	  relevant	  stimulus	  dimensions	  that	  might	  drive	  neural	  responses.	  These	  studies	  
often	   showed	   contradictory	   phenomenology	   of	   response	   properties.	   For	   instance,	  
stimulating	   the	   surround	   whiskers	   and	   the	   principal	   whiskers	   nearly	  
simultaneously	  has	  been	  shown	  to	  both	  suppress	  (Simons	  1985,	  Brumberg,	  Pinto	  et	  
al.	   1996,	  Higley	   and	  Contreras	  2005,	  Drew	  and	  Feldman	  2007,	  Hirata	   and	  Castro-­‐
Alamancos	   2008),	   and/or	   facilitate	   (Shimegi,	   Ichikawa	   et	   al.	   1999,	   Ego-­‐Stengel,	  
Mello	   e	   Souza	   et	   al.	   2005)	   responses	   of	   neurons	   in	   barrel	   cortex.	   By	   relying	   on	  
reverse	   correlation	   approaches	   outlined	   in	   Chapter	   3,	   we	   have	   been	   capable	   of	  
reconciling	   many	   seemingly	   contradictory	   results	   of	   previous	   papers	   and	  
furthermore	  shown	  receptive	  fields	  for	  neurons	  during	  more	  ethologically	  relevant	  
spatiotemporally	  complex	  stimuli.	  	  
	  
Natural	  vs.	  Unnatural:	  A	  discussion	  of	  the	  stimulus	  and	  modeling	  
	  	   Many	  aspects	  of	  sensory	  processing,	   from	  receptor	   transduction,	   to	  cortical	  
feature	   encoding	   are	   likely	   to	   be	   optimally	   suited	   to	   processing	   signals	   with	  
statistics	   resembling	   those	   found	   in	   nature	   (Barlow	   1961).	   Models	   of	   sensory	  
responses	   that	   are	   constructed	   using	   traditional	   “white	   noise-­‐like”	   stimuli	   have	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often	  failed	  to	  capture	  response	  properties	  of	  neurons	  to	  natural	  scenes	  (David	  and	  
Gallant	  2005).	  While	  efforts	  have	  been	  made	  to	  understand	  the	  statistics	  of	  natural	  
scenes,	  particularly	  for	  the	  visual	  system	  (Simoncelli	  and	  Olshausen	  2001),	  models	  
that	   describe	   the	   responses	   to	   uncorrelated	   stimuli	   drawn	   from	   a	   Gaussian	  
distribution	  remain	  much	  more	  accurate	  than	  those	  that	  use	  natural	  stimuli.	  There	  
are	   two	   main	   reasons	   for	   this	   failure.	   The	   first	   is	   that	   natural	   stimuli	   are	   highly	  
correlated	   and	   distinguishing	   the	   stimulus	   correlations	   that	   are	   inherent	   to	   the	  
stimulus	   from	   those	   that	   induced	   neural	   responses	   is	  mathematically	   challenging.	  
The	  second	  is	  that	  neurons	  may	  be	  specifically	  adapted	  to	  detecting	  correlations	  in	  
the	   natural	   world	   and	   the	   application	   of	   natural	   stimuli	   may	   induce	   strong	  
nonlinearities	  that	  require	  more	  complicated	  models	  in	  order	  to	  be	  fit.	  Application	  
of	  natural	  stimuli	  in	  the	  analysis	  of	  receptive	  fields	  therefore	  remains	  a	  challenge	  in	  
every	  sensory	  system.	  Nonetheless,	  the	  gold	  standard	  in	  sensory	  neurosciences	  is	  to	  
construct	   predictive	  models	   that	   are	   able	   to	   predict	   the	   behavior	   of	   neurons	   and	  
neural	  populations	  to	  any	  arbitrary	  stimulus.	  
	   The	  great	  challenge	  of	  performing	  studies	  on	  natural	  stimuli	   in	  the	  whisker	  
system	  is	  that	  the	  field	  still	  does	  not	  have	  a	  good	  idea	  for	  what	  natural	  stimuli	  in	  the	  
whisker	   system	   look	   like.	   While	   the	   whisking	   behavior	   of	   rodents	   in	   the	   natural	  
environment	   has	   been	   well	   characterized	   (Carvell	   and	   Simons	   1990)	   and	   the	  
statistics	  of	  single	  whisker	  movements	  and	  their	  sensitivity	  to	  high	  velocity	  “stick-­‐
slip”	  events	  is	  known	  (Ritt,	  Andermann	  et	  al.	  2008,	  Jadhav,	  Wolfe	  et	  al.	  2009),	   it	   is	  
still	   not	   known	   to	  what	   degree	  multi-­‐whisker	   correlations	   exist	   in	   space	   or	   time.	  
Contacts	  with	  physical	  surfaces	  are	  likely	  to	  exhibit	  varied	  degrees	  of	  correlated	  and	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uncorrelated	  behavior	  (see	  Figure	  3	  of	  Ritt	  et	  al.	  2008).	  Whisker	  tracking	  using	  high-­‐
speed	   videography	   remains	   a	   challenge	   for	  more	   than	   2	  whiskers	   simultaneously	  
(Clack,	   O'Connor	   et	   al.	   2012).	   Therefore,	   we	   still	   lack	   knowledge	   of	   what	   the	  
statistics	   of	   multiwhisker	   contacts	   look	   like	   in	   naturally	   behaving	   rodents.	   Until	  
then,	   unnatural	   stimuli,	   whether	   uncorrelated	   (as	   we	   use	   here)	   or	   correlated	  
(Estebanez,	  El	  Boustani	  et	  al.	  2012),	  will	  remain	  essential	  for	  forming	  foundational	  
models	  of	  response	  properties	  of	  barrel	  cortex	  neurons.	  	  
	   In	   Chapter	   3	  we	   used	   an	   input-­‐nonlinearity	  model	   (Ahrens,	   Paninski	   et	   al.	  
2008)	  to	  accurately	  capture	  the	  stimulus-­‐response	  function	  of	  neurons	  in	  S1.	  Future	  
studies	   that	   apply	   correlated	   stimuli	  will	   be	   informative	   in	   addressing	  where	   and	  
how	  our	  model	  breaks	  down	   in	   the	  presence	  of	  stronger	  correlations.	  Preliminary	  
evidence	  suggests	  that	  stimuli	  containing	  higher	  order	  correlations	  will	  still	  be	  well	  
captured	  by	  a	   linear	  model	  (Chapter	  3).	  For	  instance	  higher	  frequency	  stimuli	  that	  
necessarily	   contain	   greater	   occurrences	   of	   higher-­‐order	   interactions	   (3+	  whiskers	  
moving	  simultaneously)	  were	  still	  extremely	  will	  fit	  using	  our	  linear	  model	  (Figure	  
3.6).	  Indeed	  the	  main	  nonlinearity	  resulting	  from	  increased	  frequency	  of	  stimulation	  
was	  adaptation,	  perhaps	  analogous	  to	  contrast	  normalization	  observed	  in	  the	  visual	  
system	   (Carindini	   and	  Heeger,	  1998).	   Introducing	  adaptation	   terms	   into	   stimulus-­‐
response	   models	   of	   barrel	   cortex	   neurons	   will	   more	   accurately	   generalize	   to	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Switching	  coding	  schemes:	  adaptation	  allows	  for	  discrimination	  vs.	  detection.	  	  
	  	   Adaptation	  to	  periodic	  stimuli	  is	  a	  well-­‐studied	  phenomenon	  in	  barrel	  cortex	  
(Simons	  1983,	  Sosnik,	  Haidarliu	  et	  al.	  2001,	  Castro-­‐Alamancos	  2002,	  Chung,	  Li	  et	  al.	  
2002,	  Khatri,	  Hartings	  et	  al.	  2004,	  Moore	  2004,	  Derdikman,	  Yu	  et	  al.	  2006,	  Webber	  
and	  Stanley	  2006).	  The	  majority	  of	  these	  studies	  have	  focused	  on	  the	  phenomenon	  
of	   surround	   suppression	   (Simons	   1983,	   Sosnik,	   Haidarliu	   et	   al.	   2001,	   Khatri,	  
Hartings	   et	   al.	   2004,	   Moore	   2004,	   Derdikman,	   Yu	   et	   al.	   2006)	   with	   some	   studies	  
demonstrating	   that	   the	   ability	   of	   the	   surround	   to	   suppress	   responses	   weakens	  
during	   repetitive	   or	   continuous	   stimuli	   (Ego-­‐Stengel,	   Mello	   e	   Souza	   et	   al.	   2005,	  
Webber	  and	  Stanley	  2006,	  Higley	  and	  Contreras	  2007).	  These	  studies	  suggest	   that	  
surround	   suppression	   diminishes	   in	   the	   face	   of	   adaptation	   yet	   no	   studies	   have	  
experimentally	  observed	   the	  changes	   in	  spatiotemporal	   receptive	   fields	   that	  occur	  
as	  a	  consequence	  of	  adaptation.	  
In	   chapter	   3	   of	   this	   thesis	   we	   demonstrate	   that	   adaptation	   to	   continuous	  
stimulation	  of	  multiple	  whiskers	  sharpens	  the	  spatial	  resolution	  of	  spatiotemporal	  
receptive	   fields	   while	   allowing	   the	   surround	   to	   facilitate	   rather	   than	   suppress	  
responses.	   We	   saw	   no	   evidence	   for	   hyperpolarizing	   inhibition	   or	   surround	  
suppression.	  Furthermore,	  we	  demonstrated	  that	  adaptation	  in	  the	  form	  of	  a	  tonic	  
depolarization	   renders	   the	   summation	   of	   synaptic	   input	   more	   nearly	   linear	   and	  
allows	  the	  surround	  to	  facilitate	  the	  response	  to	  the	  principal	  whisker.	  This	  switch	  
in	   coding	  may	   allow	  neurons	   to	  discriminate	   complex	   shapes	   and	   textures	  during	  
natural	   sensing,	   similar	   to	   the	   increased	   discrimination	   of	   intensities	   (velocities)	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observed	   followed	   adaptation	   to	   single	   whisker	   deflections	   (Wang,	  Webber	   et	   al.	  
2010).	  	  
Several	  features	  of	  this	  neural	  adaptation	  are	  ripe	  for	  future	  investigation.	  	  In	  
the	   visual	   system	   the	   first	   two	   statistical	  moments	   of	   the	   intensity	   distribution	   of	  
visual	  scenes	  –	  mean	  intensity	  and	  contrast	  –	  are	  of	  particular	  importance	  for	  rapid	  
adaptation	  (Rieke	  and	  Rudd	  2009).	   It	  will	  be	   interesting	   to	  study	  what	   features	  of	  
whisker	  stimuli	  –	  velocity,	  frequency,	  or	  number	  of	  whiskers	  –	  are	  most	  important	  
for	   the	   type	   of	   adaptation	   observed	   in	   Chapter	   3.	   Furthermore,	   adaptation	   to	  
stimulus	   features	   depends	   on	   the	   temporal	   and	   spatial	   sampling	   mechanisms	   of	  
neurons.	  The	  statistics	  of	  natural	  stimuli	   fluctuate	   in	   time	  and	  are	  unlikely	   to	  ever	  
reach	  steady-­‐state	  conditions.	  	  It	  will	  therefore	  be	  important	  to	  study	  adaptation	  of	  
neurons	   to	  natural	  stimuli	   in	  order	   to	  characterize	   the	  properties	  of	   temporal	  and	  
spatial	   sampling	   of	   the	   whisker-­‐barrel	   system	   (Maravall,	   Petersen	   et	   al.	   2007).	  
Finally,	  what	   are	   the	  neural	   sources	  of	   adaptation?	  Future	   recordings	   in	   thalamus	  
and	  brainstem	  will	  be	  useful	  for	  determining	  whether	  adaptation	  is	  of	  cortical	  origin	  
or	   whether	   it	   originates	   at	   the	   level	   of	   the	   sensory	   receptors,	   brainstem,	   or	  
thalamus.	  	  
	  
Layer	  specific	  cortical	  responses:	  evidence	  for	  and	  against	  a	  hierarchy	  
	  	   Our	   study	   is	   the	   first	   to	   use	   reverse	   correlation	   approaches	   to	   show	  
spatiotemporal	  receptive	   fields	  of	  neurons	   throughout	   the	  depths	  of	  barrel	  cortex.	  
Our	   reverse	   correlation	   approach	   is	   analogous	   to	   those	   used	   to	   perform	   similar	  
studies	   in	   the	   visual	   (Martinez,	   Wang	   et	   al.	   2005)	   and	   auditory	   cortex	   (Atencio,	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Sharpee	  et	  al.	  2009)	  and	  serves	  as	  a	  useful	  comparison.	  The	  complexity	  of	  receptive	  
fields	  in	  other	  systems	  has	  served	  as	  evidence	  for	  serial	  hierarchical	  processing	  in	  a	  
cortical	  column.	  Studies	  have	  generally	  relied	  on	  metrics	  such	  as	  receptive	  field	  size	  
and	   complexity,	   as	   well	   as	   linearity	   vs.	   nonlinearity	   in	   order	   to	   make	   inferences	  
about	  the	  directionality	  of	   information	  flow	  within	  a	  cortical	  column.	  In	  visual	  and	  
auditory	  cortex,	  neurons	   in	   the	   infragranular	  and	  supragranular	   layers	  have	   failed	  
to	  be	   fit	   using	   linear	  models.	   In	  Chapter	  3	  we	   show	   that	   linear	  models	  used	   to	   fit	  
responses	   in	   barrel	   cortex	   break	   down	   in	   the	   infragranular	   and	   supragranular	  
layers.	  However,	  we	   show	   that	   linear	   stimulus-­‐response	  models	   capture	  ~70%	  of	  
the	  predictable	  component	  of	  neural	  responses	  in	  all	  layers	  equally,	  suggesting	  that	  
failure	  of	   the	   linear	  models	   in	   some	   layers	   is	   a	   consequence	  of	   increased	  synaptic	  
noise	  unrelated	  to	  the	  sensory	  stimulus.	  The	  perceived	  nonlinearity	  of	  neurons,	  or	  
lack	  of	  linearity,	  cannot	  necessarily	  be	  used	  to	  assess	  complexity	  in	  the	  construction	  
of	   receptive	   fields.	  Nonetheless,	  we,	   like	  others,	  demonstrate	   that	   in	   fact	   the	  most	  
simple	  seeming	  receptive	  fields	  are	  those	  found	  in	  the	  thalamorecipient	  layer	  4.	  As	  
one	  moves	   to	   the	   supragranular	   and	   infragranular	   layers,	   receptive	   field	   size	   and	  
temporal	  complexity	  increases.	  Interestingly,	  we	  found	  that	  L6	  neurons	  have	  simple	  
receptive	   fields	   reminiscent	   of	   L4,	   despite	   a	   lower	   percentage	   of	   thalamocortical	  
inputs	   than	   L5b	   (Oberlaender,	   Boudewijns	   et	   al.	   2011,	   Constantinople	   and	   Bruno	  
2013).	   Perhaps	   a	   better	   metric	   for	   the	   simplicity	   of	   receptive	   fields	   is	   axonal-­‐
dendritic	  overlap	  with	  the	  thalamocortical	  axons.	  Consistent	  with	  this,	  neurons	  that	  
we	  found	  to	  have	  both	  the	  simplest	  receptive	  fields	  and	  the	  highest	  predictive	  values	  
were	  located	  in	  L3,	  L4,	  and	  L6,	  layers	  that	  are	  known	  to	  have	  the	  highest	  degrees	  of	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axonal-­‐dendritic	  overlap	  with	  VPM	  axons	  (Wimmer,	  Bruno	  et	  al.	  2010,	  Oberlaender,	  
de	  Kock	  et	  al.	  2012).	  
	   While	   our	   receptive	   fields	   form	   perhaps	   the	   best	   basis	   for	   comparative	  
studies	  with	  those	  of	  the	  visual	  and	  auditory	  system,	  the	  notion	  of	  serial	  hierarchical	  
processing	  from	  thalamus	  è	  	  L4	  è	  	  L2/3	  è	  	  L5/6	  remains	  controversial.	  A	  recent	  
study	  in	  our	  lab	  demonstrated	  that	  thalamus	  is	  capable	  of	  forming	  direct	  functional	  
connections	   with	   L5/6,	   suggesting	   that	   the	   infragranular	   and	   supragranular	  
neurons	  are	  part	  of	  separate,	  parallel	  pathways	  (Constantinople	  and	  Bruno	  2013)	  .	  
However,	  because	  these	  studies	  were	  performed	  using	  single	  whiskers,	  it	  remains	  to	  
be	   determined	   how	   inactivation	   of	   the	   superficial	   layers	   will	   affect	   the	   receptive	  
field	  properties	  of	  the	  surround,	  particularly	  for	  infragranular	  neurons,	  which	  often	  
have	   broad	   multiwhisker	   receptive	   fields.	   Because	   the	   method	   of	   receptive	   field	  
mapping	   we	   developed	   in	   Chapter	   3	   is	   fast	   and	   accurate,	   it	   is	   ideally	   suited	   for	  
studies	   of	   this	   nature.	   Inactivation	   of	   L2/3	   during	   the	   application	   of	   complex	  
multiwhisker	  stimuli	  will	  inform	  us	  what	  contribution,	  if	  any,	  the	  superficial	  layers	  
have	  in	  constructing	  the	  receptive	  fields	  of	  infragranular	  layer	  neurons.	  	  
	  
Simple	  and	  sparse:	  What	  is	  the	  role	  of	  L2/3	  neurons?	  
	  	   While	  application	  of	  complex	  multi-­‐whisker	  stimuli	  was	  able	  to	  induce	  strong	  
subthreshold	  depolarizations	  in	  L2/3	  neurons,	  spiking	  activity	  was	  seldom	  seen	  in	  
these	  neurons,	  consistent	  with	  observations	  from	  previous	  studies	  (de	  Kock,	  Bruno	  
et	   al.	   2007).	   In	   the	   auditory	   and	   visual	   cortex,	   application	   of	   complex	   stimuli	   has	  
been	  demonstrated	  to	  evoke	  sparse	  firing	  in	  supragranular	  layer	  neurons	  (Vinje	  and	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Gallant	   2002,	   DeWeese,	   Wehr	   et	   al.	   2003).	   Our	   results	   are	   compatible	   with	   the	  
following	   two	  scenarios:	  1)	  we	  and	  previous	   studies	   in	   the	  barrel-­‐whisker	   system	  
have	  insufficiently	  probed	  the	  stimulus	  space	  and	  therefore	  have	  yet	  to	  identify	  the	  
correct	   stimuli	   to	   drive	   neurons	   in	   the	   superficial	   layers,	   or	   2)	   neurons	   in	   the	  
supragranular	  layers	  cannot	  be	  driven	  by	  passive	  whisker	  stimuli	  alone	  and	  instead	  
require	  top-­‐down	  or	  neuromodulatory	  input	  to	  be	  activated.	  
	   While	  the	  first	  scenario	  is	  not	  impossible,	  it	  seems	  unlikely	  for	  the	  following	  
reasons.	   First,	   despite	   lack	   of	   firing,	   the	   complex	   stimuli	   used	   in	   our	   study	   still	  
evoked	  substantial	  subthreshold	  activity	  in	  both	  L2	  and	  L3	  neurons.	  Moreover,	  the	  
ability	  for	  our	  model	  to	  predict	  the	  responses	  of	  neurons	  in	  L3	  to	  novel	  stimuli	  was	  
the	   highest	   of	   any	   layer,	   suggesting	   that	   we	   are	   accurately	   accounting	   for	   the	  
majority	   of	   the	   stimulus	   response	   relationship	   of	   these	   neurons	   despite	   a	   lack	   of	  
firing.	  Finally,	  the	  receptive	  fields	  of	  L2/3	  neurons	  were	  no	  more	  complex	  than	  the	  
higher	  firing	  neurons	  of	  L5/6,	  yet	  application	  of	  optimal	  stimuli	  was	  able	  to	  enhance	  
firing	  in	  L5/6	  but	  not	  L2/3.	  The	  lack	  of	  appropriate	  stimulus	  application	  is	  therefore	  
unlikely	   to	   be	   the	   reason	   behind	   sparse	   firing	   in	   L2/3.	  Nevertheless,	   experiments	  
that	   more	   extensively	   probe	   the	   realm	   of	   possible	   whisker	   stimuli	   need	   to	   be	  
explored	   in	   the	   future.	  For	   instance,	  particle	  searching	  methods,	  or	  online	  optimal	  
stimulus	  design,	  have	  been	  used	  to	  iteratively	  narrow	  in	  on	  stimuli	  that	  are	  likely	  to	  
drive	   neural	   responses	   (Lewi,	   Butera	   et	   al.	   2009).	   These	   methods	   may	   be	   more	  
successful	  in	  keying	  in	  on	  the	  complex	  stimuli	  driving	  sparsely	  coding	  neurons.	  	  
	   A	   more	   likely	   scenario	   is	   that	   neurons	   in	   L2/3	   require	   top-­‐down	   or	  
neuromodulatory	   inputs	   in	  order	   to	   fire.	  Reports	  of	  higher	   firing	   in	  L2/3	  neurons	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have	  been	  demonstrated	  in	  the	  visual	  system	  during	  locomotion	  (Keller,	  Bonhoeffer	  
et	   al.	   2012).	   These	   increases	   in	   firing	   rate	   are	   modulated	   by	   acetylcholine	   and	  
norepinephrine	  (Polack,	  Friedman	  et	  al.	  2013).	  	  Applying	  optimal	  stimuli	  in	  actively	  
behaving	   animals	   may	   elicit	   spiking	   activity	   in	   L2/3	   of	   barrel	   cortex,	   yet	   there	  
remains	  a	  trade	  off	  between	  the	  ability	  to	  study	  actively	  behaving	  animals	  and	  the	  
ability	   to	   finely	   control	  whisker	   stimuli.	   Advances	   in	   high-­‐speed	   videography	   and	  
whisker	  tracking	  may	  be	  able	  to	  resolve	  this	  conflict	  (Ritt,	  Andermann	  et	  al.	  ,	  Clack,	  
O'Connor	  et	  al.	  2012).	  In	  the	  meantime,	  delivery	  of	  optimal	  stimuli	  might	  be	  coupled	  
with	  exogenous	  application	  of	  neuromodulators,	   in	  order	   to	   study	   the	  behavior	  of	  
L2/3	   neurons	   in	   fictively	   active	   scenarios.	   Neuromodulation	   may	   allow	   L2/3	  
neurons	   to	   fire	   by	   increasing	   the	   amount	   of	   neural	   noise	   and/or	   tonically	  
depolarizing	  neurons,	  allowing	  them	  to	  reach	  threshold	  and	  fire.	  	  
The	   ubiquity	   of	   sparse	   firing	   in	   L2/3	  neurons	   of	   different	   sensory	   systems	  
has	   led	   to	   a	   number	   of	   hypotheses	   regarding	   the	   usefulness	   of	   sparseness	  
(Olshausen	   and	   Field	   2004).	   Experimental,	   theoretical,	   and	   computational	   studies	  
have	   suggested	   that	   ‘sparse	   coding’	   schemes	   are	   useful	   for	   the	   efficient	   coding	   of	  
natural	  stimulus	  statistics	  (Simoncelli	  and	  Olshausen	  2001),	  pattern	  recognition	  and	  
memory	   storage	   (Field	   1994),	   and	   energy	   maximization	   (Attwell	   and	   Laughlin	  
2001).	   Calcium	   imaging	   in	   populations	   of	   L2/3	   neurons	   during	   behavior	   will	   be	  
important	  for	  ascertaining	  whether	  sparse	  firing	  in	  supragranular	  layers	  is	  indeed	  a	  
feature	  exploited	  by	  the	  brain,	  or	  instead	  an	  experimental	  artifact.	  If	  sparse	  coding	  is	  
in	  fact	  a	  feature	  of	  neural	  computation,	  it	  will	  be	  interesting	  to	  investigate	  how	  L2/3	  
can	   manage	   to	   drive	   neural	   responses	   in	   downstream	   populations.	   Axonal	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projections	  from	  the	  supragranular	  layers	  to	  the	  infragranular	  layers	  are	  ample,	  yet	  
individual	   synaptic	   connections	   are	   weak	   (Lefort,	   Tomm	   et	   al.	   2009)	   and	  
populations	   of	   L2/3	   neurons	   are	   unlikely	   to	   be	   synchronously	   active.	   Conversely,	  
infragranular	   neurons	   are	   the	   most	   active	   of	   any	   cortical	   layer.	   As	   the	   output	  
neurons	  of	   the	  cortical	  column,	  dense	  firing	  seems	  an	  appropriate	  prerequisite	   for	  
information	   transmission.	  Yet	  how	   is	   a	   ‘sparse	   code’	   in	  L2/3	   read	  out	  by	   ‘densely	  
coding’	  neurons	  in	  L5/6?	  The	  neural	  mechanisms	  that	  allow	  sparse	  activity	  in	  L2/3	  
to	  modulate	  activity	  of	  infragranular	  layer	  neurons	  remains	  to	  be	  explored.	  
	  
Concluding	  Remarks	  
This	   thesis	   examined	   laminar	   processing	   in	   a	   columnar	   microcircuit	   of	  
rodent	  primary	  somatosensory	  cortex,	  pertaining	  to	  both	  sensory	  evoked	  plasticity,	  
and	  coding	  of	  complex	  stimuli.	   In	  Chapter	  2	  we	  demonstrated	  that	  thalamocortical	  
axons	  remain	  plastic	  in	  adult	  animals,	  and	  this	  plasticity	  is	  topographically	  specific,	  
obeying	  the	  boundaries	  of	  the	  barrel-­‐related	  column	  and	  showing	  more	  pronounced	  
effects	   in	   L4.	   In	   Chapter	   3	   we	   used	   a	   reverse	   correlation	   approach	   coupled	   with	  
intracellular	  recordings	   to	  demonstrate	  spatiotemporal	  receptive	   fields	  of	  neurons	  
in	  every	  layer	  of	  S1.	  The	  results	  from	  Chapter	  2	  and	  Chapter	  3	  relate	  to	  each	  other	  in	  
interesting	  ways.	  The	  relative	  resistance	  of	   infragranular	   layer	  neurons	  to	  sensory	  
evoked	  plasticity	  observed	  in	  our	  study	  is	   in	  stark	  contrast	  to	  the	  robust	  plasticity	  
we	   observed	   in	   L4,	   as	  well	   as	   the	   long	   established	  plasticity	   of	   the	   supragranular	  
layers.	  Recently	  our	  lab	  suggested	  that	  thalamocortical	  inputs	  to	  L4	  and	  L5/6	  might	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represent	   parallel	   information	   streams	   to	   functionally	   independent	   circuits.	  
Consistent	  with	  this,	  in	  Chapter	  3,	  our	  optimized	  stimuli	  succeeded	  in	  increasing	  the	  
firing	  rate	  of	  L4	  and	  infragranular	  layer	  neurons,	  but	  failed	  to	  drive	  action	  potentials	  
in	  supragranular	  layer	  neurons.	  This	  is	  despite	  the	  fact	  that	  we	  were	  able	  to	  account	  
for	  the	  majority	  of	  predictable	  synaptic	  input	  for	  neurons	  in	  every	  layer	  of	  S1.	  These	  
results	   are	   consistent	   with	   the	   notion	   that	   infragranular	   neurons	   may	   be	  
functionally	   separate	   from	   supragranular	   neurons,	   and	   passive	   whisker	   stimuli	  
alone	  may	  be	   insufficient	   to	  engage	  the	  supragranular	   layers,	  which	  might	  only	  be	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