In this paper, we study the multiple integral
Introduction
A general idea, when faced with a multiple integral, is to lower its dimension. For example [4] , a well-known n-dimensional integral · · · x 1 +x 2 +···+x n ≤1 x 1 ,x 2 ,...,x n ≥0
f (x 1 + x 2 + · · · + x n )dx 1 dx 2 . . . dx n , (1.1)
can be simplified to an one-dimensional integral
However, to the best of our knowledge, a similar integral f (x 1 + x 2 + · · · + x n )dx 1 dx 2 . . . dx n (1.2) has no such formula.
The goal of this paper is to find a formula for the above integral I and apply it to a special case when f (x) = log Γ(x). The main results are as follows. A general formula of I is obtained in Theorem 1.1. A detailed proof can be found in Theorem 4.1 of Section 4. If f (x) = log Γ(x), the evaluation of I has a simple formula as in Theorem 1.2. The main challenge is to choose appropriate combinatorial identities to simplify the value of I. A proof of it can be found in Theorem 5.1 of Section 5. 
The paper is organized as follows. Sections 2 and 3 study the lower dimension cases. Ideas are explained clearly for n = 2 and 3. One can see from Figure 1 and Figure 2 about how we cut the square or the cube so that the integral I over each subset becomes a simple one-dimensional integral. In Section 4, a formula of the integral I is derived in Theorem 4.1. As its application, Section 5 evaluates the integral I with f (x) = log Γ(x).
Simple case: n=2
We start from the simple case:
The integral domain is a unit square, and the integrand is f (x + y). Let t = x + y. The unit square can then be divided into two domains: D 1 and D 2 as in Figure 1 , where
The following lemma shows that 1 0 1 0 f (x+ y)dx dy is the sum of two one-dimensional integrals.
Lemma 2.1.
Proof. For integral over domain D 1 , note that t = x + y. Introduce the transformation (x, y) → (x,t). It is clear that the Jacobian is 1. Then
If one set u = 1 − t, it follows that
Identities (2.2) and (2.4) then imply (2.1). The proof is complete.
Again by formula for integral (1.1), the integral over domain E 20 is
And it also satisfies
By definitions of E 21 , E 22 and E 23 , it is clear that
f (x + y + z)dx dy dz. So we only need to consider
Therefore, (3.6), (3.7) and (3.8) imply that
The proof is complete.
General case
In this section, we study the general n-dimensional case 
The idea is to divide the n-dimensional unit box into n different polyhedrons and the integral I over each polyhedron can be simplified to one-dimensional integrals by applying the tricks in the 2D or 3D cases. The n different polyhedrons are defined as follows
By formula for integral (1.1), the integral over the polyhedron K 1 satisfies the following proposition.
Proposition 4.2.
It is clear that
To evaluate the integral I, it is equivalent to calculate each 
3) where
Proof. We consider the following region:
It is clear that the intersection of any two subsets only happens on their boundaries and we need to classify these subsets so that the integral over such subsets can be evaluated easily. Note that by definition, K 1,1,...,1 = K m . In order to find the integral over K m , we need to subtract the integrals over all the other nonempty subsets
First, we classify these nonempty subsets
..i n , we define a transformatioñ
So we only need to consider the case: 1 ≤ s ≤ m − 1. For any given s ∈ [1, m − 1], it follows that
It implies that the subsets
with nonzero measure can be classified into m − 1 classes. In each class, every element is identical to some subset K s after a shifting transformation in (4.5): .
It follows that the total number of subsets identical to
Therefore, by (4.4), (4.6) and (4.8), integral I m satisfies
where a s (s = 1, . . . , m − 1) is defined by (4.8). The proof is complete.
By the cases n = 2, 3 and 4, we can show by induction that
where G m (t) is a polynomial. It follows that 
(4.12)
In order to find a formula for I, the only challenge left is to compute the polynomial G m (t) in equation (4.10) for all 1 ≤ m ≤ n. For m = 1, 2, 3 and 4, a direct calculation shows that
It is reasonable to believe that G m (t) follows a pattern. The following theorem actually proves this fact.
Theorem 4.4.
Proof. The proof is based on the recursive formula (4.3) in Theorem 4.3 and the identity (4.11). By formula (4.3),
We show this theorem by induction. It is clear that formula (4.14) of G m (t) holds for m = 1. Assume that it holds for any 1 ≤ m ≤ k. We need to show that formula (4.14) also holds for m = k + 1. By Theorem 4.3, the polynomial G k+1 (t) satisfies
By formula (4.14), we can consider each G m (t) (1 ≤ m ≤ k) as a polynomial of (t + m − j) n−1 ( j = 1, 2, . . . , m) with coefficient (−1) j−1 n j−1 . Then identity (4.16) implies that the coefficient of
where
And the coefficient of 
Note that by the binomial theorem, the coefficient of
On the other hand, for nonnegative integer k, the coefficient of
Therefore, by identities (4.20) and (4.23), it follows that
Application to Loggamma function
In this section, we consider the integral
with a given function f (x) = log Γ(x). Integral of loggamma function has its own importance in many parts of mathematics [1, 2] . Actually, the case when n = 2 is a problem proposed by Ovidiu Furdur [5] in "Problems and Solutions" in The college Mathematics Journal and one of its solutions is proposed by Geng-zhe Chang [3] .
When it comes to general dimension n, it is quite a challenge to simplify it. After the preparation of Theorem 4.1 in Section 4, we can evaluate the integral (5.1) with f (x) = log Γ(x). A nice formula is presented in Theorem 5.1. 
The proof of this theorem is based on Theorem 4.1 and several combinatorial identities in Jihuai Shi's book [6] . Let f (x) = log Γ(x). By Theorem 4.1, the integral I can be simplified by using several combinatorial identities. Note that Γ(t + 1) = tΓ(t) and
. The integral I becomes
By a combinatorial identity
In special when k = n, combinatorial identity 
