This paper introduces and explores a new condition based approach to solve the consensus problem in asynchronous systems. The approach consists of identifying sets of input vectors, called conditions, for which it is possible to design a protocol solving consensus despite the occurrence of up to f process crashes.
INTRODUCTION
Agreement and coordination problems are crucial for the design of fault-tolerant applications on top of asynchronous distributed systems prone to failures. Among agreement problems, consensus is considered fundamental, and many papers have been written on both its practical and its theoretical aspects 7, 31] . It has gained a leadership position as it can be seen as the \greatest common agreement subproblem". Intuitively, this means that particular agreement problems (e.g., Atomic Broadcast 14], shared memory objects 23]), can be implemented using a solution to the consensus problem. Informally, this problem can be de ned in terms of two requirements: each process proposes a value, and each correct process has to (live n e s s ) d e c i d e a v alue such that (safety) there is a single decided value, and the decided value is a proposed value.
Consensus being such an important p r o b l e m , i t i s r e m a r kable that it cannot be solved ( 19] proved the result for message passing systems, and 29] extended it to shared memory systems) in an asynchronous system where only one process may crash. Therefore, immediately after this result was published, researchers started investigating ways of circumventing the impossibility result. Two main directions were explored: relaxing the problem while still being interesting for applications, and strengthening the assumptions on the system, while still re ecting some real distributed systems.
At least two w ays of relaxing the consensus requirements have been investigated. A v ery active research subject has been on ways of solving the problem using randomization, so that termination is achieved only with high probability (e.g., 9], or 8] for a more recent w ork, and references herein). Another approach is to require that processes agree with each other only approximately either processes must eventually decide on real values which are " within of each other (e.g., 17]), or processes can decide on at most k distinct proposed values (e.g., 15]).
The second major approach proposed to circumvent t h e consensus impossibility result consists of adding synchrony assumptions to the system, based on the fact that real systems often have access to approximately synchronized clocks, and can make use of timeouts to avoid waiting for a message which has been lost, or for a process that has crashed. Partially synchronous systems where delays and relative processor speeds are bounded have been studied in works such as 16, 18 ]. An interesting direction is the Unreliable Failure Detector concept 14] , that abstracts away from the details of how a processor suspects a failure has occurred, without referring to particular synchrony assumptions. This is achieved by equipping processes with an oracle that provides them with a list of processes suspected to have crashed. Failure detector-based consensus protocols are described in e.g. 14, 37] .
Some papers try to circumvent the consensus impossibility result combining the two previous approaches, to bene t from the best of \both worlds". Combining failure detection and randomization is explored in 2, 38] . Combining relaxation of the termination requirement with stronger assumptions on the system, so that processes rely on \luck" to terminate, is explored in 3].
Results presented in the paper. This paper introduces and investigates a new approach to tackle the consensus problem. This approach considers the set of possible vectors of values that can be proposed by the processes, and focuses on conditions that identify sets of vectors that allow n processes to solve the consensus problem despite up to f process crashes, in a standard asynchronous model. The intuition that underlies the approach is simple and natural. To illustrate it, let us consider the extreme case where it is a priori known that all the processes propose the same value. Then, consensus is trivially solved (at no cost!), each process deciding the value it proposes. As a less trivial example, consider the condition \more than a majority of the processes propose the same value." It is not hard to see that consensus can be solved in this case, when f = 1 . It is plausible to imagine an application that in some real system satis es this condition most of the time only when something goes wrong, the processes proposals get evenly divided.
More generally, for particular values of n and f, a condition on the set of input values is de ned to be the set of all vectors that can be proposed by the processes under normal operating conditions. We are interested in protocols that (1) solve consensus when such a condition holds, and (2) are always safe. Safe means that the protocol guarantees agreement (and a decided value is a proposed value), whether the proposed input vector is allowed by the condition or not. In addition, we w ould like the protocol to make a \best e ort" to terminate on inputs not in the condition. This is the best we can hope for, since the consensus impossibility result says we cannot require that a consensus protocol terminates always, for every input vector. But, by guaranteeing that safety i s n e v er violated, the hope is that such a protocol should be useful in applications (e.g., 28]).
After having introduced the condition-based approach, the paper presents our rst main result: a generic conditionbased consensus protocol. This protocol uses a predicate P and a function S, that have t o be instantiated for each particular condition C. Intuitively, the predicate P tells a process if the input vector could belong to C (in general, the processor knows only part of the input vector), and if so, S tells it what value to decide. This protocol has various desirable features. First, it is simple and e cient, and its parameters P and S can be e ciently computed from the condition C. If the condition C it is based on is satis ed by the actual input vector and there are at most f crashes then the protocol solves the consensus problem. When the actual input vector does not satisfy C the protocol does its \best e ort" to allow processes to decide, while always guaranteeing agreement. These \best e ort" situations are well identi ed (e.g., when no process crashes or when one process decides) and make the protocol terminate in many cases, making it attractive from both theoretical and practical points of view.
Clearly, our protocol could not possibly work with any condition. For example, the condition that allows every input vector reduces the problem to the original consensus problem, which w e k n o w cannot be solved. Our second main result is identifying the class of conditions for which our protocol solves the consensus problem, called acceptable conditions and observing that it is an e ciently decidable class. Moreover, we prove that if there is any protocol solving the consensus problem for a condition C, t h e n C must be acceptable. Thus, it is somewhat surprising that such a simple and e cient protocol as the one we propose, solves the problem for any condition for which a solution exists.
The protocol is rst described in a very simple model (following a methodology advocated in e.g. 20]): a shared memory model with atomic snapshots. Then, an e cient implementation is discussed for a message passing system with f < n = 2, that avoids automatic, but less e cient t r a n slations such as those of 4, 6] . It is also shown that no such protocol exists when f n=2.
The paper also investigates two particular conditions, C1 and C2. Both are very natural, and are proved to be acceptable. Condition C1 is the following one. Given an input vector I, let a be the most often proposed value, and let b bethe second most often proposed value. Let #1st(I) ( # 2nd (I)) be the numberoftimesa (b) has been proposed. Then, C1 accepts all vectors I with #1st(I) ; # 2nd (I) f + 1 . It is shown that, when C1 is satis ed, consensus can be solved by having each process decide the value it sees the most often. Condition C2 assumes that the proposed values are ordered and is the following: the largest proposed value v is proposed by at least (f + 1) processes. In this case, all processes can see this value, and can decide on it. Many other conditions can be de ned, but C1 and C2, are in a sense dual and realistic. Moreover, we p r o ve t h a t ( a s l i g h tly re ned version of) C1, and C2 are maximal in the sense that any attempt to extend them results in a condition which i s not acceptable.
Related work. The foundation underlying the proposed condition-based approach can be formalized using topology (e.g., 25]). Our setting is not exactly that of the previous topology papers, because those consider decision tasks where processes have to terminate always, with an output vector satisfying the task speci cation. We can call our notion of problem \safe task," where in addition to the requirements of a decision task, processors are required to satisfy a safety property when inputs are illegal, without necessarily terminating. From this point of view, our paper is a study of the class of all safe tasks, with a particular kind of output vectors: all decisions are equal. Thus, our result is an e ciently decidable characterization of the f-fault tolerant solvability of these safe tasks.
In general, the study of f-fault tolerant decision tasks requires higher dimensional topology (except for the case of f = 1 which uses only graphs 11]), and leads to undecidable characterizations 21, 24] (NP-Hard for f = 1 10]). We a r e able to derive an e ciently decidable characterization of the acceptable conditions (and hence of solvability of consensus safe tasks) using only graph connectivity, due to the sim-plicity of the allowed output vectors. For the necessary part of the characterization we use ideas introduced in 11, 32] for f = 1, and apply them for any f, as follows.
Our characterization is in terms of an intermediate notion that we call condition legality. This notion is based on a graph de ned by its allowed input vectors. Given a condition C, we show that the three following assertions are equivalent: (A1) C is acceptable, (A2) C is legal, and (A3) there exists a consensus algorithm for C. Basically, all input vectors are represented in a graph, where two input vectors are connected if they di er in at most f entries. A particular condition constitutes a rule that de nes disconnected components of this input graph, by eliminating some input vectors. Di erent conditions de ne di erent w ays to produce disconnected components. Then, according to the particular condition it is supplied with, the generic protocol maps each connected component t o a n o u t p u t v ector with all entries equal to the same value (namely, a v alue that occurs in each i n p u t v ector of the corresponding component).
We remark that the set of acceptable conditions is quite rich. For example, in general, they do not satisfy the closure properties needed for the BG-simulation 12], that would allow us to derive results from one level of resilience to another.
Due to space limitations, some of the proofs are omitted they can be found in 34]. In a sequel 35] to this paper we show that acceptable conditions form a hierarchy, with consensus protocols whose e ciency depends of the position of the condition in the hierarchy. In 36] we apply the condition-based approach to set agreement problems.
Organization of the paper. Section 2 introduces the computation model, and presents the condition-based approach. Section 3 de nes the generic condition-based consensus protocol. Section 4 studies the conditions C1 and C2. Section 5 provides a characterization for a condition to allow to solve the consensus problem. Section 6 shows the maximality o f C1 and C2, and Section 7 explains the adaptation to the message passing model. Section 8 describes the possibility of trading safety for liveness.
THE CONDITION-BASED APPROACH
Computation Model. For most of the paper we consider a standard asynchronous shared-memory system with n, n > 1, processes, where at most f, 0 f < n, processes can crash. The shared memory consists of single-writer, multireader atomic registers. The executions are assumed to be linearizable 26]. For details of this model see any standard textbook such as 7, 31] . In Section 7 we extend some of our results to a message-passing model.
The shared memory is organized into arrays. The j-th entry of an array X 1::n] can be read by a n y processes pi with an operation read(X j]). Only pi can write to the ith component, X i], and it uses the operation write(v X i]) for this. To simplify the description of our algorithms, we assume that processes can take atomic snapshots of any o f the shared arrays: snapshot(X) allows a process pj to atomically read the content o f all the registers of the array X. This assumption is made without loss of generality, since it is known 1] that atomic snapshots can be wait-free implemented from single-writer multi-reader registers (although there is a cost in terms of e ciency: the best known simulation has O(n log n) complexity 6]).
In addition to the shared memory, each process has a local memory. The subindex i is used to denote pi's local variables.
The Condition-Based Approach. In the classic consensus problem there is a set V of values that can be proposed by the processes, ? 6 2 V , and jVj 2. In an execution, each process pi proposes a value vi 2 V and all correct processes have t o decide on the same value v, that has to be one of the proposed values. The proposed values in an execution are represented as an input vector, such t h a t t h e i-th entry contains the value proposed by pi, o r ? if pi did not take a n y steps in the execution. We usually denote with I an input vector with all entries in V, and with J an input vector that may h a ve some entries equal to ?. If at most f processes can crash, we consider only input vectors J with at most f entries equal to ?, called views. Let V n be the set of all possible input vectors with all entries in V, and V n f be the set of all the vectors with at most f entries equal to ?. For I 2 V n , l e t I f be the set of possible views, i.e., the set of all input vectors J with at most f entries equal to ?, and such that I agrees with J in all the non-? entries of J. For a set C, C V n , l e t C f be the union of the I f 's over all I 2 C. Thus, in the consensus problem, every vector J 2 V n f is a possible input vector.
The condition-based approach consists of considering subsets C of V n , called conditions, that represent common input vectors in a particular distributed application. We a r e i nterested in conditions C that, when satis ed (i.e., when the proposed input vector does belong to C f ), make the consensus problem solvable, despite up to f process crashes. For instance, in the classic consensus problem, the trivial condition C = V n is assumed. Other examples are C1 a n d C2 mentioned in the introduction (studied in more detail in Section 4). More precisely, w e s a y that an f-fault tolerant protocol solves the consensus problem for a condition C if in every execution whose input vector J belongs to V n f , t h e protocol satis es the following properties:
Validity: A decided value is a proposed value. Agreement: No two processes decide di erent v alues.
Best E ort Termination: I f ( 1 ) J 2 C f and no more than f processes crash, or (2.a) all processes are correct, or (2.b) a process decides, then every correct process decides. The rst two are the validity and agreement requirements of the classic consensus problem, and are independent of a particular condition C. The third requirement, requires termination under \normal" operating scenarios, including inputs belonging to C, and failure-free executions. Part (1), requires termination even in executions where some processes crash initially and their inputs are unknown to the other processes. This is represented by a view J with ? entries for those processes. Termination is required if it is possible that the full input vector belongs to C i.e., if J can be extended to an input vector I 2 C. Part (2) de nes two well-behaved scenarios where a protocol should terminate even if the input vector does not belong to C. 1
A GENERIC PROTOCOL
We start by identifying a class of conditions, called acceptable conditions, and then describe a protocol that solves consensus for any condition C in this class. Given a condition C for n processes, a fault-tolerance parameter f, and a set of input values V, P is a predicate de ned on V n f , and S is a function de ned on (not necessarily all of) V n f . A condition C is acceptable if there exist P and S satisfying the three conditions de ned below. Our condition-based consensus protocol works for any acceptable condition C, when instantiated with corresponding P and S.
Acceptability
We consider a partial order on vectors of V n f de ned by
We denote by jJj the numberofentries in J di erent f r o m ?.
The following acceptability properties are meant to enforce the Best E ort Termination, Agreement, and Validity requirements of condition-based consensus. In the rst one, the predicate P allows a process to test if a decision value can be computed from its local view J. Thus, P has to return true at least for all those input vectors J such that J 2 I f for I 2 C. The second property guarantees that if two processes decide based on their views J1 J 2, and in J2 at least as many inputs as in J1 are seen, then the decision will be the same. The third property enforces the validity requirement of consensus. Given a condition C, the properties that its P and S have to satisfy are formally de ned as follow:
Property T C!P : I 2 C ) 8J 2 I f : P(J). Notice that, although acceptability is motivated by the consensus requirements, it is a purely combinatorial property of the set C. For example, it is not hard to check there is no P S satisfying the three acceptability properties for C = V n . Indeed, if C was an acceptable condition, then the protocol proposed next would solve the consensus problem despite process crashes, contradicting the impossibility result of 19].
Our rst main result is the following theorem. It is proved in the next section, by presenting a generic protocol and proving it correct.
Theorem 3.1. If C is f-acceptable then there exists an f-fault tolerant protocol solving consensus for C.
The Protocol
A shared memory generic condition-based consensus protocol 2 appears in Figure 1 . If P and S have been instan- 2 We recently discovered a more e cient v ersion of this protocol for the case of f n=2 36]. It does not use snapshots, using the idea of our message passing protocol. tiated to correspond to an acceptable condition C, s o t h a t P S satisfy Property T C!P , Property V P !S, and Property A P !S, then it is an f-fault tolerant protocol that solves consensus for C. The protocol uses a deterministic function F, which returns a value (e.g., the smallest) of I for each possible input vector I. Any s u c h function will do.
A process pi starts a consensus execution by i n voking S- (9) return(F(Yi)) Figure 1 : A Condition-Based Consensus Protocol
We proceed to prove Theorem 3.1 by showing that the generic protocol solves the consensus problem for any acceptable condition C, assuming it has been instantiated with corresponding P S. That is, we s h o w that it satis es Validity, Agreement and Best E ort Termination. We start we part (1) of Best E ort Termination. Proof. Let pi be a correct process. As there are at least (n ; f) correct processes, pi does not block forever at line 2, and consequently pi gets a local view Vi, Vi J. Since J 2 C f , a l s o Vi 2 C f , and it follows from TC!P that P(Vi) Lemma 3.4. Either all processes that decide do it in line 6 or in line 9.
Proof. We consider two cases. A process pi decides in line 6 in the rst case, and in line 9 in the second case.
In the rst case process pi sees a value di erent from ? > in line 6, and hence for some j, W j] 6 = ? >. As W j] i s initialized to ?, a n d W j] is written only once, no processor will ever see a value > for position j in line 6. Now, a process exists the loop in line 7 only when it sees > in all the positions of its variable W, and therefore no process will exit the loop in this line. It follows that if a process decides, it will do it in line 6.
In the second case, a process does exit the loop in line 7, and hence every process has evaluated to false P in line 3 and written > in the shared array W in the next line. Thus no process will decide in line 6. Lemma 3.5. The protocol satis es Agreement.
Proof. Let us consider two processes pi and pj that decide. By Lemma 3.4 they decide in the same line.
Let us assume that both processes decide at line 6: pi decides Wi `] = w`, while pj decides Wj k] = w k . It follows that there exist two local views V`and V k such t h a t ph as computed S(V`) = w`6 = ? >, while p k has computed S(V k ) = w k 6 = ? >. This means that both P(V`) and P(V k ) are satis ed (I1).
The last invocations of snapshot(V ) in line 2 by p`and p k have de ned their local views V`and V k , respectively. Moreover, since snapshots can always be be ordered by c o ntainment, we conclude V` V k or V k V`(I2). It follows from (I1), (I2) and the property A P !S that S(V`) = S(V k ), i.e., w`= w k .
Assume that both pi and pj decide at line 9. In that case, each process p`has executed line 4 and consequently
= (v1 : : : v n). Since both processes apply the same deterministic function F to the same vector, they get the same result value. Lemma 
Validity: A d e cided value is a proposed value.
Proof. There are two cases according to the line at which a process decides.
Let us rst consider the case of a process pi that decides at line 6 by returning the value Wi j]. As we h a ve Wi j] = wj 6 = ? >, w e conclude that Vj, the local view of pj, is such that P(Vj) is true and wj = S(Vj). The validity follows from the property V P !S, associated with P and S.
Let us now consider the case of a process pi that decides at line 9. Then, we h a ve 8j : Wi j] 6 = ? (line 7) from which we conclude that each process pj has deposited its value vj into V j]. Hence, we h a ve Yi = v1 : : : v n] at line 8. As F outputs a value of Yi, the validity p r o p e r t y is satis ed.
This completes the proof of Theorem 3.1. In the full version of the paper we describe other situations where, despite the fact the input vector does not belong to C and some processes crash, correct processes terminate.
TWO CONDITIONS
This section presents the two conditions described in the introduction, C1 and C2, and proves them to be acceptable, by de ning associated predicates P and functions S. Both conditions are parameterized by f. In Section 6 they are proved to be maximal (actually a slight re nement o f C1), once we develop the required tools of Section 5.
Consider a vector J 2 V n f , and let a 2 V f ? g . De ne #a(J) to be the numberofentries of J that are equal to a.
Condition C1
We use the following de nitions for C1, where J 2 V n f , and b J is the vector obtained from J by c hoosing a non-? value a of J that appears the most often, and replacing it by ?. #1st(J) = maxa2V #a(J). # 2nd (J) = # 1st( b J). That is, #1st(J) returns the number of occurrences in J of a non-? value that appears the most often in J. Notice that there may be more than one value that appears the most often in J, i f s u c h v alues appear equal number of times. In this case #1st(J) returns that number. Thus, we h a ve for J not all its entries equal to ?: -J contains a single value i # 2nd (J) = 0 (hence #1st(J) = n ; # ? (J)).
-There are several non-? values that appear the most often in J i # 2nd (J) = # 1st(J). -J does not contain a single value and there is a single non-? value that appears the most often in J i # 2nd (J) returns the number of occurrences in J of a non-? value that appears the second most often in J.
With these notations C1 f o r f is stated as follows, for any
The intuition is that, when this condition is satis ed, a process can decide the value it has seen most often, despite up to f process crashes.
Let I 2 V n and J 2 I f . Condition C1 has associated parameters: P1(J) #1st(J) ; # 2nd (J) > f ; # ? (J): S1(J) = a : #a(J) = # 1st(J). The following theorem shows that P1 and S1 can be used to instantiate the consensus protocol, and hence that the problem is solvable for C1 and f. that if a is a value that is the most common in I, it will still be most common in J, since #1st(I) ; # 2nd (I) > f and at most f entries of I are changed to ? in J. Thus, #1st(J) #1st(I) ; x1. Also, # 2nd (J) # 2nd (I) ; x2. Hence, #1st(J) ; # 2nd (J) #1st(I) ; # 2nd (I) ; x1 + x2. And we are assuming #1st(I) ; # 2nd (I) > f , s o # 1st(J) ; # 2nd (J) > f ; x1 + x2. This gives the result since x2 0 and x1 # ? (J), as observed above. AP1!S1: Consider two v ectors J1 a n d J2 o f V n f such that (J1 J2)^P1(J1)^P1(J2). We have to show that S1(J1) = S1(J2), i.e., that #1st(J1) = #1st(J2).
If a is a value that is the most common in J2, it will still be most common in J1, and the proof follows. To see this, rst notice that since J1 J2, some numberx of entries of J2 a r e c hanged to ? to create J1. Clearly, x f ;# ? (J2), since in J2 already # ? (J2) entries equal ?. Therefore, P(J2) = #1st(J2) ; # 2nd (J2) > f ; # ? (J2) implies that a is also the most common value of J1.
VP1!S1: T h i s p r o p e r t y is trivially satis ed because S1(J) = #1st(J), and #1st(J) 6 = ? (recall that f < n ).
In the binary consensus problem j V j= 2. In this case # 2nd (I) = n ; #1st(I). Thus, C1 can be written as I 2 C1 bin #1st(I) > (n + f)=2. Also, since #1st(J) = n ; # 2nd (J) ;# ? (J), the associated parameters P1, S1 c a n b e written as P1 bin (J) = # 2nd (J) < (n;f)=2, and S1 bin (J) = #1st(J). Thus, in the binary case, Theorem 4.1 shows that C1 bin is acceptable with associated parameters P1 bin and S1 bin .
C1 0 : a Refinement of C1
Given a condition C, a natural question is if C can be extended to include more vectors, and still allow for consensus to be solvable. Alternately, w e w ould like t o b e a b l e t o prove that a condition C is maximal in this sense. We w i l l answer this question later on, but meanwhile we can see that C1 is not maximal, because there is condition C1 0 that is f-acceptable with associated parameters P1 0 S 1 0 (the proof is similar and is omitted), and C1 C1 0 . In Section 6 we prove that C1 0 is maximal. This re ned condition assumes a total order (denoted <) o n t h e v alues of V. It is formally de ned as follows. For any v ector I 2 V n :
The intuition is that C1 can be re ned in the case where ties are encountered. In the case I is such t h a t # 1st(I) ; # 2nd (I) = f, it is possible that a process does not see f entries of I with value a such that #a(I) = #1st(I). In this situation, the process has a view J where #1st(J) = # 2nd (J), and hence it does not know i f t h e m i s s i n g e n tries are equal to a, and hence the 
The Condition C2
The idea for C2 is to guarantee that all processes have the same extremal, largest or smallest, value in their local views. We (arbitrarily) consider the largest value.
The formal de nition is the following, where max(I) d enote the largest value contained in the input vector I:
To de ne P2 and S2 we x a value of f, and consider 
S2(J) = m a x ( J).
Theorem 4.2. C2 is f-acceptable with associated p arameters P2, S2.
THE CHARACTERIZATION
Our next main result is the converse to Theorem 3.1.
Theorem 5.1. If there exists an f-fault tolerant protocol solving consensus for C, then C is f-acceptable.
In the remaining of the section we p r o ve this theorem, thus completing a characterization of the conditions that allow t o solve the consensus problem. We prove this characterization in terms of the \legality" of a condition, and state the result in Theorem 5.6 (which implies Theorem 5.1).
The Notion of Legality
Given a condition C and a value for f, consider the graph Gin(C f) (close to the graph de ned Assuming a legal condition, for every Gi, there is a nonempty s e t , d(Gi), of input values that appear in each input vector of the connected component Gi. As we shall see, when I 2 Gi, the protocol actually forces the processes to deterministically decide the same value, one of d(Gi). Moreover, if a 2 d(Gi), then #a(I) f + 1 f o r e v ery I 2 Gi with # ? (I) = 0 . Otherwise we can replace all occurrences of a in I by ? and obtain J with # ? (J) f, and #a(J) = 0 , which is impossible, since J 2 Gi and a 2 d(Gi). Thus, it is no coincidence that this property holds for C1 a n d C2.
From a Protocol to a Legal Condition
Given a protocol that solves an arbitrary task f-resiliently, we can consider the vector of n values decided by the processes in an execution where at most f processes crash. If the task is a consensus task, then all the non-? entries of the vector are equal, by the agreement requirement. Let X be a set of input vectors for the task. We a r e i n terested in the graph Gout(X f), whose vertices are all decision vectors over all executions starting on inputs X, and where two vectors J1 J 2 are connected by an edge if J1 J2. We use the following theorem, a simple extension of Theorem Proof. Assume there is an f-fault tolerant protocol solving consensus for C. For each connected component Gi of the input graph, consider the graph Gouti of decision vectors of the protocol, on all executions starting with inputs of this component. Notice that every vertex in Gouti corresponds to a decision vector of the protocol, which must contain all non-? entries equal to the same value, by the agreement requirement of consensus. It follows from Theorem 5.3 that the graph Gouti is connected, and therefore, it must contain just one vertex I, together with all vertices I f . Thus, Gouti contains vertices with only one decision value, d. By the validity property of decision consensus, d must be a value in every input vector of Gi.
From Legality to Acceptability
We n o w s h o w h o w, given an f-legal condition C, there is an e cient w ay of constructing its actual predicate P and function S used by the generic protocol, and hence C is f-acceptable.
Let J 2 V n f (i.e., a vector with at most f entries equal to ?.) We s a y that an input vector I is a legal extension of J, if J 2 I f and I 2 C. Notice that several input vectors can be legal extensions of the same J.
Fo r a g i v en legal condition C, P and S are constructed as follows. For every J 2 V n f : P(J) is true if there exists a legal extension of J. S(J) = a deterministically chosen value of d(Gi), where Gi is the connected component including all legal extensions of J. Notice that S is well-de ned. First, S(J) has to be de ned only when P(J) is true. Second, if I1 and I2 are two legal extensions of J, they belong to the same connected component Gi as they di er in at most f values. Third, since C is f-legal, d(Gi) is not empty. Also, it is easy to see that all this can be executed in polynomial time, using ideas similar to the ones described for Lemma 5.2. Thus, it is easy to show the following result.
Lemma 5.5. Any f-legal condition C is f-acceptable, and associated P and S can be c omputed i n p olynomial time.
Proof. Let P and S be parameters as de ned above. Trivially, P and S satisfy property T C!P . For AP!S, n otice that for J1 J 2, there is a legal extension I of both vectors, since J1 J2. Thus, the value S(J1) is equal to a deterministically chosen value of d(Gi), where Gi is the connected component including I, and therefore, S(J2) is equal to the same value. Finally, VP!S follows from the fact that J is in Gi, the connected component including any of its legal extensions I, since J and I are joined by a n e d g e . Also, it is not hard to check (as in Lemma 5.2) that P and S can be computed in polynomial time.
The following summarizes our main results. Theorem 5.6. Main Theorem: The following three assertions are e quivalent, and decidable in polynomial time.
A1: Condition C is f-acceptable. A2: Condition C is f-legal. A3: The consensus problem for C is f-fault tolerant solvable.
Proof. Theorem 3.1 shows that A1) A3, Lemma 5.4 shows that A3 ) A2, Lemma 5.5 shows that A2 ) A1.
Lemma 5.2 shows that A2 is decidable in polynomial time, and hence so are the two other assertions.
It is interesting that solvability of the consensus problem can be decided in polynomial time for every C and f, while the general problem of deciding if a distributed problem is f-fault tolerant s o l v able is undecidable 21, 24] when f > 1. Even in the case of f = 1 the general decidability problem is di cult: it was shown to be NP-hard in 10].
MAXIMALITY OF C1 0 AND C2
In this section we p r o ve that C1 0 (the re ned version of C1) and C2 are optimal in the sense that consensus is not f-fault tolerant solvable when adding to them any new input vector I. By Theorem 5.6 this can be stated as: Definition 6.1. Given an f-acceptable condition C, w e say that C is maximal if any vector added t o C makes it non f-acceptable. Theorem 6.1. Condition C1 0 is maximal.
Proof. Assume for contradiction that there exists a condition C, s u c h that C1 0 C, and C is f-acceptable, with parameters P S. First we s h o w t h a t P and S must agree with P1 0 and S1 0 on the vectors contained in C1 0 . Consider the graphs Gin(C1 0 f ) and Gin(C f). Clearly Gin(C1 0 f ) is a subgraph of Gin(C f). The claim that the parameters m ust agree follows from the easy to check fact that each vector I 2 C1 0 ( C) i s in a connected component Gi of Gin(C1 0 f ) that contains a corner vector with all entries equal to the same value, i.e., of the form a n , for some value a. This means that the only value in common to all vectors of the connected component Gi is a, and hence a is the only possible decision made by S1 0 or S on vectors belonging to Gi, b y (the proof of) Lemma 5.4. Now, to prove the theorem, we s h o w that if I 2 C and I 6 2 C1 0 , then C1 0 f Ig is not f-acceptable. We p r o ve t h i s by s h o wing that C1 0 f Ig is not f-legal and then applying Theorem 5.6. The technique to prove that C1 0 f Ig is not f-legal consists in showing that I has edges to two di erent connected components of Gin(C1 0 f ), and hence both belong to the same connected component o f Gin(C f), which is impossible, because two corner vectors cannot be in the same connected component. That is, we show that I di ers in at most f entries with vectors I1 I 2 2 C1 0 such that S1 0 (I1) 6 = S1 0 (I2), implying that S1 0 cannot be extended to S on I, since S1 0 (I1) = S(I1) and S1 0 (I2) = S(I2). Notice that #1st(I) ; # 2nd (I) f, because I 6 2 C1 0 . Let us assume that I contains at least two di erent values. We consider two cases.
Let us rst assume that I is such that #1st(I);# 2nd (I) = f. As I 6 2 C1 0 , it is not the case that #a(I) = # 1st(I) ) Let us now assume that I is such t h a t # a(I) = # 1st(I) ) (8b : # b (I) = # 2nd (I) : a < b): As I 6 2 C1 0 , it is not the case that #1st(I) ; # 2nd (I) f. Let a be the value that appears the most often in I, a n d b the value that appears the second most often (if there are several such v alues let b be the smallest of them). Hence, as a 6 = b, we have 1 #1st(I) ; # 2nd (I) < f .
-Let I1 bethevector obtained from I by switching up to f entries di erent f r o m a to a. ( I f I includes less than f entries di erent from a, then the corresponding I1 includes only a, and then S(I1) = a.) So, I1 di ers from I in f entries, and #1st(I1) ; # 2nd (I1) f + 1 . Hence, I1 2 C1( C1 0 ), and we h a ve S1 0 (I1) = a.
-L e t I2 be the vector obtained from I by switching f entries from a to b. (If there are less than f entries equal to a, they all are changed, and I2 has no entry equal to a. Consequently a cannot be decided, which terminates the proof.) Let us observe that b is the single value that appears the most often in I2.
We c o n s i d e r t wo subcases: a i s a v alue that appears the second most often in I2.
In that case, from #a(I) 
THE APPROACH IN MESSAGE PASS-ING SYSTEMS
The condition-based consensus protocol presented in Figure 1 uses single-writer multi-reader registers, and snapshot registers. The snapshot registers can be (wait-free) implemented in terms of single-writer multi-reader registers using the techniques of 1], and hence the algorithm can be rewritten using only read/write registers. The resulting algorithm would be less e cient, since the simulation of each write or snapshot operation to the snapshot registers requires O(n 2 ) read and writes to read/write registers. The simulation of 6] is more e cient, but still has an overhead: O(n log n) per operation to a snapshot register. It is known 5] that any wait-free algorithm in the read/write shared memory model which uses atomic, single-writer multi-reader registers can be executed in the message passing model when f < n = 2 20]. Moreover, there exist an e cient s i m ulation 4], where each read or write operation is simulated with only O(n) messages. Thus, our condition-based consensus protocol can be automatically transformed to solve the same problem in a message passing system when f < n=2, by rst eliminating snapshot operations using the simulation of 6] and then simulating read/write operations with message passing using the algorithm of 4], with an overhead of O(n log n) messages. This section discusses the design of a simple message passing condition-based consensus protocol, inspired from the protocol of Figure 1 , but without the overhead of an automatic transformation. In addition, we show that there is no condition-based consensus protocol for message passing if f n=2. Notice that the fact that the transformations mentioned above require f < n = 2 (as does any general transformation, or agreement problem 13]) does not directly imply this result. Figure 2 describes a message passing protocol that solves consensus when f < n=2, for any f-acceptable condition C. This protocol is an adaptation of the Figure 1 protocol to the message passing model without using snapshots, and instead, relaying on the \majority of correct processes" assumption. Its proof is similar to the proof of the protocol described in Figure 1 and is omitted. The protocol assumes broadcast and uniform reliable broadcast communication facilities. The broadcast(m) primitive is not reliable in the following sense: if the sender crashes while it is broadcasting m, it is possible that only a subset of the processes receive and deliver m. The UR broadcast(m) primitive is more reliable: if a process receives and delivers m, then all correct processes receive and deliver m. Both primitives can be implemented in the asynchronous message passing model considered, although UR broadcast is more costly (e.g., 22]). UR broadcast is needed to ensure that if a process terminates, then all correct processes do terminate.
Function MP Consensus(vi )
(1) broadcast val(vi i ) (2) wait until n ; f val msgs have been delivered (3) 8j do if val(vj j ) has been del. then Vi j] vj (4) else Vi j] ? (5) if P(Vi) then wi S(Vi) else wi > (6) UR broadcast echo(wi v i i ) (7) repeat wait f o r a n e w echo(vj w j j ) message (8) Wi j] wj Yi j] vj (9) if echo(; w ;) with the same w from (10) a m a j . of processes then return(w) (11) As we show in the next theorem, there is no consensus protocol if f < n=2 does not hold. Interestingly, there is a message passing protocol that solves consensus for any value of f when the inputs are guaranteed to satisfy the condition C. The protocol of Figure 2 without the majority requirement in line (10) does the work, since agreement i n this case relays only on the condition AP!S. Thus, the di culty of solving consensus when f n=2 comes from the requirement to deal also with input vectors not in C.
A condition C is f-non-trivial if in its graph Gin(C f) (de ned in Section 5.1), the intersection of the d(Gi)'s over all connected components Gi is empty. Theorem 7.1. Let C be an f-acceptable, f-non-trivial condition. There is no f-fault tolerant protocol that solves the consensus problem for C in a message passing system when f n=2. If f < n = 2, then there i s a n f-fault tolerant consensus protocol for any f-acceptable C.
Proof. The second part of the theorem, when f < n = 2, follows from the correctness of the protocol of Figure 2 .
For the rst part, assume f n=2. Assume for contradiction that such a protocol exists. Thus, as explained in the proof of Lemma 5.4, Theorem 5.3 implies that the protocol decides on one value, vi, for each connected component Gi. First notice that there must exist two di erent connected components of Gin(C f), G1, G2, where the protocol decides v1 with inputs of G1, a n d v2 with inputs of G2, where v1 6 = v2. Otherwise, for every connected component Gi, the protocol decides the same value v, which b y t h e v alidity condition has to be in common to every vector of every Gi, contradicting the assumption that C is f-non-trivial.
Consider vectors I1, I2 of G1, G2 respectively. L e t p1 : : : p bn=2c run starting on I1 until they decide, without hearing any messages from the other processes. They have t o d e c i d e eventually, because it is possible that the other processes crash from the very beginning (f > n = 2), and because I1 is in C. Moreover, the decision must be v1, s i n c e I1 is in G1. Consider the pre x of this (in nite) execution, until the point they decide, call it 1, and do not deliver any message from p1 : : : p bn=2c to the others. Do the same for I2, running only the other processors, p bn=2c+1 : : : p n, and call the pre x until they decide v2, 2. Consider the input vector I constructed with the rst bn=2c entries from I1, and the other entries from I2 (I is not necessarily in C). Construct the execution which s t a r ts i n I by pasting 1 rst, then 2, and then delivering all messages between the two groups. This execution violates agreement.
TRADING SAFETY FOR LIVENESS
In the full version we s h o w t h a t i t i s p o s s i b l e to modify the protocol of Figure 1 to allow a correct process to always terminate when there are no more than f crashes. This has a price that translates as a versatile tradeo between liveness and safety. More precisely, the safety i s w eakened in the sense that the default value ? can now b e decided in some circumstances in order to prevent non-termination 27, 39] . This protocol guarantees the following properties:
T-Validity: A decided value is a proposed value or ?. T-Obligation: If the input vector belongs to C, t h e n ? cannot be decided.
T-Agreement: No two processes decide di erent proposed values.
T-Termination: When at most f processes crash, every correct process decides. Let us note that, when the input vector I does not belong to C, it is possible that some processes decide a proposed value while others decide ?: this is the versatile tradeo between the liveness and the safety guaranteed by the protocol.
