This paper considers local sparse reconstruction of time-frequency signatures of windowed non-stationary radar returns. These signals can be considered instantaneously narrow-band, thus the local time-frequency behavior can be recovered accurately with incomplete observations. The typically employed sinusoidal dictionary induces competing requirements on window length. It confronts converse requests on the number of measurements for exact recovery, and sparsity. In this paper, we use chirp dictionary for each window position to determine the signal instantaneous frequency laws. This approach can considerably mitigate the problems of sinusoidal dictionary, and enable the utilization of longer windows for accurate time-frequency representations. It also reduces the picket fence by introducing a new factor, the chirp rate α. Simulation examples are provided, demonstrating the superior performance of local chirp dictionary over its sinusoidal counterpart.
INTRODUCTION
Radar has for a long time been exploited to provide information about moving targets. [1] [2] [3] [4] It detects velocity and direction of bulk motions based on Doppler frequency shift in radar returns. Besides, it can recognize micromotions, such as vibration or rotation of structures in a target, which cause the frequency modulation on the radar return signals, commonly referred to as the micro Doppler frequencies. [5] [6] [7] [8] Therefore, spectrum estimation of Doppler and micro-Doppler signal in specific, or non-stationary signal in general, is of paramount importance in radar applications.
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Time-frequency distribution (TFD) is a powerful tool for non-stationary signal analysis, revealing the timechanging local signal structures. TFDs for a large class of FM signals are commonly obtained by linear basis signal decomposition, 14, 15 or quadratic time-frequency distribution, generally referred as Cohen's class.
16, 17
These methods, nevertheless, are susceptible to data missing, resulting in noisy TF representation. Data missing may be a consequence of removal of the signal parts that are contaminated by impulsive noise, or intentional under-sampling to enable wide-band signal processing. As such, accurate TFD, especially in case of missing data, is required.
Non-stationary signals can be assumed narrow-band over a short interval, which renders them locally sparse in the TF domain. [18] [19] [20] [21] [22] Therefore, sparse reconstruction can be deployed over overlapping windows for local TF signature reconstruction, especially with compressed observations. [23] [24] [25] [26] Greedy algorithm or convex optimization techniques are used to find the sparsest frequency contents that describe the observation within the window.
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One of the most commonly used greedy algorithms is Orthogonal Matching Pursuit (OMP), which is applied in this paper. It is a kind of adaptive signal decomposition based on a dictionary that contains a family of functions called TF atoms. Motivated by short-time Fourier transform, sinusoidal atoms have been examined and shown to suffer from the trade-off between necessary measurements for recovery and sparsity level when considering window size. Another drawback is the picket fence effect when there is a non-integer period in the analyzed data segment. In this paper, we use chirps as TF atoms. Together with an averaging method applied for each time-frequency point, the chirp dictionary approach considerably mitigates the above problems, providing more accurate time frequency (TF) signatures. It is shown that IF estimates from the first iteration of OMP are the same as those provided by the location of highest value in Discrete Chirp Fourier Transform (DCFT). However, signal sparsity is not a known priori, and is usually larger than one; thus many iterations are needed in the implementation, which represents an advantage of the proposed method over DCFT. It is noted that the chirp dictionaries have been used and applied to other classes of signals different from non-stationary signals.
30 These dictionaries possess attractive properties which make them good candidates for sparse reconstruction.
The paper is organized as follows. Section 2 formulates the problem and presents chirp dictionary. The improvements of chirp dictionary approach over sinusoid one are described in Section 3. Section 4 includes simulation results. The conclusion is given in Section 5.
PROBLEM FORMULATION
Consider a CW radar operating at frequency f 0 , the equivalent transmitted radar (analytic) signal is,
The returned baseband signal reflected from the target with K (K ≥ 1) scattering centers can be written as,
where T is the total observation time, A k (t) and φ k (t) are time-varying amplitude and phase of the k th component of the return signal, v c (t) is white Gaussian noise. The superposition of various Doppler components is expressed as,
In this paper, we work with the discrete signal which is obtained by sampling the continuous radar return at Nyquist rate F s . The result is,
where T s = 1/F s is the sampling period, n = 0, 1, ..., T /T s .
The proposed approach approximates the TF signature of observations within each time window, T w , as a chirp segment. This is contrary to spectral line approximation which is the case of sinusoid dictionary based reconstruction. In this case, the estimated frequencies are referred to a time sample corresponding to the center of the window. An advantage of the chirp dictionary is that the local sparsity level depends only on the number of chirp signal components K within the window, and is not determined by the signal bandwidth captured by the window. As a result, the local TF signature becomes highly sparse, and exact recovery can be obtained with a small number of observations using compressive sensing methods. The windowed signal is approximated as a superposition of multiple chirps,
where m is the window index, C k,m , α k,m and β k,m are the complex amplitude, the chirp rate, and the initial frequency of the k th chirp over the m th window, respectively. s rxm (n) = s rx (mL + n) and
with L being the shift between two consecutive windows in terms of number of samples, and N w = T w /T s . The signal over m th window in Eq.5 in vector form can be written as,
where Ψ is the chirp dictionary. An atom in chirp dictionary Ψ is given by,
whereα,β denotes values of chirp rate and initial frequency in the dictionary. Because X m is highly sparse, it can be solved by compressive sensing techniques,
where 1 , 2 denotes L 1 , L 2 norms respectively, and is the noise level. In this paper, the greedy algorithm OMP is deployed as the reconstruction algorithm. The IF estimates from the first iteration of OMP are the same as those of highest correlation obtained by Discrete Chirp Fourier Transform (DCFT). However, when more iterations are performed, the chirp dictionary based reconstruction deviates from DCFT and provides superior result. OMP iterations stop when the residual satisfies the condition in Eq.8. The threshold is discussed in. 
CHIRP DICTIONARY AND SINUSOID DICTIONARY
Sinusoid dictionary has been examined in sparse signal reconstruction for IF estimation for chirp signals and MicroDoppler signal. 19, 20 Its drawback lies in the adverse window length-sparsity interlocking, namely, the longer the window, the lower sparsity of local TF signature due to inclusion of larger signal bandwidth. In the case of missing samples, longer windows are required to obtain sufficient number of observations for stable recovery. This trade-off between sparsity and the required number of observations renders sinusoid dictionary ineffective for non-stationary signal reconstruction. The chirp dictionary does not suffer from this trade-off, or at least is less sensitive to it. Nevertheless, the chirp dictionary approach may give inaccurate TF signal reconstruction due to violation of chirp piece-wise approximation of the signal TF signature when applying long windows. This problem is mitigated by applying an averaging over consecutive windows. The reconstructed values at each TF point corresponding to overlapping window are added and a threshold is applied to remove small values. Accurate IF estimate would, therefore, benefit from persistent high values for a given TF point across neighboring windows. In other words, accumulation of values at (n i , f i ) strengthens f i estimate, whereas non-accumulative values are deemphasized.
In the following example, we show that chirp dictionary provides superior performance to the sinusoid dictionary even for signals consisting of fixed frequency sinusoids. This becomes more evident when the signal period is non-integer due to picket pence effect, which is illustrated for a single tone in Fig.1 . When the signal frequency is 102.4 Hz, 102.5 Hz, 102.7 Hz, OMP selects either the atom of 102 Hz, or 103 Hz. Due to the low correlation between the signal and the chosen atom, large residue results, and further iterations are executed, resulting in frequency contents at false locations. The chirp dictionary addresses this inaccuracy. With the inclusion of the factor α, atoms with better matching with the signal are selected, which leads to smaller residue, forcing OMP to a halt. If further iterations continue, the result would be insignificant, close to noise floor. This is illustrated in Fig. 2 when the signal frequency is 102.4 Hz. The IF estimate after using chirp dictionary better correlates to signal compared to the sinusoid dictionary.
The fence picket effects can be reduced by increasing the resolution or number of DFT points. However, integer number of period in the data segment being analyzed is never guaranteed. Moreover, as the radar return is typically a non-stationary signal with changing frequency over time, fence picket effect is inevitable. Therefore, chirp dictionary approach would outperform its sinusoidal counterpart most of the time.
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SIMULATION RESULTS
This section evaluates the performance of sparse reconstruction of the signal time frequency signature using chirp dictionary, especially in the case of missing samples. We compare the proposed approach with sinusoid atoms, and discrete chirp Fourier transform DCFT.
In following examples, the signals are sampled at Nyquist rate with sampling frequency F s = 256Hz, the total signal length is N = 256. The data is then randomly under-sampled to create the incomplete data to be processed. The input signal is corrupted by white Gaussian noise, and the signal-to-noise ratio is set to SN R = 30dB. Rectangular window is applied. The resulting image is normalized and transfered to energy version for display. To access the accuracy of sparse reconstruction algorithms, concentration level (ζ) is deployed, which is the ratio of sum of pixel magnitude along the ground-truth, the actual IF, and the rest of the TF values. The higher ζ, the more accurate the result is.
The first example illustrates the TF signature obtained by chirp atoms in the two cases with and without using averaging method. The input signal is expressed as:
where n = 0, 1, ..., N − 1. We randomly discard 50% of the data. The window length is set to N w = 50. The simulation results are shown in Fig. 3 . The combination of chirp dictionary and averaging method provides more accurate local signal frequency structure with ζ = 31.6678, compared with ζ = 9.0554 without averaging. In the second example, with the same frequency grid, we show that the proposed approach outperforms its sinusoidal dictionary counterpart for sinusoid signals . For off-bin-center sine waves and ∆f = 1Hz, our approach obtains more accurate IF estimates, as it can alleviate the picket fence effect. The simulated signal is described as,
where n = 0, 1, ..., F s − 1. We assign two values for each f 1 , f 2 , f 1 = 100Hz, 102.4Hz, and f 2 = 25Hz, 25.6Hz. The window length is N w = 50, and a rectangular window is deployed for both dictionary approaches. 50% of the signal is randomly shorted. When a full data is available, no noise, and signals' periods are integer, both methods provide perfect frequency localization with ζ = ∞, as illustrated in Fig.4 (a,d) . The chirp dictionary shows clear advantage over its sinusoid counterpart with added noise and data missing. The corresponding performance measurements are ζ = 180 and ζ = 41, respectively, and the results are shown in Fig. 4 (b,e) . With non-integer period signal, the sinusoid dictionary method significantly suffers, showing noisy time-frequency signature as depicted in Fig. 4 (f) in contrast with the result of the chirp dictionary shown in Fig. 4 (c) . The values of ζ of chirp and sinusoid dictionary approaches are ζ = 143 and ζ = 5. Higher resolution or smaller frequency grid helps mitigating the picket fence effect. With ∆f = 0.5 Hz, the same signal expressed in Eq.(10), SN R = 30dB, and 50% data missing, the concentration level is ζ = 28 compared with ζ = 5 when ∆f = 1 Hz. The result is shown in Fig. 5 . As bin-center signal is unlikely to occur, the chirp dictionary provides more reliable IF estimations.
The third simulation compares the accuracy of local TF signature when the chirp dictionary and DCFT are used. Two input signals x 1 (n) and x 2 (n) are employed,
where n = 0, 1, ..., N − 1. Window size is N w = 50, rectangular window, and averaging method are utilized in both methods. Results are shown in Fig. 6 . When the input signal is mono-component x 1 (n), and assuming that the signal sparsity is known, then the concentration levels of the two approach become ζ = ∞. The chirp approach provides better TF signature in the case of multi-component input x 2 (n) with ζ = 62, compared with ζ = 1.5 resulting from DCFT.
The next simulation uses the data from human gait radar returns. The data has 20000 samples, which is first sampled at Nyquist rate F s = 1000Hz, and then randomly thinned by discarding 50% of data samples. The window length is set to N w = 128. Rectangular window is applied for the discrete chirp transform and the chirp dictionary, whereas Hanning window is used for the approach sinusoid atoms. The result in Fig. 7 shows chirp dictionary approach is the best among the three methods representing the torso and limb's micro-Doppler.
CONCLUSION
We have examined the chirp and sinusoidal dictionary performance over synthetic and real data in the case of incomplete observations. Although both methods are based on the reconstruction of data within short overlapping time intervals defined by a sliding window, the chirp dictionary outperforms the sinusoidal dictionary. The chirp dictionary approach can relax the drawbacks of its sinusoid counterpart, which are the picket fence effect, and converse requests on number of measurements for exact recovery, and sparsity. Therefore, it provides more accurate approximations to the time-frequency signature of non-stationary signals. In comparison with discrete chirp Fourier transform, the chirp dictionary method also provides superior performance when the input is a multiple-component signal. 
