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Roles of contributors 
The development of the Toolkit has been largely the result of a successful partnership 
between three institutions committed to promoting development in developing countries 
the ACP-EC Technical Centre for Agricultural and Rural Cooperation (CTA), the Royal 
Tropical Institute (KIT), and the International Institute for Communication and 
Development (IICD). The co-ordinators from these agencies have played a pivotal role in 
making the Toolkit a reality. LEAP IMPACT1 has also been crucial in facilitating dialogue 
and promoting ideas on the evaluation of information. 
The writers and collaborators who voluntarily contributed their time and energy to the 
development of the tools were drawn from the South and North, representing government, 
the private sector, non-governmental organisations and universities. Many are information 
specialists with a wide range of experience in the evaluation of information products. This 
had the advantage of taking into consideration a wide range of cultural and organisational 
experiences both in developing and developed countries.  
Testing of the tools has taken place across African, Caribbean and Pacific (ACP) countries, 
Asia, Europe and the United States, with many of the tool writers acting as supervisors. 
These supervisors have been important in the process, providing valuable guidance along 
the way. Many of the testers were drawn from networks developed consequent to the 
increased level of collaboration within the information community. These testers and 
supervisors have contributed greatly to the further refinement of the Toolkit and their 
feedback has been incorporated within the tools. 
The final set of tools has been reviewed by a distinguished group of evaluators from the 
European Evaluation Society and the International Development Evaluation Association, 
who have actively participated in electronic discussions and later attended a Workbench 
meeting to further refine the handbook and tools. 
Special mention must also be made here of the high level of enthusiasm, co-operation and 
networking that have characterised this project. Those involved have attributed this to the 
feeling of ownership, the open sharing of knowledge and belief in the worthwhileness of 
the project.  
                                                
1 LEAP-IMPACT community of practice aims to improve the institutional performance of monitoring and 
evaluation (M&E) practice related to information products and services. It is a community of practice open to 
all individuals/ organisations interested in the evaluation of information. LEAP IMPACT is a joint initiative of 
CTA, KIT and IICD.   
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Foreword  
A proverb says: It is not easy to jump on the bandwagon. However, it seems easier when it has 
arrived at its destination. It is an honour and a real pleasure for me, as CTA s new Director, to 
become part of an important orchestra that has played together over such a long time to come up 
with an enormous piece of music: the SMART Toolkit.  
Evaluation means readiness to acknowledge achievements and successes, but also to analyse reasons 
and motifs for weaknesses, lack of efficiency and failures. Evaluation thus means to be critical of 
ourselves the recurrent questions at the end of a busy day mirroring our performance: Did I do 
my best? What eventually went wrong? Could I have performed better? These are critical reflections 
on lessons learned, aiming at improving our next day s performance. But evaluation also means 
accepting feedback from others who are mandated to judge our performance, be it in the form of 
official evaluation or daily dialogue with our superiors.  
Dialogue means communication a very important part of CTA s mandate. This is one of the 
reasons why CTA has accepted the challenge to contribute, together with our partners, towards the 
production of a SMART Toolkit to provide practitioners with practical guidance for making 
evaluations more systematic and more efficient.   
We have experienced how evaluation has evolved over time: from input to output evaluation, 
heading towards impact analysis. Evaluation has always been a major challenge, and will remain one. 
There are difficulties related to identifying the most appropriate indicators, and finding the ways and 
means, qualified staff, additional funding and time necessary to carry out evaluations. This is true for 
all development assistance institutions, agencies and activities. It becomes even more difficult in the 
area of measuring the effects and impacts of information products and services. Therefore practical 
guidance is urgently needed.   
The SMART Toolkit provides this guidance to all of us: practitioners (not necessarily evaluation 
experts); stakeholders who play an active role in providing information products or services; project 
managers on the ground; as well as representatives of international development and funding 
agencies.  
It is evident that information products and services need funding. Particularly where public financial 
resources are involved, accountability and transparency are crucial in order to justify to taxpayers 
how funds have been used. Evaluation also offers proof that our target beneficiaries the 
population living in rural areas receive the best value services that money can buy, and that scarce 
resources are used in a way that will achieve the utmost in alleviating poverty and improving their 
livelihoods.  
Last, but not least, let me sincerely thank all of you who put the SMART Toolkit together for your 
contribution, your enormous experience and your dedication. Let me assure you that CTA will 
continue to contribute to building up the capacities in ACP countries in order to promote an 
evaluation culture among practitioners in the field of information and communication management.    
Good luck in using the SMART Toolkit successfully.    
Dr. Hansjörg Neun 
Director, CTA 
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Introduction 
Learning has been described as the new frontier (OECD 2001). It is where development 
organisations should be heading if they are interested in developing the capacity to respond 
to the changing needs of their stakeholders (CTA 2004). And this capacity to change should 
be fed by learning. One of the proponents of organisational learning, Peter Senge (1990) 
says:  
Learning organisations are organisations where people continually expand their capacity to 
create the results they truly desire, where new and expansive patterns of thinking are 
nurtured, where collective aspiration is set free, and where people are continually learning to 
learn together.
 
Using learning as an instrument to build an organisation s capacity to manage its 
information products and services may seem a straightforward process, but in reality it is 
not so easy. And while the potential role of monitoring and evaluation in enhancing 
organisational learning is readily acknowledged in the development literature, the 
compatibility between objectives as accountability and learning in the same evaluation 
exercise poses many difficulties, fuelling the debate on the feedback challenge 2  
This debate gains even more momentum as funding agencies face increasing pressures from 
tax-payers to demonstrate the added value of their intervention. At the same time, there is 
increasing demand for information managers to monitor and self-evaluate their products 
and services often without any firm grounding in evaluation and without suitable tools 
and methods to help them on their way. And although both accountability and learning are 
important, learning which is the focus of the Toolkit is where there is most need for 
improvement. 
What do we mean by learning? Learning in the context of the Toolkit means that within 
organisations there is commitment on the part of management to support and empower 
staff and a willingness on the part of staff to respond to this to change. Self-evaluation 
which involves the organisation s managers, staff and stakeholders in the evaluation process 
(in terms of identifying the strengths, weaknesses and translating learning into action), can 
play a vital role here. This is in contrast to external evaluations, where experts from outside 
evaluate staff and management and present a report at the end of the exercise to 
management. Not surprisingly, Horton et al. (2003) speak of the advantage of this self-
evaluation where the people who are responsible for the organisation, management and 
operation and stakeholders with a strong knowledge and interest in the organisation, gain 
in-depth understanding of what works well and why and where improvements are needed. 
With this knowledge, they are extremely well prepared to address the necessary changes in 
practical ways.
The Toolkit to support the monitoring and evaluation of information products and services 
is therefore timely. It presents information practitioners with a simple how to guide to 
self-evaluate their products and services, with the view to improving decision-making 
management capacities through learning and action. 
                                                
2
 See OECD 2001 p. 17. 
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This Toolkit will add significantly to the limited body of literature on the evaluation of 
information, stimulating dialogue and capacity-building efforts towards developing good 
project management practices, particularly at the grassroots level, and promoting the use of 
evaluation as a capacity-building tool. It will also serve as a complement to the publication 
Evaluating information: a letter to the project manager (Mook 2001), which focuses on 
measuring the impact of agricultural information projects and the Information 
management resource kit (IMARK) module titled Investing in agricultural information 
developed by CTA, FAO and other partners which draws heavily on the publication.  
It is perhaps worth noting that the Toolkit is a work-in-progress. The Co-ordinators hope 
that after extensive use by partners, which will serve as field test, a revised version with 
additional tools and lessons learned will be produced.  
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Toolkit 
About the Toolkit  
The Toolkit focuses on the evaluation of information products and services from a learning 
perspective within the context of agricultural information projects. It is directed at internal 
evaluation rather than external evaluation. An internal evaluation aids organisational 
learning and represents a real change away from the traditional evaluation, which has tended 
to be funding agency-driven and -controlled, because of the need for accountability and 
compliance. The Toolkit will help you to understand how and why things go wrong or 
right, so as to gain an insight on how to do things better in the information project. The 
Toolkit thus encourages learning and self-evaluation.  
Who is the Toolkit for? 
This Toolkit is for organisations interested in learning how to improve their project 
management practices and to develop a culture of evaluation. The Toolkit is also for anyone 
interested in good project management such as managers and funding agencies, as well as 
other stakeholders who play an active role in the life of the information product or service. 
The Toolkit particularly lends itself to the non-experts in evaluation, particularly those at 
the grassroots level, because of its style and the type of information provided.  
How did the Toolkit come about? 
Since 2001, a group of information practitioners from development agencies have been 
working together on the evaluation of information products and services. The lead agencies 
in this undertaking have been CTA, KIT and IICD, while a wide number of partner 
institutions and others have also been active participants. Based on this group s online 
platform, we will, for ease of reference, call this the LEAP IMPACT partnership. 
Over the years, the partnership has examined the challenges facing the information 
professional who wants to evaluate his or her own information service but does not have 
adequate experience and know-how. Firstly, the literature which could act as a guide to the 
evaluation of information is highly dispersed and publications that are available are not 
aimed at self-help or at a practitioner audience. Thus, on all counts, it is highly inaccessible. 
Secondly, there is often no evaluation culture or related evaluation expertise on which to 
build: evaluation is seen as intimidating and information practitioners do not generally have 
the evaluation skills. Although these challenges are particularly applicable to information 
professionals in a resource-poor or isolated situation, they are also valid for most 
information professionals working in the field of information for development. The ability 
to undertake an evaluation and to look at one s own products and services in an analytical 
and systematic manner strengthens the professional capacity of the information 
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practitioner and would, logically, lead to his or her professional empowerment and the 
improved management of information services in the organisation. 
At the Bonn meeting in 2001, the combination of evaluation experts and key information 
practitioners from partner organisations helped to combine the tacit knowledge of those 
involved in evaluation and information services with more explicit knowledge. And it was 
here that the idea for a how to manual that would support self-evaluation by 
information practitioners was conceived. The word smart was chosen to emphasise the 
clever or appropriate aspects of the tools. It also provided an oblique reference to the 
SMART indicators (specific, measurable, achievable, realistic, time-bound) common in the 
evaluation literature. 
The new ideas generated by the workshop need to be made known and transformed 
into information for use by all practitioners. There is a need for further collaboration 
among participants to produce publications and other resource materials. Active 
participation in the form of comments and contributions to publications and co-
publications should be encouraged. (CTA 2002)  
The plans for a manual were further refined: the manual would combine the tacit 
knowledge of participants, plus more formal approaches and models, to produce a guide for 
practitioners who were interested in evaluation but did not know how to go about it. Thus 
the Smart Toolkit was born. This Toolkit gained form and was taken forward in 
Amsterdam 2002, where the first set of written tools were presented and debated. A further 
meeting was organised in 2003 (Wageningense Berg), where participants revisited the tools 
which led to the present structure of the Toolkit. It was during this workshop that it was 
decided that there was a need for a Handbook to support the tools.  
The Toolkit has three unique characteristics. Firstly, the Toolkit is actually the tip of the 
iceberg : the main part of the work that it has involved is not visible. The Toolkit has been 
created by a complex process of writing, validating, testing, supervising and reviewing of the 
tools, supported by a multitude of feedback loops.  
The writing involved information practitioners from South and North trying to put their 
experiences onto paper, and also tapping into the knowledge of experts in the field of 
evaluation and information. The use of additional information from web sources was also 
put forward so as to enhance the material being produced.  
In 2004, a framework for testing was developed. Individuals and organisations were invited 
to send in proposals along with their reasons for wanting to test the tools. Several potential 
testers reacted, making it difficult to choose who should be selected. Following on these 
rich experiences, the draft versions of the tools were revised, ready for review by the peer 
review group of international evaluation experts in Wageningen in February 2005. 
In addition to these activities, the workshops have also seen intensive learning on the 
different models of evaluation of information; a continuing discussion on the socio-
economic impact of information services; and an exchange of ongoing experience with and 
approaches to evaluation. This increased understanding has also been fed into the Toolkit at 
its various stages of development.  
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After three years of work, the Toolkit has been published in printed form. The Toolkit is an 
example of ongoing work this publication represents a brief step back to reflect on it. 
We do not claim that the Toolkit is the ultimate authority on the evaluation of information 
products and services, but we are confident that it will enhance the skills of those using it.  
The writers, collaborators, testers, supervisors, reviewers, editors and co-ordinators have 
shown a remarkable commitment to this Toolkit, as have the three lead institutions (CTA, 
KIT, IICD). This commitment is motivated by a shared vision of the importance of 
evaluation to the professionalisation of information practitioners and to the management of 
information services.  
In addition, a key element of this process has been the LEAP IMPACT community online 
platform, set up in 2003, which has supported discussions among the tool writers and the 
wider community of information practitioners, as well as making it possible to post 
documents in draft forms for discussion and to keep the wider group informed of what 
stage the tools have reached. For many members, it was their first participation in an online 
community which also provided a related learning experience. 
Why use the Toolkit? 
If you are new to the evaluation process, the Toolkit is a good place to begin. It will help 
you to organise your thoughts and get you started, prompting you to ask questions like:  
How is the product or service performing?   
Are the right things being done? 
Why did that work?  
Why did that not work? 
And later, as you become more comfortable with doing evaluations you may want to tackle 
the longer-term and more complex issues relating to impact assessment (e.g. what 
difference did your product/service make to your target group3, and the wider society?).   
The Toolkit will guide you step by step through the evaluation of a range of information 
products and services. It warns you of the possible pitfalls you may encounter on your 
journey. Evaluation can be fun, promoting a feeling of empowerment and 
professionalisation. 
Here are two quotes from those who have already used the Toolkit: 
After applying the tools in the field (where our listeners are), radio has become very interactive and producers 
no longer come up with programmes of their own making, but those that are people driven
Kelvin Chibomba, Station Manager, Mazabuka Community Radio Station, Zambia.  
The tool , is a truly useful contribution to CSOs and NGOs who publish newsletters
Sanjana Hattotuwa, Centre for Policy Alternatives, Sri Lanka. 
                                                
3
 Target group refers to the intended users of the information product and/or service. 
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How will the Toolkit help you? 
It is envisaged that the Toolkit will help promote:  
Capacity building for the evaluation of information products and services;  
The development of a culture of evaluation for self-assessment with a view to 
improving the information products and/or services within your organisation. 
The main objectives of the Toolkit are to provide you with: 
Clear, easy-to-use guidelines to evaluate an information product/service; 
Access to the tacit knowledge of information practitioners and managers; 
Tools designed for situations where the main purpose of the evaluation is to improve 
the management and performance of the information activity. 
What the Toolkit will not do 
The Toolkit will not tell you: 
What you should be doing in your particular evaluation, it can only guide you; 
How to do your evaluation  that requires continuous practice on your part. 
What the Toolkit contains 
The Toolkit brings together the Handbook (Part 1), a variety of tools (Parts 2 and 3) and 
Annexes, which all support the evaluation of information products and services (see Figure 
i).  
The Handbook explains the basics of evaluation, taking you through the evaluation 
process so that you can have a clear picture of why you want and need to evaluate your 
information product/ service, as well as what it is you are evaluating. It shows you which 
tools can be used during the evaluation. A checklist has also been provided to help you to 
know what you should be doing at different stages of the evaluation process.   
Part 2 contains tools for evaluating specific products and services such as a training course, 
newsletter, website, Question-And-Answer service (QAS), small library/ resource centre, 
radio programme, databases and Selective Dissemination of Information (SDI) service. Part 
3, the Process module, contains tools relating to the planning of your project, and general 
aspects of evaluation of your project. The planning tools for your project are the Logical 
Framework (Logframe), Results-based management, benchmarking and indicators. Planning 
tools for your evaluation are terms of reference (ToR) and the Logic model. 
Implementation tools cover SWOT analysis, questionnaire design, focus group discussions, 
case studies, conducting individual interviews, creative techniques, After Action Review and 
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Figure i : The Smart Toolkit  Linking the three parts together    
data analysis. The tools for reporting your evaluation and follow-up include: writing and 
dissemination of an evaluation report, utilisation of the evaluation results and transforming 
learning into action. (See Figure ii). 
In the Annexes at the end of the Handbook, a reading list on conceptual frameworks and 
methods used for evaluating information products and services has been included. A 
glossary of basic evaluation terms has been compiled to ensure consistency in the 
definitions used in the Toolkit as well as references, a list of participants attending the four 
workshops, a list of acronyms and a feedback form. 
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Application of the Toolkit 
The ways in which the Toolkit can be applied will vary depending on your resources and 
other factors such as the environment in which the evaluation is taking place and the type 
of evaluation you will be conducting. A general framework has been developed to guide you 
through the evaluation, bringing together the chapters in the Handbook as well as the 
relevant tools. 
In the sections that follow, you will discover more about the Handbook, the products and 
services, and the supporting tools.  
Your contribution to the Toolkit 
Providing feedback on the Toolkit is one way that you can contribute to the development 
and further refinement of the Toolkit (see Annexes). Two formats of the products and 
services and the process tools have been provided in the Annexes to the Toolkit, which you 
can use to develop additional tools for later addition to the Toolkit.  
You are also invited to join the LEAP IMPACT community of practice (see 
http://www.dgroups.org/groups/leap/impact), if you are interested in communicating with 
other practitioners and receiving additional information on the evaluation of information 
products and services. 
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Toolkit Handbook 
Purpose of the Handbook 
The Handbook is primarily intended to support the use of the tools, helping you to choose 
the best tools to use during the whole internal evaluation process. Further, it will: 
Provide background information on the evaluation of information products and services;  
Explain possible pitfalls in carrying out your evaluation; 
Show how external factors can play a critical role when carrying out any evaluation.  
Once you start incorporating evaluation as part of your information project activities, you 
will find it provides an invaluable insight on how to manage your information 
product/ service better. The Handbook will explain the background and methods used in 
evaluating selected information products or services.  
Structure and content 
The Handbook presents guidelines for the design of monitoring and evaluation procedures 
of an information product/ service, based on theoretical considerations and practical 
experience. The first two chapters outline basic evaluation theory, while chapter 3 provides 
the link between this theory and the tools presented in Parts 2 and 3. The structure and 
content of the Handbook are as follows: 
Chapter 1: Explaining the basics of evaluation looks at evaluation and information products 
and services. It addresses key questions such as why you need to evaluate your 
information product or service, the different types of evaluation, who wants to evaluate 
and why;   
Chapter 2: What do you want to evaluate? This explores what you want to evaluate and 
examines key issues and methods in an evaluation; 
Chapter 3: The evaluation process ( how to ) gives an overview of the tools and how they 
help you to evaluate your information product/ service. It also provides a checklist 
which helps you to know which tools support which stage of the evaluation process.   
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1 Explaining the basics of evaluation 
This section explains why evaluation is so important, its definition, the types of evaluation, 
who wants the evaluation and why. It also focuses on why evaluation should be 
participatory and what makes an evaluation credible. Finally, evaluation within the context 
of information products and services is discussed. And while it is good to know all this 
theory, if you just want to go straight into the evaluation, go to chapter 3.  
1.1 Why all the fuss about evaluation? 
Evaluation is considered by many to be a scary and divisive process. It doesn t have to be, if 
you approach it well. If used correctly, evaluation can be a powerful tool, helping you to 
improve the delivery of your information product or service. Most importantly, you can use 
evaluation as a tool for learning and capacity building to improve yourself as well as others 
within your organisation. That is what this book is all about -- building your capacity to 
make judgements about the value of your work. 
1.1.1 Why do you want to evaluate your information product/service? 
One of the first questions you need to ask yourself is: Why do I want to evaluate this 
information product/ service? (see Box 1.1). The timing of the evaluation needs to be 
directly linked to this. To answer the question, your primary reason for evaluating the 
information product/ service would be because you are interested in learning from the way 
you are creating the product or delivering the service, so as to improve continuously. 
Ideally, the evaluation needs to begin from the inception of the product/ service so that it 
can be constantly monitored and evaluated. 
The results of an evaluation can also be used to convince decision-makers of the usefulness 
of your information product or service. There are, of course, other people who have an 
interest in your evaluation and who may be affected by its outcome, for example: 
The results of the evaluation can motivate your colleagues working on provision of the 
product/service to keep up the good work or improve performance;  
Those using the product/ service will be affected by the type and quality of the services 
they require;  
The decision-maker or funding agency can use the evaluation to judge the usefulness of 
your information activity and make decisions accordingly.  
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Box 1.1: Example of how evaluation played a key role in shaping H ealthlink s information 
activities to serve the needs of its stakeholders 
Healt hlink Worldwide, or iginally known as AHRTAG, is a UK-based int er nat ional NGO wit h about 20 st af f . We 
wer e st ar t ed by a gr oup of people in t he UK wit h ext ensive exper ience of wor king in pr imar y healt h car e over seas 
who wer e concer ned about t he lack of appr opr iat e r esour ces, including inf or mat ion, available t o many healt h 
wor ker s in developing count r ies. I n or der t o impr ove access t o r esour ces, Healt hlink developed t wo main ar eas of 
work: 
Information production pr oducing inf or mat ion r esour ces t o addr ess ident if ied gaps in healt h and disabilit y 
inf or mat ion, and adapt ing int er nat ional inf or mat ion t o make it mor e accessible and r elevant t o t ar get gr oups in 
resource-poor settings. We became known for our international newsletters such as AIDS Action and Child Health 
Dialogue; 
Information management developing inf or mat ion syst ems, pr imar ily f ocused on development of r esour ce 
centres that identified, selected, filtered and repackaged information for the target group. 
Evaluation at Healthlink Worldwide 
I n most or ganisat ions, inf or mat ion act ivit ies or pr oduct s ar e par t of wider pr oj ect s and t her ef or e ar e of t en not 
f ocused on dur ing f or mal evaluat ions. As Healt hlink s act ivit ies ar e inf or mat ion cent r ed, evaluat ions of our wor k 
f ocused on inf or mat ion act ivit ies and pr oduct s, and ver y ear ly on we began t o lear n f r om evaluat ions ways t o 
impr ove t hese. For mal pr oj ect evaluat ions wer e usually led by ext er nal consult ant s, but in addit ion we developed a 
number of inf or mal monit or ing and f eedback pr ocesses, such as using r eader s let t er s, and int er nat ional advisor y 
groups. 
Lessons learned 
We did learn from our evaluations. For instance, in response to feedback from monitoring and evaluation processes 
t hat highlight ed t he need f or mor e locally specif ic inf or mat ion, we developed a number of par t ner ships wit h local 
or ganisat ions ar ound t he pr oduct ion of r egional issues of our mat er ials. These par t ner ships suppor t ed t he 
document at ion of local exper iences, and inf or mat ion on local issues, r esour ces, and ser vices, as well as cont inuing 
t o pr ovide int er nat ional inf or mat ion t hat was r epackaged f or t hese audiences. 
Challenges 
Two development s in par t icular challenged Healt hlink s appr oach t o evaluat ion and t he dir ect ion of it s wor k: 
Rapid development of ICTs, particularly the Internet and e-mail. As well as leading t o a dr amat ic incr ease in t he 
speed of communicat ion, t hese development s wer e linked t o an incr ease in demand f or evidence of t he impact of 
development init iat ives. While evaluat ions of Healt hlink s wor k showed st r ong anecdot al evidence of impact at t he 
level of use f or inst ance, we knew t hat our newslet t er s wer e used r egular ly in t r aining and t hat access t o 
inf or mat ion via t he newslet t er s had led a number of r eader s t o change or impr ove par t icular pr act ices it was 
difficult to show evidence of impact linked to broader development goals. 
The HI V/ AI DS pandemic. The r apid spr ead of t he HI V/ AI DS pandemic challenged t r adit ional appr oaches t o 
healt h pr omot ion and educat ion or I EC (inf or mat ion, educat ion and communicat ion); in many cont ext s t hey wer e 
visibly not wor king. An explor at ion of t he r easons emphasised t he complexit y of t he communicat ion envir onment 
and t he need t o look mor e br oadly t han individual behaviour change. I n t er ms of Healt hlink s and par t ner 
or ganisat ions wor k, t he challenge was t o move beyond a model of inf or mat ion disseminat ion based ar ound 
pr oduct ion of r esour ces t o t he use of communicat ion t ools and t echniques t o pr omot e discussion and dialogue, and 
t o give voice t o dif f er ent per spect ives, needs and exper iences, while cont inuing t o maint ain a component ar ound 
communication of new knowledge. 
Current work 
Healthlink Worldwide continues to work in partnership, but its work has moved from an emphasis on strengthening 
inf or mat ion pr ovision t o st r engt hening communicat ion mor e br oadly on healt h and disabilit y issues. Our pr oj ect s 
now focus on suppor t t o help partners use communicat ion t ools and t echniques t o r espond t o local needs, and t o 
r aise local and r egional issues on int er nat ional plat f or ms (visit www.healthlink.org.uk). Healt hlink s t r aining 
pr ogr amme includes wor kshops ar ound communicat ing f or advocacy, pr oduct ion of ef f ect ive communicat ion 
resour ces, and st r at egic communicat ion. We cont inue t o of f er suppor t ar ound ident if ying, select ing and 
r epackaging exist ing inf or mat ion so t hat it is mor e easily accessible t o dif f er ent audiences (www.asksour ce.or g). 
The DFI D-f unded Exchange Pr ogr amme host ed by Healt hlink is looking par t icular ly at issues ar ound evaluat ing 
communication for social change and approaches to strengthening networking and learning (www.healthcomms.org). 
Christine Kalume, Healthlink Worldwide, 2003  
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1.2 Evaluation definitions 
There are several definitions of evaluation, but they all have three concepts in common 
information, judgements, and stakeholders (Box 1.2).  
   Box 1.2:  Definition of evaluation 
INFORMATION ---- with which to make 
                     JUDGEMENTS (at a specific time during the life of the information  
                                                    product/service)   
 
---- that affect 
STAKEHOLDERS ---people (beneficiaries, target group(s), funding 
agencies, NGOs, partners, policy-makers, networks, etc.) who have a 
direct or indirect interest, either positive or negative, in the 
information product/service. 
Source: based on Inter-American Development Bank (1997).  
For this Handbook, the definition that we will be using is: 
An evaluation is an assessment, as systematic and objective as possible, of an information 
product/ service its design, how it has been planned and implemented and the outcomes/ 
impacts (adapted from DAC 2002). It is  judging, appraising, or determining the worth, 
value or quality of something . It also involves a process of reviewing data and drawing 
conclusions from it (Horton et al. 1993). By seeking to explain what happened, and how and 
why things happened as they did, you aim to promote self-learning, empowerment, capacity 
building and the sustainability of the information product or service. 
Monitoring, which is used in evaluations, is a continuous process of collecting and 
analysing data for performance indicators, to compare how well [the information 
product/ service] is being implemented against expected results (DAC 2002). Monitoring 
helps to identify day-to-day problems during the implementation of information 
products/services. 
Auditing literally means checking, and is a formal and external form of evaluation. The 
European Commission s (2004) definition is that it is an assessment of the legality and 
regularity of the project expenditure and income (ii) whether project funds have been 
used efficiently and economically (iii) whether project funds have been used effectively.
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Auditing is often primarily (but not exclusively) concerned with financial aspects of the 
information project.  
For the purposes of this Toolkit, we focus primarily on monitoring and evaluation within 
the context of the objectives and values as identified in the project. Less emphasis will be 
placed on the auditing aspects. 
1.3 Types of evaluation 
There are different types of approaches to evaluation. Based on the relationships between 
the project cycle4 and the information product/service, we can speak of two main types of 
evaluation  formative and summative evaluation: 
Formative evaluation occurs during and after the project planning and 
implementation stages. This type of evaluation helps you learn how to improve and 
enhance the management and implementation of your information product/service. A 
formative evaluation tends to be done for the benefit of those involved in production of 
the product/service; 
Summative evaluation is conducted at, and after, the information project completion 
stage. This type of evaluation helps you answer questions about whether the 
information project has achieved the expectations and objectives set. 
 Other classifications of evaluations are: 
External and internal evaluations: External evaluations are conducted by 
organisations or independent evaluators outside the organisation managing the 
product/service. Internal evaluations to evaluate the product/service are conducted by 
you and your colleagues within the organisation. 
Evaluations that are conducted at various times in the project cycle: 
- Ex ante evaluation (such as a feasibility study): this evaluation takes place at the 
end of the planning stage of the project. The focus here is on assessing the proposal 
for the information project in terms of relevance, feasibility, potential impact or 
expected benefits and is a kind of second opinion to determine whether the 
project is viable. Here checks are made to see if the needs of the stakeholders are 
assessed properly and to determine whether the strategies and plans are developed 
adequately.  
- Mid-term evaluation: takes place mid-way during the life of the information 
product/service. It is during the implementation stage that monitoring and 
evaluation plays a major role in looking at the progress and performance of the 
information product/ service, as well as identifying any changes in the environment 
that affect the effectiveness of the product/ service. The mid-term evaluation 
                                                
4
 Project cycle is a framework for planning and managing projects. There are distinct stages (planning, 
implementation and completion) through which the information product and/or service moves during its 
lifetime. 
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involves collecting and analysing data for performance indicators, to compare how 
well the product/ service is being implemented against expected results. Sometimes 
the focus of the evaluation is to explain an unusual event, for example, the 
monitoring figures may show a disturbing or remarkable trend. Much of the activity 
in this phase has to do with: 
o collating data on inputs and outputs; 
o ensuring that costs do not go over budget, and that funds are used in the 
optimal way; 
o ensuring activities take place according to the plan and lead to the desired 
results. 
- Ex post evaluation: takes place at the end of the project cycle (project completion 
stage). You need to review the whole cycle within the context of its background, 
objectives, results, activities, and the means deployed. The focus of the evaluation is 
to review how well the information product/service did to determine the outcome 
or short-term impact. It should also assess how sustainable the effect is, and the 
factors that led to success or failure. 
- Impact evaluation: takes place once the information product or service is well on 
its way, or after its completion. An impact evaluation looks at the broad, long-term 
effects of the information product/ service. Here you are concerned with whether 
the information produced has actually influenced the actions of the target group or 
led to a change in the society. Although it is very difficult for you to prove that your 
product or service has had a demonstrable long-term impact at the level of socio-
economic development, because of the attribution problem5, it is acceptable (under 
certain conditions and with certain qualifications) to make assumptions that there is 
a link between the changes observed and your local project, on the condition that 
the link is plausible and there are no other products or services that could have 
caused the effect.  
For instance, in certain circumstances it is possible to demonstrate that your 
information product/service can have an impact on professionals, leading to 
institutional change. For example, a management training course for agricultural 
extension services can lead to the Director of Extension Services restructuring the 
services (short-term impact) to meet the needs of farmers more effectively (long-
term impact, which is more problematic), and result in a new commitment to 
strengthen the links between research and extension which eventually leads to an 
increase in crop production. This is probably the furthest that small-scale 
information activities are able to venture in the field of impact evaluation. This type 
of evaluation can also take place long after completion of the information activity. 
The evaluation results should then feed back into future planning activities to ensure 
that the lessons you learned will empower you to improve effective future 
information products and/or services.   
                                                
5
 This is tied to the question of whether you can directly link changes in society to your information activity.   
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Figure 1.1: The project cycle, contributions of the type of evaluation at each stage of the cycle, and 
the central role of learning/capacity development 
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1.4 Who wants the evaluation and why? 
The purpose of the evaluation will depend on who wants the evaluation. If the funding 
agency is requesting the evaluation, then the evaluation will most often be summative. This 
involves:  
Accountability concerns (that the resources have been used for the intended purposes);  
Measuring the benefits of the information product/service (e.g. increased production of 
crops due to better extension information provided). 
This is because a funding agency is accountable to its stakeholders and it needs to show 
how and why the funds were spent. However, given increasing recognition on the part of 
funding agencies of the need to learn from the evaluation process, you will probably be in 
good position to push for a change in their stance, thereby promoting better understanding 
on all sides. This is because you are accountable for the survival of your organisation, and to 
your target group (as well as to the funding agency). So to meet their needs, some of the 
questions you want answers to are: 
Was the expenditure as planned? If not, why not? 
Were the original objectives, for which funding was given, met? 
Is the information product/service suitable? 
Do activities comply with gender awareness, equity (or any other policy-makers)?  
As an information practitioner, you are particularly interested in conducting a formative 
evaluation so as to learn from the evaluation. The evaluation will usually be internal 
similar to Healthlink s informal evaluation (see Box 1.1). The main purpose will be to:   
Develop capacities in managing your information product/service; 
Ensure informed decision-making; 
Gain insights into your information product/service; 
Enhance personal, organisational and development learning;  
Improve performance of the information product/service. 
Some of the questions you would therefore be concerned with are: 
Does the information of the product/service meet the needs of the target group? 
What were the key elements in the information product/ service being a success or a 
failure? 
What lessons can be drawn from the process? 
How can any future information activities be managed better? 
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Special challenges  
You should be aware of the obstacles you may face as an internal evaluator: 
Being too close to the project, which makes it difficult to be objective; 
Being too focused on your own area of expertise and interest may cause you to 
overlook some important elements;  
Time constraints; 
Lack of confidence in designing and implementing an evaluation; 
Lack of commitment on the part of management to the evaluation process.  
Don t be discouraged. The Toolkit was developed to help you along your way! Bear in mind 
that you can always consider asking for the support of an outsider , even in an internal 
evaluation.   
1.5 Making the evaluation participatory 
In addition to deciding on the type of the evaluation you want to do, you may also want to 
decide on the approach taken, i.e. whether the evaluation is participatory or not. Although 
there is some debate on this, it is widely believed that participatory evaluations can improve 
the quality of the information collected, and build interest in, and support for, your 
information product/service.  
You might think that once you involve people in an evaluation, it follows that the 
evaluation is participatory. This is not so. Participation is not about just including 
stakeholders in the evaluation exercise participation goes beyond that, it means handing 
over the stick , surrendering authority to local people in learning processes, and the sharing 
of ideas and information very widely (Chambers 1997 in Thomas et al. 1998). Jules Pretty s 
(1994) typology outlines seven levels of participation: manipulative, passive, participation by 
consultation, participation for material incentives, functional participation, interactive 
participation and self-mobilisation. Ideally, you would like to see high levels of participation, 
preferably interactive and, where possible, through self-mobilisation. When this happens 
people are empowered and take the initiative to develop contacts with organisations for the 
resources and technical advice they need. 
Participatory research methods have gained increasing popularity in recent years and tools 
such as participatory rural appraisal (PRA) and planning learning and action (PLA) have 
become the preferred methodologies of many NGOs operating at grassroots level. Some 
common participatory tools used during an evaluation include: 
Brainstorming (see tool PR3); 
Creative techniques such as drawing and role play (PI6); 
Focus group discussions (PI3). 
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Selected questions that you can discuss with the stakeholders might be: 
What is to be evaluated? 
How is the information product/service to be evaluated? What are the criteria to be? 
Why is it to be evaluated? 
How should the results be interpreted, and who should interpret them? 
What follow-up action should there be after the evaluation? 
Be careful about raising local expectations and the ways in which you relate to the 
community. You need to remember, moreover, that powerful community members could 
respond to you either as a threat to their authority, or as an opportunity to control activities. 
1.6  Instituting good practice within your evaluation  
As mentioned earlier, there are special challenges associated with an internal evaluation (see 
section 1.4), such as conflict of interest, lack of objectivity and limited time. An evaluation 
should have certain characteristics: 
Credibility: both successes and failures within your information project need to be 
documented, the evaluation design needs to be appropriate, and the data should be 
reliable and valid; 
Impartiality and transparency: everyone needs to be aware of what is happening and 
feel involved in the process; 
Involvement of stakeholders: your evaluation should reflect stakeholder involvement, 
especially if you want to promote trust, and acceptance of the findings and agreement 
relating to what has been learned. Participation of the stakeholders in the evaluation 
process also ensures that different perspectives and views are taken into account; 
Cost-effectiveness: see planning tool PI2. Try to avoid gathering expensive data that 
will not be used, and avoid using expensive strategies for collecting data when less 
expensive ways are available; 
Documentation: an important practice that needs to be encouraged is that you 
document your project materials properly. From its inception, information relating to 
the product or service should be collected in a way that is well structured and systematic 
so that it allows regular monitoring of results, as well as ensuring that you are well 
prepared when there is an independent evaluation;  
Technical adequacy: there should be no ambiguity, there should be good analysis of 
the data and adequate support for your conclusions and recommendations; 
Feedback and dissemination: the evaluation findings need to be fed back and 
disseminated in a targeted way, so that the right audiences (see PR1 and PR2) receive 
the most appropriate information; 
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Usefulness: the evaluation should be relevant, timely and clearly written. 
1.7 Is the evaluation of information products and services 
different? 
Yes and no. Evaluation of information products and services has traditionally been treated 
as a separate sector  like health, for example. As a result, there is a tradition of literature on 
this subject: see Reading on information evaluation at the end of Part 3. And although 
evaluating information products and services from a management and accountability 
perspective is fairly straightforward, trying to determine the benefits of the product or 
service, particularly in the medium to long term, is challenging. The picture becomes even 
more complicated with the emergence of information communication technologies (ICTs) 
and the increasing globalisation of products and services. 
Many of the challenges you will face in evaluating your information product/ service lie in 
the way the questions are formulated what it is you want to measure, and the techniques 
available to you as information manager to measure the benefits of the particular 
information product/ service. For example, what kind of data do you need to determine a 
change in, say, attitudes, behaviour, skills, values and so on? (see Part 2, Products, services 
and communication tools). The Toolkit will help you to focus on what it is you want 
from your evaluation, and tell you how to get there. 
1.7.1 Other challenges 
There are many concepts and terms associated with evaluation. This is because funding 
agencies use different terms to describe the same concepts, and this can confuse anyone 
trying to understand the literature. To address this situation, we have developed a Glossary 
of terms (at the end of Part 3), which we hope will be of help. You also can play your part 
by clearly stating the definitions used in your evaluations, and using them in a consistent 
way.   
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2 What do you want to evaluate? 
So, you have seen why it is important to evaluate your information product/service; how 
different types of evaluation have a bearing on how you should go about your evaluation; 
and how you should conduct yourself during an evaluation. Following on from this, this 
chapter is concerned with what is it is you are evaluating, the scope, the key issues involved, 
the evaluation tools you can use to help structure and plan your evaluation, and the type of 
reports expected. 
2.1 What are you evaluating? 
We are concerned with evaluating an information product/ service at different stages of the 
project cycle. The information product/ service or project involves a series of activities 
aimed at bringing about specific objectives within a defined period and with a given budget. 
The project should also have clearly identified stakeholders, a well defined management 
structure and financing system to co-ordinate the project, and a monitoring and evaluation 
system (which we are particularly concerned with). You can evaluate the product/ service at 
the beginning of the planning stage, during the implementation stage, or at or after the 
completion stage (Figure 1.1). So, what you are evaluating is the process of bringing about 
the product/service, as well as its outcome/impact. In Part 2, the product, service and 
communication tools on a short training course, newsletter, website, QAS, library/ resource 
centre, networks and communities, radio programme, database and SDI service show you 
examples of how you can go about evaluating them. 
2.2 Scope of the evaluation 
The scope of the evaluation describes what it should focus on, and the extent of your 
evaluation of the product/service the breadth and depth of the study. The breadth is 
essentially determined by the type of information product/ service that you are interested in 
evaluating whether it is a training course, a QAS, a website, etc. For example, the reason 
for evaluating a training course might be to find out if it has reached its learning objectives 
(see Part 2), and whether the changes brought about by the course have been sustained. 
The depth of the evaluation is determined by the evaluation criteria you use to evaluate the 
product service (see section below).  
2.3 Key issues 
Your evaluation needs to address key issues within the context of the evaluation s scope. 
From the Toolkit s definition of evaluation and the type of products and services covered in 
Part 2, 10 specific criteria have been identified to be used to evaluate them. These are 
effectiveness, efficiency, relevance, accessibility, accuracy, usability, reach, satisfaction, sustainability and 
outcome/impact. Key evaluation questions that these criteria address are provided in Box 1.3, 
and selecting the appropriate criteria should provide you with sufficient information to 
determine how well your product/ service is doing, why certain things happen, or why it is 
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difficult to measure certain aspects of the product/service. The case study tools give a good 
indication of the criteria you can use. 
It is important to note that although sustainability has been referred to in the Handbook, 
this criterion has not been covered in the product, service and communication tools. It is 
hoped that as the Toolkit evolves, this issue will be addressed.  
Box 1.3: What you want to evaluate and the key questions posed 
How well is the information product/service doing within the context of its objectives? 
Effectiveness: The extent to which the project s objectives were achieved, taking into account their relative 
importance 
To what extent have the objectives of the project been achieved?  
What were the factors at play which led to the achievement/non-achievement of the objectives? 
Efficiency: A measure of how economically resources/ inputs such as funds, expertise, time, etc., are converted 
to results 
Were the costs of delivering the products and services reasonable?  
Were the objectives achieved on time? 
Was the product/service implemented in the most efficient way, compared with alternatives? 
Is accurate information getting to the people who need it? 
Relevance: The extent to which the objectives of the project are consistent with the target groups requirements  
How well have the information needs of the target group been met? 
How appropriate were the initial consultations with the stakeholders? 
Accessibility: The extent to which the target groups have access to the product or service 
How easy is it for you to obtain the product/service? 
Accuracy: A measure of how good the information supplied in the product or service is  
Is the information product or service reliable? 
How satisfied is the target group using the information products and services? 
Usability: User-friendliness, accessibility of information in terms of content 
Reach: Have the intended target groups all been reached by the products and services? 
Satisfaction: Is the target group satisfied with the product/service it is receiving? 
Are the effects of information products/ services likely to be maintained after the project has 
ended? Are the products/services likely to continue at the end of the project? 
Sustainability: Will the organisation be able to support the continuance of the product and/or service? 
Does the product/service fit in with existing needs/culture/traditions/skills/knowledge? 
Is the product/service affordable to those who need it?  
Has there been a change in behaviour as a result of the information activity? 
Outcome/impact: How many in the target groups have learned from the information activity? 
How many in the target groups have changed their own personal practices/ policies as a result of the new 
knowledge? 
Definitions and questions for effectiveness, efficiency, relevance, and usability are from DAC (2002) and EuropeAid 
(2001). 
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To make the discussion more practical, an example of an information service is given. If 
you were to evaluate a radio programme, you might be interested in key elements such as: 
Reach  number and range of listeners over time;  
Effectiveness  whether the objectives of the radio programme were achieved;  
Efficiency how inputs such as time and money are used to produce the radio 
programme. It also looks at whether the same effect could have been achieved with less 
money; 
Relevance percentage of listeners satisfied with the quality of information in terms of 
content, theme, language level, format, etc.);  
User satisfaction  percentage of users satisfied with the programme;  
Outcome/short-term impact improved awareness (e.g. percentage of listeners who say they 
have passed the knowledge on to others); 
Sustainability to what extent can the positive changes due to the radio programme be 
expected to last? 
So you could say that the key evaluation questions help you to focus and structure the 
evaluation (see Figure 1.2).  
2.4 Evaluation tools and key documents 
The Toolkit contains a number of tools which you can use to support the evaluation of 
your product/ service. These tools can be drawn from the different stages identified in the 
evaluation process.  
2.4.1 Project planning tools 
Project planning tools have been included because not everyone is familiar with them, and 
because it is good practice to start putting things in place for your evaluation at the planning 
stage of the project (e.g. setting your indicators, planning your evaluation budget, etc.). The 
tools are the Logical Framework (Logframe, PP1) and Results-based management (PP2), 
and benchmarking (PP3) with a supporting tool, indicators (PP4). 
These approaches have been selected to expose you to some of the planning and 
management models available to you; however, the decision to use a particular framework 
will often rest with the funding agency. The Logframe is widely used and is promoted 
particularly by the European Commission, USAID, and several other development funding 
agencies. Results-based management is new, and is also increasingly being used by the 
World Bank and evaluators alike.  
Logframe (PP1) is a tool for planning, monitoring and evaluating projects. It involves 
identifying strategic elements inputs, outputs, outcomes and impact, and their casual 
relationships, indicators and the assumptions or risks that may influence success or failure;
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Figure 1.2: Key 
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Results-based management (PP2) starts from the desired outcomes and impact, and 
links those back to activities through outputs; 
Benchmarking (PP3) shows you how you can plan your project looking at best practices 
of comparable products/services; 
Indicators (PP4) help you to set your targets within your project in a measurable way. 
2.4.2 Evaluation planning tools 
Evaluation planning tools include the ToR for the evaluation (PE1) and the Logic model 
(PE2). The ToR maps out the purpose of the evaluation and how you are going to do the 
evaluation. In developing the ToR, you will need to consider which evaluation criteria you 
want to use relevance, effectiveness, efficiency, accessibility, accuracy, usability, reach and 
satisfaction, outcome/ impact and sustainability. Details regarding how you should structure 
your ToR can found in tool PE1.  
The Logic model is used to restructure a project prior to evaluation, if no planning 
document is available. The Logic model starts from inputs and activities and looks at the 
if then  causal relationship between inputs, activities, outputs, outcomes and impacts of the 
product/service. 
Table 1.1 shows how some Logic model and Results-based management terms, and the 
Toolkit evaluation criteria, fit into the Logframe structure. From this example you can also 
see how planning and structuring your information product/ service from the beginning of 
the project can help you in carrying out your evaluation.  
2.4.2 Checklists 
The use of checklists as an evaluation tool is well documented (see chapter 3). A checklist 
represents  a set of questions or points that can be used to organise an evaluation 
inquiry (Horton et al. 2003). Checklists that outline the major issues or questions to be 
covered in the evaluation can be especially useful guides. The Toolkit makes use of this tool 
in the design of the evaluation. 
2.5 Reports 
Different types of evaluation report are required for different types of evaluation, as well as 
at different stages of the project cycle. The length of the report is dependent on the scope 
of your information product/ service and the amount of information available to you. 
Examples of some types of report you might be expected to prepare include: 
Inception report between the planning of the project and the actual start of 
implementation is when you produce this report. It reviews the way in which the 
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product/ service has been designed in terms of its relevance, feasibility and strategy; and 
makes small adjustments if necessary; 
Monitoring report follows the progress of the project and can be done whenever you 
feel the need to, or according to agreements made. Here the focus is on how well the 
product/ service is progressing in terms of efficiency, effectiveness, reach, accessibility, 
etc.; 
Mid-term evaluation report this is usually produced half-way through the project. It 
gives an indication of the extent to which the project is on track to reach its 
outcome/impact, and again you can make small adjustments to the project based on the 
outcome of the evaluation ; 
Completion report this is done at the end of the project and reviews how well the 
product/ service has done against what was planned. The evaluation criteria that you 
should be looking at include efficiency, effectiveness and outcome/impact.  
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Table 1.1: Shows how the Logframe,  Logic model, Results-based management and the toolkit evaluation criteria fit  
Logframe Logic model Results-based 
management 
Examples of the type of information 
needed  
Evaluation criteria 
Goal Impact Impact Measurements based on trends 
changes in behaviour, etc. 
Impact  making a difference to the group you are serving 
Sustainability  product/service can continue after project 
ject purpose   Outcomes Outcomes Observable change in the target 
group s behaviour/ situation as a 
result of the product/service 
Relevance meeting target group s needs 
Target group response: interview group to determine if they: are satisfied with the product/ service; can use and access the product/ service; consider possible financial and 
practical barriers towards access and usability of information  
Outputs    Outputs Outputs Comparisons of actual 
achievement with planned dates; 
Qualitative and quantitative data 
to measure production of the 
product/service 
Activities/ 
participation 
Process Comparisons of actual and 
planned dates of activities 
surrounding the product/ service; 
Variations in the planned 
activities 
Activities   
(Inputs) 
Resources/ inputs Inputs Comparisons of actual costs vis-à-
vis planned costs 
Statistical analyses 
Effectiveness  doing the right things to get the results you want 
Accuracy  is the information correct and up-to-date? 
Coverage/reach how many people does the product/ service 
reach)?   
Efficiency  doing activities in the right way 
  
3 The evaluation process ( how to ) 
How do you plan the evaluation of an information product/ service? How do you go 
about managing the evaluation? How do you select the right tools? This chapter will 
help you to do just this. 
From the preceding chapters, you have gained some idea of how useful an evaluation can 
be, if done correctly. For an evaluation to be successful, the appropriate preparation and 
mechanisms need to be put in place from the beginning. To make it easy for you to do 
so, Products, services and communication tools (Part 2) have been developed to 
guide you through the evaluation process (see Box 1.4).   
Box 1.4: Outline of Part 2  Products, services and communication tools  
Products, services and communication tools have been developed for the various 
information activities. Each tool is structured under the headings: Introduction, 
Stakeholders, Scope, Methodology including indicators and evaluation questions that 
you need to ask depending on the focus of the evaluation and data collection. Several 
evaluation questions have been provided the intention is that you select only a few, 
based on what it is you want to evaluate. 
The activities covered are: 
Training course 
Newsletter 
Website  
Question-and-answer service (QAS)  
Library/resource centre  
Online networks and communities  
Radio programme    
Databases  
Selective dissemination information (SDI) service 
The Process tools in Part 3 have been selected to support the planning and evaluation 
process. They are presented in a standard format, with a summary description of what it 
is and how it works: Introduction, Why?, How?, Strengths/ weaknesses, Dos and don ts 
(see Annexes). 
The tools are presented in four stages: 
Stage 0: Planning your project (PP); 
Stage 1: Planning your evaluation (PE); 
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Stage 2: Implementing the evaluation (PI); 
Stage 3: Reporting and follow-up action (PR).  
How do these stages relate to the tools presented in the Toolkit? The subsequent 
sections attempt to show how the tools can be used at each stage of the process. It is 
important to note that, although an attempt has been made to group the tools to fit into 
the stages, you will find the tools are not necessarily used in the order set out most 
importantly, you should not feel restricted to using the tools only at that stage. A 
checklist (Table 1.2) with questions has been included to help you to start thinking like 
an evaluator.  
3.1 Planning your project (PP) 
 The tools provided here include:  
Logframe (PP1);  
Results-based management (PP2); 
Benchmarking (PP3); 
Indicators (PP4); 
Stage 0 is concerned with project planning tools most commonly used at the planning 
stage of the project. These tools are concerned with the planning of the information 
project and the establishment of objectives against which the performance of the project 
is measured. There are several planning frameworks you can use to help structure and 
manage your product, service or communication tool. During the evaluation, these 
planning frameworks provide insights into the aims and objectives of your service and 
give guidance on indicators for success or failure. These tools also provide information 
on the process and activities carried out to try and achieve these results. The Toolkit 
describes two commonly used methods the Logframe and Results-based management. 
Various donors and agencies have their preferences (see section 2.4.1).  
The benchmarking tool (PP3) helps you to compare the performance of the 
product/ service with other comparable products and services, and helps you to identify 
best practices that you can draw on for your project. Establishing benchmarks within 
your project ensures that the value judgements in your evaluation do not become 
arbitrary, and helps you to see where and how you can improve areas in your project to 
enhance the quality of the product/ service. Indicators (PP4) are critical to determining 
the performance of the project, and should be identified from the onset of the project. 
They are a way of making the issues that are important to the project measurable. The 
choice of indicators determines how you collect data about them, and later how you 
analyse, interpret and report them.  
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3.2 Planning your evaluation (PE) 
The evaluation of your service/ product starts with Stage 1 the tools that are important 
here are: 
Stakeholder analysis, problem analysis,  analysis of objectives and analysis of 
strategies (in PP1);  
Terms of reference (PE1);  
Logic model (PE2).   
When you are planning an evaluation for an information product/ service, you will need 
to prepare for it carefully. If you start collecting data right away for your evaluation 
without preparing adequately, you might end up having far more information than you 
can use, or even end up with the wrong information for the questions that need to be 
answered.  
Using a checklist will help you to devise a logical structure of your evaluation design. The 
checklist is also intended to help you plan your evaluation, as well as acting as a reminder 
of key issues to be considered before and during the evaluation. One of the first 
questions you need to ask is: why are you doing the evaluation? Some of the reasons 
include learning, motivation, and the justification/ continuation of the activity (see 
chapter 1). A second step would be to identify the key stakeholders you would want to 
involve in the evaluation. The stakeholder analysis in the Logframe (PP1) will help you to 
do this. Key stakeholders can be approached at various stages of the evaluation 
depending on their level of involvement in the process. 
Very early on in the evaluation of the information activity, you need to decide who is 
responsible for the various aspects of the evaluation. Since we are concerned with the 
evaluation of a small-scale information project, your team will probably be a small one. 
In many cases, depending on the availability of funds, you will find that you will be the 
sole evaluator. 
If the pressure for the evaluation is coming from the funding agency, the evaluation team 
may comprise only external evaluators. It would be better, however, if your organisation 
negotiated with the funding agency for staff from your organisation to be included as 
part of the evaluation team. This is important for organisational learning and to facilitate 
better understanding between the two agencies. 
As part of planning the evaluation of an information product or service (as in project 
planning), you need to understand the environment in which the evaluation is taking 
place. The success of the evaluation is often dependent on the organisation for most of 
its resources, the co-operation of the management, and the willingness of the key 
stakeholders to participate.  
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The planning documents (e.g. Logframe, PP1), which were prepared at the onset of the 
project, now need to be revisited. The existence of baseline data6 should be established. 
If you don t have a Logframe, then it will be worthwhile for you to familiarise yourself 
with the Logic model (PE2). The strength of the Logic model is that, if no planning tool 
was used during the planning phase of the product/ service, you can use it to try to 
reconstruct a framework based on looking back at the original aims and objectives and 
defining indicators of success. Based on this, it is then possible to measure the 
achievements of the product/service. 
If you are new to the project, or unfamiliar with the environment in which it is taking 
place, conducting a situation analysis will help you to understand the political, social and 
cultural environment as well as the problems, interests, needs and resources of the 
stakeholders and your organisation in which your information activity is taking place. The 
problem analysis and objectives analysis will help you to be able to analyse the 
environment and identify the areas your product/ service should be addressing (see PP1). 
You can also use the SWOT7 analysis (PI1) to do a quick scan of the environment. 
Talking to people who were involved in the project earlier on will also help. Suitable 
tools that you can use to encourage participation of your stakeholders are the SWOT 
analysis (PI1) and creative techniques (PI6). Some of the questions you can ask include: 
What are the main areas of concern, or themes, that the evaluation should focus on? 
Are you willing to become involved in the processes of monitoring, evaluation and 
reporting of the information activity? 
The kind of data you need to collect for the evaluation depends on the questions you 
want answered. Many evaluations have failed because too many data were collected 
without the proper questions being formulated.  
As mentioned in sections 2.4.1 and 2.4.2, the Logframe, Results-based management and 
the Logic model are useful frameworks which can guide you in a systematic way through 
the evaluation process. The identification of indicators (PP4) is particularly important 
here because it guides your monitoring and evaluation process.  
Box 1.5 shows examples of evaluation questions.  
                                                
6
 Data collected at the onset of the project. 
7 SWOT is the acronym for strengths, weaknesses, opportunities and threats. It is a valuable strategic 
planning tool which can be used in preparing or amending plans, in problem-solving and decision-making, 
in gathering, analysing and evaluating a given situation and identifying strategic options facing a group of 
stakeholders, community or organisation.  
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Box 1.5: Possible questions for evaluation 
Are the products/services being produced as scheduled? 
How are the users using the product/service? 
Are there differences between actual and target performance (is the project effective, 
efficient?) 
Did the product/service achieve the targets originally set out? 
Was the problem that the product/service set out to address identified correctly? 
Is the product/service still relevant? 
Will the product/service achieve its goal? 
Did the target group benefit from the product/service? 
Were there any unexpected outputs/beneficiaries? 
Are there any new threats? 
Can you recommend any corrective action that would improve implementation of the 
product/service? 
Source: based on project monitoring and evaluation checklists in the FAO Project cycle 
management technical guide (2001).  
The questions that you choose to use during the evaluation should be reflected in the 
ToR and the evaluation report. The ToR (PE1) is a blueprint of how the evaluation will 
be conducted, and for what purpose. It draws on the information obtained from the 
stakeholder analysis, the problem analysis, analysis of objectives and analysis of strategies, 
the checklists and the planning framework. 
If there is no ToR, you need to develop one (see tool PE1). The ToR is the plan of the 
evaluation of the information product/service. The information from your planning 
checklist and frameworks (PP1, PP2 and PE2) should be used to develop the ToR. 
3.3 Implementing your evaluation (PI) 
From your preparations, you should have been able to establish the objectives of your 
evaluation and identified the questions you want to answer. You now need to collect the 
data for the evaluation. We call this stage 2.  
Some of the information you will have been recording routinely, so all you have to do is 
go to your records, but other data you might have to seek out. In the introduction on 
data collection (PI), there is an overview of the types of data collection methods you can 
use, and their advantages and disadvantages.   
The tools presented in Stage 2 are: 
SWOT analysis (PI1);  
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Questionnaire design (PI2); 
Focus group discussions (PI3); 
Case studies (PI4); 
Conducting individual interviews (PI5); 
Creative techniques (PI6); 
After Action Review (PI7); 
Data analysis (PI8). 
The evaluation process depends on gathering, analysing and verifying the data. The 
information obtained is the evidence on which the evaluation is built. So, how you go 
about doing this is important. The introduction to data and data collection gives an 
overview of the data-gathering process, as well as a review of the major methods for 
gathering and analysing data. Participatory techniques such as creative techniques (PI6) 
and focus group discussions (PI3) have been included to show you how to obtain 
various perspectives from the people you need to get information from.  
The SWOT analysis (PI1), questionnaire design (PI2), focus group discussions (PI3), 
case studies (PI4), conducting individual interviews (PI5), creative techniques (PI6) and 
After Action Review (PI7) have been provided to support your data-gathering process. 
The questionnaire tool is a set of guidelines showing you how to design a questionnaire 
to obtain the information needed in your evaluation. PI1, PI3, PI4, PI5, PI6 and PI7 are 
all different techniques you can use to gather information, depending on the situation. 
The SWOT analysis tool is particularly useful in group settings and brainstorming 
sessions to obtain information on the external and internal environment in which the 
product/ service operates. TheAfter Action Review, in particular, offers a quick and 
simple way to gather information on the performance and output of the project. After 
Action Review can also help you to identify whether the process and strategies were 
adequate. The data analysis tool (PI8) shows how you should go about analysing the 
data. 
The data-collection methods will be influenced by the budget you have available for 
monitoring and evaluation, as well as by the questions you wish to answer. Many data-
collection methods can be used and tools PI1, PI2, PI3, PI4, PI5, PI6 and PI7 have 
been identified as the data-collection methods most frequently used.  
To be able to find information on the question of who is (or is not) using your 
product/ service, you will need to obtain numbers, also referred to as quantitative data. 
If you want to inquire more into the questions of why and how people use it, you will 
need in-depth data, also referred to as qualitative data. For many of the techniques that 
you will use to collect data, it will be important to gain the trust of those from whom you 
are trying to obtain the data. The ways in which you build trust will vary from country to 
country. You may find that, in order to get information from the persons you would like 
to interview, you will have to be introduced by a third party. At times you will find that 
the best way of getting information will be at social events such as parties and clubs.  
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Once all the data have been collected and collated, they will be analysed (see tool P18). 
The results of the analysis will reflect evaluation issues such as effectiveness, efficiency, 
sustainability, relevance, etc. The results also need to be verified to ensure that the quality 
of the report (in whatever form) is good.  
3.4 Reporting your evaluation and follow-up action  
The tools here are concerned with writing and disseminating the results to stakeholders, 
and ensuring that the lessons learned are incorporated into the organisation managing the 
project:   
Writing and dissemination of an evaluation report (PR1); 
Utilisation of the results (PR2); 
Translating findings into action (PR3). 
The checklist in Table 1.2 gives an indication of what you need to be doing at this stage 
of the evaluation. As the heading indicates, you need to be writing up the findings in 
some way for dissemination. How the results of the evaluations are used is just as 
important as carrying out the evaluation. the writing an dissemination tool PR1 shows 
you some of the  ways in which you can disseminate your evaluation findings. 
Nevertheless, there are challenges. One tends to assume that, once the results are 
available to the right people, they will be used to guide the decision-making process. 
Unfortunately, this is not so. Many decisions are based on personal intuition, political 
influences, or other information (ISNAR et al. 2004). Weiss (1999) identifies four factors 
influencing the use of evaluation results in decision-making: interests, ideology, 
institutions and information. This does not mean that you should be discouraged. 
Evaluation results can lead to an increase in knowledge and skills, and a change in 
attitudes which can influence the ways people behave within the organisation and affect 
how the information project is carried out.  
Given the above considerations, you should make every effort to write up your findings 
in a timely fashion (see PR1). The strength of the written word is that it will act as a 
record/memory for future reference, and it will also help you to reflect on what you have 
learned and how you should build on the future. As part of your strategy to promote the 
use of the evaluation results, you should plan to involve the potential target group from 
the beginning of the evaluation process. This will serve to increase understanding and 
acceptance of the results (see PR2). 
Special emphasis needs to be placed on the feedback process, which should involve 
management, colleagues and other key stakeholders, so that all can learn from the 
evaluation process. It is important to incorporate the lessons learned, particularly if you 
want to increase your capacity to manage information products/ services better. The 
World Bank notes that there are three types of learning learning from doing (in the 
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case of the Toolkit, you are learning to evaluate your information activity); from research; 
and from the evaluation (here you want to learn from the evaluation you have just carried 
out!). Consequently, mechanisms need to be put in place to facilitate this learning tool 
PR3 will help you to do this.  
You need to be aware of the obstacles to learning in Box 1.6, so that you can recognise 
them and devise creative ways of overcoming them. One way of doing this is to develop 
strategies for disseminating information and sharing it with your colleagues and other key 
stakeholders (see tools PR2 and PR3). The fact that the evaluation is participatory 
suggests that everyone can learn from each other and, although not all of the results can 
be shared or will be acceptable to all, an attempt has to be made to incorporate the key 
recommendations and find ways to put them into action. This can be done by, for 
example, having a series of brainstorming sessions/ meetings with staff and stakeholders 
to see how the recommendations can be implemented (see tool PR3).  
Box 1.6: Obstacles to learning 
The OECD has identified a number of obstacles to learning: 
Organisational culture  some organisations have a culture where accountability tends to 
be associat ed wit h blame. This has t he ef f ect of discour aging openness and lear ning. I n 
ot her s, it is mor e accept able t o own up t o t he mist akes and see t hese as oppor t unit ies 
f or lear ning, r ecognising t hat t her e is of t en as much t o lear n f r om poor ly per f or ming 
projects as there is from success stories. 
Pressure t o spend lear ning t akes t ime, and t he pr essur e t o meet disbur sement 
t ar get s can lead t o shor t cut s being t aken dur ing t he pr oj ect planning and appr oval 
stages, with lessons from previous experience being ignored or only selectively applied in 
the haste to get decisions through. 
Lack of incent ives t o learn unless t her e ar e pr oper account abilit y loops built int o t he 
pr oj ect cycle, t her e may be lit t le incent ive t o lear n. This is par t icular ly t he case when 
st af f or consult ant s shif t f r om t ask t o t ask, and have gener ally moved on long bef or e 
the consequences of failure to learn are felt. 
Tunnel vision t he t endency of some st af f or oper at ional unit s t o get st uck in a r ut , 
car r ying on wit h what t hey know, even when t he shor t comings of t he old f amiliar 
approaches are widely accepted. 
Loss of inst it ut ional memory caused by f r equent st af f r ot at ion or heavy r eliance on 
short-term consultants, or by the weakening or disbanding of specialist departments. 
I nsecurit y and t he pace of change if st af f ar e insecur e or unclear what t heir 
objectives are, or if the departmental priorities are frequently shifting, this can have an 
adverse effect on learning. 
The unequal nat ure of t he aid relat ionship which t ends t o put donor s in t he dr iving 
seat, thereby inhibiting real partnerships and two-way knowledge sharing. 
Source: OECD 2001, pp. 20 21. 
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Table 1.2: Checklist for your evaluation 
Checklist Where to find it in the 
Toolkit 
Which product/service are you evaluating? Chapter 2, Part 2 
Why do the evaluation? Chapter 1 
Who are the main stakeholders and what levels are they? (e.g. grassroots, 
within organisation, local, national, etc.) 
PP1 
Identify the resources available to you to carry out the evaluation Chapter 3 
Who to involve in the evaluation? PP1 
Meet with your stakeholders to identify their needs, concerns, preferred 
evaluation approach 
Chapter 3 
Determine the objectives of the evaluation PP1, PP2 
Look for potential barriers to the evaluation PI1 
Review planning documents, previous evaluations of the information 
product/service, and so on 
Chapter 3, PP1, PP2 
Develop a strategy to disseminate the evaluation findings  in what form 
will you report the results of your evaluation; to whom (target audience) will 
you give the report?  
PR1, PR2 
Formulate the evaluation criteria and questions, information requirements, 
data-collection methods  and timeframe for your evaluation 
Chapter 2 
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Develop the ToR Chapter 2, 3 , PE1 
Determine the methods for collecting the data you need  focus groups, 
individual interviews, literature review, case studies, etc. Indicate who will be 
collecting the information 
PI 
Analyse the data  PI8 
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Verify the data PI8 
Prepare draft  report of the findings PR1 
Check ToR to see if you have covered the issues in the report PE1 
Circulate draft report for comments, specifying time limit PR1 
Finalise report PR1 
How do you disseminate the findings, taking into consideration the 
different audiences and the type of reporting format (printed, oral, 
electronic, storytelling, drama, etc.) that would be most useful? 
PR1, PR2 
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How can you and your organisation learn from the findings? PR3 
Review the evaluation process PI7 
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Products, services and communication tools  
This Part comprises evaluation profiles of selected information activities (see Figure 2.1). 
They are as follows:  
Training course; 
Newsletter; 
Website; 
Question-and-answer service (QAS); 
Small library/resource centre; 
Online community; 
Radio programme; 
Database; 
Selective Dissemination of Information (SDI) service.  
For each product/ service you will find outlined the relevant stakeholders, scope of an 
evaluation, and methodology. Included in the methodology are suggestions for relevant 
indicators and evaluation questions, as well as a matrix showing what data collection 
tools are appropriate to use. Details about the data collection tools can be found in 
section 3, PI. 
In addition, although not specified in Part 2, all evaluations will require you to analyse the 
data collected (PI8); to write a report about your findings; and to disseminate and make 
use of your results (PR1, PR2, PR3). 
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Figure 2.1: Information products, services and communication tools  
Products Services
Communication 
Training course 
Website 
Newsletter 
Question-and- 
Answer 
Service (QAS) 
Database 
Selective 
Dissemination 
of Information 
(SDI) Service 
Library / 
resource centre 
Online 
community 
Part 2  
Information activities  
Radio 
programme 
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Training course 
Writer:    Modupe Akande 
Collaborator:   Joel Sam 
INTRODUCTION 
A training course is a single event or process that is designed to improve the participants 
skills and/ or knowledge. A training course can be either a workshop, a course of a few 
hours, or one ranging in length from several days to weeks. 
This tool will help you to evaluate your training course. It is intended for information 
practitioners holding training courses, rather than for specialised training institutions or 
programmes.  
Training courses can be part of a series on the same subject. If this is the case, it will be 
important to look at how the content of the course can be improved. When it is a one-
off course that is being evaluated, more general lessons can be learned for the 
organisation of future courses. 
STAKEHOLDERS 
All stakeholders mentioned below are involved in some way in your training. Therefore 
they will have a vested interest in the evaluation, and you should consider involving them 
in the evaluation: 
The institution organising the training course and the individuals managing it;  
Funding agencies (financiers, banks, student award schemes, research institutions); 
Collaborating institutions; 
Trainers and resource persons; 
Government (for support, approval, counterpart funding where appropriate); 
Course participants (or trainees) and their institutions the participants may include: 
researchers, extension officers, community workers and community members. Staff 
from non-governmental organisations (NGOs), local government workers and 
companies are also potential participants. 
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SCOPE 
Your reason for evaluating a training course is to determine the extent to which it has 
achieved its own learning objectives, and whether the participants have acquired the 
skills, knowledge and attitudes that the course was designed to deliver. One reason for 
holding short courses is to sensitise people (for instance, policy-makers) to new ideas. 
When sensitisation is the purpose, your evaluation should look for changes in attitudes. 
When the purpose is to acquire new skills, your evaluation should look for change in 
skills and attitudes (a willingness to apply the skills). If you are able to contact course 
participants some time after the course was held, you might be able to assess the extent 
to which changes have been brought about by the course were sustained (please note 
there may be a problem of attribution), or have been translated into changed practice. 
You can apply the four-level model developed by Donald Kirkpatrick (1994) (see 
Winfrey, 1999) to evaluate courses. According to this model, evaluation should always 
begin with level 1, and then, as time and budget allows, should move sequentially 
through levels 2, 3 and 4. Information from each prior level serves as a base for the next 
level s evaluation. Thus, each level represents an increasingly more precise measure of the 
effectiveness of the training course, but at the same time requires more time-consuming data 
collection and more rigorous analysis. Levels 1 and 2 are given in more detail here. If you 
would like more information about levels 3 and 4, consult the references given in 
Sources. 
This model differentiates four levels that measure the following. 
Level 1 Satisfaction 
Individual components of the training course (about the trainer, about the participants, 
about any activities or field trips, for instance) should be monitored continuously and fed 
into the course s delivery as formative evaluation. However, it is useful to assess at the end 
(summative evaluation) how the participants experienced the course. Just as the word 
implies, evaluation at this level measures how satisfied the participants were about the 
training course.  
Every course should be evaluated at this level, at least. Participants reactions have 
important consequences for learning (level 2). Although a positive reaction does not 
guarantee learning, a negative reaction almost certainly reduces the likelihood that it has 
taken place. 
Measuring participants satisfaction can best take place after the training course. This can 
be done through a short questionnaire circulated immediately on completion of the training 
course. 
Level 2  Learning 
This level of evaluation often uses tests conducted before training (pre-test) and after 
training (post-test) to find out how much learning has taken place. You will find that if 
you have established SMART (specific, measurable, achievable, realistic and time-bound) 
objectives for the course, they will provide the focus for what you test.  
Assessing at this level moves the evaluation beyond participant satisfaction and attempts 
to assess the extent to which students have advanced in skills, knowledge or attitudes. 
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Measurement at this level is more rigorous than for level 1. Methods range from 
questionnaires through individual interviews to the focus group approach. If the course 
is intended to enable people to perform a specific task, then their ability to complete the 
task should be established by observing them doing that task. 
If possible, participants should take a test or assessment before the training (pre-test) and 
after training (post-test) to determine the amount of learning that has occurred. 
Level 3 Transfer  
Level 3 measures the transfer that has occurred in participants behaviour due to the 
training course. Evaluating at this level attempts to answer the question Are the newly 
acquired skills, knowledge, or attitudes being used in the everyday environment of the 
participant?
Level 4 Impact 
Level 4 focuses on how much the training course has changed the participant s work in 
ways that lead to organisational or institutional strengthening.   
Table 2.1:  Scope of evaluation of a training course and areas of focus 
Scope Focus 
Satisfaction with the training Logistics 
Training methods and process 
Trainer(s) or resource person(s) 
Learning (at conclusion of training) Skills 
Knowledge  
Attitudes 
Transfer   Application of skills within direct environment 
Impact (after several months) Organisational strengthening 
Efficiency 
Value for money 
Expenditure 
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METHODOLOGY 
If you want to evaluate a training course, you need to go through the following steps: 
Select your stakeholders who need to be involved in the evaluation (PP1); 
Define what information is needed which levels of the training are to be 
evaluated? 
Choose your indicators (PP4); 
Select appropriate methods to use. 
You can find out more about the specific related process tools for the steps mentioned 
above by reading those of interest to you in Part 3. 
Indicators and evaluation questions 
Indicators 
Table 2.2 will help you to choose and develop your indicators for your training course 
evaluation questions. Note that these are examples. There is an indicators tool (PP4) for 
more advice on how to design your indicators.  
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Table 2.2: Areas of focus and relevant indicators for a training course 
Focus Indicators  
Logistics  Administration (before training started) 
Co-ordination (during training) 
Catering and accommodation  
Training Number of people trained 
Percentage of participants satisfied with the costs 
Percentage of participants satisfied with the duration 
Percentage of participants satisfied with the content 
Percentage of participants satisfied with the training materials 
provided 
Percentage of participants satisfied with the training approach 
Trainer(s) or resource person(s) Percentage of participants satisfied with level of training skills 
of the trainer 
Percentage of participants satisfied with level of knowledge of 
the trainer on the subject 
Skills Percentage of participants passing the final exam or test 
Percentage of participants who can identify a specific skill that 
they obtained or improved 
Knowledge  Percentage of participants passing the final exam or test  
Percentage of participants who can remember something 
specific from the training course and can say that this was 
different from what they knew before  
Attitudes Percentage of participants indicating a change in attitude 
Application of skills within direct 
environment 
Percentage of participants who say that they have passed their 
knowledge on to others 
Organisational strengthening Percentage of participants training other people within their 
organisation 
Percentage of participants sharing their knowledge 
Improvement of efficiency 
Improvement of quality of services 
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Evaluation questions 
Questions asked of the participants could include:  
Pre-course 
What is your background (include age, gender, education, location, profession, 
organisation, etc.)? 
What are your expectations of the training course? 
On completion of the course 
Were the logistic arrangements for the training course (food, travel, accommodation, 
training facilities) satisfactory? 
How satisfied were you with the training course? 
What were your expectations of the training course? 
Did the training course meet your expectations? 
How well was the trainer able to answer your questions? 
Did the training meet your learning needs? 
Was the training relevant to your work?  
Were there any topics you believe should have been included that weren t part of the 
programme? 
Do you feel you can perform the task learned with confidence?  
Can you complete the task according to the specifications that you were taught? 
Do you need help from others to perform the learned task? 
Did the training course improve your knowledge? 
In what areas can the training course be improved? 
Has the course changed your opinions in any way? How? 
Did the training course improve your practices? 
Post-course application and self-assessment 
Did the training benefit you more than it cost you (e.g. absence from work/ fees for 
the training)? 
Are you using the skills obtained?  
How often have you used your new skills? 
Have you trained other people within your project in these skills? 
Have you applied your skills to change your project or organisation? If so, in what 
way, and which changes? 
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Data collection 
When you have decided on your indicators and evaluation questions, you will need to 
decide on how to collect your data. Following some points about data collection to 
evaluate training, you will find a matrix overview of what data collection tools are the 
most appropriate to use. You can read the specific process tools for more advice on how 
to go about this.         
Best practice case  
A training institute runs a wide range of training courses. They have 
found that it is most useful to carry out needs assessments to determine 
whether the training courses provided fill a gap in demand. The institute 
also finds it valuable to evaluate the training courses regularly by 
surveying the participants at different points in time: 
Before the course takes place, to see what the participants expect 
from the course; 
On completion of the training course, to see if the expectations of 
the participants have been met; 
And again, after 3 6 months. 
The reason for the survey 3 6 months later is that participants can 
estimate how far they have been able to apply their new knowledge in 
practice. After several months, participants have also stopped being 
quite so favourable about the training course, which allows you to have 
a more realistic picture. Please bear in mind that this procedure does 
require more resources.     
The use of questionnaires for evaluating a training course is a very 
common approach. Please be aware that there can be a difference in the 
responses to questions with a different focus. For example, satisfaction 
with a course must be related to what the course set out to achieve. It can 
be subject to each participant s feeling of satisfaction. This feeling may be 
unrelated to an answer to the question as to whether somebody received 
sufficient training (which might not be sufficient). 
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Test
With training courses, you can design an instrument to test participants knowledge and 
skills at the end of the course. This will not only measure their level of ability, but also 
provide you with interesting data, particularly if you tested participants at the start of the 
course.    
Table 2.3: Overview of the focus for indicators and methods for evaluating a 
training course 
Focus Methods 
Questionnaires  
(PI2) 
After Action 
review  
(PI7) 
Benchmarking 
(PP3) 
Individual 
interviews 
(PI5) 
Test 
Level 1 
Satisfaction 
  
Level 2 
Learning 
Level 3 
Transfer  
Level 4 
Impact 
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Newsletter 
Writers:    Sarah Cummings, Bruce Lauckner 
INTRODUCTION 
A newsletter is a periodical publication with at least two issues per year. It usually 
contains news and announcements and is focused on a particular subject. Generally, it 
will have a limited circulation. Newsletters are often used to disseminate information and 
knowledge in various languages. They may be distributed by e-mail, although newsletters 
sent by post are still common. Material for the newsletter can be drawn from various 
sources.  
A newsletter usually has a defined target audience. Most segments of the population are 
targeted by at least one newsletter. For example, the readers of a newsletter might be a 
professional audience of policy-makers, managers, intermediaries or a mixture of these. 
Other newsletters are targeted at a more grassroots audience. Sometimes newsletters are 
targeted at institutions. 
This section aims to help you to evaluate your newsletter, and is intended for information 
practitioners producing and distributing a newsletter. It is envisaged that in the near 
future, the evaluation of electronic publications will also be covered.  
STAKEHOLDERS  
The range of stakeholders in a newsletter can be large. It is very important to be clear as 
to who the stakeholders are. They include: 
Funding-side  funding agencies; advertisers, readers/subscribers; 
Supply-side  writers, graphic and layout artists; 
Production-side  editors, printers, publishers, distributors.  
These groups will also have a vested interest in the evaluation itself, and all groups 
should be consulted in some way. The relative input of these different groups will vary, 
depending on the particular situation. 
The users of the newsletter will be the individuals who subscribe to, read and use the 
newsletter, and their institutions. Who they are should be clearly identified by the 
producer of the newsletter.  
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SCOPE 
You may be motivated to evaluate your newsletter by a desire to improve your 
newsletter, by low/ declining circulation, by feedback from others, or by a need to cut 
costs. There also may be concern about the performance of the newsletter in comparison 
with a competitor. You might also want to assess current achievements so as to 
determine strategies for future publications. 
You can evaluate the performance of your newsletter on some or all of the aspects listed 
in Table 2.4.   
Table 2.4: Scope of the evaluation of a newsletter and areas of focus 
Scope Focus 
Appearance of the newsletter Consistency in the subject area 
Printing/medium 
Design 
The news Content 
Readability 
Timeliness 
Users of the newsletter Circulation/distribution 
Reach 
Relevance 
User characteristics 
Usefulness of the information User satisfaction 
Improved awareness 
Changed practices/policies/products at 
individual level 
Changed practices/policies/products at 
organisational level (e.g. development of user 
groups) 
Efficiency 
Value for money 
Expenditure 
  
54
METHODOLOGY 
If you want to evaluate a newsletter, you need to go through the following steps: 
Select the stakeholders who need to be involved in the evaluation (PP1); 
Define what information is needed which aspects of the newsletter are to be 
evaluated? 
Choose your indicators (PP4); 
Select appropriate methods to use. 
You can find out more about the specific related process tools for the steps mentioned 
above by reading those of interest to you in Part 3. 
Indicators and evaluation questions 
In Table 2.5 you will find some examples of indicators and questions specific to 
newsletters. The indicators tool (PP4) will give you more advice on how to design your 
indicators. 
Evaluation questions
You might want to know if the information in the newsletter is appropriate in terms of 
language and style. The content of the newsletter may come from many sources, and you 
may wonder if all of this is of interest to the readers, or if the newsletter should be more 
focused. Or perhaps the newsletter is already focused and you want to know if it should 
be more wide-ranging. Other matters that could interest you are who are the main users 
of the newsletter in terms of profession and organisation, and what other sources of 
information do they have? 
The kinds of question you might ask are: 
Are you satisfied with the quality of the paper? 
Do you find the paper tears too easily? 
Are you satisfied with the layout of the newsletter? 
Do you find the illustrations appropriate? 
Would you like to see more illustrations? 
Do you find the subject coverage of the newsletter appropriate? 
Would you like to see additional subjects covered? 
Which are the sections of the newsletter that you value most? 
Which are the sections of the newsletter that you value least? 
Do you feel that the language used by the newsletter is at the right level for you (too 
easy, too difficult, just right)? 
Do you find the style easy to understand? 
Is there too much jargon which is not explained properly? 
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Does it meet your information needs? 
What subject areas are covered adequately? Are there subjects that you would like to 
see that are missing? 
Has the newsletter improved your knowledge and practices in any way? 
How do you use information gained from the newsletter? 
Do you act as intermediary for a wider audience? 
Has the newsletter affected your attitudes in any way?                 
Data collection                                                                                                                                                                                                                                            
When you have decided on your indicators and evaluation questions, you will need to 
decide on how to collect your data. Table 2.6 gives some advice on which data collection 
tools are most appropriate to use. Look at the specific tools for more advice on how to 
go about this. Most newsletter evaluations use questionnaires (PI2) as their primary data-
collection tool. However, other tools can also be used. 
Background information can be collected by interviewing publishers and/ or editors. 
Also, recent letters to the editor should be studied, including those that were not 
published. Many of these give feedback which will be useful to the evaluation. However, 
letter writers do not necessarily form a typical selection of readers opinions, so any 
findings from the letters should be verified, or at least treated with caution. 
The most critical information will be provided by the target audience, who usually will be 
the recipients of an interview (PI5) or questionnaire (PI2).  
In addition to the above, you can also analyse recent issues of the newsletter. This should 
include taking careful note of each article published and whether these adhere to the 
stated focus of the newsletter. This focus in terms of subject should be ascertained, and 
also the conceptions that underlie the production (for example, health promotion, 
knowledge sharing). The frequency of publication should be reviewed, as should the 
timely delivery of recent issues.  
People cancelling their subscriptions are an interesting group to 
include in your evaluation. They will be able to share with you why 
they cancelled their subscription and, from that, you can gain 
interesting data to learn from. You can do this by sending them a 
short questionnaire immediately on cancellation.  
Keep the questionnaire short. In general, these people have lost 
interest and loyalty, and will not care to invest a lot of time in 
providing you with feedback. 
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Table 2.5: Areas of focus and relevant indicators for a newsletter 
Focus Indicators (over time)  
Printing/media Number of readers satisfied with the paper and printing quality 
Number of readers who have been able to share their copy because the paper has 
been strong enough to hand around without disintegrating 
Number of readers who access the newsletter electronically or in print 
Design Number of readers satisfied with the design of the newsletter: layout, colour, 
typeface, etc. 
Content  Number of articles relating directly to the objectives of the newsletter 
Number of articles on possible sub-themes 
Readability  Number of readers who feel that the use of language and style are appropriate 
Number of readers who feel that the newsletter has a well organised structure, 
making it easy to find what they need 
Circulation/distribution  Number of copies circulated 
Number of copies printed 
Number of subscribers 
Number of copies reaching subscribers 
Timeliness Percentage of readers who receive the newsletter on a timely basis 
Reach  Number of persons reading each copy of the newsletter (be aware of multiple 
readers per copy) 
Number of newsletters distributed to target audience 
Number of target audience who say that they have read the newsletter 
Relevance Percentage of readers who are satisfied with the relevance of the content 
Number of readers who wish more topics to be included 
Number of readers who are not interested in some of the topics that are included 
User characteristics/ defining a 
profile of the user 
Number of readers in different professional groups 
Number of readers in different age groups 
Number of readers located in different geographical areas 
Percentage of readers of each gender 
User satisfaction Percentage of readers satisfied with the newsletter overall 
Number of readers satisfied with specific sections of the newsletter 
Improved awareness Number of readers who can remember something specific from the newsletter 
which was particularly relevant to them 
Number of readers who say that they learned something from the newsletter 
Number of readers who say that their knowledge has been widened by the 
newsletter 
Number of readers who say that they have passed this knowledge on to others 
Changed practices, policies, 
products at individual level 
Percentage of readers who say that their own personal practices/ policies/ products 
have been changed by the knowledge gained from the newsletter 
Changed practices, policies, 
products at community level 
Percentage of readers who say that the practices/ policies/ products in their 
community have been changed by the knowledge gained from the newsletter (there 
are, of course, problems associated with any indicator, but the issue of impact is 
particularly difficult, given the attribution problem) 
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Table 2.6: Overview of the focus of indicators and methods for evaluating a 
newsletter 
Focus Methods 
Routine 
records 
(PI) 
Questionnaire 
(PI2) 
Individual 
interviews 
(PI5) 
Focus group 
meeting 
(PI3) 
Benchmarking 
(PP3) 
Printing/media  
Design  
Content 
Circulation/distribution 
 
Readability   
Reach 
 
Relevance  
Reader characteristics 
User satisfaction  
Improved awareness  
Changes 
practices/policies/products 
(individual/organisational)  
SOURCES 
Mook, B. (2001) Evaluating information a letter to the project manager. CTA 
Working document No 8025. Wageningen, the Netherlands: CTA. 
http://www.cta.int/pubs/wd8025/wd8025.pdf accessed 1 September 2005. 
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                                   Website 
Writers:    Lisette Gast, Maartje op de Coul 
INTRODUCTION 
A website is a collection of online files on a particular subject that includes an opening 
file called a home page. For example, most companies, organisations or individuals that 
have websites are known by a single address or universal resource locator (URL). That is 
their home page address. 
A website can be viewed all over the world and thus will be viewed by people with 
computers with very different specifications. It can have multiple target audiences, for 
example, to inform the general public but at the same time to provide a forum for 
knowledge exchange for professionals. Every website has been created with one or more 
specific goals such as: to improve access to information about the institution; to raise 
institutional visibility; to promote information resource sharing; to establish links with 
national, regional and international institutions (portals); and to produce and disseminate 
electronic publications. This goal or mix of goals will determine both the website 
content and its graphic design. 
If you want to know if your website is achieving its desired effect, you will have to 
evaluate it.  
STAKEHOLDERS 
All stakeholders mentioned below are involved in some way in the development of your 
website. Thus they will have a vested interest in the evaluation, so you should consider 
involving them. 
Webmaster; 
Test group; 
Content manager; 
Target group: will often comprise professionals from other organisations, as well as 
your own organisation s staff. Be aware that the visitors to your website are not 
necessarily those visitors who you have defined as the target group of the website.  
SCOPE 
Evaluation can help you improve your site and serve your users better. Evaluating a 
website is not an easy task because, in general, your audience is unknown and sometimes 
abroad. On the other hand, you can easily obtain a lot of data at very little cost, and you 
will only need to sit down and analyse these data to be able to transform them into 
valuable information.  
Also, the results of the evaluation when compared with the investment and running costs 
can help you assess the cost-effectiveness of your website. 
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You can evaluate the performance of your website on some or all of the 
components/aspects listed in Table 2.7.  
Table 2.7: Scope of the evaluation of a website and areas of focus 
Scope Focus 
How the website is set up Technology 
Design 
Content 
The website Readability  
Navigability 
Users of the website Reach (e.g. gender) 
Networking 
Relevance 
Usefulness of the information Overall user satisfaction 
Improved awareness 
Efficiency 
Value for money 
Expenditure 
For a website, the type of technology used is important to consider in your evaluation. Is 
it using Flash, Shockwave, Java, Javascript or ASP? Is there a content management 
system being used? HTML/ XTML compatibilities, and whether the website offers news 
feeds and printer-friendly formats, should also be taken into account. 
METHODOLOGY 
If you want to evaluate a website, you need to go through the following steps: 
Select the stakeholders who need to be involved in the evaluation (PP1); 
A website is partly a creative product. So 
try to stay open to creative designs that 
can be prompted by your users 
suggestions. 
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Which of the goals of the website are to be evaluated? define what information is 
needed; 
Choose your indicators (PP4); 
Select appropriate methods to use. 
You can refer to the specific related process tools for the steps mentioned above. 
Indicators and evaluation questions 
Indicators
Table 2.8 will help you choose and develop your indicators for your website and 
evaluation questions. Note that these are examples, and so are not exhaustive.  
Evaluation questions
Some general points about your website on which you may want information are the 
number of users and their characteristics (for instance location, gender, area of 
employment, language, age, etc.). Is the page recognised by search engines such as 
Yahoo, AltaVista and Google, and how many pages have a link to your page? (see 
Sources). Some specific questions you might ask are: 
How long does it take to download the home page? 
Do you like the colours used on the website? 
What is your opinion about the colour of text against the background? 
What is your opinion about the use of pictures on the website? 
Do you find the look and feel of the website attractive? 
Do you think the look and feel of the website are in line with the image of the 
organisation?  
Can you understand the language that is used on the website? 
Do you feel the articles are written specifically for the website? 
How do you rate the navigability of the website? 
Did you find what you were looking for? 
Do you know what the purpose of the website is? 
Is searching the site possible? 
Are the menus clear? 
Can you always know where you are? 
Why did you go to this website? 
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Table 2.8: Areas of focus and relevant indicators for a website  
Focus Indicators  
Technology Average loading time of the website in partner countries 
Browser compatibility 
Number of links within the website that are not working (also referred to as link rot) 
Design Percentage of visitors satisfied with the design. For example: font and colour usage, use 
of graphics, and so on 
Content Frequency of updating of content. This will depend on the type of information provided. 
For example, news sites will need to be updated more often 
Readability 
   
Percentage of visitors who report that they can understand the language used on the 
website 
Percentage of visitors who report that they are satisfied 
Navigability  Average time needed to find information on the website 
Percentage of visitors satisfied with the navigability of the website. For example, use of 
drop-down menus, links, search engines 
Reach  Number of visitors (and return visitors) 
Number of visits 
Average time spent on the website 
Percentage of readers who say that they have passed the website address (URL) on to 
others 
Number of men/women visiting your site 
Networking   Ranking of your page in search engines such as Yahoo, AltaVista and Google 
Number of referrals to your website 
Users of interactive parts of your website (see Online network and community) 
Relevance Percentage of visitors who wish more sections to be included 
Most visited parts of the website  
Percentage of visitors who can remember something specific from the website which was 
particularly relevant to them 
Overall user 
satisfaction 
Percentage of users satisfied with the website overall 
Percentage of users satisfied with specific sections (bits) of the website 
Improved 
awareness 
Percentage of visitors who say that they learned something from the website 
Percentage of visitors who say that their knowledge has been widened by the website 
Percentage of visitors who say that they have passed the knowledge on to others 
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What did you expect to find here? 
Did you find what you were looking for? 
How often is the site updated? 
Do you feel the articles are written specifically for the website? 
How relevant is the content for you? 
How often do you visit the website?  
How satisfied are you with the information on the website? (you can divide this into 
sections of the website) 
How have you been using the information? (for instance, for work, study, research, 
personal interest)          
Data collection 
When you have decided on your indicators and evaluation questions, you will need to 
decide how to collect your data. Following some points about data collection to evaluate 
websites, you will find a matrix overview of which data-collection tools are the most 
appropriate to use. You can read the specific process tools for more advice on how to go 
about this. Routinely collected data/performance reports should be your starting point. 
Log-file data and web statistics
Websites have one great advantage over many other products in that almost all web hosts 
can provide you with the web statistics from your website. If you have never worked 
with web statistics before, you will need some help in their interpretation.  
Nowadays, almost all Internet service providers that host  your website will be able to 
provide you with so called log-files and web statistics. Analysis of these will feed your 
evaluation. You can ask participating webmasters to complete a short questionnaire for 
their website concerning their site s log-file data (web statistics).  
Ask your users what they think about the website 
Do use page per views, don t use hits; 
Do use a reliable web-statistics programme; 
Don t rely on yourself to identify the changes 
that the site needs. It s normal to develop a 
blind spot for the things you develop. 
See also dos and don ts in PI6. 
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Automated tests
For certain mechanical aspects of website performance, web-based analysis tools can be 
used. Automated website tests are useful to evaluate purely mechanical aspects of a 
website (e.g. whether or not a link works) that would be tedious or impossible to measure 
by eye. 
Testing and browsing the website
A high proportion of the evaluation questions can be answered by browsing the website 
concerned. Testing with actual users, who are undertaking real-world tasks, is one of the 
best methods for evaluating websites. You can find out how long a person takes to find 
specific information. For example, you know that there is a document about agriculture 
for small-scale organic farmers on your website. You can ask the tester to find that 
document. You can then look to see how the tester starts searching for the document, if 
he or she finds it, and how long it takes them.  
Survey: online or face-to-face survey?
You would use a survey to ask the users questions for two important reasons: firstly, it is 
more feasible for a project that has a target group all over the world; and secondly, a 
survey is useful for finding out people s general opinions. 
Online   
An online questionnaire is a cost-effective way to obtain information from visitors to the 
website who might be difficult to reach via other means. The disadvantage is that you 
reach only the group of people who already know your website. 
It is a good idea for a user survey to be a permanent feature of your website, but anyway 
you should keep it posted for at least 3 months before attempting to analyse the results. 
Surveys receive the largest response if they are prominent and/ or offer an incentive. 
Furthermore, you can increase the returns by creating a pop-up hyperlink to the survey 
on your website, and/or notify by e-mail all registered members of your website.   
Web statistics can be very helpful. Most useful for you will 
be: 
Number of unique visitors this is far more reliable 
than hits ; 
References or referrals the number of websites that 
are linked to yours; 
Which parts of the website are visited the most. 
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Face-to-face 
If you have access to information centres, you can also use face-to-face interviews (PI5) 
with users. Doing face-to-face interviews will take a little more time, but you will get 
more questionnaires actually completed.  
Table 2.9: Overview of indicators and methods for evaluating a website 
Indicators Methods 
Routine data 
performance 
report 
Testing Questionnaire 
(PI2) 
Focus group 
meeting 
 (PI3) 
Case study 
(PI4) 
Technology 
Design  
Content 
Readability   
Navigability  
Reach 
Networking 
Relevance   
User 
Satisfaction 
Improved 
awareness    
Surveymonkey is an easy-to-use 
free online service to publish your 
questionnaire online. 
www.surveymonkey.com
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Report writing 
Especially in the case of website evaluation, you can use visuals and screen caps (CTRL 
+ Print Screen) to support your research. Copying official logos into the document also 
provides credibility to your report.  
SOURCES 
A guide to web style http://www.webstyleguide.com/
Additional evaluation and repair software for web accessibility is available from  
http://www.w3.org/WAI/ER/existingtools.html
Evaluation framework -
http://www.urbandevelopmentforum.org/WebsiteEvaluation/docs/WebsiteEvaluatio
nFramework.html
Example of an online questionnaire 
http://www.urbandevelopmentforum.org/WebsiteEvaluation/YourComments.html
For those readers whose website does not currently utilise log-file analysis software, 
webalizer is a free open-source software tool available at 
http://www.mrunix.net/webalizer 
How to keep your website credible . 
http://www.webcredibility.org/guidelines/index.html
Kathy Schrock s Guide for Educators 
http://school.discovery.com/schrockguide/eval.html
Tests for compatibility errors between your website definition document and particular 
browsers may require a browser compatibility table. A detailed table showing browser 
type against coding standards for HTML, JavaScript and Frames can be found at 
http://hotwired.lycos.com/webmonkey/browserkit/
The Black Art of Analysing Web Statistics 
http://www.rba.co.uk/presentations/Webstatstheblackart.pdf  
Download time: the free website analysis tool Bobby (http://www.cast.org) can be used to 
record the download time of your website for a specified web page using a 28 K 
modem. A benchmark of 10 seconds is used to assess the excessiveness of a page s 
download time, as one-third of web users will stop viewing a site if they have to wait 
longer. 
The HTML validator available from the World Wide Web Consortium 
http://validator.w3.org/ can be used free to test the validity of the HTML contained 
within your website s definition document.  
The online website analysis tool Dr HTML tests for spelling errors, link-rot and browser 
compatibility. (http://www2.imagiware.com/). 
This is an excellent site containing information on the content and design of websites 
http://www.redaction.be/ (in French) 
Website evaluation project - 
http://www.urbandevelopmentforum.org/WebsiteEvaluation/Home.html
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Website design: KISS (Keep it short and simple) http://www.digital-
web.com/columns/keepitsimple/keepitsimple_2002-08.shtml
WWW CyberGuides: ratings for website design 
http://www.cyberbee.com/guides.html  
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Question-and-Answer Service (QAS) 
Writer:   Simon Osei 
Collaborator:  Herman van Dyk 
INTRODUCTION 
When an information centre or library undertakes to respond to questions on demand, 
they are offering a QAS. The questions may demand factual information, as with 
advisory and referral services, or the provision of full-length articles or bibliographic 
information. Such a service can be in any subject field. A QAS generally is not a stand-
alone service, but is part of a package of information services offered by larger 
organisations. Other services in this package could include documentation, library, 
publishing and online services with Internet access. 
A QAS can be run for a variety of different reasons. In practice, there is usually a single 
primary focus of the QAS, often supplemented by one or two others. Potential 
objectives are: 
An essential, free-of-charge service that, for example, allows research and extension 
services to run adequately; 
Knowledge brokering: by linking an enquirer with a relevant information source 
either from their own service or from remote collections; 
Income generation by offering services that are paid for.  
To ensure your service is meeting its objectives, you will want to have established 
mechanisms to monitor its use from the outset by gathering routine records. If you have 
conducted an initial needs assessment, this will have determined if there is a demand for 
such a service, providing baseline data for evaluating its subsequent performance. If you 
don t have such baseline data, don t worry about it you can still conduct a useful 
evaluation without this, and the data you collect will serve as a baseline for a future 
evaluation. 
STAKEHOLDERS 
Funding agencies (development organisations, NGOs, international institutions and 
ministries); 
Partners: organisations possessing some resources that are needed for the success 
of the QAS; 
Implementing agency: this is probably where you are working;  
Policy-makers: those who have approved the implementation of the 
service/project; 
Researchers; 
Lecturers; 
Extension workers; 
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Farmers and identifiable groups/ organisations, including women s groups, farmers 
associations and societies;  
Input suppliers; 
Students; 
Training institutions. 
All groups should be consulted in some way. The relative inputs of these different groups 
will vary, depending on the particular situation that prompts your evaluation. 
SCOPE 
You can evaluate the performance of your QAS on some or all of the aspects listed in 
Table 2.10.   
Table 2.10:  Scope and focus of the evaluation of a QAS 
Scope Focus 
Elaboration of the service Delivery 
Personal interaction 
The service  Mix of information provided 
Level of information provided 
Presentation of the information 
Content 
Timeliness 
Users of the QAS Relevance 
User characteristics 
Usefulness of the information User satisfaction 
Improved awareness 
Strengthening the organisation 
Efficiency 
Value for money 
Expenditure 
METHODOLOGY 
If you want to evaluate a QAS, you need to go through the following steps: 
Select the stakeholders who need to be involved in the evaluation (PP1); 
Which aspects of the QAS are to be evaluated? define what information is 
needed; 
Choose your indicators (PP4); 
Select appropriate methods to use. 
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You can find out more about the specific related process tools for the steps mentioned 
above by reading those of interest to you. 
Indicators and evaluation questions 
Indicators
In Table 2.11 you will find some examples of indicators and questions specific to QAS. 
You can consult the indicators tool (PP4) for more advice on how to design your 
indicators. 
For the QAS, it is particularly important to keep routine records providing details of each 
inquiry, when it was received, when it was answered, the information provided (mix, 
level, subject), and means of delivery. This will provide the basis for the evaluation. In 
addition, you will need evaluation questions that focus on the users view of the service. 
Evaluation questions
Were you satisfied with the overall service provided? 
Was the information received well presented? 
What period elapsed between sending a question and receiving an answer? 
Were you satisfied with the relevance of the content of the answer provided? 
Was the information mix (bibliographic, full-text, other) appropriate to your needs? 
Was some of the information provided not relevant? 
Can you remember something specific in the answer which was particularly relevant 
to you? 
Did you learn something new from the answer provided? 
Have you passed some of the information provided on to others? 
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Table 2.11:  Areas of focus and relevant indicators for a QAS 
Focus Indicators  
Delivery What do you think of the medium (paper, electronic, spoken) used to 
deliver the service? 
Personal interaction Number of users who feel satisfied with the personal service they received 
from those operating the service 
Mix of information What mix of information was provided? bibliographic (with or without 
abstract), full-text articles 
Level of information Percentage of users who find that the level of information provided was 
right 
Presentation of the 
information 
Number of users who feel that  the information is well presented 
Content  How well were the subjects and sub-themes covered in the answers 
provided? 
Timeliness What was the range of turn around time for questions? 
Within what period did the users receive their answer? 
Relevance Number of users who are satisfied with the relevance of the content 
Number of users who are not interested in some of the topics that are 
included 
User characteristics How well did the information reach/ serve the users in the various 
professional/age/geographical groups? 
User satisfaction Number of users satisfied with the overall service 
Improved awareness Number of users who can remember something specific from the answer 
provided which was particularly relevant to them 
Number of users who say that they learned something from the answer 
provided 
Number of users who say that their knowledge has been widened by the 
answer provided 
Number of users who say that they have passed this knowledge on to 
others 
Changed practices, policies, 
products at individual level 
Percentage of users who say that their own personal 
practices/policies/products have been changed by the knowledge gained  
Changed practices, policies, 
products at the community 
level 
Percentage of users who say that the practices/ policies/ products within 
the community have been changed by the knowledge gained from the 
service 
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Data collection  
When you have decided on your indicators and evaluation questions, you will need to 
decide how to collect your data. Table 2.12 gives some advice on which data collection 
tools are most appropriate to use. Consult these specific tools for more advice on how to 
do this. 
Table 2.12:  Overview of focus for indicators and methods for evaluating a QAS 
Focus Methods 
Routine 
records 
(PI) 
Questionnaire  
(PI2) 
Focus group 
meeting 
(PI3) 
Individual 
interviews 
(PI5)  
Delivery 
Personal interaction  
Mix of information 
  
Level of information
Presentation of 
information  
Content 
Timeliness 
Relevance  
User characteristics 
User satisfaction  
Improved awareness
Strengthening the 
organisation  
As you can see from this table, routine records are of primary importance for a QAS.   
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SOURCES 
Bellamy, M. (2001) Approaches to impact evaluation (assessment) in agricultural 
information management: selective review of issues, the relevant literature and some 
illustrative case studies. CTA Working document No. 8021. Wageningen, the 
Netherlands: CTA. 
CTA (2001) Manual for the Management of Question and Answer Service. Wageningen, 
the Netherlands: CTA. 
Mook, B. (2001) Evaluating information a letter to the project manager. CTA 
Working document No 8025. Wageningen, the Netherlands: CTA. 
http://www.cta.int/pubs/wd8025/wd8025.pdf accessed 1 September 2005. 
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Small library/resource centre  
Writer:    Herman van Dyk 
Collaborators:   Boubacar Diaw, Christine Kalume,  
 
Victoria Richardson 
INTRODUCTION 
Regular evaluation will help you to ensure your library/ resource centre s continued 
relevance to its users, and suggest ways in which you might improve things. You will 
have to be clear about what you are intending the service to provide, and for whom, so 
that the aims and objectives of the evaluation are defined well enough to give you useful 
results.  
A library is more than a large organised collection of books for reading or reference it 
is a source for providing access to knowledge and learning. It is also an information 
service that responds to the special needs of a particular group of people and is central to 
knowledge management.  
Many organisations working in development communications/ health information use 
resource centres rather than libraries as a major information/ knowledge management 
tool. Resource centres are more informal than libraries and can be used for meetings, 
presentations, poster exhibitions, etc., as well as holding collections of books and 
journals. Resource centres do not have to use a formal cataloguing system such as the 
Library of Congress, and can use systems developed for the particular needs of the target 
audience. This means they can be developed and managed by non-professional librarians. 
Their orientation is to be catalysts for change rather than simple repositories of 
knowledge. In this section, small libraries and resource centres are treated as being the 
same.  
STAKEHOLDERS 
Many people are involved in some way in (the development of) your library or resource 
centre. This gives them a vested interest in the evaluation, so you should consider 
involving them. They may be: 
The organisation in which the library is founded (such as a university or hospital); 
Librarian(s); 
Local authorities; 
Funding agencies; 
Individuals who use the services for their information needs, such as practitioners, 
managers, researchers, journalists, students, teachers, nurses, farmers, but also your 
own staff and partners or organisations. 
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SCOPE 
The stimulus for an evaluation may come from within (to check on progress; to 
understand a problem; to audit processes) or from outside the organisation (to satisfy 
funding agencies; to benchmark against other comparable organisations; to become 
accredited). However, you should always be clear about why you are evaluating, so that 
you can ensure that you collect relevant and useful information. A reason for an internal 
evaluation could be that you want to have more impact. Information on who is using 
your library or resource centre and which of your target groups are not accessing it  and 
why could help you to introduce innovations to attract more users. By documenting 
the books that are used, you can find out what to do to increase usage, for example by 
buying more relevant resources. If you provide services to persons by using other means 
such as electronic communications, telephone, facsimile or post, you can use the 
questionnaire tool for additional information (PI2). 
Consider the options listed in Table 2.13 to evaluate either a small library or resource 
centre.  
Table 2.13: Scope and focus of the evaluation of a small library/resource centre  
Scope Focus 
Small library/resource centre  Physical facilities 
Assistance 
Information sources 
Access to information sources (also a virtual 
library) 
Availability 
Users  Visitors (gender, age, etc.) 
Materials used 
Services used 
Usefulness of the information Improved knowledge 
Efficiency 
Value for money 
Expenditure 
  
75
METHODOLOGY 
If you want to evaluate a small library/ resource centre, you need to go through the 
following steps: 
Select the stakeholders who need to be involved in the evaluation (PP1); 
Which aspects of the library service are to be evaluated?  define what information is 
needed; 
Choose your indicators (PP4); 
Select appropriate methods to use. 
You can find out more about the specific related process tools for the steps mentioned 
above by reading those of interest to you.   
Evaluations of libraries or resource centres can vary greatly in scale and style. An 
evaluation might cover the whole range of library/ resource centre activities, or it 
might focus on an individual activity, such as the enquiry service. Thus the 
evaluation process of analysing data, drawing conclusions and making 
recommendations might take more than a week, or it might take only a day.  
Indicators and evaluation questions 
Indicators
Table 2:14 will help you to choose and develop indicators for your evaluation questions. 
Note that these are examples to get you started  not an exhaustive list. 
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Table 2.14: Areas of focus and relevant indicators for a small library/ resource 
centre 
Focus Indicators  
Physical facilities and 
services for the public 
Number of (new) books, periodicals, reports, slide sets, posters, audio-
cassettes, videos, CD-ROMs, etc. 
Number of desks and seats 
Number of rooms 
Number of copy machines 
Number of computers, with or without CD-ROM  
Access to Internet 
Access to information sources (also a virtual library)  
Assistance Number of enquiries per month as against intended number of 
enquiries 
Materials used to answer enquiries 
Percentage satisfied with the type of assistance received  
Information sources Number of materials for which new editions have been obtained over 
time 
Number of materials thrown away over time  
Number of new acquisitions as a result of efforts made by staff or the 
resource centre advisory committee and other users  over time 
Number of materials donated, or exchanged for publications over time 
Number of materials obtained that were published in the 
country/region on a regular basis 
Number of materials added to each subject area of the collection on a 
regular basis  
   
  
77
Table 2.14 continued: Areas of focus and relevant indicators for a small 
library/resource centre  
Focus Indicators 
Availability  Number of hours intended to be open per month (or quarter or year)  
Number of hours the resource centre was actually open per month (or 
quarter or year)  
Number of hours the resource centre was staffed per month (or quarter or 
year) 
Visitors (gender)  Number of visits made each month  
Number of  male/ female visitors 
Number of visits made by each user each month, or the total number of 
repeat visits  
Average number of visits made each day the resource centre is open  
Number of visits made each month by different categories of user (such as 
hospital doctors, nurses, community health workers, administrative staff, 
regional and district health team members, students, others) 
Materials used    Subject areas most often requested or used in the past month  
Types of material most often requested or used in the past month  
Types of services used  
Number of times the various services offered to visitors are used per 
month (such as lending, photocopying, use of database, document supply, 
literature searches) 
If you have a website, consult the Website tool concerning how to go 
about its evaluation  
Percentage of visitors who can remember something specific they have 
consulted which was particularly relevant to them 
Average time spent within the library/resource centre 
Services used Number of resources consulted/lent on a regular basis (monthly, quarterly, 
etc.) 
Number of enquires made on a regular basis 
Number of copies made on a regular basis 
Percentage of users satisfied with the library or resource centre overall 
Percentage of users satisfied with specific services of the library or resource 
centre 
Improved knowledge Percentage of visitors who say that they learned something from the 
materials consulted 
Percentage of visitors who say that their knowledge has been widened by 
the library/resource centre 
Percentage of visitors who say that they have passed the knowledge on to 
others 
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Evaluation questions
Questions that will help you to evaluate your library/resource centre include: 
Is the library s building sufficient for the proposed services? (consider space, storage, 
security, etc.);  
Are your finances sufficient for your organisation to meet its objectives?  
Are the library s collections appropriate for the target groups needs? (are they at the 
right level, up to date, relevant, etc.);  
Are documents and other resources efficiently organised? (are they catalogued, easily 
retrieved, etc.?); 
Are the staff educated and competent enough to give satisfactory service to all users 
of the library? 
Who uses the library, and for what purposes?   
Do the management and organisation of the library facilitate the achievement of the 
organisation s objectives?   
What scope is there to improve the quality and range of services by co-operating with 
other libraries?  
Data collection 
When you have decided on your indicators and evaluation questions, you will need to 
decide how to collect your data. Table 2.15 gives some advice on which data collection 
tools are most appropriate to use. Consult these specific tools for more advice on how to 
do this.  
Do make sure that staff are trained to keep routine records up-to-
date and filed properly. 
Do ask your users how your service could be improved 
(questionnaires and focus groups can be used). 
Do notice what materials are rarely or not used  and find out why. 
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Routine or performance report
To begin with, your routine monitoring records can already provide a lot of data at no 
cost, and you will only need to sit down and get comfortable with these data to transform 
them into valuable information.  
Your routine records (e.g. a logbook) can contain name, age, gender, profession, time 
entering and leaving (average time spent), materials consulted, subjects, remarks. This 
information can be tabulated, and mapped over time to show how frequently and when 
(and how) the library or resource centre is used. Other methods can be used to explore 
further any questions that arise from looking at the patterns or trends you notice. These 
are shown in Table 2.15. You can turn to the relevant tool for further information about 
it. 
Table 2.15: Overview of focus for indicators and methods for evaluating a small 
library/resource centre  
Focus Methods 
Routine   
performance 
report 
Questionnaire 
(PI2) 
Focus group 
meeting 
(PI3) 
Case studies 
(PI4) 
Physical facilities 
Assistance 
Information sources
Access to 
information sources 
Availability 
Visitors (gender) 
  
Materials used 
Services used 
Improved 
knowledge  
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CTA (1998) Assessing the Impact of Information and Communication Management on 
Institutional Performance. Proceedings of a CTA workshop. Wageningen, the 
Netherlands, 27 29 January 1998. 
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Online network and community 
Writer:    Sarah Cummings 
Collaborators:   Alec Singh, Neil Pakenham-Walsh 
INTRODUCTION 
This tool will help you to evaluate online networks and communities. In the past 5 years, 
as a result of increased adoption of information and communication technologies (ICTs), 
particularly e-mail and group-ware, existing and new networks have taken to online 
interaction. In the development field, these online communities have, for example, come 
into existence to consider evaluation practices, open knowledge, agricultural research, 
and even knowledge management. Such networks including communities of ideas , 
communities of practice or communities of purpose have been used to upgrade the 
quality of the activities, outputs and impact of development organisations; to facilitate a 
collective learning process; and to contribute to a shifting-up of development activities to 
national and international audiences. 
These communities generally have two main aspects: a discussion list, and a platform 
which posts these messages and provides access to related resources in the form of 
documents, websites and other resources. 
Online communities can provide the following advantages: 
Serve as a place where practitioners who share similar goals, interests, problems and 
approaches can learn from each other; 
Provide a forum where people can respond rapidly to individual inquiries from fellow 
members with specific answers; 
Develop, capture and transfer best practices on specific topics by stimulating the 
active sharing of knowledge; 
Influence development outcomes by promoting more and better-informed dialogue; 
Link diverse groups of practitioners from different disciplines; 
Promote innovative approaches to address specific development challenges. 
STAKEHOLDERS 
All stakeholders mentioned below are involved in some way in (the development of) 
your online community. Therefore they will have a vested interest in the evaluation, and 
should be considered for involvement: 
Providers of the platform; 
Funding agencies (financiers, banks, student award schemes, research institutions); 
Moderators and facilitators; 
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Members and their organisations. These can include practitioners, researchers, policy-
makers, managers and other groups  such as people who may not contribute actively 
to the postings but find benefit just in reading postings ( lurkers ). 
SCOPE 
Many development organisations are investing in online communities, but the benefits 
from these investments are by no means clear. As these communities are relatively new, 
there are no generally accepted standards as regards evaluation, except that existing 
principles apply. Much anecdotal evidence and lessons from business indicate that the 
success of such online communities is related to the human relationships within these 
communities. This means that, when undertaking an evaluation, you will need to find 
indicators relating to people s experience of interaction. 
You can evaluate your online community based on some or all of the aspects listed in 
Table 2.16.  
Table 2.16: Scope and focus of the evaluation of online networks and 
communities  
Scope Focus 
Elaboration of the online platform Technology 
Design 
Members of the platform Reach  
Use of the platform Demonstrable outputs  
Access to content and contacts  
Governance of the platform Participation  
Facilitation  
Trust 
Relevance of the platform Relevance of content and contacts 
Change 
Efficiency 
Value for money 
Expenditure 
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METHODOLOGY 
If you want to evaluate online networks and communities, you need to go through the 
following steps: 
Select  the stakeholders who need to be involved in the evaluation (PP1); 
Which areas of the online community are to be evaluated?  define what information 
is needed; 
Choose your indicators (PP4); 
Select appropriate methods to use.  
You can find out more about the specific related process tools for the steps mentioned 
above by reading those of interest to you. 
Indicators and evaluation questions 
Indicators
Table 2.17 will help you choose and develop indicators for your online networks and 
communities, and suggests evaluation questions. Note that these are examples and so are 
not exhaustive.  
Evaluation questions:
When evaluating, you must be clear about why you are doing it. How will the 
information affect your future actions what difference will the evaluation make? Some 
issues are more straightforward to interpret and translate into action than others. Also, 
the significance you draw from your findings will relate to value judgements on your part. 
It is easier to count the number of members of your network than it is to measure trust 
and reciprocity , which are complex matters and are likely to mean different things to 
different people.   
The kinds of question you could ask are: 
Is the content relevant? 
Who are the main members of the online community in terms of profession and 
organisation? 
Do they have ownership of the community? 
Is there a high level of trust, reciprocity, and willingness to invest among the 
members? 
Does the online community improve their knowledge and practices? 
Does it stimulate social learning and the elaboration of joint initiatives? 
What level of connectivity do they have? 
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Table 2.17: Areas of focus and relevant indicators for an online network or 
community 
Focus Indicators 
Technology Average loading time of the platform in partner countries 
Browser compatibility 
Functionalities within the platform that are not working  
Possibilities of e-mail or offline communication 
Design Percentage of members satisfied with the design 
Average time needed to find information on the website 
Percentage of members satisfied with the navigability 
Reach Number of members: individual/institutional  
Members from a number of organisations  
Demographic characteristics: gender, age, educational level, geographical 
location, number of functions 
Number of national cultures  
Members whose native language is different from the majority of other 
members  
Roles: reviewers, boosters, commuters, experts, etc.  
Ratio experts/practitioners  
Demonstrable outputs  Number of joint publications 
Number of shared models 
Number of  online dialogues 
Access to content and 
contacts 
Frequency of contact 
Intensification and improvement of communication between members 
Easy connection to peers and experts 
Relationship with other initiatives in this subject area, either preceding or at the 
same time  
Friendships obtained 
Access to insider tacit and explicit knowledge, e.g. non-public/confidential 
reports and documents  
Access to frequently asked questions (FAQs) 
Relevance of content and 
contacts 
Percentage of members who perceive the contacts as relevant  
Percentage of members who perceive the content as relevant 
Participation Balance in terms of contributions/ virtual democracy (demographic issues such 
as North/South and gender balance) 
Number  of messages posted by number of people 
Number of resources posted by number of people 
Facilitation Number of messages sent by facilitator 
Response time (number of days) by facilitator 
Percentage of members satisfied with the facilitator 
Trust Percentage of members who perceive trust within the network 
Change  Improved productivity of members  
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Are there any similar communities? 
What level of membership do they have? 
What flow do they have in terms of messages and shared resources? 
How do they compare in terms of content? 
What is the sustainability of the community? 
How many members are there? How fast is the membership growing? 
Are members leaving? Why do they leave? 
How many lurkers compared with active members are there? 
What are the demonstrable outputs: joint publications; shared models; shared 
language; new collaborative approaches? 
Are best practices being shared and disseminated? 
Which are the lead organisations and who are the key individuals? 
How much time is spent by your staff on facilitating community business? 
Which information and communication services does the network provide? 
Have you used the information? 
Have you been involved in, or contributed to, the network s activities in any way? 
What kind of benefits would you like to obtain from the network? 
Are you participating as much as you are able to and would like? 
What are the obstacles to participation that the network can do something about? 
What is the level of trust between you and other members?  
What is the level of trust between you and the facilitator? 
Have the levels of trust changed over time?  
Where is leadership located? 
Where are most decisions taken? (locally; centrally; not taken) 
How easy is it for you to contribute ideas and follow through on them? 
Data collection 
When you have decided on your indicators and evaluation questions, you will need to 
decide how to collect your data. Here some specific points with regard to data collection 
for the evaluation of online networks and communities are given, followed by a matrix 
overview of which data-collection tools are most appropriate to use. You can read the 
specific process tools (Part 3) for more advice on how to go about this. 
Online platforms have one great advantage over many other products, in that almost all 
web hosts can provide you with the statistics from your platform. These are routinely 
  
86
produced reports. If you have never worked with web statistics before, you will need 
some help in their interpretation.  
Also, the archives of your communication will help you to make simple counts of 
messages and obtain background data on your members by looking through their 
profiles.  
Table 2.18: Overview of focus for indicators and methods for evaluating online 
communities/networks 
Focus Methods 
Routine data  
or 
performance 
report 
Questionnaire 
(PI2) 
Focus group 
meeting 
(PI3) 
Case studies 
(PI4) 
Technology 
  
Design  
Reach 
Demonstrable outputs 
Access to content and contacts  
Relevance of content and 
contacts  
Participation 
Facilitation 
Trust  
Change   
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Radio programme 
Writers:    Jackie Davies, Andy Phipps  
INTRODUCTION 
Radio and other types of audio communication are powerful tools for promoting social 
issues, educating people, and distributing information to a wide variety of audiences.  
How do you know that the audio content you are developing is effective and reaching 
the people you intended? Many broadcasters and NGOs produce programmes that they 
hope will be useful and beneficial to people. Much time and thought go into making 
programmes, but once they have been produced there is a perception that to evaluate the 
programme itself and its outcome is too difficult, too expensive, and not practical. 
Consequently, very little is known about whether the developers of the programme have 
reached the target audience in the manner intended. This means that many programmes 
are often not as well developed as they could be.  
Evaluating your radio programmes will help you to establish who is listening, and when. 
It will also help you to find out what difference your programme has made to your target 
audience and their work. It can provide feedback on the production process, and provide 
ideas for future programmes.  
STAKEHOLDERS 
All stakeholders mentioned below are involved in some way in (the development of) 
your radio programme. Therefore they will have a vested interest in the evaluation, and 
should be considered for involvement. 
Funding sources; 
Production personnel; 
Volunteers; 
Broadcasters; 
Listeners; 
Target group (sub-group of listeners): any group of individuals as defined within the 
programme format. 
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SCOPE 
There are two ways to evaluate your radio programme: 
Internal review what you and your colleagues think about your programme and its 
content. Internal content review meetings this should be a regular [weekly, bi-
weekly, or monthly] internal review of a specific programme or series. It should 
include not only the broadcasters but also any NGO project partners and other 
advisors. Examine: 
- Message  what was intended, what was conveyed? 
- Format  does it work?  
- Duration  is it too long?   
- Presentation  could it be better?  
This is a very specific review, looking only at the exact airtime play of the 
programme.   
External review what your audience thinks about what you are producing. When 
evaluating the success, or otherwise, of your radio programme, the focus is external. 
You are looking at how well the audience received the programme, what they 
remember, what they thought of it, and how they think improvements can be made. 
All this information can give you tips on how to schedule your programme better, or 
target it to specific groups. It may seem just common sense, but there are often times 
when mistakes are made in scheduling or targeting. Simply checking that your 
assumptions are right, and you are reaching the people you intend to reach, can be most 
valuable and can ensure that your programme has the maximum impact.   
Table 2.19:  Scope and focus of evaluation of a radio programme 
Evaluation Scope Focus 
Elaboration of the 
programme 
Message 
Format 
Duration 
Presentation 
Internal 
Efficiency 
Value for money 
Expenditure 
Listeners Reach 
Relevance 
External 
Usefulness User satisfaction 
Improved awareness 
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METHODOLOGY 
If you want to evaluate a radio programme, you need to go through the following steps: 
Select the stakeholders who need to be involved in the evaluation (PP1); 
Which aspects of your radio programme are to be evaluated?  define what 
information is needed; 
Choose your indicators (PP4); 
Select appropriate methods to use.          
There is no definitive tool for evaluating programmes, but several useful tools and 
methods can help you assess the quality of content, impact of the messages and audience 
reaction. You can refer to the specific related process tools for the steps mentioned 
earlier. 
Indicators and evaluation questions 
Indicators
Table 2.20 will help you choose and develop indicators for your radio programmes and 
evaluation questions. Note that these are examples, and so are not exhaustive.  
Internal content review meetings give clarity about target 
audience, aim of message, use of formats. 
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Table 2.20: Areas of focus and relevant indicators for evaluating a radio 
programme 
Focus Indicators  
Message Percentage of programme makers and selected experts satisfied with 
clarity of the message 
Format Percentage of programme makers and selected experts satisfied with 
the chosen format 
Duration Percentage of programme makers and selected experts satisfied with 
the chosen duration 
Presentation Percentage of programme makers and selected experts satisfied with 
the chosen presentation 
Reach Number and range of listeners over time 
Relevance Percentage of listeners who wish more themes to be included 
Percentage of listeners who can remember something specific from 
the programme which was particularly relevant to them 
Listener satisfaction Percentage of listeners satisfied with the radio programme overall 
Percentage of listeners satisfied with specific sections of the radio 
programme 
Improved awareness Percentage of listeners who say that they learned something from 
the radio programme 
Percentage of listeners who say that their knowledge has been 
widened by the radio programme 
Percentage of listeners who say that they have passed the 
knowledge on to others 
Number of people listening repeatedly to the radio programme 
Evaluation questions
Some suggested questions that you may find useful to ask: 
Was the message clear? 
Timing: did the programme go out at the right time, given its content and style? For 
example, a children s programme would not work late at night. 
Did your target group have access to radio at that time? 
Was the programme on a station that they listen to? 
Was the programme appropriate for the station and time? 
Age: what was the age range of your programme s audience? Did you hit your target? 
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Gender: was there a difference in the gender of listeners, did you reach your target, 
e.g. with a  women s programme? 
Location: was there a difference in audience in terms of where the listeners are 
located  e.g. urban or rural, listening at home or in the workplace? 
Does the station broadcast programmes in a language that listeners can understand 
and or have an affinity with? 
How did your listeners learn about the programme from a friend/ while listening to 
the radio at regular times? 
Were the format and style interesting/entertaining/memorable? 
What do audiences think about potential improvements to the programme?  Are the 
main points of the programme being conveyed clearly? Is the language or dialect used 
appropriate? 
Data collection 
When you have decided on your indicators and evaluation questions, you will need to 
decide on how to collect your data. Some specific points are given here with regard to 
data collection for the evaluation of radio programmes, and below you will find a matrix 
overview of which data collection tools are most appropriate to use. You can consult the 
specific process tools for more advice on how to go about this. 
The steps in internal evaluation follow the production cycle. This is the process by which 
you first decide what to produce, and then the steps you must take to produce the 
programme. At each of these points you can evaluate your activity and ask questions 
about how you might improve the process. Don t forget to tape programmes as they go 
out on air it is almost impossible to evaluate them if you don t have a copy. 
Internal interviews (PI5) remember to include both volunteers and staff personnel 
in the evaluation process, asking them their opinion on how a programme was 
produced and what it contained. This inclusion will assist buy-in and ownership, and 
glean valuable information. You may reassure them that input is confidential. This 
evaluation can be done informally, or it could be structured around a simple 
questionnaire. 
Audience market research this is not something that most stations will be able to 
do, as it is a large-scale activity that it is costly. However, if there is a possibility of 
doing extensive research via a partner, then do it. For example, if you are working 
with a large NGO, they may have access to market research analysts who could do 
selected audience research for you. Be creative in your thinking. There may be 
partners who are only too delighted to help you. Your university is also a potentially 
good partner there may be students on a sociology, psychology, media or public 
relations marketing course, for example, who could use the study of audience 
reaction to your programme as an assignment for their course work. 
Listener feedback analysis document the number and time of all the phone calls 
taken during phone-in programmes, or in response to competitions. Get some details 
about the caller, such as where they live and their age. Record all the feedback the 
station receives.  
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Vox pops carry out on-the-street interviews systematically, asking the same 
questions of a range of people. 
In-depth interviews/case studies  carry out in-depth interviews with selected people. 
A small, well chosen number of people may provide information that is just as 
meaningful as a large statistical survey. Use a checklist of issues and topics to guide 
the interview, but follow up any unexpected or negative responses. The system for 
in-depth case studies could be identifying and then visiting regularly (weekly, 
monthly) a group of listeners for feedback. These listeners will be representative of 
your target audience.  
Listener club feedback many successful NGO/ radio projects use listener clubs to 
listen in regularly and report back on programmes that are aired. This is especially 
good in rural areas and with women s groups. The system is that a group of listeners 
gathers regularly to listen to the broadcast; they discuss it and give their feedback. Be 
aware, though, that such participants may be too close to the material of the 
programme, and may not be sufficiently outside the process to give a critical 
response. 
Listener diaries encourage representative members of your target audience to fill in 
listener diaries. These can be useful for collecting information on women and people 
living in remote areas. Ask listeners to record their reactions to your programmes, 
what information they felt was most or least useful, and whether they put into 
practice any of the advice they heard. This can be time-consuming, so it is often 
appropriate to offer modest incentives. (Non-literate listeners will still have to be 
interviewed face-to-face.) You might need to build in an incentive for listeners who 
go to the trouble of keeping a diary. Possibly you could run a competition as an 
incentive. 
Do remember to talk to the silent audience those people who never contact 
the station.   
Talk to people in your target audience who never listen to your station. Ask 
them why they don t listen, what would interest them, etc. 
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Table 2.21: Overview of focus of indicators and methods for evaluating radio 
programmes 
Focus Methods 
Listener 
feedback 
Listener 
club/diary 
Questionnaire 
(audience 
market research) 
(PI2) 
(Internal) 
focus group 
meeting 
(PI3) 
Case 
studies  
(PI4) 
Message (internal)   
Format (internal)   
Duration (internal)   
Presentation 
(internal)   
Reach 
 
Relevance 
User satisfaction  
Improved awareness
SOURCES 
Adam, G. and Harford, N. (1998) Health on A ir A Guide to Creative Radio for Development. 
London, UK: Health Unlimited.  
Adam, G. and Harford, N. (1999) Radio and HIV / A IDS: Making a Difference. Joint United 
Nations Programme on HIV/ AIDS (UNAIDS) and Media Action International. 
Geneva, Switzerland: UNAIDS. 
AMARC (undated) The African Community Radio Manager s Handbook: A Guide to 
Sustainable Radio. AMARC Africa. 
http://www.apc.org/apps/img_upload/29f7440303691f46ae6e48c35512ccf2/AMAR
C_manual_for_managers.doc  
OneWorld Radio, resources section on evaluation 
www.oneworld.net/radiohttp://radio.oneworld.net/index.php?fuseaction=cms.trainin
gResourcePage
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Database 
Writers:    Alioune Thioune, Dhaneswar Dumur   
INTRODUCTION  
A database refers to a set or collection of interrelated data stored and managed for a 
particular purpose. It can be stored in a machine-readable form (on magnetic tape, disk 
or optical disk), or it can be on paper (as in a book). A database can also mean a 
collection of information or material (in digital or analogue form) such as an archive or 
library. A database is usually stored in one location and is made available to several users 
at the same time for various applications involving rapid search and retrieval.  
Common databases include: 
Project databases  these include details of projects for one or more institution; 
Bibliographic databases these will include bibliographic records, with or without 
abstracts; 
Contacts databases these will include details of individuals and institutions relevant 
to an organisation s work. In some cases these are resources shared among a group 
of organisations, for example, One Step Europe. 
If it takes too long to find the required information, or people need expertise to conduct 
an adequate search, then databases will be accessed only by a few specialists. To 
encourage greater use of databases, processes must be simplified and data retrieval made 
more efficient. 
Every database has been created with a specific goal. It is a current awareness tool 
and/ or a retrieval technique that enables users to receive up-to-date and relevant 
information quickly.  
If you evaluate your database, you can find out how it is being used, and use that 
information to improve its performance.     
Intermediaries 
Some searching is done by intermediaries for others who will be the real users 
of the information. For this reason, we have proposed user satisfaction rather 
than organisational change as the final level to look at in the evaluation of a 
database. 
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STAKEHOLDERS 
All stakeholders mentioned below are involved in some way with your database. 
Therefore they will have a vested interest in the evaluation, and you should consider 
involving them in it. It is important that you define a specific target group(s) for the 
database. 
The main stakeholders in the evaluation of a database are: 
Database manager; 
Users; 
Test group; 
Content manager; 
Funding agencies; 
Researchers; 
Extension workers; 
Farmers; 
Community workers; 
NGOs; 
Policy-makers. 
SCOPE 
Evaluating a database is not an easy exercise because many databases have multiple 
objectives and can be accessed globally as well as locally. The results of the evaluation 
compared with the investment and running costs can help you assess the cost-
effectiveness of your database. 
A number of considerations will affect the type of evaluation to be carried out: 
The type of database which is being evaluated  this will mean an examination of the 
profile of the database; 
The range of stakeholders; 
The reasons for the evaluation. 
You can evaluate the performance of your database based on some or all of the aspects 
listed in Table 2.22.   
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Table 2.22: Scope and focus of the evaluation of a database  
Scope Focus 
Elaboration of the database Technology/media 
Retrieval 
Display and output 
Use of the database  Content 
Timeliness 
Accessibility 
Ease of use 
Frequency of use 
User support 
Users of the database Relevance 
User characteristics 
Usefulness of the information User satisfaction 
Improved awareness 
Efficiency 
Value for money 
Expenditure 
METHODOLOGY 
If you want to evaluate a database, you need to go through the following steps: 
Select the stakeholders who need to be involved in the evaluation (PP1); 
Which of the aspects of the database are to be evaluated? define what information 
is needed; 
Choose your indicators (PP4); 
Select appropriate methods to use. 
You can find out more about the specific related process tools for the steps mentioned 
above by reading those of interest to you. 
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Indicators and evaluation questions 
Table 2.23 gives some examples of indicators and questions specific to databases. 
Consult the indicators tool (PP4) for more advice on how to design your indicators. 
Indicators
Table 2.23: Areas of focus and relevant indicators for evaluating a database 
Focus Indicators  
Technology/media How often is the hardware updated/maintained? 
What sort of software is being used? 
Media: CD-ROM, web-based, etc.  
Retrieval What are the general search features? 
Is thesaurus searching available? 
Is non-traditional (non-Boolean) searching supported? 
Can Boolean operators be used? 
Are complex searches supported? For example, are nested Boolean searches 
accepted? 
Can indexes be browsed and terms selected for searching? 
Are specific fields searchable? 
Can a combination of fields be searched simultaneously? 
Can search limits be applied (by year, language, publication type)? 
Can search strategies be saved and re-run?  
Display and output Are different options available for the display and output of search results? For 
example, can results be e-mailed, downloaded and displayed on screen? 
Is there a limit on the number of items displayed, e-mailed or downloaded? 
Are search results displayed in a particular order? For example, are results ranked 
according to relevance, or are they displayed in reverse chronological order by date 
of addition to the database? 
Is it possible to redisplay references retrieved from an earlier search without re-
executing the search? 
Is it possible to download references in a standard format to enable importing into 
a reference management package?  
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Table 2.23 (continued): Areas of focus and relevant indicators for evaluating a 
database 
Focus Indicators 
Content Is there a full-text resource? Indexes and abstracts? Index only? 
Quality of information (you will need to establish what criteria matter to users) 
How up-to-date are its contents? 
Objectivity? 
Timeliness What is the date coverage? 
How often is the database updated? 
For a bibliographic database, what is the time lag between publication and entry 
into the database? 
For a contacts database, do you feel the data are sufficiently up-to-date? 
Accessibility Are there any restrictions to accessing the database (e.g. a registration procedure, 
language, browser required, qualifications of the user)?  
Is there a charge to access the database? How to do charges compare with other 
services? 
Are there any surcharges or hidden costs (e.g. for the display and output of 
references)? 
What pricing structures are available? 
Is a free trial possible, or is a free or low-cost practice file available? 
Is the service reliable and reasonably fast to access? 
Is a mirror site available?  
Ease of use Percentage of users who find it easy to search, display and output information 
from the database 
Percentage of users who find it easy to navigate the database  
Percentage of users who find the use of the database intuitive 
Frequency of use Number of queries (by day, month, year) 
User support Quality of  customer support or training offered 
Availability of introductory or explanatory material  
Quality of online help  extent to which it is context-sensitive 
Percentage of users who find the help information easy to use and understand 
Relevance Percentage of users who are satisfied with the relevance of the content 
Percentage of users who are not interested in some of the topics that are included 
User characteristics Percentage of users in different professional groups 
Percentage of users in different age groups 
Percentage of users located in different geographical areas 
Percentage of users of each gender 
User satisfaction Percentage of users satisfied with the database 
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Evaluation questions
Notice that many of the indicators you will use relate to the quality of the service. Here 
are a number of questions you may find useful to ask: 
Is it easy to search the database? 
Do you need to be experienced to search the database effectively? 
Is it easy to search, display and print output information from the database? 
Is it easy to navigate the database? 
Is use of the database intuitive? 
Were you satisfied with your search results? 
Was the output satisfactory in terms of relevance? 
Is any customer support or training offered?  
Is introductory or explanatory material available? 
Is there online help? Is the online help context sensitive? 
Is the help information easy to use and understand? 
Were you satisfied with the off-line help? 
Do you feel that the search results were sufficiently up-to-date? 
Data collection  
When you have decided on your indicators and evaluation questions, you will need to 
decide on how to collect your data. Table 2.24 gives some advice on which data-
collection tools are most appropriate to use. Consult these specific tools for more advice 
on how to go about this. 
It should be possible to generate automatically much of the data required to evaluate 
your database. In addition, routine records on dates of updating and numbers of records 
should also be easily accessible. 
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Table 2.24: Overview of focus for indicators and methods for evaluating a 
database 
Focus Methodology 
Routine 
records 
Questionnaire  
(PI2) 
Benchmarking 
(PP3) 
Technology 
Retrieval 
Display and output 
Content 
Timeliness 
Accessibility 
Ease of use  
User support  
Relevance  
User characteristics  
User satisfaction  
SOURCES 
Brandt, D.S. (1998) Evaluating information on the Internet . 
http://thorplus.lib.purdue.edu/~techman/evaluate.htm accessed 28 January 2005. 
Ciolek, T. (1998) Information Quality WWW Virtual Library. The Internet Guide to 
Construction of Quality Online Resources. 5 May 1998; www.ciolek.com/WWWVL-
InfoQuality.html,  last updated November 2005.  
Fenton, S. (1998) Information quality: is the truth out there?  
http://ils.unc.edu/~fents/310/  
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Selective Dissemination of Information (SDI) service 
Writer:    Alassane Diallo8 
INTRODUCTION 
SDI is a current awareness service that provides users with up-to-date and relevant 
information on a regular basis: monthly, bi-monthly or quarterly. Libraries and 
information services provide such services. It is based on a profile, often identified by the 
user in conjunction with an information professional operating the service, which 
describes the user s information needs. This profile is used as the starting point to select 
relevant information for the user. The profiles are run on multiple databases to ensure 
optimum recall based on subject, geographical and linguistic coverage. The SDI service 
usually sends users bibliographic records, including abstracts. An SDI service is usually 
coupled with a document delivery service which allows users to order documents of 
particular interest. 
An SDI service is often provided by the same organisation that provides a QAS (see 
Question-and-Answer Service), although SDI services are frequently run by larger 
organisations and are often more automated.  
STAKEHOLDERS 
All stakeholders mentioned below are involved in some way with your SDI. Therefore 
they will have a vested interest in the evaluation, and you should consider involving 
them: 
Funding agencies development organisations, NGOs, international institutions and 
ministries); 
Partners  organisations possessing some resources that are needed for the success of 
the SDI; 
Implementing agency  this is probably where you are working;  
Policy-makers those who have approved the implementation of the 
service/product; 
Researchers; 
Lecturers; 
Policy-makers; 
Extension workers; 
Farmers and identifiable groups/ organisations including women s groups, farmers 
associations and societies; 
Input suppliers; 
                                                
8Derived from Herman van Dyk, A Proposed Toolkit for the Evaluation of the Performance of Libraries. 
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Students; 
Training institutions. 
SCOPE 
There are many reasons why you might want to evaluate an SDI service: 
Internal evaluation to improve and develop the service or to determine whether the 
service should be continued; 
As part of a general institutional assessment or audit; 
For benchmarking against other comparable services. 
You can evaluate the performance of your SDI based on some or all of the aspects listed 
in Table 2.25.  
 Table 2.25: Scope of evaluation of a SDI service  
Scope Focus 
Elaboration of the service Profile 
Delivery 
Personal interaction  
The service  Level of information provided 
Presentation of information 
Content 
Timeliness 
Document delivery  
Users of the SDI Relevance 
User characteristics  
Usefulness of the information Interpretation of the profile 
User satisfaction 
Improved awareness 
Strengthening the organisation  
Efficiency 
Value for money 
Expenditure 
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METHODOLOGY 
If you want to evaluate an SDI service, you need to go through the following steps: 
Select the stakeholders who need to be involved in the evaluation (PP1); 
Which aspects of the SDI are to be evaluated?  define what information is needed; 
Choose your indicators (PP4); 
Select appropriate methods to use. 
You can find out more about the specific related process tools for the steps mentioned 
above by reading those of interest to you. 
Indicators and evaluation questions 
In Table 2.26 you will find some examples of indicators and questions specific to SDI. 
See the indicators tool (PP4) for more advice on how to design indicators. 
For the SDI, it is particularly important to keep routine records, providing details of each 
user profile,  when it was received, when updates were sent, the information provided 
(level, subject), and means of delivery. This will provide the basis for the evaluation. In 
addition, you will need evaluation questions that focus on the users view of the service. 
Evaluation questions
Were the updates well presented? 
How often did you receive the update? 
Are updates corrected as necessary? 
Were you satisfied with the relevance of the content of the updates? 
Was any of the information provided not relevant? 
Did you make use of the related document delivery service? 
Did you learn something new from the updates? 
Have you passed some of the information provided on to others? 
Were you satisfied with the overall service provided?  
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Indicators
Table 2.26: Areas of focus and relevant indicators for evaluating an SDI service 
Focus Indicators 
Profile Number of users who feel that their profile reflected their regular information  
requirements 
Delivery On what medium was the service delivered? (e.g. paper, electronic) 
How was the service delivered? (e.g. mail, e-mail) 
Personal interaction Percentage of users who feel satisfied with the personal service they received from 
those operating the service 
Level of information The level of information that was provided (self-help, professional, academic) and 
to whom, when and where 
Presentation of the 
information 
Percentage of users who feel that the information is well presented 
Content What subjects and sub-themes were covered? 
Timeliness How often were the updates sent? 
Were the updates sent at regular intervals? 
When did the users receive their updates? 
Document delivery Percentage of users who made use of the related document delivery service 
Relevance Percentage of users who are satisfied with the relevance of the content 
Percentage of users not interested in some of the topics included 
User characteristics Percentage of users in different professional groups (if relevant) 
Percentage of users in different age groups 
Percentage of users located in different geographical areas (if relevant) 
Percentage of users of each gender 
Interpretation of user 
profile 
Percentage of users who felt that the profile was able to cover their information 
needs 
User satisfaction Percentage of users satisfied with the service overall 
Improved awareness Percentage of users who can remember something specific from the service which 
was particularly relevant to them 
Percentage of users who say that they learned something from the service 
Percentage of users who say that their knowledge has been widened 
Percentage of users who say that they have passed this knowledge on to others 
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Data collection  
When you have decided on your indicators and evaluation questions, you will need to 
decide on how to collect your data. Table 2.27 gives some advice on which data-
collection tools are most appropriate to use. See these specific tools for more advice on 
how to go about this. 
Good SDI evaluations should collect information from both service provider and users 
to ensure that decisions made are based on comprehensive, accurate and relevant data. 
While absolute numbers are important (to determine the size of need, for comparison 
between groups and over time), you should also calculate percentages.   
Table 2.27: Overview of the focus of indicators and methods for evaluating SDIs 
Focus Methodology 
Routine 
records 
Questionnaire 
(PI2) 
Individual 
interviews 
(PI5) 
Benchmarking 
(PP3) 
Delivery 
Personal interaction  
Level of information 
Presentation of 
information  
Content 
Timeliness 
Relevance  
User characteristics 
User satisfaction  
As you can see from Table 2.27, routine records are a very useful first step for evaluating 
an SDI.   
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CTA (1998) Assessing the Impact of Information and Communication Management on 
Institutional Performance. Proceedings of a CTA workshop, Wageningen, the 
Netherlands, 27 29 January 1998. 
Mook, B. (2001) Evaluating information a letter to the project manager. CTA 
Working document No 8025. Wageningen, the Netherlands: CTA. 
http://www.cta.int/pubs/wd8025/wd8025.pdf   
Niang, T. (2001) Information services to agricultural research management at the 
Technical Centre for Agricultural and Rural Cooperation. In: Knowing Where You re 
Going: Information Systems for A gricultural Research Management (R. Vernon, ed.). The 
Hague, the Netherlands: ISNAR. 
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Process (P) tools 
The P tools are concerned with planning your project (stage 0) as well as the whole 
evaluation process (stages 1 3), see Figure 3.1. The stages are not necessarily sequential, 
however all stages are important. 
Stage 0: Planning your project (PP) 
Introduction (PP) 
Logical Framework (PP1) 
Results-based management (PP2) 
Benchmarking (PP3) 
Indicators (PP4) 
 
Stage 1: Planning your evaluation (PE) 
Introduction (PE) 
Terms of reference (PE1) 
Logic model (PE2)   
Stage 2: Implementing your evaluation (PI) 
Introduction (PI) 
SWOT (PI1) 
Questionnaire design (PI2) 
Focus group discussions (PI3) 
Case studies (PI4) 
Individual interviews (PI5) 
Creative techniques (PI6) 
After Action Review (PI7) 
Data analysis (PI8)  
Stage 3: Reporting your evaluation and follow-up (PR) 
Introduction (PR) 
Writing and dissemination of the evaluation report (PR1) 
Utilisation of the evaluation results (PR2) 
Translating findings into action (PR3) 
          
Planning your  
project 
Planning your 
evaluation Reporting your 
evaluation and 
follow-up 
Logical Framework 
Results-based 
management 
Benchmarking 
Indicators 
Terms of reference 
Logic model 
Writing and dissemination of the 
evaluation report 
Utilisation of the evaluation results  
Translating findings into action 
Implementing your 
evaluation 
SWOT analysis 
Questionnaire design 
Focus group discussions 
Case studies  
Conducting individual interviews 
Creative techniques 
After Action Review 
Data analysis 
Figure 3.1 : Process tools to 
support information activities
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PP: Introduction  Planning frameworks  
What s in a name? 
Two planning frameworks have been presented in detail. They are the Logical 
Framework (Logframe) and Resource-based management. The reason is simple some 
of you might have had the experience of dealing with different funding agencies, each 
requiring you to use a particular framework to support your project proposal. For 
instance, the European Commission (EC) has adopted project cycle management (PCM) 
as its primary set of project design and management tools (based on the Logical 
Framework approach) since 1992. Therefore, if you are seeking financial support for 
your project from the EC, you will be required to use a Logframe. Results-based 
management is now being used by the World Bank, USAID and some other multilateral 
agencies as a public management tool. 
We do not seek to extol the virtues of one tool over the other. However, exposing you to 
application of the tools provides an opportunity to know more about them, which will be 
valuable if you need to work with them in the future.  
For ease of comparison, the Logframe, the Logic model (see PE2) and Results-based 
management are presented in Table 3.1. Although the Logic model is not discussed here, 
because it is being used as primarily as an evaluation tool in the Toolkit, it is nevertheless 
useful to see how it compares with the Logframe and Results-based management. 
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Table 3.1: Comparison of Logframe, Logic model and Results-based 
management 
Logical Framework Logic model Results-based 
management* 
Evaluation criteria  in relation 
to the three planning 
frameworks 
Goal   Long-term  
Ultimate impact 
Long-term:  
Ultimate impact 
Project purpose  Outcomes:  
Short-term 
Medium-term 
Outcomes:  
Short-term 
Medium-term 
Sustainability 
Continuing the flow of 
benefits after the exit of 
funding agency  
Impact 
Making a difference in the 
wider environment  
Relevance meeting the 
target group needs 
Results  Outputs Effectiveness  
Efficiency 
Activities  
Outputs 
Activities 
Process  
Costs  Resources/Inputs Inputs 
Effectiveness (doing the right 
things to get the results you 
want)  
Efficiency (doing the activities 
in the right way) 
*Results-based management is concerned with results: outputs, outcomes and the 
ultimate impact.  
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The planning tools in this section are: 
Planning frameworks Logframe (PP1) and Results-based management (PP2); 
Benchmarking (PP3) this tool helps you to set targets against which you can 
evaluate the performance of your project. By comparing your own organisation s 
activities with those of comparable organisations, you can learn from their experience 
and use this to improve your performance; 
Indicators (PP4) this tool is useful in showing you how go about selecting 
appropriate indicators to measure the degree to which the project has been 
successful.  
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PP1:  Logical Framework (Logframe) 
Writers Lola Visser-Mabogunje, Sarah Cummings, Mark McQuinn, Lisette 
Gast 
INTRODUCTION 
The Logframe developed in the late 1960s1 is the project planning and management tool 
most commonly used by multilateral and bilateral development agencies. The EU, 
German GTZ, SIDA, UN system and USAID all encourage their partners to use a 
Logframe when planning, implementing and evaluating a project/programme. 
Logframe is one important instrument for the PCM approach. 
WHY? 
Logframe can be used in all stages of project preparation: from programming right 
through to the evaluation stage. This integrated approach ensures that the same criteria 
are used all along the project cycle and that the documents used in all the phases of the 
project cycle have the same format.  
WHO USES IT? 
There are different needs for the Logframe depending on the requirement of the 
stakeholder (Table 3.2).   
Table 3.2: Different uses of the Logframe 
Type of stakeholder Use of Logframe 
Funding agencies  For assessing, following up and evaluating 
projects  
Implementing agencies For planning, implementing and following 
up projects 
                                                
1 The Logical Framework approach was developed in the late 1960s to assist the US Agency for International 
Development (USAID) to improve its project planning and evaluation system. 
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HOW? 
In the past, the preparation of a Logframe was carried out by external consultants, but 
the past 10 years have seen a shift in the paradigm as more organisations are moving 
towards a participatory way of project planning. 
There are two phases in preparing a Logframe: the analysis (or diagnostic) phase; and the 
planning phase. The analysis phase consists of stakeholder analysis, problem analysis, 
analysis of objectives and analysis of strategies; while the planning phase consists of the 
Logical Framework matrix, accompanied by an activity schedule and the budget (Figure 
3.2).                    
Figure 3.2:  Two main phases of the Logframe (European Commission format)
ANALYSIS STAGE 
PROBLEM ANALYSIS
ANALYSIS OF OBJECTIVES
STAKEHOLDER AN ALYSIS DEVELOPING LOGICAL 
FRAMEWORK MATRIX 
IMPLEMENTATION PLAN
RESOURCE SCHEDULING
                   
                  PLANNING PHASE 
ANALYSIS OF STRATEGIES
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The Analysis phase 
The analysis phase consists of four stages as indicated in Figure 3.2. This phase of the 
project is important to the planning process. Key potential stakeholders need to be 
involved in order to ensure that the needs, concerns, views and perspectives of the 
different stakeholder groups  are adequately represented and understood. Some of the 
techniques used during this phase are SWOT analysis (PPI), stakeholder analysis, Venn 
diagrams1 and rich  pictures2.  
Step 1: Conducting stakeholder analysis 
Stakeholders are those who have or could have an interest in the success or failure of a 
project. A stakeholder may be directly or indirectly linked to the project, and may be 
positively or negatively affected by the project. Examples of stakeholders in your project 
might be: community-based organisations, national or international NGOs, research 
institutions, private sector, policy-makers, funding agencies, beneficiaries/ target group, 
implementers, decision-makers, banks, etc. 
Conducting a stakeholder analysis helps to identify those with potential interests in the 
problem which the project seeks to address; their perceptions of the difficulties in 
relation to the problem; the resources (political, human, and financial, legitimisation) they 
may contribute towards resolving the problem; their expected roles in resolving the 
problem; areas of possible conflict; and those powerful enough to influence the process 
of the project. Gender analysis is a key part of stakeholder analysis, and women are the 
ones mostly affected in agricultural and rural development intervention. It is therefore 
important that the how of gender equity be addressed in this section, as one of CTA s 
tasks is to develop and provide services that improve access to information for 
agricultural and rural development. Examples of how to conduct gender analysis 
activities are found in Figures 3.5 3.7. 
Figures 3.3 and 3.4 are examples of how to structure a stakeholder analysis. Figure 3.3 
can be used to provide a summary profile of how different stakeholders are affected by 
the main problem(s); Figure 3.4 summarises how a proposed project intervention might 
affect different groups. Figure 3.4. therefore cannot be completed until after potential 
project objectives have been identified. The two examples can be adapted to include 
additional information about the main stakeholder groups depending on the scope and 
focus of the issues being addressed.   
                                                
1 Venn diagrams are used to illustrate the nature of relationships between key stakeholder groups. The size of the circle 
used can help to indicate the relative power/influence of each group/organisation, while spatial separation is used to 
indicate the relative strength or weakness of the working relationship/interaction between groups/organisations. They 
can also be used to analyse and highlight potential conflicts between different stakeholder groups. 
2 Rich picture is a diagram used in the early stages of the decision-making process to display the essential features of a 
complicated situation. In Checkland s Soft Systems Methodology (Checkland 1990), rich pictures are used within the 
first two stages  problem situation unstructured; problem situation expressed. In community-based projects, this 
would be the best medium of communication for those who cannot read or write. Apart from generating multiple 
perspectives, people feel ownership of the process as they feel they have been listened to. 
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Stakeholder How affected by 
the problem? 
Capacity/motivation 
to participate in 
addressing the 
problem(s) 
Relationship with 
other stakeholders 
(e.g. partnership 
or conflict) 
  
Figure 3.3:  Stakeholder analysis matrix  How affected by the problem(s)  
Stakeholder Stakeholder s 
main 
objectives 
Positive 
impacts/benefits
Negative 
impacts/cost
s 
Net impact 
 
Figure  3.4:  Stakeholder analysis matrix expected impacts of proposed 
intervention  
Who does the work Frequency of activity Production of 
goods and 
services Women Men  
1.    
2.    
3.    
Household 
tasks 
1.    
2.    
3.    
Community 
tasks 
1.    
2.    
3.    
Figure  3.5:  Format of how to conduct gender analysis activities 
Source: FAO (2001) Project cycle management technical guide. 
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Who has access? Who has control? Resources 
Men Women Women Men Other 
1.   
2.   
3.   
Figure 3.6:  Gender analysis (resources)    
Who has access? Who has control? Benefits 
Women Men Women Men Other 
1.   
2.   
3.   
Figure 3.7:  Gender analysis (benefits)    
The stakeholder analysis, once prepared, should be reviewed and updated throughout 
project planning, as the scope of the project becomes more focused and new information 
becomes relevant to the planning process. 
Finally, the stakeholder analysis is an important source of information for evaluation of 
the project during its execution, and it is therefore important to identify the stakeholders 
and understand their roles in the implementation of the project.  
Step 2: Problem analysis 
Problem analysis is of major importance in the planning stage of the project, as it 
strongly influences its design. Unfortunately, it is a well known fact that a number of 
projects are often started with a predefined solution without going through an analysis 
of the problem.  
Brainstorming using SWOT analysis (PI1) is a useful technique for generating ideas at 
this phase of the analysis. If there is a problem of proximity, and your stakeholders will 
not be able to attend the brainstorming session, you may wish to set up an electronic 
discussion forum. 
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  Box 3.1:  Case study  Decline of the Kolomari research centres 
As part of the process of decentralisation of its activities, and in order to improve 
timeliness, relevance and increase in the number of QAS users, NONEKA 
established the Eastern African regional QAS node in 1995. To date, QAS services 
for Kolomari have been provided centrally from Southern Africa, even though 
Kolomari has ceased to be part of Southern Africa since 1998. This has resulted in a 
lack of timely information for the agricultural stakeholders in Kolomari. This, in 
turn, meant that there is inadequate sensitisation of stakeholders about the existence 
of the service which has been offered to date. This problem not only has affected 
the activities of the research institutes in Kolomari, but also has had a negative 
impact on the national agricultural output.  
In addition to the above problems, the research institutes have not been able to 
attract enough external funding due to poor project proposals.  
 
Figure 3.8: Problem tree   
          
Poor advice given to farmers Weak research results
Decline in national agricultural
productivity
Causes
Research not 
properly 
Limited external 
funding due to 
poor  proposals 
Causes
Inadequate 
sensitisation of 
users about QAS 
Limited awareness 
of existing 
Effect 
Cause 
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Box 3.2 
The problem tree in Figure 3.8 assumes that there are linear causal 
relationships between causes and effects  but please note that the 
cause effect relationships might not be as evident and clear-cut. 
  
The advantage of using a problem tree is that the clear definition of the chain of 
problems ensures improvements in project design, and better monitoring of the 
assumptions of the project during its execution.    
Step 3: Analysis of  objectives  
The analysis of objectives is said to map the vision of the future when all the problems have 
been identified. This involves: 
Translation of each problem in the problem tree  into a realistic positive state (the 
objective); 
Verification of the hierarchy of objectives; 
Visualisation of means end relationships in a diagram; 
Contribution to institutional capacity building; 
Technical feasibility.  
The negative states of the diagram of problems are converted into positive statements. 
The top of the tree is the overall objective while the lower levels are the means to 
achieving the end that is desired. The objectives identified as the outputs of the project 
serve as the means of addressing the problem identified and will also be used to assess 
the performance of the project. The development of an objective tree (Figure 3.9) is the 
outcome of this exercise.  
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Figure 3.9: Objective tree   
The problem tree shows the cause effect relationship between problems, and the 
objective tree shows the means end relationship between objectives. The results of the 
analysis phase: stakeholder, problem objectives and strategy analysis, will subsequently be 
used as the basis for setting up the Logframe. However, do not expect that the objectives 
can be transposed directly without further adjustment. 
Testing the logic of the tree  
A simple way to test the logic of the objectives tree and to identify strategies is to start at 
the top of the hierarchy and ask how each level in the hierarchy is to be achieved, and/or 
by starting at the bottom of the hierarchy and asking the question: why is this 
objective/ action being undertaken?
Step 4: Analysis of strategies  
The strategy analysis (Figure 3.10) is a systematic way of searching for and deciding on 
problem solutions. It involves the clustering of objectives and examination of the 
feasibility of different options. It is also considered to be a prerequisite for designing 
action strategies which will eventually contribute to the overall objective of the project. 
In short, it is a prioritisation exercise. You will need to take into account your available 
resources (human and financials) and the following selection criteria before making a 
choice: 
Expected contribution to the goal of your organisation; 
Quality of decisions given to 
farmers improved 
Research results improve
National agricultural productivity 
increases
Research becomes 
better targeted 
50 staff trained and 
become skilled in 
PCM 
500 people become 
more sensitised to the 
benefits of the QAS 
Researchers  become 
better aware of  the 
need for research 
information
Means
End
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Benefits to target group, including women and men, young and old, disabled and 
able, etc.; 
Complementarity with other ongoing or intended programmes or projects; 
Capital and operating cost implications, and available local resources (human and 
financial); 
Contribution to institutional capacity building; 
Technical feasibility. 
In the example shown in Figure 3.10, a choice has been made to focus the project 
primarily on providing better information to the farmers through a QAS (see IN/ OUT 
arrows).           
Quality of decisions given to 
farmers improved 
Research results improved
National agricultural productivity 
increased
Causes
Research becomes 
better targeted 
50 staff trained and 
become skilled in   
PCM  
Causes
Stakeholders become   
sensitised to  the 
benefits of  using 
QAS
Researchers  become 
better aware of  the 
need for research 
information
Goal
Output
Figure 3.10:  Strategy analysis tree
Project 
Purpose 
OUT
IN
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Step 5: Constructing the Logframe 
Logframe is a matrix of four vertical columns and four horizontal rows (Figure 3.11). It 
includes the goal of the project, project purpose, outputs and activities. The generally 
accepted sequence is to start from the top (project description), then the assumptions 
(bottom-up), followed by the indicators and then sources of verification (working 
across).     
Intervention 
logic 
Objectively 
verifiable indicators 
Sources of 
verification 
Assumptions 
G
o
al
 
  
Pr
o
jec
t 
pu
rp
o
se
 
O
u
tp
u
ts
 
Ac
tiv
iti
es
 
Activity 1 
Activity 2 
Activity 3 
Means Costs  
Figure 3.11: The Logical Framework matrix   
Although Figure 3.11 shows the Logframe matrix as a linear process, it should be stressed 
that completing the Logframe matrix is an iterative process.  
Goal 
The goal of the project is usually stated in broad terms to which many other initiatives 
will contribute. It is a longer-term benefit, e.g. To improve the national output of 
agricultural productivity in Kolamari does not mean that the QAS node contribution 
alone is sufficient; other combined efforts, international, national, regional and local will 
help to improve the situation. 
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Purpose 
The project purpose describes the intended benefit of the project. It should always be 
stated in one complete sentence, which includes the target group, and a timeframe which 
can be verified. The achievement of this purpose is outside the direct control of the 
project. Therefore it is essential to ensure that the combined impact of the inputs and 
outputs (which are under the direct control of the project) is appropriate.  
Outputs 
Outputs are the products of the activities undertaken, the combination of which achieve 
the purpose of the project, that is, the commencement of the benefits which will accrue 
to the target groups. 
Outputs are usually written to show their sequence over time. In the case of process 
projects it may be possible to specify outputs only for the first year or so, in which case 
the final output would indicate that, by a certain date, the Logframe will be rewritten with 
a new set of outputs that have been approved by the appropriate stakeholders. 
Similarly, unanticipated outputs can be included in the Logframe as and when they 
happen, if they change the direction of the project significantly.  
Activities 
The activities are the action (and means) components needed to accomplish the outputs, 
and are the responsibility of the project manager. Each objective at output level should 
have an activity or group of activities associated with it. 
Objectively verifiable indicators (OVIs) 
Indicators show changes in certain conditions or results from specific interventions. 
They provide a measurement of the progress of programme or project activities in the 
attainment of their objectives. Indicators are road signs throughout the project cycle that 
help to demonstrate where the project is, and what direction it is going in. Also, they 
show how effectively the project is progressing, and if it is progressing in the right 
direction. Indicators should be SMART (specific, measurable, achievable, relevant and 
time-bound) in terms of quantity (how much); quality (how well); target group (who); 
time/duration (when and for how long); and location (where) (see also PP4). They 
should define in measurable detail the performance levels required by the objectives and 
thus state what will be a sufficient performance to assume that the next level of objective 
can be reached. Indicators should be simple, cheap and operational/ practical. It is 
appropriate for stakeholders to participate in the process of identifying indicators, 
especially when these have a strong qualitative component. Some proponents of the 
participatory approach (such as Robert Chambers) strongly advocate this concept. 
Chambers argues that a community s perspective of an improvement in their quality of 
life may differ from that of an outsider. It may also be relevant to distinguish between 
women s and men s perspectives.   
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Building baseline data 
How, then, can you observe the changes which are taking place in your project activities? 
By establishing benchmarks (PP3) against which the indicators will be judged. Since it is 
unlikely that you would already have such data in place, the next step is to establish 
baseline data (Table 3.3). Baseline information is usually gathered at the start of the 
project, so that indicators have a starting point against which measures can be compared 
later. 
IFAD (2002) suggests that one should only collect baseline information that relates 
directly to the performance questions and indicators that you have identified. Do not 
spend time collecting other information.
The following are useful questions to bear in mind when identifying data sources for 
indicators: 
Can the data source be accessed in a practical fashion? 
Can the data source provide quality data? 
Can the data source be accessed on a regular and timely basis? 
Is primary data collection from the information source feasible and cost-effective? 
How should the information be collected, e.g. sample surveys, progress reports, 
administrative records, workshop reports, focus groups, observation, etc.? 
What source is most appropriate? e.g. Who should be interviewed? Is the source 
reliable? 
Who should conduct the interview? e.g.  field officers, project officers? 
When and how often should the information be collected, analysed and reported? e.g. 
monthly, annually, according to seasonal cropping cycles? 
What formats are required to record the data being collected?  
Table 3.3: Building baseline information  
Indicator Data 
source 
Data-
collection 
method 
Who will 
collect 
data? 
Frequenc
y of 
collection
Who will 
analyse 
data? 
Who will 
report data 
Who will 
use data 
1        
2        
3        
(Source: Schiefer and Döbel, 2001; Kusek and Rist, 2004.)  
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Sources of verification (SoV) 
A number of issues need to be considered when identifying data sources, as it is 
important to collect only the data that are intended to be used. The purpose of using an 
SoV is to test whether or not an indicator can be measured realistically. The source of 
information should be established for each indicator at the following levels: 
Goal; 
Purpose; 
Output level; 
Activity level. 
External environment (assumptions) 
Projects are always subject to influence by factors outside the direct control of project 
management. This is often the case with developmental projects which require the 
involvement of different stakeholders; which are often implemented in poorly resourced 
and unstable environments; and which require behavioural change on the part of 
participants. A project is never isolated from external events. Understanding and 
assessing the nature of the important assumptions is an essential part of good project 
design. Failure to identify and address assumptions realistically is a common source of 
project failure. The importance of the assumptions becomes clear when considering the 
relationship between the intervention logic and the assumptions, as shown in Figure 3.12. 
The linkage between the intervention logic (column 1) and the external environment 
(column 4) is referred to as the IF [ ] AND [ ] THEN [ ] logic path. 
Key questions to be raised in completing the column: 
If the activities are undertaken, what other factors need to be in place in order for the 
outputs to be achieved? 
If the outputs are achieved, what other factors need to be in place in order for them 
to lead to the purpose? 
If the purpose is achieved, what other factors need to be in place in order for it to 
contribute to the goal?  
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Intervention  
Logic 
Objectively 
 Verifiable  
Indicators 
Sources of  
Verification 
Assumptions 
Goal 
                       then 
Assumptions for 
achievement of 
sustainability 
Project Purpose 
                            if 
                        then
and 
Assumptions for 
contribution to Overall 
Goal 
Outputs 
                          if 
                         then
and 
Assumptions for 
achievement of Project 
Purpose 
Activities 
                            if and 
Assumptions for 
achievement of Results 
Figure 3.12: The relationship between Assumptions and Objectives hierarchy  
Cascading of projects 
We have been told that a project should have a single purpose. How, then, do we resolve 
the issue if the problem analysis reveals a situation which is too complex to be dealt with 
in a single project? Schiefer and Döbel (2001) point out that we can adopt a system called 
cascading of projects by designing a series of parallel projects with the same goal but 
with different project purposes (Figure 3.13). 
The advantages of cascading projects are: 
They avoid designing very complex projects; 
Each individual project and sub-project has a clearly defined project purpose; 
For each project purpose there are clear responsibilities; 
Each project has a clearly defined intervention logic; 
Each project produces its own indicators for monitoring and evaluation purposes; 
Each individual project and sub-project takes into account the external conditions 
necessary for its success. 
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Overall Goal  - O    
Intervention 
Logic 
OVI SOV Assumpti
ons   
Intervention 
Logic 
OVI SOV Assumptions 
Goal O     Goal     
Project 
Purpose 
P1     Project 
Purpose     
Results R1.1 
R1.2 
R.1.3     
Results     
Activities  Means Costs   Activities Means Costs  
Project 1               Project 2   
Intervention 
Logic 
OVI SOV Assumpts. Intervention 
Logic 
OVI SOV Assumptio
ns 
Interventio
n Logic 
OVI SOV Assumption
s 
Goal P`1    Goal P1    Goal P1    
Project 
Purpose 
R1.1    Project 
Purpose 
R1.2    Project 
Purpose 
R1.3    
Results Z1 
Z2    
Results X1 
X2 
X3    
Results Y1 
Y2    
Activities  Means Costs  Activities Means Costs  Activitie
s  
Means Costs  
Fig 3.13: Cascading of projects  (Source: Schiefer et al., 2001) 
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THE PROJECT IMPLEMENTATION PLAN  
For project implementation, a Gantt chart is generally used. A Gantt chart is a to-do list 
of activities plotted against a specific timeline, showing start and due dates for each item, 
and who will be responsible for which activities. It can also easily show where there is a 
conflict between activities such as the same person or the same piece of equipment 
being needed at the same time for different activities. This type of planning makes it 
easier to take into account the relationship between activities: if the beginning of Activity 
2 requires the completion of Activity 1, and the beginning of Activity 3 the completion 
of Activity 2, then the activities will need to be rescheduled. A typical Gantt chart is 
shown in Table 3.4. It is essential that the implementation plan, resource schedules and 
budget are clearly linked to the delivery of project results specified in the Logframe.   
Milestones 
Milestones are used as a basis by which project implementation is monitored and 
managed. They ensure that progress is being made towards attaining project outputs and 
purpose at regular intervals during a project s lifetime. 
RESOURCE SCHEDULING AND BUDGETING 
Means are physical and non-physical resources human/ material (sometimes referred to 
as inputs) that are necessary to carry out the planned activities and manage the project. 
Project resources are the human and material inputs, time and funds needed to undertake 
the planned activities and to manage the project. The budget provides the financial 
framework for implementation. It reflects the internal priorities of the project and the 
different roles and responsibilities of the stakeholders. Cost estimates should be based on 
careful and thorough budgeting. 
The checklist in Box 3.3 will assist you in determining what to include and what not to 
include in your budget.     
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Box 3.3: Checklist for the assessment of a budget 
Identify the most important project budget lines in terms of their share in the overall 
budget. Is it acceptable within the project/ according to general project standards that 
these project budget lines make up the main share? 
Is the budget within the agreed budget line of the funding agency? 
Is there a policy regarding the types of costs to be financed by each funding agency, e.g. 
running costs or local staff? Are the types of costs for this project within that policy? 
Did you incorporate the overhead cost within the budget? If yes, is this agreed in 
advance with the funding agency? 
Are certain intermediate results or activities expensive? What makes these results or 
activities expensive? Are there alternative ways to achieve the same result/ activity with 
reduced cost? 
Is it possible to have a contribution from the target group in order to lower the budget 
requested from the funding agency? 
Does the project generate any income that returns to the project? 
What is the cost-efficiency of the project? What is the price per beneficiary for this 
specific project? Is this acceptable when compared with similar projects in the region for 
the sector? 
Is the budget cost-effective? (cost-effectiveness = achieving given objectives against the 
lowest possible cost) 
Source: Management for Development Foundation (MDF): Materials on the 
Logical Framework in project cycle planning (PCM/PLAN) course  
LOGFRAME AND EVALUATION 
The difference between using a Logframe approach for designing a new project and 
analysing an existing project is that the analysis phase uses existing project 
documentation instead of primary data sources.  
Evaluation challenges the original assumptions of the project design and considers how 
far the project purpose was achieved. The main links between key evaluation criteria and 
the key Logframe elements are shown in Figure 3.14.    
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                  Evaluation criteria    Logframe level    
Figure 3.14: Relationship between evaluation criteria and the Logframe   
EXPLANATION OF FIGURE 3.14:  
The efficiency criterion looks at how well the various activities transformed the available 
resources into the intended outputs in terms of quantity, quality and timeliness. A key 
evaluation question to ask is: were things done right? When addressing this issue, the 
focus will therefore be on: 
Quality of the day-to-day management; 
Cost-effectiveness the extent to which the objectives have been (or are expected to 
be) achieved without using more resources than required; 
Level of contribution (financial/human) from partners; 
Quality of monitoring; 
Suitability of indicators. 
Outputs
Sustainability
Project purpose
Resources/means 
Activities
Goal 
Relevance/impact
Effectiveness 
Satisfaction
Efficiency 
Accuracy 
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The relevance of a project is specific to its design, and to how far its stated objectives 
correctly address the identified problems. Key issues to be addressed: 
Extent to which products or services are suited to the priorities of the intended  
target groups; 
Complementarity and coherence with related activities undertaken by other funding 
agencies operating in the region; 
Overall design of the project (strengths and weaknesses). 
The effectiveness criterion concerns whether the project s results achieved the project 
purpose: what difference the project made versus how far the intended beneficiaries 
really benefited from the products or services it made available. Key issues to be 
addressed:  
Extent to which the development objectives have been (or are expected to be) 
achieved; 
Extent to which the planned benefits have been delivered; 
Appropriateness of the indicators of benefit; 
Whether the assumptions at results level turned out to be inadequate or invalid; 
How unplanned results may have affected the benefits received. 
The impact is sometimes referred to as outcome, and shows the relationship between 
the project purpose and the project goal. Here you will be looking at both quantitative 
and qualitative analyses. Key questions will be: 
To what extent have the planned overall objectives been achieved? 
Appropriateness of the  project s Logframe indicators at this level? 
Appropriateness of gender-related impacts? 
Sustainability is the last of the evaluation criteria, and is considered to be the most 
important. Sustainability relates to whether the positive outcomes of the project at 
purpose level are likely to continue after external funding ends. Key questions will be 
looking at: 
Ownership of objectives and achievements; 
Policy support and the responsibility of the beneficiary institutions; 
Institutional capacity; 
Adequacy of the project budget for the purpose; 
Socio-cultural factors; 
Financial sustainability; 
Extent to which the effects of the projects, products and services are likely to be 
maintained/ multiplied at the end of the funding agency s intervention. 
It should be noted that all five evaluation criteria specified above will not have equal 
rating in the Terms of Reference; depending on the focus of the evaluation, one criterion 
will have more weighting than another.   
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DOs and DON Ts 
Do: 
Set clear, plausible specifications concerning the proposed impact of a 
project/programme; 
Formulate objectives for the project which can realistically be achieved by 
performing a delineated set of activities; 
Link consistently the resources available (inputs), the activities and the impact relating 
to the goal and purpose. The linking must be tight with regard to all aspects of the 
Logframe; 
In the assumptions column, consider carefully the external factors which are vital to 
the success or failure of a project/programme. Success/ failure is often dependent to 
a significant extent on external factors; 
Constantly monitor and evaluate the objectively verifiable indicators and means of 
verification. This will allow for timely adaptations of the Logframe plans, revision of 
priorities or even termination; 
Make sure that everyone involved knows what they have to do, when, where, how 
and why. 
Don t 
Assume that because the Logframe is well constructed the project is likely to be 
successful. External threats and constraints to the success of the project/ programme 
must be outlined thoroughly in the assumptions column; 
Simply fill in the boxes in the matrix and then file the Logframe away in a cabinet. 
Constant iteration and feedback are needed if the goal and purpose are to be 
achieved, as development intervention environments change quickly; 
Create wish-lists for the intended impact, which will end up disappointing 
stakeholders. 
STRENGTHS 
The Logframe: 
Shows a clear mean ends analysis of project inputs leading to outputs for set 
purposes in support of a project goal; 
Shows clarity of objectives, determination of responsibilities, measurability and 
sources of verification; 
Shows specification of inputs and costs for project activities; 
Specifies the key assumptions or risks underlying the project;  
Promote systematic and effective collection of information; 
Promotes  better decision-making; 
Plays an important role not only in the phases preceding formulation and appraisal 
(e.g. policy formulation and identification), but also in the phases following the 
appraisal phase (implementation and evaluation); 
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If used in a participatory way it takes into account multiple perspectives of 
stakeholders. 
WEAKNESSES 
Oversimplification of objectives;  
If formulated in isolation from the participatory phases of the planning process, it 
might not reflect agreed solutions; 
Downgrading of less quantified objectives and unintended effects;  
Outcome of the project predetermined in advance even though the development 
context is complex and full of uncertainties; 
It is very time-consuming.  
SOURCES 
AUSGUIDELines (2003) The Logical Framework Approach. 
CARE (2002) Project Design Handbook . Cooperative for Assistance and Relief Everywhere, 
Inc. (Copyright 2002 Used by permission). 
Checkland, P. B. and Scholes, J. (1990) Soft Systems Methodology in A ction, Chichester, 
Wiley. 
EuropeAid (2001) Manual of Project Cycle Management. Brussels: European Commission. 
EuropeAid (2002) Guidelines for Submitting an End of Identification Document. 03/ JBD. 
Brussels: European Commission. 
European Commission (2004) Aid Delivery Methods, V olume 1, Project Cycle Management 
Guidelines. Brussels: European Commission. 
FAO (2001) Project Cycle Management Technical Guide: Socio-Economic and Gender A nalysis 
Programme (SEA GA ). Prepared by Claire Bishop in collaboration with the SEAGA 
Programme. Rome, Italy: FAO. 
GTZ (2000) Guidelines for Impact Monitoring in Economic and Employment Promotion Projects with 
Special Reference to Poverty Reduction Impacts. Eschborn 2000; Qualitative impact 
monitoring of the poverty, www2.gtz.de/forum_armut/English/c05.htm. 
Hambly Odame, H. (2001) Engendering the Logical Framework . (Extract from the session5 
of the training module on gender. ISNAR. www.isnar.cgiar.org/gender/hambly.htm. 
IADB (1997) Evaluation: A Management Tool for Improving Project Performance (A Logical 
Framework) - 3/97. Washington, DC: Inter-American Development Bank. 
IFAD (2004) A Guide for Project Evaluation and Monitoring: Managing for Impact in 
Rural Development. www.ifad/evaluation/guide/annexd  
IUCN (1997) Designing Projects and Project Evaluations using the Logical Framework A pproach 
(by Bill Jackson). Gland, Switzerland: IUCN  The World Conservation Union. 
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Management for Development Foundation (MDF). Course on Logical Framework in the 
Project Cycle Planning (PCM/PLAN). Ede, the Netherlands. 
Open University (2001) course materials for TU 870 Capacities for managing 
development, Part 4 Evaluation, Performance, Learning and sustainability, postgraduate 
course in Development Management Programme, UK 
Schiefer, U. and Döbel, R (2001) MA PA PROJECT: A Practical Guide to Integrated Project 
Planning and Evaluation.  
SIDA (2004) The Logical Framework A pproach A Summary of the Theory behind the LFA 
Method. Stockholm, Sweden: SIDA. 
United Nations:  Guidelines for preparing and submitting project proposals. 
United Nations Environment Programme (UNEP) Project manual 
USAID Center for Development Information and Evaluation: Performance Monitoring 
and Evaluation;  
http://www.icarda.org/RALFweb/Downloads/6Jul04/RALF_Logframe_guidelines.doc 
http://www.iadb.org/sds/soc/eccd/6evaluation.html 
http://www.adb.org/Documents/Guidelines/Logical_Framework/chap02.pdf 
http://www.ausaid.gov.au/ausguide/ausguidelines/1-1-2.cfm 
http://www.iadb.org/sds/soc/eccd/6evaluation.html 
http://www.kar-dht.org/logframe.html 
Further reading: 
http://www.ausaid.gov.au/ausguide/ausguidelines/1.cfm 
http://www.metametrics.com/Logframe.html 
http://www.ausproject.com.au/ 
http://www.mos.gov.pl/mos/publikac/Raporty_opracowania/manual/glosry_1.html 
http://www.eumetsat.int/en/area2/proceedings/eump43/session_11/S11.1PCM_EN_
Lechevin.pdf   
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Table 3.4:  Gantt chart  implementation plan 
2005 06 
Ref. 
no. 
Results and indicative activities Person 
responsible 
Comments 
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1.1  Stakeholders become more 
sensitised to the benefits of using 
QAS 
Contractors: 
TANGO & Co.              
Activities     
1.1.1 Preparation of sensitisation activities   
      
1.1.2 Prepare pamphlets on services 
offered by QAS nodes and distribute 
via local newspapers     
1.1.3 Announcement of open-day in local 
newspapers and on prime-time local 
radio     
1.1.4 Organise two open-day sessions to 
sensitise the stakeholders (preferably 
on a Saturday when most people are 
free)     
1.1.5 Prepare and distribute feedback 
leaflets to obtain feedback about the 
open-day sessions  
  
138
Table 3.5:  Resources (budget)  
1.1 Activities Days Unit Price Quantity Total Euros Total Euros 
1.1.1 Preparation of sensitisation 
activities      
1.1.2 Prepare pamphlets on services 
offered by QAS nodes and 
distribute via local newspapers      
1.1.3 Announcement of open-day in 
local newspapers and on prime-
time local radio      
1.1.4 Organise two open-day sessions 
to sensitise the stakeholders 
(preferably on a Saturday when 
most people are free)      
1.1.5 Prepare and distribute feedback 
leaflets to obtain feedback 
about the open-day sessions  
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PP2:    Results-based management  
Writers:   Nancy Okail, Lola Visser-Mabogunje 
INTRODUCTION 
With the increased emphasis on the importance of evaluation within development circles, 
the debate on the best and most efficient method of evaluation has increased. In the past, 
the emphasis was mostly on the input side of a project/ programme, mainly focusing on 
the efficiency of financial resource utilisation and allocation. In the early 1990s there was 
a shift towards the output side of the project/programme, giving more weight to the 
ability of the project to benefit and improve the lives of the targeted beneficiaries. This 
was when Results-based management began to gain prominence in the field of 
evaluation, placing as much emphasis on management, monitoring and evaluation of a 
project as on design. 
Results-based management comes by different names, depending on which funding 
agency is promoting it. Some call it a Results-based approach or performance 
management, while others call it outcome measurement. The labels may differ, but the 
idea behind the approach remains the same. The proponents of Results-based 
management would like to see evidence that funded activities are producing long-term 
benefits. Publicly funded organisations are now being asked to demonstrate the results of 
their activities by using Results-based management concepts and tools.  
WHY? 
The establishment of specific intended results at the planning stage facilitates the later 
stages of management and monitoring and, most importantly, makes possible an 
appropriate study at the evaluation stage.  
In a nutshell, the Results-based approach is the best way to link performance measures to 
the intended result of a project/programme.  
WHO? 
The World Bank, United States Agency for International Development (USAID) and 
Canadian International Development Agency (CIDA) are the proponents of Results-
based management, but more and more multilateral and bilateral agencies are gradually 
adopting this approach.   
The Results-based approach to evaluation is useful for all stakeholders. For evaluators, it 
is the most straightforward and direct way of assessing the outcome of a 
project/ programme. For project/ programme managers, it is a very useful tool for the 
management and monitoring of information projects. For beneficiaries, it is an indicator 
of what precisely they should expect out of the project/programme.  
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HOW? 
Although there are differences in techniques between one organisation and another in 
implementing this approach, the focus on achieved results is the same. This is ensured 
through: 
Analysing  the existing situation; 
Clearly identifying  specific objectives; 
Choosing the strategy for meeting objectives; 
Determining the success criteria; 
Analysing the risks or potential hindrances to success, and the assumptions. 
Results-based management is considered to be an essential link between evaluation and 
planning. When the evaluation takes place during the implementation phase of a project, 
results can be fed into the ongoing planning process. When the evaluation takes place at 
the end of a project, results can be fed into the next strategic planning process. 
The example in Box 3.4 shows that Results-based management has the following 
characteristics. 
Differentiates between achievements (results) on one hand, and activities and 
implementation on the other. In the example, conducting the primary survey and 
assessing the views and levels of knowledge of people, preparing the programme 
materials, and airing the programme itself are all part of the activities and should not 
be considered as achieved results. That is what distinguishes Results-based 
management from other approaches it focuses on output, not on input and how 
and where the financial resources have been utilised. 
It is very important in this approach to determine what the project aims or intends to 
achieve. If the project aims only at increasing people s knowledge about the 
importance of using clean water, then the project management cannot be held 
accountable if none of the targeted farmers have actually stopped using irrigation 
water for cooking purposes. On the other hand, if the aim is to change farmers 
behaviour, then the result that counts in this case is that of stage 4 the number of 
farmers who actually started using clean water.  
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Box 3.4: Example of a project highlighting Results-based management in practice  
Consider a simple example of a project of setting up a radio programme for raising the awareness 
of farmers in X area to use clean tapwater for cooking. 
The project objective would be: 
Raise the awareness of X number of farmers through a new radio programme to use clean 
tapwater instead of irrigation water for cooking, drinking and washing. 
The strategy of the project would be: 
To set up a new radio programme in the local language to be aired during prime time when 
farmers in the area are listening to the radio. This is an effective way to pass on information 
to farmers on the advantages of using clean water, the disadvantages of using irrigation water 
for household use, and the consequences of using irrigation water for other purposes. 
An example of project activities would be: 
Conduct a mini-survey on the number of people who have access to clean water and do not 
use it; 
Investigate why they are not using the clean water available, and classify the reasons for this; 
Commission a team of experts to prepare scientific material for the programme. Convert the 
material into an easy and attractive set of episodes which would appeal to listeners; 
Determine the best times for airing the programme and advertise it. 
Such projects (information-based) would have a wide range of results at various levels of 
achievement, for example: 
Stage 1: X number of farmers have known about the programme and started following it; 
Stage 2: X number of farmers have understood the programme and have gained  knowledge 
about the advantages of using clean, pipe-borne water; 
Stage 3: X number of farmers have changed their attitude and now think it is better to use 
clean tapwater in cooking, drinking and cleaning; 
Stage 4: X number of farmer have changed their behaviour and stopped using irrigation water 
for cooking, drinking and washing. They now use clean tapwater instead.  
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Figure 3.16:  The logic of the Results-based management  framework    
100 farmers know about the programme 
50 farmers have changed their attitude, 
appreciate it and are using tapwater for 
cooking 
50 farmers converted
General awareness of the advantages of 
using clean water for cooking 
10 media campaigns completed
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Risks and assumptions 
The assumptions in Results-based management are exactly the same type of assumptions 
that are to be found in the Logframe. No project is independent of what is happening in 
its environment and most of these issues are beyond the control of the project officer. 
Understanding and assessing the nature of the important assumptions is an essential part 
of good project design. Failure to realistically identify, address and continuously monitor 
assumptions is a common source of project failure.  
MONITORING AND EVALUATION WITHIN RESULTS-BASED 
MANAGEMENT 
Indicators 
Like the Logframe, Results-based management places strong emphasis on monitoring, as 
it believes that building a strong monitoring system to track performance is an essential 
component of good project management. The terminology used in describing a good 
indicator is clear, relevant, economic, adequate and monitorable (CREAM), and although 
slightly different, the concept remains the same as that of the Logframe. For more details 
on indicators, see tool PP4.  
Key principles in establishing a Results-based management system 
There are results information needs at the project, programme and policy levels; 
Results information must move both horizontally and vertically in the organisation, 
which might sometimes present a political challenge; 
Demand for results information at each level needs to be identified;  
Responsibility at each level for data collection needs to be clear. 
Monitoring 
Monitoring is generally described as the collection of data over time. Monitoring helps in 
identifying day-to-day problems during the implementation of activities. It examines 
whether the activities will achieve the planned target. If they have not, corrective 
measures need to be taken before the evaluation.  
Results-based management 
Advocates that in order to become true results-oriented systems, monitoring and 
evaluation needs to be aligned with annual plans and other work plans of the 
organisation; 
Focuses the organisation on achieving outcomes; 
Demonstrates whether results have been achieved. It is the effective use of resources 
that counts, not just their efficient use. 
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WHAT DO YOU EVALUATE?  
Box 3.5: Key evaluation questions addressed by Results-based management 
Strategy: are the right things being done? 
Rationale or justification 
Clear theory of change 
Operations: are things being done right? 
Effectiveness in achieving expected outcomes 
Efficiency in optimising resources 
Client satisfaction 
Learning: are there better ways? 
Alternatives 
Best practices 
Lessons learned 
(Source:  Schiavo-Campo, 1999)  
WHEN DO YOU EVALUATE? 
Results-based management advocates that any time when there are concerns for which 
evaluation information can be useful is the time to gather evaluation information. It 
indicates the following four instances that could warrant evaluation information to 
support management decision-making: 
Divergence between planned and actual performance; 
Seeking to differentiate the contributions of design and implementation to outcomes;  
Trying to determine what is or is not working efficiently and effectively; 
When there is conflicting evidence of outcomes.   
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EXERCISE 
Table 3.6 gives eight questions you could use to describe your project using the Results-
based management concept.   
Table 3.6:  Eight questions based on the Results-based management concept 
Question Key word Your answer 
What is the problem you seek to 
address? 
Problem   
Who stands to benefit? Who?   
What are the major activities you will 
carry out? 
Activities   
What are the outputs of these major 
activities? 
Outputs  
What outcomes will these outputs 
give you? 
Outcomes  
Toward what single impact is the 
project contributing? 
Impact 
Re
su
lts
: 
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s 
o
f 
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su
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What key constraints will influence 
the project as you move from 
activities to outcomes? 
Key constraints
What indicators will you use to 
measure progress toward the 
project s outputs and outcomes? 
Indicators   
DOs and DON Ts 
Do: 
Be clear on the parameters of the project; 
Use active language in both outputs and outcomes, for example, consider this 
output statement: 
      participants understand better the concept of good project management ; 
Keep in mind that there is a lot of uncertainty out there, which might subsequently 
affect your project, you will therefore need to continuously update the project 
framework. 
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Don t: 
Design your project and then try to look for  the problem owners ; 
Forget to show clearly how the people involved in the activity are linked to the 
improvement expected to take place at the long-term outcome end of the results 
chain; 
Describe goal in the sense of what is to be done, rather than what is to be different. 
STRENGTHS 
Results-based management: 
Requires the participation of all key stakeholders and those who will be involved in 
implementing the plan; 
Is objective and results-oriented as it focuses on what is to be achieved, as well as on 
the immediate things that need to be done; 
Has logical sequencing of inputs, activities, short-term outputs, medium-term 
outcomes and long-term outcomes; 
Is flexible. 
WEAKNESSES 
It is sometimes confusing because of the different names given to it Results-based 
approach; Results-based management; Results-based monitoring, etc.; 
The terminologies are different from those of the Logframe, which can be confusing.   
SOURCES 
ELI Monitoring & Evaluation (2000) Results Based Management for ELI: A Primer. 
Kusek, K.Z. and Rist, R.C. (2004) Ten Steps to a Results-Based Monitoring and Evaluation 
System. Washington, DC, USA: World Bank. 
Schiavo-Campo Salvatore (1999) Performance in the public sector. Asian Journal of 
Political Science 7 (2): 75 87. 
Internet: 
http://www.mofa.go.jp/policy/oda/evaluation/2000/chap01_1.html
http://www.managance.com/whatwedo/Evaluationservices.htm
http://www.plexusinstitute.org/edgeware/archive/think/index.html
http://www.ucgf.ca/Russian/Downloads/RBM.doc
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PP3:    Benchmarking 
Writer:    Lola Visser-Mabogunje 
Collaborators:   Dhaneswar Dumur, Mark McQuinn 
INTRODUCTION 
Benchmarking is a tool that provides information on how well a particular product or 
service (or process) does, judged against comparable products and services. It was 
developed in the USA in the 1970s and was primarily used by companies operating in an 
industrial environment. It is also increasingly used by public sector organisations, 
universities and development agencies. 
Benchmarking is the process of identifying best practices in relation to the processes, 
products and services of an organisation. The search for the best practice example can 
come from any sector. The most important aspect is that you first need to understand in 
detail your particular organisational characteristics and processes before embarking on a 
benchmarking expedition . Figure 3.17 shows the benchmarking process, which 
incorporates the planning and evaluation stages. Note that step 8 is especially important 
to the evaluation process. 
WHY? 
In general, benchmarking helps you to improve efficiency and effectiveness (which 
contributes to the more efficient use of resources, improved performance, etc.). It does 
this by helping you to identify and adopt higher standards and best practices.  
HOW? 
The benchmarking process has several steps. The model in Figure 3.17 outlines eight 
steps in the process. Spore, CTA s bi-monthly magazine, is used as an example in 
outlining the steps. Some of the areas in which Spore excels are: its usefulness, cost-
effectiveness, content quality (how it addresses cross-cutting issues), target groups, 
timeliness of the publication, circulation (readership covering all ACP countries and the 
25 EU countries), dissemination mode (both printed version and online).   
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Table 3.7: Types of benchmarking 
Type What it does Example 
Internal Compare activities among similar 
operations within one s own 
organisation 
Between different departments in large 
development agencies such as FAO or 
UNDP. The main advantage is that sensitive 
data and information are easily accessible, but 
real innovation may be lacking 
Competitive Compares activities against the 
best of direct competitors 
A training institute in the UK benchmarks its 
activities with those of the Open University 
(UK). The Open University has a reputation 
for providing excellent training through 
distance learning 
Functional Compares methods with 
organisations in different areas of 
activity to find ways of improving 
similar functions or work 
processes 
This is often used in situation where no 
counterpart exists; e.g. CTA has a unique 
position in the area of dissemination of 
information to ACP countries. If it has to 
benchmark its services, it will need to look 
beyond its sector 
Generic 
process 
Compares processes between 
unrelated activities (e.g. 
innovative, exemplary work 
processes) 
If CTA tries to benchmark against a lobbying 
agency it could be in the way it uses its 
network to influence decisions made at the 
policy level 
(Source: adapted from Camp, 1989, 1995) 
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Step 1  Step 2  Step 3  Step 4 5 
Carry out an analysis of your newsletter and compare the 
findings with the parameters set above for Spore 
Identify what will 
be benchmarked. 
Your newsletter   
What do you want 
to benchmark 
against and who has 
the best example? 
Spore magazine 
CTA   
Select a process 
and the best 
practice 
organisation 
Ask the following 
questions when 
analysing your 
data.   
Q: Where were 
we at the start of 
the newsletter 
relative to Spore? 
A: 20% 
circulation 
Q: Where are we 
now? 
A: 40% 
circulation.  
Q: Where do we 
want to go  to 
reach a level 
comparable with 
Spore ? 
A:  
In 1 year: 60% 
In 2 years: 80% 
In 3 years: 100% 
Q:  What do we 
need to do to get 
there? 
A: Better trained 
publications staff. 
Improve layout. 
Use more cross-
cutting issues. 
Encourage 
experienced authors. 
Q: How do we 
know when we get 
there? 
A: Feedback from 
readership by using 
surveys. 
Increased number of  
circulation. 
          
Step 8  Step 7  Step 6 
Implement the changes. 
Monitor regularly the 
changes in order to 
ensure that things are 
moving in the right 
direction.      
Formulate a plan of 
action  (how you are 
going to carry out the 
changes in order to do 
better). 
Communicate the result 
of your benchmarking 
exercise to your staff in 
order to gain their 
commitment to changes.      
Using the responses to 
the questions you raised 
in Step 5, check your 
results and establish your 
performance indicators. 
    
Figure 3.17: The eight-step process model in benchmarking example of CTA s 
Spore magazine 
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Although Figure 3.17 implies that the process should be done in a sequential manner, 
benchmarking should not be seen as a linear process. For example, there may be 
occasions when you will need to revisit activities from previous steps (e.g. re-examining 
your own process), and there may also be circumstances where you will be executing 
activities in multiple steps simultaneously. Whatever the sequence you decide to take to 
execute the process, you should ensure that all the steps are followed. 
STRENGTHS 
Benchmarking provides an opportunity to build on the work of others, reducing the 
need to reinvent the wheel and facilitating more efficient use of resources; 
Helps to identify what needs to be improved and how to improve it higher 
standards, quality, etc.; 
Helps to identify weak areas and indicates what needs to be done to improve them;  
Identifies best institutional practices; 
If the process is carried out in a participatory way it allows employees to visualise the 
improvement, which can be a catalyst for change;  
Encourages organisations to identify ways of measuring their services in terms of 
inputs and outcomes, thereby promoting a focus on the most important or beneficial 
aspects of the programme. 
WEAKNESSES 
It is a time-consuming exercise that requires good skills and knowledge; 
Due to the issue of confidentiality, it may be difficult to persuade partners to share 
information;  
Communication failure between partners can occur; 
Management sometimes do not support benchmarking because they are afraid that 
their organisation s weaknesses will be exposed; 
There may be difficulties in transferring best practices to other organisations or 
programmes due to culture, environment, etc.; 
Although benchmarking projects can be completed quickly, quantifiable results may 
take much longer, depending on the scope and nature of the changes that are 
introduced. 
DOs and DON Ts 
Do: 
Make sure you get management s commitment before you embark on the 
benchmarking exercise; 
Involve people of mixed skills in your internal benchmarking team. 
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Don t : 
Rely on pre-existing benchmarks instead of adapting them to organisational needs;  
Try to benchmark a total system instead of breaking it into smaller, manageable 
components; 
Benchmark for the sake of benchmarking; 
Pick a topic that is too intangible and difficult to measure.    
SOURCES 
Camp, R.C. (1989) Benchmarking: The Search for Industry Best Practices that lead to 
Superior Performance. Milwaukee, WI, USA: ASQ Quality Press.  
Camp, R.C. (1995) Business Process Benchmarking: Finding and Implementing 
Practices. Milwaukee, WI, USA: ASQ Quality Press. 
Kaplan, R.S. and Norton, D.P. (1992) The balanced scorecard measures that drive 
performance.  Harvard Business Review  Jan/Feb: 71 79. 
Paton, R. (2001) The performance of social enterprises. In: Materials from TU870 
Course  Capacities for Managing Development, Open University Postgraduate Course 
in Global Development Management. Milton Keynes, UK: Open University. 
Russell, P.J. (1998) Quality Management Benchmark Assessment. Milwaukee, WI, USA: ASQ 
Quality Press. 
Spendolini, M. (1992) The Benchmarking Book. New York, NY, USA: AMACOM. 
Internet:  
http://www.apqc.org   
http://www7.open.ac.uk/oubs/research/pdf/WP98_2.pdf 
http://www.management.about.com 
http://www.eseune.edu/protegido/benchm1.htm 
http://www.benchmarking.gov.uk/about_bench/whatisit.asp 
http://www.ogc.gov.uk/sdtoolkit/reference/documentation/p24_bench.html 
http://www.phred-redsp.on.ca/cur_projects/benchmarking.html 
www.vtt.fi/tte/colourmanagement/ projects/ben/ben_theory.pdf  
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PP4:    Indicators  
Writer:    Andreas Springer-Heinze  
INTRODUCTION 
This tool will help you to identify appropriate indicators to measure how near you are to 
what you planned to achieve. Indicators are quantitative or qualitative measures that 
enable you to assess the degree to which project activities, outputs, effects and impact 
have been achieved. For example, you use indicators to measure the success (or 
otherwise) of your product or service. They also help you to focus attention on what 
exactly you are trying to achieve, and why. Indicators represent those aspects of your 
project that you consider to be most important, and may be quantitative (how many 
people listened to a particular radio programme?) or qualitative (what was their opinion 
about the content of that programme? What did they like or dislike about it?). Some 
things are straightforward to measure: the number of users of your service can be 
counted. But even then it is possible that either those people used it but found nothing 
relevant to their needs, or that they found useful material which they then shared with 
their colleagues (thus invisibly extending the reach of your service). Because of the 
imperfect fit between indicators and what they have been chosen to represent, it is often 
better to use several indicators to capture different dimensions. 
To evaluate the performance of your product or service, you first identify the 
information products and services, and then describe to whom and how they are 
provided. Measuring these together with cost, or with user satisfaction, could give you 
indicators of the efficiency or effectiveness of service provision. Over time, repeated 
measurements will show if changes are in the direction you intended and if not, then 
you can take action to steer activities differently. The procedure for an impact evaluation 
is similar. Here, indicators will relate to output, the outcome for users, and the impact on 
the wider social and economic conditions. For instance, the impact of weekly radio 
broadcasts might be seen in the increased knowledge of people about market prices (a 
good indicator could be the change in farmgate prices at the local market relative to those 
in one of the bigger markets in the city), which then led them to an increase in income 
because they held a better bargaining position; or to changes in agricultural production 
(an indicator could be percentage change in the production of certain crop over a specific 
period) because they realised they could grow higher-priced crops. 
WHY? 
Indicators are a way of making the issues that are important to you measurable. You can 
answer  questions like: are we getting value for money? Are we getting the best possible 
use out of our resources? Should we do this differently? For example, using appropriate 
indicators can help you to determine whether or not your newsletter is meeting the target 
group s needs. Consequently, it is important to be clear about why you want to evaluate 
the specific issues, and what dimensions are important to you. 
The choice of indicators will determine how you collect data about them, and then how 
you analyse and interpret, and finally report them.   
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HOW? 
First of all you must be clear about what you want to know. Then you think of how best 
to find out, which includes deciding how the dimensions of interest can be measured. 
For instance: you are interested in listener satisfaction . You could hold an audience 
survey with a questionnaire asking did you like programme X? and measure the 
proportion of listeners who replied yes (PI2). But you might also want to know about 
what parts of programme X they enjoyed most (and were there any things they did not 
like so much?). You might feel you could obtain that information better by interviewing 
people separately (PI5). 
Creating an indicator  
Step 1  Make objectives (the issues at stake)  measurable   
Some elements are obvious indicators, e.g. the number of users of an information 
service. However, some issues are more abstract, e.g. terms such as the relevance or 
usefulness of information, and the awareness or capacity created by providing it. So 
you need to define the concept in terms of concrete things and actions that relate to it. 
Box 3.6: Example of making an abstract objective measurable 
The quality of information service provision includes: 
Accessibility to the service (time taken to respond to demands, low technical 
requirements, distance from the point of service); 
Relevance of the content provided (service takes up real problems of users, offers 
choices, offers new perspectives, points to other sources of assistance and 
complements them); 
Clarity of presentation (logical outline, using didactic and illustrative material). 
Learning , the direct benefit of an information product, may break down into elements 
such as: 
Improved knowledge (ability to recognise and solve problems); 
More conscious behaviour (self-confidence, continued interest and demand in the 
subject, spreading the message to others); 
Regular use of skills (number of occasions on which new knowledge is applied). 
In order to assess the abstract concept, you look for specific items to measure. Each of 
them may become an indicator. How many you choose will depend on the time and 
resources you have available. 
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The items to measure should reflect the views of stakeholders. Whether an information 
product is really useful depends on the values of the community served. In order to 
arrive at an appropriate representation of the issues, turning to the clients for their views 
is very helpful (although there can be different types of client). Taking a participatory 
approach may also save time in the long run.  
Step 2  Select indicators  
Inevitably, step 1 will produce many possibilities for expressing the meaning of the issue 
at stake. The second step is to select a definite set of indicators to be used. You are trying 
to provide as many reference points as necessary to capture the essential elements for the 
evaluation s purpose. This means that the evaluation of the performance of an 
information service should include indicators on the services provided and their intended 
benefits, together with the clients and their views. Impact assessments need indicators on 
the outputs of a programme, immediate beneficiaries, and changes in the wider 
community.  
The number of indicators depends on the resources available for the evaluation. Except 
for very large studies, 10 15 indicators will be the maximum. Generally, it is better to 
have a small number of significant indicators.   
In addition to being relevant for the purpose, indicators have to be selected according to 
a number of methodological rules. Box 3.7 lists commonly accepted criteria defining 
good indicators. To determine which of the items identified in step 1 should be retained 
as indicators, you should check against this list. 
Box 3.7: Methodological requirements for indicators 
Validity   Does it measure the condition/result? 
Reliability Is it a consistent measure over time? 
Sensitivity Will it be sensitive to changes in conditions? 
Simplicity Will it be easy to collect and analyse the information? 
Utility               Will the information be useful for decision-making and learning? 
Affordability Can the programme/service provider afford to collect the  
                        information? 
(Source: CIDA, 1999, slightly adapted.)  
For obvious reasons, the final set should avoid overlapping or duplications. 
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Formulating indicator values  
Step 3 Specify indicators   
Next, you need to identify whether the indicator should be qualitative or quantitative. 
Qualitative indicators present descriptive information. The idea is to capture processes 
and qualitative differences, not to count items (this aspect is not measurable). 
Information is often gathered from individual or group judgements and personal 
observations (does a publication contain illustrations, examples, an index?). Nevertheless, 
qualitative indicators can be transformed into quantitative information with descriptive 
scales1, for example, a newsletter can be described as relevant, easy to read, attractive to 
look at. If you use nominal scales, the example could be the number of 
good/ medium/ bad ratings given by observers, or the number of generally positive 
statements on an issue. 
Quantitative indicators can only be used for items that can be counted. Often 
quantitative data are generated in the process of providing the service, and only need to 
be analysed (PI8), for example, a number of publications or downloads from a website. 
These data are relatively easy to obtain. Others require explicit measurement based on 
available statistics or formal questionnaires  see the data analysis tool (PI8). 
Both qualitative and quantitative indicators are completed by adding the unit of analysis 
in terms of the level of the social system (who individuals, communities, organisations, 
networks etc.); the period of measurement (when); and, if relevant, geographical coverage 
(where). The examples in Box 3.8 build on the material presented in Box 3.6. 
Box 3.8: Examples of qualitative and quantitative indicators 
Quantitative indicators for accessibility to an information service : 
The distance of rural communities in province x to a low-cost telecentre with a 
helpdesk does not exceed 30 km 
Percentage change in the number of visitors to the telecentre over a defined period.  
Qualitative indicators for improved knowledge : 
Positive and negative experiences of information-users involved in solving the 
problem for which information was sought; 
Ability of information-users to discuss the problem in question. 
                                                
1 Data come in different forms, which affects analysis. There are usually four scales of measurement that must be 
considered: nominal data are a descriptive classification with no order implied; ordinal data suggest rank order, but the 
difference between worst, better and best is not assumed to be of any particular size; interval data (such as dates) have 
an ordered, constant scale, but no natural zero here differences make sense but ratios do not; ratio data are on an 
ordered, constant scale with a natural zero. 
  
156
Quantitative indicators are more precise, while qualitative indicators lead to a richer 
picture of reality and a better understanding of the reasons for change. Both types are 
objective in their own way. While quantitative data are less easily challenged, qualitative 
information helps to show the relevance of the hard facts . In the context of an open 
and dynamic learning process, qualitative information is often more useful for convincing 
people about the value of the activity.   
It is often not possible to get the detailed information you might ideally like. For 
example, instead of looking at the different items determining the quality of information 
service provision (see Box 3.6), a qualitative indicator may simply ask for the overall 
perception and level of satisfaction of users. 
Step 4  Determine a reference base 
In order to interpret an indicator value, be it qualitative or quantitative, it is necessary to 
set a point of reference against which the observation or measurement can be compared. 
The ideal reference would be baseline information on the state of an indicator at a 
historical point in time, referring exactly to the items specified in the indicator 
(organisational unit, location, etc.). However, except for some simple measures such as 
numbers of publications or copies distributed, such information is normally not available. 
This is because issues evolve over time and thus so do evaluation questions.   
Besides historical data, there are alternative reference values that may be used. Their basis 
of comparison is a particular norm, either the objectives of the information service in 
question or a general norm (see the benchmarking tool, PP3). After all, we know what to 
expect from a particular type of service or product. Box 3.9 shows some ways of getting 
around the problem of lacking baseline data: here there are  different types of reference 
against which to compare measurements. 
Box 3.9: References for comparison 
Trends, e.g. a consistent increase in requests for support, or increasing feedback from 
readers to a publication 
Thresholds, e.g. at least three districts covered by a database, or the minimum number of 
students attending a course 
Targets, e.g. the number of documents distributed by the end of 2006, or the proceedings 
of a conference completed and available in printed form by 2006 
Fortunately, qualitative baselines are much easier to find. Usually development 
programmes and at least some information services have documents concerning the 
problems they are supposed to address and supporting baseline data, so that the progress 
made should be possible to determine.  
Step 5 Check on indicator quality 
The next step is to assess the quality of the indicators proposed to be studied. A 
widespread formula for achieving this is the SMART criteria of indicator quality (Box 
3.10). 
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Box 3.10: The SMART criteria of indicator quality 
Indicators ought to be: 
S = specific, yet simple; 
M = measurable; 
A = achievable (sometimes, area-specific);
R = realistic; 
T = time-bound. 
These criteria are used for a final check on the indicator. It is not easy to satisfy all 
criteria at once. For the sake of a cost-effective evaluation, it is better to leave aside 
indicators that are too ambitious or costly to measure. An example of a SMART 
indicator would be: if the objective is to promote the use of better seeds and farming 
techniques in the area, one indicator that would suffice is the percentage of farmers who 
use improved seeds from the Ministry of Agriculture and used the recommended 
cropping techniques for their crops. The information is specific, measurable, should be 
available if the information is recorded properly, and time-bound. 
From this latter step, you may return to earlier stages. Creating indicators is an iterative 
process. Often, establishing indicators is, in itself, already part of the evaluation, 
especially if you do it in collaboration with stakeholders. 
Assessing information products and services 
Once you have measured the indicators, you use the data to judge the performance of 
your information products and services. The data provided by the indicators only gains 
meaning through your understanding of the significance of their level, and why they have 
(or have not) changed.   
Other information obtained during the evaluation process (beside indicator 
measurement) will often turn out to be extremely important in order to understand the 
results. Qualitative indicators offer more possibilities in this respect.  
The particular indicators for the different categories of information products and services 
are covered by the respective guidelines (see step 2). In specific areas, professional 
agencies and associations have established lists of key performance indicators and codes 
of conduct. Examples include the Library Performance Measurement and Quality 
Management System in the field of electronic libraries (to be found at 
http://equinox.dcu.ie), and the work on performance measures by the International 
Federation of Library Associations and Institutions (IFLA) 
(http://www.ifla.org/VII/s22/annual/sp22.htm). The ethic standard of the 
International Federation of Journalists is another example 
(http://www.uta.fi/ethicnet/ifj.html#start). It is also useful to look through specific 
evaluation guidelines, for example those provided by the International Development 
Research Centre (IDRC) on telecentre evaluation (Whyte 1999a, b). 
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STRENGTHS 
Well formulated indicators are a key element of all evaluations and impact 
assessments. There is no way around using them; 
Identifying and formulating indicators can lead evaluators as well as others 
participating in an evaluation to reflect on objectives and disclose their expectations 
vis-à-vis an information service.  
WEAKNESSES 
Measurement without understanding the context in which data were collected can 
lead to  inappropriate conclusions.    
DOs and DON Ts 
Do: 
Ensure that indicators are defined when planning an activity; 
Remember that indicators are only a tool. You should use them critically and make 
sure they are defined adequately; 
Make sure stakeholders agree on indicators. The value of an evaluation is easily 
discredited if indicators are not accepted as measuring the right thing. Every indicator 
can be challenged.  For example, an indicator shows that 80% of the users of a 
publication find it useful. But, are these beneficiaries able to apply their knowledge? 
How many users have requested it, anyway? 
Explain quantitative indicators. Wherever indicators measure quantities, the 
significance of the numbers generated should be made clear by describing in 
qualitative terms what a particular amount means for a given context; 
Use standard indicators with care. Using standardised indicators or copying indicators 
from previous studies saves time. However make sure that the indicator selected is 
well understood and appropriate for your purpose.  
Don t: 
Jump too quickly from concept analysis to measurement. Sometimes it can be better 
to formulate questions rather than indicators. This is particularly true in the case of 
social learning, which is characterised by gradual and long-term change, people s 
differing views, and the cultural dimension of social change.   
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PE Introduction  
So now you re ready to start your evaluation. The first thing you need to think about is 
why do you want to do the evaluation? This is important because it will affect decisions 
you take later so it really is worthwhile taking some time to be clear about what it is 
that you want to achieve. The next thing you need to think about is how are you going to 
do the evaluation? Part of this involves a decision about how participatory are you going 
to be: who will be involved, and how much will their views influence decisions about the 
evaluation s objectives, what indicators should be measured, and how? Whether you 
share some or all of that decision-making with your colleagues, or even with your target 
group(s), is a value judgement. It is less time-consuming to take the decisions yourself, or 
with a small management group but it may be at the cost of obtaining more useful 
knowledge, or building organisational capacity. If you decide to involve your 
beneficiaries, there are a variety of creative tools that you can use (such as role-play, 
getting people to draw what they think, etc.) to encourage participation, which can also 
elicit useful information. While more time-consuming, it is generally worthwhile to be as 
participatory as possible. This is because the quality of the learning achieved is much 
richer. 
The tools used to plan your evaluation include: 
Terms of reference (PE1) 
Logic model (PE2)  
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PE1:    Terms of reference  (ToR) 
Writers:   Sarah Cummings, Lola Visser-Mabogunje  
INTRODUCTION 
The ToR is a document setting out the work and the schedule that needs to be carried 
out by the evaluation team. It gives a general background of the activity to be evaluated,  
specifies the scope of the evaluation, states the main motives for the evaluation and 
identifies the issues to be addressed. It outlines the evaluation method and describes the 
distribution of work, schedule and the responsibilities among the people participating in 
the evaluation. It specifies the qualifications required from the team or individuals as well 
as the criteria to be used in selecting the team. 
Although written for the evaluation, the ToR can be used for other purposes, such as 
developing a business plan, research studies, etc. 
WHY? 
It is clear from the above definition that a ToR is a key document which needs to be 
prepared with care. It is a document against which the performance of those who carry 
out the evaluation will be judged. The evaluation team needs to ensure that all issues 
raised in the ToR are covered in the final report. In the event that it is not possible to do 
so, because of constraints outside your control, you need to inform management and 
other key stakeholders as soon as possible.   
HOW? 
The content of a ToR varies. It depends on the scope of the project and the key 
evaluation issues to be addressed. Nevertheless, the generally accepted format and the 
steps required in its preparation are shown below.  
Step 1 Background 
Prepare a general profile of the product/ service/ project to be evaluated its historical 
background, its evolution, and how it relates to the goal of the programme or to your 
institution. This will allow the reader to understand what important prior work has been 
carried out and by whom. Clearly identify the key stakeholders; their problems and the 
needs that brought about this activity; and what their role(s) will be in the evaluation. 
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Step 2 Reasons for carrying out the evaluation 
In this step you need to indicate why the evaluation is being carried out. This should 
refer to  the initial motivation for the evaluation, for example: 
Accountability towards the funding agency; 
Improvement in services; 
Learning purposes; 
Any other reasons for the study?  
Step 3 Objectives and expected outputs 
Some of your objectives might be: 
To assess if the project is on track or to obtain baseline information which will serve 
as an input  in similar activities;  
To provide the funding agency with sufficient information for them to make an 
informed judgement about the performance of the product.  
Expected outputs would include: 
Analysis of the evaluation findings relating to the selected evaluation criteria (e.g.. 
relevance, effectiveness, efficiency, impact and sustainability); 
Identification of the strengths and weaknesses of the project; 
Recommendations for future strategies for similar projects.  
Step 4 Key issues and evaluation scope 
(See SMART Toolkit Handbook, Box 1.3 for more detailed information on evaluation 
questions.) 
This step builds on the preceding one, as the objectives of the evaluation will determine 
the key issues for which answers are being sought. For example, you may be concerned 
about issues relating to: 
How well the information activity is performing within the context of its objectives 
you will be looking at effectiveness (focus on the project purpose: positive and 
planned effects, extent to which the envisaged improvement has been achieved) and 
efficiency (economic measure: looking into how inputs are converted into results 
and whether these have been done in the most economical, timely and cost-effective 
manner); 
Whether accurate information is getting to the people who need it you will be 
looking at relevance, accessibility and accuracy; 
How satisfied the users are with your products or services you will be looking at 
usability, reach and user satisfaction; 
  
163
What are the long-term consequences (positive and negative, intended and 
unintended) of the information activity you will be looking at impact, which is the 
overall difference in the society which the activity has made; 
Whether the positive outcomes of the project at purpose level are likely to continue 
after external funding ends  you will be looking at sustainability.  
Scope of the evaluation
This is the breadth and depth of the study what the evaluation will cover and to what 
extent. Using CTA as an example, the scope can be thematic (e.g. cross-cutting issues 
such as gender or youth, and how both have been mainstreamed in CTA s training 
programme); geographical (e.g. whether there has been a proportionate coverage of 
CTA s activities in the six ACP countries); timeframe (the evaluation will cover a 
particular period, e.g. CTA s training programme from 2000 03).   
Step 5 Methodology 
This is an important section care must be taken to ensure that there is agreement on 
the evaluation techniques to be adopted, as this might affect the quality of the report. 
Under methodology, you will need to specify: 
The type of  data which will need to be collected; 
How they will be collected; 
Where they will be collected; 
By whom they will be collected.  
(For more information on data collection refer to: Building baseline data information in 
the Logframe, PP1; and Data collection, PI tools.) 
It is very important that responsibilities in these areas are clearly defined.   
Step 6  Roles and responsibilities 
This is where team-building plays an effective role. No one person has all the 
necessary skills and aptitudes, so you will need to look for those skills in each 
individual which makes them distinctive from the others, and build a team of people 
with complementary skills. So you might, for example, look for someone who is 
good at problem solving, someone who works very logically, someone who is good at 
mathematics, someone good with language(s), and so on. But whatever their 
particular skills, they should all be able to work co-operatively and flexibly; 
Make sure you take gender into consideration in the composition of your team; 
Involve people from outside your own department, as this will foster wider 
ownership of the evaluation process; 
Define the role and responsibility of each individual; 
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Choose a team leader to lead the process (preferably someone who is a good 
communicator and has people skills).   
Step 7 Work plan and budget 
Work plan
A work plan is a to-do list of activities plotted against a specific timeline, showing start 
and due dates for each item. It also includes a list of who will be responsible for which 
activities. Examples of a  Gantt chart and budget, which you might have prepared for 
your project, are found in the Logframe (PP1). You will now need to prepare similar 
ones for the evaluation exercise. 
Make sure you prepare a realistic work plan. Avoid being over-ambitious with your 
targets. Before finalising the work plan, check with everyone involved in the process to 
see if there are planned holidays or missions, and seek agreement on important 
milestones. Also take into account the time needed for briefing, debriefing meetings, 
report writing, etc. This timeframe should be used to set important milestones. It should 
be agreed and circulated to all involved in time to avoid any surprises.  
Budget 
There is no maximum limit for an evaluation exercise. The general consensus is that 
costs should be kept as low as possible (some people suggest 1% of the budget of the 
project being evaluated). Gather only data that are relevant to the evaluation, as staff time 
can be reduced by making use of data already available in-house.    
Step 8  Reporting and feedback 
 (Refer to tool PR1, Writing and dissemination of the evaluation report.) 
The format, style, language, presentation (bound or stapled) and the deadline for the 
submission of the evaluation report should be defined in the ToR. The number of copies 
required should also be specified. 
In general, there are three sections to the evaluation report: an executive summary; the 
main report (includes methodology, findings, conclusions and recommendations); and 
the annexes (work plan, lists and addresses of persons met, and list of documents 
consulted). 
It is important to specify the target audience of the report from the onset, and care 
should be taken to ensure that the language of the report is at the level of the target 
audience 
.  
Step 9 Sources of information 
In this section, key documents to be consulted during the evaluation exercise and their 
sources of verification should be listed. Some of the documents could include: 
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Logical framework of the project (updated version); 
Annual work programmes; 
Financial and project management information; 
Monitoring reports; 
Field visit reports; 
Past evaluation reports; 
Annual reports; 
Training materials, participants list, feedback from training sessions.  
DOs and DON Ts 
Do: 
Start the process of writing the ToR in  good time you might be surprised that it 
takes more time than you had planned to obtain consensus from the stakeholders; 
Keep your Logframe up-to-date as this will form the basis of your ToR. 
Don t: 
Try to address all the evaluation criteria in a single ToR: if it is an ex ante evaluation, 
keep to questions relating to this type of evaluation; if it is a mid-term evaluation, the 
same concept should apply; 
Think that you can carry out the evaluation without the input of your colleagues: 
include them  they might have quite valuable ideas.  
STRENGTHS 
The ToR sets out in an unambiguous way what is expected from the evaluators and 
what is expected from the evaluation; 
Writing a ToR provides the project officer with an opportunity to step back and 
reflect on his/her project. 
WEAKNESSES 
A weak ToR will subsequently produce a weak evaluation report;  
A weak evaluation report is not only unhelpful but frustrating and a waste of time. So 
avoid the pitfalls of writing a weak ToR.         
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PE2:    Logic model 
Writer:    Byron Mook 
Collaborator:   Lola Visser-Mabogunje 
INTRODUCTION 
A Logic model is a logical chain of connections showing what the service or product is to 
accomplish. It highlights how it is expected to work; what activities need to come before 
others; and how desired outcomes are achieved. You will find it an essential part of the 
planning process for an evaluation because it offers you the flexibility to start at any 
point during the project. If no planning documents are available for the project you are 
evaluating, the Logic model can help you to restructure the project prior to the 
evaluation.   
A Logic model can be illustrated in any of the following forms. You should choose what 
you find helps you best: 
Descriptive form using words; 
Line diagram; 
Table; 
Hierarchy of objectives; 
Flow diagram; 
Sequential flow diagram (Figure 3:17). 
WHY? 
A Logic model will show you how, starting from inputs, you bring about your intended 
outcomes/ impact. Think of it as a series of  if then relations. You can also use it to 
assess the progress of your project against the original plan. 
HOW? 
Figure 3.17 shows a logical chain of connections for what a regional course on project 
cycle management intends to accomplish. The logical linkages can be read as follows: If 
we do A, then we can achieve B; if we do B, then we can achieve C;  if  we do C, then we 
can achieve D; if we do D, then we can achieve E; if we do E, then we can achieve F. 
The following are examples of the cause-and-effect approach you can use: 
Inputs 
What resources have been used? 
Where have these resources come from? 
What specific activities have they contributed to? 
Activities 
What have been the main activities? 
What specific outputs have they contributed to? 
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Who have been the main beneficiaries? 
Outputs 
What outputs have resulted from each activity? 
How does each output connect to a specific outcome (or impact)? 
Outcomes  impact 
What effects or outcomes do these outputs have? 
What longer-term goal or impact is the programme trying to achieve? 
STRENGTHS  
The Logic model: 
Reveals inter-relationships among programme elements; 
Describes elements of project work and its results in a way that encourages 
understanding between a variety of projects; 
Can be an effective tool to communicate the effect of your project s scope of work; 
Conveys the fundamental purpose of an initiative; 
Shows why the initiative is important; 
Shows the intended/anticipated result from an initiative; 
Depicts the actions/causes expected to lead to the desired results; 
Serves as the basis to determine whether planned actions are likely to lead to the 
desired results. 
WEAKNESSES 
It can be difficult to understand the logic if people do not share the belief in 
causality;  
It does not identify resource use; 
It does not specify the scope for an evaluation, except in the sense that it shows what 
should happen and therefore guides attention to this; 
It does not identify any support that may be needed. 
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OUTPUTS OUTCOMES  IMPACT RESOURCES
/INPUTS  
Activities Participation  Short-
term 
Medium-
term 
Long-
term 
       
What we 
invest  
What we do Who we reach   What the 
short-term 
results are 
What the 
medium-
term 
results are 
What the 
ultimate 
impact(s) 
is/are 
A B C D E F 
S 
I 
T 
U 
A 
T 
I 
O 
N 
Staff 
Money 
Materials 
Equipment 
Technology 
Partners  
Draw up 
contract with 
partner 
organisation  
Agree on course 
curriculum  
Identify and 
invite 
participants  
Appoint trainers  
Make logistical 
arrangements 
(flights, visas, 
hotel 
accommodation) 
50 researchers 
and extension 
workers per 
region  
Learning 
New skills 
developed   
Shared 
experience 
with other 
participants    
Action 
Staff 
become 
motivated  
Project 
better 
managed 
which 
results in 
cost-
effectivenes
s  
Monitoring 
of projects 
enhanced   
Additional 
funding 
from donors
Condition
s 
Enhanced  
organisatio
ns   
ACP 
countries 
better 
equipped to 
meet the 
Millennium 
challenges   
ASSUMPTIONS 
Provided there are adequate facilities 
for good conduct of the course 
Provided the right participants are 
selected 
Provided the participants are willing 
to share the new knowledge   
ENVIRONMENT 
Influential factors  
New policies of donor agencies 
Government policies on bilateral co-operation 
Supportive working environment. 
Figure 3:17:  Logic model for a regional course on project cycle management               
(Source: adapted from UW-Extension Programme Development Logic Model) 
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PI: Introduction  
This section of the Toolkit provides an overview of the different aspects of data 
collection. These descriptions of implementation (PI) tools state why each is useful and 
how they may be used. The tools are: 
SWOT analysis (PI1) used to gather and analyse information on the environment in 
which the product/service is operating; 
Questionnaire design (PI2)  shows you how to structure questions to gather quantitative 
information and how to ensure they elicit answers you can use; 
Focus group discussions (PI3) a group interview tool enabling you to find out what the 
users think and feel. You can generate useful qualitative in formation quickly; 
Case studies (PI4) helps you to identify and reflect on lessons learned from past 
successes and failures of your product or service with a view to ensuring that learning 
takes place; 
Conducting individual interviews (PI5) shows you how to identify who to interview, and 
how to ensure you obtain useful information from them; 
Creative techniques (PI6) looks at how you can encourage people s active participation 
in the evaluation process; 
A fter A ction Review (PI7) helps you find information on the performance and output 
of the project; 
Data analysis (PI8) explains the stages involved in making sense of the data you have 
collected, whether it was quantitative or qualitative. 
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Data collection 
Data is unrelated pieces of information without context. Information is data in context 
and therefore related. Knowledge is information which can be used to make decisions. 
Wisdom is a combination of knowledge, experience and intuition.
      
Ulrich Schiefer (2005) 
All evaluations will require the collection of data which will inform the decision-making 
process and promote learning. Primary data can be distinguished from secondary data. 
Primary data are collected directly and specifically for a purpose: sources may include 
questionnaires, interviews and focus groups (see Table 3.8 for more examples of primary 
data sources). 
Secondary data have already been collected for some purpose other than the current 
evaluation: sources may include reports, newspaper reports, project monitoring sheets, 
progress reports, etc., (see Table 3.8 for more examples of secondary data sources). 
This section highlights the main issues surrounding data collection: choosing an 
approach to data collection; how to go about choosing the right data-collection method; 
when and how to sample; and the quality of information collected.  
Choosing what type of data to collect 
There are no hard and fast rules for data collection. As an evaluator, you need first to 
decide why you are doing the evaluation, what sort of questions you want answered and 
the way that will provide the best framework. (See Figure 3.18). This judgement will lead 
you to take a decision on which methodology should be used qualitative (e.g. case 
studies, creative techniques and focus groups), or quantitative (based on statistical 
analyses of questionnaires), or a mix of the two. Herman et al. (1987) make the following 
observation:  
There is no single correct approach to all evaluation problems. The message is this: some 
will need a quantitative approach; some will need a qualitative approach; probably most 
will benefit from a combination of the two.
Second, once the evaluation design has been decided, the following steps should be 
undertaken: 
List the questions raised by the stakeholders and cluster related questions; 
Identify methods which can be used to answer these questions; 
Look at possible alternative methods, taking into consideration the available 
resources (e.g. time and cost constraints, staff availability, etc.), see Table 3.8.  
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Quantitative data 
Quantitative methods, such as surveys and experiments, yield quantitative data. 
Quantitative data are numerical, and are relatively quick to summarise, compare and 
generalise. The strength of the quantitative (numerical) approach is that its methods 
produce data that can be generalised to a much larger population. Provided you choose a 
representative sample (see the section on sampling) you can generalise your findings 
from a small number of people (say 50) to a very much larger group (say 1000). So this is 
very efficient, but it is not always easy to do in resource-poor settings. The important 
thing is to recognise the limits of what you are doing, and interpret your findings 
cautiously.  
The greatest weakness of the quantitative approach is that you gain limited understanding 
of the meanings and context of action and behaviour.  
Qualitative data 
Qualitative methods (SWOT analysis, P11; focus groups, PI3; case studies, PI4; creative 
techniques PI6; After Action Review, PI7 use many non-numerical sources, such as 
words, pictures and plays, as data. The advantage of using qualitative data is that they 
provide rich and detailed information about the stakeholders perspectives, including a 
context and explanation for their behaviour. Furthermore, qualitative methods can be 
used to elaborate the facts provided by quantitative data. 
A disadvantage is that collecting and analysing qualitative data is relatively labour-
intensive and time-consuming. Also, the findings cannot usually be generalised.  
Combining qualitative and quantitative approaches 
It is often worthwhile to use a multi-method approach, combining quantitative and 
qualitative data collection and analysis methods, both to gain greater understanding and 
to increase the reliability of the findings. Choosing the data to be sought for your 
evaluation depends mainly on the answer to the why question of your evaluation. Some 
elements to take into account are: 
At the local level, in-depth, qualitative information will probably be more suitable 
than general statistics if what you want to do is to learn lessons about where to 
concentrate your efforts to improve matters;  
Potential investors/ funding agencies may require valid statistical data at regional or 
national level;  
The money, time and human resources available will put boundaries on what is 
possible at any one time;  
It is necessary to think about whether time is an important element. If you want to 
measure change of any kind, time is obviously important, but often all you really want 
to know is what is happening currently. The time element may creep in later when 
you compare your results with those analysed a year ago. 
If you have chosen which data you need, you will need to decide what to apply and 
when. It is of the utmost importance that you plan how the different methods will 
complement each other. Some examples of using different types of data are case studies 
and participatory learning approaches. 
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Participatory learning approaches 
It is important for you to collect information in a participatory way, in a manner that is 
responsive to the stakeholder s interests, and by a process through which all voices are 
heard. The participatory method is based on: 
Use of visual rather than verbal techniques; 
Group-based activities; 
Seeking reversals of learning , where the poor become the experts and the experts 
become the facilitators. 
This results in the following advantages: 
Flexibility in the ways you can collect data; 
Receptiveness to new and unexpected ideas; 
Free flow of communication; 
Empowerment of the people involved; 
Facilitation of the validation of information collected. 
For the evaluation to be successful, the stakeholders have to be included at every stage of 
the evaluation this includes conducting research, and collecting and analysing data. 
They are also valuable as a point of reference for validating the data used in the 
evaluation. Examples of participatory tools in the Toolkit are focus group discussions 
(PI3) and creative techniques (PI6). Other examples of participatory tools include rich 
pictures, electronic fora, card systems as visualisation techniques, and Venn diagrams.  
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Table 3.8: Types of data and data-collection methods 
Type of data  Characteristics Advantages Disadvantages 
A. Primary data  
 Qualitative 
After Action Review, focus 
group discussions, SWOT 
analysis 
Multiple perspectives, 
new insights, facilitator 
can build on preceding 
questions 
Wide range of 
different viewpoints 
The weak may be 
afraid of speaking 
Creative techniques Fairly unstructured tool 
which can provide 
understanding of the 
current situation 
Assist with clarifying 
objectives and the 
roles of different 
participants 
May not provide the 
most relevant 
information 
Direct observation  Direct observation 
during some of the 
activities 
Useful exercise Some participants 
might find the 
presence of an 
observer restricting 
Quantitative 
Sample surveys 
Self-administered 
questionnaires (mini-survey) 
Predefined questions: use 
structured questionnaires; 
limited number of mostly 
close-ended questions  
Data can be collected 
and analysed within a 
few days 
No control for 
misunderstood 
questions, missing 
data or untruthful 
responses 
Face-to-face individual 
interviews 
Sample users  Data can be collected 
and analysed quickly; 
opportunity to gain a 
first-hand impression; 
Yield richest data, 
details, new insights 
Expensive in terms of 
logistics (time, place, 
privacy, access, etc.). 
Often requires 
lengthy data-
collection period 
Questionnaires administered 
by telephone 
Predefined questions: use 
structured questionnaires; 
limited number of mostly 
close-ended questions 
Inexpensive. Suited 
for short and non-
sensitive topics 
Eliminates those 
 without a telephone. 
There can be mis- 
understanding in 
communication. 
Intrude on people s 
privacy 
B. Secondary data: literature review 
Newspaper articles; records 
in diaries, scrapbooks, 
findings and 
recommendations of  past 
evaluations and of similar 
organisations; records of 
lunch discussions; plan-and-
review days; documentary 
evidence from community, 
public events; attendance 
registers; relevant project 
documents, etc. 
Wide-ranging; provides 
overview of the topic 
under investigation 
Written from 
different perspectives
Sources may be 
unreliable 
Figure 3.18:  Questions which need to be answered before carrying out an evaluation 
(Source: Open University, T860: Environmental Decision Making: A Systems Approach)      
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How to go about choosing a data-collection technique 
There are several techniques that can be used to collect data. This Toolkit looks at the 
following: routine records, SWOT analysis, questionnaire to support a survey, focus 
group discussions, case studies, individual interviews and creative techniques. Table 3.7 
gives an overview of the advantages and disadvantages of various data-collection 
methods. 
Routine records 
You will find that routine records of your activity can be a cost-effective and valuable 
source of data for evaluation. These might be data from log books, registers, personnel 
lists, receipt books, accounts, contact databases, etc. This provides information on the 
number and background of people using your product or service, types of information 
consulted, when people use the service, ideas and comments, etc. 
If you are not already keeping these types of records, it is advisable to start now and train 
your staff to keep them up-to-date with accurate and complete information. In all cases it 
is important to maintain regular (weekly, monthly) tabulations and summary reports. To 
do this, you can construct tables in which you count and summarise relevant data and 
perhaps display them as charts or graphs.   
These records can be used to spot trends, to notice which categories of people are using 
(or not using) your service or product. Also, they can be used, with information drawn 
from expenditure, to look at the relative cost-effectiveness of different activities.  
SWOT analysis 
SWOT analysis is used to analyse the environment in which the product/ service is 
operating. It can also be used to analyse the decision-making process behind the 
product/service. As such, it is useful in helping you to develop recommendations in your 
evaluation. 
A good SWOT analysis is dependent on how the information is gathered for the matrix. 
A good SWOT analysis should include a wide spectrum of stakeholders representing 
various viewpoints. See tool PI1. 
Surveys 
Surveys are quite commonly used during evaluations, especially for obtaining information 
about opinions and attitudes of the target group. Survey findings can usually be analysed 
quantitatively. The cheapest surveys are those that are short, simple and self-
administered. The main problem is non-responses 
 
people not being there when the 
questionnaire is being distributed, or not wanting to participate in the survey. 
Creating a good questionnaire requires knowledge and skill question wording and 
sequencing are very important in obtaining valid results. See tool PI2. 
Focus groups 
Focus groups comprise a small group of persons to be surveyed/ interviewed to provide 
information relevant to the evaluation. The usefulness of focus groups depends on the 
skills of those moderating the group, and the method used to select the group. Focus 
groups are popular because they are not very expensive and are quick to administer. See 
tool PI3. 
Case studies/stories/anecdotes  
A case study is a qualitative analysis of your product or service in relation to how it 
developed, and how it is being used and perceived currently. The choice of how many 
case studies are undertaken, and to what depth, will be influenced by the purpose of your 
evaluation. Case studies are usually based on multiple methods (interviews, focus groups, 
questionnaires, documentary, web research, etc.) and involve multiple sources (the people 
directly involved, target group representatives, other stakeholders, etc.). 
The stories and anecdotes the data yield can be understood in context to help your 
analysis, but they can also liven up a report and give statistics a human touch. See tool 
PI4. 
Interviews 
Interviews are also part of a survey. You can ask people questions via different routes 
and different media. You can use interviews (either individual or group interviews), either 
face-to-face or over the telephone, or asynchronously via e-mail, the web or regular mail. 
These interviews can be unstructured, semi-structured with a checklist, or based on a 
questionnaire.  Do not forget that asking your own colleagues is an excellent starting 
point for collecting data. Often they will have ideas about what questions should be 
asked, and of whom. See tool PI5. 
Creative techniques 
These participatory techniques cover the use of drawings and role-play to obtain a range 
of views from different users about the information product. Here you will need the 
necessary skills to help people to feel comfortable with each other and to open up. These 
techniques are fairly easy to use and inexpensive, but you need time and energy to get the 
co-operation of different people. See tool PI6.  
After Action Review (AAR) 
AAR is a tool which can be used during or at the end of the information project. It helps 
to give insights into what happened or why it happened, what went well, what needs 
improvement, and what lessons can be learned from the experience. It is a simple tool to 
use and is useful in giving various stakeholders an opportunity to share their views and 
ideas. See tool PI7.  
When and how to sample 
You do not have to examine your whole target group to form a useful picture of what 
you want to know. It is usually more practical to examine a subset or a sample of the 
group to gain the answers you seek. How you collect data is at least as important as how 
you analyse it. In particular, a sample should be representative of the whole target group, 
and random sampling is the best way to achieve this. The word random has a very 
specific meaning for statisticians. Sometimes there are lists (registers, database of users 
for example) which you can use to draw your sample randomly. However, these lists 
have to be complete and up-to-date to be useful. Geographical locations on maps might 
also be available for you to select places (and then the people living in those places) for 
your sample. Where there is sufficient detail known about this bigger picture, a 
representative sample can be selected that makes confident generalisation possible. 
However, many studies 
 
probably most of those undertaken in resource-poor situations 
do not find samples this way. Of necessity, they adopt another strategy to achieve 
acceptable accuracy at an acceptable cost. There are a number of alternatives which can 
give useful results. 
Based on your knowledge of your area, you could draw up a quota sample. Here, the 
number of individuals or households in a set of sub-classes is estimated, and interviewers 
are assigned a quota of interviews or observations to make. A specified number of 
people (selected by geographic location, age, gender or group membership) are chosen.  
Apart from the fact that you may be mistaken in the basis for selecting people (which 
would make their answers not useful for you), the more freedom the field worker has, 
the more likely they are to cut survey costs but also to introduce bias. The tendency of 
interviewers to select, within quotas, people who are all similar can lead to an 
underestimate of the variability within a population. Nevertheless, despite the problems 
inherent in using quotas, it is sometimes better to have a quota sample than, for example, 
no sample, or a sample obtained at an unreasonably high cost. 
Note: when you use a quota sample, you have to be careful with determining the quotas 
and adding up the results. This is because some groups might be over-represented and 
others under-represented, which will influence the averages. For example, to evaluate the 
use of a newsletter for children under 18, you take a three equally sized quota samples of 
20 children in your village: (1) no formal education; (2) finished primary school; (3) 
finished secondary school. In reality, 60% of the children in your village did not receive 
any formal education, 30% finished primary school and only 10% finished secondary 
school (Table 3.9). The results show that the highest proportion (10 out of 20) of the 
target group are in category 3, who have good reading skills because of their education. If 
you add the number of readers of the three groups together, and average them, you 
would find an unrealistically high proportion of readers.  
Table 3.9:  Results of a village readership survey based on a quota sample  
Collected data number of 
readers per quota sample 
Actual population average  
No formal education 1 out of 20  1 out of 20 for 60% of 
the population 
Finished primary school 3 out of 20  3 out of 20  
 
for 30% of 
the population 
Finished secondary school 10 out of 20 10 out of 20 for 10% of 
the population 
Average number/ 
percentage of target group 
under 18 in the village 
14 out of total 60 = 23% Readers 13%  
 This example shows a difference of 10% of the target group when you take into account 
the actual distribution in the village child population of those who attended school. 
In a qualitative study you might take theoretical samples. You continuously ask 
yourself:  
What group (or event) do I investigate next so as to explore the questions in more 
depth?  
Can I find examples to contradict what I believe to be happening? Search for 
infrequent occurrences as well as typical ones compare them to detect possible 
reasons for difference. 
Often you are obliged to select a convenient (or purposive) sample of data that is easily 
accessible. The sample is selected according to the purpose of the study while trying to 
make it as representative as possible, taking account of likely differences between people. 
No matter what kind of sample you select, it is important that its limitations are 
considered when you draw conclusions. In interpreting your findings, you should think 
about the limitations of the data collected  what biases may have been introduced? Here 
you will have to use your judgement based on experience as well as seeking expert views. 
Table 3.10 summarises the three most common types of error you can make in your 
sampling.  
Table 3.10: Three types of error and their remedies 
Type Cause Remedy 
Sampling error Using a sample and not the 
population 
Larger samples needed, 
reduces but doesn t 
eliminate the problem 
Sample bias Those selected to 
participate did not do so, or 
did not provide adequate 
information 
Try to reach the non-
respondents  
Response bias Responses don t reflect the 
true picture, perhaps 
because the questions were 
misunderstood 
Careful pre-testing to revise 
misunderstood questions 
(Source: Westat,  2002, p 32) 
Quality of information collected 
There are a number of issues you need to take into account while collecting, analysing 
and interpreting your data.  
Reliability 
The data collection methods you use to need to be reliable. By reliable we mean that the 
method used should give comparable results when used repeatedly. For example, does 
the way you pose questions in the questionnaire help you to gather reliable data? You 
might, for instance, ask the question How many books did you borrow the last time you 
visited the library? to determine the resource materials borrowed. However, the person 
may have borrowed pamphlets and magazines as well as a book. A better question to ask 
is shown in Table 3.11. 
Table 3.11: Example of a question to find out how people are using a resource 
centre: How many of the following did you borrow? Tick every box that applies 
and enter the number if it was more than 1. 
Resource materials consulted Quantity 
Books   
Pamphlets  
Report  
Magazines  
Other, please specify ..  
 
Another reason why your test may not be reliable could be the way in which your 
questionnaire is designed. For example, there may be printing mistakes the fill-in boxes 
might be switched with the correct answers, so you are not sure what was ticked. Can 
you see how the example in Table 3.12 below might cause confusion?  
Table 3.12: Example of a confusing box  
 
How satisfied are you with the newsletter?     x 
One way of ensuring reliability would be to test your data-collection tool on a small 
number of people (preferably similar people to those who will be involved in your 
evaluation) so that you can identify any difficulties before you use the tool, and make the 
necessary changes.  
Validity 
Your results will be useful only if they are true to reality. Valid methods to collect data 
ensure that the variables used are appropriate measures of the concepts, and that accurate 
results are produced. So counting the number of times a person uses a service is not a 
valid measure of the service s effectiveness in changing that person s behaviour 
 
but 
observed behavioural changes might be (given an experimental study design). I can ask 
you if you liked this radio programme, but you may say yes to be polite. If I ask you first 
do you listen to the radio? and when you answer yes ask what do you like listening to 
most?  I may find one programme is mentioned much more often than others. If this is 
further confirmed by an independent study, my results are further validated, and I can 
indeed believe this is a well liked programme. I might then go on to look for an 
explanation. 
Your data show that most of the people using your product are educated men. Is this 
because your product is, indeed, mostly used by them, or is it because your data 
collection did not reach the women who may be using it? Here you will need to look 
closely both at the design of your study, how you selected the sample, and how the data 
were collected to ensure they did not unwittingly cause women to be under-represented 
for any reason.  
Statistical analysis 
Make sure the data do not contain errors. If possible, you should consult a statistician in 
the early phases of study design unless you are knowledgeable in this field. In general you 
will get a good sense of what is going on by counting totals per group. Computer 
spreadsheet programs such as EXCEL are capable of calculating frequencies, percentages, 
averages (mean, median and mode) and doing cross-tabulations.  
For in-depth analysis of the data, you will need more complex statistical tests such as t-
test, factor analysis and correlations, for which there are several good statistical packages 
available. Here a more profound knowledge of statistical analysis is needed. Fortunately, 
only the most complex analyses will need these; most evaluations do not. 
Qualitative data analysis 
Depending on your purpose, there are a number of different ways to analyse the in-depth 
reports, notes and transcripts that have been collected. The information should be 
structured and prepared in a way to facilitate analysis to the level of detail that is needed 
for your purpose. Then the labour-intensive task of coding and categorising your data 
will enable you to identify themes and patterns. Your analytical skills will be crucial for 
the quality of the analysis. 
General issues relating to interpretation of your data 
There are a number of difficulties which can arise in the interpretation of the data. These 
may relate to confusion over significance of the result trying to discern what the 
difference is between significance in the statistical sense and significance in the 
practical sense. Something that may be statistically significant may have no practical 
relevance. Also, because statistical significance is an arbitrary cut-off, something of 
practical significance may not be statistically significant. Use your practical judgement to 
assess the value of your quantitative findings.  
Another problem you might encounter relates to precision and accuracy 
 
these two 
terms tend to get confused a lot. Estimates can be precise without being accurate, a fact 
often glossed over when a computer output contains result specified to the fourth or 
sixth decimal place.   
The issue of causality is a particularly tricky one, because causality is the very reason 
why most statistical correlations are done. Yet correlations, however strong, are only 
indicative there may be confounding variables that are the real cause, yet nothing is 
known about them. See tool PI4.   
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PI1:    SWOT analysis 
Writer:    Lola Visser-Mabogunje 
Collaborators:   Jaison Chakanyuka, Mark McQuinn 
INTRODUCTION 
SWOT is the acronym for strengths, weaknesses, opportunities and threats. It is a 
valuable and versatile tool for both organisational analysis and deciding between the 
strategic options facing a group of stakeholders at a given time. Rather than guessing the 
best decision, you analyse an organisation s current and potential position. 
The SWOT analysis is drawn in the form of a matrix (Table 3.13). It identifies how to 
maximise the potential of the strengths and opportunities of a product or process while 
minimising the impact of the weaknesses and threats. The analysis usually takes into 
account internal factors such as human resources, management, staff commitment and 
barriers (strengths and weaknesses), and factors external to the evaluation (opportunities 
and threats) such as a change in government policy, resistance from stakeholders, 
complex funding agency requirements, reduced budget, stiff competition from 
competitors, etc.  
Table 3.13: SWOT analysis matrix   
POSITIVE NEGATIVE 
Potential strengths Potential weaknesses 
In
te
rn
al
 
Positive characteristics and 
advantages of the activity/service 
Negative characteristics and 
disadvantages of the activity/service 
Potential opportunities Potential threats/constraints 
E
x
te
rn
al
 
Factors which can benefit, enhance 
or improve the information activity 
Factors which can hinder the 
information activity  
WHY? 
This section shows you how to use the SWOT technique to assess the external 
environment in which the information product/service takes place, as well as providing a 
quick tool to review how well you have planned the evaluation itself and what factors can 
influence success in your evaluation.   
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Planning activities, or a product or service 
SWOT analysis helps you to: 
Understand the environment in which you operate; 
Identify the strengths and weaknesses of the organisation and the available resources; 
Identify the opportunities for promoting your product or service; 
Identify the possible threats which can affect success (this includes power relations 
between stakeholders and within the organisation itself, as well as the influence of 
stakeholders on the project).  
Evaluating activities, a product or service 
It is particularly useful to undertake a SWOT analysis when you are doing an evaluation 
for the purpose of organisational learning. Participants then can reflect both on the 
organisation and its activities. Be aware that, while an evaluation is required for 
accountability purposes, a SWOT analysis may be perceived as a threat in itself. SWOT 
analysis helps to: 
Look critically at how you will turn your findings into action (PR3); 
Identify where resources need to be allocated, both within the organisation and 
externally; 
Identify those stakeholders who may or may not be useful to the evaluation exercise; 
Provide a basis for assessing core capabilities and competencies; 
Provide a platform for sharing different understandings and perceptions among 
different groups and sectors; 
Draw on a wide set of experiences, thus ensuring that most of the key points are 
captured and taken into account; 
Produce an output that forms an agreed basis for subsequent analysis and decision-
making; 
Make a coherent contingency plan for the evaluation. 
HOW? 
(The process is the same whether you are planning a new activity or event, reviewing an 
ongoing product or service, or preparing the ToR for an evaluation). 
Your SWOT analysis is a strategic balance sheet where strengths can be thought of as 
assets (resources), and weaknesses as liabilities, and where opportunities and threats may 
become future assets or liabilities, respectively. Careful preparation is needed so that 
people participate constructively.  
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Stages in conducting a SWOT analysis:  
Step 1   Essential groundwork 
Establish your objective. Are you looking at one product or many? Are you thinking 
of offering a service to a new group of people? 
Select an appropriate skill mix of participants/ contributors. They should know about 
the topic that is addressed by your objective. The more stakeholders that are 
involved, the more comprehensive the analysis is likely to become. However, you 
need to trade off this additional knowledge against the costs (and opportunity costs) 
of involving more people; 
Gather enough data on the subject you would like to discuss, and distribute 
background information to participants well in advance of the first meeting so that 
they have time to think about it.  
Step 2   Preparing to conduct a brainstorming session 
Facilitator:  If you do not have a good facilitator in-house, try to find someone who 
can fulfil this role effectively. Good facilitators encourage an atmosphere conducive to 
the free flow of information, listen carefully and respectfully, and know how and when to 
stop participants from drifting away from the subject. 
Group size: This can be decided on the basis of number of participants (large groups 
can be broken into smaller groups of around 10 people to maximise output). 
Resources: You ll need a flip chart and markers, or any other means of keeping a 
record of the discussion so the group can refer back to points made earlier.  
Step 3   Help people to be constructive by briefing workshop participants on 
The procedure: 
Objective of the meeting; 
Purpose and type of evaluation (see SMART Toolkit Handbook, chapter 2); 
Various actors and stakeholders who will be involved; 
Scope, time frame and geographical coverage of the evaluation; 
Resources available;  
How the evaluation results will be disseminated and lessons learned acted upon (see 
tool PR2). 
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Step 4   Some suggestions of issues to be discussed   
This case study shows how a SWOT analysis with a brainstorming session 
can clarify issues so as to plan action.  
GABRIMA Development Centre (GDC) is a training institute in Okokomaiko 
in Nigeria. Over the past 5 years the level of enrolment at the Centre has 
dropped considerably, resulting in a loss of revenue and staff redundancies. Two 
other management training centres in the same town are operating at a profit; 
and their enrolment figures have quadrupled within the past 3 years. These 
centres are equipped with the latest technologies and have state-of-the-art 
libraries.  
In December 2004, following a restructuring at GDC, a new Director was 
appointed. He is described as dynamic and a man with vision . The Director s 
immediate objective was for GDC to become viable within the next 2 years. He 
consulted a strategy planner who advised him to conduct a SWOT analysis of 
the institution. One of his first actions was to encourage the staff to conduct a 
self-evaluation exercise in order to identify the strengths and weaknesses of the 
institute, and the opportunities and threats facing it. A brainstorming session was 
convened and an external facilitator was engaged to facilitate the process. Based 
on the discussions, a list of strengths, weaknesses, opportunities and threats was 
compiled using the SWOT analysis matrix (see Table 3.14). 
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Table 3.14:  SWOT analysis: views of GDC staff during brainstorming 
POSITIVE NEGATIVE 
STRENGTHS WEAKNESSES 
Internal positive aspects under your control and 
on which you may wish to capitalise 
Internal negative aspects under your 
control (to a large extent) which you 
may plan to improve 
I N
 
T 
E 
R
 
N
 
A
 
L 
Years of proven experience in training  
Training facilities and infrastructure already 
established 
Availability of extra-curricular activities 
Proximity of facilities to train station and 
shopping centre 
Good management structure 
Established systems and procedures  
Effective cost-control programme 
Experiences in collaborating with other 
organisations 
New, dynamic and visionary leader   
Outdated technical knowledge 
High rate of absenteeism among staff 
Absence of method for monitoring success or 
failure 
Poor competitiveness and exorbitant school 
fees 
Non-motivated staff 
Weak planning  
Insufficient funds to invest in high-technology 
programme 
Lengthy courses of 3 months 
No reliable access to computers and distance-
learning facilities 
Poor entrepreneurial and marketing strategy  
Lack of staff awareness of mission, objectives 
and policies of the organisation 
Low recruitment and retention levels of staff 
due to unattractive terms and conditions of 
employment 
Inadequate institutional capacity resulting in 
heavy dependence on part-time lecturers in 
courses such as monitoring and evaluation 
Absence of a systematic approach to quality 
assurance constraining the development of 
management and administrative structures with 
regard to capacity building 
Little emphasis given to recruitment of 
international students from neighbouring 
countries 
Inadequate library facilities limiting academic 
development 
Limited sports facilities and other campus 
activities 
Limited accommodation available on campus 
Poor public perception of the Centre  due to 
absence of a public relations strategy 
Experienced staff leaving for greener pastures 
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Table 3.14 (continued): SWOT analysis: views of GDC staff during brainstorming  
POSITIVE NEGATIVE 
OPPORTUNITIES THREATS 
Positive external conditions you do not control which 
you can plan to take advantage of 
Negative external conditions you do not control but 
the effects of which you might be able to minimise 
E
X
 
T 
E 
R
 
N
 
A
 
L 
New government policies favouring organisations 
involved in running training courses 
New possibilities for co-operation 
New target groups 
High demand for new courses 
Satisfied customers and ex-students 
High demand for specialised courses in project 
management 
Reduced import duties on learning materials 
Increased expatriate quota for training institutions 
High demand for training in knowledge 
management 
Availability of state-of-the art technology for 
training 
New leadership in the institution with a vision and 
willingness to improve performance 
Internationalisation of activities  recruitment of 
international students 
Diversification of revenue sources through better 
exploitation of consultancy assignments 
Strategic alliances and partnerships with 
institutions of international repute 
Exploitation of multilingual assets to become a 
regional multilingual centre  
Government recognition of use of distance 
education as an asset to increase access to 
information 
Negative trends in the training sector 
Unstable political situation 
Unfavourable tariffs on importation of 
computers and training equipment 
Poor economic environment 
High crime rate in the country 
Competition from other management centres 
Inappropriate funding that limits scope of future 
growth and productivity 
Free management courses provided by Ministry 
of Education for its staff 
Proliferation of management training centres 
Absence of an effective national regulatory 
framework for accreditation of certificates from 
management training centres 
Inadequate public transport facilities after normal 
working hours 
NOTE: One way to counteract misuse of the SWOT is to gather information from a 
variety of persons, i.e. by involving a mix of skills in the brainstorming exercise. 
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Step 5  Analysing results of the brainstorming session 
From Table 3.14, you can see that a lot of data have been generated during the 
brainstorming session, but in order for this information to be useful GDC will need to 
set its priorities by: 
Reducing the list of strengths and weaknesses to no more than five distinctive 
competencies and debilitating weaknesses; 
Reducing the list of threats and opportunities to the five most important issues. 
A word of caution: when conducting a SWOT analysis, you need to be clear and tightly 
focused about the threats and opportunities. Opportunities and threats are not absolute. 
What at first might seem to be an opportunity may not emerge as such when considered 
against the resources of the organisation or the expectations of the community. It is 
often said that the greatest challenge in SWOT analysis is to make a correct judgement 
that will benefit both the institution and the community. Only you can decide what are 
the opportunities and threats.  
For instance, using university students to collect data might be an opportunity for you 
and the university in respect of cost-effectiveness and learning opportunity, but a local 
market research company might see this as a threat to its existence.  
Making use of the findings of the SWOT analysis 
The findings of the SWOT analysis can be used by GDC as a point of reference for 
further planning and as a basis for the next mid-tern evaluation, as this will not only 
provide a background for the Evaluation Team, but will also help GDC in drafting the 
ToR for the evaluation. 
STRENGTHS 
Provides a structured and concise format that helps you plan an evaluation; 
A lot of information can be included in a small amount of space; 
SWOT analysis is a good basis for assessing core capabilities and competencies; 
It is a stimulus for participation in a group;  
It takes into account multiple perspectives; 
It is not complicated to use as an outline. 
WEAKNESSES 
It may reflect a person s or group s perspectives and viewpoints on a situation. 
SWOT analysis can be misused to justify a previously decided course of action, rather 
than used as a means to open up new possibilities. This could distort an evaluation 
undertaken for institutional learning; 
It can provoke disagreements do not underestimate the political sensitivity of this 
tool! 
The discussion about threats and opportunities is only as good as the organisation s 
awareness of the external environment. 
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DOs and DON Ts 
Do: 
Ensure all participants support their points with concrete examples. SWOT analysis 
must be as objective as possible so as to provide a context in which possible 
responses to the threats and opportunities can be generated and subsequently 
evaluated; 
Record the minutes of the brainstorming session and distribute them among the 
group if possible; 
Choose the right people for the exercise, preferably people with different skills; 
Choose a suitable facilitator;  
Ensure that there is no hidden agenda; 
Prioritise when identifying the strategic options in the final analysis.  
Don t: 
Merely list errors and mistakes; 
Lose sight of external influence and trends; 
Ignore the outcomes of your SWOT analysis at later stages of the planning process 
of your evaluation; 
Try to disguise internal weaknesses;  
Allow the SWOT analysis exercise to become a blame-laying exercise.    
SOURCES 
Austrainer in association with globacourseware.com: Developing your strategic SWOT 
analysis . http://www.austrainer.com/archives/1397.htm. 
Balamuralikrishna, R. and Dugger, J.C. (1995) SWOT analysis: a management 
tool for  initiating new programs in vocational schools. Journal of Vocational and 
Technical Education 12(1) (e-journal): 
http://scholar.lib.vt.edu/ejournals/JVTE/v12n1/Balamuralikrishna.html
 
Berkowitz, E.N., Kerin, R.A., Hartley, S.W. and Rudelius, W. (2000) Marketing, 6th edn. 
Boston, MA, USA: Irwin/McGraw Hill. 
ERISA: Developing the Regional SWOT. 
http://www.erisa.be/RISI_IRISI/download/Guide_Book_RISI.doc
GENOMICS: A guide for public health: conducting a SWOT analysis. 
http://www.genomicstoolkit.org/moxie/gettingstarted/swot.shtml
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PI2:    Questionnaire design 
Writer:    Sarah Cummings 
Collaborator:   Bruce Lauckner  
INTRODUCTION 
This tool concentrates on guidelines for better questionnaire design. These guidelines 
follow common sense rather than hard-and-fast principles. However, it is easy to 
overlook them, just because they are so simple.  
Questionnaires are used to gather data from a potentially large number of respondents. 
Often they are the only feasible way to ensure the number of respondents is large enough 
to allow statistical analysis of the results. Using a questionnaire ensures that the different 
respondents answer the same questions on the same topics. A well designed 
questionnaire can gather information both on the overall performance of the activity and 
on specific components. If the questionnaire includes demographic questions about the 
participants, you can correlate performance and satisfaction among different groups of 
users. 
You need to be aware that designing a questionnaire is part of a multi-stage process that 
begins with defining clearly what you want to know, and why. Think about how you will 
use your results: what information do you need, and to what level of detail, so as to be 
able to take better actions in the future? Once you are clear about this you are in a 
position to ask the right questions and interpret the results sensibly. It s worth involving 
all members of the team when you are designing the questionnaire. Their input will 
ensure the data to be collected will give results capable of evaluating the product s 
performance. However, focus on common core issues so that the questionnaire does not 
become unmanageably long. Thus, although questionnaires may be cheap to administer 
compared with some other data-collection methods, they may be relatively expensive in 
terms of design time.  
WHY? 
Questionnaires are used to get information from several sources into a uniform data 
structure, which can then be entered into a template for analysis. The template nowadays 
is almost always a computer spreadsheet, which may be generic such as EXCEL, or 
attached to specialist software for survey or statistical analysis (e.g. SPSS). However, where 
computer access is limited and the data gathered are not too large, you can still collate 
responses to a questionnaire by hand on sheets of paper using the tallying method 
(crossing through 1111 to represent the fifth instance and then counting up these cross-
bar gates : 5, 10, 15 100.). 
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HOW?  
Step 1  Define the objectives of the survey and identify the respondents 
Before you start to design your questions, articulate clearly what problem or need is to be 
addressed by using the answers to the questions. Review why you are doing the 
evaluation and what you hope to accomplish by it. This provides focus on what 
information you need and, ultimately, on what questions should be used. It will also 
define who should complete the questionnaire. A sample CTA questionnaire, which has 
been modified, is given at the back of the tool, so as to give you an idea of the type of 
questions you can ask your target group. 
You may want to categorise respondents (by their role or their age, for instance) because 
you believe they use your service in different ways. Some groups of respondents may not 
be able to answer the same questions as people in other groups. So it may be necessary to 
structure the questionnaire so that certain respondents only answer parts of it, and other 
respondents answer other parts. Sometimes it may even be necessary to design more 
than one questionnaire to accommodate the different groups of respondents. 
It is important to remain aware of cultural practices and beliefs throughout: what 
vocabulary is appropriate; who may need to be approached for permission to ask 
questions (or be informed about what is happening); whether gender affects a 
respondent s accessibility; or who should be trained to interview.  
Step 2  Drafting the questionnaire 
Remember, responding to a questionnaire should be an interesting, stress-free 
experience. If respondents become bored, confused or irritated, the results you get back 
may be of little use. They are more likely to co-operate if they are told why you are asking 
the questions, and that their answers will be treated in strict confidence.  
Think about the order and layout of the questionnaire as if you had to fill it out. If the 
questionnaire is to be self-administered, is it attractive and professional looking? Is it easy 
to read? At the beginning of the questionnaire have a short introductory section that 
explains the purpose of your evaluation, and assures respondents that their answers will 
not have any negative implications and will be kept confidential. 
Are the questions interesting? Are there many questions on the same subject, or are the 
topics varied? Are some questions asked more than once? (Sometimes a few repeat 
questions are thrown in as a checking procedure, but this can annoy respondents.) Are 
some of the questions irrelevant? Are there questions that need to be asked which are 
not?  
Check that the vocabulary used is appropriate: age and level of education affect what 
words are meaningful to respondents. Ensure questions are unambiguous. Focus each 
question on one issue and avoid double negatives. Consider whether you know enough 
about the range of possible answers to use closed questions (where the set of possible 
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responses is specified in advance). Leave sensitive questions about personal information 
such as income and demographic details to the end. 
Note: 
Category responses need careful design 
How many years of education have you received?  
Design 1   Design 2  
a. Under 5 years  a. 0 4 years  
b. 5 10 years   b. 5 10 years  
c. 10 15 years   c. Over 10 years 
In design 1, somebody with exactly 10 years or with over 15 years of education would 
not know which answer to choose. Design 2 is better, but both designs are deficient if 
those with no education at all need to be identified. 
Ensure the categories displayed on the questionnaire cover all possible answers: 
How do you receive information? 
a. Radio/TV 
b. Newspaper 
c. Library 
d. Word of mouth 
e. Internet  
Are all possible information sources listed? To be safe, include a final category: 
f.     Other (state)  
This is an example of a closed question. If no categories at all had been offered, it would 
be an open question. 
When you design your answer categories, whether in words or in numbers, there is no 
fixed rule about whether you should allow people to choose from among an even 
number of answers (forcing them to choose whether they are more positive or more 
negative), or whether you should give them an odd number of choices (providing them 
with neutral ground). For example: 
What do you think of the newsletter? 
a. Very good   a. Good 
b. Good   b. Moderate 
c.  Poor   c. Poor 
d. Very poor 
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Closed questions can all be converted to numeric or quantitative data and produce results 
that are easy to summarise, compare and generalise. On the other hand, open-ended 
questions can be very useful for drawing out respondents and really finding out their 
views. But open-ended responses require time and effort to analyse, particularly in a 
survey with a large number of respondents. Questionnaires should include a final open-
ended question of the type: Do you have any further comments?
How many questions you ask is not only affected by what you need to know. People are 
more willing to complete a short questionnaire than a long one, and you should bear in 
mind the costs of analysing large numbers of questions particularly if they are open-
ended. You will find out in pre-testing the questionnaire how long it takes to complete it. 
You will also find out whether the people who are approached can spare that amount of 
time. 
There are some differences between self-administered questionnaires and interviewer-
administered questionnaires. Self-administered questionnaires require respondents to be 
both interested in, and capable of, filling in the answers. In other words, the 
questionnaire not only has to motivate recipients in some way through its importance, 
appearance and questions, but also has to be short and easy enough to complete to 
minimise fatigue, boredom or confusion. A covering letter explaining both how the 
results from the survey will be used and why the respondent has been approached should 
be worded persuasively. If respondents feel their views are valued, they are more likely to 
participate.  
Interviewer-administered questionnaires must be easy for the interviewer to read aloud, 
and must have instructions that reduce the chance of making a mistake. Interviewers 
(who need to be able to establish a rapport with strangers) should be trained to ask 
questions in a positive and respectful way. Teaching them how to approach a respondent 
initially, and how to respond if they are refused, is worthwhile. Try to avoid asking 
potentially embarrassing questions in the questionnaire.   
Be very careful with skip logic 5. Those who answer a question one way may be required 
to answer the next question(s); those who answer another way may be told to skip over 
inappropriate questions. The questionnaire needs to be very clear and unambiguous, 
particularly if it is to be self-administered.  
Step 3   Pre-test and finalise the questionnaire 
You should pre-test the draft questionnaire with a small number of people who are 
similar to your future respondents. This will reveal any difficulties respondents have in 
completing the answers, and also identify which questions are not giving the information 
required. This will help you to amend the draft before the final version of the 
questionnaire is completed. It will also alert you to any practical difficulties, including the 
needs of your survey staff. 
                                                
5 Skip logic assumes that not all questions are relevant to all respondents. For instance, if the answer to the question 
Have you read this newsletter is no then you skip the next few questions: did you find it interesting did the diagram 
on page 3 help you to understand , etc. and go on to the next relevant question: Do you listen to the radio . 
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Step 4  Administering the questionnaire 
If the questionnaire is interviewer-administered, the interviewers should be trained in 
how to complete the questionnaire. It is often possible to kill two birds with one stone 
and do this during the pre-testing of the questionnaire. When an interviewer administers 
questionnaires, do check that the time and place for the interview are convenient and 
private. Offer to call back at a more suitable time if necessary. State how long you expect 
the interview to last. 
Certain information will need to be given to the respondents, including: 
A brief explanation of the purpose of the questionnaire and an assurance that their 
answers will be treated as confidential;  
For self-administered surveys, instructions on how to fill out the questionnaire and 
what to do with the completed questionnaires; 
Do thank the respondent at the end of the interview, and if they ask to be informed 
of the outcome, do remember to take contact details and send them the information.  
Step 5  Review the questionnaires as soon as possible 
Check each questionnaire as soon as possible after the interview to ensure they have 
been completed properly. Supervision of interviewers is needed to maintain good data 
quality. Ideally, questionnaires should be checked before the evaluator leaves the area 
where they were filled in, so that if there are any issues to be clarified, this can be done 
on the spot. 
STRENGTHS 
Questionnaires are relatively cheap; 
They are the best option where there are a large number of people to collect opinions 
from; 
They ensure that responses of different people can be collated and compared; 
When they are well designed they are easy to use; 
They can be re-used at different times to build a picture of trends; 
They can be distributed widely using e-mail and analysed quickly using readily 
available software. 
WEAKNESSES 
Creating a questionnaire takes time and resources; 
Good questionnaire design is more difficult than most people realise. Badly 
constructed questions may lead the respondent s answers. Questions may also be 
ambiguous or invite socially acceptable answers. Farmers who do not keep records 
may not admit this when asked the simple question: Do you keep records? ; 
They cannot be used when researchers are unsure about the range of questions they 
wish to explore.  
  
197
DOs and DON Ts 
Do: 
Begin with easy general questions. This will put the respondent at ease, establish 
interest and build rapport; 
Keep it simple. Complex questions can confuse respondents and produce inaccurate 
results. Generally, the more words to a question, the more likely it is that the wording 
itself will influence the response. Try breaking up a long question into two shorter 
ones. Word questions so that everyone can understand easily;  
Think about the suitability of yes and no answers. These do not always adequately 
measure the range of opinion on a subject. Instead of asking Are you satisfied with 
the newsletter? ask How satisfied are you with the newsletter very satisfied, fairly 
satisfied, not too satisfied, or not satisfied at all? 
Put sensitive questions towards the end. Although many questionnaires tend to start 
with demographic questions, it may be best to leave these until the end. Some people 
are uncomfortable being asked about, for example, their income or educational 
qualifications.  
Don t: 
Assume knowledge. For example, if you ask a difficult or technical question, some 
(or perhaps many) people will answer without really understanding what that means; 
Use slang, cultural specific or technical words unless these will help the respondents 
understand the question; 
Ask leading or loaded questions. Ask What do you think of the services? rather than 
Are the services good? or Are the services satisfactory? . Avoid the use of strong 
words which might influence the response, e.g. highly effective government , 
prompt and reliable , etc.; 
Use the word not if you expect a yes or no answer. Use of not can lead to 
confusing double negatives; 
Ask more than one question at a time. If you use the word and in your question, 
you may be trying to ask several questions at once.  
SOURCES 
George H. Gallup International Institute. Guidelines for questionnaire design 
http://www.coolschool.k12.or.us/courses/190200/lessons/lesson6/conductingpolls.h
tml. 
Narins, P. (1999) Guidelines for creating better questionnaires. 
http://www.ryerson.ca/~mjoppe/ResearchProcess/QuestionnaireGuidelines.htm
 
O Brien, D. Questionnaire design . 
http://www.cc.gatech.edu/classes/cs6751_97_winter/Topics/quest-design/ . 
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SAMPLE EVALUATION QUESTIONNAIRE   
Kindly fill in the entire questionnaire     
1. Family Name   : _________________________________ 
2. Other names    : _________________________________ 
3. Profession   : _________________________________ 
4. Name of Organistion  : _________________________________ 
5. Position    : 
_________________________________ 
6. No. of years in present position: _________________________________ 
7. Official  address  : _________________________________       
: 
_________________________________  
Country    : 
_________________________________  
Telephone   : _________________________________  
Fax     : _________________________________  
Email    : _________________________________ 
8. Gender    Male___________Female___________  
9. Age bracket: (a) 16  25 (b) 26  35    (c)  36-45    (d) 46-55    (e) Above 55  
10. Educational level (Please ticket the highest level from the options below) 
 Technical Certificate/Diploma      Undergraduate Degree       MSc         PhD   
11.  Working Language: ___________Other languages:_________;__________  
12 Our records indicate that you have attended the following training    
course(s):_______________________________________________________ 
  
199
13. To what extent were the objectives of the training course made clear to you 
before you went to participate in the event? Please tick one of the options below.   
Not clear at all  Partially Clear  Very clear  
1 2 3 4 
14. To what extent were you satisfied with the way the course was organised?  
Please  tick one of the options below:  
Not satisfied  Partially Satisfied Highly satisfied 
1 2 3 4 
15. Please state one strong aspect on the organisation of the course: 
_______________________________________________________________ 
_______________________________________________________________  
16. Please state one weak aspect on the organisation of the course: 
_______________________________________________________________ 
_______________________________________________________________  
17. To what extent were the objectives of the course consistent with your own 
expectations? Please tick one of the options below   
Not consistent Partially Consistent Highly 
consistent 
1 2 3 4 
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18. To what extent did the course provide opportunity for networking amongst 
participants?    
Did not provide 
any opportunity
Partially Significantly  Highly significantly 
1 2 3 4 
19. To what extent did you benefit from one another s experience during the course?  
Did not 
benefit at all 
Partially Significantly  Highly significantly 
1 2 3 4 
20. Which of the following benefits did you acquire at the training course? Please tick 
all the appropriate options.    
I obtained new significant information on the topic   
I acquired new techniques/ skills   
Consensus was reached on suitable strategies or policies 
relating to course content   
I made useful new contacts  
21. Give two examples of the most significant information/ skills/knowledge that 
you acquired on the course  
_______________________________________________________________
_______________________________________________________________
_______________________________________________________________
_______________________________________________________________  
22.  Indicate two ways in which you have been able to apply the information/ 
skills/knowledge/ acquired? 
_______________________________________________________________
_______________________________________________________________ 
_______________________________________________________________
_______________________________________________________________ 
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23. Did you share the messages/lessons learned from the course with other people?  
Yes/No  
24. If yes, which of these methods did you use?  (Please tick all that apply).  
Back to 
office 
report 
Face-to-
face-
discussions
Teaching Writing E-
mail 
Websites Others (Please 
indicate)   
25. Do you think your efforts in applying and/or sharing the messages/lessons 
learned from the course have led to improvements in the performance of your 
Organistion?  
Yes/No  
26. If yes, please give one example of the improvements that have occurred.    
____________________________________________________________  
27. Have you benefited from other of our institution s services since attending the 
training course?  
Yes/No  
28. If yes, please indicate the type of service(s) 
_______________________________________________________________
_______________________________________________________________ 
_______________________________________________________________  
29. Has access to our service(s) helped you to make better use of the 
information/skills/knowledge acquired at the training course?  
Yes/No 
Since the training course, how many other courses have you attended dealing 
with a similar topic?     
_______________________________________________________________  
31. Please indicate the title, date and location of one of the training courses referred 
to in Question 30.   
_______________________________________________________________ 
______________________________________________________________  
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32. Who funded your participation at the training course mentioned in Question 31? 
______________________________________________________________  
_______________________________________________________________  
_______________________________________________________________  
33. To what extent did you feel that the information, knowledge and skills acquired  
at the other courses referred to in Question 31 reinforced those you acquired 
through this training? Please tick one of the options below.  
Not at all Partially Significantly Highly 
significantly  
1 2 3 4 
34. Kindly state any other observations you may consider pertinent to this evaluation 
exercise 
____________________________________________________________ 
____________________________________________________________ 
____________________________________________________________   
Thank you for taking time to fill out this questionnaire.   
(Source: CTA evaluation questionnaire for location-based seminars)  
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PI3:    Focus group discussions 
Writer:    Maartje op de Coul 
Collaborators:   Christine Kalume, Bruce Lauckner  
INTRODUCTION 
Focus group discussions are group interviews carried out in a systematic way with 
selected members of the community to provide information on a particular topic. They 
can be used at all stages from planning to evaluation. Information from focus group 
sessions is qualitative. They explore knowledge, beliefs, concerns and attitudes rather 
than collect statistical facts. The aim is to identify as many diverse of points of view as 
possible. 
You can choose to use focus group discussions when it is not necessary to show that 
30% of the group believes one thing and 70% believes another thing. When you want to 
understand what the community believes, and what are their misconceptions and 
questions, focus group discussions are an excellent way to bring out the differences in the 
community. 
A focus group usually has four to eight participants and is led by a facilitator. Larger 
groups than this are difficult to manage because a record needs to be kept of what is said 
by each person. Even if the interview is tape-recorded, it is very difficult to make out 
what people are saying if two people speak at the same time. The larger the group, the 
more likely it is that a couple of people will start chatting when someone else is speaking. 
The interaction between the moderator and the group, as well as the interactions 
between group members, is what makes focus groups work. More focus groups (two to 
four) on one topic will lead to a more complete view about the product or service. The 
questions are designed carefully beforehand. 
WHY? 
You may use focus groups if you are looking for:  
The range of opinions held by the users or beneficiaries of your product or service;  
Perceptions and ideas rather than numbers or percentages of the general population 
who hold those views and ideas;  
Ways to improve your product or service; 
Background information on quantitative data already collected; 
People s opinion about the accuracy or relevance of information generated by other 
means. So, for instance, a questionnaire survey established that 70% of the villagers 
have access to a radio which they listen to daily. One focus group may confirm this 
finding but another may qualify it by pointing out that generally women are 
working in the house while the radio is being played outside; 
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To identify important issues for a future questionnaire-based survey to evaluate your 
product or service. This also includes finding out about the vocabulary used by your 
users or beneficiaries so that they will understand your questions. 
HOW? 
There are three distinct phases to running focus groups: preparation, implementation and 
analysis. The steps within each phase will help you use this powerful qualitative tool. 
Preparatory phase 
Before you start, you must clarify the purpose of your evaluation. This helps you to 
decide what information needs to be collected and from whom. To conduct a focus 
group, you should follow these steps:  
Step 1   Write a plan and make logistical arrangements  
Write a plan. For focus groups, you also need to include criteria and specifications of 
the participants; 
Set dates and times that you expect to be suitable for the participants; 
Arrange a comfortable and convenient meeting place, where people can sit in a circle. 
It is important to have a meeting place that is neutral and will allow people to talk 
freely and openly about their opinions.  
Step 2  Develop a questioning route (script) to get people talking in a way that serves your 
purpose, and think about how you will get people talking 
The script usually has 10 to 12 open and clearly worded questions, ordered from the 
most general to very specific questions. There are different categories of questions: 
Opening question(s): to get people talking  
e.g. tell us something about yourself. For instance, what do you enjoy doing in your 
spare time?
Introductory question(s): to introduce the topic and the participants connection with it  
e.g. what is the first thing that comes to your mind when you hear the word [name of 
product or service you can adapt this to your own particular service]
Transition question(s): make the connection to the key questions 
e.g. what were your first impressions when you first got involved in ....?
Key questions: these are the most important questions that address the information you 
need, normally two to five questions  
e.g. did your organisation have any benefits from using.... If so, which?  
Ending questions: to ask for advice and for possible omissions in the discussion 
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e.g. if you could give some advice to the manager of ..., what advice would you give?
You can use different ways to get the answers you seek. As well as asking questions, 
having a flip-chart with a diagram on it or drawing a picture gives people something 
to discuss. 
Make sure questions do not assume anything. For example, What is the most helpful 
service the resource centre provides? assumes that it provides services that 
participants consider helpful. A series of questions Have you used the resource 
centre? What for? Did you find it helpful? allows you to get the information you 
want without making assumptions. 
A focus group discussion is neither an interrogation nor a quiz, it is a discussion. 
Questions should stimulate participants to respond and discuss among themselves. 
Prepare some prompts/ probes for each question for when additional discussion is 
needed.  
Step 3   Recruit the participants 
A discussion group of four to eight participants is both manageable and productive. You 
want to avoid more than one person speaking at a time. However, when inviting people, 
allow for some non-arrivals and invite one or two more. Some people prefer to conduct 
mini-groups with three to six people, as they believe the smaller number of participants 
will provide for greater in-depth discussion. On this issue, opinions among facilitators 
vary. 
The number of focus groups you hold will be determined by the time and budget 
available. However, you should plan to hold at least two. If you conduct only one there is 
the risk of people not showing up, not all questions being addressed, all participants 
sharing the same opinion (which means you do not find out about varying viewpoints), 
etc. If you plan for more groups, it is worth inviting different types of participants for 
each group, for instance different age groups. It is more useful to have two groups of 
females (girls and elderly women, for example) than to hold a single session and find the 
girls are silent in the presence of their seniors.  
Homogeneity within one focus group is advisable: try to identify people who share a 
similar background, as they are more likely to talk freely and share experiences if they feel 
they have a lot in common with the others. They should be typical of the groups you 
target for your information activity. You can select according to occupation, use of the 
product/ service, age, gender, location etc. Ideally they should be strangers to one 
another. 
The easiest way to recruit is from an existing list (for instance subscribers to a newsletter, 
registered members website). Send a personal invitation and follow up with a phone call 
to confirm their attendance. Explain what is involved (and ask how they feel about a 
tape-recorder being used if you plan to use one). Ask if there are any special 
requirements, and tell them how long the meeting is expected to last. As they are 
volunteering their time, you may want to consider how you can show your appreciation 
for their help in a culturally sensitive way.  
Offer refreshments and, if necessary, try to arrange things such as transport or childcare. 
It seems that in the not-for-profit sector incentives like money generally are not needed 
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to get people to attend a focus group discussion. Often people like to give their opinion, 
and it can be attractive for them to be involved in such a process conducted by your 
organisation. However, you can hardly do without serving drinks and snacks to the 
participants and, depending where they come from, cover travel costs.   
Step 4   Select a facilitator and a note-taker, and possibly an observer 
If resources allow, try to get a facilitator who is not responsible for delivering the 
service; 
The facilitator is responsible for guiding the participants through the meeting. 
He/ she looks after the group dynamics and makes sure all participants join in the 
discussion. The facilitator must be unbiased, empathetic, positive, respectful and able 
to listen;  
Ideally the facilitator has experience with focus group discussions in general and with 
the specific subject;  
Identify an assistant to take notes, operate the tape-recorder and handle logistics. 
Note-taking demands adequately capturing what was said and expressed (verbally and 
non-verbally), by whom, the tone of the discussion (particularly for sensitive or 
controversial issues), observations on who was actively participating, who was not, 
and factors that might explain any reactions, behaviour or attitudes. The note-taker 
should document group dynamics and the make-up of the group. If the group is 
large, and resources permit, another observer could be used whose sole task is to 
record observations. Even if you are the only person available to conduct the 
interviews, provided you are a good listener with an ability to facilitate group 
discussion, you will find this tool can generate useful information. 
Considerations for/against using an external facilitator 
For: 
An external moderator normally is a skilled and experienced facilitator. Since 
facilitating the discussion is one of the challenges of focus groups, it is important to 
have a good one; 
An external facilitator is not part of your organisation. Participants might feel more 
comfortable giving critical comments to an external person than to a representative 
of the organisation itself. If you do conduct the focus group yourself, make sure to 
talk about them and their instead of us and our ; 
An external facilitator can lead the discussion to interesting topics you had not 
thought of yourself; 
If you are not facilitating yourself, you can be an observer and thus get more out of 
the discussion. 
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Against: 
Additional costs will be incurred; 
Many external facilitators work for the private sector and might not automatically be 
good at facilitating in other sectors. Check for experience in your sector; 
It s sometimes difficult to explain to an external person exactly what you have in 
mind with the discussion. To avoid these kinds of problems, always meet with the 
facilitator before the session and discuss the script and questions with him/her; 
An external facilitator need not necessarily write the report of the focus group. If you 
write the report yourself, make sure to allow comments from the facilitator.  
Step 5   Facilitate the session 
A focus group session normally takes between 1.5 and 2 hours. The basic requirements 
are chairs, a table, a flip-chart, a tape-recorder and snacks. Check the tape-recorder is 
working before people arrive if you believe no-one will object to it. It is good to have an 
observer from your organisation present to discuss the findings with afterwards. Make 
sure there are no more than two observers from your organisation, and tell them not to 
contribute to the discussion unless asked to by the facilitator. Depending on the venue, 
the observers can best be seated outside the circle of participants. Other good practices 
include: 
Greet people on arrival and offer them refreshments etc. to make them feel 
comfortable;  
To start the session begin with a welcome, presenting yourself, a brief overview of 
the topic and the objective of the discussion. Also explain how the session is being 
recorded (usually in writing and perhaps on tape), and who will have access to this 
information. Explain how anonymity and confidentiality will be ensured. Check that 
everyone agrees to responses being recorded in this way, and allow anyone who is 
not comfortable to withdraw;  
It may be good to agree some ground rules before you open the discussion. These 
might be only one person speaks at once, people treat each others opinion with 
respect even if they disagree, if the facilitator interrupts the speaker will finish the 
sentence and stop talking, smoking is not allowed, any other rules you think 
appropriate; 
Assure participants that all their contributions are valuable and important, and that 
you are keen to hear about differences within the group. Emphasise that there are no 
correct answers;   
Don t be afraid of silence. You can often use it to your advantage. Don t let it 
intimidate you. A pause can often encourage people to speak (particularly people who 
may usually talk less in groups) or to expand on an idea;  
Try to summarise before moving from one subject to another. The best way to do 
that is to ask. If I understood your point of view, you mean that Try not to pass 
judgement or give an opinion; 
Remember the facilitator should be the listener and recorder, and not be too actively 
involved in the discussion except to guide it and keep it focused; 
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Avoid questions from the participants in the beginning, encourage questions at the 
end, and explain any misunderstandings only after the discussion has finished;  
Thank people for their contributions and take care of any logistical problems they 
may have. They should leave feeling positive about their experience.  
Step 6   Analyse the results 
Immediately after the discussion, the facilitator, note-taker and any others involved 
should review the session and findings. This will uncover any different 
interpretations. Check also if the tape-recorder worked properly and if the written 
notes cover everything. Write down anything you notice is missing; 
Depending on time and resources, the analysis can be based on a complete transcript 
of the focus group, a tape-based summary transcript or the notes of the note-taker. 
Notes taken at the time and listening to the tape-recordings are practical ways of 
doing the analysis; 
Cut and paste the transcript or notes onto either paper or the computer, ordered by 
question. Be careful not to lose the source. Set aside comments that do not answer 
any questions, and group similar comments together. Write a summary for each 
question, separating different sources if you used different categories of participants.   
Step 7   Reporting your findings 
The report normally consists of a summary, the purpose and procedures of the focus 
group discussion, the findings, conclusions and recommendations. The summaries 
per question, completed with some quotes as evidence, will form the findings 
chapter; 
Use visuals in your written report and consider an oral presentation for your 
colleagues and/or other interested people.  
STRENGTHS 
Focus group discussions can help you to develop appropriate messages for 
informative or motivational materials for an ex ante evaluation, or they can be used 
in other kinds of evaluation to find out what people think about the messages;  
Myths or beliefs about a practice or product can be identified. They can be used to 
evaluate existing materials or drafts, and help design survey questionnaires;  
Participants are encouraged to generate and explore their own questions and analyse 
their own experiences in their own words and terms;  
A lot of information can be generated quickly; 
Focus groups are usually more cost-effective than holding individual interviews;  
Information can be obtained from non-literate communities;  
Valuable insights are gained into the language used by the community to talk about 
particular themes/issues as well as group norms and cultural values;  
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Because the questioning is so flexible, you may find out opinions and attitudes that 
would not emerge in a formal questionnaire;  
Since the evaluator is present at the session, follow-up can occur as required;  
It is usually well accepted by the community, as discussion is a natural form of 
communication;  
Focus groups are often very good fun!  
WEAKNESSES 
Focus groups give an indication of a range of views from sections of the community, 
but they should not be used to make generalisations because they are not a 
representative sample. The people were chosen because you expected them to hold 
different opinions (based on your experience of your area);   
Some members of the group may be somewhat intimidated either by others or by the 
experience, which means that either they do not participate, or they give socially 
approved answers. Dissatisfied clients may not express their viewpoint (although they 
will vote with their feet );  
Focus groups can paint a picture of what is socially acceptable in a community rather 
than what actually happens or is believed; 
Unlike personal interviews, the opinions of the participants are automatically 
influenced by the others;  
Remember, we have only included about eight people in a group. Unless we have 
held many different focus group discussions on the same topic, the responses are not 
as reliable and valid as a structured survey.  
DOs and DON Ts 
Do:  
Prepare the script, questions and prompts carefully, especially if you are not yet an 
experienced facilitator. Only very experienced facilitators can improvise the script 
during the session. This should not mean you cannot be flexible while running the 
interview; 
Address all participants equally. The facilitator normally has to put in quite an effort 
to get information from all participants, while at the same time avoiding dominance 
by some. At the same time, some participants can be more information-rich than 
others, so sometimes it is a good thing that some people will talk more than others; 
Stick to the time set for the discussion and estimate the time needed for each 
question. If you don t do this, there is a high risk that the later questions will not be 
answered adequately; 
Make very clear what will happen with the results of the discussion. If the objective is 
vague, people might not be willing to share their opinions. On the other hand, it is 
encouraging for participants to know they are collaborating with important research. 
Consider whether or not you will share the final report with the participants, and be 
clear about this from the start. 
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Don t: 
Pass on judgement or opinions. Participants see the facilitator as an expert and 
therefore may be tempted to take over his/ her opinion. The risk is especially high if 
there is not much response to a specific question and the facilitator starts to use 
prompts; 
Be tempted to answer questions about the product or service, or start explaining a 
lot. This disturbs the process, and although you may intend to clarify something for 
one person, it may confuse others. Try to assess the knowledge level of the 
participants beforehand, and use the introduction for necessary explanations. This is 
not to say that you can t clarify a small issue if the whole group needs explanation. 
You can take individual questions at the end; 
Wait too long to analyse and report on the focus group discussion. It is best to start 
cutting and pasting the notes or transcript soon after the session and summarise the 
main findings. Use the tapes to check the findings and to get quotes from 
participants. Before finishing the conclusions and recommendations, it can be good 
to put it away for a week or so and have it read by other people involved. Finally, 
include these other insights in the report, and consider organising a meeting to 
present the results and discuss what follow-up should result from this evaluation.     
SOURCES 
Dawson S. and Manderson, L. (1993) A Manual for the Use of Focus Groups. Boston, MA, 
USA: International Nutrition Foundation for Developing Countries (INFDC). 
http://www.unu.edu/unupress/food2/UIN03E/UIN03E00.htm.    
Gibbs, A. (1997) Focus groups. Social Research Update 19. e-journal: 
http://www.soc.surrey.ac.uk/sru/SRU19.html. 
Kitzinger, J. (1995) Introducing focus groups. British Medical Journal 311: 299-302. 
Krueger, R.A. and Casey, M.A. (2000) Focus Groups: A Practical Guide for A pplied Research, 
3rd edn. Thousand Oaks, CA, USA: Sage. 
More FAQs about Focus Groups, http://www.groupsplus.com/pages/faq.htm
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PI4:    Case studies 
Writer:    Maartje op de Coul 
Collaborator:   Mike Webb  
INTRODUCTION 
This tool shows you how to use one or more case studies to evaluate your product or 
service. A case study is a qualitative analysis of one particular phenomenon, for example 
a product, an event or an organisation. It is useful when you want to assess the impact 
and/ or processes associated with an intervention. Case study research always addresses 
the activity or organisation within its wider context. How wide that context is will reflect 
significant interests and policies. 
How many case studies are undertaken, and to what depth, depends on your study s 
purpose. Case studies are based on multiple methods: interviews (PI5); focus groups 
(PI3); questionnaires (PI2); documentary or website research, etc., and involve multiple 
sources (the people directly involved, representatives of your target groups, other 
stakeholders, etc.). They provide valuable insight into the past, especially when the 
information project is short-term and there is a high staff turnover resulting in 
institutional memory loss. You can use sources as records which can be retrieved, as well 
as ask people who are still able to tell their stories , to gain a rich understanding of 
organisational change. 
WHY? 
Case studies collect and present qualitative information about an activity or organisation6. 
Often they are the only way to show outcomes and/ or impacts, since evaluations based 
on an experimental design are usually not feasible or affordable for non-research 
purposes. Accessibility of both people and reports is an important precondition for 
generating these insights. 
You can evaluate both impact and use of services with case studies, and they can provide 
in-depth understanding of processes and perceptions; they also expose contradictions 
and complexity. Sometimes one or more case studies follow a broader survey, to focus 
on issues of special interest that the survey showed (e.g. to answer the question why was 
take-up of the service so much higher in region X than in region Y? ). The information 
provided attractive illustrative material for reports: for example, when asked to show the 
benefits and challenges of the use of new technologies for development, it is often more 
convincing to show case study evidence than to give a theoretical summary of advantages 
and disadvantages without concrete examples. An example of the use of case studies 
evaluating the internal communication strategies of different local government 
organisations in the UK shows their usefulness for learning about good practice7.  
                                                
6 An example of case studies (about a particular piece of software for newsletters) can be found at 
http://www.newsweaver.co.uk/newsweaver_page.asp?p=examples accessed 12 June 2005. 
7 It can be found at: http://www.lg-employers.gov.uk/od/employee_communication/case.html. 
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HOW? 
Outlined below are the stages involved in undertaking a case study. Depending on what 
you want to know (and at what level of detail and accuracy), the time it takes can vary 
from hours to months. Clearly, it needs to be completed in time to make use of the 
information! However, as an example, for a case study of one project, that will result in a 
report of between five and 10 pages, all preparatory activities (steps 1 and 2) can take 
around 5 days; the actual conducting (step 3) 2 3 days; analysing and reporting (steps 4 
and 5), 2 3 days; and distribution (step 5), 1 2 days. If it is multiple case-study research, 
steps 1, 2 and 5 will take proportionally less time per case, while you will need some extra 
time to write a synthesis report. This presumes that the person (or persons) undertaking 
the study have some experience with different tools such as questionnaires, interviews, 
focus group discussions, and documentary or website research. An understanding of the 
subject and context of the case study is important, as well as the analytical capacities to 
draw conclusions from the material gathered. Writing skills are important too.  
Step 1   Prepare an outline for the case study and establish contacts 
The outline is a brief overview or plan for the case studies. The outline briefly describes 
the purpose and rationale of the study and the objectives. Reviewing the original 
documents relating to the intervention you want to study will give you important baseline 
data (and will suggest what aspects you want to focus your evaluation on). You need to 
be clear about the objectives of the study. The themes are derived from your objectives. 
For example, if you plan to focus on the outcomes of a particular activity or set of 
activities, you need to describe how those outcomes will be interpreted and how they will 
be measured (PE1). 
The outline must describe the different methods used to gather data (such as reviewing 
reports or interviewing clients), and the different sources of information (for instance the 
management staff, some community members and the monthly newsletter). 
Decide whether you will study one case only (for the time being) or more. The obvious 
advantage of conducting more than one case study on the same topic is that you will 
have comparative material and that (theoretical) generalisation is possible. It can also be 
interesting to carry out a comparative analysis between different geographical locations, 
types of projects etc. 
Once these decisions have been taken, you need to identify who in the organisation(s) 
needs to be approached (and in what order). Involving key stakeholders in the design of 
your study will help clear away (or identify) potential obstacles, as well as suggesting 
relevant themes.    
Step 2   Design the questions and select the case(s) 
For each of the themes in the outline, draw up a set of questions. A case study tends to 
start with a descriptive part, where how questions are asked. These questions help you 
to draw a general image of the activity or organisation you are studying and of its context. 
The descriptive part is often followed by an explanatory part, where why questions are 
asked.  
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Having formulated the themes and questions of the case study, you will be able to define 
some criteria for the case(s) you would like to study. These might be the particular 
activity implemented, the monitoring and evaluation data already available, etc. You will 
probably find that established organisations or activities already have quite a lot of 
published data available in the form of proposals, reports, evaluations, publicity materials, 
website, etc. Although these different sources are unlikely to present exactly what you 
want, they are often a good starting point. However, do be aware that publicity materials 
are likely to give only a positive slant on the initiative, as you can see from the footnote at 
the start of this tool. If you plan to conduct several case studies, possible criteria for 
selection are geographical spread, diversity among them, stages of implementation, 
amount of funding, etc. If you are not familiar with the region or topic of the case study, 
you should ask for local/expert help to select the cases. 
When approaching the contact person for a case you have selected, you need to be clear 
about the objective of the study, the type of people you would like to talk to or the type 
of material you would like to review, the time you think will be needed, the way the study 
will be reported and disseminated, and also what benefit the study might have for them. 
People are usually busy, but many do like to talk about their organisation or activity. A 
(financial) incentive might not be available, but promotion of the case through its 
publication and dissemination is usually appreciated. At this stage it is worth thinking 
about how you would respond if you uncovered something they might not want others 
to know about. 
Step 3   Conduct the case study (see Box 3.11) 
Depending on how much time and resource is available, and how complex the case 
study s objectives are, it can take between several days and several months to complete. 
As a minimum, you can expect the study to take 2 3 days. 
A combination of interviews/ focus groups and studying documentary material (leaflets, 
prior evaluation reports, website material) is usual for a case study. To get a fuller picture 
it is best to interview people who are providing what you are evaluating, as well as 
external people such as target communities.  
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Box 3.11: Case study of a city-based resource library 
A case study of a city-based resource library that had been set up to provide 
agricultural and environmental information to extension workers and journalists took 
3 days to complete (over a 2-week period). The aim was to see if it was reaching its target 
groups with information they found relevant. Routine records of users and withdrawals 
were examined and provided a time-plot over the past year s activities, that resulted in a 
graph showing a steady rise in use over the time since it had been open, with a marked 
peak at certain times of the months. It was found that two people used the centre 
regularly, and at least four people used it occasionally. The centre s staff decided to try 
and contact these people and ask them to participate in a focus group discussion (this 
also included users at the centre on the day of the focus group) about how they used the 
centre, and how services could be improved.  
Fortunately, most of the people contacted were in the city and a time could be arranged 
for a meeting. What they found was that the two people who frequently used the 
resource centre (a teacher and a journalist) found the up-to-date newsletters very useful 
for developing training materials and copy. They would also have liked more information 
about wider issues related to health. Of the others (who rarely used the centre), one said 
she found the centre s opening hours inconvenient with a young family; another felt the 
materials offered were not scientific enough for her needs; and two said they were 
encouraging their colleagues to use the centre now they were aware of its services. When 
the time-plot was shown to the group, no-one could suggest why there might be peaks of 
use. It was decided to design a small questionnaire for users of the centre to complete 
which would include a question Is there any particular reason why you came here today? 
which was hoped might suggest why peaks occurred.  
As a result of this small case study, the staff changed their opening times on some days 
of the week, made contact with a local university to access scientific materials on 
demand, and made more effort to advertise services through the local media. They also 
subscribed to a newsletter dealing with health, and included teachers, journalists and 
health staff in their target groups for future publicity (and monitoring).  
You may find it helpful to draw up a list of different stakeholders, since each will have 
their own experience and perspective. These could include: organisational staff (e.g. the 
manager or co-ordinator); field staff (who have direct contact with the target groups); 
actual users; other stakeholders (from local/ national government and other 
organisations, partners or collaborators); and perhaps even other members of the local 
community not directly connected with the service or product. The number and variety 
of people you wish to interview will depend on your purpose and the time/ resources 
available. One benefit of interviewing different people systematically is that this process 
will often uncover different perceptions and even different data. It also enables the 
target users to voice their own opinions and feedback. 
The questions here should be seen as a guide rather than a checklist. Interesting findings 
are often discovered when unexpected topics are discussed. When conducting a case 
study in a context (geographical or thematic) that you are not familiar with, working 
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together with a local person (not involved in the case) who is familiar with the local 
context will add value. 
Recording the interviews and group discussions is good for back-up and can help to get 
nice quotes. Pictures and video are good tools to visualise the story and can provide a 
user-friendly way, based around human-interest accounts, to help disseminate your final 
published report. However, it is important to realise that specific circumstances may 
make such recording unacceptable, and permission must always be sought. If recording 
does take place, make sure you agree under what circumstances quotes and photographs 
can be used, and ensure both anonymity and confidentiality are respected.  
Step 4   Analysing the data gathered 
To analyse the findings of the case study, it is best to go back to the objectives and 
themes you defined in the outline of the case study. Probably there will also be material 
for themes you hadn t identified beforehand. Use the materials collected for the case 
study (e.g. notes or transcripts from interviews) as a base, and structure them according 
to theme. Depending on the complexity and the quantity of material gathered there are 
several ways to do this. If your notes are handwritten, the material can be coded using 
colours or letters matching the different objectives or themes. If you typed up your 
notes, you can use the computer to help organise the data. This can be done using special 
software programmes like NUD*IST8 or CAQDAS, but also in a simpler way by cutting and 
pasting in WORD or OPEN OFFICE. Once the material is structured according to theme, 
start writing up the findings for each theme. This will be the basis for the case study 
report. If you recorded interviews and didn t make a transcript, this could be a good 
moment to listen to your tapes or mini-disks and add any extra findings and/or quotes to 
the text.  
If there is time and opportunity, you should discuss early drafts with informants and 
other stakeholders. This can develop the richness of your data, as well as identify factual 
errors.  
If you have conducted more than one case study and you need to do a cross-case 
analysis, the material you use will probably be the finished reports of each of them. These 
reports are probably not handwritten, which makes it easy to structure data in a 
computer programme. Gather all text according to the theme(s) of each study and 
analyse the patterns (look for similarities and differences). These will form the chapters 
or paragraphs of your synthesis report.  
Step 5   Writing the report 
There are many ways of writing up a case study. How you write the report will depend on 
who will read it, and why you did the case study in the first place. For evaluation 
purposes, the report will be factual. The material gathered for each theme will form both 
the descriptive and the explanatory parts, so a large chunk of the work has already been 
                                                
8 Non-numerical Unstructured Data Indexing, Searching and Theory-building . Do not think the software 
packages will do the analysis for you: they just make it easier to keep track of your materials in context. 
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done by this stage. A conclusion and summary will make the report attractive for a wider 
audience. Details of how to structure a report are found in tool PR1. 
It is recommended to send a final draft of the report to (at least some of) the people 
interviewed, to give them an opportunity to comment. Generally, any comments on facts 
should be adopted, comments on your analysis or interpretation of the facts should also 
be taken seriously.   
With multiple case studies, a synthesis report is a reflection on the patterns found in the 
different cases on the key themes identified. Highlight not only similarities, but 
exceptions and differences as well. If the case studies were spread thematically or 
geographically, a comparison between themes or regions is also interesting.  
Step 6  Distributing the report 
It is best to have different channels of distribution such as e-mail, website(s) and printed 
reports. If you have accompanying multi-media material (video clips, photos, audio 
materials), consider distributing on CD-ROM. Presenting the findings of your case study 
on special occasions helps to share the lessons learned from your evaluation. 
STRENGTHS 
Case studies are good instruments to get in-depth qualitative information about a 
phenomenon; 
Case studies are an attractive and illustrative way to highlight a phenomenon; 
Case study research is relatively flexible. There is plenty of opportunity to discover 
and turn to new issues along the way; 
They tap into different people s subjective experiences of the phenomenon under 
study: whether users experience of websites, or trainers changed work patterns as a 
result of Internet access.  
WEAKNESSES 
Case studies are not representative; when doing multiple case studies, analytical 
generalisation is possible, not statistical generalisation. Findings are subjective they 
depend on interpretations; 
Case studies take relatively much time, both of the researcher and of the people 
and/or organisation subject to the study; 
DOs and DON Ts 
Do: 
Take your time to elaborate the objectives and themes of the case study. This will 
influence both the questionnaires and the actual execution of the case study. Do 
adapt themes when unpredicted issues arise; 
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Give enough time to arrange the practicalities. Making appointments for visits and 
interviews is done most quickly by telephone. It is advantageous if someone who 
knows the organisation or person makes the arrangements; 
Be prepared to be critical. Some people tend only to talk about or show the positive 
sides of their activity. Try to be critical, and ask for challenges or failures as well. In 
the stage of analysing your material, try to question or triangulate your findings (look 
at them from different angles). A case study that only shows positive results can lose 
credibility. From a research point of view, and to help wider learning, an analysis of 
project weaknesses or failures is just as valuable as finding out why a project was 
successful;  
Take time to get the basics right. Correct spelling of people s names, their titles, place 
names, accurate brief summaries of the project or organisation and its history, etc., 
show you ve prepared. If you get the basics wrong, it can undermine confidence in 
your study, especially among those who know the project much better than you; 
Try to plan for multiple case studies. This lessens the risk that the case study selected 
turns out not to be as information-rich as you had expected, the people you wanted 
to interview were away, etc. It also makes the findings more representative and 
provides material to compare. One of the most difficult parts of the case study is 
analysing the material gathered and drawing conclusions, because it is influenced by 
the observer s perceptions. Therefore involve other people, if possible, to challenge 
your analysis so that you explore your data rigorously. 
Acknowledge and list your sources. You may not have space to list everyone or every 
source, but the main ones should be listed (unless they ask to remain anonymous). 
Give dated references to websites, periodicals, other documents, etc., so others can 
follow up your work at a later date. 
Don t: 
Stick to the format of investigation no matter what. It is not easy to predict 
beforehand which will be the key issues and themes of the case study, and what 
elements a questionnaire should contain. Be flexible: an unforeseen direction in the 
study may be an opportunity to gain understanding. However, if people elaborate 
without any added value in their interviews, try to get them back on track 
(diplomatically);   
Elaborate the descriptive part too much in a report. In evaluations most people are 
more interested in the explanatory part, the analysis and the conclusions. The 
descriptive part should provide a context that enables people to understand the rest 
of the report. You may spend some time defining your audience, and maybe even 
have two formats for different audiences. Length, style of writing, use of quotes and 
images are some issues to decide on; 
Forget to plan how others will find out about your findings. Members of your own 
organisation as well as others will be interested to know.  
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SOURCES 
Colorado State University Case studies : 
http://writing.colostate.edu/references/research/casestudy/index.cfm accessed 31 
January 2005.  
Tellis, W. (1997) Introduction to case study. The Qualitative Report 3 (2): 
http://www.nova.edu/ssss/QR/QR3-2/tellis1.html. 
Whittemore, C.T. (1995) Teaching interpersonal and transferable skills to students of 
agriculture: a case study. European Journal of A gricultural Education and Extension 1: 87
106. 
World Bank/ OECD (2005) Influential evaluations: detailed case studies : 
http://www.eldis.org/static/DOC17151.htm. 
Yin, R.K (2003) Case Study Research, Design and Methods, 3rd edn. London, UK: Sage.  
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PI5:    Conducting individual interviews 
Writer:    Lisette Gast 
Collaborators:   Modupe Akande, Stefan Hendriks, Bruce Lauckner  
INTRODUCTION 
If you want to know what people think about, or how they use your product or service, 
you must ask them. Individual interviews involve discussions with individual persons 
which may be face-to-face, on the telephone or an online chat. You can use a structured 
questionnaire to record information systematically, or adopt a more informal, semi-
structured approach where a checklist of questions relating to topics of interest drawn up 
in advance is used to guide the interview. Either can be based on information derived 
from previous open-ended group discussions. Semi-structured interviews can seem like a 
casual conversation in that, where relevant issues arise by chance, they are followed up by 
further questioning.  
When selecting individuals to interview, you want a comprehensive and valid set of 
responses. It is important to ensure that they are representative of different class, age, 
gender and occupational groups within the community to avoid bias. You therefore need 
to be clear about what you want and who you need to interview. Individuals might be 
selected at random, or a group could choose a sample of its members based on criteria 
provided by the evaluators. If individuals are self-selected, there is a danger that only the 
more articulate and influential members of the group, or those with a specific agenda, 
will come forward.  
Lay the foundation for really honest assessment by clearly explaining that you 
want to learn what the respondent really thinks, and specific, critical feedback 
is exactly what is wanted. 
It is important that the interviewer knows and understands the reasons for 
the evaluation, especially when semi-structured interviews are used. 
WHY? 
One-on-one interviews enable you to collect information about the person s 
understanding and usability of specific materials. They can provide feedback and 
suggestions that will give the following information about your audience:  
Whether the information is relevant and salient to them;  
The extent to which they understand the contents; 
How much their understanding is consistent with what the information was intended 
to communicate;  
Their opinion about the way the information is organised;  
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What additional information they would like to see included;  
Whether they would use the information, and how. 
HOW? 
The exact number of interviewees depends on what you want to find out, the kinds of 
respondents being targeted, and the time and other resources you have at your disposal. 
The typical number ranges from five to 15 people. Even a fairly small number of people 
can provide much useful information. Generally speaking, once a definite pattern in the 
responses can be detected, you probably know enough, particularly if you compare it 
with information from routine monitoring of activities.   
Step 1  Identify your objectives and resources 
Decide on concrete objectives and review the resources available. The expenses 
associated with interviewing are primarily driven by two factors:  
The interviewer s time to develop questions, prepare materials, recruit participants, 
conduct interviews, and analyse and write up results; 
Logistics to compensate for travel costs and the fee for use of the facility (an avoidable 
expense if you or a partner can donate appropriate space).  
Step 2  Decide how to conduct the interview 
Will you be present in person or use the phone? Interviews are typically conducted in 
person, especially if a reaction to specific products and services is required (because you 
can see people s expressions or how they behave as they answer). However, it may be 
possible to do interviews over the telephone with key informants (especially if the 
respondents are known to the interviewer).  
Conduct face-to-face (in person) interviews in a quiet, comfortable environment.     
Step 3  Prepare your interviews 
The interviewer should know what is wanted from the interview, and will decide whether 
to use a formal, structured interview or a more informal, semi-structured approach. In 
constructing the interview schedule (questionnaire) there is likely to be a mix of closed 
and open-ended questions (see PI2: Questionnaire design).   
Closed questions offer a set of appropriate answers from which the interviewee can 
choose. For example: Which of these do you prefer, site design x or site design y?  
When using closed questions, avoid questions with only yes or no answers: people often 
say yes just to please. 
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Open-ended questions allow observation of the level of understanding. For instance, you 
can ask the interviewees to explain in their own words what they read, or how they 
would explain it to a friend. Open-ended questions should be worded in a way that 
promotes a deeper response in the interviewee s own words (e.g. What do you think of 
the artwork on this cover? What made you think that? ). The wording should also 
encourage respondents to say what they think without feeling pressured or inhibited.  
Be sure to phrase questions in a neutral way so they don t influence the answer. For 
example, rather than ask leading questions such as What s the problem with this table? 
ask neutral questions, such as Is there anything here you would like to change? If so, 
what is it? Why would you change it? How?   
Just a thought
Decide how much information you need to collect about the respondent   
during the interview. Sometimes anonymous interviewees are more free with 
their responses. 
Often the first part of the interview follows a structured format with closed questions, 
the open-ended questions being reserved for the remainder of the interview. This may 
allow nervous interviewees to gain confidence early in the interview. 
With semi-structured interviews you will write down the questions before the interview, 
but be prepared to take a different path of questioning if necessary (e.g. prompts may be 
useful here). The interviewer must understand clearly what information is needed and 
why. The relative informality of this approach can encourage the respondent to open 
up , and also enables the interviewer to explore relevant topics that had not been 
anticipated.  
Step 4   Identify the respondents 
The people you interview are volunteers who can help you evaluate your product or 
service. Your choice will reflect your purpose, and their availability and willingness. 
Sometimes respondents are selected in advance. At other times you will be stopping 
people at a particular moment, for example when they leave the library or resource 
centre. In both cases, courtesy is very important, and you must respect a person s wish to 
refuse. Whenever possible, appointments should be made with the people who are to be 
interviewed.   
Step 5   Conduct the interviews 
Tell the interviewees about the purpose of the interview and how long you expect it to 
take. Make sure they understand that you would like them to answer honestly, 
comprehensively, and that you will not be offended if they are critical. Explain why notes 
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are being taken and/ or the conversation is being taped, and reassure them that their 
responses are confidential and any comments will be anonymous. If they object do not 
tape the conversation but ask if you may take notes. If they object to that but are still 
willing to talk to you, make sure you record notes of what you recall as soon as you can 
afterwards.  
Specific suggestions: 
Be prepared with paper and pen/pencil; 
Ask questions clearly; 
Listen carefully; 
Follow up on anything interesting that comes up;  
Take good notes or record the interview;  
Obtain all the information needed before ending the interview. If necessary, review 
your notes with the person; 
Explain any differences in procedure if the interview is taped; 
Thank the interviewee for his/her time.  
Step 6 Analyse and record (see PI8, Data analysis) 
Analyse and apply what has been learned to improve your product or service; 
Depending on time and resources, the analysis can be based on a complete transcript 
of the interviews; 
Cut and paste copies of the original transcript or notes according to the questions 
answered by the various interviewees, but be careful to code each fragment (you 
could use the initials of who was answering, or give everyone a unique number and 
use that) in order not to lose track of the source;  
Review any comments that do not answer any specific questions and group any 
similar comments. Write a summary for each question, separating responses if 
different categories of participants were used (for instance, males or females; users or 
staff).  
Step 7  Report the results (see PR1, Writing and dissemination of the evaluation report) 
Include the purpose of the evaluation and how you did it together with the findings, 
interpretations/conclusions and recommendations;  
The summaries of the responses to the questions will form the structure of the 
findings section of the report; 
Use quotes anonymously as evidence this makes the report persuasive and 
attractive to read (you need to be disciplined and objective in selecting quotes).    
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Timing 
Each interview with pre-selected respondents will usually take between 20 
and 60 minutes (try not to exceed an hour) 
Persons who are stopped and interviewed should not be detained for 
more than 5 minutes. Telephone interviews should always be kept fairly 
short, even if telecommunication costs are low 
It is worth asking at the end of the interview if they would mind you 
contacting them again if necessary 
STRENGTHS 
This is a good way to get detailed feedback (particularly if you are using semi-
structured interviews) from a relatively small number of people who are 
representative of your intended audience or users;  
Most people love to talk about themselves, their work or interests; 
They are flexible: informal interviews allow an initial reaction; in-depth interviews 
reveal a more detailed response;  
They can offer valuable insights; 
Some people find group interviews (such as a focus group) intimidating. 
WEAKNESSES 
They can be time-consuming and labour-intensive; 
Some people take the opportunity to speak at length about matters that are not 
relevant  it can be difficult to bring them back to what you want to find out;  
People are often reluctant to be overtly critical in a one-on-one situation; 
Transcripts can be daunting to analyse. See PI8 for tips on data analysis. 
DOs and DON Ts 
Do: 
Tell the interviewees about the purpose of the interview and the process that will be 
used to interview them; 
Make sure they understand that you want them to react honestly, comprehensively 
and critically; 
Explain why notes are being taken and/or the conversation is being taped; 
Reassure them that their responses are confidential. 
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Don t: 
Interrupt unless it is to bring them back to the point of the question; 
Volunteer information unless it is to get the interview going, to get it back on track, 
or to give background information relevant to your objectives.   
SOURCES 
Consumer Health Care Information Workgroup Techniques for Testing and 
Evaluation : 
http://www.talkingquality.gov/docs/section5/5_3.htm#Qualitative%20Methods. 
McDowell, D. (1997) Process Guide # 6: Interview Techniques: 
http://projects.edtech.sandi.net/staffdev/tpss99/processguides/interviewing.html.   
Robinson, M. and Thin, N. (1993) Project Evaluation: A Guide for NGOs. East Kilbride, 
UK: NGO Unit, Overseas Development Administration.  
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PI6:    Creative techniques 
Writer:    Lisette Gast 
INTRODUCTION 
This tool focuses on selected participatory techniques, which can be used as a way of 
collecting valuable data during the evaluation of an information activity. The tool is partly 
based on PLA Notes 48 Learning and Teaching Participation (IIED 2003). 
There are several techniques that you can use to help you encourage stakeholders actively 
to express themselves and give their views of the product or service you are evaluating. 
Techniques such as drawing and role-play are easy to use, and offer a way for you to 
communicate with the target audience on their own terms.  
WHY? 
Creative techniques are particularly helpful in environments where the participants have 
difficulty expressing themselves or are reluctant to share their opinions in public.  
In this tool only two fairly common techniques are presented: 
Drawing; 
Role-play. 
Why drawing? 
The drawing technique is where you encourage people to draw their impression of 
something. It helps to capture thoughts that can t yet be put into words, and may often 
contain meanings not consciously realised. It helps you to communicate and understand 
how local people perceive their situation (Figure 3.19). For example, a newsletter 
produced for a particular target group can be interesting and informative, yet not meet 
the needs of the group. The drawings may indicate key issues or identify a gap that the 
group would like the newsletter to address. 
Why role-play? 
Information can be drawn from drama or role-play, where people act out a scene about 
the topic of interest. Such activities can reveal things that would not come out using 
more formal data-collection methods. Role-play is an interesting way to monitor the 
target group s perception of key issues relating to the information product/ service. 
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HOW?   
Step 1  Awareness of the evaluation 
Meet with the community leaders, officials and other key stakeholders you identify, and 
tell them about the evaluation and what it is you are trying to do. Find a location to hold 
your meetings with the target group whose views you want to discover.  
Step 2  Prepare the assignment 
To do the drawing or role-play, you will need to prepare the central questions you would 
like to have answered. For role-play, you will need to provide the group with costumes 
and props they can use to act out their role. For drawing, make sure that you have paper, 
markers and other material (such as old magazines, glue, sticky tape) that you can use to 
make drawings or collages. It is even possible to use earth or sand, sticks and stones 
creatively.  
          Figure 3.19: A meeting of key stakeholders for a newsletter 
          (Source: CTA Spore reader.)  
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You will also have to think about how you want to divide up the group. This division is 
important, because it will influence the interaction and how they will express themselves 
within the group. For example, if the environment is such where women will not speak 
out when men are around, you might want to separate the men from the women. Or if 
there is a strong hierarchical culture, where you are not allowed to enter into discussion 
with your boss, it maybe useful to have people with the same function in one group (e.g. 
information managers, directors, etc.).  
Step 3   Give the assignment 
Ask the participants to draw or play out particular aspects of the information 
product/ service. Here you should provide the group with two or three central questions 
that they can use and develop in a creative way. Examples of questions are: 
Which services or products do you know? 
How do you use them? 
The last time you used the product/service), what would have made things better?   
Step 4   Prepare the drawing and/or act out the role-play 
Give the participants sufficient time to prepare their drawing or role-play. Try to observe 
as much possible by walking around and listening to the discussions, as this will provide 
you with some interesting information. Don t ask questions while they are making their 
preparations. You may, of course, help them if they are uncertain of what it is you are 
asking of them.   
Step 5 Analyse the results together 
After each group s presentation, try to identify the key elements portrayed. One way of 
doing this is to ask the participants to comment on or write down the most important 
issues they observed. This will give them an opportunity to become more involved in the 
evaluation and have a say in the analysis. The explanation of their drawing or role-play 
should be at least be 10 minutes long. 
You, on the other hand, should be writing down the project objectives and services and 
comparing them with the issues and planned objectives raised by the group. Your aim is 
to identify any gaps. 
STRENGTHS 
Drawing and role-play are two techniques that are simple and easy to use; 
They don t require a lot of equipment or resources; 
They are good for multilingual groups; 
They tap into a range of different communication styles; 
Using these techniques can lead to creative insights and solutions. 
WEAKNESSES 
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Being able to carry out the techniques in the community is dependent on the co-
operation of the leaders and community members; 
People who are too self-conscious to participate may hold different opinions from 
those who do participate; 
Some people don t take drawing pictures seriously. 
DOs and DON Ts 
Do: 
Meet with community leaders and local officials to ensure that they support the 
initiative; 
Use simple props or masks  they can help make the participants feel more at ease; 
Provide labels that include: manager of the resource centre, male farmer, female 
farmer, child, teacher, intermediary, etc. Having such labels can help participants 
reflect on their own roles and challenge each other with humour; 
Meet in small groups  it makes it more likely that all the participants will participate; 
Bear in mind that some cultures are not entirely at ease with drama as a form of 
communication.  
Don t: 
Try to set up everything by giving very specific items or roles that should appear in 
the role-play. Role-play has to do with creativity and issues that come up in people s 
minds; 
Conduct your meeting as an expert. Rather, you should engage in discussions at the 
level of the participants, in the situation in which they find themselves.  
SOURCES 
IIED (2003) PLA Notes 48: Learning and Teaching Participation. Tips for Trainers. London, 
UK: International Institute for Environment and Development. 
IIED and ODA (1994) Participatory reflection and action methods. In: Whose Eden? A n 
Overview of Community A pproaches to Wildlife Management. London, UK: International 
Institute for Environment and Development and Overseas Development 
Administration. 
Martin, J. et al. (2000) Technique Library. Milton Keynes, UK: Open University, Business 
School. 
Participatory Planning, Monitoring and Evaluation: 
http://www.iac.wur.nl/ppme/index.php
 
http://www.iied.org/docs/pla/plan_04814.pdf
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Reflect Network for Africa: http://www.reflect-action.org/
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PI7:   After Action Review (AAR) 
Writer:   Allison Hewlitt  
INTRODUCTION 
The AAR is a simple process that you can use to capture the lessons learned from the 
successes and failures of a project, with the goal of improving future performance of a 
product/ service. It also offers a way to improve the evaluation process so as to ensure 
the quality of the evaluation. The main aim here is to improve future performance. It is 
an opportunity for you, management, staff and other key stakeholders to reflect on an 
information service or product, event or task so that the next time it will be better. 
The AAR should be carried out during or immediately after completion of the 
product/ service, while the stakeholders are still available and memories are fresh. A 
facilitator should be appointed to help promote discussion so as to draw out the lessons 
learned. 
The AAR can be a powerful process because of its simplicity. AARs can be conducted 
almost anywhere, and will vary in length. For example, a 15-minute AAR can be 
conducted after a one-day workshop to reflect on the performance and its impact. 
WHY? 
The AAR is a tool which can be easily used to make learning conscious within the project 
or organisation and help build trust amongst the key stakeholders. It allows you to ask 
questions that focus directly on the activities that have taken place. 
HOW? 
You should call a meeting as soon as possible and invite the right people (the key 
stakeholders). 
Make sure you create the right social climate for this to take place. A good social climate 
is one where there is trust, openness and commitment to learning. When you invite 
people to the meeting, you need to make clear to them the following: 
The AAR is not a critique on performance of the particular persons, rather it is a 
learning event; 
Everyone attending the AAR is an equal participant and should feel free to comment 
on the actions of junior and senior staff alike; 
The meeting s sole purpose is to help future information activities run more 
successfully by identifying areas of learning.  
If you are conducting a formal AAR, it is worthwhile to appoint a facilitator  if the AAR 
is informal it is not necessary to do so. In any the event, the main reasons for having a 
facilitator would be to help you to draw out various opinions and unspoken issues, and 
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allow everyone to contribute as well as creating the right social climate where there is no 
blame. 
There are three sets of core questions that need be asked: 
What was supposed to happen? What actually happened? Why were there 
differences? These questions are intended to create a shared understanding within the 
group on what were the initial objectives of the evaluation and whether they were 
achieved as planned; 
What worked? What didn t? Why? This set of questions focuses on generating 
conversations about what worked and didn t work, and why; 
What would you do differently next time? This question is intended to help identify 
specific actionable recommendations (SARs); see Box 3.12. The facilitator asks the 
team members for crisp and clear, achievable and future-oriented recommendations. 
Arrange in advance for an individual to capture the quotes connected to each SAR. 
They supplement the SAR and can be included in the documentation of the AAR.    
  Box 3.12:  Specific actionable recommendations         
An AAR template 
Table 3.15 provides a template as a guide. Once the document is complete, make sure it 
is circulated to all AAR participants for their comments and feedback.   
Poor SAR: more time is needed to better prepare those 
involved in providing the information product/service  
Better SAR: train staff on how to provide a better quality 
product/service as soon as possible  
Captured quote:  If only we could get proper training, we 
could provide a better product/ service  Hope (project leader) 
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Table 3.15: After Action Review template 
Name of product or service   
Date of evaluation  
One or two sentences giving the background  
Individual(s) who called the AAR   
AAR participants  
AAR facilitator  
Key words (maximum of 10 that would enable 
future users to re-find this learning)  
Key dates (years when the learning was acquired)   
SARs  Quotes 
STRENGTHS 
AARs can be applied across a wide range of information activities, from two 
individuals conducting a 15-minute AAR at the end of a short seminar, to a long 
training programme on primary health care; 
AARs can provide insights into the strengths and weaknesses of a particular activity. 
They can also help you to see who is not performing well and possibly why; 
AAR is a capacity building tool, because it provides directly actionable feedback in 
way that is not linked to the assessment of anyone s performance in the project; 
The AAR technique can also be used to evaluate other activities in the organisation 
quickly.  
WEAKNESSES 
The political nature of AARs should not be underestimated; 
People can perceive them as time-wasting and ritualistic.   
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DOs and DON Ts 
Do: 
Conduct  the AAR as soon as possible after the information activity, because 
memories are fresh and the participants are available; 
Make sure all the key stakeholders are present when you arrange to do this activity; 
Create a supportive learning environment;   
Post the sets of questions on a flip-chart or whiteboard to be briefly reviewed prior 
to seeking out the answers. 
Don t: 
Seek out individuals to blame for past failures; 
Make it complicated.    
SOURCES 
Collison, C. and Parcell, G. (2001). Learning to Fly.  Milford, CT, USA: Capstone 
Publishing. 
Darling, M.J. and Parry, C.S. (2001) From Post-mortem to Living Practice: An In-depth 
Study of the Evolution of the After Action Review.  Boston, MA, USA: Signet 
Consulting Group.  
Whiffen, P. (2001) Seizing learning opportunities at Tearfund. Knowledge Management 
Review November/December. 
National Electronic Library for Health  Knowledge Management: 
www.nelh.nhs.uk/knowledge_management/km2/aar_toolkit.asp.  
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PI8:    Data analysis 
Writers:   Bruce Lauckner, Lisette Gast  
INTRODUCTION 
When you systematically observe and record variables such as people s behaviour or their 
viewpoints, you are collecting data. Do not collect more data than you need but make 
sure you have enough cases to meet your needs. Data need to be analysed to provide 
useful information to guide your decisions. How you analyse data will depend on 
whether they are quantitative or qualitative, and on the questions you need to answer. 
If you want to be sure about the relationship between variables, and to be able to 
generalise from your observations, you will have collected quantitative data. Think about 
the tables that will help to inform your decision-making. If it is important for you to 
establish the strength of any relationship between variables, there are statistical 
techniques for doing this, but often the information you need will not require such 
complex statistical analysis. If you wanted to understand different people s perceptions 
and why they do things as they do, you will have collected qualitative data. Many 
evaluations contain both kinds of data. A wide range of techniques is available. It is not 
possible to cover all these fully in a short tool, but some general guidelines are given.  
Textbooks are available which cover the topic in some detail (e.g. Miles and Huberman 
1994).    
WHY? 
You need to analyse your data in such a way that the results of your evaluation can 
inform future decisions. If you are clear about the boundaries of your evaluation, it will 
help you to maintain focus and make the best use of resources. You may have collected 
data from interviews (PI5), focus groups (PI3) or from questionnaires (PI2). The steps 
involved in analysing quantitative and qualitative data are explained below. 
HOW? 
For quantitative data 
Step 1  Review  the raw data 
Questionnaires or checklists should be checked immediately to see if they have been 
completed properly. If not, there may still be time to recover any missing data, or to re-
train the data collector to improve future data quality. Do frequency counts of variables 
and look for outliers or inappropriate combinations/ repetitions to detect reporting bias, 
and falsification of data entry. 
Reviewing the data will give you an overview of what you have. For quantitative data, 
this will also help you to code up responses to any open questions in your questionnaire.  
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    Figure 3.20: Example of a spreadsheet  
Step 2  Entering quantitative data 
Quantitative data are often analysed with the aid of a computer and a statistical software 
package. The first steps include coding up the responses on the basis of a previously 
developed code sheet and then entering the data into the computer. For example, if your 
questionnaire had an open question like Why did you visit the resource centre today? 
you would need to read through a number of questionnaires to see what responses you 
were getting. You would allocate a code for each different type of response and record 
your decisions on a sheet of paper (the code sheet). An answer, I wanted to find out 
about how to raise goats , might be coded as Seeking information about goat rearing = 
1 (because you had noticed that a number of people had been looking for information 
about goats, some for commercial purposes, some for hobby, and others a combination 
of the two). Another response, Someone told me about it , might be coded as 
Recommended by another person = 2. Responses such as I wondered what was 
through the green door or I was waiting for a friend and it started to rain might be 
coded as Curiosity or no particular reason = 3. Another way might be to put blue dots 
against all instances of seeking information about goats, and red dots against answers 
where there was no particular reason. This coding makes it quicker to count the number 
of instances of a particular category against another variable such as gender (were more 
men than women interested in animal husbandry?). 
When there are only a few variables for a relatively small number of cases, it is as quick 
and useful to tally by hand. For large quantities of information, particularly if you wanted 
to do some statistical analysis, it is ultimately quicker to enter data directly into a 
spreadsheet. The spreadsheet can then usually be imported into the statistical software 
fairly easily.   
If you are using a computer, it is best to start at the top of the spreadsheet and enter the 
data case-by-case, using one row for each case.  Each column corresponds to a response 
variable (e.g. reason for coming, male or female, found or did not find what they 
wanted). The first column should be entered at the extreme left of the spreadsheet. You 
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can use the first row of the spreadsheet for column headings. Figure 3.20 shows part of a 
spreadsheet of invented data from a telephone-administered questionnaire that was part 
of a newsletter evaluation. 
Quantitative data do not always lend themselves to complex statistical analyses. All the 
responses should be read carefully and, in many cases, a summary of these responses 
(with some case studies) will be entered directly into the report either in a table or more 
visually as a pie chart (Figure 3.21) or a bar chart (Figure 3.22) to show the relative 
frequency of the variables in which you are interested.  
N umber of visitors to the resource 
centre
Mon
Tues
Wed
Thurs
Fri
Figure 3.21: Example of a pie chart 
0 5 10 15 20
Mon
Tues
Wed
Thurs
Fri
N umber of visitors to the resource 
centre
Series1
Figure 3.22: Example of a bar chart    
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Step 3  Import into statistical software 
If you want to analyse the data statistically, you can use statistical packages such as 
Statistical Package for the Social Sciences (SPSS). It will then be necessary to define the 
variables so that the software can understand and label the data.  
Step 4   Check the data 
However much care has been taken in collecting and entering data, errors may have crept 
in. Check your data to eliminate the more important errors. This may involve some or all 
of the following: 
Checking that all coded values are within the codes specified (there are no red 
oranges, for instance!); 
Looking for outliers; 
Generating maximum and minimum values. Are these within sensible ranges? (There 
are no school children under one year, or people 500 years old).  
Step 5  Run statistical analyses 
The start of most analyses involves obtaining frequencies (finding out how often each 
response occurs), averages and graphs such as histograms, bar charts and pie charts. 
Cross-tabulations are also useful, but do make sure they relate to why you want the 
information.  
You ll find that these basic statistics and graphs will provide sufficient information for 
many evaluations. More complex analyses need a good grasp of statistical theory. People 
who are not aware of the many pitfalls can draw some misleading conclusions. If you 
think you might need such complex analyses, do consult a statistician before you start to 
plan your evaluation. 
For qualitative data  
Step 1  Review the raw data 
Reviewing the data will give you an overview of what you have. For qualitative data 
analysis, this can suggest initial themes for analysis (which also will direct further data 
collection). Analysis of qualitative data is an iterative process  as you collect data you are 
also starting to analyse it, and emerging results influence future data collection. Data 
review thus overlaps with data entry: as interviews and notes are transcribed, gaps, 
ambiguities, possible explanations, etc. suggest ideas to be followed up.    
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Step 2   Entering qualitative data 
Practical evaluations will probably focus on Who said what, where and when and why 
and what effect did it have on whom? How material is transcribed will reflect the level of 
detail that is regarded as essential for the analysis. Do you want to keep a record of 
people s exact words, or will a paraphrase be sufficient? It s worth keeping in mind that 
the original source is still the data not the notes or transcription. So any interpretation 
will have to take account of what may be lost through transcription. You need to think 
how you are going to make use of your data. If it is just to get the gist of what people 
believe and do, then writing up your notes each day under headings that reflect what you 
want to know will be helpful.   
Step 3   Check the data 
It is sometimes possible to review the transcripts with the people you interviewed 
(assuring them of continued confidentiality) so that they can amend or expand what was 
said previously. Because there is a risk that the person may decide to withhold permission 
to use the data, you need to consider what is ethical to do, as well as how feasible it 
might be.  
Step 4   Explore relevant themes as they emerge 
There are now many software packages that facilitate the analysis of qualitative data, 
which makes the process both more transparent and open to team assessment. 
Transcripts of audio-taped or video interviews or meetings, and notes (of observations, 
from documents, together with personal dated comments and reflections on the data) 
can be entered, stored and coded in the software (in much the same way as would be 
done for quantitative analysis). These codes form the basis for categories that can be 
built up and examined to detect relationships and patterns in the data, which generate 
hypotheses that can be checked against the rest of the data. 
To check for consistency, the original contexts of the coded fragments9 can be checked. 
Recombining fragments is facilitated by the software, and key phrases or concepts can be 
searched for as the analysis develops. Notes about decisions regarding coding and 
possible explanations and hypotheses generated are date-tagged so the whole process can 
be reviewed when interpreting the findings.  
Computers make qualitative data easier to retrieve. This is more sophisticated than 
copying and pasting in a word processing package, and considerably less wasteful in 
terms of time and paper than what was possible before personal computers.  
                                                
9 To return to an earlier example: one coded fragment is I wanted to find out how to raise goats , which you have 
entered under the codes for seeking specific information , animal husbandry and woman with primary school 
education . An emerging pattern that you want to explore is that women seem to be more proactive about seeking 
information. However, that was only one interview, and when you have data about 40 other people that is coded up, 
you may find that it does not support your idea there may be no evidence that gender is related to information-
seeking. So then you would collect more information, choosing to interview more people who own sheep and goats, to 
test out that idea. 
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However, for relatively small and thus manageable amounts of qualitative data you might 
simply sort them into (for instance) themes such as things people praised and things 
people complained about (both of which could be sub-themes of a larger category, 
quality issues ). After doing that, you might notice that most complaints were linked to 
how services were delivered (rather than the services themselves). You then might look 
at where the services were provided (and when, and by whom). You could perhaps 
observe that most cluster around a certain place and are associated with the newest 
employees. This suggests that training and closer supervision might help.  
Verifying data 
After you have collected and analysed both your quantitative and qualitative data, you 
need to check if the results are credible, as this has implications for the quality of the 
evaluation report and whether or not it is accepted. To verify the findings, you may need 
to talk to people who know about the product or service. 
DOs and DON Ts 
Do: 
Make sure sufficient resources are allocated to data analysis. Sometimes a lot of time 
and effort is spent collecting data that is never properly analysed because resources 
are not made available for the analysis; 
Allow plenty of time to analyse qualitative data. While software is available to 
summarise and keep track of qualitative data, human effort is needed both to 
familiarise yourself with and to understand what you have collected. Keep looking 
for data that contradict your assumptions so they are fully tested. Think of and test 
out alternate explanations are they as satisfactory? Bear in mind the purpose is to 
understand; 
Stay focused on the objectives of the evaluation; 
Find a friendly statistician who can help you. 
Don t: 
Attempt complex statistical analyses unless you have a good knowledge of statistical 
analysis; 
Overdo the analyses.   
SOURCES 
den Boer, D.-J., Bouwman, H., Frissen, V. and Houben, M. (1994) Methodologie en 
Statistiek voor Communicatie-onderzoek. Zavetem Houten: Bohn Stafleu Van Loghum.  
Coghlan, D. and Brannick, T. (2005) Doing A ction Research in Your Own Organisation. 
London, UK: Sage. 
Miles, M.B. and Huberman, A.M. (1994) Qualitative Data Analysis: An Expanded Sourcebook. 
London, UK: Sage. 
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Patton, M.Q. (2002) Qualitative research and evaluation methods. Thousand Oaks, CA, 
USA: Sage. 
Ratcliff, D. (2005) Qualitative Research: 
http://www.vanguard.edu/faculty/dratcliff/qual/. 
Surfstat Australia (online elementary statistics textbook): 
http://www.anu.edu.au/nceph/surfstat/surfstat-home/1-1-2.html.    
Voelkl, K. and Gerber, S. (1999) Using SPSS for Windows. Data A nalysis and Graphics. New 
York, NY, USA: Springer Verlag.  
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PR: Introduction 
The main objective of the evaluation is for you to learn, and in many cases it will be 
beneficial to share what you have learned with a wider audience your colleagues, those 
involved in the decision-making process, and other relevant stakeholders. This is 
especially so if you want to see changes in the management and support of your activity 
or in the organisation as a whole.  
As part of evaluation design, your communication strategy should have already been 
developed. This strategy may take different forms, and writing the evaluation report is a 
very important one. You should already have decided on how you want to address the 
different audiences so that the results can be used in a meaningful way. So, you might 
want to prepare a comprehensive evaluation report for your organisation, partners and 
funding agencies, or a shorter one for specific audiences. In some cases, particularly if the 
findings are sensitive, you might decide to give the information to a few key persons to 
determine further action. Whatever strategy you take, if the evaluation is received 
seriously and appropriate action taken, it can lead to increases in the capacities of you 
and your colleagues to manage the information product and/or service better.  
The reporting (PR) tools in this section will help you (or those responsible if your duties 
cease with presenting the evaluation report) to address these matters. They show you 
how you can present the evaluation results, how the results can be disseminated to the 
stakeholders, and how you can use them for decision-making and management of current 
and future information activities or products. The tools are: 
Writing and dissemination of the evaluation report (PR1) shows you how to structure and 
write your report; 
Utilisation of the evaluation results (PR2) looks at various ways you can promote 
utilisation of the evaluation findings; 
Translating findings into action (PR3) will help you apply what you have learned from 
the evaluation to your organisation.   
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PR1:  Writing and dissemination of the evaluation report 
Writers: Ibrahim Khadar, Karen Batjes-Sinclair 
INTRODUCTION 
This tool helps you to write your evaluation report and suggests ways to disseminate it. 
The report conveys the main messages of the evaluation, taking into account: 
The different audiences; 
The sensitive nature of some of the information; 
Language and level of comprehension; 
The need to secure action. 
WHY? 
Writing the evaluation report is done mainly to encourage use of the results (which is 
linked to the timeliness of the report), and to provide resource material for other 
evaluations. The report is also important for learning, capacity building, sustainability and 
accountability purposes. 
HOW? 
In writing the report, there are certain criteria you need to keep in mind: 
The report should be coherent, cohesive, concise and objective. You should be clear 
about your target audience; 
It should be well structured, building logically from the summary through to the 
conclusions and recommendations (see Box 3.13 ). It is important to pay attention to 
the style and layout of the report so that the reader will find it easy to read; 
The issues covered in the ToR (PE1) should also be covered in your report. Further, 
the quantity, quality and variety of the evidence given should support your 
recommendations. Integrate your data into the report as a whole to support the 
points you make; 
While some matters may be omitted from a report for reasons of political or 
commercial sensitivity, you should ensure everything that is relevant to explain your 
recommendations is included. 
Writing the report 
Think about the main message you want to get across to your audience;  
The report should be written objectively, and not in such a way as to persuade the 
audience to think in a particular direction; 
Keep in mind the expectations of your audience. Readers expect to find sound 
analyses backed with data and/ or qualitative observations clear messages that 
support the decision-making;  
The tone of the report is important and is dependent on the kind of evaluation 
report being written  is it for learning purposes, is it for accountability? etc.; 
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Use quotes or testimonials from stakeholders to support your argument. See quote 
below:         
Use diagrams, figures or tables in a report to illustrate points more clearly; 
Pay special attention to the sections that people are most likely to read the 
executive summary; the lessons learned, and the conclusions and recommendations 
(Box 3.13); 
   
Box 3.13: Structure of the report                   
The executive summary should contain the main reasons for writing the report, the 
main findings, conclusions and recommendations. It should be between two and 
three pages (Box 3.14). The main results, conclusions and recommendations can be 
written in bullet point form you will find that it is better presented and easier to 
I read in the newsletter about a 
different type of potato cultivation. 
Now I have used a small plot to see 
how it works
reader of newsletter 
Title page: state title of the evaluation, name of the authors, date   
and type of evaluation 
Acknowledgements 
Table of contents 
Executive summary 
Main report 
Introduction: background information relating to the 
evaluation, its context, reasons for doing it 
Main conclusions and recommendations (should be 
referenced to the detailed findings in the Annexes) 
Lessons learned 
Annexes: ToR, evaluation team, evaluation timetable, people 
interviewed, list of documents used, detailed findings (should be 
referenced to the main conclusions and recommendations), 
acronyms   
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read. It is important to get this right, because in many cases this will be the only part 
read by key decision-makers.    
Box  3.14:  Structure of executive summary              
Try to keep the main report as short as possible. Use annexes for all relevant back-up 
data; 
The report should be prepared on a timely basis so that the recommendations can 
inform plans; 
Clearly state the results and link the findings to the stated goals objectives;  
If you haven t been able to follow the path described in the ToR (see tool PE1), explain 
why this has happened and how you have tried to overcome it; 
The main conclusions and recommendations should be presented in an easy-to-read 
fashion. The use of sub-headings helps with this. 
Dissemination of the report 
Before dissemination, the report should be presented to the project team and 
management, as well as sent to institutions directly affected to check for accuracy of 
the information reported (you will need to specify  a time limit for comments 
otherwise it might become a long, drawn-out process). In some cases the project 
manager is the evaluator, and this can result in tensions in playing out these two roles 
especially if the evaluation results are unfavourable and affect staff or the project 
manager directly; 
The results need to be presented and disseminated to the various target audiences 
(Box 3.15). You need to communicate effectively and appropriately with each 
audience. Choose between written, oral and visual presentations (Table 3.16); 
Different elements within the same report can be sent to different audiences, taking 
into consideration the sensitive nature of some of the data as well as the interests of 
the stakeholders. A management summary can be used for wide dissemination.  
Opening paragraphs (one or two) on the rationale for the 
evaluation 
Paragraph on the main objectives 
Two or three paragraphs on the methods used to carry out 
the evaluation 
Problems encountered during the evaluation 
Main results of the evaluation  
Main conclusions and recommendations 
Lessons learned 
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          Box 3.15: Who can be the audience?           
Table 3.16:  Ways of disseminating the evaluation findings 
Dissemination Decision-
makers 
Managers Other interest 
groups (e.g. 
community groups)
Meetings  
Draft report  
Confidential note
Presentation 
Annual  report 
Newsletter   
Brochure   
Press  release   
Drama/ 
storytelling   
Management of the organisation (decision-makers) 
Project management and team 
Users of the information service  
Partners, individuals or organisations 
Funding agencies 
Research and development organisations  
Government bodies  
NGOs 
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DOs and DON Ts: 
Do: 
Write a report in as concise, coherent, clear and objective a way as you can;  
Be aware that writing and compiling the report can take a long time sometimes 
even longer than data collection and analysis; 
Prepare a draft report for restricted circulation, so that those with a stake in the 
evaluation have the opportunity to give their views and correct any errors found; 
Ensure the draft report is labelled as draft on every page, and indicate that it is not 
to be copied and circulated. 
Don t: 
Misrepresent or bias your findings; 
Forget to plan the resources needed for report preparation and dissemination when 
agreeing budgets.    
SOURCES 
DANIDA (1999) Evaluation Guidelines. Ministry of Foreign Affairs, DANIDA, Denmark. 
ISNAR, IDRC and CTA (2003) Evaluating Capacity Development: Experiences from Research 
and Development Organisations around the World. UK: Arlington Press. 
Schiefer, U. and Döbel, R. (1991) MAPA-Project: A Practical Guide to Integrated Project 
Planning and Evaluation. Open Society Institute. Institute for Educational Policy. 
UNICEF. A UNICEF Guide for Monitoring and Evaluation: Making a Difference? 
http://www.unicef.org/reseval/mande4r.html  
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 PR2:  Utilisation of the evaluation results 
Writer:   Ibrahim Khadar, Karen Batjes-Sinclair  
INTRODUCTION 
After conducting your evaluation and writing your report, you may find that you need to 
change a number of things (e.g. change the focus of your newsletter, produce the radio 
programme in another language, etc.) so as to enhance the product/ service. To do this, 
you will need the co-operation of management, your colleagues and other key 
stakeholders  some negotiating skills may be needed here. 
Giving evaluation feedback is particularly important because, if the appropriate 
stakeholders do not take it on board, then the evaluation exercise may not meet its 
objectives. The development of a strategy for the use of feedback is therefore essential, 
as it is quite easy to ignore evaluation results. 
Tool PR2 looks at how you can use the evaluation findings both during and after 
completion of the report on the information product or service. Further, it looks at how 
findings are used in the evaluation report, as well as other findings that may be off the 
record , and includes ideas which are not considered suitable for the report because of 
their sensitive nature. 
WHY? 
Getting results used can be a difficult process. Often there are factors other than the 
evaluation results at play that can influence the decision-making process (see SMART 
Toolkit Handbook, chapter 3). 
The main reasons for developing a strategy for the utilisation of the report are to: 
Ensure that the process is credible and transparent in that all stakeholders have full 
knowledge of, and access to, the procedures and resources used; 
Be accountable to the stakeholders; 
Put a  system in place so the report gains the acceptance of the various stakeholders, 
and to address sensitive issues; 
Provide a basis for agreeing on priorities and follow-up actions; 
Avoid duplication of effort. 
How to promote utilisation of the results? 
Given that you are the one carrying out the evaluation of your product or service, it is in 
your interest to ensure everything is in place so you can implement any necessary 
changes. Disseminating information may not be as easy as it appears. You may find that 
it is easier to plan an evaluation, collect data, analyse it and write the report than to 
disseminate the information, because of management policy or the sensitive nature of the 
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findings. Follow-up actions, in terms of how your organisation can incorporate these 
changes on a permanent basis, are also important, and are expanded upon in tools PI7 
and PR3. 
Promote acceptance of the evaluation 
If key stakeholders are kept informed from the start about the evaluation and its 
progress, they are more likely to be receptive to its conclusions. Make sure there is 
commitment to this process all along the way. Stakeholders should understand how you 
conducted the evaluation so they are not sceptical about the results at the end. 
The relevance of the report is very important. The report should address the current 
needs of the information product or service and its target audience. It is important to 
know what target audiences want to know from evaluations, how they use the 
information, and how feedback systems can respond better to those demands. 
React to findings during the evaluation period 
During the evaluation period, the audience should react to the findings as they arise.  For 
example, if most of the people on the subscription list who receive a journal from the 
information project are no longer associated with the respective institutions that receive 
it, there is no reason to wait until the end of the evaluation review process to address 
this.  
On the other hand, there can be a risk of over-reacting to some of the interim findings of 
the report.  
Dissemination of the report 
Make sure that the findings, main conclusions and recommendations are sent 
to the right audiences (refer to PR1);  
Timeliness is essential to the acceptance and use of the results of the 
evaluation. To ensure timeliness, make the main results available to the right 
audience. One way to do this is to produce a summary of the key points (not 
more than two or three pages, see PR1, Box 3.14).  
Prepare a discussion note 
Those closest to the product or service are in the best position to produce a discussion 
note. It should address issues (e.g. praise, criticisms) raised in the report, and an attempt 
should be made to identify and classify the main follow-up actions in an easy-to-read 
fashion. 
If some of the findings/ conclusions of the report are found to be incorrect or 
questionable during preparation of the report, an effort should be made to clarify these 
points with the evaluation team. 
Try to agree on priorities and follow-up action  
Assess the environment in terms of those opposed to or critical of the process. If there is 
strong resistance to the results of the evaluation, there is very little chance that the 
recommendations as set out will be adopted. However, depending on your discussions 
(and negotiating skills!) it might be possible to make room for modified 
recommendations. The discussion note should be discussed by the key audience 
decision-makers and other key stakeholders, for example, in a meeting where the issues 
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can be debated and discussed, so as to draw up an action plan which should include a 
schedule of priorities, actions, persons responsible for each action, and deadlines. Action 
points can include the need for further analysis/ review, focusing on specific aspects of 
the project.  
The action plan developed should be realistic. 
STRENGTHS 
The benefits of using evaluation results are new knowledge; new skills; new direction; 
and a positive change in attitudes. Other benefits relate to the following: 
Timely action can help the organisation improve the efficiency of its operations and 
therefore save resources; 
Changes brought about with follow-up can lead to an improvement in the 
effectiveness of the information product or service. 
WEAKNESSES 
If this process is felt to be promoting a particular agenda, there is a risk that staff 
morale will decline. 
DOs and DON Ts 
Do: 
Make sure that everyone involved understands the motives behind the evaluation; 
Be aware that the way the evaluation is written and how the messages are conveyed 
can be misinterpreted (see tool PR1); 
Involve all the key stakeholders in the process so as to promote acceptance and 
stimulate commitment and ownership (a feeling that they have a stake in the 
process);  
Prioritise the areas that need to be addressed immediately; 
Try to develop an open culture where it is easier to address issues raised. The 
credibility of an agency is enhanced when it demonstrates that it is willing to do this. 
It is also important for building ownership among stakeholders.  
Don t: 
Spend time trying to patch up the report where some findings are contentious but cannot 
be checked  just agree on what to do with respect to those particular issues. 
SOURCES 
ISNAR, IDRC and CTA (2003) Evaluating Capacity Development Experiences from 
Research and Development Organisations around the World. UK: Arlington Press. 
OECD (2001) Evaluation Feedback for Effective Learning and A ccountability. Report No. 5, 
OECD Evaluation Effectiveness Series. Organisation for Economic Co-operation and 
Development.
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PR3:   Translating findings into action 
Writers:  Karen Batjes-Sinclair, Frans Lenglet  
INTRODUCTION 
This tool will help you to implement the recommendations of the evaluation of the 
product or service by drawing on the ideas of your colleagues and other key stakeholders. 
The tool offers a systematic framework for addressing areas of concern within your 
information product/ service, as well as building on areas of strength. Tools PR1, PR2 
and PR3 complement each other. PR3 looks particularly at how you can incorporate the 
evaluation findings into your future activities and into your organisation. 
This tool helps you overcome the problems that the evaluation has identified. You look 
for how your strategy and action plans should be modified to make the information 
product or services more efficient and effective. 
WHY? 
The reasons for developing a technique to transform learning into action are to: 
Put in place a system where the findings of the evaluation are considered and acted 
upon; 
Ensure that learning takes place within the organisation; 
Provide a mechanism to involve staff and other key stakeholders in the learning 
process. 
HOW? 
This tool is a combination of two techniques. One is force-field analysis10 and the other 
is the brainstorming technique11 which helps you and your colleagues to find ways to 
solve the problems identified. 
Force-field analysis helps you to define the problems clearly so you can create action 
plans for strategies and become more productive. You look for what your evaluation 
found that constrains you from change (hindering forces), and what can help you to 
change in the direction you would like to go (helping forces). 
You need to meet your colleagues and/ or other key stakeholders (depending on whether 
or not you think it would be appropriate). Your aim is to identify and list the factors (or 
                                                
10 Force-field analysis was developed by Kurt Lewin, who believed that situations are maintained by dynamically 
balanced patterns of forces; problem-solving involves modifying this balance so that the situation changes itself  in the 
right direction. 
11 Brainstorming was invented by Alex Osborn. He described brainstorming as a conference technique by which a 
group attempts to find a solution for a specific problem by amassing all the ideas spontaneously by its members . The 
rules he came up with are: no criticism of ideas, build on the ideas of each other and encourage wild and exaggerated 
ideas.  
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forces) that help or hinder implementing the desired action. During this discussion, you 
need to: 
Prepare a complete but short problem statement; 
Develop a solution objective (what you hope to achieve); 
The group then needs to identify all possible forces that affect the problem some 
of these forces could be apathy, lack of proper facilities to produce the product or 
service, etc.; 
Choose the ones you think are most relevant to your product or service. 
A good idea would be to draw the forces use arrows to indicate the strength of the 
different forces and try to pair the helping and hindering forces (see Figure 3.23).   
Figure 3.23: Force-field analysis 
(Source: adapted from Open University, 2000)  
You then need to consider how you might alter these forces. Examples of forces that can 
change the situation include encouraging staff to do more by improving the 
infrastructure of the organisation, training, etc. You will also need to develop an action 
plan and assign responsibility for the different activities (see PI1). 
Changing the situation within 
the information project 
Helping forces 
Hindering forces
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Brainstorming is a technique used to generate ideas. A problem or situation is presented 
and a group is asked to come up with as many solutions as possible without judging them 
at the outset. It is important to encourage ideas, no matter how silly they may seem.  
During the brainstorming session you will need to: 
Focus on the problems to be addressed as well as the strengths of the information 
service or organisation; 
Be non-judgemental; 
Be as imaginative as possible; 
Write down all the ideas put forward. 
Once all the ideas have been written down, the group can go through a process of 
sorting them out. Depending on the situation, they can be clustered into similar areas, 
given priorities, or tested using the following Why technique. 
To start the session, ask five times: why. For example: Why didn t the newsletter develop 
according to plan? Why couldn t the project staff produce the newsletter on time? Why 
didn t the staff spend enough time exploring the problems and then implement the 
solution? Why? Because they didn t think the problem was that important. Why? Because 
no one thought through the information product s goals when it started. 
The example below shows how this tool can be applied and the accompanying steps. 
Example: 
You have just completed your evaluation of the information product and/or service 
and you have a list of areas that need addressing. Write down three to five areas you 
need to look at. 
What have you learned from conducting the evaluation? (Box 3.16) (Transfer 
element) 
Identify the hindering/helping forces that affect the production of the product 
and/or services (Box 3.17); 
Identify the helping and hindering factors that you can do something about (Box 
3.18); 
Develop an action plan to effect change (Box 3.19).  
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Step   1 
List the things you would like to change (Box 3.16). 
   
  Box 3.16: List of intentions/things you want to change (Transfer element) 
1. 
2. 
3. 
4. 
5. 
Step 2  
Identify the forces that are hindering and/ or helping the production of the information 
product/ service (Box 3.17).  
Box 3.17: Forces hindering and/ or helping the production of the information 
product/service 
Helping (+) Hindering ( ) 
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Step 3 
Look at Box 3.17 again. Identify the helping and hindering factors that you can do 
something about (Box 3.18).     
 Box 3.18: Identifying helping and hindering factors 
Helping (+) Hindering ( ) What can you do about 
it? 
Step 4 
Brainstorming group: based on your findings in Boxes 3.17 and 3.18, plan how you could 
overcome the hindrances and draw up an action plan, bearing in mind your helping 
factors. Factors that are outside your control or influence should be left out of the 
discussion. Each person should then be given a responsibility to carry out an action 
within the organisation (Box 3.19).   
     Box  3.19: Action plan 
Things to do Person responsible 
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STRENGTHS 
Force-field analysis provides a framework for solving complex problems; 
Brainstorming is a familiar and well established technique; 
Brainstorming encourages radical or different ideas to surface without judgement; 
The tool is easy to use and doesn t require many resources. 
WEAKNESSES 
There may be serious constraints to organisational learning, such as low morale; 
New staff may not be told why and how action plans developed, so the learning is 
not passed on; 
There may be too much reliance on the subjective impressions of the persons 
identifying the helping and hindering factors, and not enough reliance on objective 
facts; 
Agreeing to leave out the factors outside the control of those involved in the 
brainstorming activity in step 4 may lead to the acceptance of a certain status quo, 
which might be at the root of the original problem/issue; 
There is the danger that not enough time will be devoted to doing the exercise and 
that it will not be followed up. 
DOs and DON Ts 
Do: 
Appoint a group leader who will list and draw the forces; 
Ensure the social climate for discussion is open by creating an atmosphere of trust; 
Ensure that discussions focus on problem-solving and not on fault-finding. 
Don t: 
Use the exercise to apportion blame; 
Forget to write down all ideas during the brainstorming session.   
SOURCES 
Open University (2000) Technique Library. Prepared by J. Martin with R. Bell and 
contribution from Eion Farmer for the MBA course Creativity, Innovation and Change 
(B822 TL). Milton Keynes, UK: Business School, Open University. 
Tubbs, S.L. (2004) Decision-making Processes. McGraw-Hill.  
History and use of brainstorming: 
www.brainstorming.co.uk/tutorials/historyofbrainstorming.html 
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Annex 1:  Feedback form  
Feedback form 
We are interested in further refining and validating the Toolkit, and we welcome your 
comments, ideas and suggestions. Please fill in a photocopy of the form below and send it 
to one of the following addresses: 
Lola Visser-Mabogunje 
Planning and Corporate Services 
Technical Centre for Agricultural and Rural Cooperation (CTA) 
Postbus 380 
6700 AJ Wageningen 
Tel: +31 317 467 142 
Fax: +31 317 460 067 
e-mail: visser@cta.int  
Sarah Cummings 
KIT Information Services 
Royal Tropical Institute (KIT) 
PO Box 95001 
1090 HA Amsterdam 
The Netherlands 
Tel: +31 20 5688 298 
e-mail: s.cummings@kit.nl   
Name: 
Organisation:   
Address:  
Postal code/Country:  
Telephone: 
Telephone: 
Fax: 
E-mail:   
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Please provide a brief description of your organisation 
-------------------------------------------------------------------------------------------------------------- 
What is your professional background? 
-------------------------------------------------------------------------------------------------------------- 
Do you have any experience in evaluating projects? 
-------------------------------------------------------------------------------------------------------------- 
How applicable is the Toolkit to the work you are currently doing? 
-------------------------------------------------------------------------------------------------------------- 
-------------------------------------------------------------------------------------------------------------- 
Which section was particularly helpful to you? 
-------------------------------------------------------------------------------------------------------------- 
Which section was not helpful to you? 
--------------------------------------------------------------------------------------------------------------- 
Which tools helped you the most? 
--------------------------------------------------------------------------------------------------------------- 
Do you have any comments, suggestions, ideas that could contribute to improving the 
Toolkit? 
-------------------------------------------------------------------------------------------------------------- 
--------------------------------------------------------------------------------------------------------------- 
-------------------------------------------------------------------------------------------------------------- 
--------------------------------------------------------------------------------------------------------------- 
--------------------------------------------------------------------------------------------------------------- 
---------------------------------------------------------------------------------------------------------------   
Thank you for filling in this form.  
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     Annex 2:  Profile of the case study tools   
Tool   Title of product or service tool 
Writer   Person responsible for writing the tool 
Collaborator  Person who has contributed to the development of the tool 
Introduction Short description of the product/ service: definition and types (if 
applicable)  
Stakeholders Organisations, target groups and colleagues you may need to consult 
during the evaluation process 
Scope Describes the extent of your evaluation of the information  
product/service 
Methodology Outlines the procedures involved in carrying out the tool, the 
indicators and evaluation questions that can be used, as well as data-
collection tips 
Sources Provides list of references as well as where additional information 
can be consulted.  
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Annex 3: Outline for the Process tools  
Each tool description is structured according to the following sub-headings:  
Structure of the Process tools 
Introduction  gives an overview of the tool and what it is 
Why? tells you why it is helpful to use this tool 
How?  shows you in a step-wise fashion how to use the tool 
Strengths and weaknesses an outline of the advantages and disadvantages of using the 
particular tool 
Dos and Don ts give advice on what you should and shouldn t do when using the tool 
Sources a list of literature, organisations and Internet sites consulted, as well as sources 
helpful to the user 
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 Annex4:  List of writers, collaborators, testers and supervisors 
involved in preparation of the tools 
Tools Writer(s) Collaborator(s) 
SMART Toolkit Handbook Karen Batjes-Sinclair  Writer 
Ann Allen   Editor 
Dowlat Budhram (Technical editor) 
Richard Pinder (Technical editor)  
Glossary  Concepts and terms Margo Kooijman  
Process module (P): Planning the evaluation (PP) 
PP Introduction   
PP1 Logical framework  (Logframe) Lola Visser-Mabogunje,              
Sarah Cummings, Mark McQuinn, 
Lisette Gast  
PP2 Results-based management Nancy Gamal Okail, Lola Visser-
Mabogunje  
PP3 Benchmarking  Lola Visser-Mabogunje  Dhaneswar Dumur  
Mark McQuinn  
PP4 Indicators  Andreas Springer-Heinze   
PE Introduction   
PE1 ToR Sarah Cummings, Lola Visser-
Mabogunje  
PE2 Logic model Byron Mook Lola Visser-Mabogunje 
P module : Implementing the evaluation (PI) 
PI Introduction     
PI1 SWOT analysis  Lola Visser-Mabogunje Jaison Chakanyuka (Open 
University, UK) 
Mark McQuinn (SOAS, 
UK) 
PI2 Questionnaire design Sarah Cummings Bruce Lauckner  
PI3 Focus groups Maartje op de Coul Christine Kalume / Bruce 
Lauckner 
PI4 Case studies/stories/anecdotes Maartje op de Coul/Rob Vincent  
PI5 Conducting individual 
interviews 
Lisette Gast Modupe Akande / Bruce 
Lauckner/ 
Stefan Hendriks  
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Annex4:  List of writers, collaborators, testers and supervisors 
involved in preparation of the tools  
P module : Implementing the evaluation (PI) 
PI6 Creative techniques Lisette Gast  
PI7 After-action review Allison Hewlitt   
PI8 Data analysis Lisette Gast Bruce Lauckner 
P module: Reporting and follow-up action 
PR Introduction   
PR1 Writing and dissemination of 
the evaluation report 
Ibrahim Khadar / Karen Batjes-
Sinclair  
PR2 Utilisation of the evaluation 
results 
Ibrahim Khadar / Karen Batjes-
Sinclair  
PR4 Transforming learning into 
action 
Karen Batjes-Sinclair / Frans Lenglet
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Annex 5: List of writers, collaborators, testers and supervisors 
involved in preparation of the information activities  
Tools Writers Collaborators Testers Supervisors for the 
following countries
Training 
course  
Modupe Akande Joel Sam   Caribbean 
Claudette de Freitas    
Nigeria 
Lucia Ogunsumi   
Caribbean 
Bruce Lauckner 
Sarah Cummings  
Nigeria:  
Prof. Modupe 
Akande  
Newsletter Bruce Lauckner/ 
Sarah Cummings  
Christine Kalume  
Victoria Richardson 
Sri Lanka 
Sanjana Hattotuwa  
Kenya 
Francis Muinde    
Uganda 
Geoffrey Ebong  
Sri Lanka 
Maartje op de Coul   
Kenya 
Dr. Ibrahim 
Tiémogo 
Lola Visser-
Mabogunje  
Uganda  
Dr. Adiel Mbabu  
Website Lisette Gast/ 
Maartje op de Coul   
Zambia 
Golden Nachibinga, 
NGOs Coordinating 
Council  
Uganda  
Dorothy Okello 
Zambia  
Maartje op de Coul  
Uganda 
WOUGNET 
Administration 
Board  
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Annex 5: List of writers, collaborators, testers and supervisors 
involved in preparation of the information activities 
Tools Writers Collaborators Testers Supervisors for 
the following 
countries 
Question-
and-answer 
service (QAS) 
Simon Osei Herman van Dyk Pacific 
Daniel Prasad   
Pacific 
Dr Mohammed 
Umar 
Library/ 
resource 
centre 
Herman van Dyk  Boubacar Diaw/ 
Christine Kalume / 
Victoria Richardson 
Mali 
Rosalie Dembele   
The Netherlands 
Lidwien van den 
Wollenberg   
Nigeria  
Semiu Alayande 
(Development 
Policy Centre) 
Mali 
Boubacar Diaw   
The Netherlands 
Margo Kooijman    
Nigeria 
Professor E.  
Lufadeju  
Networks Sarah Cummings Alec Singh USA 
Stephanie Chassy  
USA 
Maartje op de 
Coul 
Radio 
Programme 
Jackie Davies  Andy Phipps  Senegal 
Fatoumata Sow   
Uganda 
Voice of Kigezi   
Zambia 
Kelvin Chibomba   
Senegal 
Maartje op de 
Coul   
Uganda 
Maartje op de 
Coul  
Zambia 
Maartje op de 
Coul 
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Annex 5: List of writers, collaborators, testers and supervisors 
involved in the preparation of the information activities 
Tools Writers Collaborators Testers Supervisors for 
the following 
countries 
Databases Alioune Thioune/ 
Dhaneswar Dumur   
Tanzania 
Richard Kasuga   
Tanzania 
Jane Asaba   
Selective 
dissemination 
information 
(SDI) service 
Alassane Diallo   Herman van Dyk Côte d Ivoire 
Celestin Kouassi   
South Africa 
Clemens Namponya 
Côte d Ivoire 
Odile Tahouo   
South Africa 
Herman van 
Dyk 
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Glossary of terms (concepts and terms) 
Writer:   Margo Kooijman  
Accessibility: The extent to which the target groups have access to the product or service. 
Accountability test: Traditionally the main focus of evaluation. This exercise generally 
assesses the extent to which available resources have been spent according to laid-down 
procedures and for the intended activities. Recently it tends to include responsiveness to 
client needs. 
Accuracy: A measure of how good the information supplied in the product or service is. 
Appraisal: Analysis of a proposed project to determine its merits and acceptability in 
accordance with established criteria. It checks that the project is feasible against the 
situation on the ground, that the objectives remain appropriate and that costs are 
reasonable.  Terms often synonymously used: feasibility study, ex ante evaluation. 
Assumptions: External factors which could affect the progress or success of the project, 
but over which the project manager has no direct control.  
Attribution problem: How can we be sure the changes that we see can be directly 
attributed to the outputs of the project under evaluation?   
Beneficiaries: Those who benefit, in whatever way, from the implementation of the 
project. Distinctions may be made between: 
- Executing partners those who receive financial means to carry out a project; 
- Intermediate beneficiaries those who are supported within the project in order to better 
perform services to the target group; 
- Target groups those who will be positively affected by the project with whom the project 
will work very closely; 
- Final beneficiaries those who, beyond the level of the target groups, benefit from the 
project in the long term at the level of the society or sector at large. 
Cost benefit: Relates inputs in the information system to impact. 
Cost-effectiveness: Relates inputs in the information system to usage of the outputs. 
Data-collection tools: The methods used to identify information sources and collection of 
information during an evaluation. 
Effectiveness: Relates outputs of the information system to usage. 
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Efficiency: The extent to which the project s objectives were achieved, taking into account 
their relative importance. 
Evaluation: An assessment, as systematic and objective as possible, of ongoing and 
completed projects, programmes and policies, as regards their design, implementation and 
results. Evaluation is an activity which is generally carried out before a programme begins 
(ex ante); in mid-cycle before renewal or cancellation (mid-term); or at the end when 
impact can be measured (ex post). It is usually undertaken as an independent examination 
of the background, objectives, results, activities and means deployed, with a view of 
drawing lessons that may guide future decision-making.  
Feasibility study: A feasibility study verifies whether a proposed project is well founded 
and is likely to meet the needs of its intended target groups. 
Formative evaluation: is designed to increase understanding in order to improve 
performance (Open University, 2001). See 
www.sil.org/lingualinks/literacy/ReferenceMaterials/ 
GlossaryOfLiteracyTerms/WhatIsFormativeEvaluation.htm 
Gender: The socio-cultural construct that refers to roles, responsibilities, characteristics, 
attitudes and beliefs about/ towards men and women. These roles are defined, supported 
and reinforced by societal structures and institutions. The roles are learned and change 
over time and vary within and between cultures. Factors such as education, technology, 
economics, and sudden crises like war and famine cause gender roles to change. In 
contrast to the socially moulded gender , the biological sex of an individual cannot be 
modified.  
Gender analysis: An organised approach to understand how men and women relate to 
each other in terms of roles and responsibilities, access and control. The purpose is to 
ensure that project activities fully incorporate the roles, needs and participation of women 
and men. It requires separate data and information by gender and age. Gender analysis is 
done at all stages of a development process.  
Goals: Clear statements of success that your programme is working to achieve (see also 
Purpose). 
Impact: Broad, long-term effects (economic, social and environmental), anticipated or 
unanticipated, positive or negative, at the individual or organisational level, brought about 
by a development intervention (ISNAR, 2001). Relates use of information outputs to 
transformation of the users or their environment. Positive impact: A lasting 
transformation in people s ability to cope (Menou, 2001). 
Indicators: Measurable elements that tell you or indicate that the programme efforts are 
successful. Indicators help to define what information must be collected to answer 
evaluation questions. 
Logical framework approach (logframe): A methodology for planning, managing and 
evaluating programmes and projects, involving stakeholder analysis, problem analysis, 
analysis of objectives, analysis of strategies, preparation of the logframe matrix and activity 
and resource schedules.  
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Monitoring: A continuous process of collecting and analysing data for performance 
indicators, to compare how well [the project] is being implemented against expected 
results. 
Objectives: Interim, measurable goals that can be achieved in a defined period. 
Outcomes: The positive differences a programme makes to the target group. They should 
flow directly from the programme s goal or purpose.  
Outputs: Reflect measurable products of a programme. Outputs can include anything that 
can be counted, such as people, activities, materials, time, etc. Outputs only measure 
quantity, not quality. 
Performance: Quality of functioning. 
Productivity: The output in relation to the input. 
Purpose: The direct outcome to be achieved as a result of the outputs produced by the 
project. A hypothesis about the outcome or benefit that the project attempts to achieve. 
Relevance: The extent to which the objectives of the project are consistent with the target 
group s requirements. 
Results: The products of the activities undertaken. 
Self-evaluation: An evaluation by those responsible for the design and carrying out of the 
project. 
Stakeholders: Agencies, organisations, individuals or groups who have a direct or indirect 
interest in the project or evaluation. 
Summative evaluation: Measures overall performance against external standards or 
intended achievements (Open University, 2001). See www. 
jan.ucc.nau.edu/edtech/etc667/ proposal/evaluation/summative_vs._formative.htm. 
Sustainability: The likelihood of a continuation in the products/ services produced by the 
project, after the actual project has ended.  
SWOT analysis: Analysis of an organisation s strengths and weaknesses, and the 
opportunities and threats that it faces.  
Target group: The group/ beneficiaries/ users that will be positively affected by the 
implementation of the project.  This group is often closely involved in the various aspects 
of the project.  
Terms of Reference: Defines the tasks required of the implementing agency and indicates 
objectives, planned activities, expected outputs, budget, timetable and job descriptions.  
Transformation path: Stages an idea must go through before visible impact is attained at 
the level of people. In agricultural research one has to contend with efficiency at activity 
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level, relevance at output level, effectiveness at utility level, productivity at intermediate 
level, and social environmental welfare at the level of ultimate change.   
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Acronyms 
AAR  After Action Review 
ACP   African, Caribbean and Pacific Group of States 
AIDS  acquired immune deficiency syndrome 
APC  Association for Progressive Communications 
ARIS   Agricultural Research Information Service 
ASARECA  Association for Strengthening Agricultural Research in Eastern and 
Central Africa 
CABI   Centre for Agriculture and Biosciences International 
CAQDAS Computer-Assisted Qualitative Data Analysis 
CARDI  Caribbean Agricultural Research and Development Institute 
CIDA  Canadian International Development Agency 
CORAF  Conférence des responsables de recherche agronomique africains 
CSO  civil society organisation 
CTA   Technical Centre for Agricultural and Rural Cooperation 
CTRL  control 
DAC  Development Assistance Committee (OECD) 
DANIDA Danish International Development Assistance 
DFID  Department for International Development 
EC  European Commission 
ECART European Consortium for Agricultural Research in the Tropics 
ECDPM  European Centre for Development Policy Management 
EU  European Union 
FAKT  Fördergesellschaft für Angepasste Techniken 
FAQs  frequently asked questions 
FID  International Federation for Information and Documentation 
GDC  Gabriima Development Centre (SWOT tool) 
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GTZ   Gesellschaft für Technische Zusammenarbeit 
HIV  human immunodeficiency virus 
HTLM  hypertext mark-up language 
ICT   information and communication technology 
IDRC  International Development Research Centre 
IDS   Institute of Development Studies, University of Sussex, UK 
IEC  information, education and communication 
IICD   International Institute for Communication and Development 
IK  indigenous knowledge 
INFDC International Nutrition Foundation for Developing Countries 
ISNAR  International Service for National Agricultural Research 
IUCN  International Union for the Conservation of Nature 
KISS  keep it short and simple 
KIT   Royal Tropical Institute 
LEAP   Learning and Evaluation Action Program 
M&E  monitoring and evaluation 
MDF  Management Development Foundation 
MOV  means of verification (Logframe) 
NGO  non-governmental organisation 
NUD*IST Non-numerical, Unstructured Data Indexing, Searching and Theory-
building  
OECD  Organisation for Economic Cooperation and Development 
OVI  objectively verifiable indicator (Logframe) 
PCM  project cycle management 
PRA  participatory rural approach 
R&D  research and development  
RBM  Results-based management 
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QAS  question-and-answer service 
RUFDATA reasons and purposes, uses, focuses, data and evidence, audience, timing, 
agency 
SAR  specific actionable recommendations  
SDI  selective dissemination  of information 
SMART specific, measurable, achievable, realistic, time-bound 
SWOT  strengths, weaknesses, opportunities and threats 
ToR  terms of reference 
UK  United Kingdom 
UNECA  United Nations Economic Commission for Africa 
UNESCO United Nations Educational, Scientific and Cultural Organisation 
URL  uniform resource locator 
USA  United States of America 
USAID  United States Agency for International Development 
WWW  World Wide Web  
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