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ABSTRACT
RESTAURANT STYLE PREDICTION USING WORD2VEC AND
SUPPORT VECTOR MACHINE
Saleh Almohaimeed
April 22, 2021

Natural Language Processing represents a quantum leap for governance and
industries. It enables them to have an insight into hidden patterns and information within
their data. In this thesis, we have worked on an important field in Natural Language
Processing, which is Text Classification. Our goal is to help restaurant owners to find
which dishes customers like more. To do that we have used a dataset from Yelp.com that
has 150,000 restaurant reviews, then count the most frequent dishes mentioned. However,
this way is not effective except if these reviews are categorized into different restaurantsstyles. For this reason, we have used Word2vec with Support Vector Machine algorithms
to classify these reviews into four restaurant-style categories (Mediterranean, Indian,
Mexican, and Japanese). The experimental result shows that this methodology has
successfully achieved a classification accuracy of 87.2%, which shows that the
methodology is effective in classifying reviews datasets.
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1. INTRODUCTION
Restaurants are spreading everywhere around the world, and this has made the
restaurant business one of the highly competitive fields. The problem is that if a business
owner does not have any advantages over others, the chances of losing more customers and
closing his restaurant will increase. The most important advantage is having very delicious
dishes. The problem is that each restaurant has dozens of dishes on their menu, finding the
most important dishes to give more attention and enhancing their taste is not an easy job.
If we take a restaurant reviews dataset from a popular website such as YELP.com, then
count the most frequent dishes mentioned, so we can have an insight on what people order
more. We will have a popular dishes list, but they will not be related to a single restaurantstyle. One dish may be served by an Indian restaurant and another dish may be served by
a Mediterranean restaurant. Finding a solution for this problem is the main motivation for
this thesis. Our goal is to use text classification tools and algorithms to classify restaurant
reviews into different restaurant styles. The benefit of this methodology is that restaurant
owners can look to the reviews related only to their restaurant-style, then count the most
frequent dishes by using a simple query.
Text Classification is the problem of assigning a piece of text to two or more
predefined classes. This piece of text could be an email, tweet, article, reviews, etc. If we
have a file D that contains set of documents{d1, d2, d3,…, dn}, and we have list of classes
{c1, c2, c3,…,cn}. Then text classification is the process of assigning one class of c to one
document of D. It is an essential part and significant task in many natural language
processing applications [1], such as semantic analysis [2] and intrusion detection [3][4].
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Text classification is a necessity due to the huge volume of text produced every day. We
can do text classification manually. However, it is time and resource-consuming. In
addition, we will never achieve a prediction accuracy better than the machines.
In most countries around the world, text classification is used in many fields such as
education, healthcare, military, etc. Furthermore, most of the globally successful
businesses have spent millions of dollars in this field to keep up with the market and
achieve customer satisfaction. To illustrate more, in the following figure [1] an example of
text classification where email software determines whether an incoming email is sent to
the inbox folder or the spam folder.

Inbox

Text Classification

Spam

Spam

Figure 1. General eءxample of text
classification

In general, text classification can be applied to one of the following four different
levels. Document level such as books and magazines. Paragraph-level (a portion of a
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document), sentence-level (a portion of paragraph) and, subsentence level (a portion of a
sentence). Text classification is a pipeline where raw text is entered as an input, processed
and, produce classified text as an output. The process in the pipeline began with
preprocessing techniques, then feature extraction, dimensionality reduction, learning
model, finally evaluate the model to check whether it has produced an acceptable model or
not.

1.1. Preprocessing techniques
Every dataset in the real world contains unnecessary words such as stop words or
special characters, these noisy data affecting the process of machine learning algorithms.
Therefore, the first step in every text classification problem is preparing the dataset by
doing different preprocessing techniques. In this thesis, we have done the following
techniques, eliminating irrelevant features, handling missing values, remove redundant
observations, dealing with noisy data, data reduction, and steaming. Which will be
explained in detail in the preprocessing section.

1.2. Feature Extraction
Document and texts are unstructured datasets. In order to train them with machine
learning algorithms, we need to convert them to a structure dataset. The most common
techniques to do feature extraction are Term Frequency – Inverse Document Frequency
(TF-IDF) and Word2vec. TF-IDF is an information retrieval technique, where it calculates
the weight for term frequency (TF) and calculates the weight of inverse document
frequency (IDF) for each word or term in a text. After that, it calculates the product of TF
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by IDF to get the TF-IDF score for each term or word. On the other hand, the Word2vec
technique uses neural network model to produce word embedding. Each term or word
converted to numbers and representing them in multi-dimensional spaces. There are two
architecture style for Word2vec Continues bag of words (CBOW) and Skip-Gram. CBOW
objective is to predict a word by the context word, while Skip-gram works in the opposite
way by predicting the context words based on a specific target word. In this thesis, we
have done feature extraction by training the reviews with the Skip-gram Word2vec model,
which will be illustrated more in the word experiment section.

1.3. Dimensionality reduction
Features selection technique is a method that attempts to reduce the dimensions of a
dataset by eliminating any feature that considered irrelevant for text classification. This
approach has shown many advantages. Including reduce the possibility of overfitting,
produce a smaller dataset size, faster text classification process and, improve the accuracy
of the prediction model. The dimensionality reduction process can be seen as a part of the
preprocessing phase. One of the most common feature selection methods is Principal
Component Analysis (PCA), which shows the data with the minimum number of
dimensions and preserves their properties. Moreover, PCA reduces the complexity of the
processed data. In this thesis, we did not perform the PCA method, which I believe it will
improve the model prediction accuracy.

1.4. Learning model
This phase is the most important phase in text classification, choosing the best
machine learning classifier can be very challenging and without enough knowledge on
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which algorithm is the best for our purpose, we will not be able to produce an efficient
result. There most popular machine learning algorithms are Random Forest (RF), Support
Vector Machine (SVM), Logistics Regression (LR), Naïve Bayes (NB), and K Nearest
Neighbor (KNN). There is no algorithm that performs better for all text mining fields. For
example, Random Forest could be better than SVM in intrusion detection fields. However,
SVM may yield better accuracy in semantic analysis. Furthermore, there are many factors
for choosing the best machine learning algorithm other than the type of the dataset such as
the dataset size, number of the dataset dimensions, number of noisy data, etc. In the workrelated section, we have found out that the best machine learning algorithm for reviews
text classification is SVM. More detail about the reason for choosing SVM will be
explained later.

1.5. Evaluating the model
After we have trained the model with the machine learning algorithm, it is now the
time to evaluate the produced model and check whether the quality obtained is acceptable
or not. We can measure the quality by different metrics such as calculating the model
accuracy, F score, Matthew’s correlation coefficient, area under the ROC curve and,
receiver operating characteristics. This document is organized as follows: Section 1
presents an introduction to the text classification process, section 2 reviews literature on
feature extraction techniques and different machine learning algorithm., section 3 describes
the methodology used and discuss the model results obtained for the Word2vec model and
from the SVM machine learning algorithm, section 4 concludes the thesis with a brief
review of our results and present some future work idea.
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2. WORK RELATED
2.1. Comparison of different Feature engineering techniques
Feature engineering is an important factor for the machine learning (ML) algorithm.
If it is done correctly, it increases the accuracy of the predictive model. A published paper
by [5] focuses on the efficiency of the support vector machine (SVM) with different
features engineering techniques. In the beginning, Maria the author of [5] explained why
she used SVM machine learning algorithms rather than any other ML algorithms. The
reasons were SVM robustness against error and its ability to handle linear and nonlinear
data, which show that SVM is more flexible. In addition, one of the most important
parameters that affect the SVM model is the Kernel choice whether it is linear or nonlinear.
In this paper, three SVM models are produced for each feature engineering techniques,
linear kernel model, nonlinear polynomial kernel model and nonlinear radial basis function
(RPF) kernel model. Three features engineering techniques are used in this experiment
term frequency–inverse document frequency (TFIDF), Word2vec and Doc2vec. TFIDF is
a common approach and easy to compute. However, it has some disadvantages that are not
presented in Word2vec and Doc2vec techniques. TFIDF does not capture semantic features
and does not order the words in a sentence. When the documents used are large [6] indicate
that Doc2vec is the best technique. However, in terms of flexibility Word2vec is better
than Doc2vec
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because it can be easily applied to different documents domains. Maria uses two types of
Word2vec, contiguous bag of words (CBOW) and skip-gram (SG). Moreover, she uses
three types of Doc2vec, distributed bag of words (DBOW), distributed memory mean
(DMM) and, distributed memory concatenated (DMC). The dataset used to train the SVM
model is Reuters 21578. It contains 10788 Reuters publications categorized based on 90
classes. The evaluation measures for this experiment shows that all the three models linear
and nonlinear achieved the best performance with the Word2vec feature engineering
technique. Whether the type of Word2vec is CBOW or SG the performance is still better
than other techniques. However, when we are evaluating the computational cost, Word2vec
is the best for nonlinear models. However, TFIDF shows better computational cost with
the linear model.

2.2. Comparison of different Machine learning algorithms
[7] Apply three Machine learning algorithm (SVM), Naïve Bayes (NB) and
Multilayer perceptron Neural Network (MLP-NN) in classifying Arabic text documents.
Experiments are done by using documents dataset collected from Aljazeera news web site
(http://www.aljazeera.net), Saudi Press Agency (http://www.spa.gov.sa/index.php), and
Al-Hayat website (http://www.alhayat.com ). It’s contained 1400 Arabic documents that
belong to different categories such as (Computer, Economics, Sports…etc.). Experiments
evaluated by three different evaluation measures (Recall, Precision, and F1-score). Recall
answer the question of what is the proportion of the actual positive instances (documents
in our experiment) that have been correctly identified. while Precision answer what is the
proportion of the resulted positive instances that actually correct. F1-Score is a weighted
7

average between recall and precision. In other words, high precision means relevant results
are retrieved more than irrelevant, while high recall means most of the relevant results are
retrieved. Therefore, it is important that the ML algorithms have high precision and recall.
In this paper there is table that contains the three evaluation measures for each category. I
have calculated the average for these measures to combine all categories and conclude that
SVM has shown the highest result with 0.78%, 77%, and 77% for precision, recall, and F1score respectively.
[8] has proposed Random forest and Support vector machine based hybrid approach
(RFSVM) to determine wither the classification performance of the proposed approach is
better than the performance of these individual classifiers. He has done his experiment on
an amazon reviews dataset. It has 1000 instances, half of them are classified into positive
sentiments and the other half classified into negative sentiments. The result shows that the
hybrid approach has the best performance with 83.4%. Moreover, it shows that SVM has
higher classification accuracy than RF with 82.4% and 81% respectively. A similar
experiment is done by [9] to classify the polarity of 500 instances using three ML
algorithms Support vector machine, Naïve bayas and Random forest. The result shows that
SVM has the best performance predicting 97.4% accuracy. Naïve bayas predicting 90.20%
accuracy and Random forest is predicting 88% accuracy.

2.3. Compassion of different machine learning algorithms with different feature
engineering techniques.
Sentiment analysis uses Natural language processing and machine learning
algorithms to identify emotions and extract subjective information. [10] implement
sentiment analysis using different feature engineering techniques and different Machine
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Learning (ML) algorithms. An important rule of text classification is that the ML algorithm
needs a numerical vector as an input. Therefore, Feature engineering transforms the raw
data into numerical vectors. Then, ML algorithm will take the vectors as input and produce
a trained model. In this paper, two feature engineering techniques n-gram with TFIDF and
Word2vec are used with five ML algorithms NB, SVM, Random Forest (RF), Logistic
Regression (LR), and Ensemble technique. This experiment is applied to the restaurants
instances taken from the SemEval-2016 dataset. It contains 3658 number of instances. Two
approaches are applied for this experiment. The first approach is by training the model with
80% of the instances and testing the model with the left 20%. The second approach is by
training and testing the model with the whole dataset. These reviews can be categorized
according to three aspects entity, attribute, and polarity. Each review can be labeled into
one of six distinct categories of the aspect entity, one of five distinct categories of the aspect
attribute, and one of three distinct categories for the aspect polarity. The result shows that
word2vec feature engineering technique outperforms TFIDF on the two approaches. In
addition, it shows that the accuracy of SVM is better than NB, RF, LR, and Ensemble ML
algorithms on the two approaches.

2.4. Compassion of machine learning algorithms with different Word2vec types
[11] the main idea of this paper is to determine whether we can use Word2vec
algorithm to classify sentiments. The dataset used in this experiment was taken from
(Kaggle.com). It contains 14,640 tweets related to the users experience with six different
United States airlines (American, Delta, Southwest, United, Us Airways, and Virgin
America). Three ML classifier NB, SVM, and LR were applied to classify the airlines
tweets into three sentiments classes positive, negative, and natural. Since ML algorithms
9

do not accept raw data as an input, Word2vec is used to create word embedding for each
word and produce numerical vectors as an output. Two types of Word2vec algorithm were
used to train the model, continuous bag of words (CBOW) and Skip-gram (SG). the result
shows that for every ML classifier SG model outperforms CBOW model. Moreover, SG
with SVM yielded the highest accuracy of 72%.

2.5. Word2Vec and SVM Classifier
In many papers like [12] [13] [14] [15] [16], researchers show that Word2vec with
SVM is successfully applied for text classifications. [12] they successfully applied
Word2vec to classify Arabic airlines tweets and they used SVM due to its superiority over
other ML algorithms. [13] highlighted the problem where the teacher spends a long period
of time and so much effort to calculate the scores of the students. In [13], Word2vec with
SVM is applied to classify students answers and estimate the score levels. The F-score
obtained from this experiment was 0.95%. According to [14] Most of the researchers shows
that Word2vec is suitable and yields high accuracy result when it is been applied to
sentiment analysis of short texts. Therefore, [14] focuses on whether Word2vec will
perform successfully when it is applied to sentiment analysis of citations. Along with
Word2vec, he uses the SVM classification algorithm. The results shows that Word2vec is
effective in distinguishing between negative and positive citations with a macro-F score of
0.85 and a weighted-F score of 0.86.
Nowadays, there is a vast emerge of social media applications. Where people can
express and share their feelings and opinions about different aspects of our world. Most of
the social media applications have allowed users to comment on any post created by other
10

users. The problem is Social media applications cannot distinguish the sentiments of these
comments. Therefore, they have a strong demand to find a way for sentiment classification.
[15] highlighted this problem by figure out a way to classify user comments into three
different classes. They have used Word2vec with the linear SVM classifier in their
experiments. The dataset is taken from play.google.com, it has 16,360 comments divided
into 80% for the training dataset and 20% for the testing dataset. they have done four
different experiments. Training the model with 5 rating classes without removing stop
words, training the model with 5 rating classes, and remove stop words. Training the model
with 3 rating classes without removing stop words, training the model with 3 rating classes,
and remove stop words. The results were unsatisfactory for the first three experiments.
However, in the fourth experiment where they train the model with 3 rating classes without
remove stop words. It shows significant result with an F1-score of 0.795. They conclude
that this approach is suitable to be used by social media applications that do not require
users to give rating scores for their comments. [16] Figure out a method to resolve the curse
of dimensionality. They significantly achieve high performance by using Sentiment
classification based on Word2vec and SVM.
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3. PREPROCESSING
3.1. dimensionality reduction
In our reviews dataset we have 13 features described in the table below.

Feature

Description

Review ID

Unique identifier number for the posted review.

Review Text

Text written by the person who posted the review.

Review Date

The time when the review has been posted.

Review Cool Impression

Number of other users found this review Cool.

Review Funny Impression

Number of other users found this review Funny.

Review Useful Impression

Number of other users found this review Useful.

Review Stars

Number of the stars given to the restaurant.

User ID

Unique identifier number for user who posted the review.

Restaurant ID

Unique identifier number for the restaurant.

Restaurant Categories

One or two words that describe the restaurants

Restaurant City

The name of the city where the restaurant located in.

Restaurant Street

The name of the street where the restaurant located in.

Restaurant Type

The restaurant food styles.
Table 1. Dataset features before applying dimensionality reduction
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By using R-studio we have followed the feature selection technique by removing
those features that do not contribute to our final result. We keep only the following 5
features. In the table below there are the five remining features with the reason why we
need them.

Feature

Reason

Review ID

To remove duplicate reviews.

Review Text

To perform text mining on its words and apply the
Word2vec and SVM techniques.

Review Date

To identify the food trends at certain period of time.

Restaurant City

To identify the food trends at certain region.

Restaurant Type

To identify the food trends by food Style.
Table 2. Dataset features after applying dimensionality reduction

3.2. Dealing with missing data
It is an important part in the preprocessing phase to check whether do you have
missing values in your dataset or not. Missing values can reduce the statistical accuracy of
the machine learning algorithms leading to wrong and invalid results. In addition, missing
values can make the dataset inconsistent and incomplete. Luckily, we do not have many
missing values in our dataset. In the chart below you can see the number of missing values
for each feature in our dataset.
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Figure 2. Number of missing values in the dataset.

The bars in the chart above represent the number of missing values for each feature,
we can see that approximately 350 missing values for the three features (Review-date,
Review-id, and Review-text), which is a very small number compare to 2,662,251
observations. Therefore, we are going to drop all the rows that contain missing values
because these three features are important to the thesis objective and we cannot substitute
them with something else.

3.3. Remove redundant reviews
Data redundancy occurs when we have two or more observations having the same
data stored in the database. Understanding how to deal and find data redundancy will
efficiently help mitigate long-term inconsistency problem. There are several drawbacks
occurs when the business unaware of data redundancy. It could lead to data inconsistency,
14

data corruption, Increase the size of the database and increase the costs. In the
preprocessing phase part-a (dimensionality reduction), we have kept five features, one of
them was Review-id. It is a unique identifier number of each review. Therefore, if there
are more than one entry having the same Review-id value, it means they are redundancy in
our database. By using R-studio we have found 148,276 observations that are duplicates
and we remove them from our database. The new number of rows become 2,513,975
unique observations. At the end of this section, we will eliminate the Review-id feature
from the database because it is not useful for the thesis purpose anymore.

3.4. Dealing with noisy data
Handling objects that are noisy is one of the most important goals in data
preprocessing phase. Noisy data is the one that is difficult to control and does not offer any
contribution to the final result. It will decrease the prediction accuracy of the machine
learning algorithms and disturb the training model. After long investigation we have found
that some of the reviews texts are written in another language such as Japanese or Arabic.
Therefore, we have eliminated all the words that are written in non-Latin characters.
However, we did not delete the observation because some reviews may contain Latin and
non-Latin words. After that, we have deleted 99999 rows that has only blank on their
Review-text feature. We ended up with 99999 observation in the dataset.

3.5. Data reduction
When we want to classify text into different categories, it is important to keep only
those words that define the meaning of the text. Stop words such as the, but, and he, white
spaces, punctuation, and numbers are examples of texts that removing them will not affect
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the meaning of the text. Several packages have been introduced to help with this matter. In
our preprocessing techniques we have used tm package in R-studio to perform the data
reduction in the dataset. In the tables below you can see examples of before and after
removing special characters and stop words.

Before

After

Case

best restaurant & best dishes

best restaurant.

Special characters

@@same things $$ happen **

same things happen

Special characters

rude waiter!!

rude waiter

punctuation

this is my go to sushi spot

this go sushi spot.

Stop words

there are so many dishes

there many dishes

Stop words

many friendly staffs

White spaces

phonenumber

numbers

many

friendly

staffs

phonenumber 0566395977

Table 3. Example (1) before and after applying data reduction techniques.
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All the cases (Special characters, punctuation, Stop words, White spaces, and
numbers)
Before
@Located at a convenient,

location in the “downtown” 2020
After

Located convenient location downtown
Table 4. Example (2) before and after applying data reduction techniques

We can see from the example in the second table above that the data reduction
techniques we have applied to the dataset do not change the meaning of the text. We did it
to make the machine learning algorithm give more intention to the important words rather
than irrelevant texts.

3.6. Stemming and text style.
Stemming is the process of removing the suffix from a word and return it to its root
word. For example, “traveling” is a word and its suffix is “ing”, when we remove the “ing”
then we will get the root word which is “travel”. We apply stemming technique to the
dataset because it reduces the size of the corpus and make the training data denser. We
have also used the tm package in R studio to perform the stemming to the review’s texts.
Other examples of stemming words are in the table below.
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After Stemming

Before Stemming
affect
affectation
affected

affect

affection
affections
affecting
affects

Table 5. Example before and after applying stemming

After we have done from stemming, we have converted all the characters in the
reviews texts to lowercase text style. One of the reasons to do that is the training model
may get conflicts between capitalize words in the beginning of the sentence and nouns in
the middle of the sentence. Which may lead to less prediction accuracy. Therefore,
converting all the letters to lowercase style is better trade off.

3.7. Split the dataset into training and testing datasets.
After we have done all the preprocessing techniques that we need. Now the dataset
is ready to be trained and prepared for the real world by Word2vec and Support Vector
Machine algorithm. However, it is important that the model we have built has a good
prediction accuracy. Therefore, we have splatted the dataset as per split ratio, where 80%
are in new dataset named “training” and 20% are in new dataset named “testing”.
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4. WORK EXPERIMENT
The method proposed in this thesis consists of three main components, which are (1)
obtaining word embedding based on training the dataset by Word2Vec algorithm. (2)
Construct a matrix of documents vectors based on the Word2Vec model. (3) Training the
documents vectors data frame by SVM machine learning algorithm.

4.1. Overview of Word2Vec
Word2vec is a method that creates word embedding by mapping words to vectors of
real numbers. It was introduced by Tomáš Mikolov in 2013 [17]. Before I go into more
details about how Word2Vec works, we need first to understand what embedding means.
Therefore, I will give an example of “restaurant” embedding instead of “Word”
Embedding.
Let’s say that there are group of chefs who rate four restaurants from 1 to 100 based
on three criteria. (Service, Food, and ambiance). The average rating for each restaurant
Service is shown in table [6]
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Restaurant

Service

Food

Ambiance

A

76 out of 100

66 out of 100

22 out of 100

B

65 out of 100

67 out of 100

43 out of 100

C

44 out of 100

54 out of 100

15 out of 100

D

32 out of 100

22 out of 100

60 out of 100

Table 6. The Average rating for four restaurants based on three of their services.

Then, let suppose we plot the service rating value of the “A” restaurant in one
dimensional-space as table [7] where “A” is the restaurant, “Service” is the dimension and
“76” is the vector value.
A

Service
76

Table 7. Restaurant A with the vector value of their service

From table [2], we do not know much of information about “A” restaurant, we can
infer only one piece of information. However, restaurant information is more complex than
the previous table. Therefore, in table [8] we have added two more dimensions to the
previous table.
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A

Service Food Ambiance
76

66

22

Table 8. Restaurant A with the vector values of their service, food and ambiance

Now, we can say the vector values in the table above are partially represent restaurant
“A”. These information are useful because it can help us to compare between different
restaurants and find how much restaurants are similar to each other. Let suppose that we
want to find between the other three restaurant “B”, “C” and “D”. which one is more similar
to restaurant “A”.

Service

Food

Ambiance

A

76

66

22

B

65

67

43

C

44

54

15

D

32

22

60

Table 9. . Restaurant A, B, C, and D with the vector values of their service, food and ambiance

when we start delaing with vectors. One of the popular way to compute the similarity
score is Cosine_Similarity method. However, we need first to normalize the vectors before
we use them in the Cosine_Similarity method as shown in table [10].

21

Service

Food

Ambiance

A

1.4

0.9

-1.2

B

0.9

1

-0.2

C

-0.2

0.3

-1.6

D

-0.7

-1.2

0.6

Table 10. Normalized the vector values of the four restaurants.

After we have normalized the values of the vectors, now we can calculate the
Cosine_Similarity for each restaurant “B”, “C”, and “D”, compare to restaurant “A”.

Cosine_Similarity (Restaurant “A” vectors, Restaurant “B” vectors.) = 0.85%
Cosine_Similarity (Restaurant “A” vectors, Restaurant “C” vectors.) = 0.56%
Cosine_Similarity (Restaurant “A” vectors, Restaurant “D” vectors.) = - 0.90%

The cosine similarity function is calculated by the following equation, if we have
two vectors, A and B, the cosine similarity will be represented by using a dot product and
magnitude as

Equation 1

𝐴𝑖 and 𝐵𝑖 in the Equation 1 represent components of vector A and B respectively.

22

We can see that the most similar restaurant to restaurant “A” is restaurant “B”, with
a similarity percentage equal to 0.85%. We can understand two important ideas from the
previous example. We can represent anything as vectors of numbers that machines can deal
with. Also, we are able to calculate how similar vectors are to each other.
After we have understood what embedding means, we can now proceed to learn how
Word2Vec Create word embedding. There are two different model architectures to create
word embedding: continuous bag of words (CBOW) and Skip-gram. We will first go
through CBOW, after that explaining Skip gram will be much easier.

a) Continuous Bag of Words (CBOW)
CBOW model architecture attempt to predict the current target word based on the
context words. The context words are the words that surround the target word within a
specific determined range. We call this range window size. A popular example to illustrate
this model is the keyboard prediction feature.

Figure 3. Keyboard prediction feature.
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The prediction of the next word task can be addressed by the CBOW model, where
this model can take as an input list of words and try to predict the word that could be entered
after them. We can see in the picture above that the model has given suggestions of what
could be written after the two words (traveling, in). The model gave three suggestions (the,
Europe, and Sunday). Since the word (the) is the first suggested word, this indicates that it
is the one with the highest probability. We can present this example as the following black
box figure [5].

Output

Input

traveling

Training the CBOW model
the

in
Figure 4. Black box prediction example (1)

However, the CBOW model does not only output words, but it predicts probability
for all the words. Then the model will try to find the one with the highest probability score
and display it to the user as the following figure [6]
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Output

Input

Word

P

Europe

66%

Brother 15%

traveling
Training the CBOW model
in

Sunday

62%

The

88%

…

12%

…

16%

etc.

%

Figure 5 Black box prediction example (2)

The previous example shows only when we predict a word after a list of entered
words. However, the CBOW model can also predict words before or in the center of context
words. Although, it takes a list of input words to predict one target word. There is a question
that should be raised, how many words within a context that need to be trained to predict
one target word. The window size parameter is the one responsible for that. It determines
how many words within a context will be considered when we train a model to predict one
target word. Let’s take an example to illustrate the window size parameter, in the sentence:
“the north regions of the united states are cold”. If we assign a value of 2 to the window
size the parameters as shown in following tables.
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the

north

regions

of

the

united

states

are

cold

Table 11. Example (1) of window size = 2

Input 1

Input 2

Output

north

regions

the

Table 12. Example (1) Input/output for one piece of data when window size = 2.

When we slide the window to train all the words in the sentence. The training CBOW
model will look like the following tables.

Window size = 2
the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

Table 13. Example (2) of window size = 2
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Input 1

Input 2

Input 3

Input 4

Output

north

regions

-

-

the

the

regions

of

-

north

the

north

of

the

regions

north

regions

the

united

of

regions

of

united

states

the

of

the

states

are

united

the

united

are

cold

states

united

states

cold

-

are

states

are

-

-

cold

Table 14. Example (2) Input/output for one piece of data when window size = 2.

In this way, the CBOW model tries to predict the target word based on the context
window words.

b) Skip Gram (SG)
The skip-gram architecture is much similar to CBOW architecture. However, it
works in the opposite way, instead of predicting a target word from a list of input words
within a context. The skip-gram model tries to guess neighboring words based on a current
word within a context. Mikolov his paper illustrates the difference by the following figure
[7].
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Figure 6. CBOW and Skip-gram models

In the skip-gram model, we will use the same example of the sentence: “the north
regions of the united states are cold”, and assign a value of 2 to the widow size, the skip
gram model will be trained as the following tables.

Window size = 2
…

…

…

…

…

…

…

…

…

the

north

regions

of

the

united

states

are

cold

the

north

regions

of

the

united

states

are

cold

…

…

…

…

…

…

…

…

…

Table 15. Example of window size = 2 and model = Skip-gram.
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Input 1

Input 2

Input 3

Input 4

Output

…

…

…

…

…

the

regions

of

united

states

united

of

the

states

are

…

…

…

…

…

Table 16. ExampleInput/output for one piece of data when window size = 2 and model = Skip-gram

After we have understood how CBOW and SG architectures work. It is time to
decide which one of them is better for this thesis. Since the SG model is depends on only
one single word at a time, it is less sensitive to overfit frequent words. while CBOW is
more sensitive to frequent words because they appear several times along with the same
context, which may cause an overfit in the CBOW model. We can now understand that
CBOW is good when the trained dataset is small because frequent words will not appear a
lot within the same context. However, because our dataset contains more than 10,000
observations, SG is better for this thesis to avoid overfitting frequent words.

Skip Gram

CBOW

predicting the context given a word

predicting the word given its context

Very good to Handel rare words

Ignore rare words

Running time is acceptable

several times faster than Skip gram

Does not overfit frequent words

More sensitive to overfit frequent words

Table 17. The Skip gram VS CBOW
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To illustrate why CBOW is not good for this thesis, I have trained the Word2Vec
model with SG and CBOW for a dataset of 10,000 restaurant reviews observations. Then,
I have calculated the probability of similar words to the word “hummus”, which is a
Mediterranean plate as shown in the following figures.

CBOW

SG

Figure 7. Probability of similar words for CBOW and SG with 10.000 observations.

We can see from the above figures that all the predictions are Mediterranean plates.
However, SG has a better percentage of similarity than CBOW. Rather than training the
model with 10,000 observations we will increase the observations to approximately
150,000 observations and see whether there will be more differences in the two models.
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CBOW

SG

Figure 8. Probability of similar words for CBOW and SG with 150.000 observations

We can see that when we have increased the size of the trained dataset, the similarity
percentage of the most similar words to the word “hummus” has increased. However, there
is a big difference between them. For example, the word “tabouli” similarity percentage to
the word “hummus” is 0.90% in the SG model. However, in the CBOW model, it decreased
to approximately 83%. Since the similarity between words in SG is more accurate. The SG
model will give a better prediction accuracy than the CBOW model when we train it in the
support vector machine (SVM) algorithm.
In addition, the value of the determined parameters could affect the accuracy of the
Word2Vec model. such as the training the model with 3 dimensions will give so many
different values than training the model with 100 dimensions. To illustrates that we have
calculated the probability of similar words to the word “hummus” using the Word2Vec
model with 3 dimensions and with 100 dimensions as the following figures.
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3 dimensions

100 dimensions

Figure 9. Probability of similar words for SG model with 3 dimensions and 100 dimensions.

We can see that the 3 dimensions model does not give good results, it shows some
plates that are not related to the plate “hummus”. Such as “salmon” and “nan” with high
similarity percentages. Therefore, it is very important to find out the best parameters to
train the Word2Vec model. in the following table, you can find the most important
parameters, an explanation about each parameter, and the parameters value we have
assigned in this thesis Word2Vec model.
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Parameter

Explanation

Value

Type

the type of algorithm we will use, either ’cbow’ or ’skip- Skip-gram
gram’.

Dim

The number of dimensions of the word vectors.

100

Window

The length between target word and neighboring words 5
need to be considered.

Iter

The training iteration number

20

Min-count

Indicate the number of times a word must occur to be 5
considered as part of the training vocabulary.

Threads

The number of CPU threads to use.

4

lr

The initial learning rate (alpha).

0.05

Table 18. Word2vec parameters explanations and values.

The thesis objective is to use the Word2Vec and SVM algorithm to predict restaurant
styles. The dataset we are using has approximately 150,000 observations, each one of them
is categorized to have one of the following restaurant styles: Indian, Japanese,
Mediterranean, and Mexican. To illustrate how Word2Vec computes the similarity
between words, we have chosen one plate for each restaurant-style and computed the most
similar words as shown in the figures below.
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Mediterranean plate “shawarma”

Mexican plate “enchilada”

Indian plate “masala”

Japanese plate “sushi”

Figure 10. Example of most similar words for four different restaurant styles

We can see from the previous pictures that we have successfully trained the
Word2Vec model. Some of the most similar words to the Mediterranean plate “shawarma”
shown above are another kind of Mediterranean plates, such as “falafel”, “shish”, and
“taouk”, and some of them are synonyms to the word “shawarma” such as “gyro”,
“shwarma”, “schwarma”, “shawerma” and “donair”.
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At the beginning of this experiment, we have mentioned three components that need
to be completed. We have done the first component which is obtaining word embedding
based on training the dataset reviews by Word2Vec. In the next section which is the second
component, we will construct a matrix that contains a list of documents vectors.

4.2. Doc2Vec
There is a misunderstanding that may occur to some people when they read applying
Doc2Vec function after training the model with Word2vec. I want to illustrate that the
Doc2Vec function used in this thesis exists in the Word2Vec package used in the R
language. There is another package called Doc2vec that has different functionality than the
one we are going to use in this thesis.
The job of the Doc2Vec function is to get the document vectors based on Word2Vec
model. An explanation to this function is written by Jan Wijffels [18]. Which is a
“Document vectors are the sum of the vectors of the words which are part of the document
standardized by the scale of the vector space. This scale is the sqrt of the average inner
product of the vector elements”.
To illustrate more about what the Doc2Vec function does. Let suppose that our
dataset has only 3 observations and two columns: the review text and the semantic type of
the review (True or False) as the following table.
Review

Type

In earth, the seas are more than the lands.

True

The sun rises from the west to the east.

False

One of the apple fruit colors is green.

True

Table 19. Example of 3 raw text observations assigned to two classes True and False.
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Then when we trained the texts of the reviews by the Word2Vec method. We will
get the Word2Vec model that contains vectors represent each word. The number of vectors
for each word is determined by the number of dimensions specified during training the
Word2Vec model. Since the Support Vector Machine (SVM) algorithm, does only accept
an input number and one categorical variable. Doc2vec will take the Word2Vec model and
the raw reviews texts dataset as an input and produce a matrix of document vectors that is
ready to be trained by the SVM algorithm.

Output

Input

Trained Model

Doc2Vec function
Matrix

Raw text reviews
Figure 11. Black box Doc2vec Example

Before we start training the matrix with the SVM algorithm, in the next table you
can see that instead of the raw text data frame we have obtained vectors by applying
doc2vec. The below table is the same as the table above but instead of raw text, we get
word vectors.

Vector 1

Vector 2

Vector 3

Vector 4

Type

1.555432

1.24215

1.633656

0.53513

True

-0.1663535

1.633656

0.111345

-0.143535

False

1.65336

-0.143535

1.24215

1.888765

True

Table 20. Example of 3 word vectors observations assigned to two classes True and False
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4.3. Overview of the SVM algorithm
Support Vector Machine (SVM) is one of the most popular machine learning
algorithms. We can use it in classification problems as well as regression problems.
However, it is widely used in classification problems. The objective of the SVM algorithm
is to find the best hyperplane in N-dimensional spaces that classify the data points. Let
suppose that we have two categories: blue triangles and orange circles plot in twodimensional space as the following figure.

Figure 12. Example of two classes in two-dimensional space

If we want to separate the two categories (classes) of data points. We can draw many
hyperplanes that separate them successfully, but the question is how we can know which
one is the best hyperplane. To get the best one, we need to maximize the hyperplane
margin, which means maximizing the distance between data points and the hyperplane as
the following figures.
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Figure 13. Example of two classes in two-dimensional space with random hyperplane

The optimal hyperplane

Figure 14. Example of two classes in two-dimensional space with the optimal hyperplane

Maximizing the margin makes the trained model more confident that future points
will be classified correctly. The hyperplanes are decision boundaries that attempt to classify
the data points. Each side of the hyperplane represents a different class. In the previous
example, the hyperplane is a line because the number of features is just two. However, if
we want to increase the number of features the dimensions of the hyperplane will increase
such as for three features the hyperplane will be a two-dimensional plane. Therefore, we
can say that the number of input features determines the number of hyperplane dimensions.
The other important aspect that needs to be explained is the support vector points.
They are data points that are the closest to the hyperplane and remove a couple of them
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will affect and change the position and orientation of the hyperplane. by these support
vector points, we can maximize the margin of the hyperplane.

The optimal hyperplane

Support vectors

Support vector
Figure 15. Example of the support vectors in two-dimensional space

Before we move forward to explain the parameters of the SVM algorithm, we will
show a couple of scenarios and how SVM deals with them.

Scenario (1)

Scenario (2)
X

Y

Figure 16. Two dimensional spaces different scenarios
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For scenario (1), the SVM algorithm cannot separate the two classes by line
hyperplane, because there is one circle that lies in the area of the triangle class. The SVM
algorithm has a feature to deal with outliers by completely ignoring them.
For scenario (2), the SVM algorithm again cannot separate the two classes by line
hyperplane and there is no outlier that ignoring them will solve the issue. However, SVM
is able to solve this problem by adding an additional feature. The new feature z = x^2 +
y^2. By using the added feature data point positions will change and can easily separate
into two classes as the following figure.

Scenario (2)
X

Z

Figure 17. Example of how SVM can handle Scenario (2)

In order to achieve the highest prediction accuracy, it is important that when training
the SVM model is to assign appropriate values to the SVM parameters. There are two
important parameters that we will explain in this thesis. Which are the Cost and Kernel
parameters. Cost is the parameter that determines the possibility of misclassification. For
a large value of Cost, the hyperplane margin will be small which my give a better job in
classifying all the points correctly. However, we should not assign a very large value of
the Cost parameter because overfitting may occur. On the other hand, for a small value of
Cost, the hyperplane will focus on maximizing its margin, which may misclassify more
points. Therefore, we need to choose a value that not too strict and not too loose. In this
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thesis, I have trained the SVM model with the following 20 values of the Cost parameter.
(1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,20,30,50,70,100), and I have found that the best
prediction accuracy value is when we assign a value of 10 to the Cost parameter.
For the Kernel parameter, there are four optional values (linear, radial, polynomial,
sigmoid). The kernel is a method that takes the input data and transforms it to a specific
output form based on the kernel type you have determined. For text classification, it is
better to use either linear or radial kernel. The polynomial kernel is good when we are
working in visual patterns such as image processing. Since we are working on text
classification of four features, we have trained the SVM model twice with 8,000
observations, where 6,000 observations used to train the model and 2000 observations used
to test the model. In the first training, we have set the kernel value to Linear and in the
second training, we have set the kernel value to Radial. In the following figures, you can
see the confusion matrix obtained for each kernel.

Radial Kernel

Linear Kernel
423

12

20

14

442

7

16

6

38

419

46

28

21

426

45

22

40

34

365

53

37

36

372

44

21

28

53

406

22

24

51

429

Figure 18. Compare the confusion matrix for Liner Kernel and Radial Kernel

From the tables above we can see that the sum of the diagonal values in the confusion
matrix of the linear kernel is less than the sum of the diagonal values in the confusion
matrix of the radial kernel. By using another metric, the accuracy obtained by training the
SVM model with linear kernel is equal to the 80.7%. While the accuracy obtained by the
radial kernel is 83.4%. Therefore, we will use the radial Kernel when we train the SVM
model with more observations.
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We have successfully classified 2000 observations after training the model with
6,000 observations. It shows that using the Word2Vec model to convert raw texts (reviews)
into vectors and then classifying the text with an SVM machine learning algorithm is a
very good methodology that gives an accuracy percentage of 83.4%. In the following
confusion matrixes, we have trained the SVM algorithm with more observations to check
to whether we will get better results or not.

20K observations

50K observations

1061

35

44

33

2614

69

117

69

81

1080

90

62

91

2651

139

102

94

72

1011

99

182

198

2604

206

35

43

103

1057

80

142

150

2584

100K observations

150K observations

5300

181

222

170

8170

253

313

142

177

5255

240

173

288

8137

359

298

321

389

5122

399

616

599

8029

775

254

269

275

5090

205

343

538

7925

Figure 19. Compare the confusion matrix for different number of observations.
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Number of Observation

SVM Accuracy

10K

83.4

20K

84.2

50K

87.1

100K

87.1

150K

87.2
Table 21. Compare the SVM model Accuracy obtained from different number of observations

From the confusion matrix tables and the accuracy table above. They show that the
SVM model has achieved 87% accuracy, which reinforcement the effectiveness of using
Word2Vec together with the SVM algorithm for text classification.
4.4. Application to show the benefits of this methodology
In the restaurant business field, it is important to have comprehensive knowledge
about your products. If someone wants to open a new restaurant, he should know what
tools and services need to be provided for the customers. Also, in order to attract more
customers, he should include the popular dishes with acceptable prices in the restaurant
menu. The secret of each business success is to have enough knowledge about your
products. In order to illustrate more about the benefit of this methodology for restaurant
owners and why classifying restaurant reviews based on restaurant styles is beneficial. We
will use the result of this methodology to find the popular dishes for each restaurant style.
First, by using the methodology proposed we have classified the restaurant reviews into
four categories, Indian, Japanese, Mediterranean, and Mexican. After that, we have taken
two subset datasets. the first dataset has 300,00 reviews for restaurants in Arizona state and
the second dataset has 250,000 reviews for restaurants in Nevada state. Then, we have
splatted each one of them into four datasets. Where each restaurant style has one dataset
for Arizona state and one dataset for Nevada state. The total datasets used in this example
are eight. Finally, we have counted the frequency of the popular dishes and display them
in the Wordcloud visualization graph to see which dishes are popular than others.
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Arizona

Nevada

Indian

Mediterranean

Japanese

Mexican

Figure 20. WordCloud generated for four restaurant styles in two regions
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From the figures above we can learn so much information that other business experts
in the restaurant fields cannot tell you, but text mining can. We can learn for example that
in the Indian restaurant-style, the “masala” plate is the most important plate in Indian
restaurants. Moreover, for all the four types of restaurants, chicken meat is the most
important plate. I think opening a chicken factory has 100% guarantee of success since all
the restaurants will need your food. The last example in this section is displaying another
way of visualizing the popular dishes by displaying them overtime. Therefore, in the
following tables you can see the top eight dishes for the Mediterranean and the Indian
restaurants between 2012 and 2017.

Year
First
Second
Third
Forth
Fivth
Sixth
Eighth

Mediterranean Restaurant Popular Dishes overtime
2012
2013
2014
2015
2016
Chicken
Chicken
Chicken
Chicken
Chicken
Pita
Gyro
Gyro
Pita
Gyro
Gyro
Pita
Greek Sal
Gyro
Pita
Greek Sal Greek Sal
Pita
Greek Sal
Greek Sal
Beef
Beef
Beef
Beef
Hummus
Hummus Lamb
Lamb
Hummus
Shawarma
Lamb
Hummus
Hummus
Lamb
Beef

2017
Chicken
Pita
Gyro
Greek Sal
Hummus
Shawarma
Baklava

Table 22. Popular Mediterranean dishes between 2011 and 2017.

Year
First
Second
Third
Forth
Fivth
Sixth
Eighth

Indian Restaurant Popular Dishes overtime
2012
2013
2014
2015
2016
Chicken
Chicken
Chicken
Chicken
Chicken
Naan
Naan
Naan
Naan
Naan
Rice
Masala
Masala
Masala
Masala
Masala
Rice
Rice
Rice
Tikka
Tikka
Tikka
Tikka
Tikka
Rice
Curry
Curry
Curry
Curry
Curry
Lamb
Lamb
Paneer
Panner
Biryani
Table 23. Popular Indian dishes between 2011 and 2017.
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2017
Chicken
Naan
Masala
Rice
Curry
Tikka
Biryani

5. CONCLUSION AND FUTURE WORK
5.1. Conclusion
In this thesis, we have applied some deep learning methods on restaurant review
dataset based upon the Skip-gram Word2Vec embedding vectors. This algorithm will
calculate word vectors for every vocabulary word. The process done by three main steps.
First, Word2vec assigns random vectors for every word or term in the dataset. The second
step, based on predefined parameters the Skip-gram model computes the cosine similarity
among all words and their context. The difference between Skip-gram and CBOW
architecture is that Skip-gram predicts the context words based on a target word, while
CBOW tries to predict a specific target word based on their context. In the third step, the
model will assign numbers of vectors for every vocabulary word such that similar words
based on their context will have similar vectors values in the vector space. There are two
main reasons behind using feature engineering methods, increasing the prediction accuracy
for text classification problems and since machine learning algorithm does not accept raw
data as an input. Feature engineering methods prepare the raw data in a form that machine
learning algorithms deal with.
After generating the word embedding, we have trained them by the Support Vector
Machine algorithm. The parameters of SVM are set based on different factors such as the
number of classes and the dataset size. The main objective of this algorithm is to find a
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hyperplane in between different classes of data such that it maximized the distance between
the hyperplane and next-closest data points on either side. These points called Support
vectors, removing one of these points will change the position of the hyperplane, while
removing other points have no effect on the model. The reason behind maximizing the
hyperplane margins is that we want to guarantee that new points will lie on the correct class
side. The result shows that the combination of Word2vec and SVM algorithm has
successfully classified 150,000 restaurant reviews dataset into four restaurant-styles
classes: Mediterranean, Indian, Mexican, and Japanese. The classification accuracy
obtained from this methodology reached 87.2%.

5.2. Future Work
The results of this experiment were effective. However, the obtained accuracy of this
methodology decreased when we reduce the number of observations of the dataset to less
than 50,000 observations. We have tested it on 10,000 observations and it only gave 83.4%
classification accuracy. Moreover, enhancing the model is an important task because some
industries and businesses do not accept a model accuracy that is less than 90% or more. In
future work, I hope to expand the research to achieve a better result by using the Principal
Component Analysis for feature selection technique and applied hybrid approaches with
two or more machine learning algorithms for text classification.
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