The image processing pipeline of most contemporary digital cameras performs illumination estimation in order to remove the influence of illumination on image scene colors. In this paper an experiment is described that examines some of the basic properties of illumination estimation methods for several Canon's camera models. Based on the obtained observations, an extension to any illumination estimation method is proposed that under certain conditions alters the results of the underlying method. It is shown that with statistics-based methods as underlying methods the proposed extension can outperform camera's illumination estimation in terms of accuracy. This effectively demonstrates that statistics-based methods can still be successfully used for illumination estimation in digital cameras. The experimental results are presented and discussed. The source code is available at https://ipg.fer.hr/ipg/resources/color constancy.
INTRODUCTION
Among many abilities human visual system (HVS) can recognize colors of objects regardless of scene illumination. This ability is known as color constancy (Ebner, 2007) . Achieving computational color constancy is an important pre-processing step in image processing pipeline as different scene illuminations may cause the image colors to differ as shown in figure 1. In order to remove the influence of illumination color, accurate illumination estimation followed by chromatic adaptation must be preformed. For both tasks the following image f formation model, which includes Lambertian assumption, is most often used:
where c is a color channel, x is a given image pixel, λ is the wavelength of the light, ω is the visible spectrum, I(λ, x) is the spectral distribution of the light source, R(x, λ) is the surface reflectance, and ρ c (λ) is the camera sensitivity of c-th color channel. With the assumption of uniform illumination the problem can be simplified, as now x is removed from I(λ, x) and the observed light source color is given as: For a successful chromatic adaptation, what is required is only the direction of e (Barnard et al., 2002) . Since it is very common that only image pixel values f are given and both I(λ) and ρ(λ) remain unknown, calculating e is an ill-posed problem. To solve this problem, additional assumptions must be made, which leads to many color constancy methods that are divided into two major groups. First group of methods are low-level statistic-based methods like White-patch (Land, 1977; Funt and Shi, 2010) , its improvements (Banić and Lončarić, 2013; Banić and Lončarić, 2014a; Banić and Lončarić, 2014b) , Grayworld (Buchsbaum, 1980) , Shades-of-Gray (Finlayson and Trezzi, 2004) , Gray-Edge (1st and 2nd order) (Van De Weijer et al., 2007a) , using bright and dark colors (Cheng et al., 2014) . The second group is formed of learning-based methods like gamut mapping (pixel, edge, and intersection based) (Finlayson Figure 2 : Color checker cast with projector light of various colors. et al., 2006) , using high-level visual information (Van De Weijer et al., 2007b) , natural image statistics (Gijsenij and Gevers, 2007) , Bayesian learning (Gehler et al., 2008) , spatio-spectral learning (maximum likelihood estimate, and with gen. prior) (Chakrabarti et al., 2012) , simplifying the illumination solution space , using color/edge moments (Finlayson, 2013) , using regression trees with simple features from color distribution statistics (Cheng et al., 2015) , performing various kinds of spatial localizations (Barron, 2015; Barron and Tsai, 2017) , using convolutional neural networks (Bianco et al., 2015; Shi et al., 2016; Hu et al., 2017; Qiu et al., 2018) .
While learning-based method have a much higher accuracy, it are low-level statistics-based methods that are still being widely used among digital camera manufacturers since they are much faster and often more hardware-friendly than learning-based methods. This is also one of the reasons why statistics-based methods are still important for research. Nevertheless, since cameras are commercial systems, the fact that they still widely use statistics-based methods is not publicly stated. In this paper an experiment is described that examines some of the basic properties of illumination estimation methods for several Canon's camera models. Based on the obtained observations, an extension to any illumination estimation method is proposed that under certain conditions alters the results of the underlying method by bounding them to a previously learned region in the chromaticity plane. The bounding procedure is simple and does not add any significant cost to the overall computation. It is shown that with statistics-based methods as underlying methods the proposed extension can outperform camera's built-in illumination estimation in terms of accuracy. This effectively demonstrates that statisticsbased methods can still be successfully used for illumination estimation in digital cameras' pipelines.
The paper is structured as follows: Section 2 lays out the motivation for the paper, in Section 3 the proposed method is described, Section 4 shows the experimental results, and Section 5 concludes the paper.
MOTIVATION

Do statistics-based Methods
Matter?
Digital cameras are being used ever more widely, especially with the growing number of smartphones. This definitely means that the results of the research on computational color constancy now also have a higher impact so the importance of this research grows, especially when considering that it is an illposed problem. In literature and in the reviews of papers it is sometimes claimed that there is little purpose in researching low-level statistics-based methods since there are now much more accurate learningbased methods that significantly outperform them in accuracy. In contrast to that many experts with experience in the industry claim that many commercial white balancing systems are still based on low-level statistics-based methods. The main reason for that is their simplicity, low cost of implementation, and hardware-friendliness. If this is indeed so, then the research on such methods is definitely still important and should be further conducted and supported.
To check to what degree all these claims are true, it should be enough to examine some of the white balancing systems widely used in commercial cameras. In the world of professional cameras Canon has been the market leader for 15 years (Canon, 2018) and in 2018 it held an estimated 49% of the market share (Pho-toRumors, 2018). Since practically every digital camera performs white balancing in its image processing pipeline, it can be claimed that Canon's white balancing system is one of the most widely spread ones. However, since Canon is a commercial company, full details of the white balancing system used in its digital cameras are not publicly known.
Learning from Existing Systems
One approach to gain more information on Canon's white balancing system is to look at the results of illumination estimation for various images taken under illumination of numerous colors. The following three camera models have been used to perform this experiment: EOS 550D, EOS 6D, and EOS 750D. The experiment was conducted in a dark room where only a projector has been used as a light source. The projector was used to cast illumination of various colors, with chromaticities evenly spread in the chromaticity plane, on a color checker as shown in Figure 2. These images of the color checker were taken with every of the three previously mentioned cameras.
Although the illumination color was supposed to be computationally determined by projecting specifically created content, due to the projector and camera sensor characteristics the effective illumination color is altered. Its value as perceived by the camera can be read from the achromatic patches in the last row of the color checker and it serves as the ground-truth illumination for the given image. Ideally, it is this color that an illumination estimation method should predict.
Finally, the last step of the experiment was to check the results of illumination estimation performed by each of the cameras. The results of a camera's illumination estimation for a taken image can be reconstructed from the Exif metadata stored in the image file. The fields needed for this are Red Balance and Blue Balance, which have the values of channel gains i.e. the factors by which the red and blue channels have to be multiplied to perform chromatic adaptation. For practical reasons in cameras the green gain is fixed to 1. The combined inverse values of these gains give the illumination estimation vector. When this vector is normalized, it represents the chromati-city of camera's illumination estimation, which can be directly used to calculate the estimation accuracy by comparing it to the ground-truth illumination.
A comparison between the chromaticities for projected illumination color, achromatic patch color, and camera illumination estimations for Canon EOS 550D camera is given in Figure 3 . The values read from achromatic white patches are squeezed with respect to the ones sent by the projector, but a more interesting observation is that none of the camera's illumination estimation are outside of a surface that resembles a parallelogram. As shown in Figure 4 , similar results are obtained for other used camera models as well. Although there are some differences between the parallelograms mostly visible on two opposite sides, the parallelograms otherwise mostly cover a similar space in the chromaticity plane.
Observations
Based on these observations it can be concluded that one of the core properties of Canon's white balancing system is limiting its illumination estimation so that they do not appear outside of a polygon very similar to a parallelogram. Such limitation can be justified by the goal of avoiding unlikely illuminations and thus minimizing the occurrence of too high errors. This can be useful if it can be assumed that the expected illuminations are similar to black body radiation, but sometimes it can be an disadvantage if artificially colored illumination sources are present like in Figure 2 .
On the other hand, there is little that can be said about the white balancing system's behavior inside of the parallelogram. Nevertheless, the limitation observation is already useful because of its potential to limit maximum errors for illumination estimations. As for the behavior of illumination estimation inside the parallelogram, a possible solution is to use some of the already existing methods. Additionally, it can be immediately remarked that a parallelogram is a relatively regular quadrangle and polygon in general.
At least two questions can be raised here: first, is there a better quadrangle i.e. polygon for bounding the illuminations, and second, which method to use as the baseline underlying method that gets bounded? Figure 4 : Comparison of cameras' illumination estimation for Canon EOS 550D, Canon EOS 6D, and Canon EOS 750D. The red chromaticity is shown on the x axis, while the blue chromaticity is shown on the y axis.
PROPOSED METHOD
Inspired by the bounds used by Canon cameras observed in Figure 4 and in order to give an answer to the two questions from the previous section, in this paper a new method i.e. extension to any chosen underlying illumination estimation method is proposed. The extension learns a bounding polygon with an arbitrary number of vertices that is used to restrict the illumination estimations of the initially chosen underlying method to the chromaticity region specified by the bounding polygon. As explained in the previous section, the motivation for this are the observations of boundaries used by Canon cameras and it can be applied to any illumination estimation method.
A genetic algorithm is used to learn the boundaries. First, the illumination estimations for the initially chosen underlying method are calculated on a given set of images. The boundary polygon population of size s is initialized by taking randomly chosen ground-truth illumination chromaticities as polygon vertices. Empirically, it has been shown that the four-point polygons i.e. quadrangles are generally a good fit for illumination restriction and there is no significant gain when the number of points is increased. The fitness function calculation for a given quadrangle is based on the ground-truth illuminations and the restricted illuminations that are the result of applying the boundary polygon to the underlying method's illumination estimations. Empirically, it has been concluded that the negative sum of the median angular error and a tenth of the maximum angular error is generally a good fitness function; angular error is explained in more detail in Section 4.1. More formally, if A = {a 1 , . . . , a n } is the set of angular errors on n images, then the chosen fitness function is given as
The maximum error was also included in the fitness function in order to discourage quadrangles that perform very well on the majority of the images, but have poor performance of several outliers. As the selection method the 3-way tournament selection (Mitchell, 1998) with random sampling is used. Averaging crossover function of the two of the best individuals produces a new child which is randomly mutated. The quadrangle with the lowest fitness value among the three ones chosen in the selection procedure is replaced in the current population by the newly created child quadrangle. The mutation is done by translating each vertex of a bounding polygon by the value from the normal distribution with µ = 0 and σ = 0.2. Mutation rate, which states whether the whole individual should me mutated, is set to 0.3. After all training iterations have finished, the boundary quadrangle with the highest fitness value is chosen as the final result. Figure 5 shows an example of a learned quadrangle. (Cheng et al., 2014) in the chromaticity plane. The red chromaticity is shown on the x axis, while the blue chromaticity is shown on the y axis.
Since the proposed extension bounds illumination estimations and beavers are known to bound water flows by building dams, the proposed extension was named Color Beaver. In the rest of the paper extending a method M by the Color Beaver extension will be denoted as Color Beaver + M. The training procedure for Color Beaver is summarized in Algorithm 2. 
Experimental Setup
Eight linear NUS datasets (Cheng et al., 2014) and the Cube dataset (Banić and Lončarić, 2017) have been used to test the proposed extension and compare its performance to the one of other methods. All these datasets have linear images, which is also expected by the model described by Eq. (3) . The ColorChecker dataset (Gehler et al., 2008; Shi and Funt, 2018) has not been used because of much confusion that is still present in many papers due to of its misuses in the past (Lynch et al., 2013; Finlayson et al., 2017) .
The most commonly used accuracy measure among many proposed (Gijsenij et al., 2009; Finlayson and Zakizadeh, 2014; is the angular error. It is the angle between the vectors of illumination estimation and the ground-truth illumination. When the angular errors obtained on each individual image of a given benchmark dataset need to be summarized, one of the most important statistics is the median angular error (Hordley and Finlayson, Table 1 : Performance of different color constancy methods on the Cube dataset (Banić and Lončarić, 2017) in terms of angular error statistics (lower Avg. is better). The used format is the same as in (Barron and Tsai, 2017) .
Algorithm
MeanMed. Tri. Best 25%
Worst 25%
Avg.
White-Patch (Funt and Shi, 2010) 6.58 4.48 5.27 1.18 15.23 4.88
Gray-world (Buchsbaum, 1980) 2004). Despite that fact, the geometric mean of several statistics including the median angular error has increasingly been gaining popularity in recent publications (Barron and Tsai, 2017) and the same format as there is also used in this paper. For both the NUS datasets and the Cube dataset a three-fold cross-validation with folds of equal size was used like in previous publications. The source code for recreating the results reported later in the paper is publicly available at https://ipg.fer.hr/ ipg/resources/color constancy.
(a) (b) Figure 6 : A failure case for Color Beaver + SoG with chromatic adaptation results based on a) the restricted illumination estimation with angular error of 10.74 • and b) the ground-truth illumination. Table 2 : Combined performance of different color constancy methods on eight NUS dataset in terms of angular error statisrics (lower Avg. is better). The used format is the same as in (Barron and Tsai, 2017) .
Algorithm
Worst 25%
White-Patch (Funt and Shi, 2010) 9.91 7.44 8.78 1.44 21.27 7.24 Pixels-based Gamut (Gijsenij et al., 2010) 5.27 4.26 4.45 1.28 11.16 4.27 Grey-world (Buchsbaum, 1980) 4.59 3.46 3.81 1.16 9.85 3.70 Edge-based Gamut (Gijsenij et al., 2010) 
Accuracy
Tables 1 and 2 show the comparisons between the accuracies of methods extended by the proposed extension and other illumination estimation methods. It can be seen that all of the extended methods outperform their initial non-extended versions. As a matter of fact, the extended version of the Shades-of-Gray method outperforms the camera built-in method. Additionally, the extended versions also outperform many learning-based methods. All these results demonstrate the usability of the proposed extension. An example of a failure case for the proposed extension of Shades-of-Gray is shown in Figure 6 . While other methods such as Gray-edge could also have been tested and shown in the Tables, Shades-of-Gray was already good enough to outperform camera's built-in methods. Extending Grayedge also increases its accuracy, but Gray-edge is slower than Shades-of-Gray (Cheng et al., 2014) , more complex, and it requires additional memory. Hence it was left out of the testing procedures since Shadesof-Gray is already sufficient to successfully answer the questions that were raised in this paper.
Discussion
The fact that statistics-based methods extended by the proposed method outperform camera built-in illumination estimation methods is significant for drawing further conclusions about the nature of camera's illumination estimation methods. Namely, if extended statistics-based methods outperform them, it can be freely stated that statistics-based are good enough to be used in digital cameras. Additionally, it may be that the extended method managed to outperform the camera's built-in methods because that they are also statistics-based, which in turn confirms that cameras do indeed use such method. In any of these two cases it can be concluded that research on statistics-based methods still has a large field of applications and the obtained results only further prove its importance.
CONCLUSIONS
An experiment was conducted to examine some of the details of built-in illumination estimation methods for several Canon camera models. Inspired by the observed results, an extension to any underlying illumination estimation method has been proposed. It limits the values of the illumination estimations of the underlying method by forcing it to stay inside a previously learned region in the chromaticity plane without adding any significant computation cost. By limiting some of the best-known statistics-based methods, the obtained accuracy outperforms the one of cameras' built-in methods. This effectively demonstrates that by only using slightly modified statisticsbased methods it is possible to be more accurate than contemporary cameras. It also proves the claim that statistics-based methods can and probably are used for illumination estimation in digital cameras. Future research will include looking for new method modifications that result in even higher estimation accuracy.
