ABSTRACT The dc motor is one of the most fundamental electromechanical devices of mechatronic systems, which plays an important role in maintaining the accuracy in the execution of tasks. One of the main issues in the accuracy and robustness of dc motor control system is how to optimally tune its parameters. In this paper, a multi-objective online tuning optimization approach is proposed to adaptively tune up the velocity control parameters of the permanent magnet dc motor. This approach simultaneously considers the modeled error and the corresponding sensitivity to choose the best compromise solution in the Pareto dominance-based selection process of solutions to deal the changing optimum solutions in the dynamic environment of the tuning approach based on online optimization method and moreover, the modified differential evolution with induced initial population based on non-dominated solution through a memory is proposed to guide the search into the feasible region, and to promote the exploitation of solutions found in the previous time interval. Simulation results verify that proposed modifications provide higher robustness and better quality in the velocity regulation control of the dc motor under parametric uncertainties, and also under discontinuous dynamic load, than multi-objective differential evolution, particle swarm optimization, and non-dominated sorting genetic algorithm-II.
I. INTRODUCTION
The interest of methodologies from computational intelligence and soft computing to rule-based and knowledge-based systems in the control engineering field has increased in the last years. Those methodologies are grouped in the definition of intelligent control [1] , [2] . One of the basic tasks in intelligent control is the control tuning problem. Its study could improve the closed-loop performance of a process or system.
One of the main issues in the tuning of the control strategy for an electro-mechanical system is the uncertainty in the system parameters, signal noise as well as dynamical changes in the load. Such uncertainties perturb the stabilization of the system. Generally, the fulfilment of a set of specifications in control engineering problems is a challenge in such situations.
Tuning methods have been classified according to their nature and use in [3] : i) Analytical methods where control gains are obtained by analyzing the stability of the closedloop system; ii) Heuristic methods where the experience in the manual tuning of the controller design is considered to set the control parameters; iii) Optimization methods where a mathematical programming problem is stated and optimization techniques are used to obtain the fixed control gain parameters; and iv) Adaptive tuning methods where an identification process and a combination of the three previous methods are used to on-line tune the control gains.
Due to the increment of precision machines with a required trade-off, the problem of control tuning has being tackled with the use of optimization methods. Over the past decades meta-heuristic algorithms and in particular evolutionary algorithms (EAs) [4] , whose inspiration is taken from the natural evolution theory and the survival of the fittest have been used as a successful alternative for the controller tuning based on optimization methods [5] - [7] , because they can efficiently handle the highly non-linear trade-offs among multiple closed-loop performance indicators, and incorporate mechanisms (flexibility) to improve their convergence and diversity.
In spite of emerging new EAs, the differential evolution (DE) algorithm is one of the most robust and precise methods when compared with particle swarm optimization (PSO), artificial bee colony (ABC), and cuckoo search (CS) for over fifty different benchmark functions [8] . Moreover, it has been successfully applied for several engineering problems.
To establish a clear background with a specific research direction, we review here only those studies which deal directly with tuning based on optimization methods where the solution is given by meta-heuristic algorithms. In this research direction, these studies can be classified according to the way in which the optimization is carried out: i) Off-line optimization and ii) On-line optimization (based on the adaptive tuning method).
Tuning approaches with off-line optimization methods require a detailed dynamic description of the system to simulate its behavior in order to search the optimal control parameters with evolutionary techniques. Once the control parameters are optimized, they can be used to the specific application and remain fixed. Several works have tuned linear controllers (PID, PI or PD control) by using off-line optimization methods [2] , [9] - [11] . In [2] , control engineering preference handling techniques are incorporated in the optimization process of multi-variable PI controller tuning for the benchmark multi-variable control problem known as ''the distillation column''. The results indicate that the approach is useful when a list of performance requirements in the individual loops and the overall system must be fulfilled and presents competitive results compared with other multivariable tuning techniques. With a similar approach as in the previous research, in [9] the boiler control problem is solved. In that research the controllers are tuned using plant linear models and the obtained control gain is implemented to the corresponding non-linear explicit plant model for which the control gain is more sensitive to noise because the optimization problem finds the corresponding fixed gain in a linear dynamic environment being that the ''real'' environment is non-linear. In order to deal the uncertain process parameters, in [10] , the robustness of the solution is considered for the control tuning of two benchmark control problems. The PSO is used to find such gains by using the linearized system. The results show that without considering the system perturbations, the optimal controller is only adequate for the linearized model, but the stability of the closed-loop system in the whole operating range (i.e., by using the non-linear model which includes the uncertainties) cannot be guaranteed. Another approach tackles the way to maintain the diversity of solutions and the exploration capability in evolutionary algorithms for the PI and PID control of a multi-input multioutput (MIMO) system [11] . The proposal is to use Chaos theory concepts (chaotic Zaslavskii map) in the mutation process of the differential evolution algorithm instead of the pseudo-random number generator. The simulation results show an improvement in the solution quality of the proposal in a distillation column model.
Several applications can be benefited by the good features of meta-heuristic algorithms in the off-line optimization methods as in the estimation of the operator functional state based on electro-encephalography measure with the use of incremental-PID-controlled particle swarm optimization [12] ; in the control tuning for the azimuth and tilt angles of a solar tracking system by using swarm intelligence algorithms [13] ; in the optimum control gain tuning for the desired drug dose in the cancer chemotherapy treatment by implementing a multi-objective genetic algorithm [14] ; in the PID control tuning to the structure-control design framework by using the differential evolution algorithm [15] , [16] ; in the passive optical networks [17] , and in the optimum linear quadratic regulator for the tracking control of a laboratory helicopter by linearizing the non-linear model and using an adaptive particle swarm algorithm [18] .
On the other hand, tuning approaches with on-line optimization methods often require an identification process to estimate the plant dynamics and the optimal control parameters are usually obtained at a predefined sampling time such that, the control parameters change during time in order to improve the closed-loop system performance under parametric uncertainties. Tuning approaches with on-line optimization methods by using meta-heuritic algorithms have been recently explored. Some approaches use the data of a real prototype in the optimization problems instead of requiring a simplified dynamic system model [19] , [20] . Then, fixed control gains are obtained which produce a better performance due to the consideration of the data of the real system. Nevertheless, according to the previous commented classification of the tuning methods, such approaches can be considered as those with off-line optimization methods requiring real data.
As it was commented in [9] and [10] , one of the main issues in the control tuning approach based on off-line optimization methods is that the obtained optimum gains are not suitable with environments where time-varying parameters are presented and not included in the optimization problem. In real applications, the experimental system often includes parametric uncertainties such as, sensor noise, changes in the load and variations in the system parameters due to the mechanical wear, tear, etc. In the control tuning approach based on online optimization methods, parametric uncertainties may be adequately compensated whether the optimization problem and the optimization technique are well established. To the best author's knowledge, on-line optimization methods with uncertainties in the plant have not been formally addressed and analyzed in the control tuning based on evolutionary algorithms. Hence, in order to deal the changing optima in the dynamic environment of the on-line optimization methods (robustness), the sensitivity of the error velocity with respect to the design variables are included as one of the performance functions in the multi-objective dynamic optimization problem. In addition, the differential evolution algorithm is modified to enhance the performance of the control objective such changes include the constraint handling technique based on the set of feasibility rules and Pareto dominance; the use of an external memory of non-dominated solutions through generations and the preference handling mechanism based on L p -metrics. Through the statistical analysis, it was observed that the proposal outperformed the velocity control accuracy of the DC motor with parametric uncertainties in the dynamic environment with respect to three different meta-heuristic algorithms.
The rest of the paper is organized as follows: In Section II, the adaptive control for the DC motor is formally stated as an on-line optimization method. The Modified Differential Evolution with Induced Initial Population based on NonDominated Solution through a Memory (MDE-IIP-NDSM) is explained in Section III. The comparative analysis among other DE variants and meta-heuristic algorithms are presented and discussed in Section IV. Finally, in Section V, the conclusions are given and the future work is stated. 
II. ADAPTIVE CONTROLLER FOR DC MOTOR BASED ON ON-LINE OPTIMIZATION METHOD
] T , where V in is the armature voltage, R a is the armature resistance, L a is the armature inductance, k e is the back electro-motive force constant (back emf), i a is the armature current, b 0 is the viscous friction coefficient of the motor shaft bearing, J 0 is the inertia of the rotor, k m is the torque constant, τ L is the load torque and q m , q m ,q m are the position, velocity and acceleration of the rotor, respectively, then, the dynamic model of the DC motor in the state variable vector x can be expressed in state-variable forṁ x = f (x(t), u(t), p) as in (1) .
A velocity control is included to make the closed-loop system. Assuming that the system state is available so the inverse dynamic control u(t) =f (x(t),p) can be used. The terms in (2) are: e = w r − x 2 (t) is the error between the desired angular velocity w r and the current angular velocity x 2 (t),ė =ẇ r −ẋ 2 (t) is the error between the desired angular accelerationẇ r and the current angular accelerationẋ 2 
It is assumed that the current parameter vector p(t) in the dynamic model of the DC motor (1) dynamically changes its value. Hence, the parametersp of the control system (2) must be estimated at each time interval t in order to compensate the nonlinearity effects of the DC motor parameter variations.
Uncertainties assumed in the plant are given by changing up to 10% of the nominal DC motor parameters in a sinusoidal way and by giving a discontinuous dynamic load in a specific time interval. Hence, time-varied parameters (TVP) with the discontinuous dynamic load can be written in a mathematical form as shown in Table 1 . 
B. CONTROL DESIGN PARAMETER VECTOR
Definition 1: Let the current time be t = 0, t, 2 t, . . ., n t = t 0 , t 1 , t 2 , . . . , t f where the t is the sampling time. The time space is defined as
In this paper the vectorp(t) (2) is chosen as the design parameter vector to be found at each sampling time t as long as t ∈ by solving the on-line dynamic optimization method in the back time interval w.
C. PERFORMANCE FUNCTION
Definition 2: If the dynamic model of the DC motor (1) considers the control design variable vectorp and the control input u, then the resulting dynamicsẋ =f (x(t), u(t),p) is called estimated dynamics of the DC motor (estimated DC motor model), wherex is the estimated state vector considering the control design parameter vectorp. VOLUME 5, 2017 Otherwise, if the dynamic model of the DC motor includes the parameter vector p and the control input u, then the resulting dynamicsẋ = f (x(t), u(t), p) is called real dynamics of the DC motor (DC motor model).
In order to compensate the non-linear effects of the current parameter vector p(t) in the dynamic model of the DC motor, the parameter vectorp is estimated according to the minimization of J 1 which is the modelled errorē = x−x ∈ R 3 between the states of the DC motor x and the estimated DC motorx considering the time interval w. The performance function J 1 provides a measure to know how close the behavior of the estimated DC motor resembles the behavior of the DC motor. If the performance function J 1 tends to zero, then the design variable vectorp in the estimated DC motor approximates its dynamic behavior to the behavior of the DC motor.
On the other hand, another performance function J 2 is considered in order to decrease the sensitivity of the velocity closed-loop system performance with respect to changes of the design variable vectorp. Hence, the sensitivity of the modelled error with respect to the design variable vector (3) is given as the second performance function to be minimized. Those performance functions are included in J ∈ R 2 as shown in (3).
The sensitivity of the performance function J 1 with respect to the i − th control design parameter vectorp i is given by
where the estimated state sensitivity vector with respect to the design parameterp i (renamed 
Simplifying (6), the sensitivity of the estimated state vectors i j is given by solving the differential equations (7)- (12) The constraints involve the differential equations describing both the dynamic model of the DC motor and the estimated one. These constraints provide the behavior of the DC motor output states with different input values. Those dynamic constraints are given in (13) and (14).
The control signal bounds are included as inequality constraints (15)- (16) . Those constraints limit the applied voltage to the DC motor.
The last inequality constraints involve the design variable vector bounds given in (17)- (18), wherep MIN andp MAX are the lower and upper limits in the design variable vectorp.
Assuming that the parameter vector p(t) in the DC motor changes with respect to the current time variable t ∈ [0, t, 2 t, . . . , t f ], the on-line dynamic optimization problem consists in finding the control design variable vectorp(t) at each time space to track a desired velocity under the effect of DC motor parameter uncertainties by minimizing the modelled error and its sensitivity subject to DC motor dynamics, the estimated one, the limits in the control signal and bounds in the design variable vectorp. The general problem of the on-line dynamic optimization is formulated as in (19)- (25) .
Subject to:
A schematic diagram of the on-line dynamic optimization problem of the closed-loop system for the on-line tuning of the velocity control parameter vector is shown in Fig. 1 .
III. MULTI-OBJECTIVE DIFFERENTIAL EVOLUTION ALGORITHM IN ON-LINE OPTIMIZATION METHOD
In the dynamic optimization problem (DOP), required in the on-line optimization method, the optimum solutions change continuously over time. Then, the optimization technique should be able to follow the optimum solution in the dynamic environment and in this paper a selection process based on both the Pareto dominance and the set of feasibility rules; the storage of non-dominated solutions in a memory and a preference handling mechanism are incorporated into the differential evolution algorithm.
A. FUNDAMENTALS OF MULTI-OBJECTIVE OPTIMIZATION
The fundamental concepts of multi-objective optimization are detailed below [21] .
Definition 3:
Letp ∈ be all design space solutions, the feasible region is represented asˆ
Definition 5: Pareto optimality: A solutionp ∈ˆ is a Pareto optimum inˆ , if and only if, there is notp ∈ˆ which
Definition 6: The Pareto optimum set P * is defined as:
Definition 7: The Pareto front PF is defined as:
OVERVIEW OF DIFFERENTIAL EVOLUTION ALGORITHM
Differential evolution (DE) algorithm, first proposed by Kenneth Price and Rainer Storn [22] , is one of the most used global optimization methods simple to implement, easy to use, reliable and fast. The original DE version is not able to efficiently handle the dynamic constraint optimization problem. In this paper some modifications in the DE algorithm are proposed in order to enhance the explorative and exploitative search to locate the changing optimum in the dynamic environment of the tuning approach based on the on-line optimization method. Those modifications can be numbered as: i) The inclusion of a constraint handling technique based on the set of feasibility rules and the Pareto dominance to guide the search to the feasible regionˆ , ii) The use of an external memory to keep the non-dominated solutions through generations to provide them in the initial search of the next time interval into the dynamic environment, and iii) The use of preference handling mechanism based on L p -metrics.
The DE algorithm known as Modified DE with Induced Initial Population based on Non-Dominated Solution through a Memory (MDE-IIP-NDSM) requires an initial population at the beginning of the algorithm. NP individuals are generated and stored in the population matrix
The initial population of individuals is randomly generated if the external memory (non-dominated solutions) is empty. If the external memory is not empty, the individuals of the external memory are incorporated into the initial population and the remaining individuals in the population are randomly generated. At each generation G, the individuals x i G ∈ R 1×D in the population X G , mutate and recombine to generate NP child individuals u i G ∈ R 1×D . At the last stage, children compete with their parents. Based on their performances, the apt individuals survive and conform the population of parents to the next generation G + 1. The constraint handling technique based on the set of feasibility rules [23] and the Pareto dominance is included into the selection process in order to efficiently explore the search space in the multiobjective constrained optimization problem. At each generation the non-dominated solutions are stored in an external memory. In the new generation G + 1 the same processes Compute the behavior of the real DC motor behavior at the present time t (definition 2). Then, solve by Euler method the dynamics of the DC motor (1) at the present time t:
if t < w then 5: Set the control signal u(t + t) = 20. X G = {EM Random individuals} 12: end if 13: Solve by Euler method the dynamics of the estimated DC motor (definition 2) in the time space = {t ∈ R
14:
15:
while G < G Max do 16: for i = 1 to NP do 17: Select three individuals {r 1 = r 2 = r 3 = i} ∈ X G .
18:
19:
Use the mutation and crossover operators according to DE variants to generate u i G+1 .
21:
end for 22: Evaluate J ( u i G+1 ), g( u i G+1 ).
23:
Select the best individual between u i G+1 and x i G .
24:
end for 25: Keep the non-dominated solutions of EM X G+1 and store them in EM . 26 :
end while 28: Use the preference handling mechanism to find the best compromise solution.
29:
Store the best compromise inp(t + t).
30:
Set the control signal by computing u(t + t) =f (x(t),p(t + t)) in (2). [24] is included to provide the best compromise from the Pareto front and to give the appropriate control design variable vector to the next sample interval.
In the dynamic environment, the solution of the multiobjective dynamic optimization problem for the tuning approach based on the on-line optimization method must be given at each time interval. As was commented previously, the general schematic diagram is given in Fig. 1 . A complete pseudo-code to implement the modified DE algorithm in the velocity control of the DC motor is shown in Algorithm 1. G and the number of difference vectors in the mutation process, respectively, and ''Z'' refers to the type of the crossover operator. The selection of three individuals in the mutation process depends on the DE variants and those are identified by an index r 1 , r 2 , and r 3 . The index r 1 is called base vector index and the indexes r 2 and r 3 the difference vector indexes.
The performance of the DE variant depends on the problem at hand as is studied in [25] for benchmark problems and also for a specific real world problem in [26] . Based on their performance to find suitable solutions, several DE variants [27] , [28] are selected in order to compare their performances to solve the on-line dynamic optimization problem. The pseudo-code of the mutation and crossover processes in those variants are shown in (26) , as shown at the bottom of this page, where F and K are the scale (mutation) factor, CR is the crossover rate and the term ''best'' refers to the best individual in the population. These processes are included in line 20 of Algorithm 1.
2) PROPOSED SELECTION PROCESS
In the selection process the child u i+1 G and its corresponding father x i G must compete to pass to the next generation. As the problem at hand is a constrained multi-objective problem, the Pareto dominance and the set of feasibility rules [23] are merged to select the best individual between them (elitist selection). The proposed method uses the following criteria:
• Between two feasible solutions, the one which dominates the other is selected. If there is not an individual who dominates the other, each individual has a probability of 50% to be selected.
• Between two infeasible solutions, the one with smaller constraint violation is selected.
• Feasible solution is preferred versus an infeasible one. 
16:
17: else
19: end if
Algorithm 2 represents the selection process included in line 23 of Algorithm 1.
3) PREFERENCE HANDLING MECHANISM
One of the main issues in the multi-objective evolutionary algorithms is the multi-criteria decision making procedure required in the decision maker (DM) [24] . Recently, the need to integrate the multi-objective problem, the optimization process and the multi-criteria decision making procedure is discussed for the off-line control tuning problem [2] , [9] . Nevertheless, the decision maker is more critical in the dynamic environment of the on-line control tuning problem since the closed-loop behavior for the next time interval depends on the selection of the most appropriate control design parameters, i.e., the control design parameters change over time (Pareto solutions dynamically change their values through the evolution of time) and a ''bad'' selection may even unstabilize the closed-loop system for the next time intervals. Hence, in this paper, the ideal control design parameter vector to the next time interval is selected from individuals in the last generation based on Compromising Programming [29] . The most common Compromising Programming model is given by the distance measure of the family of L p −metrics. Then, the distance measure L p (27) is used in this paper to select the best compromise among individuals in the last generation in order to include it in the closed-loop system for the next time interval. The best compromise is given by the individual that presents a smaller L p distance. (27) where J i (p) is the i − th performance function evaluated with the design variable vectorp, η = 2 is the type of distance, J * i = 0 and J iMax are the Utopian and the Nadir performance function values, respectively. The weights w 1 = 0.8 and w 2 = 0.2 are chosen for the modelled error and its sensitivity. Those weights were selected based on a series of trial an error procedures where the trade-off between performance functions is considered.
In addition, in order to deal the noise in the control design parameter vectorp(t) obtained by the optimization technique at each integration time t, the discrete-time implementation of a simple Resistor-Capacitor (RC) low-pass filter (28) is included inp(t).
where the smoothing factor is set as α = 0.5 to give the filter time constant equal to t. Then, the preference handling mechanism is included in line 28 and 29 of Algorithm 1.
4) EXTERNAL MEMORY
In a dynamic environment, the Pareto solutions dynamically change their values through the evolution of time [30] . In order to produce improved solutions at each sampling time of the closed-loop system, an external memory (EM) is added into the DE algorithm. It is important to point out that the external memory stores the non-dominated solutions through the evolution of time, hence the Pareto front obtained at each generation G of the DE algorithm are filtered with the Pareto front obtained from the previous generation G − 1 at each time interval. The filtering process removes from these two populations those solutions that are dominated by at least one solution member of the populations in order to form one single set of non-dominated individuals called filtered population. The filtered Pareto front is stored in an external memory together with their corresponding non-dominated solutions. The external memory must be used to obtain the best compromise from the Pareto front given through generations. Then, at the beginning of the DE algorithm in the optimization process for the n − th time interval of the dynamic optimization problem, the non-dominated solutions of the external memory for the previous time interval (n − 1 time interval) replace at most the fifty percent of individuals in the initial population and it depends on the size of the external memory. Otherwise, if the number of individuals in the external memory is greater than the half the initial population NP/2, then the best compromises (best solutions) must be only selected by using the distance measure L p in the EM. The EM promotes the explorative/exploitative search in the neighborhood of the non-dominated solutions of the external memory since some individuals in the initial population through the evolution of time are selected from the external memory of the previous time interval and the others are randomly generated. This procedure can be detailed in line 8 − 12 and 25 of Algorithm 1.
IV. NUMERICAL RESULTS
The numerical results consisted in the performance evaluation of the MDE-IIP-NDSM variants which aim to enhance the explorative/exploitative search to locate the changing optima in the dynamic environment of the tuning approach based on the on-line optimization method. The on-line control tuning problem described in Section II is solved by the MDE-IIP-NDSM variants described in Section III.
Thirty independent simulations of the closed-loop system were made for each algorithm in experiments. All independent simulations were programmed in Matlab with a 3.5 GHz Core i7 processor with 32 GB of RAM. The simulation results of the closed-loop system used a simulation time of t f = 3 s with an integration time of t = 5 ms. The same parameter values were used in the simulation of the closed-loop system. For MDE-IIP-NDSM variants on the on-line dynamic optimization problem, the population of NP = 25 individuals is selected with a maximum generation of G Max = 50, a crossover rate of CR = 0. Table 2 . Those commented algorithm parameters are used for all DE variant comparison and were obtained by testing with different combinations of values such that the values with the best performance were considered in this paper. In the case of the maximum bound vectorp MAX of design variables, these limits are selected according to specific porcentaje of variation from the nominal parameters given in Table 1 , assuming that the uncertainties are not known. The minimum bound vectorp MIN clearly indicates that the parametersp can not be negative. Onlyp 6 can have either positive or negative values due to the load direction added to the shaft of the motor.
Four different experiments were carried out. Experiment 1 includes the performance of the MDE-IIP-NDSM variants to solve the on-line control tuning problem. The next experiments were given in order to compare the performance of the MDE-IIP-NDSM variants. In Experiment 2 the external memory in MDE-IIP-NDSM variants is removed. In Experiment 3, the external memory is removed and instead of using the distance measure L p in the preference handling of MDE-IIP-NDSM variants (line 28 and 29 in Algorithm 1), the individual in the last generation with the lowest modelled error J 1 is selected (i.e., the individual in one extreme of the Pareto front for the last generation). The fourth experiment consists in evaluating the performance of the multiobjective meta-heuristic algorithms: Non-dominated Sorting Genetic Algorithm II (NSGA-II) and Particle Swarm Optimization (PSO). The population size and the maximum generation in NSGAII and PSO are chosen as previously commented, that is, G Max = 50, NP = 25. The NSGAII and PSO parameters are obtained from [31] and [32] , respectively. In all experiments continuous dynamic changes in the nominal DC motor parameters and a discontinuous dynamic load as shown in Table 1 , are set in order to provide uncertainties in the dynamic environment. Tables 2-5 evaluated according to the velocity error generated by the DC motor in the time interval t ∈ [0. 1, 3] , where the terms mean(|ė|) and std(|ė|) are the mean and the standard deviation of the velocity error in thirty independent runs. In the same manner, the terms Best and Worst are referred as the best and worst velocity error presented through runs. The mean number of non-dominated solutions in the external memory for all runs are calculated in mean(NDS).
Furthermore, thirty fronts obtained by runs per each variant are filtered into one front, and filtered fronts for each variant are shown in Fig. 2 in order to visualize the Pareto front obtained in each MDE-IIP-NDSM variant.
From the summary of results presented in Table 2 for the MDE-IIP-NDSM variants (Experiment 1) and their filtered Pareto fronts in Fig. 2 , different findings were observed:
1) The results indicate that the arithmetic recombination with a random individual given in Current to Rand/1 neighbor solutions are found with a poor performance.
On the other hand with Current to Best/1 the solutions are well exploited such that it presents the fifth best performance. 5) From the Filtered Pareto fronts in Fig. 2, it was observed that the four best compromises in the Pareto front are obtained by using Best/1/Bin, Current to Best/1/Bin, Current to Best/1 and Current to Rand/1. 6) It is observed that the second performance function referred to the sensitivity decrease the variation in the velocity error as it is observed in the standard deviation column of Table 2 and these values are the lowest compared with the other algorithms in Tables 3-5 . Then, it is confirmed that the sensitivity is related to the robustness of the velocity regulation under parametric uncertainties. In order to know if the MDE-IIP-NDSM variants given in Experiment 1 improves the corresponding algorithms for the last three experiments, the pairwise comparison Wilcoxon signed-rank test is included to compare the performance with the other experiments. The alternative hypothesis is the set according to a two-sided test which states that for two sets of samples of mean(|ė|) produced by two different algorithms between experiments, the distribution of mean(|ė|) of the algorithm in Experiment 1 is different to the one of the other algorithm for the corresponding experiment. Hence, the p-value determines the degree of rejection of the null hypothesis (which asumes that the distributions are the same). A p-value less than 10% or 5% percent provides enough evidence to reject the null hypothesis and therefore accept the alternative hypothesis. Hence, once the alternative hypothesis is accepted, the best algorithm can be obtained by analyzing the rank sums (R + and R − ). If R + has larger values than R − then the algorithm in Experiment 1 has better performance than the other, otherwise the opposite happens. Tables 6-8 show the p−value associated with the Wilcoxon signed ranks test results. An analysis of the results with the comparisons among the Experiment 1 in Table 2 with the rest of experiments are presented below:
1) The comparative analysis between the MDE-IIP-NDSM variants in Experiment 1 versus the corresponding DE variants in Experiment 2 by using the Wilcoxon signed-rank test is presented in Table 6 . Based on the p−value and the R + value, the pairwise statistical comparisons state that with a significance level α < 0.001 all MDE-IIP-NDSM variants in Experiment 1 show a significant improvement over variants in Experiment 2. This indicates that the external memory in the on-line tuning of the velocity control promote the exploration and exploitation of the search space such that a significant improvement of the velocity error is presented in the MDE-IIP-NDSM variants of Experiment 1.
2) The comparative analysis between the MDE-IIP-NDSM variants in Experiment 1 versus the corresponding DE variants in Experiment 3 by using the Wilcoxon signed-rank test is presented in Table 7 . Based on the p − value and the R + value, the pairwise statistical comparisons state that with a significance level α = 0.001 the MDE-IIP-NDSM variants have a significant improvement over variants in Experiment 3. Those variants are benefited from the use of the distance measure L p in the preference handling and the external memory in the on-line tuning of the velocity control. Hence, the importance of weighting the second performance function (the sensitivity) in order to decrease both the velocity error and its variations in the DC motor control is highlighted. 3) From the results presented in Experiment 4 (Table 5) and confirmed from the pairwise statistical comparisons shown in Table 8 , all MDE-IIP-NDSM variants in Experiment 1 versus the NSGAII presents a significant improvement with a significance level α = 0.007. On the other hand, the 77.77% of algorithms in Experiment 1 presents a significant improvement over PSO and only PSO is better in 11.11% i.e., in MDE − IIP − NDSM /Rand/2/Dir. The MDE-IIP-NDSM variant that does not present an improvement over PSO is MDE − IIP − NDSM /Rand/1/Bin (the 11.11% of algorithms). The last result indicates that PSO and MDE − IIP − NDSM /Rand/1/Bin have a similar behavior due to any kind of difference between the set of data is due to chance. The velocity profile and the control signal of the best performance of algorithms from Tables 2-5 in the on-line control tuning problem of the DC motor in all experiments are shown in Fig. 3 and in Fig 4. It was confirmed that the best velocity regulation performance with the on-line control tuning is given by MDE − IIP − NDSM /Current to Rand/1 in Experiment 1 in spite of the discontinuos dynamic changes of the load τ L in the time interval [1, 2] and the continuous dynamic changes in the nominal DC motor parameters over all time. Moreover the control signal does not surpass its bounds. Based on Fig. 3 , the second best algorithm with respect to the velocity regulation performance is given by PSO. Nevertheless, this performance varies among runs as it was observed in the standard deviation in Table 5 and verify with the above statistical analysis, and hence this algorithm is not reliable for real applications. On the other hand, it was observed that only NSGAII presents control signal above its bound in some time interval of the dynamic simulation. This indicates that NSGAII presents some issues to guide the search to feasible solutions in constrained dynamic environment.
V. CONCLUSIONS
In this paper, a multi-objective on-line tuning optimization method is proposed to adaptively tune the velocity control parameters of the DC motor under parametric uncertainties, where the modelling error and its sensitivity were the proposed conflicting performance functions. The constraint handling technique based on feasible rules and Pareto dominance, the preference handling mechanism based on L p -metrics and the use of an external memory into the MDEIIP-NDSM deal with the changing optimum solutions in the dynamic environment of the tuning approach.
Three experiments were given in order to compare the behavior of the on-line control tuning of the DC motor with the MDEIIP-NDSM (Experiment 1): One that does not include the use of external memory (Experiment 2), other that does not use neither the distance measure L p in the preference handling nor the external memory (Experiment 3) and the last one that uses two different multi-objective metaheuristic algorithms (Experiment 4). The general conclusions are:
• The use of the external memory in the MDE-IIP-NDSM variants decreases the velocity error.
• If the preference handling is only based on the performance of the modelling error without considering the trade-off of the sensitivity (i.e., the obtained solution given by the minimum of J 1 in the Pareto front), the MDE-IIP-NDSM variants provide solutions more sensible to uncertainties, such that the changes in the velocity error are increased. Hence, the selection of the suitable trade-offs between the modelling error and its sensitivity is an important issue in the on-line control tuning of the DC motor to increase the precision in the velocity control under parametric uncertainties.
• All MDE-IIP-NDSM variants present a superior behavior with respect to the DE variants of Experiments 2, 3 and the algorithm NSGA-II. The 77.77% MDE-IIP-NDSM variants outperform the performance in the velocity regulation with respect to PSO. The inclusion of the external memory and the preference handling mechanism promote a better control behavior in the three most representative MDE-IIP-NDSM variants for all experiments: Current to Ran/1, Current to Best/1/Bin and Current to Rand/1/Bin. Hence, a combined discretearithmetic recombination adapt the search space dynamically toward more promising regions (contributing the exploration/exploitation of the most promising areas of the search space), thus increasing the overall search efficacy in the dynamic environment.
