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For completeness, the sufficiency part of Bandyopadhyay's proof of 
the decipherability criterion of Sardinas and Patterson for coded 
messages i proven in general. 
In his proof of the decipherability criterion of Sardinas and Patter- 
son, Bandyopadhyay (1963) shows the sufficiency part of the criterion 
for unique decipherability of coded messages by considering a particular 
case. He demonstrates the construction of an ambiguous code sequence 
when a member of the third segment is a code word. For completeness 
I present he following general proof of the sufficiency part by simple 
extension, using his notation. 
If a member of the nth segment, Sp ~, is a code, C~ say, then it can be 
expressed as either Cp -- S~ -1 - C~ or Cp = C~ - S~ -1 depending on 
whether the code word involved was a prefix of a member of the (n - 1) 
segment or vice versa. The subscript p refers to that member of a seg- 
ment that produces the relationship under examination. If the prefix 
C~ or S~ -1 is transposed and the proper symbol sequence maintained, 
then either 
or 
holds. 
In general, either 
C~ + C~ = S~ -~ 
S; -I + C~ = C~ 
S~ -~ + L~(C) = L~(C) (1) 
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or  
LI(C) = S~ -k -[- L2(C) (2) 
holds, where the L(C) are code sequences, and 0 < } < n. This can be 
shown by making the induction step of assuming (1) or (2) to be true 
for k -- 1. I.e., either 
S~ -~+" + LI(C) = L~(C) (3) 
or  
LI( C) = S~ -k+~ -[- L,( C) (4) 
holds. If (3) holds then either 
(S~ -~ - C~.) + L,(C) -- L~(C) 
Or 
-- S~ ) ~- LI( C) = L2(C) (C~ ~-~ 
holds, in which ease 
S~ -~ + LI( C) = C~ + L,( C) = L3( C) 
or  
Cm + L , (C)  = L3(C) = S~ -~ + L2(C).  
These ~.re of the forms (1) and (2), respectively. 
If (4) holds then either 
L~(C) = (S~ -k - C,,) -t- L2(C) 
or  
in which case, 
or  
LI( C) = ( C,~ - S~ -~) + L2( C) 
Cm + L~( C) = L3( C) = S~ -k ~- L2( C) 
S~ -k + LI( C) = Cm + L~( C) = L3( C) 
holds. 
These are of the forms (2) and (1), respectively, proving the general 
relationship stated above. 
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Applying this relationship to the proper member of the first segment 
(where k = n - 1) which, by definition, is in terms of two codes, 
C, - Ct say, we get either 
or  
which reduce to: 
or  
( C, -- C,) + Lo( C) = Lb( C) 
Lo( C) = ( C, -- C,) + Lb( C) 
C, -~ La( C) = C, -[- Lb( C) 
Ct + L.(C) =- C, + Lb(C) 
each of which is of the form 
L~( C) = Ld( C). 
Note that the first code of the sequence on each side of the equation 
is necessarily of different length; therefore the corresponding code 
sequences are distinct. 
Hence we have constructed two different code sequences that have 
the sazne symbol sequence, given that a member of the nth segment is 
a code, completing the sufficiency part of the proof. 
RECEIVED: July 15, 1966 
I~EFERENCE 
BANB~OPAD~YAY, G. (1963), A simple proof of the decipherability criterion of 
Sardinas ~nd Patterson. Inform. Control 6, 331-336. 
