ABSTRACT This paper proposes a drop transformation networks (DTNs), a novel framework of learning transformation-invariant representations of images with good flexibility and generalization ability. Convolutional neural networks are a powerful end-to-end learning framework that can learn hierarchies of representations. Although the invariance to translation of the representations can be introduced by the approach of stacking convolutional and max-pooling layers, the approach is not effective in tackling other geometric transformations such as rotation and scale. Rotation and scale invariance are usually obtained through data augmentation, but this requires larger model size and more training time. DTN formulates transformation-invariant representations through explicitly manipulating geometric transformations within it. DTN applies multiple random transformations to its inputs but keeps only one output according to the given dropout policy. In this way, the complex dependencies of the knowledge on transformations contained in training data can be alleviated, and therefore the generalization to transformations is improved. Another advantage of DTN is the flexibility. Under the proposed framework, data augmentation can be seen as a special case. We evaluate DTN on three benchmark data sets and show that it can provide better performance with smaller number of parameters compared to state-of-the-art methods.
I. INTRODUCTION
Views on learning framework have been drastically changed since the breakthrough [1] in 2012. The end-to-end representation learning frameworks, Convolutional Neural Networks (Convnets), are dominating the computer vision field and driving more and more advances. Convnets can be seen as universal feature extractors with hierarchical representations, obtained by stacking multiple non-linear modules layer by layer, which can transform the low-level representations into the more abstract high-level representations. Such a progressively computing framework is quite efficient since the inherent translation-invariance of natural images can be somewhat captured and integrated into the final representations, resulting in many state-of-the-art achievements in recognition tasks, such as image classification, object detection, and semantic segmentation.
These notable successes indicate that the invariance to translation is one of important properties of Convnets that are matched to the statistics of natural images [2] , [3] . In addition to translation, natural image statistics are typically invariant to other transformations as well, such as rotation and scaling. This suggests that invariances to other transformations may be beneficial to machine learning models, especially in specific applications. However, empirical evidence given by previous work [4] - [9] shows that other than translation, the representations obtained by Convnets are vulnerable to geometric variations such as rotation and scaling. Consequently, it is natural to consider generalizing the properties of representation invariance to other transformations, and this has drawn a lot of attention in the field of deep learning. We summarize these studies in Section II.
For nuisance variations in data, the commonly accepted practices are training models on aggressively augmented dataset or learning geometric transformations from data. While the augmentation technique is able to improve the generalization of model, it usually requires more parameters and leads to the black-box problem. In order to improve invariances to transformations, one has to significantly increase training data and time to make sure the learned model is able to capture adequate features for those potential transformations. In contrast, training models by learning geometric transformations could lead to faster convergence and more interpretable invariance of features than data augmentation. Unfortunately, it is difficult for this approach to generalize to the unfamiliar transformations during test.
The local max-pooling layer also allows networks to be spatially invariant to small-scale geometric variations of the input data, but the invariance to larger transformations is diminished due to the typically small spatial support.
Seeing the above problems, this paper proposes a novel network architecture, the Drop Transformation Networks (DTN), which can provide the standard Convnets with the ability of invariances to multiple types of geometric transformations in data. The architecture includes a transformer that transforms its inputs using multiple functions randomly sampled from a set of transformations , and a droptransformation-out operator that aggregates the outputs by the given dropout strategies (e.g., max operator) within fixedsized 3-D windows. The mechanism of randomly sampling and dropping transformations could prevent features from depending on the predefined transformations, presented in training data or introduced into networks by design like TIPooling [9] , too much. This significantly reduces overfitting to transformations and gives major improvements over other similar methods.
On the other hand, the 3-D pooling window allows DTN to flexibly aggregate the responses. The drop-transformationout operator can be seen as an extension of TI-Pooling equipped with a grid of 3-D windows. Similar to the kernel size of the regular pooling method, the 3-D window controls the range of computation during aggregation. We found that this design is important to the flexibility of the architecture. Without the 3-D window, only pixel-wise pooling operator is allowed, which could lead to significant overfitting when aggregating the feature maps of the convolutional layers (see Section V). This might be the reason why Laptev et al. [9] proposed to place the fully-connected layer immediately before the TI-Pooling operator. In contrast, by controlling the 3-D window size, the proposed drop-transformation-out operator is able to reduce the risk of overfitting when aggregating convolutional features. Therefore, the proposed method is allowed to be adopted repeatedly in the network. We examine the flexibility of DTN in the Section V.
The main contributions and advantages of this work are as follows:
• 
II. RELATED WORK
Convnets are a powerful learning framework that can learn hierarchies of representations, but vulnerable to geometric variations in the input data. Data augmentation is probably the most popular technique for alleviating the problem. But also other methods exist. We categorize them as manipulating input data or the network architecture.
A. MANIPULATING NETWORK ARCHITECTURE
The alternative approach is to embed the ability of invariance to transformations in network architecture. It is known that the translation-invariance is obtained by stacking max-pooling and convolutional layers. Other forms of transformation-invariances can also be acquired in this way, but only for small spatial support. This motivates the research field to put forward many novel works which fall into the following categories, pooling, skip connection, and filter.
1) POOLING
The introduction of max-pooling layer is a simple and efficient way to provide the capability of invariances to spatial transformations. Many state-of-the-art works adopt this technique to tackle the real-world tasks such as [10] and [11] . However, due to the small range of spatial operation (e.g., 2 × 2 pixels), invariance to larger-scale transformations is diminished. Seeing this, Gong et al. [5] carried out an empirical analysis of CNN representations and presented the multi-scale orderless pooling (MOP) that extracts deep representations at multiple scales and concatenates the representations from the finer scale through VLAD [12] encoding. Inspired by [5] , Yoo et al. [6] proposed to replace the VLAD kernel with a Fisher kernel [13] , [14] followed by scale-wise normalization and average pooling successively. The above works improve the activation robust to geometric variations, achieving state-of-the-art performances on MIT Indoor 67 [15] , PASCAL VOC 2007 [16] , and Oxford 102 Flowers [17] datasets. But neither of them supports endto-end training.
2) SKIP CONNECTION
Owing to the progressive increase of receptive field size, networks with skip connections can learn representations that are a counterpart to the multi-scale representations of the Laplacian pyramid. Shelhamer et al. [18] utilized this property to refine the spatial precision of outputs and achieved state-of-the-art performance in semantic segmentation. Yang and Ramanan [8] also used skip connections to build a multiscale model called DAG-CNNs. Similar to [18] and [8] , Jin et al. [19] proposed a Collaborative Layer-wise Discriminative Learning method that introduces multiple loss functions on multiple layers. The strategy of skip connection is also helpful for the real-world scenarios such as object detection [20] , the hyperspectral image classification [21] and remote sensing scene classification [22] . It enables the networks to effectively utilize the knowledge from different layers. Even skip connection is a natural and convenient way to introduce scale-invariance in networks, it usually costs more time/memory complexity than its prototype. This paper, developing from TI-Pooling, adopts the siamese architecture, and thus also will run into the time/memory complexity. However, inspired by ResNeXt [23] , this problem is excepted to be alleviated through the grouped convolutions [1] with carefully engineering modification and implementation.
3) FILTER
Rotating an image, one will get a corresponding rotated version. However, if one rotates the inputs of a convolutional layer, the features do not necessarily rotate in a corresponding or meaningful way. Consequently, some types of transformations do not satisfy the property of transformation consistency during the forward pass. To maintain and utilize the richness of local rotation information, recently some works propose to perform transformations on filters instead of inputs. Cohen and Welling [24] , [25] introduced the symmetry group convolutional layer (G-convolutions), composed of four 90 • rotated filters and their flipping versions. This approach enjoys a substantially higher degree of weight sharing and enhances the expressive capacity of the network without sacrificing the model complexity. H-Nets [26] also builds on the property of filter steerability but extends the equivariance to all rotations. ORN [27] , like H-Nets, proposed the Active Rotating Filters (ARFs) that actively rotate during convolution and explicitly capture the underlying orientations. Compared to H-Nets, ORN leads to much less compact representations and significant reduction in model complexity. The above methods are only designed for the specific class of transformations and so have the limits of application. In contrast, our method can work with almost any transformations.
B. MANIPULATING INPUT DATA
One of the easiest ways to ensure invariant representations is to directly exert geometric transformations onto input images, and then design an appropriate network architecture to train on them. Probably, data augmentation is the best-known method in this class, and also it inspired many other methods to further make good use of information contained in input images. A common adoption is the multi-column deep neural networks.
1) MULTI-COLUMN CONVNETS
Motivated by the microcolumn of neurons in the cerebral cortex, invariance to geometric transformations can be obtained by making multi-column convnets. Ciresan et al. [28] proposed a Multi-column DNN architecture in which one or more columns accepts the images preprocessed in different manners, such as scaling, rotation and translation.
The resulting model outperformed the previous state-of-theart methods on several benchmarks and achieived humancompetitive results for the first time. Farabet et al. [29] proposed a multi-scale convnets for the task of scene labeling. This architecture is able to integrate large contexts into local decisions by learning dense feature representations from a multi-scale pyramid of images. Another important technology adopted in this work is sharing parameters across scales, which, intuitively, can compel the convnet to learn scaleinvariant representations. Kanazawa et al. [7] integrated the multi-column structure into the convolutional layers, allowing filters to learn patterns at different scales. Based on the methods used in [7] , [28] , and [29] , Dou and Wu [30] presented a Coarse-to-Fine trained multi-scale CNN where the depth of each column changes with scales. Herranz et al. [31] found that using the same network for all the scales will lead to dataset bias and therefore presented the scale-specific convnets in which each column fine-tunes on fixed-scale images, resulting in state-of-the-art performance on SUN397.
2) LEARNING TRANSFORMATIONS
Most recently, learning-based methods attracted much attention of researchers. Cheng et al. [32] proposed to learn the rotation invariance by optimizing a new objective function via imposing a regularization constraint. This approach works well for object detection in remote sensing images. Jaderberg et al. [4] introduced a differentiable module, the Spatial Transformer (ST), to actively perform spatial transformations on its input data. By including multiple modules, each of which performs a transformation, in parallel or series, the Convnets are able to learn a canonical appearance of the input data in a supervised manner, which are invariant to translation, scale, rotation and other forms. Compared to STN, TI-Pooling [9] defines a wider set of transformations to look for the canonical position of the input images. TI-Pooling was mainly proposed to alleviate the drawbacks of data augmentation. It adopts a multi-column siamese architecture to link with the considered transform set and the transformation-invariant pooling operator to aggregate their outputs before the top layer. Because the weights are shared and jointly trained on the multiple transformation VOLUME 6, 2018 FIGURE 1. The architecture of Drop Transformation Networks. A DTN network is allowed to contain multiple DT modules (two copies are shown in the above figure) . For each DT module, first, a series of functions are randomly sampled from the considered transformation set through the Binomial distribution, and applied to the input image (or feature maps). The results are then passed through a siamese network that consists of convolutional and max-pooling layers. At the end of the DT module, the proposed aggregation operator, drop-transformation-out, is applied which is detailed in Section III and illustrated in Fig. 2 . The rest of the network is a regular convolutional neural network ending with dropout [33] , global ave-pooling and softmax layers.
paths, TI-Pooling is more parameter-efficient than data augmentation and STN.
3) COMPARISON DTN provides a flexible framework which encompasses data augmentation and TI-Pooling by the conjunctive deployment of random transformation functions and the droptransformation-out aggregation operator. First, DTN adopts the siamese architecture with a series of random transformation functions and sets a grid of 3-D windows on the outputs of each path. Then, the statistics of features are computed within each window location and compared among different paths based on the predefined dropout strategies. After comparison, only one result will be kept and others are dropped out. When the window size covers the whole feature map, DTN reduces to the standard Convnets with data augmentation. On the other side, if the window size takes the value of 1 pixel, DTN becomes the TI-Pooling with random transformation functions, leading to better generalization capability. In this way, DTN acts as a flexible framework that can encompass data augmentation and TI-Pooling, and has the advantages of the two methods simultaneously. Intuitively, data augmentation and TI-Pooling lie towards opposite ends of the random to globally systematic spectrum for the process of invariant representations. Convnets with random data augmentation provide better generalization capability to unfamiliar variations in data but need more parameters and training time. In contrast, TI-Pooling is a more parameter-efficient learning-based framework that can produce better classification performance for familiar variations with smaller number of parameters but takes more risk of overfitting to those predefined fixed transformations. We will show this in Section IV. A natural question is whether we can build a compromise method to link the merits between the two independent methods. We achieve this by the proposed DTN architecture. With the benefit of flexibility, DTN allows the best of both worlds. DTN, like TI-Pooling, is parameter-efficient and has the ability of finding the most optimal ''canonical'' instance, and also like data augmentation, it maintains the capability of generalization to unfamiliar transformations during test. This makes DTN suitable for wider range of applications.
III. METHODOLOGY
The proposed network architecture begins with a sample process. DTN randomly samples some functions from a set of transformations to warp the inputs, then drops out units of transformed representations over multiple paths. Since all the operations are differentiable, DTN acts as an end-to-end learning framework that is allowed to contain multiple DT modules as shown in Fig. 1 . Also, the standard Convnets can become DTN by including one or more DT modules. Formally, DT is defined as follows:
Here, l is the index of layer, T l is a vector of independent Binomial random variables each of which indicates a transformation function, and i is the index of the elements in T l .
As we can see, the above definition is similar to Dropout [33] . After sampling from , the n functions T i l (i ∈ [1, n] ) are directly applied to the input x l . Then, the transformed datã x i l are convolved with the weights W l and the bias b l that are shared among n paths. g denotes the non-linear activation function. The outputs x l+1 are sifted out through the proposed drop-transformation-out operator (e.g., max-pooling operator like TI-Pooling) within a grid of 3-D windows of size s.
FIGURE 2.
The pipeline of the proposed DT module. The input feature maps are first passed to the transformer which is composed of a series of random transformation functions f . Each transformed input(a) is then passed through a path of siamese network that consists of a consequence of convolutional layers(omitted). Finally, the proposed aggregation operator, drop-transformation-out, is applied to the outputs(b) of siamese network: feature maps(b) are divided into multiple non-overlapping regions by 3-D windows(c) of size s; the statistics(d) of features are computed within these windows and compared over paths by the aggregation operator(e); only the winner region is outputted and others are dropped out. As we can see, if the pixel-wise max-pooling operator is used for comparison purposes and s is equal to 1, the aggregation operator becomes the TI-Pooling operator. Fig. 2 illustrates the proposed aggregation operator, drop-transformation-out, in the DT module. In this paper, we consider s as the value of 1 pixel or the entire feature map size for simplicity, leaving the exploration of other sizes for future work. In the following, we will detail the transformation functions and the drop-transformation-out operator.
A. THE TRANSFORMATION FUNCTION
As we can see, both TI-Pooling and the DT module adopt the siamese architecture for transformations. The difference between them is that in TI-Pooling the transformation functions are fixed throughout the training process, whereas in DT they are random at each iteration.
Using random transformation functions instead of fixed ones could improve the generalization capability in many cases. In TI-Pooling, a sampled transformation function tells how the canonical shape should be made so the features are spatially invariant to the input data, given what all other functions are doing. However, the canonical shape learned from training data does not guarantee to be well generalized to unfamiliar test data. This is because of the divergence between the distribution of training data and test data, and the difference between the most representative instance and the individual one. Learning the most representative instances using fixed transformation functions during the entire training process may lead to complex co-adaptations among transformations and heavy dependence of representations on them. This in turn potentially results in overfitting. This is what this work addresses. DTN improves the generalization capability through the introduction of randomness of transformations and dropout of their outputs defined by Eq. (1) to Eq. (5).
Another advantage of using random transformation functions is that the application range of the module is wider than the previous methods. Most recently, a lot of works focus on the study of spatial invariance to the input data. But most of them were only proposed to deal with a specific transformation such as rotation. In contrast, DTN can work with a group of almost any arbitrary transformations, e.g., non-linear distortions. While STN is able to learn invariance to more generic warping, it requires to be differentiable with respect to the predefined parameters of the transformation. The DTN applies random transformation functions to its inputs, and thus can be independent of differentiability. TI-Pooling also works without differentiability but has to be placed immediately after the data layer in order to meet the theoretical guarantees, which limits its application. DTN is a generalization of TI-Pooling which also encompasses data augmentation technique. It abandons the fixed transformation functions and adopts random ones instead at each iteration. To make the canonical shape, the complete sampled results of transformation functions can be yielded given enough training iterations. Consequently, the requirement of obeying the Lemma. 1 (see [9, Sec. 3.3] ) at each iteration can be eliminated. In this way, DTN not only overcomes the application limit, but can still approximatively learn the canonical shape if trained for long enough time.
B. THE DROP-TRANS.-OUT OPERATOR
Invariant representations are usually obtained by a three-stage computation:
• transforming the input data in different ways.
• feeding the transformed data to the rest of network, usually a siamese architecture. VOLUME 6, 2018
• aggregating the features from different paths to produce the transformation-invariant representations. The commonly adopted strategies of aggregation are concatenation or max-pooling over paths. Even though these choices work well in most cases, we found that they run into decrease of generalization capability when facing the transformation unbalance between training and test data as we show in Section V. In this work, we propose a new aggregation strategy, the drop-transformation-out operator, to address this problem.
The term ''drop'' in this work means that only one path of the siamese network is sifted out within each 3-D window and the rest are discarded. Since each path is corresponding to a transformation function T i l , we name the proposed aggregation operator ''drop-transformation-out''.
Specifically, we first divide the features from each path into multiple non-overlapping windows of size s = h × w × c along the dimension of space and depth of its inputs (height × width × channel), where s varies from 1 to the entire feature map. Then the statistics of features are computed within these windows. Note that we do not restrict the computation of statistics to a specific one. Any methods, such as statistical averaging and histograms of gradients, are allowed to be used. For example, when histograms of oriented gradients are computed, the results approximate to HOG [34] . To aggregate the features, the statistics are compared over paths by the aggregation operator. Only those features that win the comparison of their statistics are kept and sent to the next layer as shown in Fig. 2 . Section V compares three types of statistics and found that the maximum activation of a feature map performs better than others. Therefore, throughout this paper, we adopt the maximum activation as feature statistics.
Combining with the previous random transformation functions, the proposed drop-transformation-out operator makes DTN a unified framework of TI-Pooling and data augmentation. To be specific, if the window size s is set to 1 and max-pooling is adopted to compare feature statistics within these windows, the drop-transformation-out operator becomes TI-Pooling operator. In this mode, DTN can learn the canonical shape given enough training iterations. On the other side, if s takes the whole feature map size, only one path of the siamese network will be kept, in which case DTN approximates to the regular Convnets with data augmentation.
C. COMPUTATIONAL COMPLEXITY
TI-Pooling conducts the pixel-wise max-pooling over paths, whereas DT first computes the feature statistics within 3-D windows and then compares the statistics over paths. Although the proposed method appears to be more complex than TI-Pooling, we found that the two methods have exactly the same computational complexity if the operation of feature statistics in DT has the linear complexity.
To see this, we select the maximum activation as the feature statistic of a 3-D window. Let n be the number of paths of the siamese network. C, H , and W denote the number of channels, height, and width of a convolutional layer, respectively. The fully-connected layer can be seen as the convolutional layer with 1-pixel H and W . Thus, we obtain that the TI-Pooling operator takes the computational complexity of O(nCHW ) to process one image.
On the other hand, the computational complexity of finding the maximum activation within a 3-D window is O(s), and the complexity of comparing feature statistics over paths for all windows is O(m × n), where m is the number of 3-D pooling windows C×H ×W s for a single path. Therefore, the computational complexity of DT equals O(nCHW ).
Consequently, if the feature statistic has the linear complexity, the computational complexity of DT is exactly the same as TI-Pooling. This means that the proposed method can increase accuracy as we show in Section IV and Section V while maintaining complexity.
When compared to the standard Convnets with data augmentation, the increase in running time depends on n and the depth of the siamese network. This has been analyzed in the original paper of TI-Pooling. Readers are referred to [9] for details.
IV. EXPERIMENTAL RESULTS
For evaluating the proposed method, this section conducts a series of experiments on three classification datasets perturbed by scale and/or rotation transformations, which is described below. We selected the small datasets instead of big ones because that a) the primary focus of this paper is on the transformation-invariance and the small datasets selected are sufficient for the quick evaluation of algorithms; b) the related algorithms [4] , [9] , [26] , [27] , [35] adopt the small classification datasets for evaluation and therefore this paper, for fair comparison, adopts the small datasets and classification performance as evaluation methodology as well.
Section IV-A introduces the datasets used in our evaluation. Section IV-B conducts experiments on the rotated version of the MNIST handwriting dataset [36] , showing the ability of random transformation functions to reduce the risk of overfitting, leading to state-of-the-art results. Section IV-C tests participants on the distorted MNIST [4] , showing that DTN also applies to the task with multiple variations. Section IV-D investigates DTN on the German Traffic Sign Recognition Benchmark [37] , showing that the proposed method is suitable for the real-word task. Finally, Section V gives an analysis of several aspects in the DTN architecture including the cardinality of the transformer, the flexibility provided by the aggregation operator, and the statistics of features used in the aggregation operator.
A. DATASETS
For all experiments, the hyperparameters of DTN are tuned on the validation set (without cross-validation). Once the appropriate values are found, we evaluate the classification performance on the test set.
1) ROTATED MNIST [36]
The original MNIST handwriting dataset serves as a good indication of evaluating the performance of spatial invariant algorithms. The rotated MNIST dataset [36] is a challenging variation in which the number of training images significantly decreases and extra transformations are introduced. It contains 12k training images and 50k test images, each of which is randomly rotated by a angle uniformly sampled between 0 and 2π . In our experiments, 2.5k random training images are chosen as the validation set.
2) THE DISTORTED MNIST [4]
Other variations we consider are the one with halfrotation(R), and the one with rotation, scale and translation (RTS) which are introduced in [4] and used in [4] and [9] . The half-rotated variation takes the full MNIST dataset, and randomly rotates each image by a angle uniformly sampled between − , scaling it by a factor of between 0.7 and 1.2, and placing the sample in a random location in a 42 × 42 canvas. Compared to the fullRotated MNIST dataset [36] , these two variations are closer to real-world scenarios. On this dataset, 8k random training samples are selected as the validation set.
3) GTSRB [37] The German Traffic Sign Recognition Benchmark contains 39209 training and 12630 test images which belong to 43 classes. To explore how well models perform on this dataset, all images (including the training and test sets) are randomly rotated from 0 to 2π and rescaled to 48 × 48 pixels. For this dataset, the validation set has 8k images that are randomly selected from the training images.
B. ROTATED MNIST 1) NETWORK STRUCTURE
For comparison, we constructed a 5-layer CNN network with/without data augmentation as the baseline model. The configuration of the CNN network is similar to that in [4] . Specifically, the CNN network begins with two convolutional layers that have filters of 40 and 80, and kernel size of 9 × 9 and 7 × 7 pixels, respectively. We adopt this configuration since large receptive field is very important to the shallower architectures. The next two layers are the 3 × 3 convolutional ones with 80 and 160 filters respectively. All the convolutional layers have 1-pixel stride, 1-pixel padding, and the rectified linear non-linearities (ReLU) [1] , [38] following. Two 2×2 max-pooling operators with stride 2 follow the first and fourth layers respectively. The next one is a global average pooling which is followed by a 10-d fullyconnected (FC) layer and a softmax classifiers successively. Two dropout [33] layers are inserted immediately before the second max-pooling layer and the FC layer.
To better evaluate the generalization capability of dealing with geometric transformations, eliminating any other effects (e.g., model size), STN and DTN are designed using the same principles with their specific modules. The resulted classification network has exactly the same number of parameters and depth as the corresponding CNN networks. TIPooling remains the same network architecture as the original paper [9] . In addition, TI-Pooling is also evaluated under the proposed architecture. Please see below for the comparison.
2) HYPERPARAMETERS
For STN, the ST module is placed at the beginning of the CNN networks, and the localization network is configured as that in the MNIST experiments of the original paper [4] . For TI-Pooling, we follow the hyperparameter settings from the original paper [9] , sampling rotations every 15 degrees to form 24 transformations each of which is connected to a path of siamese network. Finally, for DTN, the transformer is 24 rotation functions randomly sampled from a circle φ = {r|r ∈ [−1.25π, 1.25π ]}, and the drop-transformation-out operator is configured as TI-Pooling in which case the 3-D window size s is set to 1 pixel, the statistics of features is ignored (no need for 1-pixel window), and the pixel-wise max-pooling operator is adopted to compare feature values over paths. The operator is placed immediately after the ave-pooling layer. The extensive hyper-parameter searches for φ were conducted on the validation set. We found that [−1.25π, 1.25π ] gives better performance than the commonly adopted [−π, π]. Under this setting, [0.75π, 1.25π ] gains more opportunity to appear, which might suggest that this rotation range is important to the Rotated MNIST dataset. The number of transformations is also obtained by tuning the model on the validation set. See Section V for details.
3) IMPLEMENTATION DETAILS
All the networks are trained through SGD with momentum of 0.9. The learning rate is initially set to 0.01, and then decreased by a factor of 10 after 150 epochs and 225 epochs. The training terminates at the 300th epoch. The batch size and weight decay are 64 and 0.0001 respectively. The weights are initialized by the MSRA initialization technique [39] . For the comparison of invariance of transformation, we only apply data augmentation to the baseline CNN models. Table 1 shows the test error rates for the proposed and the previous methods. As we can see, STN performs considerably worse than other competitors, CNN (aug), TI-Pooling, and DTN. Even though STN is a parameterized method, it requires more training data to derive complex transformations and generic warping. Facing the small dataset such as mnist-rot-12k, it takes greater risk of overfitting than those non-parameterized competitors.
4) CLASSIFICATION RESULTS
Compared to the TI-Pooling network, the DTN outperforms it by a healthy margin with smaller number of parameters, reducing the relative classification error rate by more VOLUME 6, 2018 than 17.5% (from 1.2% to 0.99%). When widen to 640 feature maps, DTN is still able to benefit from the introduction of more parameters, converging to a state-of-the-art result of 0.86% test error rate using only 40% of the parameters of TI-Pooling.
Note that the improvement over TI-Pooling [9] also benefits from the network architecture, e.g., using global avepooling instead of fully-connected layer. Therefore, it is a natural question that how TI-Pooling will perform if embedded in the same network architecture as DTN. To this end, the transformer of DTN is changed to fixed functions that contains 24 rotations sampled uniformly from φ = {r|r ∈ [0, 2π ]}, which is exactly the same as [9] . In this case, TIPooling achieved the test error rate of 1.09%, which is 0.11% lower than its original architecture. This result shows that the proposed architecture is superior to that of the original TI-Pooling [9] . Meanwhile, this result also indicates that the proposed random transformer in DTN is effective and beneficial to dealing with variations in data.
In addition, the window size s is set to 1 pixel, which does not give any benefits from the flexibility over the TI-Pooling. In Section V, we will show that by setting s to cover the entire feature map, the DTN can obtain considerable improvement on the generalization ability when the test images contain unfamiliar transformations. However, it is difficult for STN and TI-Pooling, being the learning framework, to deal with this case.
C. THE DISTORTED MNIST
The Distorted MNIST [4] is easier than the full-rotated MNIST since it contains smaller distortion but more training samples and higher resolution. We evaluate the proposed method on this dataset to see how DTN will perform when the geometric variations are not wide and multiple types of variations exist at the same time.
In this experiment, we invoke the same principle as described in Section IV-B to construct the DTN. The droptransformation-out operator in DTN is configured as TIPooling and the 3-D window size s is set to 1 pixel. The transformation functions adopted in this experiment are 15 random mappings uniformly sampled from a transformation set . Table 2 shows that the proposed DTN achieved 0.82% error rate on R MNIST and 0.51% error rate on RTS MNIST. For the competitors, we adopt the results from the original papers where TI-Pooling reported 0.8% error rate on R, and STN (affine) reported 0.7%/0.5% error rates on R/RTS. These results indicate that for easier tasks, the proposed DTN yields comparable performance to the state-of-the-art methods. However, DTN achieved this accuracy using only 40% of the parameters of TI-Pooling, which means that the requirement of memory and the risk of overfitting are reduced.
Note that the RTS MNIST dataset also contains the translation variation. But only rotation and scale transformations are included in the set of DTN. STN (affine) achieved 0.5% test error rate through learning all three variations simultaneously whereas DTN achieved 0.51% test error rate with only two variations considered. This difference motivates us to explore how DTN will perform if incorporating the translation function into the set . Unfortunately, directly translating the image by random offsets might lead to a worse result since the location of the digital in an image is unknown. It requires tedious work to determine an appropriate range of translation in . To simplify the problem, we adopted the ST module to adaptively translate the image. Thus, the transformation functions in DTN consist of two components, the random scale and rotation transformations and the learnable translation transformation, for the three types of variations. The resulted new architecture is denoted by DTN + ST (translation) as shown in Table 2 (bottom). As we can see, with the incorporation of translation transformation, the error rate of DTN decreased from 0.51% to 0.46% which outperformed the state-of-the-art methods. This result suggests that the proposed method is not only able to find the canonical representations for multiple transformations, but increases the generalization performance for easier tasks.
In addition, we are also interested in the architecture of DTN + ST (affine). In this case, no random transformation functions are adopted and the transformer in DTN is completely learned by ST module. The test error rate increases to 0.8%. This result indicates that the randomness is crucial for the generalization performance on this dataset. 3. Performance plots for DTN with different cardinality on the rotated MNIST dataset. We conducted comprehensive experiments on cardinality. The left plot shows that using 24 random transformations (blue) provides better performance, which is consistent to the conclusion in [9] . When the cardinality is over 24, the accuracy starts degrading. The 3-layer (red) and 8-layer (green) DTN are also created to further examine the influence of cardinality. The trend roughly remains. Besides, DTN8 exhibits overfitting compared to DTN5. The right plot demonstrates that the increase of cardinality (from 2 to 24) leads to higher convergence rate.
D. TRAFFIC SIGN CLASSIFICATION
This section shows that the proposed method can be applied to real-world challenges such as the traffic sign recognition task. The German Traffic Sign Recognition Benchmark [37] contains 39209 training and 12630 test images which belong to 43 classes. To explore how well models perform on this dataset, all images (including the training and test sets) are randomly rotated from 0 to 2π and rescaled to 48 × 48 pixels.
For each model trained on this dataset, the network architectures are deployed through the principle in Section IV-B. TI-Pooling is replicated in the same architecture as well. Thus, all the models in this experiment have the identical complexity in their classification network. The learning rate is initially set to be 0.01, and then decreased by a factor of 10 after 48 and 64 epochs. The training process terminates at the 80th epoch. Table 3 shows the classification error on the rotated GTSRB test set. Among the participants, the baseline CNN model is most sensitive to geometric variations, obtaining the highest test error rate 8.04%. STN can learn multiple types of affine transformations presented in traffic signs simultaneously, decreasing the test error rate to 6.94%. TI-Pooling further reduces the error rate to 5.78%. DTN achieved the classification test error rate 5.02%, which is at least 13% relative improvement compared to others. Therefore, from the above experimental results we can conclude that DTN indeed leads to better generalization capability to geometric transformations, and is also helpful to deal with real-world tasks with geometric variations.
V. ANALYSIS
The previous experiments evaluate DTN on three datasets under the default settings of the hyperparameters. This section explores how other selections influence the classification performance and the generalization capability.
A. CARDINALITY
Here, we follow [23] to refer the number of paths to ''cardinality''. Xie et al. [23] observed that increasing cardinality is a more effective way of improving performance than increasing depth or width of networks. Laptev et al. [9] also showed that the larger the cardinality, the better the performance. To explore the effect of cardinality in DTN, we evaluate the model on the rotated MNIST dataset and come to the similar conclusion to [9] and [23] .
We conduct experiments using DTN described in Section IV-B with the cardinality varying from 2 to 32. Fig. 3 shows a apparent trend that the test error rate (blue) decreases with the increase of cardinality and the model reaches the best result at cardinality of 24. This phenomenon is consistent to that in TI-Pooling. When cardinality is over 24, the performance does not gain benefits from the increase of cardinality but starts degrading. This is probably due to the fact that the oversampling from the transformation set could potentially bring redundant constraint on the canonical shape and reduce the randomness of the network, and therefore increases the overfitting risk. We also verified the effect of cardinality by constructing a 3-layer DTN (red) and a 8-layer DTN (green). The similar trend is observed. Based on the above observation, it is recommended to set the number of random transformation functions to 24 when using 1-pixel window size and the max-pooling over paths.
B. FLEXIBILITY
Next, we analyze the benefits from the flexibility provided by the window size s of the DTN architecture. Intuitively, data augmentation and TI-Pooling lie towards opposite ends of the random to globally systematic spectrum for the process of invariant representations. Data augmentation manually introduces randomness into Convnets and aims to improve the generalization performance of processing those unfamiliar variations in test data. TI-Pooling is good at learning the canonical representations of variations in training data. When the distance between the distributions of training data and test data is small, TI-Pooling performs better than data augmentation. However, when the distance is large, the result is the opposite. In contrast, DTN allows the best of both worlds. This section examines this property.
1) DATASET
To do so, a new test dataset is generated: each test image in MNIST is scaled by a random factor of between 0.7 and 1.2 and then placed in a random position on a canvas of 42 × 42 pixels, and the training images remain unchanged. Thus, the distance between the distributions of training data and test data becomes large.
2) NETWORK STRUCTURE
In this task, the aggregation operator of DTN is adjusted accordingly. Specifically, instead of being placed after the ave-pooling layer as in Section IV-B, the droptransformation-out operator is adopted to aggregate the convolutional features. In this case, two aggregation operators follow the first two convolutional layers respectively, and the window size s of the operators is set to cover the entire feature map. The maximum activation within each window is as the statistic of features of the window (in this section the statistic is from the entire feature map). The medianpooling is selected as the comparison operator of DT. The baseline CNN and STN remains the same as IV-B. TI-Pooling is replicated by directly changing the drop-transformationout to the pixel-wise max-pooling.
3) OBSERVATION
On this unbalanced dataset, we found that using the pixelwise max-pooling operator to aggregate features will lead to severe overfitting. This might be because that the feature maps of bigger object tends to dominate the feature maps of smaller one during aggregating. Therefore, the features of bigger object are almost always sifted out by the pixel-wise max-pooling whereas the features of smaller object vanish in this process. Interestingly, simply extending the window size s from 1 pixel to the whole feature map can address the issue, in which case DTN approximates to the CNN with augmentation. Table 4 demonstrates the above observation. On this unbalanced dataset, most methods failed. Only CNN (aug) and DTN (b, c) worked on this dataset. Given that no knowledge of scale transformations is included in training data, both STN and TI-Pooling failed during test. While trained with knowledge of scale, DTN (a) still failed to converge. But DTN (b) achieved a good result. This indicates that the pixel-wise max-pooling may lead to significant overfitting in this case and the introduction of aggregation window is beneficial to the convergence of network. Furthermore, DTN (c) achieved the best result in this experiment by changing max-pooling to median-pooling. Overall, DTN outperforms its competitors, which demonstrates the benefits of flexibility of the proposed method. Note that the choices of pooling operators and window size are not limited to specific ones. Because of time limitations, only two cases are considered in this section. However, it is enough to verify the benefits of the flexibility of DTN.
4) RESULTS

C. STATISTICS OF FEATURES
In the previous experiments, DTN keeps the maximum activation as the statistics. Here we evaluate other selections, L2-Norm and mean statistics with different comparison operators. Experiments in this section utilize the network and dataset introduced in Section V-B. Fig. 4 and Table 5 show the comparison results among various selections. For the comparison operator, the medianpooling converges well for all cases and consistently outperforms other operators. The max-pooling can work with the statistics of the maximum activation but fails to converge with other choices. This phenomenon suggests that when aggregating the convolutional features, the max-pooling comparison operator is sensitive to the selection of feature statistics whereas the median-pooling is more stable and safer.
To explain the reason behind the phenomenon, we studied the output distribution of L2-Norm statistics with respect to different comparison operators.
We found that the max-pooling operator keeps picking out the path of features with largest L2-Norm at each training iteration. The winner path corresponds to the input image with the largest resolution. When trained with these large images, the network converges very fast but hardly recognizes those small objects during test. The min-pooling behaves in the opposite way. However, it is relatively easier for models It is easy to see that the median-pooling operator (red) consistently outperforms others and also makes the training more stable. It is also observed that using the maximum activation as the statistic is consistently better than others. trained with small images to recognize large ones during test. This explains the reason why the min-pooling performs better than the max-pooling. By the median-pooling, the network sees training images with appropriate resolution and therefore generalizes well to the smaller and larger objects during test.
For the statistics of features, the method of using the maximum activation consistently outperforms other options. This phenomenon is in line with the commonly accepted understanding that the larger activation usually corresponds to the stronger response to the input pattern. Therefore, throughout this paper we use the maximum as the statistic.
D. NUMBER OF DT
In TI-Pooling, the pixel-wise max-pooling is placed immediately after the fully-connected layer. In addition, Table 4 shows that it is difficult for the pixel-wise max-pooling to aggregate the convolutional features. Consequently, it is not difficult to infer that the pixel-wise aggregation operator may decrease the generalization capability when deployed in the form of stackable structure.
However, due to the introduction of the window in DT, the aggregation of features can be done within the wider range, which is compatible with the convolutional features as shown in Table 4 . This allows DT the stackable structure.
We examined the influence of the number of DT using the network and dataset given by V-B. The experimental results show that incorporating the first DT to the baseline CNN gives the comparable performance to the CNN (aug). This result is reasonable since data augmentation is an special case of the proposed method. When including the second DT, the error rate decreases to 5.32% (DTN (c) ). From this we can conclude that the stackable structure of DT is helpful to the improvement of performance.
Note that using an excessive number of DTs will harm the final performance. Because the operations of convolution and geometric transformation do not generally satisfy the commutative law of multiplication, using DT to transform high-level features may lead to unpredictable representations that are ineffective in describing transformation-invariances. This phenomenon can also be observed in the case of highlevel feature augmentation. In practice, we recommend one DT for rotation invariance and two DTs for scale invariance as we did in Section IV and Section V.
VI. CONCLUSION
In this paper, we propose a unified framework of data augmentation and TI-Pooling to combine the advantages of the two methods and improve the generalization capability to variations in the data. On the one hand, the proposed method, as a generalization of TI-Pooling, adopts the random transformation functions at each iteration. This strategy can reduce the risk of overfitting introduced by the fixed samples from a transformation set in the TI-Pooling architecture. On the other hand, this paper presents a new aggregation operator, drop-transformation-out, making our method very flexible. Through adjusting the window size, the proposed DTN is able to switch between the form of data augmentation and TI-Pooling, linking the two end points of random and order. The window size is a hyper-parameter in this work. For the convenience of comparison with the state-of-the-art methods, we only examined the window size of 1 pixel and the whole VOLUME 6, 2018 feature map size. The exploration of other values involves the complex computation, similar to the regular pooling layer, which requires carefully engineered implementation, and this is our future work. 
