Abstract-
I. INTRODUCTION
Let Σ be a linear, time invariant (LTI), stabilizable multivariable system characterized by an input-output strictly proper transfer function matrix P (s) and consider the transfer function matrix P c (s) of the closed loop feedback system Σ c of the configuration in figure 1 where C (s) represents the transfer function matrix of a proper dynamic compensator. In this paper, using mainly the tool of the Euclidean division for polynomial matrices [4] , [1] , [5] we firstly generalize to the multivariable case a result, (originally reported in [3] for single input-single output systems) that concerns an invariant and a canonical form of the transfer function matrix P c (s) of the closed loop system Σ c obtained from P (s) via feedback through a proper compensator C (s). This result leads to the characterization: (i) of the class [P (s)] R of transfer function matrices P c (s) that are obtainable from P (s) via the use of proper dynamic feedback compensators C (s), (ii) the class P of open loop transfer function matrices P (s) that, under feedback through a proper compensator C (s) , give rise to an internally stable closed loop system Σ c with transfer function matrix P c (s) ∈ [P (s)] R and (iii) the class D of the closed loop denominator polynomial matrices D RC (s) appearing in a (right) matrix fraction description (MFD) of a P c (s) ∈ [P (s)] R and are obtainable by a proper compensator C (s). Thus, given a P (s) ∈ P, our results lead to an algorithmic procedure for the computation of the proper compensator C (s) that gives rise to an internally stable closed loop feedback system Σ c whose transfer function matrix P c (s) ∈ [P (s)] R has a desired denominator matrix D RC (s).
Let R be the field of real numbers, Z the ring of integers and Z + the nonnegative integers. In the sequel by R (s) we denote the field of real rational functions: p (s) = p (s) = k ∈ R and strictly proper if k = 0. The sets of proper real rational functions we denote by R pr (s) and the set of strictly proper real rational functions we denote by R pr0 (s). If K is a set then by K p×m we denote the set of p × m matrices with elements in K.
p×m we denote respectively the sets of p × m matrices with elements in R [s] , R (s) , R pr (s) and R pr0 (s) .These sets we call respectively the sets of real: polynomial, rational, proper rational and strictly proper rational matri-
we denote respectively the subsets of
p×m the degree of T (s) denoted by deg T (s) is defined as maximum degree among the degrees of its maximum order non-zero minors. It simply follows that 
p×m then by deg ri N (s) (deg ci N (s)) we denote the degree of the i − th row (column) of N (s) which is defined as the maximum degree among the degrees of its polynomial elements. Mainly due to lack of space, we do not make any further explicit reference to the notation and terminology used. This terminology and notation is the standard one found in the literature of the "polynomial matrix approach" to"linear multivariable control" and found in books like [2] , [7] , [6] , [4] , [1] , [5] II. BACKGROUND Let Σ be a LTI multivariable system characterized by a strictly proper input-output transfer function matrix P (s) ∈ R pr0 (s) m×m and let
be respectively left and right matrix fraction descriptions
m×m , and all non-singular (over R (s)). Let P (s)
∈ R (s) its elements. Consider now the Euclidean divisions between the numerator n ij (s) and denominator 
thus writing P (s) −1 as
m×m and P (s)
m×m and by defining the polynomial matrix R R (s) := D R (s) − Q (s) N R (s) obtain the right Euclidean polynomial matrix division [4] (theorem 6.3-15), [1] (section 1.9.1):
where Q (s) is the quotient of D R (s) by N R (s) and R R (s) the right remainder. In view of the above the inverse P (s)
of the transfer function matrix P (s) can be expressed as
and it follows that if
is a right coprime MFD of P (s)
.We can now state
m×m is non-singular (over R (s)) (ii) (i) In view of (4): P (s) P (s)
m×m is biproper i.e. P (s) Q (s) ∈ R pr (s) m×m and its inverse:
which implies that Q (s) −1 and P (s) are biproperly equivalent [1] which in turn implies the last statement in the proposition.
Proposition 2:
In the Euclidean polynomial matrix division (3) the degrees of the corresponding polynomial matrices satisfy
and therefore (see section 3.6, chapter 3 in
from which it follows that
which is the first relation in (6) . Finally from (5)
III. AN INVARIANT AND A CANONICAL FORM UNDER DYNAMIC FEEDBACK COMPENSATION
Considering the input-output transfer function matrix P c (s) of the feedback closed loop system Σ c in the configuration in figure 1, with C (s) ∈ R pr (s) m×m and
and we have Definition 3:
the "dynamic feedback equivalence relation". Proof: The properties of reexivity, symmetry and transitivity follow simply from (15).
The dynamic feedback equivalence class of a P (s) ∈ R pr0 (s) m×m we denote by [P (s)] R . In view of (4) eq. (14) can be written as
and by decomposing C (s) into its constant K ∈ R m×m and
and we can state Proposition 5: Let P (s) ∈ R pr0 (s) m×m and write
as in (4) . Then a rational matrix P c (s) ∈ R pr0 (s) m×m belongs to the dynamic feed-
where K ∈ R m×m and H (s) ∈ R pr0 (s) m×m and otherwise
Then by comparing (18) with (4) we see that the effect that the dynamic feedback proper compensator C (s) has on the transfer function matrix P c (s) of the closed loop system Σ c is to leave invariant the strictly polynomial part:
This observation can be formally summarized in
s is a complete invariant of the dynamic feedback equivalence relation R.
Going back to (16) we see that if we choose
m×m and we can state Proposition 7: Let P (s) ∈ R pr0 (s) m×m and g :
IV. SYNTHESIS

A. The characteristic polynomial matrix of the closed loop system
Consider the feedback interconnection of figure 1, with P (s) as in (1) and
is a right PMD of the controller, where β (s) ∈ R (s) m is the Laplace transform of its pseudostate. Then with the feedback connection in figure  1 described by e (s) = r (s) − f (s) it simply follows that the closed loop feedback system Σ c is governed by the PMD
and thus the characteristic polynomial matrix of Σ c is given by
B. Denominator assignment
Considering equation (14), an obvious question one can pose is the following. Given a stabilizable system Σ with transfer function matrix P (s) , can one choose a desired closed loop transfer function matrix P c (s) ∈ [P (s)] R having a desired pole structure in C − and then obtain from (14) the dynamic feedback proper compensator C (s) which gives rise to P c (s) guaranteeing also that the closed loop feedback system Σ c is internally stable? Let us assume that we choose a desired P c (s) ∈ [P (s)] R as indicated in (18) of Proposition 5 by requiring that
where Q (s) is the polynomial part of P (s) −1 , so that accord- 
and has desired poles in C − := {s ∈ C, Re (s) < 0} i.e. such that the closed loop right denominator polynomial matrix D RC (s) of P c (s):
has desired zeros in C − . Assuming that the polynomial matrix Q (s) is computed from P (s) as in (4) 
, [1] . In such a case equation (22) can be written as
which is the decomposition of T (s) := Q (s)
to its polynomial part: N RC (s) and strictly proper part:
With these considerations it follows from (14) that a right MFD of the dynamic feedback compensator C (s) giving rise to a closed loop system Σ c with transfer
Substituting the expression for C (s) in (24) into (19) and after some tedious algebraic manipulations it can be shown that the characteristic polynomial matrix of Σ c is given by equivalently the polynomial matrices N L (s) D RC (s) , N R (s) have all their zeros in C − . Since the desired denominator D RC (s) of P c (s) can be assigned having all its zeros in C − via the choice of a proper compensator C (s) as in (24), we have Definition 10: The class P of transfer function matrices P (s) as in (1) that under proper feedback compensators as in (24) give rise to internally stable closed loop systems Σ c with transfer function matrix P c (s) ∈ [P (s)] R is the class of transfer function matrices P (s) ∈ R pr0 (s) m×m with no zeros in C + = {s ∈ C | Re(s) ≥ 0} i.e. the class of transfer function matrices P (s) as in (1) and such that
The above analysis gives rise to our main result which we state in the sequel as Theorem 12. Due to lack of space the proof of Theorem 12 which is quite long could not be included in this paper. Instead, and in order to illuminate our main theorem we state it firstly together with a proof for the scalar (s.i.s.o.) case maintaining the notation N R (s) , D R (s) etc. for ease of reference to the above analysis), as
Theorem 11: Let Σ be a LTI stabilizable s.i.s.o. (scalar) system with input-output transfer function
where
. If P (s) ∈ P i.e. has no zeros in C + , then the feedback compensator C (s) := P c (s) −1 − P (s) −1 is proper and gives rise to an internally stable closed loop system Σ c with transfer function matrix (30) is satisfied and having desired zeros in C − and consider the Euclidean division:
so that (30) due to (31) can be written as deg
Consider now the compensator in (24) where from (27)
(33) (7) ≤ max deg
(⇐)(i.e. with P (s) ∈ P, if the feedback compensator C (s) := P c (s) −1 − P (s) −1 ∈ R pr (s) and gives rise to an internally stable closed loop system Σ c with transfer
.., n. The fact that, under the assumption that P (s) ∈ P i.e. it has no zeros in 
in C − , implies that d i > 0 for all i = 1, 2, ..., n. and that this is achieved in (43) by the contribution of N L (s) N RK (s) .This fact in turn implies that
which in view of the assumption that
Now from
or that
which due to (6) and (31) implies that
By adding deg D R (s) in both sides of (46) we obtain
which due to (52) gives rise to
Now (6) implies that
which combined with (54) implies that
The next Theorem is our main result and constitutes the generalization of Theorem 11.
Theorem 12: Let Σ be a LTI stabilizable multivariable system with input-output transfer function
be the polynomial part of P (s) −1 as in Proposition 1
m×m where
., m monic polynomials with desired zeros in C − and let The above theorem gives rise to the following.
C. Denominator assignment algorithm
Given a LTI stabilizable multivariable system Σ characterized by a m × m non-singular strictly proper transfer function matrix P (s) ∈ P i.e. with no zeros in C + , then the algorithm to compute a proper dynamic compensator C (s) such that the resulting closed loop feedback system Σ c in figure 1 is internally stable and its input-output transfer function matrix P c (s) is strictly proper and has a matrix fraction description (MFD) with a desired denominator matrix D RC (s) is the following 1) Compute P (s) −1 .
2) Decompose P (s)
into its polynomial part:
m×m and strictly proper part: P (s)
., m with desired 
5) Compute
C (s) = P c (s) −1 − P (s) −1 ∈ R pr (s) m×m .
Example 13: Let P (s) = 
Since |N R (s)| = − (s + 2) , P (s) ∈ P i.e. the closed loop system Σ c is internaliy stabilizable. Now 
