In this paper, we discuss a new Principal Component Analysis (PCA)-based manifold representation for visual speech recognition. In this regard, the real time input video data is compressed using Principal Component Analysis and the low-dimensional points calculated for each frame define the manifold. Since the number of frames that form the video sequence is dependent on the word complexity, in order to use these manifolds for visual speech classification it is required to re-sample them into a fixed pre-defined number of key-points. These key-points are used as input for a Hidden Markov Model (HMM) classification scheme. We have applied the developed visual speech recognition system to a database containing a group of English words and the experimental data indicates that the proposed approach is able to produce accurate classification results.
Introduction
Visual speech recognition is an active research topic and plays an essential role in the development of many multimedia systems such as audio-visual speech recognition (AVSR) [4] , mobile phone applications and sign language recognition [10] . The inclusion of lip visual features to assist the audio or hand recognition is an opportune option while this information is robust to acoustic noise. The aim of this paper is to detail the development of a visual speech recognition system that is able to recognize the visual speech using only the visual features that are extracted from the input video sequence. For all visual recognition systems the feature extraction is the crucial part and its aim is to encode in a compact model the lip motions revealed in the input head-only video sequence that provides a visual representation of the words spoken by a speaker. The feature extraction techniques applied in the development of visual recognition systems can be broadly categorized into contour based and pixel based methods. One of the early visual speech recognition systems was developed by Petajan [19] in which the shape of the lips was sampled by simple morphological features including height, width and area of the lips contour. Later in 1995, Luettin et al [6] applied Active Shape Models (ASM) in order to extract the lips outline and this information was used in the recognition of a set of standard English phonemes. A different approach was proposed by Harvey et al [17] where they applied a morphological transform called sieve that was applied to calculate simple one-dimensional (1D) and two-dimensional (2D) measurements that were employed to sample the lips shapes. The statistics calculated from these 1D and 2D measurements are concatenated into a feature vector that was used to train a standard HMM classifier. Using the same approach, Foo and Lian [9] and Dong et al [16] proposed the use of an adaptive boosted HMM classifier where the input vector was formed by 10 geometric measurements calculated from the lips shapes. It is useful to note that this approach was applied to the identification of standard visual speech elements. More recently, Matthews et al [20] developed a pixel-based method for visual speech recognition that was based on a multi-scale analysis technique and this approach was further advanced by Hong et al [13] where a PCA based technique was employed to reduce the dimensionality of the DCT feature space.
From this short literature review, we can conclude that the pixel based feature extraction techniques [1, 3, 5, 14, 17, 20] are in general better fitted to encode the lips dynamics in a compact representation than the contour-based feature extraction methods [8, 12, 15] . Based on this conclusion, we formulated the visual speech recognition as the process of recognizing individual words based on a new manifold representation. This approach to visual speech recognition is appealing since provides a generic framework to recognize words (or standard visual elements) using low-dimensional manifolds that are calculated directly from the input video sequence. Thus, in this paper our main aim is to evaluate the discriminative power offered by the manifold representation when applied to visual speech recognition, while the other important problem consists of designing the classification scheme that returns optimal results. These issues will be addressed in detail in the following sections of this paper.
This paper is organized as follows. Section 2 presents an overview of the proposed system while Section 3 describes the methodology applied to generate the manifolds from input data. This discussion is continued in Section 4 with an introduction on the adopted HMM classification scheme. Section 5 details the experimental performance of the developed system and some concluding remarks are provided in Section 6.
System Overview
The developed system for visual speech recognition consists of three main steps. In the first step, the lips are extracted from the input video data. In order to achieve this goal we calculate the pseudo-hue component from the RGB data [3] and the lips are segmented by applying a histogram-based thresholding scheme (see Fig. 1 ). The aim of the second component is to generate the Expectation Maximization PCA (EM-PCA) manifolds and perform manifold interpolation and re-sampling. The re-sampled manifolds are used as inputs to train a HMM classifier (for this implementation each word has assigned a distinct class). The role of the third component is to classify the manifolds calculated from the input speech sequences into a number of classes that are stored in a database. The block diagram of the proposed visual speech recognition system is depicted in Fig. 2 . 
Manifold Representation

EM-PCA Mathematical Background
Expectation-Maximization PCA (EM-PCA) is an extension of the standard PCA technique by incorporating the advantages of the EM algorithm in terms of estimating the maximum likelihood values for missing information. This technique has been originally developed by Roweis [7] and its main advantage over the standard PCA is the fact that it is more appropriate to handle large datasets especially when dealing with sparse training sets. The EM-PCA procedure has two distinct stages, the E-step and M-step:
where 'W' is the matrix of unknown states, 'V' is the test data vector, 'A' is the observation data, and T defines the transpose operator.
Manifold Generation from Input Image Data
As indicated in Section 2, the lips are segmented in each frame by thresholding the pseudo-hue component calculated from RGB data. The grayscale data around the lips region is extracted as illustrated in Fig 1(e) and this information is used to generate the low-dimensional space that is calculated using the EM-PCA procedure. Then, the grayscale data is projected onto the lowdimensional space and for each frame will be calculated a low dimensional point (vector). The feature points obtained after data projection on the low-dimensional EM-PCA space are joined by a polyline by ordering the frames in ascending order with respect to time (see Fig. 3 ). In this way we generate a surface in the feature space that is called manifold [11, 18] . Fig. 4 shows the manifolds calculated from three independent image sequences that describe the same visual speech sequence (word) in the EM-PCA feature space. It can be noted that the shapes of the manifolds are very similar and can be interpreted as visual "signatures" of the words described by the sequences of lips dynamics. 
Manifold Interpolation and Re-sampling
For visual speech recognition purposes, we would like to extract the information associated with the lips motions from all frames that define the input video sequence. In Section 3.2, it has been indicated that the PCA manifolds can be used to generate a compact representation of the lips dynamics that describe the word spoken by a speaker using only the visual information. While the shape of the manifolds can be potentially used to discriminate between different words, they cannot be used directly to train a classifier or to recognize an unknown input image sequence. This is motivated by the fact that the number of frames contained in the input video sequence is variable and depends on the complexity of the word spoken. In this way, short words such as 'I', 'shy', etc. have a small number of frames. Conversely, the visual articulation for long words such as 'banana', 'another' and 'flower' generates larger image sequences and as a result the number of feature points that describes the manifolds is larger. This is a real problem when these manifolds are used to train a classifier, as the number of feature points is different. To circumvent this problem, we need to interpolate the manifold to obtain a continuous surface and then re-sampling it uniformly using a pre-defined number of key-points. This procedure is appropriate as it allows us to construct uniform data that can be used to train a classifier or to obtain the classification result for an unknown visual speech sequence.
Manifold Interpolation Using a Cubic Spline Function
The application of cubic spline interpolation has two main advantages. Firstly, it allows us to generate a smooth surface for EM-PCA manifolds and secondly it reduces the effect of noise (and the influence of the objects surrounding the lips such as teeth and tongue) associated with the feature points that form the manifolds in the EM-PCA space. This is clearly shown in Fig. 5(a) where are illustrated the manifolds obtained after the application of cubic interpolation. Fig. 5(a) illustrates the interpolated manifolds generated for the words "slow", "shy", "art" and "white".
Manifold Re-sampling into a Pre-defined Number of Key-points
As mentioned in the previous section, in order to generate standard data for training/recognition, we need to uniformly re-sample the manifolds into a pre-defined number of key-points. This re-sampling procedure will allow the identification of a standard set of key-points as illustrated in Fig. 5(b) . We decided to re-sample the manifold uniformly since this procedure will generate key-points that are equally distanced on the interpolated manifold surface and accurately sample the information associated with the manifold's shape. sampling of the interpolated manifolds (key-points=20). 1. Two image sequences -word "art". 2. Two image sequences -word "shy". 3. Two image sequences -word "slow". 4. Two image sequences -word "white".
HMM Classification
In this paper the HMM classification scheme is evaluated where the inputs are the key-points obtained after the application of manifold interpolation and re-sampling procedure that is described in Section 3.3.2. The Hidden Markov Model classifier performs a division of a process into a number of discrete states [2, 9, 16] . During the HMM classification process the observation sequence O n is defined by the key-points of the re-sampled manifold where n is the number of key-points. This process is described in Fig. 6 where O n is assumed to be sampled by a sequence of hidden states S t (S t is the state set of the HMM classifier). Our study on lips dynamics indicates that the lips motions associated with the visual speech can be partitioned into three states. The first state describes the transition from the initial state of the visual speech to articulation state. The articulation state is the part of the visual speech that describes the largest variation in the lips dynamics. The third state is the end part of the speech sequence and defines the transition from articulation to the end cycle of the speech process. Among these states, the articulation state provides the highest level of information in discriminating the visual speech sequence s(words). Fig. 6 illustrates the partition of the visual speech into a sequence of three hidden states. Fig. 6 . HMM classification.
For this implementation the Baum-Welch algorithm is employed to find the unknown parameters of the HMM classifier and we have constructed a HMM classifier for each class of words (i.e. for k words in the database we need to train k independent HMMs). Each trained HMM estimates the likelihood between the input visual speech sequence (input manifold) and the words contained in the database. The HMM classifier that returns the best approximation will map the input visual speech to a particular class in the database. During the training process, the number of hidden states is set to three, the length of sequence is set as the number of key-points and the maximum of number of iterations is set to 30.
Experimental Results
A number of experiments were carried out to assess the performance of the proposed approach. For this study, we have created a database consisting of 10 words (30 examples for each word) generated by one speaker. From these examples of each word 10 examples are used for training and 20 examples are used for testing. The input database is divided into 10 classes and the classification results obtained by the HMM classification scheme discussed in Section 4 are depicted in Fig. 7 . Based on the evaluation of the experimental results we can observe that the best results are obtained when the interpolated manifolds are re-sampled to 20-30 key-points. Another important finding resulting from this investigation is the fact that the manifolds offer a good discrimination (average classification success rate is 95%) and we can conclude that the re-sampled manifolds are suitable features to be used for visual speech recognition. Fig. 7 . Classification error rate achieved by the three-state HMM classification scheme.
Conclusions
This paper describes the development of a visual speech recognition system where the main contribution is the evaluation of the discriminative power offered by a new manifold-based feature extraction technique. In this regard, the manifolds are generated from the input image data surrounding the lips and this data is compressed using an EM-PCA procedure. Since the visual speech sequence is defined by a different number of frames, they cannot be used directly as inputs for classification. To address this problem we propose to interpolate the manifolds and then re-sample them uniformly into a predefined number of key-points. This procedure was opportune as it allowed us to compare one manifold with another and to study the variation between manifolds. It is useful to note that in our experiments we have included image data that was generated by a single speaker and the database was defined only by a small number of words. During experimentation we also observed that the recognition rate for complex words such as "banana" and "another" is generally lower than the recognition rate obtained for simpler words such as "I" and "shy". In the future, we aim to evaluate the proposed approach on a larger number of words that are generated by different persons and to evaluate the temporal information as an additional cue in the recognition process.
