Introduction
Brain rhythms are believed to be involved in the flow of signals around the cortex (Fries, 2005 (Fries, , 2009 Buschman and Miller, 2007; Saalmann et al., 2007; Pesaran et al., 2008; Akam and Kullmann, 2012; . They are also well known to be associated with multiple cognitive functions (Singer and Gray, 1995; Fries et al., 2001; Meltzer et al., 2008; Donner et al., 2009; Chalk et al., 2010; Ghitza, 2012; Saalmann et al., 2012) . However, it is far from understood how brain rhythms facilitate such function. Here, we present biophysical modeling to suggest how brain rhythms may help to coordinate and route signals among cortical layers and cortical regions. We also show that the routing of signals can be modulated by cholinergic drive. The model is inspired by in vitro data . However, the main aim is to illuminate potential mechanisms for in vivo regulation.
The relevant in vitro data were produced by , who studied dynamics in a rodent slice consisting of primary auditory cortex (A1) and secondary somatosensory cortex (Par2), an association cortex. The investigators showed that, in the presence of glutamate drive (kainate receptor agonism), these regions were capable of producing gamma rhythms in the superficial layers of both and beta rhythms in the deep layer Par2; measurements of Granger causality (GC) showed that, in this modulatory condition, there was top-town GC in the superficial layers mediated by gamma oscillations. When cholinergic neuromodulation was added, A1 produced a cholinergically dependent beta rhythm in the deep layers and GC changes, and there was then mutual interaction in the superficial layers mediated by gamma rhythms and top-down GC in the deep layers mediated by the beta rhythm. The model described here replicates those data and suggests in vivo implications.
A critical role in the interaction between primary sensory and association cortices is played by so called low-threshold-spiking (LTS) cells of A1, which are modulated by nicotine (Xiang, Huguenard, and Prince, 1998; Roopun et al., 2010). With only glutamatergic drive, we show that top-down gamma signals may block sensory signals. In the presence of cholinergic drive, top-down beta signals can lift the blockade and allow signals to flow from primary sensory to association cortex; indeed, the model shows that there is an alternation between top-down and bottom-up signals between superficial layers of sensory and association cortex. Therefore, the topdown gamma and beta rhythms allow a dynamic regulation of bottom-up signals from A1 to Par2.
Materials and Methods

Models.
We constructed computational models of two cortical areas, A1 and Par2, each of which has three laminar layers, the superficial (L2/3), granular (L4), and deep (L5) layers (see Fig. 1A ), as described previously (Lee et al., 2013) . Our model includes nine layer-specific cell types, including slowinhibitory (SI) interneurons modeling LTS cells in terms of the kinetics of their postsynaptic inhibition. L5 pyramidal cells were modeled with three compartments and all other cells were modeled with a single compartment, as in Lee et al. (2013) . A1 and Par2 have similar structures, but we introduced differences in their deep layers due to differential beta rhythm generation (Kramer et al., 2008; . In particular, we removed inhibitory projections from L5 SI cells to L5 intrinsically bursting (IB) cells and connected IB cell axons with gap junctions to model beta rhythm generation in Par2.
Dynamics of neurons in our model were calculated by voltage-gated conductance equations as follows:
where E L ϭ Ϫ67 mV, E NaF ϭ 50 mV, E KDR ϭ Ϫ95 mV, E CaH,CaL ϭ 125 mV, and E M ϭ Ϫ95 mV; the last term represents Poisson trains of EPSCs; H(t) is the Heaviside step function; and t 0,k are the arrival times of trains of EPSCs. The gating variables m and h regulating ion currents follow the Hodgkin-Huxley-type equations as follows:
where ␣ and ␤ are forward and backward rate functions, respectively. With the relationships between forward and backward rate functions and steady-state variables as follows:
Equation 2 can be described with steady-state variable as follows:
We adopted steady-state variables for NaF, KDR, and CaH currents from Kramer et al. (2008) , as summarized in Table 1 . Not all of these currents are in all cell types (see Table 2 ). The gating variables describing synaptic inputs in our model evolve according to the differential equation as follows:
where rise time ( r ) and decay time ( d ) of synapses are shown in Table 3 ( Destexhe et al., 1994) . Details about the connectivity of A1 and Par2 are in Tables 4 and 5 , respectively. We instantiated 10 networks, each of which was randomly and independently generated according to the same rule given in Tables 4 and 5 .
Synaptic connections between A1 and Par2. Two cortical areas were connected with bottom-up and top-down signal pathways (see Fig. 1B ) adopted from hierarchical structures proposed by Felleman and Van Essen (1991) (see also Markov and Kennedy, 2013 ). In our model, superficial RS cells of Par2 target both superficial RS and FS cells of A1; because the main target of top-down signals is FS interneurons (Mitchell et al., 2007) , stronger inputs were projected to FS cells. Deep layer pyramids of Par2 project to L5 pyramids and L5 SI cells of A1. found that gamma and beta rhythms were prominent in superficial and deep layers, respectively, and that there was strong coherence in local field potentials (LFPs) in the gamma-and beta-frequency bands. These findings support the use in the model of the deep-deep and superficial-superficial top-down connections. For the bottom-up pathway, we included projection from L2/3 RS cells to L4 E and FS cells of Par2. All of these intercortical connections are excitatory and identical to AMPA connections within an individual area except for the slow kinetics (Table 3 ). The details of intercortical connections are in Table 6 .
Simulation of the presence of kainate. Kainate receptor activation is capable of generating rhythmic activity in both A1 and Par2. Ainsworth et al. (2011) showed that kainate at a 400 nM concentration induces prominent gamma rhythms in superficial layers, but weak activity in other layers of A1. In contrast, in Par2, kainate generates prominent beta rhythmic activity in deep layers as well as gamma rhythmic activity in superficial layers of Par2. Earlier computational works (Kramer et al., 2008; Ainsworth et al., 2011 ) modeled kainate-induced gamma rhythms by driving pyramidal cells with applied currents and/or spike trains of EPSCs. Here, we used both types of inputs to pyramidal cells to simulate the presence of kainate drive. Inhibitory cells also received tonic applied currents. The details of external inputs simulating the presence of kainate are given in Table 2 .
Simulation of the presence of cholinergic neuromodulation. Cholinergic modulation is capable of regulating the excitability of non-FS interneurons, modeled with SI cells, via nicotinic receptors and synaptic transmission of inhibitory connections (Xiang et al., 1998; Gulledge et al., 2007; Levy et al., 2008) . In sensory cortex, Xiang et al. (1998) found that acetylcholine, a cholinergic neuromodulator, depolarizes L5 LTS cells, but hyperpolarizes L5 FS cells. L5 deep LTS cells are important for the generation of cholinergically induced deep layer beta rhythms . Therefore, we considered four effects of cholinergic modulation in A1. First, both superficial and deep layer SI cells were depolarized (Arroyo et al., 2012) . Second, the amplitude of inhibition by FS cells was reduced by 50% in granular layers to simulate the effects of muscarine application (Kruglikov and Rudy, 2008) . Third, deep layer FS cells were hyperpolarized. Fourth, the M-current of individual cells was reduced by 50%. In contrast to A1, cholinergic modulation failed to generate rhythmic activity in Par2 . Therefore, we assumed limited cholinergic modulatory effects in Par2: we implemented the reduction of M-currents in L2/3 RS and all SI cells, as shown Table 2 , and reduced inhibition of L4 FS cells by 50%.
Estimates of LFPs and spike-field coherence. We simulated LFPs by summing up synaptic currents projecting onto pyramidal cells from all neurons within the same cortical area (Mazzoni et al., 2008) . LFPs were calculated in each layer. That is, superficial, granular, and deep layerLFPs were calculated independently with total synaptic inputs to pyramidal cells in each layer. We report the mean value of 10 power spectra, each of which was calculated from an independently instantiated network using a different random seed. We also calculated the spectral power of a population spiking activity of some types of cells. Specifically, we estimated the output field by constructing the histograms of action potentials of 20 cells with 0.01 ms bins. This population output field was also used for calculating spike-field coherence. All spectral analyses including spike-field coherence were calculated with Chronux, the MATLAB toolbox (Mitra and Bokil, 2007) .
GC. To determine whether our model is capable of reproducing the causal relationship between A1 and Par2, we calculated the GC between LFPs of A1 and Par2 via the GCCA tool box running on MATLAB program environment (Seth, 2010) . Because gamma and beta rhythms are prominent in the superficial and deep layers of both regions, respectively, we calculated the GC between the superficial layers of the two regions and the deep layers of the regions (Roopun et al., 2010; Xiao-jing . Before calculating GC, LFPs were downsampled to 200 Hz. We also merged 10 traces of LFPs obtained from 10 independent simulations into a long-time series to compute GC.
Results
We describe below our simulation results regarding inter-areal interactions between A1 and Par2 and the functional role of cholinergic modulation on these interactions. To reduce confusion, distinct terminology is used for inter-areal and inter-laminar interactions throughout this section: top-down (bottom-up) signals refer to inter-areal interactions from Par2 (A1) to A1 (Par2), whereas ascending (descending) signals refer to inter-laminar interactions from lower (upper) to upper (lower) laminar layers.
Kainate-induced rhythmic activity
We started by creating isolated models for A1 and Par2 to replicate rhythmic activity reported in the two areas (Roopun et al., 2006 . We then connected A1 and Par2 with the top-down and bottom-up pathways (see Materials and Methods) to understand neural mechanisms underlying causal interaction between the two areas and the implications of the results for in vivo processing.
Isolated Model A1 and Par2 are capable of reproducing kainate-induced rhythmic activity Figure 1 , C and D, display the power spectra of LFPs averaged from 10 independent stimulations. The simulated LFPs of our model show rhythmic activity consistent with that reported in experimental studies (Roopun et al., 2006 Ainsworth et al., 2011) . In the superficial layers of A1 and Par2, prominent gamma rhythms are generated with a small frequency difference (Fig. 1C) ; this frequency difference is consistent with physiological observations that Par2 rhythms were faster than A1 rhythms (Ainsworth et al., 2011) . A broad peak in the gamma-frequency band appears in the power spectrum in deep layer LFPs in A1, whereas a prominent peak of Par2 deep layer LFP power is in a beta frequency (ϳ20 Hz), as can be seen in Figure 1D . 
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Hz, whereas deep layer pyramidal cells (IB and RS) and SI interneurons in A1 receive beta rhythmic excitation. In the kainate model, only superficial layer cells respond to top-down signals: A1 superficial layer rhythms become faster and resonant to those of Par2 (Fig. 1E ). Despite top-down beta rhythms introduced to L5 cells of A1, deep layer cells of A1 still generate rhythmic activity mainly in the gamma-frequency band, incoherent with top-down beta signals (Fig. 1F) . We note that L5 SI cells of A1, believed to be critical in the generation of A1 deep-layer beta rhythms, fire more sparsely than those of Par2 (Fig. 2E,F) . The activity of this cell type is sensitive to the presence of cholinergic modulation (see below and Figure 6A ) and this can account for the lack of coherence in the beta-frequency band shown in Figure 1F . Figure 2 shows layer-specific neural responses of both A1 and Par2 with inter-areal connections. Consistent with physiological studies, modeled FS cells in superficial and deep layers fire in the gamma-frequency band, generating gamma rhythms in LFPs. In our model, L4 E cells fire sparsely (Fig. 2C) , corresponding to moderate granular layer activity induced by kainate at 400 nM (Ainsworth et al., 2011) . When FS cells in both superficial and deep layers are actively involved in generation of gamma rhythms, they project strong inhibition to SI cells, suppressing SI cell activity in both layers. However, we note that L2/3 SI cells of A1 fire strongly during certain periods of time. This enhanced activity is induced by the strong ascending excitatory projection from L5 pyramidal cells. Once L2/3 SI cells of A1 start firing in response to ascending excitation, FS cell activity is suppressed and thus SI cells can be released from strong inhibition, allowing SI cells to fire even more strongly. This active firing of SI cells can be sustained for a short period time because SI cells receive slowly decaying excitation from L5 pyramidal cells (see Materials and Methods). During this active firing, M-currents accumulate inside SI cells, making them unresponsive until M-currents decay. Due to a combination of dynamics of M-current and strong inhibition from FS cells, SI cells cannot fire frequently. This may account for the slower alternation of active and inactive firing of SI cells ( Fig. 2A) .
We calculated the GC in our model data to determine whether top-down interactions from Par2 to A1 are capable of reproducing the unidirectional causal relationship between the two areas reported in . We used 10 independent simulations to estimate the GC (see Materials and Methods). As can be seen in Figure 2G , the GC estimated between superficial layer LFPs shows a (mainly) unidirectional communication from Par2 to A1 in the gamma-frequency band, suggesting that the topdown pathway between superficial layers can mediate the essentially unidirectional communication observed experimentally (Roopun et al., 2010). We also note weak top-down signals in the beta-frequency band and the GC between deep layers mirrors that between superficial layers (Fig. 2H ) . 
For each compartment, noisy tonic drive (I app ) was introduced. Mean values are displayed; the numbers inside parentheses are SDs. If a pair of numbers is given, the first and second shows parameters with and without cholinergic modulation, respectively. All intercortical synapses are excitatory, but they have slower kinetics than intracortical ones. Non-fast-spiking interneurons elicited slowly decaying inhibition (Otsuka and Kawaguchi, 2009; Thomson et al., 1996) , and inhibition of L5 Martinotti cells has slower kinetics than that of L5 FS cells (Silberberg and Markram, 2007) . Therefore, we set SI to produce slowly decaying inhibition. Specifically, we adopted decaying time from models of low-thresholdspiking interneurons in earlier computational works (Kramer et al., 2008; .
Top-down signals to L2/3 FS cells regulate L2/3 RS cell activity in A1 indirectly
The top-down pathways between superficial layers of Par2 and A1 target both RS cells and FS cells. To distinguish the functional roles of these two pathways, we further investigated the effects of top-down signals to L2/3 RS and FS cells of A1 on the GC. We varied the maximal conductance of top-down signals and calculated the GC between the superficial layers of A1 and Par2. Our simulation results below suggest that both top-down pathways play roles in establishing the causal relationship, but in different manners.
As can be seen in Figure 3A , the GC is strongly dependent on synaptic connections to RS cells of A1. Without top-down signals to L2/3 RS cells, the GC is negligible and it grows as top-down signals to L2/3 RS cells become stronger. Figure 3B shows that the GC is also correlated to top-down signals to FS cells, but in a more complicated way. If top-down signals to FS cells are reduced from our default value (0.25 S/cm 2 ), then the GC values are reduced. However, when we further increase top-down signals to FS cells, the GC becomes smaller instead of bigger, indicating that the GC and topdown signals to FS cells are not always positively correlated with each other.
This behavior can be explained by the role of FS cells in generation of gamma rhythms: FS cells can synchronize RS cell activity by preventing RS cells from spiking randomly between cycles (Börgers and Kopell, 2005 . Although FS cells in A1 receive strong top-down signals, they cannot fire at every cycle of top-down signals because they also receive local inhibition from other FS cells and from SI cells within A1. When L2/3 FS cells of A1 skip cycles, L2/3 RS cell activity of A1 becomes asynchronous and thus gamma power is also reduced. Enhanced top-down signals to FS cells help them to fire in the gamma-frequency band, accounting for the positive correlation between the GC and topdown signals to FS cells when the latter is moderate in size. In (Fig. 4A) , even with continuous L4 E cell activity (Fig. 4B) , supporting our hypothesis that top-down gamma rhythms can suppress bottom-up communication associated with auditorystimulus-induced thalamic inputs (Fig. 4C) .
Below, we focus on replicating the effects of cholinergic modulation on temporal interactions in vitro recording. In doing so, we keep using the tonic input to L4 cells unless stated otherwise.
Functional role of cholinergic modulation
Cholinergic modulatory effects on rhythmic activity were observed only in A1 ; cholinergic modulation induced deep layer beta rhythms in A1 and triggered bottom-up signals in a gamma frequency from A1 to Par2. To investigate the effects of cholinergic modulation on temporal interactions between A1 and Par2, we first added cholinergic modulation to the modeled A1 isolated from Par2 and then focused on the effects of cholinergic modulation on temporal interaction between the two areas. model A1. Cholinergic modulation depolarizes L5 SI cells (Xiang et al., 1998) , significantly (t test p Ͻ 0.01) increasing the firing rate of those cells in our model (Fig.  6A ). Enhanced SI cell activity reduces L5 pyramidal cell activity (Fig. 5 E, F ) and forces them to fire synchronously in the beta-frequency band; that is, deep layer beta rhythms are generated by feedback loops between L5 pyramids and L5 SI cells and slowly decaying inhibition of SI cells keep them in the beta-frequency band . In the granular layer, L4 E cell activity was significantly (t test, p Ͻ 0.01) increased by the application of cholinergic modulation (Fig. 6B) . Without cholinergic modulation, some L4 FS cells fired asynchronously, generating strong inhibition impinging on L4 E cells and suppressing L4 E cell activity (Fig. 5C ). In contrast, the application of cholinergic neuromodulation reduced inhibition impinging onto L4 E cells in two ways. First, cholinergic modulation reduced inhibition of L4 FS cells directly, as suggested in Kruglikov et al. (2008) . Second, the ascending inhibition from L5 SI cells to L4 FS cells suppressed L4 FS cell activity indirectly, reducing inhibition. Due to reduced inhibition, L4 E cells are able to fire and excite L4 FS cells, generating PING-like rhythms (Whittington et al., 2000; Börgers and Kopell, 2005) . The details of inter-laminar interactioninduced disinhibition were addressed in our earlier work (Lee et al., 2013) . Notably, cholinergically enhanced L4 E cell activity generates a stronger excitatory projection to L2/3 cells, thereby inducing stronger L2/3 cell activity. As can be seen in Figure 5B , RS cells fire more strongly and synchronously in the presence of cholinergic modulation. It is also noteworthy that L2/3 SI cell activity is significantly (t test, p Ͻ 0.01) increased (Fig.  6C) . Cholinergic modulation can enhance superficial layer RS cell activity by increasing the L4 E cell response, suggesting that cholinergic modulation may induce A1 to generate stronger outgoing corticocortical signals. To determine whether these cholinergically enhanced outputs of A1 can account for bottom-up inputs from A1 to Par2 in the gamma-frequency band, we repeated the same simulation with the entire network in which A1 and Par2 interacted with each other (see below). Figure 7 shows neural responses of A1 and Par2 with inter-areal connections in the presence of both kainate and cholinergic modulation. The GC values shown in Figure 7G confirm that cholinergic modulation can generate bottom-up signals in the gamma- presence of cholinergic modulation (Fig. 5 E, F ) , making L5 cells more sensitive to top-down beta rhythms. Importantly, we note that L5 SI cell activity is even further enhanced with top-down beta signals (Figs. 5F, 7E ). Because L5 SI cells project ascending inhibition to interneurons in superficial and granular layers, this enhanced deep layer beta rhythms reduce inhibition impinging onto pyramidal cells (RS and E) in L2/3 and L4, as discussed in our earlier computational study (Lee et al., 2013) ; that is, cholinergic modulation enables Par2 to induce inter-laminar interactions in A1, which is crucial for generating bottom-up gamma signals from A1 to Par2.
Cholinergic modulation can help A1 send bottom-up signals to Par2
L2/3 RS cell activity is phase locked to the L4 outputs in the presence of cholinergic modulation
Cholinergically induced deep beta rhythms increase L4 E activity and thus ascending inter-laminar synaptic inputs from L4 to L2/3 cells in A1. Specifically, the enhanced ascending inhibition from L5 SI cells to L4 FS cells can increase L4 E cell activity by suppressing L4 FS cell activity ( Fig. 5C,D ; also see Lee et al., 2013 for detailed discussion). Therefore, L2/3 RS cells receive much stron- ger synaptic inputs from L4. The spikefield coherence between L2/3 RS cell activity and LFPs in L4, shown in Figure  8A , confirms that L2/3 RS cell activity is phase locked to synaptic inputs from L4. We note that the peak coherence appears around 50 Hz, which is faster than the frequency of A1 gamma rhythms (Fig. 1C) induced by kainate. This can be explained by the reduced inhibition from L4 FS to L4 E cells (see Materials and Methods). With reduced inhibition, L4 E cells can recover from inhibition generated by L4 FS cells more rapidly, so the period of synchronous activity becomes shorter. As a control experiment to verify that the spikefield coherence actually reflects the effect of ascending projection from L4 cells on L2/3 RS cells, we also displayed simulations without synaptic connections from L4 to L2/3 RS cells and calculated the spike-field coherence. As seen in Figure  8B , the peak at ϳ50 Hz disappears, confirming that L4 cells induce active firing L2/3 RS cells at ϳ50 Hz.
Deep-layer beta rhythms modulate superficial layer cell activity via interlaminar interaction to L2/3 interneurons
With deep layer beta rhythms induced by cholinergic drive, ascending synaptic inputs from L5 to L2/3 are modulated. First, the temporal frequency of ascending excitation from L5 pyramidal cells to L2/3 FS cells is reduced because L5 pyramidal cells fire now in the beta-frequency band instead of the gamma-frequency band. That is, FS cells become free from ascending excitation for a certain period of time, making FS cell activity phase locked to top-down signals more easily. The spike-field coherence between L2/3 FS cell activity of A1 and L2/3 LFPs of Par2 (Fig. 8C ) confirms that FS cell activity is truly phase locked to the top-down gamma rhythms. This result is further supported by a control experiment in which top-down connections between superficial layers are removed. As seen in Figure 8D , the strong spike-field coherence at a frequency of 45 Hz disappears without top-down connections. It should be noted that a prominent peak exists at ϳ50 Hz, which is the frequency of bottom-up gamma rhythms (Fig. 8A ) instead of that of top-down gamma rhythms. This result suggests that the coherence without top-down connections is induced by bottom-up signaling from A1 to Par2. Second, L2/3 FS cells receive ascending inhibition in the betafrequency band from L5 SI cells due to increased activity of L5 SI cells. This means that L2/3 FS cell activity is indirectly suppressed by top-down beta rhythms. Third, L2/3 SI cells receive synchronous ascending excitation in the beta-frequency band from L5 pyramidal cells. Because this synaptic projection decays slowly, it can drive L2/3 SI cells to actively fire for a relatively prolonged period of time. After this active firing, M-currents accumulating in the L2/3 SI cell population make them unresponsive and skip some cycles of beta rhythms, generating slowly alternating active and inactive firing periods (Fig. 7A) . Importantly, RS cells can fire in response to the ascending excitation from L4 E cells when SI cells suppress FS cell activity (Fig. 7A) .
Cholinergic modulation can enhance L2/3 RS cell activity in complementary ways
The simulation results shown in Figures 4A and 7A suggest that SI and FS cells in L2/3 play distinctive roles in regulating L2/3 RS cell activity and thus bottom-up signaling from L2/3 RS cells of A1 to L4 E cells of Par2. FS cells reduce bottom-up signaling, but SI cells can lift the induced blockade. Because SI cells inhibit FS cells, SI cells can reduce inhibition impinging onto RS cells by suppressing FS cell activity. As discussed above, cholinergic modulation induces the ascending beta rhythmic input to L2/3 SI cells, allowing them to disinhibit RS cell activity. To further test whether SI cells can control RS cell activity, we measured the spectral power of spiking activity in L2/3 RS cells with reduced inhibition from SI to FS cells. In each simulation, we computed the spectral power between 45 and 60 Hz and display the mean values and the standard errors from 10 independent simulations in Figure 9A . As can be seen in the figure, the spectral powers of L2/3 RS cell outputs are positively correlated to the strength of inhibition, confirming that L2/3 SI cells can disinhibit RS cells in the presence of cholinergic modulation. We repeated the same experiments with reduced inhibition from FS to RS cells to determine whether FS cells can reduce RS cell activity. As expected, RS cell output power decreased as the inhibition from FS cells to RS cells increased (Fig. 9A) . These results indicate that cholinergically induced deep layer beta rhythms allow L2/3 SI cells to enhance the spiking activity of L2/3 RS cells under the influence of inhibition from L2/3 FS cells stimulated by topdown gamma rhythms. In our model, we consider cholinergic modulation mediated by both muscarinic and nicotinic receptors (see Materials and Methods). To better understand how they contribute to the cholinergic gating process discussed above, we perturbed each effect induced by cholinergic modulation and observed its impact on the dynamics of model A1. Kruglikov and Rudy (2008) found that muscarine application can reduce disynaptic inhibition onto pyramidal cells, which is modeled in L4 of A1. We restored the strength of inhibition from L4 FS to L4 E cells to represent the system without cholinergic modulation and to calculate the spectral power of L4 E cell outputs. Figure 9B compares the power spectra averaged over 10 simulations with three different levels of inhibition from L4 FS to L4 E in A1. All (100%) of the connection strength from L4 FS to L4 E cells corresponds to the default value used in simulations with cholinergic modulation. As seen in the figure, the peak frequency and amplitude shift to the lower frequencies and are reduced when inhibition strength increases, suggesting that muscarinic receptor-mediated effects enhance the L4 E cell responses to thalamic inputs directly in terms of both frequency and amplitude. Xiang et al. (1998) found that L5 LTS cells were nicotinically depolarized and Arroyo et al. (2012) found that nicotinically activated non-FS cells project inhibition onto FS cells in L2/3. We tested such nicotinic-receptor-mediated effects by hyperpolarizing SI cells in L2/3 and L5 to represent systems without nicotinic modulation. Specifically, we compared the three different excitability levels (depolarization, midpoint, and hyperpolarization). For the "depolarization" and "hyperpolarization" conditions, we used the default values of applied currents I app in SI cells used for simulations with and without cholinergic modulation, respectively. For the "midpoint," I app was set to the mean values of the two default values. As shown in Figure 9C , the output powers of L2/3 RS cells between 45 and 60 Hz, which are responsible for relaying bottom-up inputs, were reduced when we reduced the excitability of SI cells; the mean values and standard errors were obtained from 10 simulations.
Due to the pivotal role of L2/3 SI cells, we also evaluated the contribution of the M-current in L2/3 SI cells on gating and found that the M-current is reduced by cholinergic modulation. We increased the amount of M-current in L2/3 SI cells from the value associated with cholinergic modulation to determine whether this can modulate L2/3 RS cell activity. Figure 9D shows that the RS cell output between 45 and 60 Hz is negatively correlated to the amount of M-current in L2/3 SI cells; 100% of the M-current in the figure is the default amount of M-current in L2/3 SI cells selected to simulate the presence of cholinergic modulation. That is, if the stronger bottom-up signaling is desirable, then the concentration of M-current in L2/3 SI cells should be reduced; if undesirable, it should be increased.
In brief, muscarinic effects can increase the responses of A1 to thalamic inputs directly and nicotinic effects can help L2/3 RS cells respond reliably to the ascending inputs from L4 E cells. These effects can enhance the intensity of bottom-up communication from A1 to Par2 in complementary ways.
Implications of the cholinergic gating for the pathology of schizophrenia
In the previous section, we saw that cholinergically activated L2/3 SI cells in A1 determine when A1 can project bottom-up signals to Par2, indicating that cholinergic modulation can control sen- . Therefore, we assumed that a 40 Hz auditory click sound could induce 40 Hz synchronous thalamic outputs projecting to A1. We first determined the minimal strength of synchronous 40 Hz EPSCs to induce L4 E cells to fire reliably (Fig. 10A) and then repeated the simulation without cholinergic modulation (Fig. 10B) . In our simulations, when cholinergic modulation was absent, L4 E cells tended to skip the next cycle after they successfully responded to one cycle of 40 Hz input, generating a significant difference (t test, p Ͻ 0.01) in spiking activity of L4 E cell activity (Fig.  10C) . We also calculated the mean value of power spectra of LFPs from 10 independent simulations. As seen in Figure  10D , the 20 Hz peak is much bigger without cholinergic modulation, consistent with EEG abnormal activity in patients with schizophrenia (Kwon et al., 1999; Vierling-Claassen et al., 2008) . Vierling-Claassen et al. (2008) proposed that the prolonged GABA synaptic transmission may account for abnormal cortical rhythms (enhanced beta rhythms and reduced gamma rhythms) in patients with schizophrenia. Using a computational model, they showed that, if the decay time of inhibition from L4 FS cells increases, this will effectively enhance inhibition onto excitatory cells, thereby reducing gamma rhythms and enhancing beta rhythms. The mechanism discussed in Vierling-Claassen et al. (2008) is complementary to our model because both suggest that increased inhibition on excitatory cells (L4 E cells in our model) underlie the mechanisms of abnormal activity in response to 40 Hz auditory click trains.
Discussion
We used biophysical computational models to study potential mechanisms underlying temporal inter-areal interactions between A1 and Par2. Our simulation results suggest that the coordination between top-down gamma and beta rhythms is the key to the gating mechanisms capable of reproducing the causal interaction pattern observed experimentally . Cholinergic modulation allows this coordination to occur.
Although our model is based on in vitro data, it can help us better understand in vivo signal processing. First, in our model, stimulus-related gamma rhythms were enhanced by top-down beta rhythms, which is consistent with the "oscillatory hierarchy hypothesis" (Lakatos et al., 2005) . Interestingly, top-down beta rhythms actually induce theta-like activity in L2/3 SI cells due to their M-current. This readily accounts for the positive correlation between gamma power and the phase of theta experimentally observed (Lakatos et al., 2005) . Second, in our model, top-down beta rhythms can increase bottom-up gamma rhythms, which explains the enhancement of auditory gamma power during top-down process (Debener et al., 2003) . Below, we discuss more implications of our model.
Competition between top-down and bottom-up gamma rhythms may account for the diversity of attentional modulation of gamma rhythms Gamma rhythms were enhanced in V4 and reduced in V1 while monkeys participated in the same attentional task (Fries et al., 2001; Chalk et al., 2010 ). In our model, the top-down and bottom-up gamma rhythms, which target inhibitory and pyramidal cells, respectively, merge in the superficial layers. A recent modeling study (Jadi and Sejnowski, 2014) proposed that external synaptic inputs can increase or reduce gamma power depending on their major targets. When inputs to excitatory cells are enhanced, gamma power increases. In contrast, gamma power decreases when inputs to inhibitory cells are enhanced. Together, one can derive a potential scenario: gamma power can increase (Fries et al., 2001 ) when bottom-up gamma rhythms targeting excitatory RS cells become dominant during attentional processing. Similarly, it can decrease (Chalk et al., 2010 ) or stay at the same level (Bauer et al., 2012) depending on the competition between top-down and bottom-up gamma rhythms. The difference in the balance of top-down and bottom-up signaling between V1 and V4 may be explained by the size of receptive fields or cell assemblies in the two regions (Freeman and Simoncelli, 2011) ; the small receptive field in V1 may have additional local impact on the gamma rhythms (Börgers et al., 2012) . Singer and Gray, 1995; Fries, 2005) . This newly proposed function does not exclude the traditional view. Instead, it suggests that gamma rhythms may subserve different functions depending on the hierarchical direction of information flow. Indeed, the bottom-up signals from A1 to Par2 in our model are also mediated by gamma rhythms (see dual peaks in the gamma bands in Fig. 7G ). An interesting parallel has been shown for interactions between the hippocampus and medial prefrontal cortex (mPFC) (Peyrache et al., 2011) . Specifically, spindles targeting cortical FS cells were capable of making mPFC cortex unresponsive to monosynaptic inputs from the hippocampus. Moreover, the spectral power in the gamma-frequency band was found to be modulated by spindles during the encoding process, indicating that gamma rhythms may also be involved in this observed signal blockade process.
Gamma rhythms may have multiple functions in inter-areal communication
Disrupted cholinergic network can account for some of the abnormal EEG activity in people with schizophrenia Abnormal gamma and beta rhythms have been found in patients with schizophrenia (Spencer et al., 2004; Flynn et al., 2008; Vierling-Claassen et al., 2008) and disrupted cholinergic neuromodulation may also play a role in generating the cognitive deficits associated with this syndrome (for review, see Haydar and Dunlop, 2010) . Our simulations suggest at least three potential links between this abnormal rhythmic activity and disrupted cholinergic neuromodulation. First, in our model, the cholinergic modulation increases beta rhythms in the deep layers, thereby increasing gamma rhythms in granular and superficial layers. This means that a disrupted cholinergic network can reduce stimulus-evoked gamma rhythms. Second, without cholinergic modulation, L4 E cells cannot reliably respond to 40 Hz-auditory click trains (Fig. 10) ; instead, they generate 20 Hz rhythmic activity, consistent with the reported abnormal rhythmic activity (Kwon et al., 1999; Vierling-Claassen et al., 2008) . Third, in our model, cholinergic modulation can regulate FS cell activity induced by top-down gamma rhythms by activating L2/3 SI cells inhibiting L2/3 FS cells. Conversely, with disrupted cholinergic modulation, SI cells cannot suppress FS cell activity, so L2/3 RS cells will be less sensitive to sensory signals. This scenario could help to explain the disrupted perception in patients with schizophrenia (Spencer et al., 2004; Lewis et al., 2005; Butler et al., 2008) .
Tonic release of cholinergic modulation can alter cortical cells to be sensitive to external inputs
Cholinergic drive is thought to be associated with filtering and attentional processing (Thiele, 2013) . Our simulation results provide some insights on its functions. First, we considered the muscarinic effects in L4 of A1, which made bottom-up gamma rhythms faster and stronger (Fig. 9B) . That is, the responses of L4 to thalamic inputs became stronger in the presence of cholinergic modulation, which is consistent with significant effects of a muscarinic receptor blocker in behavioral performance . This increased neural activity may not fit into the hypothesis that muscarinic signaling enhances filtering processes (Thiele, 2013) . Specifically, our simulation results are consistent with the notion that cholinergic modulation is associated with attentional processing, but they also indicate that effective filtering may also be provided by topdown gamma rhythms that increase FS cell activity in L2/3. Second, the A1 beta rhythms induced by top-down signaling can disinhibit L4 E and L2/3 RS cells by inhibiting FS cells in both layers. This disinhibition allows L2/3 RS cells to respond reliably to thalamic inputs. Deep-layer beta rhythms were abolished by a nicotinic receptor antagonist and deep layer LTS cells, modeled here with SI cells, were depolarized by a nicotinic agonist (Xiang et al., 1998) , suggesting that nicotinic signaling can be associated with the modulatory control of the intensity of bottom-up communication: Our simulation results suggest that the enhanced excitability of SI cells (Fig. 9C) can enhance bottom-up communication indirectly. Because we assume that cholinergic modulation is present over the entire simulation period, our results are related to the tonic release of acetylcholine, one of the two modes reported in Parikh et al. (2007) . The cholinergic gating in our model makes A1 more responsive to bottom-up signaling, which is consistent with the hypothesis that tonic acetylcholine release is associated with attentional orienting demanding increased sensitivity to external stimuli (Parikh et al., 2007) .
Conclusions
Cholinergic gating may broadly influence cortical communication. The focus of the present model was on interactions between primary auditory cortex and a higher-order, anatomical neighbor because, at present, sufficient synaptic and cellular data are only available to constrain a model of these pairs biologically. However, there is evidence that the cholinergic gating mechanisms proposed here may generalize to other inter-areal interactions. Further up the hierarchical cortical stream, Buschman and Miller (2007) found that the coherence between frontal and parietal areas is increased in the gamma-frequency band and (high) beta-frequency band during bottom-up and top-down processing, respectively, in a task requiring attention. The pattern of dynamical interactions described in the present work may also be found in different sensory modalities: Bastos et al. (2015) demonstrated how top-down beta rhythms and bottom-up gamma rhythms may be used across visual cortical hierarchies and Gregoriou et al. (2009) found enhanced coherence between FEF and V4 in the gamma-frequency band during task performance.
These simulations demonstrate that cholinergic neuromodulation-acting via two subtypes of receptor-can have multiple network effects relevant to sensory processing. Enhanced responsiveness of primary sensory input layer 4 can occur directly or under the control of higher-order cortices via top-down beta rhythms. In addition, we show a relatively novel effect of topdown gamma rhythms in potentially enhancing the selectivity of superficial layers of primary sensory cortex by inhibiting the input from undesired sensory sources. The simulations predict that both of these top-down processes may work in concert to ensure appropriate cortical filtering during enhanced primary representation of input in attention-related tasks. This balance of sensitivity and selectivity appears to manifest as a network analog of gain control in single neocortical neurons Reynolds and Chelazzi, 2004) and we suggest that its failure may underlie some of the cognitive deficits seen in patients with schizophrenia.
