In this paper we investigate the problem of possibilistic-probabilistic optimization with constraints on possiblity/probability. Fuzzy parameters of the problem are considered to be related by the weakest t-norm, random parameters are normally distributed. For solving the problem an equivalent stochastic problem is constructed.
Introduction
In the real world making a decision is often complicated by the vagueness of the information. To deal with such decision making problems, methods of fuzzy random optimization has been extensively developed.
In works [1, 12, 13, 14, 15] models of fuzzy random optimization were presented and various methods for their solving were discussed. In [9] models and methods of fuzzy random optimization were developed for multi-objective optimization. Nowadays, most researches are based on the notions of fuzzy random variable introduced by H. Kwakernaak [10, 11] and M. Puri and D. Ralescu [18] , In contrast to these works, we base our studies on the notion of fuzzy random (possibilistic-probabilistic) variable that has been introduced by Nahmias [16] . In [19, 20] the models of possibilitic-probabilistic optimization were defined and methods to solve them were studied. These methods use the principle of expected possibility to construct an equivalent problem. The construction consists of two steps: elimination of probabilistic (de-randomization) and possibilitic (defuzzification) uncertainties. De-randomization is per-formed by using the expected value, whrereas defuzzification is performed by applying requirements to the degree of possibility/necessity of satisfying the critera and constraints of the problem. The works [4, 24] continue the studies in this field.
In this paper we investigate the model studied in [25] , where for the elimination of the probabilistic uncertainty probability constraints are used.
In contrast to [25] , we consider that the interaction of fuzzy paramteres are described by the weakest (drastic) t-norm T W . Since any t-norm is pointwise bounded by the drastic t-norm and the minimum tnorm, this will allow us to estimate the range of the criteria function and also the behavior of the feasible solution domain, thereby managing the uncertainty in the course of decision-making.
For solving the problem studied in this paper, an equivalent crisp problem can be constructed. However, obtaining equivalent crisp problems requires the calculation of the precise values of the expected value and the variance of a random function. In the case of the weakest t-norm the expected value and the variance of a a fuzzy random function are of such a complex nature that the calculation of their precise values is almost impossible. Moreover, the results of this calculation are nonlinear non-convex functions, which lead to a non-convex optimization problem.
To avoid difficult calculations we construct an equivalent stochastic problem and propose methods of stochastic programming, such as the stochastic quasigradient methods, to solve it.
Materials and Methods
We introduce a number of definitions and concepts from the possibility theory following [16, 22] . Let (Γ, P(Γ), τ ) and (Ω, B, P ) be possibility and probability spaces where Ω is a sample space with possible outcomes ω ∈ Ω, Γ is a pattern space with elements γ ∈ Γ, B is an σ-algebra of events, P(Γ) is the discrete topology on Γ, τ = (π, ν), π and ν are measures of possibility and necessity respectively, P is a probability measure and E 1 is the real line.
is called its distribution function.
It follows from Definition 1 that the distribution function of a fuzzy random variable depends on a random parameter, that is, it is a random function.
Let Y (ω, γ) be a fuzzy random variable. Its expected value E[Y ] is a fuzzy variable with the possibility distribution function
In this case, the distribution function of the expected value of a fuzzy random variable is no longer dependent on a random parameter and is therefore deterministic.
The most interesting representation of a fuzzy random variable is a shift-scale representation [22] :
where a(ω), σ(ω) are random variables defined on the probability space (Ω, B, P ) and Z(γ) is a fuzzy variable defined on the possibility space (Γ, P(Γ), τ ). Random components a(ω) and σ(ω) are called the shift and the scale respectively.
For a better intuitive understanding of such a representation of a fuzzy random variable imagine a situation where some financial expert is asked to estimate a return of a certain financial asset. Both the return and its estimation by the expert are uncertain quantities. We assume that the uncertainty determined by market conditions has a probabilistic nature. On the other hand, uncertainty of the estimation by the expert is described by some possibility distribution. This model seems quite plausible if we assume that the degree of fuzziness of the expert depends mainly on the scale of variation of the estimated variable and not on its true value [22] .
LR-type distributions are often used to model fuzzy numbers [3] . 
where L(t), R(t) are shape functions. We use triangular norms and conorms (t-norms and t-conorms) as an instrument for aggregation of fuzzy information. They generalize min and max operations on which actions on fuzzy sets and fuzzy variables are based [17] .
In particular, in this work we consider two extreme t-norms T M (x, y) = min{x, y} and T W (x, y) = min{x, y}, if max{x, y} = 1, 0, otherwise.
T M and T W are called the strongest and the weakest t-norm respectively, since for any arbitrary t-norm T and ∀x, y ∈ [0, 1] the following inequality holds [17] :
One of the main properties of t-norms is their ability to control uncertainty ("fuzziness") growth. The growth of fuzziness can appear, for example, when performing arithmetic operations on fuzzy numbers: if two fuzzy numbers of LR-type are summed using the strongest t-norm T M , corresponding coefficients of fuzziness are also summed, therefore uncertainty is growing. With the help of t-norms other than T we can slow the growth of fuzziness. The extreme triangular norms, which are considered in this work, give us boundaries for control of fuzziness in our optimization models.
Following [8] we introduce the notion of mutual Trelatedness of fuzzy sets and fuzzy variables. It is used as an instrument for construction of joint possibility distribution functions.
Definition 4. Fuzzy sets A 1 , · · · , A n ∈ P(Γ) are called mutually T-related, if for any index set
We can extend the notion of mutual T-relatedness of fuzzy sets to T-relatedness of fuzzy variables. Let Z 1 (γ), · · · , Z n (γ) be fuzzy variables defined on the possibility space (Γ, P(Γ), π).
Definition 5. Fuzzy variables Z 1 (γ), · · · , Z n (γ) are called mutually T-related if for any index set {i 1 , · · · , i k } ⊂ {1, · · · , n}, k = 1, n and for for t ij ∈ E 1 , we have
Possibilistic-Probabilistic Optimization Model
In possibilistic-probabilistic optimization the principle of the expected possibility is mostly used. This principle allows to remove the probabilistic uncertainty by calculating of the expected values of possibilisticprobabilistic functions. In this paper we use probability constraints instead of the principle of the expected possibility. This approach was previously applied for portfolio analysis problems in [5, 21] .
Consider a model of possibilistic-probabilistic optimization of the following form [24] :
Here
Let f i (x, ω, γ) for i = 0, m be linear functions:
Here a ij (ω), σ ij (ω) and a i (ω), σ i (ω) are independent normally distributed random variables, the mathematical expectation of σ ij (ω) and σ i (ω) are positive; fuzzy components Z ij (γ) and Z i (γ) are represented by symmetrical fuzzy numbers of LR-type, i.e.
Let the interaction of the fuzzy parameters be described by the weakest t-norm T W . Then the possibilistic distribution of the functions f i (x, ω, γ) will be
Here the functions m f0 (x, ω) and d f0 (x, ω) will have the following form
And for i = 1, m the functions m fi (x, ω) and d fi (x, ω) will be
Note that for all i = 0, m fuzzy random variables f i (x, ω, γ) can also be represented in the following form
where Z 0 (γ) = [0, 1] LR .
Equivalent Stochastic Problem
We now turn to the construction of an equivalent stochastic problem of the model (1)- (2) . In order to do this, we need to transform (2) to an equivalent stochastic constraints model. After that the criteria can be reduced to an equivalent stochastic one in a similar way.
Let a ij (ω), σ ij (ω) and a i (ω), σ i (ω) be normally distributed. Then for each i = 1, m a constraint
can be transformed to [25] π
where E[f i (x, ω, γ)] is the mathematical expectation of the function f i (x, ω, γ) and D[f i (x, ω, γ)] is its variance; β i is the solution of an equation
where F (t) is the standard normal distribution.
As shown in [26] an inequality of the form
α is the left border of an α-level set of X. So to transform the inequality (4) we need to find the left border of an α i -level set of the following fuzzy variable
According to [22] , the expectation of f i (x, ω, γ) has the following possibilistic distribution
where
Here a ij , a i and σ ij , σ i are the mathematical expectations of a ij (ω), a i (ω) and σ ij (ω), σ i (ω), respectively.
In a similar way to the representation (3), the expectation (6) can be written as
On the other hand, the variance can be represented as follows [22] 
Considering the from of f i (x, ω, γ) and E[f i (x, ω, γ)], we can write that
which leads to
It is easy to see, that the expectation E[f i (x, ω, γ)] and the variance D[f i (x, ω, γ)] are functions of the fuzzy variable Z 0 (γ). Their α i -level sets can be found from the following lemma: a(ω) ), where a(ω) is a random vector a(ω) = (a 1 (ω), · · · , a k (ω)), then an α i -level set of the expected value E[X(ω, γ)] is
where Z α is an α-level set of Z(γ).
Proof. The possibilistic distribution function of
Then an α-level set will be
And this completes the proof.
So, the left and the right borders of an α i -level set of E[f i (x, ω, γ)] will be [4]
where L −1 (t) is the inverse function of L(t).
Considering the properties of a quadratic function, the borders of an α i -level set of D[f i (x, ω, γ)] will be [2, 7]
In the end, the borders of an α i -level set of (5) can be defined as [17] 
Now we are ready to formulate and prove the following theorems. Then the problem (1)-(2) is equivalent to the following stochastic model
where for i = 0, m
is the inverse function of L(t); β i is the solution of the equation
where F (t) is the standard normal distribution function.
In the case when p i = 0.5, i = 0, m the stochastic equivalents of the criteria function (1) and the constraints (2) can be simplified as stated in the following theorem.
Theorem 2. Suppose that in the optimization model (1)-(2) p i = 0.5, i = 0, m; fuzzy variables b ij (ω, γ), b i (ω, γ) have the shift-scale representation, where fuzzy parameters Z ij (γ) and Z i (γ) are T Wrelated and characterized by symmetrical distribution of LR-type; the shift and scale parameters are normally distributed random variables. Then the problem (1)-(2) is equivalent to the following stochastic model
Proof. If probabilities p i = 0.5, i = 0, m, then β i = 0 and the square root components D + i (x) in the criteria function and in the constraints will vanish. So, considering the form of M − i (x), we will have
This concludes the proof.
In the case of p i = 0.5 the obtained stochastic model (9)-(10) is equivalent to the stochastic analogue of a possibilistic-probabilistic optimization problem in which the principle of the expected possibility is used to remove the uncertainty of the probabilistic type [19] :
Stochastic Quasi-Gradient Method
The models (7)-(8) and (9)-(10) can be solved by deterministic techniques of mathematical programming. However, these techniques require the calculation of the precise values of the expected value and the variance of a random function.
In the case of the weakest t-norm, the expected value and the variance of a possibilistic-probabilistic function are of such a complex nature that the calculation of their precise values is almost impossible. Moreover, the results of this calculation are nonlinear nonconvex functions, which lead to non-convex optimization problems.
An alternative approach is to use the stochastic quasigradient (SQG) methods [6] . The SQG methods allow us to solve optimization problems with objective functions and constraints of such a complex nature that the calculation of the precise values of these functions (all the more of their derivatives) is impossible. The main idea of these methods consists of using statistical estimates for the values of the functions and of their derivatives instead of their precise values. The SQG methods generalize the well-known stochastic approximation methods for unconstrained optimization of the expectation of random functions.
The stochastic quasi-gradient method for solving the problem (9)-(10) has been described in [4, 23] .
Conclusion
In the present paper the problem of possibilisticprobabilistic optimization is studied. We consider that possibilistic-probabilistic variables have a shift-scale representation. In this representation random parameters are normally distributed, whereas fuzzy parameters are symmetrical variables of LR-type and are related by the weakest t-norm. Under these assumptions the stochastic equivalent of the original problem is obtained.
