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Disordered non-interacting systems are classified into ten symmetry classes, with the uni-
tary class being the most fundamental. The three and four dimensional unitary universality
classes are attracting renewed interest because of their relation to three dimensional Weyl
semi-metals and four dimensional topological insulators. Determining the critical exponent
of the correlation/localistion length for the Anderson transition in these classes is important
both theoretically and experimentally. Using the transfer matrix technique, we report numer-
ical estimations of the critical exponent in a U(1) model in three and four dimensions.
1. Introduction
More than half a century after its discovery,1) the Anderson transition continues to at-
tract attention. The recent experimental realisation2) in a cold atom system of the quantum
kicked rotor (a system which has been mapped to the Anderson localisation problem3, 4)) has
opened a new avenue for research of Anderson localisation and the Anderson transition. The
measurement5) of the critical exponent of the correlation/localisation length for the Anderson
transition in this experiment is in very good agreement with high accuracy numerical analysis
for the three dimensional (3D) orthogonal universality class.6, 7)
Disordered non-interacting systems are classified into ten symmetry classes.8) The same
symmetry classification9, 10) is also applicable to topological insulators.11, 12) Amongst these
ten symmetry classes, the unitary class (class A) is the most general, where no symmetries
such as time reversal, spin-rotation, chiral or particle-hole symmetries are present. Systems
in magnetic fields and systems with magnetic impurities, for example, belong to the unitary
class. The critical behavior of the Anderson transition in 3D systems subject to uniform mag-
∗slevin@phys.sci.osaka-u.ac.jp
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netic fields was recently studied with high precision.13) Studies of disordered 3D systems
subject to random magnetic fields14) and with classical magnetic impurities15) have also been
reported.
In the quantum kicked rotor system, the effective dimensionality is determined by the
number of incommensurate frequencies used to modulate the amplitude of the periodic
kick.16) The 3D orthogonal universality class has already been realised experimentally in this
system.2) The addition of modulation by an extra incommensurate frequency would realise
the 4D orthogonal universality class. In addition, a version of the quantum kicked rotor in
which the quantum Hall effect might be realised has also been proposed.17) Thus, it is plau-
sible that the 4D unitary universality class might be realised in a suitable quantum kicked
rotor system. This universality class is also of interest from the view point of three dimen-
sional Weyl semi-metals.18) Just as two dimensional Dirac electrons appear on the surface of
3D topological insulators, three dimensional Weyl electrons appear on the “surface” of 4D
topological insulators belonging to the unitary symmetry class.
A quantum Hall transition (QHT) has been predicted in 4D systems.19–23) On the one
hand, in 2D, the unitary class exhibits no Anderson transition, while a QHT is observed.
On the other hand, the Anderson transition in the 2D symplectic class and the quantum spin
Hall transition show the same critical exponent.24) Whether the critical exponent of the 4D
quantum Hall transition is the same as that of the Anderson transition in the 4D unitary class
is an open problem.
In this paper, we study the 3D and 4D unitary universality classes and estimate the critical
exponents with high precision by studying numerically the U(1) model. In the following
section, we introduce the model, and the method is explained in Section 3. The results of the
finite size scaling analyses are shown in Section 4, followed by the discussion.
2. Model
The U(1) model is a variant of Anderson’s model of localisation1) in which time rever-
sal symmetry is broken by multiplying the unit hopping elements of that model by complex
phases. For the purpose of estimating critical exponents it is helpful that the length scale as-
sociated with the breaking of time reversal symmetry is as short as possible. This is achieved
by using completely random phases.14) The Hamiltonian of the U(1) model is
H =
∑
i
Ei |i〉 〈i| −
∑
〈i j〉
exp
(
iφi j
)
|i〉 〈 j| . (1)
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Here, |i〉 is an electron orbital centered on site i of a d-dimensional simple cubic lattice and
the first sum is over all the sites of this lattice. The lattice constant (taken as unity) sets the
unit of length. The second sum is over pairs of nearest neighbour sites on this lattice.
The magnitude of the hopping elements (taken as unity) between nearest neighbour sites
on the lattice sets the unit of energy. The orbital energies Ei are independently and identically
distributed according to the distribution
P (Ei) = p (Ei) dEi , (2)
where
p (Ei) =

1/W |Ei| < W/2
0 otherwise .
(3)
The scale of the fluctuations of the orbital energies is set by the parameter W.
As already mentioned the distribution of phases is taken as completely random, i.e. the
φi j with i < j are independently and identically distributed uniformly on [0, 2pi]. To ensure
the Hamiltonian is Hermitian we set
φi j = −φ ji i > j . (4)
In the standard Wigner-Dyson classification25) the U(1) model has unitary symmetry, and
in the more recent classification8) the model is in class A. The ensemble of Hamiltonians
described by Eq. (1) is invariant under local U(1) gauge transformations. For this reason we
refer to the model as the U(1) model.
3. Transfer matrix method
The brief description of the transfer matrix method that we give here follows closely Ref.
7. We refer the reader to that reference for further explanation and for details that are omitted.
In the transfer matrix method, the transmission of an electron with an arbitrary energy E
through a very long disordered wire is considered. We denote the length of the wire by Lx
and consider cross sections L × L in the 3D simulation and L × L × L in the 4D simulation.
In practice, Lx is many orders of magnitude larger than L. We impose periodic boundary con-
ditions on the wavefunction in the transverse directions. Starting from the time independent
Schro¨dinger equation with energy E we derive a transfer matrix product
M =
Lx∏
x=1
Mx . (5)
For sufficiently long disordered wires, the transmission probability decreases exponentially
with the length of the wire.26, 27) The associated exponential decay length is equal to the
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reciprocal of the smallest positive Lyapunov exponent γ of the matrix product Eq. (5). The
Lyapunov exponents are the eigenvalues of the matrix
lim
Lx→∞
ln M†M
2Lx
, (6)
and are estimated using the procedure described in detail in Ref. 7.
For the purpose of the transfer matrix calculations it is convenient to perform a gauge
transformation of the original Hamiltonian so as to eliminate all the phase factors appearing
in hopping elements in the x-direction. This transformation does not effect the values of the
Lyapunov exponents.
3.1 3D
We set the energy E at the band centre, i.e. E = 0 and simulated the disorder range
17.6 ≤ W ≤ 20 (except for the largest two system sizes where we used a slightly narrower
range) for system sizes L = 4, 6, 8, 12, 16, 24 and 32. For each pair of W and L, we estimated
the smallest positive Lyapunov exponent γ to a precision of 0.1%. This required between
approximately Lx = 2 × 106 and 3 × 107 transfer matrix multiplications depending on the
values of W and L. To avoid round off error we performed QR factorizations every 8 transfer
matrix multiplications and to ensure the correct estimation of the precision we aggregated
the results of every 8 QR factorizations. (In the notation of Secs. 2.3 and 2.4 of Ref. 7, we
set q = 8 and r = 8.) We show the data for this simulation in Fig. 1, where we plot the
dimensionless quantity
Γ = γL , (7)
versus the disorder W.
3.2 4D
We set the energy E at the band centre and simulated the disorder range 32 ≤ W ≤ 42
(except for the largest two system sizes where we used a narrower range primarily because
of the computational cost) for system sizes L = 4, 6, 8, 12, 16, 20 and 24. For each pair of
W and L, we estimated the smallest positive Lyapunov exponent γ to a precision of 1.0%.
This required between approximately Lx = 7×103 and 2×105 transfer matrix multiplications
depending on the values of W and L. To avoid round off error we performed QR factorizations
every 6 transfer matrix multiplications and to ensure the correct estimation of the precision
we aggregated the results of every 12 QR factorizations. We show the data for this simulation
in Fig. 2.
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Fig. 1. Numerical data (circles) from which we estimated the critical parameters for the U(1) model in 3D.
The error in the data is less than the symbol size so we omit error bars. We also show the finite size scaling fit
(sold lines).
4. Finite size scaling analysis
In our simulations we varied the disorder W while keeping the energy E fixed, so there
is a critical disorder Wc, which is a function of energy, that separates the localised and ex-
tended phases. At this critical disorder the localisation (correlation) length ξ has a power law
divergence
ξ ∼ |W − Wc|−ν , (8)
that is described by a critical exponent ν. We performed finite size scaling analyses to estimate
the critical exponent ν, the critical disorder Wc as well as other quantities (described below).
When corrections due to irrelevant variables could be neglected, either because the numerical
data had insufficiently high precision to resolve such corrections or because small system
sizes had been excluded, we fitted the data to the equation
Γ = F (φ1) . (9)
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Fig. 2. Numerical data (circles), and their standard errors, from which we estimated the critical parameters
for the U(1) model in 4D. We also show the finite size scaling fit (sold lines).
When corrections due to irrelevant variables could not be neglected, we fitted the data to the
equation
Γ = F (φ1, φ2) . (10)
Here, φ1 and φ2 are scaling variables
φi = uiLαi , ui = ui (w) , i = 1, 2 , (11)
and
w = W − Wc . (12)
The first of these variables φ1 is a relevant scaling variable whose size dependence is related
to the critical exponent ν
ν =
1
α1
. (13)
6/13
J. Phys. Soc. Jpn. Full Paper
The second of these variables is an irrelevant scaling variable that permits corrections to
scaling due to irrelevant scaling variables to be taken into account in an approximate manner.
The size dependence is described by an irrelevant exponent
y ≡ α2 < 0 . (14)
The scaling variables are expanded in powers of w
ui (w) =
mi∑
j=0
bi, jw j , (15)
which allows us to take account of possible nonlinearity of the scaling variables in the disor-
der W. For the relevant scaling variable we must have
u1 (w = 0) = 0 , (16)
so we fix b1,0 = 0. The scaling function is expanded in powers of the scaling variables
F =
n1∑
j1=0
n2∑
j2=0
a j1, j2φ
j1
1 φ
j2
2 . (17)
To avoid ambiguity in the definition of the fit we fix
a1,0 = a0,1 = 1 . (18)
The constant term, the value of which is expected to be universal, is denoted
Γc ≡ a0,0 . (19)
The orders of the expansions are defined by 4 integers m1,m2, n1 and n2. The quality of the fit
to the data is assessed using the χ2 statistic and by calculating the goodness of fit probability.
We systematically performed fits for various orders of the expansions. After rejecting fits for
which the goodness of fit was too small, typically Q ≪ 0.1, we chose the fit with smallest
number of parameters for which the estimation of the parameters was stable against increase
in the orders of the expansions. In each case, to determine the precision of the estimates of
the fitted parameters we generated 400 synthetic data sets and determined 95% confidence
intervals from the fits to these synthetic data sets. We refer the reader to Sec. 2.5 of Ref. 7
for further details. In comparison with that reference, we use slightly different definition of
w. This change of definition can be absorbed in a redefinition of the coefficients bi, j and has
no effect on the fit.
We demonstrated single parameter scaling graphically as follows. First, if necessary, we
subtract from the data the corrections arising from irrelevant variables, i.e. for each data point
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we calculate
∆ (W, L) = F (φ1, φ2) − F (φ1, 0) , (20)
and then subtract this from the data point
Γcorrected (W, L) = Γ (W, L) − ∆ (W, L) . (21)
We then plot the data versus φ1. In addition, we plot the curve
F1 (φ1) = F (φ1, 0) . (22)
on the same figure. If the data obey single parameter scaling, all the data should collapse
(within the precision of the data) onto this curve
W L Orders of expansions ND NP χ2min Q
3D all all m1 = 2,m2 = 0, n1 = 2, n2 = 1 171 10 165.5 ≈ 0.4
[18.5, 19.4] all m1 = 1,m2 = 0, n1 = 3, n2 = 1 70 11 50.6 ≈ 0.8
all 12, 16, 24, 32 m1 = 2, n1 = 2 96 6 80.9 ≈ 0.7
4D all all m1 = 2, n1 = 3 134 7 144.2 ≈ 0.15
[36, 39] all m1 = 1, n1 = 3 50 6 56.4 ≈ 0.1
all 12, 16, 20, 24 m1 = 2, n1 = 3 70 7 79.1 ≈ 0.1
Table I. The range of data, the orders of the expansions, the total number of data ND, the number of parame-
ters NP, the value of χ2min obtained for the best fit, and the corresponding goodness of fit probability Q.
Wc Γc ν y
3D 18.832[.828, .836] 1.805[.803, .808] 1.443[.437, .449] −3.1[−3.9,−2.4]
18.835[.829, .842] 1.807[.804, .812] 1.433[.402, .469] −2.6[−3.7,−1.8]
18.830[.827, .833] 1.804[.802, .806] 1.443[.437, .449]
4D 37.45[.41, .49] 2.785[.771, .800] 1.11[.09, .12]
37.46[.41, .52] 2.786[.768, .806] 1.12[.05, .18]
37.44[.35, .53] 2.778[.730, .820] 1.14[.11, .17]
Table II. The results of the finite size scaling analyses. Details of the fits are given in the corresponding row
of Table I.
4.1 3D
We show the finite size scaling fit in Fig. 1 and give the details in Tables I and II. We
found that it was not possible to fit the full data set without including a correction due to
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Fig. 3. The numerical data with the corrections to scaling subtracted (circles) are plotted versus the relevant
scaling variable. The scaling function F1 (sold line) is also shown. The plot demonstrates the collapse of all the
data onto a single curve that is required by the single parameter scaling hypothesis.
an irrelevant variable. To check whether the inclusion of nonlinearity in the scaling variables
affects the estimate of the critical parameters we narrowed the disorder range considered and
fitted the data again. The results are entirely consistent with the fit of the full data set. To
check if the inclusion of irrelevant scaling variables influences the estimation of the critical
exponent we excluded smaller system sizes and fitted the data again without such corrections.
Again the results are entirely consistent with the fit of the full data set. Full details of these
checks are given in the tables. We present the demonstration of single parameter scaling in
Fig. 3.
4.2 4D
We show the finite size scaling fit in Fig. 2 and give the details in Tables I and II. We
found that it was not necessary to include corrections to scaling due to irrelevant variables.
Again we also performed fits on a narrower disorder range, and also with smaller system sizes
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Fig. 4. The numerical data (circles) are plotted versus the relevant scaling variable. The scaling function F
(sold line) is also shown.
excluded. In both cases we found results that were entirely consistent with the fit of the full
data set. We present the demonstration of single parameter scaling in Fig. 4.
5. Discussion
For 3D, in a previous study28) we found ν = 1.43± .04 for a system in a uniform magnetic
field. The estimate for the critical exponent that we obtained here is consistent with that
and also more precise. In that work, which was also a transfer matrix study of Lyapunov
exponents, we also estimated the quantity Λc which is the inverse of Γc. Translating the result
of our previous work for easier comparison, we find Γc = 1.760 ± .004. There is a clear
discrepancy (≈ 3%) with the estimate obtained here. This is unexpected since this value is
expected to be universal, i.e. to depend only on dimensionality and symmetry class and not
on the details of the model considered. A possible explanation for this is the smaller system
sizes used, and the neglect of corrections to scaling, in our previous work. Another possibility
is that Γc is affected slightly by the anisotropy29) introduced by the magnetic field. Another
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explanation would be a violation of universality but we think it unlikely.
We have also applied the scaling method proposed by Harada30, 31) to our data. In Harada’s
method the scaling function is expressed as a Gaussian process rather than a polynomial.
Since the non-linearity of the scaling variables (higher order terms in Eq. (15)) is neglected
in that approach, we restricted the range of disorder as described in Table I. We have con-
firmed that the estimates of the critical disorder and critical exponent are consistent with the
estimates based on the polynomial expansion.
Recently Ujfalusi and Varga13) reported a multifractal finite size scaling analysis of wave
functions obtained by large scale diagonalization of models in the three Wiger-Dyson sym-
metry classes in 3 dimensions. They report ν = 1.424[.407, .436] for a model with a uniform
magnetic field in reasonable agreement with our result here.
So far we are unaware of any other reports of estimates of the critical exponent for the
Anderson transition in the unitary Wigner-Dyson class in 4D.
Before concluding, we mention that the difference in the value of the exponents between
different symmetry classes becomes smaller as dimension increases. That is, ν ≈ 1.57 for
the 3D orthogonal class7) is about 10 % larger than the current estimate for the 3D unitary
class ν ≈ 1.44, while the difference between the 4D orthogonal class ν ≈ 1.15632) and the 4D
unitary class ν ≈ 1.11 is less than 5%. This is consistent with the limit of infinite dimensions,
where all the Wigner-Dyson classes are expected to show ν = 1/2.
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