Common vector approach (CVA), discriminative common vector approach (DCVA), and linear regression classification (LRC) are subspace methods used in pattern recognition. Up to now, there were two well-known algorithms to calculate the common vectors: (i) by using the Gram-Schmidt orthogonalization process, (ii) by using the within-class covariance matrices. The purpose of this paper is to introduce a new implementation algorithm for the derivation of the common vectors using the linear regression idea. The derivation of the discriminative common vectors through LRC is also included in this paper. Two numerical examples are given to clarify the proposed derivations. An experimental work is given in AR face database to compare the recognition performances of CVA, DCVA, and LRC. Additionally, the three implementation algorithms of common vector are compared in terms of processing time efficiency.
INTRODUCTION
The dimension of the feature space is very important in face recognition (FR) problems. An n-by-m sized face image corresponds to a point in nm-dimensional space. This situation raises some difficulties such as computational cost, increasing measurement and storage requirements, curse of dimensionality, etc. [1] . Many subspace methods are proposed to reduce dimensionality and increase the recognition performance of FR systems [1] [2] [3] [4] [5] .
In this work, we propose a new algorithm to obtain the common vectors using linear regression classification (LRC) method [4] . We provide a numerical example to show the equivalence of the proposed derivation with the previous two derivations of the common vectors [2, 6] . We also express a new derivation of the discriminative common vectors using LRC. In this section, brief reviews of the common vector approach (CVA), discriminative common vector approach (DCVA) [3] , and linear regression classification (LRC) are given. Derivation of common vector (CV) using LRC approach and a numerical example are given in Section 2. Derivation of discriminative common vector (DCV) using LRC approach with a numerical example is given in Section 3. A real life application of face recognition is given in Section 4 and the conclusion of the work is given in Section 5.
Common Vector Approach
There are two basic algorithms to calculate the common vector of a class [2, 6] . The first approach is based on Gram-Schmidt orthogonalization and the other is based on covariance matrix of a class. 
The orthonormal vector set ⋮ ⋮ ⋯ ⋮ that spans the difference subspace of the i th class can be obtained by applying the Gram-Schmidt orthogonalization procedure to the difference vectors given in Eq. (1) . Then the common vector of the i th class can be obtained by subtracting the projection of any feature vector onto the difference subspace from itself as it is shown below
Due to the above formula, common vector is considered to be the projection of any feature vector in a class onto the indifference subspace. The indifference subspace in here is the complementary subspace of the difference subspace. That is, let the projection matrix onto the difference subspace be the matrix where ∑ . Then the projection matrix onto the indifference subspace, , will be found from .
(ii) Covariance Matrix Approach: The within-class covariance matrix is used to calculate the common vector of a class. Let the within-class covariance matrix be defined as where is a matrix of the form 
Discriminative Common Vector Approach
Discriminative common vector approach is a popular method in face recognition area. Several method related with DCVA have been published [7, 10] . In DCVA, similar with CVA, common vectors can be calculated with Gram-Schmidt orthogonalization process or by using the within-class covariance matrices. 
(ii) Covariance Matrix Approach: Different from CVA, the common vectors are calculated using the total within-class scatter matrix, , where
After eigen-decomposition, the eigenvectors , 1,2, … , 1 corresponding to the nonzero eigenvalues form the projection matrix ∑ onto the difference subspace of . Then the common vectors are calculated as in Eq.(4).
After the calculation of the common vectors in DCVA, a final attempt must be made for finding what is called as the discriminant common vectors (DCVs) [3] . DCVs are obtained by using the subspace spanned by the common vectors in Eq. (5) . For this reason, the difference between the common vectors should be calculated first. Then the difference vectors that span the subspace of the difference of the common vectors can be written as
where is the common vector of the first class. It can also be the common vector of any other class. Then the column vectors of the matrix are the orthonormal basis vector set , , … , that can be obtained by applying the Gram-Schmidt orthogonalization procedure to the difference vectors between the commons from Eq. (7), that is, ⋮ ⋮ ⋯ ⋮ . As a second method, the projection matrix can be calculated by simply applying the PCA to the covariance matrix of the common vectors. The matrix in this case is a projection matrix from an n-dimensional space to 1 dimensional subspace defined by the difference of the common vectors. Finally, the discriminative common vector of a class is calculated as
Here, just to emphasize the result, all the vectors are projected onto the 1 dimensional subspace formed by an orthogonal base of the differences of all the common vectors.
Linear Regression Classification
Linear regression classification (LRC) has become very popular lately. Several methods are proposed which are inspired by LRC [11] [12] [13] . LRC is generally used for face recognition problems. Authors in [14] . propose an improved version of LRC which can be applicable to low dimensional datasets.
Let C be the number of classes, m be the number of feature vectors of a class used in training, and let , , … , be the feature vectors of the i th class training set as it was in the previous section. The set of these feature vectors spans a subspace belonging to the i th class. LRC idea is based on a distance metric given by (9) where is the test feature vector and is its projection onto the subspace spanned by the training set of the i th class. Let be the projection matrix onto the subspace spanned by the feature vectors of the i th class, then the distance metric will become
In LRC method, is calculated using a linear combination of the feature vectors in the i th class the training set under a constraint relation in its optimized form in terms of minimum sum of error squares. Let be the estimation of where is a matrix formed from the feature vectors in the i th class the training set, i.e.,
The projection of a feature vector onto the i th class subspace can be calculated from (12) where is the error or the remaining part of in the rest of the whole space of feature vectors. The sum of the error squares can be formed with ease .
To minimize S, the critical point(s) must be calculated by taking the derivative of S with respect to .
Then the distance metric of LRC becomes
Also, by comparing Eq. (10) 
COMMON VECTOR APPROACH THROUGH LRC
To calculate the common vectors in CVA using LRC, it is better to start with the difference subspace of the i 
can be determined in a similar way that we used in LRC estimation. Let ⋮ ⋮ ⋯ ⋮ be a matrix whose columns are the difference vectors of the i th class.
The sum of error squares is , , .
After the minimization process the estimated vector parameters are obtained as (ii) Secondly, common vector of the class can be calculated using covariance matrix of that class which is called as the within-class covariance matrix. The within-class covariance matrix of the class is In the example, we see that the projection matrices and , and the common vectors obtained by using three algorithms are exactly the same.
DISCRIMINATIVE COMMON VECTOR APPROACH THROUGH LRC
Let is the number of classes and is the number of feature vectors from each class as before. Then the whole set of difference vectors is obtained from all the difference vectors belonging to all the classes as below
where , 1, … , , 2, … , . The difference vectors in the set span the difference subspace in DCVA. Let be the unknown feature vector which is going to be classified. Similar with CVA, the distance metric can be written as .
( 26) The projection of onto the difference subspace can be written as . Here can be estimated using least squares estimation similar with LRC method, .
Then (28) where . Its complement can becalculated using the equality .
Finally the distance in Eq. (26) becomes .
In the first step, the common vectors of the classes should be calculated using the following formula
The rest of the derivations of the discriminative common vectors are the same as in Section 1.2.
Numerical Example
In this numerical example we have two classes and each class has two feature vectors in four dimensional space. Let (ii) The common vectors of the classes also can be found by using the total within-class covariance matrix. Let and be the covariance matrices of and respectively. The total within-class covariance matrix can be calculated as The projection matrix onto the indifference subspace is formed using the eigenvectors corresponding to the zero eigenvalues. Thus, the same common vectors are obtained using the above three algorithms. The next step is to obtain the discriminative common vectors. 
EXPERIMENTAL WORK
In addition to the numerical examples, a simple face recognition case study is performed to see the equivalence of the different realizations of CVs and the equivalence of the different implementations of DCVs using AR face database [15] . As an additional analysis, we compare recognition performances of CVA, DCVA, and LRC in this face recognition task. AR face database contains 26 images taken in two sessions including different facial expressions (neutral, angry, scream, smile), illumination conditions (left light on, right light on, all sides light on), and occlusions (sun glass, scarf) from 126 individuals. The original size of the images is 768×576. Images are converted to grayscale, cropped and normalized such that eyes of each individual are at the same coordinate and resized to 120×90. In the experiments we used 100 subjects (64 male and 36 female). Images of two individuals obtained after the preprocessing operations from AR database are shown in Figure 2 .We randomly choose 7 images from each subject for training set. Thus 700 images are used for training purposes. The rest of the images are used for testing. This process is repeated 10 times and the recognition rates are obtained by averaging each run. The recognition rates using three different implementations of CVs (DCVs) are the same as expected. The recognition performances of LRC, CVA, and DCVA with the standard deviations are shown in Table 1 . As seen from Table 1 , DCVA outperforms LRC and CVA as reported in [3, 16] . Also DCVA is more robust classification method, since the standard deviation of DCVA is smaller than the others. We use the above scenario to compare the training and the testing times of the different implementations of common vectors. In Table 2 , train and test represent the training time of the system and the testing time of a query image respectively. The results are given in milliseconds. The training time of LRCbased algorithm is the best among three. But LRC-based algorithm gives the worst results in terms of testing time because of the matrix inversion and additional matrix multiplications in Eq.(23). 
CONCLUSION
There are two different methods to obtain common vectors and discriminative common vectors, i.e. Gram-Schmidt orthogonalization or covariance analysis. In this paper, we proposed third algorithm to obtain CVs and DCVs by using the linear regression idea. We gave two synthetic examples to clarify the proposed method. In these experiments, the common vectors calculated from three different algorithms are exactly the same, so are the recognition rates as expected. Also, we present a face recognition experiment in AR face database. In the experiment, it is seen that DCVA has better classification performance than CVA and LRC as reported in the literature [16] . We show that the proposed implementation algorithm is the faster than the other two in the training phase. But it has higher computational complexity when compared with the conventional implementation algorithms in the testing stage.
Each method has its own advantages as well as disadvantages. For example for applying the GramSchmidt orthogonalization process a recursive relation is established which may need an extra longer time, compared with other methods, for arithmetical operations. Also a residual error may be building up at each recursion step. Covariance matrix based calculations can be used to overcome these difficulties. The calculations of the covariance matrices are not that difficult in the second method, eigenvalue-eigenvector decomposition of these matrices can be troublesome due to high dimensionalities. There are tricks to overcome this difficulty [3] . Finally one needs to take inverse of high dimensional matrices sometimes to calculate the projection matrices in LRC unless orthonormalized column vectors are calculated beforehand.
