In this paper, we optimize the performance of an energy harvesting wireless sensor network (EH-WSN) with linear physical topology. We present an optimization framework to minimize the summation of packet dropping probability subject to the data queue stability and quality of monitoring constraints of the nodes. The optimization is performed using joint optimal power allocation and routing. We formulate the problem as a stochastic optimization problem. Then, by transforming it into a standard time average optimization problem, we apply the Lyapunov drift plus penalty theorem to obtain an objective value which is within O 1 V vicinity of the optimal value, where V > 0 is a tradeoff factor between the achievable objective value and queue backlog size. The results confirm the effectiveness of the proposed Lyapunovbased algorithm in minimizing the sum packet dropping probability under the mentioned constraints.
I. INTRODUCTION
Energy harvesting (EH) is an innovative solution for the battery depletion problem in wireless sensor networks (WSNs). The implementation of a fully operational protocol stack for IP-enabled WSNs confirms the effectiveness of this new solution to extend the life-time of the WSNs [1] . The life-time extension is important especially in the applications where sensors are deployed in the hard-to-reach places [2] . A good use case of EH-WSNs is in the structural health monitoring, where the sensors are embedded inside the infrastructures and frequent recharging and replacement of nodes' batteries are very hard if not impossible [3] . In conventional WSNs, researchers try to maximize the life-time of the network by optimizing different design aspects, such as joint routing and node placement [4] or sleep-awake scheduling [5] . However, EH-WSNs require new energy management methods that can cope with the random nature of energy availability.
EH-WSNs is studied in different aspects. For example, authors in [6] studied the performance of different The associate editor coordinating the review of this manuscript and approving it for publication was Ilsun You .
MAC protocols in single-hop EH-WSNs. In addition, optimal energy management policies in terms of throughput and delay for a single energy harvesting sensor node are studied in [7] . The packet dropping minimization for a similar scenario is examined in [8] , [9] . However, our focus is on the routing protocols in EH-WSNs. In particular, we consider opportunistic routing protocols, where the routes are not predefined before the operation of the network. Therefore, based on the local information, each node at each time slot decides about the next forwarding node. This stand-alone operation of opportunistic routing protocols makes them suitable for EH-WSNs [10] , [11] .
Martinez et al. [12] proposed a routing protocol for EH-WSNs which considers energy wastage beside energy level to choose the optimal route. They also extended their work to a multi-commodity case, where a central node decides the routing paths and avoids routing many traffic flows through a single node [13] . However, the central implementation, as well as a channel-unaware approach makes this method inefficient. Mansourkiaie et al. [14] considered EH-WSN for structural health monitoring application where initially-charged sensors are deployed on different floors of a building. They maximized the life-time of the network which is defined as the duration of time before the first node is depleted. However, the aforementioned studies cannot deal with the random nature of data generation and energy availability in multi-hop EH-WSNs. Authors in [15] studied a multi-hop energy harvesting network with linear topology, where they minimized packet dropping by designing the energy harvesting process and battery capacity. In addition to the impracticality of reshaping the EH process in most cases, the authors considered simple hop-to-hop transmission without dealing with the routing problem.
Shafieirad et al. [11] studied the routing problem in an energy harvesting network. They proposed an energy-aware opportunistic routing protocol where the relay selection criterion is the residual energy of the potential relay and its distance to the sink. Another heuristic routing scheme based on physical distance and residual energy is proposed in [16] . In addition, a cluster-based version of energy and distance aware routing protocol in EH-WSN is presented in [17] , where nodes with higher energy harvesting rate and closer to the sink are selected as cluster heads. Authors in [18] adapted adhoc on-demand distance vector (AODV) protocol to the energy harvesting scenario. To be more precise, they used ''energy count'' instead of ''hop count'' in the original AODV protocol as a metric to find the best route to the sink, where energy count is the total consumed energy minus harvested energy in a path.
Despite the mentioned works, authors in [19] considered packet dropping due to channel condition and queue occupancy of the neighbor nodes in their proposed heuristic routing algorithm called adaptive load-balancing algorithm (ALBA). Their simulation and experimental results show the capability of ALBA in providing high packet delivery ratio (thus, lower packet dropping) with high energy efficiency. ALBA seems to be the most similar work to ours since it considers similar factors in its decision-making process as ours. However, their approach to load-balancing and packet dropping minimization is based on a heuristic forwarding node selection criterion, which does not guarantee optimality or near-optimality of their approach.
There are several works that used Lyapunov drift plus penalty to stabilize data queues in an EH-WSN while optimizing a time-average utility function. Lyapunov drift plus penalty method is a mathematical tool for optimizing a time average function of certain quantities subject to the time average constraints on other quantities. For example, Huang and Neely [20] proposed a utility optimal scheduling method for multi-hop EH networks, where they considered a standard time-average utility function of data generation rates. Their work is extended by Xu et al. [21] to include multiple energy consumption due to sensing, transmission and reception, hybrid energy supply, and distributed implementation. However, both [20] and [21] perform a flow-based analysis (not packet-based) with a known channel condition, without considering the packet dropping. Also, according to their flow-based approach, they did not deal with the neighbor selection problem. Because in their graph-based model there are dedicated links between the transmitter and the neighbor nodes which these links are characterized by Shannon capacity formula. Therefore, there is no need for selecting one neighbor as the next hop. Authors in [22] proposed a routing protocol based on a stochastic subgradient method to stabilize an energy harvesting network, but similar to the above-mentioned works, they did not take into account packet dropping due to the channel effect.
By analyzing different routing protocols for EH-WSNs, authors in [23] concluded that the performance of these methods significantly degrades when taking into account the realistic wireless channel and locally available information. Also, their results suggested that algorithms that are indirectly aware of the energy harvesting (through the residual energy in the battery) can be as efficient as harvesting-aware counterparts.
In this paper, we consider an energy harvesting multi-hop sensor network with linear topology. Our objective is to minimize the sum of packet dropping probabilities in all nodes by dynamically selecting the next hop and the transmission power of the transmitter at each time slot, while we guarantee data queue stability and minimum packet generation rate by each node. We formulate the problem as a stochastic optimization problem. Then, by transforming this problem into a standard time-average optimization problem, we apply Lyapunov drift plus penalty theorem to recast this stochastic problem into an instantaneous one, which is solved slot by slot. Finally, we propose a solution to solve the obtained problem in each time slot and presented the results as an algorithm that specifies the decisions on packet transmission, next-hop selection, transmission power, and the packet generation event.
The rest of the paper is organized as follows. The system model and the problem formulation are presented in Section II and Section III, respectively. Applied transform and the solution of the instantaneous problem are discussed in Section IV. Performance evaluation and comparison using simulation are given in Section V. Finally, Section VI concludes the paper.
II. SYSTEM MODEL
We consider N EH sensors deployed in a linear topology, as shown in FIGURE 1. Example use case of this linear topology is in structural health monitoring [14] , where sensors are deployed in different floors of a building. A complete survey on networks with a linear topology and their application is presented in [24] . In the considered model, the location of the sink and the nodes are predetermined for all nodes. The network operates in a TDMA fashion, and in a time slot, at most one data packet can be transmitted by the transmitter node that is uniquely specified by the TDMA protocol. Also, in time slot t, each sensor node can generate at most one data packet with the length of u b bits. While network-wide synchronization of a multi-hop network can be challenging in TDMA mode, in our linear topology with known node position it is simplified to a round-robin protocol, where the furthest node, i.e., node N , is the first transmitting node and the other nodes can transmit one after another. The considered temporal structure is depicted in FIGURE 2.
Energy is consumed in both packet transmission as well as packet reception. Consumed energy in packet reception is fixed for all nodes and given by
where is the energy coefficient of the receiver node. Consumed energy by node n in packet transmission at time slot t is denoted by E T n (t). Note that for any nodes other than the transmitter node in time slot t, which is specified by TDMA protocol, we have E T n (t) = 0. The channel effect between node n and r is modeled as r −γ n,r H , where r n,r is the distance between node n and r, γ is the pathloss exponent, and H is the power channel coefficient. Considering Rayleigh fading for the channel amplitude coefficient, H will be a random variable that has exponential distribution with a mean of h. Packet dropping occurs, if the received signal-to-noise ratio (SNR) is below a threshold θ . Hence, the number of dropped packets in time slot t in node n, d n (t) is given by
where µ n (t) is a decision variable of node n in time slot t and shows the number of transmitted packets; if µ n (t) = 0, node n decides to defer transmission, otherwise it transmits one data packet. Similar to E T n (t), for any nodes other than the transmitter, µ n (t) = 0. Parameter σ 2 is the noise variance at the receiver. In addition, for simplicity we assume that a time slot has a unit length, so we can use energy and power interchangeably.
We define x n (t) as an indicator of packet generation event of node n at time slot t. If x n (t) = 1, node n generates new data packet in time slot t, and if x n (t) = 0, no data packet is generated. Besides, e h n (t) is a random variable with arbitrary distribution that denotes the amount of the harvested energy of node n at time slot t. By Q n (t) and E n (t), we denote the size of the data and energy queues (or, data buffer and battery level) of node n at time slot t, respectively. These two queues with the initial values of Q n (0) = 0 and E n (0) = 0 for each n, evolve in time as expressed in (3), (4), and (5) for the transmitter node (TX), the receiver node (RX), and other nodes, respectively
note that d tx (t) is the number of dropped packets in transmitter node, due to channel impairments and noise. We define the neighbor set of the transmitter node i, N i , as a subset of all nodes in the forwarding area (the area toward the sink). Ideally, due to open nature of wireless medium, N i consists of all the nodes in forwarding area. However, due to communication overhead between the transmitter node, i and the nodes in N i during the initial handshake phase of the proposed algorithm, and also due to transmission inefficiency in long distances, we limit the number of nodes in N i to a predefined value. In our simulation, according to simulation setup, we limit the neighbor set to 4 nodes only. The forwarding area is illustrated in FIGURE 1, while the important notations are summarized in TABLE 1.
III. PROBLEM FORMULATION
Our goal is to minimize the sum of packet dropping probabilities in the network. The packet dropping probability of node n, p d n , is
where X n (τ ) is the number of all incoming packets (including the generated packets by the node itself, plus the received packets) to node n. At time slot t, we have X n (t) = x n (t) for any nodes other than the receiver node and X n (t) =
for the receiver node n with the transmitter node i. Also, E [·] is used to denote the mathematical expectation operation. Assuming p d = p d 1 . . . p d N , the objective function is given by
where ζ n is a weighting factor to place a priority on the dropping probability from specific nodes. In practice, the packet dropping from different nodes might have different levels of importance. In this case, the corresponding weighting factors can be adjusted accordingly. Without loss of generality, we assume ζ n = 1 for all values of n. The optimization problem must be solved under the data queue stability constraint and the quality of monitoring (QoM) constraint, i.e., the mean packet generation rate in all nodes must be more than a predefined threshold ω. Formally, the optimization problem and the corresponding constraints are expressed as
C1: X n <µ n , ∀n ∈ {1, 2, . . . , N },
By boldface symbols for µ, E T , r, and x, we mean that they are sequences of decisions which must be made in each time slot in an infinite horizon. C1 guarantees the data queue stability by forcing the packet arrival rate (including the received packets as well as the generated packets) in each node to be less than the service rate. C2 and C3 are energy causality constraints, which impose that in time slot t each node can only use the energy that is harvested up to time slot t. Note that the energy harvesting process indirectly affects the problem by changing the available energy of nodes in each time slot. The parameter E m is the maximum transmission energy in a time slot. C4 indicates that the receiver node r must be selected from the neighbor set of the transmitter node i, N i . Note that the receiver node at each time slot is dynamically selected based on the transmitting node and the network condition such as channel and energy states. Constraint C5 expresses that the transmitter node sends at most one data packet. I A is the indicator function which is equal to 1, if A is true, and 0 otherwise. This condition also implies data causality, i.e., no packet is sent when the data queue is empty. Constraint C6 states that in each time slot t, each node generates at most one data packet, and finally, C7 guarantees the QoM constraints, i.e., the mean packet generation rate of each node must be more than ω. Note that for any parameter y, y is defined as y = lim t→∞
IV. SOLUTION OF THE OPTIMIZATION PROBLEM
The problem in (8) is a stochastic optimization problem that is defined over an infinite time horizon. Lyapunov drift plus penalty theorem [25] can transform special forms of these problems into an instantaneous problem that must be solved in each time slot using the instantaneous values of variables. However, the problem formulated in (8) is not one of these special cases, since the objective function is neither a time average nor a convex function of time averages. Therefore, we follow the same steps as in [26] to transform problem (8) into a standard time average optimization problem. Suppose that p opt n is the optimum value of the drop probability of node n which leads to the optimum objective function opt , i.e., opt = N n=1 p opt n . Then, according to [26] , we can transform the problem as follows min µ,E T ,r,x N n=1 d n − p opt n X n ,
The problem in (9) is in the standard form, as the objective function is the sum of time averages. However, since the values of p opt n are not known in advance, it is still challenging to be solved. As an approximation of p opt n , we use the time average of p d n up to the time slot t which is defined as follows
Then, we replace p opt n in (9) by its approximated value p d n (t) as
Since p d n (t) is known in each time slot, we can continue to solve the problem using Lyapunov drift plus penalty algorithm. We have two time average constraints in (11) . While C1 is related to the actual data queues in the nodes, to satisfy C7, we use the well-known virtual queue technique to link this constraint to a queue stability problem [25] . We define the virtual queue, G n (t), ∀n ∈ {1, . . . , N }, with initial value of G n (0) = 0, which evolves in time according to the following rule
Note that ω serves as the arrival rate to this virtual queue and x n (t) serves as the service rate of queue in time slot t. Hence, if the virtual queue is stable, then C7 in (11) is satisfied. We collect all the data queues and virtual queues in a single vector as (t) = [Q 1 (t) . . . Q N (t) , G 1 (t) . . . G N (t)] and define the Lyapunov function as
where · is the Euclidean norm. Although authors in [21] add an energy-related perturbation term to the Lyapunov function, we do not add any extra term into this function. The reason is that we assume a sufficiently large battery (comparing with the energy harvesting rate) in the sensors so that battery overcharge will never happen. Also, due to the load balancing property of the Lyapunov drift plus penalty algorithm, it automatically routes the packets through the nodes with a higher EH rate, because these nodes have stronger forwarding capability and hence less congestion. Then, the drift plus penalty function is defined as
where V is a (positive) design parameter. In Lyapunov drift plus penalty algorithm, the optimization problem is solved by minimizing the upper bound of V (t). Intuitively, this minimization pushes the data queues toward their stable regions and the objective function toward lower values, as much as possible. The tradeoff between queue stability and the value of the objective function is controlled by the design parameter V . In the following, first, we derive an upper bound on (14) , and then propose an algorithm to minimize this upper bound. Theorem 1: The drift-plus-penalty function,
where C = 2N +3 2 , and f is defined as
where i and r are the transmitter and receiver node indexes, respectively. Proof: Plugging (13) into (14) , and using the fact that max(z, 0) 2 ≤ z 2 , result in the following upper bound for V (t)
note that for any nodes other than the transmitter node, d n (t) = 0. Since x n (t) , µ i (t) , and d i (t) can only take values from set {0, 1}, and our goal is to upper-bound the right hand side (RHS) of (17), by appropriate choice of these variables we obtain
The second line of (18) is obtained considering the fact that 0 ≤ ω ≤ 1, i.e., maximum packet generation rate is limited to one packet per slot. Defining C = 2N +3 2 yields (15) . Remark: According to Theorem 4.8 in [25] , minimizing the RHS of (15) leads to a value for the objective function that is within O 1 V vicinity of the optimum value, while the time-average of the expected value of the sum of data queues is bounded by O (V ).
By examining the properties of the RHS of (15), we can minimize it, which in turn, minimizes the objective function.
This minimization consists of two decoupled parts, as follows:
1) Packet generation rates optimization: Optimum values of x n (t) for n ∈ {1, 2, . . . , N } are obtained as follows min x n (t)
Therefore, the optimum value of x n (t), i.e., x * n (t), is given by
2) Joint receiver selection, service rate, and transmission energy optimization: For any given transmitter node i, which is specified by the TDMA protocol, we should select the receiver r, the service rate, µ i (t), and the transmission energy, E T i (t), such that the RHS of (15) is minimized. Since the RHS of (15) depends on the choice of the receiver node, we minimize it for each possible receiver node in N i and then choose the node which results in the least value for RHS of (15) as the receiver node. We show any possible receiver node in N i by r and the optimum receiver by r * . Then, for each r we solve the following problem
where µ r i (t) and E T r i (t) are the decision variable and transmission power of the transmitter node i, respectively, if r is selected as the corresponding receiver node. We added r in the subscript of f to emphasize that we assumed node r as the receiver node in (16) . By applying the expectation operation on the only stochastic part of f , i.e., d i (t), we can write (21) as follows 
According to the Z part of (25), there are four possible cases for this problem, which are illustrated in FIGURE 3, and described as follows 1) Case 1 (a, b > 0): In this case, Z is a positive increasing function of E T r i (t), and the optimum values of µ r i (t) and E T r i (t), denoted by µ r * i (t) and E T r * 2) Case 2 (a, b < 0): In this case, Z is a negative decreasing function of E T r i (t), and the objective function is minimized when
3) Case 3 (a > 0, b < 0): In this case, Z starts from a positive value, and monotonically decreases down to a limiting positive or negative value. The solution is
In this case, Z starts from a negative value, and monotonically increases up to a limiting positive or negative value. The solution is µ r * i (t) = 1, E T r * i (t) = 0. In fact, the solution in the fourth case is to simply drop the packet, without trying to transmit it. Joint receiver selection, service rate, and transmission energy optimization algorithm, as shown in Algorithm 1, described as follows: the transmitter node i, which is determined based on the TDMA protocol as indicated in line 3 of the algorithm, calculates µ r * i (t) and E T r * i (t) for each r in N i using the solution of (25) . Then, it evaluates the RHS of (16) for each r and saves the result in a temporary variable, S (r). A receiver, which leads to the least value of RHS is chosen as the optimum receiver r * and the corresponding VOLUME 8, 2020
Algorithm 1 Solution of (11) 1: Time slot index = t; 2: Each node in the network individually calculates x * n (t) using (20); 3: Determine the transmitter node i using i = N − mod (t − 1, N ); 4: Each node r ∈ N i sends its queue state vector ( (t)) to node i; 5: for ∀r ∈ N i do 6: Calculate µ r * i (t) and E T r * i (t) using the solution of (25); 7: Calculate RHS of (15) using the current values of r, µ r * i (t), and E T r * i (t) and store the result in S (r); 8: end for 9: r * = min r S (r); µ * i (t) = µ r * *
values of µ r * i (t) and E T r * i (t) are selected as the solution. This is a distributed algorithm and only needs information exchange between the transmitter and its neighbors. In addition, the computational complexity of the algorithm is in the order of O (|N i |), since each transmitter node i needs to solve (21) for all its neighbors, where |N i | denotes the cardinality of N i .
V. SIMULATION RESULTS AND DISCUSSIONS
To evaluate the proposed algorithm, we have simulated it in the Matlab environment. The network topology is similar to FIGURE 1 and the parameters are given in TABLE 1. FIGURE 4 illustrates the variations in the objective function with respect to V for different EH rates. V determines the tradeoff between the stable size of the queues and the value of the objective function. In other words, for larger values of V the stable queue sizes, and hence the average queuing delay will be increased, while we achieve a better packet dropping probability. We have presented sample sum-queue path for V = 50 and V = 500 in FIGURE 5. By comparing FIGURE 5a and FIGURE 5b we can see that the sum of queue sizes increases at least by a factor of three when we increase V from 50 to 500. On the other hand, we see a small improvement in the objective function (FIGURE 4) with increasing V beyond 100, especially for higher harvesting rates. Therefore, in practical implementation, according to the buffer limit and delay constraint, which can be related to the stable size of the queues using Little's law, the proper value for this design parameter must be selected.
The variations of the objective function with respect to the energy harvesting rate for different QoM requirements are depicted in FIGURE 6. It is worth mentioning that for any QoM constraint inside the stability region of the network, we can achieve the same objective function, given the energy harvesting rate is high enough. This is because, by increasing the energy harvesting rate the objective function for different QoM constraints converges to a limiting value, which is purely dictated by the channel condition and the maximum transmission power. Of course, for higher values of ω, the network is stabilized in a larger queue size. In addition, this figure helps the network designer to select a proper power source for the network according to the tolerable sum dropping probability, measured energy harvesting rate, and QoM constraint. For example, if the QoM constraint is to generate two packets every 100 time slot (ω = 0.02), and the tolerable sum packet dropping probability is 0.25, for energy harvesting rate higher than 15 µJ per slot, EH source can reliably deliver the required performance. Hence, there is no need to use replaceable batteries (with high maintenance cost) in the nodes or to connect the network to the power grid.
For comparison, we used ALBA that is proposed in [19] . ALBA considers similar factors to our method, such as load balancing (and hence queue stability), channel effects (packet dropping), and nodes' location as an input to their algorithm. To perform a fair comparison between the two methods, we modified ALBA to be more consistent with our system model as follow
Modified-ALBA (M-ALBA): The transmitter node i first determines a subset of nodes in N i for which it can transmit a packet with dropping probability less than a threshold, T drop , with transmission energy less than the currently available energy and maximum allowed transmission energy. If this subset is nonempty, then it sends one packet to the node with lower queue occupancy; otherwise, it keeps silent. In the case of two nodes having the same queue occupancy, the node closer to the sink is selected. Nodes without enough energy to receive a packet are excluded from N i . Similar to our method, M-ALBA needs information about neighbors' queue and energy levels. Also, since ALBA does not have any mechanism to guarantee QoM, in this method we randomly generate packets with the minimum required rate, i.e., ω.
To compare the performance of M-ALBA with our method, for any given set of parameters we increase T drop until the network enters the stability region. Then, we compare the obtained sum dropping probability with our method. Because, in this condition, both methods satisfy the queue stability and QoM constraints, and comparing the objective functions is reasonable. The stability region of a network is defined as the set of parameters (including T drop ) that leads to the mean-rate stability of all data queues in the network. In addition, a queue is mean-rate stable if its traffic intensity, ρ, which is the ratio of the mean packet arrival rate to the mean service rate, is less than one. FIGURE 7 shows the sum packet dropping probability in M-ALBA with respect to T drop . In this figure, the solid line denotes the value of the objective function for a stable network, while the dashed line is for the unstable network. Note that in the lower harvesting rate, lack of energy leads to a lower number of packet transmission, which in turn yields lower packet dropping probability at the cost of network instability. By moving toward the larger values of T drop on each curve, we have a looser threshold on packet dropping and hence allow more packet dropping events until we reach a point that the network enters the stability region. These points for µ h = 5, µ h = 10, and µ h = 15 are shown by ''A'', ''B'', and ''C'', respectively on the figure. So, any point on the right hand side of these points corresponds to a stable region. The minimum value of the objective function in the stable region for µ h = 5, µ h = 10, and µ h = 15 are 0.63, 0.36, and 0.23. Comparing these values with the obtained ones from the proposed method in FIGURE 4, which are 0.38, 0.13, and 0.08, respectively, we see improvement of 40, 63, and 65 percent, respectively, in the obtained objective function.
Higher sum dropping probability in M-ALBA comparing with our method, despite using similar elements in its decision-making process (e.g., queue and channel status) is attributed to the heuristic nature of this algorithm. In addition, according to (25) the packet dropping probability up to the current time slot also affects the decision-making process in our proposed method. According to the value of this parameter and current queue and energy level, a node may have more or less freedom in selecting transmission energy and the receiver, comparing with M-ALBA in a similar situation. This adaptive change according to the obtained packet dropping probability up to the current slot contributes to the overall performance improvement of the network. Different neighbor selection strategies of the proposed method and M-ALBA is depicted in FIGURE 8. Also, from this figure, we see that the hard threshold on packet transmission (T drop ) which is defined in M-ALBA prevents this method to fully exploit all its neighbors, while the proposed method has a wider range of neighbor selections.
VI. CONCLUSION
In this paper, we considered an energy harvesting wireless sensor network operating in TDMA fashion with linear physical topology. We minimized the sum of packet dropping probabilities in all nodes, subject to the energy causality, data queue stability, and minimum packet generation rate constraints. By transforming the problem into a time-average optimization problem, we applied Lyapunov drift plus penalty theorem to solve the problem. By selecting proper actions, i.e., transmitting with an optimized power level, holding, or dropping a packet, the proposed method asymptotically achieves the optimum objective function. The tradeoff between the value of the objective function and the stable queue size, which in turn determines the average delay in packet delivery, can be controlled by the parameter V , which is selected according to the preference of the network operator. Our results show that for any given QoM constraint inside the stability region of the network, we can achieve almost the same value for the objective function at the cost of higher queue size if the energy harvesting rate is high enough.
Our proposed method can be deployed in delay-tolerant networks.
Two directions seem interesting to follow. The first one is to consider a non-linear network with random access protocol other than TDMA and extend the results to such a generalized case. The second direction is to consider recently proposed green wireless powered networks [27] , [28] , where nodes not only can harvest energy from ambient sources but also can share the harvested energy using wireless energy transmission. Thus, by incorporating the wireless energy transmission capability in energy harvesting nodes, a new approach to design joint data and energy routing protocol is required.
