Abstract. The effects of random forces on the emergence of singularities in the Navier-Stokes equations are investigated. In spite of the presence of white noise, the paths of a martingale suitable weak solution have a set of singular points of one-dimensional Hausdorff measure zero. Furthermore statistically stationary solutions with finite mean dissipation rate are analysed. For these stationary solutions it is proved that at any time t the set of singular points is empty. The same result holds true for every martingale solution starting from µ 0 -a.e. initial condition u 0 , where µ 0 is the law at time zero of a stationary solution. Finally, the previous result is non-trivial when the noise is sufficiently non-degenerate, since for any stationary solution, the measure µ 0 is supported on the whole space H of initial conditions.
Introduction
The possible emergence of singularities is one of the main open questions on the three-dimensional Navier-Stokes equations.
This problem is fundamental from the viewpoint of mathematical physics, but it is also related to the understanding of the evolution of 3D structures like thin vortex filaments, the intensity of the vortex stretching, and the transfer rate of energy from larger to smaller scales. So it is relevant for the physical understanding of turbulence in fluids.
One of the most notable characteristics of the turbulence is the absence of a typical scale of length. This is the basis from which Kolmogorov [13] started his celebrated analysis of homogeneous turbulence. Kolmogorov made an analysis of the energy spectra and of their analytic structure. A self-similar picture of these quantities arises, where the energy is transferred from large scales to smaller scales. This phenomenon reproduces itself from scale to scale, giving life to the so-called cascade of energy. But the Kolmogorov analysis does not consider the geometry of turbulence, which can be suggested by this picture.
In his pioneering paper [15] on the Navier-Stokes equations, J. Leray first noticed that a break in regularity can be produced by the following self-similar solutions:
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where V solves a suitable second-order elliptic system. These solutions are invariant for the scaling (1.1) λ → λv(λ 2 t, λx),
In general it should not be expected, as it is suggested in Leray, that a solution having a singularity is self-similar (as a matter of facts, Necas and others [18] proved that no such solution exists). What is possible is that, where a singularity arises, the local profile of the energy or of some related quantities are designed by the Leray's scaling.
Mandelbrot, in [16] and [17] , proposed a fractal homogeneous turbulence. This means that Kolmogorov's description applies only where the energy concentrates. Then the local self-similarity of the singularities forces the set where the energy accumulates to be a fractal set. Mandelbrot suggests that this claim can be considered as the geometrical counterpart of the self-similarity of the energy spectra of Kolmogorov theory.
Inspired by these considerations of Mandelbrot, Scheffer gave an upper bound for the fractal dimension of the set of singularities (see [21] - [24] ). But it is the paper by Caffarelli, Kohn and Nirenberg that shed the most light on this topic. In their work they combine the considerations on self-similarity and on the Leray scaling (1.1) with the control of energy transfer to give the best known result (and probably the best possible with their approach). In view of the scaling invariance, their estimates are given in terms of dimensionless quantities, such as the local rate of dissipation δ(r) = 1 r These are dimensionless quantities in the sense that they are invariant under Leray's scaling transformation (1.1). Moreover these quantities are local, in order to have a localised control of the energy transfer through the scales. It is not clear if the set of singularities is empty or not. When the viscosity is zero, some numerical investigations (see for instance Bell and Marcus [1] , Chorin [3] , Grauer and Sideris [11] , Kerr [12] , and others) support the belief that the set of singularities is not empty, but in the viscous case the answer is even less clear. From the mathematical point of view, the counterexamples presented by Scheffer in [25] - [27] show at least that the approach of the balance of energy is not sufficient to prove that no singularities arise.
The original motivation of the research presented in this paper has been to investigate the effects of random forces on the emergence of singularities.
Different interpretations can be given to these terms. A random force can represent all those phenomena that are usually neglected where the system is stable. A random solution of the Navier-Stokes equations can take into account that flows with large Reynolds number are chaotic and sensitive to microscopic perturbations. Sources of perturbations can be the roughness of the boundary, or the effects of the environment external to the system, that is, acoustic waves, etc.
A priori it could be guessed that white noise body forces introduce further irregularity and help the creation of singularities. On the contrary, it could be believed that noise breaks the formation and development of those coherent structures (like thin vortex tubes) that eventually could be responsible for the emergence of singularities. Another reason for interest in this approach is that eventually the external noise can be something different from the intrinsic fluctuations of the deterministic turbulent fluids, but the understanding of the effect of noise could give a hint in the latter case too.
The problem of singularities will not be studied for an individual solution, but for a stochastic process solution of the Navier-Stokes equations. Until now it has not been possible to understand this problem completely. However, some partial results can be proved. In fact the one-dimensional Hausdorff measure in space and time of the set of singularities is still zero, in spite of the presence of white noise or of deterministic distributional-in-time forcing terms.
Something more can be said. Having in mind the research of Lanford [14] , Siegmund-Schultze [30] , and other authors who prove existence of solutions to difficult dynamical problems for a.e. initial condition with respect to some timeinvariant or space-homogeneous measure, the study is focused on the singularities of the stationary suitable weak solutions. The stationarity has to be understood in a probabilistic sense; thus these solutions may describe a fluid in a turbulent regime. It is proved that at every time the set of singularities is empty with probability one. The result derives from the control of the mean dissipation rate
(which has the physical dimensions of the rate of energy dissipation of the Kolmogorov theory). In other words, at every time it is not possible to see the singularities: only a negligible set of paths may have singularities at a fixed time.
In a sense, this fact means that singularities do not arise in the stationary regime, confirming some claims, made on physical grounds, that the rate of vortex stretching and the very strong vorticity intensification (and possibly blow-up) typical of 3D fluids in the transient regime (when energy is transferred to small scales to form the inertial range), may decrease in the long time regime (see for instance Chorin [4] ).
The paper is organised as follows. In the second section we give the definition of suitable weak solution, both deterministic and martingale, as well as the definition of stationary solution. A formal derivation of the local energy inequality is also presented. The third section is devoted to the presentation of the main results of the paper.
The partial regularity result is proved in the fourth and fifth sections. First it is shown that the local rate of dissipation controls the flow of energy. Then it is proved that the control of the flow of energy gives the local regularity.
The sixth section contains the proof of the claims on stationary solutions. Finally, in the appendix all the auxiliary results concerning the Stokes system are proved.
1.1. Some notations. In this section we set some notations that will be used throughout the paper. Define the space
where n is the outer normal to ∂D (see for example Temam [33] ), and the space
The L 2 -norm of elements of H will be denoted by | · | and the H 1 -norm of elements of V will be denoted by · . If the space H is identified with its dual and the space H is identified with a subspace of V , then
The operator A is positive self-adjoint with compact resolvent (see for example Temam [35] ). The eigenvalues of A are denoted by 0 < λ 1 ≤ λ 2 ≤ . . ., and e 1 , e 2 , . . . is a corresponding complete orthonormal system of eigenvectors.
Moreover, if the dual space of D(A) is denoted by D(A −1 ), then identifications as above give the dense continuous inclusions
The fractional powers A α of A, α ≥ 0, are simply defined by
with domain
The space D(A α ) is an Hilbert space with the inner product
Notice that
Suitable weak solutions
Consider a viscous incompressible homogeneous Newtonian fluid in the bounded open domain D ⊂ R 3 (with regular boundary), described by the Navier-Stokes equations
where u is the velocity field, P is the pressure field and ν is the kinematic viscosity. For the sake of simplicity it will be assumed ν = 1, since its value is not relevant in the present setting. The term ∂ t g represents a rapidly fluctuating force, and the function g will be either a deterministic function, not differentiable in time, with a suitable regularity, or a Brownian motion (B t ) t≥0 in a certain Hilbert space, so thatḂ t will be a white noise in such space.
2.1. Formal derivation of the local energy inequality. Prior to giving the rigorous definition of suitable weak solutions, we argue formally, without precise assumptions on the data and the properties of the solutions, with the aim of devising the correct energy inequality. The local energy inequality should involve a term like ∂ t g · uϕ, where ϕ is a test function. Since we do not assume any differentiability in time of g (so that also u is not expected to be differentiable in time), the meaning of this term is not clear. To overcome this difficulty we introduce new variables
where the pair (z, Q) solves the following Stokes equation:
The new pair (v, π) solves the modified Navier-Stokes equations
where the white noise term has disappeared. While P satisfies (2.5)
the auxiliary variable π satisfies
The pair (v, π) will be asked to satisfy a pathwise local energy inequality. This inequality can be obtained formally in the following way. If ϕ ≥ 0 is a smooth function with compact support in (
Hence integration by parts gives 
This formal computation motivates the definitions of the following sections.
2.2.
Regularity for the Stokes system. As we have seen in the previous section, a weak solution u is split as the sum of a nonlinear term v plus a linear part z which contains the body forces. In order to state the definitions of suitable weak solutions and the main results, we have to point out the assumptions on f and g that imply the regularity of z needed in those statements. The proof of the claims of this section can be found in Appendix A. We consider equation (2.3) as a deterministic equation. When g is a Brownian motion (B t ) t≥0 , its typical trajectory B t (ω) fulfils certain regularity properties and, for such values of ω, we consider equation (2.3) as a deterministic equation driven by f + ∂ t B t (ω). So, for our purposes, it is sufficient to consider the deterministic case. See the additional remarks below on the stochastic case. 
for some q > 6, and
Lemma 2.2. In addition to the assumptions of Lemma 2. some β > 0. It can be proved that it has a modification, still denoted by (B t ) t≥0 , such that with probability one
Therefore, for P-a.e. ω ∈ Ω the trajectory B · (ω) satisfies the assumptions of Lemma 2.1. So, given such ω ∈ Ω, the conclusions of the lemma hold for the corresponding trajectory of the stochastic process solution of the equation
In the same way, if (B t ) t≥0 is a Brownian motion with values in D(A 1 4 +β ) for some β > 0, then for P-a.e. ω ∈ Ω the trajectory B · (ω) satisfies the assumptions of Lemma 2.2, and therefore for such ω ∈ Ω, the conclusions of the lemma hold.
Remark 2.4. Instead of using a Brownian motion B with values in certain Hilbert spaces, we may adopt the following formalism. Consider the stochastic equation
where W is a cylindrical Wiener process in H and O is a non-negative self-adjoint operator in H. For definitions and basic results, see [5] . We may now formulate assumptions on O and prove similar results. In particular, under the assumption
we obtain P-a.s. the result of Lemma 2.1, while under the assumption
we obtain P-a.s. the result of Lemma 2.2.
2.3. The deterministic suitable weak solution. Let T ≤ ∞ and let f and g be two distributions on (0, T ) × D, taking values in R 3 . It would be possible to unify f + ∂ t g in a single distribution, but it is preferable to keep them separated in view of future assumptions. Under the assumptions of Lemma 2.1, we know that there exist
which solve the system (2.3) in the sense of distributions on (0, T ) × D.
Definition 2.5. Given f , g as in Lemma 2.1, let (z, Q) be the solution of the Stokes problem. A suitable weak solution (u, P ) to the Navier-Stokes equations (2.1) is a pair
) and
such that the new variables v = u − z and π = P − Q satisfy the modified NavierStokes equations (2.4) in the sense of distributions over (0, T ) × D and moreover satisfy the local energy inequality
All the terms in the local energy inequality are well defined, since π ∈ L 5/3 and by the Sobolev inequality v and z are in L p for each p ∈ [2, 10/3).
Remark 2.6. We have chosen the solution z of the Stokes equation with initial condition z(0) = 0. The definition of suitable weak solution we have just given seems to depend on this choice. This is not true: the definition is independent of the splitting, see Section 2 of [19] 2.4. The martingale suitable weak solution. The martingale suitable weak solutions for the Navier-Stokes system are solutions of a stochastic differential equation driven by an additive noise which are almost surely suitable weak solutions in the sense of Definition 2.5. The term g will be a Brownian motion (B t ) t≥0 , subject to the assumptions given in Remark 2.3 above, in such a way that the regularity of z and Q are assured.
Definition 2.7.
A martingale suitable weak solution is a process (u, P ) defined on a stochastic basis (Ω, F, (F) t≥0 , P, (B t ) t≥0 ), where B is a Brownian motion adapted to the filtration with values in D(A β ), such that
is a measurable mapping and such that there exists a set Ω 0 ⊂ Ω of full probability such that (u(·, ω), P (·, ω)) is a suitable weak solution in the sense of Definition 2.5 with respect to the forcing term ∂ t B t (ω), for all ω ∈ Ω 0 .
Let us explain the meaning of the last part of the definition. Since B is a Brownian motion in D(A β ), by Remark 2.3 it has a.s. trajectories in
. Then in the definition above we require that there exists a full measure set Ω 0 ⊂ Ω such that for every given ω ∈ Ω 0 the following statement is true: we have
2 ) and, denoting by (z(ω), Q(ω)) the solution of the deterministic Stokes system driven by B(ω), the pair (u(ω), P (ω)) satisfies all the conditions of Definition 2.5 with respect to these functions.
It is worth noticing that such solutions exist. A proof of this claim is given in [19] . Note that a similar definition can be given also in the framework of Remark 2.4, where a cylindrical Wiener process W t is considered.
Remark 2.8. The concept of martingale solution is equivalent to the concept of statistical solution, as given by Foias, Temam, and others. In order to understand this claim, we introduce the precise setting.
Let C 0 ([0, +∞), H) be the set of all continuous functions which take value 0 in t = 0 and let S be the subset of L suitable weak solutions in (0, ∞) × D, that is, the set of all pairs (u, B), where
) for some β > ε > 0 and u is a suitable weak solution (in the sense of Definition 2.5), in each time interval [0, T ], of the Navier-Stokes equation forced by ∂ t B. In this setting the pressure P is treated as an auxiliary scalar field.
A metric is defined on S in the following way. If (u 1 , B 1 ) and (u 2 , B 2 ) are in S,
Let C b (S) be the space of all bounded real continuous functions on S with the uniform topology, let B be the Borel σ-algebra of (S, d), and let M 1 (S) be the set of all probability measures on (S, B).
A statistical suitable weak solution of Navier-Stokes equations (2.1) is simply a probability measure µ ∈ M 1 (S). The classical case where (B t ) t≥0 is a Brownian motion is recovered simply by assuming that the marginal law of µ on the second component of S is the law of the Brownian motion itself. It is not difficult to reinterpret this concept by means of stochastic processes u, B satisfying the NavierStokes equations P-a.s. (as well as the regularity conditions and the local energy inequality). To this purpose it is sufficient to consider the canonical processes defined on S, under the law µ. Vice versa, if we have a martingale solution u, the joint law of u and the Brownian motion B is a statistical suitable weak solution µ ∈ M 1 (S) in the sense of the definition above.
The stationary solution.
A stationary solution is a statistical solution, in the sense given above, which is invariant under the time-shift. In order to have an autonomous equation in the deterministic part, the mean forcing term f ∈ H will be assumed independent of time. The time-shift will act on the increments of the Brownian motion in order to preserve the stationarity of its increments.
Let τ t : S → S (t ≥ 0) be the time shift on S, defined as
will be denoted again by τ t , and τ t µ will be the image measure of any µ ∈ M 1 (S) under τ t , in the sense that
Definition 2.9. A probability measure µ ∈ M 1 (S) is time-stationary if τ t µ = µ for all t ≥ 0. We say that µ has finite mean dissipation rate if
A proof of the existence of a stationary solution is given in [19] , when the marginal measure of µ in the second component is the law of a Brownian motion. But we believe that this result may be proved also in the case when the marginal measure is the law of some other process with stationary increments, such as fractional Brownian motions, etc.
Main results
Let us state the precise results. The main interest is in regular points for solutions of equation (2.1). A point (t, x) is regular for a solution u if there exists a neighbourhood of (t, x) where u is essentially bounded. The other points will be called singular. The set of singular points of u will be denoted by S(u).
The choice to consider such a definition for regular space-time points relies on a paper by Serrin (see [28] and also [29] ) which proved that if a weak solution of the Navier-Stokes equations has locally a further summability (in particular, if it is bounded), then the solution is locally smooth in the space variable. That is, the only way a singularity of a solution can arise is by means of a blow-up of the velocity field; it cannot happen that some derivative of u can be singular without a singularity of u.
In [20] a Serrin type result is proved for the pair (v, π), a solution of equation (2.4). If the solution v has a higher summability, then it is C ∞ in the space variable (given regular data). Hence the definition of singular points makes sense in this case too.
Using the splitting u = v + z, the data f and g do not explicitly appear in the equation for (v, π). It is then clear that, in several parts of the paper, the following strategy will be adopted: on one side some results on the singularities of v will be established under certain regularity conditions on (z, Q); on the other side the results of Section 2.2 identify assumptions on f and g that give such conditions on (z, Q).
Although this splitting approach is motivated by the presence of the distribution ∂ t g, it gives at least one new result also in the case g ≡ 0. Indeed, in Caffarelli, Kohn and Nirenberg [2] the partial regularity result has been proved when f ∈ L p for some p > 5 2 . The procedure used here does not allow us to improve this result without changing the definition of regular point, but at least it leads to the following related result: Proposition 3.1. Let (u, P ) be a suitable weak solution to system (2.1), in the sense of Definition 2.5 above. If
The first main result is
for some p > for some β > ε > 0. Let (u, P ) be a suitable weak solution of the Navier-Stokes system (2.1). Then H 1 (S) = 0.
Remark 3.3. This particular statement has been chosen since its technical conditions are reasonably easy to read, but several variants of it could have been chosen. For instance, the above result is restricted to a bounded domain D, in order to use some facts already proved in the literature, but other domains and boundary conditions can certainly be treated. The conditions on the function g are not optimal. We chose the (1/2 − ε)-Hölder continuity in view of the results in the case of white noise forces, but a different balance of time and space regularity could be used in order to have the necessary properties of z.
As a simple corollary of Theorem 3.2 it is possible to show the following result.
for some p > 5 2 and let (u, P ) be a martingale suitable weak solution of the NavierStokes system (2.1). Suppose furthermore that the Brownian motion B t has trajectories in the Hilbert space D(A 1 4 +δ ) for some δ > 0. Then for P-a.e. ω ∈ Ω,
The main result in the framework of the statistical solutions is the following. Let µ be a stationary solution. We assume that the marginal of µ in the second component is concentrated on the space C In other words, if S t (u) denotes the set of all x ∈ D such that (t, x) is a singular point for the function u, then for all given t ≥ 0, the set S t (u) is empty for µ-almost all trajectories u.
From this theorem, a regularity result for almost any initial condition can be deduced. First we define a measure on the space H of initial conditions given by a stationary solution µ. Since weak solutions are continuous from [0, +∞) to H with the weak topology, the map p 0 : (u, B) ∈ S → u(0) ∈ H is well defined and measurable. Hence it is possible to consider the image measure of µ with respect to p 0 . Denote by µ 0 such a measure on H. Corollary 3.6. For each t ∈ (0, +∞), for µ 0 -almost every initial condition u 0 , there is a martingale suitable weak solution u(·, u 0 ), starting at u 0 , such that
The measure P in the last statement depends on the martingale solution u(·, u 0 ). An explicit form of P will be given in the proof of the corollary.
The two results given above on stationary solutions are true even if B ≡ 0 (see [9] ). They are entirely due to the stationarity of the process u, and not to the presence of noise. Thus they have an intrinsic interest but do not answer the question of the effect of noise perturbations on the emergence of singularities.
Consider the case B = 0. In principle it may happen that the only stationary solution is a Dirac measure δ u * , where u * is a deterministic stationary solution. Then Theorem 3.5 and Corollary 3.6 are trivial, since regularity of deterministic stationary solutions is well known.
An effect of the noise perturbation is to avoid a situation like this.
Theorem 3.7. Assume that the Brownian motion B is non-degenerate, in the sense of Section 6.1 below. Then the support of µ 0 is the whole space H.
Remark 3.8. An analogue of Theorem 3.5 seems to hold in the case of space stationary (or space homogeneous, in the language of turbulence theory) solutions. Precisely, a slightly informal proof shows that a space-stationary solution (not necessarily stationary in time) has the property that for all given x ∈ R 3 , the set S x (u) is empty for P-a.e. ω ∈ Ω, where S x (u) denotes the set of all t ≥ 0 such that (t, x) is a singular point for the function u(ω).
Dimensionless estimates
In this section and in the next it will be assumed, without loss of generality, that 0 ∈ D, and we shall work on the time interval (−1, 1). The reason is that restricting the local arguments around t = 0 and x = 0 will simplify the notations. The ball of radius r centred at the origin will be denoted by B r ⊂ R 3 . In this section we assume that
for some p > 2 and β > ε > 0, in such a way that the solution (z, Q) of the Stokes system enjoys, among others, the following properties:
) for a sufficiently large p instead of p = ∞, but this generality has no influence on the final theorem, since stronger conditions on z, and so on f and g, will be imposed in the next section.
In this section and in the next one, we will often use the following local version of Sobolev inequalities. If u ∈ H 1 (R 3 ), then 
dt,
where |v| 2 r is the average of v on the ball B r and Q * r is the space-time cylinder − We will omit v and π in the notations A * (v, r), K * (π, r), . . . when they are the solutions to equation (2.4) (thus, in such a case, we will simply write A * (r), K * (r), J * (r), for instance). The main result of this section is Theorem 4.2. Assume (4.1) and let (z, Q) be the solution of the Stokes system. Let (u, P ) be a suitable weak solution of the Navier-Stokes equations. Then, given ε 1 > 0, there exists ε 2 > 0 (depending on the norm of z in L ∞ (−1, 1; L 4 (B 1 )) but not on u and P ) such that
where (v, π) is the solution of the modified equation, as obtained in (2.2).
The proof is based on a sequence of preliminary estimates. The following one is proved by using the local energy inequality. The analysis of singularities (or blow-up) of solutions corresponds to the analysis of the concentration and transfer of energy to small scales. The energy inequality, properly localised by means of suitable test functions, allows us to control the energy in a ball B r 2 by other quantities (many of them having a physical meaning, see Gallavotti [10] ) on the larger ball B r . Roughly speaking, these quantities are further estimated by the energy in a larger ball B ρ . The final result will be that, if some of these quantities are sufficiently small in some ball, then all the quantities are controlled in smaller balls, ultimately preventing the blow-up. Lemma 4.3. Let (v, π) be as in the previous theorem and let r be given. Then (up to an absolute constant C that is omitted for simplicity of notation)
Proof. Let r < ρ be given. A general estimate between the balls B r and B ρ is proved, and at the end it is applied to the balls B r 2 and B r . Consider the function ϕ having the following properties (in this proof, C will denote a generic positive constant independent of v, π, z, f and r, ρ):
and use it as a test function in the local energy inequality (2.8). In this way the following Caccioppoli type estimate is obtained:
The term |v| 2 (v · ∇) ϕ requires special care; otherwise it produces a term of third order in v which does not allow us to close the inequality . Using the incompressibility condition, it follows that (here the geometric structure of the nonlinear term of the Navier-Stokes equation plays an essential role, the same computations cannot be repeated for a generic quadratic nonlinearity)
Therefore the previous inequality implies that
This yields the inequality of the lemma.
In the sequel, C z will be a generic positive constant depending only on the norm of z in
Moreover, the following inequalities, mostly proved in Caffarelli, Kohn and Nirenberg [2] , hold.
Lemma 4.4. For any divergence-free vector field v and for all r (v is omitted)
Proof. . This implies the third inequality.
The following corollary gives a simplified version of Lemma 4.3.
Corollary 4.5. Let (v, π) be as in Theorem 4.2 and let r > 0 be given. Then, for a suitable α > 0 and for all r ≤ 1 such that also δ * (r) ≤ 1 (C is an absolute constant),
Proof. The use of the various inequalities proved above in the previous lemma gives
A * (r) + CJ * (r). Inspection of the various terms reveals that it is sufficient to apply Young inequality several times (always in order to raise the terms A * (r) β to the power one) to prove the statement of the lemma. The power α will be the smaller of the powers of r, δ * (r), which dominates the other powers since it is assumed that r ≤ 1 and δ * (r) ≤ 1.
If the two terms G * (r) 2 3 and J * (r) are neglected in the previous inequality, this can be used, under the assumptions of the theorem, to prove the smallness of A * (r). In order to treat the remaining two terms, the following basic estimates proved in Caffarelli, Kohn and Nirenberg [2] are needed. Since the relation between the pressure π and v is not the same as in [2] , the estimates for J * (ρ) and K * (ρ) are slightly different. Thus we repeat their statement for the reader's convenience. , and for all 2r ≤ ρ,
Finally, the proof of Theorem 4.2 follows.
Proof. From the inequalities of the two lemmas it is clearly sufficient to prove the result for A * (r). However, A * (r) cannot be controlled explicitly in terms of quantities which are small by assumption, since K * (r) is also recursively estimated by itself. Therefore it is necessary to control A * (r) and K * (r) simultaneously. If we choose ε 2 ≤ 1 and r sufficiently small, the assumptions of the corollary are satisfied. Such a choice of ε 2 and r (or ρ) is tacitly assumed.
From the previous lemma and corollary, if 2r ≤ ρ,
If the ratio it follows that
(having applied again the Young inequality, with a new choice of α if necessary), and
Now ε 2 and ρ 0 are chosen in such a way that for all ρ ≤ ρ 0 ,
Therefore,
Now, let L be the maximum between A * (ρ 0 ) and (K * (ρ 0 )) 8 5 , and γ the number such that r 2 = γρ, when r and ρ are related by the ratio chosen above. Then
, and
Iteratively this procedure yields the result of the theorem.
Local regularity
In this section, following Caffarelli, Kohn and Nirenberg [2] , we will prove that the point (0, 0) is regular if lim sup r→0 δ * (r) is sufficiently small. From this result we shall deduce (as in [2] ) that the set of singular points has 1-dimensional Hausdorff measure equal to zero, since the same property holds true for the set of points where lim sup r→0 δ * (r) is not small.
We assume that (4.1) holds, in such a way that the solution z of the Stokes problem satisfies the condition , and, if 4r ≤ ρ,
Proof. Lemma 3.1 and Lemma 3.2 of Caffarelli, Kohn and Nirenberg [2] are used with minor changes (the contribution given by the term |v| has to be treated separately from that of |v + z|), and the desired property is obtained by passing from dimensionless quantities to the new quantities a, g, k, l and d.
The first result proceeds as follows. Condition (5.3) is not required in Caffarelli, Kohn and Nirenberg [2] . On the other hand, this assumption is not restrictive in view of the final result.
Proposition 5.2. There exist three constants ε 1 , ε 2 , ε 3 > 0 such that, if (v, π) satisfies
In the rest of this proof, if not explicitly specified, balls and cylinders are centred at the point (a, s). For every n, set r n = 2 −n . Apply the local energy inequality with
where χ is a smooth function with compact support in Q 1
Since ϕ n ≥ 0,
the local energy inequality, applied to the function ϕ n , gives
We estimate all the terms in the second hand side as follows:
Now the terms with the gradient part are estimated:
and
so at last
The pressure term can be estimated as in Caffarelli, Kohn and Nirenberg [2] . In fact,
where π k is the average of π on B r k .
In conclusion,
r k l(r k ).
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The proof proceeds by induction to show that
If n = 2, then (by the local energy inequality with a smooth function equal to 1 in Q r2 and with compact support in Q r1 )
if ε 1 , ε 2 and ε 3 are small enough. Now, suppose the property holds true for k = 2, . . . , n − 1. First,
The four other terms are estimated. The first
then the second
the third term is estimated using Young's inequality,
Finally, the previous lemma is used to estimate the fourth term. In fact,
3 ), and
By the previous lemma with ρ = 1 4 and r = r k , it follows that
≤ CC and so
All the previous inequalities worked since the various constants were chosen in the following way:
and so
The main result on the local regularity is now deduced by the results of this section and the results of the previous section. In addition, an argument of scaling invariance is used to complete the proof. Rescaling v and z (they are still suitable weak solutions ...), we get
for some λ > 0. By the previous proposition, it follows that (0, 0) is a regular point for the rescaled solution, hence for the solution itself. This proves the claim.
The previous theorem asserts the regularity of the point (0, 0) for the function v = u − z, and not for the function u. The regularity for u follows from the regularity of z, which is not included in the previous assumption. We can then deduce Proposition 3.1.
Let (u, P ) be a suitable weak solution and let S be the set of singular points of u. Proof. This corollary is an easy consequence of the previous theorem, a standard covering argument and results on the regularity of z proved in the appendix.
Regularity of stationary solutions
Suppose we have a stationary measure µ with finite dissipation rate, that is,
and denote by (u st , B) the canonical process having µ as its law. Then all the trajectories of u st are suitable weak solutions in the sense of Definition 2.5. We will assume throughout this section that the marginal of µ in the second component
for some β > ε > 0.
The aim of this section is to study the regularity of the trajectories of this process. Denote by S t (u) the set of singular points of the function u at time t, that is, the singular points of the form (t, x). 
if r ∈ (r n+1 , r n ), and so it is sufficient to show that the sequence of random variables
goes to zero with probability one. Since u st has finite dissipation rate, it follows that EX n = C µ r n , for any fixed δ > 0,
and so P(X n > δ) < ∞.
By the Borel-Cantelli lemma there exists a set Ω δ of full probability such that for each ω ∈ Ω δ there exists n(ω) such that X n (ω) < δ for all n > n(ω). The conclusion follows by taking a sequence δ k → 0.
Remark 6.2. It seems that these techniques do not allow us to prove a stronger result, namely S(u st ) = ∅ with probability one. In [9] a counterexample is presented to show that the ingredients we used in the previous proof are not sufficient to obtain the best result.
Remark 6.3. Other invariances can be treated with the same techniques. For example, if we are on the full space or on a torus, it would be interesting to study homogeneous (that is, space-invariant) solutions. Then we could have
and consequently a result similar to Theorem 6.1, for a given x 0 ∈ R 3 instead of a given t 0 ≥ 0.
The end of this section will be devoted to the proof of Corollary 3.6. Prior to this, we need to show that a stationary solution can be decomposed conditional to the initial datum.
The following lemma will let us consider a stationary solution as a measure on the space L and, if T n ↑ ∞, M n ↑ ∞, ε n ↓ 0 and δ n ↓ 0, the conclusion is that S is a Borel subset of R.
The sets S δ,ε,T,M are closed. In fact, let (u N , B N ) in S δ,ε,T,M be convergent in R to some (u, B). Write u N = v N + z N ; by the bound on B N it follows that B ∈ C Let ν be the marginal measure of the stationary solution µ in the u-variable and let ν t be the image measure in H of ν through the projection at time t. Notice that ν t = µ 0 for all t. Then Proof. Fix t ∈ (0, ∞). By the previous theorem, the set R t of trajectories which have no singular points at time t has µ-measure one. Let u 0 ∈ H and let (u(·, u 0 ), B) be the canonical process having µ(·|u(0) = u 0 ) as its law. The process u(·, u 0 ) is a martingale suitable weak solution. Moreover, since by (6.2) H µ(R t |u(0) = u 0 )µ 0 (du 0 ) = µ(R t ) = 1, it follows that µ(R t |u(0) = u 0 ) = 1 µ 0 -a.s.
In other words, u(·, u 0 ) ∈ R t a.s. for µ 0 -almost all u 0 ∈ H.
6.1. Effects of the noise on stationary solutions. The stirring effect of a sufficiently rich noise forces stationary solutions to visit all the space at any time. The consequence, stated in Theorem 3.7, is that the support of the measure µ 0 on the initial data is the whole space H. Therefore the set of initial conditions u 0 with the regularity properties stated in Corollary 3.6 is quite rich. This claim can be seen using the result of irreducibility for the equations (2. where, as usual, v = u − z. The paths of a martingale suitable weak solution, and hence of a stationary solution, fulfill the classical energy inequality (see [19] ). The law at time t of a martingale solution starting in u 0 will be denoted by p(t, u 0 , ·). For the definition of the space V , see Section 1.1. The main theorem of [8] is that, under the above assumption on the noise, every solution starting at u 0 ∈ V is (V − H)-irreducible. This result is now used to show a similar result for stationary solutions. More precisely, we want to show that for each t ≥ 0, ε > 0 and x 0 ∈ H
