Abstract. The cardinal B-splines B j,n , j ∈ Z, of order n form an orthonormal sequence in the Sobolev space H n−1,2 (R) endowed with the norm f 2 ω(n) := n−1 µ=0 ωµ(n) ∂ µ f 2 for certain positive weights ωµ(n). These weights are specified explicitly. Further, an application to approximation theory is discussed.
1. Preliminaries. In this section we shall briefly introduce some basic concepts from B-spline theory and functional analysis; see, e.g., [4] , [3] , [1] , and [5] for an introduction to these topics. ω (R) is continuously embedded into C k (R) for 0 ≤ k < m (see [1] ); i.e., there exist constants Γ(k, m, ω) such that
The Fourier transform F : f →f and its inverse are given bŷ
Denote by B j,n,h the uniform B-spline of order n ∈ N with knot sequence hZ and support supp B j,n,h = h[j, j + n]. The cardinal B-splines B j,n = B j,n,1 are obtained for h = 1. Let s(y) := 2 sin(y/2)/y for y = 0, 1 for y = 0; (1.7) then the Fourier transforms of B j,n and its derivatives are given by
see [4, p. 139] . Note that
Further, with B k as the Bernoulli numbers, the Taylor expansion of 1/s at the origin is (see [ 
2. Weights providing orthonormality. The cardinal B-splines B j,n have compact support and a piecewise constant derivative of order n−1; thus B j,n ∈ H n−1,2 ω (R) for arbitrary ω. It is the main result of this paper that ω = ω(n) can be chosen such that {B j,n , j ∈ Z} becomes an orthonormal sequence.
Theorem 2.1. The sequence {B j,n , j ∈ Z} is orthonormal in H n−1,2 ω(n) (R) if and only if
In particular, ω µ (n) > 0 for all n ∈ N and 0 ≤ µ < n.
Proof. Since (B j1,n , B j2,n ) ω = (B j2,n , B j1,n ) ω = (B 0,n , B |j2−j1|,n ) ω , it suffices to consider inner products of type (B 0,n , B j,n ) ω , j ≥ 0. For j ≥ n the supports of B 0,n and B j,n are disjoint; hence (B 0,n , B j,n ) ω = 0. For j = 0, . . . , n − 1, we obtain using (1.5) and (1.8)
Define the column vector e by e j := δ j,0 and the n × n-matrices P, Q by
Scaling the rows of Q appropriately yields the Vandermonde-matrix with entries j 2ν . Thus Q is invertible, and orthonormality of {B j,n , j ∈ Z} is equivalent to
For computing the product matrix R := QP the summation array j = 0, . . . , n−1 can be transformed to Z exploiting B 0,2n (j + n) = B 0,2n (−j + n) and supp B 0,2n = [0, 2n],
So, (1.6) becomes applicable, and we obtain the following using (1.9):
The solution is positive for all n ∈ N by (1.10) and unique since det R = 1. Table 2 .1 shows the weights ω(n) for n ≤ 7. The result of Theorem 2.1 can be readily generalized to uniform B-splines by scaling.
Corollary 2.2. The sequence {B j,n,h , j ∈ Z} is orthonormal in H n−1,2 ω(n,h) (R) if and only if
3. An application. A typical application, where the orthonormality of B-splines is of advantage, is the approximation of functions by splines.
Theorem 3.1. For f ∈ H n−1,2 (R), consider the approximation problem
The B-spline coefficients of the solution Q h f = j∈Z (Q h f ) j B j,n,h are given by
Thus, the projection Q h := H n−1,2 (R) → S n,h is local in the sense that (Q h f )(x) depends only on the restriction of f to the interval [x − nh, x + nh].
Proof. The proof is trivial. The approximation error satisfies the following estimates. Theorem 3.2. For f ∈ H n−1,2 (R) ∩ H n,∞ (R) and k ∈ [0, . . . , n − 1] there exists a constant C depending only on n and k such that
with the constant declared in (1.3) . Proof. Let P h := C n (R) → S n,h be a standard quasi interpolant of order n. Set ∆ h := f − P h f ; then
with C 1 some constant depending only on n and k (see [4, p. 229] ). S n,h is invariant under Q h (i.e., Q h P h = P h ), so
, we obtain for the second summand
The constant C 2 also depends only on n and k; thus, (3.3) holds with C := C 1 + C 2 . (3.4) is an immediate consequence of (1.3).
Since Q h f depends only locally on f , the domain of Q h can be extended significantly.
for any compact interval r ⊂ R), the operator Q h is well defined by (3.2), and in analogy to (3.3), the estimate
The numerical evaluation of (3.2) can be made efficient by using the identity
The benefit is that the derivatives of f have to be evaluated solely at the knots and not at the multitude of arguments required by the quadrature scheme. (3.9) is based on repeated integration by parts. In the second case, the process stops, when the B-spline has been transformed to ∂ n−1 B j,n,h , which is piecewise constant. Thus, the integral can be evaluated and yields the given divided difference. A more detailed proof is not very instructive in this context.
In many applications, approximation is subject to a finite number of linear constraints, say Hermite interpolation at certain points. It turns out that the solution of such a problem is simply obtained by an orthogonal projection of the unconstrained approximant Q h f on the feasible set.
Theorem 3.4. For f ∈ H n−1,2 (R), consider the constrained approximation problem
where Λ is a full rank matrix with k absolutely summable bi-infinite rows. The solution
Introducing the vector p of Lagrange multipliers, (3.10) is equivalent to
Multiplication of the first equation by Λ and substitution yields (ΛΛ
is invertible; thus (3.11) follows. The benefits of approximation in H m,2 ω(n,h) (R) with orthonormal B-splines are evident. First, Q h is local and can be computed explicitly and efficiently using (3.9). Second, (3.3) indicates that the approximation order of Q h is optimal. This property is shared by a large family of quasi interpolants, but Q h stands out due to the fact that it is the best approximation with respect to a reasonable inner product, measuring the total deviation of function values and certain derivatives. Third, (3.4) guarantees that if the approximation is good in H n−1,2 ω(n,h) (R), then the maximum norm of the error is small. This feature is of particular importance in many applications, where the absolute error is required to be smaller than a given tolerance, everywhere. Fourth, constrained approximation simply splits into solving the unconstrained problem and a subsequent projection step.
