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La plus grande partie des informations disponibles librement sur le Web se pre´sen-
tent sous une forme textuelle, c’est-a`-dire non-structure´e. Dans un contexte comme
celui de la veille, il est tre`s utile de pouvoir pre´senter les informations pre´sentes
dans les textes sous une forme structure´e en se focalisant sur celles juge´es perti-
nentes vis-a`-vis du domaine d’inte´reˆt conside´re´. Ne´anmoins, lorsque l’on souhaite
traiter ces informations de fac¸on syste´matique, les me´thodes manuelles ne sont
pas envisageables du fait du volume important des donne´es a` conside´rer.
L’extraction d’information s’inscrit dans la perspective de l’automatisation
de ce type de taˆches en identifiant dans des textes les informations concernant
des faits (ou e´ve´nements) afin de les stocker dans des structures de donne´es
pre´alablement de´finies. Ces structures, appele´es templates (ou formulaires), agre`-
gent les informations caracte´ristiques d’un e´ve´nement ou d’un domaine d’inte´reˆt
repre´sente´es sous la forme d’entite´s nomme´es (nom de lieux, etc.).
Dans ce contexte, le travail de the`se que nous avons mene´ s’attache a` deux
grandes proble´matiques :
– l’identification des informations lie´es a` un e´ve´nement lorsque ces informa-
tions sont disperse´es a` une e´chelle textuelle en pre´sence de plusieurs occur-
rences d’e´ve´nements de meˆme type ;
– la re´duction de la de´pendance vis-a`-vis de corpus annote´s pour la mise en
oeuvre d’un syste`me d’extraction d’information.
Concernant la premie`re proble´matique, nous avons propose´ une de´marche
originale reposant sur deux e´tapes. La premie`re consiste en une segmentation
e´ve´nementielle identifiant dans un document les zones de texte faisant re´fe´rence
a` un meˆme type d’e´ve´nements, en s’appuyant sur des informations de nature
temporelle. Cette segmentation de´termine ainsi les zones sur lesquelles le proces-
sus d’extraction doit se focaliser. La seconde e´tape se´lectionne a` l’inte´rieur des
segments identifie´s comme pertinents les entite´s associe´es aux e´ve´nements. Elle
conjugue pour ce faire une extraction de relations entre entite´s a` un niveau local
et un processus de fusion global aboutissant a` un graphe d’entite´s. Un processus
de de´sambigu¨ısation est finalement applique´ a` ce graphe pour identifier l’entite´
occupant un roˆle donne´ vis-a`-vis d’un e´ve´nement lorsque plusieurs sont possibles.
La seconde proble´matique est aborde´e dans un contexte de peuplement de
bases de connaissances a` partir de larges ensembles de documents (plusieurs mil-
lions de documents) en conside´rant un grand nombre (une quarantaine) de types
de relations binaires entre entite´s nomme´es. Compte tenu de l’effort repre´sente´
par l’annotation d’un corpus pour un type de relations donne´ et du nombre de
types de relations conside´re´s, l’objectif est ici de s’affranchir le plus possible du
recours a` une telle annotation tout en conservant une approche par apprentissage.
Cet objectif est re´alise´ par le biais d’une approche dite de supervision distante
prenant comme point de de´part des exemples de relations issus d’une base de
connaissances et ope´rant une annotation non supervise´e de corpus en fonction de
ces relations afin de constituer un ensemble de relations annote´es destine´es a` la
construction d’un mode`le par apprentissage. Cette approche a e´te´ e´value´e a` large
e´chelle sur les donne´es de la campagne TAC-KBP 2010.
Abstract
The major part of the information available on the web is provided in textual
form, i.e. in unstructured form. In a context such as technology watch, it is useful
to present the information extracted from a text in a structured form, reporting
only the pieces of information that are relevant to the considered field of interest.
Such processing cannot be performed manually at large scale, given the large
amount of data available. The automated processing of this task falls within the
Information extraction (IE) domain.
The purpose of IE is to identify, within documents, pieces of information
related to facts (or events) in order to store this information in predefined data
structures. These structures, called templates, aggregate fact properties – often
represented by named entities – concerning an event or an area of interest.
In this context, the research performed in this thesis addresses two problems :
– identifying information related to a specific event, when the information is
scattered across a text and several events of the same type are mentioned
in the text ;
– reducing the dependency to annotated corpus for the implementation of an
Information Extraction system.
Concerning the first problem, we propose an original approach that relies
on two steps. The first step operates an event-based text segmentation, which
identifies within a document the text segments on which the IE process shall
focus to look for the entities associated with a given event. The second step
focuses on template filling and aims at selecting, within the segments identified
as relevant by the event-based segmentation, the entities that should be used as
fillers, using a graph-based method. This method is based on a local extraction of
relations between entities, that are merged in a relation graph. A disambiguation
step is then performed on the graph to identify the best candidates to fill the
information template.
The second problem is treated in the context of knowledge base (KB) popula-
tion, using a large collection of texts (several millions) from which the information
is extracted. This extraction also concerns a large number of relation types (more
than 40), which makes the manual annotation of the collection too expensive. We
propose, in this context, a distant supervision approach in order to use learning
techniques for this extraction, without the need of a fully annotated corpus. This
distant supervision approach uses a set of relations from an existing KB to per-
form an unsupervised annotation of a collection, from which we learn a model
for relation extraction. This approach has been evaluated at a large scale on the
data from the TAC-KBP 2010 evaluation campaign.
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1.1 Motivations et objectifs
Les premiers travaux s’inte´ressant au traitement automatique des textes en
langue naturelle datent du milieu des anne´es 60 et se focalisaient en partie sur les
aspects syntaxiques de la langue, sans ve´ritablement inte´grer l’aspect informa-
tionnel des textes. A` la suite des travaux mene´s a` la fin des anne´es 70 et au de´but
des anne´es 80 sur la compre´hension de texte, les chercheurs se sont inte´resse´s
a` des formes plus limite´es de compre´hension dans la perspective de re´pondre a`
la question : comment extraire des informations utiles a` partir des textes e´crits
en langue naturelle ? Ainsi, les travaux se sont oriente´s de`s la fin des anne´es 80
vers l’extraction d’information, notamment avec les campagnes d’e´valuation MUC
Message Understanding Conference, suivies par les campagnes ACE Automatic
Content Extraction, organise´es en partie par le NIST.
L’extraction d’information a pour objectif d’identifier les informations struc-
ture´es contenues dans les textes, typiquement en vue de les stocker dans des
structures de donne´es pre´alablement de´finies. En pratique, il s’agit de comple´ter
a` partir de documents des templates, ou formulaires, caracte´risant les informa-
tions que les utilisateurs souhaitent voir extraire d’un texte en relation le plus
souvent avec un e´ve´nement. Les informations ainsi extraites par le biais de ces




Pour illustration, prenons l’extrait de de´peˆche ci-dessous, a` partir duquel nous
cherchons a` instancier un template dans le domaine de l’acquisition de socie´te´s
(cf figure 1.1).
Rachat de BEA Systems par Oracle : c'est fait. Au prix fort.
Le géant de la base de données annonce en effet ce mercredi 16 
janvier avoir finalisé un accord en vue du rachat de BEA Systems. 
Oracle a accepté les conditions de BEA Systems, fixant le montant 
du rachat à 8,5 milliards de dollars.
Il s’agira d’un des plus grands coups de Larry Ellison, le p-dg 
d’Oracle. Le précédent record était de 10 milliards  pour l'acquisition 
de PeopleSoft en 2004.
Événement Acquéreur Société acquise Date Montant
<EVENT> <ORG> <ORG> <DATE> <MONEY>
Template pour l'acquisition d'entreprises
Fig. 1.1 – Exemple de template a` comple´ter pour l’acquisition d’entreprise
Le re´sultat du processus d’extraction d’information est illustre´ par le tableau
suivant (cf figure 1.2) :
Événement Acquéreur Société acquise Date Montant




acquisition Oracle PeopleSoft 2004 10 milliards
Template pour l'acquisition d'entreprises
Fig. 1.2 – Exemple de template instancie´ pour l’acquisition de socie´te´
Du point de vue applicatif, l’argument mis en avant en faveur de l’extraction
d’information est le caracte`re limite´ des capacite´s de traitement d’un eˆtre humain :
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[Cowie and Lehnert, 1996] mentionnent ainsi qu’un eˆtre humain est incapable de
lire, comprendre et synthe´tiser de grands volumes de donne´es sans erreurs, et
surtout sans faire d’omissions.
Un syste`me d’extraction d’information est traditionnellement associe´ a` une
chaˆıne de traitement compose´e de diffe´rents modules, dont chacun est responsable
d’une taˆche accomplissant un traitement linguistique. Ces taˆches sont ge´ne´ralement
applique´es a` un document, meˆme si certaines peuvent s’appliquer a` plus : on fait
alors l’hypothe`se que les valeurs dans le template proviennent de plusieurs do-
cuments. Dans [Cunningham, 2005] l’auteur propose un de´coupage du processus
d’extraction en cinq taˆches parmi lesquelles la reconnaissance des entite´s nomme´es
et l’identification des relations entre ces entite´s nomme´es. L’ensemble des taˆches
est de´crit dans le chapitre 2.
Sur l’extrait d’article ci-dessus, la taˆche de reconnaissance des entite´s nomme´es
revient a` associer les valeurs [Oracle ; PeopleSoft] a` des organisations, les valeurs
[8,5 milliards de dollars ; 10 milliards] a` des montants et les valeurs [mercredi 16
janvier ; 2004] a` des dates. La taˆche d’identification de relations consiste a` iden-
tifier la pre´sence/absence de relations se´mantiques entre les entite´s nomme´es, ce
qui permet de les associer correctement dans le template. Toujours dans l’extrait
de de´peˆche, deux types de relations entre les entite´s sont illustre´s : les relations
locales et les relations globales. Les relations locales s’expriment a` l’inte´rieur d’une
meˆme phrase, par exemple : «Rachat de BEA systems par Oracle». Les relations
globales s’expriment au niveau du document, par exemple :
«... annonce ce mercredi 16 janvier avoir finalise´ un accord en vue du ra-
chat de BEA Systems. Oracle a accepte´ les conditions de BEA Systems, fixant le
montant du rachat a` 8,5 milliards de dollars.».
La finalite´ du processus d’extraction est de repre´senter sous une forme struc-
ture´e les proprie´te´s d’un fait ou d’un e´ve´nement donne´, ces proprie´te´s e´tant ex-
prime´es par des entite´s spe´cifiques. Dans l’extrait ci-dessus, il s’agit de repe´rer
deux acquisitions d’entreprises ayant des dates et des montants distincts. Si faire
un tel repe´rage semble intuitif pour un humain, plusieurs questions se posent
lorsqu’il doit eˆtre fait de fac¸on automatique, en particulier pour des e´ve´nements
de meˆme nature ; quels sont les crite`res a` prendre en compte pour structurer
les informations ? quelles strate´gies utiliser pour regrouper ces informations ?
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Dans cette the`se, la premie`re proble´matique que nous abordons concerne l’ex-
traction d’e´ve´nements complexes, c’est-a`-dire des e´ve´nements e´tant de´crits par
plusieurs entite´s nomme´es ayant chacune un roˆle de´termine´ dans l’e´ve´nement.
Plus pre´cise´ment, l’extraction d’e´ve´nement vise a` remplir un template pour un
e´ve´nement donne´ lorsque plusieurs e´ve´nements comparables sont mentionne´s dans
un meˆme document.
Cette proble´matique n’est pas totalement nouvelle et des solutions ont e´te´ pro-
pose´es, celles-ci peuvent eˆtre cate´gorise´es selon deux paradigmes, les approches a`
base d’inge´nierie des connaissances et les approches a` base d’apprentissage sta-
tistique. Les approches relevant de l’inge´nierie des connaissances se caracte´risent
par l’utilisation d’un ensemble de re`gles cre´e´es par des experts d’un domaine. Les
approches a` base d’apprentissage statistique cherchent a` diminuer l’intervention
des experts en utilisant des me´thodes statistiques.
Les syste`mes a` base de re`gles servent ge´ne´ralement a` constituer un ensemble
de re`gles ou patrons d’extraction totalement attache´ a` un domaine, soit de fac¸on
manuelle [Hobbs, 1993] ou de fac¸on automatique [Aone and Ramos-Santacruz,
2000]. Les syste`mes a` base d’apprentissage statistique quant a` eux, se servent
des traits caracte´ristiques contenus dans des exemples, dits d’entraˆınement, pour
apprendre a` reconnaˆıtre les informations a` extraire. Un des premiers syste`mes uti-
lisant ce paradigme pour l’extraction d’information est AutoSlug qui est pre´sente´
dans [Riloff, 1993].
Dans les deux cas, les paradigmes sont applique´s au niveau des phrases une a`
une et sans tenir compte des liens au niveau textuel (au niveau du document) entre
les diffe´rentes phrases. La conse´quence est que les templates conc¸us a` partir de
cette me´thode sont incomplets puisqu’ils ne contiennent pas les relations distantes
entre les entite´s. Il apparaˆıt donc ne´cessaire d’introduire des strate´gies d’appa-
riement (ou de rattachement) des entite´s au niveau textuel afin de comple´ter le
template.
Les strate´gies jusqu’ici utilise´es reposent le plus souvent sur des ensembles
de re`gles d’agre´gation fortement lie´s a` un domaine, ce qui rend les re`gles per-
formantes meˆme si elles sont faiblement portables. En revanche, ce n’est que
re´cemment que quelques travaux ont tente´ de traiter ce proble`me en utilisant des
approches plus globales a` base d’apprentissage statistique [Gu and Cercone, 2006;
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Patwardhan and Riloff, 2007].
De meˆme que les approches au niveau du document, nous proposons dans
cette the`se une solution pour l’extraction d’information se caracte´risant par deux
e´tapes : la segmentation des textes en e´ve´nements et le rattachement des entite´s
aux e´ve´nements. La segmentation en e´ve´nements vise a` de´couper les textes en
segments homoge`nes sur le plan de leur statut e´ve´nementiel, l’objectif e´tant a`
la fois d’identifier les zones de texte sur lesquelles le processus d’extraction doit
se focaliser et de limiter l’espace de recherche des entite´s lie´es a` un e´ve´nement.
Le rattachement des entite´s aux e´ve´nements permet a` partir du re´sultat de la
segmentation d’associer a` chaque e´ve´nement principal d’un texte toutes les entite´s
qui lui sont associe´es.
De fac¸on comple´mentaire, nous abordons la proble´matique du peuplement de
bases de connaissances. Notre motivation est de permettre de situer un e´ve´nement
dans un contexte plus ge´ne´ral que celui du document ayant servi pour son ex-
traction. Plus pre´cise´ment, il s’agit de pre´senter des connaissances de type en-
cyclope´dique sur chacune des entite´s ayant un roˆle dans la description d’un
e´ve´nement. Par exemple dans le template de la figure 1.2, l’une des entreprises
concerne´e par le rachat est PeopleSoft, qui est une socie´te´ ame´ricaine fonde´e en
1985. Ce type d’information se trouve typiquement dans des bases de connais-
sance, telles que les encyclope´dies en ligne. Malheureusement, ce type de bases
peuvent eˆtre incomple`tes, voire contenir des informations obsole`tes. Par conse´quent,
il est utile de pouvoir les enrichir en se servant des connaissances contenues
dans des textes. Re´cemment, des travaux se sont inte´resse´s a` la construction
de syste`mes permettant de remplir une bases de connaissances a` partir de cor-
pus, en particulier au travers de la taˆche Knowledge Base Population (KBP) de
la campagne d’e´valuation Text Analysis Conference (TAC).
Le proble`me du peuplement de base de connaissance est pre´sente´ comme une
e´volution de l’extraction d’information et de la taˆche de question-re´ponse. Il ne
s’agit plus seulement d’inclure les informations extraites a` une base de connais-
sance existante : il faut aussi prendre en compte les notions de nouveaute´ (ajoute-
t-on une information nouvelle par rapport a` l’existant ?) et de redondance (existe-
t-il de´ja` dans la base de connaissances une forme e´quivalente de l’information que
l’on souhaite ajouter ?) ; il faut extraire plusieurs dizaines de relations a` partir
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d’un corpus de´passant le million de documents. Dans cette the`se, la solution pro-
pose´e pour cette proble´matique s’appuie sur une approche de type « supervision
distante »pour re´aliser un apprentissage de patrons lexico-syntaxiques de relations
a` large e´chelle.
1.2 Organisation du document
Le chapitre 2 revient de fac¸on plus approfondie sur l’extraction d’information :
en plus des principales approches et principaux syste`mes utilise´s dans ce domaine,
les approches plus directement lie´es a` la notre y sont de´crites.
L’approche d’extraction propose´e pour tenter de re´soudre la proble´matique
d’extraction d’e´ve´nements complexes repose sur les principes pre´sente´s dans le
chapitre 2 ainsi que nos expe´rimentations. Cette approche se compose de deux
e´tapes successives qui font chacune l’objet d’un chapitre. La segmentation des
textes en e´ve´nements est de´crite dans le chapitre 3, puis le rattachement des
entite´s aux e´ve´nements dans le chapitre 4. Pour chacun de ces chapitres, les
objectifs de notre de´marche, les travaux associe´s ainsi que les expe´rimentations
sont explicite´s.
Concernant la proble´matique de peuplement de bases de connaissances, le
chapitre 5 pre´sente un prototype de´veloppe´ en vue d’enrichir une base de connais-
sance existante. Ce prototype repose sur une approche faiblement supervise´e pour
l’extraction de relations qui est pre´sente´e dans ce meˆme chapitre. Cette taˆche
e´tant au cœur de la campagne d’e´valuation KBP, ce chapitre de´crit de fac¸on
de´taille´e le contexte de cette campagne ainsi que les approches de´veloppe´es par
les participants. Enfin, le chapitre 6 pre´sente les conclusions ainsi que les pers-
pectives de ce travail de recherche.
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Chapitre 2
Extraction d’information : vue
d’ensemble du domaine
2.1 Extraction d’information
L’extraction d’information peut eˆtre de´finie de fac¸on ge´ne´rale comme l’extrac-
tion d’informations structure´es a` partir de textes en langue naturelle, donc non
structure´s. Cette taˆche recouvre le plus souvent l’identification automatique de
certaines entite´s, relations ou e´ve´nements de´finis dans les textes, et est lie´e aux
domaines du traitement automatique des langues et de l’intelligence artificielle.
Son but est plus globalement de faciliter l’acce`s a` l’information a` un lecteur hu-
main parmi une masse importante de documents textuels disponibles au format
e´lectronique et de trouver les informations spe´cifiques dont il a besoin. Le domaine
de l’extraction d’information diffe`re du domaine de la recherche d’information,
qui vise a` retrouver un ensemble de documents pertinents en rapport avec une
requeˆte donne´e, et laisser le lecteur chercher l’information voulue dans les docu-
ments retourne´s. Dans le cas de l’extraction d’information, on cherche a` fournir
directement au lecteur cette information, extraite automatiquement du texte, ce
qui est plus ambitieux et plus difficile. L’e´tape de recherche d’information est par
contre comple´mentaire et peut venir en amont du processus d’extraction pour
fournir a` ce processus un ensemble de documents pertinents par rapport a` une
the´matique donne´e.
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L’information extraite est en ge´ne´ral structure´e pour eˆtre fournie a` un syste`me
de visualisation afin d’eˆtre pre´sente´e a` un utilisateur ou stocke´e dans une base
de donne´es qui peut eˆtre interroge´e par des requeˆtes formelles (par exemple une
base de donne´es relationnelle).
Le domaine de l’extraction d’information s’est de´veloppe´ a` la fin des anne´es
quatre-vingt et au de´but des anne´es quatre-vingt-dix avec les confe´rences MUC
(Message Understanding Conferences), un ensemble de campagnes d’e´valuation
de´die´es a` l’extraction d’information, qui ont de´fini les diffe´rentes taˆches du do-
maine ainsi que les protocoles et les me´triques pour l’e´valuation de ces taˆches. La
dernie`re confe´rence MUC a e´te´ organise´e en 1998, avant que d’autres campagnes
sur l’extraction d’information suivent, comme les campagnes ACE (Automatic
Content Extraction), puis les campagnes TAC (Text Analysis Conference). Une
taˆche arche´typique de l’extraction d’information est le remplissage automatique
d’un formulaire (ou template) qui re´sume les informations cle´s contenues dans un
texte en fonction des centres d’inte´reˆt fixe´s par un utilisateur. Dans cette section,
nous pre´sentons un panorama ge´ne´ral de l’extraction d’information qui s’appuie
en partie sur des e´tats de l’art existant dans ce domaine [Chang et al., 2006;
Cowie and Lehnert, 1996; Cunningham, 2005; Grishman, 1997; McCallum, 2005;
Mooney and Bunescu, 2005; Sarawagi, 2008; Simo˜es et al., 2009; Turmo et al.,
2006; Uren et al., 2006].
Plus pre´cise´ment, nous pre´sentons a` la section 2.2 le contexte de l’extrac-
tion d’information, en indiquant quelles sont ses applications ainsi que les types
de documents sur lesquels elle porte. Dans la section 2.3, nous pre´sentons les
diffe´rentes taˆches de l’extraction d’information. La section 2.4 pre´sente les prin-
cipes ge´ne´riques des diffe´rentes approches utilise´es pour ces diffe´rentes taˆches et
nous de´taillons l’utilisation de ces me´thodes applique´es aux diffe´rentes taˆches
de l’extraction d’information dans les sections 2.5, 2.6, 2.7 et 2.8. Enfin, nous
de´taillons les spe´cificite´s de la proble´matique d’extraction d’information que nous
traitons dans cette the`se et les grandes lignes de la me´thode utilise´e dans la sec-
tion 2.9.
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2.2 Le contexte de l’extraction d’information
2.2.1 Contextes d’utilisation
Il existe, dans diffe´rents domaines, des syste`mes inte´grant des composantes
utilisant l’extraction d’information. Si une part importante de ces syste`mes a
e´te´ de´veloppe´e dans un contexte de veille, par exemple pour des organisations
gouvernementales, une part significative a e´te´ consacre´e a` d’autres applications.
[Sarawagi, 2008] recense quatre types d’usage pour les syste`mes d’extraction d’in-
formation :
Les applications pour les entreprises Ces applications sont le plus souvent
utilise´es dans un contexte de veille : une entreprise cherche par exemple a`
s’informer de la fac¸on dont elle est perc¸ue ou comment elle se situe vis-a`-
vis de ses concurrents. Les domaines d’utilisation de ces applications sont
le suivi d’e´ve´nements d’actualite´, le suivi de clients, la normalisation de
donne´es (suppression d’e´ventuels doublons dans une base de donne´es) et
enfin le suivi de petites annonces. Les documents utilise´s sont principale-
ment des de´peˆches de presse.
La gestion des donne´es personnelles Il s’agit de syste`mes permettant d’or-
ganiser les documents d’un utilisateur en fonction des informations qu’ils
contiennent. Ils permettent d’e´tablir des liens entre les contenus de diffe´rents
documents. Contrairement aux moteurs de recherche internes qui permettent
d’indexer du contenu provenant de diffe´rents types de documents (courriels,
fichiers textes, etc.), ce type de syste`mes se concentrent plus sur l’organisa-
tion et la synchronisation de contenus venant de plusieurs sources.
Les applications scientifiques Il s’agit de syste`mes utilise´s pour aider les cher-
cheurs en leur pre´sentant des informations synthe´tiques extraites d’articles
scientifiques. Par exemple, dans le domaine de la bioinformatique, ces syste`mes
peuvent utiliser les articles pre´sents dans des bases de donne´es bibliogra-
phiques afin de de´tecter des noms de ge`nes/prote´ines et relever les interac-
tions mentionne´es entre ces e´le´ments.
Les applications oriente´es Web Il s’agit de sites Web utilisant comme source
d’information le contenu d’autres pages Web. Les informations issues de ces
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contenus sont centralise´es et structure´es en fonction d’un besoin donne´.
Les domaines d’utilisation sont la cre´ation de bases de donne´es de citations
(ou d’opinions d’utilisateurs), la centralisation d’e´ve´nements concernant une
communaute´ (par exemple le regroupement des informations concernant des
confe´rences scientifiques), la cre´ation de comparateurs de prix, la cre´ation
de publicite´s cible´es.
D’autres exemples d’applications sont pre´sente´s dans [Cunningham, 2005; Mc-
Callum, 2005].
2.2.2 Les types de documents utilise´s
Les documents utilise´s pour l’extraction d’information sont tre`s varie´s en fonc-
tion du domaine d’application du processus d’extraction : il peut s’agir d’e´crits
journalistiques (articles, de´peˆches de presse), d’articles scientifiques ou rapports
spe´cialise´s (par exemple pour l’extraction d’information dans le domaine me´dical),
d’e´crits narratifs (romans, textes anciens) ou de correspondances entre personnes
(courriel, sms, forums), etc. Plus ge´ne´ralement, il s’agit d’utiliser les textes bruts
pour de´tecter les informations pertinentes pour l’application vise´e.
La plupart des syste`mes utilisent des documents de meˆme nature (par exemple
seulement des textes journalistiques, articles et de´peˆches de presse), mais dans une
perspective ge´ne´rique, il conviendrait de pouvoir traiter des documents de natures
diffe´rentes. Les organisateurs de la campagne d’e´valuation sur le peuplement de
base de connaissances TAC-KBP ont d’ailleurs propose´ dans cette optique d’uti-
liser un corpus compose´ de documents de diffe´rentes natures (articles de presse,
pages Web, etc.).
Le contenu des textes bruts auquel nous nous inte´ressons pour extraire des
informations est exprime´ en langage naturel a` travers de phrases, propositions,
etc. Ne´anmoins, ce contenu n’est pas toujours exclusivement compose´ de phrases
et peut dans certains cas contenir des me´tadonne´es sur la mise en forme ou la
structure du document (ou des informations). On parle alors de documents semi-
structure´s.
Les me´tadonne´es apportent au lecteur des connaissances supple´mentaires sur
le contenu du texte brut. Une illustration de document semi-structure´ est pre´sente´e
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dans l’extrait ci-dessous, il s’agit d’une adresse de´crite selon les me´tadonne´es nom,
rue, ville et code postal :
Nom : Laboratoire Vision et Inge´nierie des Contenus
Rue : 18 route du Panorama
Code postal : 92265
Ville : Fontenay-aux-Roses
Afin d’extraire des informations a` partir de documents semi-structure´s de ce
type, les syste`mes doivent tirer partie des me´tadonne´es pre´sentes mais aussi des
indices de mise en forme ou de positionnement des informations. Par exemple
pour extraire des adresses, il est important de noter que le code postal est le plus
souvent mentionne´ avant le nom de la ville dans une adresse. De plus, les retours
a` la ligne indiquent que l’on change de type d’information (le destinataire et le
code postal ne sont pas sur la meˆme ligne).
Sous un autre angle, lorsque le contenu du texte brut ne contient pas de
me´tadonne´es, les documents sont dits non-structure´s. Les documents sont alors
exclusivement compose´s de phrases en langage naturel. Notons cependant que
certains documents non-structure´s ont une structure qui peut eˆtre exploite´e pour
extraire des informations. Par exemple, si l’on conside`re les de´peˆches de presse,
les phrases sont ge´ne´ralement regroupe´es en paragraphes ; elles contiennent le
plus souvent un titre, etc. Afin d’extraire les informations a` partir de textes
non-structure´s, les approches utilise´es sont diffe´rentes de celles applique´es aux
documents semi-structure´s : les indices de mise en forme des informations ne
jouent pas en effet de roˆle pre´ponde´rant puisque les informations sont disse´mine´es
dans des phrases.
2.3 Les taˆches en extraction d’information
2.3.1 Pre´sentation des taˆches
En fonction de la nature de l’information extraite, plusieurs taˆches diffe´rentes
ont e´te´ de´finies dans le domaine de l’extraction d’information. Nous pre´sentons
ici une vue ge´ne´rale des cinq taˆches ge´ne´ralement retenues [Cunningham, 1997,
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2005; Turmo et al., 2006]. Ces taˆches seront pre´sente´es plus en de´tail dans la suite
de ce chapitre.
– La reconnaissance des entite´s nomme´es (NER named entity recognition) :
cette taˆche concerne l’identification de certaines entite´s spe´cifiques dans les
textes, en leur associant un type de´fini. Ces entite´s peuvent eˆtre relative-
ment ge´ne´rales, comme les dates, les noms d’organisations, de lieux, ou
de´pendantes du domaine, par exemple des montants mone´taires dans le do-
maine financier, des noms de prote´ines ou de me´dicaments dans le domaine
me´dical. Dans le domaine d’application de cette the`se, la surveillance des
e´ve´nements sismiques, ces entite´s seront en particulier la magnitude, les
coordonne´es ge´ographiques de l’e´ve´nement etc. ;
– La re´solution de la core´fe´rence (Coreference Resolution) : cette taˆche corres-
pond a` l’association de plusieurs mentions ou occurrences d’entite´s re´fe´rant
a` la meˆme entite´. Cette taˆche inclut la mise en correspondance de noms
d’entite´s en prenant en compte leurs variations possibles et la mise en cor-
respondance des pronoms reprenant des entite´s dans les textes (re´solution
d’anaphores pronominales). La re´solution de core´fe´rence d’entite´s est aussi
appele´ suivi d’entite´ (Entity Tracking), par exemple dans le cadre des cam-
pagnes ACE ;
– L’identification des attributs associe´s aux entite´s (template element construc-
tion) : cette taˆche a pour objet d’associer des informations comple´mentaires
aux entite´s nomme´es, en essayant d’extraire les mentions explicites de pro-
prie´te´s associe´es aux entite´s. Par exemple, les personnes peuvent se voir
associer des alias, des titres, etc ;
– L’identification des relations entre les entite´s nomme´es (template relation
construction) : cette taˆche consiste a` extraire des relations existant entre
deux entite´s dans un texte ;
– l’identification d’e´ve´nements (scenario template construction) : cette taˆche
consiste a` remplir automatiquement une structure d’information repre´sente´e
sous la forme d’un formulaire (template), associant diffe´rents e´le´ments d’in-
formation a` un e´ve´nement donne´. Par exemple, pour un e´ve´nement d’ac-
quisition entre deux entreprises, la structure d’information contiendra les
noms des deux entreprises (l’entreprise qui ache`te et celle qui est achete´e),
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la date, le montant financier etc.
Dans cette se´paration entre les diffe´rentes taˆches, chaque taˆche de la liste uti-
lise les re´sultats des taˆches pre´ce´dentes : par exemple, on a besoin de reconnaˆıtre
les entite´s spe´cifiques pour faire la core´fe´rence entre entite´s. De meˆme, on a besoin
d’avoir des relations entre entite´s pour construire des structures d’information
plus complexes. Ne´anmoins, les frontie`res entre les diffe´rentes taˆches sont par-
fois te´nues. Par exemple, les taˆches d’identification d’attributs pour des entite´s
et d’extraction de relations entre entite´s sont tre`s similaires. En effet, entre un
nom de personne et un nom d’entreprise, on peut imaginer avoir une relation
travaille pour, qu’on chercherait a` extraire des textes dans un cadre d’extraction
de relations. Or, cette relation e´tant statique, on pourrait, en conside´rant une
orientation particulie`re sur la relation, la voir comme la de´finition d’un attribut
est employe´ de associe´ aux personnes. Ces deux taˆches concernent donc l’identifi-
cation de relations entre les entite´s. La diffe´rence que l’on peut faire est que pour
l’identification d’attributs, ces relations sont de nature attributive (la date de nais-
sance est une relation attributive entre une entite´ de type Personne et une entite´
de type Date) alors que dans le cadre de l’extraction de relations pour la construc-
tion de templates , ces relations peuvent eˆtre de nature e´ve´nementielle (une ac-
quisition entre entreprises est une relation e´ve´nementielle entre deux entite´s de
type Organisation). Une autre fac¸on de voir la diffe´rence entre ces relations est
de conside´rer que les relations attributives sont en ge´ne´ral des relations valides
inde´pendamment du domaine conside´re´, alors que les relations e´ve´nementielles
sont relatives au domaine. La forme que peut prendre l’expression de ces rela-
tions peut eˆtre diffe´rente selon leur nature, mais les approches pour faire cette
extraction restent similaires et dans le reste de ce travail, nous pre´senterons les
deux taˆches comme une seule taˆche d’extraction de relations.
De la meˆme fac¸on, la construction de templates peut eˆtre vue comme une
ge´ne´ralisation de l’extraction de relations entre entite´s, en conside´rant que le
formulaire de´crivant un e´ve´nement est une relation n-aire entre plusieurs entite´s.
On parle parfois d’extraction de relations complexes [McDonald et al., 2005].
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2.3.2 Architecture type
Nous avons de´crit pre´ce´demment les diffe´rentes taˆches en matie`re d’extrac-
tion d’information. Afin de de´tecter les informations pertinentes contenues dans
un document les syste`mes d’extraction d’information s’appuient sur des connais-
sances linguistiques obtenues en appliquant diffe´rents traitements : par exemple
de´terminer la cate´gorie morpho-syntaxique associe´e a` un mot. L’ensemble de ces
traitements linguistiques s’inscrivent dans une architecture type des syste`mes
d’extraction d’information que nous de´crivons ici.
Plus globalement, les syste`mes appliquent diffe´rents traitements linguistiques
au niveau des mots ou des phrases (niveau local) d’un document. Par la suite, les
re´sultats de ces premiers traitements sont agre´ge´s (ou combine´s) pour repe´rer des
informations exprime´es au-dela` d’une seule phrase ou au niveau du document dans
son ensemble : par exemple une relation se´mantique entre deux entite´s nomme´es
peut eˆtre exprime´e sur plusieurs phrases.
[Grishman, 1997] re´sume le processus d’extraction d’information en trois temps :
premie`rement, la de´tection des faits a` travers les traitements linguistiques au ni-
veau local ; deuxie`mement, le regroupement des faits identifie´s avec des faits exis-
tants (e´ventuellement la cre´ation de nouveaux faits) ; enfin, les informations lie´es
aux faits pertinents sont transforme´es pour correspondre au format des templates.
Les syste`mes d’extraction d’information sont le plus souvent des syste`mes mo-
dulaires dont les architectures sont tre`s he´te´roge`nes. L’inte´reˆt des syste`mes mo-
dulaires est qu’ils permettent d’effectuer certaines taˆches de fac¸on inde´pendante.
D’autre part, les modules peuvent, de fac¸on naturelle, eˆtre applique´s en cascade,
afin qu’un module utilise comme entre´e la sortie du module pre´ce´dent [Hobbs,
1993]. Une part importante de ces syste`mes s’appuie sur un ensemble de compo-
sants qui sont responsables de traitements plus ou moins e´labore´s et sur lesquels
nous nous appuyons pour mettre en avant une architecture commune.
Le premier composant, que nous appelons initialisation, est charge´ de la
de´tection dans le texte brut des frontie`res des mots, des fins de phrases (e´ventuel-
lement des fins de paragraphes) ainsi que de certains traitements linguistiques
(lemmatisation, tokenisation, de´tection des cate´gories morpho-syntaxiques). Le
second module, que nous appelons identification des liaisons, est responsable de
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la de´tection puis de la caracte´risation des relations entre les mots : il peut s’agir
de relations syntaxiques, relations de core´fe´rence ou de l’identification des roˆles
se´mantiques. Ce module permet d’e´tablir des liens entre tous les mots d’un docu-
ment sans se focaliser uniquement sur les entite´s nomme´es. Le troisie`me module,
que nous appelons traitement des entite´s nomme´es, est de´die´ au repe´rage et a` la
caracte´risation des entite´s nomme´es, au repe´rage des relations se´mantiques entre
les entite´s (relations inter et intra phrastiques), au remplissage du formulaire a`
partir des entite´s pertinentes identifie´es.
D’autres travaux [Grishman, 1997; Hobbs and Riloff, 2010; Hobbs, 1993; Mc-
Callum, 2005; Turmo et al., 2006] ont propose´ des architectures pour ce type de
syste`mes qui peuvent eˆtre assez proches de ce que nous proposons ici. [Hobbs,
1993] sugge`re une architecture compose´ de 10 modules. Parmi eux, les modules
de´coupage en zone de texte et pre´traitement effectuent des traitements e´quivalents
a` notre initialisation. A` la diffe´rence de notre phase initialisation, [Hobbs, 1993;
Turmo et al., 2006] sugge`rent un module supple´mentaire destine´ au filtrage des
phrases pertinentes d’un document. De plus, la de´tection des entite´s nomme´es
est re´alise´e lors du pre´traitement.
[Turmo et al., 2006] propose un module analyse syntaxique regroupant deux
modules issus de [Hobbs, 1993] (les modules analyse syntaxique superficielle et
analyse syntaxique). Ces deux modules e´taient initialement se´pare´s car peu de
syste`mes (a` cette e´poque) e´taient capables de produire des arbres syntaxiques
complets : ils retournaient plutoˆt des fragments d’arbres syntaxiques. Dans notre
cadre, le second module regroupe a` la fois l’analyse syntaxique et la re´solution de
la core´fe´rence.
[Grishman, 1997] propose de distinguer les composants d’un syste`me type
d’extraction selon deux niveaux : le niveau local et le niveau discursif. Le niveau
local concerne les traitements applicables sur chaque phrase inde´pendamment des
autres. Ce niveau effectue des traitements que nous proposons dans le module
initialisation et certains traitements d’autres modules : la de´tection des entite´s
nomme´es dans le module traitement des entite´s nomme´es et l’analyse syntaxique
dans le module identification des liaisons.
Le niveau discursif concerne des traitements qui s’effectuent au-dela` de l’es-
pace de la phrase. Il regroupe la re´solution d’anaphores pronominales (et/ou de
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groupes nominaux) et l’infe´rence d’e´ventuels liens ou connaissances sur les en-
tite´s, que nous incluons dans les modules identification des liaisons et traitement
des entite´s nomme´es respectivement. Enfin les templates sont ge´ne´re´s graˆce a` la
sortie de l’ensemble des traitements.
2.4 Approches pour l’extraction d’information
Les approches utilise´es pour re´soudre les proble´matiques en matie`re d’extrac-
tion d’information peuvent eˆtre pre´sente´es en fonction de plusieurs aspects. Par
exemple, dans l’e´tat de l’art propose´ par [Sarawagi, 2008], les me´thodes peuvent
se diffe´rencier selon plusieurs axes : on rele`ve par exemple l’opposition entre les
approches manuelles et les approches a` base d’apprentissage et l’opposition entre
les approches a` base de re`gles ou les approches statistiques. Notons qu’en ge´ne´ral,
les me´thodes dites manuelles et les me´thodes a` base d’apprentissage requie`rent
toutes les deux une forme d’intervention humaine : soit pour e´crire les re`gles, soit
pour annoter des donne´es d’entraˆınement.
Dans [Hobbs and Riloff, 2010], les approches sont re´parties en approches ma-
nuelles, c’est-a`-dire, reposant sur des patrons et des re`gles imple´mente´s via des
automates a` e´tats finis (Cascaded Finite-State Transducers) et en approches a`
base d’apprentissage, reposant sur des algorithmes statistiques. Ici, le choix fait
consiste a` distinguer les approches symboliques (a` base de re`gles ou de patrons)
des approches statistiques. Dans cette section nous pre´sentons les objectifs et le
fonctionnement ge´ne´ral de chacune de ces approches. L’application plus pre´cise
de ces approches pour les taˆches de l’extraction d’information sera pre´sente´e plus
en de´tail dans les sections suivantes.
2.4.1 Approches symboliques
Les syste`mes symboliques, ou syste`mes a` base de re`gles, reposent sur un en-
semble de re`gles (parfois des expressions rationnelles) ou de patrons : une re`gle
est en ge´ne´ral, dans ce contexte, assimilable a` un patron contextuel, le plus sou-
vent compose´ de mots et d’autres attributs issus des traitements linguistiques.
Les re`gles peuvent eˆtre e´crites manuellement par des experts ou alors acquises au-
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tomatiquement [Riloff, 1993; Soderland, 1999]. D’un point de vue historique, les
premiers syste`mes de´veloppe´s pour l’extraction d’information e´taient des syste`mes
symboliques parce que ce genre de syste`me est relativement simple a` de´velopper,
a` interpre´ter et a` modifier pour des humains et qu’il permet d’obtenir un niveau
de pre´cision relativement e´leve´ (supe´rieur a` 90 % pour la de´tection des entite´s
nomme´es).
Ces syste`mes sont ge´ne´ralement compose´s d’un ensemble conse´quent de re`gles,
avec un recouvrement possible entre certaines d’entre elles. Par conse´quent, il
est ne´cessaire d’imposer un ensemble de contraintes (ou de politiques) sur leur
de´clenchement. Il existe plusieurs formalismes de repre´sentation des re`gles, dont
Common Pattern Specification Language (CSPL) [Appelt and Onyshkevych, 1998],
WHISK [Soderland, 1999] ou JAPE [Cunningham et al., 2000]. [Muslea, 1999]
propose une revue de diffe´rents types de patrons d’extraction ge´ne´re´s par des
syste`mes utilisant de l’apprentissage automatique.
Notons que les syste`mes symboliques n’excluent pas l’apprentissage. En effet,
de tels syste`mes peuvent apprendre des re`gles a` partir d’un corpus d’entraˆınement.
Concernant les me´thodes d’acquisition de ces re`gles, [Sarawagi, 2008] distingue
l’approche de construction ascendante des re`gles Bottom-up rule formation de
l’approche descendante Top-down rule formation. La premie`re se sert de re`gles
tre`s spe´cifiques (donc avec une faible couverture, mais une bonne pre´cision), qui
sont ge´ne´ralise´es entre elles, les re`gles spe´cifiques e´tant supprime´es au fur et a`
mesure du processus de ge´ne´ralisation. Au final on obtient un ensemble re´duit de
re`gles avec une couverture et un niveau de pre´cision e´quivalent a` l’ensemble de
de´part. L’approche descendante vise a` conside´rer une re`gle tre`s ge´ne´rique, donc
avec une large couverture mais une faible pre´cision, puis a` la spe´cialiser de plus
en plus jusqu’a` l’obtention d’un niveau de pre´cision acceptable tout en conservant
une bonne couverture.
2.4.2 Approches statistiques
Les syste`mes symboliques sont caracte´rise´s par une certaine flexibilite´ (ajout
et/ou modification rapide de nouvelles re`gles) qui leur permet de pouvoir prendre
en conside´ration a` la fois les cas tre`s fre´quents et les cas tre`s rares dans le corpus
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utilise´ pour ge´ne´rer les re`gles. En revanche, ils sont tre`s lie´s au domaine ayant
servi au de´veloppement des re`gles, ce qui rend leur adaptation a` de nouveaux do-
maines couˆteuse : il faut souvent re´e´crire un nouvel ensemble de re`gles adapte´es.
Les me´thodes a` base d’apprentissage statistique permettent de pallier en partie
ce proble`me. L’ide´e ge´ne´rale de ces me´thodes est de de´finir un mode`le de clas-
sification statistique, ou classifieur (classifier), capable d’apprendre a` associer
automatiquement des classes a` des e´le´ments.
Les me´thodes a` base d’apprentissage statistique se distinguent par le degre´ de
supervision qu’elles requie`rent, c’est-a`-dire par la proportion d’exemples annote´s
dont elles ont besoin pour fixer les parame`tres du mode`le. Ainsi, on distingue
trois principales approches d’apprentissage par ordre de´croissant de leur degre´ de
supervision :
– les approches supervise´es correspondent a` un fort degre´ de supervision ;
– les approches semi-supervise´es correspondent a` un degre´ de supervision
moyen a` faible ;
– les approches non supervise´es correspondent a` un degre´ de supervision tre`s
faible a` nul.
Ces diffe´rentes approches sont pre´sente´es plus en de´tails dans les sections sui-
vantes.
2.4.2.1 Me´thodes supervise´es
Dans l’approche supervise´e, les parame`tres du mode`le sont exclusivement
e´tablis en fonction des caracte´ristiques des classes fixe´es par les exemples d’ap-
prentissage (source de supervision). En pratique, il s’agit d’utiliser un corpus dit
d’apprentissage contenant des exemples annote´s dans des contextes varie´s afin
d’apprendre les parame`tres d’un mode`le. Par la suite, lorsque l’on pre´sente un
nouvel exemple au mode`le, il utilise les valeurs des parame`tres e´tablies lors de la
phase d’apprentissage pour de´cider de la cate´gorie a` attribuer.
Les me´thodes supervise´es se distinguent principalement par la manie`re de
prendre la de´cision de classification et la manie`re de mode´liser les traits ca-
racte´ristiques associe´s aux diffe´rentes classes. La se´lection d’une classe1 plutoˆt
1E´ventuellement plusieurs classes dans le cadre de la classification multi-classes
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qu’une autre repose sur l’un des quatre e´le´ments suivants : une probabilite´ dans
le cadre des mode`les probabilistes ; une frontie`re et une fonction noyau dans le
cadre des mode`les utilisant des se´parateurs a` vaste marge (SVM) ; une re`gle dans
le cadre des mode`les a` base de re`gles ou d’arbres de de´cisions ; une distance et un
nombre k de voisins dans les mode`les de k-plus proches voisins.
Nous pre´sentons brie`vement dans le tableau 1 quelques algorithmes de clas-
sification supervise´e, en distinguant les mode`les ge´ne´ratifs des mode`les discrimi-
nants. Un mode`le ge´ne´ratif est un mode`le qui repose sur l’estimation de deux
probabilite´s a` partir des donne´es d’apprentissage : P (Y ), la probabilite´ d’obtenir
une classe donne´e ; P (X|Y ) probabilite´ de ge´ne´rer une valeur lorsque l’on observe
une cate´gorie donne´e [Mitchell, 1997]. A` l’oppose´, un mode`le discriminant dans
le cadre probabiliste repose sur l’estimation d’une seule probabilite´ : P (Y |X), la
probabilite´ d’obtenir une classe sachant la valeur d’une observation de l’e´le´ment
que l’on cherche a` cate´goriser.
Notons que l’ensemble des mode`les probabilistes du tableau 1 sont de´crits et
compare´s d’un point de vue plus the´orique dans [Klinger and Tomanek, 2007].
Aussi [Bird et al., 2009; Kotsiantis et al., 2007; Mitchell, 1997; Wainwright and
Jordan, 2008] pre´sentent des inventaires plus complets en matie`re d’apprentissage
supervise´.
2.4.2.2 Me´thodes semi-supervise´es
Les algorithmes d’apprentissage supervise´ utilisent exclusivement des corpus
d’entraˆınement annote´s. Cependant, ce type de corpus est couˆteux a` produire
a` cause du temps ne´cessaire pour re´aliser l’annotation manuelle, qui peut eˆtre
complexe pour les taˆches avance´es de l’extraction d’information comme le rem-
plissage de templates . Les approches semi-supervise´es permettent de re´duire cette
de´pendance en utilisant a` la fois des exemples annote´s et non annote´s [Chapelle
et al., 2006; Zhu, 2005].
L’ide´e ge´ne´rale de ces approches est d’apprendre les parame`tres du mode`le
de fac¸on ite´rative : (i) on commence par entraˆıner un classifieur (de fac¸on su-
pervise´e) sur une partie annote´e du corpus d’apprentissage ; (ii) ce classifieur est
ensuite utilise´ pour e´tiqueter les exemples non annote´s ; (iii) les exemples ayant un
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Probabiliste Mode`le ge´ne´ratif utilise´ pour la classifi-
cation mono-classe
Maximum d’Entropie
(MaxEnt) [Berger et al.,
1996]




kov Models – HMM )
[Rabiner, 1989]
Probabiliste Mode`le ge´ne´ratif utilise´ pour la classifi-
cation de se´quences, c’est le mode`le de
se´quence associe´ au Naive Bayes
Champs Conditionnels
Ale´atoires (Conditional
Random Fields – CRF )
[Lafferty et al., 2001;
Sutton and Mccallum,
2007]
Probabiliste Mode`le discriminant utilise´ pour la clas-
sification de se´quences, c’est le mode`le de
se´quence associe´ au MaxEnt
Arbres de de´cision C4.5
[Quinlan, 1996]









Mode`le utilise´ pour la classification
mono et multi classes
Tab. 1 – Exemples d’algorithmes d’apprentissage supervise´
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score de confiance au-dessus d’un seuil pre´de´fini sont ensuite re´injecte´s parmi les
exemples annote´s ; (iv) le processus est re´pe´te´ tant qu’il y a des exemples non an-
note´s dans le corpus d’apprentissage. Ce proce´de´ d’apprentissage semi-supervise´
est appele´ auto-apprentissage (self-teaching ou bootstrapping) [Zhu, 2005]. Dans
la meˆme contribution, l’auteur pre´sente le co-apprentissage (co-training) qui est
un cas particulier d’apprentissage semi-supervise´, qui repose sur l’entraˆınement
ite´ratif de deux ou plusieurs classifieurs, chacun utilisant un ensemble d’attributs
diffe´rent. A` la fin du processus, les mode`les sont combine´s.
2.4.2.3 Me´thodes non supervise´es
De meˆme que les approches semi-supervise´es, les approches non supervise´es
visent a` re´duire la quantite´ d’exemples annote´s ne´cessaire pour l’apprentissage.
Dans ce cas pre´cis, l’objectif est de ne pas en utiliser du tout. Cet objectif
passe par le regroupement automatique des exemples non annote´s pour per-
mettre l’e´mergence de classes homoge`nes qui traduisent l’organisation naturelle
des donne´es [Xu and Wunsch, 2005].
Ainsi, l’ide´e ge´ne´rale de ces approches de regroupement (ou clustering) est
de regrouper les exemples non annote´s en fonction des caracte´ristiques qu’ils
partagent. Les groupes ainsi constitue´s sont appele´s clusters. Un algorithme de
clustering s’appuie sur une mesure de similarite´ entre les exemples et cherche a`
optimiser deux facteurs :
la cohe´sion a` l’inte´rieur d’un cluster il s’agit de maximiser les similarite´s
entre tous les e´le´ments d’un meˆme cluster ;
la disjonction entre les clusters il s’agit de maximiser les dissimilarite´s entre
les e´le´ments d’un cluster et ceux des autres clusters.
Les me´thodes de clustering se distinguent par : (i) la manie`re de calculer
la similarite´ (ou distance) entre les e´le´ments a` regrouper, (ii) la manie`re de
construire les clusters, (iii) la manie`re de de´finir le nombre de clusters a` construire.
Concernant le deuxie`me point, les me´thodes peuvent globalement se diviser entre
celles qui cherchent a` construire une arborescence entre les exemples (clustering
hie´rarchique, hierarchical clustering) et celles qui cherchent a` re´partir les exemples
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en un nombre de´termine´ de clusters sans faire l’hypothe`se de l’existence d’une
arborescence (partitionnement, partitional clustering).
Concernant le premier point, le calcul de la similarite´ entre les e´le´ments se fait
en utilisant des mesures de distance ou de similarite´ entre tous les e´le´ments deux
a` deux, qui s’appuient en ge´ne´ral sur une repre´sentation ensembliste ou vectorielle
des exemples. Des exemples de mesures ge´ne´ralement applique´es sont : le cosinus
de l’angle entre les vecteurs repre´sentant les exemples, la distance euclidienne, la
distance de Mahalanobis, la distance de Manhattan, etc. [Xu and Wunsch, 2005].
Enfin les re´sultats fournis servent a` construire une matrice de similarite´ a` partir
de laquelle le clustering est effectue´.
Il existe de nombreux algorithmes de clustering. Nous pre´sentons dans le ta-
bleau 2 quelques exemples d’algorithmes, repris de [Xu and Wunsch, 2005]. Des
inventaires plus complets sur les me´thodes non supervise´es sont propose´s dans
[Berkhin, 2002; Xu and Wunsch, 2005].
Algorithmes Type de clustering
Plus proche voisin (Single linkage ou
Nearest neighbour)
Hie´rarchique agglome´ratif
K-Means Diminution de l’erreur quadratique
Triangulation de Delaunay The´orie des graphes
Sous graphes connecte´s (highly
connected subgraphs) [Khuller, 1997]
The´orie des graphes
Markov Clustering (MCL) [Dongen,
2000]
The´orie des graphes
Tab. 2 – Me´thodes non supervise´es (clustering)
2.5 Reconnaissance des entite´s nomme´es
2.5.1 Pre´sentation du proble`me
Dans [Ehrmann, 2008] la de´finition propose´e pour une entite´ nomme´e est :
«toute expression linguistique qui re´fe`re a` une entite´ unique du mode`le de manie`re
autonome». Dans la de´finition, le «mode`le» fait re´fe´rence a` une description pre´ala-
ble des informations pertinentes pour un contexte applicatif donne´. Cela revient
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le plus souvent, en pratique, a` de´terminer la liste des types d’informations, en
rapport avec un domaine particulier, que l’on souhaite extraire.
Ainsi ce mode`le permet d’inclure (ou d’exclure) des types d’informations que
l’on cherche a` de´tecter automatiquement : par exemple, il peut s’agir de retrouver
des dates, des noms de personnes/socie´te´s ou des quantite´s. En d’autres termes,
la taˆche de reconnaissance d’entite´s nomme´es consiste a` repe´rer puis a` cate´goriser
des expressions lexicales dans un texte. De fac¸on intuitive, on pourrait penser a`
construire un dictionnaire gigantesque dans lequel on associerait toutes les expres-
sions lexicales possibles a` un type d’entite´ donne´. Il suffirait alors de parcourir
les documents a` la recherche de ces expressions pour identifier les entite´s.
Ne´anmoins, cette approche n’est pas envisageable car une meˆme valeur d’en-
tite´ peut appartenir a` plusieurs types d’entite´s distincts. Dans ce cas, seul le
contexte autour de l’entite´ permet de choisir le type d’entite´s le plus pertinent.
Par exemple «Renault» peut faire re´fe´rence a` soit a` la socie´te´, soit a` un nom de
famille. Il est donc ne´cessaire de prendre en compte les informations pre´sentes
dans le contexte ante´rieur et le contexte poste´rieur de l’entite´ afin de supprimer
l’ambigu¨ıte´.
En pratique, le repe´rage des entite´s peut souvent eˆtre divise´ en deux sous-
proble`mes : (i) de´finir les frontie`res de l’entite´ (de´terminer quels mots composent
l’entite´), (ii) de´finir le type qui doit lui eˆtre associe´. L’exemple de la figure 2.1
illustre la reconnaissance d’entite´s nomme´es dans le contexte financier. Dans ce
contexte applicatif, les informations a` distinguer sont de type date (< D >),
organisation (< O >) et montant de transaction (< M >).
2.5.2 Les approches pour la de´tection des entite´s nomme´es
L’identification des entite´s nomme´es (EN) constitue une taˆche fondamen-
tale en matie`re d’extraction d’information. Cette taˆche a e´te´ l’objet de plusieurs
campagnes d’e´valuations, parmi elles MUC-71, CoNLL-20022, CoNLL-20033, ES-
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Rachat de <O>BEA Systems</O> par <O>Oracle</O> : c'est fait. Au prix fort.
Le géant de la base de données annonce en effet ce <D>mercredi 16 janvier</D> 
avoir finalisé un accord en vue du rachat de <O>BEA Systems</O>. 
<O>Oracle</O> a accepté les conditions de </O>BEA Systems</O>, fixant le 
montant du rachat à <M>8,5 milliards de dollars</M>.
Il s’agira d’un des plus grands coups de Larry Ellison, le p-dg d’<O>Oracle</O>. 
Le précédent record était de <M>10 milliards </M> pour l'acquisition de 
<O>PeopleSoft</O> en <D>2004</D>.
Date : <D> Organisation : <O> Montant : <M>
Fig. 2.1 – Exemple de reconnaissance d’entite´s nomme´es
domaines (terrorisme, gestion de successions), langues (anglais, espagnol, japo-
nais, franc¸ais) et type de documents (articles de presse, courriers e´lectroniques)
[Nadeau and Sekine, 2007].
Ainsi, de nombreux syste`mes faisant de la reconnaissance d’entite´s nomme´es
(Named Entity Recognition – NER) ont e´te´ de´veloppe´s. On peut noter qu’a` partir
du milieu des anne´es 90, les syste`mes a` base de re`gles conc¸ues manuellement ont
fait place aux syste`mes statistiques. Ce changement s’est effectue´ en partie graˆce
a` un point fort des syste`mes statistiques : ils sont plus rapidement adaptables a`
de nouveaux domaines que leurs e´quivalents symboliques.
2.5.2.1 Utilisation de re`gles
Nous pre´sentons de fac¸on succincte quelques proprie´te´s d’un syste`me sym-
bolique de reconnaissances d’entite´s nomme´es. Le tableau 3 reprend les princi-
paux attributs utilise´s par les syste`mes a` base de re`gles pour de´tecter les entite´s
nomme´es [Sarawagi, 2008].
L’exemple de la figure 2.2 illustre la construction de re`gles pour la de´tection
des entite´s de type MONTANT a` partir de deux phrases. Notons que dans cette
meˆme figure, les exemples sont utilise´s pour cre´er une expression rationnelle qui
recouvre les deux formes d’apparition de l’entite´. La de´marche suivie dans ce
cas est une de´marche ge´ne´ralisante : on combine les re`gles obtenues pour chaque
24
Types d’attributs Description
Forme de surface Le/les mots qui composent l’entite´
Capitalisation Divers indices sur la forme de capitalisation des mots
(premie`re lettre en majuscule, tout le mot en majus-




La cate´gorie morpho-syntaxique des mots
Pre´sence dans une liste
ferme´e de valeurs (gazee-
ter)
Il s’agit de ve´rifier la pre´sence de l’entite´ dans une
liste connue d’entite´s (exemple liste de noms de
lieux)
Autres pre´-traitements Il s’agit d’utiliser les attributs provenant d’autres
traitements linguistiques pre´ce´dents (par exemple
l’analyse syntaxique)
Tab. 3 – Attributs des re`gles utilise´s par les syste`mes symboliques
Détection des entités avec une expression régulière (syntaxe AWK)
/pour (.*)? ([0-9]\,[0-9]) (.*) de dollars/

















Google vient d'annoncer le rachat de la branche mobilité de Motorola pour la 
somme de 12,5 milliards de dollars.
Oracle veut racherter BEA Systems pour 6,68 milliards de dollars.
Fig. 2.2 – Exemple de patron pour la de´tection des montants des transactions
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passage contenant des mentions d’entite´s afin d’obtenir des re`gles recouvrant
le plus de formes possible. La re`gle ge´ne´re´e dans l’exemple pre´ce´dent est assez
basique puisqu’elle utilise tre`s peu d’informations linguistiques. En pratique les
syste`mes symboliques de re´fe´rence utilisent des re`gles plus e´labore´es qui peuvent
soit eˆtre cre´e´es manuellement comme dans GATE [Cunningham et al., 2002], soit
construites automatiquement, par exemple dans les syste`mes AutoSlug [Riloff,
1993], Rapier [Califf and Mooney, 1997], LP2 [Ciravegna, 2001] ou plus re´cemment
TEXTMARKER [Atzmu¨ller et al., 2008], [Reiss et al., 2008].
Les syste`mes a` base de re`gles permettent e´galement d’introduire de fac¸on
simple des connaissances encyclope´diques existantes sous la forme de listes ou
de dictionnaires qui inte`grent des entite´s ou des e´le´ments d’entite´s de´ja` connus.
On peut, par exemple, introduire des listes de noms de villes connues pour la
reconnaissance des noms de lieux, ou utiliser des listes de pre´noms connus pour
la reconnaissance des noms de personnes. Notons que ce type de connaissances
peuvent aussi eˆtre inte´gre´es dans le cadre des syste`mes par apprentissage statis-
tique en tant qu’attributs d’une observation.
2.5.2.2 Utilisation d’apprentissage statistique
Les syste`mes a` base d’apprentissage statistique abordent la reconnaissance
des entite´s comme un proble`me de classification. Il s’agit alors d’apprendre les
parame`tres d’un mode`le capable de de´terminer pour chacun des mots d’un docu-
ment s’il appartient a` une entite´, et si oui, quel type d’entite´ doit lui eˆtre associe´.
En ce qui concerne la de´limitation de la frontie`re des entite´s, la repre´sentation
adopte´e vise a` spe´cifier si un mot fait ou non partie d’une entite´ et, dans le
cas positif, pre´ciser s’il amorce l’entite´ ou s’il fait partie du corps de l’entite´. Les
classes a` identifier pour les mots sont alors les classes Begin pour un mot de´butant
une entite´, Inside pour un mot e´tant a` l’inte´rieur d’une entite´ et Outside pour un
mot n’appartenant pas a` une entite´. Ce mode`le est connu sous le nom de mode`le
BIO (Begin – Inside – Outside) [Sarawagi, 2008]. Ne´anmoins, cette me´thode ne
distingue pas les mots qui terminent une entite´ des mots qui sont a` l’inte´rieur
d’une entite´. La me´thode BCEO (Begin - Continue - End - Other) permet de
faire cette distinction [Sarawagi, 2008].
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Le tableau 4 montre un exemple d’application de ces deux me´thodes. Notons
que, dans l’exemple, l’annotation prend en compte a` la fois la de´termination de
la frontie`re d’une entite´ et la de´termination du type d’entite´.


















Tab. 4 – Exemple de de´limitation des frontie`res des entite´s nomme´es avec les
mode`les BIO et BCEO
Pour ce qui est des types d’entite´s a` associer aux mots, le proble`me est traite´
par des approches ge´ne´ratives ou discriminantes. Le plus souvent, les mode`les
sont adapte´s a` la classification de se´quences, afin de prendre en compte l’aspect
se´quentiel des phrases et les de´pendances e´ventuelles entre les types d’entite´s
(par exemple il y a une probabilite´ non nulle que les chiffres suivant une entite´
de type organisation soient une date). Il s’agit alors de trouver, pour une phrase
x contenant n mots note´s x = {x1, ..., xn}, la se´quence cache´e des types d’entite´s
nomme´es y = {y1, .., yn} qui lui correspond. L’inte´reˆt des mode`les de se´quence
est qu’ils permettent de prendre en compte les de´pendances entre les cate´gories
d’entite´s successives yi et yi−1. Selon les mode`les, le choix d’une cate´gorie d’entite´
nomme´e se fait a` partir des observables xi (ex. HMM), ou a` partir d’un ensemble
de de traits caracte´ristiques sur les xi (aussi appele´s features) (ex. CRF). Les
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features permettent de mode´liser les proprie´te´s intrinse`ques des mots de l’entite´
et des mots dans le voisinage de l’entite´.
Les features ge´ne´ralement utilise´s pour la de´tection des entite´s sont de trois
types [Sarawagi, 2008] :
– les features sur les mots, ou les formes de surface (ex. la cate´gorie morpho-
syntaxique associe´es aux mots) ;
– les features orthographiques (ex. le mot commence-t-il par une lettre ma-
juscule ?) ;
– les features utilisant des dictionnaires de valeurs (ex. le mot appartient-il a`
une liste de noms de pays ?).
Plusieurs syste`mes de reconnaissance des entite´s nomme´es ont e´te´ construits
a` partir de tels features, en utilisant des mode`les diffe´rents : algorithme MaxEnt
[Borthwick, 1999], algorithme HMM [Bikel et al., 1999; Seymore et al., 1999], al-
gorithme CMM (Conditional Markov Model) [Malouf, 2002], algorithme MEMM
(Maximum Entropy Markov Model) [McCallum et al., 2000], algorithme CRF
[Lafferty et al., 2001]. [Nadeau and Sekine, 2007] pre´sente un inventaire des ap-
proches utilise´es pour la de´tection des entite´s nomme´es, en particulier les ap-
proches statistiques, entre 1991 et 2006.
2.6 Core´fe´rence entre entite´s nomme´es
2.6.1 Pre´sentation du proble`me
Dans [Ng, 2010], la re´solution de la core´fe´rence est de´finie comme une taˆche
dont l’objectif est de de´terminer dans un texte les groupes nominaux faisant
re´fe´rence au meˆme objet. L’objet qui est repris par plusieurs expressions est ap-
pele´ ante´ce´dent et les expressions lexicales qui pointent vers lui sont appele´es ana-
phores. Le terme de core´fe´rence est utilise´ lorsque l’anaphore et son ante´ce´dent
font re´fe´rence au meˆme objet [Mitkov, 1999]. Par exemple dans : «L’e´diteur de
bases de donne´es et de progiciels Oracle retire son offre de rachat de BEA Sys-
tems. Il avait fixe´ au 28 octobre la date limite pour que BEA accepte sa proposition
de 6,7 milliards de dollars.», le pronom il et l’ante´ce´dent Oracle sont en relation
de core´fe´rence.
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En re´sume´, la re´solution de l’anaphore revient a` trouver l’ante´ce´dent associe´
a` une anaphore. Le langage naturel e´tant tre`s riche, les phe´nome`nes de re´fe´rence
peuvent s’exprimer de diffe´rentes manie`res en fonction du type d’ante´ce´dent (pro-
nom ou groupe nominal de´fini) ou en fonction de la position de l’ante´ce´dent (intra-
phrastique ou interphrastique). Le nombre de relations de core´fe´rence entre deux
entite´s de´pend de la langue et du degre´ de granularite´ conside´re´. Les premiers
travaux issu de MUC-61 se sont concentre´s sur 7 types de core´fe´rence (apposition,
me´tonymie, core´fe´rence pronominale, groupes nominaux renvoyant a` une meˆme
cate´gorie d’objet, reprise d’un groupe nominal par une forme de´finie, utilisation
de pluriel pour faire re´fe´rence a` une cate´gorie d’objet, reprise d’une grandeur par
sa valeur). Par la suite, [Bagga, 1998] montre que sur 11 types de core´fe´rence
identifie´s comme les plus fre´quents sont (cf. exemple 1, page 29) les variations de
noms, (cf. exemples 2 et 4) les core´fe´rences pronominales, et (cf. exemple 3) la
re´pe´tition du groupe nominal. Dans le cadre de l’extraction d’information et du
traitement des entite´s nomme´es, le cas de la variation des noms propres (exemple :
SAP, System Analysis and Program Development, SAP AG) est particulie`rement
traite´ pour la core´fe´rence entre entite´s nomme´es.
De nombreux travaux se sont focalise´s sur la re´solution des anaphores pro-
nominales, ce type d’anaphore concerne tous les pronoms a` la troisie`me per-
sonne (singuliers/pluriels) et vise plus particulie`rement les pronoms personnels
(cf. exemple 2), de´monstratifs (cf. exemple 4), re´fle´chis (cf. exemple 5) ou pos-
sessifs (cf. exemple 6). Sous un autre angle les anaphores dites de´finies sont
porte´es par des groupes nominaux de´finis au lieu de pronoms. En particulier,
elles peuvent utiliser les liens se´mantiques entre les ante´ce´dents et les anaphores :
lien de me´ronymie/holonymie (cf. exemple 7) ou lien d’hyperonymie/hyponymie
(cf. exemple 8).
1. e´diteur, e´diteur de bases de donne´es, firme, etc.
Formes alternatives du meˆme groupe nominal
2. [Google] a annonce´ qu’[il] va racheter Motorola Mobility.
Le pronom personnel il reprend Google
3. Oracle le [ge´ant ame´ricain] des bases de donne´es a propose´ de racheter BEA
1http://cs.nyu.edu/cs/faculty/grishman/COtask21.book_1.html
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Systems pour 6,68 milliards de dollars. L’offre du [ge´ant ame´ricain] a` 17
dollars par action a e´te´ rejete´e.
Reprise a` l’identique de ge´ant ame´ricain
4. Ce rachat apparaˆıt comme strate´gique. [Celui-ci] intervient apre`s l’acquisi-
tion de Business Objects par SAP en Octobre dernier.
Celui-ci reprend le rachat
5. [Le rachat] [s] ’est de´roule´ apre`s l’accord des actionnaires.
se reprend le rachat
6. [Oracle] a de´pense´ plus de 20 milliards de dollars en acquisition pour e´toffer
[son] catalogue.
Son reprend Oracle
7. Oracle l’e´diteur de [logiciel] propose de racheter BEA Systems. L’e´diteur
de [bases de donne´es] a fait une offre de plusieurs milliards de dollars.
logiciel est en relation me´ronymique avec bases de donne´es.
8. Il s’agit d’une des plus grandes [acquisitions] du PDG d’Oracle Larry Elli-
son.
acquisitions est en relation hyponymique avec le rachat : une acquisition
est une cate´gorie de rachat.
Dans le cadre de la construction de templates, l’inte´reˆt du traitement de la
core´fe´rence est de permettre d’identifier les chaˆınes de core´fe´rence. Ces chaˆınes
sont e´quivalentes a` des regroupements d’expressions ayant un lien de core´fe´rence
entre elles. Par exemple, l’extrait de la figure 2.3 contient trois chaˆınes de core´fe´rence
C1-C3-C4-C5-C6, C2-C9 et C7-C8 entre des anaphores nominales. Nous de´taillons
dans la section suivante les me´thodes utilise´es pour la re´solution de la core´fe´rence.
2.6.2 Les approches pour la re´solution de core´fe´rence
De meˆme que pour la reconnaissance des entite´s nomme´es, la re´solution de
core´fe´rence a e´te´ l’objet de plusieurs campagnes d’e´valuations, parmi elles MUC-
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Pendant la crise, les affaires continuent. [Google]
C1
 le prouve en rachetant pour 8,6 
milliards d'euros [Motorola Mobility]
C2 
, afin de [se]
C3
 renforcer dans un secteur où 
[il]
C4
 a fait irruption fin 2007 grâce au système d'exploitation Android. [Google]
C5
 
peut se permettre un tel investissement en période de crise financière : [son]
C6
 trésor 




 lui permet de 
surpayer sans sourciller ce [fabricant de téléphones mobiles]
C9
, avec un prix d'achat 
des actions 63% plus élevé que leur dernier cours de Bourse.
Fig. 2.3 – Exemple de chaˆınes de corefe´rences
61, MUC-72, ARE3 et plus re´cemment SemEval-20104.
Les approches pour la re´solution de core´fe´rence sont ge´ne´ralement classe´es en
deux cate´gories, d’une part les approches ayant un fondement linguistique [Mit-
kov, 1999; Poesio et al., 2010] et d’autre part les approches a` base d’apprentissage
statistique [Ng, 2010]. Nous de´crivons brie`vement ces deux approches dans cette
section.
2.6.2.1 Utilisation d’approches linguistiques
La re´solution de core´fe´rence a` partir d’approches linguistiques est un proble`me
qui a e´te´ e´tudie´ de fac¸on exploratoire entre la fin des anne´es 60 et le milieu des
anne´es 90. Les approches de´veloppe´es cherchaient alors a` re´soudre le proble`me
a` partir de trois types d’information distincts : les informations syntaxiques, les
connaissances du monde re´el, et les informations discursives.
La premie`re approche linguistique performante a e´te´ de´finie a` la fin des anne´es
70 [Hobbs, 1978]. Elle se concentrait sur la re´solution de core´fe´rence pronominale
en utilisant les informations syntaxiques produites a` partir de phrases manuelle-
ment annote´es. L’ide´e principale e´tait de se´lectionner le meilleur ante´ce´dent pos-
sible en appliquant certaines contraintes sur les groupes nominaux, par exemple
1http://cs.nyu.edu/cs/faculty/grishman/COtask21.book_1.html
2http://www-nlpir.nist.gov/related_projects/muc/proceedings/muc_7_toc.html
3Anaphora Resolution Exercise : http://clg.wlv.ac.uk/events/ARE/
4Semantic Evaluation : http://stel.ub.edu/semeval2010-coref/
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les accords en genre ou en nombre, la proximite´ (en nombre de phrases) par
rapport a` l’anaphore, etc.
Par la suite, d’autres approches reposant aussi sur les informations syntaxiques
[Kennedy and Boguraev, 1996; Lappin and Leass, 1994] ont e´te´ applique´es a` plus
large e´chelle, et cette fois a` partir d’un re´sultat d’analyse syntaxique produit par
un analyseur automatique. A` l’oppose´, d’autres approches telles que [Baldwin,
1997; Mitkov, 1998] ont cherche´ a` minimiser l’apport de connaissances exte´rieures
ou des informations syntaxiques utilise´es. L’inte´reˆt de ce type de me´thodes est
d’obtenir un bon niveau de re´sultat avec des me´thodes simples qui reposent sur
un nombre de traitements linguistiques limite´.
2.6.2.2 Utilisation d’approches statistiques
L’usage de me´thodes statistiques pour la re´solution de core´fe´rence s’est re´pandu
au milieu des anne´es 90 alors que les campagnes telles que MUC-6 et MUC-7 per-
mettaient d’acce´der a` une quantite´ importante de donne´es annote´es. De`s lors, de
nombreuses approches, dans un premier temps supervise´es [Connolly et al., 1994;
Soon et al., 2001; Yang et al., 2003], puis non-supervise´es [Cardie and Wagstaff,
1999; Ng, 2008] ont e´te´ de´veloppe´es.
Les approches supervise´es pour la re´solution de core´fe´rence se re´partissent en
trois grandes cate´gories : la premie`re s’appuie sur un classifieur binaire pour
de´terminer si un couple (anaphore, ante´ce´dent potentiel) est en situation de
core´fe´rence. Le principe est de comparer une anaphore avec chacun des ante´ce´dents
potentiels se trouvant dans les phrases pre´ce´dentes. Les couples annote´s positive-
ment par le classifieur sont alors conside´re´s comme core´fe´rents et constituent une
chaˆıne de core´fe´rence. Du fait des comparaisons deux a` deux entre les anaphores
et les ante´ce´dents, ce type de mode`le est appele´ mention-pair [Ng and Cardie,
2002; Soon et al., 2001].
Dans ce type de mode`le, la de´cision de classification est prise pour deux en-
tite´s donne´es sans tenir compte des pre´ce´dentes de´cisions, ce qui peut entraˆıner
des contradictions dans les chaˆınes de core´fe´rence. Les approches de type entity-
mention ont e´te´ propose´es afin de diminuer ces incohe´rences. Dans ces approches,
la me´thode consiste a` inte´grer une anaphore dans une chaˆıne de core´fe´rence de´ja`
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constitue´e en s’assurant qu’elle est compatible avec les autres ante´ce´dents de la
chaˆıne.
Un autre inconve´nient de la classification binaire sur laquelle repose l’approche
mention-pair est que le re´sultat ne permet pas d’ordonner les ante´ce´dents poten-
tiels les uns par rapport aux autres. En effet, le classifieur e´value la probabilite´
qu’un ante´ce´dent soit associe´ a` une anaphore, et non pas le meilleur ante´ce´dent
parmi tous ante´ce´dents potentiels. Pour pallier ce de´faut, les approches de type
mention-ranking proposent de trier tous les ante´ce´dents potentiels en fonction
de leurs probabilite´s d’eˆtre en relation de core´fe´rence avec l’anaphore. Suite a` ce
classement, l’ante´ce´dent potentiel ayant le meilleur rang est conserve´. Le lecteur
pourra se re´fe´rer aux travaux de Vincent Ng pour des inventaires de´taille´s sur
la re´solution de la core´fe´rence a` partir d’approches supervise´es [Ng, 2010] et non
supervise´es [Ng, 2008].
2.7 Extraction de relations entre entite´s nom-
me´es
2.7.1 Pre´sentation du proble`me
L’objet de la taˆche d’extraction de relations entre entite´s nomme´es (ou tem-
plate relation construction – template relation production) est d’e´tablir des liens
se´mantiques entre les entite´s nomme´es. Historiquement, cette taˆche a e´te´ de´finie
lors de la campagne MUC 7 avec pour objet d’identifier trois relations pre´de´finies
(LOCATION OF, EMPLOYEE OF, PRODUCT OF ) entre les formulaires d’at-
tributs extraits sur les entite´s. Par la suite, les travaux se sont de´veloppe´s en
augmentant le nombre de relations a` extraire (24 relations dans la taˆches Rela-
tion Detection and Characterization de la campagne ACE 1), et en changeant le
domaine d’application des relations, par exemple le biome´dical : campagnes LLL2,
ou plus re´cemment i2b23. Le tableau 5 pre´sente quelques relations se´mantiques
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dans le domaine sismique :
Un [tremblement de terre] de magnitude [5] sur l’e´chelle ouverte de Richter
s’est produit [dimanche] dans le [nord-ouest de l’Iran], a rapporte´ la te´le´vision
d’e´tat sans fournir de bilan a` ce stade. Le [se´isme] a touche´ la ville de [Khal-
khal], dans la province d’Ardebil, a` [16 H 41] locales (12 H 11 GMT), selon la
meˆme source.
Relation (R) Entite´ (e1) Entite´ (e2)
lieu d’un e´ve´nement tremblement de terre (E´ve´nement) nord-ouest de l’Iran (Lieu)
date d’un e´ve´nement tremblement de terre (E´ve´nement) dimanche (Date)
lieu d’un e´ve´nement se´isme (E´ve´nement) Khalkhal (Lieu)
date d’un e´ve´nement se´isme (E´ve´nement) 16 H 41 (Heure)
Tab. 5 – Exemple de relations entre entite´s nomme´es
Les exemples de relations du tableau 5 montrent des relations type´es binaires,
qui impliquent donc seulement deux entite´s nomme´es. Ne´anmoins, les relations
entre les entite´s ne sont pas toujours binaires et peuvent impliquer plus de deux
entite´s : par exemple dans la dernie`re phrase, il y a une relation ternaire entre les
entite´s se´isme – Khalkhal – 16h41. De nombreux travaux abordent le proble`me
des relations binaires entre les entite´s, mais peu se sont inte´resse´s aux relations
d’ordre supe´rieur, parmi eux [Afzal, 2009; Liu et al., 2007; McDonald et al., 2005].
Les relations complexes entre un sous-ensembles d’entite´s peuvent par ailleurs
eˆtre vues comme des remplissages de templates partiels, qui rendent donc l’e´tape
de construction de template plus imme´diate par fusion des templates partiels.
De fac¸on the´orique, un template complet peut meˆme eˆtre vu comme une seule
relation complexe regroupant toutes les entite´s concerne´es.
Un autre aspect dont il faut tenir compte pour extraire des relations est la
distance entre les entite´s. Dans les exemples du tableau 5, toutes les relations
sont exprime´es dans la meˆme phrase, cependant dans l’exemple pre´ce´dent on
peut noter qu’il existe une relation indirecte entre la magnitude 5 du se´isme et la
ville de Khalkhal qui a e´te´ touche´e. Cette relation indirecte est mise en e´vidence en
tenant compte du lien de core´fe´rence entre tremblement de terre et se´isme et aussi
de la relation se´mantique entre la magnitude 5 et le tremblement de terre. Plus
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ge´ne´ralement l’exemple illustre l’inte´reˆt d’utiliser les liens de core´fe´rence entre les
entite´s nomme´es pour l’extraction de relations se´mantiques. Dans cette optique
[Chan and Roth, 2010] sugge`rent d’exploiter les liens de core´fe´rence entre entite´s
pour l’extraction de relations, ils proposent aussi d’inte´grer des connaissances
exte´rieures venant d’une source encyclope´dique (Wikipedia).
La proble´matique d’extraction de relations entre entite´s nomme´es recouvre en
fait plusieurs proble´matiques diffe´rentes, selon le degre´ d’information disponible
en entre´e du syste`me :
– dans un premier cas, on cherche a` de´terminer le type de relation R a` attri-
buer au couple d’entite´s (e1, e2) ;
– dans un deuxie`me cas, on cherche a` de´terminer l’entite´ e2 en connaissant le
type de relation R et l’entite´ e1 ;
– un troisie`me cas d’application de l’extraction de relations concerne le do-
maine dit ouvert : les syste`mes d’extraction de relations entre entite´s sont
souvent, dans la pratique, limite´s a` un nombre pre´de´termine´ de relations et
sont le plus souvent adapte´s a` des domaines spe´cifiques. Mais en domaine
ouvert, on cherche a` extraire autant de relations que possible sans a priori
ni sur le type de la relation R, ni sur le type des entite´s e1 et e2 ;
– dans un quatrie`me cas, on cherche a` de´terminer si une relation existe ou
non entre deux entite´s sans pour cela s’inte´resser au type de la relation.
Cette section aborde l’extraction de relations dans le cas le plus fre´quent,
c’est-a`-dire ou` l’on cherche a` extraire une relation type´e entre deux entite´s de
types pre´de´finis. Le chapitre 5 pre´sente plus en de´tail le deuxie`me cas d’utilisation
de l’extraction de relation, qui en fait une e´volution du proble`me du question-
re´ponse. La proble´matique du question-re´ponse a pour objet de retrouver dans
une collection de documents une re´ponse a` une question formule´e en langage
naturel. A` la diffe´rence de la recherche d’information, la question ne se limite pas
a` un ensemble de mots-cle´s. De plus, il ne s’agit pas uniquement de retrouver un
ensemble de documents pertinents mais la ou les re´ponses pertinentes contenues
dans ces documents.
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2.7.2 Les approches pour l’extraction de relations entre
entite´s nomme´es
Le point commun des approches pour l’extraction de relations est qu’elles
cherchent a` capturer les indices contenus dans le voisinage des entite´s : en avant,
entre, ou apre`s les deux entite´s. Ce contexte sert a` faire le lien entre les deux
entite´s et le type de relations que l’on veut caracte´riser.
Les strate´gies d’extraction de relations commencent ge´ne´ralement par identi-
fier les formes alternatives du contexte entre/avant/apre`s les deux entite´s (pour
un type de relations donne´). Ce contexte est ensuite mode´lise´, en ge´ne´ral sous
la forme de patrons lexico-syntaxiques ou a` l’aide de classifieurs statistiques. Les
patrons ou classifieurs sont ensuite applique´s a` de nouveaux exemples afin d’ex-
traire les relations pour le type de relation concerne´. D’autres approches existent
pour l’extraction de relations, comme, par exemple, l’utilisation d’heuristiques
spe´cifiques, comme dans le syste`me RelEx [Fundel et al., 2007]. Dans ce syste`me,
la se´lection des relations repose sur quatre re`gles qui sont applique´es a` des arbres
de de´pendances afin d’extraire des interactions entre des prote´ines a` partir de
re´sume´s d’articles scientifiques. Dans les approches a` base de patrons ou de clas-
sifieurs, les indices les plus fre´quemment utilise´s sont pour la plupart issus de
trois types d’informations linguistiques : les formes de surfaces, les cate´gories
morpho-syntaxiques, les informations syntaxiques (arbres syntaxiques ou graphes
de de´pendances).
Dans cette section, nous nous concentrons sur les approches d’extraction de
relations dans un contexte supervise´ mais cette extraction peut e´galement eˆtre
faite de fac¸on non supervise´e comme dans les travaux de [Gonza`lez and Turmo,
2009; Hasegawa et al., 2004; Hassan et al., 2006; Shinyama and Sekine, 2006]. Nous
distinguons les approches supervise´es pour l’extraction de relations en fonction
du me´canisme qu’elles utilisent : soit des patrons de relations soit des classifieurs
statistiques.
2.7.2.1 Approches a` base de patrons
Les approches a` base de patrons de relations datent du de´but des anne´es 90.
Ces approches cherchaient a` utiliser un minimum de connaissances exte´rieures
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tout en e´tant le moins de´pendantes possible du genre des textes. Dans cette pers-
pective, ce type d’approche cherche a` capturer, par des patrons, les redondances
dans les phrases qui contiennent les relations.
Ainsi un des premiers travaux sur l’extraction de relations avait pour but
d’extraire des relations d’hyponymie entre des termes [Hearst, 1992], en utili-
sant des patrons lexico-syntaxiques pour capturer des relations entre des groupes
nominaux au sein de la meˆme phrase. Son approche utilise comme e´le´ments de
de´part des patrons lexico-syntaxiques qui sont e´crits manuellement. La phase
suivante consiste a` collecter des phrases contenant des occurrences de la relation
d’hyponymie a` partir d’instances de la relation (ex. : England, country).
Les occurrences collecte´es servent ensuite de base pour e´crire de nouveaux
patrons a` partir des points communs observe´s dans les occurrences. Enfin, les
nouveaux patrons sont applique´s pour retrouver de nouvelles instances, et le
processus est re´applique´ de fac¸on ite´rative depuis la phase de collecte des oc-
currences ci-dessus. En re´sume´, la me´thode propose´e par Hearst utilise une forme
d’auto-apprentissage qui part d’instances connues de relations pour de´couvrir de
nouvelles instances. L’exemple ci-dessous reprend un exemple de patron lexical
issu de [Hearst, 1992].
Texte : ... most European countries, especially France, England and Spain.
Patron : NP {,} especially {NP,}* {or|and} NP
Relations d’hyponymie : (France, European country), (England, European
country), (Spain, European country)
Dans la meˆme perspective, le syste`me DIPRE (Dual Iterative Pattern Rela-
tion Extraction) propose´ par [Brin, 1999] permet d’extraire des relations entre
les titres de livres et leurs auteurs. DIPRE utilise comme documents des pages
web renvoye´es par un moteur de recherche et des patrons sous forme d’expres-
sions rationnelles. La de´marche suivie par DIPRE est aussi fonde´e sur une forme
d’auto-apprentissage : il s’agit d’utiliser des instances de relations sous la forme
de couples d’entite´s pour retrouver des occurrences de relations contenues dans
des pages web, ces occurrences servent a` ge´ne´rer des patrons repre´sentatifs des
relations (les patrons sont e´value´s pour s’assurer qu’ils aient une couverture suf-
fisante). Par la suite les patrons sont applique´s afin de trouver de nouvelles ins-
tances de relations. Ces nouvelles instances sont re´introduites dans le syste`me
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pour une nouvelle ite´ration. Le processus se termine lorsque le nombre d’ins-
tances renvoye´ par le syste`me est supe´rieur a` une limite pre´de´finie.
A` la diffe´rence de Hearst, [Brin, 1999] utilise des patrons qui sont ge´ne´re´s
automatiquement : il s’agit d’exploiter les re´gularite´s contenues dans les occur-
rences de relations pour cre´er des patrons. Pour cela, les occurrences de relations
sont de´coupe´es automatiquement en dissociant les mots apparaissant entre les
deux entite´s qui servent d’exemples de ceux apparaissant avant la premie`re en-
tite´ (pre´fixe) et de ceux apparaissant apre`s la deuxie`me entite´ (suffixe). Par la
suite, les occurrences de relations dont les parties pre´fixe et suffixe sont similaires
sont regroupe´es et le contexte entre les deux entite´s est utilise´ pour construire
une expression re´gulie`re. Pour illustration conside´rons les phrase suivantes pour
la construction d’un patron (on fait l’hypothe`se qu’elles sont renvoye´es par un
moteur de recherche) :
(i) [The Lord of the Rings]e1 is a high fantasy epic written by
context
[J. R. R. Tolkien]e2 .
(ii) [The Silmarillion]e1 is a collection of
context
[J. R. R. Tolkien]e2 ’s mythopoeic
suffix
works, edi-
ted and published posthumously ...
(iii) ... better known by its abbreviated title
prefix
[The Hobbit]e1 , is a fantasy novel written by
context
[J. R. R. Tolkien]e2.
Suite au processus de ge´ne´ration des patrons, on obtient une expression ra-
tionnelle de la forme «is a(.* ?) (written by) ?».
A` la manie`re de Brin, [Agichtein and Gravano, 2000] propose un syste`me d’ex-
traction de relations nomme´ SnowBall qui s’appuie sur un ensemble d’exemples de
relations sous forme de couples d’entite´s. Si le principe ge´ne´ral de l’auto-induction
de relations est conserve´, la distinction entre DIPRE et SnowBall se fait de´ja` au
niveau de la ge´ne´ration des patrons de relations.
Dans SnowBall les patrons sont aussi repre´sente´s par des tuples contenant les
parties prefix, middle, suffix introduites dans DIPRE, mais cette fois les patrons
sont ge´ne´re´s de fac¸on ite´rative : les mots contenus dans chacune de ces parties
prefix, middle, suffix sont ponde´re´s a` chaque ite´ration par le nombre d’occurrences
(normalise´) du mot dans la partie concerne´e.
Dans DIPRE les occurrences de relations sont regroupe´es en fonction du
contexte entre les entite´s et l’ordre relatif des entite´s. Dans SnowBall, le regrou-
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pement se fait en prenant en compte les parties pre´fixes et suffixes : un score de
similarite´ est attribue´ a` chaque paires d’occurrences de relations. En pratique,
le calcul de similarite´ se base sur le produit scalaire des vecteurs de compo-
santes (pre´fixe, contexte, suffixe). Chaque groupe d’occurrences sert ensuite a`
la ge´ne´ration d’un patron et un score de confiance est associe´ a` chaque patron
ge´ne´re´.
Pour ce qui concerne l’extraction de nouvelles relations, SnowBall commence
par rechercher des occurrences potentielles de relations, ces occurrences sont
transforme´es sous forme de tuples et ensuite compare´es aux patrons pre´alablement
ge´ne´re´s. Lors de la comparaison des occurrences avec les patrons, les occurrences
ayant un score de similarite´ infe´rieur a` un seuil donne´ sont e´limine´es. Enfin, parmi
les occurrences conserve´es, celles qui sont (1) issues de patrons ayant un score de
confiance e´leve´ et (2) issues d’un grand nombre de patrons sont conserve´es.
2.7.2.2 Approches a` base de classifieurs statistiques
Les approches a` base de classifieurs statistiques pour la de´tection de relations
sont souvent se´pare´es en deux cate´gories : d’une part, les me´thodes reposant
seulement sur un ensemble de traits caracte´ristiques de la relation (Feature-based)
[Kambhatla, 2004] et d’autre part, les me´thodes utilisant un noyau en plus des
traits caracte´ristiques, a` savoir les me´thodes a` base de noyaux (Kernel-based)
[Zelenko et al., 2003].
Cette section pre´sente ces deux cate´gories et s’appuie en partie sur l’e´tat de
l’art pre´sente´ dans [Bach and Badaskar, 2007].
Les approches fonde´es sur features visent a` traiter l’extraction de relations
comme un proble`me de classification. Ainsi, il s’agit d’apprendre un mode`le pour
chaque type de relations que l’on cherche a` extraire (classification binaire). Afin
d’eˆtre compre´hensible par le mode`le, les relations sont repre´sente´es sous forme
de features et le mode`le renvoie une re´ponse positive ou ne´gative selon que la
relation appartient ou non au type vise´.
Plusieurs mode`les ont e´te´ utilise´s pour cette taˆche avec des niveaux de re´sultats
diffe´rents : [Kambhatla, 2004] utilise un mode`le Maximum d’Entropie et obtient
un score de 52,8 % (F1-Mesure) sur le corpus ACE 2004, [GuoDong et al., 2005]
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utilisent un mode`le SVM et obtiennent un score de 55.5 % sur ce meˆme cor-
pus. Il faut souligner que les features utilise´s diffe`rent dans les deux mode`les.
En particulier, [Kambhatla, 2004] n’utilise pas de features concernant des res-
sources se´mantiques telles que des listes de noms de lieux. Ce re´sultat souligne
l’importance du choix des features dans les approches Feature-based. On pour-
rait penser de fac¸on intuitive que l’ajout d’un grand nombre de features com-
plexes ame´liore les re´sultats. Malheureusement, ce n’est pas toujours le cas. Par
exemple, [Jiang and Zhai, 2007] de´montrent que ce type d’ajout n’ame´liore pas
beaucoup les performances et que dans certains cas, cela pourrait les faire dimi-
nuer. Les auteurs soulignent aussi qu’il est possible d’obtenir un score e´leve´ (68 %
de F1-Mesure) a` partir d’un ensemble de features compose´ ni d’informations syn-
taxiques, ni d’informations de de´pendances. Les features qu’ils utilisent reposent
sur les n-grammes de mots (unigramme, bigramme, trigramme). L’inconve´nient
de ces features lexicalise´s est leur de´pendance vis-a`-vis du corpus d’apprentissage,
et donc au domaine conside´re´, par un phe´nome`ne de sur-spe´cialisation du mode`le
d’apprentissage.
Dans une autre perspective, les approches (Kernel-based) proposent de traiter
l’extraction de relations comme un proble`me de calcul de similarite´ entre un
ensemble annote´ d’occurrences de relations (l’ensemble est compose´ d’exemples
positifs et ne´gatifs de la relation vise´e) et une nouvelle occurrence de la relation.
L’ide´e est de comparer la nouvelle occurrence de relation a` celles qui sont annote´es
comme positives ou ne´gatives et de de´terminer ainsi de quelle cate´gorie la nouvelle
occurrence est plus proche.
Le calcul de la similarite´ est effectue´ en s’appuyant sur une fonction noyau, qui
permet d’appliquer des transformations (line´aires ou non) au vecteur de features
qui repre´sente l’occurrence de relation afin de le projeter dans un espace de grande
dimension. Les transformations applique´es par le noyau reviennent a` appliquer un
produit scalaire dans un espace de grande dimension Lorsque l’apprentissage du
mode`le est termine´, l’e´tiquetage d’une nouvelle occurrence revient a` de´terminer
si sa distance vis-a`-vis des exemples positifs est supe´rieure a` celle vis-a`-vis des
exemples ne´gatifs. Le proble`me, dans ce cas, ne se situe plus seulement au niveau
de la se´lection des features (comme dans les approches Feature-based) mais aussi
dans le choix de la fonction noyau.
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L’inte´reˆt des me´thodes a` base de noyaux est qu’elles peuvent eˆtre applique´es
directement sur des structures complexes (des graphes ou des arbres) contrai-
rement aux me´thodes Feature-based. Pour cela, ces me´thodes font appel a` des
noyaux particuliers : le String Kernel permet de calculer des similarite´s entre des
chaˆınes de caracte`res, le Tree Kernel est quant a` lui applique´ a` des arbres.[Bunescu
and Mooney, 2006, 2005; Moncecchi et al., 2010; Moschitti, 2006; Zelenko et al.,
2003] pre´sentent d’autres syste`mes utilisant des me´thodes a` base de noyaux.
Concernant les performances, [Tikk et al., 2010] pre´sentent une e´tude compa-
rative des approches a` base de noyaux pour une taˆche d’extraction de relations
entre des prote´ines a` partir de documents scientifiques. Les auteurs utilisent pour
leurs comparaisons neuf noyaux diffe´rents et les testent sur cinq corpus diffe´rents.
La premie`re conclusion de cette e´tude est que les re´sultats des me´thodes a` base
de noyaux ne sont supe´rieurs que de quelques points1 aux re´sultats obtenus en
utilisant une approche a` base de re`gles qui s’appuie seulement sur les arbres de
de´pendances syntaxiques [Fundel et al., 2007]. Il faut pre´ciser que les me´thodes
a` base de noyaux sont de´pendantes du corpus utilise´ pour l’apprentissage, ce qui
entraˆıne des baisses de performance lorsque l’on change de corpus. robuste a` ce
type de phe´nome`ne. ge´ne´ral re´e´crire des re`gles diffe´rentes Une autre conclusion
de cette e´tude est que, pour les relations entre prote´ines, les noyaux utilisant les
arbres de de´pendances obtiennent de meilleurs re´sultats que ceux utilisant les
arbres syntaxiques.
2.8 Construction des templates sur les e´ve´ne-
ments
2.8.1 Pre´sentation du proble`me
La construction des templates ou scenario template construction, vise a` compi-
ler les informations en sortie de tous les processus pre´ce´dents (extraction d’entite´s
nomme´es, re´solution de core´fe´rence, extraction de relations) pour comple´ter des
sce´narios d’e´ve´nements. Plus pre´cise´ment, les informations sont regroupe´es dans
1Sur les cinq corpus utilise´s, la meilleure approche a` base de noyaux obtient une F1-mesure
supe´rieur a` 10 points sur 2 corpus, autrement la diffe´rence est en moyenne de 3,6 points.
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des formulaires (ou templates) concernant des faits ou e´ve´nements auxquels on
s’inte´resse. Enfin, le remplissage des templates sert aussi d’e´tape de normalisation
des donne´es, il s’agit alors d’uniformiser les valeurs (ou fillers) dans les champs
(ou slots) (dates, chiffres, codes produits, etc.) ou de ve´rifier que les valeurs ex-
traites sont valides (par exemple, qu’elles appartiennent a` des listes ferme´es de
valeurs).
En pratique, les champs a` remplir dans les templates sont de´finis en amont du
processus d’extraction et sont totalement lie´s au domaine d’application du proces-
sus. Par exemple, pour la campagne MUC 6, les sce´narios a` extraire concernaient
les mutations de personnes a` responsabilite´ dans les socie´te´s. Notons que dans le
cas ou` un document e´voque plusieurs e´ve´nements d’inte´reˆt, un template diffe´rent
doit eˆtre comple´te´ pour chacun d’eux. En conse´quence, un syste`me doit eˆtre ca-
pable d’identifier (en amont) si un document traite ou non du type d’e´ve´nement
que l’on cherche a` repe´rer et, si oui, le nombre d’e´ve´nement distincts qui y sont
mentionne´s.
2.8.2 Les approches pour la construction de templates
Afin de traiter cette proble´matique, une de´marche courante, propose´e par
exemple dans les syste`mes FASTUS [Appelt et al., 1995], IE2 [Aone et al., 1998]
ou REES [Aone and Ramos-Santacruz, 2000], est de s’appuyer essentiellement sur
les informations qui ont e´te´ repe´re´es au niveau de chaque phrase (les entite´s et les
relations entre entite´s), de fac¸on inde´pendante, et de se servir de ces informations
pour construire des templates partiels pour chaque phrase. Les liens de core´fe´rence
sont ensuite inte´gre´s par des re`gles afin de regrouper les templates partiels et
reconstituer des sce´narios d’e´ve´nements. Nous rappelons que les re`gles dans ce
cas sont assez de´pendantes du domaine, et servent souvent a` ve´rifier qu’il n’y a
pas d’incohe´rence lorsque les deux templates sont fusionne´s.
Dans [Chieu and Ng, 2002], une approche utilisant des classifieurs a` maximum
d’entropie est propose´e pour extraire des templates mais toujours en faisant la
meˆme hypothe`se que les approches pre´ce´dentes, a` savoir : un template est associe´
a` une phrase, ce qui revient a` chercher a` comple´ter tous les champs a` partir du
contenu d’une seule phrase.
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Plus re´cemment quelques travaux se sont inte´resse´s a` traiter le remplissage
de templates de fac¸on plus globale avec pour objet d’inte´grer des informations
venant de plusieurs phrases. Dans [Chieu et al., 2003], les auteurs pre´sentent
le syste`me ALICE (Automated Learning-based Information Content Extraction)
qui est utilise´ sur le corpus MUC-4 pour extraire des templates concernant des
attaques terroristes en Ame´rique latine. ALICE repose sur deux composantes
principales : (1) un classifieur statistique1 qui sert a` trouver dans une liste d’entite´s
d’un type donne´, celle ayant la meilleure valeur possible ; (2) un gestionnaire de
template qui est responsable d’attribuer une valeur a` un champ d’un template
existant ou alors a` un champ d’un nouveau template. Les de´cisions du gestionnaire
de template reposent sur trois types de contraintes ge´ne´riques concernant les
entite´s de type date et lieu et des termes spe´cifiques (seed words), par exemple
pour ve´rifier qu’il n’y a pas d’incompatibilite´ entre la date associe´e au template
courant et la date associe´e a` la valeur d’un nouveau champ. Enfin les re´sultats
reporte´s sont comparables, bien qu’ils soient infe´rieurs, a` ceux obtenus par des
syste`mes fonde´s sur des heuristiques utilise´s lors de la campagne MUC-4.
En suivant la meˆme ide´e, dans [Patwardhan, 2008; Patwardhan and Riloff,
2007, 2009], la me´thode propose´e essaie de comple´ter les templates en utilisant
des indices extra-phrastiques. Par exemple, [Patwardhan and Riloff, 2007] pro-
pose d’utiliser un classifieur (SVM) pour identifier les phrases pertinentes pour
comple´ter un template, puis des patrons sont applique´s pour extraire les valeurs
des champs du template. L’approche est e´value´e sur le corpus MUC-4 et compare´e
a` un syste`me existant pre´sente´ dans [Riloff, 1993], avec des re´sultats supe´rieurs
et comparables a` ceux de [Chieu et al., 2003] sur ce meˆme corpus.
2.9 Notre proble´matique d’extraction d’informa-
tion
Le but de l’extraction d’information est d’extraire automatiquement des in-
formations structure´es a` partir de textes. Dans notre e´tude, nous nous inte´ressons
1[Chieu et al., 2003] expe´rimentent plusieurs mode`les (SVM, MaxEnt, Naive Bayes, Decision
Tree) dans l’article, le meilleur re´sultat est obtenu par le mode`le MaxEnt
43
2. EXTRACTION D’INFORMATION : VUE D’ENSEMBLE DU
DOMAINE
plus pre´cise´ment a` l’extraction d’e´ve´nements complexes dans des de´peˆches d’ac-
tualite´ pour une application de veille e´ve´nementielle sous la forme du remplissage
automatique de formulaires ayant un structure pre´de´finie, aussi appele´e tem-
plates , rendant compte des caracte´ristiques des e´ve´nements. Les caracte´ristiques
des e´ve´nements auxquelles nous nous inte´ressons sont pre´alablement de´finies par
des utilisateurs et peuvent varier en fonction du domaine de veille conside´re´. Ici,
un e´ve´nement complexe fait re´fe´rence a` la mise en correspondance de plusieurs
entite´s nomme´es pour de´crire un fait d’actualite´. section pre´ce´dente, a` savoir :
la distinction de diffe´rents e´ve´nements dans une meˆme de´peˆche, et le fait que les
informations relatives a` un meˆme e´ve´nement peuvent eˆtre re´parties a` plusieurs
endroits du texte.
Le fait de travailler essentiellement a` partir de de´peˆches d’actualite´, qui se jus-
tifie dans le cadre d’une application de veille e´ve´nementielle, a aussi une influence
sur les traitements propose´s, a` cause de la nature stylistique de ces documents.
En effet, ce type de textes pre´sente les informations en les structurant dans le
but de re´pondre a` des questions informatives (quand ? ou` ? combien ? qui ? ) sur
un e´ve´nement [Lucas, 2004]. Les informations que nous recherchons sont donc
en ge´ne´ral pre´sentes de fac¸on explicite dans les textes (les informations sont or-
ganise´es de sorte qu’il n’y ait pas d’ambigu¨ıte´s entre les diffe´rentes informations
mentionne´es dans un meˆme document) et notre objectif est de compiler ces in-
formations pour les associer a` l’e´ve´nement principal faisant l’objet de la de´peˆche.
Par ailleurs, une des caracte´ristiques des de´peˆches de presse est de faire fre´quem-
ment re´fe´rence a` plusieurs e´ve´nements de meˆme nature, en ge´ne´ral pour donner
des points de comparaison par rapport a` l’e´ve´nement faisant l’objet de l’actualite´.
Dans le cadre applicatif de veille que nous conside´rons, les utilisateurs s’inte´ressent
essentiellement a` l’e´ve´nement le plus re´cent, celui qui fait l’actualite´. La premie`re
difficulte´ est donc de pouvoir se´lectionner dans les de´peˆches les passages (phrases
ou groupes de phrases) les plus pertinents en rapport avec l’e´ve´nement que l’on
veut traiter : lorsque plusieurs faits d’actualite´ sont mentionne´s dans un meˆme
document, ils sont le plus souvent pre´sente´s dans des passages diffe´rents qu’il
faut diffe´rencier. Lorsque les passages faisant re´fe´rence au fait principal ont e´te´
cible´s, le proble`me est alors de se´lectionner les informations les plus pertinentes
a` l’inte´rieur de ces passages.
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Une deuxie`me difficulte´, e´voque´e dans la section pre´ce´dente, vient du fait que
les informations qui caracte´risent l’e´ve´nement principal peuvent eˆtre mentionne´es
au travers de plusieurs phrases, alors que de nombreux syste`mes utilisent unique-
ment des informations locales (au niveau de la phrase) pour comple´ter les tem-
plates. [Stevenson, 2006] estime qu’environ 60 % des faits contenus dans les corpus
MUC(4-6-7) peuvent eˆtre extraits en se restreignant aux informations locales, ce
qui ne´cessite d’envisager une approche permettant d’aller au-dela` de la phrase
pour permettre l’extraction des informations pour les 40 % des faits restants.
La de´marche que nous proposons pour traiter ces proble´matiques se compose
de deux e´tapes qui caracte´risent notre processus de remplissage des templates : la
premie`re e´tape, appele´e segmentation e´ve´nementielle des textes, a pour objet de
cibler les phrases les plus pertinentes en lien avec l’e´ve´nement principal d’un do-
cument. La motivation est de centrer la phase de remplissage de templates autour
des seuls passages lie´s a` l’e´ve´nement principal au lieu de l’ensemble du document.
Il faut noter que les segments de textes se re´fe´rant a` un meˆme e´ve´nement ne sont
pas force´ment contigus. Dans cette perspective, la segmentation en e´ve´nements
s’appuie sur les indices temporels (temps grammaticaux, expressions temporelles,
pre´sence/absence de dates) e´voque´s dans les documents et les exploite afin de
de´finir des segments de document faisant re´fe´rence a` un meˆme type d’e´ve´nement.
La deuxie`me e´tape, dite de remplissage des templates, exploite les segments en
lien avec l’e´ve´nement principal (identifie´s lors de la segmentation e´ve´nementielle)
afin de de´tecter les relations se´mantiques entre les entite´s nomme´es dans la
perspective de se´lectionner les entite´s pertinentes pour comple´ter le template.
Pre´cise´ment, il s’agit d’exploiter les relations se´mantiques entre entite´s exprime´es
aussi bien au niveau de chaque phrase, aussi appele´ niveau phrastique (niveau lo-
cal), qu’au niveau de plusieurs phrases a` savoir le niveau discursif (niveau global).
Il faut noter que les relations au niveau global sont e´tablies en se servant des rela-
tions de´ja` de´tecte´es au niveau local. Les relations entre entite´s sont repre´sente´es
de fac¸on globale par un graphe d’entite´s, a` partir duquel la se´lection des en-
tite´s pertinentes pour le remplissage des templates est effectue´e, en utilisant les
proprie´te´s du graphe.
Dans le cadre de l’extraction d’e´ve´nements dans les de´peˆches d’actualite´, les
templates que nous cherchons a` comple´ter ont une forme pre´de´finie qui implique
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un nombre limite´ de relations entre les entite´s : le nombre de relations entre les
entite´s de´pend du type de fait d’actualite´ a` de´crire et de la structure du template
associe´ a` ce fait. Plus la structure du template contient de champs a` renseigner
et plus il y a de relations implique´es. Ici, nous avons conside´re´ une structure de
template impliquant moins d’une dizaine d’entite´s. Dans une autre perspective,
la proble´matique, comple´mentaire par rapport a` celle-ci, du peuplement de bases
de connaissances se situe dans un cadre ou` un grand nombre de relations entre les
entite´s sont possibles : par exemple si l’on conside`re les types d’entite´s personnes
et organisations plusieurs dizaines de relations sont possibles. Les proble`mes qui
se posent sont donc diffe´rents et doivent eˆtre traite´s d’une autre fac¸on. E´tant
donne´ qu’il faut traiter un grand nombre de relations entre des entite´s nomme´es,
le premier proble`me est d’obtenir des exemples manuellement annote´s de ces rela-
tions (contrairement a` la proble´matique de remplissage des templates). Le second
proble`me concerne le passage a` l’e´chelle de l’approche a` utiliser pour traiter effica-
cement plusieurs dizaines de milliers de documents. Dans cette perspective, nous
proposons une approche faiblement supervise´e pour l’extraction de plusieurs di-
zaines de types de relations a` partir d’un corpus de grande taille compose´ de pre`s
de deux millions de documents. L’aspect faiblement supervise´ de cette approche
lui permet de ne pas de´pendre de la disponibilite´ d’un grand nombre d’occur-
rences de relations pre´alablement annote´es, a` la diffe´rence de la proble´matique
de remplissage des templates.
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Chapitre 3
La segmentation des textes en
e´ve´nements
Dans ce chapitre, nous pre´sentons une e´tude sur la segmentation des textes
en e´ve´nements. Cette segmentation vise plus pre´cise´ment a` de´couper les textes
en segments (zone compose´e d’une ou plusieurs phrases), faisant re´fe´rence a` un
meˆme fait d’actualite´. Plus globalement, son but est d’identifier les zones de texte
les plus pertinentes pour le processus d’extraction.
3.1 Introduction
Nous avons vu a` la section 2.8 que l’e´tape finale du processus d’extraction
d’information e´tait la construction de templates. Ces templates regroupent les
informations concernant des e´ve´nements mentionne´s dans les textes. La diffi-
culte´ rencontre´e pour construire un tel template est que les informations que l’on
cherche a` repe´rer et a` rassembler sont souvent disperse´es dans tout le document :
le plus souvent une seule phrase ne contient pas toutes les informations utiles pour
le remplissage d’un template, il faut alors explorer les informations de plusieurs
phrases.
La de´marche pre´ce´demment adopte´e [Aone et al., 1998; Aone and Ramos-
Santacruz, 2000; Appelt et al., 1995] pour cette e´tape repose sur deux phases : (1)
la construction d’un template interme´diaire pour chaque phrase d’un document ;
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(2) la fusion (merging) des template interme´diaires pour constituer un template
final. Un point faible de cette de´marche, identifie´ dans [Humphreys et al., 1997],
est qu’elle conduit a` une surge´ne´ration d’instances d’e´ve´nements. Autrement dit,
elle conduit a` construire plus de templates interme´diaires que ne´cessaire avant
l’e´tape de fusion. [Humphreys et al., 1997] insiste aussi sur l’importance de pou-
voir identifier les phrases faisant re´fe´rence au meˆme e´ve´nement afin de fusionner
correctement les templates interme´diaires : «it is crucial that multiple references
to the same event be correctly identified and merged». Un autre aspect dont il
faut tenir compte pour comple´ter les templates est la pre´sence d’informations
discursives. L’ide´e est de pouvoir tirer parti de ce type d’informations afin de
de´terminer la pre´sence de plusieurs e´ve´nements.
Dans notre approche d’extraction d’information, l’e´tape de segmentation des
textes que nous proposons permet de tenir compte de la pre´sence de plusieurs
e´ve´nements comparables (plusieurs faits d’actualite´s) dans un meˆme document
lors de la fusion des templates interme´diaires. L’avantage par rapport a` l’ap-
proche classique est d’inte´grer un crite`re relatif au type d’e´ve´nements auquel fait
re´fe´rence le template interme´diaire. Ce crite`re s’appuie sur les indices temporels
trouve´s dans le document pour associer une phrase a` un type d’e´ve´nement.
3.1.1 Qu’est-ce qu’un e´ve´nement ?
L’objet de la segmentation est de repe´rer les passages pertinents dans les docu-
ment en vue du de la phase de remplissage de template concernant un e´ve´nement.
La notion d’e´ve´nement peut eˆtre ambigue¨ a` ce stade puisqu’elle n’a pas e´te´
de´finie : quelles sont les types d’e´ve´nements concerne´s ? Comment les e´ve´nements
sont-ils repre´sente´s ? Cette section vise a` apporter des pre´cisions sur l’utilisation
des e´ve´nements dans un cadre ge´ne´ral et dans le domaine de l’extraction d’infor-
mation. Enfin elle aborde les limitations des e´ve´nements pour notre de´marche de
segmentation.
E´ve´nement est un mot polyse´mique qui vient du latin evenire (advenir).
E´ve´nement est associe´ a` plusieurs sens : par exemple en physique, il de´signe
un «phe´nome`ne conside´re´ comme localise´ et instantane´, survenant en un point et
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un instant bien de´termine´’»1. En terme journalistique, un e´ve´nement de´signe un
fait marquant d’actualite´, qui peut eˆtre pre´visible ou impre´visible : catastrophe
naturelle, re´sultat sportif, re´sultat scientifique, re´sultat politique, etc.
Notons qu’en re`gle ge´ne´rale les notions d’e´ve´nement et de cate´gorie d’e´ve´ne-
ments sont confondues. En fait, un e´ve´nement de´signe une instance d’une cate´gorie
d’e´ve´nements donne´e : par exemple l’e´ve´nement se´isme du 12 janvier 2010 a` Ha¨ıti
est une instance de la cate´gorie tremblement de terre.
En matie`re d’extraction d’information, par exemple dans le cadre des cam-
pagnes MUC, un e´ve´nement est lie´ a` une cate´gorie d’e´ve´nement dont il s’agit
de retrouver les occurrences dans un document. Plus pre´cise´ment, la cate´gorie
d’e´ve´nement est associe´e a` une structure de donne´e appele´e template, qui regroupe
les informations pertinentes concernant le de´roulement de l’e´ve´nement. Selon les
e´ditions de MUC, les e´ve´nements conside´re´s ont concerne´ des faits d’actualite´
diffe´rents : mutation de managers, attaques terroristes, etc. Dans un contexte
journalistique, les documents relatent ge´ne´ralement plusieurs faits d’actualite´ et
par conse´quent, plusieurs e´ve´nements, soit de meˆme cate´gorie, soit de cate´gories
diffe´rentes. Lors des campagnes MUC, les participants devaient cre´er un template
a` chaque fois qu’ils trouvaient une instance d’une cate´gorie d’e´ve´nements donne´e
dans un document.
Les informations associe´es aux e´ve´nements dans les templates prennent en
ge´ne´ral la forme d’entite´s nomme´es et selon les cas, la notion d’e´ve´nement se
mate´rialise par une relation qui peut eˆtre soit entre entite´s nomme´es, soit porte´e
par un verbe ou un de´verbal ou encore s’e´tendre au-dela` d’un contexte phrastique.
Dans notre contexte de travail, un e´ve´nement est conside´re´ comme une occur-
rence d’un fait, de fac¸on similaire aux confe´rences MUC. Dans notre e´tude, nous
conside´rons des e´ve´nements ponctuels date´s et les structures de templates que
nous conside´rons pour de´crire les e´ve´nements doivent donc contenir une date. Les
e´ve´nements sont lie´s a` des mentions qui servent de marqueurs pour la cate´gorie
d’e´ve´nements. Par exemple, se´isme, secousse, tremblement de terre, re´plique sont
des mentions d’e´ve´nements pour la cate´gorie tremblement de terre. Dans ce qui
suit, nous conside´rerons ces mentions comme des entite´s nomme´es du point de
vue de leur identification.
1http ://www.larousse.fr/encyclopedie/nom-commun-nom/e´ve´nement/50167
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Les deux phrases suivantes illustrent la cate´gorie d’e´ve´nements a` laquelle nous
nous attachons dans notre contexte applicatif et la fac¸on dont ces e´ve´nements
peuvent eˆtre relate´s dans des articles de journaux :
– «Le se´isme de 2010 a` Ha¨ıti est un tremblement de terre crustal d’une ma-
gnitude de 7,0 a` 7,3 survenu le 12 janvier 2010 a` 16 heures 53 minutes,
heure locale»
– «Le se´isme du 11 mars 2011 de la coˆte Pacifique du Tohoku au Japon est
un tremblement de terre d’une magnitude 9,0, survenu au large des coˆtes
nord-est de l’ˆıle de Honshu»
3.1.2 Les informations discursives et les e´ve´nements
Selon [Kitani et al., 1994], les informations discursives sont ne´cessaires pour
identifier les passages se re´fe´rant aux meˆmes e´ve´nements : «discourse segmenta-
tion is necessary to identify portions of text containing related pieces of informa-
tion».
Ne´anmoins, dans les approches existantes [Aone et al., 1998; Aone and Ramos-
Santacruz, 2000], hormis les informations de core´fe´rence, peu d’informations dis-
cursives sont utilise´es lors de la fusion des templates interme´diaires. De plus,
l’exploitation des informations de core´fe´rence intervient seulement a` la fin du
processus d’extraction. [Crowe, 1995] fait de ce point de vue exception en faisant
intervenir des informations discursives en amont de la construction des templates :
son approche dont la perspective ge´ne´rale est de segmenter les textes en fonction
des e´ve´nements qui les composent, utilise les marqueurs discursifs.
En particulier, ne sont pas pris en compte pour la fusion des templates in-
terme´diaires l’organisation des e´ve´nements ou la structure e´ve´nementielle des
documents. Les strate´gies existantes cherchent plutoˆt a` de´terminer des crite`res
de compatibilite´ entre les templates en faisant intervenir des indices (ex. : dates)
mentionne´s dans les phrases supports des templates interme´diaires [Chieu et al.,
2003].
Apre`s avoir conside´re´ 150 articles de presse provenant du corpus MUC-5,
[Kitani et al., 1994] sugge`rent qu’il existe deux structures typiques pour l’or-
ganisation des e´ve´nements dans les documents. La figure 3.1 repre´sente de fac¸on
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sche´matique les deux structures, Str-1 et Str-2, propose´es par [Kitani et al., 1994].
Dans Str-1, les e´ve´nements sont de´crits de fac¸on se´quentielle : une fois qu’un
e´ve´nement a e´te´ entie`rement de´crit, aucune re´fe´rence ne lui est faite dans le
reste du document. Dans Str-2, deux types d’e´ve´nements sont conside´re´s : un
e´ve´nement principal et plusieurs e´ve´nements secondaires. Les e´ve´nements secon-
daires sont de´crits entie`rement et de fac¸on se´quentielle alors que les e´le´ments
associe´s a` l’e´ve´nement principal peuvent eˆtre re´pe´te´s ou disperse´s dans le texte.
Str-1
Événement - 1 Événement - 2 Événement – nÉvénement - 3
Str-2
Événement - 1 Événement - 1Événement - 2 Événement - n
Événements non principaux
Événement - 3
Fig. 3.1 – Organisation des e´ve´nements dans les articles de presse
Dans la meˆme perspective, [Lucas, 2004] propose de diffe´rencier les textes a`
structure simple et les textes a` structure complexe : les premiers sont centre´s sur
un seul e´ve´nement de´crit selon un seul point de vue ; les seconds font re´fe´rence a`
plusieurs e´ve´nements parmi lesquels se distingue un e´ve´nement principal auquel
se subordonnent les autres e´ve´nements.
De fac¸on plus ge´ne´rale, [Cicurel, 1993] propose une e´tude sur les e´ve´nements-
catastrophes dans des de´peˆches de presse. En conside´rant particulie`rement le cas
des tremblements de terre, [Cicurel, 1993] sugge`re que le discours est organise´
de fac¸on a` permettre au lecteur de reconnaˆıtre des sce´narios cognitifs et par
conse´quent, faciliter la me´morisation du contenu des articles. [Cicurel, 1993] sup-
pose aussi l’existence d’une «structure discursive de l’e´ve´nement identifiable dans
les articles de presse» et propose de repre´senter les e´ve´nements-catastrophes a`
partir d’une liste compose´e de 7 e´le´ments (appele´s superstructures) :
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E´ve´nement-noyau : l’e´ve´nement central qui fait l’objet de l’article et qui est
rapporte´ au lecteur.
Les conse´quences : un e´tat des lieux des conse´quences humaines ou mate´rielles
engendre´es par l’e´ve´nement-noyau.
Les e´ve´nements ante´rieurs : e´ve´nements pre´ce´dant l’e´ve´nement-noyau.
La pe´riodicite´ de l’e´ve´nement-noyau : il s’agit de donner des e´le´ments sur
la probabilite´ qu’un e´ve´nement comparable a` l’e´ve´nement-noyau se repro-
duise.
L’arrie`re plan : explications permettant la compre´hension du phe´nome`ne lie´ a`
l’e´ve´nement-noyau.
La re´action verbale : citations recueillies aupre`s de personnes lie´es de fac¸on
directe ou non (te´moins, experts, responsables politiques) a` l’e´ve´nement-
noyau.
Les histoires paralle`les : il s’agit de fournir un contexte historique concer-
nant le the`me de l’e´ve´nement sans qu’il existe de rapport ne´cessaire avec
l’e´ve´nement-noyau. C’est le cas par exemple d’un e´ve´nement ayant marque´
la me´moire collective.
La segmentation en e´ve´nements que nous ope´rons prend place dans un contexte
de veille au sein duquel les utilisateurs sont essentiellement inte´resse´s par les faits
les plus re´cents : le but est alors de fournir a` ces utilisateurs une information
synthe´tique relative a` ces e´ve´nements re´cents a` partir de leur e´vocation dans des
de´peˆches d’actualite´. En d’autres termes les utilisateurs ne sont inte´resse´s que par
les informations lie´es a` la structure discursive e´ve´nement-noyau de la de´peˆche.
Nous nous diffe´rencions en cela des approches ge´ne´rales d’extraction d’e´ve´nements
qui cherchent a` associer des informations a` tous les e´ve´nements e´voque´s dans un
texte.
Une des caracte´ristiques des de´peˆches de presse est de faire fre´quemment
re´fe´rence a` plusieurs e´ve´nements de meˆme nature, en ge´ne´ral pour donner des
points de comparaison par rapport a` l’e´ve´nement faisant l’objet de l’actualite´ : il
s’agit des e´ve´nements associe´s a` la superstructure e´ve´nements ante´rieurs. Dans
notre cas, il s’agit d’extraire uniquement des informations concernant les struc-
tures e´ve´nements-noyaux, les autres sont vues comme des sources de perturbation
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pour cette extraction. Dans ce chapitre, nous nous focaliserons sur l’utilisation
d’indices temporels pour la segmentation e´ve´nementielle en nous inte´ressant par-
ticulie`rement au cas de textes a` structure complexe, c’est-a`-dire contenant un
e´ve´nement principal ainsi qu’un ou plusieurs e´ve´nements secondaires.
3.2 Segmentation des textes et extraction d’in-
formation
Un des proble`mes mis en avant dans l’introduction de ce chapitre est que
le processus de construction des templates repose largement sur les e´le´ments
repe´re´s au niveau phrastique et peu sur les e´le´ments discursifs. Afin d’inte´grer
cette dimension discursive, quelques travaux [Crowe, 1995; Gu and Cercone, 2006;
Naughton, 2007; Patwardhan and Riloff, 2007] ont propose´ de segmenter le texte
en amont de la construction des templates. L’hypothe`se sous-jacente a` cette seg-
mentation est que toutes les re´gions d’un document ne sont pas pertinentes pour
trouver les informations lie´es aux templates. Il convient donc de se focaliser sur
les plus importantes. Ainsi, parmi les 7 structures discursives e´nume´re´es a` la sec-
tion 3.1.2, les informations contenues dans les structures arrie`re plan et histoires
paralle`les ne devraient pas eˆtre pre´sentes dans les templates. En revanche, celles
associe´es a` l’e´ve´nement noyau sont indispensables. L’inte´reˆt, dans notre cas, est
de pouvoir remplir les templates en e´cartant les informations issues des structures
discursives diffe´rentes de l’e´ve´nement noyau que nous savons non pertinentes pour
l’utilisateur.
En suivant cette ide´e, [Crowe, 1995] propose une approche a` base d’heu-
ristiques pour le rattachement d’une proposition a` un e´ve´nement. Cette ap-
proche repose sur trois modules d’analyse traitant respectivement les informa-
tions temporelles, spatiales et les marqueurs discursifs ainsi que sur un gestion-
naire d’e´ve´nements inte´grant les re´sultats de ces trois modules pour assumer la
taˆche de segmentation. Plus pre´cise´ment l’inte´gration des re´sultats des modules
pre´ce´dents est faite en appliquant des heuristiques dans l’ide´e d’exploiter la struc-
ture du document. Ces heuristiques sont applique´es au niveau des paragraphes
et des phrases afin d’attribuer un e´ve´nement a` une proposition. Par exemple,
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toutes les propositions, autres que celles contenues dans la premie`re phrase d’un
paragraphe, sont associe´es au meˆme e´ve´nement que la premie`re proposition de la
phrase pre´ce´dente. L’approche a e´te´ teste´e sur une centaine de documents annote´s
manuellement et provenant du corpus MUC-4 mais les performances de´taille´es du
syste`me ne sont pas rapporte´es.
[Naughton, 2007] repre´sente une tendance un peu diffe´rente dans la mesure
ou` l’objectif principal de la segmentation des textes y est de diffe´rencier des
segments faisant re´fe´rence a` des e´ve´nements et des segments a` caracte`re non
e´ve´nementiel (passages qui ne font pas re´fe´rence a` un e´ve´nement). Cette segmen-
tation est re´alise´e par un mode`le statistique d’e´tiquetage des phrases en quatre
types (nouvel e´ve´nement, continuation d’un e´ve´nement, re´fe´rence a` un e´ve´nement
de´ja` mentionne´, sans e´ve´nement) imple´mente´ par un automate probabiliste. Les
e´tats de l’automate correspondent aux cate´gories d’e´ve´nements et les transitions
sont associe´es a` la succession des phrases. L’approche a e´te´ teste´e sur un corpus
d’articles de presse concernant la guerre d’Irak et le meilleur score en terme de
F1-mesure rapporte´ par l’auteur est de 62 % pour l’ensemble des cate´gories.
Toujours concernant les approches statistiques, [Patwardhan and Riloff, 2007]
proposent d’appliquer des patrons d’extraction de templates seulement sur les
passages les plus pertinents. Ces passages sont extraits des corpus MUC-4 et
ProMed en utilisant un classifieur de type SVM. Plus pre´cise´ment, le classifieur
attribue la classe pertinente ou non pertinente a` chaque phrase d’un document.
Le classifieur utilise comme ensemble de features tous les unigrammes des mots
issus des phrases de l’ensemble d’apprentissage. Concernant les performances du
classifieur, les auteurs rapportent respectivement 89 % et 53 % de F1-Mesure pour
la de´tection des phrases non pertinentes et pertinentes sur le corpus MUC-4.
3.3 La segmentation en e´ve´nements a` partir d’in-
dices temporels
Compte tenu de l’e´troite de´pendance existant entre les dimensions tempo-
relle et e´ve´nementielle des textes [Pustejovsky et al., 2005], l’utilisation d’indices
temporels pour mettre en e´vidence la segmentation des textes en e´ve´nements ap-
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paraˆıt comme une voie inte´ressante. Les relations entre temps et segmentation
du discours ont e´te´ principalement aborde´es dans le domaine de la linguistique
textuelle et de la psycho-linguistique au travers de l’e´tude du roˆle discursif des
adverbes de temps place´s a` l’initiale des propositions. Dans le domaine de la
psycho-linguistique, [Bestgen and Vonk, 2000] montrent ainsi l’existence d’une
corre´lation entre la pre´sence de tels adverbes temporels et les changements de
the`me. Du point de vue linguistique, [Ho-Dac and Pe´ry-Woodley, 2008] de´crivent
pour leur part une situation plus complexe dans laquelle le roˆle discursif de ces
adverbes est de´pendant du type des textes. Toujours concernant l’aspect linguis-
tique, [Charolles, 1995] sugge`re que ce type d’indices participe a` l’organisation de
la cohe´sion du discours. En particulier, ces indices servent a` introduire des cadres
de discours dans le but de de´limiter des cadres temporels, spatiaux, ou modaux.
Pour aller dans ce dernier sens, notre inte´reˆt pour les indices temporels est lie´
au style particulier des de´peˆches de presse. Ces textes contiennent des e´ve´nements
de meˆme nature qu’il faut pouvoir distinguer (cf. section 3.1.2). En re`gle ge´ne´rale,
les cadres spatio-temporels sont particulie`rement inte´ressants pour cette taˆche
[Xu, 2011]. Dans la pratique, nous avons observe´ que pour les textes journalis-
tiques dans notre domaine d’application, a` savoir les e´ve´nements sismiques, les
cadres temporels e´taient suffisants pour ope´rer cette distinction : les e´ve´nements
e´voque´s comme points de comparaison avec l’e´ve´nement noyau sont ge´ne´ralement
des e´ve´nements s’e´tant de´roule´s dans la meˆme zone ge´ographique, meˆme ville,
re´gion, canton (ou une zone ge´ographique proche) mais a` une date ante´rieure
(il peut, par exemple, s’agir du dernier e´ve´nement marquant ou d’un e´ve´nement
ayant eu lieu quelques anne´es, mois, semaines avant l’e´ve´nement principal). Par
conse´quent, l’aspect temporel est plus discriminant que l’aspect spatial. Dans la
figure 3.2, on peut ainsi noter que les phrases relatant un se´isme de magnitude
6,8 sont associe´es au cadre temporel date´ du 16 juillet 2007 alors que l’e´ve´nement
noyau est mentionne´ dans un autre cadre.
Notre segmentation en e´ve´nements repose plus ge´ne´ralement sur l’hypothe`se
que dans les de´peˆches de presse, les changements d’e´ve´nements sont lie´s a` la
pre´sence de marques linguistiques indicatrices de ruptures temporelles. Il est donc
possible d’utiliser ces marques pour de´tecter les changements intervenant sur le
plan e´ve´nementiel. La figure 3.2 illustre ce point de vue : le temps d’e´nonciation
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utilise´ pour l’e´ve´nement noyau (passe´ compose´) est ainsi diffe´rent de celui utilise´
pour l’e´ve´nement ante´rieur (plus-que-parfait). Nous reviendrons plus en de´tail
dans la section suivante sur les indices temporels utilise´s dans notre approche.
3.4 Mode`le discursif sous-jacent a` la segmenta-
tion e´ve´nementielle
Une segmentation des textes pre´suppose un certain mode`le discursif. Dans
notre cas, celui-ci est de´termine´ a` la fois par la dimension discursive conside´re´e,
ici la dimension e´ve´nementielle, le type des documents cibles, en l’occurrence des
articles de journaux et des de´peˆches de presse, et le contexte applicatif, celui
de l’extraction d’information. A` la base de ce mode`le, un texte est vu comme
une se´quence de phrases ou` chaque phrase est associe´e a` un e´ve´nement ou a` une
absence d’e´ve´nement. Nous faisons l’hypothe`se comme dans les travaux existants
qu’une phrase est associe´e a` un seul e´ve´nement. Cette hypothe`se est simplificatrice
mais ne s’ave`re en pratique pas trop re´ductrice dans les domaines d’application
que nous avons teste´s. Comme nous nous inte´ressons au repe´rage des entite´s
associe´es au seul e´ve´nement principal de la de´peˆche, nous ne distinguons pas les
autres e´ve´nements ante´rieurs. Ainsi, nous proposons d’adopter un mode`le non
hie´rarchique, a` mi-chemin en termes de complexite´ entre le mode`le de [Kitani
et al., 1994] et celui de [Cicurel, 1993]. Plus pre´cise´ment, ce mode`le distingue
trois types de segments discursifs de meˆme niveau :
– E´ve´nement principal : segment regroupant un ensemble contigu de phrases
faisant re´fe´rence a` l’e´ve´nement-noyau du texte ;
– E´ve´nement secondaire : segment regroupant un ensemble contigu de
phrases en rapport avec une information associe´e a` un e´ve´nement diffe´rent
de l’e´ve´nement principal (dans le cas pre´sent, ce sont des e´ve´nements ante´ri-
eurs) ;
– Contexte : segment regroupant un ensemble contigu de phrases n’appar-
tenant ni a` l’E´ve´nement principal ni a` un E´ve´nement secondaire.
Le tableau 1 montre la correspondance entre les types de segments que nous
distinguons et les structures discursives propose´es dans [Cicurel, 1993] et reprises
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dans la section 3.1.2. La figure 3.2 montre un exemple de l’application de notre
mode`le discursif a` une de´peˆche de presse.
Très violent séisme dans le nord du Japon: 3 morts, 65 blessés, 12 disparus
Un violent séisme a frappé samedi le nord du Japon, avec un premier bilan de trois morts, 65 blessés, et 
au moins 12 disparus, provoquant des glissements de terrain, défonçant des routes et faisant tanguer les 
immeubles.
La secousse, d'abord annoncée de magnitude 7 sur l'échelle ouverte de Richter, a été révisée à la hausse 
à 7,2.
Elle s'est produite à 08 H 43 (23 H 43 GMT), à 10 km seulement de profondeur, aux confins des 
préfectures d'Iwate et de Miyagi (nord-est), à environ 500 km de Tokyo, où elle a également été ressentie.
Le premier bilan officiel fait état de trois morts, un pêcheur de 55 ans emporté dans un glissement de 
terrain, un sexagénaire écrasé par un camion et un ouvrier de 48 ans tué par des chutes de pierres sur un 
chantier.
Par ailleurs, douze personnes sont portées disparues à Kurihara (préfecture de Miyagi): trois ouvriers 
ensevelis sous des décombres sur un chantier et neuf personnes dans un hôtel de sources thermales 
balayé par un glissement de terrain.
L'agence nationale des désastres a fait état pour sa part de 65 blessés, alors que les médias japonais en 
décomptent plus d'une centaine.
Environ 29.000 foyers autour de l'épicentre sont privés d'électricité.
"Pendant quelques secondes, la terre a rugi. Je me demandais ce qu'il allait se passer", a raconté Mikiko 
Sugawara, 54 ans, dont le mari gère un hôtel à Kurihara.
Situé à la jonction de quatre plaques tectoniques, le Japon subit des milliers de tremblements de terre 
chaque année.
Le dernier tremblement de terre meurtrier s'était produit le 16 juillet 2007 à Niigata (centre). 
Une secousse de magnitude 6,8 avait fait onze morts et plus de 1.000 blessés. 






Fig. 3.2 – Exemple d’annotation d’e´ve´nements a` partir d’une de´peˆche de presse
3.5 Mode`les de segmentation e´ve´nementielle
Dans la section pre´ce´dente, nous avons pre´sente´ le mode`le discursif sous-
tendant notre segmentation des textes. Dans cette section, nous pre´sentons les
diffe´rentes me´thodes que nous avons conc¸ues, imple´mente´es et e´value´es pour
ope´rationnaliser ce mode`le. Le point commun a` toutes ces me´thodes est d’en-
visager la segmentation des textes en e´ve´nements comme un proble`me de classi-
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Cate´gories [Ce travail] Superstructure discursive [Cicurel, 1993]
E´ve´nement principal E´ve´nement-noyau, conse´quences, re´actions verbales
E´ve´nement secondaire E´ve´nements ante´rieurs
Contexte Pe´riodicite´ de l’e´ve´nement-noyau, arrie`re plan, histoires paralle`les
Tab. 1 – Correspondance entre les types de segments distingue´s et les structures
discursives de [Cicurel, 1993]
fication de se´quences dans lequel l’objectif est d’attribuer un type d’e´ve´nement a`
chaque phrase en se fondant sur des indices temporels. La segmentation est donc
re´alise´e non pas en mode´lisant explicitement les frontie`res des segments mais in-
directement, au travers du changement du type des unite´s de base constituant
les segments. Un mode`le graphique d’annotation de se´quences apparaˆıt comme
particulie`rement adapte´ a` ce contexte : il permet en effet de typer les unite´s
discursives de base (i.e. les phrases) tout en prenant en compte des contraintes
de contigu¨ıte´ entre ces unite´s assurant la de´limitation de segments cohe´rents.
Dans cette perspective, nous de´crivons ici deux approches de segmentation en
e´ve´nements fonde´es respectivement sur les mode`les de Markov Cache´s (Hidden
Markov Model, ou HMM) et les Champs Ale´atoires Conditionnels (Conditional
Random Fields, ou CRF). La premie`re s’appuie sur la seule succession des temps
grammaticaux des verbes tandis que la seconde permet d’inte´grer un ensemble
plus large d’indices temporels. En comple´ment, nous proposons de comparer ces
mode`les avec un mode`le discriminant de type maximum d’entropie (MaxEnt).
L’ide´e est dans ce dernier cas est de pouvoir valider l’inte´reˆt d’utiliser un mode`le
de classification de se´quences par rapport a` un mode`le «local» ou non se´quentiel.
3.5.1 Une segmentation fonde´e sur les temps verbaux : le
mode`le HMM
Les mode`les de Markov Cache´s constituent un mode`le de classification de
se´quences [Rabiner, 1989] tre`s largement utilise´ en TAL (reconnaissance d’en-
tite´s nomme´es, de´sambigu¨ısation morpho-syntaxique, etc.) et de´ja` applique´ a`
la segmentation de textes, notamment a` la segmentation the´matique [Yamron
et al., 1998]. Les HMM sont des automates stochastiques a` e´tats finis permettant
de de´duire des se´quences d’e´tats non observables (ou e´tats cache´s) a` partir de
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se´quences de donne´es observe´es (observables). Ici, l’objectif est de de´terminer a`
partir d’un texte donne´, conside´re´ comme une se´quence de phrases, la se´quence
de cate´gories d’e´ve´nements associe´e.
Nous faisons l’hypothe`se que notre segmentation est un processus markovien,
c’est-a`-dire que l’e´tat associe´ a` l’observable courant ne de´pend que des obser-
vables pre´ce´dents et de l’e´tat pre´ce´dent : nous proposons d’utiliser les marqueurs
temporels (temps grammaticaux) comme observables, les cate´gories d’e´ve´nements
constituant les e´tats cache´s. Les matrices de transitions (une pour les e´tats, une
pour les observables) sont obtenues a` partir d’un corpus de textes annote´s ma-
nuellement. Une illustration du mode`le HMM que nous utilisons est propose´e a`
la figure 3.3.
La ville avait déjà été secouée en janvier par une secousse.
Un séisme a été enregistré vendredi soir à Oran.








Fig. 3.3 – Illustration de la segmentation de textes en e´ve´nements avec le mode`le
HMM
Une des contraintes induites par l’utilisation des HMM est que pour une
se´quence d’observations donne´e, le calcul de la se´quence d’e´tats correspondante
ne conside`re que l’e´tat pre´ce´dent et ne prend pas en compte les de´pendances exis-
tant entre l’e´tat pre´ce´dent et la se´quence d’observations. Dans notre contexte, un
HMM ne permet donc pas d’inte´grer d’autres crite`res que les temps grammati-
caux qui servent ici d’observables. A` l’inverse les CRF permettent de prendre en
conside´ration davantage d’informations sur les textes par l’entremise de features.
3.5.2 E´largissement des indices temporels : le mode`le CRF
Depuis leur introduction en 2001, les CRF [Lafferty et al., 2001] ont e´te´ ap-
plique´s a` tout un ensemble de proble`mes dans le domaine du TAL : segmentation
de textes [Hirohata et al., 2008], extraction de relations [Banko and Etzioni, 2008],
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etc.
Un point commun entre les mode`les CRF et HMM est qu’ils appartiennent a`
la classe des mode`les graphiques dont l’objet est de repre´senter des de´pendances
entre des variables ale´atoires. Dans le cas des mode`les HMM, ces de´pendances
sont dirige´es et elles permettent de lier l’observation courante et l’observation
pre´ce´dente afin d’instaurer une se´quence. Dans le cas des mode`les CRF, les
de´pendances ne sont pas dirige´es. En the´orie, il est donc possible d’e´tablir une
de´pendance entre l’e´tat courant et n’importe quel e´tat. Par conse´quent on peut
appliquer les mode`les CRF a` des structures plus complexes telles que des graphes.
Dans le cas de notre segmentation les mode`les CRF line´aires de niveau 1 semblent
le plus adapte´ pour mode´liser le proble`me : le niveau 1 fait re´fe´rence a` la de´pendance
qui est instaure´e entre l’e´tat courant et l’e´tat pre´ce´dent.
La principale diffe´rence entre les mode`les HMM et CRF est que le premier
est un mode`le ge´ne´ratif alors que le second est un mode`le discriminant (cf.
section 2.4.2.1). Cette diffe´rence a un impact direct en termes de capacite´ de
mode´lisation : les CRF permettent en effet de repre´senter chacune des se´quences
d’observations, sous la forme d’un vecteur de features dont les composantes sont
issues de tests atomiques effectue´s conjointement sur les observations et les e´tats.
Ces features offrent la possibilite´ d’inte´grer des connaissances et des informa-
tions varie´es dans les mode`les. Nous avons ainsi choisi d’enrichir notre pre´ce´dent
mode`le de segmentation en e´ve´nements en y inte´grant les features suivants :
– le temps des verbes : comme avec notre mode`le HMM, nous faisons
l’hypothe`se que les changements de temps grammaticaux, en particulier
lorsqu’ils concernent des temps du passe´, sont corre´le´s avec les changements
d’e´ve´nements dans le type de textes que nous conside´rons. Nous prenons
en compte cette dimension dans notre mode`le CRF en utilisant un feature
binaire pour chaque temps grammatical possible. En pratique, chaque temps
grammatical est associe´ a` un feature, ce feature vaut 1 lorsque la phrase
contient au moins un verbe conjugue´ au temps conside´re´, sinon le feature
vaut 0 ;
– la pre´sence d’une date : si une phrase contient une date ante´rieure a`
la date de l’e´ve´nement principal, il est probable qu’elle fasse re´fe´rence a`
un e´ve´nement secondaire. Nous exploitons cette caracte´ristique de fac¸on
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limite´e en utilisant un feature pour indiquer la pre´sence ou l’absence d’une
entite´ nomme´e de type date dans la phrase (dans le mode`le actuel, la valeur
de la date n’est pas utilise´e) ;
– les expressions temporelles : ce feature est utilise´ pour prendre en
compte la pre´sence d’une expression de localisation temporelle dans une
phrase. Pour cela, nous utilisons un dictionnaire d’expressions que nous
avons constitue´ manuellement a` partir du corpus pre´sente´ dans [Laporte
et al., 2008]. Le dictionnaire contient des expressions telles que : au de´but
de l’anne´e, ces dernie`res anne´es. Plus pre´cise´ment, ce dictionnaire contient
environ 2100 entre´es.
Le CRF e´tant un mode`le de se´quences, il permet de prendre en compte les
liens de de´pendance entre les e´tats successifs : ici, cette capacite´ permet de rendre
compte des de´pendances entre les types d’e´ve´nements successifs.
3.5.3 Mode`le MaxEnt
De meˆme que les deux mode`les pre´ce´dents, le mode`le du Maximum d’Entropie
(MaxEnt) [Ratnaparkhi, 1998] est largement utilise´ dans le contexte du TAL.
Ce mode`le peut eˆtre vu comme le pendant discriminant du classifieur na¨ıf de
Bayes [Klinger and Tomanek, 2007], qui est pour sa part un mode`le ge´ne´ratif.
Paralle`lement, les CRF peuvent eˆtre vus comme le mode`le de se´quences associe´
au MaxEnt.
Dans le cas pre´sent, nous avons choisi d’utiliser le mode`le MaxEnt comme
point de comparaison. Offrant comme les CRF la capacite´ a` prendre en compte
des features, il devrait permettre de mesurer spe´cifiquement l’inte´reˆt de conside´rer
dans un mode`le de segmentation e´ve´nementielle un ensemble d’informations tem-
porelles plus large que la simple succession des temps grammaticaux du mode`le
HMM. Le fait de ne pas eˆtre un mode`le de se´quences devrait quant a` lui permettre
de juger l’inte´reˆt de cette dimension par comparaison avec le mode`le CRF. Afin
que cette comparaison soit pertinente, les mode`les MaxEnt et CRF s’appuient sur
les meˆmes features(c’est-a`-dire ceux de´crits dans la section pre´ce´dente : temps des
verbes, pre´sence d’une date et expressions temporelles). Seule l’absence de prise
en compte des de´pendances entre e´tats successifs diffe´rencient les deux mode`les.
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3.5.4 Approches heuristiques
En comple´ment des approches statistiques pre´ce´dentes, nous avons e´galement
conside´re´ deux approches alternatives de segmentation fonde´es sur des heuris-
tiques lie´es au type de textes (de´peˆches de presses) et au domaine conside´re´s
(domaine sismique) : HeurSeg, issue d’une application existante d’extraction d’in-
formation dans le domaine des e´ve´nements sismiques1 de´veloppe´e spe´cifiquement
pour ce domaine ; ParaSeg, qui repose sur la seule structuration en paragraphes
des documents.
L’heuristique HeurSeg utilise comme crite`re principal la pre´sence et la valeur
des dates selon les principes suivants :
– des dates ayant des valeurs diffe´rentes (il s’agit de ve´rifier que la valeur
normalise´e en jour/mois/anne´e de chaque entite´ de type date ne soient pas
e´gales) correspondent a` des segments diffe´rents (le segment principal e´tant
celui de date la plus re´cente)
– les frontie`res de segments (fin d’un segment et de´but d’un autre) servent
a` symboliser la porte´e (ou e´tendue de validite´) d’une date par rapport au
document. La de´limitation de ces frontie`res s’appuie sur la structure du
texte en phrases et en paragraphes ainsi que sur la pre´sence d’autres entite´s
caracte´ristiques du domaine entre les dates.
L’heuristique ParaSeg exploite quant a` elle le fait que dans les articles de
journaux ou les de´peˆches de presse, l’information principale apparaˆıt en premier
lieu. Elle de´termine donc la cate´gorie d’e´ve´nements d’une phrase en fonction de la
position de son paragraphe d’appartenance : les phrases sont classe´es comme ap-
partenant a` l’e´ve´nement principal seulement si elles appartiennent aux deux pre-
miers paragraphes du document ; autrement elles sont classe´es comme e´ve´nement
secondaire.
1Cette application est actuellement utilise´e par les analystes du Laboratoire de De´tection
et de Ge´ophysique du CEA.
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3.6 Pre´-traitement des documents
Notre processus d’extraction d’information a vocation a` eˆtre inte´gre´ a` une ap-
plication de veille concernant le domaine sismique. Dans ce contexte, les e´ve´nements
cibles sont principalement recherche´s dans des articles ou des de´peˆches issus de
flux d’informations du Web (par exemple flux en ligne de l’Agence France Presse).
Avant de pouvoir utiliser ces documents, quelques traitements pre´alables sont
ainsi ne´cessaires, traitements qui ont en pratique une influence non ne´gligeable
sur le re´sultat final d’une telle application. Dans le cadre de notre e´tude, nous nous
sommes affranchis de certains de ces traitements : les documents issus d’un flux
d’informations doivent en pratique eˆtre filtre´s pour s’assurer qu’ils font re´fe´rence
a` la cate´gorie d’e´ve´nements cible´e1.
Nous ferons ici l’hypothe`se d’un filtrage parfait dans la mesure ou` nous nous fo-
calisons sur les capacite´s d’extraction d’information. Pour les autres traitements,
l’approche adopte´e a simplement consiste´ a` s’appuyer sur l’application de veille
de´ja` existante. Les documents exploite´s pour la segmentation e´ve´nementielle sont
donc le produit de modules existants (collecte de documents, etc.) et gardent la
trace des imperfections de ces modules. Ces imperfections touchent au plus bas
niveau le nettoyage des documents et leur normalisation, c’est-a`-dire la suppres-
sion de tous les e´le´ments textuels inde´sirables re´sultant du contexte de collecte
de ces documents (publicite´s, commentaires, balises HTML, etc.) mais e´galement
le repe´rage d’e´le´ments d’information spe´cifiques pouvant eˆtre exploite´s au niveau
de l’extraction d’information (titre, date, etc.). A` un plus haut niveau, la recon-
naissance des entite´s nomme´es du domaine vise´ est un de ces traitements amont
sources d’erreurs.
Dans ce manuscrit, nous ne nous focalisons pas sur les phases de collecte
et filtrage des documents, ni sur la de´tection des entite´s spe´cifiques. Il faut ce-
pendant souligner qu’elles ont toutes une influence certaine sur la qualite´ et la
pertinence du processus d’extraction. Ces diffe´rents aspects sont traite´s de fac¸on
plus explicite dans [Besanc¸on et al., 2011].
La segmentation des textes en e´ve´nements repose sur le repe´rage et l’utili-
1Typiquement, un document relatant un«se´isme politique» n’est pas pertinent pour la veille
sismique.
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sation des informations temporelles pre´sentes dans les textes. Ces informations
peuvent eˆtre rapidement obtenues en appliquant un analyseur linguistique. Dans
notre cas, tous les traitements linguistiques sont effectue´s en utilisant l’analyseur
LIMA pre´sente´ dans [Besanc¸on et al., 2010]. Plus spe´cifiquement les traitements
se re´sument a` appliquer les e´tapes suivantes : tokenisation, de´tection des fins
de phrases, de´sambigu¨ısation morphosyntaxique, de´tection des verbes et de leurs
temps reconnaissance des entite´s nomme´es. La figure 3.4 montre un exemple
d’analyse linguistique d’un fichier produite par LIMA.
Très violent séisme dans le nord du Japon: 3 morts, 65 blessés, 12 disparus
Un violent séisme a frappé samedi le nord du Japon, avec un premier bilan de trois morts, 65 blessés, et 
au moins 12 disparus, provoquant des glissements de terrain, défonçant des routes et faisant tanguer les 
immeubles.
La secousse, d'abord annoncée de magnitude 7 sur l'échelle ouverte de Richter, a été révisée à la hausse 
à 7,2.
1       | Très  | très#L_ADV_MODIF_ADV_OU_ADJ   | NONE
6       | violent       | violent#L_ADJ_QUALIFICATIF_EPITHETE_PRENN     | NONE
14      | séisme        | séisme#L_NC_GEN       | NONE
21      | dans  | dans#L_PREP_GENERAL   | NONE
26      | le    | le#L_DET_ARTICLE_DEF  | NONE
29      | nord du Japon         | nord du Japon#L_NP_GEN        | NONE
42      | :     | :#L_PONCTU_FORTE      | NONE
44      | 3     | 3#L_DET_NUMERAL_CARD  | NONE
.....
89      | séisme        | séisme#L_NC_GEN       | NONE
96      | a     | avoir#L_VERBE_AUXILIAIRE_INDICATIF    | L_PRES
96      | a_frappé      | frapper#L_VERBE_PRINCIPAL_INDICATIF   | L_PC
98      | frappé        | frapper#L_VERBE_PRINCIPAL_PARTICIPE_PASSE     | L_PASS
105     | samedi        | samedi#L_NC_MESURE    | NONE
...
Fig. 3.4 – Exemple d’analyse linguistique produite par LIMA. L’analyse est
pre´sente´e en format tabulaire, avec le se´parateur «|», pour chaque mot du docu-
ment : la premie`re colonne de´signe la position du premier caracte`re du mot dans
le texte ; la deuxie`me colonne contient le mot issu du texte, la troisie`me colonne
contient le lemme ainsi que la cate´gorie morphosyntaxique ; la dernie`re colonne
de´signe le temps grammatical lorsque le mot est un verbe.
3.7 E´valuation des me´thodes de segmentation
Cette section pre´sente les re´sultats que nous avons obtenus en appliquant
les approches statistiques et heuristiques pour la segmentation des textes en
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e´ve´nements. Pour la mise en œuvre des mode`les statistiques, nous avons utilise´
deux imple´mentations de re´fe´rence : NLTK1 pour le mode`le HMM et CRF++2
pour le mode`le CRF. Le mode`le MaxEnt a quant a` lui e´te´ imple´mente´ graˆce a`
l’outil propose´ par Dekang Lin3.
L’e´valuation re´alise´e comporte deux volets : d’une part, une e´valuation in-
trinse`que de la segmentation (les segments trouve´s par la me´thode sont-ils cor-
rects ?) ; d’autre part, une e´valuation au niveau de l’application vise´e, c’est-a`-dire
relative a` l’impact de la qualite´ de la segmentation sur l’extraction des informa-
tions de l’e´ve´nement principal dans les textes.
3.7.1 Les corpus d’e´valuation
Pour l’e´valuation des mode`les, nous avons utilise´ un corpus de 501 de´peˆches
de presse en langue franc¸aise concernant les e´ve´nements sismiques. Ces de´peˆches
ont e´te´ recueillies entre fin fe´vrier 2008 et de´but septembre 2008 en provenance
pour partie d’un flux de de´peˆches AFP (1/3 du corpus) et pour l’autre par-
tie de de´peˆches collecte´es sur Google Actualite´s (2/3 du corpus). Ces de´peˆches
e´voquent 142 e´ve´nements sismiques principaux diffe´rents. On y retrouve a` la fois
des de´peˆches ayant une structure simple (1 seul e´ve´nement) et une structure
complexe (plusieurs e´ve´nements) : 252 de´peˆches (50 %) mentionnent au moins un
e´ve´nement secondaire.
Le corpus a e´te´ annote´ manuellement en entite´s nomme´es et en mentions
d’e´ve´nements par des analystes du domaine mais uniquement pour les mentions
et les entite´s lie´es a` l’e´ve´nement principal de chaque document. En revanche, les
annotateurs pouvaient annoter plusieurs entite´s du meˆme type s’ils les jugeaient
e´quivalentes en tant qu’information apporte´e sur l’e´ve´nement principal. De telles
alternatives sont pre´sentes en particulier lorsque plusieurs niveaux de granularite´
de l’information sont donne´s : un se´isme peut ainsi eˆtre localise´ par une ville,
une re´gion ou un pays. Les informations associe´es a` un e´ve´nement sismique sont
pre´sente´es dans le tableau 2, avec leur distribution dans le corpus. On remarque





3. LA SEGMENTATION DES TEXTES EN E´VE´NEMENTS
noms de lieux (28,6 % ) et tre`s peu de coordonne´es ge´ographiques (0,9 % ).
Type d’entite´ Nombre Nature
EVENT TYPE (mention d’e´ve´nement) 499 type d’e´ve´nement (se´isme, tsunami ...)
LOCATION 947 lieu de l’e´ve´nement
DATE 470 date de l’e´ve´nement
TIME 345 heure de l’e´ve´nement
MAGNITUDE 484 magnitude
DAMAGES 531 de´gaˆts cause´s par l’e´ve´nement
GEO COORDINATES 30 coordonne´es ge´ographiques
Tab. 2 – Distribution des entite´s nomme´es dans le corpus de re´fe´rence : 3 306
entite´s dans 501 de´peˆches
Pour e´valuer notre approche de segmentation en e´ve´nements, nous avons
annote´ manuellement en segments e´ve´nementiels une sous-partie de notre cor-
pus compose´e de 140 de´peˆches principalement se´lectionne´es parmi les de´peˆches
e´voquant au moins un e´ve´nement secondaire : la motivation principale e´tait d’an-
noter aussi bien des documents e´voquant un seul e´ve´nement que des documents
e´voquant plusieurs e´ve´nements. Notons que lorsqu’un document contient plu-
sieurs e´ve´nements secondaires, ces derniers ne sont pas diffe´rencie´s entre eux. Le
tableau 3 montre la distribution des e´ve´nements sur la sous-partie annote´e. La
cate´gorie d’e´ve´nements la plus repre´sente´e est E´ve´nement principal (70 %), de
plus, 64 % des documents contiennent a` la fois un e´ve´nement principal et un
e´ve´nement secondaire, ce qui est cohe´rent avec l’aspect tre`s factuel des de´peˆches
de presse. La cate´gorie E´ve´nement secondaire regroupe sans distinction tous
les e´ve´nements diffe´rents de l’e´ve´nement principal. Il est a` noter que parmi les
de´peˆches se´lectionne´es, le nombre re´el d’e´ve´nements secondaires distincts e´voque´s
peut s’e´lever jusqu’a` 4, avec un nombre moyen de 1,7 e´ve´nements secondaires
e´voque´s par article.
3.7.2 E´valuation intrinse`que de la segmentation en e´ve´ne-
ments
L’objectif de cette premie`re e´valuation est de de´terminer la capacite´ des
diffe´rents mode`les pre´sente´s a` retrouver une segmentation e´ve´nementielle de re´fe´-
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1659 e´ve´nements sismiques dans 140 de´peˆches
Type d’e´ve´nement Nombre de phrases Proportion
E´ve´nement principal 1168 70 %
E´ve´nement secondaire 287 17 %
Contexte 213 13 %
Tab. 3 – Distribution des types d’e´ve´nements dans le corpus de re´fe´rence
rence. E´tant donne´ que nous avons aborde´ cette segmentation comme un proble`me
de classification, nous avons choisi des mesures d’e´valuation en cohe´rence avec
cette approche plutoˆt que de faire appel a` des mesures tre`s lie´es a` la de´limitation
de segments comme celles utilise´es en segmentation the´matique par exemple.
Nous avons ainsi adopte´ les mesures classiques de pre´cision/rappel, avec la F1-
mesure, la moyenne harmonique entre pre´cision et rappel, comme synthe`se. Plus













Correctes = nombre de phrases correctement e´tiquete´es E1 (3.4)
Annotseg = nombre de phrases e´tiquete´es E1 par le segmenteur (3.5)
Refseg = nombre de phrases de type E1 dans le corpus (3.6)
Le tableau 4 donne les re´sultats en termes de pre´cision/rappel (note´s P., R.)
sur notre corpus d’e´valuation des mode`les de segmentation HMM, MaxEnt et
CRF que nous avons pre´sente´s pre´ce´demment. Le tableau 5 reprend ces re´sultats
en termes de F1-mesure. Compte tenu de la taille limite´e du corpus annote´ et de
la ne´cessite´ d’en consacrer une part significative pour entraˆıner les mode`les, nous
avons opte´ pour une proce´dure de validation croise´e, classique dans un tel cas de
figure. Plus pre´cise´ment, les re´sultats donne´s ont e´te´ obtenus en exploitant 4/5
du corpus pour la phase d’apprentissage et 1/5 pour la phase de test. Ils corres-
pondent donc a` des moyennes sur les 5 configurations possibles. Ces re´sultats sont
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comple´te´s par ceux des deux approches heuristiques de segmentation : HeurSeg
et ParaSeg.
Le premier fait notable que laisse apparaˆıtre le tableau 4 est que tous les
mode`les conside´re´s (HMM, MaxEnt, CRF) obtiennent globalement des perfor-
mances supe´rieures a` nos deux approches heuristiques (ParaSeg, HeurSeg). Ce
constat doit eˆtre ne´anmoins nuance´ en fonction des types d’e´ve´nements et des
mode`les. Ainsi, dans le cas du mode`le HMM, il semble que le seul crite`re uti-
lise´, en l’occurrence la succession des temps des verbes, ne soit pas suffisant pour
discriminer les types d’e´ve´nements de fac¸on fiable : si l’e´ve´nement principal est
correctement reconnu (88 % de F1-mesure), les autres types d’e´ve´nements, et
plus particulie`rement les e´ve´nements secondaires, le sont nettement moins. Les
approches discriminantes (MaxEnt et CRF) obtiennent de ce point de vue de
meilleurs re´sultats globaux que le mode`le HMM. Cette supe´riorite´ s’affirme par-
ticulie`rement au niveau de la pre´cision, le rapport pre´cision/rappel e´tant inverse´
par rapport au mode`le HMM. Paralle`lement, les re´sultats obtenus confirment
notre hypothe`se concernant la prise en compte des de´pendances entre les e´tats
successifs : dans le tableau 5, le mode`le MaxEnt obtient des re´sultats moyens
infe´rieurs a` ceux du CRF. De fac¸on globale, on peut noter que le mode`le CRF
permet d’obtenir une meilleure segmentation en e´ve´nements et la comparaison
avec les mode`les HMM et MaxEnt sugge`re que cette supe´riorite´ puise ses racines
dans sa capacite´ a` inte´grer un large ensemble d’informations tout en les inte´grant
dans un mode`le de se´quences.
Enfin, le tableau 5 montre e´galement que l’identification des segments de
type E´ve´nement principal est nettement meilleure que celle des autres types de
segments. Leur forte pre´valence dans le corpus d’entraˆınement conjugue´e a` l’uti-
lisation de me´thodes statistiques n’est certainement pas e´tranger a` ce fait.
ParaSeg (%) HeurSeg (%) HMM (%) MaxEnt (%) CRF (%)
Type d’e´ve´nement R. P. R. P. R. P. R. P. R. P.
Principal 6,1 63,9 82,8 64,7 83,0 93,6 94,8 78,7 98,7 87,4
Secondaire 86,9 12,4 23,5 43,4 37,8 9,6 33,6 54,7 52,6 95,8
Contexte 0,0 0,0 16,9 21,7 49,1 40,0 22,0 84,2 69,3 93
Moyenne 31,0 25,4 41,1 43,3 56,6 47,7 50,1 72,5 73,5 92,1
Tab. 4 – Re´sultats de la segmentation en e´ve´nements (Rappel-Pre´cision)
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ParaSeg HeurSeg HMM MaxEnt CRF
Type d’e´ve´nement F. (%) F. (%) F. (%) F. (%) F. (%)
E´ve´nement principal 11,1 72,6 88,0 86,0 92,7
E´ve´nement secondaire 21,7 30,5 15,3 41,6 67,9
Contexte 0,0 19,0 44,1 34,9 79,4
Moyenne 10,9 40,7 49,1 54,2 80
Tab. 5 – Re´sultats de la segmentation en e´ve´nements (F1-Mesure)
La comparaison de ces re´sultats avec ceux d’autres travaux est difficile car,
ainsi que nous l’avons vu pre´ce´demment, notre segmentation e´ve´nementielle ne
recoupe pas directement de travaux existants. Nous donnons ne´anmoins quelques
e´le´ments de re´sultats concernant le travail le plus proche afin de mettre en pers-
pective nos re´sultats. Dans [Patwardhan and Riloff, 2007], les auteurs entraˆınent
ainsi un mode`le SVM de classification de phrases dans une perspective globale
proche de la noˆtre. Leur objectif est comparable au notre, il s’agit de focali-
ser le processus d’extraction d’information mais ils cherchent plus directement a`
de´terminer si une phrase est pertinente ou non afin de lui appliquer des patrons
d’extraction. Cette classification est en outre faite sans passer par une segmen-
tation en types d’e´ve´nements. A` la diffe´rence de nos mode`les, leur mode`le SVM
est de ce fait entraˆıne´ a` partir de features fortement lexicalise´s a` savoir les uni-
grammes des mots : la mode´lisation directe de la pertinence d’une phrase oblige
en effet a` tenir compte du domaine conside´re´, celui-ci e´tant caracte´rise´ par les
mots pleins des documents. L’e´valuation de leur processus de se´lection de phrases
a e´te´ re´alise´e pour la langue anglaise sur les corpus MUC-4 et ProMed et donne
des scores de 63 %|46 %|53 % (R.|P.|F.) sur des documents concernant des actes
terroristes (MUC-4) et 72 %|41 %|52 % pour des documents me´dicaux (ProMed).
Ces re´sultats ont un profil inverse par rapport a` nos meilleurs classifieurs, c’est-
a`-dire avec un rappel supe´rieur a` la pre´cision, mais compte tenu des diffe´rences
entre les deux travaux, il est difficile de de´terminer si l’usage de features lexicalise´s
est a` l’origine de cette diffe´rence.
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3.7.3 E´valuation de la segmentation pour l’extraction d’in-
formation
L’objectif de la segmentation en e´ve´nements est de constituer des segments
de texte faisant re´fe´rence a` un seul type d’e´ve´nements. Les segments de´limite´s
sont ensuite utilise´s pour rattacher les entite´s aux e´ve´nements (le rattachement
se fait a` l’inte´rieur d’un segment). Pour e´valuer l’impact de cette segmentation
sur le rattachement, nous faisons appel dans un premier temps a` une heuristique
simple, fonde´e sur l’hypothe`se que les informations contenues dans les de´peˆches
sont organise´es en fonction de leur importance dans l’actualite´ : les informations
les plus importantes (ge´ne´ralement associe´es a` l’e´ve´nement principal) sont cite´es
avant les informations subordonne´es (associe´es a` un e´ve´nement secondaire ou au
contexte). Nous utilisons donc l’heuristique suivante : pour chaque type d’entite´,
est choisie la premie`re entite´ trouve´e dans le segment.
NoSeg HeurSeg HMM CRF
Type d’entite´ R. (%) P. (%) R. (%) P. (%) R. (%) P. (%) R. (%) P. (%)
DAMAGES 83,5 77,9 76,3 74,4 69,9 65,1 80,2 75,3
DATE 38,4 35,9 69,3 65,0 48,9 45,6 64,4 60,1
EVENT TYPE 82,1 81,6 79,3 78,8 59,2 58,8 76,7 76,2
GEO COORDINATES 86,7 96,3 66,7 74,1 86,7 96,3 83,3 92,6
LOCATION 41,0 40,9 56,0 55,9 61,2 61,1 57,4 57,3
MAGNITUDE 93,5 93,0 86,3 85,9 66,7 66,3 86,7 86,1
TIME 61,1 51,2 56,4 49,2 78,8 71,5 63,4 55,5
Tous 66,6 63,5 71,0 68,6 63,4 61,2 71,7 68,8
Tab. 6 – Re´sultats du rattachement des entite´s a` l’e´ve´nement principal
Le tableau 6 illustre l’inte´reˆt de notre segmentation e´ve´nementielle en don-
nant a` la fois les re´sultats du rattachement des entite´s a` l’e´ve´nement principal
dans le cas ou` il n’y a pas de segmentation en e´ve´nements (NoSeg : dans ce
cas, on conside`re le document comme un seul segment, toutes les phrases e´tant
donc associe´es a` l’e´ve´nement principal) et lorsque la segmentation est re´alise´e
par l’heuristique de segmentation HeurSeg de la section 3.5.4 ou par les mode`les
HMM et CRF. Il faut d’abord souligner que l’approche sans segmentation permet
d’obtenir un niveau de rattachement de´ja` e´leve´ (et meˆme supe´rieur au HMM :
+2,7 % en F1-mesure) que la segmentation fonde´e sur l’heuristique HeurSeg
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NoSeg HeurSeg HMM CRF
Type d’entite´ F. (%) F. (%) F. (%) F. (%)
DAMAGES 80,6 75,3 67,4 77,7
DATE 37,1 67,1 47,2 62,2
EVENT TYPE 81,8 79,0 59,0 76,4
GEO COORDINATES 91,2 70,2 91,2 87,7
LOCATION 41,0 55,9 61,1 57,3
MAGNITUDE 93,3 86,1 66,5 86,4
TIME 55,7 52,6 75,0 59,2
Tous 65,0 69,8 62,3 70,2
Tab. 7 – Re´sultats du rattachement des entite´s a` l’e´ve´nement principal (F1-
Mesure)
ame´liore de fac¸on conse´quente (+6,2 % en F1-mesure par rapport a` l’approche
basique). Les re´sultats du tableau montrent que l’approche sans segmentation
est particulie`rement inadapte´e pour traiter les entite´s de types date et lieux.
Ces types d’entite´s sont a priori plus difficiles a` traiter puisque les documents
contiennent ge´ne´ralement plusieurs dates et plusieurs lieux. Cela montre une des
limites de cette strate´gie de rattachement qui n’est pas visible si on conside`re
d’autres types d’entite´s comme par exemple les magnitudes. La raison est que
pour les entite´s de type magnitude, il y a beaucoup moins d’ambigu¨ıte´s de rat-
tachement : ge´ne´ralement la magnitude du se´isme principal est mentionne´e tre`s
toˆt dans les documents. Ainsi, le risque d’erreur est faible si on se´lectionne tou-
jours la premie`re. Toujours concernant ces deux types d’entite´s, on peut observer
que le mode`le a` base de CRF est beaucoup plus performant que l’approche sans
segmentation : +25 % en F1-mesure par rapport a` l’approche sans segmentation
pour les dates.
Les re´sultats montrent un gain important du mode`le a` base de CRF par rap-
port a` l’heuristique HeurSeg sur les cate´gories GEO COORDINATES et TIME,
respectivement +17,6 % et +6,5 % en F1-mesure, ce qui permet de compenser
les e´carts sur les autres cate´gories. Abstraction faite des variations selon les types
d’entite´s, le mode`le a` base de CRF donne pour sa part des re´sultats aussi bons
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(et meˆme un peu meilleurs) que ceux obtenus avec la segmentation heuristique
HeurSeg. Son avantage est ne´anmoins de constituer une approche ge´ne´rique ne
de´pendant pas du domaine conside´re´.
3.8 Conclusions
Le constat a` l’origine de ce premier chapitre est que les entite´s nomme´es ser-
vant pour la construction des templates sont disperse´es dans diffe´rentes parties du
texte. En conse´quence, lorsque l’on cherche a` comple´ter un template concernant
un e´ve´nement donne´, il faut pouvoir de´terminer les phrases faisant re´fe´rence a` cet
e´ve´nement afin de ne pas conside´rer les entite´s associe´es a` d’autres e´ve´nements.
Dans ce chapitre, nous avons propose´ plusieurs approches pour la segmenta-
tion des textes en e´ve´nements dans le but de faciliter le rattachement des entite´s
pertinentes a` l’e´ve´nement principal du texte. Nous avons vu que concernant le
style journalistique, les textes utilisent des structures discursives particulie`res
pour rendre compte des e´ve´nements (en particulier pour les catastrophes). L’ide´e
de la segmentation que nous proposons est de s’appuyer sur des indices temporels
afin d’identifier ces structures discursives dans les textes. Dans cet esprit, nous
avons vu que les indices temporels e´taient pertinents pour distinguer les types
d’e´ve´nements.
En termes de mise en œuvre, nous avons traite´ la proble´matique de la segmen-
tation des textes en e´ve´nements comme un proble`me de classification ou` l’objectif
est de de´terminer un type d’e´ve´nement associe´ a` chaque phrase. Nous avons pro-
pose´ et e´value´ plusieurs mode`les : principalement un mode`le HMM, qui utilise
comme seul crite`re de de´cision la succession des temps des verbes dans un texte
et un mode`le CRF, qui inte`gre pour sa de´cision un ensemble plus large d’indices
temporels (expressions temporelles, dates).
En e´valuant les diffe´rents mode`les sur un corpus de de´peˆches concernant les
e´ve´nements sismiques, nous avons montre´ que le mode`le CRF obtient de meilleurs
re´sultats pour la segmentation e´ve´nementielle des textes. Par ailleurs, nous avons
e´value´ l’impact de la segmentation des textes en e´ve´nements sur l’identification
des entite´s pertinentes rattache´es a` l’e´ve´nement principal de la de´peˆche et nous
avons montre´ que le mode`le a` base d’apprentissage par CRF permet d’obtenir
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des re´sultats e´quivalents (et meˆme un peu meilleurs) a` ceux obtenus avec un
syste`me utilisant une heuristique ad hoc propre au domaine tout en adoptant
une approche beaucoup plus ge´ne´rique.
Suite aux e´valuations, nous avons constate´ que la principale source d’erreurs
se situait au niveau du rattachement des entite´s, pour laquelle nous utilisons par
de´faut une heuristique assez simple. Dans le chapitre suivant, nous pre´senterons
les me´thodes que nous avons de´veloppe´es afin de remplacer cette heuristique et
d’ame´liorer ainsi l’e´tape de remplissage de formulaire.
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Chapitre 4
Le rattachement des entite´s aux
e´ve´nements
La segmentation en e´ve´nements que nous avons propose´e au chapitre pre´ce´dent
repose sur des indices temporels et a pour but d’identifier les segments de texte
pertinents pour retrouver les entite´s associe´es a` l’e´ve´nement principal d’un texte.
L’e´tape de rattachement des entite´s que nous pre´sentons dans ce chapitre vise a`
comple´ter le processus de remplissage du template associe´ a` cet e´ve´nement. Plus
spe´cifiquement, cette e´tape concerne la se´lection des entite´s venant comple´ter les
champs associe´s a` ce template.
4.1 Introduction
La finalite´ du processus d’extraction d’information tel que nous l’envisageons
ici est, pour chaque texte ayant un e´ve´nement principal d’un type donne´, d’instan-
cier le template repre´sentant ce type d’e´ve´nements avec les informations spe´cifiques
de l’e´ve´nement e´voque´ par ce texte. Cette instanciation peut eˆtre vue e´galement
comme le fait d’associer a` un e´ve´nement les entite´s les plus pertinentes pour
sa description. Les e´ve´nements tels que nous les avons de´crits a` la section 3.1.1
peuvent en effet eˆtre conside´re´s comme des configurations de relations entre les
caracte´ristiques des e´ve´nements (repre´sente´s par des entite´s nomme´es) et les
e´ve´nements eux-meˆmes. Les templates ne sont qu’une repre´sentation diffe´rente
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de ces relations.
Nous avons vu a` la section 2.8 que les templates sont le plus souvent construits
a` partir de templates interme´diaires eux-meˆmes issus d’informations exprime´es
au niveau phrastique. Ce processus est donc ascendant et constructif mais il est
globalement guide´ par la structure a priori du template repre´sentant le type
d’e´ve´nement conside´re´. Il se de´marque de ce point de vue d’approches beaucoup
moins supervise´es proposant de ge´ne´rer automatiquement des templates pour
un domaine donne´ [Filatova et al., 2006; Li et al., 2010] et donc d’extraire des
e´ve´nements et leurs informations associe´es sans structure fixe´e a priori [Chambers
and Jurafsky, 2011].
Dans les travaux existants, la construction de ces templates interme´diaires
n’utilise que tre`s peu les informations de nature discursive. Dans le cas pre´sent,
nous sugge´rons de faire reposer cette construction pour partie sur les segments
issus de la segmentation en e´ve´nements au lieu de conside´rer les phrases hors de
tout contexte. Cette segmentation permet en effet de se´lectionner les parties de
texte en rapport avec un type d’e´ve´nements spe´cifique, ce qui e´vite la construction
de templates interme´diaires pour les autres types d’e´ve´nements.
Beaucoup des approches existantes de construction de templates [Aone and
Ramos-Santacruz, 2000; Chieu et al., 2003] sont e´galement limite´es par une hy-
pothe`se simplificatrice conside´rant les relations entre entite´s dans la meˆme phrase,
donc les templates interme´diaires, comme des relations simples, donc binaires.
Cette hypothe`se est plus ou moins le fruit de la nature du processus d’extraction
de relations a` ce niveau, reposant sur des me´canismes (patrons lexicaux ou classi-
fieurs) adapte´s a` l’extraction de relations binaires. Ne´anmoins, meˆme a` ce niveau,
les e´ve´nements peuvent eˆtre exprime´s par des relations e´labore´es faisant interve-
nir plus de deux entite´s. L’extrait de texte suivant en est une illustration : «Un
se´isme d’une magnitude de 5,5 degre´s sur l’e´chelle ouverte de Richter a e´te´ enre-
gistre´ vendredi soir dans la re´gion d’Oran (430 km a` l’ouest d’Alger), a annonce´
la radio publique». Dans [McDonald et al., 2005], ce type de relations est appele´
relation complexe. Il s’agit de relations n-aires impliquant n entite´s nomme´es1.
Dans l’extrait pre´ce´dent, on peut noter que chaque entite´ joue un roˆle particulier
vis-a`-vis de la description du se´isme, par exemple l’entite´ de type date indique
1Pour la relation complexe de l’exemple, n = 5
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la date d’occurrence de l’e´ve´nement. De la meˆme fac¸on, les entite´s de type nom
de lieu servent a` indiquer la localisation de l’e´ve´nement. Dans cette e´tude, nous
conside´rons une relation complexe comme une relation n-aire entre des entite´s
ayant des roˆles diffe´rents. De plus, nous conside´rons que chaque type d’entite´ est
associe´ a` un seul roˆle. Notons que dans un cadre plus ge´ne´ral, un meˆme type
d’entite´ pourrait eˆtre associe´ a` plusieurs roˆles : par exemple les entite´s de type
nom de lieupourraient jouer les roˆles de lieu d’occurrence de l’e´ve´nement et de
lieu ou` l’e´ve´nement a` e´te´ ressenti.
Cette notion de relation complexe n’est, a` vrai dire, pas tre`s diffe´rente de la
notion de template, elle-meˆme proche des structures manipule´es dans le monde
des bases de donne´es (i.e. les tables des base de donne´es). Plus qu’une diffe´rence
de nature formelle, ces diffe´rences de terminologie de´notent des travaux interve-
nant dans des contextes spe´cifiques. Dans la section suivante, nous e´voquerons
ainsi quelques travaux issus des bases de donne´es et lie´s a` la proble´matique du
remplissage de template avant de revenir a` la sphe`re de certains travaux en TAL
s’appuyant sur la notion de relation complexe.
4.1.1 Bases de donne´es et templates
Comme nous l’avons vu pre´ce´demment, les templates ont le plus souvent une
structure «statique», ge´ne´ralement de´finie en amont du processus d’extraction.
Du point de vue des bases de donne´es relationnelles, le contenu d’un template est
assez comparable a` celui d’un tuple ou d’un enregistrement. De meˆme, la structure
d’un template (liste de ses champs) peut eˆtre convertie assez directement en une
table relationnelle.
Dans le contexte de ce paralle`le, quelques travaux [Feng et al., 2007; Mansuri
and Sarawagi, 2006; Wick et al., 2006] se sont inte´resse´s a` l’extraction de tuples
d’entite´s nomme´es directement a` partir des documents, leur finalite´ e´tant bien
e´videmment de stocker ces tuples dans une base de donne´es. [Wick et al., 2006]
abordent ainsi le proble`me de l’extraction d’enregistrements a` partir d’un corpus
de pages personnelles appartenant a` des membres de la communaute´ universitaire
(professeurs, administratifs, e´tudiants, etc.). Leur objectif est de repe´rer les infor-
mations (noms, adresses, te´le´phones, etc.) contenues dans ces pages permettant
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d’alimenter une base de contacts. Les auteurs utilisent pour ce faire une mesure
de compatibilite´ des informations couple´e a` un algorithme de partitionnement
de graphe : la mesure permet de construire un graphe de compatibilite´ des in-
formations extraites des textes au sein duquel les tuples sont de´limite´s graˆce a`
l’algorithme de partitionnement de type hie´rarchique agglome´ratif). L’approche,
repre´sentative de ce type de travaux, pre´sente l’inte´reˆt et l’originalite´ de conside´rer
la taˆche de remplissage de template (ou plus pre´cise´ment de tuple) selon un point
de vue global, ce qui permet d’inte´grer plus facilement a` ce niveau des contraintes
entre informations extraites.
4.1.2 Les relations complexes
Comme nous l’avons mentionne´ ci-dessus, la notion de relation complexe,
introduite en extraction d’information par [McDonald et al., 2005], recouvre des
relations faisant intervenir n entite´s (pas ne´cessairement du meˆme type). Elle a
e´te´ reprise par la suite par diffe´rents travaux, dont [Afzal, 2009; Liu et al., 2007;
Wick et al., 2006].
Construction du graphe d'entités Reconstruction de la relation complexe







a) Classification des relations binaires : 
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Fig. 4.1 – Approche en deux e´tapes pour l’extraction de relations complexes
Pour traiter ce type de relations, la strate´gie propose´e dans [McDonald et al.,
2005] consiste a` de´composer les relations d’ordre supe´rieur en plusieurs relations
binaires. Par exemple, une relation ternaire peut eˆtre repre´sente´e par 3 relations
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binaires : (a, b, c) <=> (a, b), (a, c), (b, c). De la`, [McDonald et al., 2005] proposent
une me´thode en deux e´tapes pour extraire les relations complexes : la premie`re
vise a` construire un graphe a` partir des relations binaires identifie´es entre les
paires d’entite´s. Plus spe´cifiquement, les auteurs utilisent un classifieur (de type
maximum d’entropie) pour de´terminer s’il existe ou non une relation entre deux
entite´s. Le score de confiance donne´ par le classifieur est en outre utilise´ pour
ponde´rer les arcs du graphe. La seconde e´tape vise a` retrouver toutes les cliques
maximales (sous-graphes complets ayant le maximum de nœuds possible) pour
reconstruire la relation complexe. Un score, e´gal a` la moyenne ge´ome´trique des
poids sur les arcs de la clique, est ensuite attribue´ a` chaque clique maximale. Les
cliques ayant un score infe´rieur a` une valeur limite sont e´limine´es. La figure 4.1
illustre ces deux e´tapes.
Une approche tre`s similaire a` celle de [McDonald et al., 2005] a e´te´ propose´e
par [Afzal, 2009]. Les principales diffe´rences entre les deux approches concernent
trois points. Le premier concerne les mode`les utilise´s pour la classification des
relations binaires. [Afzal, 2009] obtient ses meilleurs re´sultats avec un mode`le
de type arbre de de´cision 1 alors que [McDonald et al., 2005] s’appuient sur
un classifieur de type maximum d’entropie. En deuxie`me lieu, [Afzal, 2009] ne
re´alise aucun filtrage des cliques maximales pour la reconstruction des relations
complexes : la clique retenue est celle dont le produit des ponde´rations des arcs est
maximal. Enfin, [Afzal, 2009] utilise le corpus MUC-6 concernant les mouvements
de dirigeants alors que [McDonald et al., 2005] se servent d’un corpus dans le
domaine biome´dical.
Dans [Liu et al., 2007], les relations complexes sont applique´es comme dans le
cas de [McDonald et al., 2005] au domaine biome´dical. Plus pre´cise´ment, il s’agit
d’identifier des relations ternaires entre une prote´ine, un organisme et la locali-
sation de la prote´ine dans l’organisme. Toujours dans la meˆme perspective que
[McDonald et al., 2005], la relation ternaire est de´compose´e en relations binaires.
En revanche, l’identification de ces relations binaires pre´sente la particularite´ de
s’appuyer sur des features syntaxiques inspire´s de la taˆche d’attribution de roˆles
1Les features conside´re´s dans [Afzal, 2009] sont quasi identiques a` ceux de [McDonald et al.,
2005], a` l’exception d’un seul, qui n’a pas e´te´ repris. Outre les arbres de de´cision, [Afzal, 2009]
a expe´rimente´ avec de moins bonnes performances un classifieur de type maximum d’entropie
et un classifieur baye´sien na¨ıf.
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se´mantiques (semantic role labelling). Par ailleurs, le classifieur utilise´ est ici de
type SVM. Une autre diffe´rence importante avec [McDonald et al., 2005] re´side
dans les contraintes pose´es pour la reconstruction des relations complexes. L’ob-
jectif est en effet de regrouper les relations binaires de type prote´ine-organisme
(PO) et prote´ine-localisation (PL)1 non seulement a` condition que les relations
soient dans la meˆme phrase mais e´galement que la prote´ine identifie´e soit com-
mune aux relations PO et PL. Enfin, [Liu et al., 2007] montrent que l’utilisation
des informations syntaxiques ame´liore de fac¸on conse´quente les performances par
comparaison avec de simples features lexicaux.
Il faut souligner que [Afzal, 2009; Liu et al., 2007; McDonald et al., 2005]
exploitent globalement le meˆme type d’approche mais que celle-ci s’applique a`
l’identification de relations complexes faisant intervenir des entite´s se trouvant
a` l’inte´rieur d’une meˆme phrase. La phase de reconstruction des relations com-
plexes n’est donc pas directement applicable a` notre proble`me de remplissage
de templates puisque nous ne nous limitons pas au repe´rage des relations entre
entite´s a` l’inte´rieur des phrases mais visons surtout celles exprime´es a` l’e´chelle
textuelle. Ne´anmoins, nous proposons de nous inspirer de cette approche et de
conside´rer la construction de template comme un proble`me de construction de
relation complexe. L’ide´e est d’assimiler les e´ve´nements a` des relations com-
plexes pour lesquelles le degre´ de la relation (arite´) est e´gal au nombre de roˆles
a` comple´ter dans le template (nombre de champs dans le template). L’extraction
de «ces relations complexes» est e´galement aborde´e en utilisant une me´thode
s’appuyant sur des graphes : un premier graphe d’entite´s est construit a` partir
du re´sultat de la segmentation en e´ve´nements, puis plusieurs strate´gies de ratta-
chement inde´pendantes du domaine sont applique´es pour reconstruire la relation
complexe. Avant de de´tailler la construction de ce graphe et ces strate´gies de rat-
tachement, nous allons pre´senter la notion de graphe d’entite´s et la forme pre´cise
qu’elle reveˆt dans notre cas.
1Les relations organisme-location sont e´carte´es.
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4.2 Graphes d’entite´s nomme´es
La structure de graphe, bien que de´finie depuis longtemps et largement ex-
ploite´e depuis lors dans des domaines comme celui des re´seaux de communication,
a connu depuis quelques dizaines d’anne´es un grand succe`s en tant que mode`le
de repre´sentation. Le traitement automatique des langues (TAL) n’a pas e´chappe´
a` cette tendance comme le prouvent en particulier les ateliers TextGraph1. Les
graphes ont e´te´ ainsi e´te´ utilise´s pour plusieurs taˆches allant, sans eˆtre exhaustif,
de la re´solution de core´fe´rence [Chen and Ji, 2009; Nicolae and Nicolae, 2006] a`
la de´sambiguation des sens de mots [Dorow and Widdows, 2003] en passant par
le re´sume´ automatique [Mihalcea, 2004] et la taˆche de question-re´ponse [Aceves-
Pe´rez et al., 2007; Molla´, 2006].
Nous appliquons ici les graphes au cadre de l’extraction d’e´ve´nements et plus
particulie`rement a` la repre´sentation des templates . Ce choix est justifie´ par le fait
que les e´ve´nements que nous cherchons a` caracte´riser au travers des templates sont
constitue´s d’entite´s et de relations entre ces entite´s. Les templates peuvent ainsi
eˆtre conside´re´s comme des graphes ou` les nœuds repre´sentent des entite´s (ce qui
inclut ici des e´ve´nements) et les arcs repre´sentent les relations entre ces entite´s.
Cette structure offre en outre une grande souplesse de repre´sentation puisqu’elle
permet a` la fois de repre´senter la structure finale de´sire´e, un e´ve´nement lie´ a` un
ensemble d’entite´s, et ses versions pre´liminaires au cours du processus d’extraction
dans lesquelles plusieurs mentions d’e´ve´nements ou plusieurs occurrences d’une
meˆme entite´ peuvent apparaˆıtre. De fac¸on simplificatrice, nous nommerons dans
ce qui suit ces graphes «graphes d’entite´s nomme´es» ou «graphes d’entite´s».
Ces graphes d’entite´s sont plus pre´cise´ment des graphes ponde´re´s, non oriente´s,
dont les arcs symbolisent l’existence ou l’absence d’une relation entre deux entite´s.
Le poids associe´ a` chaque arc correspond quant a` lui a` un score de confiance (wi)
et a pour objet de refle´ter le niveau de confiance quant a` l’existence d’une relation
entre deux entite´s. Il est a` noter qu’un graphe d’entite´s n’est pas ne´cessairement
connexe.
La figure 4.2 montre deux exemples de graphes d’entite´s, en l’occurrence ceux
produits pour chacune des phrases de la meˆme figure. Il s’agit de graphes d’entite´s
1http://lit.csci.unt.edu/~textgraphs/ws11/
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Extrait de document
Un violent séisme a frappé samedi le nord du 
Japon, avec un premier bilan de trois morts, 65 
blessés, et au moins 12 disparus, {…} faisant 
tanguer les immeubles.
La secousse, d'abord annoncée de magnitude 7 



















Fig. 4.2 – Exemple de graphes d’entite´s nomme´es au niveau des phrases
associe´s a` des templates interme´diaires qu’il faudra fusionner pour produire le
template final. On peut noter que dans le premier cas toutes les entite´s sont
effectivement lie´es alors que dans le second graphe, les scores de confiance w21
et w23 devraient eˆtre proche de ze´ro puisque la meilleure valeur pour le roˆle
MAGNITUDE est 7,2.
L’inte´reˆt d’adopter une structure de repre´sentation abstraite telle que la struc-
ture de graphe est de pouvoir re´utiliser les me´thodes de manipulation associe´es.
Ainsi, une manie`re ge´ne´rique d’envisager le remplissage de templates est de le
conside´rer comme un proble`me de partitionnement d’un graphe d’entite´s tel que
nous l’avons de´crit ci-dessus. Le partitionnement de graphe (ou clustering de
graphe) [Chen and Ji, 2010; Schaeffer, 2007] est en effet un proble`me connu,
de´fini comme une taˆche visant a` regrouper les nœuds d’un graphe sous forme de
clusters en tenant compte de la structure du graphe de telle fac¸on que le nombre
d’arcs a` l’inte´rieur des clusters soit plus important que celui entre les clusters.
Le partitionnement de graphe produit donc des clusters assimilables a` des sous-
graphes fortement connecte´s. Dans notre cas, ces sous-graphes correspondraient
a` des instances de templates .
On peut noter que la proble´matique du clustering de graphe d’entite´s est
proche de celle du partitionnement pre´sente´e a` la section 2.4.2.3 mais que compte
tenu de l’absence de structure a priori dans ce dernier cas, le clustering s’effectue
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plutoˆt au niveau des relations que des entite´s. L’application du clustering de
graphe au remplissage de templates est en revanche pre´sente´e dans [Wick et al.,
2006] comme nous avons pu le voir a` la section 4.1.1. Cette application s’effectue
plus pre´cise´ment pour l’extraction d’enregistrements de base de donne´es a` partir
de textes : un graphe est d’abord construit a` partir de toutes les entite´s trouve´es
dans un document, puis un clustering de ce graphe est re´alise´ afin de reconstituer
les enregistrements.
Les me´thodes ge´ne´riques de partitionnement de graphe ne sont toutefois pas
tre`s adapte´es a` notre proble´matique de remplissage de templates. Lors d’un tel
clustering , les entite´s sont en effet regroupe´es sans tenir compte de la struc-
ture du template. En particulier, il est difficile pour ces me´thodes d’inte´grer des
contraintes visant a` exclure d’un cluster la pre´sence de plusieurs entite´s ayant le
meˆme roˆle vis-a`-vis de l’e´ve´nement, alors que dans notre contexte, le processus
de remplissage des templates doit ne retenir qu’une seule entite´ pour chaque roˆle.
Dans [Wick et al., 2006], le clustering de graphe est en revanche plus adapte´
dans la mesure ou` les champs des templates peuvent eˆtre multi-value´s (pluralite´
possible des adresses postales ou des nume´ros de te´le´phone pour une personne
dans le cas pre´sent). Nous de´taillons donc dans la section suivante la me´thode
spe´cifique que nous avons de´finie pour la se´lection de la valeur d’un champ parmi
plusieurs entite´s de meˆme type pour le remplissage d’un template. Au pre´alable,
la me´thode de construction du graphe d’entite´s servant de point de de´part a` cette
se´lection est elle-meˆme pre´cise´e.
4.3 Application du rattachement a` l’extraction
des e´ve´nements
L’approche pour l’extraction d’e´ve´nements que nous proposons repose sur
l’exploitation d’un graphe d’entite´s nomme´es afin de se´lectionner les entite´s les
plus pertinentes en rapport avec l’e´ve´nement principal d’un texte. Dans cette
section nous de´crivons en de´tail la phase de construction du graphe d’entite´s
(section 4.3.1) et la phase de se´lection des entite´s a` partir de ce meˆme graphe
(section 4.3.2).
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4.3.1 Construction du graphe d’entite´s
La finalite´ du graphe d’entite´s que nous construisons est de caracte´riser, a`
l’e´chelle du document, la pre´sence ou l’absence entre chaque paire d’entite´s (in-
cluant les mentions d’e´ve´nement1) d’une relation se´mantique de´finissant le type
d’e´ve´nements conside´re´. La construction de ce graphe s’effectue en deux temps :
elle commence par la mise en e´vidence des relations existant a` un niveau lo-
cal (intra-phrastique) et se poursuit par un processus de fusion de ces relations
locales permettant l’e´tablissement de relations a` une e´chelle plus globale. Le pre-
mier temps est l’e´quivalent de la construction de templates interme´diaires e´voque´e
pre´ce´demment. La fusion est quant a` elle guide´e par la segmentation pre´alable
des textes en e´ve´nements : seuls les segments faisant re´fe´rence a` l’e´ve´nement vise´,
dans notre cas l’e´ve´nement principal, sont conside´re´s a` ce stade. Les diffe´rentes
entite´s figurant dans ces segments sont donc suppose´es faire re´fe´rence au meˆme
e´ve´nement. Les entite´s partage´es par les relations locales, en premier lieu les
mentions d’e´ve´nement, font ainsi office de points de jointure entre ces relations
et constituent l’e´pine dorsale du processus de fusion.
La figure 4.3 montre un exemple de graphe d’entite´s tel que nous cherchons a` le
construire et illustre le processus de fusion : l’heure du se´isme est localement lie´e a`
la mention d’e´ve´nement secousse tandis que sa magnitude est localement associe´e
a` la mention d’e´ve´nement tremblement de terre. La re´union de ces deux mentions
d’e´ve´nement, re´alise´e par le biais de la segmentation e´ve´nementielle, permet ainsi
de rattacher a` l’e´ve´nement principal du texte son heure et sa magnitude. Ce type
de jointure s’effectue le plus souvent au niveau des mentions d’e´ve´nement mais
peut faire intervenir d’autres types d’entite´s lorsqu’une entite´ est reprise sous une
meˆme forme (cf. par exemple le cas de l’entite´ coordonne´es ge´ographiques de la
figure 4.3) ou sous des formes pouvant eˆtre apparie´es. issues
Le premier point de notre de´marche est la mise en e´vidence des relations a`
un niveau local, en l’occurrence au niveau des phrases. Nous reprenons en cela
l’approche adopte´e par la plupart des travaux comparables et justifie´e par la
richesse des indices utilisables au niveau phrastique. Cette richesse permet en
effet d’obtenir une fiabilite´ de de´tection des relations e´leve´e donnant une assise




{PRINCIPAL}Un tremblement de terre  de magnitude 6,4  sur 
l'échelle ouverte de Richter s'est produit jeudi  au large de la 
péninsule du Kamtchatka, dans l'Extrême-Orient russe, ont 
rapporté les Services de surveillance sismique américains 
(USGS). 
{PRINCIPAL}La secousse  a eu lieu à 01 H 43 GMT. Son 
hypocentre a été localisé à environ 54,02 degrés de latidude 
nord, entre la pointe sud du Kamtchatka  et le nord de 
l'archipel des Kouriles, a précisé l'USGS. 
{CONTEXTE}La région du Kamtchatka et des Kouriles, située sur 
la "ceinture de feu" du Pacifique, est régulièrement secouée 
par de très violents séismes.
{SECONDAIRE}Quelques heures plus tôt, un autre puissant 
tremblement de terre  de magnitude 6,8  sur l'échelle de 
Richter s'était produit à environ 1.800 km plus au sud, dans le 


























Fig. 4.3 – Exemple de graphe d’entite´s nomme´es au niveau du document
solide a` l’e´tape suivante de fusion.
Cette mise en e´vidence des relations locales est effectue´e par l’utilisation
d’un classifieur statistique. Celle-ci permet de re´pondre a` un double besoin de la
construction du graphe d’entite´s : d’une part de´cider si deux entite´s d’une phrase
sont lie´es par une relation relevant du type d’e´ve´nements conside´re´ ; d’autre part,
e´valuer le score de confiance de cette relation, ce qui se traduit au niveau du
graphe d’entite´s par les poids associe´s aux relations. Les classifieurs statistiques
asseyant ge´ne´ralement leur de´cision de classification sur un score qu’il est pos-
sible de transformer, s’il ne l’est pas de´ja`, en score de confiance, ils permettent
de satisfaire les deux besoins. Dans cette perspective, il faut noter que les tra-
vaux existants [Afzal, 2009; Gu and Cercone, 2006; Wick et al., 2006] utilisent
des ensembles de features tre`s de´pendants d’informations lexicales telles que les
formes de surface des mots. A` l’exception de [Liu et al., 2007], ils excluent en
revanche les features issus d’informations syntaxiques. Globalement, les mode`les
de relations qu’ils construisent sont donc tre`s de´pendants du domaine conside´re´
puisque leurs constituants sont fortement lexicalise´s.
A` l’inverse, notre objectif est d’obtenir un mode`le de relation le plus ge´ne´rique
possible, capable de s’adapter facilement a` de nouveaux domaines. Un tel mode`le
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doit de notre point de vue s’appuyer principalement sur des informations syn-
taxiques et avoir un recours limite´ aux informations lexicales. Pour mesurer l’im-
pact d’un tel choix, nous avons cherche´ a` e´valuer la contribution des features
lexicaux par rapport aux features syntaxiques. Pour ce faire, nous avons entraˆıne´
plusieurs types de classifieurs en utilisant les ensembles de features suivants :
– FEAT-BASE : features identiques a` ceux propose´s dans [Afzal, 2009]. Ce
sont pour l’essentiel des features lexicaux ;
– FEAT-LEX : un ensemble de features inspire´ de [Liu et al., 2007] meˆlant
features lexicaux et syntaxiques1 ;
– FEAT-NOLEX : meˆme features que l’ensemble FEAT-LEX en supprimant
les features lexicaux.
Le de´tail des e´le´ments composant chaque ensemble de features est pre´sente´
dans le tableau 1.
Description des features FEAT-BASE FEAT-LEX FEAT-NOLEX
Types des entite´s E1 et E2 X X X
POS des entite´s E1 et E2 X X X
Mots des entite´s E1 et E2 X
Bigrammes de mots de E1 et E2 X X X
Mots entre E1 et E2 X X
Bigrammes de mots entre E1 et E2 X X
POS des mots entre E1 et E2 X X X
Nb mots entre E1 et E2 X X X
Bigrammes de POS de mots entre E1 et E2 X X
Nb relations syntaxiques entre E1 et E2 X X
Chemin syntaxique entre E1 et E2 X X
Position relative et POS2 X X
Nb d’entite´s entre E1 et E2 X X
Nb mentions d’e´ve´nements entre E1 et E2 X X
POS des deux mots avant/apre`s E1 X X
POS des deux mots avant/apre`s E2 X X
Tab. 1 – Features pour la classification de relations. POS de´signe les cate´gories
morpho-syntaxiques (Part-Of-Speech tags) ; E1 et E2 repre´sentent les deux entite´s
nomme´es de la relation.
1Certains de leurs features ne sont pas pertinents dans notre contexte. Ces derniers ne sont
applicables que dans le domaine biome´dical.
2Si E1 ou E2 est une mention d’e´ve´nement alors la position avant/apre`s l’autre entite´ et
son POS.
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4.3.2 Se´lection des entite´s et remplissage des templates
Compte tenu de l’approche adopte´e, le remplissage des templates consiste a`
se´lectionner au sein du graphe d’entite´s les entite´s effectivement lie´es a` l’e´ve´nement
conside´re´ en pre´cisant le roˆle qu’elles viennent y occuper. Ce proble`me peut eˆtre
e´galement exprime´ sous une autre forme ou` il s’agirait, pour chaque roˆle du tem-
plate, de classer (ordonner selon un crite`re objectif) les entite´s et par la suite,
associer a` chaque roˆle l’entite´ la mieux classe´e. Comme nous l’avons souligne´
pre´ce´demment, notre travail s’inscrit dans un contexte de templates fige´s : chaque
template est associe´ a` un domaine spe´cifique et comporte un ensemble de´fini a
priori de roˆles.
Cependant, certains roˆles peuvent ne pas eˆtre renseigne´s, soit parce que les en-
tite´s correspondantes n’ont pas e´te´ correctement identifie´es, soit plus simplement
parce que l’information n’est pas mentionne´e dans le document. Voir le proble`me
de la se´lection des entite´s comme un proble`me d’ordonnancement d’une liste
d’items permet de se ramener a` une proble´matique tre`s ge´ne´rale. Une fac¸on de
l’aborder, utilise´e fre´quemment en TAL ou en Recherche d’Information, est l’utili-
sation du vote, avec toutes les variantes que cette option permet (vote majoritaire,
vote pre´fe´rentiel, etc.). Par exemple, [MacDonald, 2009; Santos et al., 2010] pro-
posent d’appliquer les syste`mes de vote pour ordonner les entite´s nomme´es dans
le cadre d’une taˆche de recherche d’informations a` propos de personnes. [Santos
et al., 2010] s’inte´resse plus pre´cise´ment a` l’ordonnancement d’une liste d’entite´s
lie´es a` une entite´ particulie`re : typiquement, si l’on se pose la question «quels
sont les joueurs de tennis ayant remporte´ Wimbledon ?», on espe`re retrouver une
liste de noms de personnes, liste qui peut eˆtre ordonne´e selon diffe´rents crite`res.
Plus ge´ne´ralement, l’approche par vote permet d’inte´grer facilement les re´sultats
de plusieurs syste`mes reposant sur des me´thodes diffe´rentes. C’est la perspective
dans laquelle nous l’abordons dans notre travail.
Sous un angle diffe´rent, les chercheurs se sont inte´resse´s a` traiter le proble`me
de l’ordonnancement des e´le´ments d’une liste en adaptant les approches exis-
tantes de classification. Cette the´matique de recherche, appele´e ordonnancement
par classification ou «learning to rank», vise ainsi a` apprendre un mode`le capable
d’ordonner ou re´ordonner les items d’une liste. Les travaux de [Liu, 2011, 2009]
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de´crivent plus en de´tail les me´thodes d’apprentissage en matie`re de «learning
to rank» en se focalisant sur la recherche d’information1. Concernant le remplis-
sage des templates , nous avons choisi de ne pas retenir ce type d’algorithmes
d’ordonnancement. La raison principale est que ce type de mode`les ne´cessite un
apprentissage supervise´ impliquant la constitution et l’annotation d’un ensemble
d’exemples d’une taille conse´quente, ce qui est difficile dans le cas pre´sent : il
serait en effet ne´cessaire de constituer un ensemble de listes d’ambigu¨ıte´s de rat-
tachement assez large, ce qui implique en pratique d’annoter beaucoup de textes
ou d’adopter des strate´gies complexes de se´lection d’exemples. Par ailleurs, ce
type d’algorithmes semblent plus adapte´s a` l’ordonnancement de longues listes
d’items, comme les re´sultats d’un moteur de recherche, qu’a` celui de tre`s courtes
listes, comme dans notre cas de figure.
Une fac¸on diffe´rente d’aborder l’ordonnancement des entite´s est d’exploiter
directement le graphe d’entite´s, en particulier au travers de sa structure. De-
puis l’ave`nement du Web, l’e´tude de l’analyse des liens (link analysis) dans les
graphes a connu un essor important et s’est notamment attache´e a` de´velopper des
me´thodes permettant d’e´valuer l’importance d’un nœud d’un graphe par rapport
aux autres en se fondant sur les liens entre ces diffe´rents nœuds. Ces me´thodes ont
e´te´ par ailleurs largement applique´es dans le domaine du TAL et font maintenant
partie des outils fre´quemment exploite´s dans ce contexte [Mihalcea and Radev,
2006]. Nous proposons donc d’appliquer ces me´thodes a` la se´lection des entite´s
dans notre graphe d’entite´s en nous appuyant sur une adaptation d’un algorithme
classique en la matie`re, l’algorithme PageRank [Page et al., 1999]. Cet algorithme
est ge´ne´ralement utilise´ sur des graphes dirige´s et non ponde´re´s. A` l’origine il a
e´te´ applique´ afin d’ordonner des pages Web. L’ide´e e´tant de repre´senter chacune
des pages comme un nœud du graphe, et d’exploiter les liens de redirection (en-
trants et sortants) entre les pages afin de calculer un score de popularite´ pour
chacune d’entre elles. Dans [Mihalcea and Radev, 2006], cet algorithme est ap-
plique´ au re´sume´ automatique. Plus pre´cise´ment, l’algorithme est adapte´ afin de
calculer un score de popularite´ pour les nœuds mais a` partir d’un graphe non
dirige´ et ponde´re´. Dans ce cadre du re´sume´ automatique, le fait de prendre en
1Ces me´thodes ne sont pas aborde´es dans ce manuscrit mais nous renvoyons le lecteur vers
les approches de´crites dans [Burges et al., 2006; Herbrich et al., 2000; Sculley, 2010].
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conside´ration les ponde´rations des arcs permet d’ame´liorer la se´lection des phrases
pertinentes.
Pour notre processus de se´lection des entite´s, nous avons choisi de tester plu-
sieurs me´thodes inspire´es des me´thodes a` base de vote et d’analyse de liens :
Position est une approche simple mais efficace dans notre contexte applicatif qui
choisit pour chaque roˆle, l’entite´ apparaissant en premie`re position dans le
segment de l’e´ve´nement principal. Cette approche nous sert de re´fe´rence
(baseline).
Confiance est une approche se contentant de se´lectionner pour chaque roˆle,
l’entite´ connecte´e a` une mention d’e´ve´nements ayant le plus fort poids selon
les ponde´rations sur les arcs du graphe d’entite´.
PageRank est approche issue de l’analyse des liens, plus directement de l’al-
gorithme PageRank. La de´marche consiste a` appliquer l’algorithme afin
d’attribuer un score a` chaque nœud du graphe. Par la suite, pour chaque
roˆle on retient l’entite´ qui a le meilleur score retourne´ par l’algorithme.
Vote est une approche de se´lection par vote. Il s’agit d’un vote majoritaire, utili-
sant comme point de de´part les sorties fournies par les approches Confiance,
PageRank et Position. Un vote est organise´ pour chaque roˆle et celle ayant
le plus grand nombre de voix est retenue.
Hybride est une approche de se´lection ayant elle aussi pour objet est de combi-
ner les re´sultats des approches pre´ce´dentes (Confiance, PageRank et Posi-
tion). Elle part du constat qu’une approche de se´lection peut eˆtre pertinente
pour un ou plusieurs roˆles et plus inadapte´e pour d’autres. Son principe est
donc d’ame´liorer les performances en appliquant des strate´gies de se´lection
d’entite´s adapte´es en fonction des roˆles dans le template. Plus pre´cise´ment,
elle associe a` chaque roˆle l’approche de se´lection obtenant les meilleurs
re´sultats pour ce roˆle.
Par ailleurs, les re´sultats des approches Confiance, PageRank, Vote et Hybride
sont comple´te´s par une heuristique de se´lection faisant office de me´canisme de
rattrapage (back-off ), c’est-a`-dire ge´rant les cas ou` aucune entite´ n’est choisie
pour un roˆle donne´. Par exemple, lorsqu’une entite´ apparaˆıt de fac¸on isole´e dans
une phrase, l’e´tape de classification des relations binaires ne peut s’appliquer. Par
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conse´quent, cette entite´ ne peut eˆtre se´lectionne´e puisque non pre´sente dans le
graphe d’entite´s. Ce me´canisme de back-off apporte donc une solution dans de
tels cas de figure.
Notre contexte applicatif nous a conduit enfin a` laisser de coˆte´ deux proble´ma-
tiques en lien avec le remplissage des templates . La premie`re concerne l’oppor-
tunite´ de remplir un roˆle. Dans le cas pre´sent, chaque roˆle pouvant eˆtre rem-
pli par une entite´ compatible est effectivement occupe´ par cette entite´. Dans
le domaine et pour le type de textes conside´re´s, cette strate´gie s’est en effet
ave´re´e la plus efficace et justifie notre me´canisme de back-off. Toutefois, nous
ne pre´tendons pas qu’il en est ne´cessairement ainsi pour tous les domaines. La
seconde proble´matique a trait aux relations entre les roˆles des templates et le
type des entite´s. Dans l’application lie´e au domaine sismique qui nous a servi
de cadre expe´rimental, cette relation est de nature bijective : chaque roˆle est as-
socie´ a` un type d’entite´s spe´cifique, ce qui constitue un cas favorable. Lorsqu’une
distinction entre roˆle et type d’entite´s existent, il est ne´cessaire d’introduire des
contraintes d’appariement supple´mentaires. La solution la plus e´vidente de ce
point de vue consiste sans doute a` s’appuyer sur le re´sultat de classifieurs locaux
plus spe´cifiques inte´grant la notion de roˆle.
4.4 Application et e´valuation de l’approche de
rattachement
Dans cette section, nous e´valuons notre approche de rattachement des entite´s
nomme´es en vue de la construction des templates. Nous de´taillons ici les re´sultats
des expe´rimentations pour les deux phases du processus, a` la section 4.4.1 pour la
construction du graphe d’entite´s et a` la section 4.4.2 pour la se´lection des entite´s.
De plus, nous de´montrons l’impact de la segmentation sur le re´sultat final a` la
section 4.4.3. Enfin, la section 4.4.4 propose une analyse des erreurs restantes
suite a` la construction des templates.
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4.4.1 Construction du graphe d’entite´s
La construction du graphe d’entite´s de´pend de la de´tection a` un niveau intra-
phrastique de relations se´mantiques binaires entre les entite´s. Comme nous l’avons
indique´ pre´ce´demment, cette identification est re´alise´e par un classifieur statis-
tique. Plus pre´cise´ment, plusieurs mode`les de classification ont e´te´ e´value´s en
utilisant les ensembles de features FEAT-BASE, FEAT-LEX, FEAT-NOLEX
pre´sente´s a` la section 4.3.1.
Pour l’entraˆınement de ces mode`les, un corpus de 5 000 relations binaires1 a
e´te´ constitue´ a` partir de 44 de´peˆches issues du corpus d’e´valuation pre´sente´ a` la
section 3.7.1. Ces relations ont e´te´ manuellement annote´es et incluent a` la fois
des relations inter-phrastiques (3 231) et des relations intra-phrastiques (969).
Cette annotation consistait a` attribuer une des deux classes possibles a` chaque
relation : classe POSITIVE pour indiquer que les deux entite´s jouent un roˆle dans
la description d’un meˆme e´ve´nement et classe NEGATIVE dans le cas ou` les ne
sont pas lie´es par le meˆme e´ve´nement. Pour illustration, les extraits ci-dessous
montrent des exemples de relations annote´es. Pour l’entraˆınement des mode`les
de de´tection des relations, seules les relations intra-phrastiques ont e´te´ utilise´es.
Relations intra-phrastiques
[POSITIV E] : Un se´isme de magnitude 5,6 sur l’e´chelle de Richter s’est produit
jeudi dans la re´gion de Trinidad, ...
[NEGATIV E] : Ce tremblement de terre avait e´te´ pre´ce´de´ deux heures plus toˆt
par une secousse de magnitude 5,0 dans la meˆme re´gion, selon l’USGS.
Relations inter-phrastiques
[POSITIV E] : Un se´isme de magnitude 5,1 a secoue´ lundi une re´gion isole´e du
sud-ouest de la Chine, a annonce´ {. . . } apre`s le se´isme du 12 mai. La secousse a
e´te´ enregistre´e a` 01 H 56 lundi (dimanche 17 H 56 GMT) dans la province ...
[NEGATIV E] : Un se´isme de magnitude 5,1 a secoue´ lundi une re´gion isole´e du
sud-ouest de la Chine, a annonce´ {. . . } apre`s le se´isme du 12 mai. La secousse a
e´te´ enregistre´e a` 01 H 56 lundi (dimanche 17 H 56 GMT) dans la province ...
1Ces relations incluent des relations entre deux entite´s uniquement ainsi que des relations
entre une entite´ et une mention d’e´ve´nement.
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E´tant donne´ que le corpus annote´ contient un nombre significatif d’instances
ne´gatives de relations, c’est-a`-dire de couples d’entite´s au sein d’une phrase n’en-
tretenant pas de relation, nous avons volontairement e´carte´ une part importante
de ces exemples ne´gatifs afin de ne pas de´se´quilibrer le corpus d’apprentissage en
faveur de ceux-ci. Au final, nous avons retenu 690 instances positives et 236 ins-
tances ne´gatives. Pour l’apprentissage, nous avons repris les imple´mentations des
mode`les Baye´sien Na¨ıf (NB), Maximum d’Entropie (ME ) et Arbres de de´cision
(DT ) disponibles au sein de la boˆıte a` outils Mallet1. Les performances de ces
mode`les en termes de rappel (R), pre´cision (P) et F1-mesure (F ) en fonction
de nos diffe´rents ensembles de features sont donne´es dans le tableau 2. Ces
re´sultats sont obtenus par le biais d’une validation croise´e, en exploitant 4/5 des
donne´es pour la phase d’apprentissage et 1/5 pour celle de test. Ces re´sultats sont
e´galement compare´s a` une approche de re´fe´rence simpliste (baseline) consistant
a` attribuer la classe POSITIVE a` toutes les relations.
Ensemble de features Algo. R(%) P(%) F(%)
FEAT-LEX ME 96,3 95,9 96,1
FEAT-BASE ME 91,2 96,1 93,6
FEAT-NOLEX ME 91,7 95,0 93,3
FEAT-LEX DT 89,0 96,5 92,6
FEAT-LEX NB 93,4 90,7 92,0
FEAT-NOLEX DT 91,2 88,7 89,8
FEAT-NOLEX NB 89,6 89,2 89,4
FEAT-BASE DT 84,4 94,7 89,2
FEAT-BASE NB 86,7 87,9 87,3
Baseline – 100,0 25,5 40,5
Tab. 2 – Re´sultats de l’e´valuation de la classification binaire des relations (avec
ME : Maximum d’Entropie, DT : arbres de de´cision, NB : Baye´sien Na¨ıf).
Les re´sultats du tableau 2 montrent que l’ensemble de features FEAT-LEX
ame´liore les re´sultats obtenus par l’ensemble FEAT-BASE pour l’ensemble des
mode`les utilise´s, ce qui conduit a` penser que les features supple´mentaires de na-
ture syntaxique de FEAT-LEX sont particulie`rement inte´ressants pour l’identifi-
cation des relations entre entite´s au sein des phrases. De plus, le tableau montre
1http://mallet.cs.umass.edu/
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e´galement que l’ensemble FEAT-NOLEX, qui n’est pas lexicalise´, obtient des
re´sultats e´quivalents a` ceux de FEAT-BASE, qui comprend pour sa part des fea-
tures lexicaux. Nous pouvons donc en conclure que non seulement les features
syntaxiques utilise´s ici apportent un plus par rapport a` des feature lexicaux mais
qu’ils peuvent meˆme leur eˆtre substitue´s, point inte´ressant dans l’optique d’une
adaptation a` un autre domaine applicatif.
Au niveau des mode`les, les re´sultats permettent d’e´tablir la hie´rarchie : ME
> DT > NB. [Afzal, 2009] obtient pour sa part une hie´rarchie diffe´rente : DT >
ME > NB. Cependant les deux e´valuations ne sont pas directement comparables
puisque [Afzal, 2009] traite une autre langue et un corpus diffe´rent, ce qui peut
influer notablement sur les performances des diffe´rents mode`les. Globalement,
nos re´sultats sont ne´anmoins assez proches de ceux obtenus par [Afzal, 2009]. Les
meilleurs scores de ce dernier, obtenus avec des arbres de de´cision, sont en effet
R=95 %|P=87 %|F=91 %.
Pour la suite des traitements de notre approche, nous avons retenu le mode`le
de type Maximum d’Entropie entraˆıne´ a` partir de l’ensemble de features FEAT-
NOLEX. Bien que FEAT-LEX obtienne un niveau de performance un peu supe´rieur,
notre choix est motive´ par le fait que la diffe´rence entre les deux ensembles de
features est faible et compense´e a` nos yeux par le fait de ne pas avoir recours a`
des informations fortement de´pendantes d’un domaine, en l’occurrence issues des
features lexicaux.
Dans le processus de construction du graphe d’entite´s, la mise en e´vidence des
relations au niveau phrastique est suivie d’une e´tape de fusion. Celle-ci permet
d’abord d’identifier tous les nœuds faisant re´fe´rence a` la meˆme valeur d’entite´ (y
compris les mentions d’e´ve´nements) et donc, de supprimer les doublons. Ensuite et
surtout, elle permet ainsi d’e´tablir des relations inter-phrastiques entre les entite´s.
Pour ce qui concerne les e´ve´nements sismiques, l’e´tape de fusion est applique´e,
en dehors des mentions d’e´ve´nements, aux entite´s de type date et lieu : toutes
les mentions de date ayant la meˆme normalisation sont conside´re´es e´quivalentes,
de meˆme pour toutes les mentions de lieux ayant la meˆme forme de surface. Plus
ge´ne´ralement, ce me´canisme de fusion peut eˆtre applique´ a` tous les types d’entite´s
en regroupant les entite´s ayant les meˆmes valeurs.
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4.4.2 Se´lection des entite´s et remplissage des templates
Nous avons vu a` la section 4.3.2 que notre approche du remplissage des
templates est fonde´e sur la se´lection d’entite´s a` partir du graphe d’entite´s. La
de´marche ge´ne´rale consiste a` de´terminer, pour chaque entite´, un score e´valuant
son importance dans le graphe, ce qui permet en particulier d’e´tablir un ordre sur
les diffe´rentes entite´s de meˆme type. L’hypothe`se sous-jacente est que les valeurs
des champs des templates se trouvent parmi les entite´s les mieux classe´es.
Pour l’e´valuation des strate´gies de se´lection des entite´s, tous les documents
de notre corpus initial sont utilise´s. Nous faisons apparaˆıtre dans le tableau 3 les
re´sultats de l’e´valuation du remplissage des templates en termes de rappel (R),
pre´cision (P) et F1-mesure (F ), tous les roˆles e´tant confondus.
Approche R(%) P(%) F(%)
Hybride 77,6 76,9 77,2
Vote 74,9 74,3 74,5
Confiance 74,9 74,2 74,5
Position 73,4 73,1 73,2
PageRank 72,4 71,7 72,0
Tab. 3 – E´valuation du rattachement des entite´s aux e´ve´nements
Ces re´sultats montrent en premier lieu que notre me´thode de re´fe´rence Po-
sition est caracte´rise´e par un niveau de´ja` tre`s e´leve´. En particulier, elle permet
d’obtenir des performances le´ge`rement supe´rieures a` la strate´gie PageRank. Une
explication possible de ce constat est que la strate´gie PageRank ne repose que sur
la structure du graphe, sans conside´rer les poids sur les arcs. De ce fait, les en-
tite´s les mieux classe´es sont les entite´s fortement connecte´es inde´pendamment du
poids sur les arcs. Par conse´quent, si plusieurs entite´s non valides sont dense´ment
connecte´es, l’algorithme PageRank leur attribue un bon score. Ce proble`me pour-
rait eˆtre dans une certaine mesure minimise´ en adoptant la version ponde´re´e
de l’algorithme PageRank propose´e dans [Mihalcea, 2004]. Le tableau 3 laisse
ne´anmoins apparaˆıtre que la meilleure me´thode non agre´gative, en l’occurrence la
me´thode Confiance, de´passe nettement la me´thode Position. Parmi les me´thodes
agre´gatives, l’approche Hybride se re´ve`le nettement supe´rieure a` l’approche Vote.
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En outre, elle s’ave`re eˆtre globalement la meilleure strate´gie de se´lection des en-
tite´s, ce qui n’est pas comple`tement surprenant compte tenu de sa de´finition. On
notera par ailleurs que tous les re´sultats obtenus sont assez e´quilibre´s pour ce qui
est du rapport entre la pre´cision et le rappel.
4.4.3 Impact de la segmentation sur le rattachement
Afin de comple´ter l’e´valuation pre´ce´dente, nous proposons d’e´valuer l’impact
de la segmentation en e´ve´nements sur le rattachement des entite´s aux e´ve´nements.
La segmentation est utilise´e pour identifier les re´gions textuelles lie´e a` un type
d’e´ve´nements particulier. Cependant, les documents ne font pas tous re´fe´rence a`
plusieurs e´ve´nements. Lorsqu’un document ne fait re´fe´rence qu’a` un seul e´ve´ne-
ment, il peut donc sembler moins pertinent d’appliquer la segmentation puisque
toutes les phrases font re´fe´rence au meˆme e´ve´nement. Celle-ci n’est de`s lors sus-
ceptible que d’apporter des perturbations dans la mesure ou` ses re´sultats ne sont
ne´cessairement pas parfaits.
De ce fait, nous cherchons a` e´valuer dans cette section l’impact de la segmenta-
tion sur les documents ne faisant re´fe´rence qu’a` un seul e´ve´nement en comparaison
avec ceux faisant re´fe´rence a` plusieurs e´ve´nements. Notre intuition est que la seg-
mentation devrait avoir un effet limite´ sur les documents mono-e´ve´nements et de-
vrait ame´liorer les re´sultats pour les documents multi-e´ve´nements. Afin de ve´rifier
cette hypothe`se, nous avons manuellement divise´ le corpus initial en deux parties
en fonction du nombre d’e´ve´nements sismiques qu’ils relatent. Apre`s de´coupage
du corpus, nous avons ainsi obtenu 227 documents multi-e´ve´nements (M ) et 274
documents mono-e´ve´nements (S ). Les diffe´rentes strate´gies de construction des
templates e´voque´es pre´ce´demment ont e´te´ applique´es a` ces deux ensembles de do-
cuments en tenant compte ou non de la segmentation. Les re´sultats sont pre´sente´s
dans le tableau 4 en termes de F1-mesure en regroupant tous les roˆles.
En ce qui concerne les documents mono-e´ve´nements, les re´sultats du tableau 4
montrent que les meilleures approches de se´lection sont sans surprise celles sans
segmentation pre´alable, meˆme si de fac¸on globale la diffe´rence avec l’utilisa-
tion de la segmentation n’est pas tre`s marque´e (en moyenne +0,7 %). A` l’in-
verse, la se´lection des entite´s avec segmentation des de´peˆches obtient de meilleurs
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Sans Avec
segmentation segmentation
Approche S(%) M(%) S(%) M(%)
Hybride 79,2 73,6 78,3 75,6
Vote 77,7 68,7 76,9 71,8
Confiance 72,6 66,1 71,8 69,1
Position 74,0 73,2 73,1 73,1
PageRank 70,9 59,7 70,7 65,3
Tab. 4 – Impact de la segmentation selon le nombre d’e´ve´nements (mono-
e´ve´nements (S)/multi-e´ve´nements (M)) dans les documents (F1-mesure)
re´sultats sur les documents faisant re´fe´rence a` plusieurs e´ve´nements (en moyenne
+2,7 %). On peut noter que la strate´gie la plus efficace (Hybride avec segmenta-
tion) de´passe l’approche «Baseline», a` savoir Position sans segmentation, pour
les deux cate´gories de documents. Plus ge´ne´ralement, ces re´sultats de´montrent
que la segmentation e´ve´nementielle a globalement un impact positif sur le proces-
sus de remplissage des templates en ne de´gradant pas trop le niveau des re´sultats
sur les documents mono-e´ve´nements et en l’ame´liorant pour les documents multi-
e´ve´nements.
4.4.4 Analyse d’erreurs
Afin d’obtenir une meilleure connaissance des performances des approches
propose´es pour le remplissage des templates, nous avons pousse´ un peu plus loin
l’analyse des erreurs en cherchant a` identifier pre´cise´ment les causes de la pre´sence
d’une valeur errone´e (se´lection d’une mauvaise entite´ pour un roˆle) ou de l’ab-
sence de valeur (pas d’entite´ se´lectionne´e pour un roˆle) au niveau d’un champ du
template a` remplir. Nous avons ainsi identifie´ trois types d’erreurs pre´ponde´rants,
correspondant aux trois premiers e´tats de la valeur d’un champ dans la liste sui-
vante :
– erreur de reconnaissance des entite´s nomme´es (NE-err) : l’entite´ n’est pas
reconnue lors du pre´-traitement linguistique ;
– erreur de segmentation en e´ve´nements (Seg-err) : l’entite´ est identifie´e lors
du pre´-traitement mais elle appartient a` une phrase qui n’est pas associe´e
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a` l’e´ve´nement principal ;
– erreur de se´lection des entite´s (Fill-err) : l’entite´ se trouve dans le segment
principal mais une autre entite´ a e´te´ retenue comme valeur pour le roˆle dans
le template ;













Correcte Fill-err NE-err Seg-err
Fig. 4.4 – Re´partition des erreurs, par type
La figure 4.4 pre´sente la re´partition de chaque type d’erreurs pour deux ap-
proches de construction des templates en utilisant l’inte´gralite´ du corpus1 : la
premie`re correspond a` une se´lection a` base d’heuristique sans segmentation en
e´ve´nements (Position) ; la seconde utilise une strate´gie hybride avec la segmen-
tation en e´ve´nements (Hybride).
Le graphe montre que la strate´gie Position permet d’identifier correctement
une part importante des entite´s (72 % ) bien qu’un nombre conse´quent d’erreurs
de rattachement des entite´s subsiste (26 % ). La strate´gie la plus efficace que
nous avons propose´e re´duit ce type d’erreurs tout en augmentant le pourcentage
de valeurs d’entite´s correctes dans le template. Cette double ame´lioration se fait
au prix de l’introduction d’un nombre tre`s limite´ d’erreurs dues a` la segmentation
1Les pourcentages sur le graphe sont arrondis au supe´rieur, ce qui explique une somme
diffe´rente de 100 %.
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en e´ve´nements (1 % ).
4.5 Conclusions
Ce chapitre a aborde´ le proble`me du rattachement des entite´s aux e´ve´nements,
c’est-a`-dire de l’attribution des roˆles des entite´s vis-a`-vis des e´ve´nements, dans
la perspective du remplissage de templates. Nous avons vu que l’essentiel des
approches dans ce domaine reposent sur des approches heuristiques exploitant
surtout des informations locales. A` l’inverse, nous avons propose´ une approche
d’extraction visant a` prendre en compte les informations allant au-dela` de la
phrase, en particulier en utilisant les re´sultats d’une segmentation e´ve´nementielle
des textes plutoˆt que les phrases une a` une. Les expe´rimentations sur l’extraction
d’e´ve´nements sismiques ont montre´ que ce choix e´tait inte´ressant et qu’il s’ave´rait
particulie`rement pertinent pour des textes de´crivant plusieurs e´ve´nements de
meˆme nature sans entraver le traitement de textes mono-e´ve´nements (de´crivant
un seul e´ve´nement).
Dans notre approche, nous avons par ailleurs conside´re´ les templates comme
des relations complexes exprimant des relations de degre´ n entre n entite´s. Leur
identification a` une e´chelle textuelle s’effectue en deux temps en conside´rant que
ces relations complexes peuvent se de´composer en un ensemble de relations bi-
naires : le premier temps re´alise l’identification de ces relations e´le´mentaires tan-
dis que le second se´lectionne les entite´s jouant un roˆle dans la relation complexe,
c’est-a`-dire se´lectionne les valeurs des champs du template conside´re´.
Pour l’identification des relations se´mantiques e´le´mentaires entre les entite´s,
plusieurs classifieurs statistiques ont e´te´ teste´s en s’appuyant sur diffe´rents en-
sembles de features. Les re´sultats ont montre´ que l’utilisation de features lexicaux
permet d’obtenir une bonne classification des couples d’entite´s. En revanche, ce
type de features implique une forte de´pendance des mode`les par rapport au do-
maine et au type de textes conside´re´s. Les re´sultats obtenus ont aussi montre´
que la substitution de features syntaxiques aux features lexicaux entraˆıne certes
une le´ge`re de´gradation des re´sultats mais que cette de´gradation est suffisamment
minime par rapport au gain de ge´ne´ralite´ des mode`les qui en re´sulte.
A` la suite de cette premie`re phase, les relations mises en e´vidence servent a`
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construire un graphe d’entite´s au sein duquel les entite´s potentiellement perti-
nentes sont a` se´lectionner. Pour re´aliser cette se´lection, nous avons mis en œuvre
et teste´ trois types de strate´gies, avec le souci de rendre ce processus le moins
de´pendant que possible du domaine. La premie`re, qui sert aussi de baseline, est
purement heuristique et ne repose que sur l’ordre d’apparition des entite´s. La
deuxie`me s’appuie sur les ponde´rations des arcs du graphe tandis que la dernie`re
exploite la structure du graphe. De plus, nous avons e´galement propose´ deux
me´thodes pour combiner les sorties des trois strate´gies pre´ce´dentes, l’une inspire´e
du vote majoritaire, l’autre e´tant fonde´e sur une combinaison de strate´gies tenant
compte de leurs performances diffe´rencie´es en fonction de chaque roˆle spe´cifique
du template. Les expe´riences ont montre´ que les meilleurs re´sultats sont obtenus
de fac¸on ge´ne´rale par la combinaison de nos trois strate´gies de base, et plus par-
ticulie`rement par la combinaison que l’on peut qualifier d’informe´e, c’est-a`-dire
adaptant la strate´gie a` utiliser en fonction du roˆle a` se´lectionner.
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Chapitre 5
Peuplement de bases de
connaissances
Dans les deux chapitres pre´ce´dents, nous nous sommes inte´resse´s a` un proces-
sus de construction de templates applique´ a` l’extraction d’information pour les
e´ve´nements sismiques. Pour reprendre la terminologie des confe´rences MUC, cette
taˆche correspond a` la taˆche de scenario template extraction. Ainsi, les template
que nous avons extraits contenaient des relations lie´es a` un domaine particulier
et en nombre restreint. Dans une perspective diffe´rente, mais comple´mentaire,
ce chapitre porte sur l’extraction de relations entre entite´s nomme´es a` une plus
large e´chelle et pour un domaine plus ge´ne´ral. Par rapport a` la terminologie
MUC, la taˆche la plus proche correspond a` celle de template element extrac-
tion ou slot filling, dont le but est d’extraire des renseignements (ou informa-
tions comple´mentaires) concernant des entite´s nomme´es. Typiquement, il s’agit
d’extraire des proprie´te´s caracte´ristiques associe´es a` un type d’entite´ donne´, par
exemple une entite´ de type personne est toujours lie´e a` une date de naissance.
5.1 Introduction
Comme nous l’avons mentionne´ dans le pre´ambule, les templates se rapportent
a` des sce´narios servant a` de´crire des e´ve´nements. A` l’inverse, dans ce chapitre,
nous nous concentrons sur des templates plus ge´ne´raux, qui ne sont plus focalise´s
101
5. PEUPLEMENT DE BASES DE CONNAISSANCES
sur des e´ve´nements mais sur des entite´s : l’ide´e principale est de de´crire une
entite´ en se servant des relations qu’elle partage avec les autres entite´s. Si l’on
peut conside´rer que toutes les relations lie´es a` une meˆme entite´ constituent une
forme de template, la diffe´rence re´side dans le fait que dans le cas des template
d’entite´s, une relation est e´tablie avec l’entite´ pour chaque champ, ce qui forme
un ensemble de relations binairessouvent, mais pas toujours inde´pendantes, alors
que dans le cas des templates d’e´ve´nements, les diffe´rents champs sont en ge´ne´ral
inter-de´pendants et forment une relation n-aire globale.
Plus ge´ne´ralement, notre objectif est d’obtenir des informations comple´men-
taires (et inde´pendantes d’un domaine) concernant les entite´s. Notre motivation
est de se servir de ces informations comple´mentaires afin de situer un e´ve´nement
dans un cadre plus ge´ne´ral que celui du document qui en fait mention. Pour
cela, notre ide´e est d’apporter des connaissances sur chaque entite´ selon son
type et inde´pendamment de l’e´ve´nement auquel elle appartient. Pour illustra-
tion, lorsqu’un e´ve´nement se produit dans un lieu donne´, il peut eˆtre inte´ressant
de connaˆıtre le nombre d’habitants associe´ a` ce lieu, ou encore le nom de la
capitale lorsqu’il s’agit d’un pays, etc.
Dans l’ensemble, les informations comple´mentaires que nous cherchons a` ex-
traire sont des connaissances encyclope´diques sur les entite´s. Ce type de connais-
sances peut se trouver dans des sources d’informations ouvertes, en particulier
dans le contexte du Web se´mantique. Un grand nombre d’informations sont par
exemple disponibles sous forme semi-structure´e dans le contexte de l’encyclope´die
collaborative Wikipe´dia, sous la forme d’infobox, c’est-a`-dire de tables formate´es
qui contiennent des informations factuelles lie´es a` l’entite´ d’inte´reˆt de la page. Ces
donne´es semi-structure´es peuvent eˆtre structure´es automatiquement sous forme
d’une base de donne´es, comme le montre le projet DBpedia1 [Bizer et al., 2009].
Malheureusement, ces ressources sont parfois incomple`tes : dans Wikipedia, les
entite´s populaires sont bien renseigne´es, les autres le sont beaucoup moins. Pour
pallier ce proble`me, une alternative consiste a` utiliser le contenu textuel non
structure´ issu des articles de l’encyclope´die pour enrichir des bases de connais-
sances (Knowledge Base, ou KB) incomple`tes. Ici, nous faisons l’hypothe`se qu’en-
richir une base de connaissances revient a` extraire des relations entre des entite´s
1http://dbpedia.org/About
102
nomme´es : on conside`re que chacune des entre´es de la KB de´crit une entite´ et par
conse´quent, les diffe´rents champs de la KB de´finissent des relations entre cette
entite´ et les valeurs de ces champs.
Dans le chapitre 2, nous avons mis l’accent sur les approches d’extraction de
relations supervise´es. Ne´anmoins, les relations peuvent e´galement eˆtre extraites
a` partir d’approches non supervise´es, dont but est d’extraire des relations sans a
priori sur les types de relations [Banko and Etzioni, 2008; Shinyama and Sekine,
2006; Wang et al., 2011a; Yan et al., 2009], ou faiblement supervise´es [Bunescu
and Mooney, 2007; Mintz et al., 2009]. Le principe de ces dernie`res est comparable
a` celle des approche semi-supervise´es : il s’agit d’entraˆıner un syste`me en utilisant
un ensemble d’exemples de relations annote´s. Pour les me´thodes semi-supervise´es,
cet ensemble est obtenu en utilisant un nombre d’exemples restreint dont on est
suˆr de la pertinence [Agichtein and Gravano, 2000; Brin, 1999]. A` l’inverse, dans le
contexte faiblement supervise´, ces exemples sont obtenus de fac¸on automatique
en exploitant des ressources exte´rieures (KB, corpus non annote´s, etc.) [Mintz
et al., 2009; Suchanek et al., 2006]. Par conse´quent l’ensemble d’exemples obtenu
est plus important, en revanche il peut contenir des exemples non pertinents. Plus
ge´ne´ralement, cette de´marche consistant a` constituer un ensemble d’exemples de
relations est aussi appele´e supervision distante [Mintz et al., 2009]. La motivation
de ce type d’approches est d’utiliser un ensemble de ressources plutoˆt que des
annotateurs humains comme source de supervision.
Dans ce chapitre, nous pre´sentons un syste`me d’extraction d’information a`
large e´chelle fonde´ sur un apprentissage faiblement supervise´ de patrons d’ex-
traction de relations. Ce syste`me a e´te´ e´value´ dans le cadre de la taˆche de peu-
plement automatique d’une base de connaissances (Knowledge Base Population
– KBP), au sein de la campagne d’e´valuation TAC (Text Analysis Conference)
organise´e par le NIST National Institute of Standards and Technology. La sec-
tion 5.2 pre´sente l’objet du peuplement des bases de connaissances. La section 5.4
aborde l’approche d’extraction de relations que nous proposons pour cette taˆche.
La campagne d’e´valuation de re´fe´rence dans le domaine de la population de base
de donne´es est pre´sente´e en section 5.5. Les sections 5.6 et 5.7 pre´sentent respecti-
vement les re´sultats de l’e´valuation de notre approche sur les donne´es TAC-KBP
2010 et un aperc¸u d’autres approches utilise´es pour cette taˆche. Enfin, les sec-
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tions 5.8 et 5.9 pre´sentent une discussion sur les re´sultats ainsi que quelques
conclusions.
5.2 Le peuplement de bases de connaissances
Cette the´matique vise a` comple´ter de fac¸on automatique (e´ventuellement au-
tonome) une base de connaissances a` partir de faits ou d’informations collecte´es
dans des textes non structure´s. La motivation vient du fait que collecter puis com-
piler manuellement des informations non structure´es est un processus couˆteux en
terme de temps et de main d’œuvre. Pour acce´le´rer ce processus, de nombreux
travaux ont propose´ d’utiliser les approches d’extraction de relations sur des do-
cuments issus soit du Web [Banko et al., 2007; Etzioni et al., 2004; Pantel and
Pennacchiotti, 2006; Yates et al., 2007], soit de corpus existants [Agichtein and
Gravano, 2000] afin d’acque´rir des connaissances sur ces faits. Les informations
collecte´es de cette fac¸on sont ensuite sauvegarde´es dans des bases de donne´es
[Etzioni et al., 2004] ou dans des ontologies [Suchanek, 2009; Suchanek et al.,
2007].
5.3 Lien entre peuplement de KB et question-
re´ponse
Les domaines du question-re´ponse (question-answering (QA)) et du peuple-
ment de base de connaissances tel qu’il est envisage´ dans KBP sont tre`s proches.
On peut conside´rer le second comme un sous-proble`me du premier. Le point
commun entre les deux domaines est qu’il est question de trouver un ou plusieurs
e´le´ments d’information spe´cifiques en rapport avec la formulation d’un besoin
d’information donne´.
Dans la perspective QA, la formulation de la demande passe par des questions
e´crites en langue naturelle (Qui a fonde´ Apple ?) alors que, pour le domaine KBP,
cette formulation passe par des requeˆtes formelles exprime´es par des pre´dicats
incomplets contenant : une valeur d’entite´, un type de question, ainsi que le type
de re´ponse que l’on attend. Par exemple, dans le cadre de KBP, la question «Qui
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a fonde´ Apple ?» prend la forme cre´ateur(Apple, PERSONNE). Il reste ensuite
a` de´terminer la valeur de l’entite´ PERSONNE manquante pour comple´ter le
pre´dicat.
Une distinction entre les deux domaines est qu’un processus de QA ne´cessite
une e´tape de reformulation de la question qui n’est pas ne´cessaire pour le domaine
KBP. Cette e´tape de reformulation passe par une analyse de la question qui sert
a` extraire les e´le´ments formels sur lesquels portent la question. Plus pre´cise´ment
elle consiste a` : faire la de´tection des entite´s nomme´es dans la question (Apple est
de type ORGANISATION) ; reconnaˆıtre le type de question (question factuelle,
de´finition, etc.) ; et enfin, apporter des pre´cisions sur le type de re´ponse attendu :
une personne, une date, un lieu, etc. (ici le «cre´ateur» recherche´ est une personne,
mais il pourrait eˆtre un groupe de personne, ou une organisation).
Pour le peuplement des bases de connaissances, la nature des questions et le
type des re´ponses sont pre´de´termine´s par la structure de la base de connaissances.
5.4 Vue d’ensemble de l’approche pour l’extrac-
tion de relations
Nous nous concentrons dans notre approche sur l’extraction de relations a`
large e´chelle en supposant la pre´existence d’une base de connaissances partiel-
lement remplie1, par exemple par extraction automatique a` partir de donne´es
semi-structure´es.
La notion de «large e´chelle» se de´cline quant a` elle selon plusieurs dimensions.
La premie`re re´side dans le grand nombre de relations conside´re´ (plusieurs dizaines
de relations), induisant une mise en œuvre difficile pour une approche a` base de
re`gles e´crites manuellement. La deuxie`me est lie´e a` la prise en compte initiale
d’un grand nombre de relations existantes dans la KB (c’est-a`-dire l’association
de deux valeurs d’entite´s a` un type de relations ) ; ces relations fournissent un bon
ensemble de de´part pour l’apprentissage automatique d’un mode`le de ces types
de relations. Enfin, le corpus dans lequel de nouvelles relations sont recherche´es
1Nous faisons l’hypothe`se que chaque entite´ fait l’objet d’une entre´e dans la base de connais-
sances et est associe´e a` un ensemble de champs. Les champs de cet ensemble ne sont ne´anmoins
pas toujours renseigne´s.
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est lui-meˆme de taille importante (pre`s de deux millions de documents), ce qui
implique l’utilisation de techniques de recherche d’information (indexation des
documents et formulation d’une requeˆte) pour extraire des bons candidats car on
ne peut pas envisager l’application directe de patrons sur toutes les phrases du
corpus.
Dans la suite, nous appelons type de relation un champ R de la base de
connaissance associant deux types d’entite´ (un pour l’entite´ de re´fe´rence, l’autre
pour la valeur du champ associe´ a` cette entite´ dans la base de connaissances),
relation le triplet R(E1, E2) associant un type de relation et deux entite´s (qui
correspond donc a` une instance de relation), et occurrence de relation l’expression
d’une relation dans un texte : cette expression est donc une phrase ou un passage
contenant les deux entite´s et une formulation linguistique de la relation entre les
deux entite´s.
Cette approche, illustre´e par la figure 5.1, s’articule en deux phases : une
phase d’apprentissage de patrons a` partir d’occurrences de relations connues et
une phase d’extraction de relations pour la de´couverte de nouvelles relations. La
premie`re phase part des relations connues R(E1,E2) pour trouver des occurrences
de ces relations dans un corpus, c’est-a`-dire les diffe´rentes expressions de cette
relation dans les textes. Cette recherche d’occurrence de relations se fait par
l’interrogation d’un moteur de recherche sur une structure indexe´e du corpus
de documents1. Ces occurrences de relations connues sont alors utilise´es pour
induire2 des patrons de reconnaissance pour le type de relations concerne´.
La seconde phase part de relations incomple`tes R(E1,x), ou` l’entite´ source E1
est connue et l’entite´ cible x est a` trouver, cherche des occurrences de relations
impliquant E1 dans un corpus, puis extrait l’entite´ x en utilisant les patrons
induits dans la premie`re phase. Ces deux phases sont de´taille´es dans les sections
suivantes.
1La construction de cette structure indexe´e est de´crite a` la section 5.4.3.
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Fig. 5.1 – Architecture ge´ne´rale du syste`me
5.4.1 Apprentissage des patrons de relations
L’apprentissage des patrons de relations repose sur l’induction (ou ge´ne´ralisa-
tion) de patrons lexicaux a` partir de phrases exemples contenant des occur-
rences des relations conside´re´es. L’objectif de cet apprentissage est de capturer les
diffe´rentes expressions d’une relation se´mantique entre deux entite´s. Par exemple,
les deux extraits de phrases ci-dessous contiennent des occurrences de relations
pour le type founded by, instancie´ pour les couples d’entite´s (Charles Revson ;
Revlon Cosmetics) et (Mayer Lehman ; Lehman Brothers investment).
The glamourous cabaret chanteuse reportedly had had a roman-
tic liaison with <source>Charles Revson</source>, the founder of
<cible>Revlon Cosmetics</cible> ...
Lehman was a great-grandson of <source>Mayer Lehman</source>, a
founder of the <cible>Lehman Brothers investment</cible> house ...
Plusieurs travaux pre´sentent des algorithmes de ge´ne´ralisation de patrons
lexicaux [Ravichandran, 2005; Ruiz-Casado et al., 2007; Schlaefer et al., 2006].
Notre approche est similaire a` celle de [Pantel et al., 2004] et reprend plus di-
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rectement encore la me´thode de [Embarek and Ferret, 2008]. L’ide´e ge´ne´rale de
l’approche est de trouver, dans le contexte entre les entite´s cible et source, des
points communs entre deux phrases exprimant la relation que l’on veut cap-
turer. Ici, nous cherchons ces points communs parmi trois niveaux d’informa-
tion linguistique : forme de surface (les mots), lemme (forme normalise´e d’un
mot) et cate´gorie morpho-syntaxique (cate´gorie grammaticale du mot). Ces in-
formations linguistiques sont mises en e´vidence graˆce a` l’outil OpenNLP1, qui
est e´galement utilise´ pour la reconnaissance des entite´s nomme´es. La pre´sence de
ces trois niveaux d’information donne une plus grande expressivite´ aux patrons
construits et permet ainsi de trouver un compromis inte´ressant en termes de ni-
veau de ge´ne´ralisation entre la spe´cificite´ des e´le´ments lexicalise´s et le caracte`re
plus ge´ne´ral des cate´gories morpho-syntaxiques.
L’induction d’un patron a` partir de deux occurrences de relation est plus
pre´cise´ment compose´e des trois e´tapes suivantes :
– le calcul de la distance d’e´dition entre les deux phrases exemples, c’est-a`-dire
le nombre minimal d’ope´rations d’e´ditions (insertion, suppression, substi-
tution) a` effectuer pour passer d’une phrase a` l’autre. Toutes les ope´rations
ont ici le meˆme poids ;
– l’alignement optimal des phrases exemples a` partir de la matrice des dis-
tances entre sous-se´quences issue du calcul de la distance d’e´dition. L’algo-
rithme classique pour trouver un tel alignement est ici e´tendu en permettant
la mise en correspondance de deux mots lors d’une substitution selon les
trois niveaux d’information possibles (forme de surface, lemme, cate´gorie
morpho-syntaxique) ;
– la construction des patrons, en comple´tant si ne´cessaire les alignements par
des ope´rateurs jokers (*s*), repre´sentant 0 ou 1 mot quelconque, et (*g*),
repre´sentant exactement un mot quelconque.
Le tableau 1 montre un exemple d’induction de patron pour le type de relation
founded by a` partir des deux extraits de phrases ci-dessus. On peut noter la
pre´sence de la cate´gorie DET (de´terminant) comme ge´ne´ralisation pour (a—the),
ce qui rend le patron pertinent pour d’autres extraits tels que «Charles Kettering,
another founder of DELCO ...».
1http://opennlp.sourceforge.net/index.html
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Charles Revson , the founder of Revlon Cosmetics
Mayer Lehman , a founder of the Lehman Brothers investment
<source> , DET founder of (*s*) <cible>
Tab. 1 – Exemple d’induction de patron de relation
Cet exemple illustre e´galement le fait que la ge´ne´ralisation peut aller jusqu’a`
l’utilisation de jokers pouvant se substituer a` n’importe quel mot. Comme il est
toujours possible de ge´ne´raliser deux phrases en un patron ne contenant que des
jokers, il est ne´cessaire de fixer une limite supe´rieure au nombre de jokers pouvant
eˆtre introduits dans une ope´ration de ge´ne´ralisation pour conserver un niveau de
spe´cificite´ raisonnable des patrons, limite pouvant prendre la forme d’une valeur
absolue ou d’un pourcentage applique´ aux jokers ou aux mots selon qu’il s’agit
d’une limite supe´rieure ou infe´rieure.
Par ailleurs, travaillant en domaine ouvert et avec des entite´s nomme´es as-
sez ge´ne´rales, nous souhaitons plutoˆt induire un nombre important de patrons
spe´cifiques qu’un ensemble restreint de patrons tre`s ge´ne´raux, ceci afin de pri-
vile´gier la pre´cision. Dans l’e´valuation pre´sente´e en section 5.6, le nombre maxi-
mal de jokers dans un patron a e´te´ fixe´ a` 1.
5.4.2 Filtrage pour l’apprentissage des patrons de rela-
tions
Dans le contexte de supervision distante dans lequel nous nous plac¸ons, les
phrases exemples ne sont pas directement fournies comme des exemples annote´s
d’occurrences de relations mais re´sultent de la projection dans un corpus de re-
lations se pre´sentant sous la forme de couples d’entite´s (par exemple le couple
(Ray Charles, Albany) pour le type de relation city of birth). Plus concre`tement
dans notre cas, elles sont re´cupe´re´es en soumettant a` un moteur de recherche des
requeˆtes contenant des couples d’entite´s pour un type de relations donne´ et en
restreignant les re´sultats du moteur aux phrases contenant effectivement les deux
valeurs des entite´s.
On peut souligner que la nature des restrictions applique´es a un impact direct
sur la quantite´ et la pre´cision des patrons induits. Plus on impose de contraintes,
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moins on obtient de phrases exemples, mais meilleurs seront les patrons induits.
Par exemple, les auteurs de [Agirre et al., 2009] ne retiennent que les phrases
exemples dans lesquelles les paires d’entite´s apparaissent dans un voisinage de
ze´ro a` dix mots.
Il est important de noter que le processus d’induction de patrons s’effectue en
comparant les phrases exemples deux a` deux. Il peut donc eˆtre couˆteux (en temps
de calcul) lorsque le nombre de phrases exemples est important : pour 10 000
exemples, on a environ 50 millions de couples distincts de phrases a` comparer
(n(n−1)/2 exactement). Pour traiter ce proble`me, une premie`re solution consiste
a` re´duire de fac¸on drastique le nombre de phrases exemples en amont du processus
d’induction, la conse´quence e´tant une re´duction de la couverture des diffe´rentes
formes d’expression des types de relations.
Une autre solution consiste a` faire une re´duction se´lective du nombre de
couples de phrases exemples a` ge´ne´raliser pour e´viter de conside´rer les couples
de phrases dont la distance est visiblement trop grande pour induire des patrons
inte´ressants. Meˆme si la distance utilise´e pour cette induction est une distance
d’e´dition, donc tenant compte de l’ordre des mots, il est e´vident qu’un faible
recoupement des phrases en termes de mots conduira a` une valeur e´leve´e de la
distance d’e´dition. Le filtrage a priori des couples de phrases peut donc se fonder
sur une mesure s’appliquant a` une repre´sentation de type «sac de mots», telle
que la mesure cosinus, en fixant une valeur minimale en dessous de laquelle la
ge´ne´ralisation des couples de phrases n’est pas re´alise´e.
Or, la mesure cosinus peut eˆtre e´value´e de manie`re efficace, soit avec une
bonne approximation, comme dans le cas du Local Sensitive Hashing [Gionis
et al., 1999], soit de manie`re exacte mais en fixant un seuil de similarite´ minimal,
ce qui correspond a` notre cas de figure. Nous avons donc retenu pour notre filtrage
l’algorithme All Pairs Similarity Search (APSS), propose´ dans [Bayardo et al.,
2007], qui calcule la mesure cosinus pour les seules paires d’objets conside´re´s –
ici, les phrases exemples – dont la similarite´ est supe´rieure ou e´gale a` un seuil
fixe´ a priori. Cet algorithme se fonde plus pre´cise´ment sur une se´rie d’optimisa-
tions dans l’indexation des objets tenant compte des informations recueillies sur
leurs caracte´ristiques et d’un tri applique´ a` ces objets en fonction de ces meˆmes
caracte´ristiques.
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De plus, le filtrage par l’algorithme APSS que nous proposons est combine´ a`
une e´tape de clustering. En effet, si l’algorithme APSS nous permet de retrouver
les paires de phrases exemples partageant des similitudes, il est potentiellement
plus inte´ressant, dans la perspective de la re´duction des comparaisons, de retrou-
ver les groupes de phrases partageant des similitudes. L’ide´e est donc d’utiliser
les scores de similarite´ calcule´s par l’algorithme APSS pour faire ce regroupement
en fournissant la matrice de similarite´ ainsi construite en entre´e d’un algorithme
de clustering. Par la suite le processus d’induction de patrons est ope´re´ au niveau
de chaque cluster de phrases exemples au lieu de l’ensemble des phrases deux a`
deux. De cette fac¸on, on re´duit de fac¸on tre`s significative les comparaisons entre
phrases. Pour le clustering des phrases candidates, l’algorithme Markov Cluste-
ring (MCL) [Dongen, 2000] est utilise´.
En pratique, lors de l’induction de patrons a` partir d’un grand volume de
phrases exemples, on retrouve de nombreux doublons : soit parce que la meˆme
phrase exemple se trouve dans plusieurs documents, soit parce que l’on retrouve
la meˆme forme d’expression d’un type de relations avec des valeurs diffe´rentes
(Obama’s height is 1.87m ; Sarkozy’s height is 1.65m). Nous proposons donc de
filtrer les phrases exemples a` deux niveaux : d’abord avec un seuil de similarite´ 1
afin d’identifier et e´liminer les phrases identiques ; puis avec un seuil de similarite´
faible pour s’assurer d’un niveau minimal de similarite´ entre les phrases en vue
du processus d’induction. Dans nos expe´riences, le seuil de similarite´ a` e´te´ fixe´ a`
0,25.
Notons que dans le contexte de l’e´valuation de la similarite´ entre les relations,
[Bollegala et al., 2009] mettent en œuvre une e´tape de clustering proche de celle
que nous proposons. Dans leur cas, il s’agit de regrouper des patrons lexicaux
(qui sont quasi identiques a` nos phrases exemples) afin de caracte´riser le type
de relation se´mantique exprime´ par chaque cluster. Dans notre cas, le type de
relation se´mantique est connu a` l’avance et l’objectif est de regrouper a` travers
les clusters les diffe´rentes formulations de la meˆme relation se´mantique.
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5.4.3 Extraction des relations
L’extraction de nouvelles relations se fait a` partir des types de relations exis-
tants et d’entite´s connues : on cherche a` comple´ter une base de connaissances
existante en comple´tant les informations concernant les entite´s qu’elle contient.
La premie`re e´tape de l’extraction de relations est la recherche de phrases can-
didates pouvant contenir l’expression d’une relation. Elle prend comme point de
de´part des requeˆtes contenant une entite´ nomme´e associe´e a` son type et le type
de l’information recherche´e.
La recherche proprement dite est re´alise´e, comme dans le cas de l’apprentissage
de patrons, graˆce a` un moteur de recherche ayant pre´alablement indexe´ le corpus
cible pour l’extraction des relations. Nous nous sommes appuye´s dans notre cas
sur le moteur Luce`ne1, avec une indexation adapte´e aux caracte´ristiques de notre
recherche : les documents initiaux sont de´coupe´s en unite´s d’indexation de petite
taille, trois phrases, graˆce a` une feneˆtre glissante et au sein de ces unite´s, sont
indexe´s les mots pleins sous leur forme normalise´e et les entite´s nomme´es, avec
leur type.
L’interrogation du corpus pre´sente en outre la particularite´ d’inclure une phase
d’expansion de l’entite´ source. En effet, on retrouve souvent dans les documents
des formes plus ou moins de´veloppe´es des entite´s nomme´es : par exemple Bill
Clinton est ge´ne´ralement utilise´ au lieu de William Jefferson Blythe III Clinton.
Il est donc inte´ressant de savoir que ces deux mentions d’entite´s sont e´quivalentes
et associe´es a` la meˆme entite´, en particulier lors de la recherche de documents.
Nous utilisons donc une e´tape d’expansion des entite´s visant a` associer a` une
entite´ donne´e les formes alternatives lui faisant re´fe´rence. Pour l’entite´ «Barack
Obama», on a ainsi : {B. Hussein Obama, Barack H. Obama Junior, Barack
Obama Jr, Barack Hussein Obama Jr., etc.}. L’inte´reˆt est de pouvoir augmen-
ter les chances de retrouver des phrases candidates lie´es a` l’entite´ puisque l’on
conside`re tous les documents dans lesquels apparaissent ses diffe´rentes expres-
sions.
Une base d’expansion des entite´s a e´te´ constitue´e de fac¸on automatique a`
partir du corpus Wikipe´dia2 en collectant pour chaque entite´ les formulations
1http://lucene.apache.org/java/docs/index.html
2Plus pre´cise´ment, la version mise a` disposition par l’universite´ de New York : http://nlp.
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extraites des pages de redirection de Wikipe´dia vers cette entite´. Au total, la base
d’expansion contient des formes e´tendues pour environ 2,4 millions d’entre´es.
Nous appliquons ensuite sur les phrases candidates se´lectionne´es les patrons
induits lors de la phase d’apprentissage. Les entite´s cibles extraites par ces patrons
sont cumule´es pour ne retenir finalement que les plus fre´quentes : notre hypothe`se
est que les entite´s cibles les plus pertinentes apparaissent plus souvent dans les
documents que les moins pertinentes. Pour les relations mono-value´es (ex. : date
de naissance), une seule valeur est conserve´e. Pour les relations multi-value´es
(ex. : lieux de re´sidence), un nombre arbitraire de trois valeurs sont conserve´es
a` de´faut de connaissances fournies a priori ou extraites des textes sur le nombre
de valeurs attendu.
Enfin, un dernier filtre est applique´ sur les entite´s cibles pour ve´rifier la com-
patibilite´ des valeurs obtenues avec les contraintes relatives au type d’information
recherche´ qu’elles repre´sentent, de´finies par des listes de valeurs ou d’expressions
re´gulie`res : on ve´rifie, par exemple, que le pays de naissance d’une personne fait
bien partie de la liste des pays connus.
5.4.4 Ame´lioration par l’utilisation d’un filtrage ge´ne´rique
de relations
Dans cette section nous de´crivons des ame´liorations apporte´es a` notre syste`me
d’extractions de relations, par l’inte´gration d’un module de filtrage de relations
dans la chaˆıne de traitement. Ces ame´liorations ont e´te´ effectue´es dans le cadre
de notre participation a` l’e´dition 2011 de la campagne TAC-KBP et ne sont
pas inte´gre´s dans l’e´valuation quantitative de notre approche pre´sente´e dans les
sections suivantes, effectue´es sur les donne´es de la campagne TAC-KBP 2010.
Nous en pre´sentons ne´anmoins les principes ge´ne´raux dans cette section. Les
ame´liorations concernent essentiellement deux points, le filtrage des phrases exem-
ples servant a` la ge´ne´ration des patrons et le re´-ordonnancement des entite´s cibles
extraites.
L’hypothe`se sur laquelle repose notre se´lection des phrases exemples, a` sa-
voir qu’un couple d’entite´s contenu dans une meˆme phrase induit une relation
cs.nyu.edu/wikipedia-data
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entre les entite´s, est une hypothe`se simplificatrice et n’est pas toujours ve´rifie´e.
Nous avons donc cherche´ a` ame´liorer la ge´ne´ration des patrons en e´liminant les
phrases exemples qui n’expriment aucune relation entre les entite´s. Notre moti-
vation est qu’un tel filtrage devrait ame´liorer la qualite´ (pre´cision) des patrons
ge´ne´re´s. Pour ce faire, nous avons inte´gre´ la me´thode de filtrage de relations
de´veloppe´e par [Wang et al., 2011b] dans le cadre de l’extraction d’information
non supervise´e. Plus pre´cise´ment, [Wang et al., 2011b] proposent d’utiliser des
crite`res non lie´s a` un type de relations (nombre de mots entre les entite´s, types
des entite´s, cate´gories morpho-syntaxiques des mots entre les entite´s, etc.) afin
de de´terminer si deux entite´s contenues dans une meˆme phrase sont lie´es par une
relation se´mantique. Concernant la mise en œuvre de leur approche, les auteurs
s’appuient sur un mode`le statistique a` base de CRF. En pratique, il s’agit pour
nous d’appliquer ce classifieur (CRF) a` l’ensemble des phrases exemples collecte´es
pour un type de relation. Ce classifieur renvoie une re´ponse binaire qui exprime
si la phrase contient ou non une relation se´mantique, sans a priori sur le type de
relation. Les phrases exemples qui contiennent effectivement une relation selon le
classifieur sont conserve´es pour le processus d’induction de patrons de´crit dans
la section 5.4.11. Dans un cadre ide´al, suite au processus d’induction des patrons
on devrait observer un meilleur score de pre´cision et une baisse limite´e du score
de rappel.
La deuxie`me ame´lioration que nous avons expe´rimente´e concerne la phase
d’extraction de relations, suite a` l’induction des patrons, et vise plus directement
le re´-ordonnancement des entite´s cibles extraites. Dans sa version actuelle, notre
syste`me se fonde sur un crite`re de redondance pour se´lectionner la meilleure
re´ponse. Il s’agit de conside´rer la re´ponse la plus fre´quente comme e´tant la
plus pertinente, sans pour cela se pre´occuper de savoir si les phrases candidates
(les phrases contenant une entite´ connue et une entite´ pouvant potentiellement
comple´ter la relation) retenues pour faire ce de´compte contiennent effectivement
des relations. Par conse´quent, nous nous sommes servis du filtrage des phrases
1Notons que nous avons expe´rimente´ plusieurs configurations pour l’induction des patrons.
Dans la premie`re configuration, celle de´crite a` la section 5.4.1, nous avons utilise´ l’ensemble
des occurrences de relations sans appliquer de filtrage pour le processus d’induction de patrons
(configuration TAC-KBP 2010). Dans un second temps, nous avons applique´ le filtrage des
occurrences de relations (configuration TAC-KBP 2011)
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candidates comme crite`re d’ordonnancement des re´ponses. Notre motivation est
de privile´gier, lors de la se´lection des re´ponses, les entite´s cibles potentielles issues
des phrases candidates ayant e´te´ identifie´es comme «positives» par le classifieur.
Par conse´quent, nous proposons d’ajouter un bonus pour chaque entite´ cible po-
tentielle lorsque celle-ci est trouve´e dans une phrase candidate contenant effective-
ment une relation selon le classifieur, e´quivalent a` une occurrence supple´mentaire
de l’entite´ cible.
5.5 La campagne d’e´valuation TAC-KBP
La taˆche KBP de la campagne d’e´valuation TAC a pour objet la de´couverte
d’informations concernant des entite´s nomme´es a` partir d’un corpus de taille
importante (plus d’un million de documents), pour inte´grer ces informations dans
une base de connaissance existante (KB). Cette KB est de´rive´e de l’encyclope´die
en ligne Wikipedia. La campagne concerne principalement la langue anglaise1
et n’a pas, pour le moment, d’e´quivalent en langue franc¸aise. A` ce jour, trois
e´ditions de la campagne ont e´te´ organise´es entre 2009 et 2011 [TAC-KBP, 2009,
2010, 2011].
5.5.1 TAC-KBP 2009 – 2010
Durant les deux premie`res e´ditions de la campagne KBP, deux taˆches e´taient
propose´es aux participants.
La premie`re taˆche, appele´e entity linking , aborde une limitation des syste`mes
classiques d’extraction d’information concernant l’ambigu¨ıte´ sur les entite´s nom-
me´es. Plus concre`tement, il s’agit pour un syste`me, lorsqu’il reconnaˆıt un nom
de personne comme «Michael Jordan», de de´terminer s’il fait re´fe´rence au joueur
de basket ou s’il fait re´fe´rence au chercheur en intelligence artificielle du meˆme
nom2. Ainsi, cette taˆche est dans le domaine de l’identification de la core´fe´rence
entre entite´s, avec la mise en correspondance d’une entite´ dans un texte avec une
des entite´s possibles dans une base de connaissances : la KB est compose´e d’un
1TAC-KBP 2011 propose des taˆches translingues (anglais-chinois).
2http://en.wikipedia.org/wiki/Michael_I._Jordan
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ensemble d’entite´s ayant chacune un identifiant unique et d’autres informations
associe´es (issues des infobox Wikipedia). Pour cette taˆche, les requeˆtes sont com-
pose´es d’une valeur d’entite´ et d’un document qui accompagne l’entite´. Il s’agit
alors de de´terminer, pour la valeur d’entite´ donne´e, l’identifiant qui lui correspond
dans la KB. S’il n’y en a pas, une re´ponse NIL doit eˆtre renvoye´e. Notons qu’il
existe un autre type d’ambigu¨ıte´ sur les entite´s nomme´es qui n’est pas directe-
ment aborde´ dans la campagne : l’ambigu¨ıte´ sur la de´tection du type d’entite´.
Par exemple, «Obama» peut eˆtre un nom de personne ou un nom de lieu (une
ville du Japon). Ces proble´matiques de de´sambigu¨ısation de type rele`vent plus
de la reconnaissance des entite´s nomme´es. Nous n’avons pas traite´ ces proble`mes
de de´sambigu¨ısation des entite´s nomme´es dans nos travaux.
La deuxie`me taˆche, appele´e Slot Filling , aborde la proble´matique qui nous
inte´resse, a` savoir l’extraction de relations entre les entite´s nomme´es. Il s’agit
pour un syste`me d’apprendre a` reconnaˆıtre un ensemble de relations a` partir
d’un corpus de documents. L’objectif e´tant de comple´ter une KB, les relations
qui doivent eˆtre apprises sont de´finies en fonction de la KB : chaque champ (ou
slot) de la KB est lie´ a` un type de relation. De plus, pour cette taˆche, les requeˆtes
sont compose´es d’une valeur d’entite´ (et son type), d’un identifiant dans la KB,
et d’une liste de champs a` ignorer : il s’agit des champs de´ja` renseigne´s dans la
KB et donc qu’il ne faut pas traiter. Notons que, selon les champs, une seule
ou plusieurs re´ponses sont attendues : une date de naissance prend par exemple
une seule valeur, alors que des lieux de re´sidences peuvent eˆtre multiples. Si le
syste`me n’est pas capable de trouver une re´ponse dans le corpus, il doit renvoyer
une re´ponse NIL. Enfin, pour chacune des relations trouve´es, le syste`me doit
retourner un identifiant correspondant au document dans lequel la relation a e´te´
retrouve´e.
Au cours des deux e´ditions 2009 et 2010 de TAC-KBP la description de la
taˆche de slot filling qui nous concerne est reste´e inchange´e. En revanche on peut
relever quelques distinctions significatives sur quelques points :
Type d’entite´s a` traiter : dans TAC-KBP 2009 il est question d’extraire des
relations concernant trois types d’entite´s nomme´es ge´ne´riques PERSONNE,
ORGANISATION, et ENTITE´-GE´O-POLITIQUE. Dans TAC-KBP 2010
le type ENTITE´-GE´O-POLITIQUE a e´te´ supprime´, car les documents du
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corpus contiennent tre`s peu d’informations utiles pour l’apprentissage des
relations concernant les champs associe´s aux entite´s ge´o-politiques (par
exemple devise d’un e´tat). De plus, un champ comme celui de la popu-
lation d’une entite´ ge´o-politique est tre`s souvent mis a` jour dans des bases
de connaissances existantes. Malgre´ ce changement, on peut relever que
le nombre de relations a` extraire est reste´ constant sur les deux e´ditions
(42 relations) : pour TAC-KBP 2010, les relations impliquant des noms
de lieux ont e´te´ dissocie´es pour eˆtre plus pre´cis, par exemple la relations
PER :place of birth est devenue PER :country of birth, PER :city of birth,
PER :stateOrProvince of birth. La liste exhaustive des diffe´rents champs
dans les campagnes TAC-KBP 2009 et 2010 est pre´sente´e dans le tableau 2
Me´trique d’e´valuation : dans TAC-KBP 2009, les performances des syste`mes
e´taient e´value´es en fonction de la multiplicite´ des re´ponses attendues (une
me´trique pour les champs mono-value´s et une autre pour les champs multi-
value´s), puis les re´sultats e´taient combine´s. De plus, les re´sultats e´taient
fortement influence´s par les re´ponses NIL induites par les requeˆtes ne trou-
vant pas de re´ponses dans le corpus : un syste`me renvoyant uniquement
la re´ponse NIL obtiendrait une re´ponse correcte sur 80 % des requeˆtes. En
conse´quence, pour TAC-KBP 2010, la me´trique a e´te´ change´e afin d’e´valuer
davantage la pertinence des re´ponses non-NIL renvoye´es par les syste`mes.
Corpus : dans TAC-KBP 2009, le corpus utilise´ est constitue´ en grande partie
d’articles de presses (environ 1 million de documents) alors que celui de
TAC-KBP 2010 inte`gre, en plus du corpus initial, une part significative de
documents issus du web (blogs, etc.) (plus de 300 000).
Adaptation des syste`mes : cette proble´matique est re´currente en matie`re d’ex-
traction d’information. Ainsi, TAC-KBP 2010 introduit la taˆche «Surprise
slot-filling» dont l’objet est de mesurer le temps et la quantite´ d’efforts
ne´cessaires pour le parame´trage des syste`mes a` de nouvelles relations. Cette
taˆche permet d’avoir un aperc¸u des performances globales d’un syste`me qui




































TAC-KBP 2009 TAC-KBP 2010–2011
Person Organization Geo-Political Entity Person Organization
per :alternate names org :alternate names gpe :alternate names per :alternate names org :alternate names
per :date of birth org :political/religious affiliation gpe :capital per :date of birth org :political/religious affiliation
per :age org :top members/employees gpe :subsidiary orgs per :age org :top members/employees
per :place of birth org :number of employees/members gpe :top employees per :country of birth org :number of employees/members
per :origin org :members gpe :political parties per :stateorprovince of birth org :members
per :date of death org :member of gpe :established per :city of birth org :member of
per :place of death org :subsidiaries gpe :population per :origin org :subsidiaries
per :cause of death org :parents gpe :currency per :date of death org :parents
per :residences org :founded by per :country of death org :founded by
per :schools attended org :founded per :stateorprovince of death org :founded
per :title org :dissolved per :city of death org :dissolved
per :member of org :headquarters per :cause of death org :country of headquarters
per :employee of org :shareholders per :countries of residence org :stateorprovince of headquarters
per :religion org :website per :stateorprovinces of residence org :city of headquarters
per :spouse per :cities of residence org :shareholders
per :children per :schools attended org :website
per :parents per :title
per :siblings per :member of
per :other family per :employee of











La campagne TAC-KBP 2011 est la plus re´cente des e´valuations au moment de
la re´daction de ce manuscrit. Dans TAC-KBP 2011, plus singulie`rement la taˆche
Slot Filling, deux nouveaux aspects du processus d’extraction sont introduits :
le traitement cross-lingue des donne´es : il s’agit d’une taˆche expe´rimentale1
similaire a` la taˆche Slot Filling pre´ce´dente, la distinction est au niveau des
documents qui peuvent eˆtre en anglais ou en chinois. De plus, les syste`mes
doivent renvoyer des re´ponses uniquement en langue anglaise meˆme si celles-
ci sont trouve´es dans des documents en chinois. Compte tenu de la difficulte´
de la taˆche, seuls 8 champs (5 pour les personnes, 3 pour les organisations)
sont concerne´s au lieu des 42 de la taˆche initiale.
la temporalite´ : les informations concernant les entite´s varient ge´ne´ralement
dans le temps, et sont donc plus ou moins pertinentes en fonction de la
feneˆtre de temps dans laquelle on se place. Par exemple lorsque l’on cherche
le lieu de re´sidence d’une personne, il semble plus correct de conside´rer le
dernier lieu connu meˆme si les lieux pre´ce´dents ne peuvent eˆtre conside´re´s
comme incorrects. Ainsi, le but de cette taˆche est de comple´ter les re´ponses
extraites par des informations temporelles (intervalle temporel dans lequel
la re´ponse est valide, etc.) Certains champs e´tant invariants dans le temps
(date de naissance), un nombre limite´ de champs sont concerne´s (lieux de
re´sidences, e´pouses, etc).
Notons que la description de la taˆche Slot Filling est identique a` la version
(«monolingue») pre´ce´dente et que le corpus est identique au corpus pre´ce´dent. De
plus, les meˆmes me´triques d’e´valuations que TAC-KBP 2010 sont utilise´es pour
cette taˆche.
1La taˆche devrait eˆtre e´tendue pour TAC-KBP 2012.
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5.6 E´valuation de l’approche dans le cadre de
TAC-KBP
Nous pre´sentons dans cette section les re´sultats de l’e´valuation de notre syste`me
en utilisant les donne´es de la taˆche Slot Filling de la campagne d’e´valuation TAC-
KBP 2010 [TAC-KBP, 2010]. Cette e´valuation est faite en plusieurs parties, pour
e´valuer de fac¸on diffe´rencie´e les diffe´rentes e´tapes de notre approche : l’induction
de patrons et l’extraction des relations. Nous pre´cisons que les expe´riences ont e´te´
re´alise´es sur un cluster de 24 nœuds (4 processeurs/nœud) avec une paralle´lisation
par type de relations.
5.6.1 Les donne´es
Les donne´es d’e´valuation issues de TAC-KBP sont les suivantes :
– un corpus de textes compose´ de 1 780 980 documents re´partis en 0,1 % de
transcriptions (conversations te´le´phoniques, journaux radio, conversations
radio), 72,3 % d’articles de presse et 27,7 % de pages Web ;
– une base de connaissances (KB) reposant sur une image de Wikipe´dia d’oc-
tobre 2008. Un identifiant unique et un type d’entite´ sont attribue´s a` chaque
page contenant des infobox. Le type d’entite´ personne, organisation, entite´
ge´opolitique ou inconnu est associe´ a` chaque page en fonction des champs
contenus dans les infobox. Typiquement, les infobox Infobox Actor sont
ainsi lie´es a` des personnes. Au final 818 741 entite´s ont e´te´ retenues pour
former la KB, chacune d’elles e´tant associe´e a` un ensemble de proprie´te´s
(champs des infobox) ainsi qu’a` un texte la de´crivant. Ainsi les relations
sont repre´sente´es dans la KB par des tuples (identifiant, type infobox, nom,
type, proprie´te´, valeurs), ex. : (E0000437 ; Infobox Actor ; Julia Roberts ;
PER ; birthplace ; Atlanta) ;
– une table de correspondance entre les proprie´te´s issues de Wikipe´dia et les
types de relations retenus pour l’e´valuation. Par exemple, Infobox Actor:-
birthplace est convertie en per:city of birth. Cette correspondance permet de
prendre en compte une certaine he´te´roge´ne´ite´ de de´signation des proprie´te´s
dans Wikipe´dia ;
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– une liste de 100 entite´s sources pour lesquelles on cherche a` extraire toutes
les entite´s en relation pour tous les types de relations conside´re´s. On de´nom-
bre parmi ces entite´s 15 entite´s pre´sentes dans la KB et 85 inconnues de la
KB. Par ailleurs, toutes les relations conside´re´es ne trouvent pas d’entite´s
cibles dans le corpus pour ces 100 entite´s. Dans le cadre de cette e´tude,
nous nous focalisons uniquement sur les relations pour lesquelles il existe
une entite´ cible dans le corpus1, ce qui repre´sente au total 2069 relations.
Le de´tail par type de relations est pre´sente´ dans la colonne Nb Ref. du
tableau 3.
5.6.2 Me´triques d’e´valuation TAC-KBP 2010
Une difficulte´ re´currente pour l’e´valuation des syste`mes de questions-re´ponses
ou d’extraction de relations se situe au niveau de la construction d’une re´fe´rence.
Dans le cas ide´al, cette re´fe´rence serait issue d’une annotation manuelle des
relations dans chacun des documents du corpus. Malheureusement, ce type de
re´fe´rence est tre`s couˆteuse a` obtenir, en particulier lorsque le nombre de types de
relations a` annoter est important.
En pratique, les organisateurs de campagnes d’e´valuation constituent une
re´fe´rence a` partir des re´sultats fournis par les participants. Cette re´fe´rence est
donc partielle puisqu’elle n’e´value qu’une partie des relations du corpus. Cette
phase vise a` concate´ner l’ensemble des relations extraites par les participants
puis a` les faire juger par des annotateurs humains pour s’assurer de leur perti-
nence. Dans le cadre de TAC-KBP 2010, les annotateurs ont le choix entre trois
jugements pour chaque relation :
Correct la relation extraite par le syste`me est juge´e valide par un annotateur.
Inexact la relation extraite par le syste`me n’est pas juge´e exacte par l’annota-
teur, puisque non comple`te ou` inexacte. Cette notion de relation inexacte
est a` mi-chemin en une re´ponse correcte et une re´ponse incorrecte. Plus
pre´cise´ment, il s’agit de juger le niveau de spe´cificite´ des relations extraites.
Par exemple, les titres ge´ne´raux comme docteur sont juge´s inexacte si le
1Les entite´s cibles existantes dans le corpus sont e´tablies par la re´fe´rence fournie par les



































Types de relations Type de cible Couv. Doc. Couv. Rel. Nb Appr. Nb Test Nb Induc. Nb Patrons Couv. Patrons Nb Ref.
org :alternate names ORG 89,2 33,3 20 013 10 006 214 6 007 66,1 120
org :city of headquarters LOC + liste 90,1 59,3 6 847 3 423 4 553 2 010 749 65,5 81
org :country of headquarters LOC + liste 91,0 55,2 18 401 9 200 2 110 185 158 69,6 67
org :dissolved DATE 100,0 25,0 532 266 87 775 0,0 4
org :founded by ORG/PER 95,5 31,8 1 954 977 197 4 385 77,9 28
org :founded DATE 92,9 53,6 13 688 6 844 127 22 482 77,3 22
org :member of ORG 100,0 100,0 7 951 3 976 102 103 70,0 2
org :members ORG 77,8 11,1 531 265 183 552 86,0 9
org :number of employees members regexp+liste 90,5 23,8 7 173 3 586 216 3 109 100,0 21
org :parents ORG 96,7 43,3 22 361 11 181 3 013 485 947 69,0 30
org :political religious affiliation ORG 78,6 64,3 3 427 1 713 406 3 250 55,4 14
org :shareholders ORG/PER 66,7 33,3 3 2 0 0 0,0 3
org :stateorprovince of headquarters LOC + liste 92,7 63,2 9 672 4 836 1 422 148 610 69,9 68
org :subsidiaries ORG 82,7 28,9 5 588 2 794 498 3 764 56,5 52
org :top members employees PER 91,5 37,2 40 929 20 464 108 1 010 70,6 223
org :website regexp 78,3 30,4 30 813 15 407 32 28 0,0 23
per :age regexp+liste 85,3 32,1 157 79 3 1 0,0 109
per :alternate names PER 61,6 11,6 18 115 9 057 68 2 818 82,6 86
per :cause of death liste 100,0 0,0 1 1 0 0 0,0 2
per :charges liste 61,5 0,0 184 92 0 0 0,0 13
per :children PER 72,0 16,0 2 010 1 005 147 238 0,0 25
per :cities of residence LOC + liste 77,6 34,5 3 631 1 815 722 14 297 77,9 58
per :city of birth LOC + liste 69,2 15,4 4 745 2 373 2 252 62 455 63,3 13
per :city of death LOC + liste 100,0 100,0 1 631 816 505 2 860 70,3 1
per :countries of residence LOC + liste 73,5 20,6 8 098 4 049 2 181 205 344 80,1 34
per :country of birth LOC + liste 82,4 5,9 11 085 5 542 11 192 9 145 385 65,0 17
per :country of death LOC + liste 2 873 1 436 1 068 22 374 62,9 0 0
per :date of birth DATE 90,0 20,0 11 689 5 845 30 22 0,0 20
per :date of death DATE 100,0 0,0 4 692 2 346 54 63 33,3 1
per :employee of ORG 84,2 29,3 24 762 12 381 2 435 704 833 71,1 133
per :member of ORG 82,4 36,3 27 523 13 761 3 901 740 999 57,3 91
per :origin liste 81,6 42,1 37 626 18 813 2 710 276 653 74,4 76
per :other family PER 86,7 33,3 4 2 0 0 0,0 30
per :parents PER 78,1 9,4 1 314 657 37 604 77,8 64
per :religion liste 85,7 57,1 1 468 734 515 1 575 80,0 7
per :schools attended ORG+liste 87,5 37,5 2 246 1 123 67 170 4,2 16
per :siblings PER 78,3 20,3 4 2 0 0 0,0 69
per :spouse PER 80,0 35,6 5 385 2 693 3 094 314 329 80,0 45
per :stateorprovince of birth LOC + liste 80,0 50,0 7 047 3 523 2 097 60 782 75,4 10
per :stateorprovince of death LOC + liste 100,0 100,0 1 616 808 278 911 66,7 1
per :states or provinces of residence LOC + liste 84,2 50,0 4 980 2 490 1 166 115 418 77,9 38
per :title liste 84,6 52,8 31 574 15 787 8 797 1 573 512 49,1 343
Tab. 3 – Re´sultats des diffe´rentes e´tapes, pour tous les types de relations
Type de cible : me´canisme utilise´ pour retrouver l’entite´ cible. Couv. Doc. : couverture des documents de re´fe´rence dans les re´sultats de
la recherche de phrases. Couv. Rel. : couverture des phrases candidates de re´fe´rence. Nb Appr. : nombre de relations pour l’apprentissage
des patrons. Nb Test : nombre de relations pour l’e´valuation des patrons. Nb Induc. : nombre de phrases contenant des occurrences de
relations pour l’induction des patrons. Nb Patrons : nombre de patrons induits a` partir des occurrences de relations. Couv. Patrons :
couverture des patrons induits. Nb Ref. : nombre de relations de re´fe´rence.
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document mentionne un titre plus spe´cifique comme dentiste. Cette notion
juge aussi la pertinence du passage dans lequel la relation issu, il s’agit de
s’assurer que la relation est suffisamment motive´e dans le document.
Wrong la relation extraite par le syste`me est juge´e comme incorrecte par l’an-
notateur.
Redundant la relation extraite par le syste`me est correcte mais redondante,
c’est-a`-dire que la base de connaissance contient de´ja` cette information ou
qu’elle a de´ja` e´te´ retourne´e par le syste`me.
Les phrases suivantes sont des illustrations de jugements effectue´s par les
annotateurs :
– Relation a` comple´ter : per :countries of residence(Hugo Chavez, ?)
Extrait du document : President Hugo Chavez was granted free rein to ac-
celerate changes in broad areas of society by presidential decree – a move
critics said propels Venezuela toward dictatorship.
Jugement : Correct. Il y a une relation implicite entre le fait de pre´sider un
pays et d’y habiter.
– Relation a` comple´ter : per :cities of residence(Hugo Chavez, ?)
Extrait du document : Born of schoolteacher parents in the western
town of Sabaneta on July 28, 1954, Chavez studied at the Military Academy
of Venezuela in Caracas.
Jugement : Inexact. Le fait d’eˆtre ne´ dans la ville de Sabaneta n’a pas e´te´
juge´ suffisant pour justifier que Hugo Chavez y a re´side´.
– Relation a` comple´ter : per :age(Hugo Chavez, ?)
Extrait du document : The 80-year-old revolutionary leader, who was shown
standing and chatting with Chavez, looked far fitter than he did when images
of him were last broadcast here three months ago.
Jugement : Wrong. L’aˆge de 80 ans correspond a` celui de Fidel Castro et
non celui de Hugo Chavez.
– Relation a` comple´ter : per :title(Beyonce Knowles, ?)
Extrait du document : Newspapers said the guest list includes Korean actors
and singers as well as American pop star Beyonce Knowles, who arrived
Thursday for her first concert here.
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Jugement : Redundant. La relation extraite figure de´ja` dans la KB ou est
redondante par rapport a` une re´ponse retourne´e par le syste`me.
Il faut souligner que, dans le cadre de TAC-KBP 2010, les re´ponses NIL (la
relation n’existe pas dans le corpus) identifie´es comme telles par les syste`mes ne
sont pas prises en compte. La raison principale en est que le but de la taˆche
est d’e´valuer la pertinence des relations qui sont effectivement dans le corpus,
et non celles qui ne le sont pas. Par conse´quent, seules les re´ponses non-NIL
(accompagne´es des identifiants de documents) retourne´es par les participants sont
utilise´es pour construire la re´fe´rence.
La conse´quence est que si tous les participants ont renvoye´s NIL pour une
requeˆte donne´e, alors la re´fe´rence ne contient aucune valeur pour cette relation.
Cela ne garantit pas que la relation ne puisse eˆtre ailleurs dans un autre docu-
ment du corpus. Par exemple, [Chen et al., 2010a] ont e´tendu la re´fe´rence initiale
de TAC-KBP 2009 fournie par les organisateurs : ils ont demande´ a` des anno-
tateurs humains de juger les sorties de leur syste`me qui n’e´taient pas trouve´es
par les autres participants. Les relations extraites juge´es comme correctes ont e´te´
ajoute´es a` celles des autres participants afin d’augmenter le nombre de relations
dans la re´fe´rence.
Afin e´valuer les performances des syste`mes les organisateurs proposent d’uti-
liser les me´triques classiques en extraction d’information : rappel, pre´cision et
F1-mesure. Toutes ces me´triques sont calcule´es a` partir des jugements re´alise´es








2 ∗ (Rappel ∗ Precision)
Rappel + Precision
Correct = nombre de champs non-NIL retourne´s par le syste`me et juge´s corrects
System = nombre de champs non-NIL retourne´s par le syste`me
Reference = (nombre de re´ponses mono-value´es non-NIL correctes) +
(nombre de classes d’e´quivalences pour les re´ponses multi-value´es)
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ou` les classes d’e´quivalences sont utilise´es pour regrouper les re´ponses multi-
value´es non-NIL similaires. Pour les re´ponses multi-value´es, les re´ponses renvoye´es
par le syste`me doivent appartenir a` des classes d’e´quivalences distinctes afin d’eˆtre
juge´es correctes, sinon elles sont juge´es redondantes. De plus, pour le nombre
Reference, les nombres de re´ponses (mono/multi-value´s) sont calcule´s a` partir
des re´ponses correctes extraites de l’adjudication de tous les syste`mes.
5.6.3 E´valuation de l’apprentissage des patrons
Les patrons servent a` confirmer/infirmer la pre´sence d’une relation entre deux
entite´s. Il est donc important de ve´rifier que les patrons appris aient une couver-
ture suffisamment large pour retrouver le plus possible de variantes parmi les
occurrences de relations. Pour e´valuer la qualite´ des patrons, nous avons se´pare´
les relations connues en deux ensembles : un ensemble d’apprentissage EA (2/3
des relations) et un ensemble de test ET (1/3 des relations).
Nous mesurons la qualite´ de la couverture des patrons en calculant le pour-
centage des occurrences de relations de l’ensemble de test que l’on retrouve en
appliquant les patrons appris a` partir des occurrences de relations de l’ensemble
d’apprentissage. La couverture des patrons est calcule´e a` partir de la formule 5.1 :
occref de´signe l’ensemble des occurrences de relations issues de ET , occ de´signe





Le corpus utilise´ pour re´aliser cette e´valuation est le corpus TAC-KBP 2010
de´crit ci-dessus. Pre´cisons que l’utilisation de ce corpus pour e´valuer l’extraction
des relations n’empeˆche pas son utilisation pour l’apprentissage des patrons, les
relations e´tant diffe´rentes pour les deux taˆches.
Nous indiquons dans le tableau 3 le nombre de relations des ensembles EA et
ET respectivement dans les colonnes Nb. Appr et Nb. Test. Le nombre de phrases
trouve´es contenant des occurrences des relations du corpus d’entraˆınement, qui
ont donc servi pour l’induction des patrons, est indique´ dans la colonne Nb. Induc.
Le nombre de patrons ge´ne´re´s a` partir de ces phrases candidates est indique´ dans
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la colonne Nb. Patrons de ce meˆme tableau.
Par exemple, pour le type de relation org:alternate names, a` partir des 20 013
relations de l’ensemble EA, seules 214 phrases candidates contenant l’expression
d’une de ces relations sont se´lectionne´es. Ces 214 phrases servent a` ge´ne´rer 6 007
patrons, qui ont une couverture de 66,1 % (i.e. on retrouve 66,1 % des phrases
contenant des occurrences des 10 006 relations de test). L’e´cart conse´quent entre
les 20 013 relations et les 214 phrases trouve´es est duˆ a` deux facteurs :
– une contrainte re´ductrice impose´e lors de la se´lection des phrases candidates.
Seules les phrases dont tous les mots des entite´s nomme´es sont correctement
identifie´s sont en effet conserve´es. Or, les entite´s peuvent eˆtre partiellement
(ou mal) reconnues lors des traitements linguistiques ;
– la nature des documents du corpus : 72 % des documents sont des articles
de presse e´dite´s entre janvier 2008 et aouˆt 2009, ce qui explique le peu
de documents, voir aucun, concernant certaines personnes ou organisations
pre´sentes dans la KB.
Les re´sultats de la couverture des patrons sont pre´sente´s dans le tableau 3 pour
chaque type de relations dans la colonne Couv. Patrons. A` titre indicatif, le temps
passe´ pour l’induction des patrons pour le type de relations per:country of birth
(11 192 phrases exemples a` comparer) est de plus de 11 heures pour la version
sans filtrage et passe a` moins d’une minute pour la version avec filtrage1, ce qui
illustre l’inte´reˆt de celui-ci en termes de temps de calcul.
5.6.4 E´valuation de l’extraction des relations
L’extraction des relations comprenant plusieurs e´tapes, chacune d’entre elles
peut influer sur le re´sultat global. Nous proposons donc de faire une e´valuation
se´pare´e de la recherche des phrases candidates et de l’extraction des relations
proprement dite.
1La version avec filtrage e´tant paralle´lise´e, le temps donne´ est une somme des temps comp-
tabilise´s au niveau de chaque processeur.
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5.6.4.1 Recherche des phrases candidates
Une condition ne´cessaire pour extraire des relations pertinentes est de s’as-
surer que le moteur de recherche renvoie suffisamment de documents pertinents
pour nous permettre de retrouver des entite´s cibles. Nous avons donc mesure´
la couverture en documents de notre recherche de phrases candidates, a` savoir
le pourcentage de documents renvoye´s par l’index que l’on retrouve effective-
ment dans la re´fe´rence. Cette couverture est calcule´e a` partir de la formule 5.2 :
ref de´signe l’ensemble des documents de la re´fe´rence, c’est-a`-dire des documents
contenant des occurrences de relations juge´es correctes par les annotateurs, doc





Nous avons teste´ de ce point de vue diffe´rentes strate´gies en faisant varier des
parame`tres comme le nombre de re´sultats retourne´s et l’utilisation ou non de l’ex-
pansion pour la requeˆte. Les re´sultats de cette e´valuation nous ont ainsi conduit
a` utiliser les entite´s sources et leurs formes e´tendues pour interrogation de l’in-
dex et prendre en compte les 1000 premiers re´sultats retourne´s : ces parame`tres
permettent de retrouver 84,2 % des documents de re´fe´rence. Le re´sultat de´taille´
par type de relations est donne´ par la colonne Couv. Doc du tableau 3.
A` partir des documents ainsi se´lectionne´s, les phrases candidates a` l’extraction
d’une relation pour un type donne´ sont extraites en retenant les phrases contenant
a` la fois l’entite´ source et le type de l’entite´ cible. La qualite´ et la quantite´ des
phrases candidates sont largement influence´es par la qualite´ de la reconnaissance
des entite´s nomme´es. Comme nous ne disposons pas d’annotation de re´fe´rence
pour les entite´s nomme´es du corpus, il n’est pas possible de mesurer les pertes
cause´es par la mauvaise reconnaissance des entite´s.
En revanche, nous avons e´value´ la proportion de documents de re´fe´rence dans
lesquels nous retrouvons des phrases candidates. Cette seconde couverture est
calcule´e a` partir de la formule 5.3 : ref de´signe l’ensemble des documents de
la re´fe´rence, seg de´signe l’ensemble des documents dans lesquelles des phrases
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Cette donne´e permet de fixer une borne maximale pour le pourcentage de relations
qu’il serait possible d’extraire si les e´tapes a` la suite se de´roulaient ide´alement.
Nous obtenons au total une couverture de 37,5 % des phrases appartenant aux
documents de re´fe´rence. Le de´tail par type de relations est pre´sente´ a` la colonne
Couv. Rel du tableau 3.
Il faut souligner que la recherche des phrases candidates est un processus assez
couˆteux en temps de calcul : dans notre cas, il faudrait parcourir les 1000 pre-
miers documents pour chacune des 2069 relations a` comple´ter. En pratique, nous
nous sommes restreints a` rechercher des phrases candidates dans les 300 premiers
documents afin d’acce´le´rer le processus. Un autre aspect important est que seules
les relations non-NIL (2069) sont conside´re´es pour cette e´valuation. Ne´anmoins
en situation re´elle, il faut aussi tenir compte des relations NIL (bien plus nom-
breuses) ce qui augmente de fac¸on significative la proportion de documents dans
laquelle il faut rechercher les phrases candidates.
5.6.4.2 Extraction de relations
Pour e´valuer les relations extraites, nous avons re´utilise´ les mesures et les
outils d’e´valuation fournis par la campagne TAC-KBP1 sans nous limiter aux
seuls documents pre´sents dans la re´fe´rence pour accepter une relation correcte,
c’est-a`-dire que les relations extraites par notre syste`me sont juge´es seulement
en fonction de la valeur de l’entite´ retourne´e et non en fonction du document
justificatif contenant l’occurrence de la relation. En effet, la re´fe´rence n’e´tant
constitue´e qu’a` partir des re´sultats des participants a` l’e´valuation TAC-KBP, elle
n’est pas force´ment comple`te. Le tableau 4 fournit les re´sultats de cette e´valuation
en agglome´rant tous les types de relations et en caracte´risant l’impact du filtrage
a posteriori des entite´s cibles sur les relations extraites en termes de rappel (R.),
pre´cision (P.) et f1-mesure (F1.). Pour me´moire, ce filtrage consiste a` s’assurer
que l’entite´ cible valide des expressions re´gulie`res et/ou une liste ferme´e de valeurs.
1http://nlp.cs.qc.cuny.edu/kbp/2010/scoring.html
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Nous indiquons dans la colonne Type de cible du tableau 3 le me´canisme utilise´
pour chaque type de relations.
Les re´sultats du tableau 4 montrent d’une part, que ce filtrage ame´liore les
performances (en moyenne +2,7 % de f1-mesure) et d’autre part, valident l’hy-
pothe`se que les patrons induits a` partir des exemples filtre´s par l’algorithme APSS
sont aussi pertinents que ceux induits en conside´rant tous les exemples de rela-
tions deux a` deux (dans ce cas, il y a meˆme une ame´lioration de +1,7 % de la
f1-mesure en moyenne).
Avant filtrage des entite´s cibles Apre`s filtrage des entite´s cibles
R. (%) P. (%) F1. (%) R. (%) P. (%) F1. (%)
Tous les couples d’entite´s 16,3 11,2 13,3 18,1 13,7 15,6
APSS 16,9 12,8 14,5 18,7 16,9 17,7
Tab. 4 – E´valuation de l’impact du filtrage des re´ponses
Le tableau 5 pre´sente les re´sultats de diffe´rents syste`mes sur deux corpus tre`s
similaires, les corpus TAC-KBP 2009 et TAC-KBP 2010, ce dernier ajoutant au
premier des documents Web et des transcriptions, a priori plus difficiles. Bien que
ces chiffres ne portent que sur les relations effectivement pre´sentes dans le corpus,
ils inte`grent la contrainte pour les syste`mes ayant participe´ a` la taˆche Slot Filling
de devoir de´cider si la relation existe ou non dans le corpus, ce que notre syste`me,
de´veloppe´ en dehors du contexte de ces campagnes, ne fait pas. Dans ce tableau,
les colonnes 2009 et 2010 de´signent les scores des trois syste`mes les plus et les
moins performants de TAC-KBP 2009 et 2010. [Ji et al., 2010] ont montre´ que
sur 492 relations de re´fe´rence, 60,4 % se trouvaient dans la meˆme phrase tandis
que les 39,6 % restantes de´passaient l’espace phrastique dans leur expression et
ne´cessitaient pour leur extraction la re´solution de core´fe´rences ou l’application
de me´canismes d’infe´rence impliquant par exemple la composition de plusieurs
relations ou l’utilisation de connaissances a priori sur les types de relations. De
ce fait, nous avons distingue´ dans la colonne 2010 (a) du tableau 5 les scores
des syste`mes qui nous sont les plus directement comparables, c’est-a`-dire ceux se
limitant a` l’extraction de relations au niveau phrastique.
On peut noter que le meilleur syste`me de TAC-KBP 2010 [Chada et al., 2010]
se de´tache tre`s nettement : +36,6 % par rapport au deuxie`me et +4,7 % par
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rapport a` un annotateur humain. Cette pre´dominance s’appuie a` la fois sur l’uti-
lisation d’un corpus annote´ manuellement (diffe´rent du corpus TAC-KBP) de 3
millions de documents et la pre´sence de plusieurs me´canismes d’extraction de
relations au niveau inter-phrastique : core´fe´rence pronominale, me´tonymie entre
entite´s, re´solution de de´pendances se´mantiques entre les mots et les entite´s, etc.
L’utilisation du corpus supple´mentaire semble eˆtre l’e´le´ment de´terminant par rap-
port aux syste`mes venant a` la suite imme´diate, ceux-ci se distinguant de syste`mes
plus me´dians par la prise en compte des relations inter-phrastiques. Les plus mau-
vais re´sultats, plus faibles en 2010, sont duˆs pour une bonne part a` des syste`mes
en cours de de´veloppement.
Syste`mes TAC KBP 2009 2010 2010 (a)
Nb. soumissions (N) / participants N=16 / 8 N=31 / 15 N=18
Annotateur humain 59,0 61,1 61,1
1er score 34,4 65,8 29,2
2e`me score 25,1 29,2 14,2
3e`me score 18,0 28,3 14,1
(N-2)e`me score 5,9 0,6 0,6
(N-1)e`me score 2,6 0,2 0,2
Ne`me score 1,8 0,1 0,1
Notre syste`me – 17,7 17,7
Moyenne 13,4 17,5 9,7
Me´diane 13,9 14,1 12,3
Tab. 5 – Re´sultats sur les donne´es TAC-KBP (f1-mesure)
Concernant notre syste`me, le tableau 5 permet de situer nos re´sultats dans
la moyenne des re´sultats obtenus par les participants de l’e´valuation TAC-KBP
2010 et parmi les trois premiers syste`mes pour les approches faisant de l’ex-
traction de relations au niveau de la phrase. Dans ce dernier cas, l’approche
la plus performante (29,1 % de f1-mesure) [Byrne and Dunnion, 2010] utilise
des re`gles construites manuellement permettant d’atteindre un score de pre´cision
(66,5 %) e´quivalent au meilleur score de la campagne (66,8 %) et un score de
rappel (18,7 %) se situant dans la moyenne de la campagne (15,3 %).
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5.6.5 Vue d’ensemble des re´sultats pour TAC-KBP 2011
Dans cette section nous pre´sentons brie`vement les re´sultats de notre parti-
cipation a` la campagne TAC-KBP 2011. Nous soulignons que tous les re´sultats
officiels ainsi que les descriptions des syste`mes ne sont pas disponibles au moment
de la re´daction de ce manuscrit.
Lors de cette e´dition nous avons pre´sente´ trois soumissions repre´sentants cha-
cune une configuration diffe´rente de notre syste`me. La premie`re configuration,
note´e LVIC1, est directement inspire´e de l’approche que nous avons pre´sente´
pre´ce´demment sur le jeux de donne´e TAC-KBP 2010. Les deux autres soumis-
sions, note´es LVIC2 et LVIC3, sont comparables a` LVIC1 sauf qu’elles inte`grent
les ame´liorations pre´sente´s dans la section 5.4.4.
Plus pre´cise´ment, LVIC2 inte`gre par rapport a` LVIC1, une phase de filtrage
des exemples de relations en amont du processus d’induction des patrons. La
motivation est de de´tecter puis d’e´liminer du processus d’induction des patrons,
les phrases qui n’expriment pas de relations se´mantiques et donc qui ne sont pas
pertinentes,
LVIC3 quant a` elle, ajoute a` LVIC1, une phase de re´-ordonnancement des
entite´s cibles extraites. La motivation dans ce dernier cas est de s’assurer que les
phrases candidates contenant les relations expriment biens des relations se´mantiques
entre les entite´s. Les entite´s cibles issues de ces phrases sont privile´gie´es par rap-
port a` celles issues des autres phrases.
Le tableau 6 pre´sente les re´sultats globaux pour tous les participants a` la
taˆche slot-filling pour l’e´dition 2011. Dans le tableau, la colonne Top-1 de´signe
les syste`mes ayant une e´tape faisant intervenir des ressources se trouvant sur
le Web et donc exte´rieure aux ressources initialement fournies. La colonne Top-2
concerne les syste`mes n’utilisant pas ce type de ressources. Plus ge´ne´ralement, les
re´sultats sont moins e´leve´es que lors de l’e´dition 2010 : le meilleur score e´tait de
65,8 % en F1-mesure ce qui reste plus e´leve´ que celui des deux cate´gories Top-1 et
Top-2. Concernant la me´diane, elle est infe´rieure aux me´dianes des deux e´ditions
pre´ce´dentes 13,9 % et 14,1 % en 2009 et 2010. Une hypothe`se qui peut expliquer
cette diffe´rence, mais qui reste a` ve´rifier, est que les relations a` extraire pour cette
dernie`re e´dition sont plus complexes. Malheureusement, il nous manque pour le
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moment une analyse d’erreur pour en eˆtre suˆr.
Syste`mes TAC KBP LDC Top-1 Top-2 Me´diane
Nb. soumission (N) / participants N=31 N=31 / 14 N=31 / 13 N=31 / 13
Acce`s Web Non Oui Non Non
Pre´cision 86,2 35,0 49,2 10,3
Rappel 72,6 25,5 12,6 16,5
F1-mesure 78,8 29,5 20,1 12,7
Tab. 6 – Re´sultats sur les donne´es TAC-KBP 2011
Le tableau 7 pre´sente les re´sultats, agre´ge´s pour toutes les cate´gories, des trois
configurations pre´ce´dentes. Les re´sultats sont calcule´s a` partir des mesures officiels
de la campagne. Le premier constat est que le niveau de re´sultat est peu e´leve´
par rapport a` la me´diane des participants et aussi par rapport aux pre´ce´dents
re´sultats obtenus sur les donne´es TAC-KBP 2010. Un point important a` relever
est notre e´valuation sur les donne´es TAC-KBP 2010 ne tenait compte que des
relations non-NIL, c’est-a`-dire que l’entite´ cible est effectivement dans le corpus.
En conse´quence ce point n’est pas aborde´e dans notre approche initiale. Pour
traiter cette aspect pour TAC-KBP 2011 la strate´gie que nous avons adopte´e
visaient a` conside´rer une relation comme NIL lorsqu’aucune entite´ cible e´tait
retrouve´e dans le corpus.
Il semble que cette strate´gie nous ait conduit a` renvoyer beaucoup plus de
re´ponses que ne´cessaire. Aussi on peut relever que les re´sultats sont tre`s proches
pour les configurations LVIC1 et LVIC3, cependant les entite´s cibles extraites
ne sont pas identiques. Pre´cise´ment les relations extraites entre LVIC1 et LVIC3
sont a` 93 % identiques, a` 85 % identiques entre LVIC2 et LVIC3 et enfin a`
90 % identiques entre LVIC1 et LVIC2. Au moment de la re´daction du manuscrit
l’analyse plus de´taille´e des erreurs qui expliquerait cette baisse important des
re´sultats n’est pas termine´e. Une explication possible pourrait aussi venir du
traitement des relations inter-phrastiques qui ne sont pas non plus traite´es par
notre approche. D’apre`s le score de pre´cision (86,2 %) atteint par les annotateurs
humains cela reste plausible.
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LVIC1 LVIC2 LVIC3
Nb. rel. Re´f. 945 945 945
Nb. re´ponses Sys. 2103 2070 2103
Nb. Correctes (non-NIL) 97 94 96
Nb. redondantes 10 10 14
Nb. incorrectes 1952 1921 1950
Nb. inexactes 44 45 43
Pre´cision 4,6 4,5 4,6
Rappel 10,3 10,0 10,2
F1-mesure 6,4 6,2 6,3
Tab. 7 – Re´sultats de notre syste`me lors de TAC-KBP 2011
5.7 Aperc¸u des syste`mes utilise´s pour TAC-KBP
Dans cette section, nous pre´sentons brie`vement les approches des syste`mes
ayant obtenu les meilleurs re´sultats aux campagnes TAC-KBP 2009 et TAC-KBP
2010.
Le syste`me de l’e´quipe THU QUANTA [Li et al., 2009a] a e´te´ de´veloppe´ pour
participer a` plusieurs taˆches de la campagne TAC-KBP 2009 et en particulier celle
de slot filling. Concernant l’apprentissage des relations le syste`me repose sur des
patrons lexico-syntaxiques. La de´marche utilise´e pour ge´ne´rer les patrons est tre`s
proche de notre approche : (i) les phrases exemples sont collecte´es en injectant
des paires d’entite´s dans le corpus TAC-KBP pour chaque type de relation ; (ii)
les valeurs des entite´s cibles et sources dans les phrases exemples sont remplace´es
par des balises («<source>, <target>») ; (iii) une analyse morpho-syntaxique est
effectue´e sur les phrases exemples et les mots du contexte entre les entite´s sont
remplace´s par leur cate´gorie morpho-syntaxique ; (iv) enfin les n phrases exemples
les plus fre´quentes sont conserve´es afin servir de patrons pour le type de relation
concerne´. A` la diffe´rence de notre approche, [Li et al., 2009a] n’utilise pas de
processus de ge´ne´ralisation entre les phrases exemples.
Pour ce qui est de la recherche de documents, les auteurs conside`rent les
700 premiers documents renvoye´s par un moteur de recherche. Par la suite,
une chaˆıne de traitement linguistique (de´coupage en phrase et e´tiquetage des
cate´gories morpho-syntaxiques) est applique´e a` chacun de ces documents. Dans
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notre cas, l’ensemble des pre´-traitements linguistiques sont applique´s sur l’en-
semble du corpus.
Concernant l’extraction des relations, le syste`me est fonde´ sur une de´marche
en deux phases, premie`rement l’application des patrons et deuxie`mement la vali-
dation des entite´s cibles extraites. Les entite´s cibles sont repe´re´es en appliquant
des expressions re´gulie`res, qui sont soit de´rive´es des patrons de relations, soit
des expressions spe´cifiques (cas des nombres et des dates). La se´lection des en-
tite´s cibles se fait sur un crite`re de redondance : les re´ponses les plus fre´quentes
sont retenues. La validation des entite´s cibles vise a` ve´rifier que celles-ci sont
incluses dans des listes ferme´es de valeurs. Par exemple, pour le champ per :al-
ternate names la liste est constitue´e a` partir des liens de redirection issus de
Wikipedia.
Selon la description ci-dessus, le syste`me [Li et al., 2009a] est assez similaire
a` notre approche. Ne´anmoins les auteurs l’ont comple´te´ en ajoutant une e´tape
permettant d’acque´rir, a posteriori, des entite´s cibles. L’ide´e ge´ne´rale de cette
e´tape est de rechercher des entite´s cibles dans un autre corpus que celui de la
campagne (en l’occurrence des articles de Wikipedia) et de les ajouter aux en-
tite´s cibles de´ja` extraites. Afin de trouver ces entite´s cibles, deux cas de figure
sont possibles : l’entite´ cible recherche´e fait l’objet d’un article Wikipe´dia (elle
forme le titre de l’article) ou l’entite´ cible recherche´e se trouve dans un article Wi-
kipedia. Dans le second cas, des patrons de relations sont applique´es aux articles
Wikipedia afin de retrouver les entite´s cibles potentielles. Dans les deux cas, il
faut s’assurer que ces entite´s cibles supple´mentaires sont bien mentionne´es dans
un document du corpus initial afin qu’elles soient pertinentes. Si c’est le cas, les
entite´s cibles supple´mentaires viennent se rajouter aux autres entite´s. Ce proces-
sus de validation de re´ponses est repris par d’autres participants dans TAC-KBP
2010, a` l’instar de [Chen et al., 2010b; Lehmann et al., 2010]. La distinction est
que des bases de connaissances de´rive´es de Wikipedia sont utilise´es au lieu de la
version originelle, [Lehmann et al., 2010] se servent de DBpedia1 et [Chen et al.,
2010b] se servent de Freebase2 [Bollacker et al., 2007].




taˆche Slot Filling. Ce syste`me est en fait compose´ de trois syste`mes inde´pendants
bien que tre`s lie´s les uns aux autres : (i) HERBE (Heuristic Evidence-and-
Resource-Based Extraction) est responsable des traitements linguistiques de base
(de´tection des entite´s nomme´es, de´coupage en phrases/paragraphes, normalisa-
tion, etc.) ; (ii) Summon System s’occupe des analyses syntaxiques/se´mantiques et
de la re´solution des anaphores ; (iii) Noun Tree est charge´ de repre´senter les rela-
tions se´mantiques entre les entite´s nomme´es sous forme de graphes hie´rarchiques.
Plus pre´cise´ment, les relations entre les entite´s du graphe sont dirige´es, le
graphe est acyclique et les entite´s peuvent eˆtre connecte´s a` plusieurs parents (ce
qui explique le nom d’arbre). Le syste`me Noun Tree se sert des sorties des deux
autres syste`mes pour construire une repre´sentation globale cohe´rente1 de toutes
les connaissances dans les textes a` partir des relations collecte´es. Il est important
de noter que dans le cadre de la campagne TAC-KBP 2010, un corpus de plus
de 3 millions de documents (articles de presses et blogs) a` e´te´ manuellement afin
de construire l’ensemble de re`gles (qui sont applique´es au syste`me Noun Tree)
permettant d’extraire les relations spe´cifiques a` la campagne.
Au niveau des pre´-traitements linguistiques, ils sont effectue´s en amont de la
phase d’extraction de relations et sur l’ensemble des documents du corpus. Globa-
lement, ces traitements sont effectue´s en appliquant les trois syste`mes pre´ce´dents
auxquels on rajoute une phase d’indexation de toutes les entite´s et de leurs formes
alternatives. L’indexation ayant pour but de retrouver les documents mentionnant
une entite´ donne´e.
A` l’oppose´ de notre syste`me et de celui de [Li et al., 2009a], le syste`me de
l’e´quipe Cortex n’utilise pas de patrons lexico-syntaxiques pour extraire les re-
lations. A` la place, il extrait les relations en ve´rifiant qu’un certain nombre de
re`gles (contraintes) se´mantiques sont applicables sur la repre´sentation sous forme
de graphe d’un document. Ces re`gles viennent s’ajouter aux relations syntaxiques
et se´mantiques de´ja` de´tecte´es par le Summon System. Pre´cise´ment, ces re`gles2 cor-
respondent a` des sous-arbres dont on cherche a` ve´rifier la pre´sence dans le Noun
Tree.
1Avant d’e´tablir une nouvelle relation entre deux entite´s le syste`me ve´rifie qu’il n’y ait pas
d’incompatibilite´s avec les relations de´ja` pre´sentes dans le graphe.
2Il y a environ 200 re`gles au total pour les 42 types de relations.
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Par rapport au syste`me de l’e´quipe Thu Quanta celui de l’e´quipe Cortex ne
se sert ni d’e´tape de validation des re´ponses, ni d’e´tape d’acquisition de re´ponse
supple´mentaire. Pourtant le second obtient de bien meilleurs re´sultats1 sur les-
quels nous reviendrons dans la section suivante. Une des raisons est que l’approche
de l’e´quipe Thu Quanta ne semble utiliser aucun me´canisme permettant d’extraire
des relations inter-phrastiques (re´solution de core´fe´rence, etc.).
5.8 Discussion sur les re´sultats de TAC-KBP
L’extraction de relations a` large e´chelle, au sens ou` nous l’avons de´finie a`
la section 5.4, est une proble´matique encore re´cente. Ne´anmoins, au travers no-
tamment des campagnes d’e´valuation TAC-KBP, elle a e´te´ l’objet d’un certain
nombre de travaux proposant diffe´rentes approches. Concernant spe´cifiquement
l’extraction des relations, les travaux se re´partissent entre l’utilisation de l’ap-
prentissage statistique [Agirre et al., 2009; Chen et al., 2010b; Li et al., 2009b],
l’induction de patrons lexicaux [Chen et al., 2010b; de Pablo-Sa´nchez et al., 2009;
Li et al., 2009a; McNamee et al., 2009] et enfin, l’adaptation de syste`mes exis-
tants pour la de´tection de relations [Bikel et al., 2009; Schone et al., 2009]. On
note pour TAC-KBP 2010 l’introduction d’approches a` base de re`gles de´veloppe´es
manuellement, par exemple [Byrne and Dunnion, 2010], et d’approches reposant
sur le principe de «Distant supervision» a` partir de classifieurs, dont celle de
[Surdeanu et al., 2010].
Notre approche rele`ve de l’induction de patrons lexicaux et fait l’hypothe`se,
comme [Mintz et al., 2009], que la seule pre´sence d’un couple d’entite´s dans une
phrase est suffisante pour marquer la pre´sence effective d’une relation entre ces
entite´s. En pratique ce n’est pas toujours le cas et on peut distinguer au moins
trois configurations qui posent proble`me :
1. Les entite´s ne sont pas en relation meˆme si elles sont dans la meˆme phrase
- «Larry Page has employed Eric Schmidt, he will be working as the new
chairman at Google.»
2. Les entite´s sont en relation et le type de la relation ne correspond a` aucun
1Nous soulignons que les corpus, les requeˆtes et les me´triques d’e´valuations sont diffe´rentes.
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type de´fini dans la campagne TAC-KBP
- «Even Larry Page and Sergey Brin wanted to sell Google to Yahoo.»
3. Les entite´s sont en relation et le type de relation correspond a` un ou` plu-
sieurs types de´finis dans la campagne TAC-KBP. Ici il s’agit de org :foun-
ded by et org :top members employees
- «Larry Page co-founded Google, along with Sergey Brin»
- «... Larry Page is also the Chief Executive Officer of Google ...»
Nous pensons ainsi qu’il est important de filtrer en amont les exemples utilise´s
pour l’induction des patrons, a` l’instar de ce que propose [Banko and Etzioni,
2008; Wang et al., 2011b] (proble`me 1), [Riedel et al., 2010] (proble`mes 1 et 2)
et [Bunescu and Mooney, 2007; Hoffmann et al., 2011] (proble`me 3).
Notre approche, comme la plupart de celles des participants a` TAC-KBP,
utilise comme source de supervision distante les infobox issues de Wikipedia [Li
et al., 2009a; Surdeanu et al., 2010]. Un inconve´nient de cette de´marche est que
Wikipedia est un outil communautaire et donc on ne peut garantir l’absence
d’informations fausses, incorrectes ou inexactes. Ce type d’informations influence
directement les phrases exemples servant a` l’induction des patrons, cependant il
est difficile de mesurer cet impact puisque l’on ne connaˆıt pas la proportion de
couples d’entite´s incorrectes «a priori». Dans notre approche, des heuristiques
simples ont e´te´ utilise´es pour filtrer les couples d’entite´s pre´sents dans la base de
connaissances et utilise´es pour la se´lection des phrases exemples. Par exemple, le
champ per :age de la KB doit eˆtre une valeur nume´rique infe´rieure a` 100. Une
alternative, consiste a` utiliser une autre source de supervision de grande taille
et contenant moins d’informations errone´es. Dans cette perspective [Nguyen and
Moschitti, 2011] utilise YAGO [Suchanek et al., 2007] comme source de supervi-
sion pour obtenir des couples d’entite´s qui sont ensuite projete´s dans un corpus
d’articles issus de Freebase afin d’obtenir des phrases exemples. Les auteurs se
servent d’un mode`le SVM pour l’apprentissage des relations. Il faut souligner
qu’ils n’utilisent pas les donne´es de la campagne TAC-KBP mais qu’ils cherchent
a` repe´rer un ensemble de 52 types de relations, comparable a` celui de la cam-
pagne. Concernant les performances, ils reportent un score de global de 67 % de
F1-mesure pour la de´tection des entite´s nomme´es et l’extraction des relations.
Comme notre syste`me, ceux e´labore´s pour TAC-KBP 2009 n’exploitent pas
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les liens de de´pendance entre les types de relations, a` l’image du lien entre la date
de naissance et l’aˆge par exemple. Dans [Chen et al., 2010a], les auteurs montrent
que les re´sultats obtenus dans [Li et al., 2009a] (32 % de f1-mesure) peuvent eˆtre
ame´liore´s (ils obtiennent 34,8 % de f1-mesure) par l’inte´gration des de´pendances
entre les relations en utilisant des re`gles d’infe´rence fonde´es sur une extension de la
logique du premier ordre. Plus ge´ne´ralement, [Chada et al., 2010] ont montre´ dans
le cadre de TAC-KBP 2010 une augmentation tre`s significative des performances
en inte´grant des me´canismes qui d’une part permettent d’extraire des relations
au-dela` de la phrase et d’autre part inte`grent des informations syntaxiques et
se´mantiques.
Sur un autre plan, [Li et al., 2009a] se distinguent dans TAC-KBP 2009
en utilisant deux e´tapes d’extraction de relations : la premie`re vise a` retrouver
dans les documents du corpus des entite´s cibles potentielles ; la seconde se sert
d’une version re´cente de Wikipe´dia pour trouver des entite´s cibles potentielles
supple´mentaires qui n’auraient pas e´te´ identifie´es lors de la premie`re e´tape. Cette
re´cupe´ration d’entite´s ame´liore les performances de fac¸on significative (+9 % de
f1-mesure par rapport a` [Bikel et al., 2009]) mais ajoute l’utilisation d’un corpus
externe que l’on peut conside´rer comme trop lie´ a` la KB. Les re´sultats sur TAC-
KBP 2010 ont d’ailleurs montre´ que les performances globales pouvaient eˆtre
ame´liore´es sans cette ressource supple´mentaire et que son impact sur les re´sultats
est plus limite´ que pour TAC-KBP 2009 (une baisse des re´sultats a meˆme e´te´
observe´e).
5.9 Conclusions
Dans ce chapitre, nous avons pre´sente´ un syste`me d’extraction d’information
a` large e´chelle permettant d’extraire des relations de nature attributive entre
entite´s nomme´es. Le qualificatif «a` large e´chelle» recouvre a` la fois la prise en
compte d’un grand nombre de types de relations et la recherche de ces relations
dans un large corpus. Ce syste`me se fonde sur une approche faiblement supervise´e
dans laquelle les exemples se limitent a` des couples d’entite´s en relation.
L’extraction des relations s’effectue par l’application de patrons lexico-syntaxi-
ques caracte´ristiques des types de relations conside´re´s, ces patrons e´tant appris
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a` partir de phrases issues de la projection des couples d’entite´s exemples dans
un corpus. Nous avons e´value´ les re´sultats de cette approche en utilisant le cadre
d’e´valuation offert par la taˆche Slot Filling de la campagne d’e´valuation TAC-
KBP en nous concentrant sur la proble´matique de l’extraction des relations pro-
prement dite, sans nous attacher a` la de´tection de l’absence d’une relation dans
un corpus.
Les re´sultats obtenus dans ce contexte se situent dans la moyenne des re´sultats
obtenus par les participants de l’e´dition 2010, ce que nous pouvons conside´rer
comme un point de de´part inte´ressant dans la mesure ou` notre syste`me repose
sur une approche volontairement ge´ne´rique et n’exploite que tre`s faiblement les
spe´cificite´s des types de relations traite´s. Nous avons aussi pu montrer que des
techniques permettant de prendre en compte certains aspects d’un passage a` une
«large e´chelle», comme le filtrage des couples de phrases exemples utilise´es pour
l’induction des patrons par l’utilisation d’un algorithme optimise´ pour le calcul de
similarite´s entre relations (APSS), ne de´gradent pas les performances et peuvent
meˆme contribuer a` les ame´liorer.
Ces re´sultats sont e´galement a` mettre en paralle`le avec ceux obtenus avec des
techniques similaires dans un domaine de spe´cialite´, en l’occurrence le domaine
me´dical [Embarek and Ferret, 2008]. Dans ce dernier cas, l’extraction de relations
obtient une f1-mesure moyenne aux alentours de 60 %1. Meˆme en tenant compte
des pertes issues du processus initial de recherche d’information (de l’ordre de
15 % dans notre cas au niveau des documents), on obtient une performance de
50 % environ, a` comparer aux 30 % obtenus par le meilleur syste`me de TAC-KBP
2009. On constate donc que le fait de travailler en domaine ouvert, c’est-a`-dire
avec des types d’entite´s et de relations peu spe´cifiques, constitue une difficulte´
certaine a` prendre en compte.
Concernant les perspectives d’ame´lioration, plusieurs voies sont envisageables.
La premie`re vise le traitement de la core´fe´rence (entre un pronom et une entite´)
ou plus ge´ne´ralement des phe´nome`nes de re´fe´rence (entre les entite´s nomme´es)
pour permettre la de´tection de relations entre des entite´s pre´sentes dans des
1Dans [Embarek and Ferret, 2008], une f1-mesure de 74 % est obtenue pour quatre types
de relations mais avec une se´lection manuelle des phrases exemples. Apre`s analyse, l’impact de
ce processus de se´lection sur les re´sultats est estime´ a` 15 %.
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phrases diffe´rentes. Pour le moment, les phrases candidates sur lesquelles les pa-
trons sont applique´es sont seulement celles qui contiennent l’entite´ source (ou une
forme e´tendue de l’entite´ source). Notre ide´e est d’ajouter a` ces phrases candi-
dates celles qui contiennent une anaphore (pronom ou groupe nominal) de l’entite´
cible. Par la suite, cette anaphore sera remplace´e par la valeur initiale de l’entite´
cible afin d’appliquer les patrons. En re´sume´ l’alternative que nous proposons
vise a` inte´grer la re´solution de la core´fe´rence afin d’appliquer les patrons sur un
ensemble plus important de phrases candidates. Le syste`me pourra ainsi tenir
compte des cas ci-dessous, qui ne sont pas pris en charge actuellement.
- L’entite´ source et la cible potentielle ne sont pas dans la meˆme phrase.
Aussi, l’entite´ source est reprise par un pronom :
«<source>Barack Hussein Obama II</source> (born August 4, 1961)
is the 44th and current President of the United States. He is the
first African American to hold the office. He is a graduate of
<cible>Columbia University</cible> and ...».
- L’entite´ source et la cible potentielle sont dans la meˆme phrase. L’entite´
source est reprise par un groupe nominal :
«<source>SAP</source> was founded in Mannheim, Germany, in
1972 by five former IBM employees, the company now has over
<cible>55,000 employes</cible> around the world.»
La deuxie`me perspective concerne la construction des listes ferme´es de valeurs
(listes de noms de pays, etc.) servant a` la recherche des phrases candidates. Ac-
tuellement, ces listes sont utiles a` notre syste`me pour contourner les erreurs de
reconnaissances d’entite´s nomme´es et/ou se substituer au processus de de´tection
des entite´s (en particulier pour les types d’entite´s nomme´es spe´cifiques, ex. :
org :political regligious affiliation). Si ces listes permettent d’ame´liorer la perti-
nence des relations extraites, elles influencent les performances de la se´lection des
phrases candidates : le temps de traitement augmente avec la taille de la liste.
Notre motivation est de diminuer la taille de ces listes en fonction de diffe´rents
facteurs : le type de la relation a` traiter, la langue du corpus, etc. Pour illustra-
tion, si on conside`re les noms de lieux, plus spe´cifiquement les noms de villes ils
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sont souvent diffe´rents en fonction de la langue conside´re´e (ex. : Pe´kin, Beijing,
Pekin). L’ide´e est de ne pas conside´rer les valeurs dans une langue diffe´rente de
celle du corpus. Dans notre cas les listes sont tre`s ge´ne´riques et peuvent contenir
plusieurs valeurs e´quivalentes. Nous avons, dans un premier temps, effectue´ une
revue manuelle pour e´liminer certaines redondances, mais cette de´marche devrait
eˆtre e´tendue de fac¸on automatique. Ce proble`me de constitution de ressources
pour l’extraction de relations a` large e´chelle a` e´te´ aborde´ dans [Hoffmann et al.,
2010], ou` les listes constitue´es servent a` construire des dictionnaires utilise´s pour
enrichir les features d’un mode`le CRF. Ces listes de valeurs pourraient e´galement
eˆtre utilise´es pour entraˆıner des mode`les capables de reconnaˆıtre directement les
entite´s spe´cifiques et ame´liorer ainsi de fac¸on directe la reconnaissance des en-
tite´s spe´cifiques. Il s’agirait, par exemple, de construire ces mode`les sur le meˆme
principe de faible supervision que nous avons pre´sente´ pour les relations entre
entite´s.
La troisie`me perspective concerne la prise en compte des de´pendances entre les
types de relations. La piste que nous envisageons vise a` ajouter des contraintes
sur les valeurs extraites pour les entite´s cibles. Ces contraintes peuvent porter
sur la cohe´rence entre deux valeurs qui sont lie´es : par exemple pour les champs
per :date of birth et per :age, on peut de´tecter une erreur si la valeur de l’aˆge
que l’on extrait et celle calcule´e a` partir de la date de naissance ne sont pas
cohe´rentes. Ces contraintes peuvent e´galement porter sur des incompatibilite´s :
par exemple, les champs per :spouse et per :children ne peuvent pas contenir de
valeurs identiques, ou sur des de´ductions par transition : par exemple, on peut
e´tablir des relations de parente´s entre les personnes (champ per :siblings) s’ils ont
des valeurs se recouvrant dans le champ per :parents.
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Dans ce chapitre de conclusion, nous proposons un re´sume´ et une analyse de
notre approche d’extraction d’information, ainsi que plusieurs perspectives pour
des travaux futurs.
6.1 Bilan des re´sultats
Les travaux pre´sente´s dans cette the`se portent sur l’extraction d’information,
premie`rement dans un cadre contraint par un domaine d’application spe´cifique
et deuxie`mement dans un cadre plus ge´ne´ral et a` plus large e´chelle. En ce qui
concerne l’extraction d’information dans un cadre contraint, nous nous sommes
inte´resse´s au domaine sismique avec pour objectif de construire des templates
sur des e´ve´nements a` partir de de´peˆches de presse. Nous avons propose´ une ap-
proche d’extraction d’information en deux e´tapes que nous avons de´taille´e dans
les chapitres pre´ce´dents.
La premie`re e´tape de notre de´marche (chapitre 3) re´alise une segmentation
e´ve´nementielle des documents a` partir d’indices temporels trouve´s au niveau
de chaque phrase d’un document. L’objet de cette segmentation est d’isoler les
phrases pertinentes en rapport avec le se´isme principal du document et d’e´carter
les phrases concernant les autres e´ve´nements afin qu’elles ne viennent pas pertur-
ber le processus d’extraction. Dans la section 3.2, nous avons pre´sente´ diffe´rentes
approches pour la segmentation en e´ve´nements des textes. Parmi toutes ces
approches, celle que nous avons retenue est fonde´e sur un mode`le d’appren-
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tissage statistique (CRF) qui permet d’obtenir des re´sultats satisfaisants pour
l’identification des phrases en rapport avec le se´isme principal d’un document.
Plus ge´ne´ralement, les expe´rimentations sur la segmentation en e´ve´nements ont
montre´es que, dans le cadre des mentions d’e´ve´nements sismiques dans des ar-
ticles de presse, il est possible de mettre en avant des structures discursives lie´es
aux e´ve´nements en suivant les changements d’indices temporels.
La construction des templates, qui est la deuxie`me e´tape de notre de´marche
(chapitre 4), vient s’inscrire dans la continuite´ de la segmentation e´ve´nementielle.
Son objectif est de se´lectionner, a` partir des segments pertinents (ceux identifie´s
lors de la segmentation e´ve´nementielle), les entite´s qui serviront a` l’e´laboration
des templates sur les e´ve´nements. Pour la se´lection des entite´s, nous avons pro-
pose´ diffe´rentes me´thodes ge´ne´riques qui s’appuient sur un graphe d’entite´s. Plus
globalement, la finalite´ de ce graphe d’entite´s est de repre´senter les relations entre
les entite´s au niveau du document. Dans la section 4.3.1 nous avons propose´ plu-
sieurs approches a` base d’apprentissage statistique, ainsi que diffe´rents ensembles
de features afin de construire un tel graphe. Par la suite, ce graphe d’entite´s sert
de support pour le processus de se´lection des entite´s pertinentes. Concernant ce
processus de se´lection, nous avons sugge´re´ diffe´rentes me´thodes ge´ne´riques et non
de´pendantes d’un domaine particulier (ou d’une langue spe´cifique) (section 4.3.2).
Par ailleurs, suite aux expe´rimentations sur les me´thodes de se´lection des entite´s,
nous avons opte´ pour une approche hybride (qui exploite les proprie´te´s de plu-
sieurs approches) qui obtient des re´sultats encourageants pour la construction
des templates. Plus globalement, les expe´rimentations ont montre´s que pour les
e´ve´nements sismiques, la combinaison de la segmentation en e´ve´nements et de
la se´lection des entite´s a` partir d’un graphe permet d’obtenir des re´sultats sa-
tisfaisants, avec un score de F-mesure de 77 % pour les entite´s rattache´es aux
e´ve´nements.
Sous un autre angle, nous avons aborde´ l’extraction d’information dans un
cadre plus ge´ne´ral dans le chapitre 5. A` la diffe´rence des deux e´tapes pre´ce´dentes
ou` le but e´tait d’e´laborer des relations complexes entre les entite´s afin de consti-
tuer des e´ve´nements, cette partie des travaux concerne l’extraction de relations
entre des entite´s a` large e´chelle (corpus d’environ 2 millions de documents, 42
types de relations a` extraire). En particulier, nous nous sommes inte´resse´s a` l’ex-
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traction de relations dans le but de comple´ter une base de connaissance existante.
Notre motivation est de se servir des connaissances issues d’une telle base afin
de proposer aux utilisateurs des informations ge´ne´riques concernant les entite´s
participant a` des e´ve´nements. L’inte´reˆt de telles informations est qu’elles ne sont
pas lie´es a` un domaine particulier et restent pertinentes quelque soit le domaine
des e´ve´nements. Pour ce faire, nous avons propose´ une approche faiblement su-
pervise´e qui s’appuie sur des patrons lexico-syntaxiques. Cette approche, de´crite
dans la section 5.2, a e´te´ e´value´e dans le cadre de la campagne TAC-KBP. Plus
pre´cise´ment, notre approche est compose´e de deux e´tapes principales, la premie`re
est charge´e de l’apprentissage des patrons de relations, la seconde de l’application
des patrons et de l’extraction des relations. Par rapport aux syste`mes ayant parti-
cipe´ a` cette campagne, notre syste`me se distingue principalement par les patrons
de relations utilise´s. Il s’agit de patrons multi-niveaux qui sont induits a` partir
d’un ensemble (conse´quent, mais bruite´) de phrases exemples. Afin d’ame´liorer
la qualite´ de ces patrons, un filtrage des phrases exemples a e´te´ propose´ (cf. sec-
tion 5.4.1). Les expe´rimentations ont montre´ que ce filtrage des phrases exemples
permettait d’ame´liorer les performances en terme de F1-mesure pour l’extraction
des relations. Plus ge´ne´ralement, en faisant une e´valuation poste´rieure sur les
donne´es TAC-KBP 2010, notre syste`me se situe dans la moyenne des re´sultats
des participants a` cette e´valuation.
6.2 Analyse de notre contribution
Dans cette section, nous proposons une analyse de notre contribution selon
les cinq familles de crite`res d’e´valuations propose´es dans [Burstein and Gregor,
1999], qui fournissent des directives ge´ne´riques pour e´valuer le de´veloppement de
syste`mes d’informations, en les adaptant au contexte de l’extraction d’information
et plus singulie`rement a` nos travaux.
Le premier crite`re, de significativite´ (Significance), vise a` mesurer l’importance
de l’impact the´orique et/ou pratique du syste`me ou de la me´thode propose´e par
rapport aux travaux existants (au cas ou des travaux similaires existent). Par
exemple, on cherche a` comparer les diffe´rences du point de vue des performances
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(syste`me plus rapide, etc.) ou du point de vue des fonctionnalite´s (fonctions
supple´mentaires, etc.). Pour notre travail, ce crite`re se traduit par les questions
suivantes :
– Quels sont les principales contributions du travail de recherche pour l’ex-
traction d’information ?
– Est-ce que les approches propose´es ame´liorent les performances par rapport
aux approches existantes ?
– Quels sont les distinctions entre les approches propose´es et les travaux
pre´ce´dents ?
Vis a` vis de la premie`re question, nos re´sultats, re´sume´s dans la section 6.1,
mettent en avant les contributions suivantes : la premie`re concerne une segmenta-
tion en e´ve´nements des articles de presses a` partir d’indices temporels ; la seconde
concerne une approche de construction de templates utilisant un graphe d’entite´s
nomme´es ainsi que le re´sultat de la segmentation e´ve´nementielle ; la troisie`me
concerne une approche faiblement supervise´e pour l’extraction de relations entre
entite´s nomme´es.
Concernant nos performances (deuxie`me question), il n’est pas simple de juger
de fac¸on syste´matique les re´sultats, en tout cas, pour les e´tapes de segmentation
en e´ve´nements et de construction des templates. Nos expe´rimentations ont e´te´
effectue´es sur un corpus de petite taille en comparaison des corpus utilise´s lors
des campagnes MUC ou encore TAC-KBP. Aussi, peu de travaux similaires ont e´te´
mene´s pour la langue franc¸aise. En revanche, concernant l’extraction des relations
a` large e´chelle, nos re´sultats se situent dans la moyenne des syste`mes pour TAC-
KBP 2010, et dans les 5 premiers pour l’extraction de relations a` l’inte´rieur des
phrases.
Pour ce qui est de la dernie`re question, le processus d’extraction d’informa-
tion en deux e´tapes que nous avons propose´ est relativement diffe´rent des pro-
cessus existants : l’utilisation d’informations temporelles n’avait jamais, a` notre
connaissance, e´te´ exploite´e pour distinguer les e´ve´nements pertinents des docu-
ments. Par ailleurs, les relations complexes entre entite´s n’avaient pas e´te´ utilise´es
pour constituer des e´ve´nements au niveau du document (elles ont e´te´ applique´es
seulement au niveau des phrases).
Pour le second crite`re, de validite´ interne (Internal validity), il est question de
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mesurer la cre´dibilite´ des arguments qui sont avance´s, et d’e´valuer si les re´sultats
avance´s sont logiques ou cohe´rents avec ces arguments. Ce crite`re peut eˆtre associe´
aux questions suivantes :
– Est-ce que la de´marche propose´e est adapte´e a` la proble´matique ? Atteint-
elle son objectif ?
– Si des hypothe`ses ont e´te´ faites sur les re´sultats, ont-elles e´te´ valide´es ?
– Des approches similaires (concurrentes) ont-elles e´te´ conside´re´es ?
Pour la premie`re question, notre objectif premier concerne la construction
de templates pour des e´ve´nements dont les caracte´ristiques sont disperse´es dans
des documents. Nous avons vu que notre de´marche en deux e´tapes e´tait adapte´e
a` ce type de proble`me : la segmentation cible les passages pertinents sur les
e´ve´nements pour l’e´ve´nement principal, puis les informations lie´es a` l’e´ve´nement
principal sont regroupe´es pour construire un template. Nous avons vu que la
segmentation en e´ve´nements semble plus particulie`rement convenir pour les do-
cuments mentionnant plusieurs e´ve´nements, ce qui est fre´quemment le cas pour
notre cas d’application (plus de la moitie´ des de´peˆches de presse mentionnent
plusieurs e´ve´nements dans notre corpus). Par ailleurs, pour le regroupement des
informations pertinentes sous forme de templates , nous avons montre´ que l’utilisa-
tion des relations complexes entre les entite´s, exprime´es au niveau du document,
apportaient une solution. Les e´valuations ont montre´ que ce dernier proble`me
n’e´tait pas totalement re´solu et que des erreurs d’associations entre entite´s et
e´ve´nement subsistaient. Enfin, pour l’extraction de relations a` large e´chelle, notre
approche couvre bien le proble`me. En revanche des ame´liorations restent a` appor-
ter a` plusieurs niveaux (re´solution de la core´fe´rence, prise en compte des relations
intra-phrastiques, etc.).
Au niveau des hypothe`ses que nous avons faites (deuxie`me question), nous
avons cherche´ a` les valider au fur et a` mesure des expe´rimentations. Concer-
nant la prise en compte des approches similaires (troisie`me question), si l’on
conside`re la proble´matique d’extraction de relations entre entite´s nomme´es notre
de´marche s’inspire du principe de supervision distante propose´ par [Mintz et al.,
2009]. En revanche, concernant la proble´matique de construction de templates,
la de´marche globale est diffe´rente des approches existantes sur plusieurs points,
comme cela a e´te´ mis en avant pre´ce´demment. Il faut tout de meˆme signaler que
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cette de´marche a des similitudes avec des travaux existants. Par exemple, lors de
l’e´tape de construction des templates , la phase de construction du graphe d’en-
tite´s nomme´es repose sur une e´tape de classification d’entite´s nomme´es qui est
inspire´e des travaux de [McDonald et al., 2005].
Le troisie`me crite`re, de validite´ externe (External validity) concerne le niveau
de ge´ne´ralisation associe´ aux re´sultats trouve´s. Par exemple, il peut s’agir d’une
abstraction d’une approche existante ou l’application d’une meˆme de´marche dans
des configurations diffe´rentes. Les questions lie´es a` ce crite`re sont :
– Si les re´sultats sont obtenus a` partir d’approches existantes, est-ce qu’ils
sont cohe´rents avec ceux obtenus par d’autres travaux reposant sur ces
meˆmes approches ?
– Est-ce que les me´thodes ou processus produits sont suffisamment ge´ne´riques
pour eˆtre transfe´re´s a` d’autres domaines ?
– Quels sont les limitations a` conside´rer afin d’appliquer les approches pro-
pose´es a` d’autres domaines ?
Pour ce qui est de la comparaison de nos re´sultats vis a` vis des approches
que nous avons re´utilise´es, nous avons fourni, dans la mesure du possible, des
e´valuations comparatives. Par exemple, pour l’e´tape de construction des rela-
tions complexes, nous avons obtenu des re´sultats comparables a` ceux de [Afzal,
2009; McDonald et al., 2005] concernant la classification des relations binaires.
Aussi, lorsque c’e´tait possible nous avons pre´sente´ des re´sultats pour des syste`mes
servant de «baseline». En ce qui concerne l’extraction de relations entre entite´s
nomme´es, nous nous sommes compare´s aux participants a` la campagne TAC-
KBP.
Concernant la transposition de notre approche a` d’autres domaines (deuxie`me
question), diffe´rents axes sont envisageables selon les proble´matiques. Pour la
proble´matique de construction de templates concernant les e´ve´nements, il s’agit
de la langue et du genre des documents, du type d’e´ve´nement ainsi que du do-
maine vise´. Nous avons essaye´ de conserver un niveau de ge´ne´ricite´ important
pour notre de´marche de construction de template : la phase de segmentation se
sert d’un classifieur statistique qui repose en grande partie sur les indices tempo-
rels pre´sents dans les documents (a priori non de´pendants d’un domaine ou d’un
genre, mais de´pendant de la langue) ; la phase de construction des templates s’ap-
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puie sur un graphe d’entite´s qui est construit a` partir d’un classifieur statistique
qui se sert de features non lexicalise´s. Enfin, le processus de se´lection des entite´s
dont on se sert pour l’e´laboration des templates exploite les proprie´te´s du graphe
d’entite´s, qui sont donc inde´pendantes de la langue, du genre des documents ou
du domaine. Nous avons mene´ quelques expe´rimentations pour transposer notre
de´marche a` l’extraction d’e´ve´nements sismiques pour des de´peˆches de presse en
langue anglaise.
Pour la seconde proble´matique d’extraction de relations a` large e´chelle, la
transposition a` un autre domaine vise surtout la langue des documents. L’ap-
proche faiblement supervise´e que nous avons pre´sente´e pour l’apprentissage et
l’extraction des relations est tre`s ge´ne´ral, par conse´quent elle devrait eˆtre transfe´ra-
ble a` une autre langue que l’anglais. Nous n’avons pas mene´s d’expe´rimentations
dans ce sens, meˆme si nous sommes optimistes sur la facilite´ de la transposition.
Pour re´pondre a` la troisie`me question, nous listons quelques points dont il
faut tenir compte pour faire une transposition de notre de´marche a` d’autres do-
maines, d’abord pour la construction de templates sur des e´ve´nements, puis pour
l’extraction faiblement supervise´e de relations.
Construction de templates sur les e´ve´nements
– Notre segmentation en e´ve´nements ne distingue pas les e´ve´nements se-
condaires les uns des autres. Cela n’a pas de conse´quence dans une pers-
pective de veille e´ve´nementielle, dans laquelle les utilisateurs ne sont
inte´resse´s que par l’e´ve´nement le plus re´cent, et dans laquelle les e´ve´ne-
ments mentionne´s sont dans des cadres temporels diffe´rents. En revanche
cela peut impacter d’autres domaines, en particulier si plusieurs e´ve´ne-
ments de meˆme nature peuvent eˆtre identifie´es dans le meˆme cadre tem-
porel (par exemple, pour des e´ve´nements de type «changement de per-
sonnel dans une entreprise», les annonces e´voquent souvent une se´rie de
changements qui concernent plusieurs personnes et plusieurs postes).
– Il faut tenir compte des e´ve´nements a` conside´rer dans les templates :
dans nos travaux, seules les entite´s associe´es a` l’e´ve´nement principal d’un
texte sont conside´re´s par l’approche de construction des templates . Pour
inte´grer les informations des autres e´ve´nements, il faudrait conside´rer
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de fac¸on se´pare´e les segments associe´s aux autres e´ve´nements (qui sont
identifie´s lors de la segmentation en e´ve´nements).
– La segmentation en e´ve´nements est particulie`rement inte´ressante lorsque
les documents ont une structure e´ve´nementielle clairement identifiable,
par exemple s’ils discutent d’un e´ve´nement central et de plusieurs e´ve´ne-
ments qui lui sont comparables (qui le pre´ce`dent). Pour des types de
documents qui n’ont pas cette structure, par exemple pour les dialogues,
la segmentation en e´ve´nements peut ne pas eˆtre pertinente. Dans ce cas,
cette e´tape peut eˆtre supprime´e du processus d’extraction des templates
sans perturber la construction des templates .
– Les deux e´tapes de notre de´marche reposent sur des classifieurs statis-
tiques qui ont e´te´ entraˆıne´s a` partir de features tre`s ge´ne´raux, mais sur
un corpus particulier, lie´ au domaine sismique et au genre journalistique.
Sur un corpus correspondant a` un autre domaine ou un autre genre de
document, il conviendrait de tester les mode`les appris sur notre corpus et
les comparer a` des mode`les appris sur ces nouveaux corpus, pour ve´rifier
la ge´ne´ricite´ de notre approche.
Extraction faiblement supervise´e de relations
Concernant la transposition a` une autre langue, les phases d’apprentissage
et d’extraction de relations restent identiques. Les processus sont identiques
a` condition de changer les documents du corpus pour qu’ils soient dans la
langue cible qui nous inte´resse.
Concernant les autres crite`res de [Burstein and Gregor, 1999], de confirmabilite´
(Objectivity/Confirmability) et de fiabilite´ (Reliability/Dependability/Audibility),
nous avons choisi de les regrouper car ils ne concernent pas directement les ap-
proches que nous proposons (ou les re´sultats obtenus), mais plutoˆt la manie`re
dont les ressources et les proce´dures sont de´crites afin de pouvoir reproduire les
re´sultats. Les questions lie´es a` ces deux crite`res sont :
– Les proble´matiques de recherche ont-elles e´te´ clairement de´finies ?
– Les approches propose´es sont-elles de´crites avec suffisamment de de´tails ?
– Les expe´rimentations sont-elles de´crites avec suffisamment de de´tails ?
– Les donne´es servant a` l’entraˆınement (apprentissage) et a` l’e´valuation (test)
des mode`les sont- elles clairement spe´cifie´es ?
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Les proble´matiques auxquelles nous avons essaye´ de re´pondre ont e´te´ de´taille´s
dans la section 2.9 du manuscrit. Chacune de ces proble´matiques est reprise dans
un chapitre et nous avons propose´ une de´marche pour re´pondre a` une partie
des proble`mes qui se posent. Les hypothe`ses, ainsi que les de´tails concernant les
approches de segmentation en e´ve´nements et de construction de template, sont
pre´sente´s dans les chapitres 3 et 4. L’extraction de relations a` large e´chelle est
discute´e dans le chapitre 5. Les features utilise´es par les mode`les statistiques et
les donne´es utilise´es sont aussi pre´sente´s lors de chaque phase d’expe´rimentation.
En revanche, tous les corpus utilise´s ne sont pas ouverts a` la communaute´ : par
exemple, le corpus annote´ de de´peˆches concernant les e´ve´nements sismiques a e´te´
construit dans le cadre d’un projet qui limite les possibilite´s de diffusion de ces
donne´es. Le corpus de la campagne TAC-KBP est quant a` lui disponible apre`s
avoir fait la demande aupre`s des organisateurs. Lorsque nous avons utilise´ des
outils existants, nous avons fourni des liens vers les imple´mentations que nous
avons utilise´es.
6.3 Perspectives
Cette section discute de quelques perspectives pour continuer les travaux
concernant les proble´matiques de construction des templates et d’extraction de
relations a` large e´chelle.
En ce qui concerne la construction des templates, une premie`re piste concerne
l’e´laboration et l’enrichissement de templates en conside´rant plusieurs documents
a` la fois sur le meˆme e´ve´nement. Les informations sur les e´ve´nements sont en effet
souvent comple´te´es ou corrige´es, de fac¸on incre´mentale, au fur et a` mesure que
les documents sont publie´s. Actuellement, la segmentation et la construction des
templates ne s’appliquent qu’a` un seul document inde´pendamment des autres,
mais il serait pertinent d’e´tendre nos approches a` plusieurs documents.
Par ailleurs, dans notre approche, les e´ve´nements vise´s ainsi que les infor-
mations qui leur sont associe´es sont porte´es par des entite´s nomme´es nominales.
Une extension possible peut eˆtre d’enrichir la seconde e´tape de construction des
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templates en prenant en compte les e´ve´nements porte´s par des formes verbales,
qui sont relativement courants.
Enfin, les phases d’extraction d’information sur les e´ve´nements et d’extrac-
tion faiblement supervise´e de relations ne sont pas directement lie´es. Une voie
inte´ressante pour la suite des travaux serait de combiner ces deux approches afin
d’adapter le syste`me a` de nouveaux e´ve´nements.
En ce qui concerne l’extraction des relations a` large e´chelle, notre approche se
sert de patrons lexicaux-syntaxiques multi-niveaux pour les phases d’apprentis-
sage et d’extraction de relations. Il serait inte´ressant de tester le remplacement de
ces patrons par des classifieurs statistiques. Dans cette perspective, un classifieur
serait attribue´ a` une relation au lieu d’un ensemble de patrons. Une difficulte´
lie´e a` ce choix re´side dans le corpus d’apprentissage, constitue´ par les phrases
exemples annote´es pour chaque type de relations, qui est actuellement construit
de fac¸on automatique et contient donc des erreurs. Il faudrait donc soit ame´liorer
la qualite´ de ce corpus d’apprentissage, soit utiliser un mode`le d’apprentissage
plus robuste au bruit.
D’autre part, pour le moment, aucune phase de notre approche faiblement
supervise´e ne se sert des informations syntaxiques. Or, de telles informations
sont souvent utilise´es pour l’extraction de relations, et peuvent effectivement eˆtre
utiles a` plusieurs niveaux :
– Pour l’apprentissage des relations, des patrons syntaxiques peuvent se sub-
stituer aux patrons multi-niveaux ou les comple´ter. Ces meˆmes patrons
syntaxiques seraient applique´s pour l’extraction des relations.
– Concernant la collecte des phrases exemples servant a` la construction des
patrons, les phrases actuellement utilise´es sont obtenues a` partir de couples
d’entite´s projete´es dans un corpus. Le proble`me lie´ a` cette collecte est qu’une
meˆme phrase peut servir d’exemple pour diffe´rentes relations. Notre ide´e est
de faire un clustering a` partir des chemins syntaxiques contenus dans les
phrases exemples. De cette fac¸on, on espe`re que les clusters ainsi forme´s
fourniront une meilleure repre´sentation de la relation se´mantique. Par la
suite, on pourrait supprimer des phrases exemples en fonction de certains
crite`res : taille des clusters, pre´sence de mots ou de verbes dans la phrase,
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Enfin, concernant les phrases exemples qui servent a` la construction de pa-
trons, ces dernie`res sont actuellement collecte´es uniquement a` partir d’un corpus
unique. Il serait inte´ressant de pouvoir collecter d’autres phrases a` partir d’autres
ressources comme Wikipedia et plus ge´ne´ralement du web. L’utilisation de corpus
plus importants permettrait d’avoir une plus grande variation d’expressions pour
les relations, une plus grande redondance, graˆce a` laquelle on pourrait ponde´rer
de fac¸on fiable les patrons appris (par exemple selon leur fre´quence), ainsi qu’un
plus grand nombre d’occurrences candidates, sur lesquelles on pourrait appliquer
des crite`res de filtrage plus stricts, ce qui ame´liorerait l’ensemble des phrases
exemples pour l’induction de patrons tout en en gardant un nombre suffisant.
Plus ge´ne´ralement, une perspective importante pour la suite des travaux
concerne l’adaptation des approches a` des domaines diffe´rents de ceux que nous
avons teste´s pour nos travaux. Les syste`mes sont le plus souvent conc¸us et op-
timise´s pour un domaine spe´cifique, par conse´quent les performances sont im-
pacte´es lorsque l’on change de domaine. Tre`s re´cemment, quelques travaux se sont
inte´resse´s a` cette proble´matique dans l’optique de rendre la de´marche de transfert
d’un domaine vers un autre plus ge´ne´rique [Freedman et al., 2011; Surdeanu et al.,
2011]. La finalite´ est de pouvoir transposer le travail capitalise´ sur un domaine vers
un autre, avec un minimum d’effort, tout en conservant un niveau de re´sultat satis-
faisant. Dans notre de´marche de construction de templates , quelques composants
s’appuient sur des classifieurs, qui ont une certaine capacite´ de ge´ne´ralisation,
mais qui ne´cessitent ne´anmoins une annotation manuelle de corpus. En pratique,
cette annotation devrait eˆtre reproduite pour chaque domaine. Aussi, afin que
notre approche soit adaptable facilement a` de nouveaux domaines il conviendrait
d’inte´grer des me´thodes semi-supervise´e (de type auto-apprentissage), a` l’instar
de [Freedman et al., 2011]. Sous un autre angle, l’adaptation a` de nouveaux do-
maines pourrait passer par la combinaison de notre approche avec des approches
a` base de re`gles, qui peuvent capter de fac¸on simple certaines adaptations, ou
par l’utilisation d’un processus semi-automatique, inte´grant les retours fait par
des utilisateurs : typiquement pour l’extraction de relations, le syste`me pourrait
demander une validation a` un utilisateur pour les relations extraites. Par la suite
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les relations correctement extraites serviraient a` trouver de nouveaux exemples
(sur le mode`le du bootstrap).
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