Active control of a Linear Motor with mechanical Resonances by Torrez Torres, Jorge
Aktive Regelung eines Linearmotors mit dominanten
mechanischen Resonanzstellen
Von der Fakulta¨t fu¨r Maschinenbau und Elektrotechnik
der Technischen Universita¨t Carolo-Wilhelmina
zu Braunschweig
zur Erlangung der Wu¨rde eines
Doktor-Ingenieurs (Dr.-Ing.)
genehmigte
D i s s e r t a t i o n
von
M. Sc. Jorge Torrez Torres
aus Coatzacoalcos, Ver., Mexiko
Eingereicht am:
Mu¨ndliche Pru¨fung am:
Berichterstatter:
Mitberichterstatter:
17. Juni 2002
15. April 2003
Prof. Dr.-Ing. W. Schumacher
Prof. Dr.-Ing. W.-R. Canders
2004

III
Vorwort
Die vorliegende Arbeit entstand wa¨hrend meiner Ta¨tigkeit als Doktorand
am Institut fu¨r Regelungstechnik der Technischen Universita¨t Braunschweig.
Sie wurde im Rahmen eines Stipendiums des Deutschen Akademischen Aus-
tauschdienstes ﬁnanziell unterstu¨tzt.
Mein besonderer Dank gilt dem Institutsleiter und Betreuer meiner Arbeit,
Herrn Prof. Dr.-Ing. Walter Schumacher, fu¨r die immerzu engagierte und
freundliche Betreuung sowie fu¨r die Fo¨rderung dieser Arbeit.
Herrn Prof. Dr.-Ing.Wolf-Ru¨diger Canders vom Institut fu¨r elektrische Ma-
schinen, Antriebe und Bahnen (IMAB) danke ich fu¨r die U¨bernahme der
Mitberichterstattung und fu¨r die wertvollen Hinweise.
Fu¨r die U¨bernahme des Pru¨fungsvorsitzes danke ich Herrn Prof. em. Dr.-Ing.
Dr. h.c. Werner Leonhard.
Weiterhin mo¨chte ich den Mitarbeitern des Instituts danken, die mit ihrer
Unterstu¨tzung zur Entstehung dieser Arbeit beigetragen haben. Herrn Dr.-
Ing. So¨nke Kock danke ich fu¨r die sehr nu¨tzlichen Hinweise.
Ganz besonderer Dank gilt Herrn Dr.-Ing. Klaus Peter Jaschke sowie allen
Mitarbeitern des Instituts fu¨r Regelungstechnik fu¨r das sorgfa¨ltige Korrektu-
renlesen.
Schließlich mo¨chte ich mich bei meinen Eltern und meinem Freundeskreis
bedanken, dass sie mich all die Jahre auch u¨ber große Entfernungen vielfa¨ltig
unterstu¨tzt und motiviert haben.
Braunschweig, im April 2003 Jorge Torrez Torres

VInhaltsverzeichnis
Vorwort III
Symbolverzeichnis VIII
Kurzfassung X
1 Einleitung 1
1.1 Stand der Technik . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Ziel der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Grundbegriﬀe 7
2.1 Experimentelle Modalanalyse . . . . . . . . . . . . . . . . . . 7
2.2 Resonanzen und Antiresonanzen . . . . . . . . . . . . . . . . . 9
2.3 Modelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4 Strukturelles Modell zweiter Ordnung . . . . . . . . . . . . . 11
2.4.1 Nodal Modell . . . . . . . . . . . . . . . . . . . . . . . 12
2.4.2 Modales Modell . . . . . . . . . . . . . . . . . . . . . . 12
2.5 Strukturelles Modell im Zustandsraum . . . . . . . . . . . . . 14
2.5.1 Nodal Modell . . . . . . . . . . . . . . . . . . . . . . . 15
2.5.2 Modal Modell . . . . . . . . . . . . . . . . . . . . . . . 16
2.6 Spillover . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.7 Frequenzgangfunktionen mechanischer Systeme . . . . . . . . 20
2.8 Der piezoelektrische Beschleunigungsaufnehmer . . . . . . . . 24
3 Regelungskonzepte 28
3.1 Alternative Regelungskonzepte . . . . . . . . . . . . . . . . . . 28
3.1.1 Deadbeat-Regler . . . . . . . . . . . . . . . . . . . . . 28
3.1.2 PID-Regler . . . . . . . . . . . . . . . . . . . . . . . . 29
VI Inhaltsverzeichnis
3.1.3 PID-Regler plus Aufschaltung der Diﬀerenzgeschwin-
digkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.4 H∞- und H2-Regler . . . . . . . . . . . . . . . . . . . . 30
3.1.5 Zustandsregler . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Optimale Zustandsregelung . . . . . . . . . . . . . . . . . . . 30
3.2.1 Matrix-Ricatti-Algorithmus . . . . . . . . . . . . . . . 34
3.3 Stromregelung . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.1 Einsatz der Methode . . . . . . . . . . . . . . . . . . . 37
3.4 Steuerbarkeit und Beobachtbarkeit . . . . . . . . . . . . . . . 39
4 Elastisches Zwei-Massen-Modell 41
4.1 Schubmittelpunkt und Schwerpunkt des du¨nnwandigen gera-
den Balkens . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.1 Schubmittelpunkt des Versuchs . . . . . . . . . . . . . 44
4.2 Parameteridentiﬁzierung des mechanischen Teiles . . . . . . . 44
4.2.1 Identiﬁziertes Modell . . . . . . . . . . . . . . . . . . . 47
4.2.2 Gemessene Steiﬁgkeit . . . . . . . . . . . . . . . . . . . 51
4.3 Zustandsmodell . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4 Zustandsgro¨ßenbeobachter reduzierter Ordnung . . . . . . . . 52
4.5 Positionsregelung des schwingungsfa¨higen Systems . . . . . . . 54
4.5.1 Ermittlung der Ru¨ckfu¨hrung . . . . . . . . . . . . . . . 54
4.6 Eingangsignal . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.7 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5 Elastisches Drei-Massen-Modell 61
5.1 Strukturelle Modiﬁkation des Versuchs . . . . . . . . . . . . . 61
5.1.1 Vera¨nderung der Resonanzen wegen einer Erweiterung
der Endmasse . . . . . . . . . . . . . . . . . . . . . . . 61
5.2 Schubmittelpunkt und Schwerpunkt . . . . . . . . . . . . . . . 63
5.2.1 Schwerpunkt der Endmasse . . . . . . . . . . . . . . . 63
5.3 Torsions-Biegeschwingungen . . . . . . . . . . . . . . . . . . . 66
5.3.1 Lo¨sung des Torsions-Biegeschwingungsproblems vonMats-
uno . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.3.2 Messung der Torsionsschwingung . . . . . . . . . . . . 66
5.4 Lo¨sung durch eine Pseudobiegeschwingung . . . . . . . . . . . 68
5.5 Elastisches Modell . . . . . . . . . . . . . . . . . . . . . . . . 71
Inhaltsverzeichnis VII
5.5.1 Bedeutung der Masse m3 beim Modell der Pseudobie-
geschwingung . . . . . . . . . . . . . . . . . . . . . . . 75
5.6 Unvollsta¨ndige optimale Zustandsregelung . . . . . . . . . . . 76
5.7 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6 Reglerauslegung bei vera¨nderlichem Ort der Endmasse 81
6.1 Vera¨nderung der Resonanzen wegen verschiedener Positionen
der Endmasse . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6.1.1 Vera¨nderung der Steiﬁgkeit . . . . . . . . . . . . . . . 82
6.2 Modell der Regelstrecke . . . . . . . . . . . . . . . . . . . . . 84
6.3 Regelung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.3.1 Gesteuerter adaptiver Regler . . . . . . . . . . . . . . . 91
6.3.2 Lineare Interpolation . . . . . . . . . . . . . . . . . . . 92
6.4 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7 Experimentelle Ergebnisse 94
7.1 Zustandsregler und Spillover . . . . . . . . . . . . . . . . . . . 94
7.2 Unvollsta¨ndiger Zustandsregler . . . . . . . . . . . . . . . . . 95
7.2.1 Robustheit bei verschiedenem Abstand L . . . . . . . . 97
8 Zusammenfassung 100
8.1 Ausblick . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Literatur 103
VIII
Symbolverzeichnis
A Systemmatrix der linearen Zustandsdarstellung
Acg charakteristische Gleichung
Af Nenner einer Regelstrecke
Afm Nenner eines Modells
A(w) Massenfrequenzgang
a Beschleunigung
ai Beschleunigung der Masse i
B Eingangsmatrix der linearen Zustandsdarstellung
Bf Za¨hler einer Regelstrecke
Bfm Za¨hler eines Modells
B1 horizontaler Balken
B2 vertikaler Balken
b Da¨mpfung
bi Da¨mpfung i
C Ausgangsmatrix der linearen Zustandsdarstellung
C Steuerbarkeit
D Durchgangsmatrix der linearen Zustandsdarstellung
di Verschiebung der Masse i
F Kraft
f Kraft
I Einheitsmatrix
i Index
j optimales Gu¨tefunktional
jL optimales Gu¨tefunktional ohne Nebenbedingungen
Ka Kraftkonstante des Linearmotors
Ki Zustandsru¨ckfu¨hrung i
k Federsteiﬁgkeit
ki Federsteiﬁgkeit i
Symbolverzeichnis IX
L Abstand zwischen der Masse m1 und Endmasse
m Masse
mi Masse i
O Beobachtbarkeit
Q1 Zustandsbewertungsmatrix
Q2 Bewertungsmatrix des Stellvektors
R Polynom der Diophantine-Gleichung
r Proﬁlschwerpunkt
rMi Lage des Massenmittelpunktes des Ko¨rpers i
ryS Koordinate des Schwerpunktes auf der y-Achse
rzS Koordinate des Schwerpunktes auf der z-Achse
S Hilfsvariable fu¨r die Sweep-Methode
S Polynom der Diophantine-Gleichung
T Polynom der Diophantine-Gleichung
Te Zeitkonstante des Stromregelkreises
Ts Abtastzeit
x˙ zeitliche Ableitung
u Stellgro¨ße
uc Fu¨hrungsgro¨ße
v Geschwindigkeit
wo Eigenfrequenz
x Verschiebung
xg messbare Zustandsgro¨ßen
xn nicht messbare Zustandsgro¨ßen
Y (w) Da¨mpfungsfrequenzgang
y Regelgro¨ße
yM Schubmittelpunkt auf der y-Achse
α(w) Steiﬁgkeitsfrequenzgang
λ Lagrangesche Multiplikatoren
XKurzfassung
In dieser Arbeit werden die aus der Bewegung entstehenden Schwingungen
an einem Linearmotor unterdru¨ckt. Der Linearmotor ist mit zwei Balken be-
stu¨ckt und stellt damit ein Modell fu¨r eine Bestu¨ckungsmaschine dar. Die
folgenden Ziele werden erreicht:
• Beda¨mpfung der zwei ersten Eigenformen der Anordnung
• hohe Positionierungsgenauigkeit
Die Arbeit ist in drei Teile gegliedert. Zuerst wird der Linearmotor nur mit
einem Balken und eine Masse am freien Ende des Balkens bestu¨ckt. Daraus
wird nur eine Eigenschwingung bei hohen Geschwindigkeiten des Linearmo-
tors erregt. Ein Regler fu¨r ein Modell fu¨nfter Ordnung fu¨r dieses System wird
entwickelt, der diese erste erregte Eigenschwingung beda¨mpft.
Im zweiten Schritt wird ein zusa¨tzlicher Balken an der Endmasse der An-
ordnung quer erga¨nzt, damit wird eine zweite Eigenschwingung erregt. Die
zweite Eigenform dieser Schwingung ist eine Torsionsschwingung, da der Pro-
ﬁlschwerpunkt der Endmasse nicht mit dem des Schubmittelpunkts des ersten
Balkens u¨bereinstimmt. Fu¨r die Unterdru¨ckung dieser Torsionsschwingung
wird die resultierende Verschiebung bzgl. dieser Torsionsschwingung betrach-
tet, als ob sie von einer Biegeschwingung hervorgerufen wu¨rde. Diese Methode
wird in dieser vorliegenden Arbeit Pseudobiegeschwingung genannt. Damit
wird das Modell fu¨nfter Ordnung fu¨r die Regelstrecke in ein Modell siebter
Ordnung u¨berfu¨hrt. Wieder wird ein Regler entwickelt, der die beide Eigen-
schwingungen unterdru¨ckt.
Und schließlich wird die gesamte Endmasse entlang des ersten Balkens ver-
schoben. Das bewirkt Vera¨nderungen der Steiﬁgkeit dieses Balkens, neue Wer-
te fu¨r die beiden erregte Eigenschwingungen resultieren. Dafu¨r wird zusa¨tz-
lich eine einfache Regelung aus dem Gebiet der adaptiven Regler verwendet.
Dieser neue Regler wird gesteuerte adaptive Regler genannt.
XI
Die Methode der Dreiteilung zur Identiﬁzierung der Regelstrecke wurde aus
dem Bereich der experimentellen Modalanalysis u¨bernommen. Bestandteil
der Arbeit ist ein Verfahren zum Reglerentwurf, das ein allgemeines qua-
dratisches optimales Gu¨tefunktional fu¨r die Auslegung der Ru¨ckfu¨hrungen
verwendet. Die Art der Regelung, die in dieser Arbeit verwendet wird, be-
zeichnet man als aktive Regelung, da die mechanischen Eigenfrequenzen im
Bereich der Brandbreite der Regelung liegen. Die experimentellen Ergebnisse
besta¨tigen die Leistungsfa¨higkeit und die regelungstechnischen Mo¨glichkeiten
des optimalen Regelkonzepts.

11 Einleitung
Die seit einigen Jahren stetig steigenden Anforderungen nach hoher Ge-
schwindigkeit, niedrigen Kosten und niedrigem Energieverbrauch bei hoher
Genauigkeit und Zuverla¨ssigkeit begru¨nden die Anwendung von leichten Struk-
turen und ﬂexiblen Robotern.
Eine große Begrenzung fu¨r die Verwendung dieser Systeme stellen die Elastizi-
ta¨ten der mechanischen Teile dar. Die teilweise last- und positionsabha¨ngigen
Elastizita¨ten der mechanischen U¨bertragungsglieder ergeben zusammen mit
den angekoppelten Massen ein schwingungsfa¨higes System.
Um die Eﬀekte derartiger Elastizita¨ten zu minimieren, gibt es zur Zeit zwei
allgemeine Strategien:
Die erste basiert auf einer Optimierung der Schwingungseigenschaften des
dynamischen Systems in der Phase des technischen Entwurfs. Hier ko¨nnen
Struktur- und Systemparameter aus konstruktiver Sicht in sinnvollen Grenzen
vera¨ndert werden, wie zum Beispiel steifere Bauweisen.
Die zweite Strategie wird in betriebsbereiten Systemen durchgefu¨hrt. Hier
werden wieder zwei Alternativen eingesetzt. Die erste basiert auf einer Steue-
rung, die aus einem geformten Eingangssignal besteht. Das Eingangssignal
vermeidet die Anregung der Eigenfrequenzen des Systems und wird passive
Form genannt. Die zweite Strategie basiert grundsa¨tzlich auf einer Regelung,
die die Dynamik des Systems beeinﬂußt. Sie wird die aktive Form genannt,
da die Eigenfrequenzen des Systems innerhalb der Bandbreite der Regelung
liegen. In dieser Arbeit wird die aktive Form verwendet.
Die Reglerauslegung auf Basis von mathematischen Modellen fu¨r hohe Dy-
namik und Leistung bereitet ha¨uﬁg Schwierigkeiten aufgrund der Modellun-
sicherheiten, variierender Last am Endeﬀektor und Vernachla¨ssigung der Dy-
namik der hohen Frequenzen (Spillover).
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Deswegen wird nach einfachen und robusten Regelungsalgorithmen gesucht,
die Stabilita¨t und gute Performance gewa¨hrleisten. In dieser Arbeit wird ein
Regler entwickelt, der sowohl Stabilita¨t als auch eine akzeptable Regelgu¨te
bei minimalem Modellierungsaufwand gewa¨hrleistet.
1.1 Stand der Technik
Die Nachfrage nach schnellen Werkzeugmaschinen ist nicht mehr durch die
herko¨mmlichen Spindel-Muttersysteme in Verbindung mit rotierenden Moto-
ren zu befriedigen. Daher ist im letzten Jahrzehnt das Interesse an der Inte-
gration von Linearmotoren in Werkzeugmaschinen gewachsen. Verschiedene
Regelungsstrategien wie die LQR1-Regelung und Kompensation der Ripple-
Kraft durch eine Steuerung [4] zeigen ein sehr gutes Verhalten. In [51] wurde
mittels einer lernenden Steuerung und einer Ru¨ckfu¨hrung eine Positionsrege-
lung vorgestellt. Klassische Kaskadenregelungen wie P-, PI-, PT1-PI sind in
[7, 30] zu ﬁnden.
Bei komplexen Systemen tritt mit steigender Geschwindigkeit das Schwin-
gungsproblem aufgrund der Elastizita¨ten auf. Lo¨sungen fu¨r dieses Problem
werden in drei große Bereiche geteilt:
• Optimierung der Konstruktion
• Vorsteuerung und Ru¨ckfu¨hrung
• Einsatz von aktiven Regelungen
In der ersten Kategorie wird die Optimierung schwingungsfa¨higer Systeme in
der Entwurfsphase durchgefu¨hrt. Ziel dieser Entwurfsoptimierungen ist eine
optimale Konstruktion zu ﬁnden, die Eigenfrequenzen zu hohen Frequenzen
zu verschieben oder die Da¨mpfung zu erho¨hen. Optimal kann die Konstrukti-
on genannt werden, wenn sie anwendungsspeziﬁschen Forderungen wie Masse,
Steiﬁgkeit und Da¨mpfung sowie den gewu¨nschten Schwingungseigenschaften
des Systems wie Eigenfrequenzen, Amplituden und Abklingzeiten genu¨gt.
Diese enorm aufwendige Optimierung der Systemparameter wird meistens
durch Finite-Elemente-Rechnungen durchgefu¨hrt. Diese Optimierungsprozes-
se werden in [10, 33] vorgestellt. Ein Limit fu¨r die Eﬃzienz der Parameteropti-
mierung mit FEM sind die Modellierungs- und Eingabeaufwa¨nde. Einerseits
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verlangen solche Programme gute Vorkenntnisse und Erfahrung, andererseits
ist die Einarbeitung langwierig und fu¨r spezielle Probleme im konstruktiven
Bereich unwirtschaftlich.
In der zweiten Kategorie ist eine Ru¨ckfu¨hrung im Regelkreis verfu¨gbar. U¨ber
die Vorsteuerung wird die Unterdru¨ckung der Schwingungen gewa¨hrleistet.
Man spricht hierbei von einer passiven Lo¨sung. Es gibt bei diesem Verfahren
verschiedene Entwurfsmethoden. In [44] ist eine Lo¨sung durch sinusfo¨rmige
Funktionen zur Vorsteuerung beschrieben. Sie erlaubt eine bessere Auswahl
des Frequenzinhalts des Steuerungssignals. Drei verschiedene Steuerungssi-
gnale wurden in [57] auf einer Plattform einer Halbleiterscheibe mit gutem
Erfolg implementiert. Die erste Methode ist ein ruckbegrenztes Eingangssi-
gnal als Vorsteuerung. Die Grundidee ist, den Anteil hoher Frequenzanteile
im Spektrum durch die Abnahme des Rucks des Eingangssignals zu minimie-
ren. Die zweite Methode benutzt ein Transversalﬁlter, um Frequenzinhalte
aus dem Eingangssignal zu entfernen, und bei der dritten wird anhand von
Fourierreihen ein Zweipunkteingangssignal mit begrenzter Geschwindigkeit
approximiert.
In [54] wird die Fu¨hrungsgro¨ße durch eine Inversion des nicht kausalen Mo-
dells generiert. Hier wurde auch die Begrenzung der Aktoren beru¨cksichtigt.
Eine Technik zur Vermeidung der Erregung struktureller Resonanzen arbei-
tet wie ein Notchﬁlter. Sie wurde in [52, 61] entwickelt. Im Prinzip handelt
es sich hier um eine Faltung zwischen einer erwu¨nschten Fu¨hrungsgro¨ße und
einer Impulsfolge. Das Produkt dieser Faltung ist die aktuelle Fu¨hrungsgro¨ße
fu¨r das gesamte System.
Der Einsatz von aktiven Regelungen fu¨r die Unterdru¨ckung von Schwingun-
gen in elastischen Strukturen und Robotern wird in der letzten Zeit mit inten-
sivem Interesse untersucht. Dafu¨r werden eine Reihe verschiedener Sensoren
fu¨r die Erfassung der Schwingungen verwendet:
• Dehnungsmessstreifen
”
DMS “
• Beobachter
• Laser-Diode-Module und PSD2
• Piezoelektrische Elemente als struktureller Aktuator/Sensor (
”
Smart
Structure“)
2Position Sensitive Device
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• Beschleunigungssensoren
Luo [37], Matsuno [42] und Sakawa [58] haben das Problem von gekoppel-
ten Torsions- und Biegeschwingungen eines Balkens mit Endmasse unter-
sucht. Sakawa und Luo haben theoretisch demonstriert, dass die gekoppelten
Schwingungen gleichzeitig durch einen einzigen Motor unterdru¨ckt werden
ko¨nnen. Dafu¨r haben sie analytische Gleichungen anhand der Theorie der
Evolutionsgleichung entwickelt, die beide Schwingungsmoden modellieren. Im
Gegensatz dazu hat Matsuno gekoppelte Torsion-Biegeschwingungen eines
Balkens mit Endmasse praktisch mit Hilfe von zwei Motoren unterdru¨ckt.
Dafu¨r hat er entkoppelte Diﬀerentialgleichungen fu¨r die Modellierung der bei-
den Moden entwickelt. Fu¨r diese experimentelle Untersuchung hat Matsuno
DMS verwendet.
Die Unterdru¨ckung von Biegeschwingungen bei einfachen Balken haben Luo
[38] und Baicu [2] mit Hilfe verschiedener Regler durchgefu¨hrt. Luo hat an-
hand zusa¨tzlicher Messung der Scherung mit Hilfe eines PI-Reglers Schwin-
gungen in einem kartesischen Roboter unterdru¨ckt. Baicu hat den Backstep-
ping-Boundary-Regler bei einem Balken mit kleiner Endmasse erfolgreich ein-
gesetzt. Neuronale Netzwerke wurden fu¨r die Unterdru¨ckung von Vibrationen
auf einer Smart-Struktur von Yang [68] eingesetzt.
Eine einfache Methode, um einen Regler fu¨r eine ﬂexible Struktur zu ent-
wickeln, ist die Ausfu¨hrung einer Ru¨ckfu¨hrung. Aber selten ergibt diese Me-
thode eine zufriedenstellende Systemdynamik. Wenn der Aufbau des Systems
und die Dynamik der erregten Eigenfrequenzen nicht komplex sind, ist man
in der Lage eine besondere Art von Proportionalregelung einzusetzen. Diese
Art von Regelung wird
”
dissipierende Regelung“3 genannt. Ein besonderer
Fall ist die sogenannte
”
nebeneinander stehende Regelung“4, bei der die An-
zahl der Sensoren und der Aktoren gleich sind und nebeneinander auf der
Struktur stehen [16, 17, 18, 47, 50].
1.2 Ziel der Arbeit
In dieser Arbeit wird die Unterdru¨ckung von gekoppelten Torsions-Biege-
schwingungen in einem Prototyp einer Bestu¨ckungsmaschine untersucht. Be-
3dissipative Controller
4collocated Controller
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Bild 1.1: Mechanischer Aufbau des Versuchsstands
trieben wird sie mit einem Linearmotor. Bild 1.1 zeigt den mechanischen
Aufbau dieser Maschine, die aus zwei Balken und drei Massen besteht. Als
Ursache der gekoppelten Schwingungen sind die hohen Verfahrbeschleunigun-
gen zu nennen.
Die Aufgabe wird in drei Schritten gelo¨st:
• Zuna¨chst wird als eine erste Anna¨herung das System durch zwei Mas-
sen m1, m2 und einen Balken B1 modelliert und untersucht. Diese An-
ordnung verursacht nur eine Biegeschwingung, da der Schwerpunkt der
Masse m2 auf der Symmetrieebene des Balkens B1 liegt. Die beiden Mas-
sen m1 und m2 spiegeln die Masse des Maschinentisches und eine Masse
am Ende des Balkens wieder. Anhand eines Zustandsreglers wird diese
Biegeschwingung unterdru¨ckt.
• Im na¨chsten Schritt wird das Modell durch einen QuerbalkenB2 um eine
zusa¨tzliche Masse m3 erga¨nzt. Dieser Zusatz verursacht eine Torsions-
schwingung, da der Schwerpunkt nicht mehr auf der Symmetrieebene
des ersten Balkens liegt. Auch in diesem Fall wird ein Zustandsregler
entwickelt, um beide Schwingungen zu unterdru¨cken.
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• Die Bewegung der Endmassen m2, m3 und des Balkens B2 auf der x-
Achse verursacht eine A¨nderung der Parameter der Regelstrecke. In die-
sem Fall wird das Problem anhand der Methode des gesteuerten adap-
tiven Reglers behandelt.
Der Reglerentwurf erfolgt in allen drei Fa¨llen mit Hilfe von Zustandsru¨ck-
fu¨hrungen. Fu¨r die optimale Auslegung der Pole wird die Matrix-Ricatti-
Diﬀerenzengleichung verwendet. Die Messung der Beschleunigung der Masse
m2, um Geschwindigkeit und Lage zu gewinnen, erfolgt durch einen Beschleu-
nigungssensor der Firma Analog Devices.
72 Grundbegriﬀe
Heutzutage werden Werkzeugmaschinen und ﬂexible Strukturen u¨berall ver-
wendet. Da diese Systeme aus elastischen Teilen bestehen, reagieren sie auf
a¨ußere und innere Kra¨fte. Dies verursacht kleine und ﬁnite Verformungen, die
sich u¨ber das gesamte System verteilen. Diese Verformungen eines elastischen
Ko¨rpers sind der verformenden Kraft proportional. Dies gilt natu¨rlich nur im
so genannten elastischen Bereich des Ko¨rpers; bei sehr großen Kra¨ften tritt
plastische Verformung auf, die ein nichtlineares Verhalten aufweist [56].
Die Untersuchung dieser Verformungen ist eine der Aufgaben der experimen-
tellen Modalanalyse1. Die experimentelle Modalanalyse ist im wesentlichen
ein Werkzeug, um zuverla¨ssige Modelle eines dynamischen Systems zu erhal-
ten [41]. Das Versta¨ndnis der experimentellen Modalanalyse impliziert die
Kenntnis eines breiten Bereichs von physikalischen Gesetzen. Dazu werden
Voraussetzungen angenommen. Zwei der wichtigsten davon sind:
• Eine ﬂexible Struktur ist ein lineares System, das durch Diﬀerentialglei-
chungen beschrieben werden kann.
• Eine ﬂexible Struktur ist ein zeitinvariantes System.
2.1 Experimentelle Modalanalyse
Die Modellierung von physikalischen Systemen hat zur Folge, dass Modelle
hoher Ordnung entstehen. Fu¨r den Entwurf eines Reglers ist es allerdings
wu¨nschenswert, ein einfaches Modell niedriger Ordnung zu haben, um auch
einen Regler niedriger Ordnung zu erhalten [55]. Ein Weg, ein einfaches und
reduziertes Modell zu ﬁnden, ist die Verwendung der experimentellen Modal-
analyse. Die experimentelle Modalanalyse erlaubt die implizite Ermittlung
1Modal Testing
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der zugeho¨rigen Eigenfrequenzen des Systems [63]. Damit ist man in der La-
ge, durch einfache experimentelle Untersuchungen ein mathematisches Modell
fu¨r eine ﬂexible Struktur zu entwickeln.
Unter einer ﬂexiblen Struktur versteht man ein endlichdimensionales, steu-
erbares und beobachtbares lineares System mit niedriger Da¨mpfung und mit
einfachen komplexen Polen [17].
Beschreibung
der Struktur
Eigenschwingungs-
berechnung
Höhe der
Antwort
Räumliches
Modell
Modales
Model
Antwort des
Modells
Masse, Dämpfung,
Steifigkeit
Eigenfrequenzen Frequenzgang
(a) Theoretischer Weg zur Schwingungsanalyse
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berechnung
Strukturelles
Modell
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Modell
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Antwort des
Modells
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Steifigkeit
EigenfrequenzenFrequenzgang
(b) Experimenteller Weg zur Schwingungsanalyse
Bild 2.1: Schwingungsanalyse
In Bild 2.1 sind die zwei herko¨mmlichen Wege zur Schwingungsanalyse dar-
gestellt. Der erste Teil zeigt den theoretischen Weg, in dem zuerst ein ana-
lytisches Modell abgeleitet wird. Zu diesem Zweck wird manchmal anhand
Finite Elemente Methoden das Modell ermittelt und anschließend werden die
Elemente der Struktur wie Steiﬁgkeit, Da¨mpfung und Masse bestimmt. Der
Frequenzgang dieses Modells wird mit dem experimentellen Frequenzgang des
realen Systems verglichen, um eine Gu¨ltigkeit des mathematischen Modells
zu gewa¨hrleisten. Der zweite Teil des Bildes zeigt den experimentellenWeg, in
dem Frequenzga¨nge der realen Strukturen ermittelt werden, um anschließend
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ein modales Modell zu erhalten. Dieses Modell besteht aus Eigenfrequenzen
und Eigenvektoren, die die Basis fu¨r ein strukturelles Modell sind.
2.2 Resonanzen und Antiresonanzen
Ein Grund fu¨r die Analyse der Resonanzen liegt in ihren negativen Eﬀek-
ten. Wa¨hrend des Betriebs in Resonanz werden u¨berma¨ßige Amplituden der
Bewegungen erzeugt, die strukturelle Ermu¨dung, Versagen, gefa¨hrliche und
unangenehme Eﬀekte fu¨r die Menschen und eine Abnahme der Genauigkeit
des Endproduktes zur Folge haben. Allgemein ausgedru¨ckt, Resonanz ist ein
Zustand, wo eine minimale Erregung erforderlich ist, um ein Maximum der
dynamischen Antwort des Systems zu erzeugen. Die Frequenzen, wo diese Ma-
xima auftauchen, werden Resonanzfrequenzen des Systems genannt [13].
Bei freien geda¨mpften Schwingungen eines Systems sind drei Fa¨lle zu unter-
scheiden. Die Bewegungsgleichung des Systems aus Bild 2.2 ohne Erregerkraft
lautet:
mq¨ + bq˙ + kq = 0 (2.1)
Die Lo¨sung mit Hilfe der Laplace-Transformation,
ms2Q(s) + bsQ(s) + kQ(s) = 0
lautet:
s1,2 =
1
2m
(
−b±
√
b2 − 4mb
)
. (2.2)
Es gibt dabei drei verschiedene Fa¨lle in Abha¨ngigkeit der Da¨mpfung b des
Systems:
• u¨berkritisch geda¨mpftes System b > 2√mb
• kritisch geda¨mpftes System b = 2√mb
• unterkritisch geda¨mpftes System b < 2√mb
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Bei ﬂexiblen Strukturen handelt es sich um unterkritisch geda¨mpfte Systeme,
da die Gro¨ße b sehr klein ist. Obwohl die Da¨mpfung klein ist, ist sie nie Null,
da es immer Energieverluste in realen Systemen gibt.
Wenn die Frequenz der Erregerkraft sich der ungeda¨mpften Eigenfrequenz
eines unterkritisch geda¨mpften Systems wr =
√
k/m na¨hert, wird der Betrag
einen maximalen Wert annehmen und die Phase wird 90◦ durchqueren.
Bei Systemen mit Erregerkraft und viskoser Da¨mpfung wie in Bild 2.2 dar-
gestellt, wird der Betrag einen maximalen Wert bei einer Frequenz w =
wr
√
1− 2b2 annehmen.
Bild 2.2: Resonanz
Im Gegensatz dazu sind die Antiresonanzen lokale Zusta¨nde, die im System
großen Widerstand gegen Schwingungen leisten. Es sind Frequenzen, bei de-
nen eine maximale Erregung eine minimale Verschiebung verursacht. Ein ein-
faches System mit Antiresonanz bei wa ist das in Bild 2.3 dargestellte Masse-
Feder-Da¨mpfer System mit einer harmonischen Kraft als Eingangssignal. Bei
einer konstanten Amplitude der Kraft hat die Amplitude der Verschiebung
bei der Antiresonanz einen minimalen Wert.
2.3 Modelle
Ein lineares Modell la¨sst sich durch lineare Diﬀerentialgleichungen beschrei-
ben. Strukturelle Modelle lassen sich entweder als Diﬀerentialgleichungen
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Bild 2.3: Antiresonanz
zweiter Ordnung oder als Diﬀerentialgleichungen erster Ordnung im Zustands-
raum beschreiben. Im ersten Fall ist das System durch die Freiheitsgrade und
im zweiten Fall durch die Zustandsgro¨ßen des Systems beschrieben. In der
Regelungstechnik ist die Darstellung mit Zustandsgro¨ßen bevorzugt. In der
Mechanik dagegen ist die Darstellung als Systeme II.Ordnung u¨blich.
Die herko¨mmlichen Koordinaten fu¨r die Beschreibung dieser Modelle sind
die Nodal und Modal Koordinaten. Die Nodal Koordinaten sind durch die
Verschiebungen und Geschwindigkeiten von Knoten auf der Struktur gekenn-
zeichnet, die als Node bezeichnet sind. Die Modal Koordinaten sind durch
Verschiebungen und Geschwindigkeiten der strukturellenModen gekennzeich-
net.
Fu¨r ein besseres Versta¨ndnis werden in den folgenden Abschnitten die ver-
schiedenen Modelle erkla¨rt, die eventuell bei der Analyse von Maschinen-
schwingungen verwendet werden ko¨nnen.
2.4 Strukturelles Modell zweiter Ordnung
Die Strukturellen Modelle zweiter Ordnung werden bei Diﬀerentialgleichun-
gen zweiter Ordnung verwendet. Sie werden meistens fu¨r die Analyse struk-
tureller Dynamik benutzt.
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2.4.1 Nodal Modell
Diese Modelle sind in Nodal Koordinaten beschrieben. Dies sind die No-
dal Verschiebung und die Nodal Geschwindigkeit. Diese Modelle sind durch
Masse, Steiﬁgkeit, Da¨mpfung und durch die Lage der Sensoren und Akto-
ren charakterisiert. Die Modelle stammen normalerweise aus Finite-Elemente
Programmen.
Eine ﬂexible Struktur ist in Nodal Koordinaten durch die folgenden Diﬀeren-
tialgleichungen zweiter Ordnung beschrieben
Mq¨ + Dq˙ +Kq = Bou,
Coqq + Covq˙ = y.
(2.3)
Wobei
nd : Anzahl von Freiheitsgraden,
s : Anzahl von Einga¨ngen,
r : Anzahl von Ausga¨ngen,
q : nd × 1 Vektor der Verschiebungen,
u : s× 1 Eingangsvektor,
y : r × 1 Ausgangsvektor,
M : nd × nd Matrix der Massen,
D : nd × nd Matrix der Da¨mpfungen,
K : nd × nd Matrix der Steiﬁgkeiten,
Bo : nd × s Eingangsmatrix,
Coq : r × nd Ausgangsmatrix der Verschiebungen,
Cov : r × nd Ausgangsmatrix der Geschwindigkeiten.
2.4.2 Modales Modell
Das modale Modell kann mittels Identiﬁkationsmethoden oder aus einer Trans-
formation des Nodal Modells gewonnen werden. Im Fall einer Transformation
aus dem Nodal Modell wird ein System mit ungeda¨mpften freien Schwingun-
gen u = 0 und D = 0 angenommen. In diesem Fall ist die Lo¨sung von (2.3)
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gleich
q = φejwt, (2.4)
und somit ist q¨ = −w2φejwt. Damit hat (2.3) die folgende Form
(K − w2M)φejwt = 0. (2.5)
Eine nicht triviale Lo¨sung von (2.5) existiert, wenn
det(K − w2M) = 0 (2.6)
ist. Es ko¨nnen n Werte von w : w1, w2, . . . , wn gefunden werden, die die
Gleichung (2.6) erfu¨llen, wobei n ≤ nd. Die Kreisfrequenz wi ist die i-te
Eigenfrequenz des Systems. Nach dem Ersatz von wi in (2.5) werden die
Lo¨sungen fu¨r φ1, φ2, . . . , φn gewonnen, wobei die φi den i-ten Eigenvektor
darstellt.
Mit Hilfe der Deﬁnition der folgenden Matrizen
Ω = diag(w1, w2, ...wn), (2.7)
Φ = [φ1, φ2, ...φn], (2.8)
werden die Matrizen der Massen M und der Steiﬁgkeiten K
Mm = Φ
TMΦ, (2.9)
Km = Φ
TKΦ (2.10)
diagonal gemacht, wobei Mm die Matrix der Modal Masse und Km die Matrix
der Modal Steiﬁgkeit ist.
Zusa¨tzlich wird auch die Matrix der Da¨mpfung
Dm = Φ
TDΦ. (2.11)
auf Diagonalform transformiert.
Unter Zuhilfenahme einer neuen Variable qm mit
q = Φqm (2.12)
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und mit ΦT von links multipliziert ergibt sich (2.3) zu
ΦTMΦq¨m + Φ
TDΦq˙m + Φ
TKΦqm = Φ
TBou,
CoqΦqm + CovΦq˙m = y,
(2.13)
oder
Mmq¨m + Dmq˙m +Kmqm = Φ
TBou,
CoqΦqm + CovΦq˙m = y.
(2.14)
Mit einer Multiplikation von links mit M−1m ist
q¨m + M
−1
m Dmq˙m + M
−1
m Kmqm = M
−1
m Φ
TBou,
CoqΦqm + CovΦq˙m = y.
(2.15)
Schließlich hat das Modal Modell zweiter Ordnung die folgende Form
q¨m + 2ZΩq˙m + Ω
2qm = Bmu,
Cmqqm + Cmvq˙m = y,
(2.16)
wobei
Ω2 = M−1m Km,
Z = 0.5M−1m DmΩ
−1,
Bm = M
−1
m Φ
TBo,
Cmq = CoqΦ,
Cmv = CovΦ.
gilt.
2.5 Strukturelles Modell im Zustandsraum
In der Regelungstechnik wird die Repra¨sentation des Strukturellen Modells
im Zustandsraum bevorzugt:
x˙ = Ax + Bu,
y = Cx.
(2.17)
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Hierbei bedeuten
x : Zustandsvektor,
u : Eingangs- oder Steuervektor,
y : Ausgangsvektor,
A : Systemmatrix,
B : Eingangs- oder Steuermatrix,
C : Ausgangs- oder Beobachtungsmatrix.
Diese Zustandsraum-Repra¨sentation kann in Nodal oder Modal Form erfol-
gen.
2.5.1 Nodal Modell
Die Gleichung (2.3) wird in
q¨ + M−1Dq˙ +M−1Kq = M−1Bou (2.18)
und
Coqq + Covq˙ = y (2.19)
transformiert.
Dabei ist der Zustandsvektor
x =
[
q
q˙
]
, (2.20)
wobei das erste Element die Verschiebung und das zweite die Geschwindigkeit
des Systems darstellt.
Nach einigen algebraischen Manipulationen folgt,
A =
[
0 I
−M−1K −M−1D
]
,
B =
[
0
M−1Bo
]
,
C =
[
Coq Cov
]
,
(2.21)
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wobei A eine N × N , B eine N × s und C eine r × N Matrix ist. Die Di-
mension dieser Zustandsgleichung N ist zweimal gro¨ßer als die Anzahl der
Freiheitsgrade des Systems nd, N = 2nd.
2.5.2 Modal Modell
Die entstehende Ordnung N der Nodal Repra¨sentation ist manchmal sehr
hoch und daher nicht akzeptabel, z.B. bei Modellen die aus Programmen fu¨r
Finite Elemente abgeleitet werden. Eine Alternative ist die Herleitung einer
Zustandsraum-Repra¨sentation aus der Modal Form zweiter Ordnung (2.16).
Anhand der Deﬁnition einer Zustandsgro¨ße aus den modalen Verschiebungen
und Geschwindigkeiten,
x =
[
x1
x2
]
=
[
qm
q˙m
]
, (2.22)
wird die Gleichung (2.16)
x˙1 = x2, (2.23)
x˙2 = −Ω2x1 − 2ZΩx2 + Bmu, (2.24)
y = Cmqx1 + Cmvx2, (2.25)
transformiert. Im Zustandsraum ergeben sich folgende Matrizen
A =
[
0 I
−Ω2 −2ZΩ
]
,
B =
[
0
Bm
]
,
C =
[
Cmq Cmv
]
.
(2.26)
In dieser Repra¨sentation ist x1 der Vektor der modalen Verschiebungen und x2
der Vektor der modalen Geschwindigkeiten. Die Dimension dieser Repra¨sen-
tation ist 2n. Im Gegensatz dazu war die Ordnung in (2.21) mit nd wesentlich
gro¨ßer. Hier ist n << nd.
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Block Diagonal Modal Modell
Die vorhergehende Darstellung ist keine reale Zustandsraum Modal Repra¨-
sentation. Die modale Repra¨sentation ist durch die folgenden Matrizen cha-
rakterisiert
Am = diag(Ami),
Bm =
⎡
⎢⎢⎢⎣
Bm1
Bm2
...
Bmn
⎤
⎥⎥⎥⎦ ,
Cm =
[
Cm1 Cm2 . . . Cmn
]
,
(2.27)
wobei i = 1, 2, . . . , n, Ami eine 2×2, Bmi eine 2×s und Cmi eine r×2 Matrix
ist. Die Blo¨cke der Matrizen Ami ko¨nnen eine der folgenden vier Formen
haben:
• Modal Form 1
Ami =
[
0 wi
−wi −2ζiwi
]
, (2.28)
• Modal Form 2
Ami =
[−ζiwi wi
−wi −ζiwi
]
, (2.29)
• Modal Form 3
Ami =
[
0 1
−w2i −2ζiwi
]
, (2.30)
• Modal Form 4
Ami =
[−ζiwi + jwi√1− ζ2i 0
0 −ζiwi − jwi
√
1− ζ2i
]
. (2.31)
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Die Zusta¨nde x der Modal Repra¨sentation bestehen aus n unabha¨ngigen Ele-
menten xi, die je einen Zustand jeder Mode repra¨sentieren.
x =
⎡
⎢⎢⎢⎣
x1
x2
...
xn
⎤
⎥⎥⎥⎦ (2.32)
Die i-te Mode hat die Zustandsraum Repra¨sentation
(Ami, Bmi, Cmi), (2.33)
sie ist in einer unabha¨ngigen Form aus den Zustandsgleichungen
x˙i = Amixi +Bmiu, (2.34)
yi = Cmixi, (2.35)
entstanden, so dass y =
∑n
i=1 yi ist. Das i-te Zustandselement der Modal
Formen ist
• Modal Form 1
xi =
[
qmi
q˙mi/wi
]
(2.36)
• Modal Form 2
xi =
[
qmi
qmoi
]
(2.37)
• Modal Form 3
xi =
[
qmi
q˙mi
]
(2.38)
• Modal Form 4
xi =
[
qmi − jqmoi
qmi + jqmoi
]
(2.39)
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wobei die qmi und q˙mi, die i-te Modale Verschiebung und Geschwindigkeit
sind. Es gilt qmoi = ζiqmi + q˙mi/wi.
2.6 Spillover
Eine eventuelle Folge bei der aktiven Schwingungsda¨mpfung ist, dass Insta-
bilita¨ten wegen des Spillovers eintreten ko¨nnen [3, 23, 47]. Um den Eﬀekt des
Spillovers zu erkla¨ren, wird das folgende Vorgehen gewa¨hlt. Die Verschiebung
q in der Gleichung (2.16)
q¨m + 2ZΩq˙m + Ω
2qm = Bmu,
CoqΦqm + CovΦq˙m = y,
kann in zwei Teile aufgeteilt werden. Wobei aus (2.12) qm = Φ
−1q ist. Dafu¨r
wird zuerst die Lo¨sung (2.4) dieser Verschiebung durch den Bernoullischen
Separationsansatz
q(x, t) = φejwt =
k=i∑
k=1
vk(t)ψk(x), (2.40)
ersetzt. Wobei vk(t) der zeitabha¨ngige Teil und ψk(x) der ortsabha¨ngige Teil
des Lo¨sungsansatzes sind. Da i eventuell sehr groß werden kann, ist es selbst-
versta¨ndlich, dass es nicht mo¨glich ist, alle Moden zu regeln. Deswegen wird
eine Trennung wie folgt
q(x, t) = qN(x, t) + qR(x, t) (2.41)
gewa¨hlt, wobei
qN(x, t) : der steuerbare Teil (N<i) und,
qR(x, t) : der Teil der R u¨brigen Moden, die nicht steuerbar sind, ist.
Bei einer Umstellung der Moden im Zustandsraum, ist es mo¨glich zwei Vek-
toren zu erzeugen,
wN =
[
qTN q˙
T
N
]
,
wR =
[
qTR q˙
T
R
]
.
(2.42)
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Die Diﬀerentialgleichungen im modalen Zustandsraum lauten
w˙N = A¯NwN + B¯Nu, (2.43)
w˙R = A¯RwR + B¯Ru, (2.44)
y = CNwN + CRwR (2.45)
und mit der dritten Form der Matrizen gema¨ß (2.30)
A¯N =
[
0 I
−ΩN −2ZΩN
]
, A¯R =
[
0 I
−ΩR −2ZΩR
]
,
B¯N =
[
0
BN
]
, B¯R =
[
0
BR
]
,
C =
[
CN CR
]
.
Anhand des Systems (2.43) ist es nun mo¨glich, einen Regler zu entwerfen:
u(t) = QN(t)wN . (2.46)
Der Entwurf kann durch Polvorgabe oder durch die optimale Regelung ge-
schehen. Da diese aktive Regelung ohne die Beru¨cksichtigung der u¨brigen R
Moden (2.44) entworfen wurde, wird sie bei einem System ohne restliche Dy-
namik (AR = 0) und bei BR = 0 und CR = 0 gute Eigenschaften aufweisen.
Jedoch ist das fu¨r die meisten Systeme nicht der Fall und es wird nachteilige
Eﬀekte fu¨r das gesamte System haben, da AR = 0, BR = 0 und CR = 0 sind.
Dieser Eﬀekt wird Spillover genannt [3]. In Bild 2.4 ist zu sehen, dass der
Ausgang der Sensoren durch CR verzerrt wird. Diese Form wird Beobachter
Spillover genannt. Gleichzeitig werden die u¨brigen R Moden durch BR erregt;
diese Form heißt Steuerung Spillover.
2.7 Frequenzgangfunktionen mechanischer Systeme
Die drei gewo¨hnlichen Frequenzgangfunktionen eines strukturellen Systems
sind in Tabelle 2.1 dargestellt. Diese Frequenzgangfunktionen werden im all-
gemeinen in Bodediagrammen dargestellt. Ein Bodediagramm besteht aus
zwei Diagrammen: Das erste ist die Darstellung der Betragskennlinie und das
zweite ist die Phasenkennlinie des Frequenzgangs des Systems, beide Dia-
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Bild 2.4: Steuerbares und beobachtbares Spillover
gramme sind gegen die Frequenz in einer logarithmischen Skala dargestellt.
Tabelle 2.1: Begriﬀe von Frequenzgangfunktionen
Antwort Begriﬀ Name
Verschiebung x/f = α(w) Steiﬁgkeitsfrequenzgang
Geschwindigkeit v/f = Y(w) = jwα(w) Da¨mpfungsfrequenzgang
Beschleunigung a/f = A(w) = -w2α(w) = jwY(w) Massenfrequenzgang
Die Verwendung von logarithmischen Skalen hat Vorteile, da eine Darstellung
der Nieder- und Hochfrequenzdynamik der U¨bertragungsfunktion in einem
einzigen Diagramm mo¨glich ist [49]. Dieses Verhalten ist vorteilhaft, da es
eine einfache Methode fu¨r die Validierung eines Frequenzgangs mechanischer
Systeme zur Verfu¨gung darstellt.
Um den Verlauf der Frequenzga¨nge zu erkla¨ren, wird zuerst der Steiﬁgkeits-
frequenzgang wie folgt beschrieben. Eine Punktmasse im freien Raum wird
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mit einer Erregerkraft beaufschlagt. Es folgt aus dem Newton Gesetz
mx¨ = f, (2.47)
wobei f als eine harmonische Erregerkraft angenommen wird. Daraus folgt,
dass der Steiﬁgkeitsfrequenzgang des einfachen Systems
α(w) = − 1
w2m
(2.48)
lautet.
Der Betrag des Steiﬁgkeitsfrequenzgangs α(w) ist in logarithmischer Form
log |α(w)| = −log(m)− 2 · log(w). (2.49)
Das logarithmische Diagramm des Betrags u¨ber der Frequenz von α(w) ist in
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Bild 2.5: Steiﬁgkeitsfrequenzgang α(w)
Bild 2.5 dargestellt. Die dargestellte Linie weist eine Steigung von −2 auf.
Das gleiche gilt fu¨r eine masselose Feder
kx = f, (2.50)
hieraus folgt,
log |α(w)| = −log(k). (2.51)
Das bedeutet im Bodediagramm von α(w) eine Linie mit Steigung Null.
2.7 Frequenzgangfunktionen mechanischer Systeme 23
Da Verschiebung, Geschwindigkeit und Beschleunigung mathematisch zusam-
menha¨ngende Variablen sind, ist es mo¨glich aus einer von diesen Variablen
die anderen zu gewinnen. Denn die Ableitung des Steiﬁgkeitsfrequenzganges
ist der Da¨mpfungsfrequenzgang.
Y (w) =
x˙(t)
f(t)
=
iwXeiwt
Feiwt
= iw
X
F
= iwα(w), (2.52)
hieraus folgt
|Y (w)| = w |α(w)|
arg [Y (w)] = arg [α(w)] +
π
2
.
(2.53)
Bild 2.6 zeigt den Betragsverlauf fu¨r den Da¨mpfungsfrequenzgang. Dabei ist
die Linie mit Steigung von −1 fu¨r die Masse und von 1 fu¨r die Steiﬁgkeit.
Auf a¨hnliche Weise folgt fu¨r den Massenfrequenzgang,
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Bild 2.6: Da¨mpfungsfrequenzgang Y (w)
A(w) =
x¨(t)
f(t)
=
−w2Xeiwt
Feiwt
= −w2α(w), (2.54)
hieraus folgt
|A(w)| = w2 |α(w)|
arg [A(w)] = arg [α(w)] + π.
(2.55)
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und
|A(w)| = w |Y (w)|
arg [A(w)] = arg [Y (w)] +
π
2
.
(2.56)
Der Betragsverlauf fu¨r den Massenfrequenzgang in Bild 2.7 zeigt eine Linie
mit Steigung von 0 fu¨r die Masse und von −2 fu¨r die Steiﬁgkeit.
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Bild 2.7: Massenfrequenzgang A(w)
2.8 Der piezoelektrische Beschleunigungsaufnehmer
Die Integration der Beschleunigung um die Geschwindigkeit und Verschie-
bung zu erhalten, ist ein deutlicher Vorteil des Beschleunigungssensors, wenn
er als Messgro¨ßenaufnehmer bei der Messung von Schwingungen verwendet
wird.
Die Berechnung der Geschwindigkeit und Verschiebung dynamischer Systeme
aus der Beschleunigung ist keine einfache Aufgabe. Dazu kommen verschiede-
ne Faktoren, die die Performance eines Messgro¨ßenaufnehmers beeinﬂussen.
Diese Faktoren ko¨nnen in zwei Arten unterteilt werden [60]:
• Umwelteinﬂu¨sse: Feuchtigkeit, Temperaturschwankungen, radioaktive
Strahlung, Umgebungstemperatur
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• Montage: Basisdehnungen, Erdschleifenstro¨me, reibungselektrische Ef-
fekte, Elektromagnetische Sto¨rungen.
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Bild 2.8: Typische Performance des Beschleunigungssensor ADXL 105 vs.
Temperatur.
Da alle piezoelektrischen Materialien temperaturabha¨ngig sind, bewirkt eine
A¨nderung der Umgebungstemperatur eine A¨nderung des Aufnehmer-U¨bertra-
gungsfaktors [48]. Bild 2.8 zeigt zwei wichtige Charakteristiken infolge der
Temperatur des Beschleunigungssensors ADXL 105 der Firma Analog Devi-
ces, der in dieser Arbeit verwendet wurde.
Eine wesentliche Folge der A¨nderung der Umgebungstemperatur ist der so
genannte Oﬀset auf dem Ausgang des Beschleunigungsaufnehmers. Der Oﬀ-
set ist ein bleibender Ausgangswert bei Eingang Null, also eine Verschiebung
der Kennlinie. Dieses Pha¨nomen hat nachteilige Konsequenzen bei der Be-
rechnung der Geschwindigkeit und Verschiebung.
In Bild 2.9 ist ein Beschleunigungssignal mit einem kleinen Oﬀset gezeigt. Aus
diesem Signal wurden die Geschwindigkeit durch einfache Integration und die
Verschiebung durch doppelte Integration erzeugt. Es ist deutlich zu erkennen,
dass sowohl die Geschwindigkeit als auch die Verschiebung zunehmendeWerte
bei dem stationa¨ren Zustand aufweisen.
Eine einfache Maßnahme gegen diese zunehmenden Werte ist die Verwendung
eines PT1-Gliedes anstelle des Integrators. Bild 2.9 zeigt, dass bei Verwen-
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dung eines PT1-Gliedes zur Berechnung der Verschiebung trotzdem ein an-
steigendes Signal der Verschiebung vorhanden ist, obwohl die Berechnung der
Geschwindigkeit durch ein PT1-Glied gut funktioniert. Um ein gutes Ergebnis
zu erhalten, wu¨rde man zuerst die Geschwindigkeit anhand eines PT1-Gliedes
und anschließend die Verschiebung mit einem Integrator berechnen.
Bild 2.10 zeigt den Amplituden- und Phasengang des PT1-Gliedes. Hier wird
der Frequenzgang des PT1-Gliedes in zwei Bereiche geteilt, in einen P-Bereich
und einen I-Bereich. Der P-Bereich beschreibt einen rein proportionalen Zu-
sammenhang zwischen der Ein- und Ausgangsgro¨ße. Diese Proportionalita¨t
wird auch als Versta¨rkungsfaktor des P-Gliedes bezeichnet. Der andere Be-
reich fu¨hrt die u¨bliche Integration der Eingangsgro¨ße durch. In dieser Arbeit
wurde der Versta¨rkungsfaktor des PT1-Gliedes kleiner als eins genommen, um
die Eﬀekte des CD-Anteils der Eingangsgro¨ße zu verkleinern. Damit wurde
die Geschwindigkeit aus der Beschleunigung hergeleitet. Da in diesem Fall der
CD-Anteil der Geschwindigkeit fast beseitigt wurde, wurde fu¨r die Herleitung
der Verschiebung eine reine Integration verwendet.
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3 Regelungskonzepte
Zwei der wichtigsten Aufgaben eines Reglers fu¨r ein System mit ﬂexiblen
Strukturen sind, eine gute Leistung zu erhalten und Stabilita¨t zu garantieren.
Es wird erwartet, dass die Eigenfrequenzen der Strukturen in der Bandbreite
des Reglers liegen und trotz Fehlern in der Modellierung das System ein ro-
bustes Verhalten zeigt. Diese Art von Regelungen werden aktive Regelungen
genannt. Hier wird gezeigt, dass Stabilita¨t nicht unbedingt gute Performan-
ce garantiert. Im na¨chsten Abschnitt werden alternative Regelungskonzepte
vorgestellt und einige Gru¨nde bei der Wahl des optimalen Zustandsreglers
aufgefu¨hrt.
3.1 Alternative Regelungskonzepte
3.1.1 Deadbeat-Regler
Deadbeat-Regler ohne Stellgro¨ßenvorgabe
Bei dem Deadbeat-Regler ohne Stellgro¨ßenvorgabe gibt es nur einen Ent-
wurfsparameter, die Abtastzeit. Bei kleinen Abtastzeiten werden die Stell-
hu¨be unrealistisch groß, und bei sinnvollen Stellhu¨ben werden relativ große
Abtastzeiten beno¨tigt, was im allgemein zu einem schlechten Sto¨rverhalten
fu¨hrt. Dieser Faktor bringt dem Deadbeat-Regler einen schlechten Ruf ein.
Bei diesem Entwurf muss die Abtastzeit sehr vorsichtig gewa¨hlt werden [1].
Der Deadbeat-Regler ist nicht anwendbar bei Strecken mit ausgepra¨gter Ei-
genfrequenz, da er die Pole der Strecke direkt kompensiert [6]. Zudem reagiert
er sehr empﬁndlich auf Fehler im Modell [45].
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Deadbeat-Regler mit Stellgro¨ßenvorgabe
Erho¨ht man die endliche Einstellzeit um eine Einheit, dann kann man einen
Wert der Stellgro¨ße beliebig vorgeben [25]. Da der erste Stellgro¨ßenwert u(0)
der Gro¨ßte ist, sei dieser vorgegeben. Bei diesem Regler man darf u(0) nicht
zu klein wa¨hlen, denn sonst wu¨rde u(1) > u(0) werden, und u(1) wa¨re auch
unrealistisch groß. Durch die Fo¨rderung u(1) ≤ u(0) ist nicht sichergestellt,
dass fu¨r k ≥ 2 |u(k)| < |u(0)|. Die Stellgro¨ßenamplitude kann noch wei-
ter verkleinert werden, wenn man die Einstellzeit vergro¨ßert. Dieser Entwurf
wurde in dieser Arbeit nicht verfolgt, da das Deadbeat-Verhalten wie bei der
vorherigen Methode nur bei einer exakte U¨bereinstimmung von Prozeßmodell
und Prozeß erreicht wird [25].
3.1.2 PID-Regler
Der PID-Regler ﬁndet ein breites Anwendungsspektrum wegen seiner Ein-
fachheit und relativen Robustheit. Dieses Verfahren ist geeignet fu¨r Strecken
mit ausreichender Da¨mpfung und es gibt eﬀektive Methoden fu¨r die Ausle-
gung dieses Reglers wie z.B. die Ziegler-Nichols-Gleichung, das Da¨mpfungsop-
timum-Verfahren, das Betragsoptimum etc. [69]. Aber fu¨r Strecken mit nicht
ausreichender Da¨mpfung ist die Leistung der Regelung manchmal nicht aus-
reichend [31, 45]. Fu¨r den Fall einer schwach geda¨mpften Strecke existiert
eine weitere Mo¨glichkeit, die eine Ru¨ckfu¨hrung der Geschwindigkeiten des
Systems verwendet.
3.1.3 PID-Regler plus Aufschaltung der Diﬀerenzgeschwindigkeit
Wenn zusa¨tzliche Schwingungen mit dem gewo¨hnlichen PID-Regler nicht aus-
reichend beda¨mpft werden ko¨nnen, wird eine Erweiterung dieses Verfahrens
beno¨tigt. Das neue Verfahren verwendet eine zusa¨tzliche da¨mpfende Ru¨ckfu¨h-
rung der Diﬀerenz der Geschwindigkeiten der Massen des Systems. Die Ver-
sta¨rkung dieser Ru¨ckfu¨hrung muss durch ein Suchverfahren bestimmt werden
[36].
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3.1.4 H∞- und H2-Regler
Diese zwei Auslegungsverfahren bieten eine robuste Lo¨sung fu¨r Systeme mit
Modellfehler. Der H2-Regler stellt eine Verallgemeinerung des LQG-Reglers
dar. Der H∞-Regler hat gute Ergebnisse bei ungeda¨mpften Systemen [18, 23]
und Systemen mit nicht linearen Schwingungen gezeigt [5]. Ein Nachteil dieser
Methode ist, dass die Ordnung der Regelung ha¨uﬁg gro¨ßer ist als die Ordnung
der Regelstrecke, da zusa¨tzliche Gewichtsfaktoren fu¨r den Regelungsentwurf
verwendet werden mu¨ssen [46]. Fu¨r Regelstrecken ho¨herer Ordnung wird eine
Reduktion der Regelstrecke no¨tig, was keine einfache Aufgabe darstellt. Oh-
ne Reduktion fu¨hrt z.B. die Implementierung auf einem Mikrocontroller zu
Problemen, da die U¨bertragungsfunktionen sehr rechenaufwendig sind [20].
3.1.5 Zustandsregler
Diese Art von Regelung basiert auf der Ru¨ckfu¨hrung der Zustandsgro¨ßen
der Regelstrecke durch geeignete Versta¨rkungen. Es wird dabei angenommen,
dass die sa¨mtliche Zustandsgro¨ßen zur Verfu¨gung stehen. Wenn das nicht der
Fall ist, muss ein Zustandsbeobachter eingesetzt werden. Dadurch verliert der
Entwurf an Robustheit [45].
Die Auslegung der Pole kann durch Polvorgabe oder durch die Lo¨sung der
Matrix-Ricatti-Diﬀerenzengleichung durchgefu¨hrt werden. Der Zustandsreg-
ler hat durch eine optimale Auslegung bei schwach geda¨mpften Regelstrecken
ausreichende Robustheit gezeigt [11]. Die Stabilita¨t ist automatisch erfu¨llt,
wenn ein Gu¨tefunktional fu¨r die Auslegung der Pole verwendet wird [39]. In
dieser Arbeit wird eine Zustandsregelung mit der Auslegung der Pole durch
die Matrix-Ricatti-Diﬀerenzengleichung verwendet.
3.2 Optimale Zustandsregelung
Ziel einer Regelung ist die Diﬀerenz zwischen der Fu¨hrungsgro¨ße und der Re-
gelgro¨ße zu minimieren bei gleichzeitig niedrigen Stellamplituden. Im Allge-
meinen ist es schwierig beide Anforderungen gleichzeitig zu erfu¨llen. Deshalb
wird meistens ein Kriterium gesucht, das diese beiden Anforderungen an die
Regelung beru¨cksichtigt. Dafu¨r wird ein Gu¨tefunktional verwendet.
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Da die optimale Zustandsregelung vom Gu¨tefunktional abha¨ngt, kann die Re-
gelung immer nur fu¨r das speziﬁsche Gu¨tefunktional optimal sein [9]. Es gibt
eine Vielzahl an Mo¨glichkeiten fu¨r ein Gu¨temaß z.B. zeitoptimal, verbrauchsop-
timal, stellenergieoptimal, allgemein quadratisch optimal etc. [24].
In dieser Arbeit wird das allgemeine quadratische optimale Gu¨tefunktional
j verwendet, um die Versta¨rkungen der Zustandsru¨ckfu¨hrung zu ermitteln.
Dazu werden die wichtigsten Schritte zur Formulierung eines Algorithmus
fu¨r diese Methode beschrieben.
Die Optimierungsaufgabe besteht nun darin, fu¨r die diskrete Regelstrecke
x(k + 1) = Φx(k) + Γu(k) (3.1)
die Stellgro¨ße u so zu bestimmen, dass das Gu¨tefunktional j einen minimalen
Wert annimmt.
Das allgemeine quadratische optimale Gu¨tefunktional lautet
j =
1
2
N∑
k=0
[
xT (k)Q1x(k) + u
T (k)Q2u(k)
]
. (3.2)
wobei x(k) der Zustandsvektor der Regelstrecke (3.1) ist. Die Bewertungsma-
trizen Q1 und Q2 sind konstant, reell und symmetrisch, wobei die Zustands-
bewertungsmatrix Q1 als mindestens positiv semideﬁnit und die Bewertungs-
matrix Q2 des Stellvektors aber als positiv deﬁnit vorausgesetzt sind.
Die Regelstrecke (3.1) repra¨sentiert eine Familie von Nebenbedingungen:
−x(k + 1) + Φx(k) + Γu(k) = 0 (3.3)
Diese Bedingungen wandeln das quadratische Kriterium in ein Optimierungs-
problem mit Nebenbedingungen in Gleichungsdarstellung um. Mit Hilfe der
Lagrangeschen Multiplikatoren kann das quadratische Kriterium in ein Op-
timierungsproblem ohne Nebenbedingungen umgewandelt werden.
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Hieraus folgt
jL =
N∑
k=0
[
1
2
xT (k)Q1x(k) +
1
2
uT (k)Q2u(k)
+ λT (k + 1)
(
−x(k + 1) + Φx(k) + Γu(k)
)]
(3.4)
wobei λ(k + 1) die Lagrangeschen Multiplikatoren sind. jL ist nun das allge-
meine quadratische optimale Gu¨tefunktional ohne Nebenbedingungen.
Zur Minimierung werden folgende Bedingungen erzeugt:
∂jL
∂λ(k + 1)
= −x(k + 1) + Φx(k) + Γu(k) = 0 (3.5)
∂jL
∂u(k)
= uT (k)Q2 + λ
T (k + 1)Γ = 0 (3.6)
∂jL
∂x(k)
= xT (k)Q1 − λT (k) + λT (k + 1)Φ = 0 (3.7)
Aus diesem Minimierungsverfahren folgen
x(k + 1) = Φx(k) + Γu(k), (3.8)
u(k) = −Q−12 ΓTλ(k + 1) und (3.9)
λ(k + 1) = Φ−Tλ(k)− Φ−TQ1x(k). (3.10)
Diese Diﬀerenzengleichungen repra¨sentieren die optimale Lo¨sung von x(k),
u(k) und λ(k).
Eine Methode fu¨r die Lo¨sung dieser Diﬀerenzengleichungen ist die Sweep-
Methode von Bryson und Ho [8]. Diese Methode fu¨hrt die Hilfsvariable S(k)
λ(k) = S(k)x(k), (3.11)
und die Randbedingung
λ(N) = Q1(N)x(N) (3.12)
ein.
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Somit ist die Gleichung (3.9)
Q2u(k) = −ΓTS(k + 1)x(k + 1)
= −ΓTS(k + 1)(Φx(k) + Γu(k)).
Die Lo¨sung fu¨r u(k) hat die Form
u(k) = −(Q2 + ΓTS(k + 1)Γ)−1ΓTS(k + 1)Φx(k)
= −R−1ΓTS(k + 1)Φx(k), (3.13)
wobei R = Q2 + Γ
TS(k + 1)Γ ist.
Mit Hilfe der Gleichung (3.10) und der Einfu¨hrung von (3.11) folgt
S(k)x(k) = ΦTS(k + 1)x(k + 1) + Q1x(k)
und mit Gleichung (3.8) folgt
S(k)x(k) = ΦTS(k + 1)
(
Φx(k) + Γu(k)
)
+ Q1x(k).
Mit Gleichung 3.13 gilt demnach[
S(k)−ΦTS(k+1)Φ+ΦTS(k+1)ΓR−1ΓTS(k+1)Φ−Q1
]
x(k) = 0. (3.14)
Gleichung (3.14) muss fu¨r beliebige x(k) gelten, so dass der Term in Klam-
mern gleich null sein muss.
Hieraus folgt
S(k) = ΦTM(k + 1)Φ +Q1, (3.15)
wobei
M(k+1) = S(k+1)−S(k+1)Γ[Q2+ΓTS(k+1)Γ]−1ΓTS(k+1). (3.16)
Die Gleichung (3.14) ist die sogenannte diskrete Matrix-Ricatti-Diﬀerenzen-
gleichung.
Mit der Einfu¨hrung von (3.11) und der Randbedingung (3.12) folgt
S(N) = Q1. (3.17)
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Die Lo¨sung von K(k) der Zustandsru¨ckfu¨hrung
u(k) = −K(k)x(k) (3.18)
und die Gleichung (3.13) liefern nun
K(k) =
[
Q2 + Γ
TS(k + 1)Γ
]−1
ΓTS(k + 1)Φ. (3.19)
Diese letzte Gleichung bildet die optimalen zeitvarianten Zustandsru¨ckfu¨h-
rungen des Systems. Obwohl dies Vorgehen ein zeitvariant optimales Verfah-
ren ist, werden ha¨uﬁg die Endwerte der Matrix K fu¨r die optimale Versta¨r-
kungen des Zustandsreglers als konstant angenommen [15, 26].
3.2.1 Matrix-Ricatti-Algorithmus
Mit Hilfe der Gleichungen (3.15), (3.16), (3.19) und der Randbedingung (3.17)
ist es mo¨glich, einen Algorithmus fu¨r die Ermittlung der Zustandsru¨ckfu¨hrun-
gen zu entwickeln. Der Algorithmus ist in Bild 3.1 gezeigt.
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Bild 3.1: Flussdiagramm des Matrix-Ricatti-Algorithmus
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3.3 Stromregelung
Als innerster Regelkreis muss die Stromregelung sehr schnell reagieren. In
[7] wurde dieses Ziel durch einen Fu¨hrungsgro¨ßenﬁlter und ein passendes
Fu¨hrungsmodell erreicht.
In dieser Arbeit wird fu¨r die Stromregelung eine Methode eingesetzt, die
Berechnungen von Polynomen verwendet. Diese Methode bietet eine Variante
an, die eine einfache Struktur fu¨r Steuerung und Ru¨ckfu¨hrung ermo¨glicht,
da das dynamische Verhalten des geschlossenen Systems durch ein Polynom
vorgegeben wird. Diese Methode verwendet die so genannte Diophantine-
Gleichung.
Fu¨r diesen Entwurf wird angenommen, dass die Regelstrecke einen Eingang
u und einen gemessenen Ausgang y hat. Diesem Zusammenhang entspricht
der Gleichung
Af(z)y(k) = Bf(z)u(k), (3.20)
wobei Af(z) der Nenner und Bf(z) der Za¨hler der Regelstrecke sind.
Eine erste Anna¨herung an die Struktur der Regelung ist durch
R(z)u(k) = T (z)uc(k)− S(z)y(k) (3.21)
gegeben. Ein Blockschaltbild der Regelstrecke und der Regelung ist in Bild
3.2 dargestellt.
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Bild 3.2: Herko¨mmliche Diophantine-Struktur
Mit Hilfe der Gleichungen (3.20) und (3.21) folgt
y(k)
uc(k)
=
Bf(z)T (z)
Af(z)R(z) +Bf(z)S(z)
, (3.22)
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wobei
Acg = Af(z)R(z) + Bf(z)S(z) (3.23)
die charakteristische Gleichung des Systems ist.
Zusa¨tzlich ist es mo¨glich, Gleichung (3.23) in zwei Polynome zu trennen
Acg = AcAo. (3.24)
Das Problem wird auf eine algebraische Gleichung reduziert. Es werden zwei
Polynome R(z) und S(z) gesucht, wo Acg, Af(z) und Bf(z) vorgegeben sind.
Die Gleichung (3.23) spielt eine wichtige Rolle bei dieser Methode und wird
manchmal als Diophantine-Gleichung bezeichnet [1, 34].
Dieser Entwurf bietet auch die Mo¨glichkeit, die Ru¨ckfu¨hrung und die Vor-
steuerung zu trennen. Die Fu¨hrungsgro¨ße sei
ym = Hmuc =
Bfm
Afm
uc, (3.25)
wobei Bfm der Nenner und Afm der Za¨hler eines optimalen Modells sind.
Es wird angenommen, dass die Antworten von Regelstrecke und Modell gleich
sind
y(k) = ym(k),
also
y(k)
uc(k)
=
ym(k)
uc(k)
. (3.26)
Damit wird aus dem Vergleich
BfT
AfR +BfS
=
Bfm
Afm
, (3.27)
denn es gilt
T =
Bfm
AfmBf
(AfR +BfS). (3.28)
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Damit wird aus Gleichung (3.21)
u =
BfmAf
AfmBf
uc +
S
R
(ym − y). (3.29)
Die Struktur der Gleichung (3.29) ist in Bild 3.3 dargestellt. Mit dieser Struk-
tur ist es mo¨glich, ein schnelleres Fu¨hrungsverhalten des Stromregelkreises zu
erreichen.
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Bild 3.3: Erweiterte Diophantine-Struktur
3.3.1 Einsatz der Methode
Nun wird diese Methode in der Regelstrecke des Linearmotors verwendet. Die
identiﬁzierte Regelstrecke lautet
Bf(z)
Af(z)
=
Bv
(z − a)(z + b) =
180
(z − 0.96)(z + 0.2). (3.30)
Die Modelle fu¨r die Auslegung der Pole sind
Bo(s)
Ao(s)
=
a2o
(s+ ao)2
Bo(z)
Ao(z)
=
bo1z + bo2
z2 + ao1z + ao2
, (3.31)
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wobei
bo1 = 1− e−aoTs(1 + aoTs)
bo2 = e
−aoTs(e−aoTs + aoTs − 1)
ao1 = −2e−aoTs
ao2 = e
−2aoTs
und
Bc(s)
Ac(s)
=
w20
s2 + 2ζw0s + w
2
0
Bc(z)
Ac(z)
=
bc1z + bc2
z2 + ac1z + ac2
, (3.32)
wobei
bc1 = 1− α
(
β +
ζw0
w
γ
)
w = w0
√
1− ζ2
bc2 = α
2 + α
(ζw0
w
γ − β
)
α = eζwTs
ac1 = −2αβ β = cos(wTs)
ac2 = α
2 γ = sin(wTs)
Ts : Abtastzeit
Aus den charakteristischen Gleichungen (3.31) und (3.32) folgt
Acg(z) = Ao(z)Ac(z) = (z
2 + ao1z + ao2)(z
2 + ac1z + ac2) (3.33)
und mit Hilfe der Polynome R(z) und S(z):
R(z) = (z − 1)(z − r1)
S(z) = s0z
2 + s1z + s2
(3.34)
Wo der Faktor (z− 1) in R(z) fu¨r eine Integration im Regler sorgt [1], ergibt
sich
(z2+ao1z+ao2)(z
2+ac1z+ac2) = (z−a)(z+b)(z−1)(z−r1)+Bv(s0z2+s1z+s2).
(3.35)
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Bild 3.4: Simuliertes Fu¨hrungsverhalten der Stromregelung
Anhand eines Vergleichs der Koeﬃzienten gleicher Ordnung folgt
r1 = ac1 + ao1 + a− b + 1,
s0 =
ac2 + ao1ac1 + ao2 − (a− b− ab)− r1(b− a− 1)
Bv
,
s1 =
ao1ac2 + ao2ac1 − ab− r1(a− b− ab)
Bv
,
s2 =
ao2ac2 − r1ab
Bv
.
(3.36)
Um die Kausalita¨t der Steuerung zu gewa¨hrleisten, wird das Modell wie folgt
angenommen
Bfm
Afm
=
Bfm
Ac
=
(1 + ac1 + ac2)
z2 + ac1z + ac2
. (3.37)
Eine Sprungantwort fu¨r die hergeleitete Regelung ist in Bild 3.4 mit w0 =
2.6/Ts, ζ = 0.85 und ao = 0.4 dargestellt.
3.4 Steuerbarkeit und Beobachtbarkeit
Zwei wichtige Eigenschaften bei dynamischen Systemen (Gl.(2.17)) in der
Regelungstechnik sind die Steuerbarkeit und die Beobachtbarkeit.
Ein System ist steuerbar, wenn man u¨ber den Eingang einen gegebenen An-
fangszustand in einen anderen Endzustand u¨berfu¨hren kann. Eine einfache
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Pru¨fung der Steuerbarkeit fu¨r lineare und zeitinvariante Systeme ist mo¨glich,
wenn die Steuerbarkeitsmatrix C den Rang n hat, wobei n die Ordnung der
Matrix A ist.
C = [B AB . . . An−1B] (3.38)
Ein System ist beobachtbar, wenn ein Zustand x(t) aus endlich vielen Ein-
gangsgro¨ßen und Ausgangsgro¨ßen bestimmt werden kann. Eine einfache Pru¨-
fung der Beobachtbarkeit fu¨r lineare und zeitinvariante Systeme ist mo¨glich,
wenn die Beobachtbarkeitsmatrix O den Rang n hat.
O =
⎡
⎢⎢⎢⎣
C
CA
...
CAn−1
⎤
⎥⎥⎥⎦ (3.39)
Da in dieser Arbeit die Matrizen A maximal die Ordnung 7 erreichen, werden
diese zwei Eigenschaften der Regelstrecken mit den Gleichungen (3.38) und
(3.39) gepru¨ft.
In Fall von Matrizen gro¨ßerer Ordnung sind diese Methoden ungeeignet. Da-
fu¨r werden alternative Verfahren verwendet, z.B. Grammians. Diese Methode
bestimmt die Steuerbarkeit und Beobachtbarkeit in einer qualitativen Form
und vermeidet numerische Schwierigkeiten [18].
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Zuna¨chst wird die Dynamik eines Linearmotors mit einem Portalarm (Bild
4.1) anhand eines Zwei-Massen-Modells untersucht. Das Modell setzt sich aus
der Masse des Schlittens m1, einem Balken B1 und einer Masse am Ende des
Balkens m2 zusammen. Diese Anordnung verha¨lt sich wie die Dynamik einer
Bestu¨ckungsmaschine.
Im praktischen Einsatz ist entweder die niedrigste Eigenfrequenz einer Ma-
schine relevant oder es sind die ersten zwei Eigenfrequenzen von Interesse [62].
In einem ersten experimentellen Versuch wird fu¨r das Modell der Regelstre-
cke nur die erste Eigenfrequenz beru¨cksichtigt. Dann wird auf Basis dieses
Modells eine optimale Zustandsregelung hergeleitet, die die Stabilita¨t, die
Minimierung des Fehlers und die aktive Da¨mpfung der ersten Eigenfrequenz
gewa¨hrleistet.
(a) Portalarm (b) Freigeschnittenes Modell
Bild 4.1: Versuchsstand
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4.1 Schubmittelpunkt und Schwerpunkt des du¨nnwandigen
geraden Balkens
Der Schubmittelpunkt eines du¨nnwandigen Balkens spielt eine wichtige Rolle
bei Strukturen, bei denen die Belastungsebene nicht durch den Proﬁlschwer-
punkt la¨uft. Anhand eines U-Proﬁls werden die zwei grundsa¨tzlich zu unter-
scheidenden Belastungsfa¨lle und der Schubmittelpunkt erkla¨rt. Im ersten Fall
Belastungsebene
Belastungsebene
Symmetrieebene Symmetrieebene
a) b)
F
F
y y
z z
Bild 4.2: Symmetrisch und unsymmetrisch belastetes Tra¨gerproﬁl mit einer
Symmetrieebene
(Bild 4.2a) fallen die Symmetrie- und Belastungsebene zusammen. Dies ver-
ursacht eine Durchbiegung, da die internen Querkra¨fte im Balken im Gleich-
gewicht sind.
Bild 4.2b zeigt den zweiten Fall. Hier steht die Belastungsebene im Schwer-
punkt senkrecht zur Symmetrieachse. Dieser Fall verursacht im Tra¨ger zu-
sa¨tzlich eine Verdrehbeanspruchung. Diese Verdrehung wird durch Schub-
spannungen verursacht, deren Ursache wiederum die Querkra¨fte sind.
Um diese Verdrehbeanspruchung zu vermeiden, muss die Belastungsebene
parallel so verschoben werden, dass das dabei entstehende Moment das Tor-
sionsmoment aufhebt. Der Punkt, der diese Bedingung erfu¨llt, wird Schub-
mittelpunkt M genannt (Bild 4.3). Greift die Belastung im Schubmittelpunkt
an, dann verursacht sie wieder nur eine Durchbiegung.
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Belastungsebene
Symmetrieebene
yM
F
y
z
M
Bild 4.3: Wirkungslinie des Schubmittelpunktes M
In Bild 4.4 ist ein Balken bei zwei Lastfa¨llen dargestellt, die sich durch die
Wirkungslinie der angreifenden Kraft F unterscheiden. Im ersten Fall hat
die Querkraft ihre Wirkungslinie im Abstand yM von der z-Achse. An die-
sen Punkt verursacht die Querkraft eine Verschiebung des Balkens in der z-
Richtung. Im zweiten Fall wird ein Torsionsmoment verursacht, da die Quer-
kraft in z-Richtung nicht im Abstand yM von der z-Achse angreift.
F
F
y
z
xy
z
x
yM
Durchbiegung
+
Torsion
Durchbiegung
Bild 4.4: Balken unter verschiedener Lage der Lastkraft
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4.1.1 Schubmittelpunkt des Versuchs
Die angreifende Kraft in dieser Arbeit ist die Tra¨gheitskraft und wird wegen
der hohen Fahrgeschwindigkeit des Portalarmes entlang der y-Achse verur-
sacht. Hierbei spielt der Proﬁlschwerpunkt der Endmasse wegen der Tra¨g-
heitskraft eine wichtige Rolle.
In Bild 4.5 sind die Symmetrieebenen des Balkens und der Endmasse des
Versuchsstandes (Bild 4.1) dargestellt. Da in diesem Fall der Schwerpunkt
der Endmasse und der Schubmittelpunkt des Balkens im gleichen Punkt lie-
gen, wird nur eine Durchbiegung auf der y-Achse erwartet. Es wird keine
Torsionsschwingung verursacht.
y
z
z
y
Symmetrieebene
Symmetrieebene
Symmetrieebene
Symmetrieebene
Schubmittelpunkt
Schwerpunkt
Schwerpunkt
Profil des Balkens B1 Endmasse m2
Bild 4.5: Schubmittelpunkt und Schwerpunkt des Versuchs
4.2 Parameteridentiﬁzierung des mechanischen Teiles
Eine wichtige Aufgabe bei der Modellbildung besteht darin, das Modell so
einfach wie mo¨glich zu gestalten, um es mit technisch und wirtschaftlich ver-
tretbarem Aufwand untersuchen zu ko¨nnen. Dabei du¨rfen keine unzula¨ssigen
Annahmen, die das Systemverhalten zu stark verfa¨lschen, gemacht werden
[56].
Aus der im Bild 4.1 gezeigten reale Anordnung des Versuchs, der mit einem
Balken und einer Masse an der Spitze bestu¨ckt ist, wird eine freigeschnittene
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Zeichnung hergeleitet (Bild 4.1(b)). Dieses freigeschnittene Modell dient als
Basis fu¨r eine Schwingerkette, die zwei Freiheitsgrade besitzt (Bild 4.6).
b
m m1 2
1
2
k
f
d
d
Bild 4.6: Zwei-Massen-Modell
Die linearen Bewegungsgleichungen dieser Schwingerkette lauten:
m1d¨1 + (d˙1 − d˙2)b + (d1 − d2)k = f
m2d¨2 + (d˙2 − d˙1)b + (d2 − d1)k = 0
(4.1)
In Matrix Form ergibt sich:[
m1s
2 + bs + k −(bs+ k)
−(bs+ k) m2s2 + bs + k
]
+
[
d1(s)
d2(s)
]
=
[
1
0
]
f(s) (4.2)
Stromregelkreis Kraftkonstante
Masse m
Masse m
a v
a v
fKaTe 1
2
Steifigkeit
Dämpfung
1 1 1
2 2
b
k
IstSoll dsqisqi
Bild 4.7: Blockschaltbild des Zwei-Massen-Modells
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Damit gibt es zwei U¨bertragungsfunktionen von Interesse, einerseits zwischen
d1 und f und andererseits zwischen d2 und f :
d1(s)
f(s)
=
1
m1
s2 +
b
m2
s +
k
m2
s2
[
s2 +
(
b
m1
+
b
m2
)
s+
(
k
m1
+
k
m2
)] (4.3)
d2(s)
f(s)
=
1
m1
b
m2
s+
k
m2
s2
[
s2 +
(
b
m1
+
b
m2
)
s+
(
k
m1
+
k
m2
)] (4.4)
Bei der ersten U¨bertragungsfunktion (4.3) sitzen Sensor und Aktor auf ei-
ner ﬂexiblen Struktur nebeneinander (kollokierte Aktor-Sensor Paarung). Die
zweite U¨bertragungsfunktion (4.4) zeichnet sich durch eine strukturelle Fle-
xibilita¨t zwischen Sensor und Aktor aufgrund verschiedener Lage aus (non-
kollokierte Aktor-Sensor Paarung).
Fu¨r die Identiﬁkation der Regelstrecke wird die U¨bertragungsfunktion (4.3)
als Referenz fu¨r die Bestimmung der Koeﬃzienten der Regelstrecke angenom-
men. Damit wird die Beschleunigung der Masse m1 gemessen.
Um eine ho¨here Genauigkeit des Modells zu erhalten, wird die Dynamik des
Stromkreises als PT1-Glied betrachtet. Als Eingangssignal fu¨r die Identiﬁka-
tion wird eine Reihe von Stromspru¨ngen verwendet.
isqIst(s)
isqSoll(s)
=
1
Tes + 1
, (4.5)
wobei gilt
f(s)
isqIst(s)
= Ka, mit Ka = 32.7 N/A (4.6)
die Kraftkonstante des Linearmotors und Te die Zeitkonstante des Stromkrei-
ses sind [29].
Die Gleichungen (4.5) und (4.6) werden in (4.3) eingesetzt. Hieraus folgt die
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U¨bertragungsfunktion zu identiﬁzieren,
a1(s)
isqSoll(s)
=
Ka
m1Te
s2 + b
m2
s + k
m2
s3 +
(
b
m1
+ b
m2
+ 1
Te
)
s2 +
(
k
m1
+ k
m2
+ b
m1Te
+ b
m2Te
)
s +
(
k
m1Te
+ k
m2Te
).
(4.7)
Ein Blockschaltbild der Gleichung (4.7) ist in Bild 4.7 abgebildet.
4.2.1 Identiﬁziertes Modell
Mit Hilfe von Ident aus dem Paket System Identiﬁcation Toolbox des Simu-
lationsprogramms Matlab wird eine U¨bertragungsfunktion der Regelstrecke
mit einer ARX-Struktur entsprechend (4.7) identiﬁziert.
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Bild 4.8: Ein- und Ausgangssignale bei der Identiﬁkation des mechanischen
Systems
Bild 4.8 zeigt die Beschleunigung als Antwort auf eine Reihe von Stromspru¨n-
gen. Hier ist zu sehen, wie bei dem gleichen Eingangssignal einige Diﬀerenzen
auftreten, die von der Reibung, den Rastkra¨fte und anderen Faktoren her-
vorgerufen werden. Diese Faktoren werden bei dem Modell der Regelstrecke
nicht beru¨cksichtigt.
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In Bild 4.9 ist das Spektrum fu¨r die Beschleunigung dargestellt. Man erkennt
eine Resonanzfrequenz bei 17 Hz.
100 101 102
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Bild 4.9: Frequenzgang des mechanischen Teiles mit einer ausgepra¨gten Ei-
genfrequenz bei 17 Hz
Fu¨r die Ermittlung der Parameter der Regelstrecke wurden mehrere Rei-
hen von Testsignalen (Bild 4.8) als Eingangssignale aufgeschaltet. Mittels des
Ident Programms wurde eine oﬄine Identiﬁkation durchgefu¨hrt. Die identi-
ﬁzierte ARX-Struktur-U¨bertragungsfunktion lautet:
a1(s)
isqSoll(s)
= 1.706
Ao
Io
s2 + 14.6s+ 6208
s3 + 3240s2 + 63880s+ 3.713× 107 , (4.8)
wobeiAo und Io die Normierung fu¨r die Beschleunigung und den Strom sind.
Die Pole und Nullstellen in der s-Ebene der Gleichung (4.8) sind in Bild 4.10
dargestellt. Ein Vergleich der Antwort der Gleichung (4.8) mit der realen
Antwort der Anordnung ist in Bild 4.11 gezeigt.
Die von der Reibung, der Rastkraft und anderen Faktoren verursachten Sto¨-
rungen sind in Bild deutlich zu erkennen. Obwohl die Antworten nicht gleich
erscheinen, ist die identiﬁzierte U¨bertragungsfunktion fu¨r die Ermittlung der
Parameter der U¨bertragungsfunktion (4.7) ausreichend, da nur Steiﬁgkeit,
Da¨mpfung, Zeitkonstante und die Verteilung der Massen identiﬁziert wer-
den.
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Anhand eines Vergleichs der Elemente der U¨bertragungsfunktionen (4.7) und
(4.8) und mit der Voraussetzung, dass die beide Massen m1 und m2 zusammen
22 kg wiegen, wurden die folgenden Werte bestimmt:
b
m1
+
b
m2
+
1
Te
= 3240
k
m1
+
k
m2
+
b
m1Te
+
b
m2Te
= 63880
k
m1Te
+
k
m2Te
= 3.713 · 107
Ka
m1Te
= 1.706
Ao
Io
b
m2
= 14.6
k
m2
= 6208
m1 +m2 = 22
(4.9)
Hieraus ergeben sich die folgende Werte:
Te = 3.1 · 10−4s
k = 63321.6 N/m
b = 148.92 Ns/m
m1 = 11.8 kg
m2 = 10.2 kg
(4.10)
Mit Hilfe dieser Werte ist es mo¨glich, die Eigenfrequenz des Modells zu be-
rechnen:
wo =
√
k
(
1
m1
+
1
m2
)
. (4.11)
Damit ergibt sich wo = 107.58 rad bzw. fo = 17.12 Hz.
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Bild 4.10: Pole und Nullstellen in der s-Ebene des Modells
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Bild 4.11: Vergleich des identiﬁzierten Modells mit der realen Regelstrecke
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4.2.2 Gemessene Steiﬁgkeit
Da die Da¨mpfung kaum Einﬂuss auf den Wert der Eigenfrequenz hat, la¨sst
sich ein einfaches Modell herleiten, wenn die Steiﬁgkeit und die Massen des
Systems bekannt sind.
Da die Massen der Anordnung bekannt sind, muss hierfu¨r lediglich die Stei-
ﬁgkeit des Systems ermittelt werden. Die Bestimmung wurde anhand einer
allma¨hlichen Zunahme einer Kraft und der jeweiligen Messung der Verschie-
bung der Endmasse durchgefu¨hrt.
Die experimentellenWerte aus zwei Reihen von Messungen sind in der Tabelle
4.1 zusammengestellt. Aus dieser Untersuchung wurde ein durchschnittlicher
Tabelle 4.1: Gemessene Steiﬁgkeiten (N/m)
Versuch 1 Versuch 2
60619 60417
59289 59077
59525 58639
59342 58680
58947 58337
57489 57673
56046 57143
58751 58566
Wert von 58700 N/m fu¨r die Steiﬁgkeit der Anordnung gefunden. Die Dif-
ferenz zwischen dem Wert aus dieser Untersuchung und dem aus (4.10) ist
nicht groß, was fu¨r die Zuverla¨ssigkeit dieses Wertes fu¨r die Steiﬁgkeit des
Modells spricht.
4.3 Zustandsmodell
Anhand der hergeleiteten Werte des vorherigen Abschnitts ist es nun mo¨glich,
eine Zustandsgro¨ßendarstellung der Regelstrecke zu ermitteln. Diese Darstel-
lung wurde gewa¨hlt, da sie nicht nur einen Einblick in das Ein-Ausgangsver-
halten erlaubt, sondern auch die internen Zustandsgro¨ßen darstellt.
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Die Zustandsgleichungen des Prozesses lauten:
x˙ = Ax + Bu
y = Cx +Du
(4.12)
Aus der Gleichung (4.1) werden die Zustandsgro¨ßen bestimmt. Die Matrizen
der Gleichung (4.12) lauten:
A =
⎡
⎢⎢⎢⎢⎢⎣
0 1 0 0 0
− km1 − bm1 Kam1 km1 bm1
0 0 − 1Te 0 0
0 0 0 0 1
k
m2
b
m2
0 − km2 − bm2
⎤
⎥⎥⎥⎥⎥⎦ (4.13)
B =
[
0 0 1Te 0 0
]′
(4.14)
C =
[
1 0 0 1 0
]
; D = [0] (4.15)
wobei x = [x1 x2 x3 x4 x5]
′ und u = isqSoll,
mit
x1 : Lage der Masse m1,
x2 : Geschwindigkeit der Masse m1,
x3 : Strom isqIst,
x4 : Lage der Masse m2 und
x5 : Geschwindigkeit der Masse m2.
Die zeitdiskreten Zustandsgleichungen lauten
x(k + 1) = Φx(k) + Γu(k)
y(k) = Cx(k) + Du(k)
(4.16)
Die Matrizen Φ und Γ wurden mit dem Matlab Befehl c2dm bei einer Ab-
tastzeit von 1/8000 s ermittelt.
4.4 Zustandsgro¨ßenbeobachter reduzierter Ordnung
Obwohl es die Mo¨glichkeit einer direkten Bestimmung der fu¨nf Zustands-
gro¨ßen der Zustandsgleichung (4.12) gibt, wird fu¨r die theoretische Untersu-
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chungen ein Zustandsgro¨ßenbeobachter reduzierter Ordnung hergeleitet. Fu¨r
dieses Verfahren werden die Matrizen A und B in messbare und nicht mess-
bare Gro¨ßen getrennt.
Damit ergibt sich aus (4.12)
x˙ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0
∣∣∣ 0 0
− km1 − bm1 Kam1
∣∣∣ km1 bm1
0 0 − 1
Te
∣∣∣ 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0
∣∣∣ 0 1
k
m2
b
m2
0
∣∣∣ − km2 − bm2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x +
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
Te
. .
0
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
u, (4.17)
wobei die Lage und Geschwindigkeit der Masse m2 die nicht messbaren Gro¨-
ßen sind.
Im Zeitdiskreten folgt[
xg(k + 1)
xn(k + 1)
]
=
[
Φ11 Φ12
Φ21 Φ22
] [
xg(k)
xn(k)
]
+
[
Γ1
Γ2
]
u(k), (4.18)
y(k) =
[
H1 H2
] [xg(k)
xnk)
]
(4.19)
wobei
xg(k) : die messbaren Zustandsgro¨ßen und
xn(k) : die nicht messbaren Zustandsgro¨ßen sind.
Die Zustandsgleichungen des reduzierten Beobachters erha¨lt man nach [14].
Sie lauten
ρ(k + 1) = (Φ22 − LΦ12)ρ(k) +
(
(Φ22 − LΦ12)L + Φ21 − LΦ11
)
xg(k)
+ (Γ2 − LΓ1)u(k),
xn(k) = ρ(k) + Lxg(k).
(4.20)
Die Matrix L ist so zu wa¨hlen, dass die Eigenwerte der Matrix Φ22 − LΦ12
die gewu¨nschten Positionen in der z-Ebene einnehmen.
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4.5 Positionsregelung des schwingungsfa¨higen Systems
Die Zustandsregelung ist gut geeignet fu¨r eine Regelung auf Basis von Mi-
krorechner, da sie nur aus versta¨rkten Ru¨ckfu¨hrungen jeder Zustandsgro¨ße
besteht, wenn alle Zustandsgro¨ßen messbar sind. Wenn dies nicht der Fall
ist, bietet der reduzierte Beobachter eine gute Lo¨sung fu¨r diese Problematik
an, da der Entwurf der Regelung und der des Beobachters getrennt durchge-
fu¨hrt werden ko¨nnen [35].
Eine andere wichtige Eigenschaft der Zustandsregelung ist, dass im Prinzip
durch die Ru¨ckfu¨hrung der Zustandsgro¨ßen eine beliebige Polvorgabe mo¨glich
ist. Da in diesem Verfahren n Polstellen, wie die Ordnung der Regelstrecke,
gewa¨hlt werden mu¨ssen, fu¨hrt diese Eigenschaft gelegentlich zu Schwierigkei-
ten. Fu¨r diese Aufgabe wird manchmal Erfahrung verlangt. Deswegen sollte
diese Methode in Verbindung mit anderen Techniken, wie z.B. der optimalen
Polvorgabe, verwendet werden. Obwohl diese Methodik auch Bewertungsma-
trizen beno¨tigt, gibt es einfache Richtlinien fu¨r die Ermittlung dieser Matri-
zen. Diese Richtlinien werden im na¨chsten Abschnitt diskutiert.
4.5.1 Ermittlung der Ru¨ckfu¨hrung
Fu¨r die Ermittlung der Zustandsru¨ckfu¨hrungen wird der Algorithmus fu¨r die
optimale Zustandsregelung verwendet, der in Bild 3.1 dargestellt ist. Das Bild
4.12 zeigt einen Verlauf der fu¨nf Zustandsru¨ckfu¨hrungen fu¨r das identiﬁzierte
Modell mit den folgenden Werte der Matrizen Q1 und Q2:
Q1 =
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦ (4.21)
und
Q2 =
[
10−9
]
. (4.22)
Der Wert der Matrix Q1 wurde aus der Bedingung
xT (k)Q1x(k) = y
T (k)V y(k) (4.23)
4.5 Positionsregelung des schwingungsfa¨higen Systems 55
angenommen [25] . Wo die Diagonalmatrix V fu¨r die Wichtung der Ausgangs-
gro¨ßen in dieser Bedingung verwendet wird. Nach y(k) = Cx(k) folgt
yT (k)V y(k) = xT (k)CTV Cx(k) (4.24)
also Q1 = C
TV C. Mit einer Einheitsmatrix V gilt:
Q1 = C
TC. (4.25)
Die symmetrische Matrix Q1 bei dieser Simulation zeigt, dass die Lage der
Masse m1 und der Masse m2 gewichtet wurden. Zum Unterschied von Q1
wurde Q2 praktisch ermitteln.
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Bild 4.12: Verlauf der Koeﬃzienten der Zustandsru¨ckfu¨hrung fu¨r Q2 = 10
−9.
In der Tabelle 4.2 sind Zustandsru¨ckfu¨hrungen bei verschiedenen Werten der
Matrix Q2 mit einer konstanten Matrix Q1, gezeigt. Bild 4.13 zeigt einen
Verlauf der Pole in der s-Ebene bei verschiedenen Werten der Matrix Q2.
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Tabelle 4.2: Reglerversta¨rkungen
Versta¨rkungen Q2 = 10
−8 Q2 = 10−9 Q2 = 10−10 Q2 = 10−11
K1 13976 40014 113644 325871
K2 103 178.6 313 565
K3 0.087 0.147 0.246 0.412
K4 -82 3385 20770 84189
K5 126 396.4 1202 3585
Im(s)
Re(s)
Bild 4.13: Wurzelortskurve der Pole in der s-Ebene
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4.6 Eingangsignal
Bis jetzt wurde nur das Regelproblem untersucht. Unser Ziel ist nun die
Einbeziehung der Fu¨hrungsgro¨ße in das System. Dafu¨r wird eine Methode
verwendet, bei der U¨berlegungen fu¨r ein gutes Verhalten der Systemantwort
einﬂießen.
Hier wird die Fu¨hrungsgro¨ße fu¨r ein System betrachtet, bei dem alle Zu-
standsgro¨ßen gemessen werden.
Auf Basis des Bildes 4.14 folgt
uss = Nur. (4.26)
Fu¨r den stationa¨ren Bereich werden
Nxr = xr = xss und
Hrxss = yr = r
(4.27)
ermittelt, wobei xss die Zustandsgro¨ßen im stationa¨ren Bereich sind.
Hieraus folgt
HrNxr = r,
also
HrNx = I. (4.28)
Im stationa¨ren Bereich gilt:
x(k + 1) = Φx(k) + Γu(k) ⇒ xss = Φxss + Γuss. (4.29)
Aus den Gleichungen (4.26) und (4.27) erha¨lt man:
(Φ− I)Nx + ΓNu = 0. (4.30)
Mit (4.28) und (4.30) in Form einer Matrixgleichung ergibt sich:[
Φ− I Γ
Hr 0
] [
Nx
Nu
]
=
[
0
I
]
(4.31)
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Aus dieser Matrixgleichung kann man Nx und Nu berechnen:[
Nx
Nu
]
=
[
Φ− I Γ
Hr 0
]−1 [
0
I
]
(4.32)
Die Lage der Masse m1 soll der Fu¨hrungsgro¨ße folgen, wenn keine Abweichung
der Position der Endmasse m2 bezu¨glich der Position der Masse m1 vorliegt.
Daher wird
Hr =
[
1 0 0 0 0
]
(4.33)
gewa¨hlt. Hieraus errechnet man mit der Gleichung (4.32)
NTx =
[
1 0 0 1 0
]
. (4.34)
und Nu = 0.
Die Matrix Nu verschwindet immer fu¨r Systeme von Typ I
1 oder ho¨her.
+
-
r u x yxNx
ss
uN
K Hr
u
rRegelstrecke
+
+r
Bild 4.14: Signalﬂußbild des Systems mit Fu¨hrungsgro¨ße
4.7 Simulation
Fu¨r eine Simulation wurde die oben geschilderte Struktur der Fu¨hrungsgro¨ße,
der Regler und der Beobachter der letzten Abschnitte zusammengefasst. Das
Bild 4.15 zeigt die gesamte Struktur des Regelkreises.
In Bild 4.16 ist ein Positioniervorgang bei 0.1 m mit einer Geschwindigkeit von
1 m/s und einer Beschleunigung von 10 m/s2 dargestellt. Der Ruck betra¨gt
10000 m/s3. Hier ist zu sehen, wie die Verschiebungen der beiden Massen
1I-Glied in der U¨bertragungsfunktion
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eine Verzo¨gerung im Vergleich mit der Fu¨hrungsgro¨ße entlang der Trajektorie
hervorruft. Ein Grund dafu¨r ist, dass hier eine Positionsregelung verwendet
wurde. Bei dieser Regelung sind nur die Anfangsposition und die Endposition
von Interesse. Im Gegensatz zu einer Bahnregelung, wo die Bahnabweichung
von der Sollbahn minimal bleiben muss.
K1
K2
K3
K4
K5
Mikrorechner Regelstrecke
Masse m 1
DämpfungKraftkonstante
KaTe
Stromregelkreis
Soll
Ist
Steifigkeit
Masse m 2
v1 1
a
a1
2 v2
+
+
+
-
+
-
v
s
2
2
b
k
Ssoll
disq
isq
Reduzierter
Beobachter
Gleichung (4.20)
Bild 4.15: Positionsregelung
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Bild 4.16: Fu¨hrungsantwort bei ssoll = 0.1, v = 1, a = 10, r = 10000.
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Im Kapitel 4 wurde das Problem der Biegeschwingung eines geraden Balkens
mit einer Endmasse am freien Ende betrachtet. Der Grund fu¨r die Entstehung
einer Biegeschwingung ist, dass der Schubmittelpunkt des Balkens auf der
Symmetrieebene der Endmasse liegt. Nun wird der Versuch um zwei zusa¨tz-
liche Elemente erweitert. Die Besonderheit hier ist die Lage dieser Elemente.
In der Demonstration zeigt sich, dass diese neue Anordnung eine zusa¨tzliche
Eigenfrequenz anregt. Diese neue erregte Schwingung ist eine Torsionsschwin-
gung.
Die Entstehung dieser Torsionsschwingung beruht auf der Tatsache, dass der
Schubmittelpunkt des Balkens und der Schwerpunkt der neuen Endmasse
nicht den gleichen Ort haben.
5.1 Strukturelle Modiﬁkation des Versuchs
Die Erweiterung der Endmasse am freien Ende der Anordnung bewirkt eine
bedeutende Vera¨nderung der fundamentalen Resonanzen des dynamischen
Systems. Bild 5.1 zeigt die neue Anordnung des Systems. Der Grund fu¨r diese
zusa¨tzlichen Elemente ist eine bessere Abbildung einer Bestu¨ckungsmaschine.
Diese zusa¨tzlichen Elemente repra¨sentieren die Masse eines zweiten Motors
am freien Ende des Balkens B1. Hierdurch wird eine neue Bestimmung der
Parameter der Regelstrecke no¨tig.
5.1.1 Vera¨nderung der Resonanzen wegen einer Erweiterung der
Endmasse
Das dynamische Verhalten einer Struktur ist durch die Verteilung ihrer Masse,
ihrer Steiﬁgkeit und ihrer Da¨mpfung bestimmt. Im allgemeinen werden die
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Bild 5.1: Erweiterung der Endmasse des Versuchs
dynamischen Untersuchungen eines solchen Systems durch die Beru¨cksich-
tigung der Massen-Steiﬁgkeit-Dynamik durchgefu¨hrt, da die Da¨mpfung im
allgemeinen klein ist und kaum Wirkung auf der Lage der Eigenfrequenzen
einer ﬂexiblen Struktur hat. In solchem Fall kann Da¨mpfung vernachla¨ssigt
werden.
Gelegentlich ist bei der Untersuchung einer ﬂexiblen Struktur eine Trennung
zwischen den Eﬀekten der Masse und der Steiﬁgkeit zula¨ssig. Obwohl in der
Realita¨t manchmal diese Trennung nicht mo¨glich ist, z. B. wenn der Quer-
schnitt eines Balkens modiﬁziert ist, werden hier gleichzeitig die Masse und
die Steiﬁgkeit des Systems vera¨ndert. In diesem Kapitel wird nur die Dyna-
mik der Struktur bei der Erweiterung der Endmasse des Systems untersucht,
da der Balken B1 nicht wesentlich vera¨ndert wurde.
Bild 5.2 zeigt die Frequenzga¨nge der Beschleunigung am freien Ende eines
Balkens bei einer Zunahme der Endmasse. Dabei werden die Resonanzen zu
kleineren Frequenzen hin verschoben und die Lage der Antiresonanzen bleibt
erhalten. Das bedeutet theoretisch, dass Antiresonanzen bei einer Zunahme
der Endmasse die Resonanzen auslo¨schen.
Aus diesen U¨berlegungen heraus wird erwartet, dass die erste Resonanzfre-
quenz unseres Versuchs kleiner wird. Da keine eﬀektive A¨nderung der Stei-
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Bild 5.2: Einseitig eingespannter Balken bei einer zusa¨tzlichen Masse
ﬁgkeit des Balkens B1 angenommen wurde, werden alle A¨nderungen auf-
grund der zusa¨tzlichen Elemente (Masse m3 und Balken B3) verursacht. Im
na¨chsten Abschnitt wird gezeigt, dass nicht nur eine Verschiebung der ersten
Eigenfrequenz auftritt, sondern auch eine neue Eigenform erscheint.
5.2 Schubmittelpunkt und Schwerpunkt
Im Kapitel 4 wurden der Schubmittelpunkt und Schwerpunkt der Anord-
nung untersucht. Dort haben beide Punkte den gleichen Ort, was nur eine
Biegeschwingung verursacht hat. Bei dieser neuen Anordnung des Systems
wird eine neue Eigenform erwartet. Die neue Eigenform ist eine Torsions-
schwingung, da der Schwerpunkt der Endmasse und der Schubmittelpunkt
des Balkens verschiedene Orte haben [66]. Der Schubmittelpunkt des Bal-
kens bleibt unvera¨ndert (Bild 5.4). Der Schwerpunkt der Endmasse wird nun
untersucht.
5.2.1 Schwerpunkt der Endmasse
Der Proﬁlschwerpunkt der Endmasse am Ende des Balkens B1 (Bild 5.1)
kann durch
r =
∑3
i=0mirMi∑3
i=0mi
(5.1)
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bestimmt werden,
wobei
mi : die Masse des Ko¨rpers i
rMi : die Lage des Massenmittelpunktes des Ko¨rpers i,
sind.
Bild 5.3 zeigt die Abmessungen der Elemente (in cm) mit den folgenden
Massen:
m2 = 8.5 kg,
m3 = 2.0 kg,
Masse des Balkens B2 = 2.0 kg.
Der Schwerpunkt der Endmasse wird wie folgt ermittelt,
auf der y-Achse: ryS =
0 · 8.5 + 2 · 8 + 2 · 8
8.5 + 2 + 2
= 2.56 cm, (5.2)
auf der z-Achse: rzS =
0 · 8.5 + 2 · 9.5 + 2 · 20.5
8.5 + 2 + 2
= 4.8 cm. (5.3)
Der Schwerpunkt der Masse m2 dient als Referenz.
Bild 5.4 zeigt, dass der Schwerpunkt eines komplexen Ko¨rpers innerhalb des
kleinsten konvexen Polyeders seiner Eckpunkte liegt, die Teilschwerpunkte
der einzelnen Massen sind.
Da der Proﬁlschwerpunkt nicht mehr auf der Wirkungslinie des Schubmittel-
punktes des Balkens entlang der y-Achse liegt, wird eine Torsionsschwingung
wegen der Tra¨gheitskraft der Endmasse erwartet. Neben den Tra¨gheitskra¨ften
ko¨nnen auch die Nut- und Polrastkra¨fte bei besonderen Geschwindigkeiten
des Linearmotors Schwingungen ausu¨ben. Diese Kra¨fte wirken als ortsab-
ha¨ngige Sto¨rungen auf den Schlitten ein und sind exakt reproduzierbar und
unabha¨ngig von den Motorstro¨men. In dieser Arbeit wurden die Amplituden
dieser Kraftwelligkeitmit einer Steuerung beim Stromregler ausgeglichen. Au-
ßerdem werden sie von den u¨berlagerten Regelkreisen weiter beseitigt. Des-
wegen haben diese Kra¨fte kaum Eﬀekt auf die Regelgu¨te des Systems.
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Bild 5.3: Abmessung der Massen am freien Ende des Balkens
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Bild 5.4: Lage des Schubmittelpunktes und des Schwerpunktes
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5.3 Torsions-Biegeschwingungen
Nun wurde das Problem der reinen Biegeschwingung auf ein Problem einer
kombinierten Torsions-Biegeschwingung u¨bertragen. Diese Problematik tritt
auch bei industriellen Robotern oder bei langen Scha¨ften auf, die Sonnenkol-
lektoren bewegen.
Die Hauptaufgabe fu¨r die Regelungstechnik ist die gleichzeitige Da¨mpfung
beider Eigenschwingungen mittels einer Regelung. Diese Art von Regelung
wird aktiver Regler genannt, da die Eigenfrequenzen des Systems in der Band-
breite der Regelung liegen.
5.3.1 Lo¨sung des Torsions-Biegeschwingungsproblems von Matsuno
Das Problem der Torsions-Biegeschwingungen ist zur Zeit nur unzureichend
untersucht. Einige wichtige Untersuchungen sind in [58, 42, 37] zu ﬁnden.
Die Mehrheit der Berichte basieren auf theoretischen Untersuchungen von
geregelten Modellen mittels der Kontinuumsmechanik, die fast nie einfache
praktische Anwendungen haben.
Ein praktischer Einsatz fu¨r das Problem von Torsions-Biegeschwingungen
wurde von Matsuno vorgestellt [42]. Hier handelt es sich um einen ﬂexiblen
Balken, der durch zwei Motoren geregelt ist (Bild 5.5). Der Motor M1 steuert
den Balken auf der horizontalen Ebene und ist in der Lage, die Biegeschwin-
gungen zu beda¨mpfen. Der zweite Motor M2 steuert den Balken auf der
Achse seines Schubmittelpunktes und kann die Torsionsschwingungen unter-
dru¨cken.
Dieser Ansatz hilft nicht in der vorliegenden Untersuchung, da in dieser Ar-
beit nur ein Linearmotor verfu¨gbar ist, deswegen wird das Problem hier aus
einer anderen Perspektive betrachtet.
5.3.2 Messung der Torsionsschwingung
Die Messung der Torsion-Biegeschwingungen wird mittels zweier Beschleu-
nigungssensoren durchgefu¨hrt, und damit wird auch die Torsionsschwingung
besta¨tigt. Die Lage der Beschleunigungssensoren ist in Bild 5.6 dargestellt.
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Bild 5.5: Matsuno-Lo¨sung fu¨r Torsions-Biegeschwingungen
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Bild 5.6: Lage der Beschleunigungssensoren
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Bild 5.7 zeigt die Antwort beider Sensoren auf einen Stromsprung. Aus die-
sen Antworten werden die Torsions- und die Biegekomponente des Signals
ermittelt. Zuerst wurde die erste Komponente aus den Signalen mit Hilfe ei-
nes Tiefpassﬁlters ermittelt. Bild 5.8 zeigt, dass die beiden Signale eine erste
Komponente bei ungefa¨hr 16 Hz haben, die bei beiden Beschleunigungssen-
soren in Phase ist. Daraus ist zu schließen, dass es sich um eine reine Biege-
schwingung des Balkens B1 handelt. Bild 5.9 zeigt die zweite Komponente,
die anhand eines Hochpassﬁlters ermittelt wurde. Hier ist die Phase zwischen
den Signalen um 180o verschoben. Das beweist, dass zwischen den beiden Be-
schleunigungssensoren ein Drehpunkt liegt. In diesem Fall handelt es sich um
eine Torsionsschwingung. Die Frequenz dieser Torsionsschwingung liegt bei
ungefa¨hr 47 Hz. Damit steht fest, dass die Signale aus zwei Eigenfrequenzen
bestehen. Der Frequenzgang der Sprungantwort ist in Bild 5.10 gezeigt. In
diesem Bild sind die beiden ausgepra¨gten Eigenfrequenzen bei etwa 16 Hz
und 47 Hz gut zu erkennen.
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Bild 5.7: Antwort der Beschleunigungssensoren auf einen Stromsprung
5.4 Lo¨sung durch eine Pseudobiegeschwingung
Theoretische Untersuchungen von Sakawa haben demonstriert [58], dass eine
gleichzeitige Ausregelung von Torsions-Biegeschwingungen durch einen ak-
tiven Regler eines einzigen Motors M1 (Bild 5.5) mo¨glich ist. Die dort ent-
wickelte Regelung ist sehr kompliziert und wie schon erwa¨hnt, handelt es sich
um reine Simulationen.
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Bild 5.8: Biegekomponente der Signale
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Bild 5.9: Torsionskomponente der Signale
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Bild 5.10: Frequenzgang der Sprungantwort
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Bild 5.11: Torsionsschwingung als angenommene Biegeschwingung
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Hier wird ein anderer Weg beschritten. Die Grundidee ist in Bild 5.11 dar-
gestellt. Hier wird angenommen, dass die Verschiebung an der Masse m2
aufgrund der Torsionsschwingung von einer reinen Biegeschwingung hervor-
gerufen wurde. Diese Methode wurde in dieser Arbeit
”
Pseudobiegeschwin-
gung“ genannt. Der Erfolg dieser Methode liegt darin, dass der Beschleuni-
gungssensor 1 (Bild 5.6) nicht zwischen Torsion und Biegung unterscheidet.
Am Ende wird er nur die Summe von beiden Bewegungsarten messen.
Wichtigen Einﬂuss auf die Regelung haben die Lage und die Anzahl der Sen-
soren. Fu¨r diesen Punkt wird die Schwingungsform der Torsionsschwingung
diskutiert. Wie in Kapitel 5.3.2 diskutiert wurde, sind beide Sensoren in der
Lage, beide Eigenformen zu messen. Eine signiﬁkant erregte Eigenfrequenz
des Balkens B2, die der Beschleunigungssensor 1 nicht messen kann, wird
nicht erwartet aufgrund der hohen Steiﬁgkeit des Balkens B2. Deshalb wurde
fu¨r die Messung und Regelung nur der Beschleunigungssensor 1 gewa¨hlt.
5.5 Elastisches Modell
Fu¨r die Erzeugung eines mathematischenRegelstreckenmodells werden Grund-
ideen aus dem Bereich der experimentellenModalanalyse verwendet. Bild 5.12
zeigt eine Schwingerkette fu¨r die Modellierung der zwei erregten Eigenfre-
quenzen. Im Kapitel 4 wurden einige Elemente schon vorgestellt (m1, m2, b1, k1).
Außerdem sind die Massen der zusa¨tzlichen Elemente Masse m3 = 2 kg und
Balken B2 = 2 kg bekannt. Die beiden noch zu identiﬁzierenden Elemente
sind die Steiﬁgkeit k2 und die Da¨mpfung b2 fu¨r die Pseudobiegeschwingung.
Fu¨r die Identiﬁkation dieser beiden Elemente wird hier eine Methode verwen-
det, mit der ein passender Frequenzgang des Modells gesucht wird. Diese An-
passung im Frequenzbereich ist anwendbar, wenn die Da¨mpfung der Struktur
klein ist oder eine schwierige und ungenaue Messung bei den Resonanzfre-
quenzen vorliegt.
Fu¨r die Anpassung des Frequenzgangs wurden nur die Steiﬁgkeit k2 und die
Da¨mpfung b2 des Modells variiert, bis der Frequenzgang des elastischen Mo-
dells eine a¨hnliche Antwort wie der Frequenzgang des realen Systems erzeugt
hat. Als Anregung wurde ein Stromimpuls (isqSoll) gewa¨hlt. Bild 5.13 zeigt
den Frequenzgang fu¨r das erweiterte dynamische Modell. Deutlich ist hier zu
sehen, wie die Eigenfrequenzen bei ungefa¨hr 14 Hz und 47 Hz entstehen.
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Bild 5.12: Diagramm des Drei-Massen-Modells
Die ermittelte Werte sind:
m1 = 11.5 kg,
m2 = 12.5 kg,
m3 = 2 kg,
k1 = 58000 N/m,
k2 = 180000 N/m,
b1 = 150 Ns/m und
b2 = 25 Ns/m.
Einige Werte wurden leicht modiﬁziert, um eine bessere Anpassung an den
realen Frequenzgang der Anordnung zu erhalten. Die Masse des Balkens B2 =
2 kg wurde zur Masse m2 hinzugefu¨gt.
Die Diﬀerentialgleichungen der Schwingerkette in Bild 5.12 mit drei Massen,
zwei Da¨mpferkonstanten und zwei Federkonstanten lauten:
f = m1d¨1 + (d˙1 − d˙2)b1 + (d1 − d2)k1,
0 = m2d¨2 + (d˙2 − d˙1)b1 + (d2 − d1)k1 − (d˙3 − d˙2)b2 − (d3 − d2)k2,
0 = m3d¨3 + (d˙3 − d˙2)b2 + (d3 − d2)k2.
(5.4)
Ein Blockschaltbild dieser Diﬀerentialgleichungen ist in Bild 5.14 dargestellt.
Anhand dieser Diﬀerentialgleichungen ist es nun mo¨glich, eine Zustandsdar-
stellung des Modells anzugeben. Die Matrizen der Zustandsdiﬀerentialglei-
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Bild 5.14: Regelstrecke fu¨r die Torsions-Biegeschwingungen
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chung lauten:
x˙ = Ax + Bu,
y = Cx + Du
(5.5)
mit
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0 0
− k1m1 − b1m1 Kam1 k1m1 b1m1 0 0
0 0 − 1Te 0 0 0 0
0 0 0 0 1 0 0
k1
m2
b1
m2
0 −k1+k2m2 −b1+b2m2 k2m2 b2m2
0 0 0 0 0 0 1
0 0 0 k2m3
b2
m3
− k2m3 − b2m3
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.6)
B =
[
0 0 1Te 0 0 0 0
]′
, (5.7)
C =
[
1 0 0 1 0 0 0
]
und D = [0], (5.8)
wobei x = [x1 x2 x3 x4 x5 x6 x7]
′ und u = isqSoll,
mit
x1 : Lage der Masse m1,
x2 : Geschwindigkeit der Masse m1,
x3 : Strom isqIst,
x4 : Lage der Masse m2,
x5 : Geschwindigkeit der Masse m2,
x6 : Lage der Masse m3,
x7 : Geschwindigkeit der Masse m3.
Um eine bessere Betrachtung der gesamten Strecke zu haben, wurde die Dy-
namik des Stromregelkreises wieder als ein PT1-Glied hinzugefu¨gt
isqIst(s)
isqSoll(s)
=
1
Tes + 1
, (5.9)
wobei
f(s)
isqIst(s)
= Ka (5.10)
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die Kraftkonstante des Linearmotors ist.
5.5.1 Bedeutung der Masse m3 beim Modell der
Pseudobiegeschwingung
Obwohl die Masse m3 und der Balken B2 in der Realita¨t eine Torsionsschwin-
gung ausfu¨hren, werden sie nur als Elemente betrachtet, die eine zusa¨tzliche
Biegeschwingung an der Position der Endmasse m2 hervorrufen.
Aufgrund dieser Betrachtungsweise ist hier nur die Information des Beschleu-
nigungsensors 1 auf der Masse m2 verwendbar (Bild 5.6), da er beide Eigen-
frequenzen wie der Beschleunigungssensor 2 erfassen kann.
In Bild 5.15 ist die Prinzipskizze des Modells der Pseudobiegeschwingung
(Bild 5.14) angegeben. Es besteht aus zwei massenlosen Koppelelemente mit
Steiﬁgkeit und Da¨mpfung, mit jeweils einem starren Anfangs- und Endko¨r-
per. Diese Ko¨rper sind durch m1 Masse des Linearmotors, Masse m2 und der
Masse m3 repra¨sentiert. In dieser Anordnung sind die Werte der Steiﬁgkeit
k2 und der Da¨mpfung d2 nicht vom Balken B2 sondern diese Werte wurden
fu¨r die Modellierung der Pseudobiegeschwingung angepasst. Deswegen hier
wird nicht von physikalische Werte wie beim Balken B1 sondern von para-
metrischen Werte fu¨r die Auslegung des Modells behandelt.
Bild 5.15: Prinzipskizze der Biegeschwingungen hervorgerufen durch die Mas-
sen m2 und m3
In dieser Arbeit sind die erregten Eigenfrequenzen genug getrennt, so dass ei-
ne Modellierung mit physikalischen und parametrischen Parametern und der
Einsatz eines linearen quadratischen Reglers mo¨glich sind. Dicht nebeneinan-
derstehende erregte Eigenfrequenzen treten ha¨uﬁg bei sehr ﬂexiblen Struktu-
ren auf. Wenn sich diese dicht erregten Eigenfrequenzen in einem vergleichs-
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weise kleinen, bekannten Bereich vera¨ndern, bieten lineare robuste Regler
eine Alternative zu der Schwingungsregelung.
5.6 Unvollsta¨ndige optimale Zustandsregelung
Anhand des Drei-Massen-Modells ist es mo¨glich, einen Zustandsregler zu ent-
werfen. Fu¨r die Ermittlung der Zustandsru¨ckfu¨hrungen wird, wie im Kapitel
4 eine optimale Polvorgabe durch den Matrix-Ricatti-Algorithmus verwendet
(Bild 3.1). Die no¨tigen Matrizen Q1 und Q2 fu¨r die Verwendung des Algo-
rithmus wurden wie im Kapitel 4 angenommen. Diese Matrizen lauten:
Q1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (5.11)
Q2 =
[
10−9
]
. (5.12)
Der Wert der Matrix Q1 wurde wieder unter der Bedingung
xT (k)Q1x(k) = y
2(k) (5.13)
bewertet. Hierbei wurden wieder die Zustandsgro¨ßen x1 und x4 gewichtet.
Bild 5.16 zeigt einen Verlauf der Zustandsru¨ckfu¨hrungen und in der Tabelle
5.1 sind die Werte aus dem stationa¨ren Bereich zu sehen. Die Zustandsgro¨-
ßen x6 und x7 werden nicht zuru¨ckgefu¨hrt. Die Zustandsru¨ckfu¨hrungen K6
und K7 werden zu null gesetzt. Ein Zustandsregler, der nicht die gesamte
Anzahl der Zustandsgro¨ßen zuru¨ckfu¨hrt, wird unvollsta¨ndiger Zustandsregler
genannt [28].
In der Tabelle 5.2 sind die Pole der Regelstrecke und des geschlossenen Re-
gelkreises ohne Da¨mpfung mit dem unvollsta¨ndigen Zustandsregler und mit
dem vollsta¨ndigen Zustandsregler gegenu¨bergestellt. An diesen Werten ist zu
erkennen, dass die Pole des geschlossenen Regelkreises beider Zustandsregler
keinen großen Unterschied aufweisen.
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Bild 5.16: Zustandsru¨ckfu¨hrungen des Drei-Massen-Modells
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Tabelle 5.1: Versta¨rkungen des Drei-Massen-Modells
Reglerversta¨rkungen
Versta¨rkungen Unvollsta¨ndiger
Zustandsregler
Vollsta¨ndiger
Zustandsregler
K1 32562 32562
K2 165 165
K3 0.136 0.136
K4 9724 9724
K5 338 338
K6 0 1202
K7 0 55
Tabelle 5.2: Eigenwerte des geregelten Drei-Massen-Modells
Pole
Eigenwerte der
Regelstrecke
Unvollsta¨ndiger
Zustandsregler
Vollsta¨ndiger
Zustandsregler
0 -209.6 + j218.6 -205.3 + j218
0 -209.6 - j218.6 -205.3 - j218
0 ± j94.709 -24.6 ± j64.5 -28.5 ± j69.3
0 ± j296.164 -0.43 ± j299.4 -0.87 ± j296
-3225.8 -3225.9 -3225.9
5.7 Simulation 79
5.7 Simulation
Ein Blockschaltbild des unvollsta¨ndigen Zustandsreglers ist in Bild 5.17 dar-
gestellt. Aus der Beschleunigung der Masse m2 werden die Zustandsgro¨ßen
x4 und x5 ermittelt. Bild 5.18 zeigt das Regelverhalten des unvollsta¨ndigen
Zustandsreglers bei einem Positioniervorgang mit ssoll = 0.1 m, v = 1 m/s,
a = 10 m/s2 und r = 10000 m/s3.
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Bild 5.17: Positionsregelung
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Bild 5.18: Fu¨hrungsantwort des unvollsta¨ndigen Zustandsreglers bei ssoll =
0.1 m, v = 1 m/s, a = 10 m/s2 und r = 10000 m/s3
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6 Reglerauslegung bei vera¨nderlichem
Ort der Endmasse
In Kapitel 4 und 5 wurde nur die Bewegung des gesamten Balkens mit der
Endmasse entlang der y-Achse untersucht. In diesem Kapitel wird der Fall
betrachtet, wenn die Endmasse auch entlang der x-Achse fa¨hrt.
Fu¨r diese Verfahrbewegung tritt ein neues Problem auf. Da sich der Abstand
zwischen der Masse m1 und der Endmasse vera¨ndert, werden die Steiﬁgkeit
und damit die erregten Eigenfrequenzen bei jeder Position der Endmasse neue
Werte annehmen. Diese linear-variante Regelstrecke erfordert eine neue Form
von Regelung, eine adaptive Regelung. Unter adaptiven Regelungen seien Re-
gelungen verstanden, die ihr Verhalten den sich vera¨ndernden Eigenschaften
der zu regelnden Prozesse und deren Signale anpassen. Wenn der Parameter
bekannt ist, der die Modiﬁkation verursacht, ist der Einsatz einer simplen
Form einer adaptiven Regelung mo¨glich. Diese Regelung wird gesteuerte Ad-
aption1 genannt.
6.1 Vera¨nderung der Resonanzen wegen verschiedener
Positionen der Endmasse
Wie im vorangegangenen Kapitel, in dem die Modiﬁkation der Endmasse am
freien Ende der Anordnung bedeutende Vera¨nderungen in den fundamentalen
Resonanzen des dynamischen Systems bewirkt hat, werden nun wegen einer
A¨nderung der Position der Endmasse auf der x-Achse wieder Vera¨nderungen
dieser Eigenfrequenzen eintreten.
1Gain Scheduling
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Bild 6.1: Vera¨nderlicher Ort der Endmasse
In Bild 6.1 ist diese neue Anordnung dargestellt. Hier ist zu sehen, dass die
Endmasse nicht nur entlang der y-Achse fa¨hrt, sondern auch auf der x-Achse.
Diese neue Betrachtung wurde angenommen, um eine bessere A¨hnlichkeit mit
einer Bestu¨ckungsmaschine zu haben.
6.1.1 Vera¨nderung der Steiﬁgkeit
Bild 6.2 zeigt Frequenzga¨nge der Beschleunigung am freien Ende eines Bal-
kens bei einer Zunahme der Steiﬁgkeit. Bei Erho¨hung der Steiﬁgkeit werden
die Resonanzen in Richtung ho¨heren Frequenzen verschoben, die Antireso-
nanzen hingegen behalten ihre Lage. Das bedeutet theoretisch, dass die Anti-
resonanzen bei Zunahme der Steiﬁgkeit die Resonanzen auslo¨schen ko¨nnen.
In dieser Arbeit hat die auf der x-Achse vera¨nderliche Position der Endmas-
se direkten Einﬂuss auf die Steiﬁgkeit des Systems. Je ku¨rzer der Abstand
zwischen der Masse m1 und der Endmasse (Bild 6.1), desto gro¨ßer ist die
Steiﬁgkeit zwischen diesen beiden Massen. Dieser Zusammenhang hat auch
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Auswirkungen auf die u¨brigen Parameter des Modells der Regelstrecke. Da-
mit wird eine Trennung der Untersuchungen nach den Eﬀekten der Masse
und der Steiﬁgkeit bei der ﬂexiblen Struktur unmo¨glich.
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Bild 6.2: Variation der Steiﬁgkeit
Bild 6.3 zeigt die Schwingerkette fu¨r das Drei-Massen-Modell fu¨r diese neue
Situation. Hier sind die Steiﬁgkeiten k1 und k2 und die Da¨mpfungen b1 und
b2 abha¨ngig von dem Parameter L, der Lage der Endmasse auf der x-Achse
(Bild 6.1). Diese Lage hat einen entscheidenden Einﬂuss auf die Synthese
(den Entwurf) der Regelung.
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Bild 6.3: Drei-Massen-Modell fu¨r das vera¨nderliche System
In Kapitel 4 und 5 wurde die Masse des Balkens B1 fest auf die Massen
m1 und m2 verteilt. Um nun das dynamische System genauer zu betrach-
ten, wird die Masse des Balkens B1 abha¨ngig von dem Parameter L auf die
Massen m1 und m2 verteilt. Beide Massen ha¨ngen also von Parameter L ab:
m1(L), m2(L).
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Die Verteilung wird nach Gleichung (6.1) durchgefu¨hrt. Es gilt
vL =
L
Lmax
,
m1(L) = m1O +
mB1
2
vL,
m2(L) = m2O +
mB1
2
(2− vL) + mB2,
m3 = 2 Kg
(6.1)
wobei
L : Fahrweg der Endmasse von Lmin = 10 cm bis Lmax = 55 cm,
mB1 : Masse des Balkens B1,
mB2 : Masse des Balkens B2,
m1O = 9.5 Kg, originale Masse fu¨r m1,
m2O = 8.5 Kg, originale Masse fu¨r m2.
6.2 Modell der Regelstrecke
Eine quantitative Ermittlung der Elemente einer ﬂexiblen Struktur kann
grundsa¨tzlich auf zwei Wegen erfolgen [59]. Der erste Weg ist die Verwendung
des Kraft-Weg-Gesetzes unter statischer Belastung, wie er im Abschnitt 4.2.2
beschriften wurde. Damit kann man relativ genaue Aussagen u¨ber Federstei-
ﬁgkeiten sowie u¨ber die innere Da¨mpfung machen.
Der zweite Weg besteht aus der Anpassung des Frequenzgangs eines Mo-
dells der ﬂexiblen Struktur auf den Frequenzgang der realen Anordnung. An-
gesichts der Schwierigkeiten, ein linearisiertes Modell ho¨herer Ordnung mit
physikalisch interpretierbaren Parametern anhand der ersten Methode anzu-
wenden, wird der Vergleich der Frequenzga¨nge von Modell und realer Strecke,
wie im Abschnitt 5.5, durchgefu¨hrt.
Bild 6.4 zeigt ein Blockschaltbild der Regelstrecke. Die Zustandsdiﬀerential-
gleichungen dieser Regelstrecke lauten
x˙ = Aˆx + Bˆu,
y = Cˆx + Dˆu.
(6.2)
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Bild 6.4: Regelstrecke fu¨r die Anordnung
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mit
Aˆ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0 0
− k1m1 − b1m1 Kam1 k1m1 b1m1 0 0
0 0 − 1Te 0 0 0 0
0 0 0 0 1 0 0
k1
m2
b1
m2
0 −k1+k2m2 −b1+b2m2 k2m2 b2m2
0 0 0 0 0 0 1
0 0 0 k2m3
b2
m3
− k2m3 − b2m3
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6.3)
Bˆ =
[
0 0 1Te 0 0 0 0
]′
(6.4)
Cˆ =
[
1 0 0 1 0 0 0
]
(6.5)
Dˆ = [0] (6.6)
wobei x = [x1 x2 x3 x4 x5 x6 x7], u = isqSoll
x1 : Lage der Masse m1(L),
x2 : Geschwindigkeit der Masse m1(L),
x3 : Strom isqIst,
x4 : Lage der Masse m2(L),
x5 : Geschwindigkeit der Masse m2(L),
x6 : Lage der Masse m3,
x7 : Geschwindigkeit der Masse m3.
Zur Identiﬁkation der Regelstrecke bei verschiedenen Positionen der End-
masse werden zuna¨chst die Frequenzga¨nge an bestimmten Positionen auf der
x-Achse ermittelt. Diese Positionen der Endmasse sind in Bild 6.5 dargestellt.
Als Beispiel fu¨r die Ermittlung der Elemente der Regelstrecke wird das Vor-
gehen fu¨r die Position der Endmasse bei L = 45 cm gezeigt. Zuerst werden
die Steiﬁgkeiten des Modells (6.2) gesucht, da sie einen direkten Einﬂuss auf
die Lage der Resonanzen haben. Danach sind die Werte der Da¨mpfungen
festzulegen, da sie nur direkten Einﬂuss auf den Betrag des Frequenzgangs
im Bereich der Resonanzen haben [41]. Bild 6.6 zeigt die Frequenzga¨nge von
Modell und realer Anordnung bei L = 45 cm im Vergleich.
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Bild 6.5: Lage der Endmasse
Die gefundene Werte fu¨r die Steiﬁgkeit und die Da¨mpfungen in diesem Fall
sind:
L = 45 cm,
k1 = 76 kN/m,
k2 = 77 kN/m,
b1 = 75 Ns/m,
b2 = 24 Ns/m.
Dieses Verfahren wurde fu¨r jeden Frequenzgang der realen Anordnung bei
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Bild 6.6: Frequenzga¨nge der realen Anordnung und des Modells
verschiedenen Positionen der Endmasse auf der x-Achse durchgefu¨hrt. Bild
6.7 zeigt die verschiedenen Frequenzga¨nge.
In Bild 6.8 werden die Steiﬁgkeiten k1 und k2 bei den verschiedenen Positio-
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Bild 6.7: Frequenzga¨nge bei verschiedener Lage der Endmasse
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Bild 6.8: Gefundene Steiﬁgkeiten bei verschiedener Lage der Endmasse
nen der Endmasse gezeigt. Wie schon erwartet, wa¨chst die Steiﬁgkeit, je enger
der Abstand zwischen den beiden Massen wird, bis die Steiﬁgkeit theoretisch
unendlich groß wird. In diesen Versuch wurde wegen physikalischer Hinder-
nisse als kleinster Abstand 10 cm zwischen der Masse m1 und der Endmasse
verwendet.
Die Resonanzfrequenzen bei den verschiedenen Lagen der Endmasse sind in
Tabelle 6.1 angegeben.
Tabelle 6.1: Resonanzfrequenzen bei verschiedener Lage L der Endmasse
Erregte Eigenfrequenzen [Hz]
L [cm] 55 50 45 40 35 30 25 20 15
Erste Eigenform 15 16 17.5 20.5 23 27 30.5 34.5 38
Zweite Eigenform 47 33 34 41.5 46 50.5 61 68 68
6.3 Regelung
Fu¨r die neun verschiedenen Modelle aus dem letzten Abschnitt werden nun
die geeigneten Zustandsru¨ckfu¨hrungen bestimmt. Anhand des Matrix-Ricatti-
Algorithmus wurden wieder die Zustandsru¨ckfu¨hrungen ermittelt. Die Matri-
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zen Q1 und Q2 wurden wie in Gleichung (6.7) angenommen:
Q1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Q2 =
[
10−7
]
(6.7)
Tabelle 6.2 zeigt die Werte der Zustandsru¨ckfu¨hrungen fu¨r die neun Modelle
bei verschiedenen Positionen. Diese Werte zeigen keine abrupte Vera¨nderung
zwischen benachbarten Positionen der Endmasse. Damit ist es mo¨glich, die
Werte der Zustandsru¨ckfu¨hrungen fu¨r eine bestimmte Position und auch fu¨r
die benachbarten Positionen einzusetzen.
Bekannt ist, dass der Abstand L zwischen der Masse m1 und der Endmasse
die Ursache dieser verschiedenen Modelle ist. Naher wird die Variable L fu¨r
die Adaption der Ru¨ckfu¨hrungen verwendet.
Tabelle 6.2: Versta¨rkungen beim Drei-Massen-Modell
Lage der Endmasse Versta¨rkungen der Ru¨ckfu¨hrung
L [cm] K1 K2 K3 K4 K5 K6 K7
15 2576 41.9 0.041 1673 39.2 185.9 5.2
20 2732 43.4 0.042 1529 38.4 172.8 5.2
25 2934 45.1 0.043 1352 37.7 147.0 5.2
30 3126 46.7 0.043 1189 37.4 117.4 5.3
35 3402 48.9 0.045 943 37.9 85.8 5.5
40 3613 50.7 0.045 754 39.0 63.0 5.8
45 3838 52.5 0.046 546 41.7 44.5 6.5
50 3951 53.7 0.047 445 43.4 33.3 6.9
55 4055 54.8 0.047 349 45.0 24.9 7.1
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6.3.1 Gesteuerter adaptiver Regler
Die meisten Verfahren zum Entwurf von Regelsystemen setzen eine zeitin-
variante Regelstrecke voraus. Wenn das Verhalten der Regelstrecke sich in
unbekannter und nicht vorhersehbarer Weise a¨ndert, ist nur eine geregelte
Adaptation mit Identiﬁzierung wa¨hrend des Betriebes mo¨glich. Dies wa¨re
zwar ein allgemein verwendbares Prinzip, doch bestehen erhebliche prakti-
sche Probleme, vor allem bei schnellen Vera¨nderungen, da die Identiﬁzierung
der Regelstrecke, die Nachfu¨hrung des Reglers und die Regelung selbst im
gleichen Zeitmaßstab (in Echtzeit) ablaufen mu¨ssen [36].
Optimiert man den Regler am Nennpunkt, so kann die Regelung an manchen
Arbeitspunkten zu langsam reagieren, an anderen dagegen schlecht geda¨mpft
oder gar instabil sein. Wenn die sich vera¨ndernden Eigenschaften bei man-
chen Regelstrecken durch messbare a¨ußere Signale erfasst werden ko¨nnen, die
auf den zu regelnden Prozess einwirken und wenn bekannt ist, wie die Rege-
lung in Abha¨ngigkeit dieser Signale angepasst werden muss, wird von einem
so genannten gesteuerten adaptiven Regler gesprochen. Dies ist z.B. bei Ro-
botern der Fall, wo sich die statischen und dynamischen Eigenschaften, Tra¨g-
heitsmomente und Federkonstanten, geometrieabha¨ngig a¨ndern [26, 65]. Das
Verfahren la¨sst sich allerdings nur bei systematischen und reproduzierbaren
A¨nderungen der Streckenparameter als Funktion messbarer Zustandsgro¨ßen
verwenden.
Ist das Verhalten eines Regelsystems fu¨r unterschiedliche Parametera¨nderung
der Regelstrecke bekannt, dann ist es oft mo¨glich, die erforderliche Anpassung
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der Reglerparameter u¨ber eine zuvor berechnete feste Zuordnung vorzuneh-
men. Diese feste Zuordnung oder Vorprogrammierung wird manchmal als
Gain Scheduling bezeichnet und ist in Bild 6.9 gezeichnet.
Anhand der Werte der Tabelle 6.2 wird in dieser Arbeit die Regelung bei
verschiedenen Positionen der Endmasse durchgefu¨hrt. Die Gruppe von Zu-
standsru¨ckfu¨hrungen wird abha¨ngig von dem Wert des Parameters L gewa¨hlt
und wie im letzten Kapitel werden die Versta¨rkungen K6 und K7 nicht ver-
wendet. Dies wird wieder als unvollsta¨ndige Zustandsregelung bezeichnet.
6.3.2 Lineare Interpolation
Eine Alternative fu¨r eine bessere Anpassung der Versta¨rkungen des gesteuer-
ten adaptiven Reglers stellt in diesem Fall eine lineare Interpolation der Ver-
sta¨rkungen bei verschieden Lagen der Endmasse entlang der x-Achse dar.
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Bild 6.10: Interpolationspolynome fu¨r die Versta¨rkungen K1 und K2
Die einfache Form einer Interpolation ist anhand eines Interpolationspoly-
noms, welches aus einer linearen Regression gewonnen wird. Bild 6.10 zeigt
zwei Interpolationspolynome, die den Versta¨rkungen K1 und K2 interpolie-
ren. Ein wichtiger Faktor fu¨r die Anwendung der Interpolation ist, wie ha¨uﬁg
die Auswertung des Polynoms durchgefu¨hrt wird. Die Interpolation in dieser
Arbeit wurde wegen der Rechnungszeiten der Multiplikationen und Summen
fu¨r die Gewinnung der Versta¨rkungen nicht durchgefu¨hrt.
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Bild 6.11: Robustheit bei benachbarten Positionen
6.4 Simulation
Wie schon erwa¨hnt wird Robustheit bei benachbarten Positionen erwartet.
Das folgende Bild 6.11 zeigt die Verla¨ufe bei einem Sprung um 0.1 m, mit
2 m/s und 15 m/s2 bei einem Abstand zwischen m1 und der Endmasse von
L = 35 cm.
Eine Simulation des Modells der Regelstrecke bei L = 35 cm wurde anhand
von Zustandsru¨ckfu¨hrungen aus zwei benachbarten Positionen L = 30 cm
und L = 40 cm durchgefu¨hrt. Bild 6.11 zeigt die Robustheit bei diesen ver-
schiedenen Zustandsru¨ckfu¨hrungen am gleichen Modell.
94
7 Experimentelle Ergebnisse
In diesem Kapitel werden die mit dem geregelten Linearmotor erzielten Er-
gebnisse vorgestellt, die bei verschiedenen Verfahren fu¨r die y-Achse und x-
Achse aufgenommen wurden. Es wird auch gezeigt, wie mit dem ausgelegten
Regler anhand des elastischen Zwei-Massen-Modells des Kapitels 4 fu¨r den
Fall der Drei-Massen-Regelstrecke die Problematik des Spillovers auftritt. Die
Beseitigung dieses Problems wird durch den unvollsta¨ndigen Zustandsregler
des Kapitels 5 dargestellt.
Der Einsatz eines Zustandsreglers und die Auslegung der Zustandsru¨ckfu¨h-
rungen anhand des Matrix-Ricatti-Algorithmus zeigen gutes Verhalten bei
Regelstrecken mit ausgepra¨gten Eigenfrequenzen. Fu¨r die Lo¨sung des Pro-
blems unterschiedlicher Lagen der Endmasse L auf der x-Achse wird auch
gezeigt, wie verschiedene Zustandsru¨ckfu¨hrungen bei gleicher Lage der End-
masse auf der x-Achse gutes Verhalten und Robustheit zeigen.
7.1 Zustandsregler und Spillover
Bild 7.1 zeigt die zwei ausgepra¨gten Eigenfrequenzen des Versuchsstandes
(Bild 5.1) bei einem Abstand zwischen der Masse m1 und der Endmasse von
L = 55 cm.
Als erster experimenteller Versuch wird der Eﬀekt des Spillovers auf den Ver-
suchsstand dargestellt. Das Pha¨nomen Spillover tritt ein, wenn bei elastischen
Systemen Moden mit ho¨heren Eigenfrequenzen vernachla¨ssigt werden.
Der Zustandsregler mit Zustandsgro¨ßenbeobachter reduzierter Ordnung des
Kapitels 4 wurde unter der Beru¨cksichtigung einer ausgepra¨gten Eigenfre-
quenz bei 17 Hz in der Regelstrecke ausgelegt. Der Einsatz dieses Reglers in
der Regelstrecke des Kapitels 5 mit zwei ausgepra¨gten Eigenfrequenzen bei 16
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Bild 7.1: Resonanzen der Versuchsmaschine
und 47 Hz wird das Problem des Spillovers hervorrufen. Der Grund dafu¨r ist,
dass die Dynamik der zweiten Eigenfrequenz vernachla¨ssigt wurde. Bild 7.2
zeigt das Fu¨hrungsverhalten dieses Reglers fu¨r die Regelstrecke des Kapitels
5. Die Versuche wurden an der realen Anordnung bei einer Abtastfrequenz
von 8 KHz durchgefu¨hrt.
Bild 7.2 zeigt auch, wie Lage und Geschwindigkeit an der Endmasse we-
gen des Spillovers ganz verzerrt sind. Diese Signale werden direkt aus dem
Beschleunigungssensor gewonnen. Die Vernachla¨ssigung der zweiten Eigenre-
sonanzfrequenz hat ein instabiles System zur Folge.
Bild 7.3 zeigt das Spektrum des Stromes isqIst. Hier ist eine ausgepra¨gte Ei-
genfrequenz des Systems bei ungefa¨hr 47 Hz dargestellt. Diese Eigenfrequenz
ist die Torsionsschwingung, die im Kapitel 5 diskutiert wurde.
7.2 Unvollsta¨ndiger Zustandsregler
Um das Problem des Spillovers zu beseitigen, wird der unvollsta¨ndige Zu-
standsregler eingesetzt, der im Kapitel 5 entworfen wurde. Bild 7.4 zeigt ein
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Bild 7.2: Eﬀekt des Spillovers
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Bild 7.3: Verantwortliche Eigenfrequenz fu¨r das Spillover
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Fu¨hrungsverhalten bei einem Abstand zwischen der Masse m1 und der End-
masse von L=25 cm. Bei diesem Abstand werden zwei Eigenfrequenzen bei
fo = 30 Hz und f1 = 61 Hz erwartet. Das Bild zeigt, dass der unvollsta¨ndige
Zustandsregler beide Eigenfrequenzen gut geda¨mpft hat.
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Bild 7.4: Fu¨hrungsverhalten bei L=25 cm
Bild 7.5 zeigt nun ein Fu¨hrungsverhalten bei einem Abstand zwischen der
Masse m1 und der Endmasse von L=55 cm. Hier hat der unvollsta¨ndige Zu-
standsregler wieder die zwei erwarteten Eigenfrequenzen bei f0 = 15 Hz und
f1 = 47Hz gut geda¨mpft.
7.2.1 Robustheit bei verschiedenem Abstand L
Um die Robustheit des Reglers bei verschiedenen Absta¨nden zwischen der
Masse m1 und der Endmasse zu pru¨fen, wurden einige Verfahrvorga¨nge bei
verschiedenen Zustandsru¨ckfu¨hrungen von Nebenpositionen (Bild 6.5) durch-
gefu¨hrt. Bild 7.6 zeigt das Fu¨hrungsverhalten bei einem Abstand zwischen
der Masse m1 und der Endmasse von L = 10 cm mit einem Verfahrvorgang
von ssoll = 10 cm. An Stelle der Zustandsru¨ckfu¨hrungen fu¨r den Fall L = 10
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Bild 7.5: Fu¨hrungsverhalten bei L=55 cm
cm wurden die Zustandsru¨ckfu¨hrungen fu¨r den Fall L = 25 cm verwendet.
Das Bild zeigt eine gute Performance und Robustheit des Reglers.
Verbleibende Abweichungen (Oﬀset) bei der Ermittlung der Geschwindigkeit
v2 und der Lage d2 der Endmasse aus dem Beschleunigungssensor werden
zum großen Teil durch Temperatureﬀekte des Beschleunigungssensors verur-
sacht. Die Eﬀekte des Oﬀsets wurden anhand des Vorgehens von Kapitel 2
klein gehalten. Obwohl im Allgemeinen die Minimierung dieses Oﬀsets ei-
ne schwierige Aufgabe ist, blieb der Positionsfehler klein. Bessere Ergebnisse
ko¨nnten mit einer Temperaturkompensation oder besseren Beschleunigungs-
sensoren erzielt werden.
Der Entwurf des Beobachters in dieser Arbeit repra¨sentiert eine relative
schwierige Aufgabe, da die u¨brigen Zustandsgro¨ßen der Regelstrecke (Ab-
schnitt 4.4) aus der Lage der Masse m1 und den Stro¨me gescha¨tzt werden
mu¨ssen. Damit spielen die Stro¨me eine wichtige Rolle. Da der Linearmotor
keine Rastkraftkompensation hat, wirken diese Kra¨fte als ortsabha¨ngige Sto¨-
rungen auf den Schlitten ein. Dazu wirken auch Reibungskra¨fte als Sto¨rungen,
die im Modell nicht beru¨cksichtigt wurden. Damit sind diese Sto¨rungen im
Strom, der als Stellgro¨ße verwendet wird, bemerkbar.
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Bild 7.6: Fu¨hrungsverhalten bei L=10 cm mit Zustandsru¨ckfu¨hrungen von
L=25 cm
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8 Zusammenfassung
Gesteuerte Werkzeugmaschinen mit Linearantrieben gewinnen immer gro¨-
ßere Marktbedeutung wegen hoher Leistungen, geringer Verluste und hoher
Dynamik. Die Erho¨hung der Geschwindigkeit wird von vielerlei Problemen
eingeschra¨nkt. Eine Grenze stellen die erregten Eigenschwingungen dar, die
bei hohen Fahrgeschwindigkeiten nennenswerten Einﬂuss haben.
In der vorliegenden Arbeit wurde eine Methode fu¨r die Unterdru¨ckung von
Torsions-Biegeschwingungen in einem Prototypen einer Bestu¨ckungsmaschi-
ne vorgestellt. Das Ziel war nicht nur die Unterdru¨ckung der erregten Eigen-
schwingungen, sondern auch eine Positionierung der Masse m3 (Bild 1.1).
Die zur Regelung beno¨tigten Parameter wurden schrittweise identiﬁziert. Zu-
erst wurde nur mit zwei Massen (m1 und m2) und einem Balken (B1) ge-
arbeitet. Daraus wurde ein Modell fu¨nfter Ordnung fu¨r die Regelstrecke ge-
wonnen, die die Biegeschwingung modelliert. Um sich der Regelkreisdynamik
besser anzuna¨hern, wurde in diesem Modell auch die Dynamik der Stromreg-
ler durch ein PT1-Glied eingesetzt. Der aktive Regler fu¨r diese Regelstrecke
wurde anhand einer Zustandsregelung durchgefu¨hrt, und die Parameter der
Zustandsru¨ckfu¨hrung wurden u¨ber eine Matrix-Ricatti-Diﬀerenzengleichung
ausgelegt.
Im zweiten Teil des Versuchs wurden ein Balken (B2) und eine Masse (m3)
an der Endmasse an einem Kragarm hinzugefu¨gt. Dieser Zusatz ruft eine
zweite Eigenschwingung hervor. Diese zweite Eigenschwingung ist eine Tor-
sionsschwingung, die eine neue Methode fu¨r die Schwingungsunterdru¨ckung
verlangte. Diese Methode wurde in dieser Arbeit Pseudobiegeschwingung ge-
nannt. Der Name resultiert aus der Na¨herung der Torsionsschwingung durch
eine reine Biegeschwingung. Zu diesem Zweck wurde das Modell fu¨nfter Ord-
nung in ein Modell siebter Ordnung u¨berfu¨hrt. Es beru¨cksichtigt beide For-
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men von Schwingungen und den Stromregler. Fu¨r dieses neue Problem wurde
das Konzept einer nicht vollsta¨ndigen Zustandsregelung verwendet.
Fu¨r eine bessere Anna¨herung an eine reale Bestu¨ckungsmaschine wurde die
Endmasse auf der x-Achse bei verschiedenen Positionen betrachtet. Fu¨r die-
sen Fall wurden alle 5 cm die neuen beno¨tigten Parameter fu¨r die Auslegung
der Zustandsregelung identiﬁziert. Dafu¨r wurde das Konzept des gesteuerten
adaptiven Reglers eingesetzt, da hier die entsprechenden Modelle fu¨r die ver-
schiedenen Lagen der Endmasse im voraus bekannt sind. Die Matrix-Ricatti-
Diﬀerenzengleichung wurde auch hier fu¨r die Auslegung der Parameter der
Zustandsru¨ckfu¨hrung verwendet.
8.1 Ausblick
Anhand neuer, innovativer Strukturtechnologien und hoher Rechnerleistun-
gen wird in Zukunft eine bessere Qualita¨t und Performance in der Unter-
dru¨ckung von Vibrationen schwingungsfa¨higer Systeme erreicht. Eine dieser
neuen Technologien ist die Adaptronik. Diese noch junge Strukturtechnologie
eignet sich fu¨r eine aktive La¨rm- und Schwingungsunterdru¨ckung. Diese neuen
Aufgaben verlangen noch bessere Modelle, die mit komplexerer Software wie
z.B. der Finite-Elemente-Methode erzeugt werden. Hierzu muss eine bessere
Zusammenarbeit zwischen Maschinenbau, Regelungstechnik und Informatik
erfolgen, um aus der Mechatronik im na¨chsten Schritt die Adaptronik zu
entwickeln. Die Adaptronik ist so gesehen ein weiteres Teilgebiet der Mecha-
tronik mit Basiswissen aus Materialwissenschaft, Strukturmechanik, Aktorik,
Sensorik, Mess- und Regelungstechnik.
Die Hauptcharakteristik der Adaptronik ist die Verwendung von multifunk-
tionalen Materialien, die als Aktor und/oder Sensor eingesetzt werden ko¨n-
nen. Technisch relevante Beispiele fu¨r solche Materialien sind piezoelektrische
Keramiken und Folien, elektrostriktive Keramiken, magnetostriktive Legie-
rungen, Formgeda¨chtnislegierungen, Polymergele, optische Fasern und mag-
neto- oder elektrorheologische Fluide.
Ein wichtiges Anwendungsfeld fu¨r solche multifunktionalenWerkstoﬀsysteme
ist die aktive Schwingungs- und Schallreduktion. Ein Ziel der Adaptronik in
der Zukunft ist die Integration der Aktoren und Sensoren ins Struktursystem
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(Bild 8.1). Diese Struktursysteme werden damit multifunktional, selbsta¨ndig
und anpassungsfa¨hig.
Mo¨gliche Anwendungen in diesem Sinne sind schon in [22], im Bereich der
Verkehrstechnik, der Vibrationsminderung am Manipulatorsystem und der
Formkontrolle an Reﬂektoren zu ﬁnden. In [68] wird u¨ber den Einsatz einer
Smart-Struktur mit eingebautem Sensor und Aktor berichtet, die mit Hilfe
von neuronalen Netzwerken gesteuert wurde. Dieser Ansatz zeigt eine bessere
Performance als der konventionelle Einsatz mit Beschleunigungssensoren zur
aktiven Schwingungsunterdru¨ckung.
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Bild 8.1: Vergleich des mechatronischen und adaptronischen Systems
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