Robust organ segmentation is a prerequisite for computer-aided diagnosis, quantitative imaging analysis, pathology detection, and surgical assistance. For organs with high anatomical variability (e.g., the pancreas), previous segmentation approaches report low accuracies, compared with well-studied organs, such as the liver or heart. We present an automated bottom-up approach for pancreas segmentation in abdominal computed tomography (CT) scans. The method generates a hierarchical cascade of information propagation by classifying image patches at different resolutions and cascading (segments) superpixels. The system contains four steps: 1) decomposition of CT slice images into a set of disjoint boundary-preserving superpixels; 2) computation of pancreas class probability maps via dense patch labeling; 3) superpixel classification by pooling both intensity and probability features to form empirical statistics in cascaded random forest frameworks; and 4) simple connectivity based post-processing. Dense image patch labeling is conducted using two methods: efficient random forest classification on image histogram, location and texture features; and more expensive (but more accurate) deep convolutional neural network classification, on larger image windows (i.e., with more spatial contexts). Over-segmented 2 − D CT slices by the simple linear iterative clustering approach are adopted through model/parameter calibration and labeled at the superpixel level for positive (pancreas) or negative (non-pancreas or background) classes. The proposed method is evaluated on a data set of 80 manually segmented CT volumes, using six-fold cross-validation. Its performance Manuscript equals or surpasses other state-of-the-art methods (evaluated by "leave-one-patient-out"), with a dice coefficient of 70.7% and Jaccard index of 57.9%. In addition, the computational efficiency has improved significantly, requiring a mere 6 ∼ 8 min per testing case, versus ≥ 10 h for other methods. The segmentation framework using deep patch labeling confidences is also more numerically stable, as reflected in the smaller performance metric standard deviations. Finally, we implement a multi-atlas label fusion (MALF) approach for pancreas segmentation using the same data set. Under six-fold cross-validation, our bottom-up segmentation method significantly outperforms its MALF counterpart: 70.7 ± 13.0% versus 52.51 ± 20.84% in dice coefficients.
S EGMENTATION of abdominal organs such as the spleen, liver and pancreas in abdominal computed tomography (CT) scans is a crucial task in computer aided diagnosis (CAD), for quantitative and qualitative analysis and for surgical assistance. Pancreas segmentation, in particular, is a critical component in CAD systems that perform quantitative imaging analysis of diabetic patients or pancreatic cancer detection. At present, high accuracy levels (e.g., Dice coefficients > 90%) have been reported for automatic segmentation methods on CT of other organs, such as the kidneys [1] , lungs [2] , heart [3] and liver [4] . However, automatic pancreas segmentation remains a challenge. Very few single or multi-organ setups have been designed for this problem. The pancreas exhibits high anatomical variability in terms of shape and size. Furthermore, its location in the abdominal cavity varies from patient to patient. The degree of boundary contrast depends on the amount of visceral fat surrounding the pancreas. These factors, along with many others, make pancreas segmentation very complex. The manually segmented 3D volumes of patient pancreases in Fig. 1 illustrate the variations and challenges mentioned. From the above observations, we conclude that automated pancreas segmentation should follow a different approach than current organ segmentation methods, which often use statistical shape models.
This paper proposes a new, bottom-up method using image and (deep) patch-level labeling confidences for pancreas segmentation. The method is applied to 80 single phase CT patient volumes. The method is designed to improve the segmentation accuracy of highly deformable organs, like the pancreas, by leveraging the middle-level representation of image segments. First, all 2D slices of an input patient abdominal CT scan are over-segmented into superpixels. Second, the superpixels are classified into two semantic classes (pancreas and non-pancreas) using multi-stage feature extraction and a random forest (RF) classification process on the image and (deep) patch-level confidence maps, pooled at the superpixel level. Two cascaded random forest superpixel classification frameworks are presented and compared. Fig. 2 presents the first proposed framework. Fig. 5 illustrates the modularized flow charts of both frameworks. All experiments are conducted under six-fold cross-validation. Our system's speed is about two orders of magnitude greater than the speed of the atlas registration based approaches to process a new testing case [5] [6] [7] [8] [9] [10] . Furthermore, our results equal or surpass those from other state-of-the-art methods (evaluated by "leave-one-patient-out"), with a Dice coefficient of 70.7% and Jaccard Index of 57.9%. Under six-fold cross-validation, our bottom-up segmentation method significantly outperforms its "multi-atlas registration and joint label fusion" (MALF) counterpart (based on our implementation borrowed from [11] and [12] ): Dice coefficients 70.7 ± 13.0% versus 52.51 ± 20.84%. Additionally, another bottom-up supervoxel based multi-organ segmentation without registration in 3D abdominal CT images is also investigated [13] in a similar spirit, for demonstrating this methodological synergy.
II. PREVIOUS WORK
Organ segmentation methods can be divided into two categories: top-down and bottom-up methods. In top-down methods, a-priori knowledge such as atlas(es) and/or shape models of the organ are generated and incorporated into the framework via learning based shape model fitting [1] , [3] , [4] or volumetric image registration [7] , [8] , [10] . In bottom-up methods, segmentation is performed by local image similarity grouping and growing [2] or pixel, superpixel/supervoxel based labeling [14] . In general, top-down methods are suitable for organs which can be modeled well by statistical shape models [1] , [3] ; whereas, bottom-up methods are more effective for highly non-Gaussian shaped [14] or pathological organs. Fig. 2 . Overall pancreas segmentation framework via cascaded superpixel classification and dense image patch labeling. The dot-arrow flow represents the second cascade (Cascade-2) of random forest based superpixel classification which is built upon the same information channels of CT image intensity, superpixel maps and patch labeling probability maps as cascade-1. The difference is that the patch labeling maps in Cascade-2 can be generated by classifying hand-crafted image features (as the only option in Cascade-1) or feed-forwarding deep convolutional neural networks. Cascade-2 runs on the small subset of superpixels that pass Cascade-1 (i.e., without being rejected as background).
Most previous work on pancreas segmentation from CT images adopts top-down methods [5] [6] [7] [8] [9] [10] . [5] is not comparable to the others, as it uses three-phase contrast enhanced CT images, as opposed to single phase CT images.
• Shimizu et. al [5] use three-phase contrast enhanced CT data, which are first registered together for a particular patient and later registered to a reference patient by landmark-based deformable registration. The spatial support area of the abdominal cavity is reduced by segmenting the liver, spleen and three main vessels used to interpret the pancreas's location (i.e., splenic, portal and superior mesenteric veins). Coarse-to-fine pancreas segmentation is performed by using generated patientspecific probabilistic atlas guided segmentation, followed by intensity-based classification and post-processing. This method was validated on 20 multi-phase datasets, and yielded a Jaccard index of 57.9%. • Okada et. al [6] perform multi-organ segmentation by combining inter-organ spatial interrelations with probabilistic atlases. The approach incorporates various a-priori knowledge into the model that includes the shape representations of seven organs. The method was validated on 28 abdominal contrast-enhanced CT datasets, and yielded an overall volume overlap of Dice index 46.6% for the pancreas. • Chu et. al [8] present an automated multi-organ segmentation method based on spatially-divided probabilistic atlases. The algorithm consists of image-space division and a multi-scale weighting scheme to handle the large differences among patients in organ shape and position in local areas. Their experimental results show that the liver, spleen, pancreas and kidneys can be segmented with Dice similarity indices of 95.1%, 91.4%, 69.1%, and 90.1%, respectively, using 100 annotated abdominal CT volumes. • Wolz et. al [7] use a multi-organ segmentation approach that combines hierarchical weighted subject-specific atlas-based registration and patch-based segmentation. Segmentation predictions are post-processed using optimized graph-cuts with a learned intensity model. The method yields state-of-the-art results, with the mean pancreas segmentation Dice coefficients of 69.6% on 150 patients and 58.2% on a sub-population of 50 patients. • Recent work by Wang et. al [10] presents a patch-based label propagation approach that uses relative geodesic distances. This method can be considered a preview for bottom-up segmentation, where affine registration between dataset and atlases were conducted followed by refinement, which uses the patch-based segmentation to reduce misregistrations and instances of high anatomical variability. The approach, evaluated on 100 abdominal CT scans, yielded a mean Dice coefficient of 65.5% for pancreas segmentation.
Many of the atlas based approaches [5] [6] [7] [8] [9] [10] conduct experiments under a "leave-one-patient-out" or "leave-oneout" (LOO) scheme, for up to N=150 patients. In the clinical setting, leave-one-out based dense volume registration (from all other N-1 patients as atlas templates) and label fusion may be computationally impractical (10+ hours per testing case). More importantly, it does not scale up easily to large datasets.
The proposed bottom-up approach is far more efficient in memory and computation speed than the multi-atlas registration framework [5] [6] [7] [8] [9] [10] . It is evaluated on 80 manually segmented CT patient volumes, under six-fold crossvalidation (CV). The method's results equal or surpass those of state-of-the-art methods (even under "leave-one-patientout", or LOO), with Dice coefficient 70.7% and Jaccard Index 57.9%. Strict quantitative comparison is not possible, as experiments cannot be performed on the same datasets. 1 We instead implement a multi-atlas label fusion (MALF) pancreas segmentation approach [11] , [12] using our datasets. Under six-fold CV, our bottom-up segmentation method clearly outperforms its MALF counterpart: Dice coefficients 70.7 ± 13.0% versus 52.51 ± 20.84%. Superpixel based representation for pathological region detection and segmentation has been recently studied in [15] using MRI datasets. Under any problem representation, the visual feature extraction and classification framework [15] differ significantly from those in our approach. Our bottomup image parsing method, namely the usage of superpixels as an intermediate level image representation, is partially inspired by similar approaches in PASCAL semantic segmentation [16] and scene labeling [17] . However, very different technical and algorithmic components are required, due to the pancreas's small size and the high unbalance between pancreas and nonpancreas tissues. Indeed, the pancreas generally occupies less than 1% of space in a CT scan. We here use a "Cascaded Superpixels" representation to address this domain-specific challenge prevalent in medical image analysis.
III. METHODS
This section presents the steps in our algorithm (Sec. III-A and Sec. III-B). A diagram is provided in Fig. 2 . The method's extensions exploiting sliding-window CNN based dense image patch labeling and framework variations are described in Sec. III-C and Sec. III-D.
A. Boundary-Preserving Over-Segmentation
Over-segmentation denotes the segmentation or decomposition of images (or more generally grid graphs) into smaller perceptually meaningful regions, "superpixels". Within a superpixel, pixels are similar in color, texture, intensity, etc. and generally align with image edges. Hence, superpixels need not form rectangular patches; they may be irregular in shape and size. In the computer vision literature, numerous approaches have been proposed for superpixel segmentation [18] [19] [20] [21] [22] . Superpixel methods fall under two main categories: graphbased (e.g., Simple Linear Iterative Clustering or SLIC [18] , entropy rate [20] and [21] ) and gradient ascent methods (e.g., watershed [22] and mean shift [23] ). We select three graphbased superpixel algorithms (SLIC [18] , [19] , efficient graphbased [21] and Entropy rate [20] ) and one gradient ascent method (watershed [22] ), due to their remarkable speed, efficiency, and accuracy. The algorithms in [21] and [22] are relatively fast, at O(MlogM) complexity, where M is the number of pixels or voxels in the image or grid graph. Mean shift [23] and normalized cuts [24] are O(M 2 ) and O(M 3 2 ), respectively. Simple linear iterative clustering (SLIC) [18] is both fast and memory efficient. Fig. 3 shows sample superpixel results using the SLIC approach. Original CT slices and cropped, enlarged pancreas superpixel regions are also illustrated. From our evaluation, the SLIC approach yields high boundary recalls (within the distance range of [1, 6] pixels from the semantic pancreas ground-truth boundary annotation), thus indicating that most superpixels were located in the same 3×3 neighborhood as ground truth pancreas boundaries. The watershed approach provided the least promising results for usage in the pancreas, due to the lack of conditions in the approach, to utilize boundary information in conjunction with intensity information as implemented in graph-based approaches. The superpixel number range per axial image is constrained ∈ [100, 200] to make a good trade-off on superpixel dimensions or sizes. The overlap ratio r is defined as the percentage of pixels/ voxels inside each superpixel that are annotated as pancreas in the ground-truth pancreas mask. We can obtain binary pancreas segmentation results by thresholding on r , namely choosing a value τ such that r > τ indicates a pancreas superpixel. When τ = 0.50, the mean (standard deviation) Dice coefficient is 81.2% ± 3.3%. This is called the "Oracle" segmentation accuracy, since computing r requires knowledge of the ground-truth segmentation. "Oracle" is also the upper bound for our superpixel labeling and classification framework. The Dice coefficient of 81.2 ± 3.3% is significantly higher and more numerically stable (in standard deviation) than those from previous state-of-the-art methods [5] , [7] [8] [9] [10] . The choices of SLIC and τ = 0.50 have been calibrated using the training CT scans. We empirically find that there is no need to change the superpixel generation method, its parameters and the threshold τ = 0.50 in each round of cross-validation. Our superpixel calibration procedure generalizes well to all of our datasets. Voxel-level pancreas segmentation can be propagated from superpixel-level classification and further improved by efficient narrow-band level-set based curve evolution [25] , or the learned intensity model based graph-cut [7] .
Mid-level visual representations like superpixels have been widely adopted in recent PASCAL Visual Object Classes or VOC semantic segmentation challenges [16] from computer vision. Generally speaking, a diverse set of plausible segments are expected per image to be fully exploited by later employed probabilistic models [26] . For many patients (especially those with low body fat percentages) in our study, the degree of contrast for pancreas boundaries can be much weaker than that for boundaries in PASCAL VOC images (in which the challenge rather lies in the clutter among multi-class objects).
Although superpixels may be extended to supervoxels, we maintain superpixel representation, due to the potential boundary leakage problem of supervoxels that may severely deteriorate pancreas segmentation in multiple CT slices. Object level pancreas boundaries in abdominal CT images can appear very weakly, especially for patients with low body fat percentages. On the other hand, as in Sec. III-B, image patch based appearance descriptors and statistical models are well developed for 2D images (in both computer vision and medical imaging). 3D statistical texture descriptors and models to accommodate supervoxels can be computationally expensive, with no significant improvement in performance [14] , [27] .
B. Patch-Level Visual Feature Extraction and Classification via Random Forest: P R F
In this work, a total of 46 patch-level image features depicting the pancreas and background are extracted. Each patient's 3D abdominal body region is first segmented and identified using a standard table-removal procedure, in which all extra-body voxels are removed.
1), To describe the texture, we adopt the Dense Scale-Invariant Feature transform (dSIFT) approach [28] , extending the SIFT descriptor [29] in several aspects. The publicly available VLFeat implementation of the dSIFT is employed [28] . The descriptors are densely and uniformly extracted from image grids separated by 3 pixels. The patch centers correspond to the green points on the original image slice. From the center coordinates, the dSIFT is computed with [2x2] bins and bin size 6 pixels, which results in a 32 dimensional texture descriptor for each image patch. The image patch size is fixed at 25×25, as a trade-off between computational efficiency and description power. Image patch sizes ranging from 15 to 35 pixels are tested using a small sub-sampled dataset for classification, as we later describe. Stable performance statistics are observed and quantitative experimental results using the default patch size of 25×25 pixels are reported.
2), A second feature group using the pixel intensity histograms of the ground-truth pancreas and the surrounding tissues is built on the class-conditional probability density functions (PDF). A kernel density estimator (KDE) 2 is created using image intensities from the training patient CT scans. The KDE represents the CT intensity distributions of the positive (pancreas) X + and negative (non-pancreas) classes X − of pixels. The positive sample set comprises all pixels residing inside pancreas. However, since negative pixels greatly outnumber positive pixels, only 5% of negative pixels from each CT scan (by random resampling) is considered. Let
where h + n and h − m represent the pixel intensities of positive and negative samples from the training patient scans. The kernel density estimators f + (
is assumed to be a Gaussian kernel with optimal computed bandwidth 3.039 for this data. Kernel sizes or bandwidth may be selected automatically using a 1D Likelihood-based 
. This function is converted into a precomputed look-up table over H = [0 : 1 : 4095] (the full CT intensity range), which allows for very efficient O(1) access time.
3), The third feature group contains object boundarypreserving intensity features. Features are computed as follows. The same KDE response statistics within the intersected sub-regionsṔ ∈ P (where P presents a generic image patch) are extracted, by first utilizing the KDE probability response maps above and later the superpixel CT masks described in Sec. III-A, as underlying supporting masks to each image patch. The idea is that an image patch, P, may be divided into more than one superpixel. This set of statistics is calculated with respect to the most representative superpixel (the superpixel covering the patch's center pixel). 4), The final two features for each axial slice (in the patient volumes) are the normalized relative x-axis and y-axis positions [0, 1], computed at each image patch center against the segmented body region (self-normalized 3 for patients with different body mass indices). After concatenating all features, a total of 46 image patch-level features per superpixel are used to train a random forest (RF) classifier C p . Image patch labels are obtained by directly borrowing the class information of their patch center pixels, based on the manual segmentation.
To resolve the data unbalance issue between the positive (pancreas) and negative (non-pancreas) class patches (during RF training), the sample weights for both classes are normalized so that the sum of the sample weights for each class reaches the same constant (i.e., assuming a uniform prior). Pancreas class patch samples are weighted much more heavily than non-pancreas background class instances, since they are more rare. A similar sample re-weighting scheme is exploited in the regression forest for anatomy localization [30] . RF training is conducted under six-fold cross-validation.
In summary, SIFT and its variations, e.g., D-SIFT have proven to be informative, especially through spatial pooling or packing [31] . A wide range of pixel-level correlations and visual information per image patch is also captured by the remaining 14 features. Both high classification specificity and recall have been obtained in cross-validation using a Random Forest implementation with 50 trees and minimum leaf size set to 150 (i.e., using the tr eebagger (•) function in Matlab).
C. Patch-Level Classification via Deep Convolutional Neural Network: P C N N
In this work, we use a Convolutional Neural Network (CNN) for binary image patch classification. The model architecture is composed of five convolutional layers with max-pooling and two fully-connected layers containing DropOut [32] connections, with probability 0.5. Our CNN model ends with a final two-way softmax classification layer for 'pancreas' and 'non-pancreas' classes (refer to Fig. 4 ). In testing, no DropOut operation is necessary. Modern GPU acceleration allows efficient training and runtime evaluation of deep CNN models. We use the publicly available cuda-convnet2 4 which is a simplified version of AlexNet [33] . In each round of cross-validation, approximately 0.6 ∼ 0.8 million image patches are used for training (obtained using resampling and data augmentation [34] ).
To extract dense image patch response maps, we use a straight-forward sliding window approach that extracts 2.5D image patches composed of axial, coronal and sagittal planes at all image positions. Since the deep CNN architecture can encode large scale image patches (even the whole 224×224 pixel images [33] ) very efficiently, hand crafted image features are no longer required. In this paper, the dimensions of the image patches for CNN training are 64×64 pixels, which is significantly larger than 25×25 from Sec. III-B. The larger spatial context is expected to improve the accuracy in patch labeling. For efficiency purposes, we extract patches at every th pixel for the CNN feed-forward evaluation and later apply the nearest neighbor interpolation 5 to estimate the values at skipped pixels. We denote the CNN model generated probability maps as P C N N . Fig. 5 .
The flow-chart of input channels and component classifiers to form the overall frameworks 1 (F-1) and 2 (F-2). I CT indicates the original CT image channel; P RF represents the probability response map by RF based patch labeling in Sec. III-B and P C N N from deep CNN patch classification in Sec. III-C, respectively. Superpixel level random forest classifier C 1 S P is trained with all positive and negative superpixels in I CT and P RF channels; C 2 S P and C 3 S P are learned using only "hard negatives" and all positives, in the I CT P RF or I CT P C N N channels, respectively. Frameworks F-1 and F-2 are cascaded models formed from C 1 S P → C 2 S P , or C 1 S P → C 3 S P . Note that F-1 and F-2 share the first layer of classification cascades, in order to coarsely prune ∼ 96% initial superpixels using both intensity and P RF features (refer to Fig. 8 Left) .
The computational cost of deep CNN patch labeling per patch (via a sliding window) is still higher than the cost in Sec. III-B. In practice, dense patch labeling by P R F runs exhaustively at 3 pixel intervals, while P C N N is only evaluated at pixel locations that pass the first stage of a cascaded random forest superpixel classification framework. This process is detailed in Sec. III-D, where at the initial layer of the cascade, C 1 S P is operated at a high recall (close to 100%) but low specificity mode to minimize the false negative rate (FNR). The other important reason for doing so is to greatly reduce the training unbalance for P C N N in C 3 S P . After this initial pruning, the ratio of non-pancreas to pancreas superpixels decreases from > 100 to ∼ 5.
D. Superpixel-Level Feature Extraction, Cascaded Classification and Pancreas Segmentation
In this section, we train three different superpixel-level random forest classifiers: C 1 S P , C 2 S P and C 3 S P . These classifiers are used to form two cascaded RF classification frameworks (F-1, F-2), as shown in Fig. 5 . The superpixel labels are inferred from the overlap ratio r (defined in Sec. III-A). If r ≥ 0.5, the superpixel is labeled as positive, while if r ≤ 0.2, the superpixel is labeled as negative. The few remaining superpixels for which 0.2 < r < 0.5 (a relatively very small portion/subset of all superpixels, i.e., less than 3%) are considered ambiguous and are excluded from training.
Training C 1 S P utilizes both the original CT image slices (I CT in Fig. 5 ) and the probability response maps (P R F ) via the hand-crafted feature based patch-level classification (described in Sec.III-B). The 2D superpixel supporting maps (computed in Sec.III-A) are used for feature pooling and extraction on a superpixel level. The CT pixel intensity/attenuation numbers and the per-pixel pancreas class probability response values (from dense patch labeling of P P F or P C N N later) within each superpixel are treated as two empirical unordered distributions. Thus our superpixel classification problem is converted as modeling the difference between empirical distributions of positive and negative classes. We compute 1) simple statistical features of the 1st-4th order statistics such as mean, std, skewness, kurtosis [35] and 2) histogram-type features of eight percentiles (20%, 30%, . . . , 90%) , per distribution in intensity or P R F channel, respectively. Once concatenated, the resulted 24 features for each superpixel instance is fed to train random forest classifiers.
Due to the highly unbalanced quantities between foreground (pancreas) superpixels and background (the rest of CT volume) superpixels, a two-tiered cascade of random forests are exploited to address this type of rare event detection problem [36] . In a cascaded classification, C 1 S P once trained is applied exhaustively on scanning all superpixels in an input CT volume. Based on the receiver operating characteristic (ROC) curves in Fig. 8 (Left) for C 1 S P , we can safely reject or prune 97% negative superpixels while maintaining nearly ∼ 100% recall or sensitivity. The remaining 3% of negatives, often referred as "hard negatives" [36] , along with all positives, are employed to train the second C 2 S P in the same feature space. The combination of C 1 S P and C 2 S P is referred to as Framework 1 (F-1) in the following sections.
Similarly, we can train a random forest classifier C 3 S P by replacing C 2 S P 's feature extraction dependency on the P R F probability response maps, with the deep CNN patch classification maps of P C N N . The same 24 statistical moments and percentile features per superpixel, from two information channels I CT and P C N N , are extracted to train C 3 S P . Note that the CNN model that produces P C N N is trained with the image patches sampled from only "hard negative" and positive superpixels (aligned with the second-tier RF classifiers C 2 S P and C 3 S P ). For simplicity, P R F is only trained once with all positive and negative image patches. This will be referred to as Framework 2 (F-2) in the following sections. F-1 only use P R F , while F-2 depends on both P R F and P C N N (with minor additional computational cost).
The flow chart of frameworks 1 (F-1) and 2 (F-2) is illustrated in Fig. 5 . The two-level cascaded random forest classification hierarchy is found empirically to be sufficient (although a deeper cascade is possible) and is implemented to obtain F-1: C 1 S P and C 2 S P , or F-2: C 1 S P and C 3 S P . Only intensity based statistical features for C 1 S P produce significantly inferior results. On the other hand, C 3 S P can be learned using all three available information channels of I CT P R F P C N N that will result in 36 superpixel-level features. Based on our initial empirical evaluation, I CT P C N N is as sufficient as using all three channels. Hence, I CT P C N N seems to be the optimal feature channel configuration considering both the classification effectiveness and model complexity. The coupling of P C N N into C 3 S P consistently shows better segmentation results than P R F for C 2 S P ; whereas, P C N N is not powerful enough to be used alone.
The binary 3D pancreas volumetric mask is obtained by stacking the binary superpixel labeling outcomes (after C 2 in F-1 or C 3 S P in F-2) for each 2D axial slice, followed by 3D connected component analysis. By assuming the overall pancreas connectivity of its 3D shape, the largest 3D connected component is kept as the final segmentation. The binarization thresholds of random forest classifiers in C 2 S P and C 3 S P are calibrated using data in the training folds in 6-fold crossvalidation, via a simple grid search. In [37] , standalone Patch-ConvNet dense probability maps (without any postprocessing) are processed for pancreas segmentation after using (F-1) as an initial cascade. The corresponding pancreas segmentation performance is not as accurate as (F-1) or (F-2). This finding is in analogy to [38] and [39] where hand-crafted features need to be combined with deep image features to improve pulmonary nodule detection in chest CT scans or chest pathology detection using X-rays. Refer to Sec. IV-B and Sec. IV-C for detailed comparison and numerical results. Recent computer vision work also demonstrate the performance improvement when combining hand-crafted and deep image features for image segmentation [40] and video action recognition [41] .
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IV. DATA AND EXPERIMENTAL RESULTS
A. Imaging Data
Our method is evaluated on a dataset of 80 3D abdominal portal-venous contrast enhanced CT scans (∼ 70 seconds after intravenous contrast injection) acquired from 53 male and 27 female subjects. 17 of the subjects are healthy kidney donors who received abdominal CT scans prior to nephrectomy. The remaining 63 patients are randomly selected by a radiologist from the Picture Archiving and Communications System (PACS) from a population exhibiting neither major abdominal pathologies nor pancreatic cancer lesions. The CT datasets are obtained from the National Institutes of Health Clinical Center. Subject age ranges from 18 to 76 years, with a mean of 46.8 ±16.7. Scan resolution is 512×512 pixels (vary-ing pixel sizes) with slice thickness ranging from 1.5−2.5 mm on Philips and Siemens MDCT scanners. The tube voltage is 120 kVp. Manual, ground-truth pancreas segmentation masks for all 80 cases have been provided by a medical student and have been revised by a radiologist.
B. Results on Pancreas Segmentation Accuracy
All experiments are conducted under six-fold crossvalidation, as described in Sec. III-B and Sec. III-D. Four evaluation metrics are employed: Dice similarity coefficient, Jaccard index, volumetric recall, and volumetric precision. The Dice similarity index measures the overlap between two sample sets, DSC = 2(|A ∩ B|)/(|A| + |B|) where A and B refer to the algorithm output and manual ground-truth 3D pancreas segmentation, respectively. The Jaccard index (JI) is another statistic used to compute similarities between the segmentation result against the reference standard, J I = (|A∩ B|)/(|A∪ B|). Fig. 6 (d) and (h) show sample illustrative slices from different patients. Response maps are computed for the image patch-level classification and dense labeling. High probability values corresponding to the pancreas are represented by the red color regions (the background is blue). The response maps (denoted as P R F ) are highly informative. The most interesting observation is that the relative x and y positions, when included as features, allow for clearer spatial separation of positive and negative regions, via internal RF feature thresholding. The trained RF classifier is able to recognize negative class patches, such as liver, vertebrae and muscle using spatial location cues. Fig. 6(d,h) contains implicit vertical and horizontal decision boundary lines, unlike Fig. 6(c,g) . This demonstrates the superior descriptive and discriminative power of the feature descriptor on image patches (P andṔ), relative to single pixel intensities. Organs with similar CT values are suppressed significantly in the patch-level response maps.
1) Cascade ROC Analysis: Fig. 8 contains the ROC curves for 6-fold cross-validation of the two-tiered superpixel-level classifiers C 1 S P and C 2 S P , C 3 S P to assemble our frameworks F-1 and F-2, respectively. The red plots are constructed from the average sensitivity and specificity per superpixel. In the blue plots, each superpixel is weighted by its size (e.g., numbers of pixels and pixel sizes) prior to computing sensitivity and specificity. The Area Under the Curve (AUC) values of C 2 S P are noticeably lower than the C 1 S P AUC values (0.884 versus 0.997). This indicates that C 2 S P is much harder to train, since it uses "hard negatives" as negative samples that are classified positively by C 1 S P . Random Forest classifiers with 50 ∼ 200 trees are evaluated, with similar empirical performances. In C 3 S P , the dense patch-level image labeling (in the second level of cascade) is conducted by a Deep Convolutional Neural Network (i.e., Patch-ConvNet) to generate P C N N (Refer to Fig. 7) . Three examples of dense CNN based image patch labeling are demonstrated in Fig. 9 . The AUC value of C 3 S P obtained by swapping the probability response maps from P R F to P C N N does improve to 0.931, compared to 0.884 using C 2 S P in the pixel-weighted volume metric. This demonstrates the performance benefit of using CNN for dense patch labeling (Sec. III-C) versus hand-crafted image features (Sec. III-B). See Fig. 8 (Right) and (Middle), respectively.
2) Quantitative Pancreas Segmentation Accuracy: Pancreas segmentation is evaluated with respect to the total number of patient scans used for training and testing. Using our F1 framework on 40, 60 and 80 (i.e., 50%, 75% and 100% of the total 80 datasets) patient scans, Dice, JI, Precision and Recall are computed under six-fold cross-validation. Table I provides results from the usage of image patch-level features and multi-level classification (i.e., performing C 1 S P and C 2 S P on I CT and P R F ) and shows the effect of the patient population size on performance. Steady improvements of ∼ 4% in the Dice coefficient and ∼ 5% for the Jaccard index are observed, from 40 to 60, and 60 to 80 patients. Fig. 10 contains some sample final pancreas segmentation results from the 80 patient execution (i.e., Test 3 in Table I) for two different patients. The results are divided into three categories: good, fair and poor. The good category refers to Dice coefficients above 90% (of 15 patients), fair to 50% ≤ Di ce ≥ 90% (49 patients) and poor to Dice < 50% (16 patients).
Six-fold CV is employed once more, to allow for direct comparison on segmentation accuracy using the same four metrics (i.e., Dice, JI, precision and recall) for framework F-1 versus F-2. Table I indicates that F-2 increases the Dice coefficient by 2%. However, the main improvement lies in the minimum values (i.e., the lower performance bound) for each of the metrics. Usage of deep patch labeling prevents the case of no pancreas segmentation while keeping slightly higher mean precision and recall values. Furthermore, F-2 decreases the standard deviations by ∼ 50% (from 25.6% to 13.0% in Dice; and 25.4% to 13.6% in JI). Note that F-1's standard deviation ranges are similar to those from the previous methods [5] , [7] [8] [9] [10] and F-2 significantly improves upon all methods. From Fig. 2 and Fig. 6 , one can infer that including the relative x-axis and y-axis positions as features reduced the overall false negative rates. F-2's consistent improvement over F-1 implies that CNN based dense patch labeling yields more promising results (Sec. III-C) than the conventional handcrafted image features and random forest patch classification alone (Sec. III-B). Fig. 11 depicts an sample patient for which F-2's Dice score increases F-1's score by 18.6% (from 63.9% to 82.5%). In this particular case, the proximity of the stomach and duodenum to the pancreas head is especially challenging for F-1, and can only be detected by the CNN. The surfaceto-surface overlays compare both frameworks to the ground truth manual segmentation.
F-1's performance is comparable to that of other stateof-the-art pancreas segmentation methods, while F-2's performance slightly but consistently surpasses others', even under six-fold cross-validation instead of the "leave-onepatient-out" (LOO) used in [5] [6] [7] [8] [9] [10] . Note that our results are not directly or strictly comparable with [5] [6] [7] [8] [9] [10] , as different datasets are used for evaluation. Under six-fold CV, our bottom-up segmentation method can significantly outperform the "multi-atlas and label fusion" (MALF) from [11] and [12] , on the pancreas segmentation dataset studied in this paper. Details are provided later in this section. Table II compares Dice, JI, precision and recall results, between our methods of F-1, F-2 and other approaches, in multi-atlas registration and label fusion based multi-organ segmentation [6] [7] [8] [9] [10] and multi-phase single organ (i.e., pancreas) segmentation [5] . Previous numerical results derive from the publications [5] [6] [7] [8] [9] [10] . We choose the best result out of the different parameter configurations in [8] . Based on 80 CT datasets, our results are comparable and slightly better than those from the recent state-of-the art work [5] , [7] [8] [9] [10] . For example, F-1 yields Dice coefficients of 68.8% ± 25.6% (c,d) with Dice coefficients for the volume above the first slice. The zoomed-in areas of the slice segmentation in the orange boxes are shown to the right of the images. Their surface-to-surface distance map overlaid on the ground truth mask is provided in Columns (c,d) Bottom, and the corresponding ground truth segmentation masks in Column (b) Bottom are in red. Red indicates higher differences, and green smaller distances. and F-2 70.7% ± 13.0% (6-fold CV), versus 69.6% ± 16.7% in [7] , 65.5% in [9] , 65.5%±18.6% in [10] and 69.1%±15.3% in [8] (LOO).
Standalone Patch-ConvNet dense probability maps can be smoothed and thresholded for pancreas segmentation as reported in [37] where Dice coefficients 60.9 ± 10.4% [10] UNDER LOO, REGIONAL CNN METHODS [37] , [42] AND OUR IMPLEMENTATION OF "MULTI-ATLAS AND LABEL FUSION" (MALF) USING PUBLICLY AVAILABLE C++ CODE BASES [11] , [12] UNDER THE SAME SIX-FOLD CROSS-VALIDATION. [ are achieved. When only 12 features are extracted from P C N N maps for C 3 S P , the final pancreas segmentation accuracy drops to 64.5±12.3% in Dice scores, compared to F-1 (68.8±25.6%) and F-2 (70.7 ± 13.0%) in Table I . Similarly, recent work [38] , [39] observe that deep CNN image features should be combined with hand-crafted features to improve performance in computer-aided detection tasks.
C. Quantitative Comparison on Pancreas Segmentation Methods
We exploit two variants of bottom-up pancreas segmentation that propagate information from image patches to (segments) superpixels. Both frameworks are conducted under six-fold cross-validation. Six-fold CV is more difficult than the "leave-one-out" (LOO) criterion in [5] and [7] [8] [9] [10] , as less patients are used for training, and more separate patient scans are used for testing. In fact, under LOO, [7] experiences a notable decline in performance from using 149 patients to using 49 patients in training. In particular, the mean Dice coefficient decreases from 69.6%±16.7% to 58.2%±20.0%. This indicates that under six-fold cross-validation, the multi-atlas fusion approaches [5] [6] [7] [8] [9] [10] may achieve lower segmentation accuracies than reported. At 40 patients, our Dice coefficient using framework 1 is 2.2% higher than the reported Dice coefficient from [7] using 50 patients (60.4% versus 58.2%). Compared to using N −1 patient datasets directly in the memory for multi-atlas registration methods, our learned models are more compactly encoded into a series of patch and superpixel-level random forest classifiers and into a CNN classifier for patch labeling. Computational efficiency also improves significantly, in the order of 6 ∼ 8 minutes per testing case (using a mix of Matlab and C implementation, ∼ 50% time for superpixel generation), compared to others requiring 10 hours or more. The segmentation framework (F-2) using deep patch labeling confidences is also more numerically stable, with no complete failure case and with remarkably lower standard deviations.
1) Comparison to R-CNN and its Variations [37] , [42] : In previous work [42] , we chose to employ the recently developed "Regional CNN" (R-CNN) for pancreas segmentation, due to its high performance on superpixel classification [43] . Our simple R-CNN implementation reported notably worse results (Dice coefficient 62.9% ± 16.1%) than our F-2 framework (Dice 70.7 ± 13.0%), which may be due to the R-CNN's training scheme. In particular, R-CNN [43] is not an "endto-end" trainable deep learning system. First, R-CNN uses pre-trained or fine-tuned CNNs to extract image features for superpixels. Afterwards, the computed deep image features are classified by support vector machine models.
Recent work [37] extends the region-based convolutional neural networks (R-CNN) designed for semantic image segmentation [16] , [43] to pancreas segmentation. In [37] , 1) we exploit multi-level deep convolutional networks, which sample a set of bounding boxes covering each image superpixel at increasing spatial scales [44] ; 2) our best performing model is a stacked R 2 -ConvNet, which operates in the joint space of CT intensities and Patch-ConvNet dense probability maps, similar to F-2. [37] yields a mean (standard deviation) Dice coefficient of 71.8±10.7% in four-fold cross-validation (which is slightly better than 70.7 ± 13.0% from F-2 using the same dataset). However, [37] cannot be directly trained and tested on the raw CT scans as in this paper, due to the large nonpancreas to pancreas superpixel ratio in the dataset. Therefore, given an input abdomen CT, an initial set of superpixel regions is first generated or filtered by a coarse cascading process of operating the random forests based pancreas segmentation (similar to F-1), at low classification thresholds. Over 96% of the original 3D abdominal CT scan space is discarded for the next step (see Fig. 8 Left) . For pancreas segmentation, these pre-labeled superpixels serve as regional candidates with high sensitivity (>97%) but low precision (generally called Candidate Generation or CG process). The resulting initial DSC is 27% on average. Next, [37] evaluates several CNN variants for segmentation refinement (or pruning). F-2 performs comparably to the R-CNN extended for pancreas segmentation [37] and is able to run without using F-1 to generate pre-selected superpixel candidates (which nevertheless is required by [37] , [42] ).
2) Comparison to MALF (Under Six-Fold CV):
To easily compare our method to the previously well studied "multiatlas and label fusion" (MALF) approaches, we implement a MALF solution for pancreas segmentation using the publicly available C++ code bases [11] , [12] . We again use six-fold cross-validation, instead of "leave-one-patient-out" (LOO) as in [5] [6] [7] [8] [9] [10] . Specifically, each atlas in the training folds is registered to every target CT image in the testing fold, with the fast free-form deformation algorithm developed in NiftyReg [11] . Cubic B-Splines are used to deform a source image to optimize an objective function based on the normalized mutual information and a bending energy term. Grid spacing along the three axes is set to 5 mm. The weight of the bending energy term is 0.005 and the normalized mutual information is partitioned into 64 bins. The optimization is performed at three coarse-to-fine levels, with a maximum of 300 iterations per level. More details can be found in [11] . The registrations are used to warp the pancreas in the atlas set (66, or 67 atlases) to the target image. Nearest-neighbor interpolation is employed, since the labels are binary images. For each pixel in the target image, each atlas provides an opinion about the label. The probability of any pixel belonging to the pancreas x in the target U is given byL(
is the warped i -th pancreas atlas, ω i (x) is a weight assigned to the i -th atlas at location x with n i=1 ω i (x) = 1, and n is the number of atlases. In our six-fold cross-validation experiments, n = 66 or 67. We adopt the joint label fusion algorithm [12] , which estimates voting weights ω i (x) by simultaneously considering the pairwise atlas correlations and local image appearance similarities at x. More details about capturing the probability that different atlases produce the same label error at location x via a dependency matrix formulation are provided in [12] . The final binary pancreas segmentation label or map L(x) in target can be computed by thresholding onL(x). The MALF segmentation yields a Dice coefficient of 52.51 ± 20.84%, in the range of [0%, 80.56%]. This value is noticeably lower than the mean Dice score of 58.2% ∼ 69.6% reported in [5] [6] [7] [8] [9] [10] under the "leave-one-patient-out" (LOO) protocol for MALF methods. The performance deterioration of MALF from LOO (equivalent to 80-fold CV) to six-fold CV is consistent with the finding that the MALF segmentation accuracy drops from 69.6% to 58.2% when only 49 atlases are available instead of 149 [7] .
Furthermore, ∼ 33.5 days are required to complete the MALF six-fold cross-validation experiments using a Windows server; whereas, the proposed bottom-up superpixel cascade approach requires ∼ 9 hours for 80 cases (6.7 minutes per patient scan on average). In summary, when using six-fold cross-validation on the same dataset, our bottom-up segmentation method significantly outperforms its MALF counterpart: 70.7 ± 13.0% versus 52.51 ± 20.84% in Dice coefficients, and is also ∼ 90 times faster. Converting our Matlab/C++ implementation into pure C++ should further reduce speed by a factor of 2 ∼ 3.
V. CONCLUSION
In this paper, we present a fully-automated bottom-up approach for pancreas segmentation in abdominal computed tomography (CT) scans. The proposed method generates a hierarchical cascade of information propagation by classifying image patches at different resolutions and pooling multichannel feature information at (segments) superpixels. Our algorithm first decomposes CT slice images into a set of disjoint boundary-preserving superpixels; computes pancreas class probability maps via dense patch labeling; classifies superpixels by generating image features from both intensity and probability information to be fed into cascaded random forests; and finally enforces a simple spatial connectivity based post-processing. The dense image patch labeling is performed by an efficient random forest classifier (P R F ) on hand-crafted image histogram, location and texture features or by a deep convolutional neural network classification (P C N N ) using larger image windows (equivalent to having more spatial context). Hierarchical cascade classification may serve the core for other important medical imaging applications, including anatomical organ detection and parsing [45] , and general computer-aided cancer detection and diagnosis [46] , [47] .
To overcome the low image boundary contrast issue in superpixel generation prevalent in medical imaging, efficient supervised edge learning techniques may be utilized to artificially "enhance" the strength of semantic object-level boundary curves in 2D or surfaces in 3D. For example, one may couple or integrate the structured random forests [48] or Holistically-nested neural network [49] based edge detection into a new image segmentation framework (MCG: Multiscale Combinatorial Grouping) [27] which permits a usercustomized image gradient map. This new approach may generate superpixels that adequately preserve most boundaries, including very weak semantic object boundaries (in image gradients) and subsequently prevent segmentation leakage.
In future work, it may be necessary to further examine sub-connectivity processes for the pancreas segmentation framework that considers the spatial relationships of splenic, portal and superior mesenteric veins with the pancreas.
