We study the performance of diffusion LMS (Least-Mean-Square) algorithm for distributed parameter estimation problem over sensor networks with quantized data and random topology, where the data are quantized before transmission and the links are interrupted at random times. To achieve unbiased estimation of the unknown parameter, we add dither (small noise) to the sensor states before quantization. We first propose a diffusion LMS algorithm with quantized data and random link failures. We further analyze the stability and convergence of the proposed algorithm and derive the closed-form expressions of the MSD (Mean-Square Deviation) and EMSE (Excess Mean-Square Errors), which characterize the steady-state performance of the proposed algorithm. We show that the convergence of the proposed algorithm is independent of quantized data and random topology. Moreover, the analytical results reveal which factors influence the network performance, and we show that the effect of quantization is the main factor in performance degradation of the proposed algorithm. We finally provide computer simulation results that illustrate the performance of the proposed algorithm and verify the results of the theoretical analysis.
Introduction
Wireless sensor networks have recently been studied among researchers from the fields of communications, computer technology, signal processing, controls, and many others [1] [2] [3] , because they have many applications [4] [5] [6] [7] . In wireless sensor networks, distributed parameter or state estimation is a very important research aspect. Meanwhile, distributed adaptive estimation is extremely attractive and challenging for theoretical analysis and applications in recent years. Adaptive networks [8, 9] are a prevailing solution to distributed adaptive estimation problem. The adaptive network consists of a collection of nodes observing temporal data arising from different sources with possibly different statistical profiles. These nodes are interconnected to each other and required to estimate and infer some parameters of interest from noisy measurements in a collaborative manner. The existing strategies that enable learning and adaptation over such network can be roughly classified into incremental strategy [10] [11] [12] [13] [14] [15] [16] [17] [18] , consensus strategy [19, 20] , and diffusion strategy [8, 9, [21] [22] [23] [24] [25] [26] [27] [28] . In incremental strategy, a cyclic path is first determined over a network, and then information is passed from one node to the next node over the cyclic path, repeating the process until all nodes are visited. However, it is difficult to determine the cyclic path in network. Consensus and diffusion strategy do not need to determine the cyclic path. Compared with consensus strategy, diffusion strategy outperforms consensus strategy for distributed parameter estimation. Moreover, when the step sizes are constant to enable continuous learning, diffusion strategy can enhance adaptation performance and widen stability ranges [29] . For these reasons, we focus on diffusion strategy in this paper.
In wireless sensor networks, communication with unquantized values is impractical due to the power and bandwidth constraints, which prevents the exchange of high-precision (analog) data among sensors. Therefore, quantization is usually required before exchanging data through internetworks communications [30] [31] [32] . What is more, node that receives data from the neighbors loses certain information because the quantization procedure induces some noise to the original data. This makes the problem more challenging from the previous works [21] . In distributed parameter estimation problem, the quantization issue is considered in consensus strategy [32] [33] [34] , but it has not been considered in diffusion strategy. Meanwhile, because the wireless environment is very complicated, nodes and links may be subject to failure. Therefore, the randomness of network topology is an important topological characteristic in wireless networks, and then it is considered in diffusion algorithm [35] . In conclusion, the data must be quantized and the network topology is random in wireless sensor networks.
However, the existing works in diffusion algorithm do not consider the effect of quantization (see [21] [22] [23] [24] [25] [26] [27] [28] and references therein). Nevertheless, due to the power and bandwidth of each sensor node constrain in sensor network, the quantization is necessarily considered, and random topology is also considered due to wireless environment. These issues are our motivation for this paper. To the best of our knowledge, this paper presents the first performance analysis of diffusion LMS algorithm, which considers the quantization together with random topology. Our objective in this paper is to analyze the convergence and steady-state performances of the proposed algorithm and derive some closed-form expressions of MSD and EMSE that characterize the steadystate performance of the proposed algorithm.
The main contributions are as follows:
(i) Some theoretical results of diffusion LMS algorithm with quantized data and random topology are derived. Some models for the transient and steadystate behavior of the diffusion LMS algorithm are obtained. Explicit expressions are derived for variance relation which contain moments that represent the effects of quantization and random topology.
(ii) We study the performance of diffusion LMS with quantized data and random topology by deriving closed-form expressions for Mean-Square Deviations (MSD) and Excess Mean-Square Errors (EMSE) for Gaussian data and sufficiently small step sizes. Meanwhile, we obtain the closed-form expressions for MSD and EMSE to explain the steady-state performance at each individual node.
(iii) The convergence of the dithered quantized diffusion LMS algorithm in networks with random links is proved. What is more, the effect of quantized error is the main factor in performance degradation of the diffusion LMS algorithm.
The remainder of this paper is organized as follows. Section 2 briefly describes the diffusion LMS algorithm without quantized data and with fixed topology. In Section 3, we propose a diffusion LMS algorithm with quantized data and random topology. In Section 4, we analyze the mean-square convergence of the modeled diffusion algorithm. The steadystate performances are obtained in Section 5. Simulation results and analysis are given in Section 6. Finally, conclusions are described in Section 7.
Notation. In order to distinguish between deterministic variables and random variables, we use boldface letters to represent random quantities and normal font represents their deterministic (nonrandom) quantities. In this paper, all vectors are column vectors, with the exception of the regression vector. We use col{ , } to denote a column vector with entries and stacked on top of each other and use diag{ , } to represent a (block) diagonal matrix with entries and . The notation (⋅) * denotes complex conjugation for scales and Hermitian transpose for matrices, and (⋅) represents transposition for matrices. The notation denotes the identity matrix of sizes × . The notations R and Z denote the sets of real numbers and integer numbers, respectively.
Diffusion Algorithm without Quantized Data: Fixed Topology
We consider a network consisting of nodes distributed over a spatial domain. In a connected network, two nodes are said to be neighbors if the nodes may be connected directly by an edge; that is, the nodes can share information. Consider a network with a fixed topology; we define the neighborhood of node , which consists of neighbors of node and node itself. The neighborhood of node is denoted by N . At every time index , each node is able to obtain a realization { ( ), , }, = 1, 2, . . . , , where ( ) is a scalar measurement and , is a 1 × regression row vector. The data { ( ), , } arise from a jointly wide-sense stationary random processes {d ( ), u , }, where u , is a random variable with zero mean and covariance matrix of the form 2 . In this paper, to estimate some unknown × 1 column vector , we assume that the measurements satisfy a linear regression model of the following form [36] :
where k ( ) is the measurement noise. We further assume that {k ( )} is independent and identically distributed over time and space and with zero mean and variance 2 V, , and is independent of u , for all .
The objective of the network is to estimate the column vector by minimizing the cost function (2) below in a fully distributed manner and in real-time. The cost function is defined as follows:
where E[⋅] denotes the expectation operator with respect to the probability space of interests. By minimizing the cost function ( ), the optimal solution satisfies the following equation:
where ,
For convenience of presentation, we assume that , is positivedefinite; that is, , > 0. Hence, , is invertible; then, the optimal solution satisfies the normal equation [36] :
However, the optimal solution cannot be determined from the solution of the normal equation, since { , , , } are not known beforehand in practical. Therefore, in order to solve , the CTA (Combine-then-Adaptive) diffusion LMS algorithm is proposed in [21] :
where is the local step size and w , is the local estimate for the parameter that is evaluated by node at time index . { } are nonnegative coefficients, which can be treated as free weighting parameters are chosen by the designer, and satisfy ≥ 0,
In this section, we briefly describe the diffusion LMS algorithm without quantized data and with fixed topology. However, the sources (e.g., power and bandwidth) are limited and the topology is random in wireless sensor networks. Therefore, we consider diffusion LMS algorithm with quantized data and random topology in Section 3.
Diffusion LMS Algorithm with Quantized Data: Random Topology
In this section, we consider the effects of quantization and random topology in diffusion LMS algorithm. Therefore, we first establish random topology model and quantization model and then derive diffusion LMS algorithm with quantized data and random topology.
Random Topology Model.
In this paper, we consider an undirected graph for simplicity; that is, ( ) = ( ), where { ( ), ( )} are coefficients at time index . To model the topological randomness, we assume that the nodes and links are random entities. We assume that, at any given time index , the coefficient (or link weight) a ( ), which connects node to node , will either assume a nominal value = with probability = (since we assume = , therefore, we can let = ) or be zero with probability = 1 − ; that is,
where A = [a ( )].
Since the link failures exist in the network, therefore, we assume a normal topology 0 , including a fixed number of nodes and edges (or links). Thus, the edges give rise to 2 different subnetworks , with each subnetwork with probability , composed of faultless and faulty links.
Since the topology matrix A is random, thus we define the mean topology matrix A and B, as [35] 
where = Pr{A = }, A = A ⊗ , and A = ⊗ . The symbols ⊗ and ⊙ denote the Kronecker product and block Kronecker product, respectively.
Dithered Quantization Model.
In this paper, we assume that each internode communication channel uses a uniform quantizer with quantization step Δ. To model the communication channel, we introduce the quantizing function, (⋅) :
where ∈ R is the channel input. Therefore, ( ) can be written as follows:
where ( ) is the quantization error, which satisfies
Since the error terms are not stochastic, which fail to lead to a reasonable solution, therefore, we introduce dither to randomize the node states prior to quantizing the perturbed stochastic state. As [33] , the quantization error sequence, { ( )} ≥0 , is defined as follows, when dither is added before quantization:
where {x( )} ≥0 and { ( )} ≥0 are random sequences. Further, the sequence { ( )} ≥0 is independent of the sequence {x( )} ≥0 . If the dither sequence, { ( )} ≥0 , satisfies the Schuchman condition [37] , then { ( )} ≥0 in (13) is independent and identically distributed random variable and uniformly distributed on [−Δ/2, Δ/2). The quantization error sequence { ( )} ≥0 is independent of the input sequence {x( )} ≥0 [38, 39] .
Dither Quantized Diffusion with Random Topology.
We now return to the problem formulation of diffusion LMS algorithm with random topology and quantized data. In the diffusion LMS algorithm, we consider both quantized data and random topology in the network. Therefore, we introduce the × 1 sequence vector { , } ≥0, ∈N , \{ } , where each entity in the vector is independent and identically distributed random variable, uniformly distributed on [−Δ/2, Δ/2). Then, using (13) , the state update equations in (5) and (6) change to
where N , is the neighborhood of node at time and k ( ) , and k ( ) , are defined as follows:
According to the properties of the dither sequence { ( )} ≥0 and the quantization error sequence { ( )} ≥0 , k ( ) , and k ( ) , are zero mean random vector and have i.i.d. (independent and identically distributed) components, independent of w , , with zero mean and with covariance matrices:
. In order to facilitate the analysis, we introduce the quantities as follows:
Using (1) and definitions (20) , (21), (23) , and (26), we have
With this relation, (14) and (15) can be written as follows:
Expression (29) can be rewritten in a more compact statespace form as follows:
In this section, we derive the diffusion LMS algorithm with quantized data and random topology. In Sections 4 and 5, we analyze the performances of the proposed algorithm.
Mean-Square Convergence Analysis
It is well known that studying the performance of single stand-alone adaptive filters is a challenging work. We now face a network of adaptive network, where the nodes influence each other's behavior. Therefore, its performance analysis is more complicated than the single adaptive filter. In order to proceed with the analysis, we introduce the weight error vector:w
Noting that A ( ) = ( ) , by subtracting ( ) from both sides of (30) and using the expression (27), we get
We assume that the regression data {u , } are temporally and spatially independent random variables; taking expectation of both sides of (32) leads to
where R = diag{ ,1 , ,2 , . . . , , } is a block diagonal matrix and , = E[u * , u , ]. Therefore, from (33), we can see that the mean of the weight error vector depends on the mean topology matrix A and on the block diagonal matrix R . Theorem 1. Assume the fact that data model (27) and the regression data {u , } are temporally and spatially independent holds. Then, all estimators {w , } converge in the mean to the optimal solution if the positive parameters { } satisfy the following condition:
where max ( , ) denotes the maximum eigenvalue of Hermitian matrix , .
Proof. It follows from (33) 
where ( − MR ) < 1 is the spectral radius of matrix − MR . Therefore, we have
Thus, the matrix − MR is stable if and only if the parameters { } satisfy
, ∀ = 1, 2, . . . , .
It follows that
Namely,
Steady-State Performance Analysis

Variance Relations.
In order to study the mean-square performance of the diffusion LMS algorithm with quantized data and random topology, therefore, we introduce the variance relation of weight error vectorsw . From expression (32), we get
where R(⋅) denotes the real part of its matrix argument, Σ is some arbitrary × Hermitian positive-definite matrix, ‖ ‖ 2 Σ = * Σ for any column vector , and
However, the closed form of the variance relation is difficult to derive. So we consider that the regressor data arise from circular Gaussian sources with zero mean in the next subsection.
Gaussian Data.
In order to evaluate the network meansquare performance of each individual node by using the above variance relation, thus, we need to calculate the data moments. In particular, since the last terms in (42) and (43) are difficult to calculate in closed form for arbitrary distribution of the data, thus, we assume that the regressors arise from circular Gaussian sources with zero mean [36] . We define the transformed quantities as follows:
where we introduce the eigendecomposition R = * Λ , is unitary, and Λ = diag{Λ 1 , Λ 2 , . . . , Λ }, Λ > 0 is a diagonal matrix, and M = M follows from (22) . Therefore, expressions (41), (42), and (43) change to
For Gaussian data sources, expression (45) is rewritten by the following recursion: 
For the derivation of (48), see the Appendix. In the above, we are using vector to replace its matrix representation Σ.
In the next subsection, we use (48) and (49) to capture the essence of stability behavior of the diffusion LMS algorithm with quantized data and random topology.
Steady-State Performance.
We now analyze the steadystate performance of the diffusion LMS algorithm with quantized data and random topology. We consider the steady-state quantities MSD and EMSE, which are defined as
Compared with (68) in [21] , the terms E[‖k ( )
, and 2R{bvec{( ( ) V, ) } } are added, since we consider that the sensor data is quantized. Thus, according to a similar way in [21] , we obtain the global MSD and EMSE as follows:
where = bvec{ } and = bvec{Λ}. In order to analyze the performance of individual node, we introduce the following quantities:
where 0 is a block of × zeros and Λ is the diagonal matrix with the eigenvalues of node . Local MSD and EMSE can measure the steady-state of the individual node. Therefore, following a similar way in [21] , the local MSD and EMSE are obtained as follows:
In this section, we derive the expressions of the global MSD and EMSE and local MSD and EMSE. We will verify theoretical results by simulations in Section 6.
Simulation and Analysis
In this section, we compare the theoretical expressions with simulation results by computer simulation. In order to achieve this aim, we consider a sensor network with = 8 and the network topology as shown in Figure 1 . In simulation, we set = 5, = [1 1 1 1 1] / √ , and = = 0.01 for all = 1, 2, . . . , 8. Meanwhile, we assume the regression data generated via Gaussian 1-Markov sources with covariance matrices, where maximum eigenvalue of each covariance matrix is set to 5 and minimum eigenvalue of each covariance matrix is set to 1. According to the generation of the regression data, the mean of regression vector is zero. The statistical profiles for simulation are shown in Figure 2 .
The global MSD and EMSE curves of diffusion LMS algorithm with static topology and unquantized data and diffusion LMS algorithm with random topology and quantized data are shown in Figures 3 and 4 , which are obtained by averaging E[‖w , ‖ 2 ] across all nodes and over several experiments. As shown in Figures 3 and 4 , the performances of the diffusion LMS algorithm are decreased because of quantization and random topology. What is more, the effect of quantization is the main factor in performance degradation of the diffusion LMS algorithm.
The local MSD and EMSE curves of diffusion LMS algorithm are shown in Figures 5 and 6 , which show the network performances of the individual node in steady-state. As shown in Figures 5 and 6 , a very good match between closed-form expressions and simulations is presented.
Conclusion
In this paper, we studied the distributed estimation problem based on diffusion LMS (Least-Mean-Square) algorithm in wireless sensor networks with quantized data and random topology. First, we established weighted spatial-temporal energy conservation relation. The mean stability of diffusion LMS algorithm with quantized data and random topology is analyzed, and the analysis result shows that the mean stability is independent on quantized data and random topology. We derived a variance relation simultaneously. The closedform expressions that describe the steady-state performance in terms of the MSD (Mean-Square Deviation) and EMSE (Excess Mean-Square Errors) quantities are derived. The results show that the effect of quantization is the main factor in performance degradation of the diffusion LMS algorithm with quantized data and random topology. Meanwhile, the simulation results show the good match between the closedform expressions and simulations.
Appendix
The Derivation for (48)
where bvec{⋅} denotes block vector operator of Σ. For any matrices { , Σ, }, the block Kronecker product and the block vector operator are related via [40] bvec { Σ } = ( ⊙ ) ,
From the definitions of U and Σ, we have
By using (52), we get
The vectorization of the last term in (42) is shown in [21] ; namely, In summary, grouping the results, expression (48) is derived.
