Mixed Hodge Structure on Theta divisor I by Rahmati, Mohammad Reza
ar
X
iv
:1
41
1.
33
75
v5
  [
ma
th.
AG
]  
18
 Ja
n 2
01
7
ON THE MOTIVE OF THETA DIVISOR
MOHAMMAD REZA RAHMATI
Abstract. It is a well known fact that the Theta divisor on the Jacobian of a
non-singular curve is a determinantal variety, i.e. is defined by the zero set of a
determinant. A less known is for the generalized Jacobian of a singular curve.
We describe that the method of proof of the first statement can be generalized
to the case of singular curves. We continue to study the mixed Hodge structure
of the generalized Theta divisor using standard techniques in Hodge theory. A
generalization of the definition of motives by graphs is given for graphs with vertex
weight.
Introduction
We target to describe the MHS on the cohomologies of generalized -divisors on
(compactification of) the generalized Jacobians of Singular curves. Our approach
uses modulus on normal projective curves and the theory of Riemann-Roch for sin-
gular curves. The aforementioned reference provides an almost complete picture of
the theory of generalized Jacobians both over C and positive characteristic. We work
only in char 0 case, i.e. over the complex numbers. Theory of modulus on curves
provides a simple way to describe the generalized Jacobians and their relation with
the Jacobian in the smooth case as extensions of algebraic groups.
The Riemann-Roch theorem in complex dimension 1, can be easily generalized to
singular projective curves, using theory of modulus. The proof is a modification of
that in smooth case, by careful study of linear series on curves. In order to fix the
idea, let X be a complete, irreducible, non-singular curve and let
(1) m =
∑
np.P
be a modulus on X . let S be the support of m. Set
(2) X ′ = (X − S) ∪Q
where Q is one point, and put
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(3) O′Q := ∩P→QOP
Define the sheaf O′ by setting it to be equal to O for the points not in S. It is
an easy exercise in algebraic geometry to show that the sheaf O′ endows X ′ with a
structure of algebraic curve such that X is its normalization and its singular points
are Q. One shows that any singular curve is obtained in this way. The basic example
is m = 2P where one gets an ordinary cusp, and another when m = P1 + P2 where
one obtains ordinary double point, etc....
The Riemann-Roch theorem for singular curves is written as
(4) l′(D)− i′(D) = deg(D) + 1− π
where l′(D) := dimH0(X ′, L′(D)), i′(D) := dimH1(X ′, L′(D)) and π is the arith-
metic genus. The sheaf L′(D) is the same as L(D) but on X − S.
Organization of the text: Section 1 explains the generalization of the language
of Jacobians of curves to that of generalized Jacobians, via the language of modulus
in [S]. We express the determinantal property of generalized Jacobians in this section.
In Section to we study the mixed Hodge structure defined by the generalized
Jacobian and the generalized Theta divisor. We explain the Steenbrink work and
the Clemens-Schmid long exact sequence. We end this section by the question that
if this MHS can be explained by combinatorics of a graph via the works of S, Bloch.
1. Generalized Jacobians
The Abel theorem on the Jacobian of non-singular curves asserts that Pic0(X) ∼=
J(X), where Pic0(X) stands for group of zero divisors modulo rational equivalence.
This isomorphism is given by integration along paths whose boundray is the given
0-cycle. Because J(X) is an abelian group, the universal map
(5) φ : X → J(X)  Symn(X)→ J(X), ∀n
whose fibers are projective spaces. For n = g the genus of the curve X this map is
surjective and for n = g − 1 its image is the Θ-divisor on J(X). We consider X × J
with two projections pr1, pr2. The universal Poincare line bundle ℘ on X × J is a
line bundle s.t.
(6) ℘ |X×j∼= OX(D(j))
where D(j) is a divisor class of degree 0 via Abel theorem. Fix a line bundle L0 a line
bundle of degree g− 1 on X . Set L := pr∗1L0 ⊗ ℘. Let D = x1 + ...+ xg be a divisor
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of degree g on X . Then D × J is a divisor on X × J and O(D × J) = pr∗1OX(D).
Moreover we have
(7) L(D) = L ⊗ pr∗1(OX(D))
The following theorem is well-known.
Theorem 1.1. The Θ-divisor is a determinantal subvariety of J , i.e is given by the
zero set of a determinant function.
This can be obtained by applying the Leray cohomological fiber functor R•pr2,∗
to the short exact sequence of sheaves on X × J ,
(8) 0→ L→ L(D)→ L(D)/L → 0
In the derived functor long exact sequence one obtains
(9) 0→ pr2∗L → pr2∗L(D)→ pr2∗(L(D)/L)→ R
1pr2∗L → R
1pr2∗L(D)
We have pr2∗L = R
1pr2∗L(D) = 0 by Riemann-Roch. Thus
(10) 0→ pr2∗L(D)→ pr2∗(L(D)/L)→ R
1pr2∗L → 0
where the last sheaf has support the Θ-divisor. Therefore the determinant of the
first homomorphism defines Θ.
Assume X is a projective irreducible algebraic curve. If
(11) f : X → J
be a rational map the the set of points where f is not regular is a finite set S. When
J is abelian, then S = ∅, and f(D) = 0 if and only if D is the divisor of a rational
function. For f regular away from S, there can be find a modulus m with support
S, such that
(12) f(D) = 0 ⇔ D = (h), h ≡ 1 mod m
i.e. vP (1− h) > nP , where m =
∑
nPP .
For every modulus m, there exists a commutative algebraic group Jm and a rational
map
(13) φm : X → Jm
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which is universal for all the rational f : X → G regular away from S. This means
f factors through φm as
(14) f = θ ◦ φm, ∃! θ : Jm → G
The map φm defines by extensions to divisor classes a bijection from C
0
m
: the group
of divisors of degree zero which are prime to S modulo those of the form (f) where
f ≡ 1 mod m to Jm. One has the following exact sequence
0→ Rm/Gm → C
0
m
→ J → 0
where
(15) Rm =
∏
P∈S
UP/U
(nP )
P U
(n)
P := {f ; vP (1− f) > n}
Each of the groups U/U (n) in the product are isomorphic to a product of Gm with a
unipotent group of upper triangular matrices. The algebraic group Jm is called the
generalized Jacobian of the curve X , and the case m = 0 corresponds to the usual
Jacobian J . By standard arguments one shows that for
(16) m ≥ m′  F : Jm → J
′
m
with connected kernel such that φ′
m
= F ◦ φm.
In case of singular curves the canonical map φm : X → Jm by extension over
divisors defines a homomorphism from the group of divisors prime to S onto the
group Jm. Its kernel is formed by divisors m-equivalent to an integral multiple of a
fixed point P0 in X
′, [S].
Theorem 1.2. The generalized Θm is deteminantal on Jm.
Proof. Similar to the non-singular case the map
(17) Sympi(X)→ Jm
where π is the arithmetic genus of the singular curve X ′, is surjective and its image is
the locus of generalized Θ-divisor. Thus we may apply the argument in the theorem
1.1 to X × Jm and work with divisors prime to S. Then the above proof works word
by word in this case. 
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2. Motive of Theta divisor
The motive associated to the Θm is mainly described by the mixed Hodge structure
of Hpi(Jm \Θm). From now on set
(18) J := Jm, Θ := Θm
According to what was said, The Θ-divisor is the singular fiber in a degenerate family
defined by a determinant function. The mixed Hodge structure in such a family is
determined by J. Steenbrink which uses the method of resolution of singularities.
(19)
J∞ −−−→ U −−−→ J ←−−− D
f∞
y
yf
yf
y
H
e
−−−→ ∆∗ −−−→ ∆ ←−−− 0
as in 2.9, where D =
⋃m
i Di is a normal crossing divisor. Set D
(q+1) = ∐Di1∩...∩Diq .
The combinatorial stratification defined by Dq’s defines a weight filtrationWq on the
ring of logarithmic differentials along D.
Proposition 2.1. [JS2] The spectral sequence of Bpq := Apq/Wq degenerates at E2
term with Hq(J∞,C) and defines a mixed Hodge structure.
Thus we assume after suitable blow ups the family is given by
(20) f : J → C
where afar from 0 the fibration looks like fibers of determinant, and D = J0 =
f−1(0) is a normal crossing divisor with quasi-unipotent monodromies. Then by the
Theorem 2.1 one can equip
(21) Hm(Jt), H
m(J0), Hm(J0)
with mixed Hodge structures. The formation of the weight and Hodge filtrations is
standard in this case, and one may filter the associated double complexes naively
in vertical and horizontal directions. The MHS fit in the Clemens-Schmid exact
sequence ([SP] page 285, [ITW]) as mixed Hodge structures,
...→ H2n+2−m(J0)
α
→ Hm(J0)
i∗t→ Hm(Jt)
N
→ Hm(Jt)
β
→ H2n−2m(J0)
α
→ Hm−2(J0)→ ...
where α is induced by Poincare duality followed by projection, and β is by inclusion
followed by Poincare duality. The generalized jacobians are usually contractible
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and in order to get non-trivial information on the MHS one should consider the
compactifications J →֒ J¯ that J is Zariski dense in J¯ . Then we have the long exact
sequence
...→ Hm−1(J¯ \ J0)→ H
m(J¯ , J¯ \ J0)→ H
m(J¯)→ Hm(J¯ \ J0)→ ...
where the morphisms are of MHS, and the isomorphism
H2n+2−m(J¯ , J¯ \ J0) ∼= H
2n+2−m
c (J)
∼= Hm(J)∨
as MHS. In our case if we blow up J¯m along Θm then the above method computes
the mixed Hodge structure of
(22) Hpi(J¯ \D) = Hpi(J¯m \Θm)
see [ITW] for details.
One of the approaches to the theory of motives and their periods is from the combi-
natorics of graphs and Feymann integrals. We propose to relate this to our discussion
above on the Theta and generalized Theta divisor. Assume Γ is a connected graph,
with h1(Γ) := rankH
1(Γ), and ♯E(Γ) = m. Then we have the homology sequence
0→ H1(Γ,Z)→ Z[E(Γ)]→ Z[V (Γ)]→ H0(Γ,Z)→ 0
Z[E(Γ)] is canonically self dual, by simply taking the dual basis to the basis given
by the edges e ∈ E. For each edge e ∈ E, the functionals e∨, restrict to H and thus,
(e∨)2 : H → C defines a rank one quadric on H . The graph polynomial is defined
by;
ΨΓ := ΨH = det(
∑
e
xe.(e
∨)2)
The definition depends only on the configuration H ⊂ Z[E] and not on the graph.
It is well known that; ΨΓ :=
∑
T
∏
e/∈T xe, where T runs over all the spanning trees
T ⊂ Γ. The motive of the graph Γ is
M(Γ) := Hm−1(Pm−1 −XΓ,Q(m− 1))
where XΓ : Ψ = 0 is the graph hypersurface, [B1]. Along these definitions we make
the following question.
Question: Does the motive of the Theta divisor can be explained by the motive
of some graph?
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A more careful question is that, if the motive of the Theta divisor may be expressed
as a limit of the motives of graphs. These motives probably have degenrations on
many fibers in a family with some special dynamical singularities.
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