In this paper, a new approximate analytical algorithm namely multistage optimal homotopy asymptotic method (MOHAM) is presented for the first time to obtain approximate analytical solutions for linear, nonlinear and system of initial value problems (IVPs). This algorithm depends on the standard optimal homotopy asymptotic method (OHAM), in which it is treated as an algorithm in a sequence of subinterval. The main advantage of this study is to obtain continuous approximate analytical solutions for a long time span. Numerical examples are tested to highlight the important features of the new algorithm. Comparison of the MOHAM results, standard OHAM, available exact solution and the fourth-order Runge Kutta (RK4) reveale that this algorithm is effective, simple and more impressive than the standard OHAM for solving IVPs.
Introduction
Many problems in the fields of science and engineering are modelled by initial value problems (IVPs). Different methods were developed to get accurate approximate solutions of IVPs. The Taylor method, the Eular method and the Runge-kutta method [6] provide an introduction to numerical method of solving IVPs. Taylor method requires the calculation of higher order derivatives. Jang, Chen and Liy [17] introduced the application of the concept of the differential transformation of fixed grid size to get approximate solution of initial value problems linear and nonlinear. Recently, much research has been conducted on numerical solution of the system of initial value problems by using Adomian decomposition method (ADM) [9, 13, 26, 27] and homotopy perturbation method (HPM) [11] . Nevertheless, one difficulty ingrained in ADM is the calculation of Adomian polynomials which might be cumbersome in general.
Another analytical procedure which has been shown to be much simpler than the ADM known as the optimal homotopy asymptotic method (OHAM), first proposed by Marinca et al. [22, 23] and Marinca and Herisanu [20] . They have applied it successfully to many nonlinear problems in fluid mechanics and heat transfer. The OHAM is an approximate analytical approach that is simple and has been built in convergence criteria similar to homotopy analysis method (HAM) [2, 3, 7] but with more degree of flexibility. The validity and the applicability of OHAM is independent whether there exist small parameters in the governing equation or not. In a series of papers, several authors [1, 4, 5, 8, 10, 12, 14, 15, 16, 18, 19, 24, 25] have proved effectiveness, reliability and generalization of this method and obtained solutions of currently important applications in science and engineering.
In this study, we consider the following initial value problem y i (t) = f i (t, y 1 (t), y 2 (t), ..., y k (t)) + g i (t), a ≤ t ≤ b, (1.1) with the initial condition y i (a) = α i ,
where y i (t), i = 1, 2, ..., k, denotes the derivative of y i (t) with respect to t. Based on our observations, the OHAM solution obtained using the simplest form of the auxiliary function H i (p) for the above IVPs is valid for a short time span as will be shown in this paper. Thus, a new modification based on the standard OHAM is needed to overcome this limitation by dividing the time span interval into a sequence of subinterval and applying OHAM to each of them. Through this algorithm a continuous approximate analytical solution for long time span can be obtained.
This paper is organized into four sections. Section 2 discusses the basic principles of OHAM and MO-HAM. In Section 3, we apply OHAM and MOHAM for solving several examples of IVPs and comparing the obtained results with the available exact solution and fourth-order Runge-Kutta method (RK4). Finally, the conclusions of this study are presented in the last section.
The fundamental concepts of OHAM and MOHAM

optimal homotopy asymptotic method (OHAM)
In this section, we review the fundamental principles of OHAM as explained in Marinca et al. [20] and other researcher [1, 16] . Consider the IVP
where L i is the chosen linear operator, N i is non-linear operator, y i (t) is an unknown function, t denotes an independent variable, g i (t) is a known function. A homotopy map
can be constructed. Here t ∈ and p ∈ [0, 1] is an embedding parameter, H i (p) is a nonzero auxiliary function for p = 0, H(0) = 0 and v i (t, p) is an unknown function. Obviously, when p = 0 and p = 1 it holds that v i (t, 0) = y i,0 (t) and v i (t, 1) = y i (t) respectively. Thus, as p varies from 0 to 1, the solution v i (t, p) approaches from y i,0 (t) to y i (t) where y i,0 (t) is the initial guess that satisfies the linear operator which is obtained from Eq. (2.2) for p = 0 as,
Next, we choose the auxiliary function H(p) in the form
where C 1 , C 2 , C 3 , . . . are convergence control parameters which can be determined later. H i (p) can be expressed in many forms as reported by Marinca and Herisanu [21] .
To get an approximate solution, we expand v i (t, p, C k ) in Taylor's series about p in the following manner,
Define the vectors
where s = 1, 2, 3, . . .. Substituting (2.5) into (2.2) and equating the coefficient of like powers of p, we obtain the following linear equations. The zeroth-order problem is given by (2.3), the first-and second-order problems are given as
The general governing equations for y i,k (t) are
It has been observed that the convergence of the series (2.9) depends upon the convergence control parameters C 1 , C 2 , C 3 , . . . . If it is convergent at p = 1, one has
The result of the mth-order approximation is giveñ
Substituting (2.11) into (2.1) yields the following residual
If R i = 0, thenỹ i will be the exact solution. Generally such a case will not arise for nonlinear problems.
In order to find the values of the convergence control parameters C i 's there are several methods like the method of Least Squares, Collocation method, Ritz method and Galerkins method. By applying the method of Least Squares we obtain the following equation:
where a and b are two values, depending on the given problem. The unknown convergence control parameters C i (i = 1, 2, 3, . . . , m) can be identified from the conditions
With these known convergence control parameters, the approximate solution (of order m) is well determined.
Multistage optimal Homotopy Asymptotic Method (MOHAM)
Although the OHAM is used to provide approximate solutions for a wide class of nonlinear problems in terms of convergent series with easily computable components, it has some drawbacks in evaluating nonlinear problems with large domain. To overcome this shortcoming, we present in this section an multistage OHAM to handle the nonlinear problem with long time span. The new algorithm established based on the assumption that the approximate solutions (2.11) are in general, as shown in the numerical experiments presented in this paper which are not valid for large time span T . A simple way to confirm the validity of the approximations of large T is by dividing the interval [0, T ] by subinterval as [t 0 , t 1 ), ..., [t j−1 , t j ] where t j = T and applying the MOAHM solution on each subintervals. The initial approximation in each interval is taken from the solution in previous interval. Firstly, by assuming the general initial condition as
Thus, we can choose the initial approximation y i,0 (x) = α and the zero-order becomes
Next, we choose the auxiliary function H i (p) in the form
Then, the first, second and mth order-approximate solution can be generated subject to initial condition y i,1 (t j ) = y i,2 (t j ) = · · · = y i,m (t j ) = 0, and the approximate solution becomes
Substituting (2.19) into (2.1) yields the following residual
If R i = 0, thenỹ i will be the exact solution. Generally such a case will not arise for nonlinear problems, but we can minimize the function
where h be the length of subinterval [t j , t j+1 ) and N = T /h the number of subinterval. Now, we can solve (2.21) at j = 0, 1, ..., N with changing the initial approximation α i in each subinterval from the previous one. For example in the subinterval [t j , t j+1 ) we define α i =ỹ(t j ). The unknown convergence control parameters C i,j (i = 1, 2, 3, . . . , m, j = 1, 2, . . . , N ) can be identified from the solution of the system of equations
Therefor, the approximate analytic solution will be as
By this way, we successfully obtain the solution of initial value problem for large value of T analytically. It worth mentioning that when j = 0 the MOHAM gives the standard OHAM. It is very important to point out that MOHM provides a simple way to control and adjust the convergence region through the auxiliary function H i (p) involving several convergent control parameters C i,j 's. On the other hand, this algorithm, mainly overcomes the difficulty arising in finding approximate solution of problems with large domain.
Convergent theorem
In this subsection we prove the convergent of MOHAM. For that it is enough to prove the convergent in any stage j. The technique in [25] is used to prove the convergent. Proof. Since the series
is convergent, it can be written as
The left hand-side of Eq. (2.8) satisfies
According to Eq. (2.24) we have
which satisfies
Also the right hand side can be written as
which is the exact solution.
Examples
In this section, several examples are introduced to demonstrate the efficiency of the new modification.
Example 3.1. Consider the following linear initial-value problems [17] 
The exact solution of the given problem is
To solve this problem by MOHAM, we consider the initial condition as
According to (2.1), we choose the linear and the nonlinear operators in the following forms:
Now, we will consider the auxiliary function H i (p, t) in the form H i (p, t) = (C 1,j + C 2,j t + C 3,j t 2 + C 4,j t 4 )p where C 1,j , C 2,j , C 3,j , C 4,j are unknown at this moment.
The first-order approximate solution is given by Eq. (2.19) for m = 1 as follows
where
By substituting the solution of Eq. (3.6) and using (3.3) into Eq. (3.5) we obtain,
Substituting Eq. (3.7) into Eq. (2.20), yields the residual and the functional J respectively,
From the conditions (2.22), which become
The values of the convergence control parameters C i,j 's are obtained and presented in Table 1 , by using h = 0.2 and starting with t 0 = 0 to t 10 = T = 2. Table 1 : values of the convergent control parameters C i,j 's for Example 3.1. By considering theses values of the convergent control parameters, the first-order AOHM approximate solution (3.7) can be written in the following form,
The standard OHAM approximate solutions for the problem (3.1) is obtained when t j = 0, α = 0.5, and h = 2, by applying the technique as discussed in section (2.1), we obtain the third-order OHAM approximate solutions as follows y(t) = 0.5 + 1.67153t + 0.116784t 2 + 0.297269t
A comparison between the first-order MOHAM approximate solution, three-order OHAM approximate solution and the exact one (3.2) are presented in Fig. 1 and 
with the exact solution
According to (2.1), we choose the linear and nonlinear operators in the following forms
(3.14)
In this example we will consider the auxiliary function H i (p, t) in the form H i (p, t) = (C 1,j + C 2,j t)p where C 1,j and C 2,j yet to be determined. The first-order approximate solution is given by Eq. (2.19) for m = 1 as follows
The solution of Eq. (3.16) is given by
The values of the convergence control parameters C i,j 's are obtained and displayed in Table 3 by using (3.15) into (2.20) and applying the technique as discussed in Eqs. (2.21) and (2.22), with h = 0.3 and by starting with t 0 = 0 to t 10 = T = 3. By using these values of the convergence control parameters C i,j 's into Eq. (3.15), the first-order MOHAM approximate solution becomes 
The standard OHAM approximate solutions for the problem (3.11) is obtained when t j = 0, α = −2 and h = 3, by applying the technique as discussed in section (2.1), we obtain the third-order OHAM approximate solutions as follows y(t) = −2 + 0.964477t − 0. Comparison between the results obtained by using the first-order MOHAM approximate solution, threeorder OHAM approximate solution and the exact one (3.12) are presented in Fig. 2 and Table 4 . The absolute error between the exact solution and the MOHAM solution for various times are are tabulated and recorded in the fourth column of Table 4 . It can be seen that the approximate analytical solution obtained by MOHAM is more accurate and almost identical with that given by the exact solution. 19) with the exact solution y(t) = t − e −5t . (3.20) To solve this problem by MOHAM, we consider the initial conditions as
According to (2.1), we start with
We choose the auxiliary function H i (p, t) in the form H(p, t) = (C 1,j + C 2,j t + C 3,j t 2 )p which provides us with the most convenient way to adjust the convergence region and rate of approximation series. According to (2.19) , the first-order MOHAM approximate solution is y(t) = y 0 (t) + y 1 (t), (3.23) where
By substituting the solutions of Eq. (3.24) and using Eq. (3.21) into Eq. (3.23), we obtain
The values of the convergence control parameters C i,j 's are obtained and displayed in Table 5 , by substituting 
0. ≤ t < 0.2 −1.81839 + 1.03602e 5t + t − 3.00352e 5t t + 2.45728e 5t t 2 0.2 ≤ t < 0.4 −0.519366 + 0.152837e 5t + t − 0.324952e 5t t0.181967e 5t t 2 0.4 ≤ t < 0.6 −0.0507495 − 0.00158033e 5t + t + 0.00254053e 5t t + 0.000275723e 5t t 2 0.6 ≤ t < 0.8 −0.0197467 + 0.0000861117e 5t + t − 7.31129 × 10 −6 e 5t t − 0.0000305343e 5t t 2 0.8 ≤ t < 1.
The standard OHAM approximate solutions for the problem (3.19) is obtained when t j = 0, α = −1, and h = 1 and applying the technique as discussed in section (2.1), we obtain the third-order OHAM approximate solutions as follows A comparison between the first-order MOHAM approximate solution, three-order OHAM approximate solution and the exact solution are presented in Fig. 3 and Table 6 . The absolute errors between the exact solution and MOHAM solutions for various times are tabulated in Table 6 . It can be concluded that the results obtained by means of MOHAM are nearly identical with the exact one, which proves the accuracy and the reliability of the method. Example 3.4. In this example, we consider the following liner system of ODEs [11] y 1 (t) = y 1 (t) + y 2 (t), y 2 (t) = −y 1 (t) + y 2 (t), (3.27) subject to the initial conditions
The exact solution is y 1 (t) = e t sin t, y 2 (t) = e t cos t. According to (2.1) for this example, we defined the linear and nonlinear operator as follows:
It is straight forward to choose the initial conditions in the following form:
Now, based on OHAM, the first, second, third and the fourth-order problems are subject to the initial conditions as given bellow, respectively y 1,1 (t) = −αC 1,j − βC 1,j , y 1,1 (t j ) = 0,
+ C 3,j y 2,1 (t) + C 2,j y 2,2 (t) + C 1,j y 2,3 + y 2,3 (t) + y 1,3 (t) + C 1,j y 1,3 (t), y 2,4 (t j ) = 0. 
The standard OHAM approximate solution for the problem (3.27) and (3.28) is obtained by substituting t 0 = 0, α = 0, β = 1 and h = 1, and by applying the technique as discussed in Eqs. (2.11)-(2.14), we obtain the fourth-order OHAM approximate solutions as follow
The fourth-order MOHAM approximate solutions for y 1 (t) and y 2 (t) are obtained and plotted respectively in Figs According to (2.1) for this example, we defined the linear and nonlinear operator as follows:
Following the same manipulations as in the previous example, we have y 1,1 (t) = −αC 1,j + αβC 1,j , y 1,1 (t j ) = 0, y 2,1 (t) = 0.1βC 1,j − 1.0αβC 1,j , y 2,1 (t j ) = 0, (3.42) y 1,2 (t) = − αC 2,j + αβC 2,j − C 1,j y 1,1 (t) + βC 1,j y 1,1 (t) + αC 1,j y 2,1 (t) + y 1,1 (t) + C 1,j y 1,1 (t), y 1,2 (t j ) = 0, y 2,2 (t) = − βC 1,j y 1,1 (t) + 0.1C 1,j y 2,1 − αC 1,j y 2,1 + y 2,1 (t) + C 1,j y 2,1 + 0.1βC 2,j − αβC 2,j , y 2,2 (t j ) = 0, (3.43) y 1,3 (t) = − αC 3,j + αβC 3,j − C 2,j y 1,1 (t) + βC 2,j y 1,1 (t) − C 1,j y 1,2 (t) + βC 1,j y 1,2 + aC 2,j y 2,1 (t) + C 1,j y 1,1 (t)y 2,1 (t) + αC 1,j y 2,2 (t) + C 2,j y 1,1 (t) + y 1,2 (t) + C 1,j y 1,2 (t) y 1,3 (t j ) = 0, y 2,3 (t) =0.1βC 3,j − αβC 3,j − bC 1,j y 1,2 (t) − C 1,j y 1,1 (t)y 2,1 (t) + 0.1C 1,j y 2,2 (t)
− αC 1,j y 2,2 (t) + C 1,j y 2,2 (t) − βC 2,j y 1,1 (t) + 0.1C 2,j y 2,1 − αC 2,j y 2,1 + C 2,j y 2,1 (t) + y 2,2 (t), y 2,3 (t j ) = 0.
(3.44)
By substituting the solutions of the problems (3.42)-(3.44) into Eq. (2.19), the third-order MOHAM approximate solution is given as y 1 (t, C 1,j , C 2,j , C 3,j , C 4,j ) =y 1,0 (t) + y 1,1 (t, C 1,j ) + y 1,2 (t, C 1,j , C 2,j ) + y 1,3 (t, C 1,j , C 2,j , C 1,3 ), y 2 (t, C 1,j , C 2,j , C 3,j , C 4,j ) =y 2,0 (t) + y 2,1 (t, C 1,j ) + y 2,2 (t, C 1,j , C 2,j ) + y 2,3 (t, C 1,j , C 2,j , C 1,3 Figs. (5-a) and (5-b) show the solutions for y 1 (t) and y 2 (t) respectively by using three-order MOHAM approximate analytic solution with time step h = 0.01 and by starting with t 0 = 0, to t 100 = T = 1 and the solutions obtained by using the fourth-order Runge-kutta method (RK4). It is observed that the the three-order MOHAM solutions agree very well with the solutions obtained by using the RK4. Figure 5 : (5a) and (5b) Comparison of MOHAM, OHAM and the fourth-order Runge-kutta method for y 1 (t) and y 2 (t) respectively, related to Example 3.5.
Conclusion
In this paper, it is noticed that the solutions obtained by the standard OHAM were not valid for large time span. Therefore, a new modification based on standard OHAM has been successfully applied to get accurate approximate solutions of the first-order linear, nonlinear and system of IVPs by dividing the interval [0, T ] in a sequence of intervals [t 0 , t 1 ), ..., [t j−1 , t j ] for large time span T . In MOHAM the calculations are straightforward and simple. The reliability of the algorithm and the reduction in the size of computational domain made this algorithm are more applicable, also this algorithm provides a convenient way of controlling the convergence region of the series solution. Achieved results indicate that MOHAM is a reliable and efficient procedure for finding approximate analytical solution of the IVPs.
