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Abstrak: Prediksi loyalitas pelanggan merupakan sebuah 
strategi bisnis yang penting bagi industri telekomunikasi 
modern untuk memenangkan persaingan global, karena untuk 
mendapatkan pelanggan baru biayanya lebih mahal lima 
sampai enam kali lipat daripada mempertahankan pelanggan 
yang sudah ada. Klasifikasi loyalitas pelanggan bertujuan 
untuk mengidentifikasi pelanggan yang cenderung beralih ke 
perusahaan kompetitor yang sering disebut customer churn. 
Algoritma Support Vector Machine (SVM) adalah algoritma 
klasifikasi yang juga berfungsi untuk memprediksi loyalitas 
pelanggan. Penerapan algoritma SVM dalam memprediksi 
loyalitas pelanggan mempunyai kelemahan yang 
mempengaruhi keakuratan dalam memprediksi loyalitas 
pelanggan yaitu sulitnya pemilihan fungsi kernel dan 
penentuan nilai parameternya. Dataset yang besar pada 
umumnya mengandung ketidakseimbangan kelas (class 
imbalance), yaitu adanya perbedaan yang signifikan antar 
jumlah kelas, yang mana kelas negatif lebih besar daripada 
kelas positif. Dalam penelitian ini diusulkan metode 
resampling bootstrapping untuk mengatasi ketidakseimbangan 
kelas. Selain itu dataset juga mengandung fitur yang tidak 
relevan sehingga dalam pemilihan fitur dalam penelitian ini 
digunakan metode dua fitur seleksi yaitu Forward Selection 
(FS) dan Weighted Information Gain (WIG). FS berfungsi 
untuk menghilangkan fitur yang paling tidak relevan serta 
membutuhkan waktu komputasi yang relatif pendek 
dibandingkan dengan backward elimination dan stepwise 
selection. WIG digunakan untuk memberi nilai bobot pada 
setiap atribut, karena WIG lebih cocok digunakan dalam 
memilih fitur terbaik daripada Principal Component Analysis 
(PCA) yang biasa digunakan untuk mereduksi data yang 
berdimensi tinggi. Tujuan pembobotan ini untuk merangking 
atribut yang memenuhi kriteria (threshold) yang ditentukan 
dipertahankan untuk digunakan oleh algoritma SVM.  
Sedangkan untuk pemilihan parameter algoritma SVM dengan 
menggunakan metode grid search. Metode grid search dapat 
mencari nilai parameter terbaik dengan memberi range nilai 
parameter. Grid search juga sangat handal jika diaplikasikan 
pada dataset yang mempunyai atribut sedikit daripada 
menggunakan random search. Hasil eksperimen dari beberapa 
kombinasi parameter dapat disimpulkan bahwa prediksi 
loyalitas pelanggan dengan menggunakan sampel 
bootstrapping, FS-WIG serta grid search lebih akurat 
dibanding dengan metode individual SVM. 
 
Kata Kunci: loyalitas pelanggan, boostrapping, weighted 
information gain, support vector machine 
1 PENDAHULUAN 
Industri telekomunikasi merupakan salah satu industri 
teknologi tinggi yang berkembang paling cepat diantara 
industri disektor lainnya. Terbukanya persaingan bebas 
diperusahaan jasa telekomunikasi juga merupakan salah satu 
tantangan serius yang diharus dihadapi oleh industri 
telekomunikasi (Huang, Kechadi, & Buckley, 2012), dimana 
dengan banyaknya kompetitor dibidang telekomunikasi, 
memaksa perusahaan telekomunikasi harus lebih 
meningkatkan pelayanan terhadap pelanggan agar tidak pindah 
ke operator lain (Jadhav & Pawar, 2011), karena biaya untuk 
mendapatkan pelanggan baru lebih mahal daripada 
mempertahankan pelanggan yang sudah ada. Dengan market 
share yang besar maka perlu dilakukan usaha-usaha untuk 
mempertahankan pelanggan agar market share yang telah 
diraih tidak menurun, sehingga perlu menerapkan suatu 
strategi yang handal dengan mengeluarkan sedikit biaya 
terhadap memprediksi loyalitas pelanggan namun hasilnya 
yang besar bisa diraih. Karena untuk mendapatkan pelanggan 
baru biayanya lebih mahal lima sampai enam kali lipat 
daripada mempertahankan pelanggan yang sudah ada 
(Verbeke, Dejaeger, Martens, Hur, & Baesens, 2012). 
Pelanggan yang meninggalkan atau berhenti terhadap layanan 
yang telah diberikan oleh perusahaan telekomunikasi dan 
menjadi pelanggan perusahaan komunikasi kompetitor disebut 
dengan perilaku customer churn (Yu, Guo, Guo, & Huang, 
2011), perilaku ini menjadi salah satu kerugian pendapatan 
perusahaan. Hal ini juga telah menjadi isu penting dan 
merupakan salah satu tantangan utama perusahaan yang harus 
dihadapi di era global ini. 
Tiap bulan rata-rata pelanggan yang pindah ke operator lain 
diperusahaan telekomunikasi di Eropa mencapai 8%-12% dan 
biaya perpindahan pelanggan sangat besar yaitu mencapai 
sekitar 500 EURO (Richeldi & Perrucci, 2002). Sementara di 
Amerika Serikat, per bulan churn rate pada tahun 1998 adalah 
2% sampai 3%. Biaya yang harus dikeluarkan untuk 
memperoleh seorang pelanggan baru rata-rata mencapai USD 
400 dan biaya perpindahan pelanggan pada industri 
telekomunikasi ini mendekati USD 6,3 juta. Total kerugian per 
tahun dapat meningkat menjadi USD 9,6 juta apabila kerugian 
pendapatan per bulan dari pelanggan juga ikut diperhitungkan, 
sehingga pada suatu perusahaan yang memiliki 1,5 juta 
pelanggan, pengurangan loyalitas pelanggan dari 2% menjadi 
1% dapat meningkatkan pendapatan tahunan sedikitnya 
sebanyak USD 54 juta dolar (Mozer, Wolniewicz, Grimes, 
Johnson, & Kaushansky, 2000). Dari data dan fakta inilah 
bahwa mengatasi perilaku loyalitas pelanggan merupakan 
suatu bisnis proses yang dapat meningkatkan keuntungan dan 
bisa menjadi salah satu kunci sukses untuk memenangkan 
persaingan di dunia binis jasa telekomunikasi. Telekomunikasi 
merupakan salah satu industri, dimana basis pelanggan 
memainkan peran penting dalam mempertahankan pendapatan 
yang stabil, dengan demikian perhatian serius dikhususkan 
untuk mempertahankan pelanggan sehingga menggeser fokus 
utama perusahaan dari mencari market share menjadi 
mempertahankan pelanggan. 
Prediksi loyalitas pelanggan merupakan sebuah strategi 
bisnis yang sangat penting bagi perusahaan telekomunikasi 
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modern. Pendekatan mendasar yang dilakukan untuk 
memprediksi loyalitas pelanggan dapat diperoleh dari 
kemungkinan loyalitas pelanggan dengan menggunakan 
metode prediksi. Prediksi loyalitas pelanggan bertujuan untuk 
mengidentifikasi pelanggan yang cenderung beralih ke 
perusahaan kompetitor (Z.-Y. Chen, Fan, & Sun, 2012). Oleh 
karena itu, banyak perusahaan bisnis menggunakan prediksi 
loyalitas pelanggan untuk mengidentifikasi pelanggan yang 
cenderung berpindah operator. Tindakan prediksi loyalitas 
pelanggan ini dapat diambil untuk membantu perusahaan 
dalam meningkatkan strategi intervensi untuk meyakinkan 
pelanggan supaya tetap berlangganan dan mencegah hilangnya 
bisnis perusahaan (Z.-Y. Chen et al., 2012). Hal ini 
memungkinkan pengelolaan pelanggan yang efisien dan 
alokasi yang lebih baik dari sumber daya marketing untuk 
kampanye dalam mempertahankan pelanggan. 
Serangkaian proses untuk mendapatkan pengetahuan atau 
pola dari sekumpulan data disebut dengan data mining (Witten, 
I. H., Frank, E., & Hall, 2011). Klasifikasi merupakan topik 
penelitian yang penting dalam data mining, karena teknik 
klasifikasi dapat memecehkan masalah dengan menganalisis 
data dalam database yang masing-masing data dikelompokkan 
kedalam kelas tertentu. Ukuran data yang sangat besar pada 
perusahaan telekomunikasi (Farvaresh & Sepehri, 2011) 
menjadi rintangan utama dalam mencapai kinerja yang 
diinginkan untuk memprediksi loyalitas pelanggan.  
Ada beberapa teknik data mining untuk memprediksi 
loyalitas pelanggan yang telah dilakukan oleh para peneliti 
yaitu (Huang et al., 2012) dengan menggunakan algoritma 
Neural Network (NN) (Tsai & Lu, 2009), Decision Tree (DT) 
(Han, Lu, & Leung, 2012), Logistic Regression (LR) (Nie, 
Rowe, Zhang, Tian, & Shi, 2011), Support Vector Machine 
(SVM) (Xia & Jin, 2008). Dari beberapa penelitian yang telah 
dilakukan tersebut dapat disimpulkan bahwa neural network 
mempunyai kemampuan dalam memprediksi hasil keputusan 
diagnostik dibandingkan dengan algoritma logistic regression, 
NN juga mempunyai kemampuan dalam mendekteksi 
hubungan kompleks yang bersifat nonlinear antara faktor 
prediksi dan hasil prediksi (H. Chen, Zhang, Xu, Chen, & 
Zhang, 2012), tetapi NN mempunyai kelemahan pada perlunya 
data training yang besar, sulit mengenali pola apalabila 
menggunakan data yang berdimensi tinggi sehingga 
memerlukan waktu komputasi yang lama (Pan, Iplikci, 
Warwick, & Aziz, 2012) dan sering mengalami over-fitting 
(Rynkiewicz, 2012). Algoritma SVM bisa mengatasi 
kelemahan pada NN yaitu masalah tidak membutuhkan data 
training yang besar (Vapnik, 1998) serta memiliki kemampuan 
generalisasi yang baik ketika diterapkan pada data noise 
(Farvaresh & Sepehri, 2011) yang secara teori lebih 
memuaskan daripada metode neural network (Nugroho, 2008). 
Selain itu algoritma klasifikasi SVM juga mempunyai resiko 
yang kecil terhadap masalah over-fitting dibanding dengan 
metode lainnya (Han, J., & Kamber, 2012), tetapi algoritma 
support vector machine mempunyai kelemahan pada sulitnya 
pemilihan parameter dan fungsi kernel yang optimal untuk 
mendapatkan pendekatan yang lebih baik yang secara 
signifikan dapat mempengaruhi akurasinya (Wu, Xindong & 
Kumar, 2009) (Coussement & Van den Poel, 2008) (Xia & Jin, 
2008) (Z. Chen & Fan, 2013) (Wu, 2011). Jadi pemilihan 
parameter dan fungsi kernel yang tepat sangat mempengaruhi 
hasil prediksi dalam memprediksi loyalitas pelanggan. 
Algoritma Support Vector Machine (SVM) adalah 
algoritma klasifikasi dalam data mining yang berfungsi untuk 
memprediksi loyalitas pelanggan, tetapi penerapan algoritma 
support vector machine dalam memprediksi loyalitas 
pelanggan mempunyai kelemahan yang mempengaruhi 
keakuratan dalam memprediksi loyalitas pelanggan yaitu 
sulitnya pemilihan fungsi kernel dan penentuan nilai parameter 
yang tepat. Dataset yang besar pada umumnya mengandung 
ketidakseimbangan kelas (class imbalance), yaitu adanya 
perbedaan yang signifikan antar jumlah kelas, yang mana kelas 
negatif lebih besar daripada kelas positif. Dalam penelitian ini 
diusulkan metode resampling bootstrapping untuk mengatasi 
ketidakseimbangan kelas. Selain itu dataset juga mengandung 
fitur yang tidak relevan sehingga dalam pemilihan fitur dalam 
penelitian ini digunakan metode dua fitur seleksi yaitu Forward 
Selection (FS) dan Weighted Information Gain (WIG). FS 
berfungsi untuk menghilangkan fitur yang paling tidak relevan 
serta membutuhkan waktu komputasi yang relatif. WIG 
digunakan untuk memberi nilai bobot pada setiap atribut. 
Tujuan pembobotan ini untuk merangking atribut yang 
memenuhi kriteria (threshold) yang ditentukan dipertahankan 
untuk digunakan oleh algoritma SVM.  Sedangkan untuk 
pemilihan parameter algoritma SVM dengan menggunakan 
metode grid search. Metode grid search dapat mencari nilai 
parameter terbaik dengan memberi range nilai parameter. 
Sedangkan fungsi kernel yang akan digunakan dalam 
penelitian ini yaitu dengan menggunakan fungsi kernel Radial 
Basis Function (RBF). 
 
2 LANDASAN TEORI 
2.1 PENELITIAN TERKAIT 
Beberapa peneliti menggunakan metode untuk mengatasi 
sulitnya pemilihan parameter dan fungsi kernel pada algoritma 
support vector machine diantaranya yang dilakukan oleh 
Kristof Coussement dan Dirk Van den Poel  (Coussement & 
Van den Poel, 2008), untuk mengatasi sulitnya pemilihan 
parameter dan fungsi kernel menggunakan fungsi kernel 
Radial Basis Function (RBF) dengan dua parameter yang 
bermanfaat mengurangi sulitnya membaca data numerik 
karena nilai kernel terletak antara nol dan satu. Penelitian yang 
dilakukan oleh Qi Wu  (Wu, 2011), diusulkan metode Adaptive 
and Couchy Mutation Particle Swarm Optimization (ACPSO) 
sebagai optimasi parameter SVM, karena ACPSO dianggap 
sebagai teknik yang baik untuk memecahkan masalah 
kombinatorial, selain itu juga dapat menentukan 
hyperparameter secara bersamaan dan mempunyai 
kemampuan pencarial global yang kuat, tetapi ACPSO 
diyakini memiliki ketergantungan yang sensitif pada parameter 
dan cenderung terjebak dalam local optimum. Selanjutnya 
penelitian yang dilakukan oleh Chen dan Fan (Z. Chen & Fan, 
2013).  menggunakan Multi Kernel Support Vector Regression 
(MK-SVR) yaitu dengan mengoptimalkan kernel dengan 
mengkombinasikan beberapa kernel dasar yang masing-
masing memiliki hyperparameter yang identik, multi kernel ini 
diformulasikan dengan menerapkan strategi dua iterasi secara 
berulang-ulang yang bermanfaat untuk mempelajari lagrange 
multipliers oleh Quadratic Programming (QP) dan 
pembobotan koefisien dari dua kernel oleh linear program 
sehingga bisa mengontrol variabel independen. Hasil 
penelitian terkait ini menunjukkan bahwa penggunaan fungsi 
kernel dan parameter yang tepat dapat meningkatkan performa 
algoritma support vector machine. 
Ada beberapa metode untuk mengatasi masalah 
ketidakseimbangan kelas (class imbalance) salah satunya 
adalah dengan teknik resampling (Wahono, Herman, & 
Ahmad, 2014) (Yap et al., 2014) (Farvaresh & Sepehri, 2011) 
(Burez & Van den Poel, 2009) yang dikolaborasikan dengan 
seleksi fitur (Khoshgoftaar & Gao, 2009) (Lin, Ravitz, Shyu, 
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& Chen, 2008), oleh karena itu untuk mengatasi masalah class 
imbalance akan digunakan metode sampel boostrapping. 
Setelah mendapatkan data sampling hasil bootstrapping, 
kemudian di filter kembali menggunakan metode forward 
selection. Forward selection sebagai teknik seleksi fitur yang 
juga berperan dalam mengangani data yang berdimensi tinggi 
serta mengandung ketidakseimbangan kelas (Maldonado, 
Weber, & Famili, 2014) (Idris, Rizwan, & Khan, 2012) dengan 
memilih subset yang tepat dari set fitur asli, karena tidak semua 
fitur relevan dengan masalah, bahkan ada beberapa dari fitur 
tersebut malah menjadi penghalang yang dapat mengurangi 
akurasi. Pemilihan pembobotan atribut pada penelitian ini 
dengan menggunakan Weighted Information Gain (WIG), 
karena dengan menggunakan WIG setiap atribut dapat 
diketahui nilainya dan dapat dipilih yang terbaik (Charu C. 
Aggarwal, 2008), selain itu WIG merupakan algoritma yang 
sangat cocok digunakan dalam memilih fitur yang terbaik 
khususnya dalam merangking data(Novakovic, 2010). Dan 
untuk pemilihan parameter pada algoritma SVM dengan 
menggunakan metode grid search. Metode grid search 
digunakan karena sangat handal jika diaplikasikan pada dataset 
yang mempunyai atribut sedikit (Bergstra & Bengio, 2012) 
daripada metode random search. 
Pemilihan fungsi kernel yang tepat adalah hal yang sangat 
penting, karena fungsi kernel ini akan menentukan feature 
space dimana fungsi klasiﬁer akan dicari. Dalam penelitian ini 
akan diusulkan metode bootstrapping, FS-WIG untuk seleksi 
fitur dan grid search sebagai pemilihan parameter pada 
algoritma support vector machine. Dalam penelitian ini 
digunakan fungsi kernel Radial Basis Function (RBF), karena 
kernel RBF menunjukkan tradeoff parameter C dalam 
algoritma support vector machine yang sangat mempengaruhi 
hasilnya (Zhou, Liu, & Ye, 2009), beberapa eksperimen juga 
menunjukkan bahwa kernel RBF menghasilkan tingkat 
kesalahan klasifikasi yang kecil serta mempercepat 
perhitungan komputasinya (Xu et al., 2014), hal ini sangat 
cocok dengan sifat dataset yang besar sebagaimana dataset 
yang digunakan dalam penelitian ini.  
 
2.2 TINJAUAN PUSTAKA 
2.2.1 VARIABEL PREDIKSI LOYALITAS PELANGGAN 
Loyalitas pelanggan banyak diteliti dan diterapkan oleh 
perusahaan, karena dengan mengetahui loyalitas pelanggan 
perusahaan dapat lebih meningkatkan relasi terhadap 
pelanggan yang loyal maupun yang tidak loyal, selain itu 
perusahaan juga dapat menerapkan strategi bisnis untuk 
memenangkan persaingan dengan perusahaan kompetitor. Ada 
beberapa faktor dalam menilai loyalitas pelanggan, termasuk 
menganalisa klasifikasi terhadap lifecycle pelanggan. 
Pelanggan dibagi menjadi 2 jenis, yaitu pelanggan jenis 
pegawai dan individu. Pelanggan jenis pegawai terdiri dari 
pegawai asuransi, lembaga pemerintah, angkatan bersenjata 
dari pemerintah, transportasi dan logistik, departemen energi, 
pendidikan, pariwisata, hotel dan restoran, bar internet, rumah 
sakit, bank, operator telekomunikasi dan ISP, agen partai dan 
organisasi sosial, industri manufaktur, perusahaan besar, 
menengah dan usaha kecil). Sedangkan pelanggan jenis 
individu terdiri dari pelanggan pribadi dan pelanggan yang 
tidak jelas seperti pelanggan yang tinggal dikota dan pelanggan 
yang tinggal disuatu Negara dalam jangka waktu tertentu (Han 
et al., 2012). Selain itu faktor dari segi waktu lamanya menjadi 
pelanggan dibagi menjadi 3 kelompok. Kelompok pertama 
yang menjadi pelanggan lebih dari 36 bulan tetapi tidak lebih 
dari 60 bulan, kelompok kedua yang menjadi pelanggan 18 
bulan tetapi tidak lebih dari 36 bulan, kelompok ketiga yang 
menjadi pelanggan kurang dari 18 bulan (Han et al., 2012). Jadi 
dalam penelitian ini beberapa faktor utama yang menjadi 
penilaian atas loyalitasnya pelanggan terdiri dari (Huang et al., 
2012): 
a. Demographic profiles 
Menggambarkan pengelompokan demografis atau segmen 
pasar dan informasi demografis mengandung 
kemungkinan perilaku pelanggan. Biasanya, informasi ini 
meliputi usia, pekerjaan, jenis kelamin, dan lain-lain. 
b. Information of grants 
Beberapa pelanggan telah memperoleh beberapa hibah 
khusus sehingga tagihan mereka dibayar penuh atau 
sebagian oleh pihak ketiga. Sebagai contoh, pelanggan 
yang cacat atau usia lebih dari 80 tahun yang ingin 
melanjutkan layanan. 
c. Customer account information 
Informasi ini berisi jenis paket layanan, indikator 
pengontrol kredit, indikator junk mail, tanggal pertama 
menggunakan layanan, tanggal pembuatan, frekuensi 
tagihan, saldo rekening, sewa peralatan, jenis pembayaran 
dan atribut durasi panggilan, jumlah panggilan dan harga 
standar dan biaya. 
d. The historical information of bills and payments 
Informasi ini menyangkut penagihan biaya setiap 
pelanggan dan jumlah layanan langganan pelanggan 
dalam setahun. 
e. Complaint Information 
Keluhan pelanggan merupakan masalah yang terjadi yang 
merugikan pelanggan kemudian disampaikan kepada 
perusahaan. Pada perusahaan yang diteliti keluhan yang 
dicatat adalah keluhan yang disampaikan secara langsung 
oleh perusahaan ataupun keluhan yang datang saat 
pelanggan dikunjungi oleh marketing. 
f. Call details 
Pada perusahaan jasa telekomunikasi rincian panggilan 
mengacu pada durasi panggilan, harga dan jenis 
panggilan, misalnya seberapa sering pengguna telepon 
lokal, interlokal, internasional, atau apakah pelanggan 
berlangganan juga terhadap produk internet atau yang 
telah ditawarkan lainnya, dan pelanggan  yang jumlah 
pemakaian teleponnya sedikit, layanan  telepon  sedikit 
seperti sms  mereka inilah yang masuk ke kelompok 
pelanggan yang churn. 
g. Incoming calls details 
Rincian panggilan yang diterima termasuk durasi 
panggilan dan jumlah panggilan yang diterima, jumlah 
perubahan panggilan, perubahan durasi panggilan yang 
diterima. 
 
Data seperti detail demografi, tarif pemakaian perorangan 
tidak digunakan, sehingga hasil yang diperoleh untuk 
menggelompokkan pelanggan yang berpotensi menjadi tidak 
loyal dapat dideteksi secara efisien menggunakan framework 
ini sebelum kelompok tersebut masuk ke kelompok yang 
berpeluang menjadi pelanggan yang loyal. Hasil dari 
ekperimen terhadap dataset yang ada menunjukkan bahwa 
pelanggan yang berpotensi untuk churn adalah pelanggan yang 
jumlah pemakaian teleponnya sedikit dan layanan teleponnya 
juga sedikit seperti sms, mereka inilah yang masuk ke 
kelompok pelanggan yang tidak loyal (Richter, Yom-Tov, & 
Slonim, 2010). Loyalitas pelanggan yang akan diukur dalam 
penelitian ini adalah seberapa banyak pelanggan yang tidak 
loyal dan benar-benar tidak dapat dipertahankan. Ada beberapa 
metode untuk mengatasi pelanggan yang tidak loyal, seperti 
melakukan retensi untuk meningkatkan loyalitas, serta 
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perusahaan harus memiliki program yang dapat secara akurat 
membedakan pelanggan yang berisiko tidak loyal dengan 
pelanggan yang loyal, agar biaya retensi tidak membesar. 
 
2.2.2 SUPPORT VECTOR MACHINE 
 Support vector machine (SVM) dikembangkan oleh Boser, 
Guyon, Vapnik dan pertama kali dipresentasikan pada tahun 
1992 di Annual Workshop on Computational Learning Theory. 
Konsep SVM dapat dijelaskan secara sederhana sebagai usaha 
mencari hyperplane terbaik yang berfungsi sebagai pemisah 
dua buah class pada input space. Gambar 4.1-a 
memperlihatkan beberapa pattern yang merupakan anggota 
dari dua buah class : +1 dan –1. Pattern yang tergabung pada 
class –1 disimbolkan dengan warna merah (kotak), sedangkan 
pattern pada class +1, disimbolkan dengan warna kuning 
(lingkaran). Problem klasifikasi dapat diterjemahkan dengan 
usaha menemukan garis (hyperplane) yang memisahkan antara 
kedua kelompok tersebut (Cortes & Vapnik, 1995). Garis 
pemisah (discrimination boundaries) ditunjukkan pada 
Gambar 4.1-a merupakan salah satu alternatif garis pemisah 
yang memisahkan kedua class. 
Discrimination 
boundaries
Margin
Class -1 Class +1 Class -1 Class +1
( a ) ( b )
 
Gambar 4.1Hyperplane Terbaik yang  Memisahkan Kedua 
Class –1 dan +1 (Nugroho, 2008) 
  
Hyperplane pemisah terbaik antara kedua class dapat 
ditemukan dengan mengukur margin hyperplane tersebut dan 
mencari titik maksimalnya. Margin adalah jarak antara 
hyperplane tersebut dengan pattern terdekat dari masing-
masing class. Pattern yang paling dekat ini disebut sebagai 
support vektor. Garis solid pada Gambar 4.1-b menunjukkan 
hyperplane yang terbaik, yaitu yang terletak tepat pada tengah-
tengah kedua class, sedangkan titik merah dan kuning yang 
berada dalam lingkaran hitam adalah support vector. Usaha 
untuk mencari lokasi hyperplane ini merupakan inti dari proses 
pembelajaran pada support vector machine (Nugroho, 2008). 
Karena dengan menemukan hyperplane terbaik tersebut bisa 
meningkatkan keakuratan dalam memprediksi loyalitas 
pelanggan. 
Data yang tersedia dinotasikan sebagai 𝑋𝑖⃗⃗  ⃗  ∈  𝑅
𝑑 sedangkan 
label masing-masing dinotasikan 𝑦𝑖 ∈ {−1 + 1 } untuk 𝑖 =
1,2, … , 𝑙, yang mana l adalah banyaknya data. Diasumsikan 
kedua class –1 dan +1 dapat terpisah secara sempurna oleh 
hyperplane berdimensi d , yang didefinisikan (Nugroho, 2008): 
 
?⃗⃗⃗? . 𝑋 ⃗⃗  ⃗ +  𝑏 = 0  .......................................................... (1) 
 
Pattern 𝑋𝑖⃗⃗  ⃗ yang termasuk class -1 (sampel negatif) dapat 
dirumuskan sebagai pattern yang memenuhi pertidaksamaan  
 
?⃗⃗⃗? . 𝑋𝑖 ⃗⃗ ⃗⃗  +  𝑏 ≤ −1 ....................................................... (2) 
 
Sedangkan patter 𝑋𝑖⃗⃗  ⃗ yang termasuk class +1 (sampel positif)  
 
?⃗⃗⃗? . 𝑋𝑖 ⃗⃗ ⃗⃗  +  𝑏 ≥ +1  .....................................................  (3) 
 
Margin terbesar dapat ditemukan dengan memaksimalkan nilai 
jarak antara hyperplane dan titik terdekatnya, yaitu 1/‖?⃗⃗? ‖. 
Hal ini dapat dirumuskan sebagai Quadratic Programming 
(QP) problem, yaitu mencari titik minimal persamaan, dengan 
memperhatikan constraint persamaan. 
 
𝑚𝑖𝑛
?⃗⃗? 
 𝜏(𝑤) =
1
2
 ‖?⃗⃗? ‖
2
 
  ................................................  (4) 
 
𝑦𝑖(𝑥𝑖⃗⃗⃗  . ?⃗⃗? +  𝑏) − 1 ≥ 0, ∀𝑖  .......................................  (5) 
 
Problem ini dapat dipecahkan dengan berbagai teknik 
komputasi, diantaranya Lagrange Multiplier 
 
𝐿(?⃗⃗? , 𝑏, 𝑎) =  
1
2
‖?⃗⃗? ‖
2
 
– ∑  𝑎𝑖 ( 𝑦𝑖((𝑥 𝑖 . ?⃗⃗? + 𝑏) − 1)) (𝑖 =
𝑙
𝑖=1
1,2, … , 𝑙) ....................................................................  (6) 
 
𝑎𝑖 adalah Lagrange multipliers, yang bernilai nol atau positif 
(𝑎𝑖 ≥ 0) . Nilai optimal dari persamaan dapat dihitung 
meminimalkan L terhadap 𝑤𝑖⃗⃗⃗⃗  dan b , dan dengan 
memaksimalkan L terhadap 𝑎𝑖. Dengan memperhatikan sifat 
bahwa pada titik optimal gradient L = 0, persamaan dapat 
dimodifikasi sebagai maksimalisasi problem yang hanya 
mengandung 𝑎𝑖 saja, sebagaimana persamaan α di bawah.  
Maximize:  
 
∑ 𝑎𝑖
𝑙
𝑖=1 −
1
2
∑ 𝑎𝑖  𝑎𝑗  𝑦𝑖 𝑦𝑗𝑥𝑖⃗⃗⃗   . 𝑥𝑗⃗⃗⃗  
𝑙
𝑖,𝑗=1  ..............................  (7) 
 
Subject to:  
 
𝑎𝑖 ≥ 0(𝑖 = 1,2, … , 𝑙)  ∑ 𝑎𝑖𝑦𝑖 = 0
𝑙
𝑖=1  .........................  (8) 
 
Dari hasil perhitungan ini diperoleh i yang 𝑎𝑖 kebanyakan 
bernilai positif. Data yang berkorelasi dengan 𝑎𝑖 yang positif 
inilah yang disebut sebagai support vector(Cortes & Vapnik, 
1995). 
 
2.2.3 KERNEL TRIKS 
Pada umumnya permasalahan dalam domain dunia nyata (real 
world problem) datanya sangat sedikit sekali yang bersifat 
linear, kebanyakan data bersifat non-linear. Untuk 
menyelesaikan kasus non-linear, perhitungan SVM 
dimodifikasi menjadi dua tahap, dimana didalamnya 
memanfaatkan konsep yang disebut Kernel trick (Nugroho, 
2008). Ide yang mendasarinya adalah mengubah data bersifat 
non-linear dan dimensi dari feature space cukup tinggi, maka 
data pada input space dapat dipetakan ke feature space yang 
baru, dimana pola-pola tersebut pada probabilitas tinggi dapat 
dipisahkan secara linear. Untuk menyelesaikan masalah non-
linear, support vector machine dimodifikasi dengan 
memasukkan kernel trick yang mengubah data non-linear ke 
data linear (Hamel, 2009). Kernel trick dapat dirumuskan 
dengan: 
𝐾(𝑋𝑖⃗⃗  ⃗, 𝑋𝑗⃗⃗  ⃗) = Φ(𝑋𝑖⃗⃗  ⃗). Φ(𝑋𝑗⃗⃗  ⃗)  ........................................  (9) 
 
Ilustrasi dari konsep ini dapat dilihat pada gambar 2.6. Pada 
Gambar 2.6-a diperlihatkan data pada class kuning dan data 
pada class merah yang berada pada input space berdimensi dua 
tidak dapat dipisahkan secara linear. Selanjutnya Gambar 2.6-
b menunjukkan bahwa fungsi Φ memetakan tiap data pada 
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input space tersebut ke ruang vector baru yang berdimensi 
lebih tinggi (dimensi 3), dimana kedua class dapat dipisahkan 
secara linear oleh sebuah hyperplane. Notasi matematika dari 
mapping ini adalah sebagai berikut: 
Ф ∶ 𝑅𝑑 → 𝑅𝑞  𝑑 < 𝑞  .................................................. (10) 
 
Pemetaan ini dilakukan dengan menjaga topologi data, dalam 
artian dua data yang berjarak dekat pada input space akan 
berjarak dekat juga pada feature space, sebaliknya dua data 
yang berjarak jauh pada input space akan juga berjarak jauh 
pada feature space. 
 
 
Hyperplane
 
(a) Input space X (b) High-dimensional 
feature space Φ 
(X) 
 
Gambar 2.1 Kedua Class Dipisahkan Secara Linear oleh 
Sebuah Hyperplane (Nugroho, 2008) 
Selanjutnya proses pembelajaran pada SVM dalam 
menemukan titik-titik support vector, hanya bergantung pada 
dot product dari data yang sudah berdimensi lebih tinggi, yaitu 
Φ (𝑋𝑖⃗⃗  ⃗). Φ(𝑋𝑗⃗⃗  ⃗). Karena umumnya transformasi Φ ini tidak 
diketahui, dan sangat sulit untuk dipahami secara mudah, maka 
perhitungan dot product tersebut dapat digantikan dengan 
fungsi kernel 𝐾(𝑋𝑖⃗⃗  ⃗, 𝑋𝑗⃗⃗  ⃗) yang mendefinisikan secara implisit 
transformasi Φ. Kernel trick memberikan berbagai 
kemudahan, karena dalam proses pembelajaran SVM, untuk 
menentukan support vector, hanya cukup mengetahui fungsi 
kernel yang dipakai, dan tidak perlu mengetahui wujud dari 
fungsi non-linear Φ. Selanjutnya hasil klasifikasi dari data 𝑋 ⃗⃗  ⃗ 
diperoleh dari persamaan berikut (Cortes & Vapnik, 1995): 
𝑓 (Φ(𝑋 )) = ?⃗⃗? . Φ(𝑋 ⃗⃗  ⃗) + b  ........................................ (11) 
= ∑ 𝑎𝑖 𝑦𝑖
𝑛
𝑖=1,𝑋𝑖 ⃗⃗⃗⃗  ⃗∈𝑆𝑉
Φ(𝑋 ).Φ(𝑋𝑖⃗⃗  ⃗) + 𝑏   ........................ (12) 
= ∑ 𝑎𝑖 𝑦𝑖
𝑛
𝑖=1,𝑋𝑖 ⃗⃗⃗⃗  ⃗∈𝑆𝑉
𝐾(𝑋,⃗⃗  ⃗ 𝑋𝑖⃗⃗  ⃗) + 𝑏         ......................... (13) 
 
Support vektor pada persamaan di atas dimaksudkan dengan 
subset dari training set yang terpilih sebagai support vector, 
dengan kata lain data 𝑋𝑖⃗⃗  ⃗ yang berkorespondensi pada 𝑎𝑖 ≥ 0. 
Fungsi kernel yang biasanya dipakai dalam dalam literatur 
SVM yaitu(Nugroho, 2008):  
a. Linear : 𝐾(𝑥, 𝑦) = 𝑥. 𝑦 
b. Polynomial : 𝐾(𝑥, 𝑦) = (𝑥. 𝑦 + 1) 𝑑  
c. Radial Basis Funtion (RBF): 
 𝐾(𝑥, 𝑦) = 𝑒𝑥𝑝 (−
‖𝑋𝑖 𝑋𝑗‖
2
2𝜎2 
) 
d. Sigmoid : 𝐾(𝑥, 𝑦) = 𝑡𝑎𝑛ℎ(𝛽𝑥𝑇𝑥𝑖 + 𝛽1),dimana 𝛽, 𝛽1 ∈R 
 
2.2.4 BOOTSTRAPPING 
Bootstrap adalah metode resampling yang telah diterapkan 
secara luas dan memungkinkan pembuatan model yang lebih 
realistis (Efron & Tibshirani, 1998). Sebelumnya setiap kali 
sampel yang diambil dari dataset untuk membentuk data 
training atau testing itu diambil tanpa penggantian, artinya 
contoh yang sama setelah dipilih tidak dapat dipilih lagi 
(Witten, I. H., Frank, E., & Hall, 2011), jadi dengan 
menggunakan bootstrapping sampel yang sudah dipilih dapat 
dipilih kembali, hal ini memungkinkan penilaian terhadap 
estimasi akurasi dengan random sampling dengan penggantian 
dari dataset yang asli sehingga bisa meningkatkan akurasi dan 
mempercepat waktu komputasinya.  
Metode bootstrap dilakukan dengan mengambil sampel 
dari sampel yang asli dengan ukuran sama dengan aslinya dan 
dilakukan dengan penggantian, biasanya ukuran resampling 
diambil secara ribuan kali agar dapat mewakili data 
populasinya. Kedudukan sampel asli dalam metode bootstrap 
dipandang sebagai populasi. Metode penyampelan ini biasa 
disebut dengan resampling bootstrap with replacement (Tian, 
Song, Li, & de Wilde, 2014). Bootstrap dapat digunakan untuk 
mengatasi permasalahan statistik baik dalam masalah data 
yang sedikit, data yang menyimpang dari asumsinya maupun 
data yang tidak memiliki asumsi dalam distribusinya. Dalam 
beberapa aplikasi yang mengolah data yang besar biasanya 
menggunakan metode sampling (Witten, I. H., Frank, E., & 
Hall, 2011) untuk menyaring agar data yang diproses dapat 
menjadi lebih kecil.  
Metode distribusi populasi didasarkan pada prinsip 
bootstrap yang dapat digunakan prinsip plug-in untuk 
memperkirakan parameter dari sampel. Untuk 
memperkenalkan secara singkat prinsip plug-in yang 
diasumsikan bahwa θ adalah parameter dan F adalah 
kemungkinan distribusi. Tujuannya adalah untuk menghitung 
θ dengan menerapkan beberapa prosedur numerik t(. ) yaitu: 
 
𝜃 = 𝑡(𝐹) ....................................................................  (14) 
 
Oleh karena itu estimasinya dapat didefinisikan sebagai 
 
 ?̂? = 𝑡(?̂?) ...................................................................  (15) 
 
dimana ?̂?) fungsi distribusi empirik dari sampel random (Tian 
et al., 2014). Dalam hal ini parameter θ akan menjadi indeks 
sensitivitas atau kesalahan prediksi dalam menilai pelanggan 
yang loyal atau tidak loyal. Secara ringkas langkah-langkah 
bootstrap adalah sebagai berikut (Efron & Tibshirani, 1998): 
1. Menentukan jumlah B sampel independen bootstrap X*1, 
X*2, ..., X*B di mana masing-masing sampel berisi n data 
yang diperoleh dari x (data awal). 
2. Mengevaluasi replikasi yang ada pada masing-masing 
sampel bootstrap. 
3. Mengestimasi sampel dengan menggunakan standar 
deviasi untuk bootstrap yang direplikasi B kali. 
 
2.2.5 SELEKSI FITUR FORWARD SELECTION 
Seteleh dilakukan sampling pada dataset, kemudian data 
difilter kembali dengan menggunakan metode seleksi fitur 
forward selection. Seleksi fitur adalah salah satu teknik 
terpenting dan sering digunakan dalam pre-processing data 
mining khususnya untuk knowledge discovery. Teknik ini 
mengurangi atau mereduksi jumlah fitur yang terlibat dalam 
menentukan suatu nilai kelas target, mengurangi fitur yang 
tidak relevan (Larose, 2007) dan data yang menyebabkan salah 
pengertian terhadap kelas target yang membuat efek bagi 
aplikasi. 
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2.2.6 WEIGHTED INFORMATION GAIN 
Weighted Information Gain (WIG) sering digunakan 
untuk meranking atribut yang paling berpengaruh terhadap 
kelasnya. Nilai gain dari suatu atribut, diperoleh dari nilai 
entropi sebelum pemisahan dikurangi dengan nilai entropi 
setelah pemisahan. Tujuan pengurangan fitur pengukuran nilai 
informasi diterapkan sebagai tahap sebelum pengolahan awal. 
Hanya atribut memenuhi kriteria (treshold) yang ditentukan 
dipertahankan untuk digunakan oleh algoritma klasifikasi 
(Bramer, 2007). Ada 3 tahapan dalam pemilihan fitur 
menggunakan information gain diantaranya adalah sebagai 
berikut:  
1. Hitung nilai gain informasi untuk setiap atribut dalam 
dataset asli. 
2. Buang semua atribut yang tidak memenuhi kriteria yang 
ditentukan. 
3. Dataset direvisi. 
Pengukuran atribut ini dipelopori oleh Cloude Shannon 
pada teori informasi (Gallager, 2001) dituliskan sebagai (Han, 
J., & Kamber, 2012): 
 
𝐼𝑛𝑓𝑜(𝐷) =  − ∑𝑚𝑖=1 𝑝𝑖𝑙𝑜𝑔2(𝑝𝑖) ............................. (16) 
 
Berdasarkan persamaan di atas berikut merupakan 
keterangannya:  
D  : Himpunan Kasus 
m  : Jumlah partisi D 
pi  : Proporsi dari Di terhadap D 
Dalam hal ini pi  adalah probabilitas sebuah tuple pada D 
masuk ke kelas Ci dan diestimasi dengan | 𝐶𝑖, 𝐷|/|𝐷|. Fungsi 
log diambil berbasis 2 karena informasi dikodekan berbasis bit. 
Selanjutnya nilai entropi setelah pemisahan dengan cara 
sebagai berikut (Han, J., & Kamber, 2012): 
 
𝐼𝑛𝑓𝑜𝐴 (𝐷) =  − ∑
𝑣
𝑗=1  
|𝐷𝑗|
|𝐷|
× 𝐼𝑛𝑓𝑜 (𝐷𝑗) ................. (17) 
 
Berdasarkan persamaan di atas berikut merupakan 
keterangannya:  
D  : Himpunan kasus 
A  : Atribut 
𝑣 : Jumlah partisi atribut A 
|Dj|  : Jumlah kasus pada partisi ke j 
|D|  : Jumlah kasus dalam D 
Info(Dj)  : Total entropi dalam partisi 
 
Untuk mencari nilai information gain atribut A diperoleh 
dengan persamaan berikut(Han, J., & Kamber, 2012): 
 
𝐺𝑎𝑖𝑛(𝐴) = 𝐼𝑛𝑓𝑜(𝐷) − 𝐼𝑛𝑓𝑜𝐴(𝐷) ............................ (18) 
 
Berdasarkan persamaan di atas berikut merupakan 
keterangannya:  
Gain(A)  : Information atribut A 
Info(D)  : Total entropi 
InfoA(D) : Entropi A 
 
Dengan penjelasan lain, Gain(A) adalah reduksi yang 
diharapkan didalam entropi yang disebabkan oleh pengenalan 
nilai atribut dari A. Atribut yang memiliki nilai information 
gain terbesar dipilih sebagai uji atribut untuk himpunan S. 
Selanjutnya suatu simpul dibuat dan diberi label dengan label 
atribut tersebut, dan cabang-cabang dibuat untuk masing-
masing nilai dari atribut 
 
3 METODE PENELITIAN 
3.1 DATASET 
Dalam penelitian ini dikumpulkan dua dataset, dataset yang 
pertama dataset churn dari database University of California 
(UCI) dan dataset yang kedua dataset telecom dari Customer 
Relationship Management (CRM) of Duke University seperti 
pada Tabel 3.1. Dataset churn dapat diunduh disitus 
http://www.sgi.com/tech/mlc/db/ dan dataset telecom dapat 
diunduh melalui situs 
http://www.fuqua.duke.edu/centers/ccrm/datasets/download.h
tml. Kedua dataset ini banyak digunakan oleh para peneliti 
sebelumnya (Xia & Jin, 2008) (Z.-Y. Chen et al., 2012) karena 
dataset churn dan telecom ini merupakan dataset publik 
dibidang telekomunikasi yang banyak digunakan oleh para 
peneliti dibidang loyalitas pelanggan. 
Tabel 3.1 Dataset Loyalitas Pelanggan 
No Name Type Record Dimension 
1 Churn Churn 4.974 21 
2 Telecom Churn  3.399 6 
 
Pada dataset telecom karena jumlah record aslinya terlalu besar 
yaitu sebanyak 195.956, maka dataset telecom hanya akan 
diambil record sebanyak 3.399. Jumlah ini sudah melibihi 
batas minimal untuk porsi yang ideal sebagaimana yang telah 
diterapkan dalam ilmu statistik, dimana pengambilan sebagian 
dataset dapat mewakili jumlah dari populasi aslinya dapat 
dirumuskan dengan formula sebagai berikut (Kriyantono, 
2008): 
 
𝑛 =
𝑁
𝑁.𝑑2+1
 ...........................................................  (31) 
 
Di mana: 
n  :  Ukuran sampel 
N  :  Ukuran populasi 
d  :  Persen kelonggaran ketidaktelitian karena kesalahan 
pengambilan sampel yang masih dapat ditolerir. 
 
3.2 METODE YANG DIUSULKAN 
Untuk mengatasi masalah ketidakseimbangan kelas, memfilter 
atribut yang tidak relevan serta kelemahan algoritma SVM 
yaitu sulitnya menentukan nilai parameter dan pemilihan 
fungsi kernel yang tepat, dalam penelitan ini diusulkan dengan 
menggunakan metode bootstrapping, FS-WIG dan grid search 
pada algoritma SVM dengan fungsi kernel Radial Basis 
Function (RBF). Metode yang diusulkan sebagaimana yang 
ditunjukkan pada Gambar 3.1 yaitu:  
1. Pada tahap pertama yaitu dengan pre-processing dengan 
metode sampel bootstrapping.  
2. Kemudian data hasil sampel bootstrapping difilter kembali 
menggunakan seleksi fitur Forward Selection (FS) dan 
kemudian atribut atau fitur diberi pembobotan dengan 
menggunakan metode Weighted Information Gain (WIG). 
Kemudian fitur-fitur tersebut dihitung nilai gainnya, 
setelah semua fitur diketahui nilai gainnya langkah 
selanjutnya adalah menentukan nilai ambang yaitu nilai 
batas antara fitur terpilih dengan fitur yang tidak terpilih. 
3. Kemudian metode grid search digunakan untuk memilih 
nilai parameter yang paling optimal yaitu dengan 
memasukkan nilai parameter C = 0,001 dan 1,5, epsilon = 
0.004 – 1.5 dan gamma 0.001 – 1.5. 
4. Setelah itu dataset dibagi dengan metode 5 fold-cross 
validation yaitu data training dan data testing. 
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5. Kemudian diklasifikasi dengan algoritma support vector 
machine (LibSVM) sebagai usaha untuk mencari support 
vector  sebagai batas margin yang memisahkan kedua 
kelas. 
6. Yang terakhir adalah tahapan pengukuran akurasi prediksi 
dengan melihat performa akurasi dan AUC. 
Dalam penelitian pada umumnya pengujian nilai k pada cross 
validation dilakukan sebanyak 10 kali untuk memperkirakan 
akurasi estimasi, tetapi dalam penelitian ini nilai k yang 
digunakan berjumlah 5 atau 5-fold cross validation, hal ini 
sengaja dilakukan karena pengujian dengan 5-fold cross 
validation dapat mempercepat waktu komputasinya mengingat 
dataset yang digunakan cukup besar. 
Dataset
Pre-processing
Result Comparison
Bootstrapping  
New Dataset
 
Grid search and 5-Fold Cross Validation
Model
Support Vector Machine
Evaluation
Accuracy
AUC
 
Training 
 
Testing
Weighted 
Information Gain
Fordward 
Selection
Gambar 3.1 Diagram Metode yang Diusulkan 
 
4 HASIL EKSPERIMEN 
4.1 HASIL EKSPERIMEN DATASET CHURN 
Dalam melakukan penelitian ini digunakan spesifikasi 
komputer dengan processor Intel® Core ™ i3-2330M, 
2.20GHz, memory 6 GB, hardisk 500 GB, sistem operasi 
Windows 7 Ultimate SP-1 64-bit dan aplikasi RapidMiner 
5.3.015.  
 
4.1.1 HASIL EKSPERIMEN BOOTSTRAPPING DENGAN 
SVM 
Hasil eksperimen terbaik sampel bootstrapping dengan 
SVM yang telah dilakukan  dengan menginputkan nilai 
parameter C = 0.5, gamma 0.001 dan epsilon = 0.004 yang 
menghasilkan nilai akurasi = 87.14% sebagaimana ditunjukkan 
dalam Tabel 4.1. 
Tabel 4.1 Komparasi Algoritma SVM dan 
SVM+Bootstraping pada Dataset Churn 
 Akurasi AUC 
SVM  85.87% 0.504 
SVM dengan 
Bootstrapping 
87.14% 0.500 
 
4.1.2 HASIL EKSPERIMEN BOOTSTRAPPING, FS-WIG 
DENGAN SVM 
Eksperimen selanjutnya dengan menggunakan 
bootstrapping, FS-WIG pada SVM, dengan menginputkan 
parameter SVM dengan nilai parameter C = 0,5, gamma 0.001 
dan epsilon = 0.004. Hasil eksperimen terbaik sebagaimana 
yang ditunjukkan oleh Tabel 4.2. 
 
Tabel 4.2 Komparasi Algoritma SVM dan 
SVM+Bootstraping+FS-WIG pada Dataset Churn 
 Akurasi AUC 
SVM  85.87% 0.504 
SVM dengan 
Bootstrapping dan FS-
WIG 
91.52% 0.762 
 
4.1.3 HASIL EKSPERIMEN BOOTSTRAPPING, FS-WIG 
DAN GRID SEARCH DENGAN SVM 
Pada pengujian dataset churn ini dilakukan eksperimen 
dengan memakai kernel Radial Basis Function (RBF), 
kemudian memasukkan nilai parameter C, epsilon dan gamma. 
Algoritma bootstrapping menggunakan sampel relative dan 
parameter sampel ratio 0.1, parameter ini berfungsi 
menginputkan dari sebagian kecil data dari jumlah total dataset 
yang digunakan dan memberikan bobot secara manual pada 
sampel ratio. Hasil eksperimen terbaik yang telah dilakukan 
untuk penentuan nilai akurasi dan AUC adalah dengan 
parameter C secara logarithmic antara 0.001 – 1.5, gamma = 
0.001 – 1.5 dan epsilon = 0.004 – 1.5 yang menghasilkan nilai 
akurasi = 93.79% dan AUC nya adalah 0.922.  
Pada Tabel 4.3 dari eksperimen yang telah dilakukan dan 
rata-rata keseluruhan eksperimen pada dataset churn secara 
konsisten menunjukkan peningkatan nilai akurasi dan AUC 
yang signifikan antara yang menggunakan SVM dengan 
sampel bootstrapping, FS-WIG dan grid search pada algoritma 
SVM. Gambar 4.1 merupakan grafik komparasi antara 
algoritma SVM dengan bootstrapping, FS-WIG dan grid 
search pada SVM 
 
Tabel 4.3 Komparasi Algoritma SVM dengan Bootstrapping, 
FS-WIG dan Grid Search pada Dataset Churn 
 Akurasi AUC 
SVM  85.87% 0.504 
SVM dengan Bootstrapping, 
FS-WIG serta Grid Search. 
93.79% 0.922 
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Gambar  4.1 Grafik Akurasi dan AUC Algoritma SVM dan 
SVM dengan Bootstrapping, WIG serta Grid Search pada 
Dataset Churn 
 
4.2 HASIL EKSPERIMEN DATASET TELECOM 
4.2.1 HASIL EKSPERIMEN BOOTSTRAPPING DENGAN 
SVM 
Hasil eksperimen, setelah dataset baru dipilih sampel 
bootstrapping kemudian dengan menginputkan nilai parameter 
SVM, yaitu parameter C = 0.05, gamma = 0.001 dan epsilon = 
0.004 dan kemudian diambil nilai rata-ratanya. Hasil 
eskperimen sebagaimana ditunjukkan oleh Tabel 4.4. 
 
Tabel 4.4 Komparasi Algoritma SVM dan SVM dengan 
Bootstrapping pada Dataset Telecom 
 Akurasi AUC 
SVM  97.03% 0.610 
SVM dengan Bootstrapping 98.56% 0.870 
 
4.2.2 HASIL EKSPERIMEN BOOTSTRAPPING, FS-WIG 
DENGAN SVM 
Hasil eksperimen selanjutnya, setelah dataset baru dipilih 
sampel bootstrapping kemudian atribut diseleksi fitur dengan 
menggunakan FS-WIG, kemudian menginputkan nilai 
parameter SVM, yaitu parameter C = 0.05, gamma = 0.001 dan 
epsilon = 0.004 dan kemudian diambil nilai rata-ratanya. Hasil 
eksperimen sebagaimana ditunjukkan pada Tabel 4.5. 
 
Tabel 4.5  Komparasi Algoritma SVM dan SVM dengan 
Bootstrapping dan FS-WIG pada Dataset Telecom 
 Akurasi AUC 
SVM  97.03% 0.610 
SVM dengan 
Bootstrapping dan FS-
WIG 
98.56% 0.870 
 
4.2.3 HASIL EKSPERIMEN BOOTSTRAPPING, FS-WIG 
DAN GRID SEARCH DENGAN SVM 
 
Sedangkan pengujian pada dataset telecom dilakukan 
dengan memakai kernel Radial Basis Function (RBF), 
kemudian memasukkan nilai parameter C dan epsilon. Pada 
pengujian ini dilakukan eksperimen dengan memakai kernel 
Radial Basis Function (RBF), kemudian memasukkan nilai 
parameter C, epsilon dan gamma. Algoritma bootstrapping 
menggunakan sampel relative dan parameter sampel ratio 0.1, 
parameter ini berfungsi menginputkan dari sebagian kecil data 
dari jumlah total dataset yang digunakan dan memberikan 
bobot secara manual pada sampel ratio. Hasil eksperimen 
terbaik yang telah dilakukan untuk penentuan nilai akurasi dan 
AUC adalah dengan parameter C secara logarithmic antara 
0,001 – 1,5, gamma = 0,001 – 1,5 dan epsilon = 0,004 – 1,5 
yang menghasilkan nilai akurasi = 99.96% dan AUC nya 
adalah 0.925%, sebagaimana yang telah ditunjukkan pada 
Tabel 4.6. Gambar 4.2 merupakan grafik komparasi antara 
algoritma SVM dengan bootstrapping, FS-WIG dan grid 
search pada SVM 
 
 
Tabel 4.6 Komparasi Algoritma SVM dan SVM dengan 
Bootstrapping, FS-WIG serta Grid Search pada Dataset 
Telecom 
 Akurasi AUC 
SVM  97.03% 0.610 
SVM dengan Bootstrapping, 
FS-WIG serta Grid Search 
99.06% 0.925 
   
 
 
Gambar 4.2 Grafik akurasi dan AUC Algoritma SVM dan 
SVM dengan Bootstrapping, FS-WIG serta Grid Search pada 
Dataset Telecom 
4.3 HASIL KOMPARASI DENGAN PENELITIAN 
TERDAHULU 
Dari eksperimen yang telah peneliti lakukan membuktikan 
bahwa model yang peniliti usulkan ini lebih unggul dari pada 
model yang telah dilakukan oleh Xia et al (Xia & Jin, 2008), 
yang mana dataset churn yang peneliti gunakan sama dengan 
dataset yang digunakan oleh Xia et al dengan rata-rata akurasi 
90.88%. Penelitian selanjutnya juga dilakukan oleh Sharma 
(Sharma & Panigrahi, 2011) pada tahun 2011 yang juga 
menggunakan dataset churn dengan menerapkan model Feed-
Forward Back-Propagation Neural Network, untuk mencegah 
masalah over training pada neural netwok, Sharma mengambil 
data training secara acak tetapi setelah melewati beberapa kali 
jaringan, metode yang diusulkan Sharma malah kehilangan 
kemampuan generalisasi sehingga tetap terjebak dalam 
permasalahan over training tersebut, dan metode Sharma 
dalam memprediksi loyalitas pelanggan ini memperoleh rata-
rata akurasi  92.35%, sementara dalam penelitian ini dataset 
churn memperoleh rata-rata akurasi 93.79%.  
Metode yang diusulkan dalam eksperimen ini juga lebih 
baik dibanding dengan metode yang diusulkan oleh Idris et al 
(Idris et al., 2012) yang menggunakan undersampling Particle 
Swarm Optimization (PSO) dengan algoritma random forest 
dan fitur seleksi Principle Component Analysis (PCA) dan 
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menggunakan dataset french telecom company yang hasilnya 
memperoleh tingkat rata-rata akurasi 92.22%, dengan 
demikian model yang diusulkan dalam penelitian ini lebih baik 
dengan memperoleh rata-rata akurasi 93.79% untuk dataset 
churn dan 99.06% untuk dataset telecom. Tabel 4.13 
menunjukkan komparasi model yang telah diusulkan dalam 
penelitian ini dengan beberapa model peneliti terdahulu. 
 
Tabel 4.7 Komparasi Performansi dengan Model yang 
Diusulkan Peneliti Terdahulu 
Peneliti Model 
 
Dataset Hasil 
Naufal 
Sampel Bootstrapp, 
FS-WIG dan grid 
search pada SVM 
dengan RBF Kernel 
Churn 93.79%  
Telecom 99.06% 
Sharma 
Feed-Forward Back-
Propagation Neural 
Network 
Churn 92.35% 
Xia et al 
SVM dengan RBF 
Kernel 
Churn 90.88%
. 
Idris et al 
Undersampling PSO, 
Random Forest dan 
fitur seleksi PCA 
French 
Telecom 
Company 
92.22% 
 
 
Gambar 4.1 Grafik Komparasi Performansi dengan Model 
yang Diusulkan Peneliti Terdahulu 
5 KESIMPULAN 
Beberapa eksperimen dilakukan untuk mendapatkan arsitektur 
yang optimal dan menghasilkan prediksi yang akurat. 
Berdasarkan hasil eksperimen, dapat disimpulkan sebagai 
berikut: 
1. Hasil eksperimen pada dataset churn dengan SVM standar 
didapatkan nilai akurasi 85.87% dan AUC 0.504, 
sedangkan dengan menggunakan metode 
SVM+bootstrapping dengan nilai parameter C = 0,05, 
epsilon = 0,004 dan gamma = 0,001 didapatkan nilai 
akurasi 87.14% dan AUC 0.500. Sedangkan hasil 
eksperimen SVM standard pada dataset telecom 
didapatkan akurasi 97.03% dan AUC 0.610, sedangkan 
dengan SVM+bootstrapping dengan parameter C = 0,05 
epsilon = 0,004  dan gamma = 0,001 didapatkan akurasi 
98.56% dan AUC 0.870. Dengan menggunakan 
SVM+bootstrapping ada kenaikan akurasi dan AUC yang 
konsisten jika diterapkan pada dataset churn maupun 
dataset telecom, dimana dataset churn dan telecom 
merupakan dataset yang mengandung ketidakseimbangan 
kelas. Jadi dapat disimpulkan bahwa metode SVM dengan 
bootstrapping dalam eksperimen ini bisa untuk mengatasi 
permasalahan ketidakseimbangan kelas sehingga bisa 
meningkatkan performansi SVM. 
2. Hasil eksperiman selanjutnya pada dataset churn dengan 
SVM standar didapatkan nilai akurasi 85.87% dan AUC 
0.504, sedangkan dengan menggunakan metode 
SVM+bootstrapping+FS-WIG dengan nilai parameter C = 
0,05, epsilon = 0,004 dan gamma = 0,001 didapatkan nilai 
akurasi 91.52% dan AUC 0.762. Sedangkan hasil 
eksperimen SVM standard pada dataset telecom 
didapatkan akurasi 97.03% dan AUC 0.610, sedangkan 
dengan SVM+bootstrapping+FS-WIG dengan parameter 
C = 0,05 epsilon = 0,004  dan gamma = 0,001 didapatkan 
akurasi 98.56% dan AUC 0.870. Dengan demikian 
SVM+bootstrapping+FS-WIG ada kenaikan akurasi dan 
AUC yang konsisten jika diterapkan pada dataset churn, 
tetapi pada dataset telecom tidak menunjukkan ada 
peningkatan performansi dari eksperimen 
SVM+bootstrapping. Hal ini dikarenakan atribut dalam 
dataset telecom hanya 6 atribut sehingga algoritma FS-
WIG tidak terlalu berpengaruh jika diterapkan pada 
dataset yang mempunyai atribut sedikit. Sedangkan pada 
dataset churn ada peningkatan akurasi dan AUC, hal ini 
dikarenakan dataset churn mempunyai atribut yang lebih 
banyak daripada dataset telecom, yaitu 21 atribut. Dari sini 
dapat disimpulkan bahwa metode fitur seleksi FS-WIG 
tidak cocok jika diterapkan pada dataset yang mempunyai 
atribut sedikit, tetapi sangat baik jika diterapkan pada 
dataset yang berdimensi tinggi dimana dataset yang 
berdimensi tinggi secara umum mengandung atribut yang 
kurang relevan. 
3. Hasil pengujian pada dataset churn dengan SVM standar 
didapatkan nilai akurasi 85.87% dan AUC 0.504, 
sedangkan dengan menggunakan metode SVM dengan 
bootstrapping, FS-WIG serta grid search dengan nilai 
parameter secara logarithmic C = 0,001 – 1,5, epsilon = 
0,004 – 1,5 dan gamma = 0,001 – 1,5 didapatkan nilai 
akurasi 93.79% dan AUC 0.922. Sedangkan hasil 
pengujian SVM standard pada dataset telecom didapatkan 
akurasi 97.03% dan AUC 0.610, sedangkan SVM dengan 
bootstrapping, FS-WIG dan grid search dengan parameter 
secara logarithmic C = 0,001 – 1,5, epsilon = 0,004 – 1,5 
dan gamma = 0,001 – 1,5 didapatkan akurasi 99.06% dan 
AUC 0.925. Dengan menggunakan SVM dengan sampel 
bootstrapping, FS-WIG dan grid search ada kenaikan 
akurasi dan AUC yang konsisten jika diterapkan pada 
dataset churn maupun dataset telecom. Hal ini 
dikarenakan pemilihan parameter SVM secara grid search 
dapat mencari nilai parameter terbaik yang nilainya antara 
0,001 – 1,5 untuk parameter C, parameter epsilon 0,004 – 
1,5 dan parameter gamma = 0,001 – 1,5. Jadi dapat 
disimpulkan bahwa metode grid search untuk pemilihan 
parameter SVM dalam eksperimen ini bisa mengatasi 
permasalahan sulitnya pemilihan nilai parameter pada 
SVM sehingga bisa memudahkan dalam menentukan nilai 
parameter yang tepat untuk algoritma SVM. 
Dari hasil pengujian ini maka secara umum dapat dianalisa 
bahwa ada kenaikan akurasi sebesar 7.92% dan AUC sebesar 
0.418 pada dataset churn, dan kenaikan akurasi sebesar 2.03% 
dan AUC sebesar 0.315 pada dataset telecom setelah 
diterapkan metode yang diusulkan. Dengan demikian dapat 
disimpulkan bahwa metode sampel bootstrapping dapat 
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mengatasi permasalahan pada ketidakseimbangan kelas (class 
imbalance) yang membantu menaikkan kinerja algoritma 
SVM dan seleksi fitur FS – WIG mampu memilih atribut 
terbaik. Sedangkan untuk menentukan parameter dengan 
metode grid search mampu memudahkan dalam pemilihan 
nilai parameter terbaik pada Algoritma SVM, sehingga 
menghasilkan kinerja atau tingkat akurasi prediksi dalam 
loyalitas pelanggan yang lebih baik dibanding dengan 
menggunakan metode individual algoritma SVM. 
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