We discuss here the conditions that the spatially extended systems (SES) must satisfy to reproduce the logistic map. To address this dilemma we define a 2-D coupled map lattice with a local rule mimicking the logistic formula. We show that for growth rates of k k ∞ ( ∞ is the accumulation point) the global evolution of the system exactly reproduces the cascade of period doubling bifurcations. However, for > ∞ , instead of chaotic modes, the cascade of period halving bifurcations is observed. Consequently, the microscopic states at the lattice nodes resynchronize producing dynamically changing spatial patterns. By downscaling the system and assuming intense mobility of individuals over the lattice, the spatial correlations can be destroyed and the local rule remains the only factor deciding the evolution of the whole colony. We found the class of "atomistic" rules for which uncorrelated spatially extended population matches the logistic map both for pre-chaotic and chaotic modes. We concluded that the global logistic behavior can be expected for a spatially extended colony with high mobility of individuals whose microscopic behavior is governed by a specific semi-logistic rule in the closest neighborhood. Conversely, the populations forming dynamically changing spatial clusters behave in a different way than the logistic model and reproduce at least the steady-state fragment of the logistic map.
Introduction
Most of fundamental ecological factors, such as individual behavior, population diversity, species abundance, and population dynamics, exhibit spatial variation. This trivial property has many important consequences on the evolution of organisms and populations. To understand the role of spatial variations in evolution, many ecological models were studied.
The simplest are the coupled logistic maps (CLM) which do not include space in an explicit way (see, for example [1] [2] [3] ) However CLM are useful only for studying subdivided distant populations. Meanwhile, to investigate the tightly coupled colonies involving interactions over the entire living area, explicit space is required [4] , as it is for example, in the reaction-diffusion approaches 1 [5] [6] [7] [8] . In these continuous models the dynamics of population density is dictated by partial differential equations (PDE).
Instead of PDEs, the evolution of discrete entities over time and space can be simulated employing simple rules. For example, in cellular automata (CA) models, individuals populate the nodes of a 2-D (or 1-D) lattice and evolve in discrete time and space [7, [9] [10] [11] [12] [13] . According to the microscopic CA rule the offspring are dispersed across a dispersal neighborhood and individuals have a death rate depending on the population density in a competition neighborhood. The dispersal reflects the "biological power" of the population, whilst the competition is the selection pressure caused by the shrinking resources. The results obtained from CA approaches can be refined by using a continuous individual-based model (IBM) [14] -in which discrete objects evolve in continuous time and space -and moment closure models involving mean-field approximations [15, 16] . The clustering of individuals and influence of the dispersal and competition on global dynamics of the whole population can be scrutinized by using the, so called, spatial logistic equation (SLE) [4] The SLE differs from the logistic equation only in that the 2 term ( is a population density and x∈ [0, 1] ) of the logistic equation is replaced with an integral expression. In [4] the authors concluded that the populations can grow much slower or much faster than are expected from the non-spatial logistic model. Moreover, they can reach their maximum growth rate at densities x =1/2. These types of behavior can be controlled both by values of dispersal/competition radii and their ratio. The SLE approach focuses only on steadystate dynamics and the associated analytical approximations. The conditions of convergence of spatially extended models to the 0-D logistic-model for the full range of dynamic modes, including bifurcation cascades and chaotic modes, have not yet been addressed. With relation to this fact, important questions arise. Do the spatially extended populations, which reproduce the full evolution scenario from the logistic map, exist? If they do, what conditions must be satisfied? A positive answer to the first question is of fundamental importance. Otherwise, the logistic law could not be treated as "the law" anymore, because every population is defined by the space it occupies.
The paper is organized as follows. In the first section we define the continuum 2-D coupled map lattice and we show that the logistic equation is not a scale-free model for SES. We downscale this system by consecutive discretization of the states of automata up to the binary rep-1 E. Ben-Jacob, http://star.tau.ac.il/%7Eeshel/gallery.html resentation. Consequently, we refine this binary model to simulate the population of individuals evolving on the cellular automata lattice. Then we derive the microscopic CA rules, which allow the entire population to reproduce the dynamics of the logistic model in macroscale. We explore the properties of this system by studying two factors which control the dynamics of the entire population: the mobility of individuals and the number of neighbors. Finally, we summarize the conclusions.
Coupled map lattice
We consider the classical logistic model in which the dynamics is governed by the logistic formula:
where
is the generation number and k∈ [1, 4] is the biotic potential. The time evolution of this map is well understood and described (e.g. in [17, 21] ). As shown in [2, 4] the logistic equation often fails to describe the evolution of realistic populations. The reasons are manyfold, e.g.:
1. heterogeneity of the environment, 2. dispersal may not increase linearly with density or there may be a time delay in the operation of dispersal and/or competition, 3. time delays can occur in structured populations when density affects vital power at particular sizes or ages, 4. the random collision of individuals assumed in the logistic equation, often referred to as the "meanfield" assumption, may not represent interactions among organisms well.
As shown, e.g. in 1 2 [2, 5, 6, 13, 18, 19] , deviations from logistic behavior for spatially extended systems (SES) are often manifested by the production of spatial patterns. These patterns can not be treated purely as a consequence of population dynamics. To better understand the factors that make the simple logistic model diverge from a realistic evolution of populations, we try to find spatially extended systems whose global behavior exactly follows the logistic law. Particularly, they should produce the same path-to-chaos scenario as the classical model. Then we could specify the conditions of such a systems existence.
To attack this problem we use the cellular automata paradigm as a very efficient and flexible model of SES [9, 11] . Our problem is then reduced to deriving the CA microscopic rules R for which the entire system mimics the logistic behavior. Finding such rules in a mathematically rigorous way is a very hard inverse problem, so we try to guess the solution based on some hypotheses and observations. First, we check if the logistic model is scale-free, i.e., if it can be used as a local rule over various spatial (and spatio-temporal) resolutions. If it does, we will have the solution instantly. If not, we can try to construct a better rule on the basis of this first approximation. Let us consider 2-D continuous state cellular automata
is the periodic and homogeneous square lattice. The lattice is bounded but large enough that the edge effects may be neglected (M=100-300). The CA states X represent population density, and
and competition Ω C ( ) neighborhoods, where R and are dispersal and competition radii, respectively. The population evolves in space (l,m) and in time . Initially, the X 0 values are generated randomly. The CA system is updated synchronously according to the set of rules R:
In general, Ω D ( R) and Ω C ( ) can be different. However a non-symmetric neighborhood causes problems with the interpretation of the modeling results when X +1 > 1. Assuming that X +1 is just rounded to 1 is far too speculative. Thus, the correctness of the logistic model in the case of a non-symmetric neighborhood can be questioned. Therefore, we assume here that R = Let us define the lattice of CA coupled by the logistic local rule R that involves interactions between neighboring cells:
where = R N = (2 + 1) 2 −1 is the number of neighboring nodes,Y is the local average of CA states over Ω(l,m).
By averaging Eq. (3) over entire lattice we obtain that:
where: The first part of Eq. (4) is responsible for the global dynamics of the whole system while the second one represents local spatial modes. As follows from Eq. (4), the coupled CA system can exactly mimic the logistic model provided that no spatial patterns are created during the system dynamics (i.e., σ 2 =0). Because 0 < < 1, the interval of possible values becomes narrower with increasing variance. The results from the simulation displayed in Figs. 1a,b show that for < ∞ the entire system exactly reproduces the logistic path-to-chaos scenario represented by the cascade of period doubling bifurcations. For < ∞ , the CA system converges quickly to a uniform and synchronized lattice of automata (see Fig. 1c ) with zero variance. Eventually, for > ∞ the value of the Lyapunov exponent becomes greater than 0, and propagating the round off error destroys the coupling. Then, instead of chaotic modes from the classical logistic map, the entire system produces the cascade of period halving bifurcations. Finally, for > 3 9, the value of stabilizes and fluctuates around the fixed point ( * ≈ 2/3). The variance σ 2 increases with for > ∞ . Simultaneously -similarly to the CA nodes in a decoupled lattice of automatathe population densities in the CA nodes become chaotic. This way, the fully synchronized and globally periodic CA system resynchronizes in = ∞ and eventually -for larger -becomes globally static (fluctuating) and locally chaotic. This coupled map lattice can be treated as a system of interacting environments with identical population capacities. The value of X then represents the population density in the {l,m} environment (CA node) while the value of s defines the maximum number of individuals which can populate a single CA node (environment). Discretization and consequent decreasing of the number of states can be interpreted as downscaling of the system. The neighborhood Ω(l,m) shrinks with the decreasing population capacity of the environments. As shown in Fig. 2 , the number of bifurcations decreases with decreasing s. For s=2, we obtain binary CA with discretized logistic rule R:
As displayed in Fig. 2 (s=2) , the global dynamics of this system is very different from the logistic map. For < 2 3 the average population density = 0 while for > 2 3 it fluctuates chaotically around some stable attractor. In contrast to multiple-state CA, the binary cellular automata system manifests clear chaotic behavior.
Binary cellular automata
The binary CA periodic lattice can be interpreted as the living space for individuals. When an individual occupies the node {l,m} then X = 1 otherwise X = 0. Let us reformulate this binary CA in the following way. The dynamics of CA system is governed now by two repetitive rules:
• R1: random walk within a given time period ∆T
• R2: evaluation round:
where ε is the probability that X =1 in the following generation and rnd∈(0,1) is a random number. The random walk represents the randomization factor that breaks local correlations. The value of ∆T is equal to the number of random steps. We can expect that for adequately large values of ∆T = ∆T MAX the CA population becomes fully uncorrelated. Such the "uncorrelated" system can be simulated by using a much simpler model than random walk. The random collisions and motion of individuals during ∆T MAX can be mimicked by their random scatter over the CA lattice after each evaluation round R2. It means that the time-step between subsequent R2 rounds is equal to ∆T MAX . We define the stochastic rule R2 as a set of probabilities 1/0 :
that is, in timestep + 1 X with nonzero neighbors in Ω(l,m) remains/becomes populated. This type of rule represents a broad class of 2-D cellular automata, including totalistic CAs, as well as many well known specific automata [9] such as the "game of life", parity rule automata, Vichniac annealing rule, spin glasses, and many others. We are looking for a local rule R2 for which the 2-D CA system will mimic, as a whole, the logistic formula from Eq. (1).
To find proper R2 rules, we assume that before employing the rule R2 the distribution of individuals is random. As shown in [20] , for randomly scattered points on the plane, the number of individuals in a circle of radius, r, will follow a Poisson distribution. Therefore, it is justified that the statistical distribution of the number of populated CA nodes in the neighborhood Ω(l,m) for each {l,m} node can be approximated by binomial distribution. Then the population density evolves in time according to the following formula: (N N = 8) , the system reproduces only the part of it, i.e., the fragment for k k =3.6 The number of rules satisfying Eq. (9) is infinite. A few exemplar rules are collected in Tab. 1. Except set 3 in Tab. 1, the remaining sets have a similar character to the logistic rule. Table 1 . A few examples of CA microscopic stochastic rules computed from Eq. (9) and producing chaotic behavior for "uncorrelated" CA populations (N N =8, p=q=1) . The CA systems governed by these rules replicate the logistic equation with <= =3.6. Let us reduce the number of possible solutions of Eq. (9) focusing on the totalistic cellular automata. Then the subsequent state of each {l,m} node depends on the probability ∈(0,1) computed for all individuals in Ω(l,m) neighborhood including the i={l,m} node. By substituting = 1 = 0 +1 ( −1 = 00 = 1) and for = =1 Eq. (9) reduces to a unique solution:
The values of Y andỸ are the maximum local population density and the population density in the closest neighborhood of {l,m} node, respectively The values of the resulting probabilities are shown in Tab. 1 as the second set (2) of exemplar rules. It is worth mentioning that Eq. (11) is very similar -but not identical -to the microscopic logistic equation defined by Eq. (5). In the left panel of Fig. 3 we display:
1. the histogram of the number of populated nodes in Ω(l,m)∪{ } (a1), 2. contour map (a2) of the CA lattice before the random scatter procedure; the white spots stand for populated area (M = 100), the total population density as a function of (a3), obtained for the "uncorrelated" CA system with totalistic rule R2 defined by Eq. (11).
The histogram from Fig. 3a1 reproduces well the binomial distribution of neighbors. As shown in Fig. 3a2 , the CA lattice is populated in a very chaotic way. The logistic map is confronted with the function ( ) = 1 − 1 . As shown in Fig. 3a3 , the CA system with microscopic rule R2 reconstructs well the part of the logistic map for k 3.6 in the macro-scale. The imperfections and noise seen in Fig. 3a3 are the result of the limited accuracy dictated by the size of CA lattice (to obtain Fig. 1a3 we used 500×500 lattice) and approximation procedure used for reconstruction of the logistic map. In Fig. 4 we show the influence of population mobility on the global system dynamics. The random walk is realized employing the HPP lattice gas described in Chopard and Droz book [9] . This model is a discrete equivalent of the classic diffusion-reaction model of ecological import, which represents a logistic population evolution with Brownian random dispersal [8] . As shown in Fig. 4 , for ∆T =10000, the fluctuations of population density are very similar to that observed for the "uncorrelated" model. Due to the fast diffusion, the discrete systems can develop chaos. This effect can be additionally strengthened by combining diffusion with a greater neighborhood Ω(l,m), i.e. by increasing dispersal and competition radii. Then, according to Eq. (10), the value of maximum biotic potential also increases.
As shown in the right-hand panel of Fig. 3 , by disabling the procedure of random scatter the rule R2 alone produces global dynamics of CA system which differs substantially from that predicted by the logistic formula. As shown in Fig. 3 , the histogram of nearest neighbors (b1) is different to the binomial distribution (a1), larger spatial structures emerge on the lattice (b2) and the population is stable for all values of (b3). We can conclude that the spatial structures produced by correlated populations can restrain organisms to encounter each other proportionally to their average density. This way, the spatial patterns can postpone or inhibit completely the chaotic changes in average population density.
Summary and conclusions
There are two factors of fundamental importance -neglected in simplistic models -which influence the population dynamics the most:
1. the space in which the colony evolves, 2. the variety of ways the individuals interact with their neighbors.
Both the space and interaction rules are tightly coupled. Therefore, this is not a surprise that the logistic equation can fail in describing time evolution of many organisms. More intriguing is the question why in many cases the lo-gistic pathway matches the realistic patterns of population growth. In this paper we tried to answer what happens when such fundamental factors as space and interactions cancel out and the spatially extended system behaves according to the scenario described by the 0-dimensional logistic model. We studied these problems modeling the spatially extended population on the 2-D CA lattice.
The CA lattice of tightly coupled logistic systems with continuous states mimics a large population consisting of many subpopulations (Eq. (3)). We showed that the average population density matches perfectly the logistic formula for the value of < ∞ The population density becomes uniform in every moment of time on the entire lattice until < ∞ . Surprisingly, for > ∞ when the chaotic dynamics is expected, the system stabilizes. However, instead of uniform (but oscillating) spatial distribution, the population density diversifies progressively with increasing . The evolution of complex spatial structures, represented by irregular clusters, can be observed. We can conclude that the global chaotic temporal behavior is transferred spontaneously into spatial chaos. This transition can represent a kind of self-preservation mechanism. The system consisting of many subpopulations interacting according to the rule given by Eq. (3) cannot be destabilized (be chaotic) by increasing the reproduction potential of the population.
Going downscale, we considered a single subpopulation which represents a colony of discrete entities. We showed that "uncorrelated", randomly scattered populations evolving on a 2-D CA lattice can mimic the same pathway to chaos as the logistic model. This global logistic map can be obtained for selected type of microscopic CA rules. We showed that the fully developed chaotic behavior ( = 4) occurs only for an infinitely large neighborhood. For the Moore neighborhood the maximal biotic potential is = 3 6, a little bit greater than the accumulation point ∞ ≈ 3.5699, i.e., the moment of onset of chaos. For the von Neumann neighborhood ( = 3 33(3)) only the first bifurcation can occur.
The same rules were applied for a motionless CA system with limited neighborhood capacity. However it produces only stable populations with average population densities remaining constant in time. Simplicity in temporal dynamics is accompanied by complex spatial dynamics with dynamically changing patterns. Contrary to very similar, in spirit, continuous CA, the time evolution of the average population density is different from the logistic map for every value of .
We showed that due to random walk and increasing neighborhood, the 2-D system can be transformed into the chaotic one. Its behavior replicates the logistic path-tochaos scenario. Conversely, the populations forming dynamically changing spatial clusters and stable patterns behave in a different way than the logistic model and reproduce at least a steady-state fragment of the logistic map. The knowledge that a certain population matches a logistic pathway to chaos may have very important consequences for its future. When the average population density is oscillating or chaotic, the colony becomes vulnerable to external threats, e.g. pestilences [12] . Conversely, the knowledge about the ways the chaos develops can allow for eliminating the structured populations, which are very difficult to destroy, and which can be very dangerous such as bacterial biofilms [22] .
