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Re´sume´
Base´s sur les outils the´oriques et algorithmiques de la programmation DC et DCA, les
travaux de recherche dans cette the`se portent sur les approches locales et globales pour
l’optimisation non convexe et l’optimisation globale en variables mixtes entie`res. La the`se
comporte 5 chapitres. Le premier chapitre pre´sente les fondements de la programmation
DC et DCA, et des me´thodes de Se´paration et Evaluation (B&B) (utilisant la technique
de relaxation DC pour le calcul des bornes infe´rieures de la valeur optimale) pour l’op-
timisation globale. Y figure aussi des re´sultats concernant la pe´nalisation exacte pour la
programmation en variables mixtes entie`res. Le deuxie`me chapitre est consacre´ au de´velop-
pement d’une me´thode DCA pour la re´solution d’une classe NP-difficile des programmes
non convexes non line´aires en variables mixtes entie`res. Ces proble`mes d’optimisation non
convexe sont tout d’abord reformule´s comme des programmes DC via les techniques de
pe´nalisation en programmation DC de manie`re que les programmes DC re´sultants soient
efficacement re´solus par DCA et B&B bien adapte´s. Comme premie`re application en op-
timisation financie`re, nous avons mode´lise´ le proble`me de gestion de portefeuille sous le
couˆt de transaction concave et applique´ DCA et B&B a` sa re´solution. Dans le chapitre
suivant nous e´tudions la mode´lisation du proble`me de minimisation du couˆt de transaction
non convexe discontinu en gestion de portefeuille sous deux formes : la premie`re est un
programme DC obtenu en approximant la fonction objectif du proble`me original par une
fonction DC polye´drale et la deuxie`me est un programme DC mixte 0-1 e´quivalent. Et nous
pre´sentons DCA, B&B, et l’algorithme combine´ DCA-B&B pour leur re´solution. Le cha-
pitre 4 e´tudie la re´solution exacte du proble`me multi-objectif en variables mixtes binaires et
pre´sente deux applications concre`tes de la me´thode propose´e. Nous nous inte´ressons dans
le dernier chapitre a` ces deux proble´matiques challenging : le proble`me de moindres carre´s
line´aires en variables entie`res borne´es et celui de factorisation en matrices non ne´gatives
(Nonnegative Matrix Factorization (NMF)). La me´thode NMF est particulie`rement impor-
tante de par ses nombreuses et diverses applications tandis que les applications importantes
du premier se trouvent en te´le´communication. Les simulations nume´riques montrent la ro-
bustesse, rapidite´ (donc scalabilite´), performance et la globalite´ de DCA par rapport aux
me´thodes existantes.
Mot cle´s : Programmation DC et DCA, Se´paration et Evaluation, Technique de pe´nali-
sation exacte, Programmation en variables mixtes entie`res, Programmation multi-objectif,
Gestion de portefeuille, Moindres carre´s line´aires en variables entie`res, Factorisation en
matrices non ne´gatives (NMF).
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Introduction ge´ne´rale
Cette the`se repre´sente une contribution de la Programmation DC et DCA pour l’opti-
misation non convexe ainsi que pour l’optimisation globale en variables mixtes entie`res.
La programmation DC (Difference of Convex functions) et DCA, qui constituent l’e´pine
dorsale de la programmation non convexe, sont introduits en 1985 par Pham Dinh Tao et
intensivement de´veloppe´s par Le Thi Hoai An et Pham Dinh Tao depuis 1994 pour devenir
maintenant classiques et de plus en plus utilise´s par des chercheurs et praticiens de par
le monde, dans diffe´rents domaines des sciences applique´es. Leur popularite´ re´side dans
leur versatilite´, flexibilite´, rapidite´, robustesse et performance compare´es a` des me´thodes
existantes, leur adaptation aux structures des proble`mes traite´s et leur capacite´ de re´soudre
des proble`mes industriels de grande dimension.
Un programme DC est de la forme
α = inf{f(x) := g(x)− h(x) | x ∈ Rn} (Pdc)
ou` g, h : Rn −→ R ∪ {+∞} sont convexes semi-continues infe´rieurement et propres. La
dualite´ DC associe au programme (Pdc), dit programme DC primal, son dual, qui est aussi
un programme DC
α = inf{h∗(y)− g∗(y) | y ∈ Rn} (Ddc)
Base´ sur les conditions d’optimalite´ locale et la dualite´ DC, DCA consiste en la construc-
tion de deux suites {xk} et {yk}, candidats a` eˆtre solutions optimales de (Pdc) et (Ddc)
respectivement, de telle manie`re que les suites {g(xk)−h(xk)} and {h∗(yk)−g∗(yk)} soient
de´croissantes et {xk} (resp. {yk}) converge vers une solution primal re´alisable x˜ (resp. une
solution dual re´alisable y˜) ve´rifiant les conditions d’optimalite´ locale et
x˜ ∈ ∂g∗(y˜); y˜ ∈ ∂h(x˜).
Les proble`mes initiaux e´tudie´s dans cette the`se ne sont pas de la forme d’un programme
DC, car soit ils contiennent des variables mixtes entie`res, soit la fonction objectif est dis-
continue. Graˆce a` la technique de pe´nalisation en proprammation DC, nous pouvons les
reformuler en programmes DC et puis appliquons DCA pour la re´solution. Afin d’e´valuer
la qualite´ des solutions fournies par DCA, la combinaison de DCA et une technique de
globalisation de Se´paration et Evaluation (en anglais Branch-and-Bound (B&B)), utilisant
la relaxation DC pour le calcul des bornes infe´rieures de la valeur optimale, a e´te´ propose´e.
Il est clair que la technique de pe´nalisation joue un roˆle crucial dans la reformulation d’un
programme non convexe en variables mixtes entie`res (MINLP). Dans cette the`se, nous nous
sommes inte´resse´s aux proble´matiques suivantes comme des applications concre`tes de nos
travaux de recherche :
1. Minimisation d’une classe NP-difficile de programmes DC en variables mixtes en-
tie`res.
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Les MINLPs, particulie`rement difficiles mais importants en applications, constituent
toujours un challenge d’actualite´. Ils appartiennent a` la fois a` l’optimisation continue
et l’optimisation combinatoire. Parmi les me´thodes existantes, on peut citer me´thode
de de´composition de Benders ge´ne´ralise´e, me´thode par Se´paration et Evaluation,
Approximation Exte´rieure, me´thode de coupe, et des me´thodes hybrides, etc. Ces
me´thodes exactes de´terministes avec garantie the´orique de globalite´ sont trop couˆ-
teuses en temps de calcul pour eˆtre scalables (i.e., capables de traiter les tre`s grandes
dimensions). Les me´thodes heuristiques bien adapte´es aux structures spe´cifiques des
proble`mes traite´s pourraient eˆtre utiles dans la mesure ou` elles seraient susceptibles
de fournir de bonnes solutions avec un CPU tre`s faible. Le de´veloppement des me´-
thodes (de´terministes) locales scalables est le principal objectif de nos travaux de
recherche.
2. Minimisation du couˆt de transaction non convexe discontinu du proble`me de gestion
de portefeuille sous des contraintes line´aires et une contrainte quadratique convexe.
Le proble`me de gestion de portefeuille avec couˆt de transaction a rec¸u l’attention de
nombreux chercheurs. Ne´anmoins, a` cause de la non-convexite´ de la fonction couˆt de
transaction dans le cas ge´ne´ral, ces proble`mes sont difficiles a` traiter. La plupart des
me´thodes de´veloppe´es pour ces proble`mes sont soit heuristiques, soit base´es sur la
me´thode par Se´paration et Evaluation (B&B) tre`s couˆteuse en CPU. Nos approches
propose´es dans ce travail sont prometteuses et moins che`res par rapport a` SE.
3. Minimisation du multi-objectif line´aires en variables mixtes binaires.
Beaucoup de proble`mes d’optimisation rencontre´s en re´alite´ sont de nature multi-
objectif car plusieurs crite`res d’e´valuation souvent contradictoires sont a` conside´rer
simultane´ment. De nombreux de proble`mes re´els peuvent eˆtre exprime´s sous la forme
de multi-objectif line´aires en variables mixtes 0-1 comme en planification, affectation,
localisation, network flow, etc. Les algorithmes utilise´s pour re´soudre ces programmes
non convexes sont compose´s de me´thodes exactes (soit a` l’aide d’une me´thode de
scalarisation, soit base´es sur la me´thode B&B, soit par e´valuation directe du vecteur
objectif) et de me´thodes heuristiques/me´taheuristiques. La me´thode propose´e dans
cette the`se utilise une autre technique de scalarisation permettant de formuler un
programme mathe´matique e´quivalent. De plus, cette technique introduit une fonc-
tion de pe´nalisation qui est utilise´e pour transformer un proble`me de minimisation
d’une fonction DC sur l’ensemble des solutions du proble`me line´aire multi-objectif en
variables mixtes 0-1.
4. Reformulation du proble`me de moindres carre´s line´aires en variables entie`res borne´es
en programme DC et re´solution par DCA.
5. Proble`me de factorisation en matrices non ne´gatives : Approches base´es sur la pro-
grammation DC et DCA.
Contributions de la the`se
Nos contributions dans ce travail de the`se portent sur :
• De´veloppement de la technique de pe´nalisation exacte et inexacte en programmation
en variables mixtes entie`res.
• Reformulation du MINLP sous la forme d’un programme DC et sa re´solution par
DCA.
• Approximation d’une fonction discontinue par une fonction DC. Reformulation d’un
proble`me non convexe dont l’objectif est discontinu en un programme DC a` l’aide
des variables binaires et de la technique de pe´nalisation. Combinaison de DCA et
B&B pour la re´solution du proble`me original.
• Nouvelle approche pour la re´solution exacte des proble`mes line´aires multi-objectif en
variables mixtes 0-1.
• Me´thodes de re´solution pour le proble`me de moindres carre´s line´aires en variables
entie`res borne´es et celui de factorisation en matrices non ne´gatives (Nonnegative
Matrix Factorization (NMF)).
Organisation de la the`se
La the`se est compose´e de cinq chapitres.
1. Dans le premier chapitre, des outils the´oriques et algorithmiques indispensables a`
nos travaux de recherche sont pre´sente´s. Il s’agit de la Programmation DC et DCA,
et la me´thode par Se´paration et Evaluation (SE) (Branch-and-Bound (B&B) en an-
glais) ainsi que des re´sultats plus re´cents sur la technique de pe´nalisation exacte en
programmation DC, en particulier ceux relatifs a` la programmation non convexe en
variables mixtes entie`res.
2. Le chapitre 2 est consacre´ a` l’e´tude de la programmation DC et DCA, et des tech-
niques B&B pour la re´solution d’une classe des programmes non convexes non li-
ne´aires en variables mixtes entie`res dans lesquels la fonction objectif est DC avec la
deuxie`me composante se´parable. Applications au proble`me de gestion de portefeuille
sous le couˆt de transaction concave.
3. Dans le chapitre 3, nous e´tablissons d’abord la mode´lisation du proble`me de minimi-
sation du couˆt de transaction non convexe discontinu en gestion de portefeuille sous
deux formes : la premie`re est un programme DC obtenu en approximant la fonction
objectif du proble`me original par une fonction DC polye´drale et la deuxie`me est un
programme DC mixte 0-1 e´quivalent. Et nous proposons les versions de DCA, B&B,
leur combine´ DCA-B&B adapte´es aux structures spe´cifiques de ces deux proble`mes
pour leur re´solution.
4. Le proble`me multi-objectifs line´aires en variables mixtes binaires est re´formule´ et
re´solu dans le chapitre 4.
5. Last but not least, le proble`me de moindres carre´s line´aires en variables entie`res
borne´es et celui de factorisation en matrices non ne´gatives (Nonnegative Matrix Fac-
torization (NMF)) font l’objet du dernier chapitre dans lequel nous de´veloppons la
programmation DC et DCA pour leur re´solution.
Nos algorithmes de´veloppe´s ont e´te´ imple´mente´s a` l’aide de MATLAB, C, AMPL, et le
logiciel utilise´ pour re´soudre les sous-programmes convexes est CPLEX.

Chapitre 1
Me´thodologie
Nous pre´sentons dans ce chapitre les fondements de la programmation DC et DCA (DC
Algorithms), les techniques de Se´paration et Evaluation, ainsi que des re´sultats concernant
la pe´nalisation exacte pour la programmation en variables mixtes entie`res.
1.1 Introduction a` la programmation DC et DCA
L’optimisation offre un cadre de mode´lisation et d’algorithmique tre`s riche pour tous
les domaines de sciences applique´es. On peut distinguer deux branches de l’optimisation
de´terministe : la programmation convexe et la programmation non convexe.
The´oriquement on peut re´soudre tout programme convexe, mais encore faut-il bien e´tu-
dier la formulation du programme convexe en question - la reformulation constitue d’ailleurs
un the`me de recherche d’actualite´ - et qu’il soit bien adapte´ aux structures spe´cifiques des
proble`mes traite´s, pour proposer des variantes performantes peu couˆteuses et donc capables
d’atteindre des dimensions re´elles tre`s importantes.
Lorsque la convexite´ de l’objectif et des contraintes n’est pas ve´rifie´e, on est en face
d’un proble`me d’optimisation non convexe. L’absence de cette double convexite´ rend la re´-
solution d’un programme non convexe difficile voire impossible en l’e´tat actuel des choses.
Contrairement a` la programmation convexe, les solutions optimales locales et globales sont
a` distinguer dans un programme non convexe. L’analyse et l’optimisation convexes mo-
dernes se voient ainsi contraintes a` une extension logique et naturelle a` la non convexite´
et la non diffe´rentiabilite´. Les me´thodes nume´riques conventionnelles de l’optimisation
convexe ne fournissent que des solutions locales bien souvent e´loigne´s des solutions glo-
bales si les structures spe´cifiques des programmes non convexes ne sont pas exploite´es dans
leur construction.
Durant ces deux dernie`res de´cennies, la recherche en optimisation non convexe a lar-
gement be´ne´ficie´ des efforts des chercheurs et s’est enrichie de nouvelles avance´es consi-
de´rables. Il y a deux approches diffe´rentes mais comple´mentaires en programmation non
convexe :
1. Approches globales continues dont les nouveaux outils algorithmiques sont inspire´s
par les techniques combinatoires de la Recherche Ope´rationnelle. Elles consistent a`
localiser les solutions optimales a` l’aide des me´thodes d’approximation, des tech-
niques de coupe, des me´thodes de de´composition, de se´paration et e´valuation. Elles
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ont connu de tre`s nombreux de´veloppements importants depuis plus d’un quart de
sie`cle, a` travers les travaux de Hoang Tuy (reconnu comme le pionnier), R. Horst, P.
Pardalos, Pham Dinh Tao, Le Thi Hoai An, N. V. Thoai... L’inconve´nient majeur des
me´thodes globales est leur couˆt exhorbitant en temps de calcul qui les empeˆche de
traiter, en pratique, des proble`mes d’optimisation non convexe re´els de tre`s grande
taille. Le calcul d’une solution globale d’un programme non convexe reste la queˆte du
Saint Graal pour les optimiseurs. Et tout le monde convient qu’il faille de´velopper les
approches locales performantes et e´conomiques capables de re´soudre ces proble`mes
a` tre`s grande dimension. On rejoint ainsi la communaute´ de l’Optimisation Non Li-
ne´aire avec des outils the´oriques et algorithmiques spe´cifiques : la Programmation
DC et DCA. Dans ce contexte, les proble`mes d’optimisation combinatoire sont refor-
mule´s graˆce a` des techniques de pe´nalite´ exacte en Programmation DC et traite´s par
DCA.
2. Approches locales et globales d’analyse convexe qui sont base´es sur l’analyse et l’opti-
misation convexe. Ici la programmation DC (Difference of Convex functions) et DCA
(DC Algorithms) jouent le roˆle central car la plupart des proble`mes d’optimisation
non convexe sont formule´s/reformule´s sous la forme des programmes DC. La program-
mation DC et DCA constituent l’e´pine dorsale de la programmation non convexe et
de l’optimisation globale. Ils sont introduits par Pham Dinh Tao en 1985 a` l’e´tat
pre´liminaire ( [121–123]) et de´veloppe´s intensivement a` travers de nombreux travaux
communs de Le Thi Hoai An et Pham Dinh Tao depuis 1994 ( [85–92,124–127]) pour
devenir maintenant classiques et de plus en plus utilise´s par des chercheurs et pra-
ticiens de par le monde, dans diffe´rents domaines des sciences applique´es. Ces outils
the´oriques et algorithmiques constituent une extension de l’analyse et l’optimisation
convexes, assez large pour couvrir la quasi-totalite´ des proble`mes d’optimisation non
convexe de la vie courante mais pas trop pour pouvoir exploiter l’arsenal puissant de
ces derniers.
En particulier, la programmation DC et DCA ont e´te´ utilise´s, avec beaucoup de succe`s,
par de nombreux chercheurs et praticiens de diffe´rents domaines en sciences applique´es
des diffe´rents Laboratoires dans le monde (Princeton, Stanford, MIT, Berkeley, Carne-
gie Mellon, Cornell, Imperial College, Institut fur Allgemeine Mechanik (IAM, RWTH-
Aachen), California, Mannheim, Heidelberg, Wisconsin, Iowa, Minnesota, Florida, North
Carolina at Chapel Hill, Tokyo Institute of Technology, Fribourg, Hanoi Institute of Ma-
thematics, Coimbra, Vienna, Copenhague, Louvain, Pukyong, Namur, Microsoft, Google,
Yahoo, Nasa, ... ) pour mode´liser et re´soudre leurs programmes non convexes issus de
diffe´rents domaines, en particulier : Transport-Logistique, Te´le´communication, Bioinfor-
matique, Finance, Data Mining and Machine Learning, Cryptologie, Me´canique, Traite-
ment d’Image, Robotique & Vision par Ordinateur, Pe´trochimie, Controˆle Optimal, Pro-
ble`mes Inverses, Proble`mes Mal-Pose´s, Programmation Multiobjectif, Multilevel Program-
ming, Variational Inequalty Problems (VIP), Mathematical Programs with Equilibrium
Constraints (MPEC), etc.
La popularite´ de la programmation DC et DCA re´side dans leur versatilite´, flexibilite´,
robustesse, rapidite´ et performance compare´es a` des me´thodes existantes, leur adaptation
aux structures des proble`mes traite´s et leur capacite´ a` re´soudre des proble`mes industriels
de grande dimension. Pour une e´tude plus de´taille´e de DCA nous renvoyons le lecteur a` la
page web http://lita.sciences.univ-metz.fr/~lethi/ [84].
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1.1.1 E´le´ments d’analyse convexe
Notations et proprie´te´s
Ce paragraphe est consacre´ a` un rapide rappel d’analyse convexe. Pour plus de de´tails en
analyse convexe, on pourra se reporter, par exemple aux ouvrages de R.T. Rockafellar [136],
de J.B. Hiriart-Urruty et al. [58]. Dans la suite, Rn est l’espace euclidien muni du produit
scalaire usuel note´ 〈., .〉 et de la norme euclidienne associe´e ‖x‖2 =
√〈x, x〉. On note
R = R∪{−∞,+∞}muni d’une structure alge´brique de´duite de celle de R avec la convention
+∞− (+∞) = +∞ ( [136]).
De´finition 1.1 (Fonction indicatrice d’un ensemble) Soit C un sous-ensemble de Rn. La
fonction indicatrice de C, note´e χC , est de´finie (∀x ∈ Rn) par
χC(x) :=
{
0 si x ∈ C
+∞ si x /∈ C
De´finition 1.2 (Ensemble convexe) Un sous-ensemble C de Rn est dit convexe si
(1− λ)x1 + λx2 ∈ C, ∀x1, x2 ∈ C et ∀λ ∈ [0, 1]
De´finition 1.3 (Polye`dre convexe) Un sous-ensemble C de Rn est dit polye`dre convexe
s’il est l’intersection d’un nombre fini de demi-espaces de Rn,
C =
m⋂
i=1
{
x ∈ Rn | 〈ai, x〉 − bi ≤ 0, ai ∈ Rn, bi ∈ R} .
De´finition 1.4 (Fonction convexe) Une fonction f de´finie sur un sous ensemble C de Rn
est dite convexe si C est convexe et
f((1− λ)x1 + λx2) ≤ (1− λ)f(x1) + λf(x2), ∀x1, x2 ∈ S,∀λ ∈ [0, 1]. (1.1)
f est dite strictement convexe si l’ine´galite´ (1.1) est stricte de`s que x1 6= x2 et λ ∈]0, 1[.
L’ensemble des fonctions convexes sur un ensemble convexe C est un coˆne convexe que
l’on note Conv(C).
Le domaine effectif d’une fonction convexe f de´finie sur C, note´ domf , est de´fini par
domf = {x ∈ C | f(x) < +∞}.
La fonction convexe f est dite propre si elle ne prend jamais la valeur −∞ et domf 6= ∅.
De´finition 1.5 (Sous-gradient et sous-diffe´rentiel) Soit f une fonction convexe sur Rn et
x0 ∈ domf . On appelle sous-gradient de f au point x0 tout vecteur y ∈ Rn ve´rifiant
f(x) ≥ f(x0) + 〈y, x− x0〉, ∀x ∈ Rn.
L’ensemble de tous les sous-gradients de f en x0 est appele´ sous-diffe´rentiel de f au point
x0. On le note ∂f(x0).
Si f est diffe´rentiable en x0, le sous-diffe´rentiel de f en x0 est re´duit a` un seul e´le´ment, le
gradient de f en x0, ∂f(x0) = {∇f(x0)}.
Le domaine du sous-diffe´rentiel de f , note´ dom ∂f , est de´fini par
dom ∂f = {x ∈ Rn | ∂f(x) 6= ∅}.
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Pour une fonction convexe f sur Rn et x ∈ domf , ∂f(x) est un sous-ensemble convexe
ferme´ de Rn.
De´finition 1.6 (-sous-gradient et -sous-diffe´rentiel) Soit  un re´el strictement positif, f
une fonction convexe sur Rn et x0 ∈ domf . Un vecteur y ∈ Rn est appele´ un -sous-gradient
de f au point x0 si
f(x) ≥ (f(x0)− ) + 〈y, x− x0〉, ∀x ∈ Rn.
L’ensemble de tous les -sous-gradients de f en x0 est appele´ -sous-diffe´rentiel de f au
point x0. On le note ∂f(x
0).
De´finition 1.7 (Fonction s.c.i.) Soit f : Rn −→ R et x0 ∈ Rn. La fonction f est dite
semi-continue infe´rieurement (s.c.i) en x0 si et seulement si,
lim inf
x→x0
f(x) ≥ f(x0).
On note Γ0(Rn) l’ensemble des fonctions convexes s.c.i. et propres sur Rn.
De´finition 1.8 (Fonction conjugue´e) Soit f ∈ Γ0(Rn). La fonction conjugue´e de f , note´e
f∗, est de´finie par
y ∈ Rn, f∗(y) = sup{〈x, y〉 − f(x) | x ∈ Rn}.
Proposition 1.1 Si f ∈ Γ0(Rn) et x ∈ Rn alors
y ∈ ∂f(x)⇐⇒ f(x) + f∗(y) = 〈x, y〉 et
y ∈ ∂f(x)⇐⇒ x ∈ ∂f∗(y).
Soit f ∈ Γ0(Rn). Alors f est convexe polye´drale si et seulement si domf est un polye`dre
convexe et
f(x) = sup{〈ai, x〉 − bi, i = 1, . . . ,m}+ χdomf (x).
Proposition 1.2 Si f ∈ Γ0(Rn) est convexe polye´drale,
f(x) = sup{〈ai, x〉 − bi, i = 1, . . . ,m}+ χdomf (x), ai ∈ Rn, bi ∈ R, ∀i = 1, . . . ,m,
alors
 ∂f(x) est un polye`dre convexe non vide pour tout x ∈ domf .
 f∗ l’est aussi et dom ∂f = domf . De plus, si f est finie partout alors
domf∗ = co{ai, i = 1, . . . ,m},
f∗(y) = min
{
m∑
i=1
λib
i | y =
m∑
i=1
λia
i,
m∑
i=1
λi = 1, λi ≥ 0,∀i = 1, . . . ,m
}
.
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Fonctions DC
De´finition 1.9 (Fonction DC) Soit C un sous-ensemble convexe non vide de Rn et f :
C −→ R une fonction. La fonction f est dite DC sur C si elle peut s’e´crire comme la
diffe´rence de deux fonctions g, h convexes sur C,
f(x) = g(x)− h(x), ∀x ∈ C.
On dit que g−h est une de´composition DC de f , et que g, h sont des composantes DC
de f .
Si f est une fonction DC sur un ensemble convexe C et si f admet une de´composition
DC comme f = g − h alors pour toute fonction φ convexe finie sur C, (g + φ) − (h + φ)
fournit aussi une de´composition DC de f . Ainsi, toute fonction DC admet une infinite´ de
de´compositions DC.
L’ensemble des fonctions DC sur C est note´ DC(C). L’espace vectoriel engendre´ par
Conv(C) est exactement DC(C),
DC(C) = Conv(C)− Conv(C).
L’espace vectoriel DC(C) est assez vaste pour contenir la plupart des fonctions objectifs
de la vie courante et est stable par rapport a` des ope´rations usuelles en optimisation.
Pour plus de de´tails sur les fonctions DC, le lecteur peut consulter [61,84,85,92,93,126,
127,149].
1.1.2 Programmation DC
Programme DC
De´finition 1.10 (Programme DC) On appelle programme DC tout proble`me d’optimisa-
tion de la forme
inf{f(x) = g(x)− h(x) | x ∈ Rn} (Pdc)
ou` g, h ∈ Γ0(Rn).
(Pdc) est un proble`me d’optimisation sans contrainte. Un proble`me d’optimisation avec
une contrainte convexe (i.e., un convexe ferme´ non vide C) de la forme
inf{f(x) = g(x)− h(x) | x ∈ C}
est e´quivalent a` (Pdc) via l’addition de la fonction indicatrice de C a` la premie`re composante
de f .
Dualite´ DC
Conside´rons le programme DC
α = inf{g(x)− h(x) | x ∈ Rn} (Pdc)
ou` g, h ∈ Γ0(Rn).
Graˆce a` la convention (+∞)− (+∞) = (+∞), le proble`me dual de (Pdc) est donc
α = inf{h∗(y)− g∗(y) | y ∈ Rn} (Ddc)
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ou` g∗, h∗ ∈ Γ0(Rn) sont des fonctions conjugue´es de g et de h respectivement. (Ddc) est
aussi un programme DC. De plus, (Pdc) et (Ddc) ont la meˆme valeur optimale et on peut
observer la parfaite syme´trie entre ces deux proble`mes : le dual de (Ddc) est exactement
(Pdc).
Les re´sultats suivants donnent quelques proprie´te´s concernant les solutions de (Pdc) et
(Ddc).
The´ore`me 1.1 Soient g, h ∈ Γ0(Rn).
(i) x0 est une solution globale de (Pdc) si et seulement si
α = (g − h)(x0) ≤ (h∗ − g∗)(y), ∀y ∈ Rn.
(ii) y0 est une solution globale de (Ddc) si et seulement si
α = (h∗ − g∗)(y0) ≤ (g − h)(x), ∀x ∈ Rn.
The´ore`me 1.2 Soient g, h ∈ Γ0(Rn).
(i) inf{g(x)− h(x) | x ∈ domg} = inf{h∗(y)− g∗(y) | y ∈ domh∗}
(ii) Si y0 est un minimum de h∗ − g∗ alors chaque x0 ∈ ∂g∗(y0) est un minimum de
g − h.
Si x0 est un minimum de g−h alors chaque y0 ∈ ∂h(x0) est un minimum de h∗−g∗.
Ce dernier the´ore`me montre que la re´solution de l’un des deux proble`mes (Pdc) et (Ddc)
implique celle de l’autre.
Conditions d’optimalite´ en programmation DC
Il est bien connu en optimisation convexe que x0 ∈ Rn minimise une fonction convexe
f ∈ Γ0(Rn) si et seulement si : 0 ∈ ∂f(x0).
En programmation DC, la condition ne´cessaire et suffisante d’optimalite´ globale est
formule´e a` l’aide des -sous-diffe´rentiels de g et h.
The´ore`me 1.3 (Condition d’optimalite´ globale) Soient g, h ∈ Γ0(Rn) et x0 ∈ Rn. x0 est
un minimum global de g − h si et seulement si
∂h(x
0) ⊂ ∂g(x0), ∀ > 0. (1.2)
De´finition 1.11 (Programme DC polye´dral) Le programme DC (Pdc) est dit polye´dral si
l’une de ses composantes g ou h est une fonction convexe polye´drale.
De´finition 1.12 (Minimum local) Soient g, h ∈ Γ0(Rn). Un point x∗ ∈ domg ∩ domh est
un minimum local de g − h s’il existe un voisinage V (x∗) de x∗ tel que
(g − h)(x∗) ≤ (g − h)(x), ∀x ∈ V (x∗).
De´finition 1.13 (Point critique) Un point x∗ ∈ Rn est dit point critique ou point KKT
ge´ne´ralise´ de g − h si ∂g(x∗) ∩ ∂h(x∗) est non vide.
On note
Pl = {x ∈ Rn | ∂h(x) ⊂ ∂g(x)}, Dl = {y ∈ Rn | ∂g∗(y) ⊂ ∂h∗(y)}
et note P (resp. D ) l’ensemble des solutions globales du proble`me (Pdc) (resp. (Ddc)).
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The´ore`me 1.4 (Condition ne´cessaire d’optimalite´ locale) Si x∗ est un minimum local de
g − h alors x∗ ∈ Pl. Cette condition est suffisante si h est polye´drale. De plus si f est
localement convexe en x∗, en particulier si h est polye´drale et diffe´rentiable en x∗, alors x∗
est une solution locale.
The´ore`me 1.5 (Condition suffisante d’optimalite´ locale) Si x∗ ∈ domg∩domh admet un
voisinage V tel que
∂h(x) ∩ ∂g(x∗) 6= ∅, ∀x ∈ V ∩ domg
alors x∗ est un minimum local de g − h.
The´ore`me 1.6
1. ∂h(x∗) ⊂ ∂g(x∗), ∀x∗ ∈ P et ∂g∗(y•) ⊂ ∂h∗(y•), ∀y• ∈ D.
2. (Transport de minima globaux)⋃
x∗∈P
∂h(x∗) ⊆ D ⊂ domh∗.
La premie`re inclusion devient e´galite´ si g∗ est sous-diffe´rentiable dans D (en parti-
culier si D ⊂ ir(domg∗) ou si g∗ est sous-diffe´rentiable dans domh∗). Dans ce cas,
D ⊂ dom∂g∗ ∩ dom∂h∗.
Par dualite´, ⋃
y•∈D
∂g∗(y•) ⊆ P ⊂ domg.
La premie`re inclusion devient e´galite´ si h est sous-diffe´rentiable dans P (en particulier
si P ⊂ ir(domh) ou si h est sous-diffe´rentiable dans domg). Dans ce cas, P ⊂
dom∂g ∩ dom∂h.
3. (Transport de minima locaux) Soit x∗ ∈ dom∂h un minimum local de g − h et
y• ∈ ∂h(x∗). Supposons que V (x∗) est un voisinage de x∗ ve´rifiant (g − h)(x) ≥
(g − h)(x∗), ∀x ∈ V (x∗) ∩ domg. Si
x∗ ∈ int(domh), y• ∈ int(domg∗) et ∂g∗(y•) ⊂ V (x∗)
alors y• est un minimum local de h∗ − g∗.
1.1.3 DCA (DC Algorithms)
Base´ sur la condition d’optimalite´ locale et la dualite´ DC, DCA consiste en la construc-
tion des deux suites {xk} et {yk}, candidates a` eˆtre solutions optimales des programmes
DC primal et dual respectivement, de telle manie`re que les suites {g(xk) − h(xk)} et
{h∗(yk)− g∗(yk)} soient de´croissantes et {xk} (resp. {yk}) converge vers une solution pri-
mal re´alisable x˜ (resp. une solution dual re´alisable y˜) ve´rifiant les conditions d’optimalite´
locale et
x˜ ∈ ∂g∗(y˜), y˜ ∈ ∂h(x˜).
Les deux suites {xk} et {yk} sont de´termine´es de fac¸on que
 xk+1 (k ≥ 0) est une solution du proble`me convexe :
min
{
g(x)− [h(xk) + 〈x− xk, yk〉] | x ∈ Rn
}
(Pk)
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 yk+1 (k ≥ 0) est une solution du proble`me convexe :
min
{
h∗(y)− [g∗(yk) + 〈y − yk, xk+1〉] | y ∈ Rn
}
(Dk)
L’interpre´tation de DCA est simple : a` chaque ite´ration k, la seconde composante du
proble`me primal (Pdc) (resp. proble`me dual (Ddc)) est remplace´e par sa minorante affine
hk(x) := h(x
k) + 〈x − xk, yk〉 au voisinage de xk, de´finie par un sous-gradient yk de h en
xk (resp. g∗k(y) := g
∗(yk) + 〈y − yk, xk+1〉 au voisinage de yk, de´finie par un sous-gradient
xk+1 de g∗ en yk). L’ensemble des solutions du proble`me convexe obtenu (Pk) (resp. (Dk))
n’est rien d’autre que ∂g∗(yk) (resp. ∂h(xk+1)),
xk+1 ∈ ∂g∗(yk), yk+1 ∈ ∂h(xk+1).
Le processus est alors re´pe´te´ jusqu’a` la convergence.
Algorithme DCA
x0 ∈ domg, k ←− 0 .
Re´pe´ter
1. Calculer yk ∈ ∂h(xk).
2. Calculer xk+1 ∈ ∂g∗(yk).
Jusqu’a` la convergence.
En re´sume´, on peut de´crire l’algorithme DCA a` l’aide du sche´ma suivant :
xk −→ yk ∈ ∂h(xk)
↙
xk+1 ∈ ∂g∗(yk) −→ yk+1 ∈ ∂h(xk+1)
Convergence de DCA
DCA n’est de´fini que si l’on peut construire les suites {xk} et {yk} a` partir d’un point
x0 choisi a` l’avance.
Lemme 1.1 (Existence des suites) Les suites {xk} et {yk} sont bien de´finies si et seule-
ment si
dom∂g ⊂ dom∂h et dom∂h∗ ⊂ dom∂g∗
Supposons que {xk} et {yk} sont bien de´finis. Le the´ore`me de convergence de DCA
requiert que ces deux suites soient borne´es.
Lemme 1.2 (Bornitude des suites) Si g − h est cœrcive (i.e. lim
‖x‖→+∞
(g − h)(x) = +∞)
alors
(i) la suite {xk} est borne´e,
(ii) si de plus, {xk} ⊂ int(domh) alors {yk} est aussi borne´e.
Par dualite´, si h∗ − g∗ est cœrcive alors
(iii) la suite {yk} est borne´e,
(iv) si de plus, {yk} ⊂ int(domg∗) alors {xk} est aussi borne´e.
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La convergence de l’algorithme est assure´e par les re´sultats suivants :
The´ore`me 1.7 (Convergence de DCA) Supposons que les suites {xk} et {yk} sont bien
de´finies. Alors DCA est une me´thode de descente sans recherche line´aire mais avec une
convergence globale et posse`de les caracte´ristiques suivantes :
1. Les suites {(g − h)(xk)} et {(h∗ − g∗)(yk)} sont de´croissantes et
• (g − h)(xk+1) = (g − h)(xk) si et seulement si
yk ∈ ∂g(xk) ∩ ∂h(xk),
yk ∈ ∂g(xk+1) ∩ ∂h(xk+1),
[ρ(g) + ρ(h)]‖xk+1 − xk‖ = 0.
De plus, si g et h sont strictement convexes sur Rn alors xk+1 = xk. Dans ce cas,
DCA se termine a` la (k + 1)e`me ite´ration (convergence finie de DCA).
• (h∗ − g∗)(yk+1) = (h∗ − g∗)(yk) si et seulement si
xk+1 ∈ ∂h∗(yk) ∩ ∂g∗(yk),
xk+1 ∈ ∂h∗(yk+1) ∩ ∂g∗(yk+1),
[ρ(h∗) + ρ(g∗)]‖yk+1 − yk‖ = 0.
De plus, si h∗ et g∗ sont strictement convexes sur Y alors yk+1 = yk. Dans ce cas,
DCA se termine a` la (k + 1)e`me ite´ration (convergence finie de DCA).
2. Si [ρ(g) + ρ(h)] > 0 (resp. [ρ(h∗) + ρ(g∗)] > 0) alors lim
k→+∞
‖xk+1 − xk‖ = 0 (resp.
lim
k→+∞
‖yk+1 − yk‖ = 0).
3. Si la valeur optimale α du proble`me primal (Pdc) est finie alors
• Les suites de´croissantes {(g − h)(xk)} et {(h∗ − g∗)(yk)} convergent vers la meˆme
limite β ≥ α .
• Si de plus, les suites {xk} et {yk} sont borne´es alors pour toute valeur d’adhe´rence
x˜ de {xk} il existe une valeur d’adhe´rence y˜ de {yk} telle que
y˜ ∈ ∂g(x˜) ∩ ∂h(x˜) et g(x˜)− h(x˜) = β.
De meˆme pour la suite {yk}.
4. DCA a une convergence line´aire pour un programme DC dans le cas ge´ne´ral. Dans
le cas polye´dral, cette convergence est finie.
5. DCA applique´ aux programmes DC avec des donne´es subanalytiques a la convergence
de la suite entie`re {xk} (resp. {yk}).
Remarque 1.1
1. Il est clair que DCA s’applique aux fonctions convexes g et h, et non a` la fonc-
tion f elle-meˆme. On voit ainsi comment le me´canisme de DCA fonctionne pour
les programmes DC non diffe´rentiables (f est une fonction DC non diffe´rentiable).
Et puisqu’une fonction DC admet une infinite´ de de´compositions DC, il en aura au-
tant de DCA. Le choix d’une de´composition DC approprie´e est crucial car il condi-
tionne les qualite´s essentielles (rapidite´, robustesse, globalite´ des solutions calcule´es)
du DCA re´sultant. The´oriquement, le proble`me de de´composition DC optimale reste
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a` de´finir et a` e´tudier. En pratique on cherche des de´compositions DC bien adapte´es
a` la structure spe´cifique du proble`me traite´ afin que les deux suites {xk} et {yk}
soient obtenues a` moindre couˆt en temps de calcul, si elles ne sont pas explicites.
Ici, peut eˆtre plus qu’ailleurs, les techniques de reformulation sont omnipre´sentes. Il
est important de noter qu’avec des de´compositions DC approprie´es, DCA permet de
retrouver, comme cas particuliers, la plupart des me´thodes standard en programma-
tion convexe/non convexe. D’autre part un programme convexe est un programme DC
pour lequel DCA converge vers une solution (locale qui est aussi globale) : de cette
manie`re DCA permet de construire une infinite´ d’algorithmes pour la programmation
convexe, qui pourraient eˆtre plus performants que les me´thodes existantes.
2. Il est important de noter qu’avec des de´compositions DC approprie´es, DCA permet
de retrouver, comme cas particuliers, la plupart des me´thodes standards en program-
mation convexe/non convexe.
A notre connaissance, DCA est actuellement parmi les rares algorithmes de la pro-
grammation non convexe, capables de traiter des proble`mes de tre`s grande taille et
reste le seul algorithme performant pour des programmes non convexes non diffe´ren-
tiables.
Programmation DC polye´drale
Conside´rons le proble`me (Pdc) dont l’une des composantes g, h est convexe polye´drale.
On peut supposer que la fonction h est polye´drale et est donne´e par h(x) = sup{〈ai, x〉 −
bi, i = 1, . . . ,m} + χC(x) ou` C est un polye`dre convexe non vide de Rn (si dans (Pdc)
la fonction g est polye´drale et pas h, on va conside´rer le proble`me dual (Ddc) car g
∗ est
polye´drale).
Supposons que α est fini. Ce qui implique domg ⊂ domh = C. De`s lors, au lieu de (Pdc)
on peut conside´rer le proble`me e´quivalent (P˜dc) :
α = inf{g(x)− h˜(x) | x ∈ Rn} (P˜dc)
ou` h˜(x) = sup{〈ai, x〉 − bi, i ∈ I} avec I = {1, . . . ,m}.
On a donc
α = inf
i∈I
inf
x∈Rn
{g(x)− (〈ai, x〉 − bi)}
Pour chaque i ∈ I, on note (P i) le proble`me convexe suivant
αi = inf{g(x)− (〈ai, x〉 − bi) | x ∈ Rn} (P i)
dont l’ensemble des solutions est ∂g∗(ai).
Le proble`me dual (D˜dc) de (P˜dc) est :
α = inf{h˜∗(y)− g∗(y) | y ∈ co{ai, i ∈ I}} (D˜dc)
On note e´galement
J(α) = {i ∈ I | αi = α} et I(x) = {i ∈ I | 〈ai, x〉 − bi = h˜(x)}
The´ore`me 1.8
(i) x∗ ∈ P si et seulement si I(x∗) ⊂ J(α) et x∗ ∈ ⋂
i∈I(x∗)
∂g∗(ai).
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(ii) P = ⋃
i∈J(α)
∂g∗(ai). Si {ai, i ∈ I} ⊂ dom ∂g∗ alors P 6= ∅.
(iii) h˜(x) = max{〈x, y〉 − h˜∗(y) | y ∈ co{ai, i ∈ I}} = max{〈ai, x〉 − h˜∗(ai) | i ∈ I}.
(iv) J(α) = {i ∈ I | ai ∈ D˜, h˜∗(ai) = bi}; D˜ ⊃ {ai, i ∈ J(α)}.
Ainsi, re´soudre le programme DC polye´drale (P˜dc) rame`ne a` re´soudre m programmes
convexes (P i). Afin de ge´ne´rer l’ensemble P, on peut de´terminer d’abord J(α) puis appli-
quer le the´ore`me 1.8. En pratique, ceci peut eˆtre utilise´ si m est relativement petit. Dans
le cas ou` m est grand, DCA sera applique´ pour re´soudre localement (P˜dc). On rappelle
ci-dessous la description de DCA concernant le programme DC polye´dral :
 x0 ∈ Rn choisi a` l’avance.
 Ite´ration k, xk −→ yk ∈ ∂h˜(xk) = co{ai, i ∈ I(xk)} et xk+1 ∈ ∂g∗(yk).
En prenant yk = ai, i ∈ I(xk), le calcul de xk+1 est re´duit a` re´soudre le programme
convexe suivant :
min{g(x)− 〈yk, x〉 | x ∈ Rn}.
Noter que si yk = ai avec i ∈ J(α), alors xk+1 ∈ P (selon the´ore`me 1.8).
Les suites obtenues {xk} et {yk} sont discre`tes (c-a`-d elles ont seulement un nombre fini
d’e´le´ments diffe´rents). La convergence de DCA est donc finie dans ce cas.
1.2 Me´thode par Se´paration et Evaluation (SE)
On conside`re le proble`me de minimisation d’une fonction continue f sur un compact S
min{f(x) | x ∈ S ⊂ Rn}. (P )
Il est bien connu que si S 6= ∅ alors le proble`me (P ) admet une solution. On voudrait
trouver une solution dite optimale globale x∗ ∈ S telle que
f(x∗) ≤ f(x) ∀x ∈ S.
L’ide´e de base de la me´thode par Se´paration et Evaluation (SE) consiste en la division
successive d’un ensemble qui contient S en sous-ensembles de plus en plus petits. A chaque
sous-ensemble contenant une partie de S, on associe une borne infe´rieure de la valeur de
la fonction objectif sur ce sous-ensemble en vue d’e´liminer les parties non prometteuses et
de se´lectionner un sous-ensemble que l’on va diviser par la suite.
De´finition 1.14 Soit M un compact de Rn et I un ensemble fini d’indices. Un ensemble
{Mi : i ∈ I} des sous-ensembles compacts est appele´ une partition de M si
M =
⋃
i∈I
Mi, Mi ∩Mj = ∂Mi ∩ ∂Mj , ∀i, j ∈ I : i 6= j
ou` ∂Mi de´note la frontie`re relative a` M de Mi.
1.2.1 Me´thode de re´solution et convergence
Adoptons la notation min f(S) = min{f(x) | x ∈ S}. Le sche´ma ge´ne´ral de SE se
re´sume de la manie`re suivante :
Prototype 1 ( [59,130])
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• Initialisation
1. Choisir un compact M0 ⊃ S, un ensemble fini d’indices I0, une partitionM0 =
{M0,i : i ∈ I0} de M0 satisfaisant M0,i ∩ S 6= ∅,∀i ∈ I0.
2. Pour chaque i ∈ I0, de´terminer S0,i ⊂M0,i ∩ S, S0,i 6= ∅ et
γ0,i = γ(M0,i) := min f(S0,i), x
0,i ∈ arg min f(S0,i).
3. Pour chaque i ∈ I0 de´terminer β0,i = β(M0,i) ≤ min f(S ∩M0,i).
4. Calculer
γ0 = min
i∈I0
γ0,i, (1.3)
x0 ∈ arg min{f(x0,i), i ∈ I0}, (1.4)
β0 = min
i∈I0
β0,i. (1.5)
• Ite´ration k = 0, 1, . . .
k.1 Supprimer tout Mk,i ∈Mk ve´rifiant soit
βk,i ≥ γk,
soit sur lequel min f(S) ne peut pas avoir lieu. Soit Rk la collection des e´le´ments
restants dans Mk.
Si Rk = ∅ alors s’arreˆter : xk est une solution globale de (P ).
k.2 Se´lectionner Mk,ik ∈ Rk, choisir un ensemble fini des indices Jk+1 et construire
une partition
Mk,ik = {Mk+1,i : i ∈ Jk+1}
de Mk,ik telle que Mk+1,i ∩ S 6= ∅,∀i ∈ Jk+1.
k.3 Pour chaque i ∈ Jk+1, de´terminer Sk+1,i ⊂Mk+1,i ∩ S, Sk+1,i 6= ∅ et
γk+1,i = γ(Mk+1,i) := min f(Sk+1,i), x
k+1,i ∈ arg min f(Sk+1,i).
k.4 Pour chaque i ∈ Jk+1,i, de´terminer βk+1,i tel que
βk,ik ≤ βk+1,i ≤ min f(S ∩Mk+1,i).
k.5 Poser Mk+1 = (Rk \Mk,ik) ∪Mk,ik . Soit Ik+1 l’ensemble des indices tel que
Mk+1 = {Mk+1,i : i ∈ Ik+1} est la partition courante.
Soient γk+1,i, βk+1,i, x
k+1,i les quantite´s correspondant a` Mk+1,i, i ∈ Ik+1.
k.6 Calculer
γk+1 = min
i∈Ik+1
γk+1,i (1.6)
xk+1 ∈ arg min{f(xk+1,i), i ∈ Ik+1} (1.7)
βk+1 = min
i∈Ik+1
βk+1,i (1.8)
et aller a` l’ite´ration k + 1.
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Conditions de la convergence
La me´thode SE converge dans le sens que chaque point d’accumulation de la suite {xk}
est une solution de (P ). Evidemment, par construction de {xk},
xk ∈ S, k = 0, 1, . . . (1.9)
γk ≥ γk+1 ≥ min f(S) ≥ βk+1 ≥ βk (1.10)
f(xk) ≥ f(xk+1), k = 0, 1, . . . (1.11)
De´finition 1.15 Une estimation de borne est dite « cohe´rente » (consistent) si, pour une
suite de´croissante des sous-ensembles quelconque Mkq ,ikq ge´ne´re´e par la phase de se´para-
tion, i.e.,
Mkq+1,iq+1 ⊂Mkq ,iq ,
on a
lim
q→∞(γkq ,ikq − βkq ,ikq ) = 0. (1.12)
Puisque βkq ,ikq ≤ γkq ≤ γkq ,ikq , la condition (1.12) peut s’e´crire
lim
q→∞(γkq − βkq ,ikq ) = 0. (1.13)
Par la monotonie et la bornitude des suites {γk}, {βk} on a
(f(xk) = γk)→ α, βk → β, γ ≥ min f(S) ≥ β
De´finition 1.16 Une se´lection est dite « comple`te » si pour chaque
M ∈
∞⋃
p=1
∞⋂
k=p
Rk
on a
inf f(M ∩ S) ≥ α.
Une se´lection est dite « borne-ame´liorante » (bound improving), si au moins apre`s chaque
nombre fini d’ite´rations, on a
Mk,ik ∈ arg min{β(M) : M ∈ Rk}. (1.14)
The´ore`me 1.9 [59] Supposons que S est ferme´, min f(S) existe et que dans le proto-
type, l’ope´ration d’estimation de borne est cohe´rente.
(i) Si la se´lection est comple`te alors
γ := lim
k→∞
αk = lim
k→∞
f(xk) = min f(S). (1.15)
(ii) Si la se´lection est borne-ame´liorante alors
β := lim
k→∞
βk = min f(S). (1.16)
(iii) Si la se´lection est comple`te, f est continue et {x ∈ S | f(x) ≤ f(x0)} est borne´
alors chaque point d’accumulation de la suite {xk} re´sout le proble`me (P ).
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1.2.2 Se´paration et Evaluation avec des ensembles non re´alisables
De´finition 1.17 Un ensemble M ve´rifiant M∩S = ∅ est appele´ « non re´alisable ». Un en-
semble M ve´rifiant M∩S 6= ∅ est appele´ « re´alisable ». Un ensemble M est dit « incertain »
lorsque nous ne savons pas si M est re´alisable ou non.
Evidemment, un ensemble sera e´limine´ si on sait qu’il est non re´alisable. Lorsque les
ensembles incertains sont admis, on va demander pour que
−∞ < β(M) ≤ min f(M ∩ S), si M est re´alisable
−∞ < β(M) ≤ min f(M), si M est incertain.
En ge´ne´ral, SM ⊂ M ∩ S peut eˆtre vide et il est possible que la borne α(M) e´gale
l’infini. La variante du prototype ci-dessous sera applique´e lorsqu’on ne peut pas de´cider
de´finitivement si M ∩ S 6= ∅ a lieu pour tous les ensembles de la partition donne´e. Noter
que dans ce cas, les bornes supe´rieures ne sont pas toujours disponibles. Pour la clarte´, on
va de´crire cette variante en de´tail. Remarquons que, par convention, le minimum sur un
ensemble vide prend la valeur infinie.
Prototype 2 ( [60,130])
• Initialisation
1. Choisir un compact M0 tel que S ⊂ M0, un ensemble fini d’indices I0, une
partition M0 = {M0,i : i ∈ I0} de M0.
2. Pour chaque i ∈ I0, de´terminer S0,i ⊂M0,i ∩ S, S0,i 6= ∅ et
α0,i = α(M0,i) := min f(S0,i), x
0,i ∈ arg min f(S0,i).
Si S0,i n’est pas disponible (par des efforts raisonnables), on pose S0,i = ∅.
3. Pour chaque i ∈ I0, de´terminer β0,i = β(M0,i) ve´rifiant
β(M0,i) ≤ min f(S ∩M0,i), si M0,i est re´alisable
β(M0,i) ≤ min f(M0,i), si M0,i est incertain.
4. Calculer
α0 = min
i∈I0
α0,i (1.17)
x0 ∈ arg min{f(x0,i) : i ∈ I0} (1.18)
β0 = min
i∈I0
β0,i (1.19)
• Ite´ration k = 0, 1, . . .
k.1 Supprimer tout Mk,i ∈Mk ve´rifiant soit
βk,i ≥ αk
soit sur lequel min f(S) ne peut pas avoir lieu. Soit Rk la collection des e´le´ments
restants de Mk.
Si Rk = ∅ alors s’arreˆter : xk est une solution globale.
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k.2 Se´lectionner Mk,ik ∈ Rk, choisir un ensemble fini d’indices Jk+1 et construire
une partition
Mk,ik = {Mk+1,i : i ∈ Jk+1}
de Mk,ik . Appliquer des re`gles pour e´liminer les sous-ensembles non re´alisables.
k.3 Pour chaque i ∈ Jk+1, de´terminer Sk+1,i ⊂Mk+1,i ∩ S, Sk+1,i 6= ∅ et
αk+1,i = α(Mk+1,i) := min f(Sk+1,i), x
k+1,i ∈ arg min f(Sk+1,i).
Si Sk+1,i n’est pas disponible, on pose Sk+1,i = ∅.
k.4 Pour chaque i ∈ Jk+1, de´terminer βk+1,i tel que
βk,ik ≤ βk+1,i ≤ min f(S ∩Mk+1,i).
k.5 Poser Mk+1 = (Rk \Mk,ik) ∪ Mk,ik . Soit Ik+1 l’ensemble d’indices tel que
Mk+1 = {Mk+1,i : i ∈ Ik+1} est la partition courante.
Soient αk+1,i, βk+1,i, x
k+1,i les quantite´s correspondant a` Mk+1,i, i ∈ Ik+1.
k.6 Calculer
αk+1 = min
i∈Ik+1
αk+1,i (1.20)
βk+1 = min
i∈Ik+1
βk+1,i (1.21)
Si αk+1 <∞ alors, on prend xk+1 ∈ S tel que f(xk+1) = αk+1.
Aller a` l’ite´ration k + 1.
De´finition 1.18 Une proce´dure de division est dite « exhaustive » si pour chaque suite
de´croissante {Mkq} d’ensembles ge´ne´re´s par cette proce´dure, la suite des diame`tres d(Mkq)
associe´s a` Mkq ve´rifie
lim
q→∞ d(Mkq) = 0. (1.22)
Evidemment, pour une suite de´croissante d’ensembles ge´ne´re´s par une division exhaus-
tive, on a
lim
q→∞Mkq =
⋂
q
Mkq = {x}, x ∈ Rn. (1.23)
De´finition 1.19 L’ope´ration d’estimation de borne infe´rieure est appele´e « fortement co-
he´rente » (strongly consistent) si quelque soit la suite de´croissante {Mkq} d’ensembles ge´-
ne´re´s par une division exhaustive satisfaisant
Mkq → {x}, q →∞,
il existe une sous-suite {Mk′q} de {Mkq} pour laquelle
β(Mk′q)→ f(x), q →∞. (1.24)
De´finition 1.20 L’e´limination-par-non re´alisabilite´ est appele´e « certaine a` la limite »
si pour n’importe quelle suite de´croissante {Mkq} d’ensembles ge´ne´re´s par une division
exhaustive ve´rifiant
Mkq → {x}, q →∞,
on a
x ∈ S. (1.25)
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On de´signe Y α l’ensemble des points d’accumulation de la suite {yk} des points corres-
pondants a` βk. Soit X
∗ = arg min f(S) l’ensemble des solutions optimales de (P ).
The´ore`me 1.10 [60] Supposons que le Prototype 2 ve´rifie les conditions suivantes :
(i) la division est exhaustive ;
(ii) la se´lection est borne-ame´liorante ;
(iii) la borne infe´rieure est fortement cohe´rente ;
(iv) l’e´limination est certaine a` la limite.
Alors on a
β := lim
k
βk = min f(S) (1.26)
et
Y α ⊂ X∗. (1.27)
Re´alisation
Bien entendu, la re´alisation d’un algorithme SE de´pend du choix des ope´rations sui-
vantes a` chaque ite´ration :
• Diviser Mk,ik .
• Se´lectionner Mk,ik .
• Estimer les bornes infe´rieures βk,i.
Strate´gie de division
Les e´le´ments de la partition Mk de Mk doivent eˆtre tre`s simples pour qu’on puisse
les manipuler facilement. Naturellement, on utilise les plus simples polye`dres comme des
simplexes, des rectangles, des coˆnes (polye´draux) et des prismes. Il faut e´galement diviser
ces polye`dres de telle manie`re que la proce´dure de division soit exhaustive, ce qui est
ne´cessaire pour assurer la convergence de la me´thode par SE.
Subdivision simpliciale
M0 et tous les e´le´ments de subdivision sont des n-simplexes. Ce n’est pas difficile de
construire le premier simplexe M0 contenant S. Soit M = conv {v0, v1, . . . , vn} un simplexe
avec des sommets v0, v1, . . . , vn. Alors un point s ∈M peut eˆtre repre´sente´ par
s =
n∑
i=0
λiv
i, λi ≥ 0,
n∑
i=0
λi = 1.
Supposons que s 6= vi,∀i = 0, 1, . . . , n. Posons J = {j : λj > 0}. En remplac¸ant un
sommet vj , j ∈ J par s on obtient un simplexe
Mj = conv {v0, . . . , vj−1, s, vj+1, . . . , vn}
et ainsi on peut construire une subdivision, appele´e radiale, de M . Tre`s souvent, on choisit
s comme le milieu de la plus longue areˆte de M et M est divise´ en deux simplexes. Dans ce
cas, on a une bissection de M . Il est de´montre´ que la bissection est exhaustive. Pourtant,
on constate que les proce´dures exhaustives de division (en particulier bissection) ne sont
pas tre`s efficaces ; la convergence de la me´thode est assez lente. On sugge`re alors d’utiliser
comme s un point ω obtenu dans la proce´dure d’estimation de borne (par exemple ω est le
point correspondant a` β(M)). On va appeler cette proce´dure ω-subdivision. Le proble`me
est qu’on ne peut plus assurer que la proce´dure de division soit exhaustive.
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Subdivision rectangulaire
M0 et toute partie de subdivision sont des n-rectangles dans Rn. Le rectangle
M0 =
n∏
i=1
[li, Li]
le plus petit contenant l’ensemble convexe S peut eˆtre de´termine´ en re´solvant 2n proble`mes
convexes
li = min{xi | x ∈ S}, Li = max{xi | x ∈ S}, i = 1, 2, . . . , n.
Les processus de subdivision rectangulaire jouent un roˆle important dans des me´thodes
par Se´paration et Evaluation. L’approche de Phillips et Rosen [129] (voir e´galement Ka-
lantari et Rosen [67]) emploie la subdivision exhaustive, i.e., toute suite de´croissante de
rectangles ge´ne´re´s par l’algorithme tendra vers un point. Une bissection rectangulaire adap-
tative pre´tendue propose´e par Muu et al. [115] semble eˆtre plus efficace parce que l’exhaus-
tivite´ n’est pas ne´cessaire pour la convergence. Dans Horst et Tuy [63], un concept de la
subdivision rectangulaire normale (normal rectangular subdivision - NRS) a e´te´ pre´sente´
pour la classe des proble`mes concaves se´parables de minimisation. Intuitivement, la variante
des algorithmes rectangulaires en utilisant ω-subdivision et subdivision adaptative devrait
converger plus rapidement que les algorithmes qui emploient la subdivision exhaustive,
parce qu’ils tiennent compte des conditions du sous-proble`me relaxe´ courant.
Nous de´taillerons maintenant la subdivision rectangulaire normale aussi bien que sa
construction quand on utilise dans un algorithme SE pour re´soudre une classe des proble`mes
importants dans la programmation DC.
Conside´rons le proble`me DC suivant
min{f(x) = g(x)− h(x) | x ∈ B} (1.28)
ou` g, h ∈ Γ0(Rn) B =
n∏
i=1
[li, Li] est un rectangle dans Rn et h est une fonction convexe
se´parable, h(x) =
n∑
i=1
hi(xi).
Une me´thode standard pour l’estimation de borne dans un sche´ma de SE est d’utiliser
une minorante convexe de la fonction objectif. La meilleure minorante convexe de f sur B
est son enveloppe convexe que nous notons convB(f). Cependant, dans le cas ge´ne´ral, au
lieu de calculer convB(f), nous construisons souvent convB(−h) et utilisons (g+convB(−h))
comme la minorante convexe pour l’estimation de borne.
Comme la fonction h est se´parable, l’enveloppe convexe convB(−h) de (−h) sur le
rectangle B est simplement la somme des fonctions affines φBi qui co¨ıncident avec −hi aux
sommets du segment Bi = [li, Li] ( [67,129,137])
φB(x) =
n∑
i=1
φBi(xi) (1.29)
Par conse´quent, la solution du programme convexe
min{g(x) + φB(x) | x ∈ B} (1.30)
fournit un point xB tel que
g(xB) + φB(x
B) ≤ min{f(x) | x ∈ B} ≤ f(xB) (1.31)
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Subdivision Rectangulaire Normale (NRS)
Nous rappelons maintenant le concept d’une subdivision rectangulaire normale comme
pre´sente´ par Tuy (voir par exemple [63]).
Soit B = {x : li ≤ xi ≤ Li} un rectangle et soit φB la minorante convexe de (−h) de´finie
ci-dessus sur B. De´notons par xB et β(B) une solution optimale et la valeur optimale,
respectivement, du programme convexe (1.30).
Conside´rons un processus de subdivision rectangulaire dans lequel un rectangle est
subdivise´ en sous-rectangles. Un tel processus ge´ne`re une famille des rectangles qui peut
eˆtre repre´sente´e par un arbre avec la racine B0 = B. Un chemin infini dans cet arbre
correspond a` une se´quence contracte´e de rectangles Bi, i = 0, 1, . . .. Pour chaque i, posons
xi = xB
i
, φi(x) = φBi(x).
De´finition 1.21 Une se´quence contracte´e Bi est appele´e normale si
lim
i→∞
| − h(xi)− φi(xi)| = 0. (1.32)
Un processus de subdivision rectangulaire est appele´ normal si toute se´quence contracte´e de
rectangles qu’il ge´ne`re est normale.
Nous discuterons dans ce qui suit quelques me´thodes pour construire un processus de
subdivision rectangulaire normale. Supposons maintenant qu’un processus de NRS a e´te´
de´fini. En utilisant ce processus en meˆme temps que la proce´dure d’estimation de borne
de´veloppe´e plus haut nous pouvons construire un algorithme de SE pour re´soudre (1.28).
Algorithme ( [130])
• Initialisation
Prendre B0 ← B. Calculer φB0 et re´soudre le programme convexe
min{g(x) + φB0(x) | x ∈ B0}
pour obtenir une solution optimale xB
0
et la valeur optimale β(B0).
Poser B0 = {B0}, β0 = β(B0), α0 = f(xB0) et x∗ = xB0 .
• Ite´ration k = 0, 1, . . .
k.1 Supprimer tout S ∈ Bk tel que β(S) ≥ αk. Soit Rk l’ensemble de rectangles
restants. Si Rk = ∅ alors STOP, x∗ est une solution optimale globale.
k.2 Sinon, se´lectionner Bk ∈ Rk tel que
βk := β(B
k) = min{β(R) | R ∈ Rk}
et subdiviser Bk en Bk1 et Bk2 selon le processus de subdivision rectangulaire
normale choisi.
k.3 Pour chaque ensemble Bk1 , Bk2 , calculer φBki et re´soudre
min{g(x) + φBki (x) | x ∈ Bki}
pour obtenir xB
ki et β(Bki).
k.4 Mettre a` jour la meilleure solution re´alisable x∗ et αk+1.
k.5 Poser Bk+1 := (Bk \Bk) ∪ {Bk1 , Bk2} et aller a` la prochaine ite´ration.
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The´ore`me 1.11 [130] (i) Si l’algorithme se termine a` l’ite´ration k alors x∗ est une
solution optimale globale du proble`me (1.28).
(ii) Si l’algorithme est infini alors il ge´ne`re une se´quence borne´e {xk} dont tout point
d’accumulation est une solution optimale globale de (1.28), et
αk ↘ f∗, βk ↗ f∗.
Construction d’une NRS
Les auteurs de [63] ont pre´sente´ plusieurs fac¸ons de construire un processus de NRS.
Supposons qu’un rectangle Bk = {x | lki ≤ xi ≤ Lki } est se´lectionne´ en e´tape k.2. La re`gle
suivante de bissection de Bk a e´te´ utilise´e dans la litte´rature.
(i) Bissection exhaustive
En ge´ne´ral, ik est choisi comme l’indice du plus long coˆte´ de B
k, i.e., ik ve´rifie
(Lik − lik)2 = max{(Li − li)2, i = 1, . . . , n}.
Soit δ =
1
2
(Lik + lik). Alors Rk est divise´ en deux sous-rectangles :
Bk1 = {x ∈ Bk | xik ≤ δ}, Bk2 = {x ∈ Bk | xik ≥ δ}.
En particulier, pour une fonction quadratique concave se´parable, l’indice ik peut eˆtre
choisi tel que
λik(Lik − lik)2 = max{λi(Li − li)2, i = 1, . . . , n}.
Il a e´te´ montre´ que dans les deux cas, toute se´quence contracte´e de rectangles tend
vers un point.
(ii) ω-bissection
Par description de l’algorithme, pour Bk choisi, β(Bk) < f(xk), alors
−h(xk)− φk(xk) > 0.
Choisir un indice ik satisfaisant
ik ∈ arg max
i
{−hi(xki )− φik(xki )}
et subdivisons Bk en sous-rectangles
Bk1 = {x ∈ Bk | xik ≤ xkik}, Bk2 = {x ∈ Bk | xik ≥ xkik}
(iii) Bissection adaptative
Pour chaque Bk se´lectionne´, deux points sont conside´re´s. L’un est xk, l’autre est vk
tel que
vki ∈ arg min
i
{−hi(lki ),−hi(Lki )}.
Autrement dit
vk ∈ arg min
Bk
φBk(x).
On appelle ces points les points de bissection.
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Choisir un indice ik tel que
|(vk − xk)ik | = max
i
|(vk − xk)i|
et prendre δ =
1
2
(xkik + v
k
ik
).
Diviser Rk en deux sous-rectangles
Bk1 = {x ∈ Bk | xik ≤ δ}, Bk2 = {x ∈ Bk | xik ≥ δ}.
Subdivision conique
Supposons que ω est un point inte´rieur de S. Soit M0 un n-simplexe tel que S ⊆ M0
et M0 posse`de (n + 1) faces F0,i, i = 1, 2, . . . , n + 1, de dimension (n − 1) qui sont des
(n−1)-simplexes. Les coˆnes polye´draux (appele´s coˆnes) C0,i, centre´s au ω et engendre´s par
F0,i, constituent une division de Rn. Ensuite, un coˆne C est de´fini par un (n− 1)-simplexe
F dans F0,i. Evidemment, une division de F en simplexes {Fj : j ∈ J} va cre´er une division
de coˆne C en coˆnes {Cj : j ∈ J} correspondant aux Fj . Particulie`rement, la bissection de
coˆnes est entraˆıne´e par la bissection de simplexes. Si la proce´dure de division de simplexes
est exhaustive alors la proce´dure de division de coˆnes sera aussi exhaustive dans le sens
que chaque suite de´croissante de coˆnes {Ck} (ge´ne´re´e par cette proce´dure) va tendre vers
un rayon sortant de ω.
Subdivision prismatique
Une extension de coˆne est la notation de prismes dans Rn × R quand le sommet ω
est conside´re´ comme un point fictif a` l’infini. Chaque simplexe ou rectangle M de´finit un
prisme T = {(x, t) : x ∈ M}. Les proce´dures exhaustives de division de simplexes et de
rectangles engendrent les proce´dures de division de prismes qui sont exhaustives dans le
sens que chaque suite de´croissante de prismes {Tk} (ge´ne´re´e par cette proce´dure) va tendre
vers une droite verticale. Les prismes sont tre`s utiles pour construire des algorithmes SE
quand des fonctions DC interviennent dans la formulation du proble`me.
Re`gle de se´lection
Naturellement, on peut choisir a` chaque ite´ration
Mk,ik ∈ arg min{β(M) |M ∈ Rk}
qui satisfait (1.14), i.e., cette se´lection ame´liore les bornes. Pourtant, il y a bien d’autres
re`gles qui n’utilisent pas explicitement cette proprie´te´. Par exemple :
(S1) Pour chaque M on de´finit G(M)-l’index d’e´tape ou` M est cre´e´ et a` chaque ite´ra-
tion, on choisit le plus « vieil » ensemble, c’est-a`-dire
Mk,ik ∈ arg min{G(M) |M ∈ Rk}
(S2) Pour chaque M on de´finit une quantite´ δ(M) lie´e a` la taille de M (e.g. le diame`tre,
le volume, etc.). Supposons que la division soit telle que, e´tant donne´  > 0, on puisse
toujours obtenir M avec δ(M) ≤  apre`s un nombre fini de divisions de M . Alors, on
choisit
Mk,ik ∈ arg max{δ(M) |M ∈ Rk}
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Estimation de borne
E´tant donne´ un ensemble Mk. Pour estimer une borne infe´rieure, on va construire Tk
tel que Mk ∩ S ⊂ Tk ⊂ Mk de telle manie`re que la borne β(Mk) = min f(Tk) soit estime´e
par des efforts raisonnables.
De´finition 1.22 Soit {Tk} une suite de sous ensembles de Rn. Alors
• lim
k→∞
Tk := {x ∈ Rn | x = lim
j→∞
xnj , xnj ∈ Tnj},
• lim
k→∞
Tk := {x ∈ Rn | x = lim
n→∞xn, xn ∈ Tn pour tout sauf un nombre fini de n ∈ N},
• T = lim
k→∞
Tk ⇐⇒ T = lim
k→∞
Tk = lim
k→∞
Tk.
Une division va ge´ne´rer des suites de´croissantes {Mk} qui convergent vers un compact
M :=
⋂
k
Mk, notons Mk →M .
Lemme 1.3 [60] Soit S ∈ Rn un compact et soit f : Rn −→ R une fonction continue.
Alors l’estimation de borne est cohe´rente si, pour toute suite de´croissante de compacts Mk,
on a
(i) Mk →M compact, M ∩ S 6= ∅ ;
(ii) Il existe une suite de compacts {Tk} telle que
Mk ⊇ Tk ⊇Mk ∩ S, Tk →M ∩ S,
(iii) min f(Tk) ≤ β(Mk) ≤ min f(Mk ∩ S),
(iv) α(Mk)→ min f(M ∩ S).
L’estimation de borne pre´sente toujours un dilemme entre la convergence et l’efficacite´.
Un algorithme de SE va converger plus vite si on peut estimer les bornes d’une fac¸on plus
pre´cise. Or, cela devrait couˆter plus cher ce qui peut rendre l’algorithme moins efficace.
L’utilisation de Tk donne une certaine souplesse dans l’estimation des bornes. Surtout, elle
permet de combiner la technique de coupe, en particulier approximation exte´rieure (AE),
avec la technique par SE. Cette approche paraˆıt tre`s prometteuse. Le premier algorithme
de ce type a e´te´ propose´ par les auteurs de [62] pour la minimisation concave. Les re´sul-
tats nume´riques ont montre´ la supe´riorite´ de cet algorithme par rapport a` ceux qui sont
purement AE ou SE. Un de ses avantages, c’est que Tk peut eˆtre construit a` l’aide de la
programmation line´aire et l’algorithme SE se re´duit ainsi a` la re´solution d’une suite de
programmes line´aires.
1.3 Techniques de pe´nalisation
En optimisation non convexe, on affronte tre`s souvent des proble`mes dont une ou plu-
sieurs contraintes sont complexes et difficiles a` prendre en compte directement. L’approche
par pe´nalisation est parfois utilise´e, du point de vue the´orique, pour transformer un tel
proble`me soit en un proble`me ou une suite de proble`mes d’optimisation sans contraintes,
soit en un proble`me dont les proprie´te´s sont mieux comprises ou plus simples a` mettre
en e´vidence. Si la pe´nalisation est bien choisie, dans ces cas, les proprie´te´s recherche´es du
proble`me original peuvent eˆtre obtenues directement a` partir des proprie´te´s trouve´es du
proble`me pe´nalise´ ; dans ce cas on parle de pe´nalisation exacte. Sinon, on parle de pe´nali-
sation inexacte ( [50]).
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Du point de vue nume´rique, la pe´nalisation permet d’utiliser des algorithmes d’opti-
misation mieux adapte´s a` la structure du proble`me pe´nalise´ afin d’obtenir des solutions
admissibles. Cette approche est de ce fait tre`s souvent utilise´e. Elle permet de trouver une
solution de qualite´ suffisante rapidement sans avoir a` entrer dans l’algorithmique sophisti-
que´ de l’optimisation avec contrainte. Pourtant, cette technique ne passe pas partout car
la recherche d’une fonction de pe´nalisation approprie´e a` un proble`me n’est pas toujours
e´vidente.
Les diffe´rentes techniques de pe´nalisation rele`vent souvent du principe suivant. Consi-
de´rons le proble`me d’optimisation (P ) avec contraintes :
(P )

min f(x)
s.t. g(x) ≤ 0,
h(x) = 0,
x ∈ C ⊆ Rn,
ou` C est un sous-ensemble de Rn de´fini par des contraintes qui peuvent eˆtre facilement
incorpore´es dans l’optimisation (par exemple contraintes d’e´galite´ line´aire).
Une fonction p : Rn −→ R est appele´e fonction de pe´nalisation pour (P ) si elle ve´rifie :
• p(x) = 0 si g(x) ≤ 0, h(x) = 0 et
• p(x) > 0 si g(x)  0 ou h(x) 6= 0.
Le programme de pe´nalisation est donc
(Pt)
{
min ft(x) = f(x) + tp(x)
s.t. x ∈ C.
Ici, t est un scalaire strictement positif, appele´ facteur de pe´nalisation. Le but du terme
additionnel est de pe´naliser la violation des contraintes (on parle alors de pe´nalisation
exte´rieure) ou l’abord de la frontie`re du domaine admissible (on parle dans ce cas de
pe´nalisation inte´rieure). La question qui se pose imme´diatement est de savoir si en re´solvant
(Pt) on re´sout (P ). Autrement dit, on cherche a` savoir quand les ensembles de solutions de
(P ) et (Pt) co¨ıncident. Cela va de´pendre du choix de la fonction p et du parame`tre t > 0.
Proposition 1.3 (Monotonie en pe´nalisation) [50] Supposons que, pour tout t conside´re´,
(Pt) ait au moins une solution, note´e xt. Alors, lorsque t > 0 croˆıt,
(i) p(xt) de´croˆıt,
(ii) f(xt) croˆıt,
(iii) ft(xt) croˆıt (si p(.) ≥ 0).
1.3.1 Pe´nalisation exte´rieure
On parle de pe´nalisation exte´rieure lorsque la fonction de pe´nalisation p ve´rifie les
proprie´te´s suivantes :
(i) p est s.c.i. sur Rn,
(ii) p(x) ≥ 0,∀x ∈ Rn,
(iii) p(x) = 0⇐⇒ x ∈ C.
(1.33)
Le qualificatif « exte´rieur » vient de la proprie´te´ (iii), qui exprime que ft ne modifie f
qu’a` l’exte´rieur de l’ensemble admissible.
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Proposition 1.4 (Convergence de la pe´nalisation exte´rieure) [50] Soient C un ferme´,
non vide de Rn et p : Rn −→ R une fonction ve´rifiant (1.33). Supposons que f soit s.c.i et
qu’il existe un t0 > 0 tel que ft0(x)→ +∞ quand ‖x‖ → +∞. Alors, on a
(i) ∀t ≥ t0, (Pt) a au moins une solution xt,
(ii) la suite {xt}t↑∞ est borne´e,
(iii) tout point d’adhe´rence de la suite {xt}t↑∞ est solution de (P ).
1.3.2 Pe´nalisation inte´rieure
Dans certains proble`mes, le fait que les ite´re´s xt ge´ne´re´s par pe´nalisation exte´rieure
ne soient pas admissibles peut eˆtre un inconve´nient, par exemple, parce que f n’est pas
de´fini a` l’exte´rieur de C. On peut introduire des me´thodes de pe´nalisation dans lesquelles
les ite´re´s xt restent dans C. On parle alors de pe´nalisation inte´rieure. L’ide´e est d’utiliser
un terme de pe´nalisation p qui tend vers l’infini lorsque x s’approche de la frontie`re de C.
Supposons que l’inte´rieur C◦ de C est non vide : C◦ 6= ∅.
La fonction de pe´nalisation p conside´re´e dans ce paragraphe satisfait les conditions
suivantes :
(i) p est continue sur C◦,
(ii) p(x) ≥ 0, ∀x ∈ C◦,
(iii) p(x)→ +∞ quand x→ ∂C, x ∈ C◦.
(1.34)
Le proble`me de pe´nalisation est alors
(Pt)
{
minft(x) = f(x) + tp(x)
s.t. x ∈ C◦.
La condition (iii) de (1.34) cre´e une « barrie`re » au bord de l’ensemble admissible, si
bien que ft porte parfois le nom de fonction barrie`re.
Proposition 1.5 (Convergence de la pe´nalisation inte´rieure) [50] Supposons que f soit
continu sur Rn et que l’ensemble admissible C non vide ve´rifie
C = C◦.
On suppose e´galement que soit C est borne´, soit f(x)→ +∞ quand ‖x‖ → +∞. Alors, si
p satisfait les conditions (1.34), on a :
(i) ∀t ≥ 0, (Pt) a au moins une solution xt,
(ii) la suite {xt}t↓0 est borne´e,
(iii) tout point d’adhe´rence de la suite {xt}t↓0 est solution de (P ).
1.3.3 Pe´nalisation exacte en programmation DC
Dans ce paragraphe, nous extrayons des re´sultats de [94] sur la pe´nalisation exacte en
programmation DC.
Tout d’abord nous pre´sentons la technique de pe´nalisation exacte pour les programmes
non convexes contenant la fonction objectif concave, les fonctions de contraintes convexes
polye´drales borne´es, et fonctions de contrainte concaves.
Soient K un polye`dre convexe borne´ non vide de Rn, et f, p deux fonctions concaves
finies sur K et continues relativement a` K. Rappelons que la fonction f est dite continue
relativement a` K si sa restriction sur K est continue. Conside´rons le proble`me (P ) suivant :
α = min{f(x) | x ∈ K, p(x) = 0}. (P )
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Ce proble`me peut eˆtre re´e´crit d’une fac¸on e´quivalente sous la forme :
α = min{f(x) | x ∈ C, p(x) ≤ 0} (P )
ou` C est l’ensemble convexe de´fini par
C := {x ∈ K, p(x) ≥ 0}. (1.35)
Il est clair que l’ensemble C est convexe polye´dral si et seulement si la fonction (−p)
est convexe polye´drale sur K.
Le proble`me de pe´nalisation (Pt) de (P ) est de´fini par, pour t > 0,
α(t) = min{f(x) + tp(x) | x ∈ K, p(x) ≥ 0}. (Pt)
Soient V (K) l’ensemble de sommets de K, et P, Pt l’ensemble de solutions optimales
de (P ) et de (Pt) respectivement.
The´ore`me 1.12 Soient K un polye`dre convexe borne´ non vide de Rn, et f, p deux fonc-
tions concaves finies sur K et continues relativement a` K. Supposons que l’ensemble re´a-
lisable du proble`me (P ) est non vide. Alors il existe t0 ≥ 0 tel que pour tout t > t0, les
proble`mes (P ) et (Pt) ont la meˆme valeur optimale et P ≡ Pt. De plus, on peut prendre
t0 =
f(x0)− α(0)
µ
ou` µ = min{p(x) | x ∈ V (K), p(x) > 0} et x0 ∈ K ve´rifiant p(x0) = 0.
Conside´rons ensuite le proble`me (P ′) ci-dessous :
α′ = min{f(x) | x ∈ K, p(x) ≤ 0}. (P ′)
E´videmment, (P ′) est e´quivalent au proble`me suivant :
α′ = min{f(x) | (x, y) ∈ K × [0, β], p(x) + y = 0} (P ′)
ou` β ≥ max{−p(x) | x ∈ K}, dans le sens qui suit : si x∗ est une solution optimale de
(P ′) alors (x∗,−p(x∗)) re´sout (P ′). Re´ciproquement, si (x∗, y∗) est une solution optimale
de (P ′) alors x∗ re´sout (P ′).
Graˆce au the´ore`me 1.12, il existe un nombre t0 ≥ 0 tel que pour tout t > t0, le proble`me
(P ′) est e´quivalent au proble`me :
min{f(x) + t(p(x) + y) | (x, y) ∈ K × [0, β], p(x) + y ≥ 0} (P ′t)
De`s lors, le corollaire suivant apparaˆıt :
Corollaire 1.1 En utilisant les meˆme hypothe`ses que pour le the´ore`me 1.12, les proble`mes
(P ′) et (P ′t) sont alors e´quivalents.
En appliquant ce corollaire, nous pouvons citer ci-dessous des programmes non convexes
(dont les fonctions objectifs sont DC et les fonctions de contrainte sont aussi DC) fre´quem-
ment rencontre´s en pratique que l’on peut avantageusement reformuler en programmes DC
e´quivalents plus adapte´s (dans le sens donne´ par The´ore`me 1.12).
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(a) Fonction objectif convexe polye´drale et fonctions de contrainte concaves
Soient K un polye`dre convexe de Rn et f ∈ Γ0(Rn) une fonction convexe polye´drale,
i.e.,
f(x) := max{〈x, ai〉 − bi, i = 1, . . . , r}+ χD(x) = f(x) + χD(x),
tel que D ∩ K est borne´ non vide. Soit p une fonction concave finie sur D ∩ K et
continue relativement a` D ∩K.
Selon le corollaire 1.1, si l’ensemble {x ∈ K, p(x) ≤ 0} est non vide, il existe t0 ≥ 0
tel que pour tout t > t0, le proble`me :
min{f(x) | x ∈ K, p(x) ≤ 0} (1.36)
est e´quivalent au proble`me suivant :
min{f(x) + t(p(x) + y) | (x, y) ∈ [D ∩K]× [0, β], p(x) + y ≥ 0} (1.37)
ou` β ≥ max{−p(x) | x ∈ D ∩K}.
(b) Fonction objectif concave et fonctions de contrainte DC dont les premie`res compo-
santes DC sont convexes polye´drales
Soit f une fonction concave finie sur un polye`dre convexe K et p une fonction DC.
Supposons que p = g−h est une de´composition DC de p ou` g est une fonction convexe
polye´drale de´finie par
g(x) := max{〈x, ai〉 − bi, i = 1, . . . , r}+ χD(x) = g(x) + χD(x),
telle que D ∩K est borne´ non vide et h est convexe fini sur D ∩K.
Selon le corollaire 1.1, si l’ensemble re´alisable du proble`me
min{f(x) | x ∈ K, g(x)− h(x) ≤ 0} (1.38)
est non vide, il existe t0 ≥ 0 tel que pour tout t > t0, ce proble`me est e´quivalent au
proble`me suivant : 
min f(x) + t(−h(x) + y + z)
s.t. (x, y, z) ∈ [D ∩K]× [a, b]× [0, β]
g(x)− y ≤ 0
− h(x) + y + z ≥ 0
(1.39)
ou`
a ≤ min{g(x) | x ∈ D ∩K},
b ≥ max{g(x) | x ∈ D ∩K},
β ≥ max{h(x)− a | x ∈ D ∩K}.
(c) Fonction objectif DC et fonctions de contrainte DC dont les premie`res composantes
DC sont convexes polye´drales
Soit K un polye`dre convexe non vide de Rn, et f = g0−h0, f1 = g1−h1 des fonctions
DC polye´drales. g0, g1 sont des fonctions convexes polye´drales sur Rn,
g0(x) := max{〈x, a0i 〉 − b0i , i = 1, . . . , r}+ χD(x) = g0(x) + χD(x),
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g1(x) := max{〈x, a1i 〉 − b1i , i = 1, . . . , s}+ χS(x) = g1(x) + χS(x).
avec D,S e´tant polye`dres convexes non vides. h0, h1 sont des fonctions convexes finies
sur D ∩ S ∩K et continues relativement a` D ∩ S ∩K. Supposons que D ∩ S ∩K est
non vide borne´. Conside´rons le proble`me :
min{g0(x)− h0(x) | x ∈ K, g1(x)− h1(x) ≤ 0}. (1.40)
Base´ sur le corollaire 1.1, il existe t0 ≥ 0 tel que pour tout t > t0, le proble`me (1.40)
e´quivaut au proble`me ci-dessous :
min g0(x)− h0(x) + t(−h1(x) + y + z)
s.t. (x, y, z) ∈ [D ∩ S ∩K]× [c, d]× [0, β]
g1(x)− y ≤ 0
− h1(x) + y + z ≥ 0
(1.41)
ou` c, d, β sont des nombres satisfaisant
c ≤ min{g1(x) | x ∈ D ∩ S ∩K},
d ≥ max{g1(x) | x ∈ D ∩ S ∩K},
β ≥ max{h1(x)− c | x ∈ D ∩ S ∩K}.
Une application importante de cette partie est concerne´e a` la programmation en va-
riables mixtes 0-1 dont la fonction objectif est concave.
Conside´rons le programme en variables mixtes 0-1 suivant :
min{f(x, y) | (x, y) ∈ S, x ∈ {0, 1}n} (1.42)
ou` f est concave sur un polye`dre convexe borne´ non vide S ⊂ Rn+m.
On de´finit la fonction p : Rn × Rm −→ R par :
• soit p(x, y) =
n∑
i=1
xi(1− xi) ;
• soit p(x, y) =
n∑
i=1
min{xi, 1− xi}.
Il est clair que la fonction p de´finie au-dessus est concave, finie sur K = {(x, y) ∈ S |
x ∈ [0, 1]n} et continue relativement a` K. De plus, p est non ne´gative sur K et
{(x, y) ∈ S | x ∈ {0, 1}n} ≡ {(x, y) ∈ K | p(x, y) = 0}.
Le proble`me (1.42) peut eˆtre re´crit comme suit
min{f(x, y) | (x, y) ∈ K, p(x, y) = 0} (1.43)
Selon le the´ore`me 1.12, pour t suffisamment grand, (1.42) est e´quivalent au proble`me
DC suivant :
min{f(x, y) + tp(x, y) | (x, y) ∈ K}. (1.44)
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1.3.4 Technique de pe´nalisation en programmation avec des variables
mixtes entie`res
Dans ce paragraphe, nous pre´sentons un nouveau re´sultat sur la technique de pe´nalisa-
tion applique´e au programme d’optimisation en variables mixtes entie`res.
Conside´rons le proble`me d’optimisation en variables mixtes entie`res ci-dessous :
α = min{f(x, y) | (x, y) ∈ S, x ∈ [l, u], x ∈ Zn, y ∈ Rm} (MIP )
ou` S est un polye`dre convexe borne´ non vide de Rn+m, la fonction objectif f est suppose´e
concave finie sur K = {(x, y) ∈ S | x ∈ [l, u], y ∈ Rm} et continue relativement a` K,
l = (l1, . . . , ln), u = (u1, . . . , un), l, u ∈ Zn et li < ui, ∀i = 1, . . . , n.
Nous e´tudions dans la suite la pe´nalisation pour (MIP ).
Pe´nalisation exacte pour (MIP )
Premie`rement, on conside`re la fonction p de´finie sur Rn+m comme suit :
p(x, y) =
n∑
i=1
| sin(pixi)| (1.45)
La fonction p ve´rifie des proprie´te´s suivantes :
◦ 0 ≤ p(x, y) ≤ n, ∀(x, y) ∈ Rn+m ;
◦ p(x, y) ≤ 0⇐⇒ p(x, y) ≡ 0⇐⇒ x ∈ Zn ;
◦ p est finie sur K et continue relativement a` K ;
◦ pour tout ferme´ de la forme [a, a + 1] ou` a ∈ Zn, la fonction p est concave sur
{(x, y) ∈ S | x ∈ [a, a+ 1], y ∈ Rm}.
De plus, l’ensemble [l, u] peut eˆtre exprime´ par re´union des ferme´s comme :
[l, u] =
⋃
[a, a+ 1], a = (a1, . . . , an) tel que ai ∈ [li, ui − 1] ∩ Z.
Cette re´union finie se compose de
n∏
i=1
mi e´le´ments ou` mi = ui−li, ∀i. Noter Bj ces e´le´ments,
j ∈ J =
{
1, . . . ,
n∏
i=1
mi
}
, J l’ensemble d’indices et Kj = {(x, y) ∈ S | x ∈ Bj , y ∈ Rm}.
Chaque Bj de la forme [a, a+ 1] est un polye`dre convexe borne´ non vide de Rn.
Par conse´quent, le proble`me (MIP ) s’e´crit comme suit :
α = min{f(x, y) | (x, y) ∈ K, x ∈ Zn}
= min{f(x, y) | (x, y) ∈ K, p(x, y) = 0}
= min{f(x, y) | (x, y) ∈
⋃
j∈J
Kj , p(x, y) = 0}
= min
j∈J
{αj = min{f(x, y) | (x, y) ∈ Kj , p(x, y) = 0}} .
En appliquant le the´ore`me 1.12, pour chaque proble`me (Pj) suivant,
αj = min{f(x, y) | x ∈ Kj , p(x, y) = 0}, (Pj)
comme f est suppose´e concave finie sur K, il existe tj ≥ 0 tel que pour tout t > tj , (Pj)
est e´quivalent au proble`me (P tj ) suivant :
αtj = min{f(x, y) + tp(x, y) | (x, y) ∈ Kj}, (P tj )
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Notez bien que cette e´quivalence assure l’e´galite´ αj = α
t
j et aussi l’e´galite´ de deux
ensembles des solutions optimales de (Pj) et (P
t
j ).
De`s lors, si l’on choisit t tel que t > max{tj , j ∈ J} alors le proble`me (MIP ) e´quivaut
au proble`me ci-dessous :
min
j∈J
{
αtj = min{f(x, y) + tp(x, y) | (x, y) ∈ Kj}
}
(1.46)
qui est exactement
αt = min{f(x, y) + tp(x, y) | (x, y) ∈ K} (MIP )
dans le sens donne´ par le the´ore`me 1.12. On obtient donc la pe´nalisation exacte pour
(MIP ) en utilisant la fonction de pe´nalisation p(x, y) =
n∑
i=1
| sin(pixi)|.
Il est aussi important de voir que, pour tout i, comme | sin(pixi)| est une fonction DC
avec, par exemple, une de´composition
| sin(pixi)| = max{ηx2i + sin(pixi), ηx2i − sin(pixi)} − (ηx2i )
ou` η >
pi2
2
(car si η >
pi2
2
alors (ηx2i + sin(pixi)) et (ηx
2
i − sin(pixi)) sont convexes sur R).
On en de´duit que p est une fonction DC. Ce qui entraˆıne que (MIP ) est un programme
DC.
Cette pe´nalisation reste encore exacte si la fonction objectif f de (MIP ) est suppose´e
convexe polye´drale. La de´monstration est similaire a` celle pre´sente´e dans la section 2 de [94].
Conside´rons ensuite la fonction q : Rn+m −→ R de´finie par
q(x, y) =
n∑
i=1
max
aj
{(xj − aj)(1 + aj − xj) | aj ∈ [lj , uj − 1] ∩ Z}. (1.47)
La fonction q ve´rifie des proprie´te´s suivantes :
◦ 0 ≤ q(x, y) ≤ n, ∀(x, y) ∈ Rn+m ;
◦ q(x, y) ≤ 0⇐⇒ q(x, y) ≡ 0⇐⇒ x ∈ [l, u] ∩ Zn ;
◦ q est une fonction DC dont la premie`re composante est convexe polye´drale car q =
φ− ψ ou`
φ(x, y) :=
n∑
j=1
max
aj
{(2aj + 1)xj − aj(aj + 1) | aj ∈ [lj , uj − 1] ∩ Z};
ψ(x, y) :=
η
2
xTx avec η = 2.
(1.48)
En conse´quence, le proble`me (MIP ) peut eˆtre re´crit e´quivalent a`
α = min{f(x, y) | (x, y) ∈ K, x ∈ [l, u], x ∈ Zn}
= min{f(x, y) | (x, y) ∈ K, q(x, y) ≤ 0}
= min{f(x, y) | (x, y) ∈ K, φ(x, y)− ψ(x, y) ≤ 0}
En appliquant le re´sultat pre´sente´ dans la section 1.3.3, on voit clairement que si la fonc-
tion objectif f est concave ou si f est DC avec la premie`re composante convexe polye´drale,
le proble`me (MIP ) peut eˆtre transforme´ en un programme DC e´quivalent satisfaisant : la
fonction objectif et la fonction de contrainte sont DC dont les premie`res composantes sont
convexes polye´drales. Ceci montre que l’on obtient la pe´nalisation exacte pour (MIP ) en
utilisant q avec ses composantes DC pre´sente´es dans (1.48).
Pe´nalisation inexacte pour (MIP )
Conside´rons maintenant le cas plus ge´ne´ral du proble`me (MIP ) ou` la fonction objectif
f ne satisfait pas des hypothe`ses mentione´es dans la section 1.3.3 (par exemple, f est
DC mais ses composantes DC ne sont pas polye´drales). Dans ce cas la`, malgre´ le fait que
l’on n’a pas de pe´nalisation exacte mais on peut toujours remplacer la contrainte inte´grale
par une contrainte DC et construire un proble`me de pe´nalisation de (MIP ) a` l’aide des
fonctions de pe´nalisation p et q. De plus, une des fonctions q1, q2 ci-dessous peut eˆtre utile :
q1(x, y) =
n∑
i=1
sin2(pixi), (1.49)
q2(x, y) =
n∑
i=1
min
aj
{(xj − aj)2 | aj ∈ [lj , uj ] ∩ Z}. (1.50)
car q1, q2 ve´rifient aussi des proprie´te´s :
◦ 0 ≤ q1(x, y) ≤ n, ∀(x, y) ∈ Rn+m ;
◦ 0 ≤ q2(x, y) ≤ (n/4), ∀(x, y) ∈ Rn+m ;
◦ q1(x, y) ≤ 0⇐⇒ q1(x, y) ≡ 0⇐⇒ x ∈ Zn ;
◦ q2(x, y) ≤ 0⇐⇒ q2(x, y) ≡ 0⇐⇒ x ∈ [l, u] ∩ Zn ;
◦ q1 est une fonction DC avec la de´composition DC : q1 = φ1 − ψ1 ou`
φ1(x, y) :=
η
2
xTx avec η ≥ 2pi2;
ψ1(x, y) :=
n∑
j=1
(η
2
x2j − sin2(pixj)
)
.
(1.51)
◦ q2 est une fonction DC polye´drale avec la de´composition DC : q2 = φ2 − ψ2 ou`
φ2(x, y) :=
η
2
xTx avec η = 2;
ψ2(x, y) :=
n∑
j=1
max
aj
{2ajxj − a2j | aj ∈ [lj , uj ] ∩ Z}.
(1.52)
De`s lors, en utilisant une des fonctions p, q, q1, q2, on peut toujours transformer un
proble`me contenant des variables mixtes entie`res qui est combinatoire en un programme
continu avec une contrainte DC.
1.4 Conclusion
Nous avons pre´sente´ dans ce chapitre les fondements de la Programmation DC et DCA,
ne´cessaires aux de´veloppements des travaux de recherche dans cette the`se concernant la
classe NP-difficile des proble`mes d’optimisation non convexes non line´aires en variables
mixtes entie`res. Les techniques les plus populaires, que sont celles de Se´paration et Evalua-
tion (SE), ou Branch-and-Bound (B&B) en anglais, sont aussi de´crites avec de´tails pour des
utilisations effectives. Etant bien entendu que B&B, de par son couˆt exhorbitant en temps
de calcul, n’est applicable que pour des dimensions relativement faibles, comme le montrent
les simulations nume´riques dans les chapitres suivants. De nouveaux re´sultats utiles pour
la pe´nalisation des contraintes inte´grales (« entie`res ») sont aborde´s pour la reformulation
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des programmes non convexes non line´aires mixtes entiers comme des programmes DC. Il
est aussi a` noter que l’exactitude de certaines fonctions de pe´nalisation est obtenue graˆce
a` des re´sultats ge´ne´raux de la pe´nalisation exacte en programmation DC.
Chapitre 2
Programmation en variables
mixtes entie`res
Nous de´veloppons dans ce chapitre de nouvelles me´thodes pour la re´solution d’une classe
NP-difficile des proble`mes non convexes non line´aires en variables mixtes entie`res. Le pro-
ble`me conside´re´ est d’abord reformule´ comme un programme DC a` l’aide de la technique de
pe´nalisation en programmation DC. Ensuite DCA (l’Algorithme DC), une approche locale
prometteuse pour la programmation non convexe, est de´veloppe´e pour re´soudre efficacement
le proble`me DC re´sultant. Une me´thode par Se´paration et Evaluation est e´galement mise
en place dans laquelle la technique de relaxation DC est utilise´e pour les bornes infe´rieures.
Les me´thodes propose´es sont applique´es a` la re´solution du proble`me de gestion de porte-
feuille discre`te ou` le couˆt de transaction concave est conside´re´. Des re´sultats pre´liminaires
pre´sente´s en comparant avec ceux fournis par deux solveurs LaGO et COUENNE montrent
l’efficacite´ de nos me´thodes.
2.1 Introduction
The general form of a mixed-integer nonlinear program (MINLP) is the following :
min f(x)
s.t. gk(x) ≤ 0, k = 1, . . . ,m,
x ∈ X,
xj ∈ Z, j = 1, . . . , n1,
(MINLP )
where f, gk : Rn −→ R, k = 1, . . . ,m, are arbitrary functions, X ⊂ Rn is a polyhedral
convex set and n1 ≤ n.
The class of MINLPs contains as special cases mixed-integer linear programs (MILPs)
and nonlinear programs (NLPs), thus MINLP problems are NP-hard (for a detailed dis-
cussion on the complexity of MINLPs we refer the reader to [57,82]).
We distinguish MINLPs into two classes. If the functions f, g1, . . . , gm are all convex,
the MINLP is called convex ; otherwise, it is called nonconvex. Although both kinds of
MINLPs are NP-hard but solving nonconvex MINLPs is much more difficult than solving
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convex ones. Let consider the continuous relaxation of the MINLP problem by relaxing the
integrality condition of x :

min f(x)
s.t. gk(x) ≤ 0, k = 1, . . . ,m,
x ∈ X.
(2.1)
In the convex case, (2.1) is itself convex while in contrast, this relaxation problem is still
nonconvex in the second case and it is unlikely to be solved easily. Some exact methods
for convex MINLPs can be listed, for example, generalized Benders’ decomposition (see
e.g., [48]), branch and bound (see e.g., [54]), outer-approximation (see e.g., [37]), LP/NLP
based branch and bound (see e.g., [134]), cutting plane method (see e.g., [155]), branch
and cut (see e.g., [148]) and the hybrid methods (see e.g., [4, 19]).
For general nonconvex MINLPs, most of the algorithms for finding its globally optimal
solutions are based on branch and bound. We can summarize below specific algorithms.
First of all we mention to spatial branch-and-bound method (applied to [99,144]). As in the
branch-and-bound method for mixed-integer linear programs [83], in branching procedure,
a subproblem can be pruned if either it is infeasible, or the best current upper bound can-
not be improved at this node. The branch-and-reduce technique (as mentioned in [11,139])
is an improved technique of spatial branch-and-bound. This technique is usually performed
using LP relaxations rather than other complex convex relaxation techniques. Another im-
proved version of spatial branch-and-bound algorithm for global optimization of nonconvex
nonlinear programs which was proposed in [7] is α-Branch-and-Bound (α-BB). This me-
thod is based on the construction of underestimators and is extended to the mixed-integer
nonlinear problems in [5]. Several other exact approaches such as outer-approximation
algorithms for separable nonconvex MINLPs in [71], Lagrangian based branch and cut al-
gorithm for global optimization of non-convex MINLPs with decomposable structures [68]
were presented. It is clear that an exact algorithm applied to MINLPs with the guarantee
of the global optimality of solutions computed is very expensive, especially in large-scale
problems. Besides these exact methods, some heuristic methods which design to find ra-
pidly good feasible solutions but without guarantee for their optimality have been proposed.
The heuristic developed in [101] combines branch and bound with sequential quadratic pro-
gramming for solving MINLPs. Other heuristic methods for MINLPs have been presented
in [32,116].
In order to attack the mixed-integer nonlinear problems, some of available software
packages have been developed (several solvers can solve nonconvex MINLPs to proven
optimality, others can be used to find heuristic solutions) : BARON (due to [138, 139]),
α-BB (introduced in [5]), COUENNE (developed by [10]), BONMIN (described in [19]),
DICOPT (presented in [52, 73]), LaGO (described in [118]),... A survey and an annotated
bibliography of nonconvex mixed-integer nonlinear programs can be found in [21].
In this chapter, we are just interested in a special case of nonconvex MINLPs in which
the objective function f is a DC (Difference of convex functions) function. Precisely, let us
consider the function f defined by f(x) := g(x) − h(x) where g(x) := xTQx, Q ∈ Rn×n
is a positive semi-definite symmetric matrix, h is convex separable, say h(x) =
n∑
i=1
hi(xi)
with hi being convex differentiable functions on R. The nonconvex mixed-integer nonlinear
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problem considered is the following :
minf(x) = g(x)− h(x),
s.t. Ax ≤ b,
l ≤ x ≤ u,
xj ∈ Z, j = 1, . . . , n1,
(NIP )
where l, u ∈ Zn, li ≤ ui,∀i = 1, . . . , n, A ∈ Rm×n is a nonnegative matrix, b ∈ Rm, n1 ≤ n
and the feasible set of (NIP ) is nonempty bounded set : X = {x ∈ Rn | Ax ≤ b, l ≤ x ≤
u, xj ∈ Z, j = 1, . . . , n1} 6= ∅. The separability of the function h does not intervene in the
investigation of DC programming and DCA for (NIP ). It is used only, in DC relaxation
technique, for explicitly computing a convex minorant of the objective function f on the
convex set {x ∈ Rn | Ax ≤ b, l ≤ x ≤ u} (see section 2.3). The latter serves to lower
bounding in Branch-and-Bound (B&B) scheme.
It is clear that if the symmetric matrix Q is indefinite then, using the decomposition
Q = (Q + ρI) − ρI with ρ ≥ −λ1(Q), λ1(Q) being the smallest eigenvalue of Q, we can
reformulate its corresponding problem in the form of (NIP ) with Q replaced by Q + ρI.
It is worth noting that if the objective function f is twice continuously differentiable on a
open convex set Ω containing X, then for every ρ ≥ max{‖∇2f(x)‖ | x ∈ F}, where F ⊂ Ω
is a bounded closed convex set such that its interior contains K. It is easy to see that such
F exists and the function f is a DC function with the following DC components
g(x) =
[ρ
2
‖x‖2 + f(x)
]
, h(x) :=
ρ
2
‖x‖2,
that satisfies the separability of the function h.
The problem (NIP ) is very difficult, due to the double nonconvexity of the objective
function and of the feasible set. When h is a linear function, say h(x) = qTx =
n∑
j=1
qjxj ,
(NIP ) becomes a convex mixed-integer quadratic program which is still difficult even
though the objective function is convex. In general case, it is a great challenge to develop
deterministic methods for solving large-scale (NIP ). The approach presented in this work
is certainly a step in this direction.
In this study, we first use penalty techniques in DC programming to recast the non-
convex mixed-integer nonlinear program (NIP ) into the DC programming (continuous)
framework, and then develop suitable DCA (DC Algorithms) for its solutions. Although
DCA is a local method, it is proved to be more robust and more efficient than related
standard methods for nonconvex programs, especially in large-scale settings (see [84] and
references therein for more details). With good initial points and appropriate DC decom-
positions, DCA converges very fast to fairly good solutions. A customized (B&B) scheme,
using DC relaxation techniques for lower bounding, is also introduced for checking globa-
lity of solutions computed by DCA. Finally, computational experiments related to discrete
portfolio optimization under concave transaction costs are reported, which show the in-
expensiveness (and so the scalability), efficiency and globality of solutions computed by
DCA. As for global algorithms, B&B provides always global solutions and is by far the
best compared to the two standard solvers LaGO and COUENNE [1,3,10,118]). However,
as expected, B&B is too expensive and cannot handle the large-scale setting.
The rest of the chapter is organized as follows. The next section 2.2 concerns the DC
reformulation of our model in the DC programming framework and the description of
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DCA for solving the resulting DC program. Section 2.3 is devoted to the Branch-and-
Bound scheme with DC relaxation techniques for lower bounding. Numerical simulations
related to the discrete portfolio optimization under concave transaction costs are presented
in section 2.4. The chapter ends with some conclusions.
2.2 DC reformulation of (NIP ) and DCA for solving the
penalized problem
The problem (NIP ) is rewritten as follows :
α = min
{
f(x) = xTQx−
n∑
i=1
hi(xi) | x ∈ B ∩K, xj ∈ Z, j = 1, . . . , n1
}
, (NIP )
where B = [l, u] =
n∏
i=1
[li, ui] ⊂ Rn, K = {x ∈ Rn | Ax ≤ b}. Under the assumptions
mentioned above, the objective function f is a DC function with explicit DC decomposition.
For applying DCA, we will reformulate the problem (NIP ) as a DC program by using
penalty techniques in DC programming.
Consider now a continuous function p : Rn −→ R verifying p(x) ≥ 0,∀x ∈ B and
{x ∈ B, p(x) ≡ 0} ⇐⇒ {x ∈ B, xj ∈ Z, j = 1, . . . , n1}. There are some ways to choose
such a function p :
• Case 1 : p(x) := p1(x) =
n1∑
j=1
sin2(pixj) (see [47,117]),
• Case 2 : p(x) := p2(x) =
n1∑
j=1
min
aj
{
(xj − aj)2 | aj ∈ [lj , uj ] ∩ Z
}
.
It is easy to see that each of function p defined above is DC, p = φ − ψ, with the
following DC components :
• For p(x) := p1(x) =
n1∑
j=1
sin2(pixj),
φ(x) :=
η
2
n1∑
j=1
x2j
 with η ≥ 2pi2; ψ(x) := n1∑
j=1
(η
2
x2j − sin2(pixj)
)
;
• For p(x) := p2(x) =
n1∑
j=1
min
aj
{
(xj − aj)2 | aj ∈ [lj , uj ] ∩ Z
}
,
φ(x) :=
η
2
n1∑
j=1
x2j
 with η = 2; ψ(x) := n1∑
j=1
max
aj
{2ajxj − a2j | aj ∈ [lj , uj ] ∩ Z}.
This DC decomposition of p(x) := p2(x) shows that in this choice p is a DC polyhedral
function.
Exact penalty related to p occurs if the penalty problem (NIPt) of (NIP ) and itself
are equivalent in the sense that : there is t0 ≥ 0 such that for every t > t0, (NIPt) and
(NIP ) have the same optimal value and the same solution set. The question concerning
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exact penalty related to p1 and p2 remains open. Let us mention the exact penalty of the
function p3 defined by
p3(x) =
n1∑
j=1
|sin(pixj)| , (2.2)
whose proof relies on the general result concerning polyhedral DC programs with concave
penalty functions (see Chapter 1).
In this work, we choose the DC function p(x) := p1(x) =
n1∑
j=1
sin2(pixj) with the above
mentioned DC decomposition to construct a penalty function for integrality constraints.
Then (NIP ) takes the form
α = min{f(x) | x ∈ B ∩K, p(x) ≤ 0} (2.3)
With t > 0, we define :
Ft(x) = f(x) + tp(x) (2.4)
and consider the penalized problem of (NIP ) :
α(t) = min{Ft(x) | x ∈ B ∩K}. (NIPt)
Clearly, (NIPt) is a DC program with the following DC decomposition for Ft : Ft(x) =
G(x)−H(x) with
G(x) =
1
2
xT (2Q+ tηD)x,
H(x) =
n∑
i=1
hi(xi) +
n1∑
j=1
[
tη
2
x2j − t sin2(pixj)
]
,
where D = (di,j) ∈ Rn×n is the diagonal matrix such that dj,j = 1, ∀j ≤ n1, dj,j = 0,∀j >
n1.
According to Chapter 1, section 1.1, applying DCA to problem (NIPt) consists of
constructing two sequences {xk} and {yk},
yk ∈ ∂H(xk); xk+1 ∈ ∂G∗(yk).
More precisely, at each iteration k = 0, 1, . . .
yk ∈ ∂H(xk)⇐⇒
{
ykj = h
′
j(x
k
j ) + tηx
k
j − pit sin(2pixkj ), ∀j ≤ n1,
ykj = h
′
j(x
k
j ), ∀j > n1,
(2.5)
and
xk+1 ∈ ∂G∗(yk)⇐⇒ xk+1 ∈ arg min{G(x)− 〈yk, x〉 | x ∈ B ∩K} (2.6)
(2.6) is a convex quadratic program which can be solved via CPLEX [2].
Relationship between solutions of (NIPt) and (NIP ) is given in the following theorem :
Theorem 2.1 Let  be a real number, 0 <  <
1
2
. There exists t > 0 (which depends on
), large enough, such that if x˜ is a global solution of (NIPt) and x˜ is in a -neighborhood
of a point x∗ ∈ B ∩K satisfying x∗j ∈ Z, ∀j = 1, . . . , n1, then x∗ will be a global solution of
(NIP ).
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The proof of this theorem is similar to that in [47].
We describe now the DCA algorithm applied to (NIPt).
Algorithm 1 (DCA applied on (NIPt))
• Initialization :
Choose an initial point x0 ∈ Rn.
Let θ1 and θ2 be sufficiently small positive numbers.
Let t be a real positive number ; k ←− 0.
• Repeat :
 Calculate yk ∈ ∂H(xk) via (2.5) ;
 Solve the problem (2.6) to obtain xk+1 ;
 k ←− k + 1.
• Until : IF ‖xk − xk+1‖ ≤ θ1 or |Ft(xk)− Ft(xk+1)| ≤ θ2(1 + |Ft(xk)|) then STOP :
xk+1 is a computed solution of (NIPt).
If xk+1j ∈ Z,∀j ≤ n1, then x∗ = xk+1 is a computed solution of (NIP ). Otherwise,
from xk+1, get a feasible solution x̂ of (NIP ) satisfying x̂j ∈ Z, ∀j ≤ n1. Because the
matrix A is nonnegative, we can choose x̂j = bxk+1j c,∀j ≤ n1, and x̂j = xk+1j , ∀j >
n1.
There is no common rule for the choice of the starting point x0 for Algorithm 1 but if
we find a good one, Algorithm 1 will converge to a fairly good solution.
2.3 A Branch-and-Bound algorithm using DC relaxation tech-
niques
In Algorithm 1 displayed above, a computed solution x∗ of (NIPt) could be not satisfied
x∗j ∈ Z,∀j ≤ n1, but we can find easily a feasible solution of (NIP ) from x∗. In this section,
we present a Branch-and-Bound method for globally solving the nonconvex mixed-integer
nonlinear problem (NIP ). In our proposed algorithm, the DC relaxation technique in DC
programming serves to compute lower bounding while the largest distance bisection is used
for branching procedure.
2.3.1 DC relaxation technique
Relaxation techniques play a crucial role in lower bounding process. These techniques
are used in the B&B scheme, outer-approximation procedures, etc. Based on [128] (and
references therein), we outline here the DC relaxation technique in DC programming.
Convex hull of nonconvex functions
Consider the nonconvex program
α := inf{φ(x) | x ∈ Rn}, (2.7)
where φ : Rn −→ R∪ {+∞} is proper and has an affine minorant on Rn. The optimal way
to convexify (2.7) passes by the convex hull of φ defined by (see [58,136]) :
co φ(x) := inf
{∑
i
λiφ(xi) | λi ≥ 0,
∑
i
λi = 1, x ∈ dom φ, x =
∑
i
λixi
}
, (2.8)
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where the infimum is taken over all representations of x as a convex combination of elements
xi, such that only finitely many coefficients λi are nonzero. The convex function co φ with
dom co φ = co dom φ, (2.9)
is the greatest convex function majorized by φ. It leads to the convex programs with the
same optimal value
α := inf{co φ(x) | x ∈ Rn} = inf{co φ(x) | x ∈ Rn}. (2.10)
It is well known in [58] that :
(i) arg minφ ⊂ arg min co φ ⊂ arg min co φ,
(ii) co (arg minφ) ⊂ co (arg minφ) ⊂ arg min co φ,
(iii) co φ = φ∗∗,
(iv) If, in addition, φ is lower semicontinuous and 1-coercive (the latter means lim
‖x‖→+∞
φ(x)
‖x‖ =
+∞), then co φ = co φ = φ∗∗.
Finding the convex hull of a nonconvex function is in general very difficult, except for
those of concave functions over bounded polyhedral convex sets (polytopes). One seeks
instead some convex relaxations more tractable to compute lower bounds for the optimal
value α, as DC relaxations presented below.
Convex hull of concave functions over bounded polydedral convex sets
Let S be a nonempty bounded polyhedral convex set whose vertex set is V (S) :=
{v1, . . . , vm}. Then S = co V (S). The vertices v1, . . . , vm are said affinely independent
(see [58,136]) if there are no real numbers λi, i = 1, . . . ,m not all zero such that
m∑
i=1
λi = 0 and
m∑
i=1
λiv
i = 0. (2.11)
In this case S is called an (m−1)-simplex and every x ∈ S is uniquely expressible as convex
combination of v1, . . . , vm. If φ is a finite concave on S then the expression (2.8) for coS φ
becomes simpler and computable.
Theorem 2.2 If φ is a finite concave on S, there hold
(i) coS φ is the polyhedral convex function on S defined by
coS φ(x) = min
{
m∑
i=1
λiφ(v
i) | λi ≥ 0,
m∑
i=1
λi = 1, x =
m∑
i=1
λiv
i
}
. (2.12)
Moreover coS φ and φ agree on V (S).
(ii) If S is an (m− 1)-simplex, then coS φ is the affine function determined by
coS φ(x) =
m∑
i=1
λiφ(v
i), with λi ≥ 0,
m∑
i=1
λi = 1, x =
m∑
i=1
λiv
i. (2.13)
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Convex hull of separable function
Let φ = (φ1, . . . , φm) be a separable function on C =
m∏
i=1
Ci with Ci ⊂ dom φi ⊂ Rni ,
i = 1, . . . ,m, i.e.,
φ(x) =
m∑
i=1
φi(xi), ∀x = (x1, . . . , xm) ∈ C, (2.14)
then coC φ can be computed explicitly from the coCi φi, i = 1, . . . ,m.
Proposition 2.1 If for i = 1, . . . ,m, φi is minorized on Ci by an affine function, then for
every x = (x1, . . . , xm) ∈ C
coC φ(x) ≥
m∑
i=1
coCi φi(xi) ≥
m∑
i=1
coCi φi(xi) =
m∑
i=1
(φi + χCi)
∗∗(xi) = coC φ(x). (2.15)
Convex minorant of DC function over bounded closed convex sets
We are now in a position to build convex minorant for the objective DC function in DC
programs with the explicit constraint C (a nonempty bounded closed convex set in Rn)
and ϕ,ψ ∈ Γ0(Rn) such that C ⊂ dom ϕ ⊂ dom ψ :
α = inf{φ(x) := ϕ(x)− ψ(x) | x ∈ C}. (2.16)
Clearly there holds
φ(x) ≥ coC (ϕ− ψ)(x) ≥ ϕ(x) + coC (−ψ)(x) ≥ ϕ(x) + coC (−ψ)(x), ∀x ∈ C.
Therefore, the DC relaxation technique consists in replacing DC objective function φ
with the convex function φre defined by
either φre := ϕ+ coC (−ψ) or φre := ϕ+ coC (−ψ).
According to the results displayed in 2.3.1 and 2.3.1, we propose the following compu-
table convex minorants of φ on C :
(i) ϕ+ coC (−ψ) if V (C) is easy to compute, for example in case C is a bounded poly-
hedral convex set with known vertex set V (C).
(ii) For the general case, coC (−ψ) will be replaced with
• coL (−ψ) where L is a polytope containing C defined in 2.3.1, (Li := [ai, bi] quite
often in practice), if ψ is separable, or
• coS (−ψ) with S being a simplex containing C.
DC relaxation in nonconvex mixed-integer nonlinear programming problem
We return now to our nonconvex mixed-integer nonlinear program (NIP ) and show
how to apply the results mentioned above for computing a convex minorant of f by DC
relaxation techniques.
α = min
{
f(x) = xTQx−
n∑
i=1
hi(xi) | x ∈ B ∩K, xj ∈ Z, ∀j = 1, . . . , n1
}
.
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Note that f is a DC function with a DC decomposition f(x) = g(x)− h(x) where h is
separable function,
h(x) =
n∑
i=1
hi(xi),
and B = [l, u] =
n∏
i=1
[li, ui]. According to section 2.3.1, we will build a convex minorant on
B ∩K for f as follows :
ϕ(x) := g(x) + coB (−h)(x), (2.17)
where
coB (−h)(x) =
n∑
i=1
co[li,ui] (−hi)(xi), (2.18)
(from Theorem 2.2 and Proposition 2.1) and the convex relaxation problem will be construc-
ted :
β = min {ϕ(x) := g(x) + coB (−h)(x) | x ∈ B ∩K} . (Pre)
If in the B& B scheme, at a node k = 0, 1, ..., we have to solve a subproblem :
αk = min{f(x) = g(x)− h(x) | x ∈ Bk ∩K, xj ∈ Z, j = 1, . . . , n1}, (PBk)
where Bk = [l
k, uk] =
n∏
i=1
[lki , u
k
i ], l
k, uk ∈ Zn, lki ≤ uki , ∀i = 1, . . . , n, a convex underesti-
mation of f on Bk ∩K is chosen as :
ϕk(x) := g(x) + coBk (−h)(x), (2.19)
with
coBk (−h)(x) =
n∑
i=1
co[lki ,uki ]
(−hi)(xi), (2.20)
co[lki ,uki ]
(−hi)(xi) =

(−hi(uki ) + hi(lki )
uki − lki
)
(xi − lki )− hi(lki ) if lki < uki
−hi(lki ) if lki = uki .
(2.21)
And a convex relaxation problem of (NIP ) considered at this node is of the form :
β(Bk) = min {ϕk(x) := g(x) + coBk (−h)(x) | x ∈ Bk ∩K} . (PBkre )
2.3.2 Branching procedure
Suppose that, at a node in the B&B scheme, the considered subproblem is (PBk) :
αk = min {f(x) = g(x)− h(x) | x ∈ Bk ∩K, xj ∈ Z, j = 1, . . . , n1} (2.22)
where Bk = [l
k, uk], lk, uk ∈ Zn, lki ≤ uki , ∀i = 1, . . . , n.
Suppose that x ∈ Bk ∩K is chosen to start branching procedure. Let the index j∗ ∈
{1, . . . , n1} be defined by
(−hj∗)(xj∗)− co[lk
j∗ ,u
k
j∗ ]
(−hj∗)(xj∗) = max
i=1,...,n1
{(−hi)(xi)− co[lki ,uki ] (−hi)(xi)}. (2.23)
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Let
Bk0 = {x ∈ Bk | xj∗ ≤ bxj∗c}, Bk1 = {x ∈ Bk | xj∗ ≥ 1 + bxj∗c},
then
{x ∈ Bk ∩K | xj ∈ Z, ∀j ≤ n1} =
= {x ∈ Bk0 ∩K | xj ∈ Z,∀j ≤ n1} ∪ {x ∈ Bk1 ∩K | xj ∈ Z,∀j ≤ n1}.
Therefore, two subproblems are constructed :
αk0 = min{f(x) = g(x)− h(x) | x ∈ Bk0 ∩K, xj ∈ Z, j = 1, . . . , n1}, (PBk0)
αk1 = min{f(x) = g(x)− h(x) | x ∈ Bk1 ∩K, xj ∈ Z, j = 1, . . . , n1}. (PBk1)
2.3.3 Bounding procedure
To calculate a lower bound for α at a node k, we solve the convex relaxation problem
(PBkre ) of (P
Bk), which is a convex quadratic program, by using CPLEX solver :
β(Bk) = min {ϕk(x) := g(x) + coBk (−h)(x) | x ∈ Bk ∩K} . (PBkre )
Let xBk be the computed solution. The value of f at the feasible point xBk := bxBkc,
that means xBkj = bxBkj c,∀j ≤ n1, and xBkj = xBkj ,∀j > n1, provides an upper bound for
α.
2.3.4 A B&B algorithm for solving (NIP )
Our customized B&B algorithm is described below :
Algorithm 2 (BB applied on (NIP ))
• Initialization :
Let B0 = B. The algorithm starts by solving the DC relaxation problem (Pre) of
(NIP ) to get a solution xB0 .
If xB0j ∈ Z,∀j ≤ n1 then x∗ := xB0 solves (NIP ) and the algorithm stops.
Otherwise, find a feasible point xB0 of (NIP ) from xB0 .
 first lower bound : β0 = β(B0) = ϕ(xB0);
 first upper bound : γ = f(xB0).
Set x∗ := xB0 , B ←− {B0}, k ←− 0.
• While TRUE do
 Delete from B all the subbox Bj whose lower bound β(Bj) is greater or equal to
the current upper bound γ.
 If (B = ∅) or (γ = min{β(Bi) : Bi ∈ B}) then STOP, x∗ is an optimal solution
of (NIP ).
 Choose Bk in B such that βk = β(Bk) = min{β(Bi) : Bi ∈ B}.
 Bisect Bk ∩K into two subsets Bk0∩K and Bk1∩K by branching procedure from
xBk , an optimal solution of the DC relaxation problem (PBkre ) of (P
Bk).
Two new subproblems are obtained :
αk0 = min{f(x) = g(x)− h(x) | x ∈ Bk0 ∩K, xj ∈ Z, j = 1, . . . , n1}, (PBk0)
αk1 = min{f(x) = g(x)− h(x) | x ∈ Bk1 ∩K, xj ∈ Z, j = 1, . . . , n1}. (PBk1)
For each new subproblem, calculate a lower bound and an upper bound by boun-
ding procedure.
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 Update the upper bound γ and the best current solution known so far x∗.
Set B ←− B ∪ {Bk0, Bk1}\Bk.
End While.
The correctness and the convergence of the algorithm are stated in the following result
whose proof is fairly standard from the branching procedure and the bounding one (see
[88,91,131,132]). Its finiteness is due to the integral bisection used in the algorithm.
Theorem 2.3 Algorithm 2 terminates after finitely many iterations and yields an optimal
solution of Problem (NIP ).
2.4 Application to Discrete Portfolio Optimization under
Concave Transaction Costs
2.4.1 Related works
Before applying our proposed approaches to discrete portfolio optimization which is a
modified mean-risk model of Markowitz’s portfolio selection problem, we mention below
some related works on portfolio selection as well as some approaches to tackle discrete
features of the portfolio selection problem in the literature.
Mean-risk models were proposed in the early fifties in order to provide a practical
solution for the portfolio selection problem by Markowitz [112]. In his pioneering work,
Markowitz proposed a famous mean-risk model where variance was considered as a measure
of risk and formulated the portfolio optimization problem as a quadratic program. Nearly
forty years later, instead of variance which is L2 measure in Markowitz’ model, Konno and
Yamazaki [81] introduced L1 risk (absolute deviation) ; therefore the portfolio optimization
problem can be reduced to a linear programming problem. Based on the mean absolute
deviation model of Konno et al., Mansini and Speranza [110] studied the portfolio selection
problem with minimum transaction lots and proposed three heuristic solution algorithms.
Their problem with integer variables is proved NP-complete. Later on, Kellerer et al. [70]
developed the modelling of this problem with fixed costs into account. They suggested also
different heuristic procedures to specifically deal with transaction costs.
The problem of selecting a portfolio with considering transaction costs has been received
a very attention of many researchers. Moreover, in the real trade practice, certain discrete
features as minimum transaction lots, buy-in threshold, cardinality are also appeared. As
a consequence, the portfolio selection model needs to be modified into a combinatorial
programming problem, specially an integer program in which these factors are introduced.
In order to tackle discrete features in the portfolio selection problem, some methodologies
have been proposed, among which included : a branch-and-cut method for cardinality
constrained mean-variance model of Bienstock [16], heuristic algorithms for mean-absolute
deviation formulation with minimum transaction lots of Mansini et Speranza [110], heuristic
algorithms for mean-semi absolute deviation model of Kellerer et al. [70], a branch and
bound algorithm using CPLEX solver of Konno et al. [78–80], a convergent Lagrangian
and contour-domain cut method by Li et al. [102], genetic algorithms for portfolio selection
problems with minimum transaction lots by Lin and Liu [105], a distributed computation
algorithm for solving portfolio problems with integer variables by Li and Tsai [103], ect.
In this application, we consider a modified mean-risk model based on Markowitz’s
portfolio selection problem taking into account concave transaction costs and a budget
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constraint with integer portfolio allocations to assets. These factors make the portfolio
selection problem more difficult to solve because it is a nonseparable, nonconvex, nonlinear
integer programming problem.
2.4.2 Mean-variance model under concave transaction costs
Consider a market with n assets and a total allocation budget in dollars b. Let Rj be the
random variable representing the rate of return per lot of the j th asset without transaction
cost, E(Rj) = rj and σij = cov(Ri, Rj), i, j = 1, . . . , n.
Let xj be the number of lots invested into the j th asset and x = (x1, . . . , xn) be the
portfolio decision. We assume that no shortselling is allowed for any asset, thus x ∈ Nn. If
the current price in dollars of a lot of the j th asset is pj , (j = 1, . . . , n), then the random
return in dollars from holding securities is R(x) =
n∑
j=1
Rjpjxj . The mean and variance of
R(x) are :
E[R(x)] = E
 n∑
j=1
Rjpjxj
 = n∑
j=1
rjpjxj ,
V ar[R(x)] = V ar
 n∑
j=1
Rjpjxj
 = n∑
i=1
n∑
j=1
pipjσijxixj = x
TQx,
where Q = (pipjσij)n×n is a positive semi-definite matrix.
V ar[R(x)] represents the variance of the portfolio decision.
The budget constraint of the investor is
n∑
j=1
pjxj ≤ b.
Suppose that the balance
(
b−
n∑
j=1
pjxj
)
is deposited to the riskless account (e.g., a
bank account) whose interest rate is r (in %). Let c(x) =
n∑
j=1
cj(xj) be the transaction cost
(in dollars) associated with the portfolio decision x = (x1, . . . , xn). Each cj is assumed a
non-decreasing differentiable concave function and cj(0) = 0; cj(xj) > 0 if xj > 0, ∀j.
The total expected return (in dollars) of the portfolio decision x is
T (x) =
n∑
j=1
rjpjxj + r
b− n∑
j=1
pjxj
− n∑
j=1
cj(xj)
= rb+
n∑
j=1
[(rj − r)pjxj − cj(xj)] .
The mean-variance model discussed in this study is formulated as follows :
min xTQx− raT (x)
s.t.
n∑
j=1
pjxj ≤ b,
0 ≤ xj ≤ uj , ∀j = 1, . . . , n,
xj ∈ Z, ∀j = 1, . . . , n.
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where ra ≥ 0 is the risk-aversion parameter, uj is the maximum of lots allowed for buying
of the j th asset.
This problem reduces to :
α = min
f(x) = xTQx−
n∑
j=1
[(rj − r)pjxj − cj(xj)]ra

s.t.
n∑
j=1
pjxj ≤ b,
0 ≤ xj ≤ uj , ∀j = 1, . . . , n,
xj ∈ Z, ∀j = 1, . . . , n.
(P )
Set B = [0, u] =
n∏
j=1
[0, uj ] ⊂ Rn and K =
{
x ∈ Rn |
n∑
j=1
pjxj ≤ b
}
.
Note that Q is positive semi-definite matrix and cj are concave functions for all j. Thus
(P ) has the form of (NIP ) with hj(xj) = [(rj − r)pjxj − cj(xj)]ra. hj are differentiable
convex functions and A = (p1, . . . , pn) ∈ R1×n is a nonnegative matrix. The DCA algorithm
presented in section 2.2 and the B&B algorithm using DC relaxation in section 2.3 will be
applied for solving (P ).
2.4.3 Computational experiments
We present in this section some computational experiments on several sets of test
problems of (P ). The two algorithms were coded by C and have been implemented on
a PC equipped with Window XP Intel(R) Core(TM) 2 Duo CPU 2.26 GHz, 1.92 GB
RAM. For solving convex quadratic subproblems, we used CPLEX solver version 12.1. To
evaluate the performance of solutions computed by DCA and by B&B, we compared them
with numerical results provided by LaGO and COUENNE, two standard solvers for solving
nonconvex nonlinear mixed integer problems (see [1, 3]).
The test data are randomly generated and uniformly distributed in MATLAB as pi ∈
[100, 1000], the random rate of return per lot of the ith asset is in [0.0, 0.05]. The risk
aversion parameter is chosen as ra = 5, η = 20, and the interest rate of the riskless asset r
is set at 1%. The maximum purchasing lot of each stock uj is set to be 20 for each asset.
The initial budget b = 0.4
n∑
j=1
pjuj . The concave transaction cost function associated is
chosen by c(x) =
n∑
j=1
cj(xj) =
n∑
j=1
γjpj ln(1 + xj) where γj is parameter randomly chosen
from [0.001, 0.004]. We let θ1 = 10
−6 and θ2 = 10−6 in DCA algorithm (Algorithm 1).
We specify the following options in our codes :
– DCA is applied to the penalty DC program.
– DC relaxation techniques have been used for lower bounds computation in B&B
scheme.
In the following numerical results, we declare the notations :
 Prob 20. : problem (P ) considering n = 20 ;
 # : number of iterations (when the algorithms DCA, B&B, also LaGO or COUENNE
stopped) ;
 bestLB : best lower bound obtained by B&B ;
 bestUB : best upper bound obtained by each solver (included B&B, LaGO, COUENNE) ;
 ValDCA : value of the objective function obtained by DCA ;
 For three algorithms B&B, LaGO and COUENNE, the relative gap is calculated by
gap(%) =
100 ∗ (bestUB−bestLB)
max{|bestUB|, |bestLB|}
To calculate the relative gap for DCA, ”bestUB” will be replaced by ”ValDCA”.
In all test problems we limit the CPU time to 2 hours for three algorithms B&B,
LaGO and COUENNE, and limit the number of iterations in B&B scheme (Algorithm 2)
to 100000. The computational results are presented in four tables 2.1, 2.2, 2.3, 2.4 with
n = 20, 50, 100, 200 respectively.
We tested 10 problems for each value of n and reported the average of the quantities
(gap, number of iterations, and computation time) of B&B algorithm, DCA, LaGO and
COUENNE. In most instances, when comparing DCA with the global optimization B&B
method, we observed that, with a suitable parameter t > 0 and a good initial point,
DCA required a small average number of iterations (respectivly equal to 24.2, 48.3, 46.6,
and 61.9), and quite often provided good solutions (average gap taking the values 0.776,
6.523, 8.729, 4.401 respectively) in a very small average computation time (which got the
corresponding values 0.29s, 0.998s, 2.76s, 22.97s) against more than 1 hour, even 2 hours
for B&B. In some instances (n = 20), global optimal solutions are also found by DCA in
less than 0.4 second. Of course, B&B provided better solutions than DCA : Its average gap
took the values 0, 1.621, 7.499 and 3.290 respectively. But its average number of iterations
increases too much (with corresponding values 583.8, 86175, 56290.1, and 8755.7) as well as
its average computation time (whose values were 14.24s, 4148.83s, 7200.03s and 7200.42s
respectively) prevent B&B from handling large-scale (P ). Overall, DCA converges very fast
to good feasible solutions.
In comparison of our B&B algorithm with LaGO and COUENNE, LaGo can provide
good solutions only for n = 20 but is much more expensive. For other values of n, the
results obtained by LaGO and COUENNE after 2 hours were very bad.
2.5 Conclusion
In this chapter, we investigated a DC programming approach for solving a NP-hard
class of nonconvex mixed-integer nonlinear programs and applied it for solving a discrete
portfolio optimization problem under concave transaction costs. The problem was first
recast as a DC program by using penalty techniques in DC programming and then an
appropriate DCA (Algorithm 1) was developed for tackling the penalized DC program. To
evaluate the globality of solutions computed by DCA we proposed a customized B&B al-
gorithm (Algorithm 2) using DC relaxation techniques for lower bounding. Computational
experiments showed that DCA is very inexpensive (so scalable) and provides good approxi-
mate global solutions. As for global algorithms, B&B always attained global solutions but
is very expensive, even though it is by far the best compared with two solvers LaGO and
COUENNE whose computed solutions are very bad.
It is worth investigating more sophiscated reformulations of the nonconvex integer pro-
gram (NIP ) in the DC programming framework and more suitable initial point strategies
in order to further improve the computational efficiency of DCA. Works in these directions
are currently being done.
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Table 2.1 – Case n = 20
50 Programmation en variables mixtes entie`res
B
B
D
C
A
L
A
G
O
C
O
U
E
N
N
E
P
ro
b
#
b
es
tL
B
b
es
tU
B
ga
p
(%
)
ti
m
e(
s)
#
V
a
lD
C
A
g
a
p
(%
)t
im
e(
s)
#
b
es
tU
B
g
a
p
(%
)
ti
m
e(
s)
#
b
es
tU
B
g
a
p
(%
)
ti
m
e(
s)
50
.0
1
10
00
00
-3
45
.1
28
5
-3
33
.3
04
4
3.
42
6
57
27
.8
4
23
-3
2
2
.5
2
0
6
6
.5
5
1
0
.5
2
5
3
0
9
2
4
9
1
6
.1
9
>
1
0
0
%
6
1
4
9
.4
7
>
1
0
0
0
0
0
1
4
4
.6
8
8
3
>
1
0
0
%
7
1
7
8
.5
4
50
.0
2
10
00
00
-2
18
.3
72
8
-2
15
.1
85
4
1.
46
0
49
04
.0
2
32
-2
0
1
.2
0
7
4
7
.8
6
1
0
.6
4
6
2
3
1
9
1
1
2
6
6
.4
5
9
1
–
–
7
2
1
4
.2
2
–
–
8
8
8
.4
3
3
8
–
–
7
1
9
1
.3
3
50
.0
3
28
87
9
-2
53
.8
13
7
-2
53
.8
13
7
0.
00
0
12
17
.8
9
14
3
-2
3
9
.8
7
9
7
5
.4
9
0
3
.1
9
6
2
9
3
6
2
0
0
0
5
.6
1
8
6
–
–
7
2
1
4
.1
3
–
–
1
1
1
9
.9
5
9
9
–
–
7
1
9
1
.1
8
50
.0
4
10
00
00
-3
85
.9
99
7
-3
78
.7
36
6
1.
88
1
47
38
.5
8
20
-3
6
2
.5
2
2
3
6
.0
8
2
0
.4
1
6
3
1
4
7
9
6
1
8
.2
3
3
3
–
–
7
2
1
1
.5
1
–
–
1
1
8
0
.5
7
9
8
–
–
7
1
9
8
.2
1
50
.0
5
10
00
00
-5
55
.3
33
8
-5
37
.8
32
9
3.
15
2
52
01
.8
1
41
-5
0
7
.9
2
0
6
8
.5
3
8
0
.8
4
6
1
0
6
0
-5
3
7
.8
2
9
5
2
3
.8
4
1
8
7
2
1
8
.2
0
–
–
3
1
0
.5
0
0
0
–
–
7
2
0
0
.3
0
50
.0
6
92
75
5
-1
58
.9
05
8
-1
58
.9
05
8
0.
00
0
43
86
.6
4
55
-1
4
7
.9
1
6
8
6
.9
1
5
1
.0
8
6
9
5
1
2
-1
5
8
.9
0
6
2
5
3
.9
0
5
8
7
2
1
3
.3
5
–
–
1
3
4
3
.4
0
1
6
–
–
7
1
9
0
.3
5
50
.0
7
10
00
00
-4
06
.7
75
5
-3
98
.5
50
4
2.
02
2
44
54
.6
7
71
-3
7
4
.3
2
1
1
7
.9
7
8
1
.5
3
3
1
4
8
9
2
0
2
3
9
.3
4
7
5
–
–
7
2
0
6
.9
3
–
–
2
8
.7
4
9
7
–
–
7
1
0
9
.7
8
50
.0
8
45
19
6
-3
39
.2
83
9
-3
39
.2
83
9
0.
00
0
18
31
.3
3
24
-3
2
5
.4
0
4
1
4
.0
9
1
0
.3
0
2
3
5
7
5
1
6
4
2
5
4
.2
0
6
9
–
–
7
2
0
4
.9
4
–
–
5
2
0
.4
5
2
2
–
–
7
1
9
8
.2
8
50
.0
9
94
92
0
-4
00
.0
55
7
-4
00
.0
55
7
0.
00
0
40
14
.8
4
23
-3
8
6
.3
5
5
6
3
.4
2
5
0
.4
5
2
3
2
5
5
1
7
1
5
8
9
.7
5
2
9
–
–
7
2
0
5
.2
3
–
–
3
1
1
.8
4
6
6
–
–
7
1
9
6
.2
8
50
.1
0
10
00
00
-3
48
.5
34
9
-3
33
.6
43
0
4.
27
3
50
10
.7
2
51
-3
1
9
.6
1
4
0
8
.2
9
8
1
.0
2
3
2
2
8
7
3
2
7
0
3
.6
3
8
9
–
–
7
2
0
5
.6
7
–
–
4
6
7
.8
5
9
1
–
–
7
1
9
3
.1
3
A
ve
r
86
17
5
1.
62
1
41
48
.8
3
48
.3
6
.5
2
3
0
.9
9
8
4
8
2
6
7
.2
>
8
7
%
6
4
5
4
.6
7
>
1
0
0
0
0
0
>
1
0
0
%
7
1
8
4
.7
4
Table 2.2 – Case n = 50
Programmation en variables mixtes entie`res 51
B
B
D
C
A
L
A
G
O
C
O
U
E
N
N
E
P
ro
b
#
b
es
tL
B
b
es
tU
B
ga
p
(%
)
ti
m
e(
s)
#
V
a
lD
C
A
g
a
p
(%
)t
im
e(
s)
#
b
es
tU
B
g
a
p
(%
)
ti
m
e(
s)
#
b
es
tU
B
g
a
p
(%
)
ti
m
e(
s)
10
0.
01
55
21
7
-3
28
7.
00
75
-3
08
9.
99
38
5.
99
4
72
00
.0
6
56
-3
0
6
0
.6
7
9
9
6
.8
8
6
4
.0
8
2
0
9
7
4
4
1
9
3
4
3
.8
9
4
0
>
1
0
0
%
7
2
0
6
.4
0
5
6
2
1
-1
8
8
4
.6
7
7
4
>
9
9
%
7
1
8
8
.1
2
10
0.
02
57
35
5
-2
05
1.
41
23
-1
85
2.
39
69
9.
70
1
72
00
.0
9
73
-1
8
3
3
.6
6
9
0
1
0
.6
1
4
3
.9
8
2
1
2
1
3
2
9
6
9
0
3
.2
7
5
1
–
–
7
2
0
6
.2
8
9
7
3
4
1
4
-1
0
8
0
.0
1
0
4
–
–
7
1
8
8
.3
2
10
0.
03
60
92
1
-3
24
8.
38
96
-3
08
7.
37
87
4.
95
7
72
00
.0
9
76
-3
0
4
6
.8
5
2
3
6
.2
0
4
4
.0
6
2
0
7
3
3
5
2
4
7
7
9
.0
2
3
8
–
–
7
2
0
6
.0
6
1
4
2
4
8
-2
5
4
4
.6
9
4
9
–
–
7
1
7
8
.5
1
10
0.
04
57
50
1
-6
45
4.
94
09
-6
13
3.
53
19
4.
97
9
72
00
.0
6
27
-6
1
3
0
.1
0
0
2
5
.0
3
2
1
.6
7
2
0
8
7
6
3
4
6
3
0
1
.8
7
0
5
–
–
7
2
0
6
.1
4
3
7
3
5
4
-4
9
1
5
.1
0
1
5
–
–
7
1
7
5
.3
0
10
0.
05
61
48
5
-2
14
5.
98
62
-1
97
2.
24
02
8.
09
6
72
00
.0
8
21
-1
9
5
0
.5
4
9
2
9
.1
0
7
1
.4
2
2
0
9
8
3
4
2
1
7
4
2
.6
6
3
8
–
–
7
2
0
6
.5
3
3
2
3
1
-1
2
3
6
.5
1
1
3
–
–
7
1
8
3
.6
9
10
0.
06
55
03
8
-3
41
2.
20
18
-3
19
0.
89
35
6.
48
6
72
00
.0
2
25
-3
1
1
2
.5
7
4
8
8
.7
8
1
1
.6
1
2
0
9
3
2
4
0
0
2
0
7
.5
8
0
3
–
–
7
2
0
5
.5
3
9
8
5
4
7
1
-2
6
3
2
.2
8
9
1
–
–
7
1
8
6
.6
1
10
0.
07
59
35
6
-2
16
3.
87
64
-1
89
8.
56
78
12
.2
61
72
00
.0
3
57
-1
8
7
0
.9
8
8
4
1
3
.5
3
5
3
.1
6
2
0
7
3
3
3
4
6
5
2
5
.3
7
3
0
–
–
7
2
0
6
.1
5
8
0
6
5
7
2
-4
7
6
.5
5
7
5
–
–
7
1
8
9
.4
0
10
0.
08
58
25
5
-2
14
1.
03
30
-1
95
3.
97
10
8.
73
7
72
00
.0
0
29
-1
9
0
4
.0
8
1
6
1
1
.0
6
7
1
.5
9
2
0
4
7
4
4
9
0
5
3
2
.6
3
4
3
–
–
7
2
0
5
.9
4
4
6
3
8
8
5
-6
8
0
.9
2
9
8
–
–
7
1
9
3
.4
4
10
0.
09
40
73
2
-2
10
2.
91
27
-1
94
0.
47
66
7.
72
4
72
00
.0
5
48
-1
9
1
2
.2
2
4
6
9
.0
6
8
2
.8
0
2
1
0
7
3
4
3
3
6
8
6
.3
5
7
6
–
–
7
2
0
6
.0
4
2
8
2
3
4
1
-9
4
0
.3
4
9
0
–
–
7
1
9
3
.6
7
10
0.
10
57
04
1
-3
38
1.
74
69
-3
17
6.
92
24
6.
05
7
72
00
.0
5
54
-3
1
4
5
.0
0
2
6
7
.0
0
0
3
.1
9
2
1
1
4
8
3
7
4
3
4
1
.3
6
6
5
–
–
7
2
0
5
.8
4
1
4
3
4
4
1
1
-2
4
9
8
.3
0
8
0
–
–
7
1
8
9
.4
5
A
ve
r
56
29
0.
1
7.
49
9
72
00
.0
5
46
.6
8
.7
2
9
2
.7
6
2
0
9
1
3
.9
>
1
0
0
%
7
2
0
6
.1
9
5
0
0
6
5
4
.8
>
9
9
%
7
1
8
6
.6
5
Table 2.3 – Case n = 100
52 Programmation en variables mixtes entie`res
B
B
D
C
A
L
A
G
O
C
O
U
E
N
N
E
P
ro
b
#
b
es
tL
B
b
es
tU
B
ga
p
(%
)
ti
m
e(
s)
#
V
a
lD
C
A
g
a
p
(%
)t
im
e(
s)
#
b
es
tU
B
g
a
p
(%
)
ti
m
e(
s)
#
b
es
tU
B
g
a
p
(%
)
ti
m
e(
s)
20
0.
01
10
24
4
-4
21
58
.9
02
1
-4
07
63
.3
26
0
3.
31
0
72
00
.6
9
2
7
-4
0
5
1
3
.3
9
3
5
3
.9
0
3
8
.5
3
7
8
3
5
6
6
1
3
4
4
.8
7
8
5
>
1
0
0
%
7
2
0
3
.5
8
2
7
5
-3
9
2
5
3
.0
3
3
8
>
9
9
%
7
2
0
6
.1
2
20
0.
02
69
08
-4
02
89
.2
47
9
-3
93
08
.5
85
2
2.
43
4
72
00
.4
4
4
9
-3
9
0
0
0
.5
9
4
4
3
.1
9
9
1
4
.8
1
8
2
1
9
1
1
2
7
1
2
6
.4
1
9
4
–
–
7
2
0
3
.6
6
2
1
5
-3
8
6
9
4
.3
2
7
9
–
–
7
2
0
3
.8
8
20
0.
03
73
76
-3
24
28
.2
68
5
-3
11
25
.2
62
5
4.
01
8
72
00
.5
1
3
7
-3
0
9
1
6
.6
7
7
5
4
.6
6
1
1
1
.4
4
7
7
8
6
1
0
8
6
5
8
3
.8
0
2
7
–
–
7
2
0
3
.4
6
5
1
9
-3
0
6
9
8
.3
9
6
3
–
–
7
2
1
7
.1
2
20
0.
04
73
70
-3
78
41
.4
93
1
-3
66
35
.2
49
3
3.
18
8
72
00
.1
4
3
7
-3
6
1
1
8
.4
0
5
4
4
.5
5
3
1
6
.4
5
7
9
9
0
9
8
6
6
2
6
.7
7
8
0
–
–
7
2
0
3
.5
5
3
7
5
-3
5
7
5
2
.7
7
3
9
–
–
7
1
9
1
.9
1
20
0.
05
72
32
-3
17
93
.5
60
3
-3
09
68
.0
30
9
2.
59
7
72
00
.0
9
5
9
-3
0
3
7
8
.7
2
7
3
4
.4
5
0
1
8
.6
9
7
0
6
5
3
7
8
6
2
4
.8
8
0
8
–
–
7
2
0
2
.9
2
3
6
1
-2
9
7
7
4
.3
7
5
5
–
–
7
1
9
9
.6
6
20
0.
06
10
62
5
-2
87
99
.9
17
9
-2
76
46
.6
81
8
4.
00
4
72
00
.4
5
5
7
-2
7
4
3
6
.0
6
6
7
4
.7
3
6
2
5
.1
8
8
4
8
8
8
9
8
5
8
7
.9
6
8
5
–
–
7
2
0
3
.4
9
6
0
3
-2
6
4
6
4
.4
1
9
0
–
–
7
2
2
0
.6
6
20
0.
07
99
84
-3
91
06
.2
11
9
-3
77
16
.0
30
4
3.
55
5
72
00
.3
0
14
7
-3
7
4
9
0
.1
7
2
9
4
.1
3
2
6
5
.9
6
8
9
2
0
5
7
3
2
6
2
.2
6
2
8
–
–
7
2
0
3
.3
5
3
8
6
-3
6
5
9
5
.5
2
4
1
–
–
7
2
1
5
.2
6
20
0.
08
10
30
2
-3
48
75
.5
94
6
-3
37
84
.2
55
7
3.
12
9
72
00
.6
2
4
2
-3
3
2
3
7
.7
7
3
3
4
.6
9
6
1
4
.2
1
9
3
8
8
9
2
4
3
2
2
.3
0
9
4
–
–
7
2
0
3
.4
7
2
9
3
-3
2
8
1
3
.1
7
3
7
–
–
7
2
1
1
.6
0
20
0.
09
73
57
-3
54
53
.3
64
1
-3
42
49
.9
48
7
3.
39
4
72
00
.3
1
8
2
-3
3
8
2
4
.0
5
1
4
4
.5
9
6
2
8
.7
9
7
4
3
2
1
1
3
1
7
8
9
.2
3
1
4
–
–
7
2
0
3
.4
7
1
7
5
-3
2
9
3
3
.9
3
5
1
–
–
7
2
1
0
.9
9
20
0.
10
10
15
9
-4
14
30
.2
26
6
-4
00
75
.2
25
7
3.
27
1
72
00
.6
4
8
2
-3
9
3
2
4
.4
8
5
8
5
.0
8
3
2
5
.6
6
7
4
8
8
1
4
6
5
5
8
8
.8
3
2
8
–
–
7
2
0
3
.3
8
4
5
4
-3
8
7
7
9
.0
5
1
4
–
–
7
2
1
4
.8
3
A
ve
r
87
55
.7
3.
29
0
72
00
.4
2
61
.9
4
.4
0
1
2
2
.9
7
8
0
6
1
.1
>
1
0
0
%
7
2
0
3
.5
3
3
6
5
.6
>
9
9
%
7
2
0
9
.2
0
Table 2.4 – Case n = 200
Chapitre 3
Gestion de portefeuille :
Minimisation du couˆt de
transaction non convexe
Ce chapitre est re´serve´ au proble`me de gestion de portefeuille d’une pe´riode qui consiste
a` minimiser le couˆt de transaction discontinu soumis aux diffe´rentes sortes de contraintes.
Ce proble`me d’optimisation est non convexe et difficile a` re´soudre. Dans ce chapitre nous
e´tudions des approches base´es sur la programmation DC et DCA (algorithme DC) pour les
me´thodes de re´solution.
3.1 Introduction
The mean-variance’s model proposed by Markowitz [112] in 1952 is known as a basis
for the development of various portfolio selection techniques. While the Markowitz’ model
is a convex program, extended models taking into account real features such as transac-
tion costs, cardinality constraints, shortselling, buy-in threshold constraints, etc,... are in
contrast nonconvex and very difficult to solve in most of the cases. The portfolio optimiza-
tion problems including transaction costs have been receiving a lot of attention from many
researchers (see e.g., [8, 29,34,70,76–79,108,109,145,156]).
In [145] Speranza investigated a portfolio optimization model including realistic charac-
teristics such as transaction costs, minimum transaction units as well as limits on minimum
holdings then designed a heuristic algorithm for its solutions. The problem of selecting port-
folio with fixed costs and minimum transaction lots has been studied by Kellerer et al. [70]
in which the authors introduced different mixed-integer linear programming models. Due
to the high computational complexity of these models, based on the construction and the
optimal solution of mixed-integer subproblems, heuristic procedures were proposed. Mean-
absolute deviation portfolio optimization problems considering nonconvex transaction costs
have been studied by Konno et al. [76–79]. Based on branch and bound algorithms, their
algorithms were used for tackling portfolio optimization problems with concave transaction
costs [77], with concave transaction costs and minimal transaction unit constraints [78],
with concave and piecewise constant transaction costs [79] ; for solving a class of long-short
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portfolio optimization problems with concave and DC transaction costs and complemen-
tary conditions on variables [76]. In [29], Chen et al. dealt with the portfolio selection
problem with transaction costs under the assumption that there exists admissible errors
on expected returns and risks of assets. They proposed a new admissible efficient portfolio
selection model and developed a heuristic algorithm using particle swarm optimization for
solving this model.
In [108] Lobo et al. studied two alternative models for the problem of single-period port-
folio optimization. The first consists of maximizing the expected return, taking transaction
costs into account, and subject to different types of constraints on the feasible portfolios.
They proposed a heuristic method for solving this model where the transaction cost is
separable and discontinuous. The second model deals with minimizing the total nonconvex
transaction cost subject to feasible portfolio constraints. The authors claimed that their
heuristic method for solving the former model can be adapted to solve the later.
The transaction cost which receives many attentions of any investor is a source of
concern for portfolio managers. It has an important effect on the portfolio optimization.
Ignoring transaction costs would result in inefficient portfolios (see [8]). This fact was
also verified by the experimental analysis reported in [156] where the authors solved the
portfolio optimization problem subject to V-shaped transaction costs. In the literature,
almost all of the proposed solution methods for solving portfolio optimization problems in
which transaction costs were included concerned with either a heuristic or a branch and
bound procedure.
In this work we are interested in the second model introduced in [108]. We consider
a slightly modified model where the constraints include shortselling constraints, limit on
expected return, limit on variance, and diversification constraints. The considered transac-
tion cost is assumed to be separable, i.e., the sum of the transaction cost associated with
each trade. It is a discontinuous function that results to a difficult nonconvex program. We
investigate two deterministic approaches for designing solution methods to this problem.
In the first approach, we approximate the discontinuous nonconvex objective function by a
DC function and then develop DCA for tackling the resulting DC problem. In the second
approach, we introduce binary variables and rewrite the initial problem as a mixed 0-1
programming problem. Later, by using penalty techniques, this mixed 0-1 program is re-
formulated as a DC programming problem which can be handled by a DC Algorithm. For
globally solving the original problem and evaluating the quality of solutions provided by
DCA, we propose hybridization algorithms that combine DCA and a Branch-and-Bound
(B&B) scheme. Lower bounds of the optimal value are obtained by solving relaxation
subproblems.
The rest of the chapter is organized as follows. In the next section, we describe the
considered portfolio problem and its mathematical formulation. Section 3.3 is concerned
with the first proposed approach in which the DC approximation of the initial problem is
constructed and the development of DCA for solving the resulting problem is described.
A hybrid Branch-and-Bound-DCA algorithm for tackling the original problem is also pre-
sented in this section. Section 3.4 deals with the second approach for solving the original
problem : we firstly reformulate it as a mixed zero-one program and then transform the
resulting problem into a DC one by penalty techniques. A combined DCA-Branch-and-
Bound algorithm is also proposed in the same section. The numerical results are reported
in section 3.5, while some conclusions are indicated in the last section.
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3.2 Problem description and mathematical formulation
Consider an investment portfolio that consists of holdings in some or all of n assets.
The current holdings in each asset are w = (wi, . . . , wn)
T . The total current wealth is then
1Tw, where 1 is a vector with all entries equal to one. The amount transacted in asset i
is xi, with xi > 0 for buying, xi < 0 for selling and x = (x1, . . . , xn)
T is portfolio decision.
After transactions, the adjusted portfolio is w + x.
The adjusted portfolio w+x is held for a fixed period of time. At the end of that period,
the return on asset i is the random variable ai. We assume knowledge of the first and the
second moments of the joint distribution of a = (a1, . . . , an),
E(a) = a, E(a− a)(a− a)T = Σ.
A riskless asset can be included, in this case the corresponding ai equals to its return
and the ith row and the ith column of Σ are zero.
The wealth at the end of the period is a random variable, W = aT (w+x) with expected
value and variance given by
EW = aT (w + x), E(W −EW )2 = (w + x)TΣ(w + x) (3.1)
We consider the problem of minimizing the total transaction costs subject to portfolio
constraints : 
min φ(x)
s.t. a(w + x) ≥ rmin,
w + x ∈ S,
(3.2)
where rmin is the desired lower bound on the expected return and S ⊆ Rn is portfolio
constraint set.
The portfolio constraint set S can be defined from the following convex constraints :
1. Shortselling constraints : Individual bounds si on the maximum amount of shortsel-
ling allowed on asset i are
wi + xi ≥ −si, i = 1, . . . , n. (3.3)
If shortselling is not permitted, the si are set to zero. Otherwise, si > 0.
2. Variance : The standard deviation of the end period wealth W is constrained to be
less than σmax by the convex quadratic inequality
(w + x)TΣ(w + x) ≤ σ2max (3.4)
((3.4) is a second-order cone constraint).
3. Diversification constraints : Constraints on portfolio diversification can be expressed
in terms of linear inequalities and therefore are readily handled by convex optimiza-
tion. Individual diversification constraints limit the amount invested in each asset i
to a maximum of pi,
wi + xi ≤ pi, i = 1, . . . , n. (3.5)
Alternatively, we can limit the fraction of the total wealth held in each asset,
wi + xi ≤ λi1T (w + x), i = 1, . . . , n. (3.6)
They are convex inequality constraints on x.
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Transaction costs can be used to model a number of costs, such as brokerage fee, bid-ask
spread, taxes or even fund loads. In this study, the transaction costs φ(x) is defined by
φ(x) =
n∑
i=1
φi(xi), (3.7)
where φi is the transaction cost function for asset i. We will consider a simple model
including fixed plus linear costs. Let βi be the common fixed costs associated with buying
and selling asset i. The fixed plus linear transaction cost function is given by
φi(xi) =

0, xi = 0
βi − α1i xi, xi < 0
βi + α
2
i xi, xi > 0.
(3.8)
The function φ is nonconvex, unless the fixed costs are zero.
We develop below two approaches based on DC programming and DCA for solving
Problem (3.2) with S being defined in (3.3), (3.4), (3.6) and φ being given in (3.7), (3.8).
3.3 DC programming and DCA for solving (3.2)
3.3.1 DC approximation problem
Let C be the feasible set of (3.2). Since φ is discontinuous, we will construct a DC
approximation function of φ. We first compute upper bounds u0i and lower bounds l
0
i for
variables xi by solving 2n convex problems :
min{xi | x ∈ C} (LBi), max{xi | x ∈ C} (UBi). (3.9)
Let R0 =
n∏
i=1
[l0i , u
0
i ]. The problem (3.2) can be written as
ω = min
{
φ(x) =
n∑
i=1
φi(xi) | x ∈ C ∩R0
}
(P )
For each i = 1, . . . , n, let i > 0 be a sufficiently small number chosen as follows :
◦ i < min{−l0i , u0i } if l0i < 0 < u0i ,
◦ i < u0i if l0i = 0 < u0i ,
◦ i < −l0i if l0i < u0i = 0.
Consider the functions φi, ψi : R −→ R given by
φi(xi) =
{
βi − α1i xi, xi ≤ 0
βi + α
2
i xi, xi ≥ 0
, ψi(xi) =
{
−c1ixi, xi ≤ 0
c2ixi, xi ≥ 0
where cji =
(
βi
i
+ αji
)
, j = 1, 2, i = 1, . . . , n. By definition, φi, ψi are convex functions on
R. Then, a DC approximation function f of φ can be
f(x) =
n∑
i=1
fi(xi) (3.10)
where fi(xi) = gi(xi)− hi(xi) with gi, hi being determined by
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◦ gi(xi) = 0, hi(xi) = −βi + α1i xi if l0i < u0i < 0,
◦ gi(xi) = 0, hi(xi) = −βi − α2i xi if 0 < l0i < u0i ,
◦ gi(xi) = 0, hi(xi) = −min{−c1ixi, βi − α1i xi} if l0i < u0i = 0,
◦ gi(xi) = 0, hi(xi) = −min{c2ixi, βi + α2i xi} if 0 = l0i < u0i ,
◦ gi(xi) = φi(xi) + ψi(xi) =
{
βi − (α1i + c1i )xi, xi ≤ 0
βi + (α
2
i + c
2
i )xi, xi ≥ 0
,
hi(xi) = max{φi(xi), ψi(xi)} =

−c1ixi, xi ≤ −i
βi − α1i xi, −i ≤ xi ≤ 0
βi + α
2
i xi, 0 ≤ xi ≤ i
c2ixi, xi ≥ i
if l0i < 0 < u
0
i .
It is easy to show that for all cases, gi, hi are convex polyhedral functions over R.
Therefore, with g(x) =
n∑
i=1
gi(xi) and h(x) =
n∑
i=1
hi(xi), g − h is a DC decomposition of f .
In addition,
• min{f(x) | x ∈ C ∩R0} ≤ min
{
φ(x) =
n∑
i=1
φi(xi) | x ∈ C ∩R0
}
.
• For each i, the smaller value of i, the better approximation of fi to φi over [l0i , u0i ].
The problem (P ) with φ being replaced by f ,
µ = min{f(x) = g(x)− h(x) | x ∈ C ∩R0} (Pdc)
is a DC approximation problem of (P ). We will investigate a DCA scheme for solving this
problem.
3.3.2 DCA for solving (Pdc)
According to the generic DCA scheme presented in Chapter 1, section 1.1, in order to
obtain xk+1 ∈ ∂g∗(yk), at each iteration k, we have to compute a subgradient yk ∈ ∂h(xk)
and then solve the following convex program
min{g(x)− 〈yk, x〉 | x ∈ C ∩R0}, (3.11)
which is equivalent to
min
{
n∑
i=1
ti − 〈yk, x〉 | gi(xi) ≤ ti,∀i = 1, . . . , n, x ∈ C ∩R0
}
. (3.12)
A subgradient yk ∈ ∂h(xk) is computed by : for i = 1, . . . , n,
◦ if l0i < u0i < 0 : yki = α1i ;
◦ if 0 < l0i < u0i : yki = −α2i ;
◦ if l0i < u0i = 0 : yki =

α1i , if x
k
i < −i
c1i , if x
k
i > −i
∈ [α1i , c1i ], if xki = −i.
◦ if 0 = l0i < u0i : yki =

−c2i , if xki < i
−α2i , if xki > i
∈ [−c2i ,−α2i ], if xki = i.
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◦ if l0i < 0 < u0i : yki =

−c1i , if xki < −i
∈ [−c1i ,−α1i ], if xki = −i
−α1i , if − i < xki < 0
∈ [−α1i , α2i ], if xki = 0
α2i , if 0 < x
k
i < i
∈ [α2i , c2i ], if xki = i
c2i , if x
k
i > i.
Hence, DCA applied on (Pdc) can be described as follows.
Algorithm 1 (DCA applied on (Pdc)) :
• Initialization :
Let x0 ∈ Rn and ε be a small enough positive number.
Iteration k ←− 0.
• Repeat :
 xk −→ yk ∈ ∂h(xk) as indicated above.
 Solving the convex program (3.12) to obtain xk+1.
 k ←− k + 1
• Until : |f(xk+1)− f(xk)| ≤ ε.
3.3.3 A hybrid algorithm Branch-and-Bound-DCA for solving (P )
To globally solve the problem (P ), we propose a hybrid B&B-DCA algorithm.
As DCA is a descent and efficient method for nonconvex programming, DCA will be
used to improving upper bounds for ω in B&B scheme while lower bounds will be provided
by solving relaxation subproblems.
Since φ is separable, the first convex underestimator of the objective function φ over
the domain C ∩R0 can be constructed as follows :
φ˜R0(x) =
n∑
i=1
φ˜i(xi), (3.13)
where φ˜i(xi) is given by
◦ if l0i < u0i < 0 : φ˜i(xi) = βi − α1i xi ;
◦ if 0 < l0i < u0i : φ˜i(xi) = βi + α2i xi ;
◦ if l0i < u0i = 0 : φ˜i(xi) =
(
βi
l0i
− α1i
)
xi ;
◦ if 0 = l0i < u0i : φ˜i(xi) =
(
βi
u0i
+ α2i
)
xi ;
◦ if l0i < 0 < u0i : φ˜i(xi) =

(
βi
l0i
− α1i
)
xi, xi ≤ 0(
βi
u0i
+ α2i
)
xi, xi ≥ 0
By solving the convex program
η(R0) = min{φ˜R0(x) | x ∈ C ∩R0} (R0cp)
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we obtain a point xR0 ∈ C satisfying
η(R0) = φ˜R0(x
R0) ≤ min{φ(x) | x ∈ C ∩R0}
i.e., η(R0) is the first lower bound for φ over C ∩R0.
In Branch and Bound scheme, at each iteration, the branching procedure consists in
choosing an index i∗ and to bisect the set of constraints by setting xi∗ either to zero or
to be nonzero (in the last case φi∗(xi∗) = φi∗(xi∗)). The way to choose the index i
∗ for
subdividing as well as the construction of the next node in B&B scheme will be described
below.
Suppose that at iteration k, a subproblem of (P ) has the form :
min
{
n∑
i=1
φi(xi) | x ∈ C ∩Rk
}
(3.14)
with Rk = {x ∈ R0 | xi = 0 ∀i ∈ Ik, xj 6= 0 ∀j ∈ Jk}, Ik, Jk ⊂ {1, 2, . . . , n} (for the first
iteration, we have I0 = ∅, J0 = ∅). Let xRk be an optimal solution of the corresponding
relaxation problem of (3.14) over C ∩ Rk. The index i∗ satisfying the following condition
will be chosen
i∗ ∈ arg max
i
{φi(xRki )− φ˜i(xRki )}.
In branching procedure, by adding, either xi∗ = 0 or xi∗ 6= 0 into constraints, (3.14)
will be bisected into two smaller subproblems :
min
{
n∑
i=1
φi(xi) | x ∈ C ∩Rk, xi∗ = 0
}
and
min
{
n∑
i=1
φi(xi) | x ∈ C ∩Rk, xi∗ 6= 0
}
.
Let
Rk0 = {x ∈ Rk | xi∗ = 0}, Rk1 = {x ∈ Rk | xi∗ 6= 0}.
As we have
min
{
n∑
i=1
φi(xi) | x ∈ C ∩Rk
}
= min
min
∑
i 6=i∗
φi(xi) | x ∈ C ∩Rk, xi∗ = 0
 ,
min
φi∗(xi∗) +∑
i 6=i∗
φi(xi) | x ∈ C ∩Rk


then each subproblem of (P ) being considered on C ∩ Rk can be written in the ensuing
form :
min
∑
j∈Jk
φj(xj) +
∑
i/∈Ik∪Jk
φi(xi) | x ∈ C ∩R0, xi = 0, ∀i ∈ Ik
 (Pk)
(note that here Rk = {x ∈ R0 | xi = 0 ∀i ∈ Ik, xj 6= 0 ∀j ∈ Jk}).
Thus a relaxation problem of (Pk) is :
min
∑
j∈Jk
φj(xj) +
∑
i/∈Ik∪Jk
φ˜i(xi) | x ∈ C ∩R0, xi = 0, ∀i ∈ Ik
 (Rkcp)
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and an approximated DC problem for (Pk) is constructed as follows :

min
∑
j∈Jk
φj(xj) +
∑
i/∈Ik∪Jk
gi(xi)
−
 ∑
i/∈Ik∪Jk
hi(xi)

s.t. x ∈ C ∩R0
xi = 0, ∀i ∈ Ik
(Rdck )
where Gk(x) =
∑
j∈Jk
φj(xj) +
∑
i/∈Ik∪Jk
gi(xi) and Hk(x) =
∑
i/∈Ik∪Jk
hi(xi) are convex functions.
Applying DCA on (Rdck ) leads to constructing two sequences {xs} and {ys} such that
 xs −→ ys ∈ ∂Hk(xs),
ysi = 0, if i ∈ Ik ∪ Jk,
ysi =

− c1i , xsi < −i
∈ [−c1i ,−α1i ], xsi = −i
− α1i , −i < xsi < 0
∈ [−α1i , α2i ], xsi = 0
α2i , 0 < x
s
i < i
∈ [α2i , c2i ], xsi = i
c2i , x
s
i > i
, if i /∈ Ik ∪ Jk.
 ys −→ xs+1 ∈ ∂G∗k(ys)⇐⇒ xs+1 solves the convex program below :
min {Gk(x)− 〈ys, x〉 | x ∈ C ∩R0, xi = 0, ∀i ∈ Ik} (3.15)
Solving (Rkcp) is equivalent to solving

min
n∑
i=1
ti
s.t. βj − α1jxj ≤ tj , ∀j ∈ Jk,
βj + α
2
jxj ≤ tj , ∀j ∈ Jk,(
βi
li
− α1i
)
xi ≤ ti, ∀i /∈ Ik ∪ Jk,(
βi
ui
+ α2i
)
xi ≤ ti, ∀i /∈ Ik ∪ Jk,
x ∈ C ∩R0,
xi = 0, ∀i ∈ Ik,
ti = 0, ∀i ∈ Ik,
tj ≥ βj , ∀j ∈ Jk,
ti ≥ 0, ∀i /∈ Ik ∪ Jk.
(3.16)
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And solving (3.15) is equivalent to solving
min − 〈ys, x〉+
n∑
i=1
ti
s.t. βj − α1jxj ≤ tj , ∀j ∈ Jk,
βj + α
2
jxj ≤ tj , ∀j ∈ Jk,
βi − (c1i + α1i )xi ≤ ti, ∀i /∈ Ik ∪ Jk,
βi + (c
2
i + α
2
i )xi ≤ ti, ∀i /∈ Ik ∪ Jk,
x ∈ C ∩R0,
xi = 0, ∀i ∈ Ik,
ti = 0, ∀i ∈ Ik,
ti ≥ βi, ∀i /∈ Ik.
(3.17)
Let xRk be an optimal solution of (Rkcp). Since x
Rk is a feasible solution to (P ), φ(xRk)
is an upper bound for the global optimal value ω of (P ). To use DCA for finding a better
upper bound for ω, we construct an approximated DC problem (Rdck ) for (Pk) as above
and launch DCA from xRk for solving (Rdck ). Note that we do not restart DCA at every
iteration of B&B scheme but only when φ(xRk) is smaller than the best current upper
bound.
We are now in position to describe our hybrid algorithm for solving (P ).
Algorithm 2 (DCA-BB 1)
• Initialization :
Compute the first bounds [l0i , u
0
i ] for variables xi and the first rectangleR0 =
n∏
i=1
[l0i , u
0
i ].
Construct the convex underestimator function φ˜R0 of φ over R0 then solve the convex
program
min{φ˜R0(x) | x ∈ C ∩R0} (R0cp)
to obtain an optimal solution xR0 and the optimal value η(R0) of (R0cp).
Launch DCA from xR0 for solving the corresponding DC approximation problem
(Pdc). Let x
R0 be a solution obtained by DCA.
Set R0 := {R0} and η0 := η(R0).
If φ(xR0) < φ(xR0), set ω0 := φ(x
R0) and x∗ := xR0 .
Otherwise, set ω0 := φ(x
R0) and x∗ := xR0 .
• Iteration k = 0, 1, 2, . . . :
k.1 Delete all R ∈ Rk if η(R) ≥ ωk or if the corresponding relaxation problem is
infeasible on R. Let Pk be the set of remaining rectangles. If Pk = ∅ then STOP :
x∗ is a global optimal solution.
k.2 Otherwise, select Rk ∈ Pk such that
ηk := η(Rk) = min{η(R) | R ∈ Pk}
and let i∗ be the selected index according to the subdivision process. Subdivide Rk
into Rk0 , Rk1 by setting xi∗ either to zero or to be nonzero.
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k.3 For each Rkj , j = 0, 1, with corresponding sets of indices Ikj , Jkj such that
xi = 0,∀i ∈ Ikj , xi 6= 0, ∀i ∈ Jkj , construct the subproblem (Pkj ) of (P ) at this
node and construct the relaxation problem (Rkjcp) of (Pkj ) :
min

∑
i∈Jkj
φi(xi) +
∑
i/∈Ikj∪Jkj
φ˜i(xi) | x ∈ C ∩R0, xi = 0, ∀i ∈ Ikj
 (Rkjcp)
Solving (Rkjcp) to obtain x
Rkj and η(Rkj ).
If φ(x
Rkj ) < ωk, i.e., the best current upper bound is improved on Rkj then
construct a DC approximation problem (Rdckj ) for (Pkj )
min
∑
i∈Jkj
φi(xi) +
∑
i/∈Ikj∪Jkj
gi(xi)
−
 ∑
i/∈Ikj∪Jkj
hi(xi)

s.t. x ∈ C ∩R0,
xi = 0, ∀i ∈ Ikj .
(Rdckj )
and launch DCA from x
Rkj for solving it.
Let x
Rkj be a solution obtained by DCA. Let
γk = min{φ(xRkj ), φ(xRkj )}.
k.4 Update ωk+1 and the best solution known so far x
∗.
k.5 Set Rk+1 = (Pk \Rk)
⋃{Rk1 , Rk2} and go to the next iteration.
We will present in the next section the second approach for solving (P ) by introducing
binary variables into (P ). The equivalent model of (P ) is a nonconvex mixed zero-one
programming problem.
3.4 Solving (P ) by a zero-one approach
Consider now the case where the cost rate associated with selling and buying are the
same : α1i = α
2
i = αi,∀i = 1, . . . , n,
φi(xi) =
{
0, xi = 0
βi + αi|xi|, xi 6= 0.
(3.18)
Recall that the problem (P ) is the following
ω = min
{
φ(x) =
n∑
i=1
φi(xi) | x ∈ C, l0i ≤ xi ≤ u0i , ∀i = 1, . . . , n
}
(P )
We present below the reformulation of (P ) as a mixed zero-one programming problem
and then describe a DCA scheme for tackling the resulting program.
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3.4.1 A mixed zero-one formulation
Suppose lower bounds l0i and upper bounds u
0
i for xi are calculated. We introduce n
binary variables yi such that yi = 0 if and only if xi = 0, and yi = 1 if xi 6= 0. Then
φi(xi) = (βi + αi|xi|)yi, ∀i = 1, . . . , n, and we have
∀i, l0i ≤ xi ≤ u0i ⇐⇒
{
yi ∈ {0, 1},
l0i yi ≤ xi ≤ u0i yi.
(3.19)
Each φi is now considered as a function of two variables xi, yi and we can replace φi(xi)
by ϕi(xi, yi) := (βi + αi|xi|)yi.
The mixed 0-1 programming formulation of (P ) is
ω = min ϕ(x, y) :=
n∑
i=1
ϕi(xi, yi)
s.t. x ∈ C,
yi ∈ {0, 1}, ∀i = 1, . . . , n,
l0i yi ≤ xi ≤ u0i yi, ∀i = 1, . . . , n.
(Q01)
3.4.2 DC programming and DCA for solving (Q01)
Firstly we claim that the objective function of (Q01) is a DC function on Rn × [0, 1]n.
Indeed, we have
ϕi(xi, yi) = (βi + αi|xi|)yi = αi|xi|yi + βiyi
=
αi
2
[(|xi|+ yi)2 − (x2i + y2i )] + βiyi
=
(αi
2
(|xi|+ yi)2
)
−
(αi
2
(x2i + y
2
i )− βiyi
)
Let
θi(xi, yi) =
αi
2
(|xi|+ yi)2 and κi(xi, yi) = αi
2
(x2i + y
2
i )− βiyi
then θi, κi are convex functions on R× [0, 1] since |xi|, yi ≥ 0 ∀(xi, yi) ∈ R× [0, 1]. Let
θ(x, y) =
n∑
i=1
θi(xi, yi) and κ(x, y) =
n∑
i=1
κi(xi, yi)
then θ − κ is a DC decomposition of ϕ.
Furthermore, let
A := {(x, y) ∈ Rn × [0, 1]n | x ∈ C, l0i yi ≤ xi ≤ u0i yi, ∀i = 1, . . . , n}
and define the function
p : Rn × Rn −→ R, p(x, y) :=
n∑
i=1
yi(1− yi)
then p is a nonnegative concave function on the convex set A and the feasible set of (Q01)
is
{(x, y) ∈ A | yi ∈ {0, 1}, ∀i} = {(x, y) ∈ A | p(x, y) = 0} = {(x, y) ∈ A | p(x, y) ≤ 0}.
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Thus (Q01) becomes
min {ϕ(x, y) = θ(x, y)− κ(x, y) | (x, y) ∈ A, p(x, y) ≤ 0} . (3.20)
Note that the objective function of (3.20) is a DC function and (3.20) contains a reverse
convex constraint : p(x, y) ≤ 0. In order to overcome these difficulties when solving (3.20),
we propose to use the penalty technique. More precisely, we will transform (3.20) into a
DC program and then use DCA for solving the resulting problem.
With a scalar t > 0, we define a penalty function Ft of ϕ on Rn × Rn by
Ft(x, y) = ϕ(x, y) + tp(x, y) = θ(x, y)− (κ(x, y)− tp(x, y)) (3.21)
then the penalized problem for (3.20) can be
min {Ft(x, y) = θ(x, y)− (κ(x, y)− tp(x, y)) | (x, y) ∈ A} (3.22)
or in a natural DC form
min{G(x, y)−H(x, y) | (x, y) ∈ Rn × Rn}
where
G(x, y) = θ(x, y) + χA(x, y) and H(x, y) = κ(x, y)− tp(x, y)
(here χA is the indicator function of A).
Applying DCA to solve (3.22) leads to compute (zk, vk) ∈ ∂H(xk, yk) at each iteration
k, and then solve the convex program
min{G(x, y)− 〈(zk, vk), (x, y)〉 | (x, y) ∈ Rn × Rn}
to obtain (xk+1, yk+1) ∈ ∂G∗(zk, vk). This convex program is equivalent to the following
min{θ(x, y)− 〈(zk, vk), (x, y)〉 | (x, y) ∈ A} (3.23)
Since we have
H(x, y) = κ(x, y)− tp(x, y)
=
n∑
i=1
(αi
2
(x2i + y
2
i )− βiyi
)
− t
n∑
i=1
yi(1− yi)
=
n∑
i=1
αi
2
x2i +
n∑
i=1
(
(
αi
2
+ t)y2i − (βi + t)yi
)
then a subgradient of H, (zk, vk) ∈ ∂H(xk, yk), is computed by
(zk, vk) ∈ ∂H(xk, yk)⇐⇒
{
zki = αix
k
i , ∀i = 1, . . . , n,
vki = (αi + 2t)y
k
i − (βi + t), ∀i = 1, . . . , n.
(3.24)
In order to use a standard CPLEX solver for solving the convex program (3.23) which
is exactly
min
{
n∑
i=1
αi
2
(|xi|+ yi)2 − 〈(x, y), (zk, vk)〉 | (x, y) ∈ A
}
, (3.25)
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we introduce nonnegative variables ζi, i = 1, . . . , n, and transform (3.25) into an equivalent
quadratically constrained quadratic program
min
n∑
i=1
αi
2
(yi + ζi)
2 − 〈(x, y, ζ), (zk, vk, 0)〉
s.t. (x, y) ∈ A,
xi + ζi ≥ 0, ∀i = 1, . . . , n,
− xi + ζi ≥ 0, ∀i = 1, . . . , n,
ζi ≥ 0, ∀i = 1, . . . , n.
(3.26)
We describe the DCA applied on (3.22) as follows.
Algorithm 3 (DCA for 01 model) :
• Initialization :
Let (x0, y0) ∈ Rn × [0, 1]n and ε be a small enough positive number.
Iteration k ←− 0.
• Repeat :
 Calculate zki = αixki and vki = (αi + 2t)yki − (βi + t), ∀i = 1, . . . , n.
 Solve (3.25) to obtain (xk+1, yk+1).
 k ←− k + 1
• Until : |F (xk+1, yk+1)− F (xk, yk)| ≤ ε or ‖xk+1 − xk‖+ ‖yk+1 − yk‖ ≤ ε.
3.4.3 A combined DCA-Branch and Bound algorithm for solving (Q01)
To evaluate the globality of solutions computed by DCA in Algorithm 3, we propose to
solve (Q01) or its equivalent problem (3.20) by a B&B algorithm. The subdivision of the
combined algorithm is performed in the way that either yi = 0 or yi = 1.
For lower bounding, we use the same method as presented in Algorithm 2, that means
constructing and solving the relaxation problem (Rkcp) of φ on C ∩ Rk at iteration k in
the B&B scheme.
Suppose that at iteration k in the B&B scheme, we have two sets of indices Ik, Jk ⊂
{1, . . . , n} such that yi = 0 ∀i ∈ Ik, yj = 1 ∀j ∈ Jk. The corresponding DC objective
function at this iteration is
ϕk(x, y) =
∑
i/∈Ik∪Jk
ϕi(xi, yi) +
∑
j∈Jk
(αj |xj |+ βj)
=
 ∑
i/∈Ik∪Jk
θi(xi, yi) +
∑
j∈Jk
(αj |xj |+ βj)
−
 ∑
i/∈Ik∪Jk
κi(xi, yi)
 (3.27)
The penalty function of ϕk at iteration k, with t > 0,
F kt (x, y) = ϕ
k(x, y) + tp(x, y)
=
 ∑
i/∈Ik∪Jk
θi(xi, yi) +
∑
j∈Jk
(αj |xj |+ βj)

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−
 ∑
i/∈Ik∪Jk
(κi(xi, yi) + tyi(yi − 1))

is a DC function with DC components
Gk(x, y) =
∑
i/∈Ik∪Jk
θi(xi, yi) +
∑
j∈Jk
(αj |xj |+ βj)
=
∑
i/∈Ik∪Jk
αi
2
(|xi|+ yi)2 +
∑
j∈Jk
(αj |xj |+ βj),
Hk(x, y) =
∑
i/∈Ik∪Jk
(κi(xi, yi) + tyi(yi − 1))
=
∑
i/∈Ik∪Jk
(αi
2
(x2i + y
2
i )− βiyi + tyi(yi − 1)
)
.
The penalty problem of (3.20) at iteration k can be given by
min{F kt (x, y) | (x, y) ∈ A, yi = 0, ∀i ∈ Ik, yj = 1, ∀j ∈ Jk} (3.28)
Solving (3.28) by DCA leads to determine two sequences {(xs, ys)}, {(zs, vs)} in Rn×Rn
satisfying
(zs, vs) ∈ ∂Hk(xs, ys)⇐⇒

zsi = αix
k
i , if i /∈ Ik ∪ Jk,
zsi = 0, if i ∈ Ik ∪ Jk,
vsi = (αi + 2t)y
k
i − (βi + t), if i /∈ Ik ∪ Jk,
vsi = 0, if i ∈ Ik ∪ Jk,
(3.29)
and
(xs+1, ys+1) ∈ ∂(Gk)∗(zs, vs)⇐⇒ (xs+1, ys+1) solves the convex program

min Gk(x, y)− 〈(zs, vs), (x, y)〉
s.t. (x, y) ∈ A,
yi = 0, i ∈ Ik,
yj = 1, j ∈ Jk
(3.30)
or 
min
∑
i/∈Ik∪Jk
αi
2
(|xi|+ yi)2 +
∑
j∈Jk
(αj |xj |+ βj)− 〈(zs, vs), (x, y)〉
s.t. (x, y) ∈ A,
yi = 0, i ∈ Ik,
yj = 1, j ∈ Jk
(3.31)
By introducing nonnegative variables ζi, i = 1, . . . , n, solving (3.31) is equivalent to
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solving the convex quadratically constrained quadratic program :
min
1
2
∑
i/∈Ik∪Jk
αi(yi + ζi)
2 +
∑
j∈Jk
(αjζj + βj)− 〈(zs, vs, 0), (x, y, ζ)〉
s.t. (x, y) ∈ A,
xi + ζi ≥ 0, ∀j /∈ Ik,
− xi + ζi ≥ 0, ∀j /∈ Ik,
yi = 0, ∀i ∈ Ik,
yj = 1, ∀j ∈ Jk,
ζi = 0, ∀i ∈ Ik,
ζi ≥ 0, ∀i /∈ Ik.
(3.32)
If solving the penalty problem (3.28) by DCA provides (x, y) as a solution then ϕ(x, y)
is an upper bound for ω.
Therefore, we can describe below a combined algorithm for solving (3.20).
Hybrid approach for solving (Q01)
Algorithm 4 (DCA-BB for 01 model)
• Initialization :
Compute the first bounds [l0i , u
0
i ] for variables xi and the first rectangleR0 =
n∏
i=1
[l0i , u
0
i ].
I0 := ∅, J0 := ∅, iteration k ←− 0.
The optimal value µ0 of the relaxation problem (R0cp) of (P ) provides the first lower
bound for ω.
• Iteration k :
We apply DCA described in Algorithm 3 inside B&B algorithm. DCA is used in the
first time at the end of the first iteration of Branch and Bound scheme (iteration
0). And then, in the branch and bound process, we restart DCA when the current
upper bound is updated. More precisely, the DCA using inside the branch and bound
algorithm is carried on as follows :
1. Construct the current relaxation problem (Rkcp) of (Q01) at the node k. Solve
(Rkcp) to obtain a lower bound for ω at this node and a solution x
Rk ∈ C ∩R0.
2. If φ(xRk) is smaller than the current upper bound then construct the penalty
problem of the form (3.28) and launch DCA for solving it.
3. Let (x˜1, y˜1) be the solution obtained by DCA. Let  be a sufficiently small
positive number. For each i /∈ Ik ∪ Jk, if y˜1i ≤  then add the constraints xi = 0
into the set of constraints of (Rkcp) and add this index i into Ik. Name the new
problem (P ′re).
4. Solve (P ′re).
◦ If (P ′re) provides a solution then launch DCA for solving the corresponding
penalty problem of (Q01) (constructed with the new Ik) to obtain (x˜
2, y˜2).
Update the upper bound, the best current solution known so far by comparing
φ(xRk) with φ(x˜1) and φ(x˜2) then return to the branch and bound algorithm.
◦ If (P ′re) is infeasible, update the upper bound, the best current solution and
return to the branch and bound algorithm.
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5. Continue the branch and bound process until the convergence.
Numerical experiments in the next section show the efficiency of the proposed algo-
rithms.
3.5 Computational results
The algorithms are coded in C and run on a PC equipped with Window 7 Intel(R)
Core(TM) i5-2540M CPU 2.60GHz, 8.00 Go RAM. To solve the convex quadratically
constrained linear/quadratic programs, we use CPLEX solver version 12.4.
We have tested four algorithms on the set of data used in [108]. The portfolio selection
consists of (n−1) risky and one riskless assets (the riskless asset corresponds to the nth-asset
in the portfolio decision). The mean and covariance of (n− 1) risky assets were estimated
from daily closing prices of S&P 500 stocks (for the tests with n ≤ 101, we chose the first
(n − 1) stocks, alphabetically by ticker, with a full year of data from January 9, 1998 to
January 8, 1999 ; for n > 101, the first (n − 1) stocks were chosen with the data from
January 01, 2005 to January 01, 2007). The mean of riskless asset is set to be 0.1.
The results presented in the table 3.1 have been computed using the values
wi = 1/n, ∀i = 1, . . . , n
α1i = α
2
i = αi = 0.01, ∀i = 1, . . . , n− 1, α1n = α2n = αn = 0
βi = 0.1/(n− 1), ∀i = 1, . . . , n− 1, βn = 0
si = 5βi, ∀i = 1, . . . , n− 1, sn = 0.5
λi = 0.5, ∀i = 1, . . . , n.
We have tested Algorithm 1 (denoted DCA), Algorithm 2 (denoted DCA-BB), Algo-
rithm 3 (denoted DCA for 01 model) and Algorithm 4 (denoted DCA-BB for 01 model)
also the branch and bound algorithm without DCA (denoted BB). The tolerance ε for
stopping DCA is equal to 10−8. The stopping criteria of the branch and bound algorithm
(with DCA or without DCA) is either the CPU time (in seconds) is greater than 1 hour
or the difference between the best upper bound and the best lower bound is smaller than
 := 10−8. In our numerical tests, two hybrid algorithms and the BB algorithm always
provide an -optimal solution. In Table 3.1, the number of iterations for each algorithm as
well as the -optimal values found by BB, DCA-BB, ”DCA-BB for 01 model” and the CPU
time are presented. The values obtained by DCA are shown in the same table.
Comments on the numerical results.
From numerical results we observed that
• DCA and ”DCA for 01 model” provide usually a good approximation of the optimal
solution within a very short running time (less than 5 seconds) and the number of
iterations of DCA and ”DCA for 01 model” are less than 5.
• The combined algorithms DCA-BB and ”DCA-BB for 01 model” (in which the num-
ber of restarting DCA is less than 10) provide the same optimal values in comparison
with the classical branch and bound algorithm (BB) within a bit larger CPU time
when n ≤ 161. However, in the last four cases, when n = 171, 181, 191, 201, res-
pectively, we can observe the performance of DCA when combining it with BB : it
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Table 3.1 – Minimize Transaction costs
greatly reduces the number of iterations of the branch-and-bound process and the
computation time of BB (without DCA) is really more expensive.
3.6 Conclusion
In this chapter, we have rigorously studied the model and solution methods for solving
a hard portfolio selection problem where the total transaction cost function is nonconvex,
discontinuous. Attempting to use DC programming and DCA, an efficient approach in
nonconvex programming, in the first approach, we have constructed an appropriate DC
approximation of the objective function, and then investigated a DCA scheme for solving
the resulting DC program. The DCA based algorithm is quite simple : at each iteration
we have to minimize a linear function under linear constraints and one convex quadratic
constraint for which the powerful CPLEX solver can be used. To get a global minimizer
of the original problem we combined DCA with a Branch and Bound scheme. The way to
compute lower bounds leads to the same type of convex subproblems in DCA, say linear
program with additional one convex quadratic constraint.
In the second approach, by introducing binary variables, we transformed the original
problem into a nonconvex mixed zero-one program, and based on DC programming and
DCA and penalty techniques, the solution method for the resulting problem has been deve-
loped. In this approach, CPLEX solver was used for minimizing a quadratically constrained
quadratic program. A hybrid algorithm DCA-BB for solving 0-1 model was also proposed.
The computational aspects of the proposed approaches show the efficiency of DCA, its
inexpensiveness and also the positive influence of DCA on branch and bound algorithm,
specially for large-scale problems.
Chapitre 4
Programmation line´aire
multi-objectif en variables mixtes
ze´ro-un
Dans ce chapitre nous pre´sentons une nouvelle me´thode qui peut eˆtre conside´re´e comme
une ge´ne´ralisation de la me´thode de Benson pour la re´solution exacte du proble`me line´aire
multi-objectif en variables mixtes ze´ro-un.
4.1 Introduction
A multiobjective mixed 0-1 linear program with p objective functions (p ≥ 2) has the
following form : 
min f(x) := (f1(x), . . . , fp(x)) = Cx
s.t. Ax 5 b,
xi ≥ 0,∀i = 1, . . . , n,
xj ∈ {0, 1}, j ∈ J.
(P )
with fk(x) = c
T
k x, k = 1, . . . , p, the decision matrix C ∈ Rp×n having cTk as kth-row vectors,
A ∈ Rm×n, b ∈ Rm, J ⊂ {1, . . . , n} and componentwise orders in Rp are defined as follows :
let y1, y2 ∈ Rp,
y1 5 y2 or y2 = y1 if y1k ≤ y2k ∀k = 1, . . . , p
y1 ≤ y2 or y2 ≥ y1 if y1k ≤ y2k ∀k = 1, . . . , p and y1 6= y2
y1 < y2 or y2 > y1 if y1k < y
2
k ∀k = 1, . . . , p.
Define Rp= := {y ∈ Rp | y = 0} and analogously for Rp≥ and Rp>.
Let
X =
{
x ∈ Rn= | Ax 5 b, xj ∈ {0, 1}, ∀j ∈ J
}
.
X is called feasible set of (P ).
The outcome set Y of (P ) is defined by Y := {y ∈ Rp | y = Cx, x ∈ X}. Assume that
no feasible solution minimizes simultaneously all objectives.
Let x∗ ∈ X be a feasible solution of the (P ) and let y∗ = Cx∗.
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Definition 4.1 [39] x∗ is called efficient solution or Pareto optimal of (P ) if there is
no other feasible solution x ∈ X such that Cx ≤ Cx∗. If x∗ is efficient, y∗ = Cx∗ is called
nondominated point. If x1, x2 ∈ X are such that Cx1 ≤ Cx2, we say that x1 dominates x2
and Cx1 dominates Cx2. If Cx1 = Cx2, x1 and x2 are equivalent. The set of all efficient
solutions x∗ ∈ X is denoted by XE and is called the efficient set. The set of all nondominated
points y∗ = Cx∗ ∈ Y, where x∗ ∈ XE , denoted by YN and is called the nondominated set.
x∗ is called weakly efficient solution if there is no x ∈ X such that Cx < Cx∗. The set
of all weakly efficient solutions and weakly nondominated points are denoted by XwE and
YwN respectively.
It is known that for multiobjective linear programming problems
min{Cx | Ax 5 b, x = 0},
the set of efficient solutions is exactly the set of solutions of the linear programs
min
{
p∑
k=1
λkc
T
k x | Ax 5 b, x = 0
}
,
where
p∑
k=1
λk = 1, λk > 0, k = 1, . . . , p, (see e.g. [66]). But the discrete structure of (P )
makes this result invalid for solving (P ). For problem (P ), an optimal solution of the
following mixed zero-one linear program
min
{
p∑
k=1
λkc
T
k x | x ∈ X
}
,
with
p∑
k=1
λk = 1, λk > 0, k = 1, . . . , p, is called supported efficient solution. The other ef-
ficient solutions of (P ), which are not optimal for any weighted sum of the objectives,
are called nonsupported ( or unsupported) efficient solutions. There are usually many more
nonsupported efficient solutions than supported efficient solutions in numerical results (see
e.g. [153]). In addition, numerical results presented in [153] show that the numbers of
supported efficient solutions grows linearly with the problem size while the number of non-
supported ones grows exponentially. Moreover, the existence of the nonsupported solutions
causes essentially the difficulty of (P ).
If x∗ is a supported efficient solution then y∗ = Cx∗ is called supported nondominated
point. The set of all supported efficient points and supported nondominated points are
denoted by XsE and YsN , respectively. All supported nondominated points are located on
the boundary of the convex hull of Y (convY). The set of all nonsupported efficient points
is denoted by XnE . Nonsupported nondominated points YnN are located in the interior of
convY.
In the context of solution methods for multiobjective mixed 0-1 linear programs, there
are exact methods and approximation methods (heuristic and metaheuristic). The most
commonly used techniques to find efficient solutions is scalarization, i.e., the transformation
of the multiobjective problem into a single objective problem (except evolutionary and
genetic algorithms which directly evaluate objective function vector y = Cx), see e.g.
[40] for a discussion of scalarization techniques for multiobjective integer programming
problems. Other methods which do not use scalarization techniques comprise, e.g., the
work of [17,18], multiobjective branch and bound methods presented in [113,153].
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We summarize below some of common scalarization techniques that have been proposed
in the literature.
The weighted sum method : The scalarization of this method is a convex combination
of the p objective functions where the feasible set is unchanged :
min
{
p∑
k=1
λkc
T
k x = λ
T (Cx) | x ∈ X
}
. (4.1)
It is well known that if λ ∈ Rp> then an optimal solution of (4.1) is efficient. However, for
multiobjective mixed 0-1 linear problems, as the feasible set X is not convex, there exists
(may be many) efficient solutions to which corresponding nondominated points occur in
the interior of convY ; these efficient solutions can not be found by weighted sum method
for any λ ∈ Rp>.
The ε-constraint method : In the ε-constraint method (described in detail in [27]), one
of the p objective functions is considered for minimization and the other (p− 1) objectives
are taken into constraints :
min
{
cTj x | cTk x ≤ εk, ∀k 6= j, x ∈ X
}
. (4.2)
where ε = (εk) ∈ Rp.
If the optimal solution x∗ of (4.2) is unique, it is efficient. Otherwise, it is weakly efficient
(that means there is no x ∈ X such that Cx < Cx∗). All efficient solutions can be found
by appropriated the right hand side values εk : x
∗ is efficient if and only if it is an optimal
solution of (4.2) for all j = 1, . . . , p, where εk = c
T
k x
∗, k 6= j.
Benson’s method : This method (presented in [13] for maximizing multiobjective linear
problem) is closed related to the ε-constraint method. Given x0 a feasible solution. The
scalarized problem is formulated as
max
{
p∑
k=1
zk | cTk x0 − zk − cTk x = 0, ∀k, z ≥ 0, x ∈ X
}
. (4.3)
The x-component of an optimal solution (x∗, z∗) of (4.3) is efficient and all efficient solutions
can be found.
The augmented weighted Chebychev method : This is a very popular method in interac-
tive procedures [147] which considers the distance of a feasible point Cx in criterion space
and the ideal point yI defined by yIk := min{cTk x | x ∈ X}.
min
x∈X
max
k=1,...,p
νk(c
T
k x− yIk) + γ
p∑
k=1
(cTk x− yIk), (4.4)
where ν > 0 is a vector of weights. If γ > 0 an optimal solution x∗ of (4.4) is efficient. In
addition, all efficient solutions can be found by appropriately specifying the parameters ν
and γ.
The approximation methods have been developed and improved in the last two decades,
usually called heuristic and metaheuristic methods (see e.g. [41]). Often heuristics are
problem-specific that means a heuristic method being used for one problem cannot work
for a different one. In contrast, metaheuristics are applicable generally to a large number
of problems. Metaheuristics include, but not limited to, genetic algorithms (see e.g. [140,
146, 160]), simulated annealing (see e.g. [120, 142, 150, 151]), tabu search (see e.g. [45, 46,
74 Programmation line´aire multi-objectif en variables mixtes ze´ro-un
55]), variable neighborhood search (see e.g. [22, 111]), evolutionary methods [135, 161],...
The success of these methods lies in the fact that they can solve in practice some hard
combinatorial problems. However, the important question of how to evaluate the quality
of approximation solutions is always proposed.
In this work we investigate a method for solving (P ) directly. This solution method
which can be considered as a generalization of Benson’s method is based also on scalari-
zation but it can be used to find all efficient solutions (like Benson’s method, unlike the
weighted sum method). This approach can be also used to easily verify whether a feasible
solution is Pareto optimal. In addition, due to our proposed method, optimizing over the
Pareto optimal set of a multiobjective mixed 0-1 linear problem can be formulated as a
mathematical programming problem.
The rest of the chapter is organized as follows. In section 4.2 we present the proposed
approach for finding an efficient solution (supported or nonsupported) of (P ). This me-
thod leads to solve only one mixed 0-1 linear program. The next section deals with two
applications of the proposed method to nurse rostering problems and planning franchise
expansion problems. The chapter will be concluded with some comments.
4.2 Methodological approach
Suppose that X 6= ∅. Given a feasible point x0 ∈ X and a positive arbitrary vector
λ ∈ Rp>. Consider the following mixed 0-1 linear program :
qλ(x
0) = min{λT (Cx− Cx0) | Cx 5 Cx0, x ∈ X} (Pλx0)
It can easily be shown that :
(i) qλ(x
0) ≤ 0, ∀x0 ∈ X , ∀λ ∈ Rp> ;
(ii) x0 ∈ X is an efficient point of (P ) if and only if the optimal value of (Pλx0) is zero,
i.e. qλ(x
0) = 0.
The following theorem shows that solving the multiobjective mixed 0-1 linear program
(P ) amounts to solving the mixed 0-1 linear programming (Pλx
0).
Theorem 4.1 Suppose that qλ(x
0) is finite. Let x∗ be an optimal solution of the mixed 0-1
linear problem (Pλx
0). Then qλ(x
∗) = 0 and x∗ is an efficient solution of the multiobjective
problem (P ).
Proof Suppose that qλ(x
0) is finite and qλ(x
0) = λT (Cx∗−Cx0). So we have : Cx∗ 5 Cx0
and
qλ(x
∗) = min{λT (Cx− Cx∗) | Cx 5 Cx∗, x ∈ X}
= min{λT (Cx) | Cx 5 Cx∗, x ∈ X} − λT (Cx∗)
≥ min{λT (Cx) | Cx 5 Cx0, x ∈ X} − λT (Cx∗) (because Cx∗ 5 Cx0)
= min{λT (Cx− Cx0) | Cx 5 Cx0, x ∈ X}+ λT (Cx0)− λT (Cx∗)
= qλ(x
0) + λT (Cx0)− λT (Cx∗) = 0.
This yields that x∗ is an efficient solution of (P ). 
From this theorem, for obtaining a Pareto optimal solution of (P ), firstly, we choose
arbitrarily a positive vector λ ∈ Rp and find a feasible solution x0 of this problem. We then
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construct the correspondingly mixed 0-1 linear program (Pλx
0). Solving the last problem
provides an efficient solution to (P ).
The approach enjoys several advantages :
1. For any given scalar vector λ > 0, the solution set of the resulting single objective is
a subset of the Pareto optimal solution set of the original multiobjective program.
2. The Pareto optimal set can be expressed by the function qλ and, as a result, optimi-
zing over the Pareto optimal set can be formulated as a mathematical programming
problem.
3. It makes possible to check if a feasible solution x0 of the multiobjective program is
Pareto optimal or not : it suffices to compute qλ(x
0) and compare it with 0 (for any
λ > 0).
4. It is worth noting that the multiobjective program can be equivalently reformulated
as maximizing the function qλ on the feasible set : this problem is NP-hard. For
example, the related problem is a concave minimization on a polyhedral convex set
if one is concerned with multiobjective linear programming. Fortunately, we have
proved that it suffices to compute qλ(x) with a feasible solution x to compute a
Pareto optimal solution.
Talking a little more about the second advantage mentioned above, let consider the
following problem of minimizing a real valued function over the efficient set of (P ) :
min{F (x) s.t. x ∈ XE} (4.5)
where F is a real valued function on Rn and XE is the efficient set of (P ). Since we can
express XE = {x ∈ X | qλ(x) = 0} where λ ∈ Rp> chosen arbitrary, (4.5) is equivalent to
min{F (x) s.t. qλ(x) = 0, x ∈ X} (4.6)
The problem of maximizing over the efficient set of a multiobjective linear program was
studied in [95,96].
4.3 Applications
In this section, we present two applications of the proposed method for solving nurse
rostering and planning franchise expansion problems. These problems are firstly formulated
as multiobjective mixed 0-1 linear programs and then one Pareto optimal will be found
based on the above method.
4.3.1 Nurse rostering problems
Staff scheduling has been extensively studied by many researchers for more than 40
years [28,42]. This type of problem could be understood as assigning employees to shifts over
a scheduling period such that certain constraints are satisfied. Nurse rostering is a resource-
allocation problem, in which the workload needs to be assigned to nurses periodically, taking
into account a number of constraints and requirements. There are two types of constraints :
hard and soft constraints. Hard constraints are those that must be satisfied in order to
have a feasible schedule. They are often generated by physical resource restrictions and
legislation. When requirements are desirable but not obligatory, they are referred to soft
constraints. The objective of nurse rostering problems is to minimize the value of deviations
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of these soft constraints. Hence it can be formulated as a multiobjective mathematical
programming problem.
In the literature, a wide variety of methodologies and models have been developed to
deal with the nurse rostering problem. An overview of the area can be found in some survey
papers [24, 28]. There are two main classes of algorithms : exact algorithms (using integer
programming (IP) [9, 51]) and (meta)heuristics (using genetic algorithms, tabu search,
variable neighborhood search, simulated annealing,..., see [41]). Some other algorithms
(see e.g, [23, 25]) combine these two approaches. However, to reduce complexity, almost
authors avoid directly treating the multiobjective program.
We first describe below the nurse rostering problem then formulate three benchmark
problems as multiobjective mixed zero-one linear programs. The proposed approach in
section 4.2 will be used to find an efficient solution for each problem.
Problem description and mathematical formulation
The nurse rostering problems involve usually four types of shifts : Early(E), Day(D),
Late(L) and Night(N). Some hard constraints as follows must be satisfied by all feasible
solutions :
• HC1 : Daily coverage requirement of each shift type ;
• HC2 : For each day, a nurse may not start more than one shift ;
• HC3 : Maximum number of total working days during the period ;
• HC4 : Maximum number of night shifts during the period ;
• HC5 : Maximum number of consecutive night shifts ;
• HC6 : Maximum number of consecutive working days ;
• HC7 : Minimum number of free days after a series of night shifts ;
• HC8 : Maximum number of on-duty weekends during the period ;
• HC9 : No night shift before a free weekend.
In addition, beside the personal demands, the problem has some soft constraints which
should be satisfied as much as possible :
• SC1 : No single night shift ;
• SC2 : No stand-alone shift ;
• SC3 : No single shift in weekends (complete weekend) ;
• SC4 : Avoid a single day off ;
• SC5 : Maximum/minimum number of shifts per week ;
• SC6 : Stint length of consecutive working days for each nurse.
Note that according to practical situations, one can exchange or add more some soft
constraints and hard constraints.
We address three benchmark problems originally provided by ORTEC, an international
consultancy company specializing in planning, optimization and decision support solutions.
They are called ”GPost”, ”GPostB” and ”ORTEC01” (see http://www.cs.nott.ac.uk/
~tec/NRP/index.html).
”GPost” is a small problem for eight nurses across a rostering period of exactly four full
weeks. There are only two nurse contracts, full time (who works 36 hours/week) and part
time (who works 20 hours/week) and two shift types, day(D) and night(N). For each day,
we need 3 day shifts and 1 night shift. ”GPostB” is a relaxation of ”GPost” without the
request on the first two days (which is described by the constraint HC0 in the model).
”ORTEC01” is a larger problem for 16 nurses for 31 days of January 2003. There are
four shift types : Early(E), Day(D), Late(L) and Night(N). For E, D, L shifts, we need 3
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Hard constraint GPost/GPostB ORTEC01
HC1 (depends on each problem)
HC2 1 1
HC3 + for 36 hours/week contract 18 20
+ for 32 hours/week contract 18
+ for 20 hours/week contract 10 11
HC4 4 3
(in 5 weeks)
HC5 3 3
HC6 6 6
HC7 2 2
HC8 2 of 3 3
consecutive WK (in 5 weeks)
Table 4.1 – Hard constraints
shifts for each type on each day from Monday to Friday and we need 2 shifts for each type
on Saturday and Sunday, while each day there starts only 1 N shift.
The set of rostering rules can be described in Table 4.1 and Table 4.2.
Mathematical formulation :
We use the notations mentioned in Table 4.3.
Decision variables xi,j,k where i ∈ I, i ∈ J, k ∈ K are defined by :
xi,j,k =
{
1 if nurse i is assigned shift k for day j,
0 otherwise.
We introduce nonnegative slack variables sli,j which represent the violation of soft
constraints (for SC1 to SC4 and SC8) or the deviation from the preferred range of soft
constraints (for SC5 to SC7).
For example :
• For SC1 (No single night shift), slack variables s1i,j are introduced, we have the
following constraints :
xi,1,k∗ − xi,2,k∗ − s1i,1 ≤ 0 ∀i ∈ I,
− xi,j,k∗ + xi,j+1,k∗ − xi,j+2,k∗ − s1i,j ≤ 0 ∀i ∈ I, ∀j ∈ {1, . . . , |J | − 2}.
If SC1 is satisfied for nurse i on day j then s1i,j = 0. Otherwise, s
1
i,j = 1.
• For SC5, slack variables s5i,t and s6i,t are introduced for nurse i to tth-week in the
period (i ∈ I).
The constraint SC5 for nurses who work with full-time contract (I1) in the second
week can be expressed as :
w2∑
j=w2−6
∑
k∈K
xi,j,k − s5i,2 ≤ 5 ∀i ∈ I1,
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Soft constraint Preferred range
SC5 Number of shifts per (full) week
(from Monday to Sunday)
+ for 36 or 32 hours/week contract 4 to 5
+ for 20 hours/week contract 2 to 3
SC6 Stint length
+ for 36 or 32 hours/week contract 4 to 6
+ for 20 hours/week contract 2 to 3
(SC7 and SC8 concern ORTEC01)
SC7 Series of E or L shifts 2 to 3
SC8 Avoid : E shift follows D/L shift
Avoid : N shift follows E shift
Avoid : D shift follows L shift
Table 4.2 – Soft constraints
I = I1 ∪ I2 set of indices of available nurses
I1 : set of indices of full-time nurses
I2 : set of indices of part-time nurses
GPost/GPostB I1 = {1, 2, 3, 4}, I2 = {5, 6, 7, 8}
ORTEC01 I1 = I11 ∪ I12
I11 = {1, . . . , 12}, indices of nurses for 36 hours/week contract
I12 = {13}, index of nurses with 32 hours/week contract
I2 = {14, 15, 16},
J set of indices of days in the scheduling period
For GPost/GPostB : J = {1, . . . , 28}
For ORTEC01 : J = {1, . . . , 31}
K set of shift types, k∗ designs for N shift
For GPost/GPostB : K = {1(D), 2(N)}, k∗ = 2
For ORTEC01 : K = {1(E), 2(D), 3(L), 4(N)}, k∗ = 4
W set of indices of Sunday in the scheduling period
For GPost/GPostB : W = {w1, w2, w3, w4} = {7, 14, 21, 28}
For ORTEC01 : W = {w1, w2, w3, w4} = {5, 12, 19, 26}
dk,j requirement about shift k on day j, k ∈ K, j ∈ J
Table 4.3 – Notations
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w2∑
j=w2−6
∑
k∈K
xi,j,k + s
6
i,2 ≥ 4 ∀i ∈ I1.
If the constraint SC5 is satisfied for nurse i ∈ I1 then s5i,2 = 0, s6i,2 = 0. Otherwise,
for instance, nurse i works just on 2 days during second week then s5i,2 = 0, s
6
i,2 = 2.
We present now hard and soft constraints for ”GPost” and ”GPostB”.
Constraints for GPost/GPostB :
HC1
∑
i∈I
xi,j,k = dk,j ∀j ∈ J, k ∈ K; (4.7)
HC2
∑
k∈K
xi,j,k ≤ 1 ∀i ∈ I, j ∈ J ; (4.8)
HC3
∑
j∈J
∑
k∈K
xi,j,k ≤ mi ∀i ∈ I; (4.9)
HC4
∑
j∈J
xi,j,k∗ ≤ n1 ∀i ∈ I; (4.10)
HC5
r+3∑
j=r
xi,j,k∗ ≤ 3 ∀i ∈ I, r ∈ {1, . . . , |J | − 3}; (4.11)
HC6
r+6∑
j=r
∑
k∈K
xi,j,k ≤ 6 ∀i ∈ I, r ∈ {1, . . . , |J | − 6}; (4.12)
HC7 xi,j,k∗ −
∑
k 6=k∗
xi,j+1,k +
∑
k 6=k∗
xi,j+2,k ≤ 1 (4.13)
∀i ∈ I, ∀j ∈ {1, . . . , |J | − 2};
xi,j,k∗ +
∑
k 6=k∗
xi,j+1,k −
∑
k 6=k∗
xi,j+2,k ≤ 1 (4.14)
∀i ∈ I, ∀j ∈ {1, . . . , |J | − 2};
xi,j,k∗ +
∑
k 6=k∗
xi,j+1,k +
∑
k 6=k∗
xi,j+2,k ≤ 2 (4.15)
∀i ∈ I, ∀j ∈ {1, . . . , |J | − 2}; (4.16)
HC8
r+2∑
t=r
∑
k∈K
xi,wt,k ≤ 2 ∀i ∈ I, r ∈ {1, 2}; (4.17)
HC9 xi,wt−2,k∗ −
∑
k∈K
(xi,wt−1,k + xi,wt,k) ≤ 0 ∀i ∈ I, t ∈ {1, 2, 3, 4}; (4.18)
SC1 xi,1,k∗ − xi,2,k∗ − s1i,1 ≤ 0 ∀i ∈ I; (4.19)
− xi,j,k∗ + xi,j+1,k∗ − xi,j+2,k∗ − s1i,j ≤ 0 (4.20)
∀i ∈ I, ∀j ∈ {1, . . . , |J | − 2};
SC2
∑
k∈K
xi,1,k −
∑
k∈K
xi,2,k − s2i,1 ≤ 0 ∀i ∈ I; (4.21)
−
∑
k∈K
xi,j,k +
∑
k∈K
xi,j+1,k −
∑
k∈K
xi,j+2,k − s2i,j ≤ 0 (4.22)
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∀i ∈ I; ∀j ∈ {1, . . . , |J | − 2};
SC3
∑
k∈K
xi,wt−1,k −
∑
k∈K
xi,wt,k − s3i,t ≤ 0 ∀i ∈ I, t ∈ {1, 2, 3, 4}; (4.23)
−
∑
k∈K
xi,wt−1,k +
∑
k∈K
xi,wt,k − s3i,t ≤ 0 ∀i ∈ I, t ∈ {1, 2, 3, 4}; (4.24)
SC4 −
∑
k∈K
xi,1,k +
∑
k∈K
xi,2,k − s4i,1 ≤ 0 ∀i ∈ I; (4.25)∑
k∈K
xi,j,k −
∑
k∈K
xi,j+1,k +
∑
k∈K
xi,j+2,k − s4i,j ≤ 1 (4.26)
∀i ∈ I, ∀j ∈ {1, . . . , |J | − 2};
SC5
wt∑
j=wt−6
∑
k∈K
xi,j,k − s5i,t ≤ 5 ∀i ∈ I1, t ∈ {1, 2, 3, 4}; (4.27)
wt∑
j=wt−6
∑
k∈K
xi,j,k − s5i,t ≤ 3 ∀i ∈ I2, t ∈ {1, 2, 3, 4}; (4.28)
−
wt∑
j=wt−6
∑
k∈K
xi,j,k − s6i,t ≤ −4 ∀i ∈ I1, t ∈ {1, 2, 3, 4}; (4.29)
−
wt∑
j=wt−6
∑
k∈K
xi,j,k − s6i,t ≤ −2 ∀i ∈ I2, t ∈ {1, 2, 3, 4}; (4.30)
SC6 3
∑
k∈K
xi,1,k − 3
∑
k∈K
xi,2,k − s7i,1 ≤ 0 ∀i ∈ I1; (4.31)
3
∑
k∈K
xi,1,k −
∑
k∈K
xi,2,k − 2
∑
k∈K
xi,3,k − s7i,1 ≤ 0 ∀i ∈ I1; (4.32)
3
∑
k∈K
xi,1,k −
r=4∑
r=2
∑
k∈K
xi,r,k − s7i,1 ≤ 0 ∀i ∈ I1; (4.33)
3
∑
k∈K
(−xi,j,k + xi,j+1,k)− 3
∑
k∈K
xi,j+2,k − s7i,j+1 ≤ 0; (4.34)
∀i ∈ I1,∀j ∈ {1, . . . , |J | − 4};
3
∑
k∈K
(−xi,j,k + xi,j+1,k)−
∑
k∈K
xi,j+2,k − 2
∑
k∈K
xi,j+3,k − s7i,j+1 ≤ 0; (4.35)
∀i ∈ I1, ∀j ∈ {1, . . . , |J | − 4};
3
∑
k∈K
(−xi,j,k + xi,j+1,k)−
r=4∑
r=2
∑
k∈K
xi,j+r,k − s7i,j+1 ≤ 0; (4.36)
∀i ∈ I1, ∀j ∈ {1, . . . , |J | − 4};
j+3∑
r=j
∑
k∈K
xi,r,k − s8i,j ≤ 3 ∀i ∈ I2, j ∈ {1, . . . , |J | − 3}. (4.37)
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For GPost, the request on the first two days is presented by the constraint (HC0) below :
HC0

x1,1,1 = 1;
x1,2,1 = 1;
x3,1,1 = 1;
x3,2,1 = 1;
x4,1,2 = 1;
x4,2,2 = 1;
x5,1,1 = 1;
x5,2,1 = 1.
For ORTEC01, (HC0) will be replaced by (HC0∗) :
HC0∗
{
x10,j,3 = 0 ∀j ∈ J ;
x1,6,2 = 1.
For ORTEC01, we replace (4.17) with (4.38) :
HC8∗
4∑
t=1
∑
k∈K
xi,wt,k ≤ 3 ∀i ∈ I (4.38)
And the constraints from (4.27) to (4.30) will be replaced with the following constraints :
SC5∗
w1∑
j=1
∑
k∈K
xi,j,k − s5i,1 ≤ gi1 ∀i ∈ I; (4.39)
wt∑
j=wt−6
∑
k∈K
xi,j,k − s5i,t ≤ git ∀i ∈ I, t ∈ {2, 3, 4}; (4.40)
31∑
j=w4
∑
k∈K
xi,j,k − s5i,5 ≤ gi5 ∀i ∈ I; (4.41)
−
w1∑
j=1
∑
k∈K
xi,j,k − s6i,1 ≤ −hi1 ∀i ∈ I; (4.42)
−
wt∑
j=wt−6
∑
k∈K
xi,j,k − s6i,t ≤ −hit ∀i ∈ I, t ∈ {2, 3, 4}; (4.43)
−
31∑
j=w4
∑
k∈K
xi,j,k − s6i,5 ≤ −hi5 ∀i ∈ I; (4.44)
where git, hit are maximum/minimum number of shifts per t
th-week for nurse i. In addition,
for ORTEC01, we consider also soft constraints SC7, SC8 below :
SC7
j+3∑
r=j
xi,r,k − s9i,j,k ≤ 3 ∀i ∈ I, j ∈ {1, . . . , |J | − 3}, k ∈ {1, 3}; (4.45)
xi,1,k − xi,2,k − s10i,1,k ≤ 0 ∀i ∈ I, ∀k ∈ {1, 3}; (4.46)
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− xi,j,k + xi,j+1,k − xi,j+2,k − s10i,j,k ≤ 0 (4.47)
∀i ∈ I, ∀j ∈ {1, . . . , |J | − 2}, ∀k ∈ {1, 3};
SC8 xi,j,2 + xi,j+1,1 − s11i,j,1 ≤ 1 ∀i ∈ I, ∀j ∈ {1, . . . , |J | − 1}; (4.48)
xi,j,1 + xi,j+1,4 − s11i,j,2 ≤ 1 ∀i ∈ I, ∀j ∈ {1, . . . , |J | − 1}; (4.49)
xi,j,3 + xi,j+1,1 − s11i,j,3 ≤ 1 ∀i ∈ I, ∀j ∈ {1, . . . , |J | − 1}; (4.50)
xi,j,3 + xi,j+1,2 − s11i,j,4 ≤ 1 ∀i ∈ I, ∀j ∈ {1, . . . , |J | − 1}; (4.51)
Target functions : let x be the vector of size n containing all decision variables xi,j,k
and slack variables sli,j . The target functions are defined by :
g1(x) =
∑
i∈I
∑
j
s1i,j ; g2(x) =
∑
i∈I
∑
j
s2i,j ;
g3(x) =
∑
i∈I
∑
t
s3i,t; g4(x) =
∑
i∈I
∑
j
s4i,j ;
g5(x) =
∑
i∈I
∑
t
(s5i,t + s
6
i,t); g6(x) =
∑
i∈I1
∑
j
s7i,j ;
g7(x) =
∑
i∈I2
∑
j
s8i,j ; g8(x) =
∑
i∈I
∑
j
∑
k∈{1,3}
s9i,j,k;
g9(x) =
∑
i∈I
∑
j
∑
k∈{1,3}
s10i,j,k; g10(x) =
∑
i∈I
∑
j
4∑
r=1
s11i,j,r.
The nurse rostering problems ”GPost”, ”GPostB”, ”ORTEC01” can be formulated as :
min F1(x) = (g1(x), . . . , g7(x))
s.t. (HC0)− (HC9),
(SC1)− (SC6).
(GPost)

min F2(x) = (g1(x), . . . , g7(x))
s.t. (HC1)− (HC9),
(SC1)− (SC6).
(GPostB)

min F3(x) = (g1(x), . . . , g10(x))
s.t. (HC1)− (HC7),
(HC8∗), (HC9),
(SC1)− (SC5∗),
(SC6)− (SC8).
(ORTEC01)
Since gi (i = 1, . . . , 11) are linear functions, these problems are multiobjective mixed
0-1 linear programs that can be rewritten as
min{Cx, s.t. x ∈ X}, (NRP)
where C ∈ Rp×n is the matrix whose ith row verifies Cix = gi(x), i = 1, . . . , p and X is the
feasible set.
The size of these problems is presented in Table 4.4.
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Computational results
We have written the code in C and implemented these codes on a PC equipped with
Window 7 Intel(R) Core(TM) i5-2540M CPU 2.60GHz, 8.00 Go RAM. CPLEX version
12.4 is used for solving mixed 0-1 linear programming subproblems.
Calculated time for finding an efficient solution of ”GPost”, represented in Table 4.5, is
23 mins approximately.
Calculated time for finding an efficient solution of ”GPostB”, represented in Table 4.6,
is 21 mins approximately.
Calculated time for finding an efficient solution of ”ORTEC01”, represented in Table
4.7, is 35 mins approximately.
Problem Objectives Variables 01 variables Constraints
GPost 7 1368 448 2528
GPostB 7 1368 448 2520
ORTEC01 10 7792 1984 9684
Table 4.4 – Problem size
S M T W T F S S M T W T F S S M T W T F S S M T W T F S S
N1 D D D D D D D N N N D D D D D D D D
N2 D D D D D D D D D D D D D D D N N N
N3 D D D D D N N D D D D N N D D D D D
N4 N N D D D D D D D D D D D N N D D D
N5 D D D D D N N N D D
N6 D D D N N D D D N N
N7 N N N D D D D D D D
N8 N N D D N N D D D D
Table 4.5 – GPost
S M T W T F S S M T W T F S S M T W T F S S M T W T F S S
N1 D D N N D D D D D D D D D N N D D D
N2 D D D D D D N N N N D D D D D D D D
N3 D D D D D D D D D D D D N N D D N N
N4 D D D D D D D D D D N N N D D D D D
N5 D D D D D D D N N N
N6 D D N N N D D D D D
N7 N N N D D D D D D D
N8 N N N N D D D D D D
Table 4.6 – GPostB
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S W T F S S M T W T F S S M T W T F S S M T W T F S S M T W T F
N1 D D D D D N N N E D D D D E E E D L L
N2 D D L D D E E D D L L D D D D D L N N E
N3 E E E D D D E D L L L E E L L E E D D
N4 L L N N N D L L D D E L L E L L L D D E
N5 L L L D E E L L N N E E E E E L L L E L
N6 E E L N N D D E E D E L L L L L E D L L
N7 E E E L L D E D E E E E L L L D D L L N
N8 L L E E L L D D N N E D D L L D D L L L
N9 L E E D E E E L D D D D D D N N N E E
N10 E E D D D N N D D E E D E E E E D D D
N11 E E D E E E L E E E N N N E D D D D E D
N12 D D L L E L D D L D D L D L L D D E E E
N13 E E L L L E E L L E E E E L L N N
N14 L L E L L D E N N L L
N15 D D L L L L L N N D D
N16 N N L L L L D D E E E
Table 4.7 – ORTEC01
4.3.2 Facility location
In the past 40 years, there has been a tremendous growth in franchise systems. 70
different industries use the franchising business model and according to the International
Franchising Association the sector earns more than $1.5 trillion in revenues each year
( [65]). Franchising is a business model in which many different owners share a single
brand name. A parent company (a franchisor) allows entrepreneurs (franchisees) to use
the company’s strategies and trademarks ; in exchange, the franchisee pays an initial fee
plus royalties based on his or her revenue (equals to a certain percentage of the store’s
monthly or yearly sales). For example, the initial fee to open a Hilton hotel is over $85000
and Intercontinental Hotels Group (IHG) franchisees are required to pay the company 5%
of their yearly sales. As part of the franchising agreement, the franchisor also provides the
franchisee with training and support as well as regional and/or national advertising. A
discussion of the promises and problems of franchising is given in [64].
The objective of the franchisor is to maximize system-wide market coverage in such a
way that each individual franchisee has sufficient demand to obtain normal profits ( [159])
because the franchisor’s system revenue will be increased, while the goal of the franchisee,
on the other hand, is to maximize his or her individual market share. The introduction
of new franchisees into an existing franchise network may cause conflict ( [49, 69, 159]).
For example, the new franchisees would be interested in locations that attract a maximum
number of customers from existing stores and competing stores. However, the existing
franchisees would not agree to a plan that reduces their revenue. Although frequently the
franchisor ultimately makes the decisions but in the franchisor’s long-term profitability and
to maintain a mutually beneficial relationship, the rationalization of given decisions is very
important.
Several works in the literature study the problem of locating franchisees. In order to de-
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sign franchise network, the authors of [31] presented a multiobjective integer programming
model in which three objectives were considered : maximizing the total number of outlets
to be sited in attempt to maximize total market share ; maximizing the total demand wi-
thin the threshold of an outlet (these two first objectives for the franchisor were presented
in [159]) ; minimizing the total demand within the range of service of more than one outlet.
An approach for generating a set of non-inferior (efficient solutions) was proposed.
The authors of [69] discussed about the conflict appearing in the franchise expansion.
They then introduced a model for locating a new store on existing franchisees. [49] also
considered this conflict and presented three 0-1 linear programming models to maximize
the corresponding revenues of the franchisor, existing franchisees and new franchisees. A
feasible space reduction method was used to solve the multiobjective problem.
The paper [74] deals with the problem of locating new franchisees in a region which
already has some franchisees and other competing stores by using a multiobjective 0-1
linear programming model for making trade-offs. The STEP method (STEM) (developed
in [12]) which is considered as a feasible region reduction method, was applied to reach a
compromise solution.
In this work, we are interested in the problem of locating new franchisees into an existing
franchise network with the multiobjective 0-1 linear model being introduced and solved
in [74]. In the following, we describe the facility location problem and its mathematical
formulation, then we use the method being proposed in section 4.2 for finding an efficient
solution of the facility location problem. Computational results are reported at the end of
the section.
Problem description and its mathematical formulation
Let the region in which the franchisees are to be located be divided into zones. The
distance between every pair of zones should be obtained. We use the notations below :
S set of zones considered
E set of zones with existing franchisees
T set of zones with competing stores
R set of all zones excluding E and T , E ∩ T = ∅, R = S \ (E ∪ T )
ai population of zone i, i ∈ S
dij distance between pair of zones i, j ∈ S
Sik distance from zone i to its k
th closest store before the introduction of
new franchisees
bik fraction of demand from zone i which receives service from the k
th closest store,∑m
k=1 bik = 1, ∀i ∈ S
(m is the maximum number of facilities and in most of real situations
bik = 0, ∀k > 2)
Suppose that the zones are designed such that each zone contains no more than one
competing store or one existing franchisee. A franchisor seeks to locate new franchisees in
this region. New stores may be located in any zone in R. Assume that the customers are
more likely to patronize stores that are closer to them. In reality, customers may patronize
their closest, or the second closest, or the kth closest facility. This situation may be arisen
if the closest store is busy, or if the customer prefers the second closest due to the store’s
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reputation, prices, quality of service, or other reasons. For all problems discussed in a later
section, we assume that 70% of demand from a zone is satisfied by the closest store and the
remaining 30% is satisfied by the next closest store, i.e., m = 2, bi1 = 0.7, bi2 = 0.3, ∀i ∈ S.
When new franchisees are introduced, some customers who patronized existing fran-
chisees or competing stores are attracted maybe to the new franchisees. It severely affects
the revenue of existing franchisees and a conflict occurs. Hence, the franchisor should also
consider to minimize the conflict system in the franchise expansion process.
The following objectives are considered :
1. Maximizing the number of customers attracted from competing stores and existing
franchisees.
2. Maximizing the number of customers who visit the franchisor’s outlets.
3. Minimizing the number of customers attracted from the existing franchisees.
4. Minimizing the number of customers lost from each of the existing franchisees.
To formulate the location problem, the 0-1 decision variables are introduced :
xijk =

1 if any customers in zone i visit store in zone j
which is the kth closest store,
0 otherwise,
where i ∈ S, j ∈ S, k = 1, . . . ,m.
The following model is constructed :

max z1 =
∑
i∈T∪E
∑
j∈R
m∑
k=1
cijkxijk
max z2 =
∑
i∈T
∑
j∈R
m∑
k=1
cijkxijk
min z3 =
∑
i∈E
∑
j∈R
m∑
k=1
cijkxijk
min zi+3 =
∑
j∈R
m∑
k=1
cijkxijk, i ∈ E
s.t.
∑
j∈S
xijk = 1, ∀i ∈ S, k = 1, . . . ,m,
xjj1 ≥
m∑
k=1
xijk, ∀i, j ∈ S, i 6= j,∑
j∈S
xj,j,1 = r,
xjj1 = 1, ∀j ∈ E ∪ T,
xijk ∈ {0, 1}, ∀i, j ∈ S, k = 1, . . . ,m,
(4.52)
where r is the sum of the number of competing, existing stores and new stores to be
established, and
cijk =

aibik if dij < Sik,
aibik
2
if dij = Sik,
0 if dij > Sik.
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The problem (4.52) can be rewritten as follows :
min z = (−z1,−z2, z3, zi+3), i ∈ E
s.t.
∑
j∈S
xijk = 1,∀i ∈ S, k = 1, . . . ,m,
xjj1 ≥
m∑
k=1
xijk,∀i, j ∈ S, i 6= j,∑
j∈S
xj,j,1 = r,
xjj1 = 1,∀j ∈ E ∪ T,
xijk ∈ {0, 1}, ∀i, j ∈ S, k = 1, . . . ,m.
(4.53)
In this problem, the number of considered zones is n := |S| and the number of existing
franchisees is n′ := |E|. Denoted by m the maximum number of facilities, then the number
of variables is N = n2m, the number of constraints is n(m+n−1)+n′+1 and the number of
objective functions is p = 3 +n′. This is a multiobjective 0-1 linear programming problem.
According to the theorem 4.1, solving (4.53) leads to solving one 0-1 linear program of
the form (Pλx
0), with x0 ∈ X where
X =

x ∈ RN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
j∈S
xijk = 1, ∀i ∈ S, k = 1, . . . ,m,
xjj1 ≥
m∑
k=1
xijk,∀i, j ∈ S, i 6= j,∑
j∈S
xj,j,1 = r,
xjj1 = 1,∀j ∈ E ∪ T,
xijk ∈ {0, 1}, ∀i, j ∈ S, k = 1, . . . ,m.

(4.53) can be rewritten in the form of (P ) :
min{Cx, s.t. x ∈ X},
where C ∈ Rp×N . With x0 ∈ X and λ ∈ Rp, λ > 0 chosen arbitrarily, we solve the following
0-1 linear programming problem :
min{λT (Cx− Cx0) | Cx ≤ Cx0, x ∈ X}.
Each solution of the last 0-1 linear program is an efficient solution of (4.53).
Computational results
We have written the computer codes in C and implemented on a PC equipped with
Window 7 Intel(R) Core(TM) i5-2540M CPU 2.60GHz, 8.00 Go RAM. CPLEX 12.4 solver
is used for solving 0-1 linear programming problems.
The data for testing problem (4.53) was derived from [31]. Table 4.8 and Table 4.9 show
the distance between every pair of zones and the population of each zone in the region.
Six models were considered as shown in Table 4.10. The number of new franchisees to
be located is 1. The numbers of constraints and variables depend on the number of sites
considered for the location of the new franchisee store. The number of objectives depends
on the number of existing stores. The problem sizes of six models are shown in Table 4.11.
Finally Table 4.12 provides the computational results, say the site for locating one new
store for each problem in Table 4.10, and CPU time in seconds.
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zone 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 0.0 1.4 2.2 1.0 1.7 4.2 3.1 2.9 3.0 3.5 4.7 4.1 4.3 5.9 5.8 5.8 5.1 5.3 7.5 7.0 6.5
2 1.4 0.0 3.2 1.2 1.8 5.1 4.0 2.8 2.2 2.3 5.3 4.3 3.6 6.3 5.9 5.8 4.7 4.8 7.8 7.0 6.1
3 2.2 3.2 0.0 2.0 1.6 1.9 0.9 2.2 3.2 4.2 2.5 2.4 4.1 3.9 4.0 4.2 4.0 4.8 5.5 5.3 5.3
4 1.0 1.2 2.0 0.0 0.7 3.8 2.7 1.9 2.0 2.6 4.1 3.3 3.3 5.2 4.9 4.8 4.1 4.2 6.7 6.1 5.5
5 1.7 1.8 1.6 0.7 0.0 3.3 2.2 1.2 1.9 2.6 3.4 2.5 2.8 4.4 4.1 4.1 3.4 3.7 5.8 5.3 4.8
6 4.2 5.1 1.9 3.8 3.3 0.0 1.1 3.3 4.6 5.7 1.3 2.3 5.0 2.8 3.2 3.7 3.4 5.4 4.2 4.5 5.3
7 3.1 4.0 0.9 2.7 2.2 1.1 0.0 2.3 3.5 4.6 1.6 1.7 4.1 3.0 3.2 3.5 3.7 4.6 4.6 4.5 4.9
8 2.9 2.8 2.2 1.9 1.2 3.3 2.3 0.0 1.3 2.4 2.9 1.7 1.8 3.5 3.1 2.9 2.1 2.6 5.0 4.2 3.5
9 3.0 2.2 3.2 2.0 1.9 4.6 3.5 1.3 0.0 1.1 4.2 2.9 1.4 4.7 4.1 3.8 2.6 2.4 6.0 5.0 3.9
10 3.5 2.3 4.2 2.6 2.6 5.7 4.6 2.4 1.1 0.0 5.3 4.0 1.7 5.7 5.1 4.7 3.3 2.6 7.0 5.8 4.4
11 4.7 5.3 2.5 4.1 3.4 1.3 1.6 2.9 4.2 5.3 0.0 1.3 4.2 1.5 1.9 2.4 3.2 4.4 3.0 3.1 4.0
12 4.1 4.3 2.4 3.3 2.5 2.3 1.7 1.7 2.9 4.0 1.3 0.0 2.9 1.9 1.6 1.8 2.0 3.1 3.4 2.9 3.1
13 4.3 3.6 4.1 3.3 2.8 5.0 4.1 1.8 1.4 1.7 4.2 2.9 0.0 4.3 3.6 3.1 1.6 1.0 5.4 4.1 2.6
14 5.9 6.3 3.9 5.2 4.4 2.8 3.0 3.5 4.7 5.7 1.5 1.9 4.3 0.0 0.8 1.4 2.8 4.1 1.5 1.7 3.1
15 5.8 5.9 4.0 4.9 4.1 3.2 3.2 3.1 4.1 5.1 1.9 1.6 3.6 0.8 0.0 0.6 2.0 3.3 1.9 1.3 2.3
16 5.8 5.8 4.2 4.8 4.1 3.7 3.5 2.9 3.8 4.7 2.4 1.8 3.1 1.4 0.6 0.0 1.5 2.8 2.2 1.2 1.7
17 5.1 4.7 4.0 4.1 3.4 3.4 3.7 2.1 2.6 3.3 3.2 2.0 1.6 2.8 2.0 1.5 0.0 1.3 3.7 2.5 1.4
18 5.3 4.8 4.8 4.2 3.7 5.4 4.6 2.6 2.4 2.6 4.4 3.1 1.0 4.1 3.3 2.8 1.3 0.0 5.0 3.6 1.8
19 7.5 7.8 5.5 6.7 5.8 4.2 4.6 5.0 6.0 7.0 3.0 3.4 5.4 1.5 1.9 2.2 3.7 5.0 0.0 1.5 3.5
20 7.0 7.0 5.3 6.1 5.3 4.5 4.5 4.2 5.0 5.8 3.1 2.9 4.1 1.7 1.3 1.2 2.5 3.6 1.5 0.0 2.0
21 6.5 6.1 5.3 5.5 4.8 5.3 4.9 3.5 3.9 4.4 4.0 3.1 2.6 3.1 2.3 1.7 1.4 1.8 3.5 2.0 0.0
Table 4.8 – Distance matrix
zone 1 2 3 4 5 6 7 8 9 10 11
ai 250 250 350 250 250 300 250 250 350 400 250
zone 12 13 14 15 16 17 18 19 20 21
ai 350 200 450 250 400 250 250 400 200 400
Table 4.9 – Population
Problem Sites considered Competitor sites Existing sites
1 all 7 4, 17
2 except 8, 9, 10 7 4, 17
3 except 10 4, 11 5, 17
4 all 14 4, 13
5 except 8, 9, 10 14 4, 13
6 all 11 5, 13
Table 4.10 – Location status
Problem Variables Constraints Objectives
1 882 466 5
2 648 346 5
3 800 425 5
4 882 466 5
5 648 346 5
6 882 466 5
Table 4.11 – Problem sizes
Problem New store time (s)
1 3 0.000000
2 3 0.000000
3 3 0.000000
4 21 0.000000
5 21 0.000000
6 3 0.000000
Table 4.12 – New site for location
4.4 Conclusion
We have introduced in this chapter a new approach for solving the multiobjective mixed
0-1 linear programs and two applications of this approach in nurse rostering and planning
franchise expansion problems. The proposed method is also based on scalarization tech-
niques but all supported and nonsupported solutions of the multiobjective mixed 0-1 linear
program can be found, say the Pareto set, by varying feasible solutions and considering
different positive vectors λ. Unlike the weighted sum method which consists of transfor-
ming the multiobjective problem into mono one where the feasible set is unchanged, the
proposed method takes into account new constraints which allows us to check whether a
feasible solution of the multiobjective problem is efficient. Moreover, due to the proposed
method, the multiobjective problem can be equivalently reformulated as maximizing the
function qλ on the feasible set X . Therefore, optimizing over the efficient set of a multiob-
jective problem can be formulated as a mathematical program. In addition, our approach
could be extended, from linear objective functions, to quadratic objective functions. Works
in this direction are in progress.

Chapitre 5
Programmation DC et DCA pour
la re´solution du proble`me de
moindres carre´s line´aires en
variables entie`res borne´es/
factorisation en matrices non
ne´gatives
Nous proposons dans ce chapitre des approches base´es sur la programmation DC et DCA
pour re´soudre le proble`me de moindres carre´s line´aires en variables entie`res borne´es et celui
de factorisation en matrices non ne´gatives (Nonnegative Matrix Factorization (NMF)).
5.1 Proble`me de moindres carre´s line´aires en variables en-
tie`res borne´es
5.1.1 Introduction
Etant donne´ un vecteur y de Rm et une matrice A de Rm×n de rang n, le proble`me
de moindres carre´s line´aires en variables entie`res (ILS- « integer least squares problem » en
anglais) est de´fini comme suit :
min{‖Ax− y‖22 | x ∈ Zn}. (5.1)
Ce proble`me re´sulte de nombreuses applications telles que la te´le´communication sans
fil, la cryptographie, le codage treillis, l’imagerie radar, ect. (voir e.g., [6, 56, 114] et ses
re´fe´rences). Il a e´te´ prouve´ que le proble`me (5.1) est NP-difficile dans [152]. Dans certaines
applications de te´le´communication sans fil, il faut que x soit borne´ (voir e.g., [20,33]). Cela
implique le proble`me suivant :
min{‖Ax− y‖22 | x ∈ Zn, l ≤ x ≤ u} (5.2)
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ou` l, u ∈ Zn. Ce proble`me est nomme´ proble`me de moindres carre´s line´aires en variables
entie`res borne´es (BILS- « box-constrained integer least squares problem » en anglais).
Dans la litte´rature, la re´solution du proble`me ILS (5.1) ainsi que celle de BILS (5.2)
comprend habituellement deux volets : la re´duction et la recherche. La strate´gie de re´-
duction typique pour re´soudre (5.1) est la re´duction bien connue Lenstra-Lenstra-Lova´sz
(LLL reduction) [100]. Une excellente e´tude sur les algorithmes de recherche ainsi que des
me´thodes de re´duction typiques pour la re´solution de (5.1) peut eˆtre trouve´e dans [6].
Dans [20], la mise en œuvre de la strate´gie de recherche de Schnorr-Euchner (voir [141])
pre´sente´e dans [6] pour la re´solution de ILS (5.1), a e´te´ modifie´e pour re´soudre le proble`me
BILS (5.2). Ensuite, deux algorithmes de recherche base´s sur la strate´gie de recherche
de Schnorr-Euchner et sur la strate´gie de recherche de Pohst (voir [133, 154]) respective-
ment, ont e´te´ introduits pour traiter le proble`me BILS (5.2). Dans [33], trois strate´gies
de re´duction ont e´te´ propose´es pour re´soudre (5.2). Cependant les strate´gies de re´duction
mentionne´es ci-dessus n’ont utilise´ que des informations de la matrice A. Ce n’est pas le cas
de [26] dans lequel les auteurs ont utilise´ toutes les informations disponibles du proble`me
(5.2) et ils ont pre´sente´ une nouvelle strate´gie de re´duction pour sa re´solution. Il a e´te´
prouve´e cette strate´gie est plus efficace que celles propose´es dans [20] et [33].
Dans cette section, nous proposons une approche base´e sur la programmation DC et
DCA, qui est sensiblement diffe´rente des algorithmes existants, pour re´soudre le proble`me
BILS (5.2). Nous utilisons tout d’abord la technique de pe´nalisation en programmation
avec des variables entie`res afin de reformuler le proble`me (5.2) comme un programme DC,
puis de´veloppons une version de DCA pour la re´solution du proble`me re´sultant.
5.1.2 Programmation DC et DCA pour la re´solution de (BILS)
Conside´rons la fonction de pe´nalisation suivante :
p : Rn −→ R, p(x) :=
n∑
i=1
sin2(pixi) (5.3)
Cette fonction continue p qui est introduite au Chapitre 1 et utilise´e dans le Chapitre 2,
ve´rifie : p(x) ≤ 0 ⇐⇒ p(x) ≡ 0 ⇐⇒ x ∈ Zn, et p(x) ≥ 0,∀x ∈ Rn. Par ailleurs, p est une
fonction DC avec de´composition p = φ− ϕ ou`
φ(x) :=
[η
2
xTx
]
et ϕ(x) :=
[
n∑
i=1
(η
2
x2i − sin2(pixi)
)]
avec η ≥ 2pi2.
Le proble`me BILS (5.2) e´quivaut donc au proble`me ci-dessous :
min{f(x) := ‖Ax− y‖22 | l ≤ x ≤ u, p(x) = 0}. (5.4)
Le proble`me de pe´nalisation de (5.4) est construit comme suit
min{Ft(x) := f(x) + tp(x) | l ≤ x ≤ u} (5.5)
ou` t est un nombre re´el strictement positif. (5.5) est un programme DC car Ft peut eˆtre
exprime´ comme la diffe´rence de deux fonctions convexes : Ft(x) = G(x) − H(x) ou` l’on
peut choisir
soit

G(x) := f(x) + tφ(x) = ‖Ax− y‖22 +
tη
2
‖x‖22
H(x) := tϕ(x) =
n∑
i=1
(
tη
2
x2i − t sin2(pixi)
) avec η ≥ 2pi2 (5.6)
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soit

G(x) :=
ρ
2
‖x‖22
H(x) :=
ρ
2
‖x‖22 − ‖Ax− y‖22 −
n∑
i=1
t sin2(pixi)
avec ρ ≥ 2λn(ATA) + 2tpi2
(5.7)
ici, λn(A
TA) est la plus grande valeur propre de la matrice syme´trique ATA.
Comme nous avons pre´cise´ dans le chapitre 2, le proble`me (5.5) est e´quivalent au
proble`me (5.2) dans le sens donne´ par le the´ore`me ci-dessous :
The´ore`me 5.1 Soit  un positif re´el, 0 <  <
1
2
. Il existe un nombre t > 0 (qui de´pend de
), assez grand tel que si x˜ est une solution globale du proble`me (5.5) et x˜ se trouve dans
un -voisinage d’un entier x∗ ∈ [l, u] alors x∗ re´sout le proble`me (5.2).
Dans l’algorithme DC (DCA) construit ci-dessous pour la re´solution du proble`me (5.5),
nous choisissons les composantes DC de Ft pre´sente´es dans (5.7).
Algorithm 1
• Initialisation :
Choisir un point initial x0 ∈ Rn.
Soient θ1 et θ2 deux nombres strictement positifs suffisamment petits.
Soit t un nombre re´el strictement positif.
Ite´ration k ←− 0.
• Re´pe´ter :
 Calculer zk ∈ ∂H(xk) :
zk ∈ ∂H(xk)⇐⇒ zk = ρxk − (2(ATA)xk − 2yTA)− vk, ∀i = 1, . . . , n
ou` vki = pit sin(2pix
k
i ), ∀i.
 Re´soudre le programme quadratique convexe suivant
min
{ρ
2
‖x‖22 − 〈zk, x〉 | l ≤ x ≤ u
}
(5.8)
pour obtenir xk+1 ∈ ∂G∗(zk).
 k ←− k + 1.
• Jusqu’a` : Si ‖xk − xk+1‖2 ≤ θ1 ou |Ft(xk) − Ft(xk+1)| ≤ θ2(1 + |Ft(xk)|) alors
STOP : xk+1 est une solution du proble`me (5.5). Prenons x̂ ∈ Zn tel que x̂i est
l’entier le plus proche de xk+1i . Le point x̂ sera donc une solution re´alisable de (5.2).
Notons que a` chaque ite´ration k dans Algorithme 1, la solution du proble`me (5.8) est
explicite,
xk+1i =

zki
ρ
si li ≤ z
k
i
ρ
≤ ui
li si
zki
ρ
≤ li
ui si
zki
ρ
≥ ui
∀i = 1, . . . , n (5.9)
et il ne demande aucun solveur pour la re´solution.
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5.2 Proble`me de factorisation en matrices non ne´gatives (NMF)
5.2.1 Introduction
Le proble`me de factorisation en matrices a` coefficients non ne´gatifs s’exprime comme
suit : e´tant donne´e une matrice V de dimensions m × n a` coefficients non ne´gatifs et un
rang de´sire´ r < min{m,n}, la NMF consiste a` calculer pour V une approximation V̂ qui
peut eˆtre exprime´e comme le produit de deux matrices W et H,
V ≈WH = V̂ (5.10)
ou` W ∈ Rm×r et H ∈ Rr×n sont non ne´gatifs. L’ordre du mode`le r est ge´ne´ralement choisi
au de´part tel que (m+ n)r  mn, de fac¸on a` re´duire la dimension des donne´es.
La NMF a e´te´ introduite par Paatero et Tapper [119] en 1994. Elle a e´te´ e´tudie´e inten-
sivement de`s que l’article de Lee et Seung [97] e´te´ publie´ en 1999. Il y a de nombreuses ap-
plications de la NMF dans plusieurs domaines dont nous pouvons citer ci-dessous quelques
exemples :
– Traitement d’image [53,97,104],
– Traitement de texte [14,35,97],
– Economie [36],
– Biologie [72,107],
– Gastronomie [157],
– Transcription de musique polyphonique [15,143].
Le proble`me de NMF peut eˆtre formalise´ comme la minimisation d’une fonction de couˆt
de´finie par
D(V|V̂) =
m∑
i=1
n∑
j=1
d(vij |v̂ij) (5.11)
ou` v̂ij =
r∑
k=1
wikhkj et d est une divergence scalaire, c’est a` dire une fonction telle que
d(a|b) ≥ 0,∀a, b ∈ R+, et d(a|b) = 0 si et seulement si b = a. Plus pre´cise´ment, le proble`me
(5.10) est souvent reformule´ comme le proble`me d’optimisation suivant
min{D(V|WH), s.t. W,H ≥ 0}. (5.12)
Les fonctions de couˆt les plus populaires pour la NMF sont la distance euclidienne
(EUC) et la divergence ge´ne´ralise´e de Kullback-Leibler (KL), qui ont e´te´ particulie`rement
popularise´es par Lee et Seung [97,98]. La distance euclidienne (EUC) correspond a`
dEUC(a|b) = 1
2
(a− b)2 (5.13)
et la divergence ge´ne´ralise´e de Kullback-Leibler (KL) correspond a` :
dKL(a|b) = a log(a
b
)− a+ b (5.14)
Il faut citer aussi la divergence d’Itakura-Saito (IS),
dIS(a|b) = a
b
− log(a
b
)− 1 (5.15)
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qui a e´te´ utilise´e dans les applications audio dans [44]. En outre, les β-divergences, in-
troduites par [38], ge´ne´ralisent les trois divergences pre´ce´dentes. Elles sont de´finies pour
β ∈ R \ {0, 1} comme suit :
dβ(a|b) = 1
β(β − 1)(a
β + (β − 1)bβ − βabβ−1) (5.16)
La distance euclidienne EUC correspond a` β = 2. Les divergences KL et IS sont respecti-
vement obtenues par passage a` la limite lorsque β −→ 1 et β −→ 0. De plus, la fonction
dβ(a|b) est convexe par rapport a` b si et seulement si β ∈ [1, 2], ainsi la distance EUC et la
divergence KL sont convexes mais la divergence IS ne l’est pas.
En ge´ne´ral, la fonction de couˆtD(V|V̂) n’est pas convexe par rapport au couple (W,H).
Pourtant, si la divergence d(a|b) est convexe par rapport a` b, alors la fonction de couˆt
D(V|V̂) est elle-meˆme convexe par rapport a` W (et par rapport a` H) lorsque H (resp.
W) est fixe´.
On voit que pour tout β > 0, on a la limite lim
b→+∞
dβ(a|b) = +∞, et de plus la fonction
dβ(a|b) est continue, donc le proble`me de NMF posse`de au moins une solution.
Afin de minimiser les fonctions de couˆt pre´ce´dentes, de nombreux algorithmes ont e´te´
propose´s. Le plus populaire est les re`gles de mise a` jour multiplicatives des facteurs W et H,
pre´sente´es par Lee et Seung [97] pour la distance EUC et la divergence KL, qui garantissent
la non ne´gativite´ de W et H a` chaque ite´ration ainsi que la de´croissance monotone de la
fonction de couˆt D(V|WH) ( [98]). En conside´rant la distance EUC, la mise a` jour des
facteurs W et H est comme suit
H← H⊗ W
TV
WT (WH)
W←W ⊗ VH
T
(WH)HT
(5.17)
ou` le symbole ⊗ et la barre de fraction de´signent respectivement le produit et la division
matriciels terme a` terme. En conside´rant la divergence KL, la mise a` jour est
H← H⊗ W
T (V  (WH))
WT1
W←W ⊗ (V  (WH))H
T
1HT
(5.18)
ou`  de´signe aussi la division matricielle terme a` terme. Ces algorithmes ont e´te´ ensuite
ge´ne´ralise´s pour la β-divergence dans [75] ou` l’auteur a e´galement prouve´ la de´croissance
de la fonction objectif pour β ∈ [1, 2] a` chaque ite´ration.
Par ailleurs, il existe dans la litte´rature d’autres approches pour re´soudre le proble`me
de NMF dont nous pouvons citer ci-dessous quelques unes :
– Me´thode du gradient projete´ [106],
– Me´thode du gradient conjugue´ [158],
– Algorithmes de moindres carre´s alterne´s [43],
– Algorithmes de quasi-Newton [30].
Ces approches aident a` re´soudre plus rapidement avec de meilleurs valeurs de l’objectif que
les re`gles de Lee et Seung mais ils ne conservent pas naturellement la non ne´gativite´. Il
demande donc d’y ajouter des e´tapes supple´mentaires pour assurer cette contrainte.
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Concernant la convergence de l’algorithme multiplicatif propose´ par Lee et Seung, bien
que la fonction de couˆt de´croisse a` chaque ite´ration, la convergence de la suite des valeurs
de W et H n’est pas garantie. De plus, la de´croissance des valeurs de D(V|WH) ne permet
pas d’affirmer que le point limite (W,H) est un minimum local, ni un point stationnaire
de la fonction objectif.
Dans ce travail, nous nous sommes inte´resse´s au choix de la distance EUC pour exprimer
la fonction de couˆt. Nous proposons dans la suite une approche base´e sur la programma-
tion DC et l’algorithme DCA pour la re´solution du proble`me de NMF (5.12). Graˆce a` la
convergence de DCA, cette approche assure e´galement la de´croissance de la fonction de
couˆt, et de plus la suite des valeurs (W,H) ge´ne´re´es par l’algorithme converge vers un
point KKT (Karush-Kuhn-Tucker) ge´ne´ralise´.
5.2.2 De´composition DC de la fonction de couˆt
Conside´rons la fonction de couˆt euclidienne EUC,
D(V|WH) =
m∑
i=1
n∑
j=1
d
(
vij |
r∑
k=1
wikhkj
)
=
1
2
m∑
i=1
n∑
j=1
(
vij −
r∑
k=1
wikhkj
)2
(5.19)
Le proble`me (5.12) est re´e´crit comme suit
min
f(W,H) := 12
m∑
i=1
n∑
j=1
(
vij −
r∑
k=1
wikhkj
)2
, s.t. W,H ≥ 0
 (5.20)
Comme nous savons, quand la matrice W (resp. H) est fixe´e, la fonction f(W,H) sera
convexe en H (resp. en W), et le proble`me (5.20) deviendra un proble`me de moindres
carre´s line´aires. Ne´anmoins, la fonction objectif f de (5.20) n’est pas convexe par rapport
au couple (W,H). Dans ce qui suit, nous montrons que f est une fonction DC en explicitant
une simple de´composition DC.
En effet, pour tout triplet (i, j, k), on peut exprimer le produit wikhkj comme la diffe´-
rence de deux fonctions convexes comme suit
wikhkj =
(
1
2
(wik + hkj)
2
)
−
(
1
2
(w2ik + h
2
kj)
)
(5.21)
car wik, hkj ≥ 0,∀i, j, k. Ainsi,
f(W,H) =
1
2
m∑
i=1
n∑
j=1
(
vij −
r∑
k=1
wikhkj
)2
=
1
2
m∑
i=1
n∑
j=1
[(
vij +
r∑
k=1
1
2
(w2ik + h
2
kj)
)
−
(
r∑
k=1
1
2
(wik + hkj)
2
)]2
=
m∑
i=1
n∑
j=1
(vij + r∑
k=1
1
2
(w2ik + h
2
kj)
)2
+
(
r∑
k=1
1
2
(wik + hkj)
2
)2
− 1
2
m∑
i=1
n∑
j=1
[(
vij +
r∑
k=1
1
2
(w2ik + h
2
kj)
)
+
(
r∑
k=1
1
2
(wik + hkj)
2
)]2
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Posons
g(W,H) :=
m∑
i=1
n∑
j=1
(vij + r∑
k=1
1
2
(w2ik + h
2
kj)
)2
+
(
r∑
k=1
1
2
(wik + hkj)
2
)2 (5.22)
et
h(W,H) :=
1
2
m∑
i=1
n∑
j=1
[(
vij +
r∑
k=1
1
2
(w2ik + h
2
kj)
)
+
(
r∑
k=1
1
2
(wik + hkj)
2
)]2
(5.23)
alors g, h sont des fonctions convexes par rapport a` (W,H) (car vij sont des constants non
ne´gatifs et les variables W,H ≥ 0) et f = g− h est une de´composition DC de la fonction
de couˆt.
Le proble`me (5.20) est donc un programme DC
min{f(W,H) := g(W,H)− h(W,H) |W,H ≥ 0} (5.24)
En mettant la correspondance entre une matrice A de dimensions m× n et un vecteur
vect(A) =

A.,1
A.,2
...
A.,n

de Rmn, ou` A.,` est la `e`me colonne de la matrice A, les fonctions f, g, h sont de´sormais
conside´re´es comme des fonctions de (m + n)r variables. Cette correspondance est utilise´e
dans le calcul des sous-gradients de h au point (W,H) et dans la re´solution des programmes
convexes dans le sche´ma DCA.
Nous de´crivons maintenant une version de DCA pour la re´solution de (5.24).
5.2.3 Programmation DC et DCA pour la re´solution de NMF
Algorithme 2
• Initialisation
Choisir deux matrices W0 ∈ Rm×r et H0 ∈ Rr×n.
Choisir la tole´rance  > 0 suffisamment petit.
Ite´ration `←− 0.
• Re´pe´ter
 Calculer (X`,Y`) ∈ ∂h(W`,H`).
 Re´soudre le programme convexe suivant pour obtenir (W`+1,H`+1) :
min{g(W,H)− 〈(X`,Y`), (W,H)〉 |W,H ≥ 0} (5.25)
Ici, le produit 〈(X`,Y`), (W,H)〉 est calcule´ via l’identification par les colonnes
entre l’espace vectoriel des matrices m× n et l’espace des vecteurs mn (m,n sont
donne´s auparavant). Ce produit e´gale exactement a` (X`,Y`)⊗ (W,H) ou` le sym-
bole ⊗ de´signe le produit matriciel terme a` terme.
• Jusqu’a` |f(W`+1,H`+1)− f(W`,H`)| ≤ 
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Dans cet algorithme, a` chaque ite´ration `, un sous-gradient (X`,Y`) de h au point
(W`,H`) est calcule´ comme suit : ∀i = 1, . . . ,m, ∀s = 1, . . . , r, ∀j = 1, . . . , n,
x`is =
n∑
j=1
(2w`is + h
`
sj)
(
vij +
r∑
k=1
1
2
((w`ik)
2 + (h`kj)
2) +
r∑
k=1
1
2
(w`ik + h
`
kj)
2
)
=
n∑
j=1
(2w`is + h
`
sj)
(
vij +
r∑
k=1
[
(w`ik)
2 + (h`kj)
2 + w`ikh
`
kj
]) (5.26)
et
y`sj =
m∑
i=1
(w`is + 2h
`
sj)
(
vij +
r∑
k=1
1
2
((w`ik)
2 + (h`kj)
2) +
r∑
k=1
1
2
(w`ik + h
`
kj)
2
)
=
m∑
i=1
(w`is + 2h
`
sj)
(
vij +
r∑
k=1
[
(w`ik)
2 + (h`kj)
2 + w`ikh
`
kj
]) (5.27)
5.3 Conclusion
Dans ce chapitre, nous avons conside´re´ deux proble`mes : le proble`me de moindres carre´s
line´aires en variables entie`res borne´es et celui de factorisation en matrices non ne´gatives
(le dernier utilise la distance euclidienne pour exprimer la fonction de couˆt). Nous avons
sugge´re´ d’utiliser la programmation DC et DCA pour leur re´solution. Concernant le pro-
ble`me de moindres carre´s line´aires en variables entie`res borne´es, nous avons utilise´ toutes
les informations donne´es du proble`me mais pas force´ment sa structure spe´cifique. Quant
au proble`me de factorisation en matrices non ne´gatives, l’algorithme propose´ assure the´ori-
quement la non ne´gativite´ des facteurs ge´ne´re´s, la de´croissance de la fonction de couˆt ainsi
que la convergence de la suite des facteurs vers des points KKT ge´ne´ralise´s. La mise en
œuvre de ces approches fait l’objet de notre travail en cours.
Conclusion ge´ne´rale
Cette the`se est consacre´e au de´veloppement de la programmation DC et DCA pour
l’optimisation non convexe et l’optimisation globale en variables mixtes entie`res. Avec,
comme applications, la mode´lisation et la re´solution nume´rique d’une classe NP-difficile
des programmes DC non convexes non line´aires en variables mixtes entie`res.
Apre`s une pre´sentation des fondements the´oriques et algorithmiques de la program-
mation DC et DCA, et les techniques de globalisation Branch-and-Bound dont ne´cessite
l’ensemble de nos travaux de recherche, nous avons de´veloppe´ la programmation DC et
DCA ainsi que la me´thode de Branch-and-Bound (B&B) pour mode´liser et re´soudre les
programmes non convexes suivants : proble`me de gestion de portefeuille sous le couˆt de
transaction concave, proble`me de minimisation du couˆt de transaction non convexe discon-
tinu en gestion de portefeuille sous deux formes (la premie`re est un programme DC obtenu
en approximant la fonction objectif du proble`me original par une fonction DC polye´drale
et la deuxie`me est un programme DC mixte 0-1 e´quivalent), proble`me multi-objectif en
variables mixtes binaires, proble`me de moindres carre´s line´aires en variables entie`res bor-
ne´es et celui de factorisation en matrices non ne´gatives (Nonnegative Matrix Factorization
(NMF)).
Les simulations nume´riques montrent la robustesse, la versatilite´, la rapidite´ (et donc la
scalabilite´), la flexibilite´, la performance et la globalite´ de DCA par rapport aux me´thodes
existantes.
Nous sommes convaincus qu’il est possible d’ame´liorer les qualite´s de la programma-
tion DC et DCA par une re´solution plus adapte´e des sous-programmes convexes ge´ne´re´s
par DCA et une imple´mentation plus sophistique´e de l’algorithme, tout en e´tudiant une
strate´gie de choix de points initiaux en fonction des structures spe´cifiques du programme
conside´re´. Ces proble´matiques font l’objet de nos travaux en cours.
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