Stochastic programming is concerned with practical procedures for decision-making under uncertainty, by modelling uncertainties and risks associated with decisions in a form suitable for optimization. The eld is developing rapidly with contributions from many disciplines such as operations research, probability and statistics, and economics. A stochastic linear program with recourse can equivalently be formulated as a convex programming problem. The problem is often large-scale as the objective function involves an expectation, either over a discrete set of scenarios or as a multidimensional integral. Moreover, the objective function is possibly nondi erentiable. This paper provides a brief overview of recent developments on smooth approximation techniques and Newton-type methods for solving two-stage stochastic linear programs with recourse, and parallel implementation of these methods. A simple numerical example is used to signal the potential of smoothing approaches.
Introduction
Mathematical programming problems are used to model many important decision problems in engineering management and economics. For many practical decision problems, the problem data cannot be known with certainty for a variety of reasons, for example measurement errors, information about the future or unobserved events. Stochastic programming looks for some optimal decisions with taking this uncertainty into account.
The major class of stochastic programs consists of stochastic programs with recourse which is in wide use in nancial planning. Stochastic programs with recourse assign to uncertain parameters a probability distribution(based on statistical evidence or not), design \recourse" that is the ability to take corrective action after random events have taken place, and minimize the cost of the master decision plus the expected cost of the recourse decision. The value of the objective function in stochastic programs with recourse is very expensive to compute because it involves a number of inner optimization problems. The challenge of solving such problems has led to many interesting computational and theoretical developments. In this paper we focus on smooth approximation technique and Newton-type methods for solving two-stage stochastic linear programs with xed recourse.
A where E denotes expectation and Q is calculated by nding for given decision x and event !, an optimal recourse y 2 < n2 , namely Q(x; !) = minfq(!) T y j W(!)y = h(!) ? T(!)x; y 0g:
In the rst stage (a master problem), the cost coe cient vector c 2 < n , the constrained matrix A 2 < m n and the vector b 2 < m are assumed to be deterministic. In the second stage (a recourse problem), the associated cost coe cient vector q( ) 2 < n2 , the recourse matrix W( ) 2 < m2 n2 ; the demand vector h( ) 2 < n2 and the technology matrix T( ) 2 < m2 n2 are allowed to depend on the random vector ! 2 < s , and therefore to have random entries For convenience we let ! be a discrete random vector and denote the expected recourse function by f is very expensive to evaluate as involves a large number of optimization problems.
These di culties provide a strong motivation for studying 1. smoothing approach which paves the way for using algorithms with high rates of convergence to solve the stochastic program, 2. Newton-type methods to minimize the number of iterations and function evaluations required by the optimization algorithm, 3. parallel processing techniques to nd solutions of optimization problems in the second stage.
In the last decade a lot of e ort has been spent on the three issues. In section 2 we describe two smoothing approaches to the two-stage stochastic linear programs with xed recourse (1.1)-(1.3), which are based on quadratic recourse problems. In section 3 we discuss generalized Newton methods and quasi-Newton methods for nding an approximate solution of problem (1.1)-(1.3). In section 4 we consider parallel processing techniques for solving the stochastic programming problems. In section 5 we illustrate the stochastic programming model and the smoothing approaches on the news vendor problem.
Smooth approximation functions
The nonsmoothness of problem (1.1)-(1.3) occurs on the recourse function Q. We will illustrate the nonsmoothness on a concrete example in section 5. In this section we describe two smooth approximation functions to Q, which are based on quadratic recourse representations. Unlike the linear recourse model, the quadratic recourse functions are di erentiable with respect to the rst stage decision variables. Moreover it is shown that for any given x and !, the values of the quadratic recourse functions converge to Q(x; !) as some parameters go to zero.
Quadratic program smooth approach
The rst approach is based on the dual problem of (1. and Z = fz (x; !)j x 2 X; ! 2 g: We assume that there exists a > 0 such that max z2Z z T z : Here Z is the set of optimal dual solutions of (1.2) on x 2 X, ! 2 . is the maximum value of 2-norms of elements on Z. If the feasible region fz j W T z qg is bound, then such exists.
The di erentiability analysis and the generalized Hessian of problem (2.1) was given by Chen, Qi and Womersley 9]. The error bound of the smooth approximation function to the original problem was established by Chen 8] .
Theorem 2.1 (1) 9] The function F has a locally Lipschitz gradient
Furthermore F is twice di erentiable almost everywhere. 2. Let t k be the minimum integer t 0 such that
3. Let v k+1 = (x k+1 ; k+1 ; u k+1 ) T :
If kH(v k+1 )k= , let = kH(v k+1 )k; k+1 = k .
Otherwise let k+1 = k .
4. Calculate a generalized Hessian B k+1 or update B k by a quasi-Newton formula to get B k+1 .
5. If x k+1 satis es a prescribed stopping criterion, terminate; Otherwise, return to Step 1 with k replaced by k + 1:
Notice that (2.1) is a convex programming problem. The most successful quasi-Newton method for convex optimization problem is the BFGS method 14]. The BFGS update formula is given by
where y k = rF (x k+1 ) ? rF (x k ) and s k = x k+1 ? x k .
The method for calculating an element of the generalized Hessian for problem (2.1) was given in 9, 23] . By the convexity of F , all elements in the generalized Hessian are symmetric semi-de nite.
Parallel computation
Calculating the objective value F (x) involves solutions of N quadratic programming problems. N is either the number of scenarios or the number of points using in a numerical integration rule, which can easily exceed 10,000. This provides a strong motivation for using parallel computation 11, 16, 27] . For xed recourse problems, these quadratic programming problems have the same feasible region. Hence these problems can be solved e ciently by data parallel constructs expressed by Fortran 90 style matrix operations.
Based on the dual problem of (1.2) and SOR iterative methods for linear complementarity problems, Chen 
The news vendor problem
In this section, we illustrate the smooth approximation on an example of a basic problem in stochastic optimization, the news vendor problem. In this situation, every morning a news vendor goes to the publisher and buys x newspapers at a price of c per paper. This number is bounded above by some limit u. Then the vendor sells as many newspapers as possible at the selling price s. Any unsold newspaper can be returned to the publisher at a return price r, with r < s. Demand for newspapers varies over days, and is described by a random variable !.
We assume that the news vendor cannot buy more newspapers and sell previous edition during the day. To help the news vendor decide on how many newspapers to buy every morning, we de ne v as the e ective sales and y as the number of newspapers returned to the publisher at the end of the day. We may then formulate the problem as a stochastic program with recourse. 
