Two algorithms to partition hole-free rectilinear polygons are developed. One has complexity ∼ O(kn) and the other O(nlogk) where n is the number of vertices in the polygon and k is the smaller of the number of vertical and horizontal inversions of the polygon. k is a measure of the simplicity of a polygon. Since k is small for most practical polygons, our algorithms are fast in practice. Experimental results comparing our algorithms with that of Imai and Asano [1] are also presented.
Introduction
Rectilinear polygons (Figure 1 ) arise frequently in VLSI layout and artwork analysis, computer graphics, databases, image processing, etc. ( [2] , [3] , [4] , [5] , [6] ). The functions to be performed on rectilinear polygons are often more easily performed using either a rectangle partition or a rectangle cover. In either case the rectilinear polygon is decomposed into a set of rectangles whose union is the original rectilinear polygon. If this set of rectangles is disjoint it is a partition.
In a cover the rectangles need not be disjoint. A minimal nonoverlapping cover (MNC) of rectilinear polygon P is a rectangle partition of P that contains the fewest possible number of rectangles. Ohtsuki [7] has developed an O(n 5/2 ) algorithm to find the MNC of a rectilinear polygon with n vertices. Imai and Asano [1] have developed an O(n 3/2 log n) algorithm to find the MNC and Liou, Tan, and Lee [8] have an O(n loglogn) algorithm for hole-free rectilinear polygons. The algorithm of [8] is not expected to perform better than that of [1] as it uses finger search trees that are known to be impractical (''Finger search trees are sufficiently complicated that one would probably not want to use them in an actual implementation'', pg. 165 of [9] ).
Nahar and Sahni [10] introduced a complexity measure for hole-free rectilinear polygons.
They defined the number of horizontal inversions, k H , to be the minimum number of changes in is hole-free and has a small inversion number. Nahar and Sahni [10] examined 2869 polygons from VLSI mask data provided by UNISYS and found that 85% of these have k = 1 and 95%
have k ≤ 2 ( Figure 3 ). They took advantage of this observation and developed a fast algorithm to partition hole-free rectilinear polygons under the restriction that only horizontal cuts are permitted. Their algorithm outperforms the scan line method on simple (and hence practical) polygons.
In this paper we extend the work of Nahar and Sahni [10] and obtain an ∼O(kn) and an O(n logk) (recall that k = min{k H , k V }) algorithm to find the MNC of a hole-free rectilinear polygon. Thus our algorithms permit both horizontal and vertical cuts while that of [10] permits only horizontal cuts. Experiments conducted with randomly generated polygons with low k show that our algorithms outperform that of [1] . We do not compare our algorithms with that of [10] as the algorithm of [10] does not obtain MNCs. Rather, it obtains a minimum partitioning under the assumption that only horizontal (rather than both horizontal and vertical) cuts are permitted.
As noted earlier, most of the polygons that arise in VLSI layout and artwork analysis have a small k. Hence our algorithms will reduce the run time of current VLSI software that uses rectilinear partitioning. Note that our algorithms are not recommended for rectilinear polygons with high k. In the worst case, k can be Ο(n) and the complexity of our algorithms becomes ∼Ο(n 2 )
and Ο(nlogn), respectively. While the latter is still better than the asymptotic complexity of the 
MNC Algorithm of [7]
We assume that the rectilinear polygon is oriented so that its vertical edges are parallel to the y-axis and its horizontal edges are parallel to the x-axis. Two vertices (x 1 , y 1 ) and (x 2 , y 2 ) are The MNC algorithm of [7] uses the following three steps:
Step 1: Find a maximum independent set of chords (i.e., a maximum cardinality set of independent chords).
Step 2: Draw the chords in this maximum independent set. This partitions the polygon into smaller rectilinear polygons.
Step 3: From each of the concave vertices from which a chord was not drawn in step 2 draw a maximum length vertical line that is wholly within the smaller rectilinear polygon created in step 2 that contains this vertex.
In step 3 we may draw horizontal lines or vertical ones. The rectangles formed by the polygon edges, chords of step 2 and lines of step 3 form an MNC [7] .
Example 2:
The chord set {ux, li, sm, hb´, ef´} is a maximum independent chord set for the polygon of Figure 2 The complexity of steps 2 and 3 of the algorithm of [7] is Ο(nlogn) where n is the number of vertices in the rectilinear polygon. A simple sweep line algorithm can be used for this. We concentrate on step 1. A maximum independent chord set may be found [7] by first setting up a bipartite graph G = ( H∪V, E) where each vertex in H represents a horizontal chord and each vertex in V represents a vertical chord. There is an edge between two vertices iff the chords they represent intersect (i.e., cross or meet). Figure 4 shows the bipartite graph for the polygon of Figure 2(a). The problem of finding a maximum independent chord set now becomes one of finding a maximum independent vertex set (MIS) in a bipartite graph (two vertices are independent iff there is no edge between them).
A maximum independent vertex set of a bipartite graph is related to a maximum matching by the following theorem.
Theorem 1: [11] Let G = ( H∪V, E) be a bipartite graph. Let M be a maximum matching of G and let F be the set of free vertices relative to this matching (i.e., F contains all vertices of G that are not matched in M).
(a) Every MIS of G has cardinality H + V -M .
(b)
There is an MIS S of G such that F ⊆ S and for every edge (v, h) ∈ M exactly one of v and h is in S.
Using the above theorem one may obtain the algorithm of Figure 5 to construct an MIS S from a maximum matching M [12] .
Example 3: Consider the maximum matching
for the bipaprtite graph of Figure 4 . One may easily verify that procedure MaxInd constructs an independent set of cardinality
From Theorem 1 it follows that this is an MIS.
Step 1 of Ohstuki's algorithm [7] is implemented as:
Step 1a: Find a maximum matching of the bipartite graph that represents the chords.
Step 1b: Find a maximum independent chord set using the maximum matching of Step 1a
and procedure MaxInd.
Ohtsuki used the O(n 5/2 ) bipartite graph matching algorithm of Hopcroft and Karp [13] for
Step 1a. Since the remaining steps take less time than this, Ohtsuki's implementation has com- 
Maximum Matching In Convex Bipartite Graphs
The neighborhood, NEB(x), of a vertex x is defined to be the set of vertices adjacent to ver-
For the bipartite graph of Figure 4 , NEB(h 1 ) = {v 2 A vertex x is matchable iff there is a vertex y ∈ NEB(x) such that NEB(y) ⊆ NEB(z) for all z ∈ NEB(x). Vertex h 1 of Figure 4 is matchable as NEB(h 1 ) = {v 2 , v 3 } and NEB(v 2 ) ⊆ NEB(z) for all z ∈ NEB(h 1 ). The importance of a matchable vertex x is that we can show that there is a maximum matching M that contains (x, y).
Theorem 2: Let x be a matchable vertex in a graph G. Let y be such that y ∈ NEB(x) and NEB(y) ⊆ NEB(z) for all z ∈ NEB(x). There is a maximum matching that contains the edge (x, y). 
Proof: Let
Theorem 2 leads us to formulate the following strategy to find a maximum matching:
Step 1: If G has no edges then stop.
Step 2: If G has no matchable vertex then fail and stop.
Step 3: Select a matchable vertex x and a vertex y as in Theorem 2. Add (x, y) to M.
Delete x, y, and all edges incident to x and y from G.
Step 4: Go to Step 1.
It is evident that a maximum matching is found so long as we do not have a failure termination in Step 2. Graphs which do not cause the preceding strategy to fail are called matchable graphs. For a bipartite graph G = (H ∪ V, E) that is convex on V and in which V = {v 1 , v 2 , ..., v n V } is ordered as required by the convex property the above strategy to find a maximum matching takes the form given in procedure MaxMatch ( Figure 6 ). This procedure is due to [12] .
Step 2 has been eliminated as for any iteration i of the for loop if NEB(
So, vertex v i is matchable and by Theorem 2 (h j , v i ) may be added to M. As a result of this we may conclude that every bipartite graph that is convex on V is matchable.
Starting with a maximum matching, the MIS of a bipartite graph that is convex on V can be obtained in O(n H + n V ) time where n H = H and n V = V . For this we use a strategy slightly different from that used in procedure MaxInd ( Figure 4 ). We assume that the maximum matching M is obtained by using procedure MaxMatch ( Figure 6 ) and that the vertices in V are ordered as required by the convexity property and those in H are ordered so that FIRST(
The strategy in the new independent set algorithm is to begin by placing all vertices in V _ ______________________________________________________________________________ Procedure MaxMatch(G,M); {G = ( H∪V, E) is a bipartite graph that is convex on V. V = {v 1 , ..., v n V } is ordered as required by the convex property. A maximum matching M is computed.} begin M := ∅; Figure 7 : Apply MaxInd1 to a convex (on V) bipartite graph.
The strategy described above is implemented in procedure MaxInd1 ( Figure 8 ). This procedure is due to [12] . It uses a stack to keep track of intervals [l, r] of V that have already been processed. These intervals are in decreasing order as you go down the stack and are disjoint.
The complexity of the algorithm is readily seen to be O(n H + n V ).
An examination of procedures MaxMatch and MaxInd1 reveals that an MIS of a convex
we can do the following in this much time:
min {LAST(h)} (Procedure MaxMatch).
∼ O(kn) MNC Algorithm

Preliminaries
If the vertices of a polygon edge are both convex (concave) the edge is called a support edge Figure 8 Maximum independent set algorithm of [12] less than the number of support edges. We shall prove (c) by induction on the number n of vertices in P. 
k = 1
In this section we develop an O(n) algorithm to find the MNC of a rectilinear hole-free polygon with inversion number k = 1. We explicitly consider only the case k = k H = 1. The case k = k V = 1 is handled in an analogous manner.
Since every rectilinear polygon has at least one left support edge and one right support edge, it follows from Theorem 4(a) that when k H = 1 the number of vertical reflex edges is zero. ) time and deleted from the list. Figure 10 illustrates this technique. The MIS is now found using procedure MaxInd1. From the above discussion it follows that the MNC of a hole-free rectilinear polygon with k = 1 can be found in O(n) time.
k = 2
We explicitly consider only the case Since (b) is symmertric to (a), we consider only (a) further. From Theorem 4(a) it follows that lre = 1. If the single left reflex edge is extended in one direction until it meets a horizontal edge (see Figure 11 ) then the polygon is divided into two parts P 1 (left of the reflex extension) and P 2 . Both P 1 and P 2 have k = k H = 1. This partitioning into P 1 and P 2 may be done by beginning at the bottom of the left reflex edge and moving around the polygon until the walk first reaches the x-coordinate of this left reflex edge. Once P 1 and P 2 have been identified, their vertical chords can be numbered left to right as for the case k = 1 (Section 3.2). In each case, numbers are assigned beginning with the number 1. Horizontal chords that span both P 1 and P 2 will have two FIRST and LAST values associated with them; one being the first and last vertical chord of P 1 they intersect and the other being the first and last vertical chord of P 2 that is intersected.
Since there are no right reflex edges, the FIRST and LAST values associated with the horizontal chords may be found in linear time as follows:
(1) Start at the left support edge of P 1 and proceed as for the case k = 1 (Section 3.2). Stop this algorithm when the right boundary of P 1 is reached. The horizontal segments that continue into P 2 are saved.
(2) Start at the left support edge of P 2 and proceed as for the case k = 1. When the left reflex edge is reached add in the saved horizontal segments of P 1 and continue.
A maximum matching of horizontal and vertical chords is obtained as follows:
(1) Begin at the leftmost vertical chord of P 1 and proceed left to right as for the case k = 1 (Sec- To compute the MIS we use the strategy used in the case k = 1. I.e., we begin with all vertices of V (both in P 1 and P 2 ) in the independent set and then process the free horizontal chords.
The stack scheme of MaxInd1 is replaced by union-find structures [14] for each of P 1 and P 2 .
For each of P 1 and P 2 we maintain a set of equivalence classes of vertical chords in P 1 and P 2 , respectively. Each equivalence class represents an interval of processed vertical chords. A free horizontal chord that is in both P 1 and P 2 needs to be processed in both polygons. The complexity of the resulting scheme is O(n, α(n,n)) where α is the inverse of the Ackermann's function [14] .
k = 3
From Theorem 4 we see that one of the following must be true: 4(a)). By extending the two left reflex edges at one end each we can decompose the polygon into three polygons with k = 1. Since there is no right reflex edge we can find the maximum matching by extending the strategy of Section 3.3 to the case when P is partitioned into three polygons with k = 1 each. We first match the chords in P 1 and then continue to P 2 .
The matching in P 2 commences at its leftmost vertical chord. When the processing reaches the right boundary of P 1 , the doubly linked list saved from P 1 is appended and we continue till the right boundary of P 2 is reached. Now we start matching in P 3 . The processing begins at the leftmost vertical chord in P 3 . When the right boundary of P 2 is reached, the doubly linked list saved at the end of the processing of P 2 is appended and we continue up to the rightmost vertical chord in P 3 . The correctness of this scheme is established in the same way as we established the correctness of the k = 2 scheme.
When lse = rse = 2 the polygon has one right reflex edge and one left reflex edge. The partitioning into P 1 , P 2 , and P 3 is done as follows:
(1) Determine the number of vertical support edges encountered in a walk that begins at the top of the right reflex edge and ends at the top of the left reflex edge. The walk follows the polygon edges but does not go over the reflex edges. This latter restriction uniquely specifies the walk. Figure 12(c) ). If the number is 4, then extend both reflex edges upward ( Figure   12 (e)).
A maximum matching of vertical chords to horizontal chords is obtained as follows:
(1) [Number of vertical support edges in walk is 0 (Figure 12(d) )].
(a) Match chords in P 1 using the strategy of Section 3.2. However, P 1 is processed right to left. Stop when the left boundary of P 1 is reached. Horizontal chords of P 1 that extend into P 3 are now processed. If the chord was matched to a vertical chord of P 1 , it is marked as matched. If it was not matched, its right end point is changed to be the left boundary of P 1 .
(b) Match chords in P 2 left to right using the strategy of Section 3.2. Stop when the right boundary of P 2 is reached and save the doubly linked list of horizontal chords.
(c) Match chords in P 3 left to right. Already matched horizontal chords are ignored from the processing. When the right boundary of P 2 is reached, the doubly linked list saved when the processing of P 2 finished is appended to the current doubly linked list.
The correctness of the above matching strategy follows from the following observations:
(a) When a vertical chord is examined, it is a matchable chord.
(b) If this vertical chord is in P 1 , then it may be matched to the horizontal intersecting chord with maximum left end point. This is either the bottom most or topmost intersecting chord.
(c) If it is a vertical chord of P 2 , it can be matched to the horizontal intersecting chord with the smallest right end point.
(d) If it is a P 3 vertical chord, it is to be matched to the horizontal intersecting chord that is as yet unmatched and has smallest right end point. Since all vertical chords of P 1 that could be matched to a horizontal chord have already been matched, the right end points of unmatched horizontal chords that extend into P 1 may be considered to be the left boundary of P 1 . This does not affect the set of free vertical chords each such horizontal chord intersects.
(2) [Number of vertical support edges in walk is 2 and the bottom of the right reflex edge is above the top of the left reflex edge, (Figure 12(b) )].
(a) Match chords in P 1 , left to right, using the strategy of Section 3.2. Stop when the right boundary of P 1 is reached and save the doubly linked list of free horizontal chords that extend into P 3 .
(b) Match the chords in P 2 , right to left, using the strategy of Section 3.2. Stop when the left boundary of P 2 is reached. Mark the matched horizontal chords of P 2 that extend into P 3 as matched. Change the right end points of the unmatched horizontal chords of P 2 that extend into P 3 to be the left boundary of P 2 .
(c) Match the chords in P 3 left to right. When the right boundary of P 1 is reached, append the saved doubly linked list.
The fact that this strategy results in a maximum matching may be established in a manner analagous to that used for case (1). The strategies for the remaining two cases (Figures 12(c) and (e)) are similar.
The MIS is now found in O(n, α(n,n)) time using MaxInd1 and union-find structures for each of P 1 , P 2 , P 3 .
k > 3
We explicitly consider only the case k = k H . The strategy is to decompose the polygon into 2k subpolygons with k H = 1 and then use the matching strategy of Section 3.2 to each of these in a suitable order. The decomposition is easily done by extending the vertical reflex edges in both directions ( Figure 13(a) ). This takes O(nlogk) time if a range search tree [15] is used to store the end points of the at most k -1 vertical reflex edges. The resulting polygons have no left or right reflex edges. From Theorem 4(c) it follows that each polygon has lse = rse = 1. From Theorem 4(d) it follows that k H = 1 for each polygon.
In order to apply the strategy of Section 3.2 (or its modification to a right to left sweep) to a subpolygon, the following must be true at the time the matching in the subpolygon begins:
(1) The subpolygon should contain no vertical reflex edge.
(2) Either all subpolygons that abut it on the left or all that abut it on the right must have been processed. In case the former is true, the subpolygon is processed left to right; otherwise it is processed right to left. There is an edge between a subpolygon vertex and a reflex edge vertex iff both ends of the reflex edge can be joined to the interior of the subpolygon by a horizontal line that is wholly within the polygon. Figure 13 (b) gives the constraint graph for Figure 13 (a).
Subpolygon vertices with degree zero in the constraint graph and which satisfy condition (2) above can be processed first in any order. So these are added to the front of the order being constructed. These subpolygons may be deleted from the original polygon to get the polygon of Figure 13 (c). Since the deletion of each subpolygon reduces the number of vertical reflex edges by 1, the new polygon has fewer reflex edges than the original one. A new constraint graph for this polygon is constructed ( Figure 13(d) ) and the subpolygons with degree zero that also satisfy condition (2) above are added to the order being constructed. So, so long as the constraint graph has a subpolygon vertex of degree zero that also satisfies condition (2), we can repeat this process to obtain the desired order. For the example of Figure 13 (a) we obtain the order P 3 , P 6 , P 7 , P 8 , P 1 , P 2 , P 4 , and P 5 . The following theorem shows that every constraint graph has at least one subpolygon vertex whose degree is zero and for which its current left abut or right abut count is also zero. Using the above strategy and appropriate data structures a maximum matching can be found in O(kn) time. The MIS can be found in O(knα(n, n)) time using MaxInd1 and union-find structures.
O(nlogk) Algorithm
This algorithm is an adaptation of the O(nloglogn) MNC algorithm of [8] . This latter algorithm has the following steps:
Step 1: Decompose the rectilinear polygon P into vertically convex subpolygons. This decomposition is done in such a way that a maximum matching of chords can be found by processing the subpolygons in the order in which they are created.
Step 2: Process the subpolygons in the order created to obtain a maximum matching. Free chords from each subpolygon are added to a queue in the order in which they are determined to be free by the maximum matching algorithm.
Step 3: Obtain an MIS of chords by processing the maximum matching and free chord queue obtained in Step 2.
Step 4: Draw the independent chords in the independent set of Step 3 to get a set of subpolygons. Draw all vertical chords in the resulting subpolygons to get rectangles.
Step 3 can be done in O(n) time [8] When a vertical reflex edge is reached, it may be extended downwards if we start at a bottom support edge or upwards if we start at a top support edge to obtain a vertical convex subpolygon.
The situation is more complex when a horizontal reflex edge is reached. We go through a detailed example to illustrate the various cases that arise. A high level description of the decomposition algorithm is given in Figure 14 . The subpolygons appear in this list in the order created.
Consider the polygon of Figure 15 (a). Suppose we begin at the horizontal support edge new horizontal support edege.
Going on to Figure 15 (c), the horizontal support edge s 5 s 6 is picked and subpolygon P 7 is appended to SP. Next, we pick the top support edge s 7 s 8 and set next = bottom (Figure 15(d) ). No subpolygon is generated in this area. Then, another top support edge s 9 s 10 is considered and we
Step 2 can actually be done concurrently with Step 1. The strategy of Section 3.2 can be used to obtain a maximum matching and the queue of free chords in O(n) time.
Step 3 is now implemented as in [8] and
Step 4 is the same as that used for the algorithm of Section 3.
Experimental Results
We programmed three algorithms for the MNC problem. These are:
1. O(nlogk) ... The algorithm of Section 4.
2.
∼ O(kn) ... This uses the algorithms described in Sections 3.2, 3.3, and 3.4 for k = 1, 2, and 3, respectively. For k > 3, it uses the decomposition scheme of Section 4 and the independent set strategy of Section 3.5. We did not use the decomposition scheme of Section 3.5 as preliminary tests indicated it was slower than that of Section 4.
3. O(n 1.5 logn) ... This is the algorithm of [1].
All algorithms were programmed in Pascal and run on an Apollo DN3500 workstation. 
Conclusions
We have developed two algorithms to obtain the MNC of rectilinear polygons with small k.
Both are significantly faster than the O(n 1.5 logn) algorithm of [1] on polygons whose size is large relative to k. For k = 1 and 2 the ∼ O(kn) algorithm is recommended while for k > 2 the O(nlogk) algorithm is recommended.
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