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Abstract
In this thesis, we develop a generalised unfolding formalism to investigate the elec-
tronic and photonic properties of aperiodically-structured materials. We initially focus
on GaAsBi alloys for electronic systems and Penrose-structured materials for photonic
systems, aperiodic materials that cannot be easily studied using conventional band struc-
ture methods. We then extend our study to the supercell approach which facilitates an
accurate modelling of the aperiodic structures at the price of obscuring essential physi-
cal information, due to a band folding effect. Then introducing a generalised unfolding
algorithm, we return the supercell band structure to a traditional form that can again
be used to analyse the electronic and photonic properties of the system.
GaAsBi, which is a material with the potential to suppress the dominant loss mechanisms
in telecommunications devices, was studied using the unfolded supercell band structure
approach. We investigated the effect of bismuth on the properties of a host GaAs
structure, including band movement, band broadening and effective mass. We validated
our approach through a detailed comparison of both band movement and effective masses
to the currently available experimental data. Then, we introduced a formalism for
calculating the CHSH Auger recombination rates from our unfolded band structure,
which will assist in determining the efficiency of the material.
Quasicrystalline photonic materials built on the skeleton of Penrose lattices have proven
to display photonic properties comparable to the ones found in photonic crystals, but
with the added promise of increased isotropy. The photonic band structure of these
materials is a prime target for the unfolding formalism because it allows a full exploration
of the influence of the increased geometrical symmetry on their photonic characteristics.
Furthermore, the network structure investigated demonstrated the existence of a sub-
fundamental photonic band gap, a characteristic unique to quasicrystalline structures.
The unfolded band structure enabled the investigation of the mechanisms responsible
for the formation of this peculiar band gap.
Finally, we depart from the frequency domain approach and employ time domain simu-
lations to investigate the photonic and plasmonic properties of a hybrid structure con-
sisting of a polymer based opal with a quasi-2D gold nanoparticle grid on the surface.
The optical response of the structure displays an intricate interplay between the plas-
monic resonances and the photonic stop band effects. Adopting a renormalised Maxwell-
Garnett effective index for describing the gold nanogrid, we successfully elucidate the
main physical mechanisms governing the optical response of these structures in good
agreement with the results of experimental investigations.
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Chapter 1
Introduction
1.1 Band Structure
Band structure and associated dispersion relations are the pillars of theoretical anal-
ysis in both photonics and solid state physics, defining the essential characteristics of
electronic and photonic states of a system. This ranges from a particle’s forbidden ener-
gies, termed the band gap, all the way through to more complex characteristics such as
electron recombination rates. Most importantly, band structure as a theoretical/com-
putational approach allows study of the effects of manipulating a material’s structure
on its photonic or electronic properties without physical construction, which can not
only simplify the development process but also allow investigation of areas currently
inaccessible by experiment.
Band structure calculations provide a relation between the energy and ultimately the
momentum of the allowed propagating states in a solid. Typically, the allowed states
cluster into bands of propagating states, separated by band gaps in which no propagating
states exist. The band structure describes the dispersive effect of a material on the wave
propagating through it.
In this thesis we are exploring the problem of extending the concepts associated with
band structure to non-periodic structures and the possibility of recovering a true energy-
momentum relationship. This is a challenging task, since the formalism of band structure
is heavily dependent on the periodicity of the structure in question. However, non-
periodic systems still show characteristics of periodic systems but with some perturbative
1
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effects. Consider the band structure of a perfectly periodic system compared to that
of the same periodic system that has been slightly perturbed; an almost identical band
structure would be observed with a very minor shift in the band positions. If this process
is repeated with infinite infinitesimal perturbations to the original structure it would
eventually create an effective continuous distribution for each band, where the width of
that distribution is related to the magnitude of the perturbations. It is this broadening of
bands that characterises the effect caused by loss of periodicity in the structure, where
the range of possible energies simply reflects the states for each different part of the
structure and generates an effective model for aperiodic structures.
The material systems of interest to our study are novel types of semiconductor alloys
and microstructured photonic structures, which hold great promise for optoelectronic
applications, but for which many aspects of how the material structuring affects their
electronic or photonic properties are still unknown.
1.2 Semiconductors
Over the past 100 years, semiconductor materials and devices have developed at unprece-
dented rates becoming an underpinning of society, which is reliant on devices constructed
from these materials such as computers, medical equipment, smart optoelectronic devices
for internet communication and so on. However, with this reliance comes an expecta-
tion to develop both the material and device architectures at an ever increasing rate,
which has motivated the advent of a plethora of materials that can be customised to fit
requirements.
At the centre of the effort to develop these highly customisable materials are the III-
V semiconductors, named so for the constituent atoms in the structure, which come
from either group three or five in the periodic table. These materials have an edge
over group IV semiconductors such as silicon (Si) or germanium (Ge) because of the
added degrees of freedom in the availability of atoms that can be combined to make
new semiconductors and because group IV semiconductors have generally indirect band
gaps, whereas III-V are direct band gap semiconductors. Historically, these materials
have existed as binary structures such as gallium arsenide (GaAs) or indium phosphide
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Figure 1.1: Comparison of band gap and lattice constant for four binary semiconduc-
tors (not to scale). All locations within the blue box show the possible combinations
of band gap and lattice constant that can be achieved by tuning the concentrations of
the four constituent atoms.
(InP) but the customisability of the structures can be taken a step further by introducing
a third or even more atoms to the structure.
These additional atoms not only provide an ability to customise the properties of a
structure but even fine tune them. It should be noted that by adding more group
III atoms (cation), they only replace other group III atoms and the same for group V
(anion). With this we define a concentration of atoms, which represents the percentage
of group III or group V atoms. An example of this is In20Ga80As60P40, where the
subscript defines the percentage of atoms from that group in the structure. A very
simplistic picture of this type of material engineering is shown in Fig. 1.1, where the
points represent the properties of the four different binary compounds. By altering the
percentages of the alloys, we can tune the properties of the final material to be anywhere
along the black lines for ternaries, and in the blue box for the quaternary. In reality,
this is a complex process because of effects like bowing, which presents a departure from
this linear picture between binaries but Fig. 1.1 shows that potential tunability of III-V
semiconductors.
Gallium Arsenide Bismide (GaAsBi) is a key example of band structure engineering used
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to develop the desired electronic properties, where the shear difference in size and elec-
trostatic potential between As and Bi cause large amounts of bowing in the band struc-
ture. This results in a rapidly decreasing band gap (Eg) while simultaneously increasing
the spin-orbit splitting energy (∆SO), which can eventually push the material into a
Eg < ∆SO regime. In such a regime, the dominant recombination processes (CHSH
Auger recombination, which has been shown to contribute towards 80% of threshold
current of 1.55µm laser and their high sensitivity to temperature[7]) are expected to be
strongly suppressed resulting in a dramatic increase in the efficiency of telecommunica-
tion devices[8]. Therefore, GaAsBi holds the potential to greatly increase the efficiency
of telecommunications lasers as well as reducing the need for cooling, making it a very
promising material to explore.
1.3 Photonic Quasicrystals
Electromagnetic radiation plays a fundamental role in many different technologies such
as communications, photovoltaics and quantum computing, which each rely heavily on
the accurate control of light generation, absorption and propagation. The most com-
mon form of light manipulation is scattering at interfaces of changing refractive index.
This concept is taken further by reducing the length scales of the scattering domains to
the order of the wavelength of light, a regime in which the interference of the scattered
waves plays a dominant role. This interference effect can then be engineered to con-
trol the light propagation in a structured medium, for example, by creating forbidden
frequency ranges in which the electromagnetic radiation cannot propagate, otherwise
known as photonic band gaps (PBG). Periodically structured dielectric media, in which
this coherent scattering is generalised to two and three dimensions are known as pho-
tonic crystals, and constitute the flagship example in exploiting coherent scattering for
controlling the propagation of light.
Initially, the presence of PBGs has been associated with the Bragg scattering on a
periodic array of dielectric scatterers. The photonic crystals capability to restrict the
propagation of light was attributed to the periodic nature of the crystal, which intrin-
sically generates the Bragg peaks, setting up resonances in the structure. Later it was
shown that even non-periodic materials can generate a band gap[9, 10], which sparked
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exciting new research directions within the photonic crystal field, including photonic
quasicrystals[11].
Quasicrystals are structures which are not translationally invariant, but are constructed
based on a deterministic distribution of points displaying long-range order and arbi-
trary rotational symmetry. These aperiodic structures display rotational symmetries
incompatible with periodic order leading to a possibility of achieving highly isotropic
dispersion relations while still maintaining a sizeable photonic band gap. The discovery
of quasicrystalline structures in 1984 has revolutionized solid state physics and initiated
a new research field in photonics. For his discovery of quasicrystals, Dan Shechtman
was awarded the Nobel Prize in Chemistry in 2011.
The Penrose lattice is one of the oldest and most interesting examples of quasicrys-
talline structures with a five-fold statistical rotational symmetry. When appropriately
decorated with dielectric inclusions, this structure not only demonstrates the impact
of the higher level of symmetry on the photonic properties, but has been shown to
also exhibit sizeable band gaps of the same order as the largest gaps found in periodic
structures[12]. Since quasicrystals display a variety of nonequivalent local environments,
the defects created in such structures are considerably more complex than defects in pe-
riodic structures, and may offer additional degrees of freedom in tuning their properties.
Furthermore, it has been shown that, in principle, quasiperiodic structures display a
fractal energy spectrum[13], and indeed the Penrose lattice based photonic structures
display properties impossible to achieve in periodic structures, including complete band
gaps below the fundamental band gap[14].
1.4 Thesis Structure
In this context, the main goal of this thesis is to develop a generalised framework capa-
ble of unfolding the band structures of aperiodic systems to unveil the true dispersion
relation for both photonic and electronic structures. While our major focus has been
of two material systems of great promise in optoelectronics and photonics, GaAsBi for
electronic band structure and the Penrose lattice for photonic band structure, the for-
malism developed is very general and could be applied to any aperiodic structures with
minimal changes. For the two examples chosen, we demonstrate both the great promise
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and some limitations of this approach, which is still in its infancy but has the potential
to revolutionise the way we investigate novel aperiodic materials.
This thesis is structured in seven chapters, where each chapters contains original work
starting with a detailed introduction to the problem studied and ending with concluding
remarks and the possible further directions.
The current chapter introduces the context of the thesis and presents the motivation
and the main objectives of our study.
Chapter 2 surveys different approaches to band structure calculations narrowing down
on the techniques that are used in this work. This covers an overview of the development
of electronic band structure and a small selection of the techniques available followed
by a detailed explanation of the tight-binding Schro¨dinger equation. It then develops
the tight-binding Hamiltonian employed in this work and the diagonalisation approach.
We also introduce here the photonic crystals and quasicrystals systems and present
the formalism used to analyse their properties. The final part of the chapter explores
the concept of non-periodic systems and introduces a generalised method to unfold the
band structure of non-periodic structures. The generalised unfolding framework is then
validated by applying it to artificially folded electronic and photonic systems for which
the solution to the band structure problem is known: GaAs structure and a triangular
photonic lattice consisting of high index dielectric rods.
In chapter 3 we are focusing on the numerical algorithms developed during this thesis,
highlighting our contributions to the unfolding algorithm development. We introduce
the electronic unfolding method pointing out the steps required to unfold an electronic
band structure, the complexities that arises from it and present our solution to overcome
these challenges. We also present a detailed discussion on the limitations of tight-binding
software (NEMO5) and introduce our implementation of an external solver in order to
increase the efficiency and capability of the algorithm and enable studies of much larger
systems. Finally we introduce the photonic band structure unfolding algorithm we have
developed, highlighting the differences from the electronic case.
Chapter 4 employs the unfolding algorithm developed for electronic structures with a
main focus on GaAsBi, a material with the great prospects for suppressing the ineffi-
ciencies that plague a variety of optical devices. We start a brief overview of the benefits
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and current status of work in the field of bismide alloys. We then introduce the tight-
binding parameters used in this work before presenting the results of unfolding the band
structure of GaAsBi. In this chapter, we also attack the problem of the effective masses
of an unfolded band structure and investigate the limitations of measuring effective mass
from the band structure data. Finally we introduce a general approach to calculate the
Auger recombination rates from an unfolded band structure.
Chapter 5 explores the application of our generalised unfolding frameworks to non-
periodic photonic structures with a main focus on structures related to the Penrose
lattice. We setup the model system analysed in the context of current research in the
photonic crystal field. We also start with a brief introduction to photonic crystals and
quasicrystals and then explore, in depth, the methods used to generate quasicrystalline
point distributions and associated photonic structures. Furthermore, we describe a few
tiling methods that can be used to produce quasicrystalline lattices, and focus on two
systematic methods that were employed to design efficient numerical algorithms to gen-
erate the structures. These methods are then adapted to produce periodic approximants
to the quasicrystalline distributions, which are compatible with the supercell methods
used in this work. We then investigate the photonic properties of the Penrose lattice
focusing on the sizeable band gap and field localisation effects. Finally, we address
the unfolding of the band structure of the Penrose lattice, which is considerably more
challenging than GaAsBi because this structure no longer has a well defined effective
primitive cell.
In Chapter 6, we switch gears and present an alternative approach to investigate the
photonic properties of complex optical media. While band structure is a highly valuable
tool to investigate the electronic and photonic properties, there are some shortcomings,
which become even more acute for non-periodic media, including computational speed
and resources, difficulty of calculating quantities of practical interest such as transmis-
sion and reflection and inability to deal with absorbing materials. In this chapter, we
employ the finite-difference time-domain (FDTD) method to analyse the plasmonic and
optical response of a gold nanogrid formed atop a polymer opal photonic crystal. The
complexity of the system generates a variety of practical aspects related to the formation
of gold nanogrids in polymer opal templates and the influence of the fabrication details
on the photonic/plasmonic properties. A systematic analysis of the optical properties
of the gold nanogrids and a direct with comparison with measurements performed by
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our collaborators in the Soft Condensed Matter Group at the University of Surrey are
provided.
In chapter 7 we provide a final discussion on the major achievements of this thesis and
an outlook of the novel research directions it has enabled.
Chapter 2
Electronic and Photonic Band
Structures
2.1 Electronic Systems
Determining the electronic characteristics of a material is a challenging many-body
problem that very quickly becomes insurmountable due to the sheer number of elec-
trons (approximately 1 × 1023 cm−3[15]). However, if it is assumed that each elec-
tron experiences the same approximate potential that takes into account the average
electron-electron interaction, then it is possible to deploy the independent electron ap-
proximation and simply solve the problem for a single electron, as each electron is
independent[16]. The independent electron approximation implies that the total wave-
function of an N -electron system can be then written in the form of an anti-symmetrised
product of single-electron wavefunctions. The investigation of the system properties in
the independent-electron approximation most often is a prerequisite for building up more
accurate theoretical frameworks that include electron correlation effects. A general single
electron Schro¨dinger equation can written as follows:
Hˆψ =
(
− ~
2
2m
∇2 + V (r)
)
ψ = Eψ, (2.1)
where Hˆ is the Hamiltonian, V (r) is the potential the electron observes, ψ is the state
(or eigenfunction) of the electron, and E is the energy of that state. Determining the
potential that best represents the system is in general a complex problem, but is made
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much simpler by Bloch’s theorem, assuming the system is periodic. Bloch’s theorem
imposes a periodicity of the system defined by the Bravais lattice vectors, R, where the
potential can be given as V (r) = V (r + R). Furthermore, the eigenfunction must also
satisfy Bloch’s theorem and so is given by:
ψ = eik·ru(r), (2.2)
where eik·r represents the plane wave nature of the wavefunction and u(r) is a function
that is periodic with the periodicity of the lattice. There are also many other interactions
that can be added to the Schro¨dinger equation in Eq. 2.1, such as spin-orbit coupling,
to provide a more accurate model for the electronic system. These equations can then
be solved to determine the electronic properties of a material.
The solution of the Schro¨dinger equation, for an isolated atom, predicts discrete energy
levels that are then occupied by different electrons. When two isolated atoms are brought
in to close proximity of each other, then an atomic orbital from one atom overlaps with
an atomic orbital from a second atom, and they hybridize to form a lower-energy bonding
molecular orbital and a higher-energy anti-bonding molecular orbital. If N atoms are
brought together to form a solid, the interaction of the atomic orbitals of the individual
atoms will result in N closely spaced energy levels instead of the discrete energy levels
of the individual atoms. When N becomes large enough, the split energy levels can then
be treated as a continuous energy bands, making up the fundamental part of a band
structure. Between the bands of allowed energies, there are empty energy regions, called
forbidden band of energies. Ranges of energy where no band exists are called band gaps.
These are regions where it is forbidden for an electron to exist, just like between energy
levels in an atom. In general, the only gap of interest is the one that occurs around
the Fermi level. This is alevel about which the distribution of electrons in the bands is
defined.
The size of this forbidden region can be used to quantify many characteristics of a
material. For example, a band gap much smaller than kT allows valence electrons to
easily excite to conduction electrons and transport energy around the lattice, which is
defined as a conductor. On the other hand, a very large band gap restricts the excitation
of valence electrons causing very few electrons to be available for transporting energy,
giving the material an insulating property.
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Figure 2.1: Two possible standing wave configurations for the electron with the same
wavevector across the ion potential of the crystal structure. The dotted (green) line
shows high probability density on top of the ions giving the state a lower energy whereas
the dashed (blue) line has high probability density away from the ions and therefore
giving the state a higher energy. This energy separation forms the band gap.
The third type of material that is the topic of this section is the semiconductor, which
has a band gap in the order of kT [16]. Therefore, at low temperatures, the material acts
like an insulator and at higher temperatures like a conductor. Furthermore, the energy
released from relaxing a conduction electron can be emitted as light at a wavelength
anywhere from visible to far-IR, making semiconductors highly useful for a plethora of
photonic devices.
There are different ways of describing the formation of the band gap in an electronic
band structure, but the two we are interested in for purpose of this work, are the Bragg
scattering and the tight-binding approaches. The formation of the band gap mediated
by Bragg scattering is best explained in the “nearly free electron” picture, in which the
electrons are assumed to be placed in a weak effective potential. This wavefunction can
then form a standing wave when scattered off the Bragg planes of the Brillouin zone, and
the localisation of this wavefunction with respect to the potential of the ion structure
defines the energy of that wavefunction, which is demonstrated in Fig. 2.1.
For the given wavevector, the wavefunctions characterising the two standing waves have
different spatial localisation properties. The first wavefunction is localised in the vicinity
of the ions, where it can be bound to the ion sitting in a lower potential and therefore
is able to achieve a lower ground state. The second, has a localisation between the ions
naturally sitting higher in the potential and therefore having a higher state energy. It
is this separation of energies for the same wavevector that leads to the formation of a
band gap, where the lower energy can be considered part of the valence band, and the
higher energy, part of the conduction band.
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The tight-binding approach for explaining the formation of the band gap presents the
problem from an electronic orbital perspective, which is more in keeping with this work.
The simplest case is that of an atom with only a single valence electron, for example,
lithium. When two lithium atoms are brought closer together, the wavefunction of the
two atoms’ valence electrons interact, which causes a splitting of the energy levels. The
split levels can be defined as a bonding (lower in energy) and anti-bonding (higher in
energy) levels[17]. As long as the splitting is large enough, then after the introduction
of more atoms and therefore the broadening of the bonding and anti-bonding levels
into bands, there will exist a band gap between these two levels. The interactions
become more complicated when considering more orbitals or more electrons, but the
basic principle remains the same. The band formation in the tight-binding approach
does not rely upon a periodic arrangement of the atoms and, in principle, can be used
to describe band formation in aperiodic solids.
However, in order to calculate band structure properties, we need a method to quan-
tify the characteristics of the material. This can be achieved by solving a Schro¨dinger
equation that defines the system that we are interested in and, therefore, the Hamilto-
nian for this system needs to be established. Ideally, we would identify the Hamiltonian
that accounts for every single electron, ion and perturbation within the material and
solve that equation, because that would give the most accurate answer. However, this
becomes implausible when considering the magnitude of the problem. There are many
different ways to model these systems down into much simpler equations to solve, which
produce accurate approximations.
There are many approximations that can be used to calculate the band structure of an
electronic system. These include Density Functional Theory (DFT), k · p perturbation
theory, nearly free electron approximation and many others. They all approach this
problem from different perspectives - meaning that they can be used to calculate certain
properties of a material very well - but they all also come with some drawbacks.
DFT works on the principle that many properties of an electronic system can be found
purely based on the knowledge of the electron density distribution[18]. It was first
proposed by Hohenberg and Kohn[19], who showed that a functional could break a
3N -dimensional problem (where N is the number of electrons) down to a far simpler
3-dimensional problem based on the electron density. The following year, Kohn and
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Sham[20] further simplified the formalism by introducing a set of self-consistent equa-
tions that include both the exchange and correlation effects on electrons. The main
challenge with DFT is building functionals that correctly define these exchange and
correlation effects.
One of the main functionals used in DFT is the local density approximation (LDA) that
defines the exchange and correlation effects solely based on the local charge density.
This functional successfully produces reliable information about ground state material
properties, such as bonding energies, from a purely ab initio perspective[21]. However,
it fails to describe excited states, which is problematic when calculating a full band
structure as it especially struggles to reproduce accurate band gaps. LDA has been show
to often produce errors as large as 40%[22] for the band gap. Alternative functionals
have been proposed to overcome this problem but are often dependent on the system of
interest and can be highly computationally expensive.
The k · p method uses perturbation theory to extrapolate the band structure from
some known position in the Brillouin zone, k0 (generally the Γ point), using information
derived from experiment or other band structure calculations[23]. The perturbations are
generally derived from material characteristics such as the band gap, optical transition
strengths and effective masses. k · p is a relatively powerful and very practical tool for
the simplicity of information provided. However, it suffers from two major problems,
with regards to the subject of this thesis. The first is that it relies on information
being known about the material of interest, which is not always available - especially in
the case of novel structures, such as GaAsBi. Therefore it will need to rely upon the
output of other band structure calculations such as tight binding. The second, is that
the method becomes far less accurate further away from the central known position,
making it a weaker candidate for full Brillouin zone calculations needed to derive other
materials properties, such as Auger recombination rates.
The nearly free electron model approaches the problem from the concept that the po-
tential is very weak, starting from the Sommerfeld model of a free electron and applying
a weak periodic potential to the problem. This method of band structure calculation is
very good for analysing materials where there is a small interaction between the electron
and the lattice, for example metals. However, this method becomes highly inaccurate
as the strength of the interaction is increased.
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The last method and the one that used to investigate the electronic structure of GaAsBi.
Tight-binding takes the opposite approach to the nearly free electron model by starting
with electrons that are tightly bound to atoms in the lattice. This method can work
from an ab initio perspective where the components of the Hamiltonian are calculated
from electron orbital overlaps. However, a much more accurate method is generated
by fitting the band structure to experimental data and then extracting parameters for
the electronic orbital interactions. While tight-binding has the same drawback as the
k · p method of requiring experimental information, tight-binding has the advantage of
working on an atomistic level and requiring only nearest neighbour interactions, which
is very useful for calculating the band structure of ternary alloys. All that is required
are the interaction energies of the two constituent binary alloys. In the case of GaAsBi,
these are GaAs and GaBi.
Tight-binding plays a balancing act between of computational expense and accuracy,
falling short of the k · p methods lighter computation requirements but compensating
with better accuracy, as previously described. While DFT offers a more ab initio ap-
proach, it suffers from a much greater computational expense dramatically restricting
the size of structures that can be investigated. Tight-binding as expected by its imple-
mentation, does fail at accurately reproducing higher excitations. However, this feature
is not of interest for the aspects studied in this thesis.
2.1.1 Tight-Binding Model
The tight-binding (TB) model is an approximate method employed to solve the time-
independent Schro¨dinger equation on an atomistic level for solids. As opposed to other
methods such as the nearly free electron model, which assumes a weak interaction be-
tween electrons in the lattice, TB defines the basis functions as the wavefunctions of
tightly bound electrons. TB works on the basis that an electron spends most of its
time orbiting around a single ion[24] and therefore utilises the eigenfunctions from a
superposition of the electron orbital wavefunctions from that ion. TB is simply just an
approximation for the Hamiltonian of a system and can be used to calculate a large
variety of properties and phenomena, but the focus of this work is the electronic band
structure.
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The TB model is analogous to the quantum chemistry based method, Linear Combi-
nation of Atomic Orbitals (LCAO), which is used to describe molecular bonding. The
method dates back to 1928 where it was introduced as a means of approximation in
molecular orbital theory[15]. The method was then developed by Sir John Lennard-
Jones in 1929[25] by considering only the valence electrons of the participating atoms,
considerably simplifying the calculation. Simultaneously, Bloch developed a similar use
of electronic wave functions but this time within periodic media[16]. Bloch’s formalism
was the basis upon which nearly all band structure calculations were based.
The TB method was not truly formalised until 1954, by Slater and Koster[26]. In their
paper, they aimed to simplify the method down to the fewest calculations required to
reasonably reproduce the expected results. This included only considering nearest neigh-
bour atoms, reducing the number of considered orbitals, and even redefining the eigen-
function basis to create greater orthogonality and hence reduce the number of necessary
overlap integrals. Finally, they introduced the concept of parameterising the integrals
and then fitting these ‘disposable constants’ at key points within the Brillouin zone, to
well established energy levels. From this, the well-known table of energy integrals used
to build the TB Hamiltonian was generated.
The TB Hamiltonian is entirely based upon the energy of interactions between each of the
electron orbitals being considered in the calculation. Therefore, it can be theoretically
generated on an ab initio basis, where the energies are derived from an overlap of the
electron orbital eigenfunctions and the interaction Hamiltonian. However, this generally
produces relatively low-accuracy band structures and so the more common approach
is to fit the parameters to experimental or other theoretical results. While this makes
the TB approach very dependent upon other results, it allows reproduction of highly
accurate band structures at a low computational cost.
A strength of the TB approach is related to the simplicity of its applicability to ternary
alloy semiconductors, which are materials that have three different constituent atoms.
Because TB only considers the interactions between nearest neighbors, there are only two
sets of interactions that need to be considered when building a ternary TB Hamiltonian.
For example, InGaAs is essentially made up of two binary compounds: InAs and GaAs.
The properties of both binaries are known very well, making the generation of the ternary
tight-binding model simple (as will be shown in Section 2.1.2.2).
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The approximation of tightly bound electrons does, however, have a clear limitation.
This becomes evident when higher energy levels are considered because they are no
longer strongly bound to an ion, but are more accurately portrayed as free flowing
electrons. Therefore, excited energy states within a band structure calculated using the
TB method would be less accurate. However, the main focus of this work is around
the valence bands and only the first conduction band, well within the capability of the
TB approach, which excels at low energy levels and generally gives a very accurate
approximation of key characteristics such as the band gap[23].
Overall, the choice of the TB method was motivated by its capability of calculating the
dispersion relation for any given structure as long as the electron interaction between
the constituent atoms is known. Furthermore, defects like clustering (which occur in
some exotic ternary alloys) and dislocations can be included simply by altering the
input structure accordingly. TB does have computational costs (with both memory and
duration) that scales with the number of atoms to the third power, but offers a good
compromise between the required accuracy and cost.
2.1.2 The TB Schro¨dinger Equation
In the case of band structure, the Hamiltonian, Hˆ, describes the environment with
which the electron interacts, and the output of the Schro¨dinger equation defines the
relationship between the allowed state energies and the wavefunctions of the electron.
The TB Schro¨dinger equation can then be solved for all possible states of the electron,
|Ψn〉, generating the energy levels of the bands, En, at all possible wavevectors, k, of
the electron. Starting with the one-electron Schro¨dinger equation:
Hˆ |Ψ〉 = E |Ψ〉 , (2.3)
and expanding the wavefunction in a non-orthogonal atomic basis set:
|Ψ〉 =
∑
α,i
Cα,i |ψα,i〉 (2.4)
where α represents the atomic orbital (s, p, d) centred at each atomic site i and
Hˆatomic |ψα,i〉 = α,i |ψα,i〉. The TB Schro¨dinger equation can then be solved in mul-
tiple different ways but usually we rely on the matrix formulation of the equation that
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takes into account the possible non-orthogonality of the eigenvectors. In this form, the
Hamiltonian in the left hand side of Eq. 2.3 becomes a matrix operator, Hα,i;β,j , and on
the right hand side an overlap matrix is introduced, Sα,i;β,j :
H˜C = ES˜C, (2.5)
where H˜ is the Hamiltonian matrix of elements Hα,i;β,j , and S˜ is the overlap matrix of
elements Sα,i;β,j . The Hamiltonian matrix elements are given by
Hα,i;β,j = 〈ψα,i| Hˆ |ψβ,j〉 = 〈ψα,i| − ~
2
2m
∇2 +
∑
k
V atomick |ψβ,j〉 , (2.6)
where the effective atomic potential is approximated by a sum of isolated atomic-like
potentials. The diagonal elements are:
Hα,i;α,i = α,i +
∑
k 6=i
〈ψα,i|V atomick |ψα,i〉 , (2.7)
with the first corresponding to the on-site orbital levels and the second to the field
integral (often neglected in practical calculations). The off-diagonal terms ({α, i} 6=
{β, j}) are given by:
Hα,i;β,j = α,iSα,i;β,j + 〈ψα,i|V atomici |ψβ,j〉+
∑
k 6=i,j
〈ψα,i|V atomick |ψβ,j〉 . (2.8)
The first two terms are related to two-centre integrals and the third term results in a
three-center integral. Typically, the three-centre integral is negligible and is neglected
so only the two-centre approximation is employed here. The two-centre integrals are
called hopping integrals since they are related to the ability of the electrons to hop from
one site to another. The overlap integrals define the level of interaction between two
atomic orbital’s, where atoms that are too far apart to interact will have an overlap of
zero. Conversely, an orbitals overlap with itself will be 1. Again, all components of this
equation will become a function of the wavevectors of the electron.
The TB Schro¨dinger equation in this non-orthogonal orbital basis generates a generalised
eigenvalue problem and by solving the secular equation:
[
H˜ − ES˜
]
C = 0⇒
∣∣∣H˜ − ES˜∣∣∣ = 0, (2.9)
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one can extract the energies and wavefunctions of the system. However, as the system
becomes more complex, the characteristic polynomial increases to a greater order and
can reach the point where the solution becomes computationally infeasible.
The second approach to solve the TB Hamiltonian problem is to employ the Lo¨wdin or-
bitals [27]. The Lo¨wdin orthogonalisation scheme transforms the original non-orthogonal
vectors by a Ŝ−1/2 matrix1 and possesses two remarkable features: the new orthogonal
orbitals are less distorted (as compared to the original ones in the least square norm
sense) and have the same symmetry as the original orbitals. For these reasons the scheme
is often called the symmetric orthogonalisation.
The Lo¨wdin orbitals, |φα,i〉, are defined by
|φα,i〉 = |ψβ,j〉S−1/2β,j;α,i (2.11)
which are different from the usual atomic orbitals, |ψα,i〉, in the sense that orbitals
centred at different atomic sites are now orthogonal to each other. With an orthogonal
basis set, solving the TB Schro¨dinger equation becomes a simpler task as shown in Eq.
2.12. The overlap on the right hand side simply becomes the identity matrix:
[
H˜ ′ − E
]
C = 0
∣∣∣H˜ ′ − E1˜∣∣∣ = 0, (2.12)
where H˜ ′ =
[
Ŝ†
]−1/2
H˜
[
Ŝ†
]−1/2
. In both cases, the number of solutions generated
from solving the TB Schro¨dinger equation is restricted to the size of the basis set, which
is dependent on the number of orbitals considered and the number of atoms in the
system. Furthermore, the equation can be solved for any electron wavevector. However,
generally the wavevectors are restricted to those that exist in the first Brillouin zone
as this is sufficient to map all of reciprocal space due to symmetry. Finally, for easy of
visualisation, most band structure diagrams only show the bands of wavevectors that lie
along paths between the high symmetry points (e.g. Γ, X and L).
1Let |φα,i〉 =∑β,jMβ,j;α,i |ψβ,j〉. Since the Lo¨wdin orbitals are required to be orthogonal we have
〈φα,i|φβ,j〉 = 〈
∑
γ,k
Mγ,k;α,iψγ,k|
∑
η,l
Mη,l;β,jψβ,j〉 = δα,βδi,j , (2.10)
where 〈φα,i| is the Lo¨dwin orbital and 〈ψα,i| is the original non-orthogonal atomic orbital. Therefore
M̂†ŜM̂ = 1̂ and M̂M̂† = Ŝ−1; hence we can write M̂ = Ŝ−1/2.
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2.1.2.1 Ternary Alloys: Model Structures
As described earlier, the TB Schro¨dinger equation is constructed based upon a real space
structure, which allows the reproduction of the band structure for absolutely any type
of system, assuming the atomic interactions of the constituent atoms are known. This
is very powerful especially when it comes to investigating non-periodic systems or just
simply the effects of defects, because this needs to be implemented into a real space
structure and then the Hamiltonian of that structure can be built.
Solving the TB Schro¨dinger equation becomes more and more computationally expensive
as the structure grows in size. However, the periodicity of crystalline structures can be
used to recreate a bulk material using the smallest representative structure for that
material. This is called the unit cell of the crystal, where the bulk structure can be
recreated by stacking unit cells along the lattice vector directions. The simplest case of
a unit cell is called a primitive cell, which is all that is required to describe unary and
binary materials containing only one or two different atoms, respectively. At the other
end of the scale is a supercell, which contains multiple (generally different) primitive
cells. This allows the simulation of a larger variety of different interactions and is
important for the calculation of the band structure of ternary or quaternary materials
or even simpler materials containing defects.
A zinc-blende structure, which is one of the most common forms of structure for semi-
conductors that contain more than one atom, is shown in Fig. 2.2. Zinc-blende has
the symmetry of a face-centred cubic (FCC) lattice as shown in the diagram where the
orange box represents the unit cell of an FCC lattice and the red atoms lie on the sites
of a typical FCC structure. The blue atoms occupy a second inter-penetrating FCC
structure. The blue box, which has a rhombic dodecahedron shape, is a primitive cell
(more accurately the Wigner-Seitz cell) of the zinc-blende structure and represents the
smallest possible volume from which the full structure of a perfect binary can be de-
rived. As shown in the diagram, there are two atoms — one of each type — within the
primitive cell, which allows the full representation of interactions within the crystal.
If another type of atom is introduced in the binary structure to form an alloy, as is the
case with a ternary semiconductor, the primitive cell becomes incapable of representing
the full structure directly. There is a methodology that has been developed to allow the
electronic interactions of a ternary alloy to be reproduced using a primitive cell, which
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Figure 2.2: A binary semiconductor in a zinc-blende structure. The different coloured
atoms represent the anion and cation of the binary compound. This diagram shows
a unit cell (orange box) and the Wigner-Seitz cell (blue box), which only contains
two atoms (one red and one blue) and is the smallest possible volume that can fully
represent the rest of the structure.
is called Virtual Crystal Approximation (VCA). This method creates a compound atom
out of all atoms that share the same type of ion (i.e. anion or cation). An example of
this would be A40B60C20D80, which has two cations (A and B) and two anions (C and
D). The compound atom is then created by a weighted average each of the constituent
atoms’ parameters, where the weighting is dependent on the percentage of that atom in
the structure. This is defined in Eq. 2.13, where Px is a parameter of the material such
as lattice constant, N is the total number of atoms, with the ion type of interest, and
Ci is the weighting of atom, i (e.g. CA = 0.4 and CB = 0.6).
Px =
1
N
N∑
i
CxiPxi . (2.13)
In principle, this approach allows any structure to be represented by a primitive cell and,
in many cases, generates acceptable results. However, this formalism starts to break
down when the ions become more dissimilar and effects other than just the different
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electron interactions play a part in deforming the band structure. One of these effects
is strain, which can be induced when the size of the atoms vary dramatically, and plays
a strong role in this work.
An alternative approach to describing alloy compounds employs a larger structure able
to capture various possible arrangements of the elements forming the alloy. The supercell
approach allows the simple construction of larger structures with more atoms, which can
then accurately represent more complex structures such as those with defects or more
than two types of atom. This is achieved by stacking primitive cells along the lattice
vectors, and then populating the primitive cells on a weighted coin toss basis. For
example, in the structure ABxC(1−x), all cation sites are populated by atom A, and the
each anion site has an x% probability of containing atom B and an (1− x)% probability
of containing atom C.
At this point, all neighbouring atoms will be equidistant from each other because they
have simply been placed into the default positions of a zinc-blende structure. However,
this is not a realistic representation of the final structure because the relaxed state of
smaller atoms generally have shorter bond lengths than larger atoms. Larger atoms will
be exerting a compressive strain on the bond which will in turn have an effect on the
electronic interactions, and the opposite can be said about smaller atoms. Therefore,
the structure needs to be relaxed into a configuration that has the minimum potential
energy for that structure. This may not necessarily mean that the structure will no
longer be strained, but it should now become a more realistic representation of an
experimentally fabricated structure. This relaxation can be achieved by using the a
variety of relaxation methods such as the Valence Force Field (VFF) approach, with a
Keating[28] or Kirkwood[29] potential, the bond order potentials[30, 31], or Stillinger-
Webber potential[32], which are various methods of quantifying the elastic energy, or
strain, within the structure. The relaxation method predominantly used in this work
is the VFF model with a Keating potential, which calculates the total elastic energy of
the system using:
E =
3
8
∑
m
{∑
n
[
αmn
d2mn
(rmn · rmn − dmn · dmn)2
+
∑
k>n
√
βmnβmk
dmndmk
(rmn · rmk − dmn · dmk)2
]}
. (2.14)
2.1 Electronic Systems 22
This method is purely based on the atomic positions and two constants that are defined
for each type of bond (i.e. the bond between each possible combination of atom). The
first constant, αmn, is the bond-stretching constant, which scales the energy contribution
from the variation of the strained bond length, rmn, from the unstrained bond length,
dmn. The second constant, βmn, is the bond-bending, which scales the energy contri-
bution from the variation of the angle between bonds in a strained system, rmn · rmk,
and an unstrained system, dmn · dmk. Both contributions to the elastic energy require
a summation over every atom, m, in the system and each of its nearest neighbours,
n. However, the bond-bending constant compares the angle between the bonds to two
nearest neighbours and so requires a third summation over atoms, k, where k 6= n and
does not cover the contribution of angles that have already been accounted for in the
sum.
The task is then to minimise this energy by methodically altering the positions of the
atoms and observing if this has reduced the elastic energy in the structure. This can
be achieved by any number of minimisation algorithms. Once the structure has been
relaxed, it can then be used to build the TB Hamiltonian that will describe the electronic
interactions of that structure.
2.1.2.2 Building the TB Hamiltonian Matrix
The Hamiltonian is the most important part of the Schro¨dinger equation because it
holds all the information required about the system to generate the band structure and
diagonalising the Hamiltonian matrix provides directly both the energies and the eigen-
functions of the electronic excitations. The TB Hamiltonian is built on all the electron
orbital interactions with the structure, where each of these interactions can be repre-
sented by the overlap: Eα,β = 〈αi|Hα,β|βj〉. Here, α and β represent the electron orbital
(e.g. s, px, dyz) of atoms i and j respectively and Hα,β is the Hamiltonian describing that
interaction. The matrix, which forms a component of the TB Hamiltonian describing
the interactions between atoms A and B, can be written as:
hAB =

〈sB|Hs,s|sA〉 〈px,B|Hs,px |sA〉 · · · 〈αB|Hs,α|sA〉
〈sB|Hpx,s|px,A〉 〈px,B|Hpx,px |px,A〉 · · · 〈αB|Hpx,α|px,A〉
...
...
. . .
...
〈sB|Hα,s|αA〉 〈px,B|Hα,px |αA〉 · · · 〈αB|Hα,α|αA〉
 . (2.15)
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This matrix then stores all the electron interactions between atoms A and B, for all
possible combinations of atoms, including a self-interaction matrix. The case of the self-
interaction matrix is the simplest to consider because all electron orbitals are orthogonal
to each other within the same atom. Eq. 2.16 shows the matrix that represents the self-
interaction of an atom:
hAA =

Es 0 0 0
0 EPx 0 0
0 0
. . . 0
0 0 0 Eα
 . (2.16)
In Eq. 2.16, there are no off-diagonal elements present due to the orthogonality of the
orbitals within the same atom and the diagonal elements are simply constants associated
with the energy of each orbital of that particular atom, represented by Ei = 〈αi|H|αi〉.
This is the start of the introduction to the tunable parameters, mentioned earlier,
that support the capability of generating highly accurate band structures using the
TB method.
The matrices in Eq. 2.15 and 2.16 are then built up into yet another matrix that makes up
the final TB Hamiltonian. The composition of this matrix is shown in Eq. 2.17. There
is a high degree of symmetry in the Hamiltonian, which can simplify its final form,
where hA,B = −hB,A. In the most common form of band structure calculation of binary
semiconductors, only the unit cell is considered, which means that the Hamiltonian only
consists of two atoms and hence Eq. 2.17 becomes a much simpler 2×2 matrix. However,
in this work, we will be dealing with Hamiltonians that consist of many thousands of
atoms and consequently employ much larger TB matrices.
Hˆ =

h1,1 h1,2 · · · h1,N
h2,1 h2,2 · · · h2,N
...
...
. . .
...
hN,1 hN,2 · · · hN,N
 . (2.17)
Up until this point, the elements of the Hamiltonian have been simply defined as an
analytical overlap between the electron orbitals. However, this overlap can be tedious to
calculate and generally does not result in particularly accurate band structures, when
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Table 2.1: List of intra-atomic and inter-atomic parameters. The intra-atomic param-
eters consist of an E, for energy, or SO, referring to the spin-orbit interaction, followed
by a subscript indicating to which orbital it refers. The inter-atomic parameters consist
of a V followed by a subscript, where the first two components represent the orbitals
of the interaction. The final component of the subscript represents the type of bond.
Intra-atomic Inter-atomic
Es Vssσ
Epx Vspσ
Epy Vsdσ
Epz Vppσ
Es∗ Vpppi
Edxy Vpdσ
Edyz Vpdpi
Ed3z2−r2 Vs∗sσ
Edxz Vs∗pσ
Edx2−y2 Vs∗s∗σ
SOs Vs∗dσ
SOp Vddσ
SOd Vddpi
Vddδ
compared to experimental results. Therefore, the Hamiltonian is parametrised as ini-
tially indicated in Eq. 2.16 and these parameters are then tailored to represent the
structure of the material in question. A list of parameters used to construct the TB
Hamiltonian including up to sp3d5s∗ orbitals (including the spin-orbit interaction), is
shown in Table 2.1. For the self (or intra-atomic) interaction, there is a parameter for
each electron orbital and there are also extra parameters if the spin-orbit interaction
is considered. However, the spin-orbit interaction only requires one parameter for each
orbital level (i.e. s, p or d).
The interaction between the orbitals of different atoms or inter-atomic interactions re-
quire a parameter for each type of orbital interaction. These interactions can be broken
down simply into all the different combinations of orbital levels. However, a added level
of complexity is introduced when considering orbitals higher than s, because the higher
orbitals (i.e. p and d) are not isotropic and so the interaction becomes dependent on their
orientation with respect to each other. These interactions are then broken down into
three bond types, σ, pi and δ, and contributions are calculated based on the orientation
with respect to each other.
A simple depiction is presented in Fig. 2.3, which shows the interaction between two
pz-orbitals. This interaction consists of a σ bond, where both p-orbitals will align with
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Figure 2.3: Neighbouring pz orbitals and their relation to each other. The bond-
ing vector between the two atoms is represented by d and the orbital orientation is
represented by the three direction cosine angles, θ1, θ2 and θ3.
the bond (θ3 = 0), and a pi bond, where both p-orbitals are perpendicular to the bond
(θ3 = pi/2). The contribution of each of these bond types is dependent on the directional
cosines, which in this case are simply based on θ3. These interactions become more con-
ceptually complicated when the d-orbital is considered, which introduces the third type
of bond. However, there is a simple table that defines how to generate the interaction
energies from these parameters and the direction cosines, which is given in Table 2.2. It
should be noted that Ea,b = Eb,a.
As shown in Table 2.2, each of the energy integrals are made up of the inter-atomic
parameters above and a set of direction cosines, l, m and n. The direction cosines are
simply the proportion of the bonding vector, d, in the x, y and z directions, which can
be calculated by taking the cosine of angles θ1, θ2 and θ3 from Fig. 2.3, respectively.
Up to this point, the Hamiltonian has accounted for the different types of orbital inter-
actions and has even included a dependency on the angle between the orbitals. However,
there is no dependency on the distance between atoms, outside of using a different pa-
rameter set, and therefore structures with varying bond lengths cannot be support. This
is a good approximation when considering a perfect binary semiconductor structure but
will not be capable of accounting for any type of disorder, imparting a limitation on the
methodology. This is particularly important for this work because bismuth atoms cause
a substantial strain on the GaAs structure with nearly every atom displaced from its
unstrained position in the original GaAs structure.
The method we adopt to include the effects associated with the strain was introduced
2.1 Electronic Systems 26
in Ref. [33] (developed based on the original findings by Harrison and Froyer[34]) and
consists of modifying the matrix elements in way that depends on the variation of the
bond length from the relaxed bulk bond length. The relationship between the strained
and the unstrained matrix elements is presented in Eq. 2.18, which shows that the scaling
of the matrix element is not only dependent on the variation from relaxed bond length,
but also on the orbital interaction in question:
Eα,β(r) = Eα,β(r0)
(r0
r
)ηα,β
, (2.18)
where Eα,β(r) is the interaction energy between the α and β orbitals with a bond
length between the atoms of interest, r. r0 represents the relaxed bond length of a
perfect unstrained structure. Finally ηα,β is the strain exponent for the electron orbital
interaction between the α and β orbitals. These strain exponents are added to the list
of input parameters required to generate the TB Hamiltonian.
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Table 2.2: List of all the different inter-atomic interactions and how to calculate
the energy of that interaction. l, m, and n are the directional cosines and Vx are the
parameters given in Table 2.1.
Interaction Energy integral
Es,s Vssσ
Es,px l(Vspσ)
Epx,px l
2(Vppσ) + (1− l2)(Vpppi)
Epx,py lm(Vppσ)− lm(Vpppi)
Epx,pz ln(Vppσ)− ln(Vpppi)
Es,dxy
√
3lm(Vsdσ)
Es,dx2−y2
1
2
√
3(l2 −m2)(Vsdσ)
Es,d3z2−r2 [n
2 − 12(l2 +m2)](Vsdσ
Epx,dxy
√
3l2m(Vpdσ) +m(1− 2l2)(Vpdpi)
Epy ,dxy
√
3lmn(Vpdσ)− 2lmn(Vpdpi)
Epz ,dxy
√
3l2n(Vpdσ) + n(1− 2l2)(Vpdpi)
Epx,dx2−y2
1
2
√
3l(l2 −m2)(Vpdσ) + l(1− l2 +m2)(Vpdpi)
Epy ,dx2−y2
1
2
√
3m(l2 −m2)(Vpdσ)−m(1 + l2 −m2)(Vpdpi)
Epz ,dx2−y2
1
2
√
3n(l2 −m2)(Vpdσ)− n(l2 −m2)(Vpdpi)
Epx,d3z2−r2 l[n
2 − 12(l2 +m2)(Vpsσ)−
√
3ln2(Vpdpi)
Epy ,d3z2−r2 m[n
2 − 12(l2 +m2)(Vpsσ)−
√
3mn2(Vpdpi)
Epz ,d3z2−r2 n[n
2 − 12(l2 +m2)(Vpsσ)−
√
3n(l2 +m2)(Vpdpi)
Edxy ,dxy 3l
2m2(Vddσ) + (l
2 +m2 − 4l2m2)(Vddpi) + (n2 + l2m2)(Vddδ)
Edxy ,dyz 3lm
2n(Vddσ) + ln(1− 4m2)(Vddpi) + ln(m2 − 1)(Vddδ)
Edxy ,dzx 3l
2mn(Vddσ) +mn(1− 4l2)(Vddpi) +mn(l2 − 1)(Vddδ)
Edxy ,dx2−y2
3
2 lm(l
2 −m2)(Vddσ) + 2lm(m2 − l2)(Vddpi) + 12 lm(l2 −m2)(Vddδ)
Edyz ,dx2−y2
3
2mn(l
2 − m2)(Vddσ) − mn[1 + 2(l2 − m2)](Vddpi) + 12mn[1 + 12(l2 −
m2)](Vddδ)
Edzx,dx2−y2
3
2nl(l
2−m2)(Vddσ)+nl[1−2(l2−m2)](Vddpi)+ 12nl[1− 12(l2−m2)(Vddδ)
Edxy ,d3z2−r2
√
3lm[n2− 12(l2 +m2)](Vddσ)−2
√
3lmn2(Vddpi)+
1
2
√
3lm(1+n2)(Vddδ)
Edyz ,d3z2−r2
√
3mn[n2− 12(l2+m2)](Vddσ)+
√
3mn(l2+m2−n2)(Vddpi)+ 12
√
3mn(l2+
m2)(Vddδ)
Edzx,d3z2−r2
√
3ln[n2− 12(l2 +m2)](Vddσ) +
√
3ln(l2 +m2−n2)(Vddpi) + 12
√
3ln(l2 +
m2)(Vddδ)
Edx2−y2 ,dx2−y2
3
4(l
2−m2)2(Vddσ)+[l2+m2−(l2−m2)2](Vddpi)+[n2+ 14(l2−m2)2](Vddδ)
Edx2−y2 ,d3z2−r2
1
2
√
3(l2−m2)[n2− 12(l2 +m2)](Vddσ)+
√
3n2(m2− l2)(Vddpi)+ 14
√
3(1+
n2)(l2 −m2)(Vddδ)
Ed3z2−r2 ,d3z2−r2 [n
2 − 12(l2 +m2)]2(Vddσ) + 3n2(l2 +m2)(Vddpi) + 34(l2 +m2)2(Vddδ)
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Finally, there is a dependence for each element of the Hamiltonian on the wavevector of
the electron, k, adding a phase factor to the Hamiltonian. This forms the second variable
of the band structure (the first being energy) and allows us to describe the properties
of an electron in a variety of states. This dependence on k is shown in Eq. 2.19, where
Ri is simply the vector that points to atom i, in real space. From Eq. 2.19, the scale
of this dependence can vary if the inter-atomic distance varies, and the intra-atomic
interactions do not have any k dependence.
Eα,β(k, r) = Eα,β(r)e
ik·(Ra−Rb). (2.19)
The TB Hamiltonian now describes the system fully and can technically be used to
generate the electronic band structure of the system using a secular equation. However,
this calculation becomes unfeasible as more orbitals and larger systems are included,
and so the second method of solving the TB Schro¨dinger equation, described earlier,
needs to be used. This requires the extra step of calculating the eigenfunctions for each
band, which is described next.
In order to solve larger a TB Schro¨dinger equation, where solving the secular equation is
no longer feasible, we need construct the eigenfunctions as linear combinations of atomic
orbitals located at each of the atom’s positions. In general, there is an infinite number
of eigenstates within any electronic system. However, the tight-binding matrix employs
a finite number of states and one of the limiting factors is that only a finite number of
bands equal to the dimension of the Hamiltonian matrix can be calculated.
The eigenfunctions, just like the Hamiltonian, are a function of all the orbitals for all
the atoms in the system. In a simple binary system this can be represented by a sum
of the wavefunction for the two constituent atoms, |ψA〉 and |ψB〉. These wavefunctions
can be further expanded as in Eq. 2.20, which are simply a sum of a product of the
orbital wavefunction, |α〉, and its coefficient, Cα.
|Ψ〉 = |ψA〉+ |ψB〉 =
∑
α
CA,α|φA,α〉+
∑
β
CB,β |φB,β〉, (2.20)
where α, β ∈ {s, px, py, pz}. These eigenfunctions can be calculated analytically, how-
ever, again this is generally not particularly accurate and can be overcomplicated with
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Figure 2.4: Diagram of the graphene structure. A and B are the constituent atoms
of the primitive cell (defined by the blue dashed line). Each atom has three nearest
neighbours (central is labeled as atom 0, and atoms 1, 2 and 3 which are the nearest
neighbours.
larger systems. Therefore, the general approach is to calculate the eigenfunction nu-
merically using a linear solver that iterates a trial eigenfunction until it converges on a
solution. The solution is converged upon when the eigenvalue matrix is both diagonal
and all diagonal elements are identical within a given tolerance. This method is repeated
until all wanted eigenvalues and eigenvectors have been calculated. There are methods
like the use of a preconditioner that can speed up convergence and other methods that
allow calculation of a specific subset of the eigenvectors[35].
Calculating the eigenvectors numerically greatly simplifies the the process of solving the
TB Schro¨dinger equation but also gives access to a variety of post-processing calcula-
tions allowing even more information to be extracted from the band structure. These
post-processing calculations include methods such as unfolding the band structure of
a supercell system and Auger recombination rates, both of which play a large part in
developing a greater understanding of GaAsBi and will be described in more detail later
in this work.
2.1.3 TB Approach: 2D Systems (Graphene)
One of the simplest structures of which to calculate the band structure is graphene
because of its reduced dimensionality (two dimensions) and use of a single atom species
(carbon). If we restrict the orbitals considered to just the s-orbital, the Hamiltonian
simplifies down to a 2× 2 matrix, which makes the secular equation a viable method for
solving the TB equation.
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Fig. 2.4 gives an overview of the graphene structure, showing nearest neighbors, the
primitive cell and the lattice vectors, which are all bases for constructing the Hamilto-
nian. Due to there only being a single orbital and one species of atom in consideration,
the diagonal elements of the Hamiltonian are simply just the intra-atomic interaction
energies for carbon, hAA = hBB = Es. The off-diagonal elements, which are the compo-
nents of the Hamiltonian that consider the inter-atomic interaction, use the parameter,
Es,s = Vssσ, but also need to account for vectors between the atoms for all its nearest
neighbours. This relationship is defined in Eq. 2.21.
hAB = −hBA = 1
N
∑
RA
∑
RB
eik·(RB−RA)〈φA(r−RA)|H|φB(r−RB)〉
=
Es,s
N
(
eik·(RB1−RA) + eik·(RB2−RA) + eik·(RB3−RA)
)
, (2.21)
where N is the number of nearest neighbours, Ri is a positional vector to atom, i, and
φj is the electron wavefunction for the s-orbital for atom, j. In this case, the lattice
is perfect and unstrained so the parameters are not dependent on distance because
r0/(Ri −Rj) = 1. Also because only the s-orbital is considered, which is not polarised,
the parameter, Es,s, is also angle-independent.
Next, the overlap integrals need to be calculated. For the self-interaction, this is simple
because we are only considering a single orbital and therefore sAA = sBB = 1. The
overlap between atoms takes a similar approach to the interaction energies, however,
instead of solving for the expected energy, Es,s, the overlap between the two electron
wavefunctions is solved, Ss,s. This is generally quite small and so can normally be
neglected but it has been retained for the purpose of generality.
Once the Hamiltonian elements and the overlap have been calculated, they can be in-
serted into the secular equation (Eq. 2.9) and solved for a range of k-points to provide
the band structure. The determinant of the matrix must be equal to zero, which yields:
(hAA − sAAE)(hBB − sBBE)− (hAB − sABE)(hBA − sBAE) = 0. (2.22)
This is simply a quadratic equation that can be solved for E, using Eq. 2.21, its overlap
equivalent and the parameters defined in table 2.3[36]. The quadratic equation has two
roots, which represent two of the bands of a graphene band structure, shown in Fig. 2.5.
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Table 2.3: Parameters required to perform the tight-binding band structure calcula-
tion for graphene using only the s-orbital and first nearest neighbours, where a is the
lattice constant.
a (A˚) Es (eV) Es,s (eV) Ss,s
2.461 -0.28 -2.97 0.073
KM Γ MWave Vector
En
er
gy
 (
eV
)
Figure 2.5: Diagram of the graphene electronic band structure. Shows the first
valence and conduction bands, where as shown, they overlap at the ‘K’ high symmetry
point indicating a zero band gap.
We note that while the TB band structure calculation for the graphene is trivial, for more
complex systems, the TB matrices become larger. Therefore, solving of a polynomial
quickly becomes infeasible and so a numerical solution is required. The generation of
the Hamiltonian matrix also becomes more complicated when the third dimension, non-
isotropic orbitals and defects are introduced. Many of these concepts will be employed
in Section 2.1.4 and throughout the rest of this work.
2.1.4 TB Approach: 3D Systems (GaAs)
The vast majority of electronic systems are more complex than the graphene example
shown previously. The extension to three dimensions is relatively trivial, with only
a simple direction cosine dependence of the non-isotropic parameters and the extra
dimension in the phase factor. It does add an extra level of complexity to the relaxation
of the structure but that simply results in an increased time to reach convergence,
which is significantly smaller than the time to diagonalise the TB Hamiltonian. The
introduction of p and d level orbitals means that the more involved calculations from
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Table 2.2 need to be performed in creating the Hamiltonian and also significantly increase
the dimension of the matrix.
The example of a perfect GaAs structure only requires considering the primitive cell,
which contains two atoms and so is similar to graphene in that respect, but we are now
considering the interaction between the orbitals of two different species of atom. If there
were defects or more species of atoms in the structure, then we would have to consider
expanding the calculation outside of a single primitive cell, involving more atoms and
hence a larger Hamiltonian. The defects would then also likely induce a strain on the
structure, which would require both the relaxation of the structure and the inclusion of
the strain parameters in the calculation of the Hamiltonian.
The two example band structures given in Fig. 2.6 and Fig. 2.7 are of an unstrained,
perfect, GaAs structure and are used to show the difference in accuracy simply through
the inclusion of more orbitals. The first figure uses the sp3s∗ orbitals and spin-orbit
interaction, which accounts for the degeneracy of bands. In this figure, the bands away
from the centre of the Brillouin zone (the Γ point) are relatively flat. This is due to
the lower accuracy caused by fewer orbital parameters. However, the most important
physics for this work occurs at the centre of the Brillouin zone, where this band structure
is sufficiently accurate.
The second figure includes the sp3d5s∗ orbitals and spin-orbit interaction. This in-
troduces an extra five d-orbitals increasing the number of degrees of freedom, and the
capability for a highly accurate band structure. As shown in the figure, the band struc-
ture is far better defined throughout the Brillouin zone making it an ideal candidate for
post-processing calculations such as Auger recombination rates. However, this increased
accuracy comes at a price. Firstly with the extra degrees of freedom, there is added com-
plexity to calculating the parameters, which problematic when using a binary material
that has not been very well studied. The second problem is the increased computational
cost, where the dimension of the Hamiltonian is increasing by 1.5 times. Solving of the
TB Schro¨dinger equation scales roughly to the cube of the dimension of the matrix so
this increase can be quite costly.
2.1 Electronic Systems 33
Figure 2.6: Band structure of unstrained GaAs for sp3s∗-orbitals including the spin-
orbit interaction using the TB method.
Figure 2.7: Band structure of unstrained GaAs for sp3d5s∗-orbitals including the
spin-orbit interaction using the TB method.
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Figure 2.8: Two standing waves with k on the Brillouin zone edge in a one-dimensional
Bragg stack, with (red) low dielectric material, 1, and (blue) high dielectric material,
2. (A) and (B) show electric field distribution in the stack and (C) and (D) show the
energy density of each wave, respectively. The left panel ((A) and (C)) refers to the
lower frequency wave, and the right panel ((B) and (D)) refers to the higher frequency
wave.
2.2 Photonic Systems
The simplest case of electromagnetic propagation is light travelling in a homogeneous
medium, where the band structure is simply a linear relationship between the frequency
and the wavevector, ω = v · k, independent of the propagation direction. This linear
relationship is simply dependent on the speed of light in that medium, v = c/n, which in
turn depends on the material’s permeability and permittivity, n = 1/
√
rµr. However,
as the medium becomes more complex, this linear relationship breaks down.
Similar to the electronic band structures, one of the most important aspects is the
presence of band gap, here called a photonic band gap (PBG). A photonic band gap is
a spectral range over which there exists no propagating states for the electromagnetic
radiation and the structure acts as a perfect reflector. Related to PBGs there are two
concepts of interest: a full band gap, a spectral range in which the light cannot propagate
in any direction; and a stop gap, which prevents light from propagating but only in a
given direction.
There are many different ways of describing the formation of the band gap in a photonic
band structures but again we will restrict the discussion to two of the more relevant
approaches. The first takes a very similar path to the nearly-free electron method in the
electronic structures section, which depends on the different localisations of standing
waves associated with the scattering at the Brillouin zone edges. The second approach
is related to Mie resonance (or, more, generally, localised electromagnetic resonances),
which is similar to the tight-binding approach[37].
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Figure 2.9: Triangular photonic crystal made from dielectric cylinders showing the
energy density localisation for (A) the top of band 1 and (B) the bottom of band 2.
Similar to the nearly-free electron method, the Bragg scattering origin of the band gap
derives from standing waves set up in the structure when the k wavevector lies on the
Brillouin zone edge and the Bragg scattering condition is fulfilled. In the photonic
case, these standing waves are established on evenly distributed scattering centres. A
simplified diagram in one dimension is shown in Fig. 2.8, which depicts the two possible
standing waves for a given wavevector on the Brillouin zone edge. One of the standing
waves, (A) is localised in the high dielectric fraction, 2, implying that the maxima of
the electromagnetic field lies within the high dielectric. Conversely, the second standing
wave, (B), is localised in the low dielectric fraction, 1 (typically air).
The electric field energy density can be calculated for each of the standing waves, as
shown in Fig. 2.8(C) and (D). The (C) configuration has a greater energy density than
the (D) configuration, where (C) and (D) are the electric field energy density plots
corresponding to (A) and (B), respectively. Therefore, while both waves have the same
wavevector, the energy and hence the frequency of the waves are different. It is this
frequency separation that leads to the formation of the band gap.
This difference in the energy density localisation is preserved as the dimensionality of
the systems is increased, as shown in Fig. 2.9, in which (A) displays the localisation of
the lower band edge mode in the high dielectric hexagonal network and (B) shows the
localisation of the upper band edge mode in the air fraction of the structure (the top
of band 1 and the bottom for band 2, respectively). While this argument is typically
employed only for periodic systems, it can be used for all systems displaying Bragg
scattering, including quasicrystalline materials.
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Figure 2.10: Mie resonances, their hybridisation and field localisation. (A) and (D)
are the first and second Mie resonances, (B) and (E) are the corresponding hybridisa-
tion, and (C) and (F) are the final field localisations.
An alternate contribution to the formation of a photonic band gap comes in the form of
Mie scattering, which is similar to the tight-binding explanation in electronic band gaps.
This type of scattering describes how an electromagnetic wave interacts with spherical
objects on the order of the wavelength of light, so applies directly to photonic crystals
consisting of dielectric cylinders. It should be noted that while the Mie theory has been
developed for spherical or cylindrical dielectric scattering centers, it can be generalised to
identify localised electromagnetic resonances in scattering centres of arbitrary shape, but
an analytic solution is no longer possible. The electromagnetic resonances established
in each of the cylinders then act as a localised basis similar to atoms in the electronic
case. Typically, in the process of Mie scattering, the field is partially localised inside the
scatterer and decays inversely with the distance from the centre of the scatterer. These
modes can then couple to the modes of adjacent cylinders forming a hybrid mode, which
evolves into the first band in the band structure as the number of scatterers increases
as shown in Fig. 2.10(B). This is similar to the TB model that couples the localised
(orbital) states of atoms to form bands.
The second Mie resonance which is shown in Fig. 2.10(D) can then also hybridise with
adjacent cylinders, which generates the waveform in (E). As shown, the black waveforms,
which are the hybridised waves, in both (B) and (F) have an identical wavelength.
However, the maxima occur at different locations, which as described previously results
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in a difference in energy, and hence frequency. This different localisation of the field can
then be seen in (C) and (F).
The Mie resonance formation of the band gap is less restrictive then the Bragg scatter-
ing approach, because it requires no level of periodicity. All it requires is a relatively
even distribution of cylinders to support a consistent hybridisation throughout the struc-
ture, which allows for band gaps to be formed in quasicrystals[38] and even disordered
systems[10]. Furthermore, as argued above, these types of interactions are not limited
to cylinders. It has been shown that local resonances, similar to Mie resonances, occur
for non-spherical objects, where it has been applied to networked photonic crystals[12]
and therefore can be applied to a large variety of systems to form a band gap.
Yet, neither of these processes are solely responsible for forming the band gap and
furthermore it becomes quite difficult to decouple the two phenomena. This is because
both the Mie resonance hybridisation and the Bragg peaks arise from an even distribution
of scatterers. Moreover, it is actually favourable to couple to two processes together to
maximise the localisation of the electric field and hence achieve the largest band gap.
The argument that localisation of the electric field causes a larger band gap arises from
the variational principle, from which the Rayleigh quotient, as shown in Eq. 2.23, is
derived[39]. By minimising this function, we determine the field that gives the smallest
possible energy, which can be achieved by maximising the denominator. The denom-
inator will reach its ideal maximum when the all the field is concentrated in the high
dielectric of the structure. The second band then needs to be orthogonal to this, there-
fore localising mostly in the low dielectric and therefore, maximises the energy, which
provides the largest possible band gap.
Uf =
∫
d3r |∇ ×E(r)|2∫
d3r(r) |E(r)|2 . (2.23)
However, in order to quantify the band gap and other properties for all these sys-
tems, the band structure or other forms of analysis need to be performed. This can be
achieved by solving Maxwell’s equations for the given system, which can be approached
from many different angles using many different approximations. These include the
plane wave method (PWM), finite-difference time-domain (FDTD) simulations, finite-
difference frequency-domain (FDFD) simulations, finite element method (FEM), finite
integration technique (FIT), tight-binding and multiple scattering techniques[40].
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FEM approaches the problem by breaking down the structure into interconnected sub-
domains, which can break a highly complicated structure down into simple shapes that
are easier to solve. The solution to the partial differential equation across the ele-
ment is then generally approximated by polynomial functions as an interpolation of the
boundary conditions and the error on these functions minimised to a given tolerance.
The equations for each element are then built up to form a a complete solution for
the system[41]. This technique can be used for both band structure calculation and
transmission calculations[40]. This breakdown of the structure allows the modelling of
complicated systems including the addition of defects without an extensive increase in
computational resources but the basic calculation is memory intensive already compared
to similar techniques[42].
FDTD is a very commonly used technique for modelling the propagation of light through
a system and we employ it in Chapter 6 to describe gold nanogrids in polymer opal
templates. This techniques works by dividing the domain into sub-domains and then
solving Maxwell’s equations across the boundaries of these sub-domains at each time
step. Each of the sub-domains is allocated a dielectric constant based on the underlying
structure, which means the resolution of the structure that the field can see is dependent
on the size of the sub-domains. Broadband light, is then propagated through the meshed
space to excite the modes of the structure and hence determine its characteristics[43].
This technique can be used to simulate almost any structure for any number of dimen-
sions and is only limited by resolution, and conversely the computational expense of a
high resolution. In this regard, FDTD does not deal well with complex structures that
require very high resolution nor structures with multiple length scales. FDTD is most
often used for transmission and reflection simulations, which can be used to model effi-
ciency of photonic crystals in optical devices such as waveguides or cavities but can also
be used to analyse a large variety different properties of a structure. Some of these anal-
yses include band structure calculation, local density of states, Q-factor either directly
or through post-processing techniques[44, 45].
Probably the most popular technique for calculating the band structure of photonic
crystals and other interesting structures is the plane wave expansion method that solves
Maxwell’s equations by converting the problem into eigenvalue equations. These eigen-
value equations are then solved using a plane wave basis, which means the eigenvectors
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are constructed from a set of plane waves formed from the reciprocal lattice vectors
of the structure. This method can be comparatively light weight in terms of resource
requirements and calculates the band structure directly, however, it imposes a level of
symmetry that does not exist in the materials that we would like to study. This can
be overcome to some degree by using a supercell to minimise the periodicity but this
approach also comes with many short comings.
2.2.1 Maxwell’s Equations in Structured Dielectrics
Over 100 years ago, James Clerk Maxwell, wrote a series of papers formulating and
describing the equations that went on to be called Maxwell’ equations. These equa-
tions form part of the foundation of electromagnetism, just as the Scho¨dinger equation
governs quantum physics. The Maxwell equations come in two main forms, one being
the microscopic set, which includes material descriptions and interactions down to the
atomic scale. However in this thesis, we focus on the macroscopic Maxwell equations,
which approximate the atomic interactions as constants (permittivity and permeability)
of the material and can be written as:
∇ ·B = 0,
∇×E + ∂B
∂t
= 0,
∇ ·D = ρ,
∇×H− ∂D
∂t
= J, (2.24)
where E and D are the electric field and displacement field of the electromagnetic wave,
H and B are the magnetic field and magnetic induction field, and ρ and J are the free
charge and current densities[39]. However, because we will not be dealing with metals
or other materials that have free flowing charge and current, we set ρ = J = 0.
If we introduce further restrictions, then we can simplify Eq. 2.24 down to functions of
just E and H. These assumptions include small field strengths, isotropic and frequency
independent dielectric materials with a real positive dielectric constant and a relative per-
meability of approximately one. These assumptions allow us to define D(r) = 0(r)E(r)
and B(r) = µ0H(r), where 0 and (r) are free space and relative permitivities, respec-
tively, and µ0 is the permeability of free space. Using these two new relations we can
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then redefine Maxwell’s equations to
∇ ·H(r, t) = 0, (2.25)
∇×E(r, t) + µ0∂H(r, t)
∂t
= 0, (2.26)
∇ · [(r)E(r, t)] = 0, (2.27)
∇×H(r, t)− 0(r)∂E(r, t)
∂t
= 0. (2.28)
The Maxwell equations are linear, so therefore both the magnetic and electric fields can
be separated into spatial and time dependent functions, which take the form F (r, t) =
F (r)e−iωt. Then substituting the separated form of the electric and magnetic fields into
Eq. 2.26 and 2.28, we get the following curl equations that relate the spatial fields to
one another:
∇×E(r)− iωµ0H(r) = 0, (2.29)
∇×H(r) + iω0(r).E(r) = 0. (2.30)
Final, rearranging Eq. 2.30 to make E(r) the subject of the equation and then substi-
tuting that into Eq. 2.29, we get the master equation. This can be tidied up using the
relation c = 1/
√
0µ0 and the final version can seen as follows:
∇×
(
1
(r)
∇×H(r)
)
=
(ω
c
)2
H(r). (2.31)
Eq. 2.31 can be interpreted as an eigenvalue equation where H(r) is the eigenvector and
(ω/c)2 is the eigenvalue. The same approach can also be used to generate an eigenvalue
equation for the electric field, by rearranging Eq. 2.29, first.
2.2.2 Plane Wave Expansion Method
The plane wave expansion method (PWEM) is a method of solving Maxwell’s equations
by approximating the field profile of a structure based on a limited set of plane waves
based on the periodicity of the structure. PWEM works on the basis that any electro-
magnetic field can be represented as a superposition of plane waves through a Fourier
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transform, which therefore shows that plane waves would work well as a basis set. How-
ever, a true representation of the field would require infinite Fourier components and so
the approximation arises from the truncation of the plane wave basis.
PWEM is probably the most commonly used method for calculating the band structure
of photonic crystals as well as for aperiodic systems like quasicrystals and disordered
materials. This is mostly due to the high performance of most implementations of this
method but also due to the applicability of this method to complicated structures as
well, like point defects and waveguides[46]. Furthermore, the field distribution for each
of the modes in the structure are simultaneously calculated as a result of determining
the eigenfunctions.
This approximation, however, does place a number of restrictions on the systems that can
be simulated. Firstly, it relies on a reasonably high degree of periodicity[47] limiting the
capability of analysing quasicrystals and disordered materials. This can be overcome
to certain extent by increasing the size of the structure (supercell method) but this
comes with added computational cost as well its own intrinsic complications that will be
discussed in the next section. It also has limitation with regard to the dielectric function
of the material, which can’t be frequency dependent, nor imaginary. However, this does
not pose too much of a problem as the structures of interest in this work are made of
materials which can be approximated with a real, constant dielectric function.
Overall, the PWEM was chosen because it offers a simple and accurate approach to cal-
culating the band structure of a large variety of systems that also encompass structures
such as quasicrystals. Furthermore, as will be shown in the next section, the largest
challenge with using this method is applying it to non-periodic systems, which breaks
the symmetry of the band structure.
So far we have discussed the electric and magnetic fields and the dielectric function in
terms of the real space vector, r. However, it is not possible to solve Eq. 2.31 in real
space[46] because of the infinite size of the system but there are mathematical tricks
that allow us to overcome this problem. The one adopted in this method is the Fourier
transform into reciprocal space, where the structure can be reconstructed from the same
plane wave basis that we use to define the eigenvectors because the dielectric structure
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is periodic[48]. This Fourier transform of the dielectric function is defined by:
1
(r)
=
∫
κ(k)eik·rdk, (2.32)
where κ(k) are the Fourier coefficients. This equation can then be refined further by
accounting for the periodicity of the structures unit cell, which can be written as (r) =
(r + R), where R is a lattice vector.
Substituting Eq. 2.32 into this periodicity condition, we obtain:
∫
κ(k)eik·rdk =
∫
κ(k)eik·reik·Rdk, (2.33)
where we reach the condition that either κ(k) must be zero, which is a trivial solution,
or eik·R = 1. The second condition is satisfied when k is a reciprocal lattice vector,
which means that the Fourier decomposition is entirely composed of reciprocal lattice
vectors, G. Therefore, this allows the basis used in the band structure calculation to
also be narrowed down to purely the reciprocal lattice vectors and so Eq. 2.32 becomes:
1
(r)
=
∑
G
κ(G)eiG·r. (2.34)
The magnetic field is expanded in Fourier series as well yielding:
H(r) =
∑
G
H(G)ei(k+G)·r. (2.35)
Now that we have transformed the system into reciprocal space through a Fourier trans-
form, and the Maxwell’s equation 2.31 yields:
−
∑
G′
κ(G−G′)(k + G)× {(k + G′)×H(G′)} = ω
2
c
H(G). (2.36)
However, there are still an infinite number of reciprocal lattice vectors and it is computa-
tionally impossible to solve an eigenvalue problem with an infinite basis[39] so expansion
in Eq. 2.36 needs to be limited in some way. This can be done by cutting out the larger
reciprocal lattice vectors because the Fourier coefficients of the larger wavevectors be-
come increasingly negligible as they tend toward infinity. If the Fourier decomposition
of a function is considered, the lower frequencies tend to have the larger amplitude
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contributing the most whereas the larger frequencies only make slight changes to the
function. The same logic applies here with the dielectric function, where some cut-
off of the larger reciprocal lattice vectors will still describe the dielectric function to a
reasonable level of accuracy.
In the plane wave solver we use in this work, MIT Photonic-Bands (MPB)[35], this cut
off is quite aptly defined by some resolution of the real space dielectric structure, where
a pixelated mapping of the structure is fed into the plane wave solver. In a simple case,
if a one dimensional structure is represented by 1 × 10 pixels, the the size of the basis
would be 10, where the reciprocal lattice vectors chosen for the basis would be the 10
smallest vectors along that direction. The resolution also plays a part in the Fourier
transform evaluation making the accuracy and computational cost highly dependent on
the resolution.
As pointed out earlier, one of the flaws of this method is discontinuous boundaries such
as the dielectric air boundaries. The reason for this is that Fourier transforms do not
deal well with discontinuities unless a very large number of Fourier components is used.
However, MPB overcomes this issue to a certain extent by using a smoothed effective
dielectric tensor at these discontinuities, which is achieved by averaging of the dielectric
in each pixel by its surrounding pixels and can be generalised by
˜−1 =
1
2
(
{−1, P}+ {−1, P}) , (2.37)
where ˜−1 is the final average of the pixel, −1 is the average of the inverse of the dielectric
constant of each pixel and −1 is inverse of the average dielectric. The distinction has
been made for these two approaches of averaging because effective-medium theory shows
that the effective dielectric is dependent on the polarisation of incident light relative to
the surface normal, n. Finally, P is the projection matrix onto the normal, where
Pi,j = ninj [35].
Once the dielectric function has been calculated and Fourier transformed, all that is left
is to solve the eigenvalue equation. As with the TB method, this can be done in many
ways, however, generally it is achieved by numerically iterating an eigenvector until it
converges on a concise eigenvalue. This is the repeated throughout k-space to populate
the band structure.
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Figure 2.11: Structures of Two dimensional triangular lattice photonic crystals. (A)
and (B) show the opposite structure where the rods are now dielectric (red) and sit in
air (colourless) in 3D and 2D respectively. (C) and (D) show a triangular lattice of air
rods (blue) in a dielectric block (red) in 3D and 2D, respectively.
2.2.3 TE and TM structures
One of the most common types of lattice for two dimensional photonic crystals is the
triangular lattice because it generates the largest photonic band gap. However, with
regards to the photonic band gap problems, there are two architectures associated with
the triangular lattice. The first one is the reverse, which consists of dielectric cylinders
standing in air as shown in Fig. 2.11(A). This is the type of situation in which the
usual Mie resonances play a dominant role in the formation of the band gap. The
second structure is a bulk dielectric with cylinders of air that cut into the dielectric that
are organised in a triangular lattice as shown in Fig. 2.11(C). This creates an effective
periodic network of continuous dielectric material for the light to pass through.
The reason for these two different types of structure is due to the different polarisation
of light. Here we will consider two cases, one where the electric field component of the
transverse wave is parallel to the plane of the two dimensional structure, which is termed
TE. The second is where the electric field is perpendicular to the plane of the structure,
which is termed TM. These electromagnetic polarisations interact with the different
dielectric structures in quite different ways and deserves further exploration. The main
cause of this different behaviour is a combination of the dielectric discontinuities and
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the vector nature of the electromagnetic field. For the TM polarisation, since the field
is parallel to the dielectric interfaces (hence continuous across the interface), the energy
density of the electric field decreases by a factor of 2/1 when crossing the boundary
from a high dielectric, 1, to a low dielectric 2. Conversely, for the TE polarisation
(the electric field is perpendicular to the interface) when crossing the same boundary
the energy density actually increases by a factor 1/2
2, which means that some of the
energy will be leaked out of the dielectric. Because in TE case, the electric field vector
is in the plane of the photonic crystal, this second effect can reduce the localisation of
the field and therefore reduces the band gap. In the TE case, architectures consisting of
continuous dielectric networks are favored for the formation of the photonic gap, since
in these architectures the field can remain localised within the high-dielectric fraction
without having to cross high-low dielectric interfaces.
This can be translated to the two structures shown in Fig. 2.11(A) and 2.11(C). In
(A), the dielectric material is distributed in unconnected islands, which means that the
electromagnetic wave has to pass through the boundaries to propagate. This means that
the TE electric field will leak a lot of the energy density into air reducing its localisation
and hence the band gap. However, the localisation of the TM field is supported by these
interfaces and so has a larger gap. This can be seen in Fig. 2.12, which shows the band
structure for both TM (blue) and TE (red) polarisation in a dielectric cylinder structure.
Conversely, in Fig. 2.11(C), the dielectric forms a continuous network and instead the
air is in the form of cylindrical islands. This means that TE electromagnetic waves can
propagate through the structure without having to pass through an interface, which will
minimise the leakage into air and hence gives a larger band gap. On the other hand TM
radiation passing though this structure does not have a complete band gap.
The loss of a band gap for TM polarisation in the network structure can be explained
from the origin of the band gap for this type of radiation. It has been shown by Rockstuhl
et. al that formation and properties of the photonic band gap are strongly effected by
Mie resonances[49]. Clearly in the dielectric cylinder structure, the Mie resonances are
going to be strong and are supported by the boundary effect on TM waves. Mie-like
localised resonances do still occur in network structures[12] but their effect is weakened,
2In this case, the electric field is discontinuous at the interface since the electric displacement field D
is continuous; hence 1E1 = 2E2
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Figure 2.12: Band structure of the isolated dielectric rod structure depicted in Fig.
2.11(A). The diagram contains the bands for both TE (red) and TM (blue) polarised
light.
compared to isolated scatterers, by how easily the field can leak from the scatterer into
the rest of the dielectric structure.
The dispersion relations for the network structure can be seen in Fig. 2.13, where again
the red line depicts the TE bands and the blue line shows the TM bands. As can be seen,
contrary to the previous band structure of Fig. 2.12, the TM band gap has disappeared
and the TE band gap has opened up.
2.3 Supercell Approach and Unfolding the Band Structure
In typical band structure calculations, only a primitive cell of the structure is consid-
ered, which is then used to populate the bulk structure and leads to the well known
E-k diagrams. However, it is very difficult to truly represent anything other than a
perfect structure within a primitive cell due to the perfect symmetry forced upon the
system. Therefore, structures larger than a primitive cell need to be explored in order
to accurately reproduce the effect of defects like the random nature in the distribution
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Figure 2.13: Band structure of the dielectric network structure depicted in Fig.
2.11(C). The diagram contains the bands for both TE (red) and TM (blue) polarised
light.
of atomic species and position. A method to calculate the band structure of this larger
structure is called the supercell approach. This maintains the symmetrical effects of the
primitive cell, so can be repeated infinitely to produce a bulk structure but does so from
a much larger base.
A supercell is generally built from multiple non-identical primitive cells stacked along
their lattice vectors that results in a shape that is capable of being tessellated. The
supercell structure will then need to be relaxed so that the structure is continuous at
the boundaries (periodic boundary conditions). Because supercells are also repeated
throughout space, there will always be an artificial symmetry imposed on the resultant
band structure but this is phased out by increasing the size of the supercell. However, the
larger the supercell, the larger the matrix that needs to be diagonalised, and therefore,
the greater the computational cost so a balance needs to be struck between accuracy
and cost.
There is another cost to using the supercell approach to calculate band structure and
this comes in the form of band folding. Band structure for periodic systems is calculated
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Figure 2.14: Diagram of the first 27 Brillouin zones for the extended Brillouin zone of
a 2 dimensional square lattice structure. This gives an idea of the complexity of folding
within a simple 2-D system. The first Brillouin zone is the outer most zone considered,
e.g. the yellow zone for a 5th order supercell. This can then be folded into the higher
order zones until it reaches the central zone which is the SBZ.
in the Brillouin zone, which is the reciprocal representation of a primitive cell. However,
as we increase the size of the real space structure to that of a supercell, the representative
supercell Brillouin zone (SBZ) shrinks while the wavevectors we are interested in remain
the same. Therefore, as the Brillouin zone gets smaller, the wavevectors start moving
out the Brillouin zone but through symmetry are folded back in, losing its true k vector.
How each wavevector is folded back into the SBZ is also not immediately straightforward
and can be intuitively conveyed in multiple ways. One way is through the extended
Brillouin zone picture, which is shown in Fig. 2.14 showing the extended Brillouin zone
for a 2-D square lattice. In this figure, the red centre represents the first Brillouin zone
and each subsequent change in colour shows a higher order Brillouin zone. As shown,
each new level can fold into the previous level perfectly and this is how a vector that
extends outside the first Brillouin zone is folded back through each of the levels. Another
way to consider folding is by comparing the position of a wavevector in a SBZ to where
it should be in an effective primitive cell Brillouin zone, which will be explained in more
detail in the subsequent sections.
The result of this folding process is dense blocks of bands that no longer have a true
E-k relation, which makes extracting any useful information from the band structure
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Figure 2.15: Folded supercell band structure for (A) an 8 × 8 × 8 perfect GaAs
electronic structure and (B) a 3/2 Penrose lattice quasi-photonic crystal structure. As
shown, both structures are a dense block of bands with no real distinguishing features
apart from the band gap.
significantly more difficult as shown in Fig. 2.15. The band gap remains well defined
but features that rely on a true relationship between the energy and its wavevector, like
effective masses or group velocity, become almost impossible to extract. Furthermore,
this problem becomes much worse as the supercell increases in size because the density
of bands becomes greater making selection of the bands of interest harder. Overall, this
makes unfolding these band structures back to their original E-k relation essential in
order to extract any useful information.
There are various methods of unfolding a band structure all of which have benefits and
challenges. The first method, which is probably the most intuitive approach, is to man-
ually unfold the band structure one band at a time. This involves tracing a band along
until a point where either two bands cross or a folding point is reached, where a rule to
define which band to follow is defined. These rules can include a comparison of gradient
between the current band and the prospective bands, or even an overlap of the eigen-
vectors, where higher overlap should indicate the correct band. Then using Fig. 2.14,
the path along which the k-vector will be unfolded can be defined producing an effective
unfolded band structure such as in the work by Gambaudo et al.[50]. However, this
method becomes very complex as the density of bands increases because the differences
in gradient or overlap become harder to distinguish. It also has the problem that the
unfolded band structure does not represent the typical E-k relation as it only depicts
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the extended Brillouin zone scheme of the supercell band structure. It is more of a tool
to observe the symmetry or isotropy of the supercell band structure.
Another method, which is the one chosen for this work, approaches the task from an
eigenvector overlap angle[51–53] and from this point onwards will be called the overlap
method. This approach creates an effective primitive cell Brillouin zone, which will
be in essence obtained from an average structure, and then performs an overlap for
every single eigenvalue to discover the probability that the selected energy belongs in
that part of the effective Brillouin zone (EBZ). This method works precisely for perfect
supercells that are made up of identical primitive cells, however, becomes significantly
more complex as the structure becomes more disordered. The complexity is observed
through the broadening of bands where multiple eigenvalues can contribute to a band
with varying probability and the method needs to pick out which of those eigenvalues
are relevant. This will all be explained in much more detail in the subsequent sections.
2.3.1 Unfolding the Supercell Brillouin Zone
The very first step for unfolding the band structure using the overlap method is defining
the EBZ that the band structure will be unfolded into. For a supercell that is constructed
of primitive cells, this very easy because the EBZ will be essentially that of the primitive
cell. However, when the supercell is not constructed in this way, as we will see later in
this work with the Penrose lattice, we then need to use an EBZ that best approximates
the true Brillouin zone of the structure and is able to be tessellated. This is only
required because if the EBZ does not overlap well with the true Brillouin zone of the
structure, then there will be large chucks of the band structure missing but overall any
fully tessellating Brillouin zone would be acceptable.
Next, the supercell structure needs to be defined in order to reproduce this EBZ. The
effective Brillouin will have a real space counterpart (e.g. the real space primitive cell
of a hexagonal Brillouin zone is a rhombus), that will form the primitive cell that the
supercell should be constructed from. These primitive cells can then be stacked to
whatever size is sufficient for an accurate band structure calculation, ensuring that they
are stacked in an l×m× n grid along the primitive cell’s lattice vectors. The Brillouin
zone of this constructed supercell should now also stack in the same fashion to fill the
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Figure 2.16: Brillouin zone comparing supercells and unit cells. (A) shows the trans-
lation vectors, Tj , to the different SBZs within the EBZ. (B) shows the equivalent
wave vector path for a supercell calculation and how the translation vectors are used
to unfold into a similar picture as (C) which shows the wave vector path for a band
structure calculation on a primitive cell. Note, the symmetry in Brillouin zones also
allow movement of the wavevectors.
EBZ, in some cases overfilling but can easily be transformed back into the first Brillouin
zone through symmetry transformations.
It should be noted that if the supercell is formed in this fashion, the structural contents
of the primitive cell are not important and the structure definitely does not need to
line up with the primitive cells. They are simply a means to construct the shape of
the supercell. However, the supercell contents are important because it defines both the
structure that will be modelled and the boundary across which the structure should be
continuous. If the structure is not continuous across the boundary to the other side of the
supercell, then that will create artificial defects in the structure that will be replicated
throughout space and will cause inaccuracies in the final results.
The simplest way to show the construction of the EBZ from SBZs is using a 2-D square
lattice as shown in Fig. 2.16. (C) shows stacking the SBZs to fill the EBZ and (A) shows
the vectors that translate from the central SBZ (where all the wavevectors will be folded
to) to all other SBZs in the EBZ. These vectors are called the translation vectors, Tj ,
and are simply the supercell reciprocal lattice vectors, Gj . These translation vectors
are then used to define how each supercell wavevector, K, can be unfolded back into an
EBZ wavevector, kj , strictly following the equation:
kj = K + Tj . (2.38)
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Fig. 2.16(B) shows an example of how the process of unfolding works. The black arrows
show the folded wavevectors of a supercell band structure from the Γ → M in the
SBZ. The first arrow, which is the green arrow is unfolded by translation vector, T0,
but because this vector has zero magnitude, the wavevector path does not move. The
second translation is with vector T7 and the final is with T5. Then using the intrinsic
symmetry of the Brillouin zone, we can essentially reflect the blue vector back up to the
top-right of the EBZ completing the wavevector path that would have been generated
with a primitive cell band structure calculation, as shown in (C).
More generally, any wavevector within the SBZ can be unfolded using these translation
vectors. Therefore, conversely, any point within the EBZ can be populated by the correct
translation vector and the corresponding point in the SBZ, which allows us to determine
the band structure throughout the entire EBZ. However, this tells us how a wavevector
is unfolded but does not explain, which band should be unfolded and to where, which
will be explained in the next section.
2.3.2 Unfolding the Eigenvalues
Now that the method of translating the folded wavevectors to the correct position within
the EBZ is understood, a method of associating each of the eigenvalues of a particular
supercell wavevector to an unfolding direction is required. The simplest way to con-
ceptually achieve this is to perform an overlap between the supercell eigenvector, |Km〉,
with the eigenvectors of each possible unfolded wavevector, |kj,n〉, where m and n are
the eigenvalues of their respective eigenvector. This is portrayed in Eq. 2.39, where for
a perfect supercell, this calculation would results in a binary solution of one, meaning
the eigenvalue should be unfolded to kj , or zero, meaning it should not.
PKm(kj) =
∑
n
|〈Km|kj,n〉|2. (2.39)
However, there is an obvious flaw to this approach because we do not have access to
the eigenvectors of the EBZ. However it has been shown by Popescu et al.[52] that the
probability is not actually dependent on the eigenvectors of the EBZ. The first step
to this derivation is choosing an eigenvector basis of the EBZ such that they form a
complete orthonormal set, where 〈kj,n(g)|kj,n′(g′)〉 = δn,n′δg,g′ . Following from that,
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the eigenvectors for the supercell and EBZ can be written in the form:
|Km〉 =
[∑
G
BKm(G) e
iG·r
]
eiK·r, (2.40)
|kj,n〉 =
[∑
g
bkj,n(g) e
ig·r
]
eikj ·r, (2.41)
where, B and b are the eigenvector coefficients and G and g are the reciprocal lattice
vectors for the supercell and EBZ, respectively. Using the knowledge that the EBZ
reciprocal lattice vectors, gi, are a subset of the supercell reciprocal lattice vectors,
Gj , it can be shown that Gj = gi + k, which can be substituted into Eq. 2.40. Then
performing an overlap of the previous two equations results in:
〈kj,n|Km〉 =
∑
k
∑
g,g′
b∗kj,n(g)BKm(g
′ + k)
∫
d3r ei(g
′−g)·rei(K−ki+k)·r. (2.42)
Due to all the wavevectors in the integral being within the EBZ, the integral simply
evaluates to a pair of delta functions ensuring that all contributions to the probability
obey g = g′ and k = kj − K. Finally, combining the knowledge of orthogonality of
the EBZ basis set with Eq. 2.42, a relationship between the probability of an eigenvalue
existing in a given unfolding direction and the supercell eigenvectors can be derived:
PKm(kj) =
∑
g
|BKm(g + ki −K)|2 . (2.43)
Eq. 2.43 shows that the unfolding probabilities can be calculated purely from the eigen-
vectors of the supercell band structure calculation. It should be noted that the eigen-
vectors BKm(g + ki −K) are a subset of a supercell eigenvectors defined by both the
delta functions, but more specifically by the direction of unfolding considered at that
time. In the tight-binding case, this is dealt with during a Fourier transform process
which will be explained in a later section. However, for systems that are already in the
plane wave basis, like with the photonic band structure calculation or DFT, the plane
wave contributions to each unfolding direction can be determined systematically.
Fig. 2.17 shows an example of how the plane-wave eigenvectors can be separated into
the different unfolding directions for a 3× 3, 2-D square lattice supercell. The example
shows a 7 × 7 grid of plane-wave vectors, which are inherently made up of supercell
reciprocal lattice vectors, and how the SBZs and therefore, the unfolding directions,
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Figure 2.17: Reciprocal space representation of a 2-D square lattice supercell showing
the relationship between the plane-wave expansion of the eigenvector basis, gi,j and
the various Brillouin zones. Some of the SBZs are coloured to represent the equivalent
unfolding directions, Ti, outside of the first EBZ denoted by the thick black line. As is
shown, plane-wave vectors g0,0, g0,3 and g3,3 are all red squares so contributed towards
the same unfolding direction, however, g1,0 and g−2,−3 are green so contribute towards
a different unfolding direction.
transpose onto them. Three of the unfolding directions (T0, T1, and T2 as in Fig 2.16)
have been shaded different colours to show how they map throughout reciprocal space.
The example plane-wave vectors g0,0, g0,3 and g3,3 all point toward red squares, which
shows that they all contribute towards the same unfolding direction and in this case
that is T0. The same applies for vectors g1,0 and g−2,−3 but instead contribute towards
the green unfolding direction, which is T2.
Using this method to separate the eigenvectors, Eq. 2.43 is solved generating a map of
eigenvalues against the probability that they should be unfolded to EBZ wavevector,
ki, for each unfolding direction, Ti. This procedure is then repeated for every supercell
wavevector that has been calculated. These maps are called spectral functions and the
next stage in the unfolding process is to analyse these spectral functions to build the
band structure in the EBZ.
2.3.3 Spectral Functions
A spectral function defines which eigenvalues belong at the EBZ wavevector, ki. In the
simplest case of a perfect supercell, these are simply binary functions (i.e. probability
is 1 or 0) where a probability of one defines the existence of a band at ki. However,
perfect supercells are not interesting because they result in an identical band structure to
their primitive cell counterpart. The more interesting structures are imperfect where the
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Figure 2.18: Spectral functions of a 10×10×10 GaAsBi supercell, allowing selection
of energy levels associated with translation vector, Tj . (A) shows the probability of
that energy level existing in position K + Gn. (B) shows a cumulative probability
where at each integer step, a new energy level is indicated.
probability moves away from binary, making the analysis considerably more complicated.
An example spectral function for a 10× 10× 10 GaAsBi supercell is shown in Fig 2.18.
The fact that no single eigenvalue has a 100% probability implies that multiple energies
can contribute towards a band, which introduces the concept of band broadening into
theoretically calculated band structure, which is in agreement with experiment[54]. The
concept of band broadening is easiest to conceptualise when considering a slightly per-
turbed perfect supercell structure. In a perfect supercell structure, all primitive cells will
contribute to the same band structure. However, if a primitive cell is slightly perturbed,
for example moving the position of an atom, then bands contributed by that primitive
cell will very slightly shift. This shift in effect is a broadening of the band, where the
size of this broadening is dependent on the magnitude of the perturbation.
As shown in Fig. 2.18(A), this distribution of energies arises in peaks that come in a
great many different shapes and sizes, where each peak is the location of an energy level
for that unfolded wavevector. However, the figure also shows that there are some peaks
that may arise purely from some numerical fluctuation or error from the finite size of the
calculation. Therefore, there needs to be a way of determining the peaks that genuinely
represent an energy level.
The method put forward by Boykin et al.[51], proposed observing the cumulative prob-
ability while incrementing through the eigenvalues (from low to high). Each time the
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cumulative probability reaches an integer value, it flags that there should be an energy
level in the vicinity. Then using a peak finding algorithm, the peak that determines
the band can be found. An example of the cumulative probability is shown in Fig.
2.18(B), which looks like a rounded off step function where the broader bands are more
rounded. However, as will be discussed later in this work in the Penrose case, the idea
that a band must contain eigenvalues whose probability sum to one is an assumption
that may not always be correct and could be removing interesting information from the
band structure.
The alternative to the cumulative probability approach requires either a highly adaptable
peak finding algorithm or a case by case analysis of the spectral functions to determine
relevant rules for picking the correct peaks. The latter was used in the case of the
Penrose lattice where there was clearly a missing band, which will be elaborated upon
later in this work.
Once each of the peaks of the spectral function have been determined, these energies
can then be used to populate the band structure at ki. This is then repeated for each
spectral function for all ki, finally generating the unfolded band structure.
2.3.4 Electronic Supercells
Up until this point, it has been assumed that the basis of the eigenvectors for the band
structure are based upon a plane-wave basis. However, unfortunately the TB approach
uses an eigenvector basis based on the electron orbitals, which means that the unfolding
algorithm needs to be adapted to a TB system. At its simplest level, the tailoring
takes on the form of a Fourier transformation of the eigenvectors into a plane-wave basis
allowing the continued use of the unfolding algorithm[51]. We are still attempting to
solve Eq. 2.39 but in this case, the supercell and EBZ eigenvectors are in a different
basis as shown in Eq. 2.44 and Eq. 2.45.
|Km〉 =
Nc∑
l
∑
α
Bαl,m(K)|φαl,m〉, (2.44)
|kj,n〉 =
Nc∑
l
∑
α
bαn(kj)|φαl,n〉
eikj ·rl√
Nc
, (2.45)
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where Nc is the total number of primitive cells in the supercell and α is all the different
orbitals within the primitive cell. Again in these equations kj = K + Gj . A discrete
Fourier transformation is then performed on the eigenvectors to convert them into plane-
wave space and then the same methodology can be performed as in Section 2.3.2. This
transformation and solving can also be shown in matrix form as in Ref. [51].
[βαm(K)]i = e
iK·rBαi,m(K) (2.46)
[Cαm(K)]i =
∑
α
aαm,ib
α
m(K + Gj) (2.47)
[U ]i,j =
1√
Nc
eiGj ·r, (2.48)
where [U ]i,j is the matrix that performs a Fourier transform on the supercell eigenvector
and aαm,i is a coefficient that relates the supercell eigenvector to the EBZ eigenvector.
The probability can then be found from these using the following equation:
PKm(kj) =
∑
α
|[Cαm(K)]j |2 =
∑
α
|aαm,j |2. (2.49)
Once all the probabilities have been found, the spectral functions can then be analysed
just as in Section 2.3.3 to construct the unfolded band structure. An example of the
unfolding of an electronic structure using this method is shown in Fig. 2.19. This example
is of a 8× 8× 8 perfect GaAs supercell, which implies that it can be unfolded perfectly.
Fig. 2.19(A) shows the result of a supercell calculation on this material and as shown,
the band structure does not have any recognisable features apart from the band gap.
Fig. 2.19(B) then shows the same band structure after it has been unfolded using this
algorithm and as shown, the dispersion relation has completely regained all the features
of the primitive cell equivalent in Fig. 2.6.
2.3.5 Photonic Supercells
It is also possible to perform unfolding of the band structure on photonic systems, which
also unfolds exactly for perfect supercell structures. This is shown in Fig. 2.20, which
shows both the folded and the unfolded band structures of a perfect triangular lattice
of dielectric rods, with TM polarisation. The structure is a 10 × 10 supercell of this
lattice. As described earlier, the folded band structure is little more than a dense block
of bands with very little information other than the band gaps that is discernible from
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Figure 2.19: The band structure of a 8× 8× 8 perfect GaAs supercell. (A) shows the
standard structure that would come out of the supercell calculation and (B) shows the
results of the unfolded algorithm performed on the folded supercell band structure.
it. However, using the unfolding algorithm described in the previous sections a perfect
primitive cell band structure is reconstructed and by comparison for Fig. 2.12, it can be
seen that it reproduces that band structure perfectly.
It should be noted that, as with electronic band structures, when the definition of the
Brillouin zone breaks down, like in aperiodic structures, the rules that have been used to
build the formalism for the band structure also breaks down. However, unfolded band
structure takes an effective average of all the possible states in the band structure to
provide a measure for what is happening in the system and then broadens the bands to
include the strength of effect of disorder on that band.
2.4 Conclusions
In this chapter, we have developed the methods of calculating band structure for both
electronic and photonic systems. We then explored a supercell approach for modelling
non-periodic structures and showed the formalism for unfolding a supercell band struc-
ture.
For the electronic case, we introduced the history of electronic band structure and looked
at the possible methods for calculating it. We then developed the formalism for solving
the tight-binding Schro¨dinger equation, starting from building the atomic structure, to
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Figure 2.20: Band structure for a perfect triangular lattice of rods in a 10 × 10
supercell. (A) is the folded supercell band structure and (B) is the unfolded band
structure, which is identical to TM (blue) band structure in Fig. 2.12
assembling the Hamiltonian, to finally solving the eigenvalue problem generating the
band structure. We then gave some examples of the TB band structure for a two
dimensional system (graphene) and a three dimensional system (GaAs).
In the photonic case, we introduced two key concepts in photonic band structures:
Bragg resonances and Mie (or localised) resonances, that contribute towards band gap
formation. We then presented an overview of current method of analysing photonic
crystals and show a brief derivation of the master equation, which is the eigenvalue
equation solved to create a photonic band structure. We then introduce the idea of TM
and TE showing the structures that maximise the band gap for each polarisation and
then demonstrate the plane wave expansion method to calculate the band structure for
each of these structures.
Finally we introduce the concept of supercell band structures that allow us to move
away from perfectly periodic materials towards the more interesting non-periodic struc-
tures. To deal with the band folding associated with the supercell approach, we then
introduce an unfolding algorithm that overcomes the band folding and will allow us to
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more thoroughly investigate these interesting structures. Then we give examples of un-
folded supercell band structures for both electronic and photonic systems to show the
capability of this method.
Chapter 3
Algorithm and Code
Development
The work of this thesis is strongly revolving around developing and implementing al-
gorithms and numerical techniques to thoroughly investigate the capability of band
structure calculations, which are normally limited to structures that can be completely
defined by a single primitive cell. However, in modern photonics and solid state physics,
this is insufficient to study the structures that are on the cutting edge of technology.
Therefore, there is a need to build a tool set that can be used to study the more compli-
cated and exotic structures. This chapter will cover the implementation of the algorithms
used including details about the challenging aspects of their development.
3.1 Electronic Unfolding Algorithm
The first algorithm and the main focus of this work was the unfolding method for
electronic band structures with the aim of being able to more thoroughly investigate
GaAsBi theoretically. The method used in this implementation was adapted from the
work by both Boykin et al. and Popescu et al.[51, 55]. On the surface, the algorithm is
very simple, requiring a separation of the eigenvectors into their respective translation
vector group, converting them to a plane wave basis and then taking the absolute square
of the resulting vectors to produce a list of probabilities that are associated to their
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respective energies. Then using a peak finding algorithm, we pick out the most relevant
energies to be unfolded.
The unfolding algorithm itself was split into three distinct sections. The first was ex-
tracting the eigenvectors and using them to calculate a probability map that related
an eigenvalue to a to a translation vector through a probability, which is shown in the
following code:
for (int jc=1; jc<n_evectors +1; jc++) {
for (int ic=0; ic<N_c; ic++) {
//sets up Eigenfunction for every combination of orbital and atom type one
at a time
B_arr[ic] = EV_dat[energy_it ][ n_evectors*ic+jc]
* exp(complex <double >(0,-( dot_product(K_sc , rho[ic]))));
}
// Builds spectral function into prob_map
for (int ic=0; ic<N_c; ic++) {
C_arr = dot_product_comp(U[ic], B_arr);
ev_map[energy_it ][ic]. push_back(C_arr);
prob_map[energy_it ][ic] = prob_map[energy_it ][ic] + norm(C_arr);
}
}
Here the code loops over the number of orbitals in a primitive cell, n evectors, and
within that it loops over the total number of primitive cells (or unfolding directions),
which splits the eigenvector into separate vectors, B arr, that contain a single orbital
from each primitive cell. Then a dot product is performed between B arr and each
column of the Fourier transform matrix defined by Um,n = e
iρm·Gn . The absolute square
of this dot product is then cumulatively added to the element of the probability map
corresponding to its energy and unfolding direction. As shown in the code, each element
of prob map has multiple contributions from a C arr for each orbital. This procedure
is then repeated for every energy, populating the probability map, for which there is a
probability map for each supercell k-point calculated.
An extra step that can be added to the unfolding process is the extraction of the eigen-
vectors for the newly unfolded band structure. This is in part shown in the code above
in the form of ev map but also later needs to be divided by the corresponding prob map
element. This step would be a vital in calculating the Auger recombination rates, which
required knowledge of the unfolded band structure eigenvectors.
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Once the probability map is calculated, we then separate the map into the different
unfolding directions, which when plotted against their respective energies, forms the
spectral functions. This then leads to the second section of the method, which is the
peak finding algorithm. Peak finding is the most complicated process in the unfolding
algorithm and has caused the most problems in the final band structure because the
peaks in the spectral function are very complicated. The method adopted in Ref. [51]
uses a cumulative probability (CP) approach where starting from the lowest energy, the
probabilities for each eigenvalue is summed iteratively until this value reaches an integer
number, representing the location of a band. However, this identifies significantly less
bands then there are peaks, which means either not every peak is an energy level, or the
CP method does not extend well outside of perfect crystals.
A second problem is that the maximum of genuine peaks can be both relatively large
(e.g. 1.0) or very small (e.g. 0.0001), which makes defining an effective cut off point
very difficult. This means that defining whether a peak is genuine or not through an
automated process requires some extra information about the landscape of the spectral
function, which is what the CP method aims to achieve. Therefore, without further
information about the landscape, the CP method appears to be the best approach.
The CP method is separated in two stages, the first is calculating the cumulative prob-
ability, which works by adding up the probability from the lowest energy to the highest
energy, iteratively, and inspecting the cumulative value. If this value reaches an integer
number, then that indicates that there is an energy level and so a local peak finding
algorithm is triggered. The local peak finding algorithm works simply by collecting all
the energies within a given probability tolerance of the triggering energy and then find-
ing the energy with the highest probability. A discussion on the effects of varying the
tolerances on the final band structure can be found in Section. 4.4.3.
The final stage of the unfolding procedure is then unfolding the wavevectors with the
unfolding vectors and assigning all energies chosen by the peak finding algorithm to the
newly unfolded wavevector. However, there are often wavevectors that are unfolded to
outside of the first Brillouin zone so we check for any vectors like these and then use
the symmetry of the Brillouin zones to reflect them back in. A diagram of the FCC
Brillouin zone and an irreducible wedge including the high symmetry points is shown in
Eq. 3.1.
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Figure 3.1: FCC Brillouin zone shown by the blue truncated octahedron. The irre-
ducible wedge of this Brillouin is represented by the red polygon. Each of the letters
depict the high symmetry points of the Brillouin zone.
This procedure can be broken down into multiple stages: (1) associate k with its closest
irreducible wedge (IW) and then move it to an identical location outside a well known
IW0. IW0 will have a set of comparisons and symmetry operations designed for it,
which is preferable to determining and storing them for all 48 IWs. (2) is to identify
and perform the symmetry operations to move k inside IW0 and (3) (which is optional)
is to return k back to its original IW.
The first thing to do, in step (1), is identify the irreducible wedge closet to k. This
can be achieved by performing a dot product with reference vectors within each IW and
the largest value will indicate the correct IW. The chosen reference vectors are the L,
K and X high symmetry points because they are a good representation of the extrema
of the IW. Once the correct IW is identified, then k is multiplied by a transformation
matrix associated with that IW that is built from the product of a series of symmetry
operations (reflections at IW faces) until it reaches IW0.
The next step is to subtract the W high symmetry point from k, which will move it
inside the first Brillouin zone. W was chosen because it lies on both external faces of
the IW, which will make both identifying the relative location of k, and performing the
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reflection across these faces, much simpler. Then a dot product is performed with X,
where if the result is positive, it indicates that k exists past the face of the Brillouin
zone associated with X. Therefore we perform a reflection across that face. Then we
do the same with L, regardless of the previous result. Note that if the results of both
dot products are less than or equal to zero, it means that k was already inside the IW
and so nothing is done. To finish this stage we finally add W back to k returning it
to its correct position inside the IW. Step (3) is simply just to use the inverse of the
original transformation matrix, which will return it to the original IW. However, a lot
of calculations are generally done just within a single IW so this step is not normally
done. The procedure is depicted more concisely in the following code:
for (int i_ir =0; i_ir <48; i_ir ++) {
double dot_check = dot_product(ir_k , ref_vec[i_ir ][0]) + dot_product(ir_k ,
ref_vec[i_ir ][1]) + dot_product(ir_k , ref_vec[i_ir ][2]);
if (dot_check > hi_dot) { dot_dir = i_ir; hi_dot = dot_check; }
}
ir_k = mat_mul(ref_mat[dot_dir], ir_k);
ir_k [0] = ir_k [0] - W[0]; ir_k [1] = ir_k [1] - W[1];
if (dot_product(ir_k , ref_vec [48][0]) > 0) {
ir_k = mat_mul(ref_mat [48], ir_k);
if (dot_product(ir_k , ref_vec [48][1]) > 0) {
ir_k = mat_mul(ref_mat [49], ir_k);
}
}
else if (dot_product(ir_k , ref_vec [48][1]) > 0) {
ir_k = mat_mul(ref_mat [49], ir_k);
}
ir_k [0] = ir_k [0] + W[0]; ir_k [1] = ir_k [1] + W[1];
Here, ref vec contains all the locations of the L, X and K points for all 48 IWs plus X
and L specifically for IW0. ref mat contains all the translation matrices for all 48 IWs
plus the reflections for the X and L planes of IW0.
3.2 Elemental Implementation
The first stage of theoretically investigating a semiconducting system generally starts
with calculating the band structure. In most cases, this is a simplistic calculation that
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gives roughly the correct band structure to run device simulations on. However, when
studying the fundamental characteristics of a material, it is important to develop as
accurate a model as possible. In this work, we are investigating a ternary alloy that
cannot be modelled using the Virtual Crystal Approximation, which means that we
have to adopt a supercell approach in order to realistically model this material and with
the supercell approach, the larger the supercell is, the more accurate the model becomes.
For this purpose, we adopted the NanoElectronics Modelling toolkit (NEMO5) that
was developed by the Klimeck group at Purdue University[6]. This tool kit was cho-
sen because it offered an advanced software for performing atomistic tight-binding band
structure calculations that featured a good compromise between accuracy and computa-
tional expense. However, the version of code used was built to embarrassingly parallelise
the band structure calculation only across k-points, which meant that the speed of the
calculation could be dramatically increased as long as any single k-point did not require
excessive computational resources. However, with the resources available this was not
the case, where a single k-point required roughly 60Gb of memory and over 15 hours
computation time for a 2000 atom supercell, which was not sufficiently large to perform
the analysis of this thesis.
Therefore, a greater capability to investigate larger supercells needed to be developed,
which could be achieved by creating alternative software that could perform these cal-
culations in a more efficient way or better parallelised, or modify NEMO5 to use a more
powerful solver. This is where the Elemental solver was utilised, which is a library for
distributed-memory dense and sparse-direct linear algebra and optimisation. The solver
could be used to diagonalise a Hamiltonian matrix in a parallel fashion[56]. However,
integrating this solver is not an entirely straight forward procedure.
NEMO5 was still used to generate and relax the structure, and calculate the Hamiltonian
but then the Hamiltonian was passed to Elemental to diagonalise, which in turn passed
the calculated band structure to the unfolding algorithm. Passing the Hamiltonian
to Elemental was relatively simple because while the matrix systems of NEMO5 and
Elemental did not to work together, simply passing the matrix over an element at a
time took significantly less time than the rest of the calculation. The only complexity
came from having to correctly distribute the Hamiltonian between processes, which is
shown in the following code:
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elem::DistMatrix < elem::Complex <double > > A(hamiltonian ->get_num_rows (),
hamiltonian ->get_num_cols (), g);
for (int jLocal =0; jLocal <A.LocalWidth (); ++ jLocal) {
for (int iLocal =0; iLocal <A.LocalHeight (); ++ iLocal) {
const int i = A.ColShift () + iLocal*A.ColStride ();
const int j = A.RowShift () + jLocal*A.RowStride ();
A.SetLocal(iLocal , jLocal , hamiltonian ->get(i,j));
}
}
Here, a shift represents the offset that each separate process experiences in the matrix,
so if ColShift=5, the the first element of this process in the global matrix will be at the
sixth column (iterators start at zero). Stride represents the distance between elements
in the global matrix that belong to the same process so if we had ColStride=7 for the
same system, the 12th, 19th, 26th, etc. columns of the global matrix would all also
belong to the same process. The same concept can be extended for both RowShift and
RowStride.
Once the transfer of the Hamiltonian into the Elemental matrix style has been done, it
can be solved by a single line command that will diagonalise the distributed Hamiltonian
and output both the eigenvalues and the eigenvectors, in a distributed fashion. How-
ever, the eigenvectors are not distributed in a way that is commensurate to unfolding
the band structure so they need to be redistributed, which is done using built in func-
tions of Elemental. Finally the supercell k-point, the eigenvalues and the redistributed
eigenvectors are passed to the unfolding algorithm.
3.2.1 Elemental Unfolding
The unfolding algorithm for Elemental on the most part looks the same as that for the
regular NEMO5 unfolding but with some slight alterations to the approach. The main
difference comes about from the fact that before the unfolding was performed in series
but now has to be performed in parallel, which poses a challenge. Each of the stages
has relatively independent operations that can be separated into different processes but
requires the movement of data between processes. The first redistribution has already
been described.
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Firstly we redistribute the eigenvalues to every process because every process will need
all eigenvalues at some point and the vector is small enough to contributed significantly
to memory usage. Then we need to calculate the probability map, where each energy row
of the map can be calculated independently from the rest, so previously we redistributed
the eigenvector matrix based so that the eigenvectors associated with a given eigenvalue
were on the same process. At this point the probability map is then solved in exactly
the same way as before where all the probabilities for a given energy is stored on its
own process. However, the next stage requires access to all energies but only a single
probability for each energy (the spectral function) so the probability map needs to be
redistributed.
Analysing the spectral functions is also completely independent, which means that the
probability map can be redistributed by giving each process an unfolding direction (i.e.
a column of the global probability map), which can then be analysed using the exact
same method as before. This whole process is then repeated for each calculated k-point
and appended to the unfolded band structure matrix, which is then written to file using
an Elemental built-in function.
The built in write function appears to redistributed all the data in a matrix to the master
process and then write to file. However, when trying to write the eigenvectors of the
unfolded band structure to file, this generates a matrix that is too large to store on one
process, which causes a memory overload. Therefore, a short function was developed to
write the eigenvectors to a file without having to bring the matrix to a single process
and is shown in the code below:
MPI_Datatype MPI_ELEM;
int blockLength [1] = {2};
MPI_Aint disp [1] = {0};
MPI_Datatype oldType [1] = {MPI_DOUBLE };
MPI_Type_struct (1, blockLength , disp , oldType , &MPI_ELEM);
MPI_Type_commit (& MPI_ELEM);
MPI_Status fileStatus;
long evWidth = eVecs.LocalWidth (); bool loop = true;
for (int count =0; loop; ++ count) {
if (count*evSize + eVecs.ColShift () > eVecs.Height ()) {
loop = false;
long long offset = (sizeof(long) + evWidth*sizeof(Complex <double >))*eVecs.
Height ();
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vector < Complex <double > > tempVec (0); long tempLong = 0;
MPI_File_write_at(fh, offset , &tempLong , 0, MPI_LONG , &fileStatus);
MPI_File_write_at(fh, offset + 4, &tempVec [0], 0, MPI_ELEM , &fileStatus);
} else {
long long offset = (sizeof(long) + evWidth*sizeof(Complex <double >))*(count*
evSize + eVecs.ColShift ());
static vector < Complex <double > > tempVec(eVecs.LocalWidth (), 0);
for (int j=0; j<evWidth; ++j)
tempVec[j] = eVecs.GetLocal(count ,j);
MPI_File_write_at(fh, offset , &evWidth , 1, MPI_LONG , &fileStatus);
MPI_File_write_at(fh, offset + sizeof(long), &tempVec [0], tempVec.size(),
MPI_ELEM , &fileStatus);
}
}
MPI_File_close (&fh);
The first block of code sets up complex numbers as an MPI data type for the buffer of
the file writing function. Then we run an infinite loop that iterates along the columns
of the local eigenvector matrix. The first check is to see if we have reached past the
end of the local matrix and if we have then we pass a fake buffer that contains no data
in. The purpose of this is that MPI File write at is a blocking function so if not all
processes reach that function then the program will stall. If we are not past the end
of the function, then we write the size of the buffer we are about to send in, followed
by column of the local eigenvector matrix. The size acts both as a delimiter and an
indicator of how many variables are in the file. The clever part about this function is
there is no worry about the order in which the processes write to file because they are
each defined their own sections of the file using the offset variable that tells the process,
which block of bytes in the file to write.
3.3 Photonic Unfolding Algorithm
The development of this algorithm was an attempt to adapt everything that was learnt
from the electronic band structure unfolding to photonic systems, which employ a sim-
ilar approach to band structure calculation but have some big differences, at least to
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tight-binding calculations. One of the biggest difference is the basis used in the cal-
culation, which for tight-binding was simply an orbital localised on the atoms of the
structure. This made the identification of how to separate the eigenvectors up into dif-
ferent unfolding directions a very simple process. Photonic band structures use a plane
wave basis that does not have such a simple relation.
Most of the unfolding algorithm is much the same as the electronic version, generating
spectral functions and performing peak finding on them but the difference in basis makes
the procedure of calculating the probability map very different. Firstly a way of map-
ping the basis vectors onto unfolding directions needs to be developed, which has been
described at a high level in Section 2.3.2. Essentially, just as the plane wave basis vectors
map a large proportion of reciprocal space, we can also do the same with the effective
Brillouin zone by repeating it through space. This is portrayed in Eq. 2.17, which also
shows the different sections of the effective Brillouin zone that represent the unfolding
directions. Therefore, when a plane wave vector points to an unfolding direction within
one of the mapped effective Brillouin zones, this indicates that that basis vector and
hence its eigenvector coefficient, belong to that unfolding direction.
The core of programming a function to separate out the eigenvectors on this basis is a
relatively easy one that simply relies on a set of modulo functions. The divisor of the
modulo function is equal to the number of unfolding directions along each axis. The
function below then effectively replicates the effective Brillouin zone throughout space,
which is shown in a simple one line piece of code:
int iter = (countx ++ % newNSC [0]) + (county % newNSC [1]) * newNSC [0];
where iter is an index of the unfolding vectors, countx and county are the iterators
through the plane wave basis vectors along the x and y directions, respectively, and
newNSC is the number of unfolding directions for each axis. It should be noted that
x and y do not necessarily represent the orthogonal Cartesian axes but the reciprocal
lattice vector directions. However, the more conceptually challenging task is to shift the
mapping of effective Brillouin zones so that the zeroth plane wave basis vector, G0,0, is
always aligned with the zeroth unfolding vector, T0. This shift has a two-fold problem:
the first is that the T0 is not always in the centre of the effective Brillouin zone and G0,0
is not always at the centre of the plane wave space, and the second is that the number
of Ti and Gm,n do not have to be commensurate.
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The first problem stems from the possibility of an even or an odd number of vectors in a
given axis. With an odd number, there is very clearly a central value for example for five,
three would be the central value having two numbers above and two below. However,
the same cannot be said for even numbers and so we take the convention of half the
total number of vectors being considered the zeroth. This can be overcome by rounding,
where if we round up half of the total number of vectors for five we get, ceil(5/2) =
3 and for four we get ceil(4/2) = 2. Using this we can generalise a calculation of the
central point for both the unfolding and the plane wave basis vectors.
The second problem is not necessarily a common occurrence but still something that
needs to be accounted for. Generally speaking the unfolding vectors, are related to the
number of primitive cells in the supercell and the plane wave basis should also be related
to the number of primitive cells multiplied by the resolution per primitive cell, which
means the two numbers will be mostly commensurate (i.e one is a factor of the other).
However, in non-periodic systems, the concept of a primitive cell becomes far less defined
and so this relation may no longer hold and the main focus of this work is on aperiodic
structures. Fortunately, the solution to this problem can eventually be broken down into
three lines of code as follows:
int newRes = floor(sqrt(newData.size() / (newNSC [0] * newNSC [1])));
int startx = (newNSC [0]) + floor (( newNSC [0] -1) /2.0) - ((int)ceil(newRes*newNSC
[0]/2.0) - 1) % newNSC [0];
int starty = (newNSC [1]) + floor (( newNSC [1] -1) /2.0) - ((int)ceil(newRes*newNSC
[1]/2.0) - 1) % newNSC [1];
The basis of this code is the knowledge that G0,0 = T0, followed by an inverse process
using essentially a reverse modulo. The method for finding the index of the unfolding
vector has allowed complete separation of the x and y components making the process
significantly simpler. Combining the two extracts of code then allows the full mapping of
the eigenvector basis into the different unfolding directions and then all that is required
is a sum of the absolute square of the eigenvector coefficients to generate the probability
map.
Chapter 4
Unfolding the Electronic Band
Structure: GaAsBi
4.1 Introduction
Semiconductors are a highly tunable material systems used for a wide range of electronic
and photonic devices. This tunability is derived from the typical size of the band gap
of the material, which is generally not far from kbT (the thermodynamic energy held by
a particle at temperature, T ). This small band gap means that only a small amount of
energy is required to excite electrons from the valence band to the conduction band and
hence increase its conductivity.
The term semiconductor was likely first coined by Alessandro Voltaire in 1782, but
it was not discovered experimentally until 1833, when Michael Faraday observed the
conductivity of Silver Sulfide (Ag2S) as a function of temperature[57]. His work showed
that the material conducted electricity better when it was at a higher temperature,
which was contrary to the results for metals found by Humphrey Davy. It took nearly
100 years for this effect to be fully understood.
From this point on a wide variety of semiconducting materials have been studied in an
array of different architectures ranging from point-contact rectifiers and transistors all
the way through to lasers, which is the main application of interest here. The first known
emission of light from a semiconductor was discovered by H. J. Round in 1907[58] but
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Figure 4.1: Periodic table showing the elements commonly used as semiconductors in
electronics and photonics highlighting two of the common group IV materials (yellow
box), silicon and germanium, and the more relevant materials in the III-V groups (red
box) that make up the highly tunable materials used commonly in photonics.
the advent of the semiconductor laser did not occur until 1962 by Hall et al.[59], who
used a forward biased GaAs pn junction with polished faces as a laser cavity.
The most commonly used semiconductor material is silicon that has been utilised across
a vast array of electronic and photonic devices from transistors to photovoltaics due
to its extensive abundance and intrinsic properties. However, silicon is an indirect
band gap semiconductor, which means the minimum of the conduction band does not
sit at the same wavevector as the maximum of the valence band. Therefore, for the
emission of light to occur (an electron recombines with a hole to produce a photon), the
electron has to undergo a significant change in its momentum through interaction with
the lattice vibrational excitations: phonons. While still possible, this process requires
the interaction between three different types of excitation (electron, photon and phonon)
and is far less likely than an optical transition in a direct semiconductor. Consequently,
achieving laser action in indirect semiconductors is a very difficult task. However, this
is where III-V and derived semiconductors make their impact.
III-V semiconductors are compound materials that consist of atoms from groups III and
V in the periodic table as shown in Fig. 4.1. This subgroup of semiconductors are highly
tunable because of the many different binary combinations possible, which results in a
wide array of physical properties including a huge diversity of band gaps. The band
gaps of these materials can be as small as 0.17 eV (InSb), which is well into the infrared
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Figure 4.2: Band gap energy as function of lattice constant for a variety of semi-
conductors. The points represent binary alloys with the lines in-between describing
[1]
spectrum, all the way through to 6.015 eV (AlN), which is in the ultraviolet region of
the spectrum[60], and many other compounds in-between. The properties for a variety
of semiconductors are conveyed in Fig. 4.2.
Furthermore, introducing a third (ternary) or even fourth (quaternary) type of atom to
the structure massively increases the tunability of the materials, allowing a wide selection
of properties of interest to be introduced into a host material. Fig. 4.2 shows the ability to
tune the band gap properties in ternary alloys (lines between the points corresponding to
the binary alloys). This amazing tunability has made these semiconductor compounds
a technological foundation for a wide range of devices such as photodetectors, lasers,
integrated circuits, transistors, LEDs and frequency mixing components[61]. The list is
endless, which makes studying these materials a vital part of the future development of
electronic semiconductor technology.
A key example of a ternary alloy pertinent to this work, is GaAsBi. GaAs is a well
studied, stable semiconductor material that is often used as a substrate in many different
devices, due to its ability to be easily integrated into various architectures. At the other
end of the spectrum is GaBi, which has been predicted to have no band gap between
the conduction and valence bands, but a very large gap, ∆SO, between the valence
band and the split-off band. Therefore, by gradually introducing bismuth into a host
GaAs structure, it is likely that the band gap, Eg, will decrease while simultaneously
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increasing ∆SO. During this process there is a point at which Eg < ∆SO. This crossing
has been predicted to suppress the leading form of inefficiency in telecommunication
devices, CHSH Auger recombination[62].
While a new alloy, there is already a considerable amount of research on GaAsBi ma-
terials both experimentally and theoretically. GaAsBi alloys have successfully shown a
rapid decrease in the Eg of 60-90 meV/%Bi[63–65] and considerable increase in the ∆SO
of 30-60 meV/%Bi[2]. It has also been shown that the concentration required to reach
Eg < ∆SO is around 10% bismuth[2, 66]. However, up to this point, the effect of this
band engineering on Auger recombination has not truly been studied because, on the
experimental front, GaAsBi is a very complicated material to fabricate at a high enough
quality for it to lase, whereas, on the theoretical front, developing the tools necessary to
investigate the Auger recombination rates is a very challenging task.
Currently the two methods used to fabricate this material are Molecular Beam Epitaxy
(MBE) and Metalorganic Vapour Phase Epitaxy (MOVPE). MBE heats pure forms of
the required atoms into a beam that is directed toward the substrate, which is performed
in a high vacuum to maintain purity of the growth. MOVPE on the other hand deposits
the material through gases, called precursors, that contain the required elements. The
temperature and pressure is then adjusted to the point that the precursors decompose
leaving the wanted atoms to deposit on the substrate. However, there has not yet been
a laser device at above 10% bismuth showing successful laser action, with MOVPE
achieving it at 4.4%[67] and MBE at 6.5%[68].
This difficulty in generating higher bismuth concentration devices occurs due high diffu-
sivity of bismuth atoms at the temperature GaAs is generally grown at. This means that
as the structure is grown, the bismuth atoms diffuse out of the material before stable
enough bonds can be formed. Therefore, the growth conditions need to be adapted to
reduce this diffusion, but this cause degradation of the overall material quality. These
fabrication difficulties have prevented the experimental investigation of the effectiveness
of band engineering on suppressing Auger recombination, hence enhancing the impor-
tance of theoretical studies able to characterise and predict this material properties.
The main interest in bismide alloys is related to the realisation of more efficient laser
devices for telecommunication systems. GaAsBi has the potential to become the work
horse of optical telecommunications systems, which are currently running on InP-based
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semiconductor lasers[8]. Current semiconductor lasers used in the telecommunication
systems, have a high threshold current, very sensitive to changes in temperature, which
indicate the presence of strong Auger recombination processes[7]. Therefore, if an active
material lasing at 1.55µm was capable of suppressing this inefficiency, it could lead to
highly efficient telecommunications lasers, which is precisely what GaAsBi-based devices
hope to achieve.
Auger recombination is but one type of recombination that occurs in the active materials
of photonic devices. In lasers, the most important recombination is radiative recombi-
nation which is simply the recombination of a electron, in the conduction band, with a
hole in the valence band, resulting in the emission of a photon. This form of recombi-
nation is utilised to generate the light emitted by the laser but unfortunately is not the
only way an excited electron can recombine. The second type of recombination is called
Schockley-Read-Hall recombination, which is governed by defects in the structure. If an
impurity or defect in the structure causes a defect level to appear in the band gap, this
defect level can trap electrons or holes, which in turn recombine. This two step process,
then either emits in the form of heat or light of a undesired frequency, but, furthermore,
removes an electron capable of radiative recombination. However, this process should
be sufficiently suppressed as long as the material quality of the active region is high
enough and the concentration of unwanted defects is kept to a minimum. While GaAs
samples have a high enough quality to minimise the impact of Schockley-Read-Hall re-
combination, this may potentially become a problem for GaAsBi due to the difficulties
in growing high-quality samples.
The final type of recombination is Auger recombination, which is a recombination pro-
cess that occurs when an electron and a hole recombine in a band to band transition but
instead of emitting the energy as light, it transfers the energy to another electron or hole
and excites it. Auger recombination can take on many different forms based on the loca-
tion of each of the carriers in the band structure. This type of recombination is generally
the predominant cause of inefficiency in photonic devices, which will be explored further
later in this chapter. However, the first step in exploring these processes is to calculate
a band structure that captures the influence of the bismuth on the semiconductor host.
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4.2 Tight-Binding Parameters
The Tight-binding (TB) calculations are atomistic implying that a band structure can
be generated to exactly describe a specific atomistic structure by employing the specific
atom arrangement, assuming that the interaction between atoms is known.
The typical parameters appearing in the TB Hamiltonian matrix (on-site, hopping and
overlap parameters) describe all the different types of electron orbital interaction used
to build the Hamiltonian modelling the structure of interest. The process involves a
series of steps that need to be followed carefully to keep the complexity of the problem
and the computational resources needed under control.
Firstly, there are different models that can be used, which provide a range of accuracy
for the resultant band structure in return for a set computational cost. These different
models are directly related to the number and type of orbitals included in the calcu-
lation. It is possible to consider just the s-orbital, giving a very simplistic two band
dispersion relation, all the way though to sp3d5s∗-orbitals including the spin-orbit in-
teraction, which generates a highly accurate 40 band dispersion relation. Overall, the
more parameters available, the more degrees of freedom there are to accurately describe
the band structure.
The second consideration is the parameter set used. The accuracy of the band structure
generated is highly dependent on the quality of the parameters, meaning that even if all
the orbitals available are used, but the parameter set is poorly determined then the band
structure will be inaccurate. Furthermore, the parameter sets that involve a reduced
number of orbitals will not be capable of accurately reproducing all aspects of the band
structure. The clearest example of this behaviour is shown in Fig. 2.6, where the band
structure is very flat away from the Brillouin zone centre (Γ point), which is caused by
the fact that the parameter set has a greater focus near the Γ point.
This balance is especially important due to the limitations in determining the GaBi
parameters, which is only available for the sp3s∗ orbital set. As a result, the sp3s∗
parameter set for GaAs also had to be used in any GaAsBi calculations, hence limiting
the overall accuracy of the resultant band structure. These limitation became apparent
when attempting to calculate the effective masses using a parameter set that had been
optimised for band position rather than curvature.
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Table 4.1: Parameters for an sp3s∗ TB band structure calculation. The first section
contains the parameters to generate and relax the structure using the Valence Force
Field (VFF) model. The second section makes up the self interaction energies, the third
are the inter-atomic interaction energies and the final section contains the strain expo-
nents. There are three parameter sets: GaAs that has been optimised to reproduce the
band positions of GaAsBi[2]; GaAs that has been optimised for curvature of the bands
for effective mass calculations[6]; and GaBi adapted from an LDA+C band structure
calculation[2]. Finally the a and c represent parameters for the anion and cation of the
structure, respectively.
Structure GaAs (BL) GaAs (EM) GaBi
Lattice Constant (A˚) 5.65325 5.65325 6.328
α0 41.490 41.490 34.000
β0 8.9400 8.9400 5.0000
A 7.2000 7.2000 8.2000
B 7.6200 7.6200 7.6200
C 6.4000 6.4000 6.4000
Interaction a c a c a c
Es -8.6336 -2.9474 -8.5107 -2.7748 -8.3774 -5.6126
Ep 0.9252 3.5532 0.9541 3.4341 -0.1256 1.6940
Es∗ 7.0914 6.2000 8.4541 6.5841 6.1262 5.8164
λSO,s 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
λSO,p 0.4050 0.1650 0.2800 0.1160 2.0142 0.1152
Vssσ -1.6835 -1.6835 -1.6128 -1.6128 -1.3425 -1.3425
Vspσ 2.3920 2.4200 2.0265 3.3342 2.3567 1.2025
Vppσ 2.9500 2.9500 2.8737 2.8737 2.0003 2.0003
Vpppi -0.7420 -0.7420 -0.7039 -0.7039 -0.6354 -0.6354
Vs∗sσ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Vs∗pσ 2.0400 1.7700 2.1001 3.0354 1.8051 0.5100
Vs∗s∗σ 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
ηssσ 3.5120 3.5120 3.6600
ηspσ 4.3000 4.3000 4.0800
ηppσ 3.2042 3.2042 2.2000
ηpppi 4.2357 4.2357 3.2400
ηs∗pσ 5.5000 5.5000 5.5000
VBO 0.0 0.0 1.1
The parameters that have been used in this work are shown in the following tables. Table
4.1 contains the sp3s∗ parameters for the GaAs interaction that is optimised to reproduce
the correct band position in a GaAsBi structure[2], GaAs that has accurate curvature of
the bands[6] and hence can be used to produce reliable effective mass calculations and
finally the parameters for GaBi that have been fitted to an LDA+C band structure[2].
Table 4.2 contains the parameters for a highly accurate sp3d5s∗ GaAs band structure,
shown in Fig. 2.7 and demonstrates the capability and dramatic difference in accuracy
between the different TB models.
There has been an extensive amount of research into GaAs both experimentally and
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Figure 4.3: Band structure of GaBi using sp3s∗-orbitals with the spin-orbit interac-
tion. The parameters for this band structure have been generated from fitting to an
LDA+C ab-initio calculation of GaBi[2].
theoretically giving support to the band structures generated using these parameters.
However, GaBi as far as we are aware, has not been grown and therefore, has not been
studied experimentally, making the generation of TB parameters from known quantities
of GaBi, an extremely challenging task. Currently, the only method available is to
calculate the band structure from first principles and then fit a TB band structure to in
as shown by Usman et al.[2].
Usman et al. fit the TB parameters to a Density Function Theory (DFT) calculated
band structure using the Local Density Approximation (LDA) functional with LDA
corrections applied[69]. While this approach does rely on DFT to correctly predict
the GaBi band structure, Ref. [2] shows that the use of the fitted parameters within
a GaAsBi structure does correlate well with experiment. The band structure of GaBi
is shown in Fig. 4.3. Unfortunately, the GaAs parameters used by Usman did not
accurately reproduce the effective masses of GaAs and therefore, could not be expected
to produce accurate effective masses for GaAsBi. Consequently, we have opted to using
the second GaAs parameters.
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Table 4.2: Parameters of an sp3d5s∗ TB band structure calculation for GaAs. The
structure parameters are the same for this as those in Table 4.1. The remainder of the
table follows the parameter format described previously but now includes the d-orbital
as well.
Intra-atomic Inter-atomic Strain
a c a c
Es -5.5004 -0.2412 Vssσ -1.6451 -1.6451 ηssσ 2.0600
Ep 4.1511 6.7078 Vspσ 2.6649 2.9603 ηspσ 1.3850
Ed 13.0317 12.7486 Vsdσ -2.5836 -2.3206 ηsdσ 1.8989
Es∗ 19.7106 22.6635 Vppσ 4.1508 4.1508 ηppσ 2.6850
λSO,s 0.0000 0.0000 Vpppi -1.4274 -1.4274 ηpppi 1.3141
λSO,p 0.3447 0.0436 Vpdσ -1.8743 -1.8896 ηpdσ 1.8124
λSO,d 0.0000 0.0000 Vpdpi 2.5293 2.5491 ηpdpi 2.3796
VBO 0.003 Vddσ -1.2700 -1.2700 ηddσ 1.7244
Vddpi 2.5054 2.5054 ηddpi 1.9725
Vddδ -0.8517 -0.8517 ηddδ 1.8967
Vs∗sσ -2.2078 -2.2078 ηs∗pσ 1.3993
Vs∗pσ 1.9765 1.0276 ηs∗dσ 1.7854
Vs∗dσ -0.6282 0.1332 ηs∗s∗σ 0.2127
Vs∗s∗σ -3.6772 -3.6772
4.3 Unfolded GaAsBi Band Structure
With all the parameters for GaAs and GaBi chosen, it is now possible to perform a TB
band structure calculation for GaAsBi. The simplest way to proceed is to perform a
Virtual Crystal Approximation (VCA) calculation, where each of the two constituent
atoms of the primitive cell are created from a weighted average of the anions and then
the cations in the material. So for GaAsBi, the cation will just be gallium and the
anion will be a weighted average of arsenic and bismuth. This approach generally works
well for materials where the alloy band structure is only weakly perturbed from the
host material’s band structure. This is not the case with GaAsBi because the bismuth
atom is both much larger, causing a lot of strain in the host structure, and far less
electronegative, making the electronic interactions with gallium vastly different from
those in the pristine GaAs structure.
The shortfall of the VCA approach at modelling GaAsBi is shown min Fig. 4.6, where
its predictions are represented by the dotted lines. The VCA results are far away from
the experimental and other theoretical results and over estimates the concentration of
bismuth where Eg < ∆SO (nearly twice as large).
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Consequently, we have opted for a TB approach employing large supercells, which allows
the full representation of both the strain effects and the different types of interactions
including the different environments that an atom can sit in. For example, the gallium
atom can be surrounded by any combination of bismuth and arsenic atoms. However,
as discussed previously, the supercell method has the consequence of generating a folded
band structure, which makes any kind of analysis of the properties of this material very
difficult if not impossible. We have then implemented the unfolding algorithm described
in Section 2.3 to generate GaAsBi supercell band structures that are more intuitive and
far easier to analyse. An example of one of these band structures is shown in Fig. 4.4,
which models a 6750 atom GaAsBi supercell with 10% bismuth concentration. It should
be noted that the band structure plotted only contains the peaks of distributed bands
for ease of visualisation.
Figure 4.4: Unfolded band structure of a 6750 atom GaAsBi supercell with 10%
bismuth fraction. The mean of the peaks were chosen to depict the energy level for a
clearer visual representation of the unfolded dispersion relation.
As shown in Fig. 4.4, the band structure has been returned to a representation that
is typically seen in primitive cell band structures. The bands do present some minor
fluctuations, which to a certain extent is expected because the dispersion relation is
based upon a effective Brillouin zone. The most accurate description of this effective
Brillouin zone is an average of each of the Brillouin zones representing different parts of
the structure. There is also likely a contribution from the method used to determine the
peaks of the spectral functions, which is a very simplistic approach due to the complexity
and diversity of the peaks.
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The next important part to note about the band structure in Fig. 4.4 is related to
the structure of the bands around the band gap, namely the valence bands. A typical
band structure will display the heavy-hole, light-hole and split-off bands, which will
each have a spin degeneracy. However, it is possible to distinguish six separate bands
just below the band gap, which could be explained in multiple ways. The first and most
common explanation for the band movement and the splitting of the bands is provided by
Valence Band Anti-Crossing (VBAC) model[2, 63, 70–72]. VBAC occurs when a defect
band exists below the valence band maximum and crosses over the valence bands of the
host material. However, because bands are not allowed to cross, this causes a repulsion
between the valence and defect band. This effectively splits the valence band in two,
pushing the upper band, E+, upwards in energy and the lower band, E−, downwards.
This splitting mechanism applies to every band that the defect level crosses[73]. It has
been shown that a bismuth defect level does exist below the valence band[63] giving
weight to the argument that VBAC drives the movement of bands. The most prominent
example of BAC is in fact GaAsN[74], where the anti-crossing occurs in the conduction
band rather the valence bands due to the positioning of the N defect levels. In this case,
the BAC model explains the movement of bands quite well and furthermore, has been
reinforced by experimental evidence of the the E+ band[75].
So far there has not been any experimental evidence to show the BAC levels in GaAsBi
and there have been alternative explanations of the band movement in GaAsBi in terms
of delocalised states associated with a band broadening mechanism[71]. The band struc-
ture calculations in Fig. 4.5 show the band movement as a function of bismuth concen-
tration. While they do show a degree of band separation expected from BAC, this is
not anywhere near the extent indicated by other theoretical work on the BAC model
for GaAsBi[76]. Further investigation would have to be performed to determine the ori-
gin of band movement, but our model on the surface appears to depart from the usual
predictions of the BAC model for the valance bands of GaAsBi. Fig. 4.5 shows that the
most dramatic band edge movement is associated with the fourth valance band, which as
the bismuth concentration increases, it goes from aligning with the other valance bands
to aligning with the split-off band. Here we argue that this level is associated with a
hybridisation of a bismuth defect level and a GaAs valance band level, as it appears
very flat (a characteristic of a defect state). However, the level has a clear dynamics as
the Bi concentration increases and has a much too high a Γ factor to be solely a defect
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Figure 4.5: Zoomed in band structure of GaAsBi at various concentrations: (A) 0%,
(B) 1%, (C) 2%, (D) 6%, (E) 9% and (F) 10% bismuth. Each band structure shows a
path from approximately 0.5L → Γ → 0.5X to allow easy distinction between bands
around the centre of the Brillouin zone.
state. If the level were to be result from a hybridisation of the two states, its movement
would be explained by the fact that with increased concentration the bismuth defect
state becomes stronger, and the level band will become more flat. In doing so, it would
not only push the split-off band down, but also push the remaining valance bands up.
Also, our band structure calculations appear to show many paths of excitation between
the valance bands, only slightly away from the centre of the Brillouin zone, which indicate
that the suppression of CHSH Auger recombination may not be as strong as initially
anticipated. This is only an initial conjecture based on a visual inspection of the band
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structures and there are many other factors at play in determining the CHSH Auger
recombination rates. For example, the hole concentration may be strongly localised
at the band edge, reducing the overall influence of these other excitation paths on the
recombination rate values. Also, here we assume that overlap between these bands will
still be high enough to result in significant contributions to the Auger recombination
rate, which may not be the case if the bismuth defects have distorted the eigenvectors
enough. This would imply that the probability of the transition would be lower and
hence these alternative excitation paths would be less likely to occur. To fully explore
and understand the Auger recombination processes, one would need to perform the
recombination rate calculation employing the eigenvectors and the information available
from the unfolded band structures.
However, before employing the band structure results to determine any other physical
quantities, we need to attain a certain level of assurance that these newly created band
structures are a reasonable representation of the physical structure. The simplest way
to proceed is to compare our results to those from experiment, specifically, to one of the
most commonly performed and well established set of experimental results, the band gap
and the spin-orbit splitting energy as a function of bismuth concentration. The results
from several experiments and the alternative theoretical studies are shown in Fig. 4.6,
which demonstrates that the results predicted by our approach correlate well with the
experimental results.
We do note the presence of a couple of points in the dataset of our unfolded band
structures that appear to fluctuate away from the general trend. However, as will be
explained in much greater detail later in this chapter, each of the energy levels in the
valance bands become severely broadened with the introduction of bismuth into the
structure. The results displayed in Fig. 4.6 were obtained for a single realisation of
the GaAsBi structure per concentration of bismuth for a relatively small structure.
Therefore we expect a noticeable amount of statistical fluctuation within the energy
levels that easily accounts for the variation in results. It should be noted that this
effect will have a direct consequence on experimental data if the structure probed is not
sufficiently large (this may be the case for devices that are confined in certain directions).
In principle, the broadening of the bands can to some extent be accounted for by either
determining the width of the peaks in the spectral function during the unfolding process
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Figure 4.6: Band gap, Eg, and spin-orbit splitting energy, ∆SO, as a function of
bismuth concentration for both the unfolded band structure, VCA model and several
experiments. The green and blue lines are a guide to the eye to show the general trend of
the unfolded band structures and shows that they correlate well with the experimental
results.
or measuring the fluctuation in band position for many different structures of the same
bismuth concentration.
For comparison, we have also included the results of the VCA model in Fig. 4.6, which are
displayed as dashed lines. Clearly, the VCA model results depart considerably from both
the theoretical and experimental results. Hence, the VCA model cannot be realistically
used for the study of GaAsBi, since it is unable to capture the strong bowing effect
caused by the electrostatic potential and size of the bismuth atoms.
Up to this point, we have demonstrated the ability of our unfolding approach to produce
a stable band structure only along high symmetry directions of the structure. However,
calculations of many physical quantities, including recombination rates or gain, require
knowledge of the entire band structure to some extent. Therefore we need to ensure the
unfolded band structures are stable throughout the Brillouin zone. A three dimensional
depiction of an unfolded band structure is shown in Fig. 4.7, which is a two dimensional
slice through the Brillouin zone along the kz = 0 plane. Clearly, our approach is able
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Figure 4.7: Three dimensional depiction of the Brillouin zone along the kz = 0 plane
showing the CB, HH, LH and SO bands from an unfolded 10× 10× 10 supercell bands
structure of GaAsBi at 10% bismuth. The diagram shows a smooth band structure
throughout the Brillouin zone assuring reliable unfolding even away from the high
symmetry directions.
to unfold the band structure reliably throughout the Brillouin zone, which makes it an
ideal candidate to explore various physical properties of GaAsBi.
4.4 Effective Masses in GaAsBi
The effective mass of a particle (electrons or holes) is an effective physical quantity
determining the dynamics of these excitations near the band structure extremes at high
symmetry points. In general, we define an effective mass tensor by:
[
m−1(k)
]
ij
=
1
~2
∂2E(k)
∂ki∂kj
. (4.1)
The definition of the effective mass tensor takes into account that, for some semicon-
ductors, the minima/maxima of the conduction/ valence bands are not symmetrical
(their equi-energy surfaces are ellipsoidal). We also note that a generic effective mass
is a function tensor (depends on the wavevector) and its functional dependence on k is
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even more complex than the band structure itself. For symmetrical situation, with equi-
energy surfaces well approximated by a sphere, the effective mass tensors are replaced
by a single scalar given by:
1
m∗
=
1
~2
∂2E
∂k2
. (4.2)
Typically, the effective mass is considered an intrinsic property of the material, however,
it can vary in certain circumstances such as under varying pressure[77] and temperature[78].
Furthermore, the scalar effective mass characterises only the particles that are close to
the point at which it is measured, such as the Γ point in the centre of the Brillouin
zone. This is generally not much of an issue as the majority of interesting physics occurs
near the band edge, where effective mass is generally calculated. We emphasise that
for an arbitrary material, the dispersion relation is not necessarily parabolic, and in
this situation the effective mass needs either to not be used at all or to be defined very
carefully.
Effective mass can be both measured experimentally and calculated theoretically through
a variety of methods. Experimentally, the effective mass is commonly determined using
techniques such as Magneto-Photoluminescence[79, 80] and Cyclotron Resonance[81]
measurements. Theoretically, the effective mass is generally calculated by fitting a
parabola to the band structure of the material of interest and where the value is ex-
tracted from the curvature of the parabola. This is shown more explicitly in Eq. 4.2,
where m∗ is the effective mass and E is defined by the equation of the parabola fitted
to the band edge. Typically, the effective mass is calculated by fitting a parabola near
the band edge region of the band structure. This method works well for perfect crystals
that can be described by a single primitive cell but for more complex materials, becomes
increasingly tedious. As argued before, a VCA approach can be used to model ternary
or greater materials, which works well for many different structures such as InGaAs. In
this version of the VCA, the effective mass is simply just a weighted average of those
of the constituent binaries. However, VCA is not capable of accurately reproducing
the band movement of structures that have a greater perturbation from the host band
structure, and as such is not capable of accurately calculating the effective masses.
The alternative to the VCA method is to determine the effective masses from a supercell
band structure. This approach on a folded band structure is certainly possible for the
bands closest to the band gap but discovering the effective masses for other bands such
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as the split-off band becomes challenging, which is where the unfolding method becomes
highly useful. With an unfolded band structure, the fitting method can once again be
used, which assuming the band structure is accurately calculated, should give the most
accurate theoretical predictions of the effective mass.
There has been a lot of investigation experimentally on carrier mobility in GaAsBi[82–
85], which scales inversely proportional with the effective mass. However, apart from
the agreement that the hole mobility decreases, all experimental results show drastically
different rates of change in the effective mass with respect to the bismuth concentration.
This is most likely related to the broadening of bands, which is caused by varying
concentration of the Bi. If the structure being probed is not sufficiently large then
probes only a subset of the possible effective masses. Therefore, each experiment will
likely measure different effective masses and will only converge on each other when the
experiment probes a large enough region of the structure for averaging to properly take
place. This is a strong reason why the effective mass needs to be calculated theoretically
so as to probe a sufficient space but also to include the broadening effect.
4.4.1 Limit of Accurate Effective Mass
In order to calculate the effective mass of a material, a parabola needs to be fitted to
the band structure centred at the band edge. However, the region upon which the band
is parabolic is limited to a small region near the band edge. Ideally, one would fit the
parabola to an infinitely small range, which would guarantee the most accurate fit to
the band structure assuming an infinitely accurate band structure. However, there are
numerical inaccuracies built into all of the TB calculations that are performed in this
work so that is not the best approach. Therefore, it becomes useful to determine the
range upon which the effective mass calculated from the fit still gives a reliable result.
Furthermore, beside the intrinsic numerical errors, there are configuration fluctuations in
the resultant band structure. This results in a misalignment of the peaks of the spectral
functions from the centre of the broadened band, which will also cause a discrepancy in
the fit. This effect will be exacerbated as we reduce the wavevector range over which
the parabola is fitted, as the energy range will also reduce to the point where it becomes
comparable to the inherent fluctuations. However, if we increase the range over which we
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Figure 4.8: Heavy-hole valence band of a GaAsBi band structure. The points repre-
sent the calculated band structure data points and the line is the best parabolic fit.
fit, we introduce a fitting error so it becomes important to quantify the errors associated
with this fit.
The method used to quantify the error in effective mass as a function of the distance from
the Brillouin zone centre that the parabola is fitted to is simply a matter of comparing
the measured effective mass with the expected value. This method was performed on a
perfect crystal to make the procedure as simple and efficient as possible, where the most
logical choice of material is GaAs. This material was chosen because it has the most
similar characteristics to GaAsBi and the parameter set is one that will be used in the
calculation of GaAsBi.
Generally, to fit a parabola to a data set, we need at least three points. However, because
the maximum (minimum) of the parabola is known, it can be fitted with only two points,
the band edge and one other. This is because we can simply use the symmetry of the
lattice to define a third point that is equal in energy and distance but on the opposite
side of the energy extrema. From these two points, Eq. 4.3 can be solved to to calculate
the effective mass, m∗(k), from a given wavevector, k, which is given in units of the
electron rest mass, me.
m∗(k) =
~2
2me
|∆k|2
e(k)− e(k0) . (4.3)
Using this method, the effective mass for the split-off, light-hole, heavy-hole and con-
duction band was calculated along the (111) or L-direction for a GaAs primitive cell.
The effective mass was calculated from the Brillouin zone edge (∼ 1010m−1) to the point
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Figure 4.9: The accuracy of effective mass as a function of the distance from the
band edge that a parabola is fitted to for GaAs. (A) shows the unaltered effective
masses and (B) shows the fractional error of those same effective masses compared to
values taken from literature[3]. Each of the lines represent each of the important energy
levels: conduction band (purple), heavy-hole band (blue), light-hole band (orange) and
split-off band (yellow).
where numerical accuracy could no longer distinguish between the energy at Γ and cho-
sen wavevector k (∼ 107m−1). The effective masses for these bands are presented in
Fig. 4.9(A) as a function of the distance that the parabola is fitted, k. As shown, the
effective mass remains fairly constant until k reaches 108- 109m−1 where the results start
to diverge.
The second graph in Fig. 4.9 shows the fractional error of the calculated effective masses
compared to what they are expected to be in the literature[3] and clearly portrays
a divergence of the effective mass as k gets further away from the band edge. The
information here can then be used as a basis to balance the error caused by the distance
compared to the error from both the unfolding process and general uncertainty in the
band position.
4.4.2 Band Stability and Broadening
The next important aspect to investigate is the stability of the band structure itself.
This involves understanding the numerical stability with regard to the size of the super-
cell, the band stability in terms of broadening effects caused by the increased bismuth
concentration and the exploration of the stability of the peak finding algorithm used to
identify the centre of the broadened bands.
It should be noted that at the point of these investigations, both the capability of
the software and the availability of high performance computing resources was heavily
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Figure 4.10: Zoomed in images of each of the bands very close to the centre of
the Brillouin zone for an unfolded 10 × 10 × 10 GaAsBi supercell with a variety of
different bismuth concentrations. The orange points are the calculated band structure
and the blue lines represent a fitted parabola to the bands. The columns show different
bismuth concentrations and the rows are the different bands. The wavevector range is
10× 107m−1 along the L direction.
limited restricting the calculations to a 10 × 10 × 10 supercell. While this did allow
access to a 2000 atom configuration, the precision demanded for measuring the effective
masses with good accuracy was not possible to achieve, as shown in Fig. 4.10, where
many of the bands calculated had important fluctuations away from a parabolic shape.
These fluctuations influence the band structure in a few different ways, all of which have
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a negative effect on the fitting and hence the final effective mass calculated. The first
effect is the sharp change in energy level that can be seen for the SO band at 10.5%
bismuth in Fig. 4.10. This is most likely due to the peak finding algorithm that has
missed the main peak and has picked up on a secondary peak near the band. This type
of fluctuation is likely to be the most damaging to the fit because the fluctuations are
so large. There are multiple ways that this can be resolved: the peak algorithm can be
improved to avoid these jumps or any large jumps in the band could be removed during
the fitting process. However, neither of these solutions would be easy to implement for
such a massive variety in peak types.
The second more intuitive fluctuation comes from the broadening of bands, which results
in many of the bands as slight fluctuations away from the fit. These fluctuations come
from a combination of the intrinsic material properties and the finite size of the supercell
reducing the resolution of the spectral functions. The former of the two contributions
is a characteristic of disordered systems and actually adds novelty to this approach if
these fluctuations can be accounted for in the calculation of the effective mass. This is
because the well-known broadening of bands in disordered structures and the subsequent
broadening of the effective mass, an aspect not accounted for in other techniques for
calculating the effective mass.
The effect associated with the finite size of the supercell arise due to the limited rep-
resentation of all possible interactions that comes from a finite structure. Because the
TB calculation only deals with nearest neighbours, the only variation in configuration
comes from the atoms that surround each of the gallium atoms in the structure. There
are five different configurations of nearest neighbour to a gallium atom from all four
surrounding atoms being arsenic to all surround atoms being bismuth and each combi-
nation in between. On top of having each of these configurations, there also needs to be
a statistical distribution of these configurations.
Let us analysis the impact of this effect on a 2000 atom GaAsBi supercell with 1% bis-
muth. In this structure, there will only be 10 bismuth atoms making it very difficult to
realistically create a decent statistical distribution with this many atoms. That means
that each peak in the spectral function will not be fully resolved leading to discontinu-
ities. Moreover, the results are also not repeatable because another band structure with
a different structural configuration may show a different fraction of the peak.
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Figure 4.11: Split-off band for a 7.5% bismuth GaAsBi structure. The (orange) points
are the unfolded band structure data points, the blue line is a parabolic fit to the data
points with the original assumption that the band maximum is at the zone centre and
the yellow line is a shifted parabolic fit to the data that lines up for accurately.
The final anomaly that effects the parabolic fitting is shown again in the split-off band,
but this time with 7.5% bismuth in Fig. 4.10. This curve appears to hit the maximum
before it reaches the zone centre. All of the fits have been designed making the assump-
tion that the maximum is at the zone centre, which means that this will cause a large
error in the effective mass calculated from the fit. While one could assume that this is
related to a larger fluctuation that perturbed the band, the trend of these fluctuations
is too well formed and occur too often for it to be an accidental event.
A larger version of the split-off band for 7.5% bismuth is shown in Fig. 4.11, but this
time also with a fit that has been shifted to align better with the data. As shown, the fit
now works very well. Furthermore, the new (yellow) fit outputs a reasonable estimate for
the effective mass of 0.652 me compared to the much higher value of 2.956 me calculated
from the original (blue) fit. This points towards the idea that the band maximum has
been shifted, albeit fractionally, away from the zone centre.
The concept of a valance band maximum occurring away from the Γ point has been
previously observed and often utilised for topological insulators[86]. While the structures
in this case are far more complex, it shows that this occurrence is physical. Furthermore
there are many examples of this occurring with bismuth containing materials[87–89].
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Figure 4.12: Extended Brillouin zone scheme of an unfolded supercell band structure.
Red line shows the first band in the first Brillouin zone, blue band is the second band
in the second Brillouin zone and the green dashed line is the second band returned to
the first Brillouin zone. The maximum of the second band has been displaced by δk
from Γ due to fluctuations caused by disorder in the supercell.
However, in the case of GaAsBi, it is likely that a loss of inversion symmetry due to the
non-periodic nature of ternary alloys is the cause of the shift in maximum.
The simplest way to describe this effect is to return the band structure to the extended
Brillouin zone scheme. As described in the previous chapter, higher energy bands do
not really exist in the first Brillouin zone but momentum borrowed from the lattice
can be used to allow electrons to pass between those bands as if they were in the
same Brillouin zone. However, this description becomes a bit more complicated when
disordered structures are considered because the system can no longer be described
by conventional (reciprocal) lattice vectors. This is because each primitive cell will be
slightly displaced away from were a conventional lattice vector would locate it.
To overcome this problem, we simply take the average of all the lattice vectors. This
averaging will result in very slight displacements of the bands within the first Brillouin
zone. This effect is portrayed in Fig. 4.12, which shows the extended Brillouin zone
scheme for an unfolded supercell band structure. In this case, Γ′ represents the turning
point of the second band, which due to the loss of Bloch periodicity is not necessarily
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Figure 4.13: The calculated effective mass as a function of bismuth concentration for
the split-off (SO), light-hole (LH), heavy-hole (HH) and conduction (CB) bands. All
effective masses were calculated from the fits in Fig 4.10.
located at averaged reciprocal lattice vector, b, away from Γ. This implies that when the
second band is returned to the first Brillouin zone, the band maximum is offset from Γ
by some δk. It is perfectly plausible that this displacement effect is purely an artefact of
the unfolding process and to some extent is caused by brute forcing a disordered system
into a quasi-periodic regime.
Finally, it can also be seen in many of the results shown in Fig. 4.10 that the band
structure appears far more linear than the parabolic fit, which could be caused by this
effect in the opposite direction. In this case, the maximum has effectively shifted past the
Γ point meaning we only capture its tail. These displacements will affect the parabolic
fitting used in Fig 4.10 that assumes the maximum/minimum lies at the Brillouin zone
centre.
Overall, the combination of all of these fluctuations are propagated onto the parabolic
fitting of the bands and hence will have a strong effect on the final effective mass values.
This has been portrayed in Fig. 4.13, which shows the effective masses as a function
of bismuth concentration for six different bands. It should be noted that the label of
the bands is purely based on the order of bands that would appear in a perfect band
structure of GaAs.
The SO band appears to be relatively flat up to about 9% bismuth, however, this is
deceptive because of the scale of effective mass axis, which actually shows the effective
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mass growing as large as 15 times the mass of an electron. This result is very likely to
arise from the errors in fitting procedure described earlier. The remaining valence band
effective masses are also highly fluctuating and in some cases rapidly switching between
positive and negative values.
The only band that has a reasonable effective mass is the conduction band which steadily
decreases as a function of bismuth concentration. The stability of the conduction band
effective mass is due to minimal effect of the bismuth defects on the conduction band.
This is supported in the spectral functions calculated during the unfolding procedure that
show almost no band broadening. This supports the argument that there are bismuth
defect states in the valance band that have a strong effect on the band structure below
the band gap.
It is clear from the results that this approach falls short of creating a good estimate
of the effective mass for anywhere outside of the conduction band. However, there are
many different avenues that can be explored to improve the accuracy of these effective
mass calculations. Firstly, the peak finding algorithm could be improved so that it is
more successful in picking out the correct peak for the band, which will prevent the large
jumps in energy that can be found in many of the bands in Fig. 4.10.
The second approach would be to improve the fitting algorithm allowing for the fitting
of parabolas that do not have their maximum at the zone centre. This can be achieved
by using a known method that can find the equation of any parabola as long as three
points on the parabola are known. This approach is vulnerable to inaccuracies caused
by fluctuation of points but if it is repeated for multiple sets of points and averaged and
discarding outliers, should generate reasonable results.
The final improvement could be achieved by increasing the size of the supercell structure
and therefore reducing the fluctuations caused by the randomness of the structure. If the
size of the supercell is large enough to get a full statistical representation of all possible
configurations of the electronic interactions, then the peaks in the spectral function will
become fully populated allowing a highly accurate determination of both the band centre
and the band width.
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4.4.3 Spectral Function Analysis
As shown in Fig. 4.10, the peak finding algorithm implemented often fails to pick up
the correct peak for a given band. This results in fairly large distortions in the band
structure and therefore causes problems in the parabolic fitting used to calculate the
effective mass. Therefore, the spectral functions need to be investigated further to find
out why this is occurring and to try and fix the problem for further investigations of the
effective mass.
The spectral functions of disordered systems can have complicated and variable land-
scapes making a peak finding algorithm that captures all different types of peaks per-
fectly, extremely challenging. Examples of these landscapes can be seen in Fig. 4.14,
which shows the spectral functions at the Γ point, four points along the X direction and
a wavevector in the middle of the irreducible wedge of the Brillouin zone.
As shown in the Fig. 4.14, the scale of peaks vary fairly drastically to the point where
the largest peak of some spectral functions are equivalent in height to peaks that would
be disregarded in other spectral functions. Furthermore the peak height can vary quite
acutely within the same spectral function, which makes employing a fixed cut-off point,
where below peaks are disregarded, highly complicated. Therefore, in this sense, every
peak needs to be considered as a possible energy level making the selection of the correct
energies significantly harder.
The next challenge comes from the discontinuous data, with a two-fold impact. The first
is that the peaks are rarely simple distributions of energies like a Gaussian so cannot
be easily distinguished. This also makes discerning the width of the peak and hence
the broadening of the band a far less straightforward matter. The second problem is
that there are energies within the distribution of the peak that have zero or negligible
probability causing a highly discontinuous gradient to the peak. This makes tracking a
peak to its maximum much more complex because it becomes difficult to distinguish a
decrease that is due to passing over the maximum to just a discontinuity.
Another problem comes from the degeneracy of energy levels, which could take the form
of two peaks very close together or a single peak at double height. However, when the
peak height varies so much, it is exceptionally difficult to know which of the two is
correct, especially in an automated fashion. This can be mitigated to some extent by
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Figure 4.14: Spectral functions, to decided to which unfolded wavevector each energy
is unfolded, for a variety of wavevectors in the EBZ. (A) is at the Γ point; (B), (C),
(D) and (E) are spread along the X-direction; and (F) is point near the middle of the
irreducible wedge of the Brillouin zone.
observing the cumulative probability, where when this reaches an integer value indicates
the presence of an energy level. However, there is an argument that this approach is
too simplistic, where each peak may actually be a representation of an energy level and
the relative strength of that energy level is dependent on the relative peak height. This
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avenue is explored in more detail for the Penrose lattice in the next chapter.
Generic peak finding algorithms are not up to the challenge because while they are very
capable at finding peaks, they struggle to ignore unwanted peaks without introducing
tolerances that would not be suitable across the entire spectral function, let alone across
the entire Brillouin zone. In the case above where every peak is an energy level, a generic
peak finder would work well but for this work where we are only interested in the key
peaks, an alternate peak finding algorithm needs to be implemented.
The original way of selecting the peak was to cumulatively add the probabilities until it
reached an integer number. The energy that triggered this condition was then selected,
which caused a lot of jumping in energy within the band. This was ascribed to the
selected energy often not falling even near the maximum of the peak. For this it was
concluded that the cumulative probability was simply an indicator of the correct peak
being in the vicinity. Therefore, a further peak finding aspect needed to be added to
the method, which is described in more detail in Chapter 3.
The method finally chosen was to bin the energies within a given tolerance of the trig-
gering energy and attempt to find the maximum energy within the bin. This method
overcomes the problem of massively varying heights in maxima because each peak is
segregated into their own bin and from that point are completely isolated. The discon-
tinuous function is also no longer a problem because the act of binning and finding the
maximum effectively ignores the function and simply looks for the largest value. Finally
it also overcomes the problem of degeneracy to some extent, where two energy levels at
the same energy will have a cumulative probability of two therefore generating two bins,
which should split the peak roughly in half.
However, degeneracy is probably the largest problem this method has because it relies
on both bins having access to one of the maximum energies. If this does not happen,
then that will again cause jumping in the energy levels. Another potential problem arises
if every peak truly does represent a physical energy level. If a peaks that is small and
so is ignored starts to become more dominant than a neighbouring peak, it can cause
a sudden jump in energy. While this will mostly happen between structures, the case
where a “key” peak and previously disregarded peak become roughly equal in height will
cause jumping within the same structure. Unfortunately, away from manually picking
peaks, this problem is nearly impossible to overcome.
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Figure 4.15: Spectral function of a k-point in the middle of the irreducible wedge.
The red lines show the probability peaks for a given energy and the blue dots represent
the result of the peak finding algorithm for various tolerances. If 1.0 is the cumulative
probability that triggered the algorithm then each bin has a range of (A) 0.05-1.0, (B)
0.5-1.0, (C) 0.55-1.45 and (D) 1.0-1.95.
The new method of finding peaks has a tunable parameter that allows the user to attempt
to improve the unfolding. The parameter is simply the location and width of the bin.
Location means whether the triggering energy should sit at the front, middle or end of
the bin and width means the range of probability (not energy) that will be included
in the bin. For example if a width of 0.9 and location of middle was chosen, then all
energies that lie within the cumulative probability from 0.55 - 1.45 will be included in
the bin, assuming the peak finding was triggered at a cumulative probability of 1.0.
Using this parameter, the peak finding algorithm was tuned to maximise the success
rate of the unfolding process, which is portrayed in Fig. 4.15.
Fig 4.15(A) represents a binning entirely before the trigger energy with a width of 0.95
and is almost performs perfectly where all peaks were identified correctly and the blue
dots are all either at the peak maximum or very close to it. (B) shows a reduced width
down to 0.5 and it is clear that while the method is finding the peaks, it is rarely hitting
the maximum, which will cause jumps in energy as the peaks change throughout the
Brillouin zone. (C) is where the bin is centred on the triggering energy with a width
of 0.9 and performs reasonably well but misses one of the peaks entirely and often does
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Figure 4.16: Unfolded band structure using different tolerances before the trigger.
The tolerances used are (A) 0.4, (B) 0.6, (C) 0.8 and (D) 0.95.
not reach very close to the maximum. Finally, (D) performs almost identically to (A)
but with one problem, where it misses the very first peak. This clearly shows that the
cumulative probability trigger indicates a peak before or equal to the trigger energy and
that almost the entire range of energies between the two triggers needs to be considered.
The entire range is not included due to numerical fluctuations that could introduce
unwanted peaks into the bin.
However, when this tolerance is extended to the full band structure, the picture shown in
Fig. 4.15 breaks down. Fig. 4.16 shows the band structure running along high symmetry
points, L→ Γ→ X, for the different sizes of tolerance before the trigger. As the figure
shows, the unfolded band structure starts to become very unstable as the tolerance gets
larger, indicating that a lower tolerance gives a more stable band structure. This is likely
to be because as the band ventures further from the Γ point, the maximum of the peaks
gets smaller making it more susceptible to noise in the spectral function. However, if
the tolerance is reduced, then much of the noise will be screened out.
There could also be another factor that is playing a part in the instability of the bands,
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where multiple peaks in the spectral function exist for a reason. As described previously,
we only chose one peak per integer cumulative probability but if each peak does represent
a band, then it is perfectly plausible for two neighbouring peaks to switch in intensity in
different parts of the Brillouin zone. This would mean that the discontinuity is simply
a switching between two bands that both exist within the band structure. This concept
is explored further in the following chapter, where the identification of individual bands
is a little more clear.
The final bit of information that can be extracted from these spectral functions, which
has not implemented in this work is the width of the peaks. The width of each peak
represents the broadening of the energy level, which is something that is not accounted
for in other methods of calculating the band structure. Obviously, if the peak is very
broadened, which is shown in the various spectra in Fig. 4.14, this will have a strong
effect on the characteristics of the material. An example of this is in the effective
masses, where a broadening of the band implies a distribution of effective mass meaning
the transport properties can become fairly variable, especially in confined systems like
quantum dots or quantum wells.
4.4.4 Effective mass of 15x15x15
Due to the implementation of the Elemental library, as discussed in Chapter 3, and
the fortuitous access to drastically increased computational resources, we were able to
access the band structure of significantly larger supercells. With an increased size of
supercell, the peaks of the spectral function will become more defined and, therefore,
the identification of the peak maximum would be more reliable resulting in smoother
bands. Smoother bands should then mean a better fit for the effective mass giving us
more reliable results.
While using larger supercells, the issues associated with the k position of the band
maxima and minima are still present and expected to affect the results. To balance
accuracy and computational resources, a compromise was reached at a 6750 atom (15×
15×15) supercell, which gave significant increase in supercell size, but with a reasonable
time cost per band structure.
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Figure 4.17: Normalised effective masses as a function of the bismuth concentration
for a variety of bands: SO, first and second light-hole, first and second heavy-hole and
the conduction band. The effective masses where fitted to the bands of a 15× 15× 15
supercell of GaAsBi, very close to the centre of the Brillouin zone.
The results for the calculated effective mass from these band structures is shown in Fig.
4.17 and the effective masses are still unstable with nonphysical fluctuations. These
results do show that the increase in supercell size either does not improve the stability
of the peaks within the spectral function significantly or that the stability of the peak
finding is not really a large contribution to the fluctuations in the effective mass.
To discover the cause of these fluctuations, the bands themselves need to be investigated
to try and find the cause of the erroneous points. Bands taken from the 8% bismuth
structure that best portray the problems occurring in the effective mass fitting can be
seen in Fig. 4.18, which show the bands for the range that is used to fit the quadratic
functions to for the main energy levels we are interested in. As can be seen, many
of the issues that occurred before can be seen in these bands as well, which shows
that increasing the size of the supercell does not seem to stabilise the bands enough to
counteract the fitting problems.
The split-off band demonstrates the splitting problem that has been shown previously,
which shows that the peaks of the spectral function is not smooth enough for the peak
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Figure 4.18: Energy levels (orange points) and their corresponding fitting (blue lines)
for an 8% bismuth for the labeled bands: SO, first and second light-hole, first and second
heavy-hole and the conduction band.
finding algorithm to work with a high enough consistency. The LH1 band then shows
the offset of the maximum of the band, which also greatly effects the effective mass.
When observing the effective mass of each of the bands at 8% bismuth, the only results
that seems to be nonphysical lines up well with the band, LH1, that has the greatest
offset, and band, SO, which was automatically removed by the calculation because it was
such a massive outlier. This shows that the size of the supercell has most likely already
reached a point where the band structure is accurate enough to give decent effective
masses but unfortunately both the peak finding algorithm and the quadratic fitting are
not developed enough to extract sufficiently accurate results.
4.4.5 Averaging Different Realisations of the GaAsBi Structure
Most of the issues related to the evaluation of the effective masses arise from statistical
fluctuations in the structure. The energy level jumping only arises at a small number of
energy points due to the statistical movement of the data points that represent the peaks
and therefore have as equal change of upward or downward movement. The movement
of the offset may also be considered a statistical feature that has as much chance of the
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Figure 4.19: Band structure plots of (a) light-hole, (b) heavy-hole and (c) conduction
band very close to the γ point in the Brillouin zone. Each plot contains the unfolded
bands of 135 different 2000 atom structures that all have a bismuth concentration of
9%. The first two plot show the broadening effect of the bismuth defect of the valence
band whereas the conduction band is far less effected.
offset moving the maximum to the left of the zone centre as to the right. Therefore, if we
average the energies of enough bands, the statistical fluctuation should slowly disappear,
which will allow the reliable fitting of a quadratic to the band.
Using a smaller supercell of 2000 atoms (10×10×10) allows for a much faster calculation
of the band structure and hence the ability to calculate a significant number of varying
structures. The bands of 135 structures plotted on the same graph for the light-hole,
heavy-hole and conduction band is shown in Fig. 4.19. Clearly, the two valence bands
are significantly broadened compared with the conduction band to the point where the
curvature of the bands can no longer be identified. This correlates well with the idea
that a defect band below the valence band edge is responsible for a significant amount
of the band effects. Furthermore, the width of the broadening of bands observed here
would be a much simpler way of quantifying the broadening than trying to calculate the
width of a not very well defined peak in the spectral functions.
One aspect to note is that by using this method we have calculate enough bands such
that we can discard any bands that show any signs of discontinuous behaviour. Due
to to the large variation in discontinuous behaviour, there may still be small remnants
in the final averaged band structure. Examples are shown in Fig. 4.20, which shows
the averaged band structure close to the Γ point for 135 different 2000 atom GaAsBi
supercells at 10.5% bismuth.
As shown in the figure, the jumps in the bands have now been effectively removed and
this is true for all the different bismuth concentrations, which has dramatically increased
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Figure 4.20: Averaged bands from 135 different realisations of 2000 atom GaAsBi
supercells at 10.5% bismuth. The orange points represent the unfolded band structure
and the blue lines show the parabolic fit of those bands.
the stability of the effective mass results. However, the LH1 band clearly demonstrates
that the averaging does not remove the offset of the band, which implies that the offset
is intrinsic to both the band and the generalised structure. Therefore, in order to get
truly accurate results for the effective mass, the quadratic fitting algorithm needs to be
adapted for a moving maximum/minimum. Nonetheless, using the current method of
quadratic fitting, the effective masses were calculated from these averaged bands and
the results can be found in Fig. 4.21.
The final effective masses calculated from the averaged band structure appears to be
significantly more stable than any of the previous calculations and furthermore most
of the results are also physical. A large problem with the previous methods was that
the effective mass often would fluctuate from positive to negative, which is clearly an
nonphysical phenomena but this behaviour vanishes for the averaged results. The only
artefact still present is related to the split-off band effective mass, which appears to
become incredibly heavy reaching over twice the mass of an electron. While bands this
heavy do exist, it is highly unlikely that this system would exhibit such behaviour and
through investigation of the bands it was found that the split-off band consistently had a
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Figure 4.21: Effective masses as a function of bismuth concentration for (a) split-off,
(b) light-hole, (c) heavy-hole and (d) conduction band, calculated from the averaged
band structure of 135 different GaAsBi structures. Both heavy-hole and conduction
band show a slight increase in effective mass with increasing bismuth concentration,
whereas the light-hole appears to be getting heavier. The split-off effective mass shows
a dramatic increase that is likely nonphysical.
high level of offset leading to a flatter fitting of the band and therefore a heavier effective
mass.
Finally the normalised effective masses of the three main bands: light-hole, heavy-hole
and conduction bands, are shown in Fig. 4.22, where the values are normalised by the
equivalent effective masses of GaAs for comparison. It can be seen that the heavy-hole
and conduction band only decrease very slightly but the light-hole appears to increase
at a much greater rate as a function of bismuth. These results give a basis other than
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Figure 4.22: Normalised effective masses as a function of bismuth concentration for
the light-hole (dashed line), heavy-hole (dot-dashed line) and conduction band (solid
line. Values are normalised by the effective masses of GaAs, which shows the relative
magnitude of change in the effective masses.
the virtual crystal approximation to estimate the effective masses, which is important
for calculations such as device simulation. Effective masses have not yet reached a
reliable consistency in experiment, with several experiments disagreeing on the rate of
change of carrier mobility. However, the general trend is that the hole mobility decreases
(increasing effective mass) as a function of bismuth up until around 6% and then levels
out[82]. This correlates well with the effective mass results of the light-hole band.
4.5 Auger Recombination
Auger Recombination (AR) is one of many loss mechanisms commonly found throughout
semiconductor devices. This phenomena also plays a key role in restricting the efficiency
of long wavelength devices and is a predominant problem in the telecommunications
industry. AR, which is similar to the auger effect, is caused by a collision of electrons
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Figure 4.23: CHSH Auger recombination. (A) Energy from recombination of k1 and
k′1 excites k2 to state, k
′
2 through collision. When Eg < ∆SO, a k
′
2 no longer exists that
conserves energy and momentum as shown in (B).
(or holes), which triggers a recombination of the first carrier. However, the energy is
not radiated but passed to the second carrier, which is then excited.
Auger recombination comes in many forms, which are defined by the initial and final
states that the carriers are in. The main focus of this work is CHSH Auger recombi-
nation. This is the recombination of an electron in the conduction band and a hole in
the heavy hole band, which collides with an electron in the split-off band and in turn
recombines with a hole in the heavy hole band, which can be seen in Fig. 4.23. This
mechanism has been shown to be the dominant loss mechanism for InGaAs/InP based
telecommunication lasers[90], where it has been shown to contribute to approximately
80% of the threshold current[7].
Because AR plays such a dominant role in long wavelength lasers, it becomes very
important to be able to model the rate at which it occurs. This will then allow for
alterations to be made to the band structure in order to find the best way of suppressing
this effect. One of the first theories for calculating the AR rates was proposed by Beattie
and Landsberg[91], which actually took information directly from the band structure
unlike many other methods of that time that simply assumed parabolic bands. This
meant that as long as a reliable dispersion relation can be generated for the material of
interest, accurate Auger rates were attainable, which is key for this work.
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The theory developed by Beattie and Landsberg can be summed up by a treble inte-
gral, given in Eq. 4.4 [90], which is based around Fermi’s golden rule. The prefactor
accounts for the dimensioning and the electrostatic interaction, M is a matrix element
that represents the probability of the CHSH interaction occurring and θ is the occu-
pation or valency probabilities for the electrons and the holes respectively, which is
governed by Fermi statistics. Then, δ(Ei(k)) equates to the conservation of energy
where Ei(k) = E1(k1) + E2(k2) − E1′(k1′) − E2′(k2′). Finally, this is then integrated
over all of the Brillouin zone to find the overall Auger recombination rate, which is given
in cm−3s−1
Rauger = 2
(
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4pie2

)2
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∫
dk1
∫
dk1′
∫
dk2′ |M |2θδ(Ei(ki)). (4.4)
GaAsBi has been proposed as a material with the potential to suppress CHSH Auger re-
combination due to the extent of band movement as bismuth concentration is increased.
This band movement allows the band gap, Eg, to be reduced while simultaneously
increasing the spin-orbit-splitting energy, ∆SO, to the point where the CHSH Auger
recombination can no longer conserve energy and momentum, as shown in Fig. 4.23(B).
The idea of this regime reducing the threshold current has already been proven to work
to some extent in InGaAsSb/GaSb devices which showed a reduced threshold current
as well as sensitivity to temperature[8]. This improvement in performance has been
credited to the the large spin-orbit splitting energy. However, lasers based on this
material operate between 2 and 3µm and the aim for GaAsBi is to offer this increased
efficiency and performance at the telecommunications wavelength of 1.55µm.
Unfortunately, there has not been a stable device made from GaAsBi that is in this
regime, which means that testing this theory is currently not plausible experimentally.
However, if the Auger recombination rates can be investigated theoretically, this could
determine the practicality of further experimental research in this field. Therefore, using
the unfolded band structures generated in this work offer a way of probing this material
theoretically developing the understanding of the capability of GaAsBi.
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Figure 4.24: Diagram showing four different process possible for a given set of states.
Diagrams (A) and (B) represent indistinguishable processes and so their contributions
interfere. Processes (C) and (D) however are distinguishable and so have individual
contributions [4]
4.5.1 Matrix Elements
With each combination of states for both the electrons and holes, there is a prob-
ability that these transitions and interactions will occur and this probability is gov-
erned by the matrix element, M . This can be found by a simple overlap of the state
eigenfunctions with an interaction Hamiltonian, Har, which takes the form Mij =
V −1 〈k1′ ,k2′ |Har |ki,kj〉 [4], where kα represents the eigenvector of state α and V is
the crystal volume. In the case of the Auger process, Har can be described by Eq. 4.5
[92].
Har =
4pie2
(|k|2 + λ2) . (4.5)
Here, e is the charge on an electron,  is the static dielectric constant of the semiconductor
material and λ is the static screening factor. The screening effect, however, has been
neglected in this work as is the current standard approach [5]. Therefore, because all
parts of the Hamiltonian are constant for a given set of states, it can be brought outside
the overlap, which means that M becomes dependent on a direct overlap of the electron
and hole states.
The evaluation of the interaction Hamiltonian matrix elements is complex process. Due
to the spin dependency, there are four possible ways in which the recombination process
can occur. The first two are when both electrons start with the same spin and due to
conservation of spin, the spin of the final state will be the same. Because of this, the two
processes are indistinguishable and so interfere with each other. How these two states
differ can be seen in Fig. 4.24(A) and (B). The second two states have an opposing
4.5 Auger Recombination 112
initial spin, which means that due to conservation of spin, the final states must have
opposite spin and therefore are distinguishable. This means that their contribution is
independent of one another. These processes are displayed in Fig. 4.24(C) and (D).
M is then generated through a summation over each of these processes. However, be-
cause (A) and (B) interfere with each over, they no longer can contribute independently
and therefore the difference between these two processes must be applied. The contri-
butions of each factor are then summed over:
|M |2 = |M12 −M21|2 + |M12|2 + |M21|2, (4.6)
where, M12 represents the direct interaction and M21 represents the exchange. With the
prefactor being constant apart from the k-vector in the denominator, all that is left is
for the overlaps to be calculated in order to generate each matrix element.
4.5.1.1 Overlap
The Auger recombination rates are heavily dependent on the matrix element and there-
fore calculating highly accurate overlaps is very important. That is why the overlaps
generated from the TB model, used in this work, need to be compared to other methods
to confirm their validity. This can be done by comparing the overlap, given in Eq. 4.7,
of a variety of states to see how they differ throughout the Brillouin zone, where the
total overlap is a sum over all spin states.
|I|2 = 1
2
∑
ij
〈φCB,i |φHH,j〉 . (4.7)
Taking the approach of Burt et al. [5], an analysis of a wavevector overlap between
states in the conduction band and the heavy hole band, for a simple unstrained GaAs
structure, was done. For the TB calculations, the conduction band state remained at
the Γ high symmetry point, while the heavy hole state was varied both over angle with
a fixed separation (Fig. 4.25) and also over separation in a fixed direction (Fig. 4.26).
The angle dependency for the TB method correlates well with that of the other two
methods. However, there appears to be divergence between the methods as the an-
gle approaches pi/4 (corresponding to the (101) high-symmetry direction) in all three
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Figure 4.25: Comparison of eigenvector overlaps at a fixed separation of ∆k =
0.2(2pi/a) varying as a function of angle from the z axis half way to x axis in the
Brillouin zone. Both diagrams show overlaps for unstrained GaAs, where (A) rep-
resents TB and (B) represents a 15-band k · p method (solid line) and a non-local
pseudopotential method (broken line) [5]
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Figure 4.26: Comparison of eigenvector overlaps at a varied separation, ∆k along
a fixed direction halfway between (001) and (101) high-symmetry directions. Again,
both diagrams show the overlap of a simple unstrained GaAs structure, where (A) uses
the TB method and (B) represents a 15-band k · p method (solid line) and a non-
local pseudopotential method (broken line) to generate the eigenvectors. The other
two curves in (B) represent a displaced conduction band state but it is not important
for this work[5].
methods, where TB indicates that there is an almost zero overlap.
The second analysis, for the variation of separation, has a fixed direction, which was
chosen based on the maximum of the angle variation results. The maximum ended
being the midway point between the (001) and (101) high symmetry directions. These
results, however, appear to vary far more than the previous comparison.
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Firstly, for low k-separation, ∆k, where the heavy hole state is near the Γ point, the TB
overlap is much lower than that of the other two methods and gradually curves up. This
is quite different to the apparently highly linear characteristic of the other two methods
for low ∆k. At the other end of the spectrum, the TB method appears to be showing a
higher overlap for large ∆k although holding a very similar shape for all methods.
Overall, this analysis show that the eigenvector overlaps from the TB method are in the
same order of magnitude as both the k · p and the pseudopotential methods, although
varying a little at the extremes, which is not the case for all methods, for example the
effective mass sum rule [5]. With these results, the matrix element can now be calculated
for all combinations of k-states leaving only occupation and valency to be accounted for
through Fermi-Dirac statistics.
4.5.2 Fermi-Dirac Statistics
Fermi Statistics govern the distribution of identical particles, that are constrained by
the Pauli exclusion principle, within a system and was first discovered by Fermi [93]
and later by Dirac[94]. The Fermi statistics used in this work are geared towards the
distribution of electrons in a semiconductor material or more specifically, in a band
structure. The occupancy of electrons, F (E) can be defined by equation (4.8), which
is a function of electron energy, E, temperature, T and the Fermi level, Ef . It is also
very important to know the valency of a state or the probability that the state contains
a hole, which is simply given as Fp(E) = 1− F (E).
F (E) =
1
1 + exp(E−Ef )/kT
. (4.8)
This equation holds for systems that have reached thermal equilibrium. However, the
systems where Auger recombination is important are not in thermal equilibrium because
they are generally optically pumped, where light is used to excite the electrons, or elec-
trically pumped, where hot electrons are injected into the material. Both of these effects
cause the distribution of carriers to become skewed making standard Fermi statistics
become in an inaccurate model. Fortunately, there is another degree of freedom, the
Fermi level.
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Figure 4.27: Calculation of the total number of electrons in the conduction band for
an estimated QFL of Ec + 0.1 eV. Both the density of states (DOS) and the carrier
concentration, n have been normalised to one for comparison. ntotal is in units of cm
−3
The Fermi level, or chemical potential, defines the energy at which there is a 50%
probability that an electron will occupy that state. However, for systems out of thermal
equilibrium, a new form of this level can be introduced called the quasi Fermi level
(QFL). QFLs allow us to define the distributions of electrons and holes within separate
bands. This is generally done by considering electrons filling the conduction band with
one QFL, Efn, and electrons filling the valence band with another, Efv. These levels
can be defined by Eq. 4.9 and 4.10[16].
n(T ) =
∫ ∞
EC
dE gc(E) F (E), (4.9)
p(T ) =
∫ Ev
−∞
dE gv(E) Fp(E). (4.10)
Here, n(T ) and p(T ) represent the total number of electrons in the conduction band and
the holes in the valence band respectively, which are either known or can be estimated.
gc is the conduction band density of states and gv is the density of states for the valence
band. Using these equations, guesses of both the QFLs allow the generation of an
estimated total number of electrons which can then be compared to the known total
number. An example of this calculation for the conduction band can be seen in Fig.
4.27.
As can be seen on the graph, the DOS reduces the carrier density to zero below the
conduction band edge and the Fermi statistics reduce the density a small way into the
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Figure 4.28: Relationship between the valance band QFL and the conduction band
QFL will maintaining a total carrier concentration of 1.33× 1023. The straight line in
the center represents the area of interest giving a model for the relationship.
conduction band due to the low QFL. These completing effects allow the highly accurate
QFL to be calculated for a given electron injection current or pumping. The same process
can be used to calculate the valence band QFL, where the density of injected holes or
rate of pumping is considered.
A constant number of electrons across the entire band structure is assumed, which models
an excited system rather than an injected system. Using this method a relationship can
be developed between the valance band and the conduction band QFL, which can be
seen in Fig. 4.28. This approach allows for a simple variation on the carrier concentration
in the conduction band, where a series of Auger recombination rates as a function of the
carrier density will allow for the calculation of the AR coefficient. The AR coefficient is
currently the most common method of measuring the Auger effect in devices and so is
quite important. However, this method only is valid for optical pumping but is good as
a first assumption. An electrically pumped system will then simply rely on the density
of injected electrons and holes, which will vary the results slightly from Fig. 4.28.
4.5.3 Implementation
Once all the parts of the equation have been found, the next step is implementing the
calculation, which is not completely straight forward. This is due to the cubic time
dependence of the simulation on the number of k-points that are chosen to represent the
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Brillouin zone. The cubic dependence comes from having to pick three states from the
Brillouin zone mesh for each calculation and so the sum of every combination of states is
equal to the number of states cubed. Therefore an efficient method for both generating
and using the mesh needs to be applied.
The simplest way is to produce a low resolution, evenly distributed mesh throughout
the Brillouin zone. However, this can cause large inaccuracies in the results in regions
of the band structure where there is strong fluctuations in the local recombination rate.
An example of this is near the band edge, where the dispersion relation changes with
a parabolic dependence of the wavevector. This can be overcome by increasing the
resolution. However, as previously mentioned, the computing resources required and
simulation time scales with the mesh points cubed. Also, the generation of a supercell
band structure can be very time consuming so this is not an ideal solution.
The band structure generation problem can be overcome to a certain extent by creating
intermediate points through averaging. Therefore, much fewer points need to be cal-
culated saving a dramatic amount in the overall simulation time. This can be done as
long as the distance between mesh points is not too great, causing loss of detail in the
band structure. It is also key to note that the eigenvectors vary dramatically depend-
ing on the direction of wavevector chosen, which means that averaging can only occur
along directions of known k-points. However, this will only reduce the band structure
generation time and will have no effect on the time required to calculate the AR rates.
Nonetheless, there are methods for reducing the calculation times for the AR rates.
These include symmetry in the Brillouin zone as well as integrating in six dimensional
k-space in order to only include contributions from states that conserve both energy and
momentum.
Within the Brillouin zone, there is a certain degree of symmetry due to the periodic
nature of the crystal, which means that any characteristic found in one part if the Bril-
louin zone will be identical to that found in its equivalent symmetrical point. Therefore,
the irreducible wedge of the Brillouin zone, as shown in Fig. 4.29, can accurately repre-
sent the entire system. For the face-centred cubic crystal, the irreducible wedge is the
volume enclosed by Γ → K → W → X → U → L → Γ, such that only 1/48 of the
Brillouin zone needs to be meshed for the AR calculations, hence reducing the overall
time dramatically or allowing for using higher density mesh.
4.5 Auger Recombination 118
Figure 4.29: The Brillouin zone of a face-centred cubic crystal showing high symmetry
points. The volume enclosed by the high symmetry points is capable of representing
the rest of the Brillouin zone
This picture will break down as a more disordered system is considered because there
will be an intrinsic loss of symmetry within the system. However, in the systems of
interest, the symmetry will not have broken down enough for this approach to not still
be a good approximation of the dispersion relation.
4.5.3.1 Brute Force Approach
The simplest method of calculating the AR rates is to run over every combination
of states for the first electron, first hole and second electron (the second hole will be
defined by conservation of momentum) and sum all the results that conserve energy.
However, this means that a large number of checks need to be run to make sure that
the combination of states does conserve energy and this can be costly.
The brute force method can then be taken a step further by implementing a Monte-Carlo
integration, which in principle can reduce the time required to calculate the recombina-
tion rates. However, this is at the cost of accuracy, where a 100% accurate calculation
will become more expensive than the direct integration. This method also comes with
risk, if the system of interest has any points of rapid fluctuation in local recombination
rate, which is possible especially with the conservation of energy delta function.
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Overall, this method requires some form of integral over nine-dimensional space, which
will always be computationally expensive as resolution increases. Nonetheless, as stated
before, an alternate method is available that transforms the calculation into a surface
integral over a six dimensional sphere in k-space and is called the Beattie method[95].
4.5.3.2 Beattie Method
The aim of this method is generate a lower dimensional continuous integral so that
Monte Carlo integration can be utilised, which potentially will dramatically reduce the
computation time. In the basic calculation, there is a triple integral of all k-space but
because conservation of momentum and energy are not intrinsic, it makes the overall
function highly discontinuous and costly to scan the system for points that make a con-
tribution to the integral. However, the Beattie method transforms the integral into a
six-dimensional surface integral on a sphere, where the surface of the sphere represents
the states that conserves both energy and momentum. This is a reduction of four dimen-
sions in the integral so the overall space that needs to be probed by the Monte-Carlo
integration is greatly reduced. The relation between k-space and the new coordinate
system is given by:
k′1 −KHH = R + (m2HH/mSOmβ)1/2S + (mHH/mβ)(k1 − L), (4.11)
k′2 −KHH = −(1/mSOmβ)1/2(mSO +mHH)S + (mHH/mβ)(k1 − L), (4.12)
k2 −KSO = R− (mSO/mβ)1/2S− (mSO/mβ(k1 − L), (4.13)
where mβ = 2mHH +mSO and L = 2KHH −KSO. However, in the case of a direct band
gap semiconductor, which is the focus of this work, all the band minima and maxima,
Ki, are at the Γ point and so are zero. It should be noted that both states k
′
1 and k
′
2
belong in the heavy hole band and hence explain the occurrence of the square forms of
its effective mass, mHH . Here, R and S are the new coordinate system which can be
defined by Eq. 4.14 and 4.15
R = r(cos θ1, sin θ1 cos θ2, sin θ1 sin θ2 cos θ3), (4.14)
S = r sin θ1 sin θ2 sin θ3(cos θ4, sin θ4 cos θ5, sin θ4 sin θ5). (4.15)
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Here, r and θi, where i = 1, 2, 3, 4, 5, are spherical polar coordinates. These polar
coordinates then make up the spheroid whose surface is integrated over to find the AR
rates. In the case of parabolic bands, the spheroid becomes a sphere so that r is constant.
However, this is generally not physical and therefore r becomes a function of the angular
coordinates, θi, which is given in Eq. 4.16.
r2 = R2 + S2 =
2mHHmSO
~2(mHH +mSO)
(
Z(k1) + W(k1,R,S)
)
. (4.16)
Z(k1) defines the basis of r, so in a parabolic system, it would define how the radius of
the sphere changes with respect to the first electron state, k1. W(k1,R,S) relates how
the sphere will be distorted by the non-parabolicity of the band structure and hence
gives r its angle dependence. Both of these are shown in Eq. 4.17 and 4.18, respectively.
Z(k1) = E1 − ~
2
2mβ
(k1 − L)2 + (ECB − 2EHH + ESO), (4.17)
W(k1,R,S) =
~2
2mHH
(
(k′1 −KHH)2 − E′1 + (k′2 −KHH)2 − E′2
)
+
~2
2mSO
(k2 −KSO)2 − E2. (4.18)
In the case where all the bands are parabolic, W(k1,R,S) = 0 and Eq. 4.4 then trans-
forms to equation (4.19). This becomes a relatively simple integration of the surface of a
six dimensional sphere of radius, r, where the integral is over dΩ =
∏5
n=1 sin
5−n θn dθn.
Here, the equation is integrated over 0 ≤ θn ≤ pi for n 6= 5 and 0 ≤ θ5 ≤ 2pi.
RAuger =
(
1
4pi3
)(
e4m
3/2
HH(mSO +mHH)
3
2pi3~32(mHHmSOmβ)3/2
)∫
dk1
·
∫
|M |2 θ r4
∣∣∣∣1− mHHmSO~2(MHH +mSO) 1r δWδr
∣∣∣∣−1dΩ. (4.19)
A similar method can be adopted for a non-parabolic band structure. Overall, both
methods of calculating the Auger recombination rates will give the same answer but
the rate at which it converges upon this answer is subject to investigation and will also
depend on the size of the system.
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4.6 Conclusions
In this chapter, we presented an overview of the current state and potential of GaAsBi
as an active material for highly efficient telecommunications devices especially along the
lines of telecommunications lasers. By pushing the spin-orbit splitting energy to greater
than the band gap we can potentially suppress CHSH Auger recombination, which is
the dominant inefficiency for longer wavelength devices.
We employed the supercell tight-binding model that was developed in Chapter 2, intro-
ducing the parameter sets used and applied it to the GaAsBi structure. With this model
we successfully unfolded the band structure of a spectrum of GaAsBi structures at a
variety of bismuth concentrations developing the overall picture of how bismuth effects
the electronic properties of the GaAs structure. These band structures demonstrated
the movement of the valance bands as bismuth concentrations increased and we argued
that this behaviour is related to the hybridisation the GaAs valence bands and bismuth
defect states. We also demonstrated that the unfolded band structure correlated well
with experiment and showed a high degree of consistency throughout the Brillouin zone
leading to the capability to perform band structure dependent calculations such as Auger
recombination rates.
We then went on to explore the effective masses, a property of aperiodic structures that
has not been investigated theoretically to a large extent outside of a relatively simple
VCA due to the complexity of supercell band structure. We have explored various ap-
proaches to improve the extraction of the effective masses from the band structure. After
employing a conventional approach to calculating the effective masses, which resulted
in massively fluctuating values, an investigation into the stability of the band structure
was initiated, which highlighted the extent of the band broadening in the valance bands.
This showed that the conventional peak finding algorithms are not sufficient to give a
very accurate band structure. That is to say that the algorithm does not always pick
up the same peak occasionally causing a discontinuous jump in energy within the band.
A probable cause for this jumping is the existence of multiple energy levels within the
vicinity of the chosen peak that may have a higher intensity at different parts of the
Brillouin zone. We have also identified a band maximum/minimum offset from the first
Brillouin zone Γ point, which strongly affected the fitting of effective masses, which as-
sumed the peak was at zero. This shift was described by an inconsistency in the size of
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higher order Brillouin zones due to the disorder of the structure, which when translated
by an averaged reciprocal lattice vector will not necessarily move to an identical position
in the first Brillouin zone.
These two effects combined caused the large fluctuation in effective mass, which we at-
tempted to overcome in two ways. The first was by increasing the size of the supercell
and the second was by averaging over many different structures at the same concentra-
tion. The first approach was inspired by the idea that the peaks of the spectral function
may not have been sufficiently populated to accurately capture the peak. Therefore, it
would be pot luck to create a spectral function that contained a point at the maximum
of the peak and hence create a consistent band structure. However, the largest structure
we could reasonably create was a 6750 atom structure, which still was not sufficient
to fully populate the peak. The second method was an attempt to develop statistical
stability by averaging many structures and hence average out any jumps or shifts in
energy. Furthermore, because we were using many band structures we could feasibly
remove any that showed clear instability. This method worked well at removing the
effect of jumping but not the shift. However, the effective masses from the averaged
bands still gave reasonable results.
The final section of this chapter was dedicated to initiating the development of a gen-
eral formalism for calculating the Auger recombination rates from an unfolded band
structure. During this investigation, we explored the overlap between bands, which is
essential to the calculation of the matrix element that defines the probability of a tran-
sition occurring. We also explored the Fermi-Dirac statistics for populating the band
structure with carriers when a system is taken out of equilibrium and then we finally
described the method that would be used to actually calculate the recombination rates
from the band structure.
Chapter 5
Unfolding the Photonic Band
Structure: Penrose Lattice
5.1 Introduction
Lord Rayleigh was one of the first to demonstrate a photonic crystal in one dimension
with a Bragg mirror[96]. The mirror is composed of two materials of different refractive
index that alternate, which significantly reduced the propagation of light through the
structure. It wasn’t until 100 years later when the field really started to develop and
three-dimensional photonic crystals with a full photonic band gap were discovered[47,
97, 98]. These materials were then utilised to create photonic devices that confine and
manipulate light for applications like photonic circuits. However, in photonic crystals,
only a limited number of discrete rotational symmetries are possible according to the
fundamental theorems of crystallography. The crystal’s anisotropy results in different
stop bands in different directions and makes it difficult to form a photonic band gap in
higher-dimensional structures in the absence of a large dielectric contrast.
Simultaneously the field of quasicrystals was also developing, which can probably be
traced back to Roger Penrose who discovered an aperiodic tiling of the plane and the
associated Penrose lattice[38]. Quasicrystalline Penrose lattices were then shown to dis-
play sharp Bragg peaks with a perfect 10-fold symmetry [99]. Shortly after, the electron
diffraction experiments of Shechtman on a rapidly cooled AlMn structure displayed a
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10-fold rotational symmetry along with sharp Bragg peaks[100] and Levine and Stein-
hardt introduced the concept of quasicrystals, a novel concept contradicting the idea
that solids could only be periodic or amorphous[101]. Until this point, the accepted
hypothesis in crystallography was that sharp Bragg peaks could only be attributed to
periodicity, which could only hold 2-, 3-, 4- or 6-fold symmetries[38]. It was not until
1992, that the quasicrystals were included in the general class of solids and were offi-
cially included in crystallographic tables[102]. Shecthman’s discovery of quasicrystalline
diffraction patterns was rewarded with the Chemistry Nobel prize in 2011.
A very important property of quasicrystals is the existence of Bragg peaks, which as
discussed in Section 2.2 is associated with Bragg scattering, one of the major fac-
tors responsible for band gaps. Therefore, the presence of sharp Bragg peaks indi-
cates that it is possible to create a photonic band gap material from quasicrystalline
patterns[11, 103, 104]. Furthermore, quasicrystals have the ability to hold much higher
levels of symmetry, which means that it becomes possible to achieve much higher levels
of isotropy than conventional photonic crystals. This increased isotropy of the photonic
properties is highly relevant for a series of novel photonic functionalities including more
isotropic angular emission or absorption, and improved wave-guiding of light in photonic
integrated circuits.
As alluded to before, a quasicrystal that is of particular interest is the Penrose lattice,
which is a well studied quasicrystal first proposed by Penrose in 1974[105]. The Penrose
tiling has five-fold statistical rotational symmetry in two dimensions and therefore a
ten-fold symmetry in reciprocal space, which leads to the potentially highly isotropic
photonic properties.
5.2 Constructing Quasicrystalline Distributions
Quasicrystals are aperiodic, which makes their construction a lot more complex than typ-
ical periodic crystals. The construction of the tiling associated with a two-dimensional
quasicrystal generally requires a set of 2 or more tiles and rules that restrict how those
tiles are fitted together. If the tiles and rules are commensurate, then it will successfully
tile the two-dimensional space, but in some special circumstances, the resulting tiling
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Figure 5.1: Fibonacci chain for up to the first six iterations. The arrows show the
corresponding section of the chain the represents that iteration.
will be quasicrystalline. There are a variety of methods used to construct quasicrystals
and here we will briefly review the most relevant ones.
Let us start with a one-dimensional structure, the Fibonacci quasicrystal. The Fibonacci
quasicrystal is closely related to the Fibonacci sequence, F (n), defined by F (0) = 0,
F (1) = 1 and F (n) = F (n− 1) + F (n− 2). The Fibonacci quasicrystal is a sequence of
a pair of tiles, S and L, of different length, where the relationship between the length of
the tiles is L = τS where τ = (1 +
√
5)/2, which is the golden ratio. Starting with an
S as the first tile, and using the following substitution rules S → L, L → LS, we can
construct the 1D Fibonacci quasicrystal with the following sequence of tiles f(1) = S,
f(2) = L, f(3) = LS, f(4) = LSL, etc. This sequence is shown in Fig. 5.1. Each of
the arrows show the section of the chain that represents that iteration of the sequence.
This can then be projected into more dimensions by simply assigning a Fibonacci chain
to each of the axes and then projecting a grid from all of the points on the chain.
Let us now consider two-dimensional structures where we will introduce one of the
best approaches to construct them, simply known as inflation. All quasiperiodic tilings
follow from a hierarchical structure based on a set of substitution rules. The inflation
approach is based on the ability to construct a new tile set from an original set that
is identical to the original set apart from an inflation in size by an irrational factor.
We will exemplify this concept with the help of an 8-fold symmetric Ammann-Beenker
quasicrystal[106]. The inflation procedure is shown in Fig. 5.2, and starts off with a set
of two tiles: a rhombus (A) and a triangle (C). Each of the tiles in the basis set have
small arrows or triangles to break the symmetry of the shape, where two connecting
tiles must match these shapes. The basis tiles are then built up in conjunction to create
the larger versions as shown in (B) and (D). In this case, the construction is governed
by the irrational factor α = 1 +
√
2[106]. Then starting with the tiling defined in (E),
the quasicrystal structure can be built up, where (F), (G) and (H) are the next three
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stages of inflation. It should be noted that they have all been normalised to the same
size for visual simplicity but in reality each shape would be increasing in size by a factor
of α. As shown in these figures, whenever a red rhombus appears, it is replaced by
(B) and when a yellow triangle appears, it is replace by (D) forming the next level of
inflation[106]. The procedure can then be repeated to generate any size structure.
Another approach of constructing quasicrystals employs a minimal number of tiles and
a set of rules of how to connect them in the tiling process. Let us now consider the
Penrose lattice. In this case, the two basis tiles are two rhombi, with different acute
angles (the thin rhombus has four vertices with angles of 36◦, 144◦, 36◦, and 144◦; the
thick rhomb has four vertices with angles of 72◦, 108◦, 72◦, and 108◦ degrees). The rules
used to place these two fundamental tiles are depicted through the arrows placed on the
sides of the rhombi, which break the symmetry and restrict the surfaces that rhombi
can connect to. The rhombi and the arrows are shown in Fig. 5.3(A) and (B), with the
final constructed Penrose lattice in (C).
The resulting structure has a statistical 5-fold symmetry. We also note a repetition
of certain shapes within the structure. This is related to the local isomorphism of the
Penrose lattice; every finite pattern inside a circle of radius R is repeated within a circle
of radius 2R. This repetition does not occur periodically, but is still compatible with the
general property of quasicrystals: it is impossible to determine a given location based
on the surrounding structure[106]. This property makes deriving a systematic approach
to forming the quasicrystal structure through tiling extremely challenging. However,
there exists methods for determining the structure of a quasi crystal without the tiling
approach as will be discussed in the following sections.
There is also a further problem that needs to be considered. Our goal is to investigate
the photonic properties of these materials through their band structure. However, as
has been discussed, a key property of quasicrystals is that they are aperiodic and, as
indicated previously, the band structure heavily relies on a high level of periodicity.
The method we employ to achieve periodicity is known as the periodic approximant
approach. This is based on slight modifications of the structure by imposing large-scale
periodic boundary conditions and will also be explored in the following sections. By
increasing the size of this approximant, just as in supercell approaches, the distortion
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Figure 5.2: Inflation method for constructing a octagonal Ammann-Beenker tiled
quasicrystal. (A) and (C) are the basis tiles of the lattice, (B) and (D) are the inflated
tiles that are constructed from (A) and (C). (E), (F), (G) and (H) show an example of
the steps of inflation for a particular structure.
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Figure 5.3: Construction of the Penrose lattice using two base rhombic tiles (A) and
(B). Each tile has a set of red and blue arrows to break the symmetry of the tiles and
to restrict the way the tiles can be fit together. The final Penrose lattice is shown in
(C) and the arrows are kept in to show this restriction.
of the quasiperiodicity is minimised and we are able to capture the essential photonic
properties of the original quasicrystal with minimal error.
5.2.1 The Cut and Projection Method
Quasicrystals share many properties with periodic crystals and one of the key properties
is the existence of sharp Bragg peaks. In a periodic crystal, these Bragg peaks form a
reciprocal lattice that can be defined by d basis vectors, where d is the dimensionality
of the crystal (same dimensionality as the direct space crystalline lattice). However,
quasicrystals require N > d basis vectors due to the higher level rotational symmetry
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Figure 5.4: Creation of a 1D quasicrystal from a 2D periodic lattice. The black line
represents the projection plane that the structure will be built on and the red box, of
width W , is the area that captures points of the lattice for projection. The plane is
inclined at an angle of θ from the lattice. All captured points are then projected to the
closest point on the plane to form the quasicrystal
of its Bragg peaks. As a consequence any quasiperiodic function can be represented
as a periodic function in N dimensions (hyper-lattice). The quasicrystalline pattern is
then determined by taking a d-dimensional cut from the hyper-lattice[102], which is the
essence of the cut and projection method.
The cut and projection method starts by setting up an N dimensional periodic lattice of
points, then cutting through the lattice at a predefined orientation with a d dimensional
space (the parallel subspace), where d is the dimension of the quasicrystal structure
being created. Then an N − d dimensional window (perpendicular subspace) is moved
throughout the parallel subspace. All hyper-lattice points that fall within the window
are then projected onto the parallel subspace, and these points in the parallel subspace
form the quasicrystalline point distribution. The key variables from this method are the
orientation of the parallel subspace and the width of the window. A visual overview
of this method is shown in Fig. 5.4, which depicts the creation of an one-dimensional
Fibonacci quasicrystal.
The first of the two variables in this method is the spatial extent, W , of the window
that captures the lattice points. This is generally taken to be the projection of the
periodic hyper-lattice’s primitive cell in the perpendicular subspace[107]. In principle,
this window can be varied to create a sparse or densely packed structure, but, in order
to produce a quasicrystal, the width must be set to the projection of the primitive cell.
The second and more important parameter is the orientation of the projection plane.
The primary rule for the orientation of the plane is that it must be irrationally oriented
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with respect to the axes of the hyper-lattice, because all sub-spaces with a rational, non-
zero gradient will always eventually intersect with multiple lattice points, which implies
that they will have periodicity on the length scale of the distance between those lattice
points. However, an irrational gradient can only ever intercept with a maximum of one
lattice point, making this intrinsic periodicity impossible.
Again, it is not possible to directly calculate the band structure of a quasicrystal pro-
duced in this way because there is no periodicity. Forced band structure calculations in
the absence of periodic boundary conditions, will result in large number of nonphysical
defect states associated with the discontinuities at the boundaries. However, there is a
relatively simple method for transforming the quasicrystal into an approximate periodic
supercell. This method is simply converting the irrational orientation of the parallel
subspace to a rational one that is a close approximation to the original irrational gradi-
ent.
If the correct gradient is chosen, then a structure will be created with a desired periodic-
ity that approximates that quasicrystal. An example of this approach and the structure
we focus on here are the Penrose lattice periodic approaximants. Firstly because the
Penrose lattice is a two dimensional quasicrystal, the picture becomes slightly more
complicated than that shown in Fig. 5.4. The hyper-lattice associated with the Penrose
quasicrystal is now a five dimensional cubic lattice, N = 5. This high dimensional-
ity adds more degrees of freedom but also becomes much more difficult to intuitively
analyse.
The approach we follow is to systematically create a rotation matrix, R, that for any
number of dimensions, rotates the coordinate axis of the periodic lattice to an irrational
orientation[108]. This rotational matrix is separated into two matrices, A with dimen-
sion d = 2 that corresponds to projections on the d dimensional quasicrystal (parallel)
space, and B with dimension N − d = 3, that represents the perpendicular subspace.
The hyper-lattice of the Penrose quasicrystal basis vectors, ai, are given by:
a1
a2
a3
a4
a5

=

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


xˆ1
xˆ2
xˆ3
xˆ4
xˆ5

, (5.1)
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where xˆi are cartesian basis vectors in five dimensions. As mentioned, N = 5 and
the Penrose lattice itself exists in a two-dimensional subspace, d = 2. The rotational
matrix that decomposes the five-dimensional space into the parallel and perpendicular
sub-spaces is given by:
R =
1√
10

2 −σ −τ −τ −σ
0 τβ β −β −τβ
2 −τ −σ −σ −τ
0 β −τβ τβ −β
√
2
√
2
√
2
√
2
√
2

, (5.2)
where τ = (1 +
√
5)/2, σ = −τ−1 = 1 − τ and β = √3− τ . The line in the equa-
tion depicts the separation of the A and B components of the rotation matrix. Linear
deformations in the perpendicular space have no effect on the final pattern of the qua-
sicrystal and therefore, both β and
√
2 can be divided out of the bottom two rows,
respectively[109].
In order to make the structure periodic, the irrational arguments of B need to be replaced
by rational approximations, which can be achieved by replacing τ with p/q, where p and
q are consecutive terms in the Fibonacci sequence. σ also needs to be replaced but this
is ambiguous because as shown above, it can be defined in two ways. For this example,
the σ = −τ−1 relation was used. Finally, the first and second row of B are multiplied
by pq and q, respectively, to simplify the terms giving us a matrix for B as follows
B =

2pq −p2 q2 q2 −p2
0 q −p p −q
1 1 1 1 1
 . (5.3)
As p and q progress further down the Fibonacci sequence, the approximation of the
golden ratio becomes more accurate and therefore, the structure also becomes a better
approximation of the Penrose lattice. This is shown in Fig. 5.5, which depicts the
correlation of the alignment of the hyper-lattice vectors for the approximant and the
exact Penrose structures. As p and q are increased, the vectors become more aligned,
which represents a better approximation of the structure.
Furthermore, as the approximant values become larger, so does size of the periodic
5.2 Constructing Quasicrystalline Distributions 132
Figure 5.5: Comparison of the approximate and exact perpendicular space projection
of the hyper-lattice vectors for four different size approximants: (A) 1/1, (B) 2/1, (C)
3/2 and (D) 5/3.
structure. This is beneficial for band structure calculations because as the supercell
structure becomes larger, the effect of periodicity on the band structure becomes smaller
and because the Penrose has no translational periodicity, this needs to be suppressed
as much as possible to generate the most accurate band structure. Finally, this process
has a further degree of freedom, which comes in the form of a translation through the
perpendicular space. For example, the irrational plane can be chosen to pass through a
lattice point or be offset it so that the plane never intersects a lattice point. Different
locations of the plane will result in different versions of the Penrose lattice being created.
5.2.2 Generalised Multigrid Method
A second systematic approach for creating quasicrystal structures and can also be
adapted to create periodic approximants is the generalised multigrid method. This
method was first conceived by de Bruijn who noticed that within the Penrose lattice,
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Figure 5.6: Penrose lattice depicting the ribbons that can be created by connecting
the tiles where all connected faces are parallel with each other. The five different colours
show the five different sets of parallel faces that exist.
there existed ribbons of connected tiles where the connected faces were all consistently
parallel along the ribbon[110]. While these ribbons on a short scale fluctuate in direction,
they are all effectively straight lines over larger distances and sit in a non-intersecting
set of parallel ribbons. These parallel ribbons can also be recreated for the four other
sets of parallel tile edges as shown in Fig. 5.6, which depicts all five directions for which
these ribbons exist.
One of the interesting outcomes of this observation is that every single tile can be
represented as an intersection of two ribbons but furthermore, it is sufficient to represent
these wavy ribbons as straight lines. Therefore we could rebuild the Penrose structure
by creating five sets of equidistant parallel lines, where each set is rotated from the
previous set by a fifth of a circle (72◦). This angle of rotation is the relation to the
golden ratio where τ−1 = 2 cos 72. Again the intersection of these lines indicate the
existence of a tile, however, the type of tile, its location and the orientation still needs
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to be discovered. Each set of parallel lines is defined as a grid and the set of grids is
called a multigrid or in the Penrose case, a pentagrid.
To exemplify this approach, we start by defining a set of unit vectors that will charac-
terise the five different directions that the ribbons can exist in, ej =
(
cos 2pij5 , sin
2pij
5
)
.
These unit vectors represent the direction of the parallel sides of the tiles within a ribbon
and hence the ribbon lines themselves are perpendicular to these unit vectors. Further-
more, we shall define the spacing of the parallel lines within a grid to be equal to a unit
length, such that the unit vectors will act as a translation vector between the lines.
The second requirement of the multigrid formalism is that there should be no more than
two lines intersecting at a point. Using the simplest definition of a pentagrid, all five
lines will intersect at the origin. Therefore, each of the grids, j, needs to be shifted by
some value, γj , along its unit vector, ej , in order to remove the intersection degeneracy.
A condition imposed on the shifts in order to generate a conventional Penrose lattice is(∑4
j=0 γj
)
mod 1 = 0. These γj vectors are then iterated until there are no intersections
with more than two lines while maintaining the condition.
The next step in the formalism is labelling the parallel lines within the grids, which will
allow the easy identification of intersections. The labelling simply starts from the origin,
so the line in the grid that would have intersected the origin before it was shifted, is
labelled as the zeroth line. Each subsequent line in the direction of the grid unit vector,
ej , is then incremented by one and the lines in the direction of −ej is reduced by one
going into negative numbers. An example of this labelling is shown in Fig. 5.7, which is
given by the small numbers, where the colour corresponds to the grid it belongs to.
As previously mentioned, this method reproducing the tiles in the original Penrose tiling,
and associates them with the intersections of the lines. This is achieved by analysing the
polygons that surround the intersection, which will number four because the intersection
only consists of two lines. Each of these polygons will allow us to identify the vertices of
the tile for that intersection. Each polygon is labelled by considering the lines that the
polygon falls between for each grid and an example of this is given in Fig. 5.7 for the
polygon with a black point in. The first number represents grid 0 and as can be seen,
the black dot lies between line -2 and -1. The smaller number is then taken and this is
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Figure 5.7: Depiction of a pentagrid with colour-coded grids that show a variety of
each of the grids properties, where purple is grid 0, green = 1, blue = 2, red = 3,
indigo = 4. The black arrows depict the unit vectors (not to scale). The small number
represents the index of that line within the respective colour-coded grid. Finally the
black point represents a possible vertex of a tile with the values for the array, n, below.
repeated for each grid until there is a five integer array, kj . Then using the equation:
v(kj) =
4∑
j=0
(kj + γj)ej , (5.4)
where v(kj) is the coordinate of the vertex for that polygon. This is repeated for all
four polygons, which provide the four vertices of the first tile. Following this procedure,
tiles are generated for every intersection in the pentagrid, which populates the Penrose
lattice.
In order to generate a periodic approaximants, two of the five vectors are fixed so that
they maintain the original golden ratios and then we adjust the other three vectors using
an approximation for τ in order to force the emergence of the periodicity. The pentagrid
method utilises the fact that any two grids generates a rhombic lattice but each lattice
produced by the different combinations of grids are incommensurate to each other and
hence causes an aperiodicity[111]. As described before, this aperiodicity comes about
due to τ being irrational, however, if a rational approximation of τ is used then we can
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Figure 5.8: Periodic approximant using the pentagrid method. The diagram shows
that the structure maintains the characteristics of the Penrose lattice but now has
periodicity depicted by the coloured blocks.
introduce periodicity into the structure by making the Pentagrid commensurate. This
can be achieved by altering the grid unit vectors to e˜j as follows:
e˜1 = e1, e˜2 = e2, e˜3 = −e1 + 1
r3
e2,
e˜4 = − 1
s4
e1 − 1
r4
e2, e˜5 =
1
s5
e1 − e2, (5.5)
where rj and sj are the approximants for τ . Again, the quotient of two consecutive
numbers in the Fibonacci sequence are used as systematic optimal approximation for
the golden ratio. Furthermore, if τ is substituted into rj and sj , then Eq. 5.5 will default
back to the original grid unit vectors. Finally these alterations to the grid unit vectors
effect both the direction and separation of the grid parallel lines.
Using these newly formulated grid unit vectors, a commensurate pentagrid can now be
formed, from which we can use the method described previously to then formulate the
Penrose tilings, as show in Fig. 5.8. However, e˜j are only used to create the pentagrid and
the original grid unit vectors, ej , are used for determining the location of the vertices.
This is done to ensure that the final periodic approximant uses the same tiles as the
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original Penrose lattice, which would not be the case if e˜j was used. The final periodic
approximant generated will have a rhombic unit cell, the same shape as the fat Penrose
tile, which is beneficial to the unfolding process as will be described in a later section.
5.2.3 Network Penrose Structures
Using the above methods we can generate the point pattern associated with the ver-
tices of the Penrose lattice and its periodic approaximants. These point distributions
are useful for creating structures consisting of dielectric pillars placed at the point lo-
cations, which maximise the band gap for TM polarised light. However, the TE case
is more complex since it requires a connected network architecture. There a number of
approaches to creating a networked structure but many of the methods fail to produce
a sizable TE photonic band gap. The first most direct structure would be the inverse of
the dielectric pillars where instead, there are pillars of air cutting into a bulk dielectric.
However, as previously mentioned, this creates a non-uniform distribution of dielectric,
which is detrimental to the creation of a uniform distribution of dielectric material able
to support resonances of similar frequency. The second method would be to simply
construct walls along the edges of the rhombi in the original tiled structure but the
non-uniform connectivity of this network also affect the uniformity of the structure and
reduces dramatically the size of the photonic band gap[9].
The third approach and the approach used in this work is the construction of a network
around the point pattern of the Penrose lattice. In this case, each vertex will represent
a cell and the edges of the cell are decorated with a dielectric wall. The creation of the
network is achieved in three steps[12], which is shown in Fig. 5.9. The first stage is to
perform a Delaunay triangulation on the Penrose point pattern, which will generate a
mapping of triangles, where the triangle vertices are the Penrose point pattern. The
purpose of this is to create a relatively even partitioning of space and ensures that the
final network will be universally trivalent, which overcomes the connectivity problems
that over networks have.
The next stage is to find the centre of mass for each of the triangles. By doing this
we ensure that there is a relatively even separation of points. The final stage is then
to connect each centre of mass, to the centre of mass for all neighbouring triangles,
which is shown in Fig. 5.9(C). A dielectric wall of width, w, is then placed along all
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Figure 5.9: Stages of generating a network structure based on the Penrose lattice.
(A) shows the point pattern for the vertices of a periodic approximant of the Penrose
lattice, (B) shows the Delaunay triangulation given by the lines between the blue point
pattern and the centre of mass of the triangles given by the green points, and (C) the
final network made up of red lines that connect the centre of masses.
of these connections creating a network with a uniform distribution of dielectric, which
overcomes many of the problems that caused smaller band gaps. The width can then
be altered to optimise the band gap of the structure.
5.3 Photonic Properties of Penrose Quasicrystals
To date there has been an abundance of investigation on the photonic properties of
quasicrystals[49, 112, 113] and especially the Penrose lattice[9, 12, 114], which has re-
vealed some interesting photonic properties of quasicrystals. One of the most surprising
findings was that optimised quasicrystal structures demonstrated band gaps that are
comparable to those in periodic photonic crystals, which shows that quasicrystals could
compete but with the added benefit of providing more isotropic photonic properties.
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Figure 5.10: Folded band structure and density of states for a network structure of a
2/1 periodic approximant of the Penrose lattice, where all that can be discerned is the
band gap.
The Penrose lattice has been shown to have a band gap of 39% for TM polarisation when
built with dielectric rods and a band gap of 42.3% for TE polarisation in the network
structure described previously. A slightly altered version of the network structure where
cylinders were placed at the vertices was also investigated for its photonic properties with
both TE and TM polarised light and was found to have a complete band gap of 16.5%
compared to the 20% of periodic photonic crystals of the same dielectric contrast[12].
These band gaps were found through a combination of band structure calculation and
density of states, which are shown in Fig. 5.10. However, as shown, the band structure
of these materials is folded so the band gap information is all that is available. This
means that the isotropy cannot be determined from this band structure.
Furthermore, it has been shown that the Penrose lattice also exhibits a strong localisation
of the field above and below the band gap. Fig. 5.11 shows the field distributions for both
the dielectric pillar (TM) and network structure (TE) above and below the band gap.
As expected, for (A) the electric field is localised in the dielectric below the band gap
and in (B) it is localised in the air above the band gap. (C) and (D) show the azimuthal
magnetic field for the network lattice, which demonstrates the opposite behaviour as the
electric field localising in the air for below the band gap (as in (C)) and in dielectric
above the band gap (as in (D)).
The isotropy of the Penrose lattice has been demonstrated experimentally[115, 116] using
angle resolved transmission experiments, however, the results from these papers were not
decisive with small band gap structures and low resolution experiments. The argument
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Figure 5.11: Field profiles for various structures based on the Penrose lattice. (A)
shows the magnetic field localised in the air gaps and (B) shows the field localised in
the dielectric for the network structure. (C) shows the electric field localised in the
dielectric and (D) shows the field localised in air for the dielectric pillar structure.
for isotropy in quasicrystals arises from the high rotational symmetries achieved in the
diffraction spectrum (or Fourier transform) of the Penrose lattice, which has a tenfold
rotational symmetry. This high level of symmetry should therefore lead to a high level
of isotropy compared with periodic photonic crystals.
The potential for greater isotropy in quasicrystals is evident in their diffraction pattern,
which demonstrates as argued above consists of a dense set of Bragg peaks. The Fourier
transform of a Penrose structure is shown in Fig. 5.12, which shows only Bragg peaks of
relatively high intensity. As shown, there is a perfect ten-fold rotational symmetry, which
is significantly larger than the 6-fold maximum allowed in two-dimensional periodic
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Figure 5.12: Diffraction pattern of the Penrose lattice, which shows a consistent
decagonal symmetry. From this a decagonal Brillouin zone can be derived.
structures. Furthermore, the effective Brillouin zone of a periodic structure can be
defined as a Voronoi cell of its highest Bragg peaks, which we can then use to define a
Brillouin zone for the Penrose lattice.
One of the most interesting properties of the Penrose lattice is the formation of a band
gap below the fundamental band gap, when the altered network structure is analysed. It
has been shown that this band gap does appear in LDOS calculations of the dielectric rod
structure of the Penrose lattice but the gap is considerably smaller thant the fundamental
gap[14]. The formation of this sub-fundamental band gap is unique to quasicrystalline
arrangements and arises from the long range ordering of the Penrose lattice. This type
of long range symmetry will introduce many sub-fundamental band gaps associated with
ordering on various length scales. As mentioned before, quasicrystalline arrangements
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present motifs of length scale R that repeat aperiodically on length scales 2R. However,
as R increases, the interaction between the resonances established in these domains
will decrease, and, consequently, the band gaps associated with them will become very
small if not negligible. The field profile of the band edges of the sub-fundamental band
gap is shown in Fig. 5.13, which very clearly shows two forms of a five-fold symmetric
resonance. The resonance in (A), which appears below the sub-fundamental band gap
shows a long range pentagram, whereas in (B) the resonance is a lot more confined with
a similar pentagram shape but within a radius of a few cells.
In the case of the Penrose structure analysed here, the same sub-fundamental band gap
appears at the same location when using a range of the different periodic approximants,
which shows that the band gap is not an artefact of the forced periodicity but must be
an intrinsic property of the Penrose lattice. However, apart from its existence, there
is currently little understanding of the mechanisms governing the physics of the sub-
fundamental gap, which becomes a subject of prime interest for investigation through
unfolding of the band structure.
5.4 Unfolding the Band Structure of the Penrose Qua-
sicrystal
Quasicrystals pose a challenge for theoretical study because the commonly used tool of
band structure in its basic form does not appear particularly applicable. This is due to
band structure requiring a high level of periodicity so that a Fourier transform of the
structure can be performed as is required during the calculation. However, quasicrystals
are intrinsically aperiodic and therefore, would require infinite Fourier components to re-
produce the structure, which is computationally infeasible. As described in the previous
sections, this can be overcome by creating a periodic approximant of the quasicrystal,
which satisfies the requirement for periodicity in the structure.
However, this approach comes with many intrinsic problems. Firstly and foremost, the
forced periodicity introduced by the periodic approximant is likely to introduce artefacts
that are not characteristic of the quasicrystal. This to some extent can be suppressed
by increasing the size of the periodic approximant to the point where the periodicity
will have a negligible effect, which will be shown by a convergence of the band structure.
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Figure 5.13: Magnetic field profiles of a network Penrose lattice for below (A) and
above (B) the sub-fundamental band gap, where both show long range five-fold reso-
nances
The second problem comes about from the size of the periodic approximant, which needs
to be sufficiently large to encompass enough of the symmetries to fully define the band
structure. However, this requires much more than a single scatterer within the unit cell,
which pushes the calculation into a supercell regime and as described in Section 2.3,
causes folding of the band structure. This folding can be seen in Fig. 5.10 and removes
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Figure 5.14: Overlay of the decagonal (orange line) Brillouin zone of the natural
Penrose structure with the hexagonal (green dashed line) Brillouin zone of the unfolded
Rhombic supercell. The yellow line depicts to full range of the unfolding algorithm
from a folded first Brillouin zone. The yellow triangle with the blue outline shows the
irreducible wedge of the decagon and red outline for the hexagon. The letters show the
high symmetry points of each irreducible wedge.
a lot of the information from the band structure but folding can be overcome with the
unfolding method introduced previously.
Unfolding the band structure is an attractive concept because it will allow further theo-
retical investigation of the photonic properties of quasicrystals. One of these is decisive
proof that a quasicrystal gives an isotropic band gap but also gives the ability to extract
information like group velocity. Unfortunately, quasicrystals do not have a Brillouin
zone (BZ) like that of a periodic photonic crystal, which makes unfolding the band
structure even more complicated than in the electronic case where we could describe an
effective Brillouin zone as the average of all the constituent primitive cell BZs in the
supercell. However, the Penrose lattice does have an quasi BZ that is constructed from
the ten-fold Bragg peaks, which is what we will aim to unfold into. A powerful property
of the unfolding algorithm is that it works independent of the shape of the structure or
BZ as long of both tessellate properly.
However, the choice of BZ is important because it will define the shape of the final un-
folded BZ and if it is not a close enough approximation to the real BZ, then information
will be lost. For this reason, a rhombic supercell was chosen, which produces a hexago-
nal BZ, which is not too dissimilar to the decagonal BZ. This BZ will still lose some of
the information of the Penrose band structure but this will be minimised. The mapping
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Figure 5.15: Slice of the unfolded band structure just below the sub-fundamental
band gap, which shows the band structure maintains its decagonal characteristics even
when unfolded to a hexagonal BZ.
of the hexagonal to decagonal BZ is shown in Fig. 5.14. It is possible to overcome this
loss of data by extending the wavevectors probed in the supercell band structure outside
of the first Brillouin zone or through a clever trick with the mapping of the periodic
approximation onto the supercell.
As part of the investigation of the periodic approximant of the Penrose lattice, we wanted
to ensure that the band structure that was created through the unfolding method was a
realistic representation. This could be achieved to some extent by observing the shape
of the BZ, which as we have already noted, is a decagon. However, during the mapping
from the hexagonal BZ to the decagonal BZ, sections are lost distorting the shape of
the resulting BZ. Therefore, we chose to take a slice through the first band and observe
the shape from that slice. The slice could not be too low because the dispersion relation
defaults to a free photon as the frequency approaches zero. So, the our final approach
was to take a slice just below the sub-fundamental band gap, which is shown in Fig. 5.15.
As shown by the red line, the BZ takes on a decagonal shape as expected, which confirms
the validity of our approach and that the unfolding maintains the characteristics of the
original structure.
As described previously, usually a supercell is constructed from a set of non-identical
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Figure 5.16: three dimensional unfolded band structure of a 5/3 network Pen-
rose structure, which shows a discontinuity in the first band (blue) around the sub-
fundamental band gap.
primitive cells. In the case of the Penrose lattice, we impose artificial primitive cells
upon the structure. This basically means we divide up the periodic approximant into
primitive cells and the size of the primitive cell defines the size of the unfolded Brillouin
zone. Primitive cells are defined as a volume containing only a single lattice point or
in our case a single scatterer, so therefore the number of primitive cells in the supercell
should match up to the number of scatterers, N . For a rhombus, this would therefore
mean that the number of primitive cells in each direction would be
√
N . However, this
is generally not an integer number, which means that we need to round it up or down.
Therefore, if we chose to round this value up, the primitive cell will be slightly smaller
making the final Brillouin zone slightly bigger. This can then be extended further to
increase the overall size of the unfolded Brillouin zone getting more information but at
the cost of potential distortions to the band structure.
Using a rhombic periodic approximant constructed using the pentagrid method, the
supercell band structure was calculated using a relatively even distribution of k-points
throughout the hexagonal BZ so that the unfolded BZ is well populated. The supercell
band structure was then unfolded using the unfolding algorithm and the resulting band
structure is shown in Fig. 5.16. As shown in the figure, the first band is discontinuous
due to the sub-fundamental band gap. In normal band theory, this discontinuity is not
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Figure 5.17: Unfolding spectral function of a 5/3 network periodic approximant of
the Penrose lattice. Yellow box represents the fundamental band gap the blue box
is the sub-fundamental band gap. The green line shows the points that triggers the
cumulative probability method.
allowed to occur within the first BZ but normal band theory is built upon the basis
that the structure is periodic. In the Penrose lattice case studied here, this discontinuity
is associated with the scattering on a different length scale to scatterers present in the
structure due to the quasicrystalline character. To further validate our approach we note
that an non-physical discontinuous band would show that the cumulative probability
approach to detecting the existence of a band may be discarding peaks that are relevant
and therefore, bands will be lost.
Therefore, it is worth exploring the spectral functions created during the unfolding
method to see the landscape of the possible bands that has not been conveyed in the
band structure. An example of one of these spectral functions can be found in Fig. 5.17
for a k-point close to the Brillouin zone edge. As shown, there are clearly two relatively
equivalent peaks either side of the sub-fundamental band gap, which could indicate that
there were two bands. However, using the cumulative probability approach defined in
Section 2.3.3, we would only find a single band, where the cumulative trigger point is
shown by the green line. This means that either there exists a broken band within the
Brillouin zone or the cumulative probability method is flawed.
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Figure 5.18: Unfolded band structure of a 5/3 network Penrose lattice using the
adapted peak finding method, which creates a pair of continuous bands above and
below the sub-fundamental band gap. X and K represent the edge of the main BZ,
whereas K ′ and X ′ represent the edge of the long range resonance BZ.
Using this knowledge, we can tailor the peak finding algorithm to catch all the bands that
exist in the structure. For example, we know that there should always be a band below
the sub-fundamental band gap and therefore instead of using the cumulative probability
to trigger the peak finding algorithm, we can use the sub fundamental band gap energy
to do so. Then we know another band should exist between the sub-fundamental and
fundamental band gap, so the peak finding algorithm will search over that region. For
above the fundamental band gap we have reverted to the cumulative probability method
as we have less information about that region and because it is less important for this
investigation. The band structure produced using this method of peak finding is shown
in Fig. 5.18.
As shown in the figure, the bands are relatively stable and continuous even towards the
edge of the Brillouin zone where the discontinuity occurs in Fig. 5.16. If the first band
of Fig. 5.18 did not exist towards the edge of the BZ, then one would expect there to
be a random scattering of energies. However, this does not occur, which reinforces the
argument that the cumulative peak method does not necessarily extend to non-periodic
structures.
As shown in Fig. 5.18 and 5.19, there are effects occurring away from the edge of the
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Brillouin zone, in the form of discontinuity and turning points. This implies there may
be a process occurring a longer length scale to the system. Furthermore, the existence of
the sub-fundamental band gap implies that there are resonances on a longer length scale
to that of the fundamental band gap. With this longer length scale, there is intrinsically
a smaller Brillouin zone. This effect is shown in the unfolded band structure where the
band maximum at X ′ of the first band occurs before the edge of the main Brillouin zone,
X. The same occurs in the K direction but is not as clear due to the loss of information
when mapping to the decagonal Brillouin zone. The edge of the main Brillouin zone
was determined by the minimum of the third band, which lines up well with the second
turning point of the first band.
With the concept of the smaller Brillouin zone of the sub-fundamental resonance, a
physical meaning can now be given to the discontinuity of the first band in Fig. 5.16,
when we consider the extended Brillouin scheme. In the extended Brillouin zone scheme,
as we pass from the first Brillouin zone into the second, there is a band discontinuity
which determines the band gap. Normally this higher band is then projected back
into the first Brillouin zone to form the second band. However, this projection may
not occur naturally when unfolding the band structure because we are working with
the main Brillouin zone of the Penrose structure, which is why we had to force this
projection by restricting the peak finding. Overall, more investigation needs to be done
before it can fully be determined whether the cumulative probability method of peak
finding is sufficient to function for non-periodic systems as well.
The final aspect to note is the second band, which appears to be flat and so will have
a strongly reduced group velocity throughout k-space. This is most likely caused by
clustering of the defect states in the spectral region between the sub-fundamental and
fundamental band gaps. Furthermore, the data points are swapping between two distinct
levels, which most likely occurs because of an emergent band gap within this band as
well. However, the gap is too small to be of interest for further investigation and therefore
we have just considered it to be a single band for simplicity.
A three dimensional version of the band structure is shown in Fig. 5.19, which demon-
strates the validity of our unfolding approach throughout the Brillouin zone. As shown,
the band structure is not as stable as in the electronic case, which is because the struc-
ture is distorted much further from the periodic basis of band structure calculation.
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Figure 5.19: Three dimensional depiction of the unfolded band structure using the
adapted peak finding method. Below the band structure is the mapping of the hexagon
on the decagon Brillouin zone.
However, as the size of the supercell is increased and aspects such as the peak finding
algorithm are improved, the band structure should become significantly smoother.
5.5 Conclusions
In this chapter, we presented a brief overview of the development of quasicrystals, the
existence of a band gap in the absence of periodicity, and we argued that the qua-
sicrystalline photonic structures could potentially replace photonic crystals in a series of
applications, as they offer a comparable band gap with a higher level of isotropy.
We described the construction of quasicrystals using various methods starting with the
tiling approach, on to more systematic methods such as the cut and projection and
multigrid methods. These offered ways to generate a quasicrystal computationally but
more importantly, with a slight alteration, allowed the generation periodic approximants
that can be used directly to calculate band structures. This step is important because
most band structure calculation methods require some degree of periodicity and a key
feature of quasicrystals is that they have no translational periodicity.
We then discuss a number of the photonic properties of the Penrose lattice that has
made it a subject of interest. These include a TM band gap of 39%, a TE band gap
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of 42.3% and a combined band gap of 16.5% for the three types of Penrose structure.
These large band gaps reinforce the idea that Bragg scattering is not so fundamental
to the generation of the band gap and can be largely attributed to local (Mie-like)
resonances in the structure. We also looked at the diffraction pattern of the Penrose
lattice, which shows sharp Bragg peaks in a decagonal form and allows us to define
an effective Brillouin zone for the Penrose structure. The final and probably most
interesting property observed was a band gap below the fundamental, which implies a
long range resonance is occurring in this structure.
Finally we have used our generalised unfolding approach to unfold the band structure
of a network Penrose lattice. Firstly, we started by identifying a periodic BZ that we
can unfold into that maps closely onto the decagonal effective BZ. The hexagonal BZ
was chosen, corresponds to a rhombic supercell. The rhombic supercell is easily created
using the Pentagrid method to generate the point map and then through Delaunay
triangulation, we make the network structure. From this we calculated the supercell
band structure and used the unfolding method.
To ensure the use of a hexagonal Brillouin zone did not disturb the characteristics of the
band structure, we considered a slice of the first band to find the shape of the unfolded
BZ and identified a decagonal BZ, which showed that the choice of Brillouin zone did
not affect the band structure itself. However, we did discover that using the cumulative
probability method caused a discontinuity at the sub-fundamental band gap. After
investigation of the spectral functions, it was discovered that two distinct peaks were
observable below and above the sub-fundamental band gap throughout the Brillouin
zone. Therefore, an alternative peak finding method was used to pick up these two
separate energy levels, which gave two continuous bands indicating that they were both
genuine peaks and not just numerical fluctuation.
Overall, we have demonstrated that our unfolding algorithm can handle not only dis-
ordered band structures (which are built by disordering a periodic lattice and hence
preserve some of the periodic characteristics), but completely aperiodic structures that
don’t have anything close to a primitive cell. The small relative instability of the bands
generated was attributed to the relatively small size of the supercells used, and we argue
that the bands should stabilise when larger supercells are employed.
Chapter 6
Photonic Properties of Gold
Nanogrids
6.1 Introduction
The work presented in the previous chapters has focused exclusively on unveiling the
electronic and photonic properties of structured materials by calculating the band struc-
ture using frequency-domain methods and then unfolding the associated dispersion re-
lation employing a universal unfolding algorithm. We have shown that this approach
provides invaluable insight into the electronic and photonic properties of non-periodic
structures not only by identifying the eigenstates and eigenvalues of the excitations, but
also through effective dispersion relations. This allowed the evaluation of material prop-
erties such as effective masses and enabled the investigation of the origin of the gaps in
aperiodic media.
While frequency-domain methods and the associated band structures are highly valu-
able tools to investigate the electronic and photonic properties, they do suffer from a
number of deficiencies, some of which are even more acute for non-periodic media. For
simplicity, here we focus the discussion on the photonic problem. Firstly, one of the main
advantages of the frequency-domain methods, their speed, is negated for non-periodic
materials. In order to capture the spatial correlations in the non-periodic structures
most often we need very large supercells and the computational complexity of the prob-
lem increases as N3, where N is the number units cells in the supercell. In addition, the
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traditional disadvantages of frequency domain methods for periodic structures are still
present: the assumption of an infinite medium due to the periodic boundary conditions
and an inability to deal with realistic materials that include non-linear and absorbing
inclusions. Moreover, calculationing quantities of practical interest such as transmission
and reflection, far field scattering patterns, dynamic response, and optical response for
arbitrary-shaped domains are either impossible or very cumbersome to calculate.
Alternatively, finite-difference time domain (FDTD) methods provide a direct numerical
solution to Maxwell’s equations, without recourse to a basis function expansion. In
FDTD methods the partial derivatives are expressed using finite differences and the
resulting approximation of Maxwell’s equations have second order accuracy using first
order numeric differentiation. The electric and magnetic field equations are updated
based on the past values of a pair of offset rectilinear grids and incremented in time.
Then Fourier methods are employed to translate the native time domain response into
the frequency domain. As a result a single FDTD simulation with a pulsed excitation can
be used to explore the broadband frequency response of an optical system. The FDTD
method has an additional number of advantages. Since it meshes the computational
domain in voxels (3D pixels) without need of regularity, the voxel can be placed on
a non-uniform rectilinear mesh. Hence the mesh can be locally refined in the domain
regions where additional geometrical detail is needed or in regions where strong field
gradients are expected. The FDTD method is in principle easy to parallelise, but the
CPU-time scaling is sub-linear [117]. The method is conditionally stable and the time
step must be calculated from the smallest mesh cell to guarantee stability employing the
Courant criterion. Small geometrical inclusions or strong spatial variation of the real or
imaginary part of dielectric constant require a finer mesh, and, consequently, a reduced
time step and a longer computational time.
In this chapter, we deviate from the unfolding approach established in the previous
chapters and employ FDTD simulations to explore the properties of a complex photonic
system consisting of gold nanoparticles (strongly absorbing) distributed in the voids
of a polymer opal template (an FCC arrangement of polymer spheres). By switching
gears from frequency-domain to time-domain methods, we are able to determine the
photonic properties of complex photonic media with absorbing inclusions and multiple
length scale structuring. Moreover, the work described in this chapter was done in close
collaboration with the experimental Soft Condensed Matter group from the University
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of Surrey and the FDTD approach has allowed us to calculate physical quantities that
were subsequently directly compared to experimental results. All fabrication and exper-
imental investigations were performed by Andr Utgenannt and we have performed the
theoretical and numerical investigations of the optical response of the structure.
6.2 Hybrid Colloidal Crystals
There is a very strong interest in periodic nanostructures for a a large number of applica-
tions including anti-reflection structures[118], self-cleaning films[119], sensors[120, 121],
metamaterials[122], and energy-harvesting[123]. In the context of these applications,
due to the simplicity of the processing and the reduced costs [124], one the most at-
tractive methods of fabricating these structures is the self-assembly method. Many
of the previous studies have used self-assembly to create either two-dimensional struc-
tures (colloidal mono-layers, nanomeshes[125, 126], ring structures[121], and ensembles
of small cavities[127]) or three-dimensional structures (opals and inverse opals). Re-
cently, there has been an increased interest in hybrid colloidal structures, which combine
2D plasmonic arrays and photonic crystals[128] and bring together aspects of plasmon-
ics and photonics[129]. In these hybrid structures there is a strong synergistic coupling
of plasmonic excitations and photonic band gap effects, which enables the realisation
of materials with novel optical functionalities that allow for the control of the propa-
gation, emission and extinction of light. By combining controlled material fabrication
techniques, detailed structural characterisation approaches and optical experiments and
advanced simulations, it becomes possible to connect the precise structure of the hybrid
plasmonic-photonic crystals with their optical properties. The delicate interaction be-
tween plasmonic resonances and photonic band gap effects is an unexplored avenue to
achieve novel optical functionalities and is the focus of this chapter. This tailoring of the
photonic properties has a direct impact on applications, where these novel nanomaterials
constitute a promising platform for new types of light sources and sensors[128].
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6.3 Colloidal Nanogrids: Practical Aspects
6.3.1 Fabrication of Colloidal Nanogrids
In this section we present a brief review of the fabrication of the structures investigated in
this chapter. The structures were fabricated by our collaborators in the Soft Condensed
Matter group at the University of Surrey. The optical response of the periodically struc-
tured materials was probed through extinction measurements over a predefined spectral
range. By varying the growth conditions, the structuring of the materials change, which
results in modifications of their spectral response: shifts of extinction peaks and an
overall change in the optical signal intensity[130, 131]. To gain a better understanding
and aid in constructing an appropriate theoretical model, we briefly review here the
main steps in the fabrication of these materials. The fabrication starts by mixing gold
nanoparticles, approximately d = 10 nm in diameter, in a water solution with spherical
copolymer particles of radius r = 169nm[132]. The blend is then cast as films and dried
out. A variety of evaporation rates are employed during the drying process and they
have a strong influence on the structuring of the resulting material. Fig. 6.1 displays (a)
UV-Vis-NIR spectra from a number of films of gold nanoparticles and polymer particle
mixtures fabricated using various evaporation rates, E˙, between 2.08 ×10−6 m s−1 and
0.36 ×10−6 m s−1. The spectral peak intensity diminishes with lower evaporation rates
(the gold nanoparticle concentration is kept constant in all the samples). We note that,
surprisingly, only the samples grown under a fast evaporation rates show very well de-
fined intensity peaks. For the samples grown under a slow evaporation rate, there is a
broadband extinction spectrum over all spectral ranges of interest, without any signa-
ture of the influence of the periodic metallo-dielectric structuring. The spectra shown
in Fig. 6.1(a) demonstrates that a high quality periodic structure can be manufactured
on a short time scale by employing fast evaporation rates.
Fig. 6.1(b)-(d) display SEM images of the structure’s surface fabricated using the high-
est evaporation rate (E˙ = 2.08 ×10−6 m s−1), which has provided the best quality
structuring. In the SEM pictures, the dark regions are associated with the polymer
particles, and the gold nanoparticles are white. Here, the polymer spherical particles
form a hexagonal array on the surface of the sample, and the gold nanoparticles pack
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Figure 6.1: a) UV-Vis-NIR spectra of gold/polymer films dried with decreasing E˙: i)
2.08; ii) 1.81; iii) 0.93; iv) 0.67; and v) 0.36 (all × 10−6 m s−1). The spectra for films
dried in the ambient conditions (—, E˙ = 1.1 ×10−7 ms−1) and under a slow evaporation
rate under high humidity (· · · , E˙ = 3.2 ×10−9 ms−1) films are shown for comparison.
b) Zoomed in SEM image of a film dried under fast evaporation rate (E˙ = 2.08 ·10−6 m
s−1), which shows individual gold nanoparticles. The gold nanoparticles crystallise into
triangularly-shaped domains (dashed -line outlines) joined by narrow bridges (arrow).
The shown scale bar is 100 nm. c) Using lower magnification, we identify an hexagonally
ordered array of the polymer particles, with the gold nanoparticles forming a grid-like
structure on top. Here, the scale bar is 200 nm. d) At even lower magnification, we
can identify the grain boundaries of the in-plane crystalline arrangement (scale bar is
20 nm). The inset shows the FFT of the in-plane nanogrid structure in Fig. 6.1(c)
demonstrating a well-defined hexagonal symmetry.
into a different length scale hexagonal array in connected rings formed around the poly-
mer particles. A fast Fourier transform of the spatial distribution of material shown
in Fig. 6.1(c), presented in the inset in Fig. 6.1(d), displays well-defined Bragg peaks
and confirms the hexagonal symmetry of the polymer structuring. The average distance
between the polymer spheres is 351 ± 2 nm, showing a very slight distortion from the
pristine structure in the absence of the gold nanoparticles. The emerging picture is that
the polymer particles are packed in closed-packed FCC lattice and the gold nanoparticles
crystallise in a hexagonal arrangement in the voids of the polymer particle structure.
From now on, we refer to the gold nanoparticle structuring as a nanogrid.
This picture is confirmed by Rutherford back-scattering (RBS) analysis on the vertical
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Figure 6.2: Measure a) optical extinction and b)reflectivity spectra on nanogrid do-
mains of areas less that a < 1µm2 and at the grain boundaries.
distribution (normal to the substrate) of the gold nanoparticles The gold nanoparticles
are 10 nm in size and their size allows them to populate voids between the larger polymer
particles. The RBS analysis confirm that for the gold concentration used we have gold-
nanoparticle hexagonally-packed layers in an FCC polymer particle crystal.
6.3.2 Optical Response of Nanogrids
The optical properties of the gold nanogrids have been explored using broadband angle-
dependent spectroscopy and optical microscopy. The samples selected are fabricated
under fast evaporation rates with E˙ =2.08 ×10−6 m s−1.
Fig. 6.2(a) and (b) show the measurements of the extinction spectrum, which presents
two peaks characteristic of the hybrid crystal structure. The reflection spectrum displays
a sharp peak (centered at λmax = 890 nm). The reflection peak is mostly associated
with the first stop-band of the polymer opal. The position of the first-order stop-band
is given by a/λ ≈ 0.6, with the lattice period a = √2d, and the polymer particle diam-
eter of d = 2RL. For d = 338 nm, we expect the stop-band to occur at 797 nm. We
note a red-shift in the reflection peak from the expected position (by roughly 100 nm)
and we attributed this to increase in the effective index of the voids due to the gold
nanoparticles[133, 134]. Moreover, the non-uniform gold nanoparticle infiltration of the
polymer opal template, we expect an gradient of the effective index of refraction as a
function of the depth and the consequent broadening in the measured reflection peak.
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The gold nanoparticles’ plasmonic excitations produce an absorption band around 590
nm, which is in good agreement with theoretical predictions (the absorption feature is
also red-shifted compared to the plasmonic resonance of the single particles due to the
strong dipole interactions and clustering effects[134]). We also note the presence of a
second absorption peak in the extinction spectrum at around 750 nm. This feature
is clearly related to the structure periodicity rather plasmonic excitations in the gold
nanoparticles (changing the size of the polymer particles and consequently the struc-
turing of the gold nanogrid, strongly affect the position of the second absorption peak).
We attribute this second peak to an increase in the incident light absorption caused
by the opening of a second stop-band of the opal brought about by the relatively high
permittivity of the gold effective structure filling the voids of the opal.
6.4 Modelling the Gold Nanoparticle Nanogrid in a Poly-
mer Opal Background
The complex structuring of the nanogrid makes the theoretical analysis of its optical re-
sponse very challenging. A wide range light-matter interaction mechanisms are expected
to play a part, from continuous excitations in connected plasmonic networks to plasmonic
excitations of single nanoparticles[133, 135]. We note that for aggregating suspensions of
gold nanoparticles, the plasmonic resonances of the single particles (collective electronic
resonances of the electrons inside the particle) suffer a dramatic change, and for a fully
aggregate solution, the main extinction peak is expected to be strongly red-shifted[136].
Moreover, the specific optical response of tightly packed gold nanoparticle aggregates
show a non-trivial dependence not only on the nanoparticle-size and filling ratio, but also
on the effective dielectric constant of the background the particles are placed in[137, 138].
The plasmonic response of the gold nanogrid is expected to include contributions from:
the individual nanoparticle plasmonic resonances, the coupled modes resulting from hy-
bridization of the single-nanoparticle resonances, the localised plasmonics formed on the
surface of the metallic voids around the particles, and delocalised, Bragg-like, plasmonic
resonances propagating in the gold nanogrid. The underlying photonic crystal template
formed by the polymer particles has a complex photonic response as well, with photonic
stop-bands, where the strongest stop-bands are expected between bands 2-3 and 8-9
of opal photonic band structure. The strong plasmonic response is then modulated by
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the photonic one and disentangling their influence on the overall optical response of the
structure is a challenging task[139–141]. Because of the multiple length scales involved
and the complexity of the dielectric function, a direct numerical approach employing the
exact system configuration is not practical. Our approach was to model gold nanogrid as
a homogeneous medium with an effective dielectric constant obtained through a renor-
malised Maxwell Garnett (MG) approach[142]. The renormalised MG approach is able
to provide an accurate description of the array of resonant plasmonic particles even un-
der close-packing conditions and has been shown to be in good agreement with FDTD
simulations[142].
We have opted to implement a finite-difference time-domain (FDTD) approach using
Lumerical Solutions software (FDTD-solutions) to evaluate the optical response of the
hybrid structures, including transmission and reflection calculations. The polymer pho-
tonic crystal was simulated as a finite (12-layer) close-packed FCC lattice of polymer
spheres with a refractive index of 1.47, particle radius of 169 nm and lattice constant
of 478 nm. The overall height of the structure was chosen to be roughly 3600 nm
to achieve a good balance between calculation accuracy and computational cost. The
strong variation of the dielectric constant in the structure required a non-uniform FDTD
meshing and we have used the built-in Lumerical mesh with a mesh quality factor of 8
(maximum), while the gold domains were meshed with a resolution of 1 nm.
6.4.1 Renormalised Maxwell-Garnett Approach
Th gold nanogrid was modelled as a homogeneous medium with an effective dielectric
constant given by a renormalised MG approach[142]:
εeff =
[
1 + 2f + (f − 1)R3G] εSεH + 2− 2f + (1− f)R3G
[1− f + (f − 1)R3G] εSεH + 2 + 2f + (1− f)R3G
, (6.1)
where, R is the nanoparticle radius, f the filling ratio, εS is the nanoparticle permittivity,
and εH is the template dielectric permittivity. G is the coupling coefficient, and taking
into account nearest neighbouring nanoparticle contributions and radiative corrections
up to the second order, we have:
G =
k2
R
+
2
d3
[
1 + k2
(
15d2 −R2)
10
+
3
5
R2
d2
]
. (6.2)
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where d is the average inter-particle separation, and k = 2pi/λ is the wavenumber.
To obtain an accurate description of the gold permittivity, we have employed a Drude-
critical point model [143, 144] with model parameters obtained by fitting the experimen-
tal data of Ref. [145]. The finite size of the gold nanoparticles influences the permittivity
due to the scattering of the gold conduction electrons on the nanoparticle surface and
results in a renormalised damping in the Drude model[146]:
γ(R) = γ0
(
1 +
l∞
l∗(R)
)
, (6.3)
where γ0 and l∞ are the damping and the mean free path of the electrons in bulk gold,
respectively. l∗(R) = RA is the renormalised scattering path length and A is a constant
parameter accounting for the specific scattering processes under consideration. The
values used in our model are l∞ = 35.7 nm[146] and A = 0.33[147]. Fig. 6.3 shows
the dependence of the real and imaginary part of the effective gold permittivity as a
function of wavelength and for different gold filling ratios predicted by our renormalised
MG approach.
Figure 6.3: (a) Real and (b) imaginary parts of the effective index of refraction for
the gold nanoparticles as a function of the filling ratio, increasing from 0.1 to 0.74.
The polymer structure was assumed to be a closed-packed FCC lattice of polymer spheres
with a refractive index of 1.47 and particle diameter of 338 nm. To balance accuracy
and computation costs we have used a 12-layer polymer opal. We then infiltrate ho-
mogeneous gold material, with an effective permittivity given by the renormalised MG
approach, in the voids of the polymer opal to form an effective inverted opal structure. In
order to account for the variation in the nanoparticle filling ratio predicted by the RBS
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analysis, we use a graded gold filling with a filling ratio varying from 0.64 (top layer)
to 0.25 (bottom layer). The extruding nanogrid atop the polymer crystal in Fig. 6.1
was constructed by etching down a hexagonal arrangement of closed-packed air spheres
in a gold layer 40 nm-thick placed on top of the polymer opal. The model structure is
displayed in Fig. 6.4.
Figure 6.4: Schematic representation of the model structure. The structure is made of
12-layers of close-packed FCC layers of polymer spheres, infiltrated with homogeneous
gold with graded filing ratio normal to the top surface. The nanogrid structure is
constructed by etching a hexagonal layer of closed-packed spheres (aligned with the top
layer of the opal structure) in 40 nm-gold slab placed on top of the polymer opal.
6.5 Numerical Results
The results of the FDTD simulations are shown in Fig. 6.5. Fig. 6.5(a) displays the
simulated reflection, transmission and absorption through the hybrid structure. We
identify in the reflection spectrum, a number of peaks induced by the nanostructured
gold slab reflectivity ,at about 630 nm, matching the maximum of the effective index
of refraction of the homogeneous gold at large fillings; the Γ-L stop band (870 nm)
of the opal; and the emerging full photonic band gap of the gold inverted opal (780
nm). The finite size of the structure (12 opal layers) results in characteristic finite-
system oscillations in the reflection spectrum. We note that the overall shape and
peak position is in good agreement with experimental data in Fig. 6.2. However, the
predicted reflection features at 630 nm and 780 nm are captured only as weakly defined
shoulders in the experimental data. This is an expected behaviour caused mostly by the
6.5 Numerical Results 162
fabrication imperfections (slight variation in the sizes and shapes of both polymer and
gold particles) and relatively small extent of the domain simulated.
Figure 6.5: a) FDTD simulations of the reflection (R), transmission (T) and absorp-
tion (A) for an inverted opal structure consisting of 12 polymer-sphere layers and a
protruding gold nanogrid. b) Extinction spectrum of the structure (the optical density
is defined as OD = − log(T ).
The influence of the fabrication imperfections is strongest on the 780 nm peak. This
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is expected since this peak is associated with the emerging photonic band gap, which
is a gap of higher order (opens between the 8th and 9th bands of the inverted opal
structure). The origin of this band gap is related to scattering on smaller length scales
than the ones responsible for the Γ-L stop-band (which opens between the 2nd and
3rd bands) and as such is strongly affected by small scale fluctuations in the dielectric
structure[142, 147]. Our simulations of the absorption spectrum capture the broad
peak caused by the hybridised gold nanoparticle resonances and bulk gold plasmonic
absorption. We also predict a second major peak at around 700 nm. The origin of this
peak is not easy to discern, but based the electric field distributions shown in Fig. 6.6
we attribute it to plasmonic relaxation induced by the periodic structuring. Around
the Brillouin zone edges, the photonic bands associated with the full photonic band gap
became very flat and result in a strong reduction of the group velocity of the propagating
radiation[135]. These slow-light effects cause the radiation to spend more time around
the plasmonic inclusions and result in a strong enhancement of the absorption[135, 142].
The extinction spectrum shown in Fig. 6.5(b) has two major peaks at 550 nm and 696
nm and its overall shape and peak position is in agreement with the experimental data in
Fig. 6.2(b). We note the blue-shift of the peaks, which is caused by the approximations
made in the evaluation of the effective gold dielectric permittivity.
To gain further insight in the physical mechanisms driving the optical response of the
hybrid photonic-plasmonic structure, we have analysed the distribution of the electric
field corresponding to the modes responsible for the main features in the absorption
spectrum. Fig. 6.6 displays the electric field (amplitude squared) for the features 550
nm and 696 nm at three depths below the top surface of the structure: at 30 nm below
the surface (this correspond to a position located inside the protruding nanogrid, see
Fig. 6.4); 120 nm, position located inside the first layer polymer spheres; and 1050
nm, a depth located at the bottom of the third layer of polymer spheres. At 550 nm,
the field distribution suggests a propagating (delocalised mode) with field modulated
along the high symmetry axes of the opal lattice. In contrast, at 696 nm, the electric
field distribution indicates a localised mode with well-defined hot spots. We also note
that this tightly localised mode is strongly affected by the gold concentration. Our
simulations show that if the gold nanogrid is removed, the peak vanishes in agreement
with experimental findings. Experimentally, the protruding gold nanogrid occurs only
for samples grown under faster evaporation rates, and only these samples display two
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Figure 6.6: Simulations of the electric field (amplitude squared). (a-c) Plots of the
field associated with modes responsible for the peak at 550 nm in Fig. 6.2(b), and (d-f)
the fields associated with the right peak at 696 nm, respectively. The fields are plotted
at three depths in the sample: (a) and (d) at a depth of 30 nm; (b) and (e) at 120 nm;
and (c) and (f) at a depth of 1050 nm.
distinct extinction peaks. Deeper in the sample, the gold concentration decreases and
we obtain a relatively uniform distribution of the field in the structure. To conclude, the
optical response of the structure presents both plasmonic and photonic characteristics,
and as such is determined both by the nano-structuring of the gold effective permittivity
and the micro-structuring of the polymer opal template. Our simulations are in good
agreement with experimental results, supporting the key experimental finding of two
extinction peaks.
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6.6 Conclusions
In this chapter, we have used a time-domain approach to investigate the electromagnetic
properties of a complex optical medium. The system studied was fabricated using a
simple and fast method, and consisted of a hybrid structure of gold nanoparticles (10
nm in radius) and polymer spheres (169 nm in radius). The polymer spheres self-
assemble into a 3D opal structure and the gold nanoparticles self-assemble into a 2D
hexagonal network in the voids of the 3D opal template. The structure produces a very
rich optical response caused by the hybridisation of the photonic effects of the opal with
the plasmonic effects of the gold nanoparticle ensemble. The most striking feature is
the presence of a pair of extinction peaks measured experimentally using UV-Vis-NIR
spectroscopy. The fabrication process is highly tunable and the resulting structuring
strongly depend on the evaporation rates. Further analysis of both SEM and RBS data,
showed a well-defined gold nanogrid structure formed in the voids between the polymer
spheres and a decreasing gradient of the gold concentration as a function of the depth.
To analyse the light-matter interaction mechanisms that determine the optical response
of the nanogrid, we have performed detailed FDTD simulations based on a model struc-
ture able to capture the essential aspects of the fabricated structure. We adopted a
renormalised Maxwell-Garnett approach for the gold material, which allowed us to ac-
count for the plasmonic interactions between gold nanoparticles. This renormalised
Maxwell-Garnett index of refraction was modulated with a varying gold nanoparticle
filling ratio to account for the decreasing Au concentration further from the surface.
For the model system constructed, we explored the combined plasmonic-photonic re-
sponse of the structure, which was in good agreement with experimental data. The
main features of the extinction spectrum, two well-defined peaks at 550 nm and 696
nm, were reproduced (albeit slightly blue-shifted). We associated the origin of the lower
absorption peak, to the hybridisation of the gold nanoparticle resonances and bulk gold
plasmonic absorption, whereas the higher peak we attributed to a structuring induced
plasmonic relaxation. The blue shift present in most of the simulated results was associ-
ated to the approximations made when determining the effective index of the nanogrid.
Chapter 7
Conclusions
Bismide alloys are novel III-V based semiconductors with great potential for a variety
of optoelectronic devices including infrared emitters and detectors, high-efficiency solar
cells, spintronic devices, but most importantly semiconductor lasers for the telecom-
munications industry. A key example explored in our work is a GaAsBi with varying
Bi concentration. A gradual increase of the Bi concentration in a host GaAs structure
causes a simultaneous decrease of the band gap and an increase of the split-off energy. If
the band gap energy Eg becomes less than ∆SO, the split off energy this would result in a
strong suppression of the leading loss mechanism in telecommunications devices, CHSH
Auger recombination[62], with a dramatic effect on the overall efficiency of the device.
On the other hand, the physics of quasicrystalline systems is of fundamental importance
and results in various phenomena that play an essential role in wave transport and in-
terference. These materials whose structure is between periodicity and disorder, can
strongly influence optical transmission and reflectivity, photoluminescence, light trans-
port, plasmonics and laser action with direct impact on the realisation of a series of
optical devices,
Aperiodic structures, be they electronic or photonic, dramatically affect the landscape
of engineered materials that allow the tailoring of electron and photonic properties with
a high degree of accuracy and enable new classes of optoelectronic and photonic devices.
However, their theoretical analysis is very challenging due to the long length scale in-
duced by their aperiodicity. This not only results in increased computational resources
required to describe the large supercell that captures the structuring of the materials,
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but also has major difficulties in extracting practical information from the calculations.
Band structure calculations for periodically structured materials provide accurate dis-
persion relations from which valuable physical quantities can be extracted including
effective masses, group velocities, and iso-frequency surfaces, which are then employed
to determine a wide-range of physical properties of the systems of interest including
electron or photon transport characteristics, electronic recombination rates, temporal
broadening of laser pulses and complex refraction phenomena. Unfortunately, band cal-
culations for aperiodic structures make use of large supercells of hundreds to thousands
building blocks and most of the useful information is hidden in a very large number
of folded, nearly horizontal bands with little resemblance to the dispersion relation of
related periodic structures.
In this thesis, we have developed the methodology behind the theoretical analysis of
the electronic and photonic properties of non-periodic structures through unfolding the
supercell band structure. Our method approximates the aperiodic system with a large,
but finite, supercell structure and then unfolds its band structures into a form that
can be easily understood and analysed. We have validated our approach by reproduc-
ing the band structures of a perfect periodic material, GaAs, from its folded supercell
band structure. We have then applied this unfolding approach to GaAsBi, a bismide
alloy which displays an aperiodic structuring due to both the many different possible
configurations of neighbouring atoms but also due to the displacement of atoms caused
by the strain induced from the large size of the bismuth atoms. These effects cause a
dramatic perturbation to the electronic band structure, which was captured by our un-
folding method and resulted in a broadening of the peaks in the spectral functions. This
broadening has then been propagated through the band structure as band broadening,
which is a physical effect caused by the variation in surrounding structure and can have
a strong influence on any subsequent calculation of physical quantities. Remarkably,
this effects are not captured in other approaches such as VCA or k · p. The unfolded
band structures of GaAsBi calculated through our approach displayed novel features
when compared to results obtained using the band anti-crossing (BAC) model, where
BAC generally shows a splitting of both the heavy-hole and light-hole bands caused by
the bismuth defect level below the band edge. However, the unfolded band structure
approach suggests that the splitting effect would be more appropriately described by a
hybridisation of the bismuth defect and a valance band of the GaAs structure, which
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adequately describes both the increase in spin-orbit splitting energy, part of the decrease
in band gap and the general movement of bands.
We have also investigated the effective masses of GaAsBi, which due to the broadening
of bands and other disorder effects, developed into a very challenging task. A variety
of methods were used to stabilise the bands so that a successful measurement of the
effective mass could be performed by fitting a parabolic dependence to the band edge
region. Our approach included using a larger supercell, improving the unfolding process,
but the most successful method was band averaging over many different realisations of
the structure for the same bismuth concentration. Band averaging removed many of the
artefacts arising from disorder and the unfolding algorithm itself, allowing a much more
consistent fitting for determining the effective mass. The final results not only correlated
well with experimental findings, but also explained the strong variation in experimental
results. We have also developed the basic principles of applying the unfolded band
structure and the newly calculated effective masses to the investigation of the Auger
recombination rates.
Overall, we have clearly demonstrated that the unfolding process can successfully pro-
duce an electronic band structure with a true E-k relation even for materials as disordered
as GaAsBi that is strongly perturbed by the presence of the bismuth atoms. While there
still is room for improvement, the unfolded band structure does offer significantly more
information than the folded alternative and can be used to perform calculations such
as effective mass measurements that require a high level of accuracy. Furthermore, it
captures the broadening of bands, which is not offered by other methods and may play
an important role as more disordered systems are investigated.
Next, we explored the applicability of the unfolding algorithm to photonic systems and
their band structure. Similar to the electronic case, we validated our approach on an
conventional (artificially folded) periodic system. Then extended our exploration to a
special class of aperiodic systems, two-dimensional Penrose quasicrystals, which ven-
tured us even further from the periodicity of typical of band structures. In contrast to
the disordered electronic systems studied, which may be regarded as periodic on average,
the quasicrystalline structures do not present an effective primitive cell. This gave rise to
another major challenge in unfolding their band structure. We proceeded by construct-
ing periodic approximants of the Penrose quasicrystalline lattice, by rationalising the
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irrational length scales of the structure. These periodic approximant structures allowed
us to employ the supercell method and make a direct connection with the calculations
performed in the the electronic case. We then examined the dispersion relation of a
networked structure based on the Penrose lattice, which was shown to have some unique
properties, such as the presence of a sub-fundamental band gap. This sub-fundamental
gap is a unique signature of the quasicrystallinity of the structure and is absent in pe-
riodic materials. While it can be considered a remnant of the fractal nature of the
quasicrystalline energy spectrum, its cause is not yet fully understood making it a prime
subject for unfolding methods. To properly unfold the Penrose lattice band structure,
we established a hexagonal primitive cell Brillouin zone that best approximates the nat-
ural symmetry of the Penrose lattice. We validated our assumption by taking a cross
section of the unfolded band structure to ensure that the choice of the effective Brillouin
zone did not affect the final results, where the cross section was found to be decagonal
in-keeping with what is expected with the Penrose lattice. Our investigations of the Pen-
rose lattice brought to the fore a potential flaw to the conventional peak finding methods,
which determine the location of spectral peaks based on cumulative probability. In the
band landscape around the sub-fundamental band gap, there exist two bands below the
fundamental photonic band gap, which are not detected by the conventional cumulative
probability method. We have developed a more accurate method of identifying multiple
peaks below the fundamental band gap. The new algorithm allowed us to identify the
correct band structure of the Penrose lattice across the spectrum of interest.
In the final chapter, we have departed from the band structure unfolding approach and
introduced an alternative approach to investigate the photonic properties of structured
photonic materials. This is a necessary step not only to overcome the shortcomings of
associated with frequency-domain methods, but also to include effects associated with
absorption and have directs access to physical quantities of practical interest such as
transmission and reflection in most general structured photonic systems. By switching
gears from frequency-domain to time-domain methods, we are able to determine the
photonic properties of a complex system consisting of a gold nanogrid formed atop a
polymer photonic crystal template, a material which presents both absorbing inclusions
and multiple length-scale structuring. Our study has been done in close collaboration
with the experimental group of Soft Condensed Matter from the University of Surrey,
and as such the model developed had to include all experimental relevant information
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to allow for a direct interpretation of the experimental results. Our study explored the
intricate optical and plasmonic response of the gold nanogrids, and employed a renor-
malised Maxwell-Garnett approach for the dielectric response of the gold nanoparticles
with a varying gold nanoparticle density. In addition to the nanoparticles plasmonic
resonances, we have shown that the localized plasmons formed in the metallic voids
surrounding the polymer template are modulated by the photonic stop bands of the
underlying photonic-crystal polymer template. Our numerical results for extinction,
reflection and transmission are in good agreement with the experimental data and the
electric field distributions provide valuable insight into the nature of the electromagnetic
field interaction with these complex structures.
7.1 Further Work
Throughout this work, we have laid down the foundations of a theoretical and computa-
tional framework capable of investigating complex and exotic materials, and a plethora
of additional materials that this methodology could be applied to. However, there are
a number of aspects within the materials we have investigated that could be explored
further and the the approach itself could be improved upon.
The most important improvement to the unfolding methodology is in the peak finding
algorithm, which is typically a relatively simplistic cumulative probability method. How-
ever, as discussed in the Chapter 5, this method is not able to determine all the bands
in a complex energy landscape. Therefore, further development of the peak finding al-
gorithm to improve its band detection would allow the extraction of a greater detail of
information from the unfolded band structure. Furthermore, being able to more reliably
pick out the maxima of the peaks will result in a more stable band structure. A final
aspect of the peak finding algorithm is the ability to extract the width of the peaks,
which was not investigated but definitely would be a large benefit to this methodology.
The next possible topic for further research would be a extension of the investigation into
the effective masses of GaAsBi. As pointed out, there was an offset of the band edge from
the Γ point, which can lead to loss of accuracy in the fitting of the bands. Therefore,
implementing a parabolic fitting method that does not assume the maximum at the
centre should massively increase the accuracy of some of the effective mass calculations.
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This can be achieved by quadratic interpolation, which only requires knowledge of three
points along the parabola. Including additional points and repeating the calculation for
different point distributions will ensure a more robust fit.
Another possible topic for the investigation, related to our bismide work, is the cal-
culation of the Auger recombination rates, which will provide further impetus in the
development of this material. The basis of this calculation has been described previ-
ously but further investigation needs to be done on the eigenvectors calculated by the
unfolding method, which would need to be checked for reliability. The simplest approach
would be to compare overlaps of a primitive cell to those of an unfolded band structure
of GaAs to ensure that the eigenvectors extracted from the unfolding method can be
reliably used. Then a Monte-Carlo integration of the Beattie method would need to
be performed on the unfolded band structure of GaAsBi using the calculated effective
masses to find if the CHSH Auger recombination rates are strongly suppressed for Bi
concentrations above 10%.
The next further topic of investigation for GaAsBi would be into the applicability of
valance band anti-crossing (VBAC) method given the unfolded band structure. Upon
an initial observation it would appear that the unfolded band structure contradicts
VBAC but a more thorough investigation is required to determine a definitive conclusion.
Furthermore, the concept of a hybridised band could also be investigated.
We have made an important stride in developing an unfolding band structure formalism
for aperiodic photonic structures. There are many different aspects such as charac-
terising the isotropy of quasicrystalline photonic dispersion and the properties of sub-
fundamental band gap that would be interesting to explore. Moreover, quasicrystalline
systems of increased order (8-fold and 12-fold symmetric lattices) or three-dimensional
structures such as icosahedral quasicrystals or disordered photonic structures would be
natural application of our unfolding formalism.
With regard to our study of absorbing, multi-scale complex system it would very inter-
esting to develop a parallel approach that would attempt to disentangle the plasmonic
and photonic contributions to the optical response of the plasmonic nanogrids. This
would encompass a study of the photonic properties of the polymer template, followed
by an investigation of the plasmonic properties of the gold nanogrid, which would sep-
arate the contributions from the single-particle plasmonic resonances and the coupled
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plasmon modes induced by their hybridization. It would also be interesting to study the
properties delocalised Bragg-like plasmons propagating in the three-dimensional gold
network. Many of these investigations would need to explore the disordered character
of the structure and would directly benefit from the unfolding formalism developed in
the thesis.
To conclude with the possibility further development, the generalised formalism devel-
oped in this thesis stands as a highly useful tool with the potential to become a standard
approach in the exploration of both electronic and photonic aperiodic structures.
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