Quantifying vegetation structure and function is critical for modeling ecological processes, and an emerging challenge is to apply models at multiple spatial scales. Land surface heterogeneity is commonly characterized using rectangular pixels, whose length scale reflects that of remote sensing measurements or ecological models rather than the spatial scales at which vegetation structure and function varies. We investigated the 'optimum' pixel size and shape for averaging leaf area index (LAI) measurements in relatively large (85 m 2 estimates on a 600 9 600-m 2 grid) and small (0.04 m 2 measurements on a 40 9 40-m 2 grid) patches of sub-Arctic tundra near Abisko, Sweden. We define the optimum spatial averaging operator as that which preserves the information content (IC) of measured LAI, as quantified by the normalized Shannon entropy (E S,n ) and KullbackLeibler divergence (D KL ), with the minimum number of pixels. Based on our criterion, networks of Voronoi polygons created from triangulated irregular networks conditioned on hydrologic and topographic indices are often superior to rectangular shapes for averaging LAI at some, frequently larger, spatial scales. In order to demonstrate the importance of information preservation when upscaling, we apply a simple, validated ecosystem carbon flux model at the landscape level before and after spatial averaging of land surface characteristics. Aggregation errors are minimal due to the approximately linear relationship between flux and LAI, but large errors of approximately 45% accrue if the normalized difference vegetation index (NDVI) is averaged without preserving IC before conversion to LAI due to the nonlinear NDVI-LAI transfer function.
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INTRODUCTION
Process-based models of ecological function are usually parameterized using measurements at a particular plot or suite of plots, which sample only a small fraction of the landscape. This limited sampling means that it is difficult to parameterize ecosystem models across space, which hinders our ability to accurately estimate multi-scale ecosystem function. General approaches to this 'upscaling' problem remain elusive, but often focus on describing mechanistic linkages among leaves, plants, ecosystems, and landscapes (Jarvis and McNaughton 1986; Leuning and others 1995; Williams and others 2001) , with careful consideration of spatial aggregation and the errors that it may incur (O'Neill and Rust 1979; Rastetter and others 1992; Pelgrum 2000) .
Although the global carbon (C) budget is well constrained (Canadell and others 2007) , and intensively measured plots are understood in great detail (Baldocchi 2008) , the intermediate landscape scale remains poorly quantified. Both 'top-down' (Gurney and others 2004) and 'bottom-up' (Potter and others 2006) approaches have been used to scale from global and local data, but neither have been completely successful nor consistent. Addressing the question of scale is central for bridging the gap between bottom-up estimates of ecosystem function and top-down estimates from global earth system models (GCMs, DGVMs) that are becoming increasingly explicit in their representation of the land surface (Essery and others 2003) , but require statistical downscaling for regional extrapolation (Wilby and Wigley 1997) . Coping with the natural heterogeneity of landscape structure and process remains a critical limitation to scaling efforts.
A common approach to upscaling across space in physiological and ecosystem ecology is to break the land surface into pixels that are typically square, and to represent ecological processes at this pixel scale. Some studies have sought to implement pixels as the central unit that describes ecological [for example 'PROXEL, ' Tenhunen and others (1999) ] and/or hydrological processes (Mauser and others 2001) , and use these process-based pixel models as the basis for scaling up. But pixel size is often selected arbitrarily or seemingly imposed by the resolution of remote sensing platforms (for example, 250-1000 m for the Moderate-Resolution Imaging Spectroradiometer, MODIS) and the pixels may not have the optimal grain size to adequately capture the dominant topographic and vegetative features of the landscape. For example, Rahman and others (2003) performed a semivariogram analysis to determine that pixel sizes of 6 m or less are preferred for hyperspectral studies of California chaparral ecosystems given spatial variability in vegetation, yet most attempts at aggregation use a larger grain size. Heinsch and others (2006) demonstrated errors in productivity estimates when the spatial scale of plots measured by eddy covariance is smaller than the 1 9 1 km 2 grain of MODIS pixels. Few ecological studies have investigated the importance of pixel size and shape for upscaling local measurements to larger spatial scales (but see Rahman and others 2003) , despite efforts from the DGVM and GCM communities to test the importance of both grid size (Mü ller and Lucht 2007) and shape (Walko and Avissar 2006) in their simulations.
Similarly, few if any examples of upscaling in ecology consider the loss or change in information inherent in aggregation across spatial scales, its consequences, or potential solutions, despite the widespread use of information-theoretic approaches in ecological modeling (Ulanowicz 2001; Burnham and Anderson 2002) . Changes in information content (IC) depend of course on how information is quantified, but always involve the distribution of the variable of interest as expressed through the numerical or analytical probability distribution (or density) function (Shannon 1948; Kullback 1997) . Techniques from information theory have been applied to quantify how much information is gained or lost upon increasing or decreasing the spatial grain of observations from remote sensing platforms (Chen and Blong 2002) , but rarely for upscaling ecosystem function (Brunsell and Young 2007; Brunsell and others 2008) . We propose that metrics for quantifying IC can be used to select preferential upscaling techniques to minimize information loss or alteration when changing spatial grain and to avoid aggregation errors due to potential nonlinearities in the upscaling procedure (Pelgrum 2000) .
Here, we investigate approaches from information theory for quantifying optimum pixel sizes and shapes for process-based ecological studies, focusing on the spatial averaging of normalized difference vegetation index (NDVI) measurements and associated leaf area index (LAI) estimates in an Arctic tundra ecosystem. By 'optimum,' we suggest that a spatial averaging operator should: (1) preserve the IC of a key measured ecosystem attribute, in this case LAI, and (2) minimize the number of pixels (maximize pixel size) for efficient computation across time and space, for example, in conjunction with landscape-level data assimilation techniques (Williams and others 2005; Quaife and Optimum Pixel Size and Shape for Spatial Aggregation others 2008). Thus, our definition of optimum takes a practical rather than strict mathematical view. Specifically, we ask the question: how does the spatial averaging operator alter the probability distribution function (pdf) of LAI (hereafter p(LAI)) measured at finer scales in sub-Arctic tundra ecosystems, and can we find an averaging operator with a minimum number of pixels that retains the fine-scale IC of LAI?
LAI averaging is investigated because of its general importance in describing plant structure and function (Monteith and Unsworth 1990) , and because of its particular importance in the sub-Arctic tundra ecosystems that we investigate here. LAI is strongly related to nutrient distribution such as bulk canopy nitrogen (N) in tundra ecosystems (Williams and Rastetter 1999; van Wijk and others 2005) , which are in turn coupled more strongly to short-term productivity than C supply, air temperature, or vegetation life-form (Shaver and others 1986 (Shaver and others , 1992 (Shaver and others , 2007 . Consequently, there is a strong relationship between LAI and gross primary productivity (GPP) in Arctic tundra, regardless of species (Street and others 2007) . LAI plays a central role in creating patterns of C uptake and nutrient distribution across space across Arctic ecosystems, and its spatial distribution must be accurately characterized in a simple way for spatial modeling.
LAI may have a linear relationship with some Arctic ecosystem processes, such as GPP, over part of its range (Street and others 2007) . In this case, only an accurate estimate of mean landscape-level LAI is required to obtain an unbiased estimate of spatially averaged GPP. However, nonlinear relationships exist between LAI and the surface radiation balance (Kustas and Norman 2000) , and thus soil temperature and hydrology. Any alteration of p(LAI) is likely to result in inaccurate or biased upscaled averages or sums of these quantities (Rastetter and others 1992). Similarly, spatial averaging of meteorological, hydrological, edaphic, or earth observation (EO)-based model inputs may incur errors if the model transfer function is nonlinear (Pelgrum 2000) . For example, the transfer function between remotely sensed NDVI and LAI in Arctic tundra is highly nonlinear Williams and others 2008) , and thus prone to averaging errors which we demonstrate in a C cycle modeling example. These issues are referred to as the subgrid scaling problem (Entekhabi and Eagleson 1989; Kustas and Norman 2000) , and we seek to address this problem in part using techniques from information theory.
The central premise of our approach is that the fine-scale IC can and should be preserved to obtain an 'upscaled' landscape that shares similar probabilistic features of the land surface at finer scales ( Figure 1 ). Spatial averaging may incur some alteration of IC due solely to the central limit theorem: if each pixel contains a random distribution of LAI values, p(LAI) will approach a Gaussian (normal) distribution upon averaging (Figure 1) . However, vegetation need not be distributed randomly, particularly in tundra ecosystems where plant distribution is often clumped (Bliss 1962; Spadavecchia and others 2008) . We can take advantage of these non-random landscape features in our spatial averaging approach if topographic features that are related to ecosystem hydrology, insolation, or exposure are statistically related to LAI (Spadavecchia and others 2008) , noting the coupling between microtopography and C cycle function in Arctic ecosystems (Sullivan and others 2008) . Accounting for coupled LAI-microtopographical variation may represent an improvement over simple grid-based averaging given our criteria for selecting an optimal averaging operator.
Remotely sensed data generally represent average reflected radiant flux per unit ground area (per solid angle of the sensor), convolved with the instrument point-spread function over a square or rectangular pixel. The field of view is often elliptical, and consequently the square or rectangular output is the result of some subsampling and averaging. Despite the tendency for remote sensing products to deliver rectangular pixels, some examples from the hydrological literature have demonstrated the usefulness of other shapes for spatially explicit modeling. Namely, triangular irregular networks (TINs) (Kumler 1994; Ivanov and others 2004; others 2004, 2005b) are explored as a means to generate Voronoi polygons for spatial averaging, and we investigate if TINs present advantages for spatial averaging over regular grid-based averaging schemes. TINs can be generated efficiently (Goodrich and others 1991) and, along with the Delaunay triangulation that forms their basis, are supported in common software packages such as ArcGIS (ERSI, Redlands, CA) and MATLAB (MathWorks, Natick, MA). TINs can also be implemented without the subjectivity imposed by user parameterization. We envision that TINs can provide a connection among studies on ecosystem structure, computational hydrology, and other effects of topography [for example, radiation distribution or topographic exposure (TOPEX)] on controlling vegetation distribution and function, and thus present a formal method for efficiently co-classifying and upscaling multiple processes from the plot to the landscape scale.
We argue that there is a quantifiable optimum pixel size and shape that can be determined by exploring the IC of spatially averaged land surface features. Specifically, we hypothesize that, given the importance of topography in controlling plant distribution in Arctic landscapes (Walker and others 1995) and for the arrangement of LAI and surface topography in our study area, TINs based on hydrologic similarity will be superior averaging operators than simple grids (Hypothesis 1). In this sense, rectangular averaging operators represent a null hypothesis. Furthermore, TINs conditioned upon topographic features related to statistical clumping of LAI for our study ecosystems (Spadavecchia and others 2008) , namely TOPEX at small spatial scales, will be superior to those based on hydrologic similarity alone (Hypothesis 2). We investigate the spatial averaging of LAI at two canonical scales in sub-Arctic tundra: the sub-meter or 'micro-scale' using intensively sampled data from van , and the scale of tens-of-meters ('macro-scale') based on extending the findings of van to a larger area (Williams and others 2008) . We then use insight from the averaging exercises to illustrate an 'optimum' TIN that couples hydrologic and vegetative similarity at the macro-scale, and use this aggregation procedure to demonstrate the importance of information preservation for upscaling ecological function using a validated ecosystem C flux model (Shaver and others 2007) driven by meteorological measurements made near the study site.
METHODS

Study Sites
Changes in IC incurred by the spatial averaging of LAI are explored using two published datasets of LAI distribution from a tundra ecosystem near Abisko, Sweden (410,130 m east, 7,583,892 m north, UTM zone 34 W). Long-term average Figure 1 . A conceptual example of the effect of spatial averaging operators, in this case (A) squares and (B) Voronoi polygons created from a TIN, on altering the probability distribution, and thus IC, of LAI in a sub-Arctic tundra landscape. The right-hand graphs represent a conceptual probability distribution of LAI (top) and how it may be modified by spatial averaging (bottom). It is envisioned that certain sizes and/or shapes will retain the IC of fine-scale LAI measurements in a way that also maximizes average pixel size. A properly conditioned TIN may also be useful for quantifying the effective length and volume of the edge between different vegetative types as indicated by the blue lines. Polygons may be combined by removing unnecessary edges as demonstrated with the yellow line. Source: Image courtesy of Mathew Williams. rainfall at Abisko is 400 mm y -1 and the average temperature is -1°C (Christensen and others 2004) . The study domain comprises a gentle 5°d ownward slope from SW to NE. Topographical variations also occur at higher spatial frequency in heath-dominated patches, with mound/pit structures at a spatial scale of several meters Spadavecchia and others 2008; Williams and others 2008) . Vegetation at the study site is dominated by a low heath characterized by Empetrum nigrum L. Betula nana L. often grows in sheltered dips . Some wooded areas are also present as the macro-scale dataset lies close to the transition zone from tundra to birch woodland. These woodland areas are characterized by Betula pubescens ssp. tortuosa (Ledeb.) Nyman with an understory that is commonly comprised of Vaccinium species including V. myrtillus L., V. uliginosum L., and V. vitis-idaea L. Wooded areas are excluded from the example of C flux modeling, as the model was parameterized for pan-Arctic tundra ecosystems. A stream running through the center of the study area is bordered by shrubby riparian vegetation characterized by B. nana and Salix spp. Soils are rocky and well drained (Jonasson and others 1999) .
LAI Measurements
The 'macro-scale' dataset (Williams and others 2008) includes 228 NDVI measurements (Skye Instruments 2 Channel Sensor SKR1800, Skye Instruments, Llandrindod Wells, UK) of 85 m 2 plots that were converted into LAI estimates using the methods described in the study of van . Briefly, van combined 5625 LAI-2000 (LI-COR, Lincoln, NE, USA) and Skye SKR1800 NDVI measurements with direct LAI measurements from 81 destructive harvests to create a LAI map of the micro-scale study area at the scale of 0.2 9 0.2 m 2 . The 'microscale' dataset (van Wijk and Williams 2005) includes LAI estimates from these 5625 paired LAI and NDVI measurements. The study domain was nearly 600 9 600 m 2 , which encompasses the 40 9 40 m 2 domain of the micro-scale dataset (Spadavecchia and others 2008; Williams and others 2008) . Both sets of measurements were taken during the peak growing season at Abisko.
Methods: IC
Three metrics are employed to quantify the alteration in IC incurred by spatial averaging: the normalized Shannon entropy (E S,n ) (Shannon 1948; Wesson and others 2003) and the numerical and analytical Kullback-Leibler divergence (D KL ) (Kullback and Leibler 1951; Kullback 1997) .
The E S,n is simply the absolute value of the Shannon entropy divided by the log of the number of histogram bins (N) into which the distribution is divided such that potential values are bounded between 0 and 1.
where p(i) is the discrete probability distribution of any variable x, here LAI or NDVI. The E S,n takes a maximum value of 1 for a uniform distribution, and a minimum of 0 for a Dirac delta function (Katul and others 2001; Stoy and others 2006) . pdfs of different size and shape may have the same E S,n , for example, two identically shaped distributions with different ranges. In order to avoid this limitation, we scaled the bins' locations between 0 and the maximum measured LAI for the micro-and macro-scale datasets, respectively. The D KL (also called the Kullback-Leibler difference, information divergence or gain, or relative entropy) quantifies the difference between two arbitrary pdfs q and m:
where, in our case, q represents the probability density function of the LAI measurements at either the micro-scale or macro-scale and m is the resultant pdf of LAI after spatial averaging (Kullback and Leibler 1951; Kullback 1997) . N of 10 bins was chosen for both the E S,n and D KL as the length of the data series becomes small when the size of the spatial averaging operators become large. Results may be sensitive to N. In order to avoid these limitations, analytical expressions that do not require binning can be employed. A logical choice for modeling p(LAI) is the gamma distribution as LAI is a continuous variable bounded by zero. The D KL for the gamma distribution (CD KL ) can be quantified using
where a and b are the shape and scale parameters of the gamma distribution determined using maximum-likelihood estimation, C(a) is the gamma function for a, and w(a) is the digamma function for a (Mathiassen and others 2002) .
Similarly, NDVI is constrained between 0 and 1, and a logical choice for modeling its pdf is the beta distribution, for which the D KL is:
where B g; q ð Þ is the incomplete beta function for the beta shape parameters g and q.
Rectangular Averaging Operators
We first consider simple grids as spatial averaging operators, beginning with squares oriented in the ordinal directions, then rotated 45°to test if grid cell orientation has a discernable impact on IC after spatial aggregation. We then explore 3:1 rectangles oriented both north-south and east-west, as well as 45°rotated versions of these rectangles to test whether spatial averaging with respect to topographical features, namely the direction of the slope, which runs SE to NW, can result in an improved spatial averaging operator based on our criteria. These results demonstrate that topographic features play a role in spatial clumping of vegetation at the study sites, and motivate a study of spatial averaging using TINs.
Triangulated Irregular Networks
TINs are commonly used to visualize and quantify topography (Peuker and others 1978) , and have recently been used to create computationally efficient representations of watershed topography for hydrological models (Ivanov and others 2004; others 2004, 2005a, b; Hancock 2006) . TINs are based on Delaunay triangulation, which maximizes the minimum angle of all triangles (that is, avoids creating triangles that are highly obtuse or with a severely acute internal angle) for a given set of nodes. Unique corresponding Voronoi polygons can be created by connecting the perpendicular bisectors of the Delaunay triangles. These Voronoi polygons are investigated as spatial averaging operators here.
We begin our investigation of spatial averaging with TINs by using the topographic convergence index (k, Beven and Kirkby 1979) to select node density, following the approach described by Vivoni and others (2005b). Vivoni and others (2005b) argued that TIN node density (d nodes ) should follow a functional relationship with the topographic feature of interest, that is, d nodes (or mean node spacing) = f(k), to add spatial resolution in areas of higher flow for modeling watershed hydrology. In our case, k roughly follows a gamma distribution at both micro-and macro-scales, and a logical choice of f(k) is a cumulative distribution function of the gamma distribution. Nodes were randomly placed until they reached the density that results in a mean pixel size that represents a range between large and small pixels. We chose 10 bins, similar to the 7 bins chosen in the Vivoni and others (2005b) study. Note that our approach is similar to that described by Figure 3 of Vivoni and others (2005b) , but we use the number of nodes per k bin, rather than mean point spacing, as our metric of node density. After creating the TIN, LAI values were determined to be within a particular Voronoi polygon using a point-in-polygon algorithm (MATLAB, Natick, MA, USA).
A neutral case [f(k) 0 ] was also investigated to test the effects of randomly positioned Voronoi polygons versus TINs conditioned on topographic indices. f(k) 0 maintains constant d nodes per topographic index bin, yet uses the same random node placement algorithm and bin size. Due to the random nature of the node placement, a Monte Carlo method with 30 iterations was chosen to quantify the statistics and possible results for each mean pixel size for both f(k) 1 and f(k) 0 .
After the preliminary study using TINs conditioned on k, we explore TINs based on TOPEX. Statistically higher clumping was observed at the micro-scale at low and high TOPEX as quantified by Moran's local indicators of spatial association (LISA) (Anselin 1995; Spadavecchia and others 2008) . TOPEX was normally distributed across the micro-scale study domain, so we chose a form of f(TOPEX) based on the normal distribution for this analysis. Namely, f(TOPEX) has low d nodes at higher and lower TOPEX to create larger Voronoi polygons in areas where the probability of vegetation clumping is greater. The null case f(TOPEX) 0 , similar to f(k) 0 , is also examined.
Digital Elevation Map and Topographic Indices
A detailed digital elevation map (DEM) with appropriate spatial resolution is required to quantify k and TOPEX. The DEM used for the macroscale analysis was created from airborne LiDAR (light detection and ranging) data collected in July, 2005 using an Optech Airborne Laser Terrain Mapper 3033 (Optech Inc., Vaughan, ON, Canada). The point cloud was gridded on 4 m grid cells using minimum values of the last pulse data recorded. The DEM used for the micro-scale analysis was Optimum Pixel Size and Shape for Spatial Aggregation created using surveying techniques described in the study of van .
k is defined as ln(d/tan v) where d is the upslope contributing area determined using the flowdirection and flowaccumulation commands standard in ArcGIS and v is the local slope (Beven and Kirkby 1979) . TOPEX was determined using TOPO-SCALE.aml written by Niklaus Zimmerman and available at www.wsl.ch/staff/niklaus.zimmermann/ programs/aml4_1.html.
PLIRTLE Model
The 'PLIRTLE' ecosystem C flux model of Shaver and others (2007) is used for the analysis of spatial aggregation on upscaled estimates of biogeochemical cycling. PLIRTLE derives its name from its representation of photosynthesis (P) as a function of LAI and irradiation (here photosynthetic proton flux density, PPFD), and of ecosystem respiration (ER) as a function of air temperature (T) and LAI.
The model for P model follows the aggregated canopy photosynthesis model of Rastetter and others (1992) . P is assumed to follow a saturating response to PPFD and is integrated through the canopy using the Beer-Lambert law for light attenuation:
where k is the light extinction coefficient (assumed here to be 0.5, Shaver and others 2007), E o is the light sensitivity of photosynthesis, and P max is maximum photosynthesis. Shaver and others (2007) found that ER models that include two sources-one sensitive to LAI and one not, the latter presumably from deeper soil horizons-fare better than assuming a single substrate pool when modeling chamber-based flux measurements from a pan-Arctic dataset. We use the model 'ER 2 ' (Shaver and others 2007):
where R 0 is base respiration at 0°C, R x is the LAI, T is insensitive component of ER, and b is the temperature sensitivity of ER. We use the parameter set derived for pan-Arctic measurements in both Toolik Lake, AK and Abisko for the C cycle simulation (Table 1 ). The choice of the pan-Arctic rather than the local measurement set follows from the findings of Shaver and others (2007) , who demonstrated similar PLIRTLE parameter sets across tundra vegetation types in Alaska and Sweden and thus functional convergence in the C cycle of Arctic tundra. 
Meteorological Measurements
RESULTS
Results from the IC analysis on the spatial averaging of LAI with rectangular pixels are presented first, and are then compared with results from the TINs conditioned on topographic features others 2004, 2005b) . The case study on upscaling modeled C flux estimates using IC-preserving and naïve spatial averaging approaches follows in the ''Discussion'' section.
Rectangular Averaging Operators
The E S,n of spatially averaged LAI changed by not more than 0.07 (7% of the potential range) at the macro-scale for all rectangular shapes examined at pixel sizes up to 10 3.9 m 2 ( Figure 2A) ; this is the difference in E S,n between the LAI data as indicated by the 'x,' and E S,n after spatial aggregation of LAI within square pixels. E S,n dropped by up to 17%, depending on shape, upon averaging with rectangles larger than 10 3.9 m 2 . The D KL of rectangular pixels increased rapidly from zero at a pixel sizes larger than approximately 10 3.2 m 2 ( Figure 2C ). The increase in CD KL with larger rectangular pixels was not as pronounced ( Figure 2E ), but occurred at a similar pixel size. Large rectangles with east-west and southwest-northeast orientation, those roughly perpendicular to the stream, retained E S,n nearer to fine-scale measurements and returned lower D KL and CD KL than other shapes of the same size.
There was a steady decline in the E S,n with increasing pixel size when averaging micro-scale LAI data ( Figure 2B ). (Pixels smaller than 10 -1 m 2 were not investigated as pixel sizes this small are unlikely candidates for ecological or hydrological studies.) The E S,n of square pixels decreased less than other rectangular shapes with increasing pixel size. The D KL of squares and NW-SE (along stream) rectangles were smaller than other rectangular shapes at the largest pixel size investigated ( Figure 2D ). The change in CD KL for the microscale dataset was roughly equal for all shapes and sizes investigated, but squares had the lowest CD KL at the largest pixel size ( Figure 2F ). The causes of the alterations in IC (Figure 2 ) were the changes in p(LAI) after spatial averaging demonstrated in Figure 3 . Choosing a relatively small pixel size for averaging the macro-scale measurements set resulted in p(LAI) that retained the canonical shape of the data ( Figure 3A ). In contrast, larger square pixels decreased the p(LAI) in the smallest bin and returned no values for the five largest potential bins; these were 'averaged out.' An anomalous peak at an LAI near 2 m 2 m -2
is also observed after averaging with large square pixels. This feature is not present in the measurements. The E S,n , D KL , and CD KL quantify these deviations from the original LAI distribution. A similar pattern can be observed at the microscale. Choosing relatively small square pixels as averaging operators altered the shape of measured p(LAI) less than larger pixels. p(LAI) decreased in the lowest LAI bin and increased in bin near LAI = 0.5 ( Figure 3B ) upon averaging with larger square pixels. p(LAI) increased in LAI bins larger than approximately 2.5 due to the spatial clumping of patches with relatively high LAI (Spadavecchia and others 2008) .
Spatial Averaging Using TINs
TINs conditioned on k outperformed rectangular spatial averaging operators, on average, based on our criteria that large pixels that preserve the E S,n , D KL , and CD KL of measured fine-scale LAI are superior for land surface aggregation (Figure 4) . The change in IC incurred by employing square averaging operators frequently exceeded that of any of the 30 iterations of the TIN node placement algorithm with larger mean pixel sizes at the microscale (Figure 4 ). TINs did not represent an improvement over rectangular pixels for pixel sizes smaller than about 10 3.4 m 2 for the macro-scale data set or approximately 1 m 2 for the micro-scale dataset. Differences in the IC metrics between f(k) and f(k) 0 were trivial at both macro-scale and micro-scale.
It was noted by Spadavecchia and others (2008) that TOPEX, rather than k, was significantly related to vegetation clumping at the micro-scale; LAI was clumped at both higher and lower TOPEX. TINs with node density based on a normal distribution (lower d nodes ) at low and high TOPEX [f(TOPEX)] were analyzed, along with a null case that did not vary d nodes by TOPEX bin [f(TOPEX) 0 ]. The E S,n and CD KL of f(TOPEX) changed less at large mean pixel sizes, on average, than f(TOPEX) 0 ( Figure 5 ). f(TOPEX) 0 showed an increase in E S,n across many mean pixel sizes, indicating that p(LAI) was approaching a uniform distribution, which also resulted in the observed increase in CD KL ( Figure 5 ). Alterations in the D KL were nearly identical for f(TOPEX) 1 and f(TOPEX) 0 ( Figure 5B ).
It should be noted that some iterations of the TIN node placement algorithm resulted in IC alterations that were equivalent to or 'worse,' based on the ICpreserving criteria, than rectangular averaging operators for all mean pixel sizes investigated for averaging the macro-scale dataset, and for larger pixel sizes in the micro-scale dataset (Figures 4 and 5) . At the same time, all mean pixel sizes investigated included TIN iterations that were 'superior' averaging operators, and the outcome was better than aggregating using square averaging operators more often than not.
DISCUSSION
Hypothesis 1
The first hypothesis stated that TINs conditioned on topographic features will be superior averaging operators than rectangular shapes, given our criterion that landscape grids for process-based ecosystem studies should preserve IC and maximize pixel size. We found support for this hypothesis, in most cases, for the ecosystems studied here. Spatial averaging of LAI using TINs better-preserved, on average, the IC of measurements at the macro-and micro-scales. The change in IC incurred by rectangular averaging operators was greater than that of all iterations of the TIN mesh generation algorithm at some mean pixel sizes. On the other hand, some TIN iterations changed IC more than rectangular averaging operators due to the random node placement algorithm. Any application of TINs for land surface representation that uses random node selection should be carefully analyzed to ensure that the outcome is desirable.
Hypothesis 2
We hypothesized that TINs conditioned on the landscape features that were most related to LAI clumping, namely TOPEX (Spadavecchia and others 2008) , would be superior to TINs based on topographic convergence (k) at the micro-scale. Mean IC after averaging using f(TOPEX) was broadly similar to f(k) and f(k) 0 , with a lower range (Figures 4 and 5) , and had lower CD KL than f(TO-PEX) 0 over much of its range. The largest statistically significant clumps of LAI similarity occurred in the upstream area near the stream and in an exposed micro-plateau to the east of the stream (Spadavecchia and others 2008) . Most random TIN iterations did not draw polygons near the edges of these features; hence, hypothesis 2 did not hold due to the random TIN node placement. Nonrandom TIN node placement may represent an improvement for simplifying the spatial patterns that occur across landscapes. 
TINs as Averaging Operators
Are the Voronoi polygons themselves the optimum shape for land surface representation? Not necessarily; highly irregular shapes that correspond more closely to vegetation distribution and/or topography in landscapes with high relief such as the one investigated here may effectively represent the variability in land surface properties with even fewer pixels. The TINs objectively created different sized pixels based on land surface characteristics, which removed the role of the user for pixellating the landscape. Along this line of reasoning, there is no reason why Voronoi polygons could not be combined in cases where adjacent polygons represent similar land surface characteristics to capture the irregular shapes that may describe land surface patches. Such a case is demonstrated by the yellow line in Figure 1B ; if there is no discernable advantage to include an edge it can be removed to further decrease the number of pixels used to represent the land surface. On the same note, If TINs effectively average land surface patches, their edges may provide an estimate of the location and length of edges between vegetation types and/or land surface features. Quantifying 'edge' may be critical for upscaling ecosystem function. For example, lightsaturated photosynthesis in the transition zone between E. hermaphroditum and V. uliginosum patches near the study site was nearly 20% higher, than photosynthesis in the center of patches dominated by E. hermaphroditum (Fletcher and others unpublished data). Upscaled estimates of photosynthesis in the Abisko landscape may be highly biased if vegetation function at plot edges is not quantified. Edges with narrower or wider areas of influence could be easily incorporated into the Voronoi polygons as demonstrated by the blue bars in Figure 1B . In this way, TINs can be used to preserve the IC of land surface features without ignoring important dynamics of vegetation function such as increased competition at the edges of vegetation patches or other land surface features such as streams or ridges. In addition, concepts from information theory can be applied to ensure that the representation of the land surface for modeling approaches that of the finest grain of observation. To model land surface function at multiple scales, hierarchies of Voronoi polygons may be created to move from individual vegetation patches to larger scales of land surface similarity (Gold and Angel 2006) .
The demonstration that TINs based on k have the potential to simplify landscape complexity while preserving IC of vegetation features opens the possibility that TINs for watershed hydrology others 2004, 2005a) can be coupled to hydrologic models that incorporate vegetation distribution. For example, if the intuitive assumption is made that model patches with greater LAI support more transpiration, TIN-based watershed models for both subsurface and soil-atmosphere water transport can be created. Such models may be used for upscaling ecological and hydrological function while minimizing computational load and preserving fine-scale information. An example of such an 'optimal' TIN based on k is presented in Figure 6A . The CD KL of this TIN is <0.05, and the mean pixel size is approximately 8500 m 
Case Study: Upscaling Modeled Landscape-Level C Flux
In order to demonstrate an application of IC-preservation while upscaling estimates of ecological function, we present an analysis of modeled C flux using the PLIRTLE model for the late growingseason period at Abisko using measured meteorological inputs with measured and aggregated NDVI, and estimated and aggregated LAI. The macro-scale measurements in treeless areas, corresponding to tundra vegetation, were used. NDVI was converted to LAI either before or after the averaging step using the NDVI-LAI transfer function for the Skye NDVI sensor positioned 1.5 m above ground level (Williams and others 2005) :
NDVI and LAI were considered static in time for this application meant to represent a growing-season period without transient LAI dynamics. Averaging measured NDVI using large (7335 m 2 ) square pixels resulted in mean LAI estimates that were 11% smaller (0.723) than LAI estimates from the average of the NDVI measurements, which resulted in modeled NEE 45% greater (closer to zero) than the estimates that resulted from the NDVI measurements themselves (Table 2) . (The micrometeorological convention where flux from atmosphere to biosphere is considered negative is used here.) This is despite the mean of measured and aggregated NDVI being trivially different (ca. -0.01%).
In order to alleviate these errors, we created a TIN that preserved the IC of NDVI by iterating through the TIN node selection algorithm until an output in which the BD KL (equation 4) between measured and averaged NDVI was <0.005 was chosen. The mean NDVI and resulting mean LAI between the measured and aggregated approaches was nearly identical, and the difference between NEE estimates from the NDVI measurements and averages was on the order of 1% (Table 2) . This is despite similar mean pixel size between the TIN (7767 m 2 ) and square grid (7335 m 2 ). Averaging LAI itself using square pixels or optimized TIN outputs resulted in minor differences in model NEE output, on the order of 5 to 8%, because the relationship between LAI and NEE in PLIRTLE is roughly linear over the expected range of LAI in tundra ecosystems (Table 2, Figure 7A (Figure 2A ) are displayed as white shapes. This TIN is near 'optimal' given the criterion that averaging operators should preserve the IC while maximizing pixel size; the analytical KullbackLiebler divergence for the gamma distribution (CD KL ) for this TIN is <0.005. The similarity of the measurements and aggregates is also revealed by a comparison of the probability distributions of measured and aggregated LAI (bottom).
in accordance with recent findings on the roughly linear relationship between LAI and flux in tundra ecosystems (Street and others 2007) . The major difference between the square and ICpreserving upscaling routine began with the slight difference in the distribution of NDVI after averaging in comparison with the measurements ( Figure 7B ). There were fewer NDVI aggregates in the highest and lowest bins and more in the bin encompassing 0.73; that is, the shape of the NDVI distribution was nearer that of a normal distribution. This change in NDVI distribution propagated to differences in the estimated distribution of LAI ( Figure 7C ) and consequently NEE ( Figure 7D ). The importance of accurately averaging NDVI is further shown in Figure 7A , which presents the PLIRTLE-modeled NEE estimates that result from different NDVI and LAI model inputs using the 2007 growing-season meteorological data. PLIRTLE requires an LAI estimate or measurement, but the nonlinearity in the NDVI-LAI conversion can propagate to result in very large differences in modeled NEE (Table 2, Williams and others 2008) . Preserving the information contained in the NDVI distribution when applying the NDVI-LAI transfer function is a logical way to upscale NEE estimates with minimal bias.
Future Studies at Abisko
A major uncertainty for co-classifying ecological/ hydrological/topographic features in the Arctic landscape studied here is the controls on forest patch distribution near the Arctic treeline. Spadavecchia and others (2008) restricted their study to tundra vegetation types given incomplete information on the spatial structure of the treeline. The irregular transition between the forest/wetland matrix and tundra that occurs with elevation at Abisko must be investigated to accurately model ecological and hydrological processes at this interface. Such modeling efforts should find the balance between simplifying the spatial complexity of the land surface for efficient modeling while accurately characterizing vegetation and surface features.
Future Studies on IC-Based Upscaling
The particular results of the experimental findings apply to our study site, which is characteristic of tundra ecosystems (Spadavecchia and others 2008) . There is no guarantee that conditioning networks based on the topographic indices chosen here will be effective for upscaling ecological function in other ecosystems, but Vivoni and others (2005a) successfully applied their variation of the approach to watersheds with different characteristics. Other likely examples where topographically conditioned TINs may be effective for averaging ecological variability include natural riverine and montane environments where vegetation is clustered around topographic features. Heavily managed landscapes, such as industrial agriculture, may show weaker relationships between topographic indices and vegetation for the application of topographically based TINs. Regardless, upscaling point or plot-scale measurements may benefit from the IC-based approach that we demonstrated for relationships that are nonlinear, including the transfer functions for remotely sensed indices and LAI in agricultural (Haboudane and others 2004) and other global ecosystems (Myeni and others 1997) . Choosing an index that has a relationship with LAI that is not so strikingly nonlinear, for example, the enhanced vegetation index may be useful for reducing aggregation errors (Boegh and others 2002) , particularly for mixed forest-tundra pixels (Liu and Kafatos 2005) . 
Information Theory for Upscaling Ecosystem Function
Concepts from information theory have long been used to describe the distribution of organisms; the Shannon diversity is simply the Shannon entropy for the case of species. Information theory has also been used to characterize mass and energy flows among the networks and trophic levels that characterize ecosystems (Ulanowicz 2001; Jørgensen and others 2007) , and provides the theoretical basis for model selection algorithms such as the Akaike information criterion (Akaike 1974) . IC has been used less frequently for landscape-level studies (Chen and Blong 2002) , research into biogeochemical processes, or land surface modeling, particularly for addressing the 'upscaling' problem (Rastetter and others 1992; Pelgrum 2000) . This study represents one example of how simple concepts from information theory can be used for linking plot-level measurements to process-based studies at larger spatial scales, taking the view that 'upscaling' represents the transfer of information between scales in space. This effort is related to previous investigations that sought to minimize within-pixel variance (Band and others 1991) by noting that variance can be defined by the parameters of the distributions used here to define information (for example, variance for the gamma distribution equals ab 2 ). The example with the ecosystem model demonstrated the potential importance of preserving the information contained in the spatial distribution of an ecological characteristic (in this case NDVI) if the model transfer function (to LAI) is nonlinear. Similarly, quantifying information loss or gain when 'downscaling' global and regional models to finer spatial scales may be forthcoming for efficiently quantifying the accuracy of the disaggregation routine. Combining upscaled and downscaled estimates of ecosystem function ultimately rely on the information (in the form of data) that is available, and how these data are combined to present the best estimate of ecosystem function at multiple spatial scales. We envision that IC preservation will be a logical method for reducing errors while extrapolating estimates of ecosystem function to larger scales in space others 2007, 2008) . (Table 1) and 2007 growing-season meteorological data for a range of LAI, as well as a range of NDVI that has been converted to LAI using the 1.5 m NDVI-LAI transfer function described in the study of Williams and others (2008) . B The pdf of tundra macro-scale measured NDVI versus NDVI aggregated using square pixels and an optimally designed TIN at a tundra ecosystem near Abisko, Sweden. C The pdf of LAI after conversion from NDVI using the 1.5 m NDVI-LAI relationship in the study of Williams and others (2008) . D The pdf of modeled net ecosystem exchange of C (NEE) from the PLIRTLE model. Gus Shaver for general support, and Mathias Disney for valuable comments on the manuscript.
