ABSTRACT This paper presents an analysis of geometry-based cluster frequency dependency at super-highfrequency bands, including 3, 10, and 28 GHz. First, multipath components were extracted from the measured data by using the space-alternating generalized expectation-maximization algorithm. Then, geometry-based clusters were estimated by using the enhanced scattering point-based KPowerMeans (SPKPM) algorithm. Finally, the frequency dependencies of their scattering intensities were discussed with the assistance of physical optics. The analysis results showed that the SPKPM could also be applied to obtain reasonable scattering locations at multiple frequencies in most cases. In addition, reflection on smooth surfaces was the dominant mechanism of clustering where there was no frequency dependence, whereas diffraction, scattering, and shadowing were significant causes of frequency dependence. Assuming that the line-of-sight is obstructed, diffraction, scattering, and shadowing accounted for 30-40% of the entire channel in terms of power, which was not negligible and thus the channel was largely frequency-dependent. The analysis results are expected to provide crucial insights for multiple-frequency channel modeling for fifth-generation wireless systems.
PADP using a cubic array at the 5.8, 14.8, and 58.7 GHz bands [8] . A New York University research group studied path loss (PL) and delay spread (DS) characteristics at 28 and 73 GHz [9] , [10] in an office scenario. Aalto University compared the power delay profile (PDP), angular power spectrum (APS), path angle distribution, DS, specular power, and diffuse component power between 60 and 70 GHz and provided a ray-based channel model in an office, train station, and mall [11] , [12] . They also compared similar parameters in an airport terminal [13] at the 2, 15, 28, and 60 GHz bands. In addition, they conducted a comparison of the APS and path angle distribution between 4, 15, and 28 GHz in an office environment [14] . [15] analyzed the DS, PL, and frequency selectivity between 5 and 60 GHz in a meeting room. Sasaki et al. [16] proposed a PL model as a function of frequency from 0.8 to 37 GHz. Huang et al. provided a comprehensive comparison between the 11, 16, 28, and 38 GHz bands and presented some preliminary cluster birthdeath properties [17] . [18] derived PL and DS characteristics at 3. 5, 6, 14, 23, 26 , and 28 GHz [18] . [19] compared large-scale parameters (LSP) from 2 to 22 GHz, including the PL, shadow fading (SF), PDP, DS, and capacity. In [20] , [21] , LSPs and parameter-based cluster parameters between 28 and 38 GHz were compared. Reference [22] compared PL, parameter-based cluster dispersion, DS, and angular spread (AS) at 62 and 83.5 GHz. The authors also compared the PL and PADP in a classroom from 3 to 28 GHz [23] and AS and DS characteristics from 10 to 28 GHz in a large hall [24] .
As wireless performance strongly relies on the propagation environment, channel characterization is needed for the optimization and planning of wireless links. It is also observed that multipath components (MPCs) in the environment arrive as clusters [25] , [26] , where each cluster consists of MPCs with similar trajectories. Conventionally, clusters are grouped based on the propagation parameters' closeness [27] . This is called parameter-based clustering. Moreover, they are all randomly generated in angle and delay domains in stochastic models, such as the 3GPP fast fading model [28] for the system evaluation. As frequency dependency analyses are needed, the statistical properties of parameter-based clusters, such as AS and DS, among different frequencies were also compared in [20] [21] [22] .
As the measurements from these studies were conducted in various types of environments with different interacting objects (IOs), the frequency dependency of clusters' statistical properties and the results of stochastic models may become inconsistent [29] . This is because the channel property depends on the physical propagation mechanism behind each IO in the environment. Each IO could also be interpreted as a cluster of specular and diffuse MPCs [26] . This is called geometry-based clustering [30] , [31] . As these inconsistencies lead to an unclear conclusion about the channel frequency dependency, the clarification and understanding of the physical mechanism of each geometry-based cluster or IO at several frequency bands are essential insights to improve the model. However, most of the cluster physical interpretation studies only focus on a single frequency band, such as indoor 11 GHz [30] or an outdoor suburban scenario at 300 MHz [31] . To the best knowledge of the authors, geometry-based cluster comparisons of the UHF and SHF bands, as well as their interpretations based on electromagnetic simulations have not been reported in the open literature. By conducting a geometry-based cluster physical interpretation of frequency dependency, we can gain more insight into the physical mechanisms of the inconsistencies.
In light of these issues, this paper presents the frequency dependency of geometry-based clusters at the UHF and SHF bands. As a preliminary step, the space-alternating generalized expectation-maximization algorithm (SAGE) was used to estimate the angle-of-arrival (AoA), elevation of arrival (EoA), and delay time (DT) of the MPC parameters from measurement data [32] . Our contributions and enhancements in relation to our previous papers [23] , [24] are divided into three aspects: First, we identified the geometry-based clusters and IOs in the propagation environment automatically by applying the scattering point-based KPowerMeans (SPKPM) algorithm to the SIMO channel to estimate the geometrybased clusters. SPKPM was already proposed by the authors in [30] , [33] , but only applied to the 11 GHz channel. This approach is also different from that of [31] , which utilizes visual inspection to obtain the geometry-based clusters. Second, we clarified the factors that caused the cluster frequency dependency utilizing physical optics (PO) [34] simulations. Finally, we quantitatively evaluated the cluster frequency characteristics using scattering intensities (SI) [35] . The clusters were also categorized into different groups based on the mechanism and the power percentage of each group was computed to clarify its importance. Therefore, the results are expected to be utilized for the channel modeling and model parameter determination for 5G systems. The results showed that the power percentage of specular reflection clusters were dominant in this environment. The frequency dependency of specular reflection was not significant, because the reflection coefficients in these bands are not so different [36] , [37] . However, the clusters that were classified into shadowing, scattering, diffraction, and the Fresnel zone plate effect had significant frequency dependencies.
The remainder of this paper is organized as follows: In Section II, the measurement-based data analysis is briefly described. Section III briefly explains the PO algorithm and demonstrates its applicability in a simple scattering scenario. Section IV explains the channel measurement and data analysis parameters used. In Section V, the frequency dependency and physical interpretation of geometry-based clusters are discussed. Finally, the paper is summarized in Section VI.
LIST OF ACRONYMS
AoA 
II. MEASUREMENT-BASED DATA ANALYSIS
The data analysis can be divided into two parts, as depicted in Fig. 1 : 1. Measurement-based and 2. Theory-based using PO [34] . In the measurement-based analysis, MPC parameters and scattering points (SPs) were estimated from the channel sounder [5] , [6] using SAGE [32] and an enhanced measurement-based ray tracer (MBRT) [30] , [33] . These SPs can be divided into single bounce (SB) SPs (SBSPs), double bounce (DB) SPs (DBSPs), and triple bounce (TB) SPs (TBSPs). Next, geometry-based clusters were estimated using (SPKPM) [30] . For compactness, geometry-based clusters will hereinafter be referred to as clusters. The clusters were then recombined to account for the inaccuracies and ambiguities of higher-order bounce cluster estimation. Lastly, they were tracked using the multipath component distance metric (MCD) [38] . Because MBRT may have the ambiguity of the SP estimation, the PO simulation [34] with a large calculation area was utilized for the detailed identification of propagation characteristics and to compensate for this ambiguity. In PO [34] , object models were created by dividing the surface into small triangular meshes characterized by a normal vector and vertices [39] . For each mesh, the surface currents and vector potentials were computed. Finally, the mesh electric fields were computed. The phase of each mesh was utilized as a tool to interpret the frequency characteristics of the clusters. It should be noted that these implementations were independently applied to the channels at each frequency. 
A. SIMO-BASED MEASUREMENT-BASED RAY TRACER
MBRT [40] is a tool to estimate the SP of each MPC, which is obtained from the parameter estimation, by utilizing a geometric map of the environment. In [30] , it was modified to be used with MIMO measurement data by launching the rays from both the Tx and Rx sides. Because the measurement in this study utilized a single-input, multipleoutput (SIMO) system, the algorithm was modified to be applicable to the present system by launching the rays only from the Rx side. Both the AoA and DT were utilized to minimize the ambiguity of higher-order bounce SP estimation. In the preprocessing step, the LOS cluster is removed. The LOS cluster is the group of MPCs around the LOS region, which is simply calculated from the Tx and Rx positions. After that, the SB, DB, and TB MBRT algorithms are executed. Fig. 2 briefly illustrates the concept of MBRT. Similar to the approach in [30] , for each MPC, several rays are launched from the Rx with an angular range of ±δ/2 with respect to the AoA obtained from SAGE, and their intersection points with the wall are computed to find the SPs. If the algorithm is SB, in the second step, the lines that pass through those intersection points and the Tx are calculated (orange lines), and the delay error ( τ ) and reflection angle error ( φ) are computed. The delay error is defined as the difference between delay obtained from SAGE and delay obtained from the SP location, whereas the reflection angle error is defined as the angle difference between the actual wall and the imaginary wall, where the incident angle is equal to the reflected angle, as shown in Fig. 2 . Finally, the rays where τ > τ,SB or φ > φ,SB are discarded. τ,SB and φ,SB are the SB delay and angle thresholds, respectively. If the algorithm is DB or TB, the reflected angle from each SP is calculated based on the specular reflection assumption. Then, several rays with the angular range of ±δ 2 /2 with respect to this reflected angle are launched, and the intersection points with the wall are calculated to find the SPs of the second interaction from the Rx (dark yellow lines). If the algorithm is TB, the aforementioned steps are repeated to find the SPs of the third interaction from the Rx. Next, the lines that pass through those intersection points and Tx are computed (blue lines). Finally, the rays where τ > τ,DB/TB or φ > φ,DB/TB are discarded. τ,DB/TB are the DB and TB delay thresholds, and φ,DB/TB are the DB and TB delay thresholds. After all the candidate SB, DB, and TB SPs are computed for each MPC, the one which has the minimum τ among them is selected as the representative SP of the respective MPC.
B. SCATTERING POINT-BASED KPOWERMEANS ALGORITHM
After obtaining all types of SPs, they are clustered separately utilizing SPKPM [30] . The concept of SPKPM is to group MPCs based on minimizing the physical distance between SPs of the same cluster, which is the SP distance (SPD). Thus, the algorithm can be expressed by minimizing the parameter D SB/DB/TB .
where L SB/DB/TB is the number of MPCs in each category, and P l and x l,SB/DB/TB are the power and parameter vector of path l, respectively. c I l ,SB/DB/TB is the cluster centroid to which path l belongs. The SPD between two MPCs is defined as the Euclidean distance between two parameter vectors. For the SB case, the parameter vector is the vector of the x-and y-coordinates of a single SP from a single IO. For the DB case, it is the vector of the Cartesian coordinates of two SPs from two IOs. Similarly, the vector of x-and y-coordinates of three SPs from three IOs represents the parameter vector of TB clusters. The remaining procedures of SPKPM are provided in detail in [30] .
C. CLUSTER RECOMBINATION AND TRACKING
Because only angular information on the Rx side is known for SIMO, and the measurement resolution is limited, the misjudgments of the SP and cluster estimations are inevitable, especially for DB and TB clusters. To mitigate this problem, after obtaining all the clusters, they are coarsened by combining clusters that have similar DT and AoA centroids. In the first step, the MCDs between all pairs of clusters are calculated. Then, the pair that yields the minimum MCD is combined into one cluster. These processes are repeated until the AoA and DT centroid differences between any two arbitrary clusters are larger than the thresholds δ c and τ c , respectively. In the final step, the combined clusters are tracked by comparing the MCDs between the current and previous snapshots. If the cluster is not found in the previous snapshot, the latest snapshot where this cluster is found is used instead.
D. CLUSTER MATCHING AMONG DIFFERENT FREQUENCIES
After all the clusters are calculated and tracked for each frequency, the matching of the same clusters at different frequencies is performed through visual inspection by checking the tracked clusters from both 1. the cluster centroid tracking results in the AoA-DT domain and 2. the geometric map. These two criteria were used because the AoA and DT centroids of the same clusters at different frequencies should be similar. Moreover, the same clusters at different frequencies should come from the same major IO or IOs in the environment. It was found that AoA and DT centroids of the same clusters at different frequencies were very similar. Moreover, in case of SB clusters, the IOs matched well among different frequencies. Nevertheless, owing to the ambiguity of the DB and TB cluster estimation, the IOs of these clusters were not exactly matched among different frequencies at a few snapshots. However, these mismatches were negligible, as most of these clusters were combined with the SB clusters, which had much higher power. The IOs of the SB clusters also matched well.
E. SI CALCULATION
The cluster SI is calculated from the cluster power and delay centroid. First, the reconstructed band-limited channel transfer function H k (f ) and IR h k (τ ) based on a single isotropic antenna for the k-th cluster, and its delay centroid can be expressed by
where τ p and γ p are the delay and path weight of the p-th MPC. C k is the set of MPC indices in cluster k. n, N , and τ k are the frequency index, total number of frequency points, and delay centroid of cluster k, respectively.
VOLUME 7, 2019
Then, the power and SI of cluster k are calculated based on the summation of the power of every IR delay bin:
where λ and c are wavelength and speed of light.
III. SIMULATION-BASED ANALYSIS A. PHYSICAL OPTICS ALGORITHM
The PO algorithm [34] is implemented in three cases: 1. SB PO, 2. DB PO, and 3. SB PO with shadowing. First, the source, observation, and object positions are initialized, where the object is divided into several triangular meshes. Then, the illuminating meshes are determined based on the orientation of their normal vectors with respect to the source and observation positions [41] . Next, the incident electric and magnetic fields on the illuminating meshes are computed based on the point source assumption, in which the direction of the fields change with the mesh positions. In the next step, the surface currents are calculated based on the reflection coefficient, incident fields, and normal vector directions of each mesh. The reflection coefficients are calculated independently for each polarization by using the Fresnel coefficients [42] . In the case of multiple-layer objects, the total reflection coefficient is calculated using the transmission line equations [42] . After that, the vector potentials are computed by the surface integration of the surface currents using the Ludwig integration algorithm [43] , [44] . The electric and magnetic fields of each mesh are then calculated from the vector potentials. Thus, in the case of a perfect electric conductor (PEC), the scattered electric field at mesh m (E s,m ) can be computed by
wheren m , H i,m , andr s,m are the normal vector, incident magnetic field, and unit scattered vector at mesh m, respectively. W m is the windowing function, which will be discussed later. I m is the integrand of mesh m, which can be expressed by the surface integral over the mesh area:
where k s,m , k i,m , and q m are the scattered and incident wavenumber vectors and the mesh position vector at mesh m, respectively. o and s are the observation and source position vectors. From eq. 8, it can be observed that the phase of the integrand changes according to the path length from the source and observer to the mesh. The area where the phase changes very rapidly has almost zero contribution, owing to the cancellation effect. Thus, the integral over the whole area can be approximated by the contribution from the stationary phase point (SPP), where the phase changes slowly and can be interpreted as a specular reflection area, and the edges of the object, which can be interpreted as diffraction points [45] . Therefore, if the SPP area is present, which dominates the diffraction effect, the integral area is truncated by using the window function based on the Fresnel zone difference (denoted by W m in eq. 8) between an arbitrary mesh and a specular reflection point using the third zone boundary ( n B = 3) [45] . Otherwise, the whole object is integrated to include the diffraction effect.
In case of SB PO, after the fields at each mesh are calculated, the total fields at the observation point are computed from the summation of all the mesh fields. On the contrary, for DB PO, the total incident fields on the second IO are computed by the summation of all the mesh fields from the first IO. The computation time is reduced by computing the fields on coarser meshes (0.2λ) first and then interpolating into the fine meshes (0.1λ) using the nearest neighbor interpolation method. After that, the surface currents and vector potentials of the second IO are computed by using the Ludwig algorithm [43] , [44] , and the total fields at the observation are computed from the summation of all the mesh fields.
There are four steps in the SB PO with shadowing calculation. First, the SB PO algorithm is executed on the scattering object to obtain the total field without shadowing. Second, imaginary meshes with free-space wave impedance are created on the shadowing object as a plane and also using the window function [45] . Third, the DB PO algorithm is performed on the scattering and shadowing objects to obtain the total shadowed field. Finally, the total nonshadowed field is computed by subtracting the shadowed field from the field without shadowing.
B. PO DEMONSTRATION USING PEC PLATE
To verify the applicability of the implemented PO algorithm, it was applied to a simplified scattering scenario. Fig. 3 (a) shows the configuration of the validation with Cartesian coordinates, where a 2 m × 2 m PEC plate was fixed on the x-axis. The Tx and Rx were placed at the same position, which was 3 m from the plate in the y-direction, and they were moved along the x-direction at different distances d. d was set to zero where the normal projections of the Tx and Rx onto the x-axis were on the left edge of the plate. d increased as the Tx and Rx moved to the left, and decreased as they moved to the right. In other words, the normal projections of the Tx and Rx onto the x-axis were inside and outside the plate when d was negative and positive, respectively. Fig. 3 (b) illustrates SI at different d for three different frequencies: 3, 10, and 28 GHz. Fig. 3 (c) depicts the phase plot of the integrand from eq. 8 at each mesh position on the plate. The black circular lines indicate the Fresnel zone rings, which were calculated in relation to the specular reflection distance. As shown in Fig. 3 (b) , the characteristics could be divided into five zones. When all three Fresnel zones were on the plate, SI became zero owing to the specular reflection, as shown in the first zone. When the constructive interference from the third Fresnel zone disappeared at the edge of the plate, SI became slightly smaller than zero. In the second zone, the SI of 3 GHz was above zero and larger than the other two frequencies. This was because the destructive interference from the second zone vanished at the edge. Thus, only the constructive phase of the first zone remained, and the total SI was larger than zero. This phenomenon is similar to the Fresnel zone plate effect [46] . This type of mechanism is also observed in knife edge diffraction theory [47] . Because the Fresnel zone of 3 GHz was the largest, this effect occurred at smaller d than other frequencies. As d increased, the first Fresnel zone of 3 GHz started to disappear, the Fresnel zone plate phenomenon started to appear at 10 GHz, and SI at that band became the largest, as shown in zone 3. In zone 4, the normal projections of the Tx and Rx onto the x-axis were still inside the plate but almost at its edge, and thus the Fresnel zone plate occurred at 28 GHz, which made the SI at 28 GHz become the largest. Because d = 0 was when the normal projections of the Tx and Rx onto the x-axis were at the left edge of the plate, exactly half of the Fresnel zone was scattered, creating a 6-dB loss and the same SI for all three frequencies. Finally, if d became positive, the edge diffraction effect became prominent and the SI at lower frequencies was larger than that at higher frequencies, owing to the larger Fresnel zones at that band. These results imply that the scattering effects at different positions create strong frequency characteristics due to the difference in the Fresnel zone sizes, which will be discussed in Section V.
IV. SHF BAND CHANNEL MEASUREMENT AND PO OBJECT MODEL
The channel sounding campaign was performed by using a vector network analyzer (VNA)-based virtual uniform circular array (UCA) system [5] , [7] . The specifications of the channel sounder are shown in Table 1 . The center frequencies were 3, 10, and 28 GHz. The bandwidth was set to 2 GHz and was fixed for all three bands to ensure a fair comparison of the frequency characteristics. Fig. 4 shows a photograph of the Tx and Rx antennas. The Tx was a single commercial biconical antenna, and the Rx was a modified biconical antenna [48] mounted on a robot arm, which rotates in a circular motion to mimic the UCA system. after each measurement sweep. The measurements were conducted in a hall environment [49] , which is a large room with few scattering objects. The floor plan as well as 20 Tx snapshots and major objects along with their corresponding PO models are depicted in Fig. 6 and 7 . The Tx numbering and arrows in Fig. 6 represents the tracking trajectory. The elevator, tubes, and stud are homogeneous and made from steel. The pillars are made from concrete. The depth from the surface of the brick to the mortar is 2 mm for the brick wall. The plasterboard wall is built by mounting plasterboard sheets on top of PEC stud and mineral wool [50] . The wood door is a laminate Formica wood with solid wool in between [51] , which is supported by a steel frame. The window is made from glass covered with a thin metallic layer.
In the data analysis, propagation parameters were estimated by using the SAGE algorithm [32] , [52] with a spherical wave model [53] , [54] . Although the frequencies at the 3 GHz band change significantly from 2 to 4 GHz, the algorithm was able to detect the strong reflection paths, and the spurious paths were not detected. Thus, more than 80% of the channel power could be extracted by the algorithm. Clusters were then extracted from those MPCs using SPKPM [30] . Table 2 number is shown. These parameters were obtained based on a heuristic approach, which is largely dependent on many factors such as the room size and distance between the IO and Tx/Rx. The guidelines on how to choose these parameters are explained in [30] . For non-PEC materials, the conductivity was assumed to be zero. Thus, each material's relative permittivity was the same across all three bands, which were obtained through tuning the received power PO results with the measurement. For PEC materials, i.e., elevator, stud, and tube, the conductivity was assumed to be infinite for all three bands.
V. RESULTS AND DISCUSSION
A. RAY TRACING, CLUSTERING, AND TRACKING RESULTS Fig. 8 depicts the SB, DB, and TB clustering results of SPs and a scatter plot of the clusters in the first snapshot. Circles represent SPs, which are color-coded based on the clustering results. SPs of the same color belong to the same cluster. In the scatter plot, the SB, DB, and TB MPCs are denoted by circles, upward pointed triangles, and right pointed triangles, respectively. The white squares represent the unidentified (U) SPs, where an appropriate IO could not be estimated from the MBRT algorithm. These SPs can also be interpreted as the MPCs scattered from chairs, tables, or small objects in the environment that were not modeled in the MBRT geometric map. As expected, the number of strong clusters decreased as the frequency increased, owing to larger path loss and scattering loss. The clusters were grouped well with only a few unidentified clusters. Moreover, the majority of clusters in terms of power contribution were SB clusters. Furthermore, there were some clusters that were mixtures of SB, DB, or TB clusters, owing to the lack of angular information at the Tx. Fig. 9 illustrates the cluster tracking results at all three frequencies, and nine major clusters were identified as shown in Fig. 10 , where a capital letter is used in the first letter to specify the cluster name and will be used for the rest of the paper. As expected, there were more powerful clusters at lower frequencies. Furthermore, most of the contributions among these clusters came from steel tubes, elevator, and metal studs, which have highly conducting surfaces.
B. FREQUENCY DEPENDENCY OF CLUSTER SI
With the assistance of PO, the clusters can be categorized into five groups as follows, where SI 3 GHz , SI 10 GHz , and SI 28 GHz are the SI at 3, 10, and 28 GHz, respectively.
• Group 1: SI 3 GHz ≈ SI 10 GHz ≈ SI 28 Table 3 shows the mean and STD values of SI obtained from the measurement. All the snapshots of Pillar 1, Pillar 2, Tube+pillar, and Tubes 1 belong exclusively to group 1, and every snapshot of Brick belongs to group 2. The grouping and path trajectories of the cluster that belongs to more than one group are shown in Fig. 11 . The detailed discussions of each group and their power contribution are provided in the subsequent sections. It should also be noted that the VOLUME 7, 2019 LOS cluster is excluded from the analysis, as it is straightforward to model the frequency dependence.
1) GROUP 1
This group had no frequency dependence, mainly as a result of specular reflection on the cylindrical and smooth tube and pillar surfaces, where the reflection coefficients in these bands are similar [36] , [37] . This includes all snapshots of Pillar 1, Pillar 2, Tube+pillar, and Tubes 1, and certain snapshots of Tubes 2 and Elevator. The STD was mostly less than 2 dB, owing to a small fading effect. Another mechanism in this group was the half Fresnel zone shadowing and scattering. Fig. 12 (a) shows the phase of Tubes 2, snapshot 18 (see path 5 of Fig. 11 (a) ). The black straight lines represent the specular reflection trajectories, which were calculated from the Tx, Rx, and IO geometry. There was no frequency dependence, owing to two mechanisms in this figure: 1. Half Fresnel zone shadowing by a tube as the specular reflection trajectory was on its edge, 2. reflection from another tube behind the shadowing tube. The half Fresnel zone shadowing mechanism is similar to the half Fresnel zone scattering (see d = 0 of Fig. 3 (b) ). Thus, it also had no frequency characteristics. In the case of Elevator, there were also no frequency characteristics, owing to the half Fresnel zone shadowing on both the Elevator door and wall.
2) GROUP 2
In this group, the SI decreased as the frequency increased because of three major mechanisms: 1. shadowing, 2. frame/rough surface scattering, and 3. diffraction/Fresnel zone plate effect. These mechanisms were divided into three subgroups, which will hereinafter be referred to as groups 2.1, 2.2, and 2.3.
The frequency characteristics of group 2.1 were due to the shadowing by tubes and pillars, which includes certain snapshots of Elevator, Tubes 2, and Plasterboard wall. Fig. 12 (b) shows the phase plot of Elevator at snapshot 8. Because the specular reflection trajectory was inside the shadowing object, the shadowing effect at higher frequency was higher owing to the smaller Fresnel zones, which is similar to the effect of zone 5 from Fig. 3 (b) . Group 2.2 was frequency-dependent owing to scattering, which includes Brick and Plasterboard wall. Fig. 13 illustrates the phase plot of Brick at snapshot 18. Owing to the 2 mm gap between the brick and mortar, the SI decreased as the frequency increased, because the phase difference between them became more significant, which could also be interpreted as scattering loss. In contrast, the group 2 characteristics of Plasterboard wall were due to two mechanisms: 1. A larger degree of scattering from door frames and PEC studs behind plasterboard sheets due to larger Fresnel zones at 3 GHz, and 2. the multilayer structure of door and plasterboard caused the reflection coefficients to decrease as the frequency increased. Group 2.3 had frequency characteristics as a result of diffraction from the Metal stud+window, which did not have a strong specular component, and the Fresnel zone plate effect from the Elevator. Fig. 14 (a) shows the phase plot of the Elevator at snapshot 11. The group 2 frequency dependence occurred because the second Fresnel zone of path 1 (see Fig. 11 (b) ) at 3 GHz was shadowed by the outside wall of the Elevator, both on the right side and the top side, and the same effect also occurred at 10 GHz, but only on the left side. In contrast, reflection occurs at 28 GHz, as the Fresnel zones are smaller than the Elevator door. Table 3 suggests that shadowing and diffraction effects created the large STD and SI differences among the different frequencies, whereas those differences for scattering and the Fresnel zone plate effect were not so large. These results imply that, although these effects were categorized into the same group, their sensitivities to the frequency characteristics were vastly different.
3) GROUP 3
The frequency dependence of this group occurred because of the Fresnel zone plate effect at 28 GHz and scattering/ shadowing at other frequencies, which include the Elevator and Tubes 2. Fig. 14 (c) illustrates the phase plot of the Elevator at snapshot 12. The second Fresnel zone of path 1 at 28 GHz was shadowed on the right side, whereas scattering appeared at 10 and 3 GHz owing to the unevenness between the Elevator door and wall. In case of Tubes 2, the second Fresnel zone of path 5 at 28 GHz was shadowed by the tube, whereas the first Fresnel zone was partially shadowed at lower frequencies. Table 3 also indicates that these effects did not cause large STD and SI differences among the different frequencies, as only the Fresnel zone plate effect/scattering caused a frequency dependence.
4) GROUP 4
This group had the frequency dependence owing to two effects of the Plasterboard wall: First, the shadowing effect of path 1 was greater at higher frequencies as the specular reflection trajectory was inside the pillar. Therefore, the SI at 3 GHz was the highest. Second, the scattering effects from the PEC studs and door frame were greater at 28 GHz than at 10 GHz. Fig. 15 shows the phase plot of the second hop interaction of path 3 at 10 and 28 GHz. Because the stud size in terms of wavelength was larger at 28 GHz, its scattering influence increased. Such effects were also observed at VOLUME 7, 2019 paths 2 and 5. Therefore, these collectively lead to a higher SI at 28 GHz compared to that at 10 GHz. Table 3 also implies that the STD and SI differences among the different frequencies were not so large, as the shadowing and scattering effects were similar across the snapshots.
5) GROUP 5
This group was frequency-dependent because of the Fresnel zone plate effect and scattering at other frequencies, which includes only Metal stud+window. Fig. 14 (b) shows the phase plot of this cluster. It can be observed that the second Fresnel zone at 10 GHz disappeared at the edge of the stud, whereas the scattering effect occurred at other frequencies. Table 3 also indicates that the STD and SI differences among the different frequencies were not so large, as the Fresnel zone plate effect and scattering were the mechanisms that produced the frequency characteristics.
6) GROUP CONTRIBUTION TO THE CHANNEL
To check the significance of each cluster, its power in relation to the total power was calculated in each snapshot by calculating the ratio of the cluster power to the total channel power, excluding the LOS clusters to mimic the obstructed LOS (OLOS) channel. Fig. 16 (a) and (b) show the power percentage contributions for each snapshot and all the snapshots. Fig. 16 (a) revealed that these nine clusters from all five groups contributed approximately 60-80% for the 3 GHz case, and 80-90% for the 10 and 28 GHz cases. The contribution at 3 GHz was lower, because there were more scattering components. From snapshots 1-10, where reflection and scattering from Elevator and Plasterboard wall were shadowed by tubes and pillars, group 1 became dominant. Most contributions of group 1 came from reflection and half Fresnel zone scattering from tubes and Elevator, as they have large and smooth conducting surfaces. Group 4 from Plasterboard wall scattering and group 5 from the Fresnel zone plate effect on Metal stud+window also had some contributions at these snapshots, but not as significant as those of group 1. From snapshots 11-20, owing to the Fresnel zone plate effect from Elevator and Tubes 2, and scattering from Plasterboard wall, the contribution from groups 2-3 became prominent. One exception during these snapshots is at snapshots 15 and 16, where the reflection from Elevator with half Fresnel zone shadowing contributed greatly to group 1. Fig. 16 (b) implied that groups 1-3 dictated the channel, where the power contribution of groups 1 and 3 increased as the frequency increased. On the contrary, the contribution of group 2 reduced as the frequency increased. This implies that the overall channel tended to become more directive when the frequency increased, owing to the higher significance of reflection and lower influence of scattering/ diffraction/shadowing, which is also consistent with previously published works [5] , [13] , [14] , [23] . Therefore, these mechanisms that caused the frequency characteristics were not negligible and must be considered.
VI. CONCLUSION
In summary, a frequency dependency analysis of geometrybased clusters in an indoor environment at SHF bands was carried out and discussed. The MPC parameters were estimated by using the SAGE algorithm. After that, SIMO-based SPKPM was applied to estimate the clusters. Finally, the frequency dependency analysis and physical interpretation of the cluster SI were carried out with the assistance of PO.
Owing to the large room size, the LOS and SB clusters contributed to the majority of the total channel power and nine major clusters were detected. These nine clusters accounted for 60-80% of the total channel power at 3 GHz and 80-90% of the total cluster power for 10 and 28 GHz, owing to fewer scattering components. The frequency dependency analysis illustrated that the clusters could be classified into five groups, but groups 1-3 dominated the channel. Group 1, which was frequency-independent owing to specular reflection and half Fresnel zone shadowing/scattering from tubes, pillars, and the elevator, contributed the most. The STD was small owing to a small fading effect and the power contribution of this group increased as the frequency increased. On the contrary, the frequency dependence of group 2 was due to shadowing, scattering, diffraction, and the Fresnel zone plate effect, and the power contribution of this group decreased as the frequency increased. The frequency dependencies of shadowing and diffraction were also higher than those of scattering and the Fresnel zone plate effect. Similar to group 1, the power contribution of group 3 increased as the frequency increased, owing to the Fresnel zone plate effect at 28 GHz. In contrast, groups 4-5 showed varying small contributions, especially at snapshots 1-9. This suggested that the overall channel had the tendency to become more directive as the frequency increased, owing to stronger specular reflection compared with shadowing, scattering, and diffraction. However, the channel still showed strong frequency dependence because the shadowing, scattering, diffraction, and Fresnel zone plate effects were not negligible, especially at lower frequencies. Thus, special care is needed to characterize the channel at several bands. In our future work, the same analysis approach will be applied to another type of environment.
