In this paper, numerical and solitonic solutions of Korteweg de Vries (KdV) and Korteweg de Vries-Burger's (KdVB) equations with initial and boundary conditions are calculated by sinc-collocation method. The basis of method is sinc functions. First, discretizing time derivative of KdV and KdVB's equations using a classic finite difference formula and space derivatives by θ− weighted scheme between successive two time levels is applied, then Sinc functions are used to solve these two equations. Mathematica programming is used to solve matrix representation of these equations. KdV equation describes behaviorof traveling waves which is a third order non-linear partial differential equation (PDE). Maximum absolute errors are given in Tables. The figures show approximate solutions of these two equations. Three conservation laws for KdV's equation are obtained.
Introduction
First, In 1895, Korteveg and de Vries derived famous KdV equation that describes weakly nonlinear shallow water waves and models one directional long water wave of small amplitude , propagating in a channel. It occurs in many field of physics such as in water waves, plasma and fiber optics. Another example for this equation is pulse wave propagation in blood vessels. After its discovery scientist found solution of this equation that is called soliton. The dynamic of solitary wave is modeled by this equation.
KdVB equation was derived by Su and Gardner [1] for a wide class of nonlinear system in the weak non-linearity and long wavelength approximation. The steady state solution of the KdVB equation has been shown to model [2] weak plasma shocks propagation perpendicularly to a magnetic field. When diffusion dominates dispersion the steady state solutions of the KdVB equation are monotonic shocks, and when dispersion dominates, the shocks are oscillatory. The KdVB equation has been obtained when including electron inertia effects in the description of weak nonlinear plasma waves [3] . The KdVB equation has also been used in a study of wave propagation through liquid field elastic tube [4] and for a description of shallow water waves on viscous fluid.
Consider third order partial differential equations u t + 6uu x + u xxx = 0, x ∈ Ω = (a, b) ⊂ R, t > 0,
as KdV equation. KdV's equation has the analytical solution as u(x, t) = 0.5sech 2 (0.5(x − t)),
and consider
as KdVB's equation that has analytical solution given as u(x, t) = −6ν
that space variable is defined as
as KdVB's equation. In recent year numerous methods are used for solving KdV and KdVB's equations. Wang Ju-Feng et al. obtained numerical solution of the third-order nonlinear KdV equation using the elementfree Galerkin (EFG) method which is based on the moving least-squares approximation. A variational method is used to obtain discrete equations, and the essential boundary conditions are enforced by the penalty method [5] . The dynamics of solitary waves is modeled by the Korteweg de Vries (KdV) equation. Jamrud Aminuddin and Sehah, strated by discreetizing the KdV equation using the finite difference method. The discreet form of the KdV equation is put into a matrix form. The solution the of matrix is determined using the Gauss-Jordan method [6] . Jie Shen et al. have studied the eventual periodicity of solutions to the initial and boundary value problem for the KdV equation on a half-line and with periodic boundary data. They derived a representation formula for solutions to the linearized KdV equation and rigorously establish the eventual periodicity of these solutions [7] . Julio Duarte et al. employ the Wavelet-Petrov-Galerkin method to obtain the numerical solution of the equation Korterweg-de Vries (KdV) [8] . [12] . Anna Gao et al. studied the problem of optimal control of the viscous KdVBs equation. they develop a technique to utilize the Cole-Hopf transformation to solve an optimal control problem for the viscous KdVBs equation [13] . In [14] exact travelling wave and solitary solutions for compound KdVBs equations are obtained by using an improved sine-cosine method and the Wu elimination method. Numerical solutions of the Korteweg-deVriesequation using the periodic scattering transform µ-representation is studied in [15] . Operator Splitting Methods for Generalized KortewegDe Vries Equations has been discussed in [16] . The paper is organized into six sections. Section 2 outlines some of the main properties of sinc function and sinc method. In Section 3, the discretization of KdV and KdVB equations is discussed. Section 4 outlines stability analysis and section 5 introduces errors and conservation laws. Finally numerical results and the efficiency and accuracy of the proposed numerical scheme is shown by considering some numerical examples in Section 6.
The Sinc function
In this section the basis of sinc function is discussed [17] . The sinc function is defined on the whole real line, −∞ < x < ∞, by
For any h > 0, the translated sinc functions with evenly spaced nodes are given as
The sinc functions are cardinal for the interpolating points z k = kh in the sense that
If f is defined on the real line, then for h > 0 the series
is called the Whittaker cardinal expansion of f whenever this series converges. They are based in the infinite strip D s in the complex plane
Some derivatives of sinc function will be used in reduction the equation to matrix form so [13] ,
and
And so on, for even coefficients, where r = 1, 2, . . .
and for odd coefficients, where r = 1, 2, . . .
Survey of the method
Consider third order partial differential equations
as KdV equation and
as KdVB's equation, with the initial condition
and the boundary conditions
where ε, µ and ν are constants. By discrediting time derivative of KdV's equation using a classic finite difference formula and space derivatives by θ-weighted scheme we have
so using Taylor expansion for the term uu x and considering ε = 6 and µ = 1 we have
for KdV equation and with same calculation for KdVB equation we have
Now we use approximate solution as
where
By substituting above approximate solution in Eq. (22) a matrix representation is obtained for KdV equation as
so with these definition for KdV equation we have
and with same substitution for KdVB's equation
Stability Analysis
In this section stability analysis of approximate solution for linearized equation is discussed [18] . The error at nth time level is e n = u n exact − u n approximate .
KdV's equation
By considering the obtained matrix we have
This method is stable if P 2 ≤ 1 or ρ(P ) ≤ 1 which is spectral radius of the matrix P . The stability is assured if all the eigenvalues of the matrix [H + δtθK]
where λ H and λ K are eigenvalues of the matrices H and K respectively. When θ = 0.5, the inequality (28) becomes
In the case of complex eigenvalues λ H = a h + ib h and λ K = a k + ib k , where a h , a k , b h and b k are any real numbers, the inequality (29) takes the following form,
The inequality (30) 
Thus for θ = 0, the scheme is conditionally stable. The stability of scheme for the other values of can be investigate in a similar manner. The stability of the scheme and conditioning of the component matrices H, K of the matrix P depend on the weight parameter and the minimum distance between any two collocation points h in the domain set [a, b].
KdVB's equation
where λ H and λ K are eigenvalues of the matrices H and K respectively. When θ = 0.5, the inequality (32) becomes
In the case of complex eigenvalues λ H = a h + ib h and λ K = a k + ib k , where a h , a k , b h and b k are any real numbers, the inequality (33) takes the following form,
The inequality (34) is satisfied if a h a k + b h b k ≥ 0. For real eigenvalues, the inequality (33) holds true if either (λ h ≥ 0 and λ k ≥ 0) or (λ h ≤ 0 and λ k ≤ 0). This shows that the scheme is unconditionally stable if a h a k + b h b k ≥ 0, for complex eigenvalues and if either (λ h ≥ 0 and λ k ≥ 0) or (λ h ≤ 0 and λ k ≤ 0), for real eigenvalues. When θ = 0, the inequality (33) becomes
Errors and Conservation Laws
In this section, two error norms is defined that will be used for showing the accuracy of the method as follows
where u,ũ are exact and approximate solution respectively. KdV equation has three conservation laws as follows
Where I 1 , I 2 , I 3 represents mass, momentum and energy that show conservation properties of collocation method by,
Sinc-collcation scheme satisfies the properties I 1 and I 2 in the conservative case.
Numerical Solution
In this section L 2 and L ∞ are obtained and shown in Tables and approximate  solution 
KdV equaiton
By considering µ = 1, ε = 6, θ = 0.5, in Table 1 , two kinds of error is calculated for n = 100, a = −15, b = 15, δt = 0.1, T = 0.1, . . . , 0.9. Three invariants of conservative laws is obtained. Table 2 indicates errors for δt = 0.01 and Table  3 , shows error for deltat = 0.001. Table 4 
1.75980×10 
KdVB equation
By considering µ = 0.1, ε = 2, ν = 0.005, θ = 0.5, in Table 5 , two kinds of error is calculated for n = 100, a = −100, b = 100, δt = 0.02, T = 1, . . . , 9. Table 6 indicates errors for µ = 0.001, ε = 1, ν = 0.001, θ = 0.5 and n = 100, a = −40, b = 100, δt = 0.05, T = 1, . . . , 9.
In Table 7 , error is obtained for n = 16, a = 0, b = 100, δt = 0.00001, T = 0.0001, . . . , 0.0009 and µ = 0.001, ε = 1, ν = 0.001, θ = 0.5. Table 8 shows errors for n = 16, a = −40, b = 40, δt = 0.02, T = 1, . . . , 9 and µ = 0.1, ε = 2, ν = 0.005, θ = 0.5.
In Table 9 , errors are calculated for n = 16, a = 8, b = 99, δt = 0.05, T = 1, . . . , 9 and µ = 0.001, ε = 1, ν = 0.001, θ = 0.5. Errors reduces by decreasing of time steps. 1.66392×10
−6
Table5: Errors for µ = 0.1, ε = 2, ν = 0.005, θ = 0.5 and n = 100, a = −100, b = 100, δt = 0.02,
1.00098×10 8.87738×10 6.62416×10 
Conclusion
The collocation method using sinc basis is applied for solving KdV and KdVB's equations. Three invariant of conservation laws are calculated for KdV equation. The method is computationally attractive and results are shown through tables and figures.
