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Abstract. Let R be a commutative ring containing 1/2. We compute the R-cohomology ring of
the configuration space Conf(RPm, k) of k ordered points in the m-dimensional real projective space
RPm. The method uses the observation that the orbit configuration space of k ordered points in the
m-dimensional sphere (with respect to the antipodal action) is a 2k-fold covering of Conf(RPm, k).
This implies that, for odd m, the Leray spectral sequence for the inclusion Conf(RPm, k) ⊂ (RPm)k
collapses after its first non-trivial differential, just as it does when RPm is replaced by a complex
projective variety. The method also allows us to handle the R-cohomology ring of the configuration
space of k ordered points in the punctured manifold RPm − ⋆. Lastly, we compute the Lusternik-
Schnirelmann category and all of the higher topological complexities of some of the auxiliary orbit
configuration spaces.
MSC 2010: Primary 55R80, 55T10, 55M30.
Keywords: Orbit configuration spaces, Serre spectral sequence, real projective spaces, topological
complexity, Lusternik-Schnirelmann category.
Draft version - September 2, 2018
Contents
1. Introduction and motivation 2
2. Main results and their contextualization 4
3. Proof methodology 9
4. The cohomology of Conf Z2(S
n − {±⋆}, k) 10
5. The cohomology of Conf Z2(S
n, k) 16
6. (Z2)
k-action 19
7. (Z2)
k-Invariants 29
8. Punctured real projective spaces 38
9. Lusternik-Schnirelmann category and topological complexity 40
References 43
* Supported by Conacyt Research Grant 221221.
† Supported by Conacyt Ph.D. Scholarship 316605.
‡ Supported by Conacyt Research Grant 168349.
1
2 J. GONZA´LEZ, A. GUZMA´N-SA´ENZ, AND M. XICOTE´NCATL
1. Introduction and motivation
We give an explicit presentation for the cohomology ring of configuration spaces of ordered points
in real projective spaces. Before presenting our work, we review the theory where our results insert.
Since the work of Arnol’d, Fadell, and Fadell-Neuwirth ([2, 16, 17]) in the 1960’s, a good under-
standing of the algebraic topology of ordered configuration spaces
Conf (X, k) = {(x1, · · · , xk) ∈ Xk | xi 6= xj for i 6= j}
and their unordered analogues1 B(X, k) = Conf (X, k)/Σk has been a central need for many areas
in mathematics, as well as in other disciplines such as physics, chemistry and computer science.
Specifically, although the algebraic topology of configuration spaces turns out to be a key issue
for many problems in algebraic geometry, knot theory, differential topology and homotopy theory,
except for a few standard situations (configurations on Euclidean spaces and spheres), there is a
rather surprisingly lack of explicit descriptions of the cohomology ring of configuration spaces. It
is the aim of this paper to help mend such a situation by providing fully detailed descriptions in
the case of ordered configurations on real projective spaces, as well as on punctured real projective
spaces. In fact, rather than our explicit results, it is our methods (using orbit configuration spaces)
that might be more interesting and could help shed light in other situations, specially when combined
with already existing methods (some of which are mentioned later in the paper).
Taking one step deeper into motivation requires reviewing a key construction, namely the space
of finite “linear” combinations of points in a space X with “coefficients” in a based space (L, ⋆),
where ⋆ is regarded as zero. The underlying set is
C(X,L) :=
(∐
k≥0
Conf (X, k)×Σk Lk
)/
∼
where ∼ is the equivalence relation generated by
((x1, . . . , xk), (ℓ1, . . . ℓk)) ∼ ((x1, . . . , x̂i, . . . , xk), (ℓ1, . . . ℓ̂i, . . . ℓk))
if ℓi = ⋆. (We agree to set Conf (X, 0) = L
0 = ⋆, which gives the base point in C(X,L).) There are
canonical maps ∐
0≤k≤r
Conf (X, k)×Σk Lk πr−→ C(X,L)
and we take the largest topology on C(X,L) so that all the maps πr are continuous.
The resulting space is most interesting when X = M is a smooth manifold. Indeed, H∗(C(M,L))
can be used to approach three seemingly different geometric objects: To begin with, the Anderson-
Trauber spectral sequence, which converges to the cohomology of the space of based maps from
M to L, has E2-term given by H
∗(C(M − pt, L)). On the other hand, for a suitably chosen L
(depending only on dim(M)), H∗(C(M,L)) gives the E2-term of the Gelfand-Fuks spectral sequence
converging to the continuous cohomology of the Lie algebra of compactly supported C∞-vector fields
on M . Furthermore, as proved by Haefliger and Bott-Segal, the latter situation is closely related
to D. McDuff’s function spaces Γk(M) of sections of degree k of the bundle obtained by one-point
1The symmetric group on k letters, Σk, acts freely on the right of Conf (X, k) by permutation of coordinates.
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compactification of each fiber in the tangent bundle of M . In such a context, the basic ingredient
in a spectral sequence converging to H∗(Γk(M)) is H
∗(C(M,S0)).
On purely homotopy theoretic grounds, configuration spaces occupy an important position. To
start with, the classical case of C(Rm, L) leads to a complete and useful theory of homology opera-
tions for m-fold loop spaces. Also particularly interesting is the very fruitful connection (via Artin
groups) between configuration spaces and geometric topology: On the one hand, Conf (R2, k) and
B(R2, k) are aspherical spaces whose fundamental groups are the classical Artin braid groups on
k strings (we get the pure braid groups version, in the case of the ordered configuration space).
In slightly more general terms, Conf (M, k) and B(M, k) are Eilenberg-MacLane spaces K(π, 1) for
other versions of Artin braid groups π, if M is a surface not homeomorphic to S2 or RP2. On the
other hand, Artin groups play a role on the homotopy theory of mapping class groups of orientable
punctured surfaces with boundary components, and on the stable structure of their classifying
spaces. In addition, there is an appealing connection between the Kervaire invariant problem and
a distributivity law for braid groups.
It should not be surprising that configuration spaces can be found at the heart of some of the
major breakthroughs in homotopy theory. The point starts by noticing that Brown-Gitler spectra,
one of the fundamental pieces in homotopy theory, have played a critical role in the solution of
central problems such as:
(1) the Immersion Conjecture for manifolds,
(2) the Segal Conjecture relating the Burnside ring of a finite group G to the stable cohomotopy
of the classifying space BG,
(3) the Sullivan conjecture on the homotopy nature of the mapping space Map(BG,X) for G a
finite group and X a finite cell complex, and
(4) the disproof of the Doomsday Conjecture, i.e. Mahowald’s construction of infinite families
of elements having Adams filtration 2 in the stable homotopy groups of spheres.
The punch line then comes from the fact that Brown-Gitler spectra can be realized as Thom
spectra of vector bundles over configuration spaces on Euclidean spaces. In particular, this leads to
a classification up to cobordism of braid group oriented manifolds.
Despite of having been studied intensively, except for a few special cases, explicit presentations of
the cohomology ring of configuration spaces were largely unknown in the late 80’s. The work back
then, mostly represented by [4, 5, 6, 8, 10, 11, 12, 13, 14, 25, 26, 32, 37], focuses mainly on additive
descriptions with field coefficients. The work of Kriz and Totaro ([29, 36]) in the early 90’s, and of
Felix-Tanre´ and Felix-Thomas ([23, 24]) in the 2000’s settled much of the multiplicative structure
(mostly with field coefficients) in the case where M is a projective algebraic variety and, more
generally, if M is rationally formal (mostly with characteristic-zero coefficients). But the problem
is still largely unsettled for more general manifolds and coefficients.
In this state of affairs, and to the best of the authors’ knowledge, the present paper is the first
successful attempt to get at a full description of cohomology rings H∗(Conf (M, k);R) (in terms of
generators, relations and explicit additive bases) for a not necessarily orientable manifold M using
not necessarily field coefficients R (see the explicit descriptions summarized in the next section).
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Not reflected by our accomplishments is the fact that this work arose in part from a desire of
understanding the collapsibility of the Cohen-Taylor spectral sequence in the case of the real projec-
tive spaces. Further indications on this direction are given in the paragraph following Remark 2.3
in the next section. An unexpected bonus of our work is that we get examples of homotopy equiv-
alent manifolds whose configuration spaces have different stable homotopy types and whose loop
spaces are not homotopy equivalent. This property is contextualized in the discussion following
Corollary 2.6 at the end of the next section.
We close this introductory section by briefly mentioning a couple of relatively new areas (in a
sense dual to each other) of current research where configuration spaces have played a central role—
thus adding to the general point in this section: explicit information on the algebraic topology of
configuration spaces is eagerly awaited and needed.
For a smooth algebraic variety X , Fulton-MacPherson’s compactification2 Conf [X, n] of the con-
figuration space Conf (X, n) is the result of a series of blow-ups of the naive compactification
Conf (X, n) ⊂ Xn in order to make the complement of Conf (X, n) in Conf [X, n] a divisor with
normal crossings. The idea was soon translated to the manifold setting by Axelrod and Singer who
defined, for a smooth3 manifold M , a corresponding compactification Conf [M,n] of Conf (M,n)
by using spherical blow-ups. The construction has proven vital in quantum topology, e.g. in the
identification of invariants of three-manifolds coming from Chern-Simons theory. More recently,
Sinha (partly motivated by earlier work of Kontsevich) has given an elementary construction of the
compactification Conf [M,n]—avoiding the use of blow-ups—with far reaching applications to the
study of knot spaces from the point of view of the Goodwillie-Weiss manifold calculus.
Lastly, it should be mentioned that the known homological stability of unordered configuration
spaces on open manifolds is one of the phenomena that has motivated the recent development of the
concept of topological chiral homology (also known as factorization homology, or higher Hochschild
cohomology)—i.e. the study of homology theories for n-manifolds with values in spaces and whose
coefficient systems are n-disk algebras or n-disk stacks.
2. Main results and their contextualization
The goal of this work is to give a description of the cohomology ring away from 2 of configuration
spaces of pairwise distinct ordered points in (either regular or punctured) real projective spaces.
Our main results are stated next where k and n stand for integers greater than 1.
Theorem 2.1 (Theorem 7.6). Suppose R is a commutative ring with unit where 2 is invertible.
For n ≥ 2 odd, there is an R-algebra isomorphism
H∗(Conf (RPn, k);R) ∼= Λ(ιn)⊗R[C+]/K,
where ιn has degree n and is the image of the generator in RP
n under the projection on the first
coordinate Conf (RPn, k)
π1−→ RPn, the generators in C+ have degree n − 1 and are detailed at the
beginning of Section 4, and the relations K are specified in Theorem 7.4.
2We follow the notation suggested in [35].
3 An alternate approach to Conf [M,n] through the theory of operads was fully developed and extended to arbitrary
manifolds by Markl following pioneering work by Getzler and Jones.
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Theorem 2.2 (Theorem 7.12). Let R be a commutative ring with unit where 2 is invertible. For
n ≥ 2 even, there is an R-algebra isomorphism
H∗(Conf (RPn, k);R) ∼= Λ(ω2n−1)⊗ R[E ]/J ,
where ω2n−1 is a generator of degree 2n − 1 specified in Theorem 5.3, the set of generators E have
degree 2n − 2 and are defined just above Lemma 7.9, and J is the ideal generated by the relations
in Lemma 7.9.
The relations in K are a reincarnation of those defining the cohomology of the standard ordered
configuration spaces on Euclidean spaces (such a fact will be used in Remark 2.3, and will be
explained in the paragraph following Remark 2.3 within the context of the Cohen-Taylor spectral
sequence). On the other hand, although the relations defining J are particularly involved (their
explicit description requires a couple of pages at least), we manage to describe an explicit fully-
working additive basis for the tensor factor R[E ]/J (see Theorem 7.11).
Remark 2.3. Theorem 7.6 and the known description of the cohomology ring of configuration
spaces on spheres ([18, pp. 112–114] and [21, Theorems 2.4, 5.1, and 5.4]) imply that there is a
ring isomorphism H∗(Conf (Sn, k);R) ∼= H∗(Conf (RPn, k);R) provided n is odd. Compare with
Remark 7.5. But there is no such an isomorphism if n is even, in view of Theorem 7.12.
It is illuminating to look at the above results within the context of the Cohen-Taylor spectral
sequence for a space X , i.e. the Leray spectral sequence for the open inclusion Conf (X, k) →֒ Xk.
To be precise, in the following considerations we take cohomology with rational coefficients, and we
let M stand for a connected m-dimensional manifold with m ≥ 2. Recall from [36, Theorem 1] (see
also [10, pp. 117–119] and [29, Theorem 1.1]) that, if M is oriented and closed, the initial term E2
and the first non-trivial differential δm in the Cohen-Taylor spectral sequence for M depend only
on the cohomology ring and orientation class of M . Explicitly,
(a) E2 is the H
∗(M)⊗k-algebra generated by exterior classes A′i,j ∈ E0,m−12 , with 1 ≤ j < i ≤ k,
subject to the relations in (7) at the beginning of the next section together with the relations
(π∗i (x)− π∗j (x))Ai,j = 0 where πℓ : Xk → X denotes projection on the ℓ-th coordinate, and
(b) all differentials δi with 2 ≤ i < m are trivial, while δm vanishes on H∗(M)⊗k and, therefore,
is determined by δm(Ai,j) = π
∗
i,j(∆M) where ∆M ∈ Hm(X) is the diagonal class of M , and
πi,j : X
k → X ×X is the projection πi,j(x1, . . . , xk) = (xi, xj).
Totaro shows in addition that, when M is a complex projective variety, the spectral sequence
collapses from its Em+1-term yielding an algebra isomorphism H
∗(Conf (M, k)) ∼= H∗(E2, δm) ([36,
Theorem 3]). More generally, as a consequence of [4, Theorem 3.2], Felix and Thomas prove in [24,
Theorem 1] that such a collapsing property must hold when M is rationally formal (they also prove
that the collapsing fails whenM is a simply connected manifold carrying suitable non-trivial Massey
products4). Since real projective spaces are rationally formal, the above collapsibility phenomenon
holds in the case of RPn whenever n is odd (so that the orientability requirement holds). This is of
course compatible with Theorem 7.6. Indeed, since the rational cohomology rings and orientation
classes of Sn and RPn agree, the Cohen-Taylor spectral sequences for these two spaces agree up
to their m stage, after which both collapse by rational formality. This yields the isomorphism in
Remark 2.3. Of course, we have noted such a ring isomorphism when coefficients other than the
4We thank Professor Totaro for kindly pointing out that this is dealt with in [24].
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rationals are used (as long as 2 is invertible). Furthermore, in view of Theorem 7.12 (and specially
by the complexity of the relations defining J ), we would expect that an eventual description of the
Cohen-Taylor spectral sequence for a non-orientable real projective space would be more elaborate
that the one in items (a) and (b) above.
Even though our methods do not make direct use of the Fadell-Neuwirth fibration
(1) Conf (RPn − ⋆, k)→ Conf (RPn, k + 1)→ RPn,
our approach to Theorems 7.6 and 7.12 allows us to get information on the cohomology ring of
configuration spaces on punctured real projective spaces.
Theorem 2.4 (Theorem 8.1). Let R be a commutative ring with unit where 2 is invertible. For
n ≥ 2 odd, there is an isomorphism
H∗(Conf (RPn − ⋆, k);R) ∼= R[C+]/K
of R-algebras.
Theorem 2.5 (Theorem 8.4). Let R be a commutative ring with unit where 2 is invertible. For
n ≥ 2 even, there is an R-algebra isomorphism
H∗(Conf (RPn − ⋆, k);R) ∼= R[E ′]/J ′,
where the generators E ′ and the relations J ′ are detailed in Section 8.
Just as in the case of non-punctured spaces, we describe explicit fully-working additive basis for
the cohomology rings in Theorems 8.1 and 8.4 (see Theorem 8.3). In particular, the fact that all
these cohomology groups are R-free of rank independent of the actual ring R, imply:
Corollary 2.6. There is no odd torsion in the integral cohomology rings of Conf (RPn, k) and
Conf (RPn − ⋆, k).
Longoni and Salvatore show in [31, Theorem 2] that there are 3-dimensional twisted lens spaces
having the same homotopy type, but whose k-points configuration spaces fail to be homotopy
equivalent for all k ≥ 2. As a consequence of the main results of this paper, we get a new family of
examples for which the homotopy invariance of configuration spaces fails. Namely, Conf (RPn, k)
and Conf (RPn+1 − ⋆, k) are not homotopy equivalent when k ≥ 3, even though RPn ≃ RPn+1 − ⋆.
Actually, Conf (RPn, k) and Conf (RPn+1−⋆, k) do not have isomorphic cohomology groups. Indeed,
for n odd and k ≥ 3, Theorem 7.6 implies Hn−1(Conf (RPn, k)) 6= 0 while, by Theorem 8.4,
Hn−1(Conf (RPn+1 − ⋆, k)) = 0. Consequently, our results imply that
(2) Conf (RPn, k) and Conf (RPn+1 − ⋆, k) cannot even be stably homotopy equivalent.
Unlike the example by Longoni and Salvatore, the examples in (2) fail to deal with closed manifolds
of a fixed dimension. Yet our examples illustrate the importance of the two additional hypotheses in
[1, Theorem A] where Aouina and Klein prove the stable homotopy invariance of configuration spaces
assuming that the manifolds to which one takes configurations are not only homotopy equivalent
but are closed (PL) manifolds of a fixed dimension. Likewise, our results (and a standard argument
using the Serre spectral sequence) show that Conf (RPn, k) and Conf (RPn+1 − ⋆, k) cannot have
homotopy equivalent loop spaces. This now illustrates the importance of the (implicit) additional
hypotheses in [30, Theorem 0.1] where Levitt proves (in particular) a homotopy equivalence between
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the loops spaces of the k-point configuration spaces associated to two homotopy equivalent closed
manifolds of a fixed dimension.
Note that the configuration spaces Conf (Rn, k) and Conf (Rn+1, k) also illustrate the two phe-
nomena discussed in the previous paragraph. But our examples with real projective spaces are more
interesting in at least two ways. For one, we use homotopically non-trivial manifolds. Secondly, our
examples involve “really” different cohomology rings, in the sense that, unlike the examples with
Euclidean spaces, the cohomology rings H∗(Conf (RPn, k);R) and H∗(Conf (RPn+1 − ⋆, k);R) do
not just differ by a degree rescaling.
Our proofs of the results described so far use the notion of an orbit configuration space. We
describe the explicit spaces we need, as well as their cohomological properties, after recalling the
general definition of an orbit configuration space.
For a positive integer k and a topological space X with a (say left) action of a group G, the
orbit configuration space of k ordered points on X , denoted by ConfG(X, k), is the subspace of X
k
consisting of the k-tuples (x1, . . . , xk) ∈ Xk such that G · xi 6= G · xj whenever i 6= j. For instance,
we recover the definition of an (usual) ordered configuration space when G is the trivial group. Note
that the orbit configuration space ConfG(X, k) inherits the coordinate-wise action of G
k given by
(3) (g1, . . . , gk) · (x1, . . . , xk) = (g1 · x1, . . . , gk · xk).
We are interested in the antipodal action of Z2 = {±1} on the sphere Sn and on the double
punctured sphere Sn − {±⋆}, where ⋆ is some fixed base point of Sn. The cohomology rings of the
orbit configuration spaces
(4) Conf Z2(S
n, k) and Conf Z2(S
n − {±⋆}, k)
and the resulting action of (Z2)
k in their cohomology have been considered in [22, Theorems 12,
14, and 17, and Lemma 7] and in [38, Theorems 1.1 and 5.2 and Tables 1 and 2]. Unfortunately
both of these works contain a few subtle typos, mistakes, and gaps—see Remarks 4.6, 4.10, 5.4, 6.7,
and 6.8 for more precise indications. Our viewpoint corrects and extends the methods and results
in [38] (and, indirectly, in [22]) to prove, in particular, the following result (which encompasses
Theorems 4.5, 5.1, 5.3 in this paper) on the cohomology of the orbit configuration spaces in (4)5:
Theorem 2.7. Let R denote a commutative ring with unit (where 2 is not necessarily invertible).
(1) For n ≥ 2 odd6, there is an R-algebra isomorphism
H∗(Conf Z2(S
n, k);R) ∼= Λ[ιn]⊗H∗(Conf Z2(Sn − {±⋆}, k − 1);R)
where ιn has degree n and is the image of a generator in S
n under the projection on the first
coordinate Conf Z2(S
n, k)→ Sn.
(2) Assume that the characteristic of R is either zero or an odd integer. For n ≥ 2 even, there
is an R-algebra isomorphism
H∗(Conf Z2(S
n, k);R) ∼= (Λ(ιn, ω2n−1)/(2ιn, ιnω2n−1))⊗ R[B]/J
5The description of the action of (Z2)
k on H∗(Conf Z2(S
n, k);R) and on H∗(Conf Z2(S
n − {±⋆}, k);R) requires
additional preparatory considerations lying outside the displaying scope of this section. Details are provided in
Section 6 (Theorems 6.2 and 6.3 deal with the case of Conf Z2(S
n−{±⋆}, k), while Corollaries 6.4 and 6.5 deal with
the case of Conf Z2(S
n, k)).
6This restriction can be waived if the characteristic of R is 2.
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where ιn and ω2n−1 are as above, and where the generators in B (all having degree n − 1)
and the relations in J are described in (21) and its immediate considerations.
(3) For n ≥ 2, there is an R-algebra isomorphism
H∗(Conf Z2(S
n − {±⋆}, k − 1);R) ∼= R[A]/I
where the generators in A (all having degree n− 1) and the relations in I are defined in (9)
and its immediate considerations.
Just as in the case of the standard configuration spaces, we will describe explicit fully-working
additive basis for the cohomology rings of the orbit configuration spaces in Theorem 2.7.
As an application, we study the Lusternik-Schnirelmann category (LScat) and the higher topo-
logical complexities (HTC’s) of some of the orbit configuration spaces considered so far. We start
with a brief review of these categorical concepts.
The LScat arose from Lusternik-Schnirelmann’s study in the late 1920’s of the calculus of varia-
tions in the large, in particular from their results on the existence of geodesics on topological spheres.
In the case of a manifold M , LScat gives a lower bound for the number of critical points that any
smooth real-valued function on M can have. With an apparently different motivation, the notion
of HTC has been recently motivated and actively studied due to its connection with the sequential
motion planning problem in robotics. In both cases, the most espectacular achievements have come
from the homotopy facets of these invariants. Despite their differences in time and motivation, both
concepts are particular cases of Schwarz’s notion of the sectional category (or genus) of a fibration.
The sectional category of a fibration p : E → B, denoted by secat(p), is one less than the minimal
number of open sets U covering B so that p admits a local section on each U . If no such finite
cover of B exists, we agree to set secat(p) = ∞. In these terms, the LScat of a path connected
space X , cat(X), is the sectional category of the evaluation map e1 : P0(X)→ X , γ 7→ γ(1), where
P0(X) is the space of paths γ : [0, 1]→ X sending 0 to some chosen7 base point of X . Likewise, for
an integer s ≥ 2, the s-th HTC of a path connected space X , TCs(X), is the sectional category of
the evaluation map es : P (X)→ Xs, γ 7→ γ(0, 1s−1 , . . . , s−2s−1 , 1), where P (X) stands for the space of
all paths in X . The books [15, 19] contain a thorough discussion of the meaning, motivation, and
general properties of these concepts, including a list of relevant references.
For our purposes, and in order to homogenize the following statements, it will be convenient to
write TC1(X) as a substitute for cat(X). We show that the LScat and all the HTC’s of the orbit
configurations spaces in item 3 of Theorem 2.7 can be computed cohomologically (Theorem 9.4 in
this paper). For instance, Corollaries 9.2 and 9.3 in this paper can be combined into the following
assertion:
Corollary 2.8. For positive integers n and s with n > 2, TCs(Conf Z2(S
n − {±⋆}, k)) = sk − δn,s
where δn,s ∈ {0, 1} and, in fact, δn,s = 0 if s = 1 or n is odd.
The paper ends with evidence (Theorem 9.6 and Remark 9.7) for the conjecture that Corollary 2.8
can be
• extended to consider the case n = 2 and, at the same time,
• made fully precise by setting δ2,1 = 0 and δn,s = 1 if n is even and s ≥ 2.
7This definition is independent of the chosen base point.
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3. Proof methodology
The five theorems above describing cohomology rings have technically-involved and highly-compu-
tational proofs. As a result, a non-specialist reader might loose track of the global picture while
checking all needed details. Thus, in order to increase readability of our work, we now describe our
general strategy of proofs. We also take the chance to describe the organization of the paper, and
to say a few words about the need of the various hypothesis made on the cohomology coefficients.
We have already noted the coordinate-wise (Z2)
k-action on Conf Z2(S
n, k) and, by restriction,
on Conf Z2(S
n − {±⋆}, k). These actions are clearly free. As noted in [38, Proposition 2.1], the
corresponding orbit spaces are homeomorphic to Conf (RPn, k) and Conf (RPn− ⋆, k), respectively.
We thus get (Z2)
k-fold covering projection maps
(5) ρn,k : Conf Z2(S
n, k)→ Conf (RPn, k) and ρ′n,k : Conf Z2(Sn − {±⋆}, k)→ Conf (RPn − ⋆, k).
We compute the cohomology of Conf (RPn, k) and Conf (RPn − ⋆, k) via the spectral sequences as-
sociated to the coverings ρn,k and ρ
′
n,k, that is, the Serre spectral sequences
8 for the maps classifying
these two covering projections.
The first needed ingredient is, then, a description of the cohomology rings of the source spaces
of ρn,k and ρ
′
n,k. In the case of ρ
′
n,k, this is attained by means of an inductive process based on
the analysis of the Serre spectral sequences of the fibrations Conf Z2(S
n−{±⋆}, k)→ Conf Z2(Sn −
{±⋆}, k − 1) given by projection on the first k − 1 coordinates. All these spectral sequences have
simple systems of coefficients, collapse, and by sparseness cannot have additive extension problems
(for any cohomology coefficients). The assembling of the multiplicative structure from that of their
E∞ term has to be worked out carefully, though, and this is where the work in [38] has to be
diligently reviewed and corrected. This initial step is completed in Section 4.
The information above allows us to compute the cohomology of the source space of ρn,k via the
Serre spectral sequence of the fibration
(6) Conf Z2(S
n − {±⋆}, k − 1)→ Conf Z2(Sn, k)→ Sn,
where the second map is projection on the first coordinate. This spectral sequence has a simple
system of coefficients (just because n ≥ 2) and collapses when n is odd, but it has a single layer of
non-trivial differentials when n is even. Multiplication by 2 plays a key role in such differentials,
and this is where we use the additional hypothesis in item 2 of Theorem 2.7—so that multiplication
by 2 yields a monomorphism. In characteristic 2, the spectral sequence collapses for an even n
too, yielding of course the output in item 1 of Theorem 2.7. In either case, there are no (additive
or multiplicative) extension problems in the resulting E∞ term, and this yields on the nose the
multiplicative structure in item 2 of Theorem 2.7. (The lack of extensions problems is forced by
sparseness if n > 2, but an additional argument using Brown representability is needed when n = 2,
which is our novel contribution in this step, as the case n = 2 is not dealt with in [38, Theorem 5.2].)
All this is reviewed in more detail in Section 5.
Our fully novel work starts in Section 6, where we take the first steps in the determination of the
E2-terms of the Serre spectral sequences of the classifying maps of the two coverings ρn,k and ρ
′
n,k.
8In this paper we use without further notice the standard fact that, for a commutative ring with unit R, the Serre
spectral sequence associated to a fibration π : E → B with fiber F has E2 term given by Ep,q2 = Hp(B;Hq(F ;R)),
where the system of coefficients can be non-trivial, and converges as an algebra to H∗(E;R).
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Indeed, we describe the system of local coefficients in those spectral sequences, that is, the action
of (Z2)
k on the cohomologies of Conf Z2(S
n, k) and Conf Z2(S
n−{±⋆}, k). As explained in detail in
Section 6, a very important point in our approach arises from the observation that the cohomology
of the latter space admits in fact an action of (Z2)
k+1. The extended action is better explained
(after shifting the index k) by recalling that Conf Z2(S
n − {±⋆}, k − 1) is the fiber in (6).
The explicit description of the E2-term of the spectral sequence for ρn,k is currently unknown
(and might turn out to be a hard task to accomplish) in the general case, but its analysis is greatly
simplified in this paper by assuming in Theorems 7.6 and 7.12 that 2 is invertible. Indeed, since
the cardinality of (Z2)
k—a power of 2—kills the positive dimensional cohomology of (Z2)
k (with
any coefficients), the invertibility of 2 implies that the spectral sequence for ρn,k is concentrated
on the “fiber” axis. The collapsing of the spectral sequence then comes for free, yielding that the
cohomology ring of the target space of ρn,k can be described as the subring of (Z2)
k-invariants. The
explicit description of this subring of invariants is the central task in Section 7, where the hypothesis
that 2 is invertible is used once again in order to simplify calculations. Indeed, in earlier versions
of this work, the computation of (Z2)
k-invariants was worked out by brute force in several pages
of hard calculations. But eventually we realized that the task can be drastically simplified with a
suitable change of basis—which only makes sense when 2 is invertible (see (42) and (52)).
Lastly, Section 8 deals with calculations analogous to those in Section 7, but now in the “punc-
tured” case, and Section 9 deals with the applications to the LScat and the HTC’s.
4. The cohomology of Conf Z2(S
n − {±⋆}, k)
Readers wishing to use [38, Theorem 1.1] need to be aware that there is a subtle (but critical)
typo in the given presentation of the cohomology ring of Conf Z2(S
n − {±⋆}, k) (see Remark 4.6).
Realizing the problem is not an easy task, as the descriptive arguments provided in [38] avoid
explicit computational details. To mend the situation, in this section we review the methods in
Sections 3 and 4 of [38], going into great details in order to fix the cohomology presentation.
Let R denote a commutative ring with unit where 2 is not necessarily invertible. All cohomol-
ogy rings in this section will be considered with coefficients in R unless otherwise stated. Also,
throughout this section n will denote an integer greater than 1.
Let us start by recalling that the cohomology ring of Conf (Rn, k) was first computed in [13].
The following description follows the notation in [9, p. 22]. For 1 ≤ j < i ≤ k, consider the maps
p′i,j : Conf (R
n, k) −→ Sn−1 given by
p′i,j(x1, . . . , xk) =
xi − xj
‖xi − xj‖ .
Let ιn−1 ∈ Hn−1(Sn−1;R) denote the cohomology fundamental class of Sn−1, and set A′i,j =
p′i,j
∗(ιn−1).
Lemma 4.1. As an R-algebra, H∗(Conf (Rn, k);R) is generated by the (n−1)-dimensional elements
A′i,j, for 1 ≤ j < i ≤ k, subject to the relations
(7) A′r,jA
′
r,i = A
′
i,j(A
′
r,i −A′r,j)
for r > i ≥ j.
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Lemma 4.1 can be checked inductively using the Fadell-Neuwirth fibrations Conf (Rn, k) →
Conf (Rn, k − 1) given by projection onto the first k − 1 coordinates. The argument will be mim-
icked in the proof of Theorem 4.5 below—the central result in this section—in order to deal with
Conf (Sn − {±⋆}, k). For this to work, we of course need to know that orbit configuration spaces
satisfy:
Lemma 4.2 ([38, Lemma 2.3]). Let X be a manifold with a properly discontinuous action of a
finite group G. If the orbit space X/G is a manifold and l < k, then the projection ConfG(X, k)→
ConfG(X, l) onto the first l coordinates is a locally trivial bundle with fiber ConfG(X −QGl , k − l).
Here QGl denotes the union of l disjoint orbits.
Remark 4.3. It will be convenient to work with the following slight reinterpretation of the orbit
configuration spaces Conf Z2(S
n − {±⋆}, k). Stereographic projection from ⋆ yields a homoeomor-
phism Sn − {±⋆} ∼= Rn − {0}. In these terms, the Z2-antipodal action on the punctured sphere
takes the form τ(x) = − x
‖x‖2
for x in the punctured Euclidean space Rn−{0}, where τ ∈ Z2 stands
for the generator (see [38, p. 4]). This is the action to be considered on the left hand side of the
resulting homeomorphism Conf Z2(R
n − {0}, k) ∼= Conf Z2(Sn − {±⋆}, k).
Remark 4.4. As explained in the paragraph containing (6), a central point in this paper is the de-
termination of the cohomology of Conf Z2(S
n, k) from knowledge of the cohomology of Conf Z2(R
n−
{0}, k − 1). With this in mind, and in order to avoid readjusting notation later in the paper, in
this section we set notation to study the orbit configuration space Conf Z2(R
n−{0}, k− 1)—rather
than the orbit configuration space in the title of this section.
With this preparation, the last ingredient before stating the main result in this section is the
definition of elements Ai,j ∈ Hn−1(Conf Z2(Rn − {0}, k − 1);R) playing a role analogous to that
played by the elements A′i,j . Explicitly, for 0 ≤ |j| < i < k, we set Ai,j = p∗i,j(ιn−1) where, as above,
ιn−1 is the cohomology fundamental class of S
n−1, and the maps pi,j : Conf Z2(R
n−{0}, k−1)→ Sn−1
are given by
pi,0(x1, . . . , xk−1) =
xi
‖xi‖ ;
pi,j(x1, . . . , xk−1) =
xi − xj
‖xi − xj‖ , if j > 0;(8)
pi,−j(x1, . . . , xk−1) =
xi − τxj
‖xi − τxj‖ , if j > 0.
Lastly, we put
(9) A = {Ai,j, | 1 ≤ j < i < k} ∪ {Ai,−j | 1 ≤ j < i < k} ∪ {Ai,0 | 1 ≤ i < k}.
Theorem 4.5 ([38, Theorem 1.1]). For n, k ≥ 2, there is a graded R-algebra isomorphism
(10) H∗(Conf Z2(R
n − {0}, k − 1);R) ∼= R[A]/I
where I denotes the ideal generated by the following relations:
(a) For 0 ≤ j < i < k,
A2i,j = A
2
i,−j = 0.
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(b) For 1 ≤ i < r < k,
Ar,0Ar,i = Ai,0(Ar,i − Ar,0),
Ar,0Ar,−i = (−1)nAi,0(Ar,−i − Ar,0),
Ar,iAr,−i = (−1)nAi,0(Ar,−i − Ar,i).
(c) For 1 ≤ j < i < r < k,
Ar,jAr,i = Ai,j(Ar,i − Ar,j),
Ar,jAr,−i = (−1)n(Aj,0 + Ai,0 − Ai,−j)(Ar,−i − Ar,j),
Ar,iAr,−j = (−1)nAi,−j(Ar,−j − Ar,i),
Ar,−jAr,−i = (−1)n(Ai,0 − Ai,j + (−1)nAj,0)(Ar,−i −Ar,−j).
Further, (10) is R-free and an additive basis is given by the monomials Ai1,j1 · · ·Air,jr with iℓ < iℓ′
whenever ℓ < ℓ′.
Remark 4.6. The relations given in [38, Theorem 1.1] for the products of the generators Ai,j
contain a (small but critical) typo. Namely, the product Ar,jAr,−i is not equal to (−1)n(Aj,0+Ai,0−
Ai,j)(Ar,−i − Ar,j), as it is claimed there, but rather to the expression in (c) above.
Before going into full details, we describe the plan of proof for Thereom 4.5. Since the case k = 2
is obvious, we can safely assume k ≥ 3. We first work inductively with the fibration
(11) (Rn − {0})−QZ2k−2 → Conf Z2(Rn − {0}, k − 1)→ Conf Z2(Rn − {0}, k − 2)
given by projection onto the first k − 2 coordinates (Lemma 4.2). We show that the correspond-
ing Serre spectral sequence has a trivial system of coefficients and collapses from its E2 term
(Lemma 4.9). This yields the additive structure in (10). The determination of the multiplicative
structure requires dealing, in a term-by-term basis, with each relation defining I. The method is
the same in all cases, and we only give full details in a representative situation, namely the one
correcting the typo in [38, Theorem 1.1] observed in Remark 4.6. The general idea is to reduce the
problem to the case k = 4 by using a naturality argument (based on Lemma 4.12); a suitable map
Conf Z2(R
n−{0}, 3)→ Conf (Rn, 3) (defined in Lemma 4.13) then allows us to “import” the desired
relation from the known multiplicative structure in Lemma 4.1.
Completing the proof details for the strategy just sketched requires an additional key ingredient.
Namely, we consider maps fi,j : S
n−1 −→ Conf Z2(Rn − {0}, 3), 0 ≤ |j| < i < 4, defined by
f1,0(x) = (x, 2e, 3e), f2,0(x) = (e,
x
2
, 3e), f2,1(x) = (e, e+
x
2
, 3e),
f2,−1(x) = (e,−e+ x
2
, 3e), f3,0(x) = (e,
3
2
e,
x
2
), f3,1(x) = (e,
3
2
e, e +
x
3
),(12)
f3,2(x) = (e,
3
2
e,
3
2
e+
x
4
), f3,−1(x) = (e,
3
2
e,−e + x
4
), f3,−2(x) = (e,
3
2
e,−2
3
e +
x
4
),
where e = (1, 0 . . . , 0) ∈ Rn. The straightforward verification of the following result is left as an
exercise for the reader.
Lemma 4.7. Let 0 ≤ |j| < i < 4 and 0 ≤ |s| < r < 4. The composite pr,sfi,j is nullhomotopic
unless r = i and s = j in which case pr,sfr,s ≃ identity.
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With all the pieces in place, we finally start with the detailed arguments leading to the planned
proof of Theorem 4.5. To begin with, note that the fiber in (11) has the homotopy type of a wedge
of 2k − 3 copies of the (n− 1)-dimensional sphere:
(13) (Rn − {0})−QZ2k−2 ≃
∨
2k−3
Sn−1.
Lemma 4.8. The classes Ak−1,j ∈ Hn−1(Conf Z2(Rn − {0}, k − 1);R), 1 − k < j < k − 1, restrict
under the fiber inclusion of (11) to the standard basis of Hn−1(
∨
2k−3 S
n−1).
Proof. Think of the indicated fiber as {q1} × · · · × {qk−2} ×
(
(Rn − {0})−QZ2k−2
)
, i.e. as lying
over a fixed point (q1, . . . , qk−2) ∈ Conf Z2(Rn − {0}, k − 2) where QZ2k−2 = {q1, τ · q1, . . . , qk−2, τ ·
qk−2}. In these terms, the inclusions of the wedge-summand spheres appearing in the homotopy
equivalence (13) can be indexed by points in Q := {0} ∪QZ2k−2. Namely, for q ∈ Q, the inclusion ιq
of the q-th wedge summand sphere into the fiber is realized up to homotopy by the obvious degree-1
map which sends Sn to {q1} × · · · × {qk−2} × Σq, where Σq is the sphere of radius r centered at
q, and r is small enough so that no point in Q− {q} lies in the convex hull determined by Σq. If
we set q0 = 0 and qj = τ · q−j for 2 − k ≤ j < 0, so that Q = {qj}2−k≤j≤k−2, then we see directly
from the definition of the maps pk−1,j that the composite pk−1,j′ ◦ iqj is nullhomotopic if j 6= j′, but
has degree ±1 if j = j′. Consequently, Ak−1,j restricts under the fiber inclusion to the generator
corresponding to the qj-th sphere in (13). 
Lemma 4.9. The three spaces in (11) are (n− 2)-connected and have cohomology concentrated in
dimensions divisible by n − 1. Furthermore, the system of local coefficients in (11) is trivial, and
the corresponding Serre spectral sequence collapses.
Proof. The base space in (11) has the homotopy type of Sn−1 when k = 3. Therefore, the assertion
about the connectivity of the spaces follows from an inductive argument (on k) using (13) and the
long exact sequence in homotopy groups of (11).
Since the cohomology assertion is obvious for n = 2, it suffices to prove it for n > 2. In such
a case, all spaces in (11) are simply connected, so that the local system of coefficients is forced to
be trivial. Assume inductively that, just as for the fiber, the cohomology of the base space in (11)
is concentrated in dimensions divisible by n − 1. Then the spectral sequence under consideration
collapses by sparseness, and the cohomology of the total space is forced to be concentrated in
dimensions divisible by n− 1 too.
The previous argument takes care of the assertions about the behavior of the spectral sequence
when n > 2 (trivial local coefficients and collapsibility). In any case, the assertion for n ≥ 2 follows
from Lemma 4.8 and the fact that, if F → E → B is a fibration for which H∗(E;R) → H∗(F ;R)
is surjective, then the corresponding Serre spectral sequence collapses and has a trivial system of
local coefficients (see [7, Theorem 14.1] or [33, Theorem 4.4]). 
Remark 4.10. The final task in the proof above, namely the surjectivity of in cohomology of the
fiber inclusion in (11) when n = 2, is addressed in [22, Remark 10]. However, that argument is
flawed as it uses [22, Lemma 7(iv)] which, as explained in Remark 6.8, leads to inconsistencies.
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Proof of the additive assertion in Theorem 4.5. We need to assemble the cohomological information
coming from the spectral sequences for each of the (vertical) fibrations in the tower
Conf Z2(R
n − {0}, k − 1)

∨
2k−3 S
n−1oo
Conf Z2(R
n − {0}, k − 2)

∨
2k−5 S
n−1oo
...

Conf Z2(R
n − {0}, 2)

∨
3 S
n−1oo
Rn − {0} ∼= Sn−1.
For the fibration in the bottom of the tower, we know that E2 = E∞, which evidently is a
(doubly graded) free R-module. In particular, all possible extensions are trivial when recovering
H∗(Conf Z2(R
n−{0}, 2);R) from its (R-free) graded associated E∞. Consequently, H∗(Conf Z2(Rn−
{0}, 2);R) is R-free too. Working our way upwards in the tower, the argument above repeats, and
we deduce that, just as in the case of the bottom fibration, none of the spectral sequences for the
fibrations in the tower has non-trivial extensions, and H∗(Conf Z2(R
n − {0}, k − 1)) is R-free. In
fact, we get an R-module isomorphism
(14) H∗(Conf Z2(R
n − {0}, k − 1);R) ∼= M1 ⊗M2 ⊗ · · · ⊗Mk−1
where Mi is the R-free module generated by the zero dimensional class 1 and by the (n − 1)-
dimensional spherical classes {Ai,0}∪ {Ai,j, Ai,−j}1≤j<i. This gives the assertion about the additive
structure in Theorem 4.5. 
The remaining of the section deals with the ideas leading to the multiplicative structure in
Theorem 4.5, thus, we assume k ≥ 4 (the multiplicative structure is evidently trivial for k = 3).
The tensor products in (14) reflects part of the structure, but this does not account for products of
elements in a given Mi. Namely, although a product Ai,j1Ai,j2 is trivial at the level of the spectral
sequence, it is usually non-zero at the cohomology level, and we need to give its expression in terms
of the additive basis. As already noted, we will determine in full detail such expression only in the
representative case of the relation fixing the typo in [38, Theorem 1.1]. Namely:
Proposition 4.11. Let 0 < j < i < r < k. Then Ar,jAr,−i = (−1)n(Aj,0+Ai,0−Ai,−j)(Ar,−i−Ar,j).
Proposition 4.11 follows immediately from Lemmas 4.12 and 4.13 below using (7) with (r, i, j) =
(3, 2, 1).
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Lemma 4.12. Let 0 < j < i < r < k. The map πr,i,j : Conf Z2(R
n − 0, k − 1)→ Conf Z2(Rn − 0, 3)
given by πr,i,j(x1, . . . , xk−1) = (xj , xi, xr) satisfies
π∗r,i,j(A1,0) = Aj,0, π
∗
r,i,j(A2,0) = Ai,0, π
∗
r,i,j(A2,1) = Ai,j,
π∗r,i,j(A2,−1) = Ai,−j, π
∗
r,i,j(A3,0) = Ar,0, π
∗
r,i,j(A3,1) = Ar,j,
π∗r,i,j(A3,2) = Ar,i, π
∗
r,i,j(A3,−1) = Ar,−j, π
∗
r,i,j(A3,−2) = Ar,−i.
Lemma 4.13. The map α : Conf Z2(R
n − {0}, 3) −→ Conf (Rn, 3) given by α(x, y, z) = (x, τy, z)
satisfies α∗(A′3,2) = A3,−2, α
∗(A′3,1) = A3,1, and α
∗(A′2,1) = (−1)n(A1,0 + A2,0 −A2,−1).
All equalities in Lemmas 4.12 and 4.13 follow from the definitions, except for the formula
α∗(A′2,1) = (−1)n(A1,0 + A2,0 − A2,−1) which follows from Lemma 4.7 and:
Lemma 4.14. For 0 ≤ |j| < i < 4, let di,j stand for the degree of the composition p′2,1αfi,j : Sn−1 →
Sn−1. Then di,j = 0 except for d1,0 = d2,0 = (−1)n and d2,−1 = (−1)n+1.
Proof. A straightforward calculation gives
p′2,1αf1,0(x) = N(
−e
2
− x) = −N(e
2
+ x),(15)
p′2,1αf2,0(x) = N(−2x− e) = −N(2x+ e),(16)
p′2,1αf2,1(x) = N(τ(e +
x
2
)− e),(17)
p′2,1αf2,−1(x) = N(τ(−e +
x
2
)− e) = −N(−e + x
2
+ ‖−e + x
2
‖2e),(18)
p′2,1αf3,0(x) = p
′
2,1αf3,1(x) = p
′
2,1αf3,2(x)(19)
= p′2,1αf3,−1(x) = p
′
2,1αf3,−2(x),
where N : Rn − {0} −→ Sn−1 is the normalization map and, as in (12), e = (1, 0, . . . , 0) ∈ Rn. The
maps in (15) and (16) are obviously homotopic to the antipodal map so that d1,0 = d2,0 = (−1)n.
On the other hand, d2,1 = 0 since the map in (17) is homotopic to the constant map. Actually,
p′2,1αf2,1 is not a surjective map: e is not in the image because e is not enclosed by the image of
τ(e+ x
2
). All the maps in (19) are obviously constant, so the corresponding degrees d3,j are trivial.
Lastly and most interesting is the identification of the degree of the map in (18), the bulk of this
proof.
Let F : R × Rn −→ Rn be the map given by F (t, (t1, t2, . . . , tn)) = (tt1, t2, . . . , tn). Note that
F (1, x) = x and F (−1, x) is x reflected across the hyperplane t1 = 0. As a map Sn−1 −→ Sn−1, (18)
becomes
−N
(
−e+ x
2
+
∥∥∥−e + x
2
∥∥∥2 e) = −N (F (1, x
2
)
+
(
−1 +
∥∥∥−e + x
2
∥∥∥2) e)
≃ −N
(
F
(
−1, x
2
)
+
(
−1 +
∥∥∥−e + x
2
∥∥∥2) e) .
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The homotopy is given by
−N
(
F
(
t,
x
2
)
+
(
−1 +
∥∥∥−e + x
2
∥∥∥2) e) , for t ∈ [−1, 1],
and we next check it is well defined: Suppose there exist t ∈ [−1, 1] and x = (t1, . . . , tn) ∈ Sn−1
such that F (t, x
2
) + (−1 + ‖−e + x
2
‖2)e = 0. Then F (t, x
2
) = (1 − ‖−e + x
2
‖2)e and so we have
tt1
2
= 1− ‖−e+ x
2
‖2 and ti = 0 for i > 1. The latter condition, in turn, implies t1 = ±1.
If t1 = 1, then
t
2
= 1− ‖−e+ e
2
‖2 = 1− ‖− e
2
‖2 = 3
4
, so t = 3
2
> 1.
If t1 = −1, then − t2 = 1− ‖−e− e2‖2 = 1− ‖−3e2 ‖2 = −54 , so t = 52 > 1.
Both assumptions lead to a contradiction, so the homotopy is well defined.
Next we prove that, as maps Sn−1 → Sn−1,
−N
(
F
(
−1, x
2
)
+
(
−1 +
∥∥∥−e + x
2
∥∥∥2) e) ≃ −N (F (−1, x
2
))
.
This time the homotopy is
−N
(
F
(
−1, x
2
)
+ t
(
−1 +
∥∥∥−e + x
2
∥∥∥2) e) , for t ∈ [0, 1],
which is well defined: Suppose F (−1, x
2
) + t(−1+ ‖−e+ x
2
‖2)e = 0 for some x = (t1, . . . , tn) ∈ Sn−1
and some t ∈ [0, 1]. Then F (−1, x
2
) = t(1 − ‖−e + x
2
‖2)e and so we have − t1
2
= t(1 − ‖−e + x
2
‖2)
and ti = 0 for i > 1. The latter condition, in turn, implies t1 = ±1.
If t1 = 1, then −12 = t(1− ‖−e + e2‖2) = t(1− ‖− e2‖2) = t34 , so t = −23 < 0.
If t1 = −1, then 12 = t(1− ‖−e− e2‖2) = t(1− ‖−3e2 ‖2) = −t54 , so t = −25 < 0.
Both assumptions lead to a contradiction, so the homotopy is well defined. We conclude
p′2,1αf2,−1(x) ≃ −N
(
F
(
−1, x
2
))
= −N (F (−1, x))
which is clearly a map of degree (−1)n+1. 
5. The cohomology of Conf Z2(S
n, k)
In this section we review the third named author’s work in Sections 4 and 5 of [38] where the
cohomology algebra H∗(Conf Z2(S
n, k);R) is computed for n > 2. There is nothing to correct this
time, so we omit proof details. Yet, the global picture is reviewed in enough detail so to be in
position of extending the computation for n ≥ 2. This section’s strategy is rather straightforward,
and has been described in a fairly detailed way in Section 3. We therefore get into business right
away.
Xicotencatl’s method is to look at the Serre spectral sequence associated to the fibration in (6)
which, in the current notation, takes the form
(20) Conf Z2(R
n − {0}, k − 1)→ Conf Z2(Sn, k)→ Sn.
Since n ≥ 2, Sn is simply connected, so the corresponding system of local coefficients is trivial.
Also, Sn has torsion-free cohomology, so that the spectral sequence starts with
Ep,q2
∼= Hp(Sn;Hq(Conf Z2(Rn − {0}, k − 1);R)) ∼= Hp(Sn;R)⊗Hq(Conf Z2(Rn − {0}, k − 1);R).
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For n odd, a nowhere vanishing vector field on Sn easily yields a section for (20), consequently the
spectral sequence collapses (cf. [22, Proposition 13] and [38, Proposition 4.1]), and we have:
Theorem 5.1 ([22, Proposition 14],[38, Proposition 5.2(a)]). For n ≥ 2 odd, there is an R-algebra
isomorphism H∗(Conf Z2(S
n, k);R) ∼= H∗(Sn;R)⊗H∗(Conf Z2(Rn − {0}, k − 1);R).
Remark 5.2. Part of the assertion in Theorem 5.1 is, of course, that the multiplicative structure
in E∞ = E2, which is the tensor product of the multiplicative structures for the base and fiber,
gives the multiplicative structure of H∗(Conf Z2(S
n, k);R). Such a fact can be seen by sparseness.
Namely, by Lemma 4.9, the non-zero groups in the spectral sequence are located in spots indicated
by bullets in the picture
✻
✲• •
• •
• •
• •
❍❍❍❍❍❍❍❍
❍❍
❍❍❍❍❍❍❍❍
❍❍
❍❍❍❍❍❍❍❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍❍ ❍❍
❍❍
❍❍
❍❍
❍❍ ❍❍
❍❍
❍❍
❍❍
❍❍
...
0
0
n
n− 1
2n− 2
3n− 3
Here slanted lines indicate families of groups in a fixed total degree (i.e. slope −1). But since n ≥ 3,
we see n − 1 < n < 2n − 2 < 2n − 1 < 3n − 3 < 3n − 2 < 4n − 4 < · · · , so that there is a single
non-trivial group in each slanted line. Consequently, a product that is trivial in the E∞ term, has
to be trivial also in the cohomology of the total space.
For n even, the only family of possibly non-trivial differentials d
0,i(n−1)
n : E
0,i(n−1)
n → En,(i−1)(n−1)n
is determined by dn(Ai,j) = 2ιn for all Ai,j ∈ A (cf. [22, Proposition 13] and [38, Proposition 4.1]).
In particular, if the characteristic of R is 2, the conclusion of (and argument for) Theorem 5.1 holds
also for any even n, yielding the output in item 1 of Theorem 2.7 (but the sparseness argument
given in Remark 5.2 for the multiplicative structure does not apply when n = 2; instead we use the
argument based on Brown representability given in the proof of Theorem 5.3 below).
We close the section with a description of the R-cohomology algebra of Conf Z2(S
n, k) for n even
under the additional hypothesis that the characteristic of R is either zero (e.g. R = Z or R = Q)
or an odd integer (e.g. R = Zt, odd t), so that the map R → R given by multiplication by 2 is
injective. Both hypothesis, on n and on R, will be in force throughout the rest of this section.
It will be convenient to make a change of basis by defining Bi,j = Ai,j −A1,0, for |j| < i < k, and
(21) B = {Bi,j | |j| < i < k and 1 < i}.
A straightforward computation shows that a product of two given elements in B satisfies the exact
same relation holding for the product of the corresponding two elements in A (keeping in mind
that, by definition, B1,0 = 0). For instance, the case i = 1 in the first relation in item (b) of
Theorem 4.5 becomes Br,0Br,1 = 0 for 1 < r < k. Let us denote by J the resulting set of relations
among the Bi,j’s. In particular, it is clear that, starting with the basis described in Theorem 4.5,
namely the monomials Ai1,j1 · · ·Air ,jr which are ordered in the sense that iℓ < iℓ′ whenever ℓ < ℓ′,
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a new basis for H∗(Conf Z2(R
n −{0}, k− 1);R) is obtained by replacing each factor Ai,j with i > 1
by the corresponding Bi,j (but factors A1,0 remain unchanged). There result two types of new basis
elements depending on whether or not A1,0 appears in the monomial. It is also clear from the
hypothesis on the characteristic of R, and from the fact that the differential dn sends every Ai,j to
2ιn that, in the new basis, monomials not including A1,0 as a factor are permanent cycles in the
spectral squence, whereas the rest of the new basis elements inject under dn onto 2ιn · B where B is
multiplicatively generated by B. This situation is best organized as follows: Let K = ker d0,n−1n , the
(free) R-module with basis B, and let Kj denote the R-module generated by products of j factors
in K, where K0 and K−1 are set to be R and 0 respectively. Then a basis for Kj is given by the
elements of degree j(n− 1) in the above modified basis for H∗(Conf Z2(Rn − {0}, k − 1);R) which
do not contain the factor A1,0, i.e. by the ordered monomials in the B’s with j factors. Note in
particular that Kk−1 = 0.
It is then clear that the only non-trivial terms in the (n + 1)-stage of the spectral sequence are
given by
E
0,j(n−1)
n+1 = K
j , for 0 ≤ j ≤ k − 2;
E
n,j(n−1)
n+1 = ιnA1,0K
j−1 ⊕ (ιnKj)2, for 0 ≤ j ≤ k − 1;
where (−)2 denotes the mod 2 reduction of the given module (that is, tensoring with Z2). The
spectral sequence obviously collapses from this point on and, since the groups E0,q∞ are R-free, there
are no extension problems when assembling the cohomology of Conf Z2 out of E∞. Lastly, just as
in Remark 5.2, sparseness implies that, for n > 2, the multiplicative structure of the cohomology
of the total space agrees with that in the E∞-term of the spectral sequence. We thus get the n > 2
case of:
Theorem 5.3. Assume that the characteristic of R is either zero or an odd integer. For even n ≥ 2
there is an isomorphism of graded R-algebras
H∗(Conf Z2(S
n, k);R) ∼= R[B]/J ⊗ Λ(λ, ω)/(2λ, λω)
where λ and ω are represented in the spectral sequence by ιn and ιnA1,0 respectively (thus the degrees
of λ and ω are n and 2n− 1 respectively).
Proof. It only remains to argue the assertion about the multiplicative structure when n = 2. (The
issue is mentioned without an explanation by Feichtner and Ziegler on the first half of page 100 in
[22].) So, assuming n = 2, we have to show that the square of any Bi,j is still zero as a class in the
cohomology of the total space. In other words, we have to argue the impossibility that
(22) some element B2i,j is represented in the spectral sequence by the (non-trivial!) class of ι2.
(Note that such a possibility cannot be overruled just by anticommutativity: Since each Bi,j is a
1-dimensional class, the equality 2B2i,j = 0 holds even in the cohomology of the total space. But of
course we know 2ι2 = 0 in the cohomology of the total space.) The fact that (22) does not hold
comes from Brown representability when the coefficients are Z. That is, 1-dimensional cohomology
classes with coefficients in Z are spherical, and so their squares are forced to be trivial. For other
coefficients R the assertion holds since the definition of the classes Bi,j is natural with respect to
the canonical ring morphism Z→ R. 
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Note that R[B]/J =⊕0≤j≤k−2Kj , a basis of which has already been described. In the E∞ term
of the spectral sequence, this R-subalgebra corresponds to the left hand side tower supported by 1.
Besides, two additional “copies” of this tower show up: one copy (tensored with Z2) is supported
by λ, and a second copy (shifted one level up) is supported by ω, as shown in Figure 1.
n− 1
2(n− 1)
(k − 2)(n− 1)
(k − 1)(n− 1)
...
...
...
1 λ
ω
Figure 1. H∗(Conf Z2(S
n, k);R) for even n.
Remark 5.4. The additive version of Theorem 5.3 is obtained in [38, Theorem 5.2, items (b)
and (c)] assuming implicitly n > 2. On the other hand, for n > 2, the multiplicative relations
among generators in Theorems 4.5 and 5.3 (indirectly) correct those found in [22, Propositions 11
and 16, and Theorem 17]. In fact, the multiplicative relations described by Feichtner and Ziegler
in [22, Proposition 11] for their generators in the cohomology of Conf Z2(R
n − {0}, k − 1)) lead to
inconsistencies. We illustrate the problem using Feichtner-Ziegler’s notation, which the reader is
assumed to be familiar with. (In particular, the notation for the fiber in (20) will momentarily
change to F〈ϕ〉(R
k \{0}, n)). Take 1 ≤ i < j ≤ n, and let k be odd (so that the generators ci, c+i,j, c−i,j
are even dimensional and, therefore, commute without introducing signs). Then Lemma 7 and
Proposition 11 in [22] imply
c−i,jc
+
i,j + ci(c
+
i,j + c
−
i,j) = 0 = Ai(0) = Ai
(
c−i,jc
+
i,j + ci(c
+
i,j + c
−
i,j)
)
= c−i,jc
+
i,j − ci(c+i,j + c−i,j).
This yields cic
+
i,j + cic
−
i,j = 0, if we work with integral coefficients. However the latter relation
contradicts the second item in Proposition 8 of [22].
6. (Z2)
k-action
As in previous sections, R stands for a commutative ring with unit. Let (Z2)
k = 〈ǫ1, ǫ2, . . . , ǫk〉
where ǫi is the generator in the i-th coordinate, and recall the coordinate-wise (Z2)
k-action (3) on
Conf Z2(S
n, k). By abuse of notation we also use the notations
ǫi : Conf Z2(S
n, k)→ Conf Z2(Sn, k) and ǫi : H∗(Conf Z2(Sn, k);R)→ H∗(Conf Z2(Sn, k);R)
for the corresponding induced maps. A formula for the resulting (Z2)
k-action on the cohomology
ring H∗(Conf Z2(S
n, k);R) was stated for k ≤ 3 in [38, Tables 1 and 2] with most details omitted.
Here we generalize Xicote´ncatl’s result for all k, providing full details, and correcting his description
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for k = 3. The task will be attained by working, once again, with the Serre spectral sequence of
(20). In short, we determine the action of each ǫi on the cohomology of the total space of (20) by
first understanding its action on the cohomology of the base and the fiber spaces.
The fact that (Z2)
k acts on the cohomology of the base and fiber of (20) (and, for that matter, on
the corresponding spectral sequence) deserves some explanation. The situation for ǫi with i > 1 is
elementary as, then, ǫi : Conf Z2(S
n, k)→ Conf Z2(Sn, k) lies over the identity on Sn and so preserves
all the fibers in (20). By abuse of notation we also write ǫi for the identity on S
n, for any of the
restricted maps to fibers, as well as for any of the corresponding induced maps in cohomology. In
fact, by functoriality, ǫi : Conf Z2(S
n, k)→ Conf Z2(Sn, k) determines a Z2-action, also referred to as
ǫi, on the whole spectral sequence of (20). For instance, as observed above, this spectral sequence
Z2-action is the identity on classes coming from the base space. The important fact to note is
that, again by functoriality, the ǫi-action on the spectral sequence converges to the ǫi-action on the
cohomology of the total space.
The above simple situation does not hold for ǫ1, and we next review the way this issue is dealt
with in [38, Section 6]. Start by noticing that ǫ1 covers the antipodal map. Consider the rotation
R =
(
In−1 0
0 −I2
)
∈ SO(n+ 1)
that interchanges the north and south poles N = (0, . . . , 0, 1) and S = (0, . . . , 0,−1) ∈ Sn. The
restriction of R to Sn is Z2-equivariant and it is Z2-equivariantly isotopic to the identity. Therefore
it induces a map R×k : Conf Z2(S
n, k) −→ Conf Z2(Sn, k) homotopic to the identity fitting in the
commutative diagram
Conf Z2(S
n, k)
π1

R×k◦ǫ1
// Conf Z2(S
n, k)
π1

Sn
−R
// Sn.
Since −R fixes the north pole N , R×k ◦ǫ1 restricts to a self map ǫ′1 on the corresponding fiber. Then
we are in a situation similar to the one in the previous paragraph. Namely, R×k◦ǫ1 : Conf Z2(Sn, k)→
Conf Z2(S
n, k) induces a self map of the spectral sequence of (20) which, at the level of the base
space is induced by −R and, at the level of the fiber space is induced by ǫ′1. As above, funtoriality
implies that this self map of spectral sequences converges to the self map induced by R×k ◦ ǫ1.
But the latter self map is simply the one induced by ǫ1 : Conf Z2(S
n, k) → Conf Z2(Sn, k), as R×k
is homotopic to the identity. Consequently, the action of ǫ1 on the cohomology of the total space
of (20) can be traced back in the spectral sequence via the actions of ǫ′1 on the cohomology of the
fiber, and of −R on the cohomology of the base space of (20). By (the now standard) abuse of
notation, we will use the notation ǫ1 for the above two Z2-actions on the cohomologies of the base
and fiber spaces of (20), and for the spectral sequence Z2-action described in this paragraph.
Note that ǫ′1—i.e. R
×k ◦ ǫ1 restricted to the fiber Conf Z2(Sn−{±⋆}, k− 1)—is given by R×(k−1).
An easy check shows that, after removing the poles and taking into account the stereographic
projection, the map R induces the map R˜ : Rn−{0} −→ Rn−{0} given by R˜(x) = x¯ / ‖x‖2 where
x¯ = (t1, . . . , tn−1,−tn) for x = (t1, . . . , tn). Thus, in terms of the homeomorphism explained at the
end of Remark 4.3, the self map ǫ′1 : Conf Z2(R
n − {0}, k − 1)→ Conf Z2(Rn − {0}, k − 1) takes the
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form
ǫ′1(x1, . . . , xk−1) = (R˜(x1), . . . , R˜(xk−1))
which, by (a final) abuse of notation, we denote by ǫ1 from now on. Likewise, from the comments
at the beginning of Remark 4.3, we see that, for 2 ≤ i ≤ k, the restricted map ǫi : Conf Z2(Rn −
{0}, k − 1)→ Conf Z2(Rn − {0}, k − 1) is given by
ǫi(x1, . . . , xk−1) = (x1, . . . , xi−2, τxi−1, xi+1, . . . , xk−1).
For future reference we record the following immediate consequence of the discussion above:
Corollary 6.1. Let 1 ≤ i ≤ k. The spectral sequence Z2-action ǫi is trivial on the cohomology of
the base space of (20) unless i = 1 in which case it is multiplication by (−1)n+1.
Our fully novel work starts at this point. As a first step we state our cohomological description
of the several topological (Z2)
k-actions settled above. Proofs appear later in the section.
Theorem 6.2. For n ≥ 2, the (Z2)k-action on H∗(Conf Z2(Rn − {0}, k − 1);R) is given by
(23) ǫlAi,j =

(−1)n−1Aj,0 − Ai,0 + Ai,j, if l = 1, j > 0;
−A|j|,0 − Ai,0 + Ai,j , if l = 1, j < 0;
−Ai,0, if l = 1, j = 0, i ≥ 1;
Ai,−j, if l > 1, |j| = l − 1;
(−1)nAi,0, if l > 1, i = l − 1, j = 0;
(−1)nAj,0 + (−1)nAi,0 + (−1)n−1Ai,−j , if l > 2, i = l − 1, j > 0;
A|j|,0 + (−1)nAi,0 + (−1)n−1Ai,|j|, if l > 2, i = l − 1, j < 0;
Ai,j, otherwise.
Theorem 6.3. For n ≥ 2 even, the (Z2)k-action on the permanent cycles K∗ ⊆ H∗(Conf Z2(Rn −
{0}, k − 1);R) is given by
(24) ǫlBi,j =

−B|j|,0 − Bi,0 +Bi,j, if l = 1, |j| > 0;
−Bi,0, if l = 1, j = 0, i > 1;
Bi,−j, if l > 1, |j| = l − 1;
B|j|,0 +Bi,0 −Bi,−j , if l > 2, i = l − 1, |j| > 0;
Bi,j, otherwise.
Note that B1,0 = 0 in (24), and that the formulas in (24) agree with those in (23) for n even and
replacing each A with B.
Corollary 6.4. For n ≥ 2 odd, the action of (Z2)k on
H∗(Conf Z2(S
n, k);R) ∼= H∗(Sn;R)⊗H∗(Conf Z2(Rn − {0}, k − 1);R) = Λ(ιn)⊗ R[A]/I
is the tensor product of the corresponding actions on each factor of the tensor product.
Corollary 6.5. Assume that the characteristic of R is either zero or an odd integer. For n ≥ 2
even, the action of (Z2)
k on
H∗(Conf Z2(S
n, k);R) ∼= R[B]/J ⊗ Λ(λ, ω)/(2λ, λω)
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is determined by
ǫl(λ) =
{
−λ, if l = 1;
λ, if l > 1,
ǫl(ω) = ω, ∀ l ≥ 1,
and the fact that it restricts to the action of (Z2)
k on B stated in Theorem 6.3.
As explained in the discussion preparing the grounds for this section, the use of the Serre spectral
sequence of (20), Corollary 6.1, and Theorems 6.2 and 6.3 yield Corollaries 6.4 and 6.5. Indeed, the
asserted (Z2)
k-action on cohomology classes of the total space coming from the base space follows
from standard considerations with the edge morphisms. On the other hand, since in total dimension
n − 1 the spectral sequence is concentrated in the “fiber axis” (see the chart in Remark 5.2), it
follows that the (Z2)
k-action on cohomology classes of the total space mapping (non-trivially) to
the fiber can be read from the corresponding action on their images.
In addition, Theorem 6.3 is a straightforward consequence (whose verification is left to the reader)
of the definitions and Theorem 6.2. So, the only remaining fact to prove in this section is Theo-
rem 6.2. The case k = 2 in Theorem 6.2 is elementary; we next prove that the case k > 3 follows
from the case k = 3.
Proposition 6.6. The formula in (23) for k > 3 is a formal consequence of the corresponding
formula for k = 3.
Proof. The maps πi,j : Conf Z2(R
n−{0}, k− 1)→ Conf Z2(Rn−{0}, 2) given by πi,j(x1, . . . , xk−1) =
(xj , xi) (for 0 < j < i < k) can be used to “import” the (Z2)
k-action on Conf Z2(R
n − {0}, k − 1)
from the (Z2)
3-action on Conf Z2(R
n − {0}, 2) because of the following two easily-checked facts:
Firstly, π∗i,j sends A1,0, A2,0, A2,1, and A2,−1 respectively to Aj,0, Ai,0, Ai,j, and Ai,−j. Secondly, for
1 ≤ ℓ ≤ k, πi,j fits in the commutative diagram
Conf Z2(R
n − {0}, k − 1)
πi,j

ǫℓ
// Conf Z2(R
n − {0}, k − 1)
πi,j

Conf Z2(R
n − {0}, 2) ǫ¯ // Conf Z2(Rn − {0}, 2),
where
ǫ¯(x, y) =

ǫ3(x, y), if i = ℓ− 1;
ǫ2(x, y), if j = ℓ− 1;
ǫ1(x, y), if ℓ = 1;
(x, y), otherwise.

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The rest of this section is devoted to proving Theorem 6.2 in the remaining case k = 3, i.e. to
the proof of the following set of equalities:
ǫ1A1,0 = −A1,0,(25)
ǫ1A2,0 = −A2,0,(26)
ǫ1A2,1 = (−1)n−1A1,0 − A2,0 + A2,1,(27)
ǫ1A2,−1 = −A1,0 −A2,0 + A2,−1,(28)
ǫ2A1,0 = (−1)nA1,0,(29)
ǫ2A2,0 = A2,0,(30)
ǫ2A2,1 = A2,−1,(31)
ǫ2A2,−1 = A2,1,(32)
ǫ3A1,0 = A1,0,(33)
ǫ3A2,0 = (−1)nA2,0,(34)
ǫ3A2,1 = (−1)nA1,0 + (−1)nA2,0 + (−1)n−1A2,−1,(35)
ǫ3A2,−1 = A1,0 + (−1)nA2,0 + (−1)n−1A2,1.(36)
Remark 6.7. The above description corrects the action reported in [38, Table 2].
The proof strategy for the set of relations in (25)–(36) is similar to that in the proof of Lemma 4.14:
Recall the maps pi,j and fr,s introduced in (8) and (12). By abuse of notation, for |j| < i ≤ 2, we will
denote by fi,j the composition π2,1fi,j : S
n−1 −→ Conf Z2(Rn−{0}, 2). It is easy to check that these
maps, together with the corresponding maps pr,s, detect the generators for Conf Z2(R
n − {0}, 2) in
the sense of Lemma 4.7. Then, in order to prove the above set of relations, we only need to compute
the degree of the compositions
Sn−1
fij
// Conf Z2(R
n − {0}, 2) ǫℓ // Conf Z2(Rn − {0}, 2)
pr,s
// Sn−1
for 1 ≤ ℓ ≤ 3, |j| < i ≤ 2, and |s| < r ≤ 2.
Proof of relations (25)–(36). We start by computing the action of ǫ1, i.e. relations (25)–(28).
(1) ǫ1A1,0: We have
p1,0ǫ1f1,0(x) = x¯, p1,0ǫ1f2,0(x) = e, p1,0ǫ1f2,1(x) = e, p1,0ǫ1f2,−1(x) = e.
The first map is a reflection and the rest are constant maps, therefore
deg(p1,0ǫ1f1,0) = −1, deg(p1,0ǫ1f2,0) = 0, deg(p1,0ǫ1f2,1) = 0, deg(p1,0ǫ1f2,−1) = 0.
Thus, ǫ1A1,0 = −A1,0.
(2) ǫ1A2,0: Clearly, p2,0ǫ1f1,0(x) = N(
e¯
2
), which implies deg(p2,0ǫ1f1,0) = 0. On the other hand,
note that N(R˜(y)) = N(y¯) for all y ∈ Rn − {0}, therefore
p2,0ǫ1f2,0(x) = N(x¯) = x¯,
p2,0ǫ1f2,1(x) = N(R˜(e +
x
2
)) = N(e + x¯
2
),
p2,0ǫ1f2,−1(x) = N(R˜(−e + x2 )) = N(−e + x¯2 );
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The second and third maps are not surjective, therefore we have
deg(p2,0ǫ1f2,0) = −1, deg(p2,0ǫ1f2,1) = 0, deg(p2,0ǫ1f2,−1) = 0.
Thus ǫ1A2,0 = −A2,0.
(3) ǫ1A2,1: We have
p2,1ǫ1f1,0(x) = N(
e
2
− x¯) = −N(x¯− e
2
) ≃ −x¯,
therefore deg(p2,1ǫ1f1,0) = (−1)n−1. We also have
p2,1ǫ1f2,0(x) = N(2x¯− e) = N(x¯− e2),
so deg(p2,1ǫ1f2,0) = −1. Further, in terms of the (already used) homotopy F given by
F (t, (t1, . . . , tn)) = (tt1, t2, . . . , tn), we have
p2,1ǫ1f2,1(x) = N
(
R˜
(
e+
x
2
)
− e
)
= N
(
e +
F (1, x¯)
2
−
∥∥∥e + x¯
2
∥∥∥2 e)
≃ N
(
e +
F (−1, x¯)
2
−
∥∥∥e+ x¯
2
∥∥∥2 e)(37)
≃ N
(
F (−1, x¯)
2
)
.(38)
The homotopy in (37) is given by N(e + F (t,x¯)
2
− ‖e + x¯
2
‖2e) with t ∈ [−1, 1]. As before,
we have to check that this homotopy is well defined: Suppose there exist t ∈ [−1, 1] and
x = (t1, . . . , tn) ∈ Sn−1 such that F (t, x¯2 )+(1−‖e+ x¯2‖2)e = 0. Then F (t, x¯2 ) = (−1+‖e+ x¯2‖2)e
and so we have tt1
2
= −1 + ‖e+ x¯
2
‖2 and ti = 0 for i > 1. This, in turn, implies t1 = ±1.
If t1 = 1, then
t
2
= −1 + ‖e+ e
2
‖2 = −1 + ‖3e
2
‖2 = 5
4
, so t = 5
2
> 1.
If t1 = −1, then − t2 = −1 + ‖e− e2‖2 = −1 + ‖ e2‖2 = −34 , so t = 32 > 1.
Both assumptions lead to a contradiction, so the homotopy is well defined. The homotopy
in (38) is N(F (−1,x¯)
2
+t(1−‖e+ x¯
2
‖2)e) with t ∈ [0, 1]. Let us verify that this homotopy is well
defined: Suppose there exist t ∈ [0, 1] and x = (t1, . . . , tn) ∈ Sn−1 such that F (−1,x¯)2 + t(1 −
‖e + x¯
2
‖2)e = 0. Then F (−1,x¯)
2
= t(−1 + ‖e + x¯
2
‖2)e and so we have − t1
2
= t(−1 + ‖e + x¯
2
‖2)
and ti = 0 for i > 1. This, in turn, implies t1 = ±1.
If t1 = 1, then −12 = t(−1 + ‖e+ e2‖2) = t(−1 + ‖3e2 ‖2) = t54 , so t = −25 < 0.
If t1 = −1, then 12 = t(−1 + ‖e− e2‖2) = t(−1 + ‖ e2‖2) = −t34 , so t = −23 < 0.
Both assumptions lead to a contradiction, consequently the homotopy is well defined. There-
fore p2,1ǫ1f2,1 is homotopic to a composition of two reflections. Thus
deg(p2,1ǫ1f2,1) = 1.
COHOMOLOGY OF CONFIGURATIONS ON PROJECTIVE SPACES 25
Lastly, since e is not enclosed by the image of R˜(−e+ x
2
), we see that the map p2,1ǫ1f2,−1(x) =
N(R˜(−e + x
2
)− e) is not surjective. Therefore
deg(p2,1ǫ1f2,−1) = 0,
and we conclude that ǫ1A2,1 = (−1)n−1A1,0 − A2,0 + A2,1.
(4) ǫ1A2,−1: We clearly have
p2,−1ǫ1f1,0(x) = N(
e
2
− τ(x¯)) = N(x¯+ e
2
) ≃ x¯
and
p2,−1ǫ1f2,0(x) = N(2x¯+ e) = N(x¯+
e
2
) ≃ x¯.
Therefore
deg(p2,−1ǫ1f2,0) = deg(p2,−1ǫ1f1,0) = −1.
On the other hand, since −e is not enclosed by the image of R˜(e + x
2
), p2,−1ǫ1f2,1(x) =
N(R˜(e + x
2
) + e) is not surjective. Therefore
deg(p2,−1ǫ1f2,1) = 0.
Lastly,
p2,−1ǫ1f2,−1(x) = N(R˜(−e+ x2 ) + e) ≃ N(−e + F (−1,x¯)2 + ‖−e + x¯2‖2e)
≃ N(F (−1,x¯)
2
) ≃ x,
where the first homotopy is given by N(−e + F (t,x¯)
2
+ ‖−e+ x¯
2
‖2e) with t ∈ [−1, 1], and the
second one by N(F (−1,x¯)
2
+ t(−1 + ‖−e + x¯
2
‖2)e), with t ∈ [0, 1]. We can show that these
homotopies are well defined in a similar fashion to the previous case. Therefore,
deg(p2,−1ǫ1f2,−1) = 1,
And we conclude that ǫ1A2,−1 = −A1,0 − A2,0 + A2,−1.
The analysis for ǫ2 and ǫ3 below is entirely analogous to the computation of the action of ǫ1
that we just have done in full detail. Therefore we will just record the results of the computations,
without writing out details.
Next we consider ǫ2, i.e. relations (29)–(32).
(1) ǫ2A1,0 : We have
p1,0ǫ2f1,0(x) = −x, p1,0ǫ2f2,0(x) = −e, p1,0ǫ2f2,1(x) = −e, p1,0ǫ2f2,−1(x) = −e,
therefore
deg(p1,0ǫ2f1,0) = (−1)n, deg(p1,0ǫ2f2,0) = 0, deg(p1,0ǫ2f2,1) = 0, deg(p1,0ǫ2f2,−1) = 0.
Thus, ǫ2A1,0 = (−1)nA1,0.
(2) ǫ2A2,0 : We have
p2,0ǫ2f1,0(x) = e,
p2,0ǫ2f2,0(x) = N(
x
2
) = x,
p2,0ǫ2f2,1(x) = N(e +
x
2
) ≃ 0,
p2,0ǫ2f2,−1(x) = N(−e + x2 ) ≃ 0;
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therefore
deg(p2,0ǫ2f1,0) = 0, deg(p2,0ǫ2f2,0) = 1, deg(p2,0ǫ2f2,1) = 0, deg(p2,0ǫ2f2,−1) = 0.
Thus, ǫ2A2,0 = A2,0.
(3) ǫ2A2,1 : We have
p2,1ǫ2f1,0(x) = N(2e + x) ≃ 0,
p2,1ǫ2f2,0(x) = N(
x
2
+ e) ≃ 0,
p2,1ǫ2f2,1(x) = N(e +
x
2
+ e) ≃ 0,
p2,1ǫ2f2,−1(x) = N(−e + x2 + e) = N(x2 ) = x;
therefore
deg(p2,1ǫ2f1,0) = 0, deg(p2,1ǫ2f2,0) = 0, deg(p2,1ǫ2f2,1) = 0, deg(p2,1ǫ2f2,−1) = 1.
Thus ǫ2A2,1 = A2,−1.
(4) ǫ2A2,−1 : Note that ǫ
2
2 = identity. Application of the previous case yields ǫ2A2,−1 = A2,1.
Lastly, we consider ǫ3, i.e. relations (33)–(36).
(1) ǫ3A1,0 : We have
p1,0ǫ3f1,0(x) = x, p1,0ǫ3f2,0(x) = e, p1,0ǫ3f2,1(x) = e, p1,0ǫ3f2,−1(x) = e;
therefore
deg(p1,0ǫ3f1,0) = 1, deg(p1,0ǫ3f2,0) = 0, deg(p1,0ǫ3f2,1) = 0, deg(p1,0ǫ3f2,−1) = 0.
Thus, ǫ3A1,0 = A1,0.
(2) ǫ3A2,0 : We have
p2,0ǫ3f1,0(x) = N(− e2),
p2,0ǫ3f2,0(x) = N(τ(
x
2
)) = −x,
p2,0ǫ3f2,1(x) = N(τ(e +
x
2
)) ≃ 0,
p2,0ǫ3f2,−1(x) = N(τ(−e + x2 )) ≃ 0;
therefore
deg(p2,0ǫ3f1,0) = 0, deg(p2,0ǫ3f2,0) = (−1)n,
deg(p2,0ǫ3f2,1) = 0, deg(p2,0ǫ3f2,−1) = 0.
Thus, ǫ3A2,0 = (−1)nA2,0.
(3) ǫ3A2,1 : We have
p2,1ǫ3f1,0(x) = N(− e2 − x) = −N( e2 + x) ≃ −x,
p2,1ǫ3f2,0(x) = N(−2x− e) = −N(2x + e) ≃ −x,
p2,1ǫ3f2,1(x) = N(τ(e +
x
2
)− e) ≃ 0,
therefore
deg(p2,1ǫ3f1,0) = (−1)n, deg(p2,1ǫ3f2,0) = (−1)n, deg(p2,1ǫ3f2,1) = 0.
On the other hand,
p2,1ǫ3f2,−1(x) = N(τ(−e + x2 )− e) ≃ N(e + F (−1,−x)2 − ‖−e + x2‖2e)
≃ N(F (−1,−x)
2
) = −F (−1, x),
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where the first homotopy is given by N(e + F (t,−x)
2
− ‖−e + x
2
‖2e) with t ∈ [−1, 1], and the
second one is given by N(F (−1,−x)
2
+ t(1− ‖−e+ x
2
‖2)e), with t ∈ [0, 1]. Therefore
deg(p2,1ǫ3f2,−1) = (−1)n−1.
And we conclude ǫ3A2,1 = (−1)nA1,0 + (−1)nA2,0 + (−1)n−1A2,−1.
(4) ǫ3A2,−1 : Note that ǫ
2
3 = identity. By our previous computations,
A2,1 = ǫ3(ǫ3A2,1) = ǫ3((−1)nA1,0 + (−1)nA2,0 + (−1)n−1A2,−1)
= (−1)nA1,0 + A2,0 + (−1)n−1ǫ3A2,−1.
Therefore ǫ3A2,−1 = A1,0 + (−1)nA2,0 + (−1)n−1A2,1.
This finishes the verification of relations (25)–(36). 
Remark 6.8. Theorem 6.2 corrects [22, Lemma 7]. The situation is closely related to our dis-
cussion, in Remark 5.4, of the existence of inconsistencies in Feichtner-Ziegler’s determination of a
presentation for the cohomology ring of the fiber and base spaces in (20). As described next, the
problem can be traced back to the description in [22, Lemma 7(iv)] of the action of the various ǫi on
cohomology rings. To simplify the explanation, once again we adopt momentarily Feichtner-Ziegler’s
notation in [22]—which the reader is assumed to be familiar with. The proof of Lemma 7(iv) in
[22] is based on the asserted equality (A2 ◦ A1)∗(c+1,2) = (−1)kc+1,2 whose proof, in turn, is reduced
to showing that the obvious map
(39) A2 ◦ A1 : M({U1, U2, U+1,2})→M({U1, U2, U+1,2})
satisfies
(40) (A2 ◦ A1)∗(c˜1,2) = (−1)kc˜1,2.
(Note that (39) is not to be understood as a composition of maps fromM({U1, U2, U+1,2}) to itself.)
Feichtner-Ziegler’s argument for (40) then proceeds by considering the central sphere S (of radius√
2) in ⊥U+1,2 \ {0} which retracts from M({U1, U2, U+1,2}) (with retraction p). It is observed that
(41) (39) restricts on S as the antipodal map
and, from this, (40) is concluded. But such a conclusion cannot hold: The assertion in (41) is right,
and gives the (strict) commutativity of the diagram
S 

//
antipodal

M({U1, U2, U+1,2})
A2◦A1

S 

//M({U1, U2, U+1,2}).
But (40) cannot be drawn from this, since the map induced in cohomology by the inclusion S →֒
M({U1, U2, U+1,2}) has a nontrivial kernel. Indeed, Hk−1(M({U1, U2, U+1,2})) is free of rank 3, while
Hk−1(S) is free of rank 1. Instead, what would certainly give (40) is the existence of a commutative
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diagram (at least up to homotopy)
M({U1, U2, U+1,2})
A2◦A1

p
// S
antipodal

M({U1, U2, U+1,2})
p
// S.
But (40) is false according to Theorem 6.2, so that such a diagram is impossible.
We close the section with a technical result that will be used latter in the paper. Namely, the
maps ǫ1, ǫ2, · · · , ǫk : Conf Z2(Rn − {0}, k − 1)→ Conf Z2(Rn − {0}, k − 1) are related as follows:
Lemma 6.9. For n odd, ǫ1 ≃ ǫ2 · · · ǫk. For n even, ǫ1 ≃ h×(k−1)ǫ2 · · · ǫk, with h : Rn − {0} →
Rn − {0} given by h(x) = x¯.
Proof. Let g, f : Rn − {0} −→ Rn − {0} be the maps f(x) = x‖x‖2 and g(x) = −x. We have that
any T ∈ O(n) is Z2-equivariant (with Z2 = 〈τ〉):
T (τx) = T
( −x
‖x‖2
)
=
−T (x)
‖x‖2 =
−T (x)
‖T (x)‖2 = τT (x).
This, coupled with the injectivity of T , implies that T×(k−1) sends orbit configurations to orbit
configurations. Therefore h×(k−1), g×(k−1) are maps of orbit configurations spaces. We also have
that f is injective, and it is also Z2-equivariant:
f(τx) = f
( −x
‖x‖2
)
=
−x
‖x‖2∥∥∥∥ −x‖x‖2
∥∥∥∥2 =
−
(
x
‖x‖2
)
∥∥∥∥ x‖x‖2
∥∥∥∥2 = τ
(
x
‖x‖2
)
= τf(x).
Thus f×(k−1) is a map between orbit configurations spaces. Note that τ = gf and R˜ = hf . Therefore
we have ǫ1 = R˜
×(k−1) = (hf)×(k−1) = h×(k−1)f×(k−1).
For n odd, it is known that there is a homotopy through O(n) between g and h, so we have
g×(k−1) ≃ h×(k−1) as maps of orbit configurations spaces, therefore
ǫ1 = h
×(k−1)f×(k−1) ≃ g×(k−1)f×(k−1) = τ×(k−1) = ǫ2 · · · ǫk
as maps of orbit configuration spaces. For n even, there is a homotopy through O(n) between g
and the identity. Therefore
ǫ1 = h
×(k−1)f×(k−1) ≃ h×(k−1)g×(k−1)f×(k−1) = h×(k−1)τ×(k−1) = h×(k−1)ǫ2 · · · ǫk
as maps of orbit configurations spaces. 
Of course, Theorem 6.2 can be used to give a description of the effect in cohomology of the map
h×(k−1) : Conf Z2(R
n − {0}, k − 1)→ Conf Z2(Rn − {0}, k − 1) that arises in Lemma 6.9 for n even.
We omit the details as we will not have occasion of using such information. Yet, in the next section
we will need to describe the behavior of the map h×(k−1) on the permanent cycles K∗ of the previous
section.
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7. (Z2)
k-Invariants
We continue with the assumptions that n ≥ 2 and that R denotes a commutative ring with
unit, but we now assume in addition that 2 is invertible. The reason for the new hypothesis is
two fold. For one, as explaind in Section 3, the invertibility of 2 implies that the spectral sequence
associated to the covering projection ρn,k is concentrated on the fiber axis, thus allowing us to recover
the cohomology of Conf (RPn, k) as the (Z2)
k-invariants of the (Z2)
k-action on Conf Z2(S
n, k). In
addition, the invertibility of 2 is needed in our actual calculation of invariants. Namely, it is not
difficult to identify critical invariants, and we prove that these are all the invariants using a change
of basis that requires the invertibility of 2 in an essential way—see (42) and (52) below. We do
not know the full structure of invariants if 2 is not invertible, e.g. if char(R) = 2. Although such
a problem could be accessible and interesting, a subtler issue to solve might be to understand the
corresponding spectral sequence associated to the covering projection ρn,k. Even the determination
of the E2 term—the cohomology of Conf Z2(R
n − {0}, k − 1) with twisted (Z2)k-coefficients—could
be a hard task.
We start by computing the (Z2)
k-invariants in H∗(Conf Z2(R
n − {0}, k − 1);R) (Theorems 7.3
and 7.4) assuming n is odd, hypothesis that will be in force until Theorem 7.6 where the invariants
in H∗(Conf Z2(S
n, k);R) are described for odd n.
For 0 < i < k, we let Ci,0 stand for Ai,0 and, for 0 < j < i < k, we define C
+
i,j = Ai,j+Ai,−j−Ai,0
and C−i,j = −Ai,j + Ai,−j − Aj,0. For ease of notation, for a positive j we will also use the notation
Ci,j and Ci,−j to stand respectively for C
+
i,j and C
−
i,j. Put C+ = {C+i,j | 1 ≤ j < i < k}, C− =
{C−i,j | 1 ≤ j < i < k}, C0 = {Ci,0 | 1 ≤ i < k} and C = C+ ∪ C− ∪ C0. Clearly, C is a basis for
Hn−1(Conf Z2(R
n − {0}, k − 1)) with inverse change of basis map given by
Ai,j =
C+i,j − C−i,j + Ci,0 − Cj,0
2
,
Ai,−j =
C+i,j + C
−
i,j + Ci,0 + Cj,0
2
,(42)
Ai,0 = Ci,0,
for 0 < j < i < k (the assumption on the invertibility of 2 is needed here). The formulas in (42)
make it clear that H∗(Conf Z2(R
n − {0}, k − 1);R) is additively generated by the products
(43) Ci1,j1 · · ·Cir,jr
with |jl| < il < k for l = 1, . . . , r. Our first goal is to show that, in fact, an additive basis is formed
by such products that satisfy in addition
(44) il < il′ whenever l < l
′.
Example 7.1. For n ≥ 2 odd, the multiplicative relations among the Ai,j’s yield
(45) C−3,2C3,0 = −A2,0A3,0 + A3,−2A3,0 − A3,0A3,2 = −A2,0A3,−2 + A2,0A3,0 − A2,0A3,2 = −C+3,2C2,0
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so that
C+4,3C
−
4,2 = −A2,0A4,−3 + A4,−3A4,−2 + A2,0A4,0 − A4,−2A4,0 −A4,−3A4,2 + A4,0A4,2
−A2,0A4,3 + A4,−2A4,3 − A4,2A4,3
= A2,0A4,−3 −A3,−2A4,−3 + A3,2A4,−3 − A3,−2A4,−2 + A3,0A4,−2 − A3,2A4,−2
−A2,0A4,0 + A3,−2A4,2 − A3,0A4,2 + A3,2A4,2 −A2,0A4,3 + A3,−2A4,3 − A3,2A4,3
= −C−3,2C−4,3 − C−4,2C+3,2 − C+3,2C2,0 − C−3,2C3,0 − C2,0C4,0
which, by (45), becomes C+4,3C
−
4,2 = −C−3,2C−4,3 − C−4,2C+3,2 − C2,0C4,0.
Note that the set of products in (43) satisfying (44) is in bijective correspondence with the basis
described just before Theorem 4.5. Using Nakayama’s lemma we see that the former set will be
in fact an additive basis of H∗(Conf Z2(R
n − {0}, k − 1);R) as long as it additively generates. In
turn, the latter condition follows directly from the fact that the products Ai1,j1 · · ·Air ,jr satisfying
the condition (44) form an additive basis, from the explicit form of the relations (42) expressing the
Ai,j ’s in terms of the Ci,j’s, and from the relations in item 2 of Lemma 7.2 below—which generalizes
the calculation illustrated in (45). The proof of the lemma is straightforward and left to the reader.
Lemma 7.2. For n ≥ 2 odd, the elements of C satisfy the following multiplicative relations:
For 0 < j < i < r < k,

C+r,iC
+
r,j = −C+i,jC+r,j + C+i,jC+r,i,
C+r,iC
−
r,j = −C−i,jC−r,i − C+i,jC−r,j − Cj,0Cr,0,
C−r,iC
+
r,j = C
−
i,jC
−
r,j + C
+
i,jC
−
r,i − Ci,0Cr,0,
C−r,iC
−
r,j = C
−
i,jC
+
r,j − C−i,jC+r,i + Cj,0Ci,0.
For 0 < i < r < k,
{
C+r,iCr,0 = −Ci,0C−r,i,
C−r,iCr,0 = −Ci,0C+r,i.
For 0 ≤ j < i < k,

(C+i,j)
2 = 0,
(C−i,j)
2 = 0,
C+i,jC
−
i,j = −Cj,0Ci,0.
The advantage of using C over A to compute invariants becomes apparent when describing the
action of (Z2)
k, for a straightforward verification yields that, except for the cases in (46) and (47)
below, each ǫl acts as the identity on the elements of C:
ǫlC
−
ij = −C−ij , if i = l − 1 or j = l − 1;(46)
ǫlCi,0 = −Ci,0, if i = l − 1 or l = 1.(47)
Theorem 7.3. Suppose R is a commutative ring with unit where 2 is invertible. For n ≥ 2 odd, the
(Z2)
k-invariants in H∗(Conf Z2(R
n −{0}, k− 1);R) are multiplicatively generated by the set C+. In
fact, and additive basis of the invariants is formed by the products (43) satisfying (44) and jl > 0
for l = 1, . . . , r.
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Proof. Let x ∈ Hm(n−1)(Conf Z2(Rn−{0}, k− 1);R) be an invariant. We will show that each of the
basis elements appearing with a nontrivial coefficient in the expression of x as a linear combination
of the basis of products (43) satisfying (44) has no factors belonging to C− or C0. Write
(48) x =
∑
aICi1,j1 · · ·Cim,jm,
where each coefficient aI is non-zero and the summation runs over some multi-indices
I = ((i1, j1), . . . , (im, jm))
such that |jl| < il and il < il′ if l < l′. Note that given our description of the (Z2)k-action on C, each
monomial Ci1,j1 · · ·Cim,jm is sent to a multiple of itself under the action of any element in (Z2)k.
Since 2 is invertible, this means that each term Ci1,j1 · · ·Cim,jm appearing in (48) is invariant. Fix
I, and consider the corresponding invariant monomial z = Ci1,j1 · · ·Cim,jm. Suppose that the set of
integers i such that we have a factor of the form C−i,j in z is non-empty, and let i0 be the greatest
element of this set. By applying ǫi0+1 to z we get that −z = ǫi0+1z = z, which is a contradiction, so
z has no factors belonging to C−. An entirely analogous argument shows that there are no factors
belonging to C0 in z either. 
Theorem 7.4. Suppose R is a commutative ring with unit where 2 is invertible. For n ≥ 2 odd,
there is an R-algebra isomorphism
H∗(Conf Z2(R
n − {0}, k − 1);R)(Z2)k ∼= R[C+]/K,
where K is the ideal generated by the elements C+i,j2 and C+r,iC+r,j − C+i,j(C+r,i − C+r,j) for 0 < j < i <
r < k.
Proof. Lemma 7.2 gives an obvious ring map (with domain in R[C+]/K). This is an isomorphism
since it sets a bijective correspondence between the basis described in Theorem 7.3 and the usual
basis in the domain. 
Remark 7.5. Note that the second relation in the preceding theorem is identical to the known
relation (7). In particular, the cohomology ring described in Theorem 7.4 is isomorphic to the
cohomology ring of the standard configuration space of k − 1 ordered points in Rn.
Since the canonical projection Sn → RPn induces a (Z2)k covering space Conf Z2(Sn, k) →
Conf (RPn, k), Theorem 5.1, the fact that the (Z2)
k-action on H∗(Sn;R) is trivial for odd n, and
the preceding theorem imply the following result:
Theorem 7.6. Let R be a commutative ring with unit where 2 is invertible. For n ≥ 2 odd, there
is an isomorphism
H∗(Conf (RPn, k);R) = H∗(Conf Z2(S
n, k);R)(Z2)
k ∼= Λ(ιn)⊗ R[C+]/K
of R-algebras.
Next goal is to describe all the (Z2)
k-invariant permanent cycles in K∗ ⊆ H∗(Conf Z2(Rn −
{0}, k − 1);R) (Theorem 7.11) as well as all the (Z2)k-invariant elements in H∗(Conf Z2(Sn, k);R)
(Theorem 7.12) for n even, assumption that will be in force throughout the rest of the section. For
0 < j < i < k define
D+i,j = Bi,j +Bi,−j −Bi,0 −Bj,0, D−i,j = Bi,j − Bi,−j, and Di,0 = Bi,0,
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and, for 0 < |j| < i, let
Di,j =
{
D+i,j if j > 0;
D−
i,|j|, if j < 0;
(Recall B1,0 = 0.) Put D = {D+i,j | 0 < j < i < k} ∪ {D−i,j | 0 < j < i < k} ∪ {Di,0 | 1 < i < k}. With
this notation, the action described in (24) implies that, except for the cases in (49)–(51) below,
each ǫl acts as the identity on the elements of D:
ǫlD
+
i,j = −D+i,j, if i = l − 1;(49)
ǫlD
−
i,j = −D−i,j, if j = l − 1;(50)
ǫlDi,0 = −Di,0, if l = 1.(51)
Clearly, D forms a basis for K with inverse change of basis given by
Bi,j =
D+i,j +D
−
i,j +Di,0 +Dj,0
2
,
Bi,−j =
D+i,j −D−i,j +Di,0 +Dj,0
2
,(52)
Bi,0 = Di,0,
for 0 < j < i < k (as in (42), the assumption on the invertibility of 2 is needed here). We leave to
the reader the verification of the following multiplicative relations among the elements of D:
Lemma 7.7. Let R be a commutative ring with unit where 2 is invertible, and suppose n ≥ 2 even.
The elements of D satisfy the following multiplicative relations:
For 0 < j < i < r < k,

D+r,iD
+
r,j = D
−
i,jD
−
r,j −D+i,jD−r,i −Dj,0Di,0 +Dj,0Dr,0 −Di,0Dr,0,
D+r,iD
−
r,j = D
−
i,j(D
+
r,j −D+r,i),
D−r,iD
+
r,j = D
+
i,j(D
+
r,j −D+r,i),
D−r,iD
−
r,j = −D−i,jD−r,i +D+i,jD−r,j.
For 0 < i < r < k,
{
D+r,iDr,0 = −Di,0D+r,i,
D−r,iDr,0 = −Di,0D−r,i.
For 0 < j < i < k, (D+i,j)
2 = (D−i,j)
2 = (Di,0)
2 = D+i,jD
−
i,j = 0.
By repeated applications of Lemma 7.7 we see that K∗ is additively generated by products of the
form
(53) Di1,j1 · · ·Dir ,jr ,
where
(54) il < il′ if l < l
′.
The set of these products is in bijective correspondence with the basis consisting of products
Bi1,j1 · · ·Bir ,jr satisfying condition (54), and so by Nakayama’s lemma the set of products of the form
(53) satisfying (54) is an additive basis of the permanent cycles in H∗(Conf Z2(R
n−{0}, k− 1);R).
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Remark 7.8. The previous discussion and our description of ǫl(D
±
i,j) in (49)–(51) easily yield that
the map h×(k−1) in Lemma 3.3 acts on the permanent cycles in Km as multiplication by (−1)m.
Next we define elements which are clearly (Z2)
k-invariants; in fact we will show in Theorem 7.11
below that they are multiplicative generators for all (Z2)
k-invariants. For 0 < j < i < r < k,
put I+r,i,j = D
+
i,jD
−
r,i, I
−
r,i,j = D
−
i,jD
−
r,j, and for 1 < j < i < k, Ii,j,0 = Dj,0Di,0. For j > 0, we
will sometimes write Ir,i,j and Ir,i,−j instead of I
+
r,i,j and I
−
r,i,j respectively. Accordingly, we will
sometimes write I+i,j,0 or even I
−
i,j,0 as a substitute for Ii,j,0. Let E+ = {I+r,i,j | 0 < j < i < r < k},
E− = {I−r,i,j | 0 < j < i < r < k}, E0 = {Ii,j,0 | 1 < j < i < k} and E = E+ ∪E− ∪E0. We leave to the
reader the (rather lengthy but straightforward) verification of the following result (which we have
verified both by hand as well as by computer):
Lemma 7.9. Let R be a commutative ring with unit where 2 is invertible. Suppose n ≥ 2 even. The
elements of E satisfy the relations listed below. Relations 1 through 3 express a product I±r,i,jI±s,a,b
with
(55) 0 ≤ j < i < r < k, 0 ≤ b < a < s < k, 2 ≤ i, 2 ≤ a, and r ≤ s
as a linear combination of such products satisfying in addition
(56) r < s and a 6∈ {r, i}.
Those relations are listed according to the several possibilities for the indices r, i, j, s, a, and b when
they satisfy (55) but not (56).
(1) r = s
(a) j 6= 0 6= b
(i) |{i, j, a, b}| = 4 (can assume a < i)
(A) b < a < j:
I+r,i,jI
+
r,a,b = I
+
j,a,b(I
−
r,i,a − I+r,i,a + I+r,i,j) + (Ii,b,0 − I+i,j,a − Ii,j,0 − Ij,b,0)I+r,a,b,
I−r,i,jI
−
r,a,b = I
−
j,a,bI
−
r,i,j − I+i,j,bI−r,a,b,
I+r,i,jI
−
r,a,b = I
−
j,a,b(I
+
r,i,j − I+r,i,b) + (I−i,j,b − I+i,j,b − Ij,b,0 + Ii,b,0 − Ii,j,0)I−r,a,b,
I−r,i,jI
+
r,a,b = I
+
j,a,bI
−
r,i,j − I+i,j,aI+r,a,b.
(B) b < j < a:
I+r,i,jI
+
r,a,b = (I
−
a,j,b − I+a,j,b + Ia,b,0 − Ia,j,0 − Ij,b,0)(I+r,i,a − I−r,i,a − I+r,i,j)
+ I+i,j,b(I
+
r,a,j − I+r,a,b) + (Ii,b,0 − Ii,j,0 − Ij,b,0)I+r,a,b,
I−r,i,jI
−
r,a,b = − I−a,j,bI−r,i,j − I+i,j,bI−r,a,b,
I+r,i,jI
−
r,a,b = I
−
a,j,b(I
+
r,i,b − I+r,i,j − I−r,i,b) + (Ii,b,0 − I+i,j,b − Ij,b,0 − Ii,j,0)I−r,a,b,
I−r,i,jI
+
r,a,b = I
+
i,j,b(I
+
r,a,j − I+r,a,b) + (Ij,b,0 − Ia,b,0 + Ia,j,0 − I−a,j,b + I+a,j,b)I−r,i,j.
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(C) j < b < a:
I+r,i,jI
+
r,a,b = (I
+
a,b,j − I−a,b,j − Ia,j,0 + Ia,b,0 + Ib,j,0)(I+r,i,a − I−r,i,a − I+r,i,j)
+ I−i,b,j(I
+
r,a,j − I+r,a,b) + (Ii,b,0 − Ii,j,0 + Ib,j,0)I+r,a,b,
I−r,i,jI
−
r,a,b = − I−i,b,jI−r,a,b − I+a,b,jI−r,i,j,
I+r,i,jI
−
r,a,b = I
+
a,b,j(I
+
r,i,b − I−r,i,b − I+r,i,j) + (Ib,j,0 − Ii,j,0 + Ii,b,0 − I−i,b,j)I−r,a,b,
I−r,i,jI
+
r,a,b = I
−
i,b,j(I
+
r,a,j − I+r,a,b) + (I−a,b,j − I+a,b,j − Ib,j,0 + Ia,j,0 − Ia,b,0)I−r,i,j.
(ii) |{i, j, a, b}| = 3 (can assume a ≤ i)
(A) a = i (can assume b < j): I±r,i,jI
±
r,i,b = 0.
(B) a = j: I±r,i,jI
±
r,j,b = 0.
(C) b = i is impossible.
(D) b = j: I±r,i,jI
±
r,a,j = 0.
(iii) |{i, j, a, b}| = 2: I±r,i,jI±r,i,j = 0.
(b) j = 0 6= b (the case j 6= 0 = b is symmetric)
(i) |{i, a, b}| = 3
(A) i < b < a:
Ir,i,0I
+
r,a,b = Ib,i,0I
+
r,a,b,
Ir,i,0I
−
r,a,b = Ib,i,0I
−
r,a,b.
(B) b < i < a or b < a < i:
Ir,i,0I
+
r,a,b = −Ii,b,0I+r,a,b,
Ir,i,0I
−
r,a,b = −Ii,b,0I−r,a,b.
(ii) |{i, a, b}| = 2
(A) a = i: Ir,i,0I
±
r,i,b = 0.
(B) b = i: Ir,i,0I
±
r,a,i = 0.
(c) j = 0 = b (can assume a ≤ i): Ir,i,0Ir,a,0 = 0.
(2) a = r < s
(a) j 6= 0 6= b
(i) |{i, j, b}| = 3
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(A) j < i < b:
I+r,i,jI
+
s,r,b = I
+
b,i,j(I
+
s,r,b − I+s,r,i),
I−r,i,jI
−
s,r,b = I
−
b,i,jI
−
s,r,b + I
−
r,i,jI
+
s,b,j,
I+r,i,jI
−
s,r,b = I
+
b,i,jI
−
s,r,b + I
+
r,i,jI
+
s,b,i,
I−r,i,jI
+
s,r,b = I
−
b,i,j(I
+
s,r,b − I+s,r,j).
(B) j < b < i:
I+r,i,jI
+
s,r,b = (I
−
i,b,j − I+i,b,j − Ib,j,0 + Ii,j,0 − Ii,b,0)(I+s,r,i − I+s,r,b),
I−r,i,jI
−
s,r,b = I
−
r,i,jI
+
s,b,j − I−i,b,jI−s,r,b,
I+r,i,jI
−
s,r,b = (I
+
r,i,j − I+r,i,b)I+s,b,j + (−I−i,b,j + I+i,b,j + Ib,j,0 − Ii,j,0 + Ii,b,0)I−s,r,b,
I−r,i,jI
+
s,r,b = I
−
i,b,j(I
+
s,r,j − I+s,r,b).
(C) b < j < i:
I+r,i,jI
+
s,r,b = (I
−
i,j,b − I+i,j,b − Ij,b,0 + Ii,b,0 − Ii,j,0)(I+s,r,b − I+s,r,i),
I−r,i,jI
−
s,r,b = I
−
r,i,jI
−
s,j,b − I+i,j,bI−s,r,b,
I+r,i,jI
−
s,r,b = (I
+
r,i,j − I+r,i,b)I−s,j,b + (I−i,j,b − I+i,j,b − Ij,b,0 + Ii,b,0 − Ii,j,0)I−s,r,b,
I−r,i,jI
+
s,r,b = I
+
i,j,b(I
+
s,r,j − I+s,r,b).
(ii) |{i, j, b}| = 2
(A) b = i: I±r,i,jI
±
s,r,i = 0.
(B) b = j: I±r,i,jI
±
s,r,j = 0.
(b) j = 0 6= b
(i) |{i, b}| = 2
(A) i < b:
Ir,i,0I
+
s,r,b = Ib,i,0I
+
s,r,b,
Ir,i,0I
−
s,r,b = Ib,i,0I
−
s,r,b.
(B) b < i:
Ir,i,0I
+
s,r,b = −Ii,b,0I+s,r,b,
Ir,i,0I
−
s,r,b = −Ii,b,0I−s,r,b.
(ii) |{i, b}| = 1: Ir,i,0I±s,r,i = 0.
(c) j 6= 0 = b:
I+r,i,jIs,r,0 = I
+
r,i,jIs,j,0,
I−r,i,jIs,r,0 = I
−
r,i,jIs,j,0.
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(d) j = 0 = b: Ir,i,0Is,r,0 = 0.
(3) a = i < r < s
(a) j 6= 0 6= b
(i) |{j, b}| = 2
(A) j < b:
I+r,i,jI
+
s,i,b = (I
−
i,b,j − Ib,j,0 + Ii,j,0 − Ii,b,0 − I+i,b,j)I−s,r,i,
I−r,i,jI
−
s,i,b = I
−
r,b,jI
−
s,i,b + I
−
r,i,jI
+
s,b,j,
I+r,i,jI
−
s,i,b = (I
+
r,i,j − I+r,i,b)I+s,b,j,
I−r,i,jI
+
s,i,b = I
−
r,b,j(I
+
s,i,b − I+s,i,j).
(B) b < j:
I+r,i,jI
+
s,i,b = (−I−i,j,b + I+i,j,b + Ij,b,0 − Ii,b,0 + Ii,j,0)I−s,r,i,
I−r,i,jI
−
s,i,b = I
−
r,i,jI
−
s,j,b + I
+
r,j,bI
−
s,i,b,
I+r,i,jI
−
s,i,b = (I
+
r,i,j − I+r,i,b)I−s,j,b,
I−r,i,jI
+
s,i,b = I
+
r,j,b(I
+
s,i,b − I+s,i,j).
(ii) |{j, b}| = 1: I±r,i,jI±s,i,j = 0.
(b) j = 0 6= b:
Ir,i,0I
+
s,i,b = Ir,b,0I
+
s,i,b,
Ir,i,0I
−
s,i,b = Ir,b,0I
−
s,i,b.
(c) j 6= 0 = b:
I+r,i,jIs,i,0 = I
+
r,i,jIs,j,0,
I−r,i,jIs,i,0 = I
−
r,i,jIs,j,0.
(d) j = 0 = b: Ir,i,0Is,i,0 = 0.
(4) 0 ≤ j < t < s < i < r < k:
I−i,s,jI
−
r,t,j = I
−
s,t,jI
−
r,i,j,
I−i,t,jI
−
r,s,j = −I−s,t,jI−r,i,j.
(5) 0 < j < i < t < s < r < k:
I−s,t,iI
+
r,i,j = I
+
t,i,jI
−
r,s,i,
I+s,i,jI
−
r,t,i = −I+t,i,jI−r,s,i.
Remark 7.10. Relations 4 and 5 in the previous lemma are not a consequence of the multiplicative
relations among the elements in D, but rather a consequence of the fact that, in some cases, there
are different alternatives for associating four D’s to form a product of two I’s.
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The relations in Lemma 7.9 imply that every product
(57) Ir1,i1,j1 · · · Irm,im,jm with |jl| < il < rl < k and 1 < il for l = 1, . . . , m
can be written as a linear combination of products of the form (57) satisfying in addition
rl < rl′ if l < l
′,(58)
the sets {il, rl}, with 1 ≤ l ≤ m, are pairwise disjoint,(59)
if ja = jb ≤ 0, say with ra < rb, then in fact ra < ib,(60)
if ja > 0 and ia = −jb, then in fact ra < ib.(61)
Theorem 7.11. Suppose R is a commutative ring with unit where 2 is invertible. For n ≥ 2 even,
the (Z2)
k-invariants in K∗ ⊆ H∗(Conf Z2(Rn − {0}, k − 1);R) are multiplicatively generated by the
set E . In fact, an additive basis for the invariants is given by all products of the form (57) satisfying
(58)–(61).
Proof. Suppose m odd and let x ∈ Km be an invariant. By Remark 7.8, we have that x = ǫ1x =
−ǫ2 · · · ǫkx = −x, so x = 0.
Suppose now m is even and, as above, let x ∈ K∗ be an invariant. Write
x =
∑
aIDi1,j1 · · ·Dim,jm,
where each aI is non-zero and the summation runs over all multi-indices I = ((i1, j1), . . . , (im, jm))
such that |jl| < il for l = 1, . . . , m and il < il′ if l < l′. Recall that an ǫl sends each monomial
Di1,j1 · · ·Dim,jm to a multiple of itself, therefore, since 2 is invertible, each Di1,j1 · · ·Dim,jm is invari-
ant. Fix I, and consider the corresponding monomial z = Di1,j1 · · ·Dim,jm. Note that the action of
ǫ1 on z implies that an even number of factors in z are of the form Di,0. Further, such factors can
be matched in pairs to yield a product of the form
(62) Ii1,j1,0Ii2,j2,0 · · · where j1 < i1 < j2 < i2 < · · · .
Likewise, for each l between 2 and k, we have two possibilities:
(1) There is no factor D+l−1,∗ in z (e.g. if l = 2). In this case, there is an even number of factors
of the form D−∗,l−1, because otherwise we would have z = ǫlz = −z.
(2) There is (exactly) one factor D+l−1,∗ in z. In this case, there is an odd number of factors of
the form D−∗,l−1 in z.
The first case allows us to associate products of the form D−i,jD
−
r,j, and the second allows us to
associate a product of the formD+i,jD
−
r,i and products of the formD
−
i,jD
−
r,j. Further, just as with (62),
the new matchings can be done so to yield, together with (62), a unique expression ofDi1,j1 · · ·Dim,jm
as a product of the form (57) satisfying in addition (58)–(61).
The above analysis shows that the (Z2)
k-invariants in K∗ are generated by the products of the
form (57) satisfying in addition (58)–(61). In fact, this is a basis, since such generators are a subset
of the additive basis of K∗ given by the products (53) satisfying (54). 
We arrive at the complete description of the invariants for the case n even.
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Theorem 7.12. Let R be a commutative ring with unit where 2 is invertible. For n even, there is
an R-algebra isomorphism
H∗(Conf (RPn, k);R) = H∗(Conf Z2(S
n, k);R)(Z2)
k ∼= Λ(ω)⊗R[E ]/J ,
where J is the ideal generated by the relations in Lemma 7.9.
Proof. Since we are assuming that 2 is a unit in R, the isomorphism of Theorem 5.3 reduces to
H∗(Conf Z2(S
n, k);R) ∼= Λ(ω)⊗ R[B]/J.
Recall from Corollary 6.5 that ω is fixed by the action of (Z2)
k. The result follows from Theorem
7.11, which implies that the subring of Z2-invariants in the tensor factor R[B]/J has the presentation
R[E ]/J . 
8. Punctured real projective spaces
In this section we keep the assumption that n is an integer greater than or equal to 2, and that R
is a commutative ring with unit where 2 is invertible (the latter hypothesis is needed for the same
reasons as in Section 7).
In terms of the homeomorphism at the end of Remark 4.3, the (Z2)
k-fold covering projection ρ′n,k
in (5) takes the form Conf Z2(R
n−{0}, k) −→ Conf (RPn− ⋆, k) which, given that 2 is invertible in
R, induces an isomorphism
(63) H∗(Conf (RPn − ⋆, k);R) ∼= H∗(Conf Z2(Rn − {0}, k);R)(Z2)
k
.
We can reuse the notation of the previous section by noticing that the action in (63) corresponds
to that of the subgroup (Z2)
k = 〈ǫ2, . . . , ǫk+1〉 < (Z2)k+1. This means that, when computing
invariants, we just have to ignore the action of ǫ1. Lemma 6.9 and Theorem 7.4 then yield:
Theorem 8.1. Let R be a commutative ring with unit where 2 is invertible. For n ≥ 2 odd, there
is an isomorphism
H∗(Conf (RPn − ⋆, k);R) ∼= H∗(Conf Z2(Rn − {0}, k);R)(Z2)
k ∼= R[C+]/K.
of R-algebras.
Note that the role of the parameter k in Theorem 4.5 changes here to k + 1. For instance, the
generators C+i,j of C+ are now defined for 0 < j < i ≤ k.
Our next goal is to compute the invariant elements in (63) when n is even (Theorem 8.3). It
is natural to expect more invariants than those found in Theorem 7.11. For one, as noted above,
the currently acting group is smaller. Besides, we have to consider invariants in the whole of
H∗(Conf Z2(R
n − {0}, k);R) and not just in the permanent cycles K∗.
We start by noticing that the considerations following Remark 5.2 and Lemma 7.7 show that
H∗(Conf Z2(R
n − {0}, k);R) is multiplicatively generated by A1,0 and the elements Di,j with |j| <
i ≤ k subject only to the relations in Lemma 7.7 together with A21,0 = 0. Further, an additive basis
is given by all products of the form (53) and products of the form
(64) A1,0Di1,j1 · · ·Dir,jr
satisfying (54). In fact, all the elements in the set
E ′ = {I+r,i,j | 0 < j < i < r ≤ k} ∪ {I−r,i,j | 0 < j < i < r ≤ k} ∪ {Di,0 | 1 < i ≤ k} ∪ {A1,0}
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are clearly (Z2)
k-invariant. Before showing these generate all other invariants, we describe their
multiplicative relations. First of all, while all relations in Lemma 7.9 are clearly inherited (with
upper bound k+1 instead of k for indices r, i, j), the relations involving terms of the form Ii,j,0 are
evidently not in the most primitive form. Instead, we have the following easy-to-check relations:
Lemma 8.2. Let R be a commutative ring with unit where 2 is invertible, and suppose n ≥ 2 even.
Then
I+r,i,jDi,0 = I
+
r,i,jDj,0,
I+r,i,jDr,0 = I
+
r,i,jDj,0,
I−r,i,jDi,0 = I
−
r,i,jDj,0,
I−r,i,jDr,0 = I
−
r,i,jDj,0,
for 0 < j < i < r ≤ k.
Therefore, any product of the form
(65)
Ds1,0 · · ·Dsm′ ,0Ir1,i1,j1 · · · Irm,im,jm with 0 < |jl| < il < rl ≤ k for l = 1, . . . , m
and 1 < sl ≤ k for l = 1, . . . , m′
or
(66)
A1,0Ds1,0 · · ·Dsm′ ,0Ir1,i1,j1 · · · Irm,im,jm with 0 < |jl| < il < rl ≤ k for l = 1, . . . , m
and 1 < sl ≤ k for l = 1, . . . , m′
can be written as a linear combination of products of the form (65) or (66) satisfying
(67) sl < sl′ if l < l
′,
(68) sl /∈ {r1, . . . , rm} ∪ {i1, . . . , im} for l = 1, . . . , m′,
as well as conditions (58)–(61).
Theorem 8.3. Let R be a commutative ring with unit where 2 is invertible. For n ≥ 2 even,
the (Z2)
k-invariants in H∗(Conf Z2(R
n − {0}, k);R) are multiplicatively generated by the set E ′.
Moreover, an additive basis is given by products of the form (65) together with products of the form
(66) all of which satisfy (67), (68), and (58)–(61).
Proof. The proof is almost the same as the proof of Theorem 7.11, except for two differences:
(1) We ignore the action of ǫ1. This, however, only removes the condition of having an even
number of terms Di,0, and now we can just associate all terms Di,0.
(2) We add A1,0 as a potential factor to all monomials. This does not affect our previous proof,
because A1,0 is already an invariant. 
We thus get:
Theorem 8.4. Let R be a commutative ring with unit where 2 is invertible. For n ≥ 2 even, there
is an R-algebra isomorphism
H∗(Conf (RPn − ⋆, k);R) ∼= H∗(Conf Z2(Rn − {0}, k);R)(Z2)
k ∼= R[E ′]/J ′,
where J ′ is the ideal generated by the relations in Lemma 7.9 not involving a term Ii,j,0 together
with the relations of Lemma 8.2 and the relation A21,0 = 0.
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9. Lusternik-Schnirelmann category and topological complexity
The results in the previous sections are now used to study the category and all the higher
topological complexities of the auxiliary orbit configuration spaces Conf Z2(R
n − {0}, k).
Unless explicitly noted otherwise, the hypothesis n > 2 will be in force throughout this section.
Yet, since at the end of the section we include some observations relevant to the more general case
n ≥ 2, we will keep a careful track of the usage of the hypothesis n > 2. Further, in what follows,
any reference to cohomology in the form H∗(X) will implicitly use integer coefficients.
We need the following estimates (given in [15, Proposition 1.5 and Theorem 1.50] for the Lusternik-
Schnirelmann category, and in [3, Theorem 3.9] for the higher topological complexities):
Proposition 9.1. Let X be a (c − 1)-connected space (c ≥ 1) having the homotopy type of a cell
complex of dimension d. Choose ⋆ ∈ X and let δ1 : ⋆ → X denote the inclusion map. For s ≥ 2
let δs : X → Xs stand for the iterated diagonal. Finally, let M be a module over a commutative
unitary ring R. For s ≥ 1 assume there are cohomology classes c1, . . . , cℓ ∈ H∗(Xs;M) such that
δ∗s (ci) = 0 for all i, and such that 0 6= c1 · · · cℓ ∈ H∗(Xs;M⊗ℓ). Then ℓ ≤ TCs(X) ≤ sdc .
There is a version of the previous result where the cohomology groups are allowed to have twisted
coefficients. But for our purposes it suffices to work with cohomology groups with trivial coefficients.
Note that the condition δ∗1(ci) = 0 in Proposition 9.1 holds precisely when ci is a positive dimensional
class (since X is assumed to be a 0-connected space). On the other hand, for s ≥ 2, an element ci
as in Proposition 9.1 is called an s-th zero-divisor. The largest integer ℓ for which there are s-th
zero-divisors c1, . . . , cℓ as in Proposition 9.1 (for all possible R-modulesM and rings R) is called the
s-th zero-divisor cup-length of X , and is denoted by zcls(X). If we want to refer to the maximal
such ℓ when the coefficients M are restricted to be some fixed ring R, then we will use the notation
zclRs (X).
We study these concepts when X is the orbit configuration space Conf Z2(R
n − {0}, k). The
homotopy exact sequences associated to the fibrations in (11) inductively yield that Conf Z2(R
n −
{0}, k) is (n−2)-connected. Further, from (14), the integral cohomology of this space is torsion-free,
and vanishes above dimension k(n − 1). By [28, Section 4.C], Conf Z2(Rn − {0}, k) is an (n − 2)-
connected space (thus simply connected, in view of our general hypothesis n > 2) having the
homotopy type of a cell complex of dimension at most k(n−1). (For the purposes of Corollaries 9.2
and 9.3 below, this is the only place where we use the hypothesis n > 2.) Proposition 9.1 then
yields
(69) zcls(Conf Z2(R
n − {0}, k)) ≤ TCs (Conf Z2(Rn − {0}, k)) ≤ sk
for s ≥ 1. Both estimates in (69) are in fact sharp for s = 1, as the product A1,0 · · ·Ak,0 ∈
H∗(Conf Z2(R
n − {0}, k)) is non-zero. We thus get:
Corollary 9.2. For n > 2, cat(Conf Z2(R
n − {0}, k)) = k.
In order to approach the s-th zero-divisor cup-length of Conf Z2(R
n − {0}, k) for s ≥ 2 we start
by noticing that the rule A′i,j 7→ Ai−1,j−1, 1 ≤ j < i ≤ k + 1, determines a ring monomorphism
H∗(Conf (Rn, k + 1)) →֒ H∗(Conf Z2(Rn − {0}, k)).
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Since these rings are torsion-free, we also get ring monomorphisms
H∗(Conf (Rn, k + 1))⊗s →֒ H∗(Conf Z2(Rn − {0}, k))⊗s
for any s ≥ 2. Consequently, zcls(Conf Z2(Rn−{0}, k)) is bounded from below by zclZs (Conf (Rn, k+
1)), the latter of which, as shown in [27, Proposition 4.2], is given by sk−1+δn where δn = Odd(n),
i.e. δn = 0 if n is even, otherwise δn = 1. Consequently, (69) specializes to:
Corollary 9.3. Let n > 2. Then TCs (Conf Z2(R
n−{0}, k)) = sk if n is odd, whereas, if n is even,
TCs (Conf Z2(R
n − {0}, k)) ∈ {sk − 1, sk}.
At the end of this section we describe our (inconclusive) efforts to resolve the gap in Corollary 9.3
by one unit for the value of TCs (Conf Z2(R
n−{0}, k)) when n is even. Here we prove that the lower
bound in (69) is always sharp:
Theorem 9.4. Let n > 2. Then TCs(Conf Z2(R
n − {0}, k)) = zcls(Conf Z2(Rn − {0}, k)).
The method of proof of Corollary 9.3 yields Theorem 9.4 when n is odd. We prove Theorem 9.4
for n even using the main idea in the proof of [27, Theorem 4.1]. We give full details below for the
sake of completeness.
For a fibration p : E → B with fiber F , let p(ℓ) : E(ℓ) → B be the (ℓ + 1)-th fiberwise join
power of p. This is a fibration with fiber F ⋆(ℓ+1), the (ℓ + 1)-iterated join of F with itself. It is
well known that, for B paracompact, a necessary and sufficient condition for having secat(p) ≤ ℓ is
that p(ℓ) admits a global (continuous) section. Thus, the following result—a direct generalization
of [34, Theorem 1]—gives a useful cohomological identification of the first obstruction for multi-
sectioning p.
Lemma 9.5. Let p : E → B be a fibration with fiber F whose base B is a CW complex. Assume p
admits a section φ over the k-skeleton B(k) of B for some k ≥ 1. If F is k-simple and the obstruction
cocycle to the extension of φ to B(k+1) lies in the cohomology class η ∈ Hk+1(B; {πk(F )}), then p(ℓ)
admits a section over B(k+1)(ℓ+1)−1 whose obstruction cocycle to extending to B(k+1)(ℓ+1) belongs to
the cohomology class
ηℓ+1 ∈ H(k+1)(ℓ+1)(B; {πkℓ+k+ℓ(F ⋆(ℓ+1))}).
Here ηℓ+1 denotes the image of the (ℓ + 1)-fold cup power of η under the π1(B)-homomorphism of
coefficients πk(F )
⊗(ℓ+1) → πkℓ+k+ℓ(F ⋆(ℓ+1)) given by the iterated join of homotopy classes.
Lemma 9.5 requires, of course, the use of cohomology with possibly twisted coefficients. In our
application, both B and F will be simply connected (as a consequence of the second use of our
general hypothesis n > 2), so cohomology will always have simple coefficients, and the simplicity of
F will come for free.
Proof of Theorem 9.4. We prepare the grounds with two simplification hypotheses. First of all, as
we have already noted, it remains to consider the case when n is even and n ≥ 4. Further, the
discussion leading to Corollary 9.3 yields sk− 1 ≤ zcls(Conf Z2(Rn−{0}, k)) ≤ TCs((Conf Z2(Rn −
{0}, k)) ≤ sk, so we can safely assume
(70) zcls(Conf Z2(R
n − {0}, k)) = sk − 1.
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In these terms, for an (n − 2)-connected cell complex X of dimension at most k(n − 1) having
the homotopy type of Conf Z2(R
n−{0}, k)—whose existence is discussed in the paragraph contain-
ing (69))—, it suffices9 to show that TCs(X) ≤ sk−1 or, equivalently, that p(sk−1) admits a global
(continuous) section. Here p stands for the fibration es : P (X)→ Xs described at the beginning of
this section.
The fiber of p, (ΩX)s−1, is (n− 3)-connected so that, by standard obstruction theory:
(1) there are sections φ of p on the (n− 2)-skeleton of Xs,
(2) the fundamental class of p (also called the primary class of p), denoted by
ηp ∈ Hn−1(Xs, πn−2((ΩX)s−1)),
is the obstruction class for (altering rel. the (n− 3)-skeleton and then) extending any such
partial section φ to the (n− 1)-skeleton of Xs, and
(3) p∗(ηp) = 0 so that, in our context, ηp is an s-th zero-divisor.
By Lemma 9.5 (with k = n−2 and ℓ = sk−1), we get a section of p(sk−1) on the ((n−1)sk−1)-
skeleton of Xs whose obstruction to extending to the ((n− 1)sk)-skeleton is trivial in view of (70).
The result follows since such an extended section is already defined on all of Xs, as dim(X) ≤
k(n− 1). 
We close the paper with a series of ideas (inspired by the work in [20] as generalized in [27])
leading to a plausible argument to prove that TCs(Conf Z2(R
n − {0}, k)) = sk − 1 for s ≥ 2 and
for any even n—including the case n = 2. First of all, the results in Section 4 imply that, for any
R-module M ,
H∗(Conf Z2(R
n − {0}, k)s;M) ∼= H∗(Conf Z2(Rn − {0}, k);R)⊗s ⊗R M.
Since the rings H∗(Conf Z2(R
n−{0}, k);R) and H∗(Conf Z2(Rn+2−{0}, k);R) differ only by degree
scaling, it follows that, for fixed s and k, zcls(Conf Z2(R
n − {0}, k)) depends only on the parity of
n. In particular, in settling the gap by one in Corollary 9.3 for TCs(Conf Z2(R
n − {0}, k)) when n
is even (and n ≥ 4), it is enough to consider a single value of n. Of course, the case n = 4 is the
most reasonable instance to explore. However, the situation for n = 2 not only would seem to be
more accessible, but can potentially be more fruitful:
Theorem 9.6. Assume that Conf Z2(R
2 − {0}, k) has the homotopy type of a product S1 × X for
some cell complex X of dimension k− 1. Then TCs(Conf Z2(Rn −{0}, k)) = sk− 1 for any s ≥ 2
and any positive even integer n.
Proof. The subadditivity property of TCs and Proposition 9.1 yield (in that order) the two inequal-
ities in
(71) TCs(Conf Z2(R
2−{0}, k)) ≤ TCs(S1)+TCs(X) = s−1+TCs(X) ≤ s−1+s(k−1) = sk−1.
Another application of Proposition 9.1 then yields zcls(Conf Z2(R
2 − {0}, k)) ≤ sk − 1 which, in
view of the considerations just before Theorem 9.6, generalizes to
(72) zcls(Conf Z2(R
n − {0}, k)) ≤ sk − 1, for any positive even integer n.
9It is well known that the value of TCs(Z) depends only on the homotopy type of the space Z.
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The inequality in (72) is now forced to be an equality giving the value of TCs(Conf Z2(R
n−{0}, k)):
in view of Corollary 9.3 and Theorem 9.4 if n ≥ 4, and in view of (71) and, again, the considerations
just before Theorem 9.6 if n = 2. 
Remark 9.7. We give evidence supporting the conjecture that the hypothesis in Theorem 9.6
holds without restriction. For one, while Conf (R2, k) is known to have the homotopy type of a cell
complex of dimension k−1, the analogue of Theorem 9.6 described in [20] and [27] makes use of the
well known and more explicit homotopy splitting Conf (R2, k) ≃ Y × S1 with Y a CW complex of
dimension k−2. But perhaps more interesting is to note that, while the hypothesis in Theorem 9.6
is obviously true for k = 1, it also holds for k = 2. A direct (but ad-hoc) argument is given in the
final chapter of the Ph.D. thesis of the second named author.
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