gradient gel electrophoresis analysis of LDL particles, samples can be classified as pattern A, in which the large, buoyant particles are the most frequent, an intermediate pattern, or pattern B, in which the atherogenic, small, dense particles are the predominant. Gradient gel electrophoresis analysis also allows the peak particle diameter to be estimated (9 ) . Ultracentrifugation can be used to determine the concentration of small, dense LDL particles, which is probably the most clinically relevant risk marker (9, 10 ) . However, ultracentrifugation analysis of both LDL and HDL subclasses is time-consuming and not suitable for studies with a large number of samples.
A novel approach to quantify lipoproteins is highresolution proton nuclear magnetic resonance (NMR) spectroscopy, followed by a mathematical procedure that translates the NMR signal into lipoprotein concentrations. The advantage of this method is that a plasma sample can be analyzed within a few minutes (11 ) . Several studies have attempted to use this principle to quantify cholesterol and TGs in plasma, as well as in VLDL, LDL, and HDL, with high correlations to established methods (12) (13) (14) . Only a few studies have attempted to quantify LDL and HDL subfractions, however, and they used either calibration curve resolution and integration (15 ) or a chemometric approach (16, 17 ) .
In this study, we used chemometric partial least-squares (PLS) regression to calibrate 600 MHz proton-NMR spectra to measurements from an ultracentrifugation-based technique (18 ) , thus enabling the quantification of cholesterol and TGs in plasma and in lipoproteins, including LDL and HDL subclasses.
Materials and Methods samples
Participants were recruited from May 2001 until September 2002. The study was approved by the Ethical Committee of København and Frederiksberg. Volunteers were informed about the nature of the study, and written consent was obtained before participation.
Blood was drawn after a 12-h fast from an antecubital vein into EDTA tubes, and plasma was separated by centrifugation at 3000g for 15 min. Each plasma sample was gently mixed, and aliquots for NMR analysis and ultracentrifugation were stored at Ϫ80°C until further analysis.
The samples were obtained from obese participants (initial body mass index Ͼ28 kg/m 2 ) of both sexes (36% males) before (n ϭ 34) and after (n ϭ 36) a weight loss of at least 8% body weight, and from nonobese volunteers (n ϭ 33). The age range of the participants was 19 -74 years.
ultracentrifugation
Lipoproteins were separated by serial ultracentrifugation as described previously (18 We determined the CVs of the lipid analyses by analyzing 6 duplicate samples. The CVs and between-run errors were between 3% and 9% for the ultracentrifugation-based measurements of cholesterol and TGs in plasma, VLDL, IDL, LDL, and HDL. For HDL subclassification, there was an additional error of 4%. For LDL fractions, we expected a similar error but could not assess it because of a dialysis step in the preparation of samples for classification of LDL fractions.
proton nmr
Samples were prepared in well plates with each well containing 100 L of plasma, 350 L of 9 g/L NaCl in H 2 O, and 50 L of D 2 O to provide a deuterium field/ frequency lock. Proton spectra were measured at 30°C on a Bruker DRX600 operating at 14.1 T with a 120-L flow probe. A 1-dimensional longitudinal eddy current bipolar gradient pulse presaturation with 2 stimulated echoes, diffusion-edited NMR experiment was performed with a diffusion time of 0.1 s to suppress signals from small molecules. Signals from water were suppressed by use of the nuclear Overhauser effect spectroscopy (NOESY)-presaturation sequence, and a spectral window of 12 019 Hz was accumulated in an acquisition time of 1.36 s. The relaxation delay was 2.0 s, the free induction decay was collected into 16 000 complex data points, and 128 scans were accumulated for each sample.
After acquisition, the free induction decays were Fourier-transformed by application of 2 times zerofilling and an exponential window function, giving 1-Hz line broadening. The spectra were automatically phase-corrected by use of an in-house routine written in Matlab (The MathWorks) followed by a manual check, referenced to the EDTA singlet located at 2.56 ppm and corrected for baseline offset errors by use of the flat regions at both ends of the spectrum. The spectral area chosen for multivariate analysis was 5.7-0.2 ppm, excluding 5.25-5.23, 5.12-4.36, 3.96 -3.24, 3.18 -3.07, and 2.72-2.36 ppm, which covers the residual water region and the regions containing peaks from EDTA as well as some minor peak residuals from small molecules (Fig. 1) .
chemometric analysis and statistics PLS regression models were developed by use of the acquired NMR spectra and the concentrations of cholesterol and TGs in each of the lipoprotein subfractions. For each model, outliers attributable to instrumental artifacts or very extreme samples were removed, and to determine the correct number of PLS components, full cross-validation was applied. To evaluate the quality of the prediction models, we calculated the root mean square error of cross-validation (RMSECV) and correlation coefficients (r) between measured and predicted concentrations. The RMSECV was corrected for degrees of freedom and then calculated according to the equation:
where n is the number of samples included in the model, and A is the number of components used in the model. Correction for degrees of freedom was performed to obtain a reasonable but conservative estimate of the prediction error. All calculations were performed with the PLS_Toolbox, Ver. 3.0 (Eigenvector Research) running under Matlab, Ver. 7.0.1 (The MathWorks).
Results
The cholesterol and TG concentrations in lipoprotein subfractions as measured by the ultracentrifugation method are presented in Table 1 .
The results from the calibrations are seen in Table 2 . The correlation coefficients (r) between the concentrations of plasma TG and cholesterol measured by ultracentrifugation and the values predicted by the NMR-based PLS models were 0.98 and 0.91, respectively. The correlation coefficients for the LDL-and HDL-cholesterol concentrations predicted by the PLS regression models vs the ultracentrifugation method were 0.90 and 0.94, respectively. The cholesterol concentrations in LDL-1, LDL-2, and LDL-3 were predicted with correlation coefficients of 0.74, 0.78, and 0.69, respectively. For HDL subclasses HDL 2b , HDL 2a , and HDL 3 , the cholesterol concentrations were predicted with correlation coefficients of 0.92, 0.94, and 0.75, respectively. The TG concentrations in VLDL, IDL, LDL, and HDL were predicted with correlation coefficients of 0.98, 0.85, 0.77, and 0.74, respectively.
The cholesterol and TG concentrations in the lipoprotein fractions, including LDL fractions and HDL subclasses, predicted by the NMR-based PLS regression model were 95%-100% of the values obtained by ultracentrifugation.
Discussion
In the present study we established NMR-based PLS regression models that estimate blood lipid concentrations, including LDL fractions and HDL subclasses. The estimates were calculated with high agreement with an established ultracentrifugation method. The PLS-predicted cholesterol and TG concentrations in the main lipoprotein and LDL fractions and HDL subclasses were 95%-100% of the results obtained by ultracentrifugation. Pairwise results obtained by the ultracentrifugation-based method and the NMR-based PLS regression model were within 1%, indicating very good agreement between the methods.
The agreement between the concentrations of TG in plasma and VLDL measured by the ultracentrifugation method and predicted by PLS was good (r ϭ 0.98 for both). The prediction of TG concentrations in IDL, LDL, and HDL had a lower correlation with the ultracentrifu- gation method, which is probably a consequence of lower TG concentrations in these fractions. The number of PLS components were only 2 and 3 for TG concentrations in plasma and VLDL and 4 -5 for TG concentrations in IDL, LDL, and HDL, indicating that the models for the latter are based on more subtle differences in the NMR spectra. Correlations were generally acceptable for the TG concentrations in the LDL fractions and HDL subclasses, except for LDL-3, for which r was 0.57. For cholesterol, the correlation coefficients between the ultracentrifugation measurements and the PLS models were 0.91, 0.94, 0.90, and 0.94 for plasma, VLDL, LDL, and HDL, respectively. These correlations indicate that the NMR-based PLS models are able to predict cholesterol concentrations with adequate accuracy. The correlation coefficients for the prediction of cholesterol concentrations in LDL fractions and HDL subclasses ranged from 0.69 to 0.94. This is probably attributable to the high cholesterol concentrations in these subclasses.
Bathen et al. (12 ) also used NMR-based PLS models to predict cholesterol and TG concentrations in plasma, LDL, and HDL. Their correlations were slightly lower than those found in our study, which could be attributable to the use of fewer samples in their models (n ϭ 44). Another explanation might be the broader spectral range allowed in the present study compared with the study by Bathen et al. (12 ) , who used only the CH 3 and CH 2 peaks. Furthermore, in the present study, diffusion-edited NMR spectra were used to suppress the lactate signal at 1.33 ppm, which overlaps with the CH 2 signal. The suppression of this interference signal possibly improved our model.
Although our models predict the plasma lipid profile better than those used in previous reports, the correlation coefficient for the prediction of TG in LDL-3 is only 0.57. One possible source of error, which can partly explain the low correlation observed, is that the subclasses of lipoproteins separated by ultracentrifugation do not represent particles with discrete density but rather continuous ranges of densities. The data therefore do not comply with the basic assumption for applying PLS regression: that the data are low-rank bilinear. Another explanation for poor predictions is that severe spectral overlaps make it difficult for the calibration models to distinguish the nearly identical NMR signals arising from neighboring subclasses. In addition, certain response variables, e.g., TG in LDL-3, are found in low concentrations and had a small variation in the calibration set.
The pioneer NMR method for prediction of lipoproteins, introduced by Otvos et al. (11, 15 ) , is not a modelfree PLS method, but a so-called hard model. This means that the signals from the NMR spectrometer are related to a particular lipid profile measured by a comparison method through a multiparametric curve-resolution technique. Nevertheless, the correlations between established methods and the concentrations predicted by the NMR LipoProfile ® (the method patented by Otvos et al.) are high.
Prediction of lipoprotein concentrations in unknown samples can be correctly performed only if the concentrations fall between the minimum and maximum values indicated in Table 1 . In addition, when the plasma TG concentration exceeds 5 mmol/L, the VLDL particles stick to the ultracentrifugation tubes and the quantities are consequently underestimated, particularly VLDL-TG and VLDL-cholesterol concentrations. Because we used ultracentrifugation as the comparison method, this underestimation will also be reflected in the NMR method. However, both LDL fractions and HDL subclasses are heavily skewed toward an excess of small, dense particles if the plasma TG concentration is Ͼ5 mmol/L (19 ) , and with respect to measurement of subclasses, the practical relevance of this bias is of less importance.
In conclusion, the present NMR-based PLS models for plasma lipoprotein subclass analysis are suitable for research projects including a large number of participants. 
