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Abstract
We show that the global aspects of Abelian and center projection of a SU(2) gauge
theory on an arbitrary manifold are naturally described in terms of smooth Deligne coho-
mology. This is achieved through the introduction of a novel type of differential topological
structure, called Cho structure. Half integral monopole charges appear naturally in this
framework.
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1. Introduction and conclusions
Since the early seventies, a considerable effort has been devoted to the theoretical
understanding of confinement in non Abelian gauge theory. The two most accredited
theories are the dual superconductor model [1–6] and the vortex condensation model [7–
11].
According to the dual superconductor model picture, confinement is due to the con-
densation of chromomagnetic monopoles which forces the chromoelectric field into flux
tubes, through a mechanism known as dual Meissner effect, leading to a linear rising
confining chromoelectric potential.
Abelian gauge fixing and Abelian projection were proposed by ’t Hooft in 1980 as a
means of explaining the emergence of monopoles in non Abelian gauge theory [6]. In an
Abelian gauge, such as the maximal and the Laplacian Abelian gauges, the gauge symmetry
associated with the coset G/H of the maximal Abelian subgroup H of the gauge group G
is fixed. The resulting gauge fixed field theory is an Abelian gauge theory with gauge group
H, in which the H and G/H components of the original gauge field behave effectively as
Abelian gauge fields and matter fields, respectively. The Abelian projection consists in
keeping the H component of the gauge field and neglecting the G/H one, separating out
in this way the Abelian sector of the theory relevant for confinement.
The gauge transformation required to transform a given gauge field into one satisfying
the appropriate Abelian gauge fixing condition is not smooth in general. (This is just
another manifestation of the well known Gribov problem.) The transformed gauge field
has therefore defects. In a 4–dimensional space–time, the defects are located on closed
loops. These are the chromomagnetic monopole world lines. The monopoles are remnants
of theG/H part of the gauge symmetry. Their condensation leads to confinement. Without
the monopoles, Abelian projection would yield a rather trivial non confining Abelian gauge
theory.
In the vortex condensation model picture, confinement is induced by the filling of the
vacuum by closed chromomagnetic center vortices. Their condensation leads to an area
law for the Wilson loop and thus to confinement.
The emergence of vortices is explained by means of center gauge fixing and center
projection [12]. In a center gauge, such as the maximal and the Laplacian center gauges,
the gauge symmetry associated with the coset G/Z of the center Z of the gauge group G is
fixed. Since Z is typically a finite group, the resulting gauge fixed field theory is an exotic
Z gauge theory with no obvious continuum interpretation. The center projection consists
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in keeping the Z degrees of freedom of the gauge field and neglecting the G/Z ones. The
former are related to the global topological properties of the gauge field.
As for Abelian gauge fixing, the gauge transformation required to transform a given
gauge field into one satisfying the appropriate center gauge fixing condition is not smooth in
general. The transformed gauge field has therefore defects. In a 4–dimensional space–time,
the defects are located on closed surfaces. These are the chromomagnetic center vortex
world sheets. The center vortices are remnants of the G/Z part of the gauge symmetry.
Their condensation is responsible for confinement.
Since the dual superconductor model and the vortex condensation model describe
the same physical phenomena, there should be a way of identifying vortices in the dual
superconductor picture and monopoles in the vortex condensation picture. This is indeed
possible provided the gauge fixing is carried out appropriately as follows.
Laplacian center gauge fixing can be implemented in two steps [13,14]. In the first step,
the gauge symmetry is partially fixed from G toH. In the second step, the gauge symmetry
is further partially fixed from H to Z. The first step is nothing but Abelian gauge fixing,
which therefore becomes an integral part of center gauge fixing. Therefore, in this center
gauge, the vortex defects of a gauge field include the monopole defects as a distinguished
subset. Correspondingly, the vortex world sheets contain the associated monopole world
lines. In this way, vortices appear as chromomagnetic flux tubes connecting monopoles
[15].
To take into account the topologically non trivial gauge fields corresponding to mono-
poles, it is necessary to allow for twisted boundary conditions [16–18]. In pure gauge theory,
gauge transformation proceeds via the adjoint representation of G. Since the center Z of G
lies in the kernel of the latter, one may embed the original gauge theory in a broader one,
by allowing the G valued functions, in terms of which the boundary conditions obeyed by
the gauge fields are expressed, to satisfy the appropriate 1–cocycle conditions only up to a
Z valued twist. There are several types of boundary conditions depending on the possible
twist assignments. Correspondingly, the gauge fields fall in topological classes or twist
sectors. The gauge fields of the original untwisted theory form the trivial twist sector.
The gauge fields of the non trivial twist sectors are obtained from those of the trivial twist
sector by applying suitable multivalued gauge transformations with Z monodromy. The
branching sheets of the latter are the vortex world sheets.
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Formulation of the problem
One can view an Abelian gauge as map that assigns to each gauge field A a non
vanishing Higgs field φ(A) transforming in the adjoint representation of the gauge group
G, i. e. satisfying
φ(Ag) = Adg−1φ(A), (1.1)
for any gauge transformation g, where Ag is the gauge transform of A. By definition, a
gauge transformation g carries A into the Abelian gauge if φ(Ag) is h valued [6]. If g
has this property, then also gh does, for any H valued gauge transformation h. So, the
Abelian gauge fixing leaves a residual unfixed H gauge invariance. The defect manifold N
of the Abelian gauge is formed by those points x of space time where φ(A¯)(x) is invariant
under the adjoint action of a subgroup K of G properly containing H, where A¯ is any
gauge field belonging to the Abelian gauge, whose choice is immaterial [19,20]. If g is a
gauge transformation carrying A into the Abelian gauge, then g must be singular at a
Dirac manifold Dg bounded by N depending on g. Consequently, A
g, also, is. N consists
of monopole world lines and Dg of the associated Dirac strings. The Abelian projection
consists in replacing A with either one of the following
Asff = ΠhA
g, Abff = (ΠhA
g)g
−1
, (1.2)
where Πh is a suitable projector of g onto h. The two choices corresponds to the so called
space and body fixed frame [21]. The body fixed frame form Abff , which we adopt in the
following, has the advantage of being singular only at the defect manifold N .
The center gauge fixing works to some extent in similar fashion. It requires two
linearly independent Higgs fields φ(A), φ′(A) satisfying (1.1) rather than a single one. A
gauge transformation g carries A into the center gauge if φ(Ag) is h valued, as before, and
φ′(Ag) is v valued, where v is a suitable proper subspace of g not contained h [13,14]. If g
has this property, then also gz does, for any element z of Z. So, the center gauge fixing
leaves a residual unfixed Z gauge invariance. The defect manifold N∗ of the center gauge
is formed by those points x of space time where φ(A¯)(x), φ′(A¯)(x) are simultaneously
invariant under the adjoint action of a subgroup K of G properly containing Z, where A¯
is any gauge field belonging to the center gauge [19,20]. If g is a gauge transformation
carrying A into the center gauge, then g must be singular at a Dirac manifoldD∗g bounded
by N∗ depending on g and, so, Ag also is. N∗ consists of vortex world sheets and D∗g of
the associated Dirac volumes. The singularity of g appears as a non trivial Z monodromy
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around N∗, here working as a branching manifold. The center projection replaces Ag with
g−1dg. The latter has non trivial Z valued holonomy if g has non trivial Z monodromy
[22]
By allowing gauge transformations with non trivial Z monodromy in center gauge
fixing, one is effectively trading the original G gauge theory by a G/Z one possessing a
richer wealth of topological classes. These correspond to the twist sectors discussed earlier.
These sectors should somehow appear also in Abelian gauge fixing, since one expects the
various gauge fixing procedures to lead eventually to physically equivalent descriptions of
gauge theory low energy dynamics.
Below, we restrict to SU(2) gauge theory to allow for a particularly simple and direct
treatment. Here, as is usual in the physical gauge theory literature, we use the conve-
nient isovector notation, in which the Lie algebra su(2) and its Cartan and Lie brackets
are identified with the 3–dimensional Euclidean space E3 and its dot and cross product,
respectively. Instead of the Higgs field φ, it is customary to employ the normalized Higgs
field
n = φ/|φ|, n2 = 1. (1.3)
The body fixed frame gauge field Abff is of the form
Abff = an+ dn× n. (1.4)
The gauge field Abff was first written by Cho [23,24]. It is characterized by the fact that
n is covariantly constant with respect to it
Dbffn = dn+Abff × n = 0. (1.5)
As a consequence, Abff is a reducible gauge field. In this case, the defect manifold N of an
Abelian gauge is simply the vanishing locus of the associated Higgs field φ. At the points
of N , n is singular, as Abff is. The defects represent monopoles. The monopole charge is
given by
m = − 1
4π
∫
Σ
F bff · n = 1
4π
∫
Σ
(− dabff + 12n · dn× dn
)
, (1.6)
where F bff is the curvature of Abff and Σ is a surface surrounding the monopoles.
The center of SU(2) is the group {±12} ∼= Z2. For reasons discussed earlier, Abff is
an SU(2)/Z2 ∼= SO(3) gauge field rather than an SU(2) one. In general, Abff is not liftable
to an SU(2) gauge field. The associated obstructions are related to center vortices.
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Plan of the paper
The compatibility of Abelian and center projection with the global topology of the
gauge background is not obvious a priori and requires a critical examination. In fact,
the truncation of the gauge fields implicit in the projections, though doable locally, is not
manifestly so globally, when the background topology is non trivial. We ask then the
following question. Is there a natural global structure in which the local field theoretic
data yielded by the projection can be fitted in? If so, which are its properties? The aim
of this paper is to explore this matter.
The standard treatment of the defects associated with Abelian or center gauge fix-
ing requires specific ad hoc choices of coordinates and trivializations making covariance
obscure. Non trivial topology appears in the form of Dirac strings, sheets and the like
emanating from the defects. We adopt an alternative approach avoiding this. It consists
in defining all the fields locally and analyzing their gluing. Dirac strings, sheets etc. are
then traded for cocycles specifying the gluing of the local fields. This is in the spirit of
the seminal work of Wu and Yang [25]. Mathematically, it requires the apparatus of Cˇech
cohomology [26–28]. It is an alternative approach to the geometry and topology of these
gauge models which relies on cohomology rather than homotopy. It has the advantage of
being very general allowing for the analysis of Abelian and center projections for a gauge
theory on an arbitrary space time manifold.
To study the global features of the projections in SU(2) gauge theory, we shall work
out a local formulation of Cho’s gauge theoretic framework a` la Cˇech [23,24]. This will lead
to a novel type of differential topological structures called Cho structures. In due course,
we shall discover that the global aspects of a Cho structure C are encoded in a length 3
degree 3 Deligne cohomology class DC [29–32], whose properties will be studied in detail.
Next, we shall argue that a Cho structure C describes monopoles provided the associ-
ated Deligne class DC vanishes and we shall show that, when this happens, the resulting
monopole configurations are in one–to–one correspondence with certain differential topo-
logical structures subordinated to C , called fine Cho structures. We shall also prove that
these latter are classified by the length 2 degree 2 Deligne cohomology (up to equivalence).
Next, we shall show that DC does indeed always vanish. This will be the main result of
the paper. Finally, we shall also interpret center vortices as Z2 topological obstructions
to the lifting of the SO(3) bundles associated with the fine Cho structures to SU(2) ones.
Z/2 valued monopole charges and Z/4 valued topological charges emerge naturally in this
framework.
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2. SU(2) principal bundles and associated adjoint vector bundles
In this paper, we consider exclusively principal SU(2) bundles and the associated
vector bundles. SU(2) is the simplest non Abelian group and one can conveniently take
advantage of that. We shall exploit throughout the following basic properties of SU(2). The
material expounded below is well known and is collected only to define the notation and
the conventions used in the sequel of the paper. The isovector notation used is standard
in the physical literature.
Generalities on SU(2)
The 3–dimensional oriented Euclidean space E3 is a Lie algebra. The Lie brackets
and the Cartan form of E3 are given by [x, y] = x× y and (x, y) = −2x · y, for x, y ∈ E3,
respectively. The map h : su(2) → E3 defined by σ(h(x))/2i = x, for x ∈ su(2), where
σ denotes the standard Pauli matrices, is a Lie algebra isomorphism. Hence, the Lie
algebras su(2), E3 are isomorphic. The resulting identification is particularly convenient
as the Lie brackets and the Cartan form of su(2) are represented by the ordinary cross and
dot product of vectors of E3, respectively. Below, we shall use extensively the convenient
shorthands x = h(x), for x ∈ su(2), and ⋆ xy = −h(adxy) = −x× y, for x, y ∈ su(2).
The center of SU(2) is Z2 realized as the sign group {±1}. The map H : SU(2)/Z2 →
SO(3) defined by σ(H(R)x) = AdRσ(x), for R ∈ SU(2)/Z2, x ∈ E3, is a Lie group iso-
morphism. Hence, the groups SU(2)/Z2, SO(3) are isomorphic. Correspondingly, we have
an isomorphism H˙ : su(2) → so(3). Hence, the Lie algebras su(2), so(3) are isomorphic.
Below, we shall use the shorthand R = H(R), for R ∈ SU(2).
Generalities on SU(2) principal bundles
On a topologically non trivial manifoldM , fields are sections of vector bundles. These,
in turn, are associated with principal bundles and linear representations of their structure
group. Cˇech theory provides an advantageous description of these differential topological
structures. It requires the introduction of a sufficiently fine open cover {Oα} of M on
whose sets the local representations of the fields are given. 1 See for instance [33] for
background material.
1 Below, we denote by ϕα the local representation of a Cˇech 0–cochain ϕ on Oα. Simi-
larly, we denote by ̟αβ the local representation of a Cˇech 1–cochain ̟ on Oα ∩Oβ 6= ∅,
etc. For convenience, we shall suppress the indexes α, β, ... when confusion cannot arise.
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Let P be an SU(2) principal bundle on a manifoldM . Then, P is represented by some
SU(2) Cˇech 1–cocycle {Rαβ}.
The adjoint bundle AdP of P is the vector bundle
AdP = P ×SU(2) su(2), (2.1)
where SU(2) acts on su(2) by the adjoint representation. By the isomorphisms h : su(2)→
E3 and H : SU(2)/Z2 → SO(3), AdP is isomorphic to the oriented rank 3 vector bundle E
E = P ×SU(2) E3, (2.2)
where SU(2) acts on E3 via the representation induced by the natural map SU(2) →
SU(2)/Z2 and the isomorphism H. E is represented by the SO(3) Cˇech 1–cocycle {Rαβ}
corresponding to the SU(2) Cˇech 1–cocycle {Rαβ} under the isomorphism H. The vector
bundle E is not generic, since its first and second Stiefel–Whitney classes both vanish,
w1(E) = 0, w2(E) = 0. In the following, we find definitely more convenient to work with
the vector bundle E rather than the adjoint bundle AdP of P , since this allows us to
exploit familiar techniques of vector calculus.
Let A ∈ Conn(M,P ) be a connection of the principal bundle P . A is represented by
an Ω1 ⊗ su(2) Cˇech 0–cochain {Aα} satisfying
Aα = AdRαβAβ − dRαβRαβ−1. (2.3)
By the isomorphisms h : su(2)→ E3 and H : SU(2)/Z2 → SO(3), A induces a connection
A ∈ Conn(M,E) of the vector bundle E. A is represented by an Ω1 ⊗ E3 Cˇech 0–cochain
{Aα} satisfying
Aα = Rαβ(Aβ − ωαβ), (2.4)
where ωαβ is the E3 valued 1–form defined by
⋆ ωαβ = −Rαβ−1dRαβ. (2.5)
This correspondence establishes a canonical isomorphism of the affine spaces Conn(M,P ),
Conn(M,E) of connections of P , E.
Let s ∈ Ωp(M,AdP ) be a p–form section of AdP . Then, s is represented by an
Ωp ⊗ su(2) Cˇech 0–cochain {sα} matching as
sα = AdRαβsβ. (2.6)
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By the isomorphisms h : su(2) → E3 and H : SU(2)/Z2 → SO(3) again, s determines an
element s ∈ Ωp(M,E). s is represented by a Ωp ⊗ E3 Cˇech 0–cochain glueing as
sα = Rαβsβ . (2.7)
This correspondence establishes an isomorphism of the spaces Ωp(M,AdP ), Ωp(M,E) of
p–form sections of AdP , E.
Let A ∈ Conn(M,P ) be a connection of P . The covariant derivative DAs of s ∈
Ωp(M,AdP ) is
DAs = ds+ [A, s]. (2.8)
DAs ∈ Ωp+1(M,AdP ). The isomorphisms Conn(M,P ) ∼= Conn(M,E), Ωp(M,AdP ) ∼=
Ωp(M,E), described above, map DAs into the covariant derivative DAs of s ∈ Ωp(M,E).
Explicitly, DAs is
DAs = ds+ A× s. (2.9)
DAs ∈ Ωp+1(M,E) as expected.
The gauge curvature of a connection A ∈ Conn(M,P ) is
FA = dA+
1
2 [A,A]. (2.10)
FA ∈ Ω2(M,AdP ). Under the isomorphism Conn(M,P ) ∼= Conn(M,E), FA is mapped
into the gauge curvature FA of A. Explicitly, FA is
FA = dA+
1
2A× A. (2.11)
FA ∈ Ω2(M,E).
Let U ∈ Gau(M,P ) be a gauge transformation of the principal bundle P . U can be
viewed as an SU(2) Cˇech 0–cochain {Uα} satisfying
Uα = RαβUβRαβ
−1. (2.12)
By the isomorphism H : SU(2)/Z2 → SO(3), U yields a SO(3) valued endomorphism
U ∈ SO(M,E) of the vector bundle E (an SO(3) endomorphism for short). U is represented
by an SO(3) Cˇech 0–cochain {Uα} satisfying
Uα = RαβUβRαβ
−1. (2.13)
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This establishes an injective homomorphism of Gau(M,P )/Z2 into SO(M,E), where Z2
is realized as the sign group {±1}. The homomorphism is not surjective in general.
A gauge transformation U ∈ Gau(M,P ) acts on a connection A ∈ Conn(M,P )
according to
AU = AdU−1A+ U−1dU. (2.14)
This action translates into one of the SO(3) endomorphism U ∈ SO(M,E) correspond-
ing to U under the homomorphism Gau(M,P )/Z2 → SO(M,E) on the connection A ∈
Conn(M,E) corresponding to A under the isomorphism Conn(M,P ) ∼= Conn(M,E) given
by
AU = U−1A+ λU . (2.15)
where λU is the E3 valued 1–form defined by
⋆ λU = −U−1dU. (2.16)
A gauge transformation U ∈ Gau(M,P ) acts on a section s ∈ Ωp(M,AdP ) as
sU = AdU−1s. (2.17)
The homomorphisms Gau(M,P )/Z2 → SO(M,E), Ωp(M,AdP ) ∼= Ωp(M,E), described
above, map sU into the result of the action of the SO(3) endomorphism U on s ∈ Ωp(M,E),
sU . The latter is given by
sU = U−1s. (2.18)
All the isomorphisms established above will be repeatedly used in the following.
3. Cho structures
In this section, we shall introduce the basic notion of Cho structure. Cho structures
provide a local formulation of Cho’s original gauge theoretic formalism [23,24].
Cho structures
Let M be a manifold. Let P be a principal SU(2) bundle on M and let E be the
vector bundle defined in (2.2).
Definition 3.1 A Cho structure C = ({ni}, {Ai}, {T ij}) of E subordinated to the
open cover {Oi} of M consists of the following elements. 2
2 Note that the cover {Oi} is logically distinct from the cover {Oα} of sect. 2.
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i) A collection {ni} of sections ni ∈ Ω0(Oi, E) such that
ni
2 = 1. (3.1)
ii) A collection {Ai} of connections Ai ∈ Conn(Oi, E).
iii) A collection {T ij} of sections T ij ∈ SO(Oij , E).
It is further assumed that these have the following properties.
a) ni is covariantly constant with respect to Ai,
DAini = 0. (3.2)
where DAi is the covariant derivative associated with Ai (cfr. eq. (2.9)).
b) T ij matches ni, nj ,
ni = T ijnj . (3.3)
c) The T ij are normalized so that
T ii = 1, (3.4a)
T ijT ji = 1. (3.4b)
We denote by CE the set of Cho structures C of E subordinated to some open cover of M .
Remark 3.2 From (3.1), (3.2), it follows that a Cho structure C of E describes a
family of local SO(2) reduction of E with compatible SO(2) reduced connections subordi-
nated to the associated covering [34]. We shall elaborate on this point in greater detail in
sect. 5 below.
To compare Cho structures of E subordinated to different open covers, it is necessary
to resort to refinement of the covers.
Definition and Proposition 3.3 Let C = ({ni}, {Ai}, {T ij}) be a Cho structure
of E subordinated to the open cover {Oi}. Let {O¯ı¯} be an open cover which is a refinement
of {Oi} and let f be a refinement map (so that O¯ı¯ ⊆ Of(ı¯)). We set
n¯ı¯ = nf(ı¯)|O¯ı¯ , (3.5a)
A¯ı¯ = Af(ı¯)|O¯ı¯ , (3.5b)
T¯ ı¯¯ = T f(ı¯)f(¯)|O¯ı¯¯ . (3.5c)
12
Then, C¯ = ({n¯ı¯}, {A¯ı¯}, {T¯ ı¯¯}) is a Cho structure of E subordinated to the cover {O¯ı¯}. We
call C¯ the refinement of C associated with the refinement {O¯ı¯} of {Oi} and the refinement
map f .
Proof The verification of (3.1)–(3.4) is straightforward.
Definition and Proposition 3.4 Two Cho structures C = ({ni}, {Ai}, {T ij}),
C ′ = ({n′i}, {A′i}, {T ′ij}) of E subordinated to the same open cover {Oi} are called
equivalent if they are related as
n′i = U i
−1ni, (3.6a)
A′i = U i
−1(Ai − si ni) + λUi, (3.6b)
T ′ij = U i
−1T ij exp(−rij ⋆ nj)U j , (3.6c)
for some SO(E) Cˇech 0–cochain {U i} and some Ω1 Cˇech 0–cochain {si} and Ω0 Cˇech 1–
cochain {rij} independent from the trivialization of E used, where λUi is defined by (2.16)
with U replaced by U i. More generally, two Cho structures C = ({ni}, {Ai}, {T ij}),
C ′ = ({n′i′}, {A′i′}, {T ′i′j′}) of E subordinated to the open covers {Oi}, {O′i′} are called
equivalent if there is a common refinement {O¯ı¯} of {Oi}, {O′i′} and refinement maps f , f ′
such that the associated refinements C¯ = ({n¯ı¯}, {A¯ı¯}, {T¯ ı¯¯}), C¯ ′ = ({n¯′ ı¯}, {A¯′ ı¯}, {T¯ ′ ı¯¯})
are equivalent in the restricted sense just defined. The above defines an equivalence relation
on the set of Cho structures of E. In the following, we denote by [C ] the equivalence class
of the Cho structure C .
Proof It is easy to see that (3.6) is consistent with (3.1)–(3.4). It is straightforward
though tedious to verify the axioms of equivalence relation.
Remark 3.5 The notion of equivalence defined in (3.6) is more general than gauge
equivalence, to which it reduces when si = 0 and rij = 0.
Remark 3.6 A Cho structure C is equivalent to all its refinements C¯ .
Discussion
The topological setting in which interesting Cho structures are defined has the follow-
ing features. There are a manifold M0, a principal SU(2) bundle P0 on M0 and a closed
submanifold NC of M0 depending on C such that
M =M0 \NC , (3.7)
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P = P0|M (3.8)
and that ni, Ai become singular on approaching NC , when ∂Oi intersects N . That is, NC
is their defect manifold. NC has codimension 3, basically because the ni are valued in the
3–dimensional vector space E3. Further, there is a submanifold D of M0 bounded by NC ,
D = ∂NC , (3.9)
such that Oij ∩ D = ∅ for all i, j and that the T ij become singular when extended, if
possible, beyond their domain Oij to a larger one intersecting D. D has codimension 2.
D is not uniquely defined by C and is a generalization of the well known Dirac string.
The physical origin of the setting just described has been illustrated in the introduction
(see also [19,20]). In physical applications, M0 is some 4–dimensional space–time manifold,
such as R4, S4, S1 × R3, T4, P0 is a principal SU(2) bundle defined by the SU(2) valued
monodromy matrix functions of the gauge fields and NC is a set of closed monopole world
lines forming a knot in M0.
It is important to realize that the constructions worked out in this paper are fully
general and do not require that M and P are of the form (3.7), (3.8) or that dimM = 4.
Examples
We now illustrate the above analysis with a few examples.
Example 3.7 A small monopole loop in a single instanton background
The authors of ref. [35] found a solution of the differential maximal Abelian gauge in
a single instanton background. Its defect manifold is a loop. When the radius of the loop
is much smaller than the instanton size, an analytic expression is available.
In this case, M0 is the 4–sphere S
4 and P0 is the trivial principal bundle S
4 × SU(2).
Here, we view S4 as the one point compactification of R4, S4 = R4 ∪ {∞}. We define
coordinates u, v ∈ [0,+∞], ϕ, ψ ∈ [0, 2π[ in R4 ∪ {∞} by
x1 +
√−1x2 = u exp (√−1ϕ), x3 +√−1x4 = v exp (√−1ψ). (3.10)
Note that these are ill defined at the planes x1 = x2 = 0, x3 = x4 = 0 and at infinity.
Then, M = S4 \N , P = (S4 \N)× SU(2) and E = (S4 \N)× E3, where
N = {x|x ∈ R4, u = R0, v = 0}, (3.11)
with R0 > 0.
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We set
O1 = {x|x ∈ R4 ∪ {∞}, u < R1 and v < R1} \N, (3.12)
O2 = {x|x ∈ R4 ∪ {∞}, u > R2 or v > R2},
where R1 > R2 > R0. Note that N ∩O2 = ∅. {O1, O2} is an open covering of M .
Let α : R4 ∪ {∞} → [0, 2π[, β : R4 ∪ {∞} → [0, π], γ : R4 ∪ {∞} → [0, 2π[ be given by
α = ϕ− ψ mod 2π, (3.13a)
β = tan−1
( 2uv
u2 − v2 −R02
)
mod π, (3.13b)
γ = ϕ+ ψ mod 2π. (3.13c)
α, γ are ill defined at the planes u = 0, v = 0, β is ill defined at the hypersurfaces
u2−v2−R02 = 0. Let s1, s2, exp
(−√−1χ12) be the local representatives of a connection
s and the transition function of some T principal bundle on M , respectively, so that
s2 − s1 = −dχ12. (3.14)
We set
n1 =
[
sinβ(cosαe1 + sinα e2) + cosβ e3
]∣∣
O1
, (3.15)
n2 = e3,
A1 =
[− dα e3 − dβ(− sinαe1 + cosα e2) (3.16)
+ (cosβdα − s1)
(
sinβ(cosα e1 + sinα e2) + cosβ e3)
]∣∣
O1
,
A2 = −s2e3,
T 12 = exp(−α ⋆ e3) exp(−β ⋆ e2) exp(−(γ + χ12) ⋆ e3)
∣∣
O12
, (3.17)
T 21 = exp((γ + χ12) ⋆ e3) exp(β ⋆ e2) exp(α ⋆ e3)
∣∣
O12
,
T 11 = T 22 = 1.
It is straightforward to check that (3.15)–(3.17) define a Cho structure C of E subordinated
to {O1, O2}. Its defect manifold NC is precisely N ,
NC = N (3.18)
15
[35]. A Dirac sheet D is the disk bounded by N in the plane v = 0.
Example 3.8 A Higgs field on a 4–torus
In this case, M0 is the 4–torus T
4 and P0 is the trivial principal bundle T
4 × SU(2).
The defect manifold N is empty, N = ∅. Thus, M = T4, P = T4×SU(2) and E = T4×E3.
We view T4, as the quotient of R4 by a lattice Λ ⊆ R4, T4 = R4/Λ. Let {Oi} an open
covering of T4 such that, for each i, Oi is a simply connected non empty open subset of
T4. As is well known, for each i, there is a local coordinate xi of T
4 defined on Oi such
that
θ = xi(θ) + Λ, (3.19)
for θ ∈ Oi. Further, when Oij 6= ∅, there is ξij ∈ Λ such that
xi = xj + ξij on Oij (3.20)
The collection {ξij} is a Λ valued Cˇech 1–cocycle.
Let c : T4 → R4∨ be a smooth function and k0, e0 ∈ E3 be unit vectors. Let si,
exp
(−√−1χij) be the local representatives of a connection s and the transition function
of some T principal bundle on M0, respectively, so that
sj − si = −dχij . (3.21)
We set
nˆi = exp
(− 〈c, xi〉 ⋆ k0)e0, (3.22)
Aˆi = − exp
(− 〈c, xi〉 ⋆ k0)[d〈c, xi〉e0 × (k0 × e0) + sie0], (3.23)
Tˆ ij = exp
(− 〈c, xi〉 ⋆ k0) exp (− χij ⋆ e0) exp (〈c, xj〉 ⋆ k0)|Oij . (3.24)
It is straightforward to check that (3.20)–(3.23) define a Cho structure Cˆ of E subordinated
to {Oi}. Its defect manifold NC is empty
NC = ∅ (3.25)
4. The Deligne cohomology class DC
To any equivalence class of Cho structures, there is associated a flat degree 3 length
3 Deligne cohomology class. In this section, we describe its construction.
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Construction of the Deligne cohomology class DC
Let M , P and E be as in sect. 3. Let C = ({ni}, {Ai}, {T ij}) be a Cho structure of
E subordinated to the open cover {Oi} (cfr. def. 3.1).
Definition and Proposition 4.1 One has
Ai = Ani − aini, (4.1)
where
Ani = A0 · ni ni + dni × ni, (4.2)
A0 ∈ Conn(M,E) is a fixed background connection of E and ai ∈ Ω1(Oi). Ani ∈
Conn(Oi, E) is a connection of E on Oi and ai does not depend on the trivialization
of E used.
Proof This follows easily from (2.9), (3.2).
Remark 4.2 The connection Ai has the body fixed form of ref. [21].
Definition and Proposition 4.3 Let FAi be the curvature of Ai (cfr. eq. (2.11)).
There is a 2–form ηi ∈ Ω2(Oi) such that
FAi = −ηini. (4.3)
ηi is given explicitly by
ηi =
1
2
ni · dni × dni − d(A0 · ni) + dai. (4.4)
ηi does not depend on the trivialization of E used.
Proof From (3.2) and the Ricci identity DAiDAini = FAi × ni, one finds that
FAi × ni = 0. (4.5)
It follows that FAi is of the form (4.3). The expression (4.4) of ηi follows readily from
(2.11), (3.1), (4.1), (4.2). The last statement is obvious from (4.3).
Definition and Proposition 4.4 There is a 1–form ψij ∈ Ω1(Oij) such that
Ai = T ij(Aj − ζij + ψijnj), (4.6)
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where ζij is the E3 valued 1–form defined by
⋆ ζij = −T ij−1dT ij . (4.7)
ψij is given explicitly by
ψij = ζij · nj + A0 · (ni − nj)− ai + aj . (4.8)
ψij does not depend on the trivialization of E used.
Proof Combining (3.2), (3.3), one finds that
(Ai − T ij(Aj − ζij))× T ijnj = 0. (4.9)
It follows that Ai is of the form (4.6) for some ψij ∈ Ω1(Oij). ψij can be computed
explicitly from (3.1), (3.3), (4.1), (4.2). The last statement is easily verified.
Definition and Proposition 4.5 There is a 0–form φijk ∈ Ω0(Oijk) such that
T ijT jkT ki = exp(−φijk ⋆ ni). (4.10)
φijk does not depend on the trivialization of E used.
Proof The consistency of (3.3) requires that
ni = T ijT jkT kini. (4.11)
From here it follows that there is φijk ∈ Ω0(Oijk) satisfying (4.10). The last statement is
obvious.
Definition 4.6 We set
Kijkl = φjkl − φikl + φijl − φijk. (4.12)
Remark 4.7 The φijk are defined modulo 2πZ. So, we are allowed to redefine
φijk → φijk +mijk, (4.13)
where mijk ∈ 2πZ, if we wish so. To this, there corresponds an obvious redefinition of
Kijkl.
18
Definition and Proposition 4.8 {ηi} is an Ω2 Cˇech 0–cochain, {ψij} is an Ω1
Cˇech 1–cochain, {φijk} is an Ω0 Cˇech 2–cochain and {Kijkl} is a 2πZ Cˇech 3–cochain
(upon suitably fixing the indeterminacy (4.13)). Further, one has
δηij = dψij , (4.14a)
δψijk = dφijk, (4.14b)
δφijkl = Kijkl, (4.14c)
δKijklm = 0, (4.14d)
where δ is the Cˇech coboundary operator defined in (A.7). As a consequence, the sequence
({ηi}, {ψij}, {φijk}, {Kijkl}) is a length 3 Deligne 3–cocycle (cfr. app. A, eq. (A.4)) and,
thus, it defines a degree 3 length 3 Deligne cohomology class DC ∈ H3(M,D(3)•). This
class is unaffected by any redefinition of the form (4.13) and is thus associated with the
Cho structure C .
Proof Using (3.4), (4.7), (4.10), it is a straightforward matter to verify that {ηi},
{ψij}, {φijk} and {Kijkl} are Cech cochains of the stated types. The 2πZ valuedness of
{Kijkl} follows from the relation
exp(−δφijkl ⋆ ni) = 1, (4.15)
which can be shown by repeated application of (4.10). The proof of relations (4.14) is
straightforward by observing that, from (4.3), (4.6),
δηij = FAi · ni − FAj · nj , (4.16)
δψijk = ζjk · nk − ζik · nk + ζij · nj (4.17)
and upon using (3.1), (3.3), (3.4), (4.6), (4.7), (4.10) and the identities
exp(−ϕ ⋆ n) = 1 + (1− cosϕ)(⋆n)2 − sinϕ ⋆ n, (4.18)
exp(ϕ ⋆ n)d exp(−ϕ ⋆ n) = −dϕ ⋆ n− sinϕ ⋆ dn− (1− cosϕ) ⋆ (dn× n), (4.19)
where ϕ is a local 0–form. The remaining statements are easily verified.
Next, we shall study the dependence of DC on C ∈ CE .
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Proposition 4.9 Let C be a Cho structure of E subordinated to the open cover
{Oi}. Let {O¯ı¯} be an open cover which is a refinement of {Oi} and let f be a refinement
map. Let C¯ be the associated refinement of C (cfr. def. 3.3). Then,
DC = DC¯ (4.20)
Thus, refinement of Cho structures is compatible with Deligne cohomology.
Proof It is readily verified that
η¯ı¯ = ηf(ı¯)|O¯ı¯ , (4.21a)
ψ¯ı¯¯ = ψf(ı¯)f(¯)|O¯ı¯¯ , (4.21b)
φ¯ı¯¯k¯ = φf(ı¯)f(¯)f(k¯)|O¯ı¯¯k¯ , (4.21c)
K¯ı¯¯k¯l¯ = Kf(ı¯)f(¯)f(k¯)f(l¯)|O¯ı¯¯k¯l¯ , (4.21d)
with obvious notation. This means that the Deligne 3–cocycle corresponding to C¯ is the
refinement of the Deligne 3–cocycle corresponding to C associated with the refinement
{O¯ı¯} of {Oi} and the refinement map f . (4.20) follows immediately.
Proposition 4.10 Let C , C ′ be equivalent Cho structures of E (cfr. def. 3.4).
Then,
DC = DC ′ . (4.22)
Thus, the Deligne cohomology classes of equivalent Cho structures are equal. Since
DC depends on the Cho structure C only through its equivalence class [C ], we shall use
occasionally the notation D[C ].
Proof Assume first that C , C ′ are subordinated to the same open cover {Oi}. As
C , C ′ are equivalent, (3.6) holds. Using (4.1), (4.4), (4.7), (4.8) and (4.10) and exploiting
(4.19), it is straightforward to show that {si} is a Ω1 Cˇech 0–cochain, {rij} is a Ω0 Cˇech
1–cochain and that, for some 2πZ Cˇech 2–cochain {kijk},
η′i = ηi + dsi, (4.23a)
ψ′ij = ψij + δsij + drij , (4.23b)
φ′ijk = φijk + δrijk + kijk, (4.23c)
K ′ijkl = Kijkl + δkijkl. (4.23d)
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Therefore, the Deligne 3–cocycles corresponding to C , C ′ differ by a length 3 Deligne
3–coboundary (cfr. eq. (A.5)). It follows immediately that DC = DC ′ . Next, let C , C
′
be subordinated to distinct open covers {Oi}, {O′i′}. Assume that C , C ′ are equivalent.
Then, there is a common refinement {O¯ı¯} of {Oi}, {O′i′} and refinement maps f , f ′ such
that the associated refinements C¯ , C¯ ′ are equivalent. By the result just shown, DC¯ = DC¯ ′ .
On the other hand, by (4.20), DC = DC¯ , DC ′ = DC¯ ′ . (4.22) follows.
Remark 4.11 Since a Cho structure C is equivalent to anyone of its refinements C¯ ,
(4.20) is a particular case of (4.22).
Proposition 4.12 For any Cho structure C , the Deligne class DC is flat.
Proof From (3.2), (4.3) and the Bianchi identity DAiFAi = 0, one verifies that
−dηini = 0 (4.24)
and, so, the 2–form ηi is closed
dηi = 0. (4.25)
This shows that DC is flat as stated.
The main theorem on DC
All the above results are summarized in the following theorem.
Theorem 4.13 There is a well defined natural map that associates with any equiv-
alence class of Cho structures [C ] a flat degree 3 length 3 Deligne cohomology class
D[C ] ∈ H3(M,D(3)•).
Remark 4.14 As discussed in app. A, with DC there is associated an isomorphism
class of Hermitian gerbes with Hermitian connective structure and curving. By prop. 4.12,
this class is flat.
This was to be expected in the present finite dimensional context (see ref. [32] for a
discussion of this matter). Later, in sect. 6, we shall show that the class actually trivial.
Examples
Example 4.15 A small monopole loop in a single instanton background
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This example was illustrated in sect. 3. It is straightforward to compute the Deligne
3–cocycle associated with the Cho structure C (3.15)–(3.17). Its only non vanishing com-
ponents are
η1 =
[− sinβdαdβ]∣∣
O1
+ ds1, η2 = ds2, (4.26)
ψ12 = −ψ21 =
[
dγ + cosβdα
]∣∣
O12
.
Example 4.16 A Higgs field on a 4–torus
Also this example was illustrated in sect. 3. It is simple to compute the Deligne
3–cocycle associated associated with the Cho structure C defined (3.22)–(3.24)
ηi = t|Oi , (4.27)
ψij = 0,
φijk = 0,
Kijkl = 0,
where t ∈ Ω2c2πZ(M) is a closed 2–form with periods in 2πZ defined by t|Oi = dsi.
5. Fine and almost fine Cho structures and the Deligne class DC
In general, the local data of a Cho structure cannot be assembled in a global structure,
but they do when the structure is fine.
Fine Cho structures
Let M , P and E be as in sect. 3.
Definition 5.1 A Cho structure C = ({ni}, {Ai}, {T ij}) of E subordinated to the
open cover {Oi} (cfr. def. 3.1) is said fine fine if
T ijT jkT ki = 1 (5.1)
and
Ai = T ij(Aj − ζij) (5.2)
(cfr. eqs. (4.6), (4.7). We denote by CE
∗ the set of fine Cho structures of E subordinated
to some open cover of M .
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Remark 5.2 Let C be a fine Cho structure. If C¯ is a Cho structure refining C (cfr.
def. 3.3), then C¯ , also, is fine. If C ′ is a Cho structure equivalent to C (cfr. def. 3.4),
then C ′ is not fine in general.
When dealing with fine Cho structures, one thus needs a sharper notion of equivalence
compatible with fineness.
Definition and Proposition 5.3 Two fine Cho structures C = ({ni}, {Ai},
{T ij}), C ′ = ({n′i}, {A′i}, {T ′ij}) of E subordinated to the same open cover {Oi} are
said finely equivalent, if
n′i = U i
−1ni, (5.3a)
A′i = U i
−1Ai + λUi, (5.3b)
T ′ij = U i
−1T ijU j , (5.3c)
for some SO(E) Cˇech 0–cochain {U i}. It is readily checked that these relations are
compatible with the fineness of C , C ′. More generally, two fine Cho structures C =
({ni}, {Ai}, {T ij}), C ′ = ({n′i′}, {A′i′}, {T ′i′j′}) of E subordinated to the open cov-
ers {Oi}, {O′i′} are called finely equivalent if there is a common refinement {O¯ı¯} of
{Oi}, {O′i′} and refinement maps f , f ′ such that the associated fine refinements C¯ =
({n¯ı¯}, {A¯ı¯}, {T¯ ı¯¯}), C¯ ′ = ({n¯′ ı¯}, {A¯′ ı¯}, {T¯ ′ ı¯¯}) are finely equivalent in the restricted sense
just defined. As suggested by the name, the above defines indeed an equivalence relation
on the set of fine Cho structures. Below, we shall denote by 〈C 〉 the fine equivalence class
of a fine Cho structure C .
Proof These statements are straightforwardly verified.
Remark 5.4 Fine equivalence implies ordinary equivalence as defined in def. 3.4
above.
Definition and Proposition 5.5 A fine Cho structure C defines an SO(3) vector
bundle EC , a connection AC ∈ Conn(M,EC ) and a section nC ∈ Ω0(M,EC ) such that
nC
2 = 1, (5.4)
DACnC = 0. (5.5)
EC decomposes as
EC = EˆC ⊕ CC . (5.6)
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Here, EˆC , CC are the vector subbundles of EC of local sections s of EC such that s ·nC = 0,
s × nC = 0, respectively. EˆC is an SO(2) vector bundle. CC is isomorphic to the trivial
bundle R×M . The complexification EˆC C of EˆC decomposes as
EˆC
C = eC ⊕ eC−1, (5.7)
where eC is a Hermitian line bundle. The connection AC induces a Hermitian connection
aC ∈ Conn(M, eC ) and the trivial connection on CC . The curvature faC = daC of aC is
given by
faC = −FAC · nC . (5.8)
The Hermitian line bundle with Hermitian connection (eC , aC ) determines the SO(3) vector
bundle with connection (EC , AC ) up to isomorphism. Finely equivalent fine Cho structures
C , C ′ yield isomorphic vector bundles with connections (EC , AC ), (EC ′ , AC ′). The line
bundle with connection (eC , aC ) depends only on the fine equivalence class 〈C 〉 of the fine
Cho structure C .
For this reason, we shall use occasionally the notation (e〈C 〉, a〈C〉).
Proof Let C = ({ni}, {Ai}, {T ij}). (5.1) implies that there is an SO(3) vector bundle
EC obtained from the restrictions E|Oi by pasting through the SO(3) endomorphisms
T ij ∈ SO(Oij , E|Oij). (5.1), (5.2) imply in turn that the Conn(E) 0–cochain {Ai} defines
a connection AC ∈ Conn(M,EC ). Then, the Ω0(E) 0–cochain {ni} yields a section nC ∈
Ω0(M,EC ) satisfying (5.4), (5.5). The decomposition of EC follows straightforwardly from
well known results about SO(2) reductions of SO(3) vector bundles [34]. The remaining
statements are easily proved.
Before proceeding to the mathematical study of fine Cho structures, it is necessary to
realize the physical origin of this notion. Assume that dimM = 4. In the body fixed frame
of [21], the data EC , AC , nC associated with a fine Cho structure C are precisely those
describing a monopole configuration. The 1–dimensional defect manifold NC of C (cfr. the
discussion of sect. 3) is the set of the monopole world lines. The integral − 1
4π
∫
Σ
FAC ·nC ,
where Σ is any 2–cycle of M , is the monopole charge enclosed by Σ. These aspects will be
discussed in sect. 7 in greater detail.
Definition and Proposition 5.6 With any fine Cho structure C , there is asso-
ciated a degree 2 length 2 Deligne cohomology class IC ∈ H2(M,D(2)•). Its curvature
fC ∈ Ω2c2πZ(M) is a closed 2–form with periods in 2πZ called the Abelian curvature of C .
fC is given by
fC = faC . (5.9)
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IC , fC depend only on the fine equivalence class 〈C 〉 of the fine Cho structure C .
Again, we shall sometimes use the notation I〈C 〉, f〈C〉.
Proof By prop. 5.5, the fine Cho structure C determines a Hermitian line bundle
with Hermitian connection (eC , aC ). As is well know, the isomorphism class of the latter
is represented by a degree 2 length 2 Deligne cohomology class IC ∈ H2(M,D(2)•) with
curvature fC = faC ∈ Ω2c2πZ(M) (cfr. app. A). The remaining statement follows easily
from the last part of prop. 5.5.
Proposition 5.7 If C is a fine Cho structure, then
DC = 0 (5.10)
(cfr. def. 4.8)
Proof Let C = ({ni}, {Ai}, {T ij}) be a fine Cho structure. We assume first
that the open covering {Oi} underlying C is good [33]. Combining (4.3), (4.6), (4.10)
and (5.1), (5.2), (5.8), one finds that the associated degree 3 length 3 Deligne cocycle
({ηi}, {ψij}, {φijk}, {Kijkl}) (cfr. prop. 4.8) is given by
ηi = faC |Oi , (5.11a)
ψij = 0, (5.11b)
φijk = mijk, (5.11c)
Kijkl = δmijkl, (5.11d)
where {mijk} is some 2πZ Cˇech 2–cochain. Here, faC ∈ Ω2c2πZ(M). Since the cover {Oi} is
good, this suffices to show that our Deligne cocycle is a coboundary (cfr. eq. (A.5)) [32].
(5.10) follows. This result holds also when the cover {Oi} is not good. Indeed, every open
cover {Oi} admits an open refinement {O¯ı¯} which is good [33]. Pick a refinement map f .
Let C¯ be the associated refinement. By rem. 5.2, C¯ is fine. Since the cover {O¯ı¯} is good,
DC¯ = 0, by the result just proved. By prop. 4.10, eq. (4.22), one has then DC = DC¯ = 0.
Thus, (5.10) holds in general.
Almost fine Cho structures
The Cho structures which show up in physical applications are seldom fine. The
following notion is therefore useful.
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Definition 5.8 A Cho structure C of E is said almost fine if it is equivalent to a
fine Cho structure.
To anticipate, in sect. 6, by exploiting local diagonalizability, we shall see that,
actually, every Cho structure is almost fine. However, this fact is not obvious a priori.
Remark 5.9 A Cho structure equivalent to an almost fine Cho structure is almost
fine. In particular, a fine Cho structure is also almost fine.
Proposition 5.10 A Cho structure C is almost fine if and only if
DC = 0. (5.12)
Proof If C is an almost fine Cho structure, then C is equivalent to a fine Cho
structure C ′. By prop. 4.10, eq. (4.22), and prop. 5.7, eq. (5.10), DC = DC ′ = 0. Hence,
(5.12) holds.
Conversely, let C = ({ni}, {Ai}, {T ij}) be a Cho structure satisfying (5.12). We
assume first that the open covering {Oi} underlying C is good. Then, the length 3 Deligne
3–cocycle ({ηi}, {ψij}, {φijk}, {Kijkl}) associated with C is a coboundary. Therefore
ηi = −dsi, (5.13a)
ψij = −δsij − drij , (5.13b)
φijk = −δrijk − kijk, (5.13c)
Kijkl = −δkijkl. (5.13d)
where {si} is an Ω1 Cˇech 0–cochain, {rij} is an Ω0 Cˇech 1–cochain and {kijk} is a 2πZ
Cˇech 2–cochain, by eq. (A.5). Then, the sequence C ′ = ({n′i}, {A′i}, {T ′ij}) defined by
n′i = ni, (5.14a)
A′i = Ai − sini, (5.14b)
T ′ij = T ij exp(−rij ⋆ nj), (5.14c)
is a Cho structure of E subordinated to the cover {Oi} equivalent to C , by def. 3.4,
eq. (3.6). By eq. (4.23), by construction, the associated length 3 Deligne 3–cocycle
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({η′i}, {ψ′ij}, {φ′ijk}, {K ′ijkl}) is of the form
η′i = 0, (5.15a)
ψ′ij = 0, (5.15b)
φ′ijk = m
′
ijk, (5.15c)
K ′ijkl = δm
′
ijkl, (5.15d)
where {m′ijk} is a 2πZ Cˇech 2–cochain. Thus, C ′ is fine. Consequently, C is almost fine.
This result holds also when the cover {Oi} is not good. Indeed, every open cover {Oi}
admits an open refinement {O¯ı¯} which is good. Pick a refinement map f . Let C¯ be the
associated refinement. By rem. 3.6, prop. 4.10, eq. (4.22), and (5.12), DC¯ = DC = 0. So,
C¯ is a Cho structure subordinated to the good open cover {O¯ı¯} satisfying (5.12). Thus,
C¯ is almost fine, as just shown. On the other hand, C is equivalent to C¯ . Thus, by rem.
5.9, C is almost fine as well.
Remark 5.11 When C is almost fine, then C is equivalent to infinitely many fine
Cho structures C ′. It is fairly obvious that equivalent almost fine Cho structures C are
characterized by the same set of fine Cho structures C ′.
Definition 5.12 We denote by FC the set of fine equivalence classes of fine Cho
structures C ′ equivalent to an almost fine Cho structure C .
By rem. 5.11, we shall also use the notation F[C ].
Proposition 5.13 Let C be an almost fine Cho structure. Then, there exists a
bijection H2(M,D(2)•) ∼= FC .
Proof Let C = ({ni}, {Ai}, {T ij}). By rem. 5.2 and rem. 5.11, we can assume
without loss of generality that C itself is fine and that the open cover {Oi} associated with
C is good. The degree 3 length 3 Deligne cocycle ({ηi}, {ψij}, {φijk}, {Kijkl}) associated
with C is thus of the form (5.11).
Let J ∈ H2(M,D(2)•). Let ({si}, {−rij}, {kijk}) be a degree 2 length 2 Deligne
cocycle representing J . Therefore, one has
δsij + drij = 0, (5.16a)
δrijk + kijk = 0, (5.16b)
δkijkl = 0 (5.16c)
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by eq. (A.4). The sequence C ′ = ({n′i}, {A′i}, {T ′ij}) defined by (5.14) is a Cho structure
of E equivalent to C . By using (4.23), it is readily checked that the associated Deligne cocy-
cle ({η′i}, {ψ′ij}, {φ′ijk}, {K ′ijkl}) is also of the form (5.11). Hence, the Cho structure C ′
is fine. If we replace the Deligne cocycle ({si}, {−rij}, {kijk}) by a cohomologous Deligne
cocycle ({s′i}, {−r′ij}, {k′ijk}), then the fine Cho structure C ′ = ({n′i}, {A′i}, {T ′ij}) gets
replaced by a finely equivalent fine Cho Structure C ′′ = ({n′′i}, {A′′i}, {T ′′ij}). Indeed,
by eq. (A.5), one has
s′i = si + dpi, (5.17a)
r′ij = rij − δpij − lij , (5.17b)
k′ijk = kijk + δlijk, (5.17c)
where {pi} is a Ω0 Cˇech 0–cochain and {lij} is a 2πZ Cˇech 1–cochain. Using (4.18), (4.19),
it is straightforward to check that C ′, C ′′ are related as in (5.3) with U i = exp(pi ⋆ ni)
(after an obvious notational change). C ′, C ′′ are thus finely equivalent fine Cho structures.
Therefore, we have a well defined map jC : H
2(M,D(2)•) → FC given by jC (J) = 〈C ′〉. It
is easy to see that jC does not depend on the good open cover {Oi}.
Next, we shall show that jC is a bijection. We shall do so by proving that jC is injective
and surjective. Let J (a) ∈ H2(M,D(2)•), a = 1, 2, such that jC (J (1)) = jC (J (2)). Pick 2
length 2 Deligne cocycles ({s(a)i}, {−r(a)ij}, {k(a)ijk}) representing J (a) and consider the
representatives C (a) = ({n(a)i}, {A(a)i}, {T (a)ij}) of jC (J (a)) given by (5.14), as defined
in the previous paragraph. By assumption, the fine Cho structures C (1), C (2) are finely
equivalent. So, they are related as in (5.3) for some SO(E) 0–cochain {U i} (after an obvious
notational change). On the other hand, for the representatives C (a), n(a)i = ni so that
Ui = exp(pi ⋆ni) for an Ω
0 Cˇech 0–cochain {pi}. Using (4.18), (4.19), it is straightforward
to check that the Deligne cocycles ({s(a)i}, {−r(a)ij}, {k(a)ijk}) are related as in (5.17) for
some 2πZ Cˇech 1–cochain {lij} (after another obvious notational change), so that they are
cohomologous. Hence, J (1) = J (2). This shows that jC is injective. Next, let C
′ a fine Cho
structure equivalent to C . Let us show that 〈C ′〉 is contained in the range of jC . By rem.
5.2 and for reasons explained in the previous paragraph, we can assume that C , C ′ are
subordinated to the same open cover. Further, we are free to replace C ′ be any other finely
equivalent Cho structure subordinated to that cover. Let C ′ = ({n′i}, {A′i}, {T ′ij}). For
the reasons just explained and the equivalence of C , C ′, we can assume that C ′ is given by
(5.14) for some Ω1 Cˇech 0–cochain {si} and Ω0 Cˇech 1–cochain {rij}. On the other hand,
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the Deligne cocycles ({ηi}, {ψij}, {φijk}, {Kijkl}), ({η′i}, {ψ′ij}, {φ′ijk}, {K ′ijkl}) are of
the form (5.11) and they are related as in (4.23) for some 2πZ Cˇech 2–cochain {kijk}. It
follows that, after perhaps a redefinition of {kijk}, the sequence ({si}, {−rij}, {kijk}) is
a degree 2 length 2 Deligne cocycle. This defines a class J ∈ H2(M,D(2)•). From the
construction, it is obvious that jC (J) = 〈C ′〉. Hence, jC is surjective
Remark 5.14 The bijection indicated in theor. (5.12) is not canonical, since it
depends on a choice of a reference fine structure in the class [C ].
The relevance of the classification result of prop. 5.13 will become clear in sect. 7.
Examples
Example 5.15 A small monopole loop in a single instanton background
This example was illustrated in sect. 3. From (4.26), it appears that the Cho structure
C defined in (3.15)–(3.17) is not fine. Later, we shall see that C is almost fine.
Example 5.16 A Higgs field on a 4–torus
Also this example was illustrated in sect. 3. From (4.27), it is evident that the Cho
structure Cˆ defined (3.22)–(3.24) is fine and, thus, also almost fine.
6. Diagonalizability and almost fineness
In this section, we introduce a new type of Cho structures, the diagonalizable ones.
In due course, we shall show that every diagonalizable Cho structure is almost fine (cfr.
def. 5.8) and that every Cho structure is diagonalizable. In this way, we shall conclude
that every Cho structure is almost fine.
Diagonalizable Cho structures
Let M , P and E be as in sect. 3.
Definition 6.1 A Cho structure C = ({ni}, {Ai}, {T ij}) of E subordinated to the
open cover {Oi} is said diagonalizable if it is of the form
ni = Sin0, (6.1a)
Ai = −Si(θin0 + λSi), (6.1b)
T ij = Si exp(−ωij ⋆ n0)Sj−1, (6.1c)
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where n0 ∈ E3 with n02 = 1, {Si} is a Cˇech 0–cochain of the sheaf of SO(3) valued
functions matching as
Sα = RαβSβ (6.2)
under changes of trivialization of E, {θi} is an Ω1 Cˇech 0–cochain, {ωij} is an Ω0 Cˇech
1–cochain, both independent from the trivialization of E used, and λSi is defined as in
(2.16) with U replaced by Si. More generally, C is called diagonalizable if it is equivalent
to a Cho structure diagonalizable in the restricted sense just defined.
Remark 6.2 It is easy to see that the restrictions imposed on Si, θi, ωij ensures
that (3.1)–(3.4) are satisfied. We note that (6.1b), (6.1c) are implied by (6.1a), as is easy
to see from (2.16), (3.3), (4.2).
The connection Ai above has the space fixed form of ref. [21].
Proposition 6.3 A diagonalizable Cho structure C is almost fine.
Proof By rem. 5.9, one can assume that C satisfies (6.1) without loss of generality.
Using (4.3), (4.6), (4.10), (6.1), one verifies directly that the associated length 3 Deligne
3–cocycle ({ηi}, {ψij}, {φijk}, {Kijkl}) is given by
ηi = dθi, (6.3a)
ψij = δθij + dωij , (6.3b)
φijk = δωijk + lijk, (6.3c)
Kijkl = δlijkl, (6.3d)
where {lijk} is some 2πZ Cˇech 2–cochain. From (A.5), it follows that ({ηi}, {ψij}, {φijk},
{Kijkl}) is a Deligne 3–coboundary. Hence, the Deligne class DC vanishes. By prop. 5.10,
eq. (5.12), one concludes that C is almost fine.
The diagonalization theorem
The natural question arises about under which conditions a Cho structure C is diag-
onalizable. The answer is that it always is.
Theorem 6.4 Every Cho structure C is diagonalizable, thus almost fine, thus equiv-
alent to a fine Cho structure. In particular, for every Cho structure C , the Deligne class
DC is trivial
DC = 0. (6.4)
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Proof To understand the essence of the matter, let us study the following closely
related problem. Given an E3 valued field n defined on an open set O of R
p such that
n2 = 1 and a vector n0 ∈ E3 with n02 = 1, find an SO(3) valued function R on O such
that
n = Rn0. (6.5)
It is not difficult to find the general expression of such an R:
R = Rn←n0 exp(−ϕ(n) ⋆ n0), (6.6)
where
Rn←n0 = 1 +
1
1 + n · n0 [⋆(n× n0)]
2 + ⋆(n× n0). (6.7)
and ϕ(n) is an arbitrary function possibly depending on n. The point is that Rn←n0 is
singular (though bounded) at those point x ∈ O where n(x) = −n0. These singularity
cannot be compensated by a judicious choice of ϕ(n), as is easy to see from (4.18). So,
when the field n takes all possible values in the unit sphere S2(E3) of E3, a regular SO(3)
valued function R on O fulfilling (6.4) cannot exist. However, it is easy to see that every
point x ∈ O has an open neighborhood Ox ⊆ O such that the range of n|Ox is a proper
subset of S2(E3). Indeed, if there were a point x ∈ O such that for all open neighborhoods
Ox ⊆ O the range of n|Ox were the whole S2(E3), n would be singular at x, while n is
regular on O. We conclude that O has an open cover {Oa}, such that the problem posed
has solution on each Oa separately.
From the discussion of the previous paragraph, it follows that for every Cho struc-
ture C = ({ni}, {Ai}, {T ij}) of E subordinated to the open cover {Oi}, there is a re-
finement {O¯ı¯} of {Oi} and a refinement map f such that the associated refinement
C¯ = ({n¯ı¯}, {A¯ı¯}, {T¯ ı¯¯}) satisfies (6.1) (cfr. def. 3.3).
Next we, explore the implications of this important result.
Examples
Example 6.5 A small monopole loop in a single instanton background
This example was illustrated in sect. 3. The Cho structure C defined in (3.15)–(3.17)
is not manifestly diagonalizable. But it actually is by theor. 6.4.
Example 6.6 A Higgs field on a 4–torus
Also this example was illustrated in sect. 3. The Cho structure C defined (3.22)–(3.24)
is evidently diagonalizable.
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7. Monopole and instanton charge, twist sectors and vortices
We want now find expressions for the monopole and instanton chargemC , iC associated
with a fine Cho structure C and analyze their properties and relations.
Monopole and instanton charge
Let M , P and E be as in sect. 3. Let C be a fine Cho structure of E (cfr. def. 5.1).
Let fC ∈ Ω2c2πZ(M) be the Abelian curvature of C (cfr. def. 5.6).
Definition 7.1 Let Σ ∈ Zs2(M) be a finite singular 2–cycle of M [33]. 3 The
monopole charge mC (Σ) of C in Σ is
mC (Σ) =
1
4π
∫
Σ
fC . (7.1)
Similarly, let Ω ∈ Zs4(M) be a finite singular 4–cycle of M . The instanton charge iC (Ω)
of C in Ω is
iC (Ω) =
1
16π2
∫
Ω
fC
2. (7.2)
It is important to realize that the objects just defined are indeed suitable generaliza-
tions of the customary physical objects carrying the same names. Indeed,
1
4π
fC = − 1
4π
FAC · nC =
1
2π
tr
(
FACnC
)
, (7.3)
1
16π2
fC
2 =
1
16π2
FAC · FAC = −
1
8π2
tr
(
FACFAC
)
, (7.4)
by prop. 5.5, where the trace is over the fundamental representation of su(2) (cfr. sect. 2).
This justifies the identification of mC , iC as monopole and instanton charge, respectively.
Proof From prop. 5.5, eq. (5.5), one has indeed that FAC = −fC nC .
In the physical applications where M is a compact oriented 4–dimensional manifold,
the 4–cycle Ω is a representative of the fundamental class of M . However, the following
treatment applies to more general situations.
3 Here and in the following, we denote by Csp(M), Z
s
p(M), B
s
p(M) the groups of p–
dimensional singular chains, cycles and boundaries of M , respectively, and by Hsp(M)
the degree p singular homology of M . Further, we denote by Csp the precosheaf of p–
dimensional singular chains [36].
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Remark 7.2 Since fC ∈ Ω2c2πZ(M), mC (Σ) ∈ Z/2, iC (Ω) ∈ Z/4. However, if
fC/2 ∈ Ω2c2πZ(M), then mC (Σ), iC (Ω) ∈ Z.
Remark 7.3 By standard arguments [33], mC induces a homomorphism mC :
Hs2(M) → Z/2 on the degree 2 singular homology of M . Similarly, iC induces a ho-
momorphism iC : H
s
4(M) → Z/4 on the degree 4 singular homology of M . To emphasize
this, one may write mC ([Σ]), iC ([Ω]) in (7.1), (7.2).
Remark 7.4 Since fC depends on C only through its fine equivalence class 〈C 〉, by
prop. 5.6, so do mC , iC . For this reason, one occasionally writes m〈C 〉, i〈C 〉 to emphasize
this fact.
Discussion
Suppose that the Cho structure C = ({ni}, {Ai}, {T ij}) is subordinated to the open
cover {Oi}. From (4.4) and the relation FAi = −fC |Oini, one has
fC |Oi = 12ni · dni × dni − d(A0 · ni) + dai. (7.5)
We note that ( 1
2
ni · dni × dni)2 = 0 identically, as is easy to see. From this fact and (7.5)
fC
2|Oi =
(
ni · dni × dni − d(A0 · ni) + dai
)(− d(A0 · ni) + dai). (7.6)
This formula shows the importance of the terms −d(A0 · ni) + dai in (7.5) to yield a non
vanishing instanton number. In the formulation of ref. [20], terms like these are associated
with Dirac strings, sheets etc. and are distributional. In our formulation. Dirac strings,
sheets etc. are traded for cocycles specifying glueing of locally defined fields. In turn,
glueing requires these terms.
From (7.5), we see that wC = mC is a generalization of the customary winding number.
Similarly, one can relate the instanton charge iC to a suitable generalization of the Hopf
invariant. To this end, we assume that the open sets of the cover {Oi} are contractible.
As fC ∈ Ω2c(M) and Oi is contractible, one has
fC |Oi = dvi, (7.7)
for some vi ∈ Ω1(Oi), by Poincare´’s lemma. Since fC/4π is a winding number density, as
explained above, vidvi/16π
2 is a local Hopf invariant density on Oi. Now, we note that
fC
2|Oi = d(vidvi). (7.8)
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Let Ω ∈ Zs4(M) be an {Oi}–small finite singular 4–cycle of M [33]. Then, there are a Cs4
Cˇech 0–chain {Ui} and a Cs3 Cˇech 1–chain {Vij} such that
Ω =
∑
i
Ui, bUi =
∑
j
Vji, (7.9)
where b is the singular boundary operator [33]. Then, using (7.8), (7.9) and Stokes’ theo-
rem, one easily shows that
iC (Ω) =
1
32π2
∑
ij
∫
Vij
(
vjdvj − vidvi
)
. (7.10)
Intuitively, iC (Ω) is given by the net discontinuity of the local Hopf invariant densities
vidvi/16π
2 across the Vij . This is a cohomological interpretation of the calculations of ref.
[37]. Exploiting barycentric subdivision, the above construction can be easily generalized
to finite singular 4–cycles Ω ∈ Zs4(M) which are not necessarily {Oi}–small [33].
Liftability of C
Let C be a fine Cho structure. The SO(3) vector bundle EC associated with C (cfr.
prop. 5.5) is not liftable to an SU(2) one in general. Thus, we expect the second Stiefel–
Whitney class w2(EC ) ∈ H2(M,Z2) of EC to play a role.
Definition and Proposition 7.5 The Stiefel–Whitney class εC ∈ H2(M,Z2) of
C is
εC = w2(EC ). (7.11)
εC depends on C only through its fine equivalence class 〈C 〉.
For this reason, one may write ε〈C 〉 to stress this fact.
Proof The statement follows trivially from the last part of prop. 5.5.
Definition and Proposition 7.6 The SO(3) bundle EC associated with C is
liftable to an SU(2) one precisely when εC vanishes. When this happens, the fine Cho
structure C is called liftable.
Proof The proof is trivial [34]
Remark 7.7 If C is liftable, there are in general several SU(2) lifts of EC . As is well
known, these are classified cohomologically by H1(M,Z2) [34].
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Proposition 7.8 One has
εC = c(eC ) mod 2 (7.12)
where c(l) denotes the 1st Chern class of a line bundle l and eC is defined in prop. 5.5.
Thus, C is liftable if and only if eC is a square. In that case, the monopole charge mC and
the instanton charge iC are Z valued.
Proof According to prop. 5.5, the SO(3) bundle EC decomposes according to (5.6),
(5.7). It is known that w2(EC ) = c(eC ) mod 2 (see ref. [34]). So (7.12) is clear. Under the
natural homomorphism H2(M,Z)→ H2(M,R), c(eC ) is represented by [fC/2π]. So, when
εC vanishes, fC/2 ∈ Ω2c2πZ(M). Thus, by rem 7.2, mC , iC are integer valued.
Our framework naturally accommodates half integral monopole charges a quarter
integral instanton charges. The reason why mC , iC are respectively Z/2 and Z/4 valued
can be traced to the fact that C is generally non liftable.
Remark 7.9 View C as an almost fine Cho structure (cfr. def. 5.8). Then, the
associated set of fine equivalence classes of fine Cho structures F〈C 〉 (cfr. def. 5.12) is
partitioned in sectors depending on the value of ε〈C ′〉 ∈ H2(M,Z2).
These sectors answer to the twisted sectors of refs. [16–18]. This is particularly clear
from the analysis of sect. 2. Thus, they are also related to center vortices, as explained in
the introduction.
Other topological features
Let C , C ′ be equivalent fine Cho structures. If their Abelian curvatures fC , fC ′ are
equal, one cannot conclude that C , C ′ are finely equivalent in general.
Definition 7.10 Let C be an almost fine Cho structure. We denote by FCf the
subset of FC of fine equivalence classes of fine Cho structures equivalent to C with assigned
Abelian curvature f ∈ Ω2c2πZ(M).
Proposition 7.11 Let C be an almost fine Cho structure and f ∈ Ω2c2πZ(M). Then,
there exists a bijection FCf ∼= H1(M,T)
Proof There is an exact sequence
̺ ς
0 → H1(M,T) → H2(M,D(2)•) → Ω2c2πZ(M) → 0,
(7.13)
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where the map ς associates to any class in H2(M,D(2)•) its curvature Ω2c2πZ(M) [32].
Without loss of generality we can assume that C is fine. Then, we can identify FC
with H2(M,D(2)•) using the bijection jC
−1 defined in the proof of theor. 5.13. It is easy
to see that
ς ◦ jC−1(〈C ′〉) = fC ′ − fC (7.14)
for a fine class 〈C ′〉 ∈ FC . Hence, FCf is identified via jC−1 with kerς. By the exactness of
(7.13), ker ς ∼= ran̺ ∼= H1(M,T). The statement follows.
Remark 7.12 H1(M,T) has a well known interpretation. It is the group of flat T
principal bundle on M . H1(M,T) is aptly described by the exact sequence
χ c
0 → H1dR(M)/H1dRZ(M) → H1(M,T) → TorH2(M,Z) → 0.
(7.15)
Here, H1dR(M) is the degree 1 de Rham cohomology. H
1
dRZ(M) is the integral lattice in
H1dR(M). χ is essentially the map exp(2π
√−1 · ) in the Cˇech formulation of cohomology.
c is the Chern class homomorphism. The degree 2 torsion TorH2(M,Z) is the kernel of
the natural homomorphism H2(M,Z)→ H2(M,R).
Proof (7.14) can be easily deduced from the long exact sequence of cohomology
associated with the standard short exact sequence of sheaves 0→ Z→ R→ T→ 0.
The above discussion shows that the monopole and instanton charges mC , iC do not
completely characterize the monopole configuration associated with a fine Cho structure
C . There are further topological features associated with the group H1(M,T). In the
simple case where M is compact and the torsion TorH2(M,Z) vanishes, H1(M,T) is the
torus Tb1 , where b1 is the 1st Betti number of M .
Acknowledgments. We are greatly indebted to R. Stora for useful discussion.
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A. Smooth Deligne cohomology
Our method relies heavily on the smooth version of Deligne cohomology. Since Deligne
cohomology is defined in terms of hypercohomology, we review briefly below the basic facts
about hypercohomology used in the paper. See ref. [32,33] for background material.
Abstractly, the computation of the hypercohomology of a complex of sheaves of Abelian
groups K•
dK dK dK
K0 −→ K1 −→ · · · −→ Kp (A.1)
requires the choice of an appropriate resolution R•• of K•
r δ δ δ
Kp −→ R0,p −→ R1,p −→ R2,p −→ · · ·
dK
x d x d x d x
...
...
...
...
dK
x d x d x d x
r δ δ δ
K1 −→ R0,1 −→ R1,1 −→ R2,1 −→ · · ·
dK
x d x d x d x
r δ δ δ
K0 −→ R0,0 −→ R1,0 −→ R2,0 −→ · · ·
(A.2)
e. g. an injective resolution. R•• is a double complex of sheaves of Abelian groups. The
hypercohomology of K•, H•(M,K•), is the cohomology of the complex of Abelian groups
TotR•(M)
dTotRM dTotRM dTotRM
TotR0(M) −→ TotR1(M) −→ · · · −→ TotRp(M), (A.3)
where TotRk =
⊕min(p,k)
l=0 R
k−l,l and dTotR = δ + (−1)∂d with ∂ denoting the horizontal
degree. H•(M,K•) is independent from the choice of the resolution up to isomorphism.
From the above definition, it follows that a hypercohomology class c of Hk(M,K•) is
represented by a k–cocycle γ of TotRk(M) defined up to a k–coboundary. A k–cocycle γ
of TotRk(M) is a sequence (γk−l,l)l=0,1,...,min(p,k), where γ
k−l,l ∈ Rk−l,l(M) satisfy
δγk−l,l = dγk−l+1,l−1, l = 0, 1, . . . ,min(p, k) + 1, (A.4)
with γk+1,−1 = 0, γk−min(p,k)−1,min(p,k)+1 = 0. A k–coboundary β of TotRk(M) is a
k–cocycle of TotRk(M) of the form
βk−l,l = δck−1−l,l + dck−l,l−1, l = 0, 1, . . . ,min(p, k), (A.5)
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where ck−1−l,l ∈ Rk−1−l,l(M), l = 0, 1, . . . ,min(p, k−1), and ck,−1 = 0, c−1,k = 0 (k ≤ p).
In practical calculations, it is convenient to use a Cˇech resolution of K•, which is
constructed as follows. Let {Oi} be an open cover of M . We set Rn,l is the sheaf of Cˇech
n–cochains of the sheaf Kl. For an open set U , an element γn,l ∈ Rn,l(U) is a collection
{γn,li0···in}, where γn,li0···in ∈ Kl(Oi0...in ∩ U) and γn,li0···in is totally antisymmetric in
the cover indices i0, ..., in.
41 The inclusion r and the coboundary operators δ and d are
defined as
(rαl)i = α
l|Oi∩U , (A.6)
(δγn,l)i0···in+1 =
n+1∑
r=0
(−1)rγn,li0···6ir···in+1 |Oi0...in+1∩U , (A.7)
(dγn,l)i0···in = dKγ
n,l
i0···in
. (A.8)
for αl ∈ Kl(U) and γn,l ∈ Rn,l(U). For a generic cover {Oi}, the cohomology of the
complex TotR•(M) depends on {Oi} and does not directly compute the hypercohomology
H•(M,K•). To that end, it is necessary to perform the direct limit of the cohomology of
TotR•(M) with respect to refinements of {Oi}. In favorable conditions, there is a class
of covers, called good covers, such that, when the cover {Oi} is good, the cohomology of
TotR•(M) is isomorphic to the hypercohomology H•(M,K•) and there is no need of the
direct limit.
Let p ∈ N. The length p smooth Deligne complex D(p)• is the complex of sheaves
j d d d
2πZ −→ Ω0 −→ Ω1 −→ · · · −→ Ωp−1. (A.9)
Here, Z is the sheaf of locally constant integer valued functions on M . Ωk is the sheaf
of real valued k–forms of M . j is the natural injection and d is the customary de Rham
differential. 2πZ is put in degree 0. 52 The length p smooth Deligne cohomology is by
definition the hypercohomology of the smooth Deligne complex D(p)•, H•(M,D(p)•).
Below, we shall deal with Deligne cohomology using the Cˇech resolution R•• of D(p)•
41 Below, we denote by Oij , Oijk, ... the non empty intersections Oi ∩Oj , Oi ∩Oj ∩Ok,
..., respectively.
52 Our definition of the smooth Deligne complex differs from that of ref. [32], where
one puts the sheaf Z(p) = (2π
√−1)pZ in degree 0 and the sheaf Ωk−1
C
of complex valued
k − 1–forms in degree k > 0.
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associated with an open cover {Oi}, as outlined above. When necessary, we shall assume
that {Oi} is good. In the case considered here, an open cover {Oi} is good if all the non
empty finite intersections Oi0···ik are contractible. A cohomology class c of H
k(M,D(p)•)
is then represented by a k–cocycle γ of TotRk(M) defined up to a k–coboundary (cfr. eqs.
(A.4)–(A.5)). In the following, we shall call such cocycles, length p Deligne k–cocycles.
Some of the Deligne cohomology groups classify certain differential topological struc-
tures having the circle group T as structure group [32]. Below, we describe the ones which
are relevant in the paper.
H2(M,D(2)•) is isomorphic to the group of isomorphism classes of Hermitian line
bundles with Hermitian connection. Indeed, a class of H2(M,D(2)•) is represented by a
2–cocycle ({ai}, {fij}, {mijk}), where {ai} is an Ω1 Cˇech 0–cochain, {fij} is an Ω0 Cˇech
1–cochain and {mijk} is a 2πZ Cˇech 2–cochain, satisfying the relations
δaij = dfij , (A.10a)
δfijk = mijk, (A.10b)
δmijkl = 0. (A.10c)
These relations imply that {exp(√−1fij)} is a T Cˇech 1–cocycle representing a Hermitian
line bundle L and {√−1ai} is a
√−1Ω1 Cˇech 0–cochain corresponding to a Hermitian
connection A of L. 6 If we replace the 2–cocycle ({ai}, {fij}, {mijk}) by a cohomologous
one, we obtain an equivalent Hermitian line bundle with Hermitian connection. The Z
Cˇech 2–cocycle {mijk/2π} represents the Chern class c(L) ∈ H2(M,Z) of L. The closed
2–form with integer periods F ∈ Ω2cZ(M), defined by F |Oi = dai/2π, is the curvature of
A. c(L) and F depend only on the isomorphism class of L, A, hence on the corresponding
Deligne cohomology class.
Similarly, H3(M,D(3)•) is isomorphic to the group of isomorphism classes of Hermi-
tian gerbes with Hermitian connective structure and curving. Indeed, a class of H3(M ,
D(3)•) is represented by a 3–cocycle ({hi}, {gij}, {fijk}, {mijkl}), where {hi} is an Ω2 Cˇech
0–cochain, {gij} is an Ω1 Cˇech 1–cochain, {fijk} is an Ω0 Cˇech 2–cochain and {mijkl} is
a 2πZ Cˇech 3–cochain satisfying the relations
δhij = dgij, (A.11a)
6 Below, for any Lie group G, G denotes the sheaf of G valued functions.
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δgijk = dfijk, (A.11b)
δfijkl = mijkl, (A.11c)
δmijklm = 0. (A.11d)
These relations imply that {exp(√−1fijk)} is a T Cˇech 2–cocycle representing a Hermi-
tian gerbe H and {√−1gij}, {
√−1hi} are a
√−1Ω1 Cˇech 1–cochain and a √−1Ω2 Cˇech
0–cochain corresponding to a Hermitian connective structure and curving C of H, respec-
tively. If we replace the 3–cocycle ({hi}, {gij}, {fijk}, {mijkl}) by a cohomologous one, we
obtain an equivalent Hermitian gerbe with Hermitian connective structure and curving.
The Z Cˇech 3–cocycle {mijkl/2π} represents the Dixmier–Douady class d(H) ∈ H3(M,Z)
of H. The closed 3–form with integer periods G ∈ Ω3cZ(M), defined by G|Oi = dhi/2π, is
the curvature of C. d(H) and G depend only on the isomorphism class of H, C, hence on
the corresponding Deligne cohomology class.
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