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Abstract
This work proposes Long Term Evolution-Advanced (LTE-A) integrated Common Radio ResourceManagement (iCRRM)
for inter-band carrier aggregation (CA) between band 7 (2.6 GHz) and band 20 (800 MHz), considering bandwidths of
5 and 20 MHz. The iCRRM entity performs component carrier (CC) scheduling and increases user’s quality of service
and experience while considering mobile video traffic. The performance from a new enhanced multi-band scheduling
(EMBS) algorithm is compared to the one from a basic multi-band scheduler (BMBS), an integer programming-based
general multi-band scheduling (GMBS) and the case without CA. EMBS involves reduced optimization scheduling
complexity and allows the allocation of UEs to one or both CCs simultaneously, whereas both BMBS and GMBS only
support one CC per UE. Simulations results have shown that, for 5 MHz CCs and cell radius equal to 1,000 m, with
EMBS and GMBS, the 3GPP and ITU-T’s 1% packet loss ratio (PLR) threshold is only exceeded above 58 UEs (goodputs
of 7.48 and 7.40 Mbps, respectively), while with BMBS only 54 UEs (6.9 Mbps) are supported. Without CA, the minimum
obtained PLR is approximately 2%. For CCs with bandwidth of 20 MHz, only EMBS has been considered. The PLR
threshold is not exceeded up to 40 users and the value of QoE raises from 2.86 (for 5-MHz bandwidth) to 3.96, while a
gain of 9.56 occurs in supported goodput, increasing from 7.48 to 71.53 Mbps. Results from the cost/revenue trade-off
have shown substantial improvements by using CA. Although the profit increases as the price per megabyte increases,
it is verified that prices can be much lower if a bandwidth of 20 MHz is available. Assuming values for the supported
goodput under the PLR ≤ 1% range and 20 MHz CCs, it has been shown that the percentage of profit decreases at a
considerably higher rate (compared to 5-MHz bandwidth), due to the lower rate of decrease from the curve for costs.
Considering PLR ≤ 1%, the profit curve for 20 MHz CCs at 0.001 e/MByte is similar to the one for 5 MHz CCs and price
of 0.01 e/MByte for the smallest cell sizes (few hundreds of meters) but starts to decrease faster for larger cells.
Keywords: Carrier aggregation; Long Term Evolution-Advanced; Multi-band scheduler; Quality of service; Quality of
experience; Radio resource management; Cost/revenue analysis
Introduction
To meet the increasing demand for wireless broadband
services from fast-growing mobile users, aggregating fre-
quency spectrum is one of the viable techniques to
enhance data rates and improve service quality. The con-
cept of spectrum aggregation is introduced by 3GPP in
its LTE-Advanced (LTE-A), e.g. LTE R10. However, the
introduction of spectrum aggregation or carrier aggrega-
tion (CA), as referred to in LTE R10, has required some
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changes from the baseline LTE R8, although each compo-
nent carrier (frequency band) in LTE-A remains backward
compatible with LTE R8 as described in [1].
CA is considered as a key enabler for LTE-A [2], as
it can meet or even exceed the IMT-Advanced require-
ment for large transmission bandwidth (40 to 100 MHz)
and high peak data rate (500 Mbps in the uplink and
1 Gbps in the downlink) [3]. Each aggregated carrier is
referred to as a component carrier (CC). The CCs can
have bandwidths of 1.4, 3, 5, 10, 15 or 20 MHz. A max-
imum of five CCs can be aggregated and can also be of
different bandwidths. As such, the maximum aggregated
© 2015 Robalo and Velez. This is an Open Access article distributed under the terms of the Creative Commons Attribution License
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bandwidth is 100 MHz. User equipment (UE) may simul-
taneously receive or transmit data on one or multiple CCs,
whereas in the 3GPP R8 specifications [4], each UE uses
only one CC to communicate at one time. Moreover, since
it is important to keep backward compatibility with R8
and R9 UEs, the aggregation is based on R8/R9 carriers
and can be used for both FDD and TDD modes.
The easiest way to arrange aggregation would be to use
contiguous component carriers within the same operat-
ing frequency band (as defined for LTE), the so called
intra-band contiguous. However, in practice, such a large
portion of continuous spectrum is rarely available. CA,
where multiple CCs of smaller bandwidth are aggregated,
is an attractive alternative to increase data rate. Addi-
tional advantages are offered by CA in terms of spectrum
efficiency, deployment flexibility, backward compatibility
and more. By aggregating non-contiguous carriers, frag-
mented spectrum can be more efficiently utilized [5].
For non-contiguous allocation, it could either be intra-
band, i.e. the CCs belong to the same operating frequency
band, but have a gap, or gaps, in between, or it could
be inter-band, in which case the CCs belong to different
operating frequency bands [6]. In [7,8] and [9], the authors
addressed the problem of how to optimize the resource
allocation process in a multi-carrier system, while main-
taining low complexity. Both simple theoretical and sim-
ulation results were obtained, which show that with low
number of users and low percentage of LTE-A users,
the load balancing method of round robin (RR) achieves
better performance than the mobile hashing (MH) bal-
ancing. It was also found that using independent packet
scheduling per CC suffers from poor coverage perfor-
mance. In this context, the authors proposed a cross CC
packet scheduler algorithm, which is a simple extension
of the existing proportional fair scheduler. The cross CC
algorithm is aware of the user throughput over all the
aggregated CCs. As a result, it was shown that the cross
CC algorithm maximizes the network utility even if users
are provided with different number of CCs. This approach
however only accounts for the cell throughput and dis-
regards QoS parameters, e.g. delay and loss. Besides, full
buffer traffic is addressed, which is not representative of
nowadays and future cellular network traffic. In [10], a
scheduling strategy for CA using pre-organized resource
block (RB) sets was presented. An analytical evaluation
framework was performed to determine the expected
number of RBs required by users, based on a mapping
of Channel Quality Indicator (CQI) values to data rates
per RB and the statistical behaviour of the CQI. RBs can
be grouped into sets based on the predefined maximum
number of RBs and spectrum availability. By scheduling
these RB sets, this scheme can help to reduce the schedul-
ing delay. Nevertheless, this adds further scheduling com-
plexity due to the RB pre-organization functionality. In
this context, this work addresses LTE-A CA and proposes
an updated integrated Common Radio Resource Manage-
ment (iCRRM), from [11], that performs CC scheduling
to satisfy the user’s quality of service (QoS) and expe-
rience (QoE) requirements while maximizing spectral
efficiency. Two inter-band CA, band 7 (2.6 GHz) and
band 20 (800 MHz), are considered. As stated above,
large portions of continuous spectrum are rarely avail-
able and the aggregation of smaller bandwidths is an
attractive solution to reduce spectrum under utilization.
In 2011, the Portuguese telecommunications regulator,
ANACOM, auctioned LTE bands 7 and 20. As a conse-
quence, in Portugal, only 5 MHz (“lots”) can be made
available for the considered CCs [12]. In South Korea, LG
Uplus Corp, the third mobile carrier, created the LTE-A
service by combining bandwidth of 40 MHz at 2.6 GHz,
plus 20-MHz bandwidths in the 800-MHz and 2.1-GHz
bands [13]. Also in UK, Hong Kong and Singapore, late
2013 or in early 2014, EE, CSL or Sing Tel Mobile opera-
tors launched LTE-A carrier aggregation services, bring-
ing together 20 MHz from 1,800-MHz spectrum band
and 20 MHz from 2.6-GHz spectrum band [14-16]. Since
November 2014, Telekom Deutschland has been offer-
ing higher date rates by using the 2,600-MHz frequency
band in combination with the 800-MHz band, with 20-
MHz bandwidths [17]. Also, 5-MHz and 20-MHz band-
width CCs are considered for this research while assuming
inter-band carrier aggregation between the 800-MHz and
2.6-GHz frequency bands. Besides, following the forecast
from [18], in this work, two different types of video traffic
are addressed under the premise that in 2013 it repre-
sented more than half (53%) of the total traffic and will
reach 69% of all worldwide mobile data traffic by 2018.
Furthermore, a normalized transmitter power formu-
lation is considered. On the one hand, this formulation
allows for computing the required eNB power that enables
to maintain a constant average cell SINR for different cell
radii, hence to obtain comparable CA results for differ-
ent cell radii. On the other hand, the formulation guar-
antees lower energy consumptions, e.g. small cell radii
require lower transmitter power than their counterpart
with larger radii, to achieve comparable values for SINR
and coverage.
By considering extensive simulation results, the iCRRM
performance metrics, i.e. packet loss, delay, goodput and
user’s expected quality of experience, are analysed and
compared with a CRRM, which performs basic multi-
band scheduling, and the summed capacity of two CC
LTE systems, i.e. without CA. Finally, the optimization of
economic trade-off is pivotal in the optimization of 4G
mobile communication systems. The cost/revenue analy-
sis shows the performance and economic gain achieved
with all multi-band schedulers while comparing their per-
formance with the one from the system without CA.
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Common radio resourcemanagement for carrier
aggregation
Objective and systemmodel
The RRM framework for LTE-A retains many similari-
ties with the ones from LTE. With CA, however, in every
transmission time interval (TTI), it becomes possible to
simultaneously schedule a user on multiple CCs, each
of which may exhibit different radio channel character-
istics. Supporting multi-CC operations introduces there-
fore some new challenging issues in RRM framework for
LTE-A systems [19].
Figure 1 illustrates the RRM structure for a multi-
component carrier LTE-A system. The eNB first performs
admission control to decide which users to serve and
then employs layer-3 CC selection to allocate the users
on different CCs [7]. Once the users are assigned onto
certain CC(s), the layer-2 packet scheduling (PS) is per-
formed. In order to allow for backward compatibility so
LTE and LTE-A users can co-exist, it has been decided
to use independent layer-1 transmissions, which contain
link adaptation (LA) and hybrid automatic repeat request
(HARQ) etc, per CC, in line with the LTE assumptions
mentioned in [1].
The use of an independent link adaptation for each
CC may help to optimize transmission according to radio
conditions. Different levels of coverage can be provided
by setting each CC with its own transmission power.
This is especially the case from inter-band CA, since the
radio channel characteristics, such as propagation, path
loss and building penetration loss, may vary according to
the operating radio frequency bands, i.e. selecting differ-
ent transmission parameters, such as modulation scheme,
code rate and transmit power per CC, it is expected to
be useful to further improve user QoS. When the user
receives packets, it estimates the SINR for the received sig-
nal, estimates channel quality and converts it a set of CQI
feedbacks reported to the eNB for each CC, following the
conventions shown in Figure 1. During the simulations,
each eNBmaintains the list of UEs associated to it, storing,
for each of them, the ID and the latest CQI feedbacks.
In the context of this research, one investigates non-
contiguous inter-band CA from an upper layer point
of view and proposes an integrated CRRM (iCRRM)
entity where CRRM and CA functionalities are per-
formed together. First, by using an integer programming
(IP)-based algorithm, the inter-frequency handovers are
achieved in an optimized way, performing the scheduling
via the optimal solution of a general multi-band schedul-
ing (GMBS) problem. Additionally, due to the complexity
and the impossibility of allocating UEs to more than
one CC, in the GMBS algorithm proposed in [11], an
enhanced multi-band scheduling (EMBS) algorithm is
alternatively incorporated into the iCRRM entity. This
EMBS performs the scheduling functionalities instead of
the GMBS with significantly reduced complexity while
facilitating to allocate UEs to multiple CCs.
The employed resource allocation (RA) algorithms allo-
cate the user packets to the available radio resources in
order to satisfy the user requirements and to ensure effi-
cient packet transport, e.g. minimize loss or maximize
spectral efficiency. The RA is envisioned to have an inher-
ent tuning flexibility to maximize the spectral efficiency
of the system for any type of traffic QoS and QoE require-
ments. The RA adopted here maps packets of variable size
into CCs for transmission over the physical (PHY) layer
depending on the channel quality.
The proposed iCRRM enables the integration of spec-
trum and network resource management functionalities
that leads to higher performance and system capacity
gains and is the novelty from the proposed approach.
The key to such integration is the pooling of resources
together; the integration allows for mapping of service
requirements onto an available spectrum amount and
translates the latter into network load. As stated above,
the iCRRM uses inter-band aggregation to achieve shorter
delay and higher user throughput, by exploiting the
Figure 1 Structure of a multi-component carrier LTE-A system (extracted from [7]).
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channel diversity. These bands show independent Chan-
nel Quality Indicators (CQIs) over time and space, which
becomes a source of diversity at the PHY layer, with an
important chance to achieve higher spectrum efficiency.
Information from the network about the system state (e.g.
received signal strength, transmitted power, UEs velocity
etc.) are used in RRMas well as in procedures such as load,
admission and congestion control, which can successfully
be combined with dynamic spectrum use.
In the context of CA in an LTE-A scenario, two fre-
quency bands, i.e. two CCs, are available to the operator.
The network is deployed with two collocated omnidi-
rectional hexagonal coverage zones with radio frequency
band 7 and 20, i.e. 2.6 GHz and 800 MHz. The addressed
scenario resembles the 3GPP scenario 2, from [4]. The
corresponding first tier of interferers has been consid-
ered. Although propagation loss is higher at 2.6 GHz,
through transmitter power tuning [20], a constant average
signal-to-interference-plus-noise ratio (SINR) is guaran-
teed in this study. Thus, comparable results between CCs
are assured. For future reference, it is worthwhile to note
that a full radio access network (RAN) infrastructure shar-
ing configuration [21] is assumed, e.g. the mast, eNB
and Mobility Management Entity (MME/GW) are shared
by both CCs. The addressed scenario and infrastructure
sharing configuration are shown in Figure 2, an example
for reuse pattern three.
The radio channel considered follows the ITU radio
propagation COST-231 Hata model, for macro cell prop-
agation scenarios in urban and suburban areas, outside
the high rise core where the buildings are of nearly uni-
form height [22]. The channel loss between the UE and
the eNB is modelled by using a shadowing loss with log-
normal distribution and by considering fast fading with




where R is the eNB - UE separation in kilometres, f is
the carrier frequency and Dhb = 15 m is the base station
antenna height, measured from the average rooftop level.
The interference in the UE is calculated by considering
the signal strength received from the first ring of neigh-
bouring BSs and the thermal noise. The parameters and
models assumed for both the 800 MHz and 2.6 GHz CCs
are shown in Table 1.
Downlink packet scheduler
One of the LTE simulator [23] that implemented down-
link packet schedulers computes metrics for the allocated
CC/band RBs and assigns them according to the high-
est metric value. Well-known downlink packet schedul-
ing strategies, such as proportional fair, modified largest
weighted delay first (M-LWDF) and exponential propor-
tional fair, have also been implemented into LTE-Sim. The
study of these opportunistic packet scheduling algorithms
is beyond the scope of this paper. However, through exten-
sive simulations, it has been found that in the context
of addressed video applications, the M-LWDF scheduler
outperforms the others [23] and will be considered for the
purpose of capacity analysis in this research. As discussed
in [23], M-LWDF is an algorithm designed to support
multiple real-time data users and supports multiple data
users with different QoS requirements. In every transmis-
sion time interval (TTI), the scheduler computes a metric,
wi,j, for the ith flow in the jth sub-channel. If the ith flow
is a real-time flow, the metric is computed as follows [23]:
wi,j = aiDHOL,i × ri,jR¯i (2)
where DHOL,i is the ith flow head of line (HOL) packet
delay, ri,j is the instantaneous available rate (of the ith
Figure 2 Inter-band carrier aggregation infrastructure sharing configuration and deployment scenario with two collocated hexagonal coverage
zones using different frequency bands (example for reuse pattern three).
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Table 1 Parameters andmodels used for the 800MHz and 2.6 GHz bands
Carrier frequency 800 MHz (band 7) 2.6 GHz (band 20)
Bandwidth [MHz] 5 or 20 5 or 20
Path loss model L800MHz = 119.8 + 37.6log10(R) L2.6 GHz = 130.5 + 37.6log10(R)
Omni. antenna gain [dBi] 14 14
flow in the jth sub-channel) and R¯i is ith flow average
transmission rate, computed as follows [23]:
R¯i = 0.8R¯i(k − 1) + 0.2Ri(k) (3)
where Ri(k) is the data rate achieved by the ith flow during
the kth TTI and R¯i(k−1) is the data rate estimation in the
previous TTI.
Given two flows with equal HOL, αi weights the met-
ric so that the user with the strongest requirements in
terms of acceptable loss rate and deadline expiration will
be preferred for allocation [24] and is given by [23]:
αi = − log(δi)
τi
(4)
where τi is packet delay threshold and δi is maximum
probability that DHOL,i exceeds the delay threshold of the
ith flow, respectively.
Although it will not be the case in this research, it is
worthwhile to mention that, for non-real-time flows, the
metric is computed as are the ones from the proportional
fair scheduler, mentioned in [23].
Multi-band scheduling
Scheduling decisions are strictly related to the channel
quality. With the extensions addressed in the physical
layer, UEs are able to periodicallymeasure the experienced
channel quality of both CCs, create CQI feedbacks and
transmit them to the eNB during the UL. These feedbacks
on each CC is of fundamental importance for proper allo-
cation and of distribution of resources from LTE-Sim [23]
among users. Hence, the downlink packet scheduler class
has also been extended to implement three multi-band
scheduling in the context of CA.
Three downlink multi-band schedulers have been
implemented so far. The general multi-band scheduling
(GMBS) problem (proposed in [20]) is solved with integer
programming (IP), using binary variables, as it is formu-
lated by a general assignment problem (GAP) [25]. On
the one hand, GMBS aims at maximizing the cell good-
put, considering the video service bit rate, bit error rate
and achievable DL throughput according to the supported
Modulation and Coding Scheme (MCS). On the other,
GMBS only allows to allocate UEs to one of the avail-
able CC at a time, i.e. TTI. Further details on GMBS are
available in [20].
For comparison purposes, a basic multi-band schedul-
ing (BMBS) that implements basic common RRM func-
tionalities has also been included in LTE-Sim. BMBS aims
allocating UEs to a preselected/primary CC, say band 20
(800 MHz), until the maximum load that can be handled
in the band, Lmaxb is reached. Beyond this capacity thresh-
old, the remaining UEs are allocated to the second CC,
say band 7 (2.6 GHz). Similarly to GMBS, UEs can only be
allocated to one band at each TTI. The performance and
average cell capacity (packet loss ratio, delay and good-
put) of both GMBS (integer programming approach) and
BMBS have been addressed in [20] within the framework
of simulations performed with LTE-Sim.
One of the main issues of the above-mentioned multi-
band scheduler is the increased complexity of the opti-
mization process, specifically when the number of UEs
in the network growths. Besides, this scheduler does not
consider the possibility of UEs to use more than one CC
at the same time, unlike 3GPP specifications for LTE-A,
LTE R9 and above. Although it is arguable that the profit
function (PF) could be modified to consider allocating
UEs to multiple CCs, this would imply that an allocation
variable xb,u should be computed for all RBs instead of
(in this case) two CCs, e.g. considering two 5 MHz CCs
(25 RBs × 2), the PF should compute 50 allocation vari-
ables per UE. Therefore, the computation complexity of
resource scheduling (optimization) would become unac-
ceptable. Besides, both of these downsides have already
been identified in the literature, in [1]. Hence, to overcome
the limitations of the previous schedulers, the enhanced
multi-band scheduling (EMBS) has been developed. On
the one hand, IP optimization is no longer employed,
instead a more traditional scheduling approach is used,
i.e. a scheduling metric for each RB of each CC is com-
puted. In return, the RB allocation is performed according
to the highest value obtained. On the other hand, this
approach allows allocating UE in either or both bands
simultaneously, e.g. according to the metric value.
The scheduling metric is computed as follows:
wi,j,b = DHOL,i ×
R(CQIi,j,b)2
R¯i × Srate (5)
where DHOL,i and R¯i stand for the same, as above (for
the M-LWDF), Srate is the video bit rate and R(CQIi,j,b)
is the DL throughput of band/CC b for the ith flow in
the jth sub-channel as a function of the supported MCS.
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Hence, the channel diversity of both CCs is also accounted
for during the scheduling (RB allocation) process. In this
case, DHOL,i insures that video flows/UEs with the higher
delay, i.e. the difference between the time in which the
transmission was requested and the current simulation
time, obtain a higher metric value. R(CQIi,j,b) is squared
to guarantee that RBs with higher CQIs achieve a higher
metric value, and as a consequence higher data rates
should be obtained.
Simulation environment
In this work, the CA gain is evaluated for several inter-cell
distances with frequency reuse pattern three. In order to
have comparable results and to reduce energy consump-
tion, by reducing the transmitter power for low cell radii,
CA is analysed at constant average cell SINR. The method
to compute the normalized transmitter power required to
maintain such average SINR, i.e. the transmitted power
for each cell radii so they all have a similar average cell
SINR, was described in our previous works [11] and [20]
and considered within the simulation framework of this
research.
To study the performance of the proposed iCRRM, sev-
eral LTE system level simulations have been performed
within a LTE-A scenario. The comparison parameters
include the average cell supported goodput, delay, packet
loss ratio (PLR) and spectral efficiency. The LTE sim-
ulator chosen to perform this evaluation is LTE-Sim
[23], developed by the University of Bari. LTE-Sim is an
event-driven simulator, written in C++, using the object-
oriented paradigm. Several traffic generators at the appli-
cation layer have been implemented, and the management
of data radio bearer is supported. In particular, the video
traffic addressed in this research is a trace-based appli-
cation which sends packets based on realistic video trace
files. To study the performance of the proposed iCRRM,
the inter-band CA scenario shown in Figure 2 is consid-
ered. UEs are constantly moving at 3 kmph using LTE-Sim
random direction mobility model. Each UE only uses one
video flow, the H.264 128-kbps video bit rate flow (as
described in [23]) when 5-MHz bandwidth is assumed for
the CCs and H.264 3.1-Mbps video clip if 20-MHz band-
width is considered. Maximum delay of 1 ms is consid-
ered. LTE-Sim [23] provides a support for radio resource
allocation in a time-frequency domain and, in this con-
figuration, the duration of one LTE radio frame is 10 ms.
One frame is divided into ten sub-frames of 1 ms each,
and each sub-frame is divided into two slots of 0.5 ms
each. Each slot contains either six or seven OFDM sym-
bols, depending on the cyclic prefix (CP) length [26]. The
normal CP is used in urban cells and high data rate appli-
cations while the extended CP is used in special cases like
multi-cell broadcast and in very large cells (e.g. rural areas,
low data rate applications).
Furthermore, LTE radio resources are allocated in units
of RBs or physical RBs (PRBs). Each PRB contains 12 sub-
carriers and one slot. If the normal CP is used, a PRB will
contain 12 subcarriers over seven symbols. If the extended
CP is used, the PRB contains only six symbols. In the con-
text of CA, normal CP frames is assumed, each carrier
band has a 5-MHz bandwidth and thus a total of 25 +25 =
50 PRBs are available for scheduling. An overview of the
simulation parameters is presented in Table 2.
Simulation results
The evaluation of the proposed iCRRM entity in-
volved evaluating the performance of several simulation
scenarios:
1. Two LTE systems operating separately at 800 MHz
and 2.6 GHz, i.e. without CA, considering the
M-LWDF scheduler and either 5-MHz or 20-MHz
bandwidths;
2. One LTE-A scenario with both frequency bands
managed with basic CRRM functionalities (basic
multi-band scheduling), only considering a
bandwidth of 5 MHz;
3. One LTE-A scenario with both frequency bands
managed with the proposed iCRRM entity:
(a) One set performed with the general
multi-band scheduler, only considering a
bandwidth of 5 MHz;
(b) One set performed with the enhanced
multi-band scheduler, bandwidths of either
5 MHz or 20 MHz.
Each scenario was simulated 20 times, these results have
been averaged and the confidence intervals have been
determined. In the case of 5-MHz bandwidth, the analysis
of average cell PLR and delay are performed by averaging
the results from scenario 1 while comparing them with
Table 2 Simulation parameters
Simulation parameters
Reuse pattern 3
Simulation duration 46 s
Flow duration 40 s
Frame structure FDD
Bandwidth 5 MHz or 20 MHz per CC
Slot duration 0.5 ms
Scheduling time (TTI) 1 ms
Number of RBs 25 RB per CC
Maximum delay 150 ms
Video bitrate 128 kbps or 3.1 Mbps
UE mobility random direction, 3 kmph
Robalo and Velez EURASIP Journal onWireless Communications and Networking  (2015) 2015:189 Page 7 of 19
the ones from scenarios 2 and 3. In terms of average cell-
supported goodput analyses, the system capacity obtained
in scenario 1 is summed and compared with the results
from scenarios 2 and 3. Furthermore, it is worthwhile to
note that the following results obtained without CA have
been compared and are well within the range of ones
obtained in the packet scheduling algorithms studies per-
formed in [23,26] and [24]. Innovative results considering
a bandwidth of 20MHz are compared between scenario 1,
without CA, and scenario 3(a), which only considers the
EMBS proposal.
Packet loss ratio
Figure 3 shows the average cell PLR as a function of the
number of UEs for a cell with R = 1,000 m. A bandwidth of
5 MHz and the H.264 128-kbps video flow have been ini-
tially considered. As expected, both CRRM (BMBS) and
iCRRM outperform the scenario without CA.
However, according to the ITU-T G.1010 [27] and 3GPP
TS 22.105 [28] recommendations, the PLR should not
exceed 1%. In this context, the 1% PLR threshold is only
exceeded above approximately 58 UEs with iCRRM gen-
eral (GMBS) and enhanced (EMBS) multi-band scheduler
(1.03% and 0.88%, respectively), whereas CRRM only sup-
ports up to 54 UEs (0.99%). Without CA, the minimum
obtained PLR is approximately 2%. Besides, it is also veri-
fied that overall, the EMBS enables to obtain values for the
PLR lower than the ones with the GMBS. Figure 4 shows
again the obtained results by magnifying Figure 3. The
average PLR without CA (Average 2.6 GHz and 800 MHz)
is not shown, since the minimum obtained value is supe-
rior to 2%, which is the maximum value shown for PLR.
Additionally, the 20-MHz bandwidth scenario has been
assumed together with the use of the H.264 3.1-Mbps
video flow. Figure 5 shows the average cell PLR as a
function of the number of UEs for cell radius R = 1,000 m.
In this case, the 1% PLR threshold is only exceeded above
approximately 40 UEs (PLR = 0.65%). This clearly shows
that, with EMBS, PLR considerably decreases.
Delay
The average cell delay for R = 1,000 m is shown in
Figure 6 for the scenario with 5-MHz bandwidth. As in the
previous case, both CRRM (BMBS) and iCRRM present
better results than without CA, i.e. lower delay. More-
over, iCRRM’s EMBS outperforms the GMBS. Similarly
to the PLR, ITU-T G.1010 [27] and 3GPP TS 22.105 [28]
also define delay performance targets, i.e. 150-ms pre-
ferred and 400-ms limit delay. For the considered number
of UE, neither of these targets is exceeded. Nonetheless,
when the previous 1% performance target is exceeded,
i.e. 54 and 58 UEs, with CRRM and iCRRM (EMBS and
GMBS), respectively, the achieved delay for the 5-MHz
bandwidth case is approximately 11.22, 11.44 and 7.68 ms
with CRRM and iCRRM’s GMBS and EMBS scheduler,
respectively. Without CA, the average cell delay is always
superior to the ones from the above cases.
It is worthwhile to compare the results from the 5-MHz
bandwidth scenario with the ones from the 20-MHz band-
width one. Figure 7 shows the average cell delay for R =
1,000 m while comparing the cases without CA and the
use of EMBS for both values of the bandwidth.
With EMBS, when the 1% PLR performance target is
exceeded, i.e. 54 and 40 UEs using 5 MHz and 20 MHz
CCs, respectively, the achieved delay is approximately 8
and 2.4 ms (128 kbps and 3.1 Mbps video clips, respec-
tively). Without CA, the average cell delay is always

















Figure 3 Comparison of the average cell PLR as function of the number of UEs for R = 1,000 m (by applying CRRM or iCRRM the PLR substantially
decreases, compared to the case without CA).














Figure 4 Magnified refitting of the average cell PLR as function of the number of UEs, where only the range of interest is shown for PLR and
number of UEs.
Quality of experience
The permanent evolution of wireless network technolo-
gies allows for improved data rates and coverage areas
while facilitating new multimedia and mobile services.
Considering this evolution of services and applications,
operator’s success does not only depend on their QoS
but also if it meets the end user’s expectations. With
the increasing competition, improving the quality of the
offered services, as perceived by the users (QoE), becomes
important as well as a significant challenge to service
providers with a goal to minimize the customer churn yet
maintaining their competitive edge [29]. However, QoS is
generally defined in terms of network delivery capacity
and resource availability but not in terms of the satisfac-
tion to the end-user. QoE is very subjective in nature, the
most accurate approach to evaluate it is the subjective
quality assessment, since there is no better indicator of
personal quality than the one given by a human being.
The existing works cited in [8,19,30,31] mainly focus
on the quality of service (QoS) performance of CA sys-
tem. However, these days, service providers are switching
the focus from network QoS to user quality of experi-
ence (QoE) to provide their services in the most cost- and
resource-efficient manner with ensured user satisfaction.
Therefore, the resource allocation algorithm based on var-
ious QoE contributing factors such as throughput, jitter,
cost and reliability should be required in the process of
resource allocation for the CA system.
It is important that QoE is expressed as a function of
the network and equipment that influence user behaviour
and result in a certain level of QoE. Therefore, QoE data
should succeed whenever possible in combining both user
experience and technical measures; for example, to pro-
vide an equation for the user experience when using a
particular service with known levels of QoS [32]. As such,













Without CA (20 MHz)
EMBS (20 MHz)
Without CA (5 MHz)
EMBS (5 MHz)
Figure 5 Comparison of the average cell PLR, as a function of the number of UEs, for CA between scenarios with 5 and 20 MHz CCs (the case with
the separate use of two bands, i.e. without CA, is considered as a reference).




















Figure 6 Average cell delay in a cell as a function of the number of UEs for R = 1,000 m (by applying CRRM or iCRRM, the delay decreases,
compared to the case without CA).
must be mapped onto QoE targets, facilitating the inclu-
sion of the end-user perception into the QoE model. In
this context, besides assessing the network service level
parameters, the QoE can also be evaluated by employing
the model for the mapping between QoS and QoE pro-
posed in [33]. This model addresses multimedia applica-
tions, gaming, video, web-browsing and audio. The video
sub-model is based on the mean opinion score (MOS)
measurements which are mathematically fitted to obtain
the following equation:
QoE =3.2147 − 0.00266916 × brate − 10.4811 (6)
× d − 20.9894 × ρ − 5.8875 × 10−6
× b2rate + 40.3305 × d2 + 166.121 × ρ2 + 1.449
× 10−8 × b3rate − 42.493 × d3 − 730.016
× ρ−3 − 4.2939 × 10−12 × b4rate + 18.3884 × d4
+ 1764.47 × ρ4 − 2.29851 × 10−15 × b5rate
− 3.48213 × d5 − 2069.09×ρ5 + 8.08679 ×10−19
× b6rate + 0.237418 × d6 + 903.102 × ρ6
where d is the delay, in ms, ρ is the percentage of loss
and brate is the video bitrate, in kilobit per second. The
goodness of fit is confirmed by the coefficient of deter-
mination, R2 = 0.84, and the mean square error (MSE),
MSE = 0.197.
Considering this model and previous average cell PLR
and delay simulation results (with brate = 128 kbps),
Figure 8 shows the predicted average cell QoE as a func-
tion of the number of active UEs in cells with R=1,000m.
From Figure 8, it is clear that employing CA improves
the average cell QoE. Without CA, an average QoE of 2.7
is obtained below 28 UEs; beyond this values, the qual-
ity substantially decreases and reaches its lower value with
the maximum considered UEs. With CA, as expected by
the obtained PLR and delay, the EMBS provides the better
results followed by the GMBS and CRRM (BMBS). More-
over, it is interesting to note that, as expected by ITU-T
G.1010 [27] and 3GPP TS 22.105 [28], the higher decline
of the estimated QoE value occurs approximately with the
same number of UEs from which the 1% PLR is exceeded,
















Without CA (20 MHz)
EMBS (20 MHz)
Without CA (5 MHz)
EMBS (5 MHz)
Figure 7 Comparison of the average delay in a cell as a function of the number of UEs for CA between scenarios with 5 and 20 MHz CCs.


















Figure 8 QoE as a function of the number of active UEs in the cell for R = 1,000 m (by applying CRRM or iCRRM, the QoE substantially increases,
compared to the case without CA).
corresponding to a value of the QoE of circa 2.81 and 2.86,
respectively.
In terms of QoE, it is also worthwhile to compare the
results between the former 5-MHz bandwidth scenario
and the 20-MHz bandwidth one (video with brate =
3.1 Mbps). Figure 9 shows the predicted average cell QoE
as a function of the number of active UEs, in cells with cell
radius R = 1,000 m.
It is observable that for the 20-MHz bandwidth without
CA, the behaviour of QoE is not as regular as it was for the
5-MHz bandwidth. However, when EMBS is employed,
the QoE curve recovers its regular behaviour. It is also
clear that the values of QoE raise from around 2.86 up to
circa 3.96 (the value of QoE that corresponds to PLR = 1%
for the 5-MHz and 20-MHz bandwidths, respectively).
Goodput
The variation of the supported average goodput with the
number of UEs is shown in Figure 10 considering R =
1,000 m and CCs with bandwidth of 5 MHz. In this case,
the performance gap between iCRRM, CRRM and BMBS
is less apparent. With the exception of the case without
CA, all the remaining scenarios can support the cell traf-
fic requirement for PLR = 1% up to approximately 54, 58
and 58 UEs with CRRM (BMBS), iCRRM (GMBS) and
iCRRM (EMBS), respectively. However, it is clear that as
the number of UEs within the cell increases so does the
iCRRM performance gain, in comparison with the results
both widths CRRM and without CA results. In the con-
text of the iCRRM, it has also been shown that above 58
UEs, the goodput obtained with the EMBS is higher than
the one obtained with the GMBS.
Additionally, it is also important to consider the sup-
ported goodput within ITU-T G.1010 [27] and 3GPP
TS 22.105 [28] performance target. In this context, con-
sidering the number of UE supported within the 1%
PLR margin, i.e. 58 and 54 UEs, with iCRRM and
CRRM (BMBS), respectively, the supported goodput
improvement between both RRM is evident, as shown















Without CA (20 MHz)
EMBS (20 MHz)
Without CA (5 MHz)
EMBS (5 MHz)
Figure 9 Comparison of the predicted average cell QoE as a function of the number of UEs between scenarios with 5 and 20MHz CCs for R = 1,000m
(the use of the 20-MHz bandwidth allows for considerable increase in QoE).


























Figure 10 Average cell supported goodput as function of the number of UEs for R = 1,000 m (EMBS over performs GMBS and BMBS).
7,400 kbps are supported, with the EMBS and GMBS,
respectively, whereas only 6,900 kbps is supported with
CRRM (BMBS). The case without CA is not consid-
ered, since the lowest obtained PLR is approximately
2%.
Similarly to the above ITU-T and 3GPP target perfor-
mance considerations, one should bear in mind the ITU-T
ACR scale [34] whose lower QoE value is 1 and highest
is 5. When a bandwidth of 5 MHz is considered, as the
delay threshold is not reached, the parameter that lim-
its the definition of the QoE threshold is the PLR (which
should be less than 1%). A value of 2.86 was identified
for the EMBS (58 UEs), while CRRM (BMBS) and GMBS
correspond to a value of 2.81 for QoE (54 and 58 UEs,
respectively). A value equal to 2.86, achieved for 58, 54
and 52 users (for EMBS, GMBS and BMBS, respectively),
is henceforward considered as a threshold below which
the QoE is not acceptable. In this context, considering the
results from Figure 8, without CA, the average cell QoE
is never considered sufficient. With CA, the 2.86 thresh-
old is no longer achieved above the same number of UEs
as for the previous PLR analysis. Finally, the number of
UEs supported by the cell below this QoE threshold can
also be reflected in terms of average supported cell good-
put, as shown in Figure 12. Given these considerations, the
average supported goodput is approximately 7,480, 7,010,
and 6,740 kbps with iCRRM (EMBS), iCRRM (GMBS) and
CRRM (BMBS), respectively.
The analysis of the behaviour from the goodput while
considering the 20-MHz bandwidth leads us to the curves
of the cell average goodput as a function of the number
of UEs from Figure 13, where R = 1,000 m is assumed.
With EMBS and 5-MHz bandwidth, a maximum value of
9.2 Mbps is obtained for the average cell goodput (for 80
UEs, here PLR is circa 7%), whereas for the 20-MHz band-
width the goodput is linearly increasing until it reaches
a value of 71.53 to 75.30 Mbps (for 40 to 44 UEs); then
























Figure 11 Average supported cell goodput as a function of the cell radius with PLR ≤ 1%.




















Figure 12 Average supported cell goodput as a function of the cell radius for QoE ≥ 2.86 for different cell radii.
6.5 and 41.2 Mbps are achieved (for 76 and 80 UEs,
respectively).
It is worthwhile to analyse the value for the goodput
which corresponds to number of users supported under
the 1% PLR performance target (since the 150-ms thresh-
old has not been reached). In this context, with EMBS, the
corresponding values for the average supported cell good-
put are approximately 7.48 and 71.53 Mbps (9.56 times
increase), for the 5 and 20 MHz (58 and 40 UEs), respec-
tively. Results without CA are not considered since the
PLR performance target is always exceeded.
Figure 14 shows the average supported cell goodput as
a function of the cell radius, R, for the number of users
supported under the 1% PLR threshold. In this case, the
formulation to compute the transmitter power required to
guarantee a similar average SINR for different values of the
cell radius is the one from [11]. The transmitter power has
been normalized so that comparable results between CCs
are assured and eNBs from lower cell radius have reduced
energy consumption.
The average cell spectral efficiency has been computed
as the ratio between the goodput and the CCs bandwidth,
i.e. 5 and 20MHz (for 128-kbps and 3.1-Mbps video clips).
Figure 15 shows the average cell spectral efficiency and
corresponding percentage of gain (between EMBS and
without CA). Considering the number of UEs, supported
under the PLR threshold, with EMBS, the value for the
spectral efficiency is 1.788 b/Hz/cell (for 40 UEs) and
0.889 b/Hz/cell without CA, in the 20-MHz case. In turn,
for bandwidth of 5 MHz, the spectral efficiency is only
0.75 b/Hz/cell (for 58 UEs) and 0.62 b/Hz/cell without CA.
Compared to the case without CA, the corresponding per-
centage of gain is 101.2% (for 40 UEs) and circa 24% (for
58 UEs), respectively.
Cost/revenue analysis
From the economic point of view, the different entities
from cellular systems, such as subscribers, network oper-
ators, service providers, regulators and equipment ven-





















Without CA (20 MHz)
EMBS (5 MHz)
Without CA (5 MHz)
Figure 13 Average cell supported goodput as a function of the number of UEs.



















EMBS (20 MHz), 40 UEs
No CA (5 MHz), 4 UEs
Without CA (20 MHz), 4 UEs
EMBS (5 MHz), 58 UEs
Figure 14 Average cell supported goodput as a function of the cell radius with PLR ≤ 1%.
one considers operator’s/service provider’s point of view,
whose main goal is to obtain the maximum profit from
his business, i.e. to increase revenue, decreasing costs as
much as possible. In this paper, costs and revenues are
analysed on an annual basis, although a project dura-
tion of 5 years is assumed. Moreover, the analysis is
performed under the assumption of a null discount rate.
Nevertheless, this work does not intend to perform a
complete economic study but aims at simply present-
ing initial contributions to understand the basic limits of
using CA and facilitates cellular planning optimisation.
Appropriate enhancements would be required, in order
to perform a complete economic analysis based on dis-
counted cash flows (e.g. to compute the net present value)
while including the contribution from other relevant busi-
ness aspects. From a cellular planning and radio resource
management perspective, the objective of the operator
is to determine an optimal operating point that maxi-
mizes the expected revenue. Examples of major decisions
affecting this include the type of technology to be used,
the size of the cell and the number of radio resources in
use in each cell. It is therefore extremely important to
identify the main components of the system’s costs and
revenues, in particular those that allow a direct relation-
ship to either the maximum cell coverage distance or the
reuse pattern, K. We consider the cost per unit area of a
2D system incurred during the system lifetime. The sys-
tem is considered to have a transmission structure formed
by a set of frequency carriers or channels (or the cor-
responding LTE sub-channels), each supporting a TDM
frame structure. Each base station comprises a number of
transceivers equal to the number of carriers assigned to
the enode B (or to the enode B sector), which is assumed
to be one in this study. This means that it is assumed
as a simplification that one carrier will be sufficient per
cell/sector. System cost has two major parts: (a) capital
costs (normal backhaul, cell site planning and installation)






































Without CA (20 MHz)
Without CA (5 MHz)
20 MHz Gain
5 MHz Gain
Figure 15 Average spectral efficiency and corresponding percentage of gain for bandwidths of 5 and 20 MHz with PLR ≤ 1% (four times increase
in spectrum resources corresponds to 2.39 times increase in spectral efficiency, from 0.75 to 1.788 b/Hz/cell).
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maintenance) [36,37]. The capital cost is taken to consist
of:
• A fixed part (e.g. licensing and spectrum auctions or
fees);
• A part proportional to the number of eNBs per
kilometre or square kilometre (e.g. the installation
costs of BSs including the cost of obtaining cell sites,
the normal backhaul and the cost of hardware and
core equipment common to all);
• A part proportional to the total number of
transceivers per kilometre or square kilometre
(e.g. the cost of the transceivers).
It is assumed that the cost of the connection between
eNBs and the MME/GW, that is, the fixed part of the
network (e.g. the cost of laying fibre), is not a fixed cost.
Instead, we consider this to be proportional to the number
of BSs/eNBs, which can be true if, for example, the mobile
operator’s service is contracted from a fixed network
operator.
The operating cost during a system’s lifetime is taken to
contain:
• A part proportional to the number of eNBs per
kilometre or square kilometre;
• A part proportional to the number of transceivers per
kilometre or square kilometre.
These costs will be incurred on an annual basis.
In this context, the cost per unit area is given by [35]:
C[e/km2] = Cfi[e/km2] + Cb[e/cell]N[cell/km2] (7)
where Cfi is the fixed term of the costs (e.g. licensing
and spectrum auctions or fees), and Cb is the cost per








where R represents the cell radius. Then, the total cost of
the BS site, considering every element in the infrastruc-
ture, is given by:
Cb[e/cell] = CBS + Cbh + CinstNyear + CM&O (9)
where Nyear = 5 is the project’s lifetime, CBS is the cost of
the BS/eNB, Cbh is the backhaul cost, Cinst is the instal-
lation cost of the BS and CM&O is the operation and
maintenance cost.
The revenue in cell per year, (Rv)cell, can be obtained
as a function of the supported throughput per eNB,
Rb−sup[kbps], and the revenue of a channel with a data rate
Rb[kbps], RRb [e/MByte], by:
(Rv)cell=
Nhex[km2] · R(b−sup)equiv[kbps] · Tbh · RRb[e/min]
Rb−ch[kbps]
(10)
where Nhex is the number of hexagonal areas, Tbh is the
equivalent duration of busy hours per day, and Rb−ch is the
bit rate of the basic “channel”.
The revenue per unit area per year, Rv[e/km2], is obtained






The (absolute) profit is given by:
P[e/km2] = Rv − C (12)
from which the profit in percentage terms (compared to
the costs) is given by:
P[%] = Rv − CC × 100 (13)
One considers a LTE system deployed in Portugal. The
BS/eNB cost CBS is assumed to be the value referenced
in [38], i.e. CBS = 10, 000e, The BS installation cost,
Cinst = 22, 500e, is obtained by assuming 2, 500e for the
radio installation plus 20, 000e for the infrastructure cost,
e.g. site acquisition, site design and site construction. The
backhaul cost is considered to be Cbh = 5, 000e. Finally,
the operation and maintenance costs which include first-
line maintenance, rental costs and preventive and correc-
tive infra maintenance is CM&O = 1, 500e per year of
operation. For a project duration ofNyear = 5, one obtains
Cb = 9, 000e per BS/eNB.
Bearing in mind ANACOM’s auction results [12], it
is known that each 2 × 5 MHz of bandwidth was sold
for 45, 000, 000e and 3, 000, 000e for the 800 MHz and
2.6 GHz CCs, respectively. Considering reuse pattern K =
3, the total license cost for the 800 MHz and 2.6 GHz are
3 × 4, 000, 000e = 135, 000, 000e and 3 × 3, 000, 000e =
9, 000, 000e, respectively (5-MHz bandwidth). Assuming
these values and considering a total area of 91,391.5 km2
as the area of Portugal, the fixed cost per unit area is as
follows:
Cfi 800 MHz = 135, 000, 00091, 391.5 × 5 ≈ 295[e/km
2] (14)
Cfi 2.6 GHz = 9, 000, 00091, 391.5 × 5 ≈ 19.70[e/km
2] (15)
A summary of the cost assumptions is presented in
Table 3, where we also show the fixed costs for the case of
20-MHz bandwidth, obtained by multiplying the former
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Table 3 Assumptions for costs
Costs 5 MHz 20 MHz
Cfi 800MHz[e/km2] 295.00 1,180.00





fixed costs by 4. We assume that for the 20-MHz band-
width case, the cost of the BS and from the backhaul is
10% higher. The comparison between the use of 5-MHz
and 20-MHz bandwidths explores the impact of the much
higher fixed cost in the economic feasibility of such 4G
networks by trading off cost with statistical multiplexing
gain from higher bandwidth availability and the price per
megabyte of traffic.
Although nowadays the trend is to consider flat rate/fee
for data and multimedia traffic revenues, in this work,
one still considers the price per megabyte, MB, of infor-
mation, R144[e/MByte] (N.B.: the price per minute approx-
imately corresponds to the price of 1 MByte, as 144 ×
60 = 8, 640 kb ≈ 1 MByte). In this context, for the
5-MHz bandwidth case, two values for the price of the
basic channel are considered, R144[e/MByte] = 0.005
and R144[e/MByte] = 0.01. For the 20-MHz bandwidth
case, the prices are one fifth of the above ones, i.e.
R144[e/MByte] = 0.001 and 0.002, respectively. Assuming
the above assumptions for the costs and channel price, as
well as the simulation average supported goodput results,
Rb−sup[kbps], considering an equivalent duration of busy
hours per day, Tbh, equal to 6 busy hours per day, as
well as 240 busy days per year, one computes the total
cost, Ctotal and the total revenue per unit area per year,
Rv total (Rv[e/km2]). The latter considers the simulation
results of the supported goodput Rb−sup[kbps], obtained
for saturation conditions, i.e. maximum PLR less or equal
to 1% for the considered range of coverage distances,
while assuming that this is the traffic during the bus-
iest hours. Figure 16 shows that, considering iCRRM
(EMBS) for the 5-MHz bandwidth case, with 58 users,
Ctotal and Rvtotal decrease as the cell radius increases, the
revenues are higher than the total cost and higher rev-
enues are obtained with higher prices for the traffic. A
logarithmic scale is considered for the yy axis in order to
enable the comparison between the two different curves
for the cost. For the 5-MHz bandwidth case, the cost
is considerably much lower than for the 20-MHz band-
width case. For the 5-MHz case and price R144[e/MByte] =
0.005, the revenue is approximately equal to (just slightly
higher than) the revenue for a price of 0.001 e/MByte
and 20-MHz bandwidth. The 9.56 times increase in
the suported goodput (from 7.48 to 71.53 Mbps) com-
pensates the five times reduction in price. For the 20-
MHz bandwidth case, as expected, for twice of the
price, i.e. 0.002 e/MByte, the revenue is considerably
higher.
To analyse the profit in percentage for PLR ≤ 1c, for
the 5-MHz bandwidth case, one considers the average
supported goodput while considering iCRRM (EMBS),
iCRRM (GMBS) and CRRM (BMBS). It is worthwhile to
note that, as the 1% PLR performance threshold is not
achieved without CA, this scenario will not be considered.
Figures 17 and 18 show the profit in percentage for PLR
≤ 1%.While for the 5-MHz bandwidth, EMBS, GMBS and
BMBS are considered and prices are R144[e/MByte] = 0.005
and R144[e/MByte] = 0.01, respectively, for the 20-MHz
bandwith case, only EMBS is addressed and the respective
prices are R144[e/MByte] = 0.001 and 0.002.
One could also investigate the Rb−sup[kbps] reached with
QoE ≥ 2.86. However, we skip this analysis as the values


















C Total, 5 MHzBW
Rv Total (0.005 /Mbyte), 5 MHz
Rv Total (0.01 /Mbyte), 5 MHz
C Total, 20 MHzBW
Rv Total (0.001 /Mbyte), 20 MHz
Rv Total (0.002 /Mbyte), 20 MHz
Figure 16 Total cost and revenue for different cell radii, for prices R144[e/MByte] = 0.005 and 0.01 (5-MHz bandwidth), and R144[e/MByte] = 0.001 and
0.002 (20-MHz bandwidth).















Profit in percentage for PLR  1% and lower prices for traffic
0.005 /Mbyte, iCRRM(EMBS), 5 MHz
0.005 /Mbyte, iCRRM(GMBS), 5 MHz
0.005 /Mbyte, BMBS, 5 MHz
0.001 /Mbyte, EMBS, 20 MHz
Figure 17 Profit in percentage terms as a function of the cell radius and PLR ≤ 1%, for R144[e/MByte] = 0.005 (5-MHz bandwidth) and
R144[e/MByte] = 0.001 (20-MHz bandwidth).
2.86 for EMBS (58 supported users), and only for GMBS
and BMBS the values from the goodput (and PLR) are
slightly lower for QoE ≥ 2.86, as 54 and 52 users are
supported, instead of 58 and 54, respectively.
Overall, it is evident that the profit increases as the
price per MB increases. Besides, it decreases with the
increase of the cell radius. In the 5-MHz bandwidth case,
considering PLR ≤ 1%, the CRRM presents the lowest
results for the profit, whereas iCRRM’s EMBS and GMBS
reach comparable profits as their respective goodputs
are also similar. Employing iCRRM’s EMBS and consid-
ering R = 1,000 m and PLR ≤ 1%, profits of 130% or
360% are obtained with R144[e/MByte] equal to 0.005 and
0.01, respectively. With iCRRM’s GMBS, profits of 129%
or 357% are achieved considering R144[e/MByte] equal to
0.005 and 0.01, respectively. Considering the basic CRRM,
profits of 113% or 326% are obtained for PLR ≤ 1%, with
prices of 0.005 and 0.01 e/MByte, respectively.
In Figures 17 and 18, for the 20-MHz case, the profit
decreases at a considerably higher rate (compared to
5-MHz bandwidth), which is due to the lower rate of
decrease from the curve of the costs, as shown in
Figure 16. The comparison of the profit in percent-
age between these two values for the bandwidth from
Figure 19 shows that with a price of 0.001 e/MByte, the
curve for the profit considering the 20-MHz bandwidth
is similar to the one for price of 0.01 e/MByte consider-
ing 5-MHz bandwidth, mainly for the smallest cell sizes
(few hundred meters). Then, it starts to decrease faster.
For example, for R = 1,000m, it is clearly shown that with a
price of 1/5, 0.001 or 0.002 e/MByte for the 20-MHz case
(compared to 0.005 or 0.01e/MByte for the 5-MHz band-
width), values for the profit are 241% or 583% (against
130% or 360% for the 5-MHz bandwidth), i.e. respectively
241/130 = 1.85 or 583/360 = 1.62 times higher than the





















Profit in percentage for PLR  1% and higher prices for traffic
0.01 /Mbyte, iCRRM(EMBS), 5 MHz
0.01 /Mbyte, iCRRM(GMBS), 5MHz
0.01 /Mbyte, BMBS, 5 MHz
0.002 /Mbyte, EMBS, 20 MHz
Figure 18 Profit in percentage as a function of the cell radius and PLR ≤ 1%, for R144[e/MByte] = 0.01 (5-MHz bandwidth) and R144[e/MByte] = 0.002
(20-MHz bandwidth).

















Comparison of profit in percentage between 5 and 20 MHz
0.01 /Mbyte, iCRRM(EMBS), 5 MHz
0.002 /Mbyte, EMBS, 20 MHz
0.005 /Mbyte, iCRRM(EMBS), 5 MHz 
0.001 /Mbyte, EMBS, 20 MHz
Figure 19 Comparison of profit in percentage terms as a function of the cell radius between 5- and 20-MHz bandwidths, with the price per
megabyte as a parameter.
While the cell radius increases, as the costs are higher
for the 20-MHz bandwidth (mainly owing to the four
times higher cost of the license, Cfi, grey curve in
Figure 16), the profit in percentage decreases faster, which
motivates the use of small(er) cells.
Conclusions
This work proposes an adaptation and update of the inte-
grated CRRM entity proposed in [11] applied to LTE-A.
The iCRRM entity implements inter-band carrier aggre-
gation (CA) by performing scheduling between two com-
ponent carriers (CCs), i.e. band 7 (2.6 GHz) and band
20 (800 MHz), with the aim of increasing users’ service
quality requirements and improve spectral usage. Besides,
iCRRM may operate with one of two multi-band sched-
ulers. The general multi-band schedulers (GMBS) operate
in parallel with a classic downlink packet schedulers, i.e.
iCRRM assigns users to one CC and the scheduling of
resource blocks (RBs) of each CC (to the allocated users) is
performed by the M-LWDF packet scheduler. In turn, the
proposed enhanced multi-band scheduler (EMBS) oper-
ates on its own, is less complex and allocates RBs from
both CCs.Moreover, with the GMBSUEs can only be allo-
cated to one CC at a time whereas with EMBS UEs can be
allocated to both CCs. Additionally, considering available
bandwidths auctioned by the Portuguese communication
regulator, ANACOM, in 2011, the research on CA from
this work was addressed considering first 5-MHz band-
width CCs and then 20-MHz bandwidth CCs, in scenarios
that resemble the South Korea ones. Furthermore, bearing
in mind CISCO’s mobile traffic forecast, e.g. video traffic
embodied 53% of all traffic in 2013 and will reach 69% by
2018, one addressed this work considering that each user
generates one video traffic flow. In the simulations, each
flow is characterized as one trace based H.264 128-kbps
video bit rate flow. Additionally, through extensive simula-
tions, it has been found that the modified largest weighted
delay first (M-LWDF) scheduler provided the best results
for this type of traffic. Hence, it was selected to operate in
conjunction with iCRRM’s GMBS.
To analyse the iCRRM performance with several cell
radii with comparable conditions and to reduce energy
consumption by reducing the transmitter power for low
cell radii, the average cell interference-plus-noise ratio
(SINR) must be kept constant. In this context, the formu-
lation proposed in [11] and [20] to compute the transmit-
ter power needed to cover cells of different sizes while
maintaining the average cell SINR constant and near the
maximum, considering frequency reuse pattern three, was
considered. The normalized transmitter power required
to maintain such average cell SINR was computed and
used within the simulation framework.
Extensive simulations were performed with LTE-Sim,
and the performance analysis was performed addressing
ITU-T G.1010 [27] and 3GPP TS 22.105 [28] performance
targets and the corresponding supported goodputs. For
the 5-MHz bandwidth case, simulation results have shown
that the 1% packet loss ratio (PLR) threshold is only
exceeded above 58 and 54 UEs with iCRRM (EMBS and
GMBS) and CRRM (BMBS), respectively. Without CA,
the minimum obtained PLR is approximately 2%. In this
condition, the average supported cell goodput is approx-
imately 7,480 and 7,400 kbps with iCRRM EMBS and
GMBS, respectively, and 6,900 kbps with CRRM (BMBS).
The ITU-T G.1010 [27] and 3GPP TS 22.105 [28] 150-
ms preferred average cell delay performance target has
not been reached in the performed simulations. For 20-
MHz bandwidth, only iCRRM (EMBS) was considered.
With 40 users, the 1% PLR threshold is not exceeded
and the supported goodput is 71.53 Mbps. Overall, a
gain of circa 9.56 times occurs in the average supported
cell goodput, from approximately 7.48 to 71.53 Mbps,
for the 5- and 20-MHz bandwidths (58 and 40 UEs),
respectively.
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Considering the unified model for the mapping of qual-
ity of service (QoS) parameters into quality of experience
(QoE) from [33], the perceived impact of CA has been
estimated. It has been found that, for the 5-MHz band-
width, a minimum QoE of 2.86 can only be supported up
to 58, 54 and 52 UEs with EMBS, GMBS and iCRRM’s
GMBS, respectively. Moreover, the average cell good-
put equivalent to the number of UEs supported within
this QoE threshold is approximately 7,480, 7,010, and
6,740 kbps with the EMBS, GMBS and BMBS, respec-
tively. For the 20-MHz bandwith case, the values of the
QoE considerably increase to values of circa 3.96 (corre-
sponding to PLR = 1%).
The cost/revenue analysis was performed considering
the formulation from [35] and assuming values for the
goodput under the PLR ≤ 1% performance target. It was
observed that prices can be much lower if a bandwidth
of 20 MHz is available, instead of 5 MHz. For the 5-MHz
bandwidth, two values of the price per MB have been con-
sidered, R144[e/MByte] equal to 0.005 or 0.01, whereas for
the 20-MHz bandwidth prices are 1/5 of the former ones,
i.e. 0.001 or 0.002 e/MByte. It has been found that with-
out CA, the profit cannot be evaluated under PLR ≤ 1%
since this constraint is not satisfied. It is evident that the
profit increases as the price per MB increases. Besides, it
decreases with the increase of the cell radius. Besides, for
the 5-MHz bandwidth, for PLR ≤ 1% iCRRM’s EMBS and
GMBS, the values of the profit in percentage are the high-
est and yet similar, since the number of supported UEs is
alike. For R = 1,000 m and PLR ≤ 1%, profits of 130% or
360%, 129% or 357% and 113% or 326% were obtained for
the EMBS, GMBS and BMBS, for R144[e/MByte] equal to
0.005 and 0.01, respectively.
From the analysis of the economic trade-off, for the 20-
MHz case, the profit decreases at a considerably higher
rate (compared to 5-MHz bandwidth), which is due to the
lower rate of decrease from the curve of the costs, imply-
ing that for PLR ≤ 1% and a price of 0.001 e/MByte, the
curve for the profit in percentage considering the 20-MHz
bandwidth is similar to the one for price of 0.01 e/MByte
considering 5-MHz bandwidth, mainly for the shortest
cell sizes. Then, the profit in percentage terms starts to
decrease faster. For example, for R = 1,000m, one can con-
clude that with a price of 1/5, i.e. 0.001 or 0.002 e/MByte,
for the 20-MHz case (compared to 0.005 or 0.01 e/MByte
for the 5-MHz bandwidth), values for the profit are 241%
or 583% (against 130% or 360% for the 5-MHz bandwidth),
i.e. respectively 241/130 = 1.85 or 583/360 = 1.62 times
higher than the ones from the 5-MHz bandwidth.
While the cell radius increases, as the costs are higher
for the 20-MHz bandwidth (mainly owing to the four
times higher cost of the license, Cfi, grey curve in
Figure 16), the profit in percentage decreases faster, which
motivates the use of small(er) cells. Moreover, the global
implementation of CA should reduce the manufactur-
ing and implementation costs of CA-enabled equipment,
hence future work will assess cost/revenues analysis with
up to date assumptions on prices. Besides, as the flat
rate pricing model is being employed worldwide, upcom-
ing work will also address the impact of CA in the
cost/revenue trade-off under this business model.
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