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Abstract
The segmentation of video into its basic structural unit is an essential step for video content analysis. In this paper, we propose a
shot transition detection approach based on Kirsch directional derivatives. The ability of Kirsch operator to capture the maximum
gradient value amongst diﬀerent orientations is explored for the task of shot transition detection. Each frame of a given video is
convolved with Kirsch operator in eight orientations and compute ﬁrst and second order moments. These moments are used as
features for shot boundary detection. Experiments are conducted on a subset of TRECVID dataset and comparison is done with
some common shot boundary detection algorithms to exhibit the performance of the proposed approach.
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1. Introduction
Advancement in digital technology explored in applications such as video surveillance, intelligent management of
web videos, and growth in online marketing generate large amount of video data1. Hence, it is essential to extract
useful information from these videos for further processing in real time. This requires development of tools for
indexing, browsing, retrieval, annotation, cataloguing etc. which helps in easy management of the content of large
video database. In analysing video content and for video content management, temporal segmentation of a video is an
essential step. For segmentation purpose, shot is considered to be the basic unit of a video. The shot constitutes a set of
frames with almost similar characteristics taken from a single non-stop camera operation. In order to segment a video
into shots, it is necessary to identify the boundary between the shots. There are two major kinds of transitions between
the shots namely abrupt and gradual transition. Instantaneous transition from one shot to the subsequent shot results
in abrupt transitions. Here there is a sudden change in the characteristics of the last frame belonging to the previous
shot compared to the characteristics of the ﬁrst frame of the subsequent shot. The gradual transition spans over a
sequence of multiple frames2. In general, the similarity between frames within a shot is high while the similarity is
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low between the frames of diﬀerent shots. This similarity characteristic is used to identify shot boundaries.3
In this paper, we propose shot boundary detection method based on Kirsch directional derivatives. The mean and
standard deviation of the Kirsch convolved frames are used as features for shot detection.The remaining part of the
paper is organized as follows. In Section 2, a brief overview of related works is given. The proposed method is
presented in Section 3. Experimental results are given in Section 4. In Section 5, conclusion is given.
2. Related Works
Variety of techniques have been proposed for shot boundary detection (SBD). These works diﬀer mainly by the
kind of features used and computational time required. However, most of the techniques fail to handle videos of vary-
ing complexity4. The earliest approaches addressing the SBD task are either pixel based, statistical based, histogram
based or edge based5. The most widely used is the histogram comparison method. Variants of histogram comparison
method exist in the literature. In the method proposed by Janwe and Bhoyar3, shot boundary is identiﬁed using just
noticeable diﬀerence (JND) of colour histogram. The edge based approach uses the fact that frames within a shot have
large number of mutual edges. In6, the authors proposed adaptive edge oriented framework for video partitioning.
The approach uses multiple multilevel features called multilevel edge response vector (MERV) capable of handling
illumination variations in the video. However edge based methods consume good amount of computation time7. In
the method proposed by Lian5, the author make use of multiple features like pixel diﬀerence, histogram comparison,
motion vector etc. to identify shots. The transition detection based on mutual information and joint entropy is con-
sidered by the authors1. Techniques to reduce the computation costs is addressed by Gao and Mao8. Kawai et al. 9 in
their work, avoid processing of frames that are clearly non shot boundaries thus speed-up the process of SBD. Features
from the compression domain such as discrete cosine transform are also used in SBD. However, compressed domain
approaches are highly dependent on the compression standard and have drawbacks of low reliability and accuracy,
especially in the presence of high motion8. The image transforms such as discrete cosine transform, Walsh Hadamard
transform have the property of energy compaction, entropy, ﬂexibility, robustness and performance7. Bhalotra et al.
in their method10 use Radon transform for SBD task. In Radon transformation the image intensity is projected along
a radial line oriented at a speciﬁc angle. It is observed in this work that the projection of an image intensity for the
current frame is diﬀerent from the projection of the previous frame and this property has been used to identify shot
boundaries. This method fails when there is camera or object motion or when the content change is high within the
shot. In the method proposed by Domnic and Priya7, frames are projected on to some basis vector of Hadamard trans-
form. A feature vector containing colour, edge, texture, motion strengths is extracted from each frame. The features
are fused into a single continuity signal and transitions are detected by using support vector machine classiﬁer as well
as procedure based shot identiﬁcation process. Thus we have seen several methods for shot boundary detection. Mo-
tivated by these many works on SBD, we explored the salient features of Kirsch operator for shot transition detection
and the details are given in the following sections.
3. Kirsch directional derivative based shot detection
In the following subsection, we ﬁrstly review Kirsch operator and the procedure for shot boundary detection is
presented in the next subsection.
3.1. The Kirsch operator
The identiﬁcation of the boundaries of an object, or a surface in an image is commonly done through edge detection.
The edge feature reduces the amount of data to be processed, while preserving the important structural properties of
an image. Edge operators are used in identifying edges. These operators are broadly classiﬁed into two categories 1)
operators that approximates the mathematical gradients, 2) template matching operators that use multiple templates at
diﬀerent orientations. The edge operator computes direction of maximal change in grey level value while the severity
of change is obtained by the magnitude. The earliest edge operator is the gradient operator. By taking the partial
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Table 1. The 3x3 numbering convention for Kirsch edge detection operator 12
.
E0 E1 E2
E7 D(r, q) E3
E6 E5 E4
derivative at each pixel location, the gradient at every pixel location can be obtained.
For a digital image, the partial derivative is given as follows11.
gr =
∂ f (r, q)
∂r
= f (r + 1, q) − f (r, q) (1)
gq =
∂ f (r, q)
∂q
= f (r, q + 1) − f (r, q) (2)
In the partial derivative method, the gradient is calculated along two orthogonal directions. The magnitude and
direction is computed as follows:
Mag(r, q) =
√
g2r + g2q (3)
α(r, q) = tan−1
[
gq
gr
]
(4)
The gradients are also calculated along many directions by convolving the image with a set of templates. The maxi-
mum gradient amongst all these directions is taken as the gradient of the image. The edge angle is determined by the
direction of the largest gradient. This can be expressed as follows.
D(r, q) = max{|D1(r, q)| , ... |Dm(r, q)| , ... |DK(r, q)|} (5)
where
Dm(r, q) = I(r, q) Hm(r, q)
is the gradient in the mth equispaced direction obtained by convolving an image with a gradient impulse response
arrayHm(r, q), and K is the total number of equispaced directions.
One of the multi-template gradient mask is Kirsch operator which ﬁnds the maximum edge strength in a few predeter-
mined directions.The Kirsch operator calculates the gradient along the pre-determined eight directions. The directions
corresponds to North, South, East, West, North-East, South-East, North-West and South-West. The Kirsch operator is
deﬁned as follows and the numbering convention used is given in Table 112.
D(r, q) = max7i=0 [|5S i − 3Ri|] (6)
S i = Ei + Ei+1 + Ei+2
Ri = Ei+3 + Ei+4 + Ei+5 + Ei+6 + Ei+7
where the subscripts of Ei are evaluated as modulo 8. The choice of Kirsch operator for edge detection is based on the
property that Kirsch operator identiﬁes the edge with maximum intensity variation in the neighbourhood of a pixel.
The convolved frame has the information regarding the maximum change in the intensity level around each pixel.
Further, features like mean and standard deviation gives global information about the image. At the transition point
it is expected that there will be large variation in the feature values of two adjacent frames. The location where the
change in feature value is above a given threshold is considered as shot transition point.
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Fig. 1. Time series due to the proposed approach showing abrupt cut position in the Anni005 video sequence
3.2. Shot boundary detection
Given a video, we convert the video frames from RGB to gray scale. Each frame is ﬁltered with the eight directional
Kirsch operator Hm(r, q) to obtain eight gradient images Gm.
Gm(r, q) = I(r, q) Hm(r, q) (7)
where m  [0..7] corresponds to the eight directions. The Kirsch operator gives the best direction information by
convolving each frame with eight directional Kirsch operator and taking the maximum amongst them. This means
that the ﬁnal Kirsch gradient image has the maximum value amongst all the gradient images convolved by the Kirsch
operator12. Eﬀectively every pixel has its maximum gradient value.
G(r, q) = max7m=0Gm(r, q) (8)
After obtaining the gradient image, the mean Fm and the standard deviation Fs of the gradient image are calculated
as follows.
Fm =
1
M1M2
M1∑
r=1
M2∑
q=1
G(r, q) (9)
Fs =
√√
1
M1M2
M1∑
r=1
M2∑
q=1
(G(r, q) − Fm)2 (10)
where M1 is the number of rows and M2 is the number of columns. FV = {Fm, Fs} forms the feature vector of the
gradient image. The mean gives the average intensity of each frame and the standard deviation speciﬁes the deviation
from the mean. The sum of absolute diﬀerence of the feature vector from adjacent frames is obtained as follows.
Fdn =
2∑
t=1
∣∣∣FVn(t) − FVn+1(t)∣∣∣ (11)
The shots are identiﬁed through thresholding method from the frame diﬀerence values Fd,
where Fd = [Fd1, Fd2...Fdn−1] and n is the number of frames.
3.3. Threshold estimation
The frame diﬀerence values obtained by subtracting the feature vectors of adjacent frames is processed further to
identify the transition boundaries. In our work, a combination of global and local adaptive threshold is used for shot
identiﬁcation. The global threshold is computed as follows:
Gth = wglobal + a ∗ sglobal (12)
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where ’a’ is a constant that is used to vary the thresholdGth value, wglobal represents the global mean of Fdn and sglobal
represents the global standard deviation of Fdn. During local adaptive thresholding process, only those values of the
frame diﬀerence that are above Gth is considered. The local adaptive threshold is carried out using a window of size
say 15. The local threshold is estimated as:13
Ath = max(wle f t + p ∗ sle f t,wright + p ∗ sright) (13)
Here wle f t is the local mean considering the frame diﬀerence values to the left of the center of the sliding window, sle f t
is the local standard deviation considering the frame diﬀerence values to the left of the center of the sliding window.
wright is the local mean considering the frame diﬀerence values to the right of the center of the sliding window, sright
is the local standard deviation considering the frame diﬀerence values to the right of the center of the sliding window
and p is a constant used to control the value of the local threshold. The center frame within the sliding window is
considered to be a shot if the frame diﬀerence value at the center is maximum within the window and is greater than
the threshold value Ath.
4. Experimental results
In order to evaluate the proposed method we selected videos from TRECVID 2001 and TRECVID 2007 dataset.
The TRECVID is part of TREC series encouraging research in video analysis by conducting conference series every
year. The dataset provided by TRECVID for shot boundary detection is considered to be a benchmark data for eval-
uating the performance of various methods used for SBD task. These videos posses ﬂash, motion, illumination etc.
properties. A brief description of the videos used in our experiment is given in the Table 2 and Table 3. Most of these
videos have large number of frames. The experiments are conducted on Intel core i3 processor having 3.3 Ghz on
Windows 7 platform.
The TRECVID evaluates the performance of diﬀerent SBD methods using precision, recall and f1 score measure.
Given the ground-truth, recall calculates the proportion of the correctly identiﬁed shot transition and precision calcu-
lates what proportion of the identiﬁed shots are correct. The precision, recall and f1 score is computed as follows:
precision =
Ch
Ch + Fh
(14)
recall =
Ch
Ch + Mh
(15)
f1score =
2 ∗ precision ∗ recall
precision + recall
(16)
where Ch is correctly identiﬁed shot transition, Mh is missed shot transition and Fh is false identiﬁed shot transition.
The results demonstrate that the proposed method can successfully isolate cut transitions in videos of varying com-
plexities. The precision, recall, and f1 score due to the proposed method on TRECVID 2001 and TRECVID 2007
is respectively given in Table 5 and Table 6. The f1 score in most of the cases is above 85 percent. A comparison
with some of the earlier methods is shown in Table 7. We have compared with edge based algorithm6 and the method
proposed by Lian5 where one can see the improvement in the proposed method. The Table 4 depicts the computa-
tional time required to extract the features by various methods. It shall be observed from Table 4 that the time taken
by the proposed method is comparatively lesser than many other methods but possess more or less same accuracy. A
comparative analysis of precision, recall and f1 score for diﬀerent methods is respectively given in Figures 2, 3 and 4
where as Fig. 5 exhibits the comparison of average of precision, recall and f1 score.
5. Conclusion
We have presented a shot transition detection approach based on Kirsch directional derivatives. The accurate edge
localization property of Kirsch operator is used to extract features such a mean and standard deviation that is used for
SBD task. Experimentation on standard dataset is conducted to exhibit the performance of the proposed method. We
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Table 2. Description of subset of TRECVID 2001 video dataset.
Videos Num Frames Actual Cut Sources File Name
Anni005 11364 38 Documentary NASA 25 Anniversary Show Segment 5
Anni006 16588 42 Documentary NASA 25 Anniversary Show Segment 6
Anni009 12307 38 Documentary NASA 25 Anniversary Show Segment 9
BOR03 48450 231 Documentary Challenge at glen canyon
BOR08 50569 197 Documentary The Great Web of Water
Ugs04 48570 151 Documentary Fidden Fury
Ugs01 40093 87 Documentary Exotic Terrane
Table 3. Description of subset of TRECVID 2007 video
dataset.
Videos Num Frames Actual Cut
BG9401 50049 89
BG2408 35892 100
BG35050 36999 98
BG36028 44991 87
BG11362 16416 104
Table 4. CPU time required for feature extraction per frame
for diﬀerent methods.
Method CPU Time (sec)
Color histogram6 0.0180
Motion-vector likelihoods6 0.3991
kernel-corr(6x6)14 0.027
kernel-corr(5x5)14 0.9515
Adaptive EdgeOriented6 0.1210
Proposed Method 0.025
Table 5. Precision, recall and f1 score on TRECVID 2001 subset due to the proposed method.
Videos precision recall f1 score
Anni005 0.900 0.973 0.935
Anni006 0.969 0.761 0.853
Anni009 0.947 0.947 0.947
Bor03 0.929 0.965 0.946
Bor08 0.902 0.802 0.849
UGS01 0.826 0.873 0.849
UGS04 0.952 0.794 0.866
Table 6. Precision, recall and f1 score on TRECVID 2007 subset due to the proposed method.
Videos precision recall f1 score
BG9401 0.846 0.988 0.91
BG2408 0.884 0.920 0.90
BG35050 0.843 0.989 0.91
BG36028 0.881 0.942 0.91
BG11362 0.910 0.682 0.78
Table 7. Comparison of precision, recall and f1 score of the proposed method with some existing approaches.
videos Proposed
Method
Color
Histogram
Kernel14
Correlation6x6
Multi5
Feature
Adaptive Edge6
oriented
Localized
Edge15
Block
Motion
Likelihood
Kernel
Correlation5x514
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
Anni005 0.90 0.97 0.93 0.64 0.83 0.72 0.72 0.64 0.68 0.88 0.79 0.83 0.87 0.91 0.89 0.73 0.79 0.76 0.46 0.53 0.49 0.71 0.64 0.67
Anni006 0.96 0.76 0.85 0.78 0.70 0.73 0.79 0.69 0.73 0.74 0.78 0.76 0.82 0.89 0.85 0.63 0.73 0.67 0.57 0.56 0.56 0.71 0.68 0.69
Anni009 0.94 0.94 0.94 0.84 0.71 0.77 0.83 0.81 0.82 0.82 0.82 0.82 0.87 0.93 0.90 0.71 0.79 0.75 0.59 0.62 0.60 0.81 0.78 0.79
Bor08 0.90 0.80 0.84 0.78 0.78 0.78 0.69 0.81 0.75 0.78 0.81 0.80 0.86 0.91 0.89 0.91 0.91 0.91 0.24 0.64 0.35 0.60 0.83 0.69
Avg 0.92 0.86 0.89 0.76 0.75 0.75 0.75 0.73 0.74 0.80 0.80 0.80 0.85 0.91 0.88 0.74 0.80 0.77 0.46 0.58 0.50 0.70 0.73 0.71
have also provided comparative study with some of the well known methods.
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Fig. 2. Comparision of precision for SBD Fig. 3. Comparison of recall for SBD.
Fig. 4. Comparison of f1 score for SBD. Fig. 5. Comparison of average precision, recall and f1
score for SBD.
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