In 1899 J. W. Gibbs [I] of Yale, in response to a letter in Nature by the American physicist A. Michelson [2] , presented a result about Fourier series that now goes by the name of the Gibbs phenomenon. Michelson had complained about an undesired "overshoot" effect that occurred whenever he approximated a function having a jump discontinuity by a finite Fourier series. Gibbs was able to show that this overshoot does not disappear as the number of terms in the series becomes arbitrarily large. Rather, on each side of the discontinuity, it approaches a constant g times one-half the size of the jump, where
independent of the function being approximated. This phenomenon is familiar to every student of differential equations or Fourier series, but textbooks often give the impression that it is a special quirk of Fourier series. The point we wish to make in this note is that, on the contrary, the Gibbs phenomenon has little to do with the use of trigonometric polynomials as approximating functions but is primarily a consequence of the fact that Fourier series are best least squares approximations; and that we should expect to see an effect of this nature whenever we employ least squares approximations to a jump-discontinuous function, even if the approximating functions are not trigonometric polynomials.
To illustrate, we will prove an analog of the Gibbs phenomenon when the approximating functions are piecewise-linear. The computations are straightforward and would make a good classroom exercise or project. Under the notation yk = yCn)(k/n) it should be evident from symmetry that y -,= -yk and y -, = yo = yn = 0. So it will suffice to find numbers yo, y ,, . . . The solution of the system is then
Since 0 < -r, < 1, it is easy to see that the sequence
is positive for 1 g k g n / 2 . It is also decreasing, because for 1 g k < n / 2 . Hence the maximum "overshoot" (that is, the deviation of y(")(x) from f ( x ) ) occurs when k = 1 and its value is w , = w p ) = -(rl + r;-')/(l + r;). To see that this overshoot doesn't disappear as n gets large, we compute
If we define the Gibbs constant to be the overshoot divided by one-half the magnitude of the jump, then we have shown that the Gibbs constant for approximation by piecewise-linear functions is 2 -6= 0.26794919, somewhat larger than the classical Gibbs constant.
Note 1.
We leave it to the reader to verify that the Gibbs constant is independent of the function f. Note 2. Continuous piecewise-linear functions are referred to in approximation theory as splines of degree 1. The second author of this paper has shown that a Gibbs phenomenon holds for splines of higher degree [3] .
