With λ = (2, 0, 1, 1, 0), the unique optimal solution of this problem instance is X = {2, 5}. Therefore, the demands Note that by using appropriate values for λ, nearly all classical discrete facility location problems can be modeled by 8 the above definition. In addition, a wide range of new and interesting problems can be derived. Some of these modeling 9 possibilities are given in Table 1 . For a more extensive list the interested reader is referred to [13, 20] . 10 Since the DOMP contains the discrete N-median problem, which is N P -hard (see [21] ), as a special instance, the DOMP 11 is N P -hard, too. Moreover, due to the sorting process in the objective function, the above formulation of the DOMP is non-12 linear. But different formulations have also been proposed which are quadratic (see [9] ) or even linear (see [9] and [14] ). 13 Nevertheless, none of these approaches provides satisfactory results concerning solution times for large problem instances.
14 Therefore, we will develop a different formulation for the DOMP which is based in part on the idea of [18] for modeling the 15 N-center problem. 16 In order to introduce this new formulation we first define G as the number of different non-zero elements of the cost Given a feasible solution (i.e. X ⊂ V, |X| = N) we can use this ordering to perform a sorting process of allocation costs. 20 Thereby, we omit allocation costs of plant locations, because they are equal to zero anyway. Consequently, we only have to 21 sort M − N cost elements. This can be done by the following variables (j = 1, . . . , M − N and k = 1, . . . , G): 
1 (0, 1, 2, 4, 5, 6, 7, 8) , the values of the x jk -variables corresponding to the optimal solution X = {2, 5} are given by: Next, we are interested in variables reflecting the location decisions of a feasible solution X. In this regard we define for 
16
In addition, for convenience we define z iG i +1 := 0, for all i = 
31 Therefore, the location and allocation decisions can be totally modeled by these variables whereas the following 32 constraints ensure that only correct values will be assumed:
34
That these constraints indeed accomplish the desired task can be seen as follows. and for (i, k) the constraint is redundant. Nonetheless, we still need to guarantee that exactly N plants will be opened among 1 the M possibilities. This can be ensured by the constraint
since z i1 = 0 if and only if there is a plant at location i.
4
Up to now we have defined two kinds of variables where, for a feasible solution, the x jk can be used to sort allocation 5 costs and the z ik are capable of modeling the location and allocation decisions. However, to obtain the new formulation of 6 the DOMP we need to link these variables. This can be done by enforcing the number of locations with allocation costs at 7 least c (k) , once represented by x jk -and once by z ik -variables, to be equal:
9 where
11
Observe that these constraints ensure that if z il to the location and allocation decision induced by z ik -variables, even if cost elements are missing in the respective rows.
14 Therefore, values of x jk -variables always represent sorted costs corresponding to the location and allocation decision of 15 a solution. Furthermore, by using (4) as objective, the ordered median function is minimized.
16
The relationship between these variables is illustrated by the following example:
17
Example 4. Given again the problem data of Example 1, the graphic provided in Fig. 1 demonstrates how the z-and x- 18 variables are linked to each another. Thereby, values for the optimal solution X = {2, 5} have been used.
19
At last, to complete the new formulation of the DOMP, we need to impose the following group of sorting constraints on 20 the x jk -variables:
Summarizing the constraints (7)-(9) and (11) and the objective function (4), the DOMP can be formulated as
27
Please cite this article in press as: A. have to be satisfied. Namely,
13
• If the j-th smallest positive allocation cost is at least c (k) , it is also at least c (k−1) :
15
• If the allocation cost of location i is at least c i (k) , it is also at least c i (k−1) :
17
If the model given by (DOMP) is optimized, these constraints are fulfilled automatically. However, they are needed for 18 some of the variables fixing strategies detailed in the next section. 
Variable fixing and valid inequalities

20
In this section we describe a number of variable fixing possibilities which are useful in the overall solution process. More-
21
over, a group of valid inequalities is introduced which leads to a specialized branch & cut procedure for solving the DOMP.
22
First of all, the following proposition states that we only need to enforce z i1 -variables (i = 1, . . . , M) to be binary: Then, a solution with x jk = 0 can only be feasible if it holds:
2 Thereby, the first inequality is due to the definition of the x jk -variables:
Therefore, at most M − N − jx j k -variables can be equal to 1 if x jk = 0. In addition, the second inequality follows from the 5 fact that |L| is the number of locations the smallest allocation costs of which are at least c (k) . Hence, in a feasible solution, 6 the number of locations which are allocated with costs at least c (k) has to be at least |L| − N, since at N locations a facility 7 could be opened. At last, the equation in the middle follows from (9). In order to derive a test for fixing some of the x jk -variables to 0, we first assume that x jk = 1 (for some fixed j
On the one hand, this means that the j-th smallest allocation cost is at least 17 equal to c (k) . Therefore, the (j + 1)-th to (M − N)-th smallest allocation costs are also at least c (k) , and hence, x j k = 1 for
On the other hand we know that
information, it is easy to see that the following expression provides a lower bound on the optimal objective value for the 20 case where x jk = 1:
( * ) The 1-st to (j − 1)-th smallest allocation costs are at least c (1) .
23
( * * ) The j-th to (M − N)-th smallest allocation costs are at least c (k) .
24
This lower bound can now be compared to the upper bound mentioned above or another heuristic. This cost vector contains, for each i ∈ V, the smallest cost for allocating location i to a possible plant in W (which is not lower bound can be compared to a given upper bound and in case it is greater z ik has to be equal to 0 in any optimal solution.
5
However, this test has again not to be performed for all i and j:
6 Remark 3. If z ik has been fixed to 0 (applying the test of this subsection), then
directly from the definition of the z ik -variables. 
Valid Inequalities 9
In designing the specialized branch & cut procedure for the new formulation of the DOMP, the following family of 10 inequalities turned out to be very useful. The subsequent proposition proves that they are valid for the proposed formulation. 
On the other hand, we know by (9) and 0 ≤z ik ≤ 1 that
Furthermore, apart from being valid for the proposed formulation, the inequalities (19) can be used to replace binary 22 restrictions on x jk -variables. This statement is proved by the following proposition. 
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imply (with |A| = 1) that (19) is exponential in size, a solution, using standard 14 software-tools, seems not to be appropriate. Therefore, the next section is dedicated to a specialized branch & cut procedure, 15 which applies the valid inequalities dynamically whenever they are violated. 17 As already explained in the previous section, a solution for the presented model of DOMP can be found using a branch & 18 cut procedure with only M binary variables, whereas Valid Inequalities (19) are added whenever they are needed. Thereby, 19 the solution of a subproblem of the branching tree can be obtained as follows:
Specialized branch & cut
20
(1) Solve the LP-relaxation.
21
(2) Add, for each 2 ≤ k ≤ G, all (or some) violated cuts of type (19) (if there are any). If some cuts have been added, goto 22 Step 1.
23
However, because of the exponential size of (19) , adding all violated cuts in each iteration proved to be inefficient. Therefore, 24 only cuts of a specific type have been tested and, if violated, added.
25
Let 2 ≤ k ≤ G andx andz be the solution of the linear relaxation of a node in the branching tree. Moreover, let j 0 be 26 the largest index so thatx j 0 k = 0 and let j 1 be the smallest index so thatx j 1 k = 1. In addition, letz , the following cut has been tested:
30
Note that these cuts are maximal in some sense, since if they are not violated, no valid inequality of type (19) with is binary (which will be the case at some point in the branching tree), cut (20) for j * = j 0 +2 is violated. Therefore,
36
only these valid inequalities need to be tested and, furthermore, the test is only necessary if all z-variables are binary.
37
As can be seen from this discussion, we need, on the one hand, only some cuts of type (20) Note that the corresponding steps in Algorithm 1 are performed according to the cutting strategy. 
Computer and test problems 7
The branch & cut procedure described in the previous section has been implemented using Visual C++ 7.0. Moreover, In order to test the performance of the proposed solution method, problem instances with eight different λ-vectors have 11 been used. These λ-vectors are given in Table 2 (for T1-T8 see also [13, 19] ), where Median (T1), Center (T2), k-Centra (T3) 12 and k 1 + k 2 -Trimmed Mean (T4) are well known special cases. Furthermore, for each of these λ-vectors problem instances In addition, the distance matrices of the OR-Lib instances pmed1-pmed5 (see [22] ), extended by T1-T10, have been tested 6 (see Section 5.6). ) and the average number of cuts which have been applied (# C.).
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21
As can be observed, for T2 and N = 3-8 the possibility ONEBIN provides the best performance. Thereby, it is better than Moreover, it can be seen that for these problem instances adding as few cuts as possible leads to much better solution times are rather small. Therefore, we compared the solution times for ALL and ONEBIN for M = 50 and N = M/3, too (see Table 6 ).
29
Note that ONE has not been tested since the performance for M/3 is very similar to the one of ONEBIN. Table 6 has the same 30 structure as the Tables 3-5 and its first part contains the results for ONEBIN whereas the second part shows the results for 31 ALL. From these results it is easy to see that, at least for T2, solution times for ALL are much better than those for ONEBIN.
32
Furthermore, the maximal solution time for T2 with ONEBIN is 3600 s which is the time limit that has been applied. Hence, some instances cannot be solved within the time limit using ONEBIN and so we decided to use the possibility ALL for test Summarizing the results of this section we conclude that for problems with a small number of plants (i.e. N is small 8 compared to M) it is better to use as few cuts as possible to keep the linear programs in each iteration as small as possible.
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9
For these types of problems the lower bound improvement seems not to be a crucial advantage. By contrast, if N gets larger 10 the improvement of the lower bound becomes more and more important and is sometimes even necessary to obtain an 11 optimal solution in reasonable time. 
Strength of the variable fixing and the valid inequalities
13
Given the results of the previous section it is also interesting to see whether the specialized branch & cut procedure, in 14 its best configuration, provides better solution times than just using CPLEX for the solution of the basic problem or using
15
CPLEX after applying the variable fixing strategies of Sections 3.1-3.3. Therefore, these solution methods were implemented outcomes of these calculations are given in Table 7 . In this table the first three columns are the same as in the Tables 3-6 . The
18
fourth column shows the solution times when using just CPLEX, the fifth column when using CPLEX with variable fixing and
U N C O R R E C T E D P R O O F
DAM: 7027 Note that again a time limit of 3600 s has been used. the last column when using the branch & cut procedure. In addition, the first number in each column represents the minimal, and T4 are given, but they are, as above, representative for more or less every λ-value which has been considered.
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3
Analyzing the entries of Table 7 one can observe that for N = 3 and N = 8 the solution times when using CPLEX are 4 always worse than those when using CPLEX after applying variable fixing. This is due to the fact that the problems are much 5 smaller after variable fixing which is substantiated by Table 8 where the average number of fixed variables is given. Moreover, 6 considering the values for N = 3, it is easy to see that CPLEX without variable fixing was usually not able to find a solution Table 9 where reduction of the root node gap, after adding violated cuts of type (20), is reported. Nonetheless, the main 
U N C O R R E C T E D P R O O F
DAM: 7027 For N = M/3, on the other hand, it is not clear which solution method is the most appropriate. As can be observed from 1 Table 7 for each alternative there is at least one example where it shows the best performance. In addition, for example for 
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Comparison with previous results
9
To see whether the approach introduced in this work is better suited to solve the DOMP than the already existing solution 10 procedures or not, Table 10 contains the best average solution times (in seconds) provided by [13, 20] for problems with Table 10 as well. Thereby, the same computer as for the outcomes given in [13, 20] and has been employed.
14
As can be observed from this table, the average solution times which can be reached by using the specialized branch & cut 15 procedure, are nearly always at least one order of magnitude lower than those reported in the literature. Only for λ-vectors 16 of type 2 (i.e. T2), the improvement is less significant.
17
Hence, the new approach is much better suited to solve the DOMP to optimality than the existing ones. 
Complete results
19
The complete results for all 900 test instances can be found in the Tables 12-17 
29
A reason for this may be the relatively large root node gaps which cannot be closed by the algorithm (in reasonable time)
30
even if many cuts are added.
31
Considering the respective solution times in more detail, one can observe that there is sometimes a large difference Table 7 for the solution with CPLEX). At last, the number of branch & bound nodes is increasing from N = 3 to N = 8 but
For the number of applied cuts, on the other hand, such a behavior cannot be detected.
38
The average gaps between the initial heuristic and the final objective value show that the heuristic indeed provides very can be solved by existing optimal solution approaches (see [13, 20] ). 
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Results for pmed1-pmed5
3
In addition to the problem instances that were generated for testing the performance of the new approach we used 4 distance matrices of "standard test problems" pmed1-pmed5 (see [22] ) in order to see whether the proposed solution 5 method works for these (larger) problems as well. The results of these computations, for some selected λ-values, are given 6 in Table 11 whereas the first four columns show the problem instances, the fifth the preprocessing and total solution time 7 and the last two the number of nodes in the branching tree and the number of applied cuts. Note that for pmed1-pmed4 8 (pmed5) the possibility ONEBIN (ALL) has been used and that again a time limit of 3600 s has been applied.
9
Analyzing Table 11 one can observe that, on the one hand, for T1 all problems can be solved relatively fast. Furthermore,
10
the solution times for pmed2 and pmed3 are a good deal lower than those for T1, M = 80 and N = 8 which may be due 11 to the fact that the distance matrices of these problems are not symmetric. On the other hand, for T4 and T9, a solution in 12 reasonable time can only be found for pmed1-pmed3. Moreover, if T2 is chosen as λ-vector only pmed1 can be solved within 13 the time limit.
14 Therefore, it seems that with the provided solution method we are, in principle, able to solve even these problems.
15
However, the size of these test problems already meet our upper size limit and so further research is necessary in this area. 
Conclusions and further research topics
17
In this article we have introduced a new formulation for the Discrete Ordered Median Problem, based on two different 18 sets of binary variables, z and x. The first set is used to measure the distance between each point and its closest opened 19 plant, whereas the second set is used to sort all these distances in increasing order, which is necessary to define the ordered 20 objective function. Making use of this new formulation, a preprocessing phase and a subset of valid inequalities, we are able 21 to solve the largest instances for the DOMP approached to date.
22
Although our results imply a significant advance in the resolution of flexible discrete location problems, the new here developed come to our minds in a natural way. For instance, it is clear from the shape of our formulation that most of the 25 variables in the right-hand side of our variables vectors z and x will take value zero in an optimal solution, since the customers 26 are assigned to the closest opened plant and the right side of the matrix is associated to large distances. Therefore, either 27 a large part of the formulation can be ignored from the beginning or a column generation method can be devised. We can 
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