Discrete location problems with push–pull objectives  by Krarup, Jakob et al.
Discrete Applied Mathematics 123 (2002) 363–378
Discrete location problems with push–pull
objectives
Jakob Krarupa ;∗, David Pisingera , Frank Plastriab
aDIKU, Department of Computer Science, University of Copenhagen, Universitetsparken 1,
DK-2100 Copenhagen, Denmark
bBEIF, Vrije Universiteit Brussel, Pleinlaan 2, B-1050 Brussels, Belgium
Received 12 November 1999; received in revised form 15 December 2000; accepted 26 January 2001
Abstract
The models within operational research concerned with locational decisions mostly either con-
sider only the positive e1ects, pulling the facilities towards demand, or only negative e1ects,
pushing the facilities away from the places a1ected by the facilities’ nearness. In real-world
situations both of these opposing forces are at work. We give an overview of a number of
push–pull models, yielding alternative ways to incorporate both types of e1ects simultaneously.
The discussion is restricted to models of combinatorial optimisation and includes indications of
reduction to standard models and=or algorithmic approaches where possible. ? 2002 Elsevier
Science B.V. All rights reserved.
1. Introduction
Within the broad interface between operations research (OR) and computer science,
a major application area concerns locational decisions. The facilities to be located are
normally regarded as “friendly” since closeness, in general, is viewed as an attractive
property whereas the opposite applies for their obnoxious counterparts.
Any modern society, however, exhibits facilities which at the same time provide
some kind of service to the community but also have certain negative e1ects to their
environment. Typical examples are production plants which provide goods but may
be polluting, or sport facilities which should be well accessible but may generate
quite annoying e1ects like noise, congestion or even vandalism, etc. This dual nature
∗ Corresponding author. Tel.: +45 35 321450; fax: +45 35 321401.
E-mail addresses: krarup@diku.dk (J. Krarup), pisinger@diku.dk (D. Pisinger), frank.plastria@vub.ac.be
(F. Plastria).
0166-218X/02/$ - see front matter ? 2002 Elsevier Science B.V. All rights reserved.
PII: S0166 -218X(01)00346 -8
364 J. Krarup et al. / Discrete Applied Mathematics 123 (2002) 363–378
characterising many realistic location problems have largely been neglected in location
modelling up to the mid 1970s. Studies of models recognising both e1ects simultane-
ously, however, have by now become an established research area still gaining further
momentum.
The highly suggestive term push–pull replacing the less idiomatic repulsion–
attraction and other variants appears to have been Grst proposed in the excellent
treatise on objectives in locational decisions by Eiselt and Laporte [12]. Pull-objectives
like minimising transport costs or worst-case travel time, or maximising reachable pop-
ulation or market share characterise the vast majority of papers which have appeared
since the foundations of (modern) discrete location theory were laid in the mid 1960s.
Among the myriads of models considered, however, only four of these—at times re-
ferred to as prototype location problems—have played and do still play a particularly
dominant role: the p-median problem (p-MP), the p-centre problem (p-CP), the un-
capacitated facility location problem (UFLP), and the quadratic assignment problem
(QAP). Despite the seeming simplicity of their underlying assumptions, these models
have provided important, quantitative bases for the investigation of numerous practi-
cal locational decision problems. They have been used both as optimisation models
in their own right or have been employed as subroutines in more integrated models.
Finally, due to the large number of extensions available, each of these four proto-
type problems can be viewed as the foremost member of a family of discrete location
problems.
A common feature for the Grst three of these models is that they all involve a
Gnite set of potential sites for the facilities to be located and a Gnite set of users or
markets having a prespeciGed demand for a common good which, in principle, can be
provided by any facility. Whereas the locations of the facilities to be established is to
be determined, the locations of the users are assumed known and invariant. For QAP,
however, the “users” are the facilities themselves with “demands” expressed in terms
of interaction or communication between each pair of these.
In these models, the objective, be it minisum for p-MP, UFLP, QAP or minimax
for p-CP, is a pull-objective, tending in some way to favour nearness of facilities
with users or between facilities. We then talk about location of attracting or desirable
facilities. Most applications of combinatorial optimisation in location have fallen in this
category. Note in this context that the three 0–1 programming problems known as set
covering, set partitioning, and set packing, claimed to be among the most applicable
models in combinatorial optimisation (see e.g. the recent survey [41]), all are special
cases of UFLP.
A much smaller, but growing part of the literature studies models aiming at maximis-
ing distance to closest facility or minimising total e1ects on the surrounding population.
This leads to push-objectives like maxmin distance, dispersion and minimal covering
since nearness between facilities and users or among the facilities themselves is dis-
couraged.
Models with push-objectives, in general, are surveyed in [15,35]. We distinguish two
types here.
• Undesirable or (ob)noxious facility location problems, in which a set of subjects are
speciGed which are (potentially) (negatively) a1ected by the facilities, the objective
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aiming at minimising these detrimental e1ects, which may be dangerous to health
(noxious) or to lifestyle (obnoxious).
• Dispersion models, in which there are only facilities to be located in such a way
as to a1ect each other the least possible.
One may note that for the location of a single facility, only the former type may appear,
and that a good part of the literature concerned makes use of models in a continuous
environment (see [35]). There are two good reasons for this: Grstly, undesirable e1ects
such as heat, noise, radiation and pollution typically spread continuously over space, and
an adequate description of them must involve the spatial relative position between emit-
tor and receptor; secondly, continuous single-facility models lead often to challenging
problems within Gelds like nonlinear optimisation and computational geometry. Multi-
ple obnoxious facilities location models and dispersion models are typically amenable
for (or are reduced to) discrete models, so that combinatorial optimisation applies.
In this paper, we are interested in models that include both desirable and undesir-
able aspects, in particular those which fall within the general scope of combinatorial
optimisation.
Several authors attribute the seminal papers in this area to Goldman and Dearing
[18] and Church and GarGnkel [10] which appeared in 1975 and 1978, respectively. An
even earlier source, however, is the 1941-volume “What is Mathematics?” by Courant
and Robbins [11]. Courant and Robbins consider a famous problem, allegedly Grst
formulated in the early 1600s by Fermat, together with kind of a companion problem
termed complementary problem (ComP). For a given triangle, Fermat asks for a fourth
point such that the sum of its euclidean distances, each weighted by +1, to the three
given points is minimised. ComP di1ers from Fermat in that the weight associated with
one of these points in −1 instead of +1.
To the best of our knowledge, ComP is the Grst example of a location problem
dealing explicity with both positive and negative weights. Unfortunately, the solution
proposed in [11]—with the proof left as an exercise for the reader—is incorrect. The
correct solution for all triangles is provided in Krarup’s 1998-paper [26].
Several situations may be distinguished:
• When only inter-facility interactions are considered, some being pull, and some
push, we will call this a semi-dispersion model. Such models are discussed in
Section 4.
• Otherwise, the description of the desirable part will involve a set I of users which
pull the facilities towards them, whereas the undesirable part will be concerned
with a set K of subjects which push the facilities away. It is easier to start by
viewing the problem as bi-objective with the attractions and the repulsions as two
quite opposing objectives, each of which might still be multi-objective (cf. with
[8]). Several strategies then exist:
1. Treat the bi-objective problem as really bi-objective and derive (approximations
to) the Pareto-set, not an easy task for multifacility location problems, but see
[16]. In continuous single-facility setting this has been attempted by e.g. Ndiaye
[32] and Carrizosa et al. [7]. Some proposals of models falling in this category
are given in Section 3.
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2. Fix a bound on the obnoxious e1ects as a (set of) constraint(s) and optimise
the desirable objective. This lead to standard pull objectives with additional re-
strictions, either around a set of subjects (e.g. [21,33,1]), or between facilities
(K = ∅) (see [29,31]).
3. Fix a bound for the desirable objective part and optimise the undesirable ob-
jective. We do not know any work along this approach. In principle, this would
lead to standard push objectives but with an additional budget constraint on the
attraction cost.
4. Combine the push and pull objectives into a single objective.
5. When users are simultaneously subjects, and vice versa, i.e. I = K , we have
models for which Eiselt and Laporte [12] use the term balancing objectives.
The main examples are equity objectives like those discussed by Erkut [14] and
Marsh and Schilling [28]. Best-known examples are minimisation of variance of
user-distances to facilities (see e.g. [30,20,6]).
6. In the general situation, however, the set of users I and the set of subjects K are
unrelated (but possibly overlapping). This type of problems, which we suggest to
call general push–pull models, has not as yet received the attention they deserve
in view of the large application potential. Some new models of this type will be
explored in the sequel in Section 2.
In this paper, we give an overview of some of the classical location models of
combinatorial optimisation type and explore a few of the di1erent ways discussed
above to take the semi-obnoxious character of the facilities into account. We will
restrict our discussion to some general push–pull models, two bi-criterion models,
and a few semi-dispersion models. All the models considered are NP-hard to solve
and thus the solution techniques must rely on some kind of enumerative methods.
Heuristic approaches may also be applied for the solution of large sized
instances.
Since semi-obnoxious facilities may have an attraction as well as a repulsion to the
users (I) or subjects (K), we will introduce the term individual to be either of these
(or both). Since we consider combinatorial problems, we have a Gnite set I ∪ K of
individuals, while users and subjects may coincide since I and K are not necessarily
disjoint.
In the mathematical formulation of the combinatorial models, we will let the binary
variable xj take on the value 1 whenever a facility j∈ J is established. For all models
involving users to be serviced by facilities, we shall assume these facilities of unlim-
ited capacity, that is, any established facility can in principle service all users. This
assumption implies the existence of an optimal solution in which no user is serviced
by more than one facility. In turn, this so-called single-assignment property implies
that the decision variables allocating users to established facilities are 0–1 variables as
well as are the variables linking a1ected subjects to facilities. Another consequence of
the single-assignment property to be further elaborated upon in Section 2.1 is that all
users can be assumed to have unity demand for the service provided by the facilities.
The binary variable yij takes on the value 1 when user i∈ I is serviced by facility
j∈ J and the variable zkj has the value 1 whenever subject k ∈K is a1ected by facility
j∈ J . Although all decision variables ultimately must take the values 0 or 1 only, we
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Fig. 1. (a) “Cost” a(d) of a obnoxious facility as function of the distance d. (b) Transportation cost c(d)
of a friendly facility as function of the distance d.
may frequently relax this integer requirement on yij and zkj to yij; zkj ∈ [0; 1] since the
models automatically will return integer values of yij and zkj whenever xj is 0 or 1.
The cost of establishing facility j is given by fj, and facility j may then satisfy all
of user i’s demand, i∈ I , at cost cij. The repulsive part of an open facility j a1ects
the subjects k ∈K with an amount of akj.
Since most objective functions involve some kind of distance measure, it is important
to notice that for location problems with semi-obnoxious facilities, one may often use
two di1erent metrics for the attractive and the repulsive part of the objective, since
attractiveness is measured by reachability through a network of typically streets while
repulsion typically is spread through the air. Thus, it is often natural to use shortest
path distance along a network or any extraneously given transport cost-matrix for the
pull part, while euclidean-like distances (possibly modiGed through winds or terrain
inclination) or any extraneously given pollution load cost-matrix is used for the push
part.
If the obnoxious e1ect of a facility is expressed in terms of the “transportation
costs”, one will typically have a decreasing function of the distance measure (see
Fig. 1a) until a given distance is reached from where on the noxious e1ect is negligible.
The attractive part of a facility will naturally be expressed by ordinary transportation
costs, nondecreasing with distance (see Fig. 1b).
2. General push–pull models
These models consider facility location problems in which a set of individuals are
speciGed, which are (potentially) (negatively) a1ected by the facilities. The objective
is to minimise the (semi)noxious e1ect while maintaining ordinary supply constraints.
2.1. Uncapacitated facility location problems with additive noxious e8ects
The constituents of the UFLP are: a Gnite set I of users i∈ I and a Gnite set J of
sites for potential facilities indexed by j∈ J . Furthermore, for each user-facility pair
(i; j), let cij be the total variable cost of serving all of user i’s demand from facility
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j and let fj be the 9xed cost of establishing facility j, for all j. “Fixed” means that
fj is to be paid only if facility j actually is established and fj is then independent of
the number of users (¿ 1) served by that facility.
In a push–pull version of UFLP, we assume that each individual is a1ected (perhaps
negligibly so) by each facility, and that the e1ects can be expressed as costs. In this
Grst model, we also assume that the costs associated to the e1ects of the di1erent
facilities on a subject are additive.
The “cost” cij may include measures of the distance from user i to facility j as
well as of the time or cost of serving user i from facility j. For example, cij may be
interpreted as cij = wi(hj + tij), where wi is the number of units demanded by user
i, hj is the per unit cost of operating facility j (including variable production and
administrative costs, etc.), and tij is the transportation cost of shipping one unit to user
i from facility j. With cij so deGned, we can without loss of generality assume all
users to have unit demand. Finally, no capacity constraints are imposed on the number
of users that each potential facility can serve.
In its original form, UFLP is to open a subset of facilities and assign each user to
exactly one of them such that the sum of the Gxed and the variable costs becomes
minimised. Note that the number of facilities to be established, as opposed to e.g.
p-MP and p-CP, is not prespeciGed but results from an optimal solution.
For our purpose, however, we extend UFLP by a set of K subjects, which may be
a1ected by the facilities in a negative way. For all pairs (k; j); k ∈K; j∈ J , let akj
express the noxious e1ect of facility j on individual k. The value akj is a nonnegative
number assumed to equal zero if the noxious e1ect is below a certain threshold and
hence negligible. Whichever unit is used to measuring “noxious e1ect”, we must here
convert it to its monetary equivalent such that “costs” and “noxious e1ect” become
additive.
Like in UFLP we introduce the 0–1 decision variables, xj = 1 if facility j is es-
tablished, and yij = 1 if user i is served by facility j. The inclusion of the obnoxious
e1ects then just adds one term to the objective function:
minimise

∑
i∈I
∑
j∈J
cijyij +
∑
j∈J
fjxj

+∑
k∈K
∑
j∈J
akjxj
subject to
∑
j∈J
yij = 1; i∈ I;
yij6 xj; i∈ I; j∈ J;
xj ∈{0; 1}; yij ∈ [0; 1]; i∈ I; j∈ J: (1)
If we include the obnoxious e1ect of facility j in the Gxed cost of the facility, we
get the new costs f˜ j = fj +
∑
k∈K akj. The extended problem reduces thereby to an
ordinary UFLP with objective function
minimise
∑
i∈I
∑
j∈J
cijyij +
∑
j∈J
f˜ jxj: (2)
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2.2. Uncapacitated facility location problems with minimal covering as noxious
e8ects
In several situations, however, it is not reasonable to assume that the obnoxious
e1ects are additive. If e.g. the facilities poison the subsoil water, every a1ected subject
in some predeGned radius will have to connect to the public water supply instead of
using his own pump. This cost, however, is constant and does not depend on the number
of facilities located close to the subject, but rather on the fact whether some facility
is suTciently close to a1ect it or not. Since this is an obnoxious e1ect of minimal
covering type we obtain a di1erent model which may be formulated as follows:
minimise

∑
i∈I
∑
j∈J
cijyij +
∑
j∈J
fjxj

+∑
k∈K
akzk
subject to
∑
j∈J
yij = 1; i∈ I;
yij6 xj; i∈ I; j∈ J;
xj6 zk ; j∈Ck; k ∈K;
xj ∈{0; 1}; yij; zk ∈ [0; 1]; i∈ I; j∈ J; k ∈K: (3)
The variable zk here is used to indicate whether subject k is a1ected by any facility,
and ak is the cost of a1ecting the subject. The set of possible facilities located close
enough to a1ect subject k is denoted by Ck . In this way, the last inequality of model
(3) has the e1ect, that if any of the facilities j∈Ck are established, then zk is set to
1 and thus the cost ak is included in the objective. If at the other hand subject k is
una1ected by the facilities (xj = 0 for all j∈Ck), these constraints are redundant and
zk remains unconstrained. Since by assumption ak¿ 0, the optimisation will result in
setting zk = 0. Note that this behaviour remains true with continuously relaxed zk .
If ak ¡ 0, additional constraints of the form zk6
∑
j∈Ck xj can be added to the
model to oblige zk to become 0 as soon as all xj = 0 for j∈Ck .
3. Two bi-objective models
As mentioned in the introduction, it may be more appropriate to handle the push and
pull objectives separately, thus obtaining bi-objective problems, two proposals along the
lines of previous section are formulated below.
3.1. Minsum–minsum
For UFLP (3), it is not evident at all that the push and pull parts of the objective
can be readily combined into a single objective which in addition is linear. Therefore,
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it might be better to just keep them apart as separate objectives, and use a bi-objective
approach. The formulation is then easily adapted as follows:
minimise

∑
i∈I
∑
j∈J
cijyij +
∑
j∈J
fjxj


minimise
∑
k∈K
akzk
subject to
∑
j∈J
yij = 1; i∈ I;
yij6 xj; i∈ I; j∈ J;
xj6 zk ; j∈Ck; k ∈K;
xj ∈{0; 1}; yij; zk ∈ [0; 1]; i∈ I; j∈ J; k ∈K: (4)
Because of the presence of the binary variables and in spite of linearity in both the
two objectives and the constraints, it cannot be guaranteed that every nondominated
solution will be discovered by a weighting approach, the subproblems being of type (3).
Therefore, this bi-objective minsum–minsum model must be considered as a di1erent
one.
The Pareto set of this problem leads to full trade-o1 information between the two
objectives, invaluable information to any decision maker to Gnally single out the best
solution, which might be a nonextreme one.
3.2. Minsum–maxmin
Another more stringent push objective is the worst-case like maxmin type, where
one wants to minimise the maximal e1ect any subject feels from any of the facilities.
When this objective is considered next to the minsum pull objective of the UFLP, yet
another bi-objective model arises.
As before we use akj to expresses the noxious e1ect of a facility at site j on subject
k. Introducing a˜j=maxk∈K akj and an auxiliary variable z for the second objective, we
arrive at the linear, bi-objective MIP formulation:
minimise

∑
i∈I
∑
j∈J
cijyij +
∑
j∈J
fjxj


minimise z
subject to
∑
j∈J
yij = 1; i∈ I;
yij6 xj; i∈ I; j∈ J;
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a˜j xj6 z; j∈ J;
z¿ 0;
xj ∈{0; 1}; yij ∈ [0; 1]; i∈ I; j∈ J: (5)
4. Semi-dispersion models
In the dispersion models, no subjects are present, but the facilities should be located
in such a way as to a1ect each other the least=most possible. Among the dispersion
models to be considered here are the quadratic assignment problem, quadratic knapsack
problem, p-dispersion problem and the p-defence-sum Problem.
4.1. The quadratic assignment problem
Even before the appearance of the seminal papers [10,18], push–pull objectives in
discrete optimisation were encountered in 1972 [25] by Krarup within the framework
of layout design.
Among the projects undertaken at that time by his consulting company was the
design of a university hospital, “Klinikum Regensburg” to be built in Regensburg,
Germany. An invitation to submit tenders was issued to a number of architects. As
was explicitly stated in the announcement of the competition, among the criteria to
be considered in the evaluation of proposals was the usual pull-objective known from
the Koopmans–Beckmann variant of the more general quadratic assignment problem
(QAP): Gnd a layout minimising the sum of communication times distance (CDIST)
taken over all pairs of departments to be located. If we use the binary variables xfj
to take on the value 1 if and only if facility f∈F is located at site j∈ J , we get the
following integer programming model:
minimise
∑
f∈F
∑
g∈F
∑
j∈J
∑
m∈J
afgbjmxfjxgm
subject to
∑
f∈F
xfj = 1; j∈ J;
∑
j∈J
xfj = 1; f∈F;
xfj ∈{0; 1}; f∈F; j∈ J: (6)
In this model, afg denotes the communication between facilities f and g, while bjm
denotes the distance between sites j and m. Moreover, we assume that |J |= |F |.
To assess the architects’ proposals regarding this criterion only, the task was to Gnd
“a best lower bound” on (6) or, if at all possible, provably optimal solutions to a series
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of instances of QAP including those two which later on were included in QAPLIB as
Krarup 30a=b and eventually solved to optimality in 1999 by Hahn. An account of
Hahn’s approach and the underlying case study is provided in the joint paper [19].
An extension of this model [27] also takes qualitative and “aesthetic” criteria into
account. Within a hospital context, typical push-objectives may arise from unpleas-
ant odours or noise, exposure to daylight, a view to the crematorium, etc. Since
such push–pull objectives cannot readily or meaningfully be translated into a problem
formulation aiming at minimising some CDIST only, the use of an interactive mode
of operation was instead advocated.
An instance of QAP consists, in general, of n, the number of objects to be located,
and two square matrices, both of size n× n, and with nonnegative elements represent-
ing “communication” and “distance”, respectively. For e.g. a hospital, we can indeed
imagine the desirability of keeping two departments far apart and assume that this
is reUected by a negative entry in the communication matrix. By means of a scaling
technique, however, negative entries appearing in one of two matrices deGning a QAP
can always be replaced by nonnegative numbers as shown by Pardalos and Rosen [34].
A comprehensive survey on theory and algorithms for the QAP is found in [9].
4.2. The quadratic knapsack problem
A di1erent semi-dispersion model is the quadratic knapsack problem (QKP). As-
sume that a number of facilities may be established at some predeGned locations. Each
facility j∈ J has an establishing cost fj, and the sum of the costs should be kept
below a given budget B. The establishment of facility j has an associated gain ajj in
the objective function, and if both facilities h and j are established then a (positive or
negative) gain ahj is obtained for the interaction between k and j. With decision vari-
ables xj ∈{0; 1} indicating whether facility j is established or not, we get the following
formulation:
maximise
∑
h∈J
∑
j∈J
ahjxhxj
subject to
∑
j∈J
fjxj6B;
xj ∈{0; 1}; j∈ J: (7)
Solution techniques for the QKP with positive coeTcients ahj have been considered in
[17,23,5]. These are all based on branch-and-bound techniques, thus derivation of strong
upper bounds play a central role. Gallo et al. [17] presented upper bounds based on
upper planes. Since the objective function can be written
∑
h∈J (
∑
j∈J ahjxj)xh, we may
derive an upper bound on the expression inside the parenthesis for each h= 1; : : : ; |J |
as
Vah =max


∑
j∈J
ahjxj:
∑
j∈J
fjxj6B; xj ∈{0; 1}; j∈ J

 : (8)
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An upper bound u on (7) may then be found as a solution to the problem
u=max
{∑
h∈J
Vahxk :
∑
h∈J
fhxh6B; xh ∈{0; 1}; h∈ J
}
: (9)
Both problems (8) and (9) are recognised as ordinary 0–1 knapsack problems. If the
integer requirements in the two subproblems are relaxed, then each continuous knapsack
problem can be solved in linear time and hence the relaxed bound is derived in O(|J |2)
time.
Caprara et al. [5] improved this bound by observing that the proGt sum ahj + ajh,
which is obtained if both facilities h and j are established, may be split in an arbitrary
way among ahj and ajh. In this way tighter bounds of the form (9) can be derived.
The optimal splitting of the proGts is found by subgradient optimisation techniques.
Both of the above solution techniques may be extended to handle instances with
negative proGts. Subproblems (8) and (9) should simply be transformed to equivalent
problems with positive coeTcients using the techniques described in [38]. In this way,
valid upper bounds are derived, and the same framework can be used to solve the
main problem. Computational experiments with semiobnoxious QKP are reported in
[37]. The conclusion of these experiments is that the hardness of a problem increases
with the amount of negative proGts ahj in the instance.
4.3. The p-defence-sum problem
In the p-defence-sum problem (PDSP), exactly p out of |J | facilities should be
opened. There is no user or demand components, but each facility has a degree of
noxiousness to the other facilities. Such problems appear e.g. when locating radio trans-
mitters: transmitters using the same frequency should be located far away from each
other in order to minimise interference, while it may be desirable to locate transmit-
ters using di1erent frequencies close to each other to minimise establishing costs. Let
ahj be a nonnegative square matrix deGned for h; j∈ J deGning some kind of distance
between locations. It is common to assume that ajj = 0.
The PDSP wishes to maximise the distance sum between all pairs of established
facilities, thus having the following quadratic formulation:
maximise
∑
h∈J
∑
j∈J
ahjxhxj
subject to
∑
j∈J
xj = p;
xj ∈{0; 1}; j∈ J: (10)
The PDSP remains NP-hard even if the distances satisfy the triangle inequality [22].
No approximation algorithm with Gxed ratio-bound  have been found for PDSP in
the general case, but Kortsarz and Peleg [24] gave an approximation algorithm with
variable approximation ratio of O(|J |0:3885). A di1erent approach is to consider the case
where p = c|J | for a constant c¡ 1. In this case, Srivastav and Wolf [40] presented
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an approximation algorithm with ratio-bound (c) = 2:073, for c= 12 and (c) = 4:189
for c = 14 . If the triangle inequality is satisGed, an approximation algorithm with ratio
= 4 has been presented by Ravi et al. [39].
Only a few exact algorithms for PDSP have been presented. In [36] it is described
how the upper plane technique presented by Gallo et al. [17] for QKP can be gener-
alised to this problem. The upper planes are now deGned as
Vah =max


∑
j∈J
ahjxj:
∑
j∈J
xj = p; xj ∈{0; 1}; j∈ J

 : (11)
An upper bound u on (10) is then found as
u=max
{∑
h∈J
Vahxh:
∑
h∈J
xh = p; xh ∈{0; 1}; h∈ J
}
: (12)
Both problems (11) and (12) ask for the p largest values among a set of n di1erent
values, which easily can be found in O(n) time through a median search algorithm. As
for the QKP, it is possible to tighten the bounds by splitting the distance sum ahj+ajh,
among ahj and ajh in an appropriate way.
4.4. The p-dispersion problem
A di1erent variant of PDSP is the p-dispersion problem (PDP), where the objective
is to maximise the minimum distance between any pair of facilities. Assuming that
ahj¿ 0 this problem may be formulated as
maximise r
subject to r6 ahjxhxj;∑
j∈J
xj = p;
xj ∈{0; 1}; j∈ J: (13)
Even if the distances satisfy the triangle inequality, the problem remains Np-hard
[13]. In the general form Ravi et al. [39] showed that the p-dispersion problem cannot
be approximated by a Gxed ratio  unless Np=p. If the triangle inequality is satisGed,
an approximation ratio of =2 can be obtained, and this is also a lower bound. Erkut
[13] described some simple upper bounds for PDP based on splitting the variables in
two sets A and B, where A is the set of already Gxed variables and B is the set of free
variables. These bounds are applied in a branch-and-bound algorithm which is capable
of solving instances with up to 40 facilities.
In [36] it is shown that the PDP (13) may be solved by means of the PDSP (10):
for a Gxed value of r we deGne a˜hj as 1 if ahj¿ r and 0 otherwise. Then the problem
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may be written as
maximise
∑
h∈J
∑
j∈J
a˜hjxhxj
subject to
∑
j∈J
xj = p;
xj ∈{0; 1}; j∈ J: (14)
If a solution of value n(n − 1) is found, then (13) is feasible for the present value
of r. Since r must take on one of the ahj values, at most O(n2) di1erent values of r
need to be considered, and thus binary search can be used to determine the optimal
value of r. Notice that (14) is the problem of Gnding a clique of size p in a graph, for
which several approaches have been presented in the literature. Computational results
in [36] indicate that the decomposition into a number of clique problems leads to a
faster algorithm than that proposed by Erkut.
Both the p-defence-sum and the p-dispersion model may be transformed to problems
with only positive coeTcients ahj by adding a suTciently large constant M to all entries
ahj. In PDP this will have the e1ect that the optimal solution value is increased by
M , while in PDSP, the solution value is increased by Mp2, as we choose exactly p
facilities.
5. Polynomially solvable cases
For optimisation problems deGned on a network, polynomially solvable special cases
can at times be identiGed if the underlying network exhibits a special structure. The
network could be a simple path, a star, a tree, or a cycle, or it could be identiGed in
terms of more complex forbidden subgraphs. This is the line of approach taken in [4]
for the 1-median problem in a network (or 1-MP for short) with both positive and
negative weights: Gnd a vertex x minimising the sum f(x) of the weighted shortest
path distances from itself to all other vertices.
It is shown in [4] that 1-MP is solvable in linear time in the number of vertices
of the network N if N is a cactus, that is, N is connected and no two cycles have
more than one vertex in common. A cactus can be decomposed into a number of
blocks where each block is either a simple cycle or a tree, here referred to as a graft,
spanning a subset of vertices.
The algorithm is based on the observation that the di8erence f(y)− f(x) between
the objective function values for a pair (x; y) of adjacent vertices can be calculated in
constant time. This allows the (locally) optimising vertex for a graft to be determined
in linear time since each of its vertices is visited exactly once.
The diTculty with a cycle as opposed to a graft is that any pair of vertices is
connected by two edge-disjoint paths. We need, therefore, in a well-deGned way to
talk of shortest paths as being either clockwise or counterclockwise. It is, nevertheless,
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possible also for a cycle to devise a data structure such that the linearity of the resulting
algorithm is preserved.
If a single cycle and a single graft can be processed in linear time such that all
information so to speak is collected in a single vertex, then the same procedure will
work for cacti with two or more cycles since no two cycles by deGnition have more
than one vertex in common. This completes the correct proof of the linear algorithm.
The direction of research initiated by Burkard and Krarup [4] is further pursued in
[2] who consider the 2-median problem in a tree with positive and negative weights
associated with its vertices. For location problems deGned on a network, the points
representing facilities can, in principle, be the vertices of the network or anywhere
along its edges. The PMP with positive weights, however, possesses the so-called
vertex optimality property which asserts the existence of an optimal solution with
the facilities located at a subset of p vertices. Therefore, the p-median problem with
positive weights reduces to Gnding a subset of p vertices such that the overall sum of
the weighted distance between each vertex and the closest facility becomes minimised.
Thus, whereas the objective function for related locational decision problems with
positive weights depending on the context more or less suggests itself, it is not obvious
what actually should be optimised in cases dealing with both positive and negative
weights and with more than a single facility to be located.
Two objective functions are proposed in [2]:
(A) minimise the sum of the minimal weight times the distance,
(B) minimise the sum of the weight times the shortest path distance.
It is seen that (A) and (B) are identical if all weights are positive but indeed may be
di1erent when some weights are negative. Let 2-MP(A) and 2-MP(B) be the corre-
sponding 2-median problems. The results obtained can be summarised as follows:
2-MP(A): If the network has a cycle, the vertex optimality property does not apply.
For a tree, however, this property shown here is to hold. This appealing feature is
utilised to derive an O(n2)-algorithm for Gnding a 2-median on a tree with n vertices.
The basic idea is roughly via a sequence of edge deletions to decompose the tree into
two parts and then to apply the linear algorithm proposed in [4] for Gnding a 1-median
for each of the two subtrees. For specially structured trees, the computation of the
two 1-medians in each step can be speeded up such that the time complexity reduces
to O(n log n) for an extended star and O(n) for a path. Furthermore, for the general
p-median problem on a path, an O(pn2)-algorithm is devised.
2-MP(B): For the 2-median problem on a tree with n vertices with pos=neg weights
and with objective function (B), however, the vertex optimality property does not
apply. Thus, if the set of potential sites for the two facilities to be located no longer is
restricted to be the vertices of the tree but in addition can be any point along any edge,
2-MP(B) becomes far more intricate than 2-MP(A). 2-MP(B) is, therefore, considered
under the assumption that the two points representing a 2-median do not coincide.
It is furthermore necessary to assume the existence of an optimal solution satisfying
this requirement. Finally, the edge deletion procedure employed for 2-MP(A) does no
longer work.
For 2-MP(B) it is shown [2] that: (1) there exists an optimal solution such that
at least one of the two medians is a vertex, and (2) if no vertex pair represents an
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optimal solution, then there exists an optimal solution in terms of a pair m1; m2 of
points such that both m1 and the midpoint between m1 and m2 are vertices of the tree.
Whereas the point set of feasible locations is inGnite, these two observations assert
the existence of a 9nite set of points of cardinality O(n3) which includes a pair of
points representing an optimal 2-median. This result allows for an O(n3)-algorithm for
2-MP(B) or a O(n2)-algorithm if the tree is a path. If only vertices are considered as
potential locations for the 2-median, it is Gnally shown that (B) is solvable in O(n2)
time.
In closing it should be mentioned that similar models of robust location models have
been investigated in [3].
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