Abstract. We prove that the q-model structure and the m-model structure of multipointed d-spaces are left proper. We also use the techniques developed in this paper to consider the limit case in which all lengths of execution paths are equal to 0. We then obtain, among other things, a correct proof of the left properness of the q-model structure and of the m-model structure of flows. This fixes a mistake in the previous proof. This paper also studies the interactions between the path space functors of multipointed d-spaces and of flows with various notions of cofibrations. In particular, it recovers the fact that these functors preserve m-cofibrancy by a direct calculation.
Introduction
Presentation. The category of multipointed d-spaces is introduced in [Gau09] as a topological formalism of concurrency. It is a variant of Grandis' notion of d-space [Gra03] . Like the latter, the former has an underlying topological space of states and a distinguished set of execution paths. Unlike the latter, the underlying space of the former is multipointed, the execution paths start from and end to one of these distinguished points, and the set of execution paths is only invariant by the action of the group G of nondecreasing homeomorphisms of [0, 1], and not by the action of the monoid M of nondecreasing continuous maps from [0, 1] to itself preserving the extremities. These restrictions are not important because every computer-scientific example provides a distinguished set of points and because the invariance by G instead of M is sufficient to model the irreversibility of time and to define a composition of execution of paths.
are h-cofibrant. So if ever it turns out to be true 3 , we cannot conclude as easily as for the case of topological spaces.
The next step in this story could be to replace G by M in the definition of multipointed d-space. There are some mathematical advantages to use M instead of G indeed. Thanks to [Gau19b] , it is possible to construct the same model structures. However, the proof of the left properness of the q-model structure and of the m-model structure of multipointed d-spaces with this new definition cannot use the method of this paper which lies on the Reedy category introduced in Section 2. The reason is that the execution paths may have stop points inside the globes in this new framework. A Berger-Moerdijk generalized Reedy category in the sense of [BM11] must be used instead. It will be the subject of a subsequent work.
The paper ends with Section 8 which adapts this work to the case of flows. The discovery order is actually the opposite of the exposition order. First of all I discovered the contents of Section 8 and then, by using a kind of "adding length everywhere" philosophy, I obtained the theory expounded in this work.
The appendix is devoted to fix, thanks to this work, a flaw in [Gau03b] which propagated in [Gau05a] [Gau06a] [Gau06b] [Gau07] and [Gau09] . This problem has no influence on the theory of multipointed d-spaces and flows as it has been developed so far.
Outline of the paper.
• Section 2 introduces the Reedy category which is the keystone of the paper. It has both fibrant constants and cofibrant constants. Only the first property matters for this paper. It enables to encode the calculation of all new execution paths created by a pushout along a generating q-cofibration. It is defined by generators and relations.
It is an open question to find a concrete representation.
• Section 3 is a reminder about ∆-generated spaces and multipointed d-spaces and their model structures (q-, h-, m-). All model structures are used in this work. It is a reminder of the results of [Gau19b] .
• Section 4 gives an explicit description in Theorem 4.8 of the Ω-final structure in the category of multipointed d-spaces using the Moore composition of execution paths. The interest of using the Moore composition instead of the usual composition of paths is that the former is strictly associative, whereas the latter is only associative up to homotopy. The key idea is to decompose the execution paths of length 1 as Moore compositions of execution paths of length strictly lower than 1.
• Section 5 leads to the proof in Theorem 5.4 of the existence and the uniqueness of a normal form for the execution paths of a pushout of multipointed d-spaces along a generating q-cofibration. The fact that G is used here instead of M in the definition of a multipointed d-space does matter here. The crucial geometric fact is that an execution path cannot have a stop point inside a globe.
• The existence and the uniqueness of this normal form play a central role in Section 6. Theorem 6.3 proves that the path space of a pushout of multipointed d-spaces along a generating q-cofibration can be calculated as a colimit of a diagram of spaces over the Reedy category of Section 2. The fact that the canonical map from the colimit of the diagram towards the space of execution paths is onto comes from the characterization of Ω-final lifts in terms of Moore composition established in Section 4. The fact that the canonical map is one-to-one comes from the fact that the algebraic relations satisfied by the morphisms of the base category encode exactly the calculations leading to the normal form of an execution path whose existence is proved in Section 5.
• Then Section 7 is entirely devoted to the proof of the main theorem. The theory developed here is used, plus the fact that the homotopy colimits of a diagram of spaces in the q-model structure and in the h-model structure have the same weak homotopy type. We conclude this section by exploring in Theorem 7.8 the interactions between the path space functor of multipointed d-spaces and the classes of cofibrations of the model structures we have worked with. In particular, we find a new proof that the path space functor from multipointed d-spaces to topological spaces preserves m-cofibrancy. These interactions are surprising because the path space functor of multipointed d-spaces is a right Quillen adjoint.
• Finally Section 8 uses the techniques developed for this work to fix the proof of the left properness of the model category of flows which is wrong because of a mistake made in the proof of [Gau03b, Theorem 15 .2]. Roughly speaking, it suffices to consider the limit case ℓ = 0 (all lengths equal to 0) in all constructions above. We also explore in this section the interactions between the path space functor of flows and the classes of cofibrations of the model structures we are working with. These interactions are surprising because the path space functor of flows is a right Quillen adjoint as well.
Note that the results of Section 8, except the fact that the path functor preserves q-cofibrancy and m-cofibrancy, are new.
• The precise description of the flaw is postponed to Appendix A to keep it separate from the body of the text itself. Then we explain why [Gau03b, Theorem 15 .2] is true anyway despite the wrong argument. As for the group of papers [Gau06a] [Gau06b]
[Gau07] [Gau09] , it is explained how not to use the same (probably 4 ) wrong lemma coming from the flaw. Finally it is explained why [Gau05a, Theorem V.3.4] is still true (after removing an assertion which is useless and that we do not know whether it is true) in Theorem A.1 and why [Gau05a, Theorem III.5.2] is still true by supplying in Theorem A.3 an updated proof using the tools developed in this paper.
Notations. We refer to [AR94] for locally presentable categories, to [Ros09] for combinatorial model categories. We refer to [Hov99] and to [Hir03] for more general model categories.
• X := Y means that Y is the definition of X.
• All categories are locally small (except the category CAT of all locally small categories).
• Set is the category of sets.
• Top is the category of ∆-generated spaces.
• K(X, Y ) is the set of maps in a category K.
• A ⊔ B is the binary coproduct, A × B is the binary product.
• lim ← − is the limit, lim − → is the colimit.
• ∅ is the initial object.
• 1 is the terminal object.
• Id X is the identity of X.
• gf is the composite of two maps f : A → B and g : B → C; the composite of two functors is denoted in the same way.
• The notations [a, b] , [a, b[ denotes the usual interval; depending on the type of the variable (integer or real), the interval is supposed to be the interval in the set of integers N or in the set of real numbers R. The context will make the things clear.
• A cellular object X of a combinatorial model category is an object such that the canonical map ∅ → X belongs to cell(I) where I is the set of generating cofibrations.
• A model structure (C, W, F ) means that the class of cofibrations is C, that the class of weak equivalences is W and that the class of fibrations is F in this order. A model category is a category equipped with a model structure. at i ∈ I is denoted by ∂(I + ↓i), the latching object at i ∈ I by L i D := lim − →∂(I+↓i) D, the matching category at i ∈ I by ∂(i↓I − ) and the matching object at i ∈ I by
• #S denotes the cardinal of the set S.
• The pushout product of two maps f and g is denoted by f g.
• π n (X) means the n-th homotopy group of X for some base point.
• δ z (t) = (z, t).
• A cocone from a diagram D to an object X is denoted by D • → X.
• The paper uses the French convention: compact implies Hausdorff.
A Reedy category
Let S be a nonempty set. Let P u,v (S) be the small category defined by generators and relations as follows:
• u, v ∈ S (u and v may be equal).
• The objects are the tuples of the form
with n 1, u 0 , . . . , u n ∈ S, ℓ 1 , . . . , ℓ n nonzero positive real numbers such that i ℓ i = 1, ǫ 1 , . . . , ǫ n ∈ {0, 1} and
The integer n is the length of the tuple. The integer i ǫ i is the height of the tuple.
• There is an arrow
for every tuple A = ((u 0 , ℓ 1 , ǫ 1 , u 1 ), (u 1 , ℓ 2 , ǫ 2 , u 2 ), . . . , (u n−1 , ℓ n , ǫ n , u n )) with n 0 and every tuple B = ((u
• There are the relations (group A) c i c j = c j−1 c i if i < j (which means since c i and c j may correspond to several maps that if c i and c j are composable, then there exist c j−1 and c i composable satisfying the equality).
• There are the relations (group B) I i I j = I j I i if i = j. By definition of these maps, I i is never composable with itself.
• There are the relations (group C)
By definition of these maps, c i and I i are never composable as well as c i and I i+1 .
2.1. Definition. Denote by P u,v (S) + the subcategory of P u,v (S) generated by all objects of P u,v (S) and by the inclusion maps. Denote by P u,v (S) − the subcategory of P u,v (S) generated by all objects of P u,v (S) and by the composition maps.
2.2. Theorem. The pair (P u,v (S) + , P u,v (S) − ) endows the small category P u,v (S) with a structure of Reedy category with the N-valued degree map defined by
The minimal value of the degree map is 1 and it is reached for the objects ((u, 1, 0, v)) for (u, v) running over S × S.
Proof. The composition maps decrease the degree by one, the inclusion maps increase the degree by one. So every map of P u,v (S) + increases the degree and every map of P u,v (S) − decreases the degree. Let f be a map of P u,v (S). By definition of the small category P u,v (S), f is a composite of composition maps and of inclusion maps. Using the relations satisfied by these maps, we obtain a canonical form f = I j 1 . . . I jq c i 1 . . . c ip with j 1 < · · · < j q and i 1 < · · · < i p . Suppose that we have another expression of f of this form, i.e.
Since the maps I k increase the height by one and the maps c k preserve the height, we obtain q = q ′ . Since the maps c k decrease the length by one and the maps I k preserve the length, we deduce that p = p ′ . We can precompose f by a composite I h 1 . . . I hs such that the source of f.I h 1 . . . I hs is of the form
i.e. all ǫ i are equal to 0. We obtain 2.5. Proposition. Let n be an object of P u,v (S). Then either ∂(P u,v (S) + ↓n) is empty (in this case, let I(n) := n) or it has an initial object denoted by I(n).
. If the latching category ∂(P u,v (S) + ↓n) is not empty, then there exists i such that ǫ i = 1. If m → n is a map of P u,v (S) + , then by definition of the inclusion maps, we have 
is the initial object of the latching category ∂(P u,v (S) + ↓n).
We will use this Reedy category as follows: 
be the topological n-simplex equipped with its standard topology. Then Top is the final closure of the set of topological spaces {∆ n | n 0}. For a tutorial about these topological spaces, see for example [Gau09, Section 2]. The category Top is locally presentable by [FR08, Corollary 3.7] , cartesian closed and it contains all CW-complexes. The internal hom functor is denoted by TOP(−, −). We denote by ω : TOP → Set the underlying set functor where TOP is the category of general topological spaces. It is fibre-small and topological. The restriction functor ω : Top ⊂ TOP → Set is fibre-small and topological as well. The category Top is a full coreflective subcategory of the category TOP of general topological spaces. Let k : TOP → Top be the kelleyfication functor, i.e. the right adjoint. The category Top is finally closed in TOP, which means that the final topology and the ω-final structure coincides. On the contrary, the ω-initial structure in Top is obtained by taking the kelleyfication of the initial topology in TOP. If A is a subset of a space X of Top, the initial structure in Top of the inclusion A ⊂ ωX is the kelleyfication of the relative topology with respect to the inclusion.
3.1. Notation. Let n 1. Denote by D n = {b ∈ R n , |b| 1} the n-dimensional disk, and by
The category Top can be equipped at least with three proper model structures (we use the notations of [MS06] ): [Str72] . All topological spaces are h-cofibrant.
the fibrations are the h-fibrations, and the weak equivalences are the weak homotopy equivalences; we have • X 0 is a subset of |X| called the set of states of X.
A morphism of multipointed spaces
f : X = (|X|, X 0 ) → Y = (|Y |, Y 0 ) is a commutative square X 0 f 0 / / Y 0 |X| |f | / / |Y |.
The corresponding category is denoted by MSpc.
We have the well-known proposition:
there is nothing to verify for n = 1). Then there exists a unique continuous
In particular, there is the strict equality (γ 1 * γ 2 ) * γ 3 = γ 1 * (γ 2 * γ 3 ). 
is called the (normalized) composition. The normalized composition being not associative, a notation like γ 1 * N · · · * N γ n will mean, by convention, that * N is applied from the left to the right. -Let γ be an execution path of X. Then any composite γφ with φ ∈ G is an execution path of X.
-Let γ 1 and γ 2 be two composable execution paths of X; then the normalized composition γ 1 * N γ 2 is an execution path of X.
that for any execution path γ of X, the composite map P G (γ) := |f |γ is an execution path of Y . The category of multipointed d-spaces is denoted by GdTop. The subset of execution paths from α to β is the set of γ
∈ P G X such that γ(0) = α and γ(1) = β; it is denoted by P G α,β X. It
is equipped with the kelleyfication of the initial topology making the inclusion
The category of multipointed d-spaces GdTop is locally presentable and the forgetful functor X → ω(|X|) is topological and fibre-small by [Gau09, Theorem 3.5]. The mapping Ω : X → (|X|, X 0 ) induces a functor from GdTop to MSpc which is topological and fibre-small by [Gau19b, Proposition 6.5]. The following examples play an important role in the sequel.
(1) Any set E will be identified with the multipointed d-space (E, E, ∅).
(2) The topological globe of Z, which is denoted by Glob G (Z), is the multipointed d-space defined as follows
• the underlying topological space is the quotient space
• the set of states is { 0, 1}
• the set of execution paths is the set of continuous maps
where ℓ 1 < ℓ 2 are two real numbers has the underlying space the segment [ℓ 1 , ℓ 2 ], the set of states {ℓ 1 , ℓ 2 } and the unique space of execution paths P
Three model structures of GdTop are of interest for the sequel [Gau19b, Theorem 6.14]:
• The q-model structure: the cofibrations are the retracts of the transfinite compositions of pushouts along maps of the form Glob
for n 0, the weak equivalences are the maps of multipointed d-spaces f : X → Y inducing a bijection f 0 : X 0 ∼ = Y 0 and a weak homotopy equivalence P G f :
This model structure is combinatorial and left determined.
• The h-model structure: it is characterized by its classes of fibrations and weak equivalences; the weak equivalences are the maps of multipointed
This model structure is accessible.
• The m-model structure: it is the unique model structure of GdTop having the same weak equivalences as the q-model structure and such that the fibrations are the maps of
This model structure is accessible. It is the mixed model structure in the sense of [Col06] of the two preceding model structures.
4. Calculation of the final structure
denotes the homeomorphism defined by
and that
Then there exist φ
Then we apply the formula above and obtain
the first equality by definition of φ 1 ⊗ . . . ⊗ φ n , the second equality by definition of φ i and the third equality by algebraic simplification.
4.3. Proposition. Let U be a topological space. Let γ i : [0, 1] → U be n continuous maps with 1 i n and n 1. 
Proof. For all 1 j n, we have by definition of the Moore composition
and still by definition of the Moore composition, we have
4.5. Proposition. Let U be a topological space. Let γ i : [0, 1] → U be n continuous maps with n 2 and 1 i n such that γ 1 * N · · · * N γ n exists. Then there is the equality
In particular, for n = 2, we have
Proof. The proof is by induction on n 2. 
by Proposition 4.3.
The statement is therefore proved for n = 2. Assume that the statement is proved for some n 2 and for n = 2. Then we obtain
the first equality by induction hypothesis, the second equality by the case n = 2, the third equality by Proposition 4.4, and the last equality by associativity of the Moore composition. We have proved the statement for n + 1.
and there is the equality
the first equality by Proposition 4.5 and the second equality by Proposition 4.3. 
Then φ ∈ G and there is the equality
Proof. We have
where the first equality is due to Proposition 4.3, the second equality is due to the fact that µ Proof. Let P(X) be the set of execution paths of X of the form (f 1 γ 1 µ ℓ 1 ) * · · · * (f n γ n µ ℓn ) such that γ i is an execution path of X i for all 1 i n with i ℓ i = 1. The final structure is generated by the finite normalized composition of execution paths (f 1 γ 1 ) * N · · · * N (f n γ n ) (with the convention that the * N are calculated from the left to the right) and all reparametrizations by φ running over G. By Proposition 4.6, there exist φ 1 : [0,
the first equality by Proposition 4.6, the second equality because µ −1 ℓ µ ℓ is the identity of [0, ℓ] for all ℓ > 0 and the third equality because of the following notations:
ℓn . It implies that the set P(X) contains the final structure. Conversely, let (f 1 γ 1 µ ℓ 1 ) * · · · * (f n γ n µ ℓn ) be an element of P(X). Choose φ 1 : [0,
Using Proposition 4.7, we obtain
are execution paths of X 1 , . . . , X n respectively. We obtain
We deduce that the set of paths P(X) is included in the final structure. 
Then every execution path of the form gδ z φ with z ∈ Z\∂Z and φ ∈ G is stretched and
Proof. Since the functor Ω : GdTop → MSpc is topological and therefore colimitpreserving, there is the pushout diagram of topological spaces
The left-hand map is one-to-one because ∂Z is a subset of Z. We deduce that the continuous map |A| → |X| is one-to-one. We actually have the bijection of sets
The restriction g ↾ (Z\∂Z)×]0,1[ is therefore one-to-one. Let t, t
because the restriction g ↾ (Z\∂Z)×]0,1[ is one-to-one, and therefore that t = t ′ since φ is bijective. Moreover, we have
And since g(z, φ(1)) = f (g( 1)), we deduce that
5.3. Proposition. Let X be a multipointed d-space. Let γ 1 and γ 2 be two execution paths of X with γ 1 (1) = γ 2 (0). Let ℓ 1 , ℓ 2 > 0. Then
is an execution path of X.
We obtain the sequence of equalities
the first equality because φ 1 ⊗ φ 2 is invertible, the second equality by Proposition 4.3, the third equality because µ 1/2 is invertible, and finally the last equality by Proposition 4.6. The proof is complete because the set of execution paths of X is invariant by the action of G. 
Then every execution path of X can be written in a unique way as a finite Moore composition
with n 1 such that
is (are) equal to gδ z φ for some z ∈ Z\∂Z and some φ ∈ G: intuitively, there is no possible simplification using the Moore composition inside A.
Proof. First of all, let us notice that if z ∈ ∂Z, then for every t ∈ [0, 1], we have g(z, t) = f (g(z, t)) because the functor Ω : GdTop → MSpc is topological and therefore colimitpreserving. In other terms, we have:
Let us prove first the existence of such a finite Moore composition. Since X is calculated by a colimit in GdTop, it is equipped with the Ω-final structure. By Theorem 4.8, every execution path of X is a finite Moore composition (f 1 γ 1 µ ℓ 1 ) * · · · * (f n γ n µ ℓn ) such that f i is equal either to f and γ i is an execution path of A, or to g and γ i = δ z i φ i for some z i ∈ Z and some φ i ∈ G with i ℓ i = 1. If this Moore composition satisfies the conditions of the theorem, we have done. Otherwise, there exists i ∈ [1, n[ such that one of the following cases holds:
In the first case, we write
In the three other cases, we first use the fact that ∀z ∈ ∂Z, gδ z φ = f gδ z φ and the proof goes as in the first case. In all cases, we have decreased the length of the Moore composition by one and therefore the process will stop eventually. Suppose now that the same execution path γ of X can be written as two Moore compositions
satisfying the conditions of the theorem.
Assume first that n = 1 and therefore that ℓ 1 = 1. There are two possibilities: f 1 = f and γ 1 is an execution path of A, or f 1 = g and γ 1 = δ z φ with z ∈ Z\∂Z. In both cases, the only possibility by Proposition 5.2 is n ′ = 1 and therefore ℓ ′ 1 = 1. Again by Proposition 5.2, the two possibilites are:
Since f is one-to-one (∂Z is a subset of Z), we deduce that
Since the execution path is stretched by Proposition 5.2, we obtain z = z ′ and for all t ∈]0, 1[, φ(t) = φ ′ (t), and therefore
and there is nothing to prove. Suppose that the induction hypothesis is proved for p 0. There are four mutually exclusive cases
, we have two mutually exclusive possibilities:
we have by definition of the Moore composition
we have by definition of the Moore composition
We have proved the uniqueness and the proof is complete. 
Its elements are called the execution paths of length ℓ from α to β. Let
A map of multipointed d-spaces f : X → Y induces for each ℓ > 0 a continuous map
X for all ℓ > 0, and that for any topological space Z, we have
for any ℓ > 0. The definition above of an execution path of length ℓ > 0 is not restrictive. Indeed, we have:
Proof. By definition of P ℓ X, there exists γ ∈ P G X such that γ = γµ ℓ . We obtain γφ = γµ ℓ φµ
ℓ ∈ G, we deduce that γµ ℓ φµ −1 ℓ ∈ P G X and that γφ ∈ P ℓ X.
Theorem. Let Z be a topological space. Let ∂Z be a subset of Z equipped with the ω-initial structure. Consider a pushout diagram of multipointed d-spaces
Glob G (∂Z) g / / A f Glob G (Z) g / / X.
Let T ℓ be the topological space defined by the pushout diagram of Top
Consider the diagram of spaces D f : P g( 0),g( 1) (A 0 ) → Top defined as follows:
and with i ℓ i = 1. The composition maps c A → T ℓ . We obtain a well-defined diagram of spaces
Note that we do not need in the proof the hypothesis that the map ∂Z ⊂ Z is a cofibration of any model structure. 
X Figure 1 .
I j c i if j i − 1 are straightforward. Therefore we have a well-defined diagram of spaces
Since the functor Ω : X → (|X|, X 0 ) from GdTop to MSpc is topological, it is colimitpreserving. It implies in particular that f induces a bijection A 0 ∼ = X 0 . The map of multipointed d-spaces f : A → X induces for all ℓ > 0 a map of topological spaces
The universal property of the pushout yields a map ψ ℓ :
X such that the diagram of topological spaces depicted in Figure 1 is commutative. We obtain a composite continuous map
where the left-hand map is a product of ψ ℓ′ s and P ℓ f ′ s and where the right-hand map is the Moore composition. Thanks to the naturality of the Moore composition, and thanks to the commutativity of the triangle A of Figure 1 , we obtain a cocone
and therefore a canonical map
Since ω : Top → Set is a topological functor, it creates colimits by [Bor94, Proposition 7.3.8]. Therefore it suffices to prove that the underlying set map of the canonical map C is a bijection to complete the proof. Since X is a colimit, it is equipped with the Ω-final structure. Let γ ∈ P G X. By Theorem 5.4, γ can be written in a unique way as a finite Moore composition
(2) f i = f and γ i is an execution path of A, or f i = g and γ i = δ z i φ i with z i ∈ Z\∂Z. (3) for all 1 i < n, either f i γ i or f i+1 γ i+1 (or both) is (are) equal to gδ z φ for some z ∈ Z\∂Z and some φ ∈ G.
There are two possibilities for a given i ∈ [1, n]:
Then the canonical map C : lim
to γ by definition of the γ ′ i for i running over [1, n] . We deduce that the underlying set map of the canonical map
To prove that C : lim − → D f → P G X is one-to-one, we must first introduce the notion of simplified element. Let x be an element of some vertex of the diagram of spaces D f . We
Intuitively, it means that it is not possible to find a shorter decomposition of the same tuple in the colimit of spaces lim − → D f . Let x be a simplified element belonging to some vertex D f (n) of the diagram D f with n = ((u 0 , ℓ 1 , ǫ 1 , u 1 ), (u 1 , ℓ 2 , ǫ 2 , u 2 ) , . . . , (u n−1 , ℓ n , ǫ n , u n )).
(1) It is impossible to have ǫ i = ǫ i+1 = 0 for some 1 i < n. Indeed, otherwise x would be of the form (. . . , γ i µ ℓ i , γ i+1 µ ℓ i+1 , . . . ) where γ i and γ i+1 would be two execution paths of A. Using the equality
the tuple x can then be identified in the colimit with the tuple
It is a contradiction because x is simplified by hypothesis. (2) Suppose that ǫ i = 0 and ǫ i+1 = 1 and that x is of the form
If z i+1 ∈ ∂Z, then using the equalities
It is a contradiction because x is simplified by hypothesis. We deduce that in this case, z i+1 ∈ Z\∂Z. (3) Suppose that ǫ i = 1 and ǫ i+1 = 0 and that x is of the form
If z i ∈ ∂Z, then using the equalities
It is a contradiction because x is simplified by hypothesis. We deduce that in this case, z i ∈ Z\∂Z. (4) Suppose that ǫ i = ǫ i+1 = 1 and that x is of the form
If z i , z i+1 ∈ ∂Z, then using the equalities
It is a contradiction because x is simplified by hypothesis. We deduce that in this case,
Consequently, for all simplified elements x = (x 1 , . . . , x n ) of D f , we have C(x) = (f 1 x 1 ) * · · · * (f n x n ) with f i either equal to g or f and it is the finite Moore composition of C(x) whose existence and uniqueness is stated in Theorem 5.4. We have now all necessary tools to conclude that C : lim − → D f → P G X is one-to-one. Let x and y be two elements of lim − → D f such that C(x) = C(y). We can suppose that both x and y are simplified. Let x = (x 1 , . . . , x m ) and y = (y 1 , . . . , y n ) . Then
Since both members of the equality are the finite Moore composition of Theorem 5.4, we deduce that m = n and that for all 1 i m, we have f i x i = g i y i . For a given i ∈ [1, m] , there are two mutually exclusive possibilities: 1) f i = g i = f and x i and y i are two paths of length ℓ i of A. Since f is one-to-one (remember that ∂Z is a subset of Z), we deduce that
The restriction of g to Glob G (Z\∂Z) being one-to-one by Proposition 5.2, we deduce once again that x i = y i . We conclude that x = y and that the underlying set map of the continuous map
is one-to-one.
Left properness
We recall this explicit calculation of the pushout product of several morphisms. 
If S and T are two subsets of {0, . . . , p} such that S ⊂ T , let
(1) the mappings S → C p (S) and i 
p}).
and it is equal to the morphism f 0 . . . f p .
Proposition. Let Z be a topological space. Let ∂Z be a subset of Z equipped with the ω-initial structure. Consider a pushout diagram of multipointed d-spaces
Let T ℓ be the topological space defined by the pushout diagram of Top 
and with i ℓ i = 1.
• The composition maps c A
is the pushout product of the maps ∅ → P
Proof. It is a consequence of Proposition 7.1. 
Consider the following commutative diagram:
Since the m-model structure of Top is left proper, we deduce using Proposition 7.3 that the continuous map sg ℓ : T ℓ → T ′ℓ is a weak homotopy equivalence. By Theorem 6.3, there exist two diagrams
Since s is weak equivalence of the q-model structure of GdTop by hypothesis, all maps
for (α, β) running over A 0 ×A 0 are weak homotopy equivalences. Since the binary product of two weak homotopy equivalences is a weak homotopy equivalence as well, we deduce that the map of diagrams S : D f → D f ′ is a pointwise weak homotopy equivalence. By Proposition 7.2, for all n ∈ Obj(
is a pushout product of h-cofibrations of the form ∅ → P A → T ℓ with ℓ > 0 (of m-cofibrations of the form
A → T ′ℓ with ℓ > 0 resp.). We deduce that the diagrams D f and D f ′ are Reedy h-cofibrant, i.e. Reedy cofibrant for the Reedy model structure on the category of diagrams CAT(P g( 0),g( 1) (A 0 ), Top) with Top equipped with the h-model structure.
) calculated in the h-model structure of Top by Theorem 2.6. By [DI04, Theorem A.7] 5 , these homotopy colimit have the same weak homotopy types as the homotopy colimit of D f (of D f ′ resp.) calculated in the q-model structure of Top. We deduce using the 2-out-of-3 axiom that the map P G s : 
Then we have:
(1) Suppose that the map ∂Z ⊂ Z is a h-cofibration of Top. Then the map
is a h-cofibration of topological spaces. (2) Suppose that the map ∂Z ⊂ Z is a trivial h-cofibration of Top. Then the map
P G f : P G A → P G X
is a trivial h-cofibration of topological spaces. (3) Suppose that the map ∂Z ⊂ Z is a m-cofibration of Top and that
P G A is a m-cofibrant space. Then P G f : P G A → P G X
is a m-cofibration of topological spaces. (4) Suppose that the map ∂Z ⊂ Z is a trivial m-cofibration of Top and that
is a trivial m-cofibration of topological spaces.
Proof. Case (1). The particular case ∂Z = Z, f = Id A and A = X yields the homeo-
We have a map of diagrams
There are two mutually exclusive cases: (a) All ǫ i for i = 1, . . . n are equal to zero. (b) There exists i ∈ [1, n] such that ǫ i = 1.
In the case (a), we have
is isomorphic to the identity of D Id A (n). In the case (b), The map
is by Proposition 7.2 a pushout product of several maps such that one of them is the identity map Id :
A because ǫ i = 1 for some i. Therefore the map L n D Id A → D Id A (n) is an isomorphism. We deduce that the map A → T ℓ with ℓ > 0 (the latter are h-cofibrations because they are pushouts of the h-cofibrations
is always a h-cofibration of Top. From all these facts, we obtain that the map of diagrams D Id A → D f is a Reedy h-cofibration. Therefore by passing to the colimit which is a left Quillen adjoint by Theorem 2.6, we deduce that the map P G A → P G X is a h-cofibration of Top. Case (2). Assume the hypotheses of Case (1) and moreover that the map ∂Z ⊂ Z is a homotopy equivalence. Then in the case (a) above, the map
is still an isomorphism. In the case (b) above, the map
The latter is by Proposition 7.2 a pushout product of h-cofibrations of the form ∅ → P A → T ℓ with ℓ > 0. We deduce that the map
is now a trivial h-cofibration of Top and that the map of diagrams D Id A → D f is a trivial Reedy h-cofibration. Therefore by passing to the colimit which is a left Quillen adjoint by Theorem 2.6, we deduce that the map P G A → P G X is a trivial h-cofibration of Top, and in particular a homotopy equivalence.
Case (3). Suppose now that P G A is a m-cofibrant space. Then by [Col06, Corollary 3.7], the space P G A is homotopy equivalent to a q-cofibrant space U. Each connected component of U is q-cofibrant. Therefore for all (α, β) ∈ A 0 × A 0 , the topological space P G α,β A is m-cofibrant. Then in the case (a) above, the map
The latter is by Proposition 7.2 a pushout product of m-cofibrations of the form ∅ → P A → T ℓ with ℓ > 0. We deduce that the map L n D f → D f (n) is now a m-cofibration of Top and that the map of diagrams D Id A → D f is a Reedy m-cofibration. Therefore by passing to the colimit which is a left Quillen adjoint by Theorem 2.6, we deduce that the map P G A → P G X is a m-cofibration of Top.
Case (4). Assume the hypotheses of Case (3), and moreover that the map ∂Z ⊂ Z is a weak homotopy equivalence. Then in the case (a) above, the map
is still an isomorphism. In the case (b) above, the map A → T ℓ with ℓ > 0. We deduce that the map Proof. We want to recall the argument. Since ω : Top → Set is topological, it creates colimits by [Bor94, Proposition 7.3.8]. The result follows from the fact that the Ω-final structure is generated by finite compositions.
. . . by Theorem 7.5. So the colimits are actually homotopy colimits for the h-model structure of Top, and by [DI04, Theorem A.7] homotopy colimits for the q-model structure of Top. We deduce using the 2-out-of-3 axiom the induction hypothesis for λ and the induction is complete. To complete the proof, it suffices to remember that every q-cofibration of multipointed d-spaces is a retract of a map like i. and the theory of bifibrations. Of course, by working in a non locally presentable convenient category of topological spaces, the accessibility is lost. [DI04, Theorem A.7] will still hold as well provided that the h-model structure exists. We want to use the opportunity offered by this paper to fix a mistake we made in some papers about flows. It does not have any influence on the results we have proved so far on flows and on multipointed d-spaces. The precise description of the flaw is postponed to Appendix A.
We can readily apply the techniques of this paper to the case of flows. It enables in particular to improve our understanding of the link between the cofibrations of the three model structures of flows and the path space functor P : Flow → Top in Theorem 8.9. • The m-model structure: it is the unique model structure of Flow having the same weak equivalences as the q-model structure and such that the fibrations are the maps of flows f : X → Y inducing a h-fibration of spaces Pf : PX → PY . This model structure is accessible. It is the mixed model structure in the sense of [Col06] of the two preceding model structures.
To adapt the techniques of this paper to this new case, it suffice to make the following modifications: [Gau03b, p 590] . It is possible to find counterexamples indeed. Therefore the map PA → PX is not equal to a transfinite composition of the kind depicted in [Gau03b, p 590] . At least, it is not possible to prove such a fact with this method. This wrong argument propagated in the papers [Gau05a] [Gau06a], [Gau06b] , [Gau07] and [Gau09] . The rest of the appendix is devoted to correct this problem.
Erratum for [Gau03b] . [Gau03b, Proposition 15.1] is only used for the proof of [Gau03b, Theorem 15.2]. The latter remains true anyway: it is even possible to conclude that the map PA → PX is a homotopy equivalence, and not only a weak homotopy equivalence, thanks to Theorem 8.6(2). Note that the q-model structure of flows constructed in [Gau03b] can be more easily recovered by using Isaev's work [Gau18, Theorem 3.11] or by using the theory of bifibrations [Gau19b, Theorem 7.4].
Erratum for [Gau06a] , [Gau06b] , [Gau07] and [Gau09] . We do not know whether We work in [Gau05a] in the setting of weakly Hausdorff compactly generated spaces. The proof only uses the existence of the q-model structure of flows and the property of the diagram of spaces D f over the Reedy category P g(0),g(1) (A 0 ). So it holds both in the setting of [Gau05a] and in the setting of ∆-generated spaces.
Proof. We consider the homotopical localization of the q-model structure of Top by the q-cofibration S n ⊂ D n+1 . By [Hir03, Proposition 1.5.1], the map i : ∂Z → Z is a trivial cofibration of this homotopical localization. Using a variant of Theorem 8.6(4), we deduce that the map Pf : PA −→ PX is a trivial cofibration of this homotopical localization as well. The proof is complete using [Hir03, Proposition 1.5.4].
Theorem A.1 is sufficient to prove [Gau05a, Theorem V.3.5] (it is its only use) by using the q-cofibration S n ⊂ D n+1 to force π n (PU n ) −→ π n (PX) to become one-to-one, and the q-cofibration {0} ⊂ S n+1 , which is a pushout of the preceding one, to force π n+1 (PU n , γ) −→ π n+1 (PX, γ) to become onto The compactness hypothesis on U is removed. It is assumed in [Gau05a] but it is useless. Only the compactness of the segment [0, 1] matters. The proof of [Gau05a, Proposition III.5.1] only establishes the sequential continuity of φ. This minor problem is corrected below. Proposition A.2 holds in the setting of this paper (∆-generated spaces) and in the one of [Gau05a] (weakly Hausdorff k-spaces) because we entirely work in this proof in the underlying space of X which is a nice topological space. ((u,1,v),(v,0,u),(u,1,v) The definition above gives a well-defined map because the barycenter
(1 − min(h(z 1 ), h(z 2 )))φ(z 1 , γ, z 2 ) + min(h(z 1 ), h(z 2 )) Id [0, 1] belongs to G. And we extend the definition of ξ n to all objects n of P g(0),g(1) (A 0 ) such that n ≃ ((u, 1, v), (v, 0, u), (u, 1, v)).
We have to verify that each diagram like
where the vertical maps are constructed is commutative. If the map p → q belongs to P g(0),g(1) (A 0 ) − , then S(p) = S(q) and the diagram above can be redrawn as
The top square is commutative because by Proposition 2.4, S(p) = S(q) is the terminal object of the equivalence class. The bottom square is trivially commutative. It is in fact something general: there is never nothing to verify if the top map p → q belongs to P g(0),g(1) (A 0 ) − . Suppose now that the map p → q belongs to P g(0),g(1) (A 0 ) + . We have to verify the commutativity of the diagram with the newly defined maps. The square above can be redrawn as
The existence of m and the commutativity of A comes from the Reedy structure of P g(0),g(1) (A 0 ). The commutativity of the triangle B comes from the universal property of the colimit. The commutativity of the triangle C comes from the method for constructing D f (S(q)) → P G X. Finally, the commutativity of the triangle D is the induction hypothesis when the map D f (S(q)) → P G X is constructed.
