Background subtraction has been a fundamental and widely studied task in video analysis, with a wide range of applications in video surveillance, teleconferencing, and 3D modeling. Recently, motivated by compressive imaging, background subtraction from compressive measurements (BSCM) is becoming an active research task in video surveillance. In this paper, we propose a novel tensor-based robust principal component analysis (TenRPCA) approach for BSCM by decomposing video frames into backgrounds with spatial-temporal correlations and foregrounds with spatio-temporal continuity in a tensor framework. In this approach, we use 3D total variation to enhance the spatio-temporal continuity of foregrounds, and Tucker decomposition to model the spatio-temporal correlations of video background. Based on this idea, we design a basic tensor RPCA model over the video frames, dubbed as the holistic TenRPCA model. To characterize the correlations among the groups of similar 3D patches of video background, we further design a patch-group-based tensor RPCA model by joint tensor Tucker decompositions of 3D patch groups for modeling the video background. Efficient algorithms using the alternating direction method of multipliers are developed to solve the proposed models. Extensive experiments on simulated and real-world videos demonstrate the superiority of the proposed approaches over the existing state-of-the-art approaches.
I. INTRODUCTION
S INCE 1990s, background subtraction [1] - [6] has been attracting great attention in the fields of image processing and computer vision. It aims at simultaneously separating video background and extracting the moving objects from a video stream, which provides important cues for numerous applications such as moving object detection [7] , object tracking in surveillance [8] , etc.
Most of the current video background subtraction techniques consist of four steps: video acquisition, encoding, decoding, and separating the moving objects from background [1] . For example, Lamarre and Clark [9] performed background subtraction on JPEG encoded video frames using a probabilistic model; Aggarwal et al. [10] considered detecting moving objects on a MPEG-compressed video using DCT coefficients of video frames. These conventional approaches commonly implement video acquisition, coding, and background subtraction in separate procedures. This conventional scheme requires to fully sample the video frames with large storage requirements, followed by welldesigned video coding and background subtraction algorithms. Recently, motivated by compressive sensing (CS) [11] - [13] in signal processing, we focus on a newly-developed compressive imaging scheme [14] - [17] for background subtraction by combining the video acquisition, coding and background subtraction into a single framework, which is called background subtraction from compressive measurements (BSCM). Figure 1 shows an illustrative example. The video imaging system first captures compressive measurements from the scenes, and then transmits these measurements to the processing center for foreground/background reconstruction. Compared to the conventional scheme, this new scheme need not fully sense all the video voxels, and thus heavily reduces the computational and storage costs and even the energy consumption of imaging sensors.
The task of the BSCM is to reconstruct the original video with high fidelity and meanwhile accurately separate the moving objects from video background based on compressive measurements. The objective on this task is to maximize the reconstruction and separation accuracies using as few compressive measurements as possible. This is a heavily ill-posed inverse problem and it is necessary to discover the video prior knowledge to make this problem well-posed. There already exist some works [18] - [22] on the task of the BSCM. The first seminal work was proposed by Cevher et al. [18] , in which the dynamic adaptation of background constraint and foreground reconstruction are gracefully handled. Then, Waters et al. [19] observed that the frames in video background possess strong temporal correlation and the moving objects often occupy a small region in video foreground, and proposed a robust principal component analysis (RPCA) model to cope with this task. Guo et al. [20] further proposed an online algorithm that utilizes the spatial continuity of the supports of moving objects in video foreground. Jiang et al. [21] , [22] proposed a reconstruction model in which the sparsity of video foreground in the transform domain is considered. We noted that, first, all of these approaches model and characterize different video priors in a matrix framework. Second, although these algorithms have achieved good performance, more fine video priors of background and foreground have not been fully discovered. Thus, more potential algorithms can be developed.
In this work, we propose a tensor robust principal component analysis (TenRPCA) approach for the task of the BSCM. In this framework, we take the video frames or video patches as the high-order tensors, and extend the robust PCA approach for matrix to the tensor-based video representation by fully investigating the domain-specific prior knowledge of surveillance videos for regularizing this inverse problem. Compared to the matrix representation of surveillance video that represents each frame as a vector, this tensor-based video representation directly takes a video frame as a matrix slice in a tensor, which preserves the spatial and temporal structure of the surveillance video.
As shown in Fig. 2 , we observed three types of priors for most surveillance videos with static backgrounds, i.e., the nonlocal similarity of 3D patches in video background, the spatio-temporal continuity of video foreground, and the spatiotemporal correlation in video background. First, as shown in Fig. 2(a) , a 3D patch in video background possesses many similar 3D patches over the video background, and each group of similar 3D patches has strong correlation. This property is termed as nonlocal self-similarity of video background. Second, as shown in Fig. 2(b) , the moving car in video foreground is spatially continuous in both its support regions and its intensity values in these regions. Moreover, the moving car is also temporally continuous among succeeding frames. We term this prior as spatio-temporal continuity of video foreground. Third, the video backgrounds are spatially and temporally correlated. In Fig. 2(c) , we show two curves (red and blue) of the singular values 1 of two matrices, i.e., one matrix with columns of vectorized video background frames and another matrix as one frame from the video background. The drastically decaying trend of the red curve indicates the strong temporal correlation among the video background frames and the slow decaying trend of the blue curve indicates the weak correlation in the spatial domain. Let us define the accumulation energy ratio of top k normalized singular values as AccEgyR = i nsv i , where nsv i is the i -th normalized singular value, i.e., nsv i = sv i / i sv i and sv i is the i -th singular value. The arrow box for the red curve indicates that only top 3 singular values can attain the ratio 0.9030 while the arrow box for the blue curve indicates that top 84 singular values can attain the ratio 0.9770. These quantitative values justify that the video background has strong correlation among its frames and each video background frame has weak spatial correlation. Fig. 2(d) further exhibits the weak correlations in other natural images. We term this observation as spatiotemporal correlation of video background.
Based on the aforementioned video priors, we model the BSCM in a tensor RPCA framework (TenRPCA) using Tucker decomposition technique. With our model, a video volume represented by a tensor is decomposed into a background layer based on its spatial-temporal correlation and foreground layer based on its spatial-temporal continuity. We design a Tucker decomposition approach to model the spatio-temporal correlation in video background and a 3D total variation (TV) term to enforce the spatio-temporal continuity of video foreground. Along this idea, we propose two TenRPCA models by representing video background as a single tensor and a few patch-level tensors over groups of similar 3D patches, which are dubbed as holistic tensor RPCA model (H-TenRPCA) and patch-group-based tensor RPCA model (PG-TenRPCA) respectively. We design efficient algorithms using the alternating direction method of multipliers (ADMM) to optimize these proposed models. The experiments on synthetic and real videos demonstrate that our proposed two TenRPCA models achieve higher reconstruction and background/foreground separation accuracies with fewer compressive measurements than the existing state-of-the-art approaches. Moreover, the PG-TenRPCA model generally works better than the H-TenRPCA model which indicates the effectiveness of our modeling of the nonlocal self-similarity of video background.
Our contributions can be summarized as four folds: First, to the best of our knowledge, we are the first to model the BSCM task in a tensor robust PCA framework. Compared to the matrix-based video representation, this tensor-based video representation well preserves the spatial-temporal structures of video, which enables us to fully characterize the priors of video spatial-temporal structures in our framework. Second, we fully investigate the video priors for the BSCM task. We design a 3D total variation (TV) term to encode the spatio-temporal continuity of video foreground, and a Tucker decomposition approach to model the spatio-temporal correlation of video background. Third, based on the observation of nonlocal self-similarity of video background, we design a patch-level background model using joint Tucker decomposition over groups of similar 3D patches to model the strong correlations among similar 3D patches. This model significantly outperforms our holistic TenRPCA model which represents the video background as a single tensor. Finally, based on ADMM with the adaptive scheme, we design efficient algorithms to solve the proposed models, and achieve superior performance over the existing methods on various video data sets, especially when the sampling ratio is very low.
The remaining of this paper is organized as follows. In Section II, the related works will be discussed. In Section III, the general framework of the BSCM will be reviewed. Our models and their motivations will be presented in Section IV. In Section V, efficient algorithms will be designed to solve the proposed models. In Section VI, extensive experiments on various surveillance video data sets will be conducted to substantiate the superiority of the proposed models over the other existing ones. This paper will be concluded with some discussions on future work in Section VII.
II. RELATED WORK

A. Background Subtraction Without Compressive Imaging
Various approaches for background subtraction using conventional imaging cameras have been developed since 1990s and obtained a wide range of applications in many fields. These approaches can be mainly categorized into the following five classes: the basic approach, the statistical approach, the fuzzy approach, the neural and neuro-fuzzy approach, and the subspace learning approach [1]- [6] .
Among these traditional approaches, the subspace learning approach has been attracting wide attentions in the field of machine learning and computer vision. One classical work on this task was proposed by Oliver et al. [23] , which uses an eigenspace (PCA) idea to model the background. Aiming at remedying the outlier and heavy noise issue, Candes et al. [24] proposed robust principal component analysis (RPCA) to resist the gross sparse noise. This seminal work has triggered a tremendous interest in dealing with background subtraction using different formulations of RPCA. For example, the Markov random field (MRF) regularized RPCA technique was proposed in Zhou et al. [25] , a novel block sparse RPCA formulation was proposed in [26] , total variation regularized RPCA and matrix factorization methods were respectively proposed in Cao et al. [27] and Guo et al. [28] , and the probabilistic versions of RPCA were proposed in Ding et al. [29] and Babacan et al. [30] , respectively. In the recent work, Zhao et al. [31] proposed a new probabilistic variant by extracting multi-layer structures with certain physical meanings using the mixture of Gaussians (MOG).
To meet the real-time requirements in practical applications, various online subspace learning approaches were developed. Rymel et al. [32] and Li et al. [33] respectively proposed an incremental PCA method to handle the newly coming video streams. By constraining the subspace on Grassmannian manifold, [34] - [37] proposed two efficient approaches named GROUSE and GRASTA respectively, to deal with online subspace identification and tracking (SIT) task. Additionally, it was reported that the proposed GROUSE and GRASTA can effectively achieve the real-time background subtraction through sampling the voxels of video sequence. Xu et al. [38] further proposed an updated version of GRASTA by modeling the contiguous structure of supports of video foreground using group sparsity. Chi et al. [39] developed an online parallel SIT algorithm using recursive least squares technique for real-time background subtraction.
B. Background Subtraction With Compressive Imaging
Recently, multiple studies have been carried out for the background subtraction problem from the perspective of compressive imaging, in which it is required to simultaneously perform background subtraction and video reconstruction. The first seminal work was considered by Cevher et al. [18] , in which the dynamic adaptation of background constraint and foreground reconstruction are gracefully handled. Recently, based on the theoretical results of 1 -1 minimization [40] , Mota et al. [41] proposed an efficient adaptive-rate algorithm to deal with the BSCM task. Additionally, a series of work have been proposed based on the matrix RPCA technique. Waters et al. [19] integrated the matrix RPCA methodology into the framework of the BSCM and then developed a greedy algorithm called SpaRCS to solve the resulting model. Guo et al. [20] developed an online RPCA algorithm that models the spatial continuity prior of moving objects in the foreground. Jiang et al. [21] , [22] proposed a new RPCA model in which the sparsity of video foreground in the transform domain is considered based on certain practical requirements.
The matrix RPCA approaches for the BSCM commonly model the video as a matrix with columns of vectorized video frames. Although the matrix RPCA methodology has been an increasingly useful technique, it fails in fully exploiting the prior knowledge on the intrinsic structures of video after vectorizing the video frames. Our proposed tensor RPCA approach considers more extensive spatio-temporal prior knowledge of video background and foreground using tensor representation of video. Such full utilization of prior information makes our approach capable of achieving a better video reconstruction quality and simultaneously detecting the moving objects in foreground from a limited number of compressive measurements, as will be shown in Section VI. We also noted that the tensor compressive sensing models were recently proposed in [42] and [43] . But they are significantly different from our models, because these model are designed for the image/video compressive sensing task instead of the more complex BSCM task considered in this paper.
III. THE GENERAL FRAMEWORK OF THE BSCM
In this section, we will present the general framework for the BSCM task. We will mainly focus on the mathematical modeling and algorithm design in the pipeline of BSCM, i.e., reconstruct video foreground and background from compressive measurements. In the followings, we will introduce the basic components of the BSCM task, including the representation of video volume, compressive operator, and video reconstruction and separation.
A. Video Volume
Video frames within a short period are collected as a video volume. If the video frame has a single channel, then the video volume can be represented as a 3-order tensor
H and W denote the height and width of a frame and D denotes the number of frames. This tensor has 3 modes including height, width and time. We assume that the video volume to be reconstructed can be separated into a static component (video background) X 1 , and a dynamic component (video foreground) X 2 , i.e., X 0 := X 1 + X 2 , where X 1 := {X 1 1 , X 2 1 , · · · , X D 1 } and X 2 := {X 1 2 , X 2 2 , · · · , X D 2 }. In the following, we denote the vectorization of a video volume X 0 by x 0 := [x 1 0 ; x 2 0 ; · · · , x D 0 ], and the vectorization of video background and foreground by
B. Compressive Operator
Compressive operator can be considered as the effective encoding of video volume. Currently, how to design a high quality compressive operator is a crucial research topic in the CS community; see [47] . For video data, the compressive measurements y can be obtained by
where y is a vector of length M, and A indicates a given compressive operator.
In this work, the randomly permuted Walsh-Hadamard operator [21] and the randomly permuted noiselet operator [44] will be employed as compressive operators because of their low computational cost and easy hardware implementation. Compressive operator can be instantiated as A = D · H · P, where P is a random permutation matrix, H is the Walsh-Hadamard transform or the noiselet transform, and D is a randomly down sampling operator. As stated in [15] , compressive operator often encodes video volume X 0 through two ways. One is the holistic manner, i.e., y = D·H·P(x 0 ), which directly collects full 3D measurements of a video sequence. The other is the frame-wise manner, i.e.,
, which collects 2D frame-by-frame measurements y d and then concatenates all y d into a long vector y. In most experiments of this work, compressive operator A will be set as the frame-by-frame one.
C. Reconstruction and Separation of Video Volume
As we know, recovering X 0 and simultaneously separating X 1 with X 2 from the compressive measurements y is a heavily ill-posed inverse problem. Hence, it is necessary to regularize this inverse problem by discovering the underlying video prior knowledge. Mathematically, the regularized inverse problem can be generally formulated as
where 1 (x 1 ) and 2 (x 2 ) are the prior knowledge modeling terms on video background and foreground, respectively; x 0 , x 1 and x 2 are the vectorizations of X 0 , X 1 and X 2 , respectively; and λ is a trade-off parameter between the terms 1 (x 1 ) and 2 (x 2 ). In the following section, we will fully discover the priors for surveillance videos and characterize these priors using tensor algebra, which naturally instantiates the general model in Eq. (2) into the practical models.
IV. TENSOR RPCA MODELS FOR THE BSCM
In this section, we will present our proposed tensor robust principal component (PCA) models for the BSCM task. We first review the basics in multi-linear algebra. Then, we present our basic model for video decomposition, and further propose detailed foreground model and background model by considering the spatio-temporal continuity of video foreground and spatial-temporal correlations of video background. In the background modeling, we propose two models that represent the video background as a single tensor and several patchlevel tensors over groups of similar 3D patches respectively. We utilize tensor Tucker decomposition to model the video background in the aforementioned holistic and patch-based representations, and produce two tensor RPCA models (named H-TenRPCA and PG-TenRPCA), respectively.
A. Tensor Basics
A tensor can be seen as a multi-index numerical array. The order of a tensor is the number of its modes or dimensions. A real-valued tensor of order N is denoted by X ∈ I 1 ×I 2 ×...×I N and its entries by x i 1 ,i 2 ,··· ,i N . Then an N × 1 vector x is considered as a tensor of order one, and an N × M matrix X as a tensor of order two. Subtensors are parts of the original tensor, created when only a fixed subset of indices is used. Vector-valued subtensor are called fibers, defined by fixing every index but one, and matrix valued subtensor are called slices, obtained by fixing all but two indices. Manipulation of tensors often requires their reformatting (reshaping); a particular case of reshaping tensors into matrices is termed as matrix unfolding or matricization. The multi-linear rank of a N-order tensor is the tuple of the ranks of the moden unfoldings. The inner product of two same-sized tensors X and Y is the sum of the products of their entries. The mode-n multiplication of a tensor X with a matrix U amounts to the multiplication of all mode-n vector fibers with U, i.e., (X × n U) i 1 ,i 2 ,··· , j,··· ,i N = i n x i 1 ,i 2 ,··· ,i n ,··· ,i N · u j,i n . The used tensor notations are summarized in Table I . For more details about multi-linear algebra, please see [45] , [46] .
B. General Decomposition Model of Video Volume
For surveillance videos in reality, we observe that there might exist some disturbances (e.g., randomly dynamic components) in the video background, for example, the fountain in the "Fountain" video and the ripple in the "WaterSurface" video as shown in Fig. 6 . Therefore, the assumption that the video background is strictly low rank may be not accurate in most existing work [19] , [21] , [24] .
Motivated by the above observation, we further decompose the video background i.e., X 1 in Eq. (2) as the sum of the low rank component L (the ideal video background) and the disturbance E in this work. Then, the video volume X 0 can be decomposed as X 0 = X 2 + E + L; see Fig 3. Accordingly, the general model in Eq. (2) is replaced by the following more accurate version:
where e = Vec(E), λ and ζ are both trade-off parameters, and ϒ(e) is often specified as 1 2 e 2 or e 1 . In this work, we use ϒ(e) = 1 2 e 2 . In the following, we will focus on discovering the priors of video foreground/background and then encoding these priors, i.e., specifying 2 (x 2 ) and (L). 
C. Foreground Modeling
The video foreground is considered as the salient moving objects in a video, which often occupies a certain proportion of contiguous region of the video frames. For example, the car in the "simulated" video as shown in Fig. 2(b) , and the pedestrians in the "Hall" video as shown in Fig. 6 . These moving objects to be detected commonly occupy a certain contiguous region in the spatial domain. Fig. 3 gives an intuitive illustration, indicating that we hope to detect X 2 with contiguous supports in spatial domain instead of disturbance E with disconnected supports. Additionally, the moving trace of foreground object is temporally smooth, which can be observed from the example of car in the "simulated" video shown in Fig. 2 (b) and the pedestrians in the "Hall" video shown in Fig. 6 . We term these two discovered structures of video foreground as the spatio-temporal continuity prior.
We define a 3D total variation (TV) to model the spatiotemporal continuity. As shown in Fig. 4(a) , for the reference voxel (i, j, k) in video foreground X 2 , we devise the following quantity to describe its spatio-temporal continuity:
Summing the quantity with respect to all the voxels leads to the proposed 3D-TV: It is worth noting that in this work we assume that video boundaries are processed to be circular, hence 3D-TV of the voxels in video boundaries can be defined.
For better illustration, we further introduce difference operator to rewrite x 2 3D-TV . Let X (i, j, k) denote the intensity at the voxel (i, j, k), and
denote three difference operations at the voxel (i, j, k) along the horizontal, vertical, and temporal directions respectively. We can now easily introduce three difference operators with respect to three different direction as follows:
denote the concatenation of three difference operations. It is easy to see that 3D-TV amounts to 1 norm of the difference vectors:
D. Background Modeling 1) Holistic Background Modeling: As discussed in the introduction part, video background within a short period possesses the spatio-temporal correlation. The strong temporal correlation in video background implies that matrix unfolding X 1(3) in the temporal mode can be approximated by a low rank matrix. Mathematically, X 1(3) = U 3 C 3 + E (3) , where U 3 is a low rank matrix of rank r 3 D and E (3) is the disturbance. The weak spatial correlation in video background implies that the matrix unfoldings X 1(1) and X 1(2) in the height and width modes can be approximated by two high rank matrices, respectively. Mathematically, X 1(1) = U 1 C 1 + E (1) and X 1(2) = U 2 C 2 + E (2) , where U 1 and U 2 are both two high rank matrices of rank r 1 < H and r 2 < W , respectively. Resorting to the well-known Tucker decomposition in multi-linear algebra, the matrix factorizations above can be aggregated together as follows:
where factor matrices U 1 and U 2 are orthogonal in columns for two spatial modes, factor matrix U 3 is orthogonal in columns for temporal mode, core tensor G interacts these factors, and E is the disturbance. Let L = G × 1 U 1 × 2 U 2 × 3 U 3 . We call L the ideal video background. Our holistic background modeling is intuitively illustrated in Fig. 4(b) . Compared to matrix modeling technique, the advantage of tensor modeling technique is that it can not only characterize the temporal correlation but also the spatial correlation in video background. Thus it can reconstruct more accurate video background.
2) Patch-Based Background Modeling: Patch-based modeling is a popular and local style modeling technique and widely used in the community of image processing. Nonlocal self-similarity [48] - [52] is a patch-based powerful prior and means that one patch in one image has many similar 2 structure patches. The similarity of patches implies the correlation of patches. In this work, we will extend this prior into 3D case and approximately reconstruct video background X 1 (or say, accurately reconstruct the ideal video background L) through modeling the video background by groups of similar video 3D patches, where each patch group corresponds to a tensor.
Specifically, we firstly segment video background X 1 into many overlapped 3D patches of the size w × w × D and then collect these 3D patches as a patch set S: S = {P i ∈ w×w×D : i ∈ }, where indicates the index set and P i is the i -th 3D patch in the set. These 3D patches are commonly similar to each other; see Fig. 2(a) for an example. We cluster 3 the patch set S into K clusters and then collect each cluster as a 4-order tensor. Mathematically, let C o p be a matrix extracting the o-th 3D patch in the p-th cluster as a vector of the size (w 2 D) × 1, and define R p x 1 as:
where N is the number of 3D patches in the p-th cluster. Then R p x 1 can be reshaped into a 4-order tensor Ten(R p x 1 ) of the size w × w × D × N, denoted by R p (X 1 ) 4 ; see Fig. 5 for an intuitive illustration. Because the patches in each cluster have very similar structures, Ten(R p x 1 ) can then be expectedly approximated by a low rank tensor L p , i.e., Ten(R p x 1 ) ≈ L p . The modeling of L p will be determined shortly. Then, the clean and ideal video background can be estimated by solving the following optimization problem:
2 Here, two patches are defined as similar if the Euclidean distance between two patch vectors is smaller than a given threshold. 3 The technical details concerning how to cluster will be stated in the subsequent subsection, Implementation Issues. 4 R p indicates the operation which first extracts all 3D patches in the p-cluster from the video volume, and then arranges these 3D patches as a 4-order tensor, i.e., R p (X 1 ) = Ten R p Vec(X 1 ) while R T p indicates its inverse-order operation, i.e., R T p (L p ) = Ten R T p Vec(L p ) ; see Fig. 5 . The solution of this optimization problem can be easily derived as
Let us denote Ten( x 1 ) by L. Hence, L can be represented as:
which means that the ideal video background L can be obtained by summing all clusters followed by an averaging operation. When the patches in the patch set S are not overlapped, ( p R T p R p ) −1 reduces to an identify matrix. Fig. 5 (a) illustrates this procedure in which the averaging operation is not required.
L p is a 4-order tensor of the size w × w × D × N which collects all 3D patches in the p-th cluster. Because the ideal video background possesses a strong correlation among the frames, (L p ) (3) is low rank. Moreover, the observation that the patches in each cluster have very similar structures implies that (L p ) (4) is also low rank. Combining these two points, we can likewise model L p by Tucker decomposition:
where G p is core tensor, and U 1 p , U 2 p , U 3 and U 4 p are factor matrices orthogonal in columns. Note that the factor matrices in the temporal mode for all p are set as a shared matrix U 3 , insuring that L is low rank in the temporal mode on the whole. Fig. 5(b) gives an intuitive illustration. The video background now can be modeled as:
where factor matrices U j p ( j = 1, 2, 4) and U 3 are orthogonal in columns.
E. Reconstruction and Separation Models
We now can instantiate the general model in Eq. 
where the factor matrices U j ( j = 1, 2, 3) are orthogonal in columns. Likewise, integrating the modeling of video foreground in Eq. (4) and the patch-based modeling of video background in Eq. (8) leads to the following patch-group-based tensor RPCA model (PG-TenRPCA):
where the factor matrices U j p ( j = 1, 2, 4) and U 3 are orthogonal in columns. In the following section, we will design efficient algorithms to solve the proposed models. Note that these models are nonconvex, and therefore, we can only wish to find local solutions.
V. OPTIMIZATION ALGORITHMS In this section, we first develop an efficient algorithm based on ADMM for solving the proposed model of H-TenRPCA in Eq. (9) . Then, the algorithm is slightly modified to solve the PG-TenRPCA model in Eq. (10) . Finally, we present the implementation details of our optimization algorithms.
A. Optimization Algorithm for H-TenRPCA
We optimize the H-TenRPCA model using a multi-block version of the alternating direction method of multipliers (ADMM) [53] - [58] . The H-TenRPCA model in Eq. (9) can be rewritten as the following equivalent form:
where the factor matrices U j ( j = 1, 2, 3) are orthogonal in columns. This constrained optimization problem can be solved by its Lagrangian dual form. The augmented Lagrangian function of problem in Eq. (11) can be written as:
where λ f , λ x 0 and λ y are the Lagrange multiplier vectors, and β f , β x 0 and β y are positive penalty scalars. It is difficult to simultaneously optimize all these variables. We therefore approximately solve this optimization problem by alternatively minimizing one variable with the others fixed. This procedure is the so-called multi-block alternating direction method of multiples (ADMM). Under the framework of multi-block ADMM, the optimization problem of L A with respect to each variable can be solved by the following sub-problems: 1) x 0 Sub-Problem: Optimizing L A with respect to x 0 can be treated as solving the following linear system:
where A * indicates the adjoint of A and L = G × 1 U 1 × 2 U 2 × 3 U 3 . Obviously, this linear system can be solved by off-the-shelf conjugate gradient techniques. When AA * = I, this linear system has the following closed-form solution:
where c y = λ x 0 + β x 0 x 2 + e + Vec(L) + A * (β y y − λ y ).
2) G and U i Sub-Problems: The optimization sub-problem of L A with respect to G and U i (i = 1, 2, 3) can be rewritten as:
where X 1 = X 0 − X 2 − E − Ten( λ x 0 β x 0 ). This sub-problem can be solved by the classic HOOI algorithm [45] , [46] .
3) e Sub-Problem: The sub-problem of L A with respect to e can be solved by
where
The sub-problem of L A with respect to x 2 can be solved by the following linear system:
where D * indicates the adjoint of D. Let C b = Ten β x 0 (x 0 − Vec(L)−e)−λ x 0 +D * (β f f −λ f ) . Thanks to the block-circulant structure of the matrix corresponding to the operator D * D, it can be diagonalized by the 3D FFT matrix. Therefore, X 2 can be fast computed by
where fftn and ifftn respectively indicate fast 3D Fourier transform and its inverse transform, |·| 2 is the element-wise square, and the division is also performed element-wisely. Note that the denominator in the equation can be pre-calculated outside the main loop, avoiding the extra computational cost.
Algorithm 1 Optimization Algorithm for H-TenRPCA
5) f Sub-Problem:
The sub-problem of L A with respect to f can be rewritten as
This sub-problem can be solved by the well-known soft shrinkage operator as follows:
where soft(a, τ ) := sgn(a) · max(|a| − τ, 0). 6) Updating Multipliers: According to the ADMM, the multipliers associated with L A are updated by the following formulas:
where γ is a parameter associated with convergence rate with the value, e.g., 1.1, and the penalty parameters β f , β x 0 and β y follow an adaptive updating scheme. Take β y as an example. Let n Res = y − A(x k 0 ) and n Res pre the value of last iteration. β y is initialized by a small value 1e −5 mean(abs(y)) and then updated by the scheme:
where c 1 and c 2 can be taken as 1.15 and 0.95, respectively. Let us denote the rank constraint of U 1 , U 2 and U 3 by r 1 , r 2 and r 3 . The proposed algorithm for H-TenRPCA can now be summarized in Algorithm 1.
B. Optimization Algorithm for PG-TenRPCA
We now slightly modify the Algorithm 1 to solve the PG-TenRPCA model in Eq. (10) . The major modification is that the sub-problem in Eq. (13) is replaced by the following optimization problem:
Algorithm 2 Joint HOOI Algorithm for Minimizing (19) This optimization problem can be converted to the following optimization problem:
where R p ( X 1 ) = Ten(R p x 1 ) and x 1 is the vectorization of X 1 . The optimization problem in Eq. (19) can be approximately solved by alternatively updating the following formulas: (1) , r 1 (21)
where Z p = R p ( X 1 ) The algorithm for the PG-TenRPCA model now can be easily designed through replacing step 3 in Algorithm 1 by solving the optimization problem in Eq. (19) . Additionally, the clustering, or say the updating of R p ( p = 1, 2, · · · , K ) is performed every some iterations, e.g., 8 iterations, and the first clustering is performed over an initialized video background.
It is obvious that our proposed models are non-convex and non-separable optimization problems. Therefore, there may exist many local minimizers and a suitable initialization is crucial for attaining the desired solution. Although the convergence of the multi-block ADMM for this kind of optimization problems, to the best of our knowledge, is not guaranteed, the experimental results in Section VI will justify that given a suitable initialization, the proposed algorithms based on the multi-block ADMM with the adaptive scheme can produce satisfactory results. Specifically, for the optimization algorithm of H-TenRPCA, we initialize L by (r 1 , r 2 , r 3 )-Tucker decomposition of Ten(A * (y)) and x 2 by A * (y)-Vec(L). For optimization algorithm of PG-TenRPCA, the result from H-TenPCA algorithm provides a suitable initialization.
C. Implementation Issues
In Algorithm 1, there exist four parameters, i.e., r 1 , r 2 , r 3 and λ, where r 1 and r 2 control the complexity of spatial redundancy, r 3 controls the complexity of temporal redundancy, and λ provides a trade-off between disturbance and foreground modeling. Parameters r 1 and r 2 for factor matrices U 1 and U 2 are empirically taken as r 1 = ceil 5 (H × 0.65) and r 2 = ceil(W × 0.65) in all conducted experiments and we indeed find this setting works fairly well. Actually, such selected r 1 and r 2 can make the AccEgyR index attain the ratio over 0.9 for various natural images and we have showed some examples in Fig. 2(d) . For r 3 and λ, it is required to carefully tune them for testing data sets. We empirically found that our algorithm will achieve satisfactory performance when r 3 is taken as the value 1 for the real-world data sets and λ is taken in the range [0.01, 0.1].
In the optimization algorithm for PG-TenRPCA model in Eq. (10), we need to set nine parameters, i.e., the size of 3D patch w, the size of search window around one patch S, the number of collected similar 3D patches N, the sliding distance d, the rank parameters r 1 , r 2 , r 3 , r 4 , and the traded-off parameter λ. Empirically, w, d, S and N are respectively taken as 8, 7, 36, and 45 [49] , [50] . The rank constraint parameters r 1 , r 2 , r 4 are respectively set to 8, 8, and ceil(45 × 0.45).
Here r 4 = ceil(45 × 0.45) implies that our algorithm makes low rank approximation due to the large redundancy hidden in the similar patches. Similar to Algorithm 1, we only need to carefully tune r 3 for temporal complexity and the trade-off parameter λ. We empirically found that r 4 is taken as the value 1 for the real world data sets, and λ is taken in the range [0.05, 0.1]. It is worth noting that in order to reduce the computational cost, the clustering is performed by the K-nearest neighbor method. Specifically, for each 3D patch of the patch set S, we search N similar 3D patches as a cluster from a big window around this 3D patch.
VI. EXPERIMENTAL RESULTS
In this section, we will conduct experiments on synthetic and real video datasets to demonstrate the superiority of two proposed models, i.e., H-TenRPCA and PG-TenPCA, over the existing state-of-the-art approaches for the BSCM task. All the experiments are performed using MATLAB (R2013a) on workstations with dual-core Intel processor of 2.90 GHz and RAM of 30 GB equipped with Windows 7 OS. The parameter tuning is performed by grid search for our proposed methods as well as the compared methods such that the following averaged PSNR index over video frames achieves the best value.
We first introduce the evaluation measures. We use F-measure to assess the detection performance of video foreground, and the peak signal-to-noise ratio (PSNR) and the structural similarity index (SSIM) to measure the reconstruction accuracies. F-measure is defined as: F-measure = 2 precision·recall precision+recall , where recall and precision are defined as: recall = #correctly classified foreground pixels #foreground pixels in ground truth , precision = #correctly classified foreground pixels #pixels classified as foreground . PSNR and SSIM commonly measure the similarity of two images in intensity and structure respectively. PSNR is defined as: PSNR := 10 × log 10
where I i j andÎ i j are respectively the intensity values of the original and reconstruction images at the pixel (i, j ). SSIM measures the structural similarity of two images; see [59] for details. We use averaged PSNR and SSIM over video frames to evaluate reconstruction performance of video volume. Higher values of F-measure, PSNR and SSIM indicate the better performance.
A. Data Sets
1) Synthetic Data: The SABS 6 (Stuttgart Artificial Background Subtraction) dataset is an artificial dataset for pixelwise evaluation of background models. The dataset consists of video sequences for nine different challenges of background subtraction. The basic class of nine different challenges is used to evaluate our proposed approach. We collect 128 frames (say, NoForegroundDay0001→NoForegroundDay0128) from the SABS-basic data, and then scale each frame into an image of size 128×128 as a frame of the true background. Similarly, we choose 128 frames (say, GT0807-GT0934) as the foreground from SABS-GT data and then transform the intensity of these gray images into the range from 200 to 255 for visual contrast to the background. Then, it is easy to obtain the original video volume X 0 by combining the background X 1 and the foreground X 2 . The example video shown in Fig. 2 is from this dataset.
2) Real Data: We collect a set of real world videos from CAVIAR dataset [60] , I2R dataset [61] , UCSD dataset [62] , and CD.net dataset [63] . These data sets include various real world scenes ranging from the simple scenes with static backgrounds to the complex scenes with camera jitter or intermittent object motion. From these data sets, we choose three categories of videos for testing our approach: static background ( Fig. 6(a)-(m) ), shadow (Fig. 6(n)-(q) ), and dynamic background (Fig. 6(r)-(t) ). For each video, 128 gray-scale video frames are chosen as video volume for our experiments. 6 http://www.vis.uni-stuttgart.de/index.php?id=sabs 
B. Empirical Analysis for Algorithm Convergence
We provide an empirical analysis for the convergence of the proposed optimization algorithms on a synthetic video shown in Fig. 2 , and a real video "ShoppingMall" shown in Fig. 6(c) . The relative change relChgA :=
and the relative error relErrA := A k −A 0 F max(1, A 0 F ) are used as the assessment index of algorithm convergence, where A k is the result in k-th iteration and A 0 is the ground-truth result.
In Fig. 7 , we show the curves of the relative change and the relative error of video volume X 0 and video foreground X 2 for algorithms H-TenRPCA and PG-TenRPCA, where the sampling ratio is set as 0.04 (1/25) and 0.05 (1/20), respectively. relChgX 2 denotes the relative change of video foreground X 2 . In Fig. 7(a)-(b) , we show the convergence results of H-TenRPCA and PG-TenRPCA on the synthetic video, and in Fig. 7(c)-(d) , the convergence results on a real video. Note that in Fig. 7(c)-(d) , we do not provide the convergence results for the relative error of video foreground, because the groundtruth video foreground for real data is unknown.
Generally, the relative change converges to zero when the number of iterations is high, and the corresponding relative error w.r.t. ground-truth gradually decreases to a stable value. From Fig. 7(a) and (c), we observe a significant jump of relative change for video foreground relChgX 2 between iterations [60, 100] , and the jump corresponds to a large decrease of relative error shown in the right subfigures of Fig. 7(a) and (c). Thus this jump corresponds to a sudden significant improvement on the foreground estimation during the optimization procedures. From all subfigures in Fig. 7 , we observe that the curves of all assessment indices reduce to a stable value when the algorithms reach a relatively high iteration number, which suggests that the proposed algorithms well converge empirically.
C. Comparison With Existing Popular Methods
We compare our models H-TenRPCA and PG-TenRPCA with three existing popular methods: SpaRCS [19] , SpLR [21] and ReProCS [20] . The SpaRCS and SpLR methods are both batch-based approaches as ours that process a batch of video frames, i.e., a video volume, as a whole. Whereas, ReProCS is an online method that processes the video frames sequentially. It requires to use the training video frames to initialize a video [19] and SpLR [21] on synthetic data and real data sets. Considering the feasibility on current chips of CS cameras, the randomly permuted Walsh-Hardmard in the frame-wise manner is chosen as compressive operator. That is, the compressive operator is chosen as D d · H d · P d (d = 1, · · · , D) for all compared methods. The sampling ratios are set as two high levels 1/5 and 1/10, and three low levels 1/20, 1/25 and 1/30 for assessing the reconstruction and separation performance of all compared methods. For illustrating the merits of tensor modeling technique, we also compare the degenerated version of our method H-TenRPCA, where video background is modeled by a low rank matrix instead of a tensor on the synthetic video data. The degenerated version is dubbed as H-MatRPCA.
We show the quantitative results of all compared methods with different sampling ratios on the synthetic data in Table II . The averaged PSNR and SSIM values indicate the reconstruction performance of the original video, and the averaged F-measure values indicate the separation (or detection) performance of video foreground. We observe that, when the sampling ratio is taken as a high value of 1/5, all methods can reconstruct the original video and detect a satisfactory silhouette of video foreground. When the sampling ratio goes down, our proposed models perform consistently better than all the compared methods. First, our tensor based models work significantly better than the conventional methods, i.e., SpaRCS and SpLR, and also the matrix version of our model, i.e., H-MatRPCA. Second, the PG-TenRPCA model that is based on video patch groups works better than the H-TenRPCA model that takes the video volume as a single tensor. Figure 8 (a) and (b) show the visual results when the sampling ratio (SR) is taken as 1/5 and 1/25 respectively. The last column shows the ground-truth videos and silhouettes of video foregrounds. It can be observed that, when the sampling ratio is a low value of 1/25, the SpaRCS method totally fails in reconstructing the original video and detecting the moving car. Although the SpLR method can produce It is worth noting that, compared with other methods, the reconstructed video by PG-TenRPCA is very clear and sharp due to the powerfulness of nonlocal self-similarity prior.
We also present the quantitative results of all compared methods on a real captured video "ShoppingMall" with labeled foregrounds in several video frames in Table III . The visual comparison results on this video are shown in Fig. 9 . Compared with the synthetic video, this video is more challenging due to the multiple walking persons in the video. From the Table III and Fig. 9 , we can observe that, when the sampling ratio is taken as a high value of 1/5, all methods except the SpaRCS method can reconstruct a high-quality video and detect relatively satisfactory silhouettes of the walking persons. The SpaRCS method failed in detecting the walking persons in Fig. 9(a) , which might be because of the insufficiency of the simple sparse prior used for video foreground in SpaRCS. When the sampling ratio goes down, the SpLR method also failed in detecting moving objects. However, our proposed H-TenRPCA and PG-TenRPCA models can still produce satisfactory results. Moreover, compared with the H-TenRPCA method, the PG-TenRPCA method works better both visually and quantitatively, because it uses a well-designed patch-based prior, i.e., the nonlocal self-similarity, to model the patch-level correlations of video background. As shown in Fig. 9(b) , the reconstructed region indicated by the red box is more clear and sharper than the region indicated by the light blue box (Best seen in the zoom-in version of pdf), which can be further illustrated in Fig. 10 .
We further provide more experimental results on various real videos to demonstrate the effectiveness of our proposed models, especially for the low sampling ratios. In Table IV and Table V , we show the quantitative results on multiple real videos with sampling ratio of 1/25 and the averaged quantitative results on these videos with different sample ratios respectively. Observed from Table IV, our tensor-based models perform significantly better with much higher PSNR, SSIM and F-measure values than all the compared methods at a low sampling ratio of 1/25. From Table V , we observe that, our proposed models work overall better across different sampling ratios. At a high sampling ratio of 1/5, the compared methods of SpaRCS and SpLR can also reconstruct the original video and detect foregrounds with gracefully high values of PSNR, SSIM and F-measure, but still significantly lower than ours. When the sampling ratio goes down, the models SpaRCS and SpLR fail to well reconstruct the videos and separate the video foregrounds, but our proposed models of H-TenRPCA and PG-TenRPCA can still perform very well with high values of PSNR, SSIM and F-measure. Moreover, the PG-TenRPCA model is superior over H-TenRPCA on average. In Fig. 11 , we further visually show the results of reconstruction and separation by different methods on real six videos. Figure 11 (a)-(c) show results of three videos with a high sampling ratio of 1/5, and Figure 11 (d)-(f) show results of three videos with a low sampling ratio of 1/25. We can see that when the sampling ratio is high, all these methods can produce a good result except that the SpaRCS method detects incomplete silhouettes of video foregrounds. When the sampling ratio is low, the SpaRCS method totally fails and the SpLR method can reconstruct the video backgrounds but its detected video foregrounds are blurred and incomplete. However, the proposed H-TenPCA and PG-TenPCA models can well reconstruct a sharp video and detect a relatively complete video foreground on each example.
2) Comparison With the Online Method ReProCS:
We also compared our methods with the ReProCS method on four videos (synthetic video, Pedestrians, Cubicle, and Office). For each video, we can find a frame sequence of video background to train an initialized background for the ReProCS method. The compressive operator is chosen as the randomly permuted Walsh-Hardmard transform in the frame-wise manner, but set as the same for each frame because of the constraint of the ReProCS method on compressive operator, i.e., A d = D · H · P (d = 1, 2, · · · , D). The sampling ratios in this group of experiments are set as 0.75, 0.5, and 0.25, respectively.
We exhibit the reconstruction and separation results in Table VI . From this table, we can find that our proposed methods almost outperform the ReProCS method in terms of F-measure index for video separation (foreground detection). This good detection performance on video foreground can be attributed to the favor of spatio-temporal continuity from 3D total variation. Moreover, for video reconstruction, the PG-TenRPCA method is superior over methods H-TenRPCA and ReProCS in terms of PSNR and SSIM indices. Additionally, when the sampling ratio is very low, on some videos, e.g., the synthetic video and video (p), the ReProCS method can reconstruct a better video than the H-TenPRCA method in terms of SSIM and PSNR indices. This is because the pretrained video background provides sufficient information for the ReProCS method; however, for our proposed methods, the pre-training procedure is not required. These findings can be further supported in Fig. 12 , where we exhibit the reconstruction and separation results of one video with a high sampling ratio of 0.75 and a low sampling ratio of 0.25.
D. Effect of Compressive Operators
In this subsection, we will report the reconstruction and separation performance of our proposed models based on the measurements of videos captured with different compressive operators. The compressive operator is chosen as the randomly permuted Walsh-Hardamard transform in the holistic and frame-wise manner (WHT-h and WHT-f), and the randomly permuted noiselet transform in the holistic and frame-wise manner (Noiselet-h and Noiselet-f), respectively.
In Table VII and VIII, we show the quantitative results of the proposed models with different sampling ratios on the synthetic and "ShoppingMall" video, respectively. From these two tables, we can observe that when the sampling ratio goes down, the results based on these four compressive   TABLE VII   EFFECT OF COMPRESSIVE OPERATORS ON THE SYNTHETIC VIDEO   TABLE VIII EFFECT OF COMPRESSIVE OPERATORS ON THE "SHOPPINGMALL" VIDEO operators deteriorate in terms of PSNR, SSIM and F-measure; the results based on WHT-h (WHT-f) is comparable to those based on Noiselet-h (Noiselet-f); and the results based on the compressive operator in the holistic manner (WHT-h and Noiselet-h) are slightly better than those based on the frame-wise compressive operator. It is worthy to point out that our proposed models can be incorporated with any compressive operator in the same framework.
VII. CONCLUSION In this paper, we proposed a novel tensor-based robust PCA approach for background subtraction from compressive measurements, in which Tucker decomposition is utilized to model the spatio-temporal correlation of the background in video streams, and 3D-TV is employed to characterize the smoothness of video foreground. Furthermore, we proposed an improved tensor RPCA model that models the video background as several tensors over groups of similar video patches, taking advantages of the strong correlations of these patches in each patch group. Extensive experiments on synthetic and real-world data sets are conducted to demonstrate the superiority of proposed approaches over the existing stateof-the-art approaches.
In the future work, we are interested in the following research directions. First, model the layers of the foregrounds using mixture of Gaussian to enhance its encoding capability for complex configured foreground. Second, develop better model for the complex background, such as dynamic background with illumination change, smog or snow, and so on. Third, incorporate the motion of cameras into our proposed models. Finally, develop online version of our approach to make it more effective, thus facilitating the further use for more practical scenarios. APPENDIX This optimization problem can be approximately solved by the alternating direction method (ADM). Firstly, fixing the orthogonal factors U 1 p , U 2 p , U 3 , and U 4 p , we have
Then, using the solution of G p we further derive that
The factor matrix U 1 p can be estimated by maximizing
F with respect to U 1 p . It then easily follows that U 1 p = SVD R p ( X 1 ) × 2 U T 2 p × 3 U T 3 × 4 U T 4 p ) (1) , r 1 . Here, SVD(A, r ) indicates top r singular vectors of matrix A. Likewise, we can obtain the solutions for factor matrixes U 2 p and U 4 p . Finally, the factor matrix U 3 can be estimated by maximizing p ||R p ( X 1 )
It is easy to find that U 3 3) and eigs(A, r ) indicates top r eigen vectors of matrix A.
