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Abstract Research in the area of robotics has made avail-
able numerous possibilities for further innovation in the
education of children, especially in the rehabilitation of
those with learning difficulties and/or intellectual disabilities.
Despite the scientific evidence, there is still a strong scepti-
cism against the use of robots in the fields of education and
care of people. Here we present a study on the acceptance of
robots by experienced practitioners (specialized in the treat-
ment of intellectual disabilities) and university students in
psychology and education sciences (as future professionals).
The aim is to examine the factors, through the Unified Theory
of Acceptance and Use of Technology (UTAUT) model, that
may influence the decision to use a robot as an instrument
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in the practice. The overall results confirm the applicability
of the model in the context of education and care of chil-
dren, and suggest a positive attitude towards the use of the
robot. The comparison highlights some scepticism among
the practitioners, who perceive the robot as an expensive and
limited tool, while students show a positive perception and
a significantly higher willingness to use the robot. From this
experience, we formulate the hypothesis that robots may be
accepted if more integrated with standard rehabilitation pro-
tocols in a way that benefits can outweigh the costs.
Keywords Socially assistive robotics · Rehabilitation and
therapeutic tools · Unified theory of acceptance and use of
technology (UTAUT) · Practitioners acceptance
1 Introduction
Recent technology advances and research achievements have
boosted the area of robotics and resulted in a fast grow of
possible applications, with a concrete impact on the everyday
life of the common people. Among the applications in social
contexts those regarding education and care of children have
received particular attention thanks to evidence from several
studies and more affordable new robotic platforms.
Despite the scientific success and increasing evidence and
applications, it seems that the majority of people is still scep-
tical or even against the application of robots in real contexts
like education and care of children. For example, accord-
ing to a recent survey [1], European respondents indicated a
positive attitude towards robots, but 60 % of them said that
robots should be banned from the area of care for children,
the elderly and the disabled. Furthermore, only 3 % said that
robots in education are a priority, while 34 % specifically
stated that they should be banned from education. This is
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perhaps related to the common perception of robots as tech-
nically powerful but dangerous machines, which are mainly
useful in space exploration, in military applications and in
industry where there are no human beings around or just the
ones that are employed to control them. We must say that
the survey was very general and participants were given only
very limited information about the concept of robots and how
they could be used. The European study [2] did not elaborate
on the term disability; therefore, it seems reasonable to expect
that the negative sentiment is bigger the more the disabled
person is seen to be cognitively compromised [3].
Public perception of an emerging scientific and technolog-
ical product is important for the acceptance of such a product.
Ethical studies based on public surveys toward using robots
in eldercare and other applications showed a high acceptance
for pet-like therapeutic robot, the human-like care robot, and
a surveillance care robot [4]. But it also reported a rejection
in the case of a bathing robot because of the judgment that
the robot-based action would be inferior to the human-based
action and that it would take away jobs from human work-
ers. However at the same time, social robots are seen as a
possible way to address the human resource and economic
pressures on health care systems, but several studies stressed
that care workers assisting the elderly should not be replaced
by robots [5,6].
A Swedish study [7] concluded that “people were glob-
ally positive towards the idea of intelligent service robots,
which were seen as “domestic machines” that can be “con-
trolled” and do mainly household tasks”. In fact, Dautenhahn
et al. [8] found that people would want a companion robot
more as a servant (e.g. 96.4 % wanted the robot to be able
to do household jobs), but not a friend whereby young peo-
ple were more inclined toward the friend role (i.e. 10.7 % of
participants wanted the robot to be able to look after their
children).
However, this negative attitude is one of the biggest chal-
lenges that scientific research must address to be successful
in giving real benefits in the field of education and care of
children. To fill this gap, there have been many studies on the
factors that can influence the acceptance by potential users
and on how it can be increased. Among the objectives of
current robotics research is the adaptation of the robot appear-
ance and behaviours in order to improve the acceptance by
the user [9,10]. Taking into account this scenario, we focus
our research on the acceptance by practitioners that work on
a daily basis with children with intellectual disabilities, and
on a group of university students from two classes concerned
with social professions: education and psychology.
The study was conducted using a platform for Socially
Assistive Robotics (SAR) and a questionnaire based on
the Unified Theory of Acceptance and Use of Technology
(UTAUT) model. The objectives of the research are to con-
firm the reliability of the UTAUT model and its applicability
in the context of education and care of children, and to
evaluate the acceptance of robotics by individuals who are
currently working in, or will work in the future, in the educa-
tion of children with developmental disabilities. In particular,
we aim to identify the factors that may influence the actual
use of robotics in their profession, because we believe that
this will greatly contribute to the design of robots and their
actual application in social contexts.
The paper is organized as follows: Sect. 2 presents the
scientific background and Sect. 3 presents the material and
methods adopted in our research. In particular, after a brief
description of the SAR field and the technology acceptance
model used, Sect. 3 details the sample of practitioners and
students interviewed, the robotic platform and the proce-
dures followed to carry out the experiment and to analyse
the data. Section 4 shows the results of the analyses about
the acceptance by participants interviewed with a particular
emphasis on the comparison between the two groups consid-
ered. Section 5 discusses the results and gives our explanation
in relation to previous literature. Finally, Sect. 6 gives the
conclusion and presents the direction of future work.
2 Related Work
The term “robotics” encompasses a variety of research sub-
areas. One subarea is termed Social robotics and involves
robots that engage in some form of social interaction with
humans, through speech, gestures, or other means of com-
munication [11]. Another subarea of robotics is Assistive
robotics, which generally involves robots that aid people
with disabilities, mainly for the physical and neurodevelop-
mental disabilities [12]. Socially Assistive Robotics (SAR)
is a fast emerging field that develops from the intersec-
tion of these two and involves robots that are designed to
help through advanced interaction driven by user needs (e.g.
tutoring, physical therapy, daily life assistance, emotional
expression) via multimodal interfaces (speech, gestures, and
input devices) [13].
Because of the multifaceted expertise required to develop
socially assistive systems, the field of SAR is naturally
interdisciplinary and shares its challenges with robotics,
physiology, psychology, and sociology, among other fields
[14]. Also from a technological point of view, SAR merges
various topics, such as mechatronics, artificial intelligence,
and real-time control issues [15,16]. Indeed, SAR is cur-
rently tested in many fields of application with three primary
roles: companion, coach, and play partner. For instance, these
robots can assist in tasks ranging from coaching elderly
patients in physical exercise to guiding visitors through
museums [17,18]. In the field of education and care of
children, SAR research mainly focuses on the therapeutic
applications for children with developmental disabilities, like
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those affected by Autism Spectrum Disorder (ASD) [19–
23]. SAR was also successfully applied to personalise health
education for children with diabetes [24–26] to assist either
teachers in telling pre-recorded stories to preschool children
[27] or parents in home education [28].
An important goal of SAR research is the production
of permanent benefits that last after the robot is no longer
physically present. It is fundamental to understand how inter-
actions with robots and skills learned or rehearsed with an
SAR system can be translated into real-world situations and
to interactions with other people [29].
Recently, Benitti [30] reviewed the scientific literature on
the use of robotics in schools and suggested that educational
robotics can act as an element that enhances learning, if
appropriately used. In particular, robotic assistants have the
potential to overcome concerns about the physical effects
of children’s use of computer-based tools [31], because
they encourage children to be mobile during a game (e.g.
[32]). As an example, Fridin et al. [33] show that preschool
children are more involved in a motor task when they
interact with a robot rather than with a virtual agent. The
robot can be a practical learning partner that motivates stu-
dents in learning and elicits learning performance naturally
[34].
Researchers have shown that a robot companion can help
to improve engagement and elicit novel social behaviours in
children with developmental disabilities, for instance with
ASD [22] and Down-Syndrome (DS) [35]. Lehmann et al.
[35] have also worked to combine behavioural interven-
tion approaches with assistive technology, where established
teaching methods are employed to elicit skills using a
robot.
Robots create opportunities not only to learn from a non-
threatening, three-dimensional inanimate object, but also
to learn through interaction with other human beings, thus
encouraging autonomous social behaviour [27]. This has
enabled robots to help with a variety of human-like func-
tions, as well as to aid with the goal of improving social
skills in individuals with disability [36].
The “WikiTherapist Project” is a very ambitious project
which used the humanoid robot NAO [37]. This project
aims to empower health researchers/practitioners with robot
assistants or mediators in behavioural therapies for chil-
dren with ASD. The goal of the project is to create a
web-based community of therapists and robot practition-
ers who co-create robot behaviours and scenarios with
different complexity. The expected result is a robotic envi-
ronment that is easy to control by non-specialists, which is
equipped with a library of behaviours, and scenarios that are
found useful for behavioural training of people with ASD
[38].
Also, a small humanoid robot is used in a pediatric hospi-
tal to implement cognitive-behavioural strategies (distraction
and blowing) while children received a flu vaccination from
practitioners [39]. A humanoid robot provides a highly
engaging and entertaining distraction that is able to divert
children’s attention away from their worry of fear and pain
of the vaccination. Thus, it was hypothesized that children
who were distracted by a robot during their flu vaccination
would experience lower levels of pain and distress than chil-
dren without such distraction [40,41].
As we have seen, a robot will need to be programmed for
different relevant tasks during treatment; for practical pur-
poses, it would be ideal for therapists to have the ability
to complete this programming themselves. Therefore, thera-
pists and other users must be able to manage and understand
how to use the robot for a variety of clinical needs. One poten-
tial concern is that the technological knowledge needed in
order for mental healthcare consumers (e.g. patients, thera-
pists) to use robots effectively may be beyond the existing
skill sets of some users. The goals of the research endeav-
ours are to create systems that can be easily and readily used
for treatment applications to increase the acceptance of these
instruments [29].
Research about robotics acceptance have often seen older
people in assisted living scenarios as the main focus (e.g.
[42–45]), but relatively few studies have been conducted
with other participants such as children or their educators
[46] and caregivers. In general robot acceptance by younger
children is difficult to assess because it is not possible to reli-
ably administer the common questionnaires, thus acceptance
factors are indirectly derived observing the interaction [47].
School children’s perceptions and evaluations of different
robot designs were studied by Woods [48]. A large sample
(N=159) of children evaluated 40 robot images and judged
human-like robots as aggressive, but human-machine robots
(i.e. with human-like features in addition to some machine-
like traits) as friendly. This result on children’s perceptions of
the robots’ behavioural intentions provided tentative empir-
ical support for the Uncanny Valley, hypothesized by Mori
[49]. The Uncanny Valley is a phenomenon in the field of
aesthetics which affirms that when features look like, but
not exactly, natural beings, this may generate a response of
repulsion among some observers [50].
In a recent study for employees of a disability service
organization, with an online-delivered exploration without
a real robot, the most participants believed that robots
cannot replace the human touch, human interaction, or emo-
tional companionship, and that they cannot (should not)
replace human workers in the disability setting. Also, many
expressed concerns about safety, normality for disabled peo-
ple, and artificial interactions [3].
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3 Material and Methods
3.1 Technology Acceptance Models and Hypotheses
The first studies on technology acceptance1 modelling usu-
ally can be traced back to Davis with the Technology
Acceptance Model (TAM) [51]. According to this model,
which has been used for different types of technology, the
user perception of utility and ease of use of a system deter-
mines the intention and afterwards the actual use of the
system itself. Subsequently Venkatesk et al. [52] published
an inventory of current models and factors and presented
a model called Unified Theory of Acceptance and Use of
Technology (UTAUT) in which all relevant factors were
incorporated. An extensive literature review has been con-
ducted by de Graaf et al. [53] and they provided an overview
of variables influencing the acceptance of social robots cat-
egorized by utilitarian variables, hedonic variables, user
characteristics, social normative beliefs and control beliefs.
In this study, our objective was to evaluate the participant
perception, attitude and intention of use a SAR platform in
their profession. To this end we adopted the UTAUT model as
proposed by Heerink et al. [54], which has been widely used
for the evaluation of SAR platforms and has been found to
be highly reliable in several previous studies (among others:
[25,55–58]).
Heerink et al. [56] show the interrelations between con-
structs, which can be used as hypotheses when the model is
used for a specific system. The hypotheses considered here
are as follows:
H1—Intention to use is determined by (a) perceived useful-
ness, (b) perceived ease of use, (c) attitude, (d) perceived
enjoyment, (e) social influence.
H3—Perceived usefulness is influenced by (a) perceived ease
of use (b) perceived adaptability and (c) anxiety.
H5—Perceived enjoyment is influenced by (a) social pres-
ence and (b) perceived sociability.
H6—Perceived sociability is influenced by trust.
H7—Social presence is influenced by perceived sociability.
In total, Heerink et al. [56] defined seven hypotheses when
the entire model is used, but H2 and H4 cannot be applied
in our study, because it was not possible to gather data on
actual use of the system by the participants.
3.1.1 Questionnaire
The UTAUT model uses a structured questionnaire to mea-
sure the variables that can influence the acceptance of
1 With the term “user acceptance” we mean “the demonstrable will-
ingness within a user group to employ technology for the tasks it is
designed to support” [78].
technology. Each possible influence, named “construct”, is
represented by a few questions and the scores for the con-
structs can be mapped and interrelated. For our study, we
used the questionnaire proposed in Heerink et al. [56], in
which we replaced the references to the iCat with the gen-
eral word “robot”. The participants could indicate their level
of agreement to 36 statements on a five-point Likert scale
including verbal anchors: totally disagree (1)–disagree (2)–
neither agree nor disagree (3)–agree (4)–totally agree (5).
The original questionnaire was translated into Italian using
a back-translation process employing a bilingual speaker.
This procedure ensures that meaning and linguistic nuances
are not lost and that the translated version remains as true
to the original construct as possible. Prior to the main study,
a pilot test (N=4) for the questionnaire was conducted to
confirm the clarity of the wording of the questions and of the
instructions. Comments collected during the administration
of the pilot format were employed to create the final version
of the questionnaire. Only question 6 was significantly mod-
ified from the original version of the questionnaire in order
to make it more coherent with the two different groups of
our sample: the word “life” was replaced by “job” or “future
job”, according to the group to be interviewed.
3.2 Experimental Setup
3.2.1 The NAO Humanoid Robotic Platform
The robotic platform used in our experiments is a NAO robot
[59] that is 58 cm tall humanoid robot that looks like a toy. In
the various studies that have used it, this robot was perceived
by the participants as a smart, non-threatening educational
tool [60] with whom children and the elderly can posi-
tively interact [61,62]. The robot speaks with a child’s voice,
expresses emotions (through verbal and non-verbal commu-
nication), and uses proper vocabulary. The NAO robot has
25 degrees of freedom, which allows it to perform a variety
of movements. NAO has pioneered the use of robotic toys
as therapeutic and educational aides and it is widely used
in SAR (e.g. [33,63,64]), particularly in acceptance studies
(e.g. [53,65]).
To program the NAO’s behaviours we used Choreographe,
a development environment provided by the robot manufac-
turer Aldebaran Robotics [66]. The interface is mainly drag
and drop, and allows the programmer to create a sequenced
combination of predefined or custom behaviour boxes to
manipulate the NAO’s joints or attributes, such as its voice
or LED colours. Using Choreographe, we developed a set
of pre-programmed behaviours to allow the robot to interact
with the participants and we installed them on the NAO’s
memory. This way we were able to recall the behaviours
during the experiments through a simple application for
smartphones/tablets that lists all the available behaviours and
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allows sending text to speech. We retrieved some complex
behaviour from the NAO database, like for instance danc-
ing while playing music and an interactive game of picture
recognition. Other custom behaviours were created combin-
ing simple actions with text to speech (e.g. waving the hand
and say goodbye). All the behaviours originally created in
other languages (e.g. the image recognition game) were trans-
lated into Italian. In the image recognition game, the robot
was programmed to identify a printed image, among the
ten stored in its memory (e.g. butterfly, tree, heart, and so
on) and recognize if the one shown was correct or not. The
recognition is communicated to the participant via speech
and gestures. The images were selected to have the highest
reliability of the recognition. Indeed, in our experiment the
recognition rate was 100 %. Images can be rotated, but they
must be fully in the robot field of vision to be recognized.
3.2.2 Participants
The entire research involved 80 participants, all of Italian
nationality. All participants had no previous experience of
interaction with social robotic platforms. Table 1 shows the
descriptive statistics of the groups: 25 educations and reha-
bilitation care practitioners, all of them have obtained at least
a university degree equivalent to a master, and 55 university
students. Practitioners’ professional experience ranges from
2 to 38 years, with an average of 17 years (SD=11.2).
The practitioners group was composed of profession-
als with different specialization (neuro-psychiatrists, clinical
psychologist, educators, and nurses) that work daily with
people (children and elderly) with mental disabilities at the
research and healthcare centre IRCCS Oasi Maria SS of
Troina, located in the province of Enna (Italy). The students
group was composed of two subgroups attending two differ-
ent degree courses: the bachelor of Education sciences from
the University of Enna Kore and the Master in Psychology
(clinical rehabilitation track) from University of Catania. The
Centre and the Universities are located in two neighbouring
provinces of the same region (Sicily), from which the great
majority of the students come from.
Table 1 Descriptive statistics of the sample
Group Sub group Age Gender
Mean Min Max SD M F
Practitioners 41.8 26 63 11.6 5 20
Students Educ 22.8 20 37 5.1 6 12
Psyc 27.1 23 37 3.1 3 34
All 25.7 20 37 4.3 9 46
Total 30.7 20 63 10.5 14 66
3.2.3 Experimental Procedure
The experiment was performed in rooms that had a good
light and there was no background noise. Before the begin-
ning of the experiment, the NAO robot was placed on
a table to ensure good visibility for all participants. The
total time was about thirty minutes and it was divided
into two parts. In the first part, participants took part
in an interactive demonstration of the NAO robot capa-
bilities. In the second part, all participants anonymously
filled the UTAUT questionnaire immediately after the live
demonstration. A final discussion was held to allow par-
ticipants to express their own thoughts and, thus, pro-
vide more information for the research. All participants
of each group or sub-group attended the demonstration
together.
At the beginning of the first part, the use of robots in
the care of children and disabled was briefly presented. The
presentation was carried out in two phases: first a famil-
iar authority (the head of the department for practitioners,
a teacher for the students) listed some of the possible uses
and applications in the education and rehabilitation of chil-
dren with developmental disabilities; then, the researcher
explained the experiment and described the NAO robot func-
tionalities linking them with the possible applications, using
the same words for all groups. At the beginning of the demon-
stration, the robot welcomed the participants and began a
dance to give the opportunity to see the harmony of its move-
ments. Next, the robot proposed that the participants played
an interactive game of image recognition. Sheets with printed
images were placed on the table that a random volunteer
selected and showed to the robot when asked (e.g. “I would
like to see a butterfly”). In our experiments, the robot was able
to recognize all the images presented, but some participants
spent tens of seconds to find the correct position in the robot
field of vision. The game was repeated several times to allow
many participants to actually interact with the robot. After
the game, the robot was placed down on the floor to demon-
strate its walking capability for five minutes. In this phase,
participants could verbally indicate the direction (e.g. they
can say “forward”, “backward”, and “turn” “left” or “right”)
that the robot should go. Finally, the robot thanked the par-
ticipants for attending and for their participation. The final
messages were customized taking into account the different
groups of participants. This was to make the interaction with
the robot more personalized and friendly.
The robot used informal language and expressed enjoy-
ment through body motion and gestures. Not all participants
interacted directly with the robot, but all the spectators were
following the demonstration and interaction sessions with
great attention and we noted the same emotional involve-
ment as they were playing with the robot in first person. In
fact, the Perceived Enjoyment (PENJ) construct was posi-
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Fig. 1 a Students watching the movements of the NAO robot; b stu-
dents playing the picture recognition game
tively scored by the greater majority of the participants. This
behaviour was also noted by Fridin et al. [33]. In all groups,
almost all participants took a picture or a video of the robot
with their own mobile phone/tablet (see Fig. 1a). Figure 1b
shows the students playing the image recognition game.
The same experimental procedure was used for both stu-
dents and practitioners.
3.3 Data Analyses
To process the results we employed two sets of analyses.
The first set aims to validate the questionnaire and to test the
UTAUT model hypotheses in the context of education and
care of children with developmental disabilities. The other
set of analyses aims to compare the groups and perform qual-
itative analyses on the acceptance by the practitioners and the
students.
The UTAUT data were processed as follows:
• Reliability of the questionnaire was established by calcu-
lating Cronbach’s alpha for the items of each construct.
We consider an acceptable alpha value if it is greater than
.600, while a solid construct would have an alpha of at
least .700 (for details see [67]).
• When a construct consisted of more than two statements,
we tested what the alpha score would be if one or more
questions are omitted. If a more solid argument is obtained
the statement is removed from the calculation of the con-
struct score.
• The scores for each construct were calculated by averaging
the scores on the items.
• Hypotheses were tested with correlations (exploratory
analysis) and linear regression analysis (confirmative). For
each hypothesis, we established the R2 value, which can
be used as an indication of the predictive strength of the
model.
• Correlation scores of each construct with age of partici-
pants were calculated to evaluate the possible impact of
this variable on the results. Age was found to significantly
(p<.05) correlate to the Intention to Use (ITU) by Heerink
[68].
Group comparisons and qualitative analyses on the accep-
tance were performed with the following measures:
• A positive perception (POS) of a participant is assumed
when the construct score is greater than 3, while a neg-
ative perception (NEG) is when average score is lower
than 3. Otherwise, the perception is considered neutral.
• Basic descriptive statistics (minimum and maximum
scores, mean and variance) and of positive and negative
perception (percentage).
• The Mann–Whitney U (a.k.a. Mann–Whitney–Wilcoxon)
test was preferred to test the independence of the sam-
ples, because it’s more general applicability and, thus,
reliability when samples have different distribution, size
(i.e. number of subjects) and variance [69].
All statistics were calculated using SPSS 21 software.
4 Results
Table 2 shows the constructs included in the questionnaire
and the Cronbach’s alpha for each of them. Note that, in
this article, questionnaire statements are referred to using
the construct code to which they belong, and the number
corresponding to its position in the list. As an example ITU-
10 identifies the 10th statement that belongs to the construct
ITU.
According to Alpha values, the reliability of the majority
of constructs is solid. As reported in the notes (Table 2) we
removed question 1, 2 and 14 to improve the reliability of
the constructs ANX and PAD. Note that SI is formed by only
two items so no improvement was possible, but we consider
that alpha score of .629 as acceptable. The only construct
that we found unreliable is FC, which is lower than .400.
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Table 2 Constructs Cronbach’s alpha
Code Construct Num. Items Cronbach’s alpha
ANX Anxiety 4 .872*
ATT Attitude 3 .762
FC Facilitating conditions 2 .357**
ITU Intention to use 3 .874
PAD Perceived adaptability 3 .741***
PENJ Perceived enjoyment 5 .855
PS Perceived sociability 4 .812
PU Perceived usefulness 3 .831
SI Social influence 2 .629
SP Social presence 5 .729
TR Trust 2 .933 s
*Alpha is improved by removing questions 1 and 2. The score with all
items was .606
**Given the low score, this construct is removed from the other analyses.
Questions are evaluated individually
**Alpha is improved by removing question 14. The score with all items
was .621
This can be due to the limited experience in using the robot
and programming its behaviours. A similar result for FC was
founded by Fridin et al. [57]. For this reason, questions FC-8
and FC-9 are evaluated individually.
The correlation matrix of constructs is reported in Table 3.
Correlations clearly show that the constructs are related each
other, only in a few cases there is not a significant correlation,
while in many others we report a strong coefficient. Using the
correlation scores to explore the hypotheses, we can conclude
that they could be confirmed.
The correlation with age is low and not statistically sig-
nificant (p>.05) for the majority of constructs, including the
ITU, but with the exception of PENJ and PS that seems to be
negatively affected by age. Professional experience is highly
(r=.939, p < .0001) correlated with age of participants and it
correlates with PENJ and PS too. As regards questions FC-8
Table 4 Linear regression analyses (separately for each hypothesis—
N=80)
Hypothesis Independent
variables
Dependent
variable
R2 Beta t
H1 ATT ITU .544 .111 .903
PENJ .169 1.454
PU .505 .154*
SI .051 .547
H3 PAD PU .444 .217 2.521*
ANX .599 6.976*
H5 SP PENJ .566 .762 8.036*
PS −.016 −.164
H6 TR PS .148 .384 3.677*
H7 PS SP .374 .612 6.826*
Significance levels: * p<.05; ** p<.01
and FC-9, considered separately because the unreliability of
the FC construct, they don’t have any statistically significant
correlation with other constructs
Table 4 reports the scores of the regression analyses of the
UTAUT hypotheses for the entire sample. All hypotheses are
confirmed at least partially.
Table 5 presents the descriptive statistics of the constructs:
the minimum (min) and maximum (max) average scores and
the percentage of positive (POS) and negative (NEG) per-
ception of the participants.
The main difference between the two groups is on the
intention to use (ITU), because it determines the actual use
(hypothesis H1). We could say that practitioners were not
convinced to actually use the robot in their job, indeed the
average is below 3 with a higher number of negative than pos-
itive statements: 36 versus 24 %. We noted that practitioners’
highest average score for ITU is 4, i.e. no one in this group
scored a 5. Meanwhile, students show more willingness to
use the robot (i.e. 50 % of ITU statements are above 3).
Table 3 Triangular correlation
matrix among constructs and
age for all participants (N = 80)
AGE ANX ATT ITU PAD PENJ PS PU SI SP
ANX −.039 1
ATT −.009 .352** 1
ITU −.117 .282* .585** 1
PAD −.079 .147 .587** .667** 1
PENJ −.278∗ .327** .700** .584** .598** 1
PS −.336∗∗ .209 .486** .467** .526** .753** 1
PU −.117 .304** .676** .712** .631** .628** .545** 1
SI −.115 .224* .290** .414** .294** .398** .352** .523** 1
SP −.211 .167 .231* .321** .212 .450** .612** .336** .178 1
TR −.041 −.026 .182 .210 .231* .228* .384** .243* .180 .428**
Significant values are in bold
Correlation is significant: * at the .05 level; ** at the .01 level
123
Int J of Soc Robotics
Table 5 Comparison between practitioners and students: constructs analysis
Construct Practitioners Students Mean
Mean Min Max SD POS (%) NEG (%) Mean Min Max SD POS (%) NEG (%) Difference
ANX 4.24 2.50 5.00 0.90 80 8 4.44 2.00 5.00 0.84 87 7 −0.20
ATT 3.45 1.00 5.00 0.98 68 12 3.64 2.00 5.00 0.66 78 11 −0.19
ITU 2.75 1.00 4.00 0.83 24 36 3.18 1.00 5.00 0.82 51 22 −0.44∗
PAD 3.14 1.00 4.50 0.84 52 28 3.38 1.50 5.00 0.76 65 16 −0.24
PENJ 3.46 1.40 4.80 0.82 68 16 4.08 2.20 5.00 0.65 95 4 −0.62∗∗
PS 2.45 1.00 4.00 0.78 16 72 3.20 1.50 5.00 0.82 51 31 −0.75∗∗
PU 3.07 1.00 5.00 0.84 48 20 3.38 1.33 5.00 0.79 64 18 −0.31
SI 2.94 1.00 4.00 0.74 32 24 3.30 1.00 5.00 0.73 53 20 −0.36
SP 2.01 1.00 3.60 0.76 8 80 2.51 1.00 5.00 0.89 24 73 −0.50∗
TR 2.12 1.00 5.00 1.27 24 64 2.06 1.00 5.00 1.02 7 73 0.06
Highest percentages and significant differences are in bold
Mann–Whitney U significance levels: * p<0.05; ** p<0.01
Table 6 Comparison between practitioners and students: single answers analysis
Question Practitioners Students Mean
Mean Min Max SD POS (%) NEG (%) Mean Min Max SD POS (%) NEG (%) Difference
Questions removed from constructs after Cronbach’s alpha analysis
ANX-1 3.48 1 5 1.41 56 28 3.53 2 5 0.97 49 16 −0.05
ANX-2 3.84 2 5 1.07 60 12 3.09 1 5 1.13 36 40 +0.75 **
FC-8 2.52 1 5 1.23 24 48 2.60 1 5 1.01 20 53 −0.08
FC-9 2.16 1 5 1.43 20 68 2.27 1 5 1.15 16 67 −0.11
PAD-14 3.64 1 5 0.81 64 4 3.51 1 5 0.92 60 16 +0.13
Questions with significant differences between groups
ATT-5 3.52 1 5 1.08 56 12 4.11 2 5 0.81 84 5 −0.59∗
ATT-6 3.56 1 5 1.12 56 12 3.02 1 5 0.93 25 22 +0.54 *
ITU-12 2.68 1 4 0.90 16 36 3.33 1 5 0.96 45 13 −0.65∗∗
PENJ-19 3.40 1 5 1.04 48 12 4.27 2 5 0.83 84 4 −0.87∗∗
PS-21 2.36 1 4 1.08 16 52 3.36 1 5 1.01 47 16 −1.00∗∗
PS-22 2.92 1 4 1.00 32 28 3.87 2 5 0.75 76 5 −0.95∗∗
SI-29 2.79 1 4 0.72 8 20 3.30 1 5 0.84 40 11 −0.51∗∗
SP-31 1.96 1 4 1.10 8 60 2.91 1 5 1.34 36 42 −0.95∗∗
Highest percentages and significant differences are in bold
Mann–Whitney U test significance level: * p<0.05; ** p<.01
Table 6 reports the questions removed from the constructs
after the Cronbach’s alpha analysis, and those included in
the constructs that received the most significantly different
answers, in terms of the mean difference between the two
groups, statistical significance (p<.01) and impact on the
constructs. We analysed the single questions removed from
the constructs to avoid losing some information because of
the removal. In fact, none had a statistically significant dif-
ference, with the only exception of ANX-2. In comparison,
practitioners are more self-confident because the majority
of them expressed low (4) or no anxiety (5) to damage the
robot (ANX-2) and they think that the robot would make their
job more interesting (ATT-6). On the other hand, students
strongly support the idea to use the robot (ATT-5), while they
have no particular opinion on ATT-6, probably because they
haven’t a concrete work experience yet. Students consider
the interaction with the robot pleasant (PS-21/22), indeed
practically all of them really enjoyed the demonstration, and
they think that the robot is fascinating (PENJ-19). Vice versa
the majority of practitioners do not consider the robot as a
pleasant conversational partner (PS-21). The factor that has
a more negative influence on the practitioner’s perception of
robot sociability is that they do not think it is actually looking
at them (SP-31). Students have an almost neutral perception
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on SP-31, which is significantly higher than the practition-
ers. A total of 40% of students perceive that there is a social
influence toward using the robot and that they will give a
good impression if they should use the robot (SI-29), while
practitioners are generally neutral (72 %) or slightly negative
(20 %) about this statement. As a final consideration, 45 % of
students say that they are planning to use the robot in their
job while only 13 % are not (ITU-12), while for practitioners
percentages are reversed and the maximum score given to
this question was 4.
Finally, comparing the student subgroups we report that
there are no statistically significant (p>0.1) differences
between the average scores of the constructs according to
the Mann–Whitney U test analysis.
5 Discussion
Results obtained in our study confirmed the reliability of the
UTAUT model and questionnaire in the evaluation of the
acceptance and the intention to use a robotic platform by
professionals involved in the education and care of children
with developmental disabilities.
The correlation and regression analyses confirmed, fully
or partially, the hypotheses of the UTAUT model. In par-
ticular, the analysis shows that Intention to use (ITU) is
influenced by the Perceived usefulness (PU) only. In other
words, the desire to use the robot (or not) is mainly predicted
by the perception that it will enhance and facilitate the educa-
tional and therapeutic process. This is similar to results found
by previous studies [57,70] but only partially confirms the
hypothesis H1 of Heerink et al. [56].
Our analysis supports hypothesis H3, because Perceived
usefulness (PU) is related to anxiety and perceived adapt-
ability. Indeed, the robot adaptability to different contexts
is one of the questions that were asked by some of the par-
ticipants after the demonstration. Hypothesis H5 is partially
confirmed, because Perceived enjoyment (PENJ) is related
only to the Social presence (SP), but not to the Perceived
sociability (PS). However, given that hypothesis H7 is con-
firmed and SP is determined by PS, we can conclude that
Perceived enjoyment (PENJ) is indirectly determined by Per-
ceived sociability (PS). Finally, hypothesis H6 is confirmed
as Perceived sociability (PS) is determined by Trust (TR). In
addition, we found also that perceived enjoyment and socia-
bility correlate with age, that was observed in previous work
[53].
The differences in the relationship between the constructs
with respect to the hypotheses formulated in Heerink et al.
[56] can be explained by the fact that they were focused on
the elderly and their acceptance of a small robot as a com-
panion, while we are investigating its use as an instrument
for professional practice with intellectually disabled.
The Facilitating Conditions (FC) result is clearly lim-
ited by the short time spent with the robot. The answers
are generally negative and reflect the missing knowledge of
the languages and tools to program the robot behaviour. In
this case, we can hypothesize the participant derived their
answers from previous experience with the technology [71].
When we compare the two groups in our sample, we see
a more positive Intention to use (ITU) the robot by the stu-
dents, while this variable is negative for the practitioners. In
particular, the majority of the practitioners said that they are
not planning to use the robot in the near future.
The main factor of this difference is obviously the pro-
fessional experience, which has been found to influence the
teacher intention to use the technology in the classroom [72].
In our sample, professional experience is highly related to age
that we found to affect the perceived sociability (PS). Indeed,
practitioners considered the experience with the robot less
pleasant and, thus, this influenced negatively their accep-
tance and intention to use the robot [73]. Vice versa, students
enjoyed the demonstration and consider the robot pleasant.
Moreover, practitioners have a clearer view than students
of the educational and therapeutic tools available and their
effectiveness. They can easily identify the current technol-
ogy difficulties and limitations, especially with higher levels
of intellectual disabilities and this negatively affects the per-
ceived usefulness. On the other hand, lack of experience leads
the students to accept without questioning what they are told
by the researchers, i.e. that the robot is a good idea (Atti-
tude ATT-5), it is useful for their future work (Perceived
usefulness-PU) and these considerations influences the Inten-
tion to use (ITU) the robot.
We see that students are neutral in ATT-6, while highly
positive in Attitude ATT-5, this is probably because the ques-
tion was directly asking them to predict the impact of the
robot on their future work, so they tend to be neutral.
It should be pointed out that also majority of the practi-
tioners agree that the robot is a good idea, but this does not
determine the Intention to use (ITU), because, as our analysis
highlight, the only factor that determines the Intention to use
(ITU) is the Perceived usefulness (PU), which is negative for
them.
As a confirmation of the relation between constructs, we
underline that average score differences are reflected in the
single questions of related constructs regardless of the posi-
tive or negative perception expressed by the majority of the
group participants. For instance, we recall that SP-31 can
determine PS-21/22 according to hypothesis H7, while PS-
21/22 determines Perceived enjoyment (PENJ) according to
hypothesis H5. We see that students scored 0.95 more than
practitioners in SP-31, in which we see a negative percep-
tion by both groups, then PS-21/22 student average score is
respectively 1.00 and 0.95 higher, in which the majority of
students are positive, while practitioners are negative, and,
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finally, student average scores of PENJ-19 are 0.87 higher
than practitioners and the majority of both groups have a
positive perception.
A factor interrelated with the professional experience is
the Social influence (SI). The comparison shows that there is
a significant difference in the perception of public recognition
achievable by using the robot (question SI-29). This can be
explained by the fact that many students perceived the use
of the robot as enhancing their self-image or social status in
the opinion of significant others, which, in turn, could have
consequences for the user’s acceptance of that innovation
[74,75].
Finally, during the open discussion after filling the ques-
tionnaire, practitioners expressed concern about the cost of
the robot purchase. Similarly, Mutlu and Forlizzi [76] found
that hospital workers have less willingness to use a robot if
perceived benefits are outweighed by the costs, in terms of
economical expense and workload for workers.
6 Conclusions
In this paper we reported the results of a study on acceptance
of robots in the education and care of children by a group of 25
practitioners, specialized in developmental disabilities, and
55 students in psychology and educational disciplines. The
study confirmed the reliability of the UTAUT model and its
applicability in the context of education and care of children.
All participants showed a global positive attitude toward
the use of the robot. The comparison between the two
groups highlights the prevailing scepticism of the practition-
ers, while students show an overall positive perception and
significantly higher willingness to use the robot. The result
is due not only to differences in age (significant only for few
variables), but to the professional experience of the practi-
tioners that allows them to identify practical issues that could
be encountered in the use of a robot with children affected
by severe intellectual disabilities. We hypothesize that prac-
titioners currently perceive the SAR as just an expensive and
limited tool, which may provide a real advancement over
other established techniques only if more synergistically inte-
grated with standard protocols, in a way that benefits can
outweigh the costs. To this end more evidence from the sci-
entific research and integration with therapeutic protocols
are needed to overcome the scepticism and draw firm con-
clusions about the clinical utility of robots [21].
The study is limited by the short amount of time that the
participants spent interacting with the robot; they could be
influenced by the limited previous knowledge of the specific
technology [71]. On the other hand, in this work we were
not testing a specific platform or the actual use of the robot,
but the focus was on their general perception of SAR as a
tool for education and care of children with developmental
disabilities. Another limitation of the study is that possible
applications and different platforms were only described and
linked with the functionalities shown in the demonstration.
Furthermore, the live experience with only one robotic plat-
form could have biased the participant’s perception. In future
work, we will investigate the acceptance and usability of
practitioners showing the real use of different robots as a
therapeutic tool, e.g. with videotaped demonstrations.
We recall that people with different nationalities tend to
rate differently their experiences with robots on usefulness,
enjoyment, sociability, anthropomorphism, and perceived
behavioural control [77], because each culture possesses its
own level of exposure to robots through either media or per-
sonal experiences [9]. For this reason, another direction for
future studies could be to extend the sample with students
and practitioners of different nationalities, in order to assess
the impact of culture on the results.
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