Our goal is to detect boundaries of objects or surfaces occurring in an arbitrary image. We present a new approach that discovers boundaries by sequential labeling of a given set of image edges. A visited edge is labeled as on or off a boundary, based on the edge's photometric and geometric properties, and evidence of its perceptual grouping with already identified boundaries. We use both local Gestalt cues (e.g., proximity and good continuation), and the global Helmholtz principle of non-accidental grouping. A new formulation of the Helmholtz principle is specified as the entropy of a layout of image edges. For boundary discovery, we formulate a new, policy iteration algorithm, called SLEDGE. Training of SLEDGE is iterative. In each training image, SLEDGE labels a sequence of edges, which induces loss with respect to the ground truth. These sequences are then used as training examples for learning SLEDGE in the next iteration, such that the total loss is minimized. For extracting image edges that are input to SLEDGE, we use our new, low-level detector. It finds salient pixel sequences that separate distinct textures within the image. On the benchmark Berkeley Segmentation Datasets 300 and 500, our approach proves robust and effective. We outperform the state of the art both in recall and precision for different input sets of image edges.
Introduction
This paper addresses a basic vision problem, that of detecting boundaries of objects or surfaces occurring in an arbitrary N. Payet · S. Todorovic (B) School of EECS, Oregon State University Kelley Engineering Building, Corvallis, OR, USA e-mail: sinisa@eecs.oregonstate.edu N. Payet e-mail: payetn@onid.orst.edu image. Shape is widely recognized as one of the most categorical object features (Biederman 1988) . Thus, boundary detection is often used as input to a wide range of higherlevel vision tasks, including object recognition (Brice and Fennema 1970; Borgefors 1988; Ferrari et al. 2010) , scene reconstruction from stereo (Porrill and Pollard 1991; Xiong and Jia 2007) , and tracking (Greminger and Nelson 2008) . Aimed as an initial step of diverse vision systems, boundary detection in this paper is not informed about specific objects present in the scene, i.e., about their photometric, geometric, and structural properties. Also, it is not based on any assumptions about number, scale, and layout of objects in the scene.
We make a distinction between boundaries and edges. An edge is defined as a sequence of contiguous pixels passing through a ramp of relatively abrupt changes of low-level image properties, such as brightness, or variations of brightness. A boundary, instead, represents the change in subimage ownership between two distinct objects or surfaces present in the image. Since visible boundaries coincide with a subset of edges in the image, we parse the problem of boundary detection into two subproblems: (a) detecting edges, and (b) identifying which of these detected edges represent object boundaries. Thus, two critical ideas lie at the foundation of our approach, as explained below.
First, we use edges as mid-level image features, since they offer a number of advantages over other feature types, such as patches (Arbelaez et al. 2010) or regions (Donoser et al. 2010) , often used in previous work. Edges are dimensionally matched with object boundaries, and thus naturally facilitate boundary detection. Other types of features typically require additional processing for their mapping to boundaries. A set of extracted edges provides rich information about the spatial extent, and local and global spatial interactions among objects occurring in the image. We formalize this information by using the Gestalt principles of grouping (Palmer 1999; Koffka 1935) .
Second, we build on previous work that shows that it is possible to learn to detect boundaries in arbitrary images [e.g., (Martin et al. 2004; Ren et al. 2008) ]. Given manually annotated training images, our goal is to learn how to optimally combine perceptual-grouping cues with intrinsic properties of the extracted edges for boundary detection. This is challenging because the relative significance of global versus local image properties, as well as the priority ordering of Gestalt laws significantly varies across different scenes.
Our approach consists of the following major steps. Given a set of training images, we first extract edges from each image. To this end, we use our new salient edge detector that finds contiguous pixel sequences that separate distinct textures within the image. A classifier is then learned to sequentially label the edges as on or off a boundary. All decisions made before visiting an edge are used to provide perceptualgrouping evidence for classifying that edge. For example, an edge will more likely be classified as boundary if it is close to, and continues well previously identified boundaries. The classifier is learned so as to minimize detection error with respect to manually annotated ground truth. When a new image is encountered, its edges are extracted, and then sequentially labeled. Empirical results presented in this paper demonstrate that our approach outperforms the state of the art on benchmark datasets, including the Berkeley segmentation datasets (BSD) 300 and 500 (Martin et al. 2001; Arbelaez et al. 2010) , Weizmann Horses (Borenstein and Ullman 2002) , and LabelMe (Russell et al. 2008 ).
Motivation
Psychophysical studies have long demonstrated that early human vision strongly favors certain shapes and configurations over others without high-level recognition Palmer (1999) . Among many theories of perceptual organization that address this phenomenon, Gestalt theory Koffka (1935) , Helmholtz's likelihood principle Helmholtz (1962) , and minimum description length (MDL) Hochberg (1957) have had major impact on computer vision Lowe (1985) . Gestalt theory provides a number of descriptive principles for grouping parts into whole, but does not specify a computational process for achieving this percept. The more formal Helmholtz's likelihood principle specifies the probability of grouping of a set of elements that is low if the placement of the elements is likely to be accidental. MDL provides another related formalism that the grouping should achieve the shortest coding length.
Based on the above theories of perceptual organization, prior work has argued that the key to detecting boundaries in the image is to model the underlying probability distribution governing the ensemble of boundaries and their configurations [e.g., (Zhu 1999; Ren et al. 2008) ]. Such a model would be able to provide quantifiable definitions of perceptual-grouping laws, and their relative significance for boundary detection. To this end, prior work typically resorts to graphical models, such as, Markov random fields (MRF) Zhu (1999) , or conditional random fields (CRF) Ren et al. (2008) . These graphical models are characterized by: (i) the number of random variables (nodes) and their statistical dependencies (graph connectivity), jointly referred to as the model structure, and (ii) parameters of probability density functions associated with the random variables in the model. While this framework is principled, in practice, various simplification and approximation steps are implemented in inference and learning to handle their computational complexity. First, the model structure is typically manually specified (e.g., pairwise connectivity among neighboring image features). This simplifies the learning problem to estimating only model parameters. However, since the parameters depend on the model structure, such learning may be suboptimal. Also, in inference, it might happen that wrong connectivity of image features to their spatial neighbors may overpower correct evidence provided by other far away features. For example, an edge is very likely classified as background when it is connected in a MRF (or CRF) only to background edges. The issues related to hand-picking MRF/CRF structure have already been studied in the object recognition community [e.g., Jain et al. (2010) ; Ahuja and Todorovic (2007) ]. Second, tractable inference of MRFs/CRFs typically requires approximations, e.g., Loopy Belief Propagation, or relatively slow Markov Chain Monte Carlo sampling.
We here depart from the above line of thinking. Our thesis is that sequential perceptual grouping is a valid framework for boundary detection. Our motivation comes from the wellrecognized processes of human perception, where attention is directed to certain salient locations, sequentially, rather than uniformly to all locations at once (Itti and Koch 2001) . We classify one edge at a time based on its properties and the previous sequence of decisions. The ordering in which the edges are visited is data-driven, where edges with higher confidence in decision have proportionally higher priority, and thus help make decisions in subsequent ambiguous cases. Thus, we use a greedy, policy iteration algorithm, and still achieve better results than the state of the art, MRF/CRFbased approaches.
Overview of Our Approach
The main steps of our approach are illustrated in Fig. 1 .
Step 1: Given an image, we use an edge detector (e.g., Canny) to extract image edges.
Step 1 may use any available edge detector, as long as it yields high recall of true boundaries. Our subsequent steps are expected to improve precision of boundary detection. In addition to off-the-shelf Low-level edge detectors, typically output a probability map of occurrence of edges. Analyzing this map at an exhaustive range of values yields a set of distinct edges, at different scales, where some edges may cover the same pixels. (c) The resulting edges are organized in a graph that captures their hierarchical (part-of) and neighbor relationships. SLEDGE sequentially labels each node (i.e., edge) as being on (green) or off (red) an object boundary. (d) The identified boundaries are characterized by SLEDGE's confidence in labeling (darker means higher confidence) (Color figure online) edge detectors, we also use our new salient edge detector. It detects contiguous pixel sequences that separate distinct image textures. The extracted edges are then organized in a graph whose nodes correspond to the edges, and arcs capture their spatial relations. The main purpose of this graph is to facilitate computation of Gestalt cues in the subsequent steps, since the graph stores all relevant spatial relations among the edges. When the edge detector produces a hierarchy of edges, then our graph is accordingly hierarchical, where ascendantdescendant arcs capture the recursive embedding of smaller edges within larger ones, and lateral arcs represent neighbor relations of sibling edges (Fig. 1) . The root of this hierarchical graph is a virtual node, conveniently introduced to indicate that the longest edges in the image are siblings. Nodes and arcs in the graph are characterized by descriptors of edge properties (e.g., saliency, repeatability in the image, collinearity with neighbors, symmetry, etc.).
Step 2: Nodes in the graph (i.e., edges) are sequentially labeled as boundary or non-boundary, based on their descriptors and perceptual-grouping cues. At each edge, both pairwise and global Gestalt cues (e.g., collinearity and Helmholtz principle) are re-estimated relative to the previously identified boundaries. This is made efficient by utilizing the hierarchical graph structure. For sequential labeling of edges we use our new algorithm, called SLEDGE. Training of SLEDGE is iterative. In each iteration, SLEDGE labels a sequence of edges, extracted from each training image as in Step 1. This induces loss with respect to the manually provided ground truth. The training sequences are then used as training examples for learning SLEDGE in the next iteration, such that the total loss is minimized.
Step 3: When a new image is encountered, its edges are sequentially labeled by SLEDGE.
Paper Organization
Section 2 explains our relationships to prior work, and points out our main contributions. Sect. 3 describes intrinsic, pairwise, and global layout properties of image edges that we use for identifying the evidence of Gestalt laws of grouping. Section 4 specifies SLEDGE. Section 5 describes our new edge detector that provides input to SLEDGE. Finally, Sects. 6, and 7 present our experimental evaluation, and concluding remarks.
Prior Work and Our Contributions
This section reviews prior work and outlines our contributions. Our review is organized with respect to the three major contributions of this paper-namely, we first point out the novelty of our approach to boundary detection, then, explain our relationships to previous work on sequential labeling, and, finally, describe our contributions in formalizing the Helmholtz principle of perceptual organization.
Boundary Detection
Prior work has addressed the problem of boundary detection using low-, mid-, and high-level visual cues. Since this paper considers boundary detection with no prior knowledge about objects in the scene, we focus our literature review only on methods that use low-and mid-level features. Methods based on low-level features typically classify small patches, centered at each pixel location, as on or off an object boundary. They use a bank of filters to identify abrupt changes in image texture (Rubner and Tomasi 1996; Morrone and Owens 1987; Canny 1986; Perona and Malik 1990; Will et al. 2000) , and seek the right scale at which these changes occur (Lindeberg 1998; Galun et al. 2007 ). Recent work focuses on learning how to classify descriptors of image patches from manually segmented, training images (Konishi et al. 1999 (Konishi et al. , 2003 Martin et al. 2004; Dollar et al. 2006; . However, unlike image edges that we use as basic features, patches are not dimensionally matched to boundaries. As a result, image patches provide only limited, local information about boundary presence. The key difference from our approach is that they classify fixed, precomputed descriptors associated with patches, independently of one another. Instead, we sequentially classify dynamically changing descriptors associated with edges, where both the descriptor values and classification at each step are based on the previous decisions.
Motivated by the Gestalt theories of grouping in human perception (Palmer 1999; Koffka 1935) , another family of methods use mid-level image features, such as edges and regions, for boundary detection. Edge-based approaches, first, extract a clutter of image edges, and then use the Gestalt principles of grouping to select and link a subset of the edges into boundaries (Williams and Jacobs 1995; Zhu 1999; Sharon et al. 2001; Mahamud et al. 2003; Zhu et al. 2007; Ren 2008; Ren et al. 2008; . Region-based methods, first, identify image regions using, e.g., Normalized-cut, Meanshift, or Maximally stable extremal regions, then, conduct Gestalt grouping of these regions, and finally take contours of the mergers as boundaries (Wang et al. 2005; Yu 2005; Arbelaez 2006; Donoser et al. 2010 ). Due to accounting for more global information in the image carried by mid-level features, these methods typically outperform the patch-based approaches.
Our approach differs in two key aspects. First, some of these methods (e.g., Kokkinos 2010) detect boundaries by iterating two separate steps-namely, classifying each image edge independently based on fixed edge descriptors, and grouping detected boundaries for the next iteration. By contrast, grouping and classifying image edges are not two separate steps in our approach.
Second, the other methods in this family make the assumption that edges (or regions) and their interactions minimize the total energy of a MRF or CRF (e.g., Williams and Jacobs 1995; Zhu 1999; Sharon et al. 2001; Mahamud et al. 2003; Zhu et al. 2007) , and thus unify edge classification and grouping under the MRF/CRF inference. One can also view our approach as a simple form of MAP inference on an MRF (or CRF) over image edges, using relaxation labeling. The labels of some nodes in such a hypothetical MRF/CRF are fixed to sequentially classify another node, until all nodes are labeled. We may iteratively continue relaxation re-labeling of the image edges until certain convergence criterion is met (similarly to Loopy Belief Propagation). The main difference from the aforementioned MRF/CRF-based methods is that they typically conduct the MAP inference of only node labels, given a fixed MRF/CRF graph and fixed unary and pairwise potential functions. By contrast, labeling of each edge, in our approach, dynamically modifies both the connectivity and potential functions of the (hypothetical) MRF/CRF. Thus, in our inference, we estimate both the MAP graph structure and node labels.
More sophisticated MRF/CRF models with adaptive graph structures (Fridman 2003) have recently been used for boundary detection. For example, in Ren et al. (2008) , CRF inference accommodates dynamic changes of the CRF connectivity during loopy belief propagation. They define pairwise potentials only for neighboring boundaries, i.e., edges that are turned "on" in the previous iteration. However, they account only for pairwise Gestalt cues. They ignore important global perceptual grouping cues, which would amount to incorporating higher-order cliques in their CRF.
As our key novelty, using the terminology of the MRF/CRF community, we sequentially re-estimate a higher-order clique of boundaries and their associated potential function. We define this higher-order potential as the Helmholtz likelihood of perceptual organization. Another important difference is that Ren et al. (2008) uses a weighted sum of the CRF's clique potentials, i.e., a linear function of potentials, to label edges. By contrast, our decision function for labeling edges is non-linear, learned by the decision-tree classifier. The advantages of using non-linear decision functions vs. log-linear ones for boundary detection are largely unexplored, and deserve a more thorough investigation, beyond the scope of this paper. Our results demonstrate that even without accounting for global cues of perceptual grouping, we achieve very similar performance (marginally above) to that of Ren et al. (2008) .
Our work is also related to research on tracking edges for boundary detection. This tracking extracts either one boundary given its starting point (Geman and Jedynak 1996; Coughlan and Yuille 2002) , or multiple boundaries without knowing their starting points (Shashua and Ullman 1988; Guy and Medioni 1996; Williams and Thornber 1999; Jermyn and Ishikawa 2001; Mahamud et al. 2003; Felzenszwalb and McAllester 2006) . The edge tracking is typically based on the likelihood that a boundary passes through a particular location in the image, using different edge saliency measures and affinities between them as a function of proximity, curvilinear continuity, and closure (Guy and Medioni 1996; Shashua and Ullman 1988; Williams and Jacobs 1995; Williams and Thornber 1999) . In general, these methods resort to different heuristics: (i) assumptions about the total number of boundaries; (ii) protocols for tracking (e.g., how to start); and (iii) definitions of edge affinities (e.g., using a few Gestalt principles with equally weighted relevance for tracking). Once estimated, these affinities are kept fixed while tracking the edges. For example, in Felzenszwalb and McAllester (2006) , the boundary finding algorithm starts from short edge fragments, and iteratively expands "promising" boundaries, such that their total number is small, and that a total cost of assigning the edges to the boundaries versus background is minimum. Our work differs in several aspects. We use training examples to learn how to estimate affinities between pairs of edges by optimally combining a number of Gestalt cues with intrinsic edge properties. During the course of our sequential edge labeling, the Gestalt cues are adaptively re-estimated with respect to the previously identified boundaries, and thus our edge affinities are continually changing. Also, we use training examples to learn how to optimally track edges under their dynamically changing affinities.
Sequential Labeling
Sequential edge labeling can be viewed as an instance of the structured prediction problem, where the goal is to predict a (large) collection of related output variables for a given input. A number of structured-prediction formulations are popular in computer vision, including, e.g., CRF (Lafferty et al. 2001) , SVM-struct (Tsochantaridis et al. 2005) , and M 3 N (Taskar et al. 2004) . Recently a new computational framework, called SEARN, has been presented in Daume III et al. (2009) . SEARN is aimed at integrating search and learning for solving complex structured prediction problems. This general framework is particularly well-suited for our objectives, because it transforms a structured prediction problem into a sequential classification problem, and provides a strong theoretical guarantee that good performance on the derived sequential classification implies good performance of the original structured prediction. As a major advantage over the above formulations, SEARN makes no assumptions about the underlying structure and statistical dependencies of the output variables (e.g., no need for factorizing the joint probability distribution of the output variables, as in CRF). In our case, this means that SEARN will allow relaxing the assumptions (i-iii), frequently made by previous work, reviewed in Sect. 2.1, about the total number and layout of boundaries in the image. For these reasons, we use the general framework of SEARN to develop a new algorithm for sequential labeling of image edges, called SLEDGE.
Helmholtz Principle of Grouping
Most methods in computer vision focus on Gestalt laws of grouping, whereas other theories of perceptual organization have received scant attention. This is, in part, due to the wellknown difficulties associated with formalizing quantifiable models of these theories. For example, only a few approaches to object boundary detection use the Helmholtz likelihood principle (Desolneux et al. 2000 (Desolneux et al. , 2001 (Desolneux et al. , 2003 . It states that a grouping as a whole is perceptually "meaningful" if it rarely occurs in a random situation. To define "meaningfulness" of a spatial configuration of edges, existing work typically defines an a priori distribution of edge layouts [e.g., binomial distribution (Desolneux et al. 2000) ], under the assumption that the edges are statistically independent. They declare a specific configuration as ε-meaningful if the expectation of this configuration is less than ε. In this paper, we relax the independence assumption, and use the entropy of the spatial configuration of edges to globally characterize their layout as a whole. As shown in this paper, relatively low values of this entropy indicate "meaningful" layouts of edges, whereas higher entropy values are obtained for spatial configurations of edges belonging to background clutter. This allows efficient and robust classification of edge layouts as "meaningful" or clutter by our SLEDGE. Thus, instead of committing to the relatively harder task of estimating the prior of edge layouts, as in Desolneux et al. (2000 Desolneux et al. ( , 2001 , we formalize the Helmholtz principle within the discriminative framework of our SLEDGE.
2.4 Our Contributions 1. We formulate a new policy iteration algorithm, called SLEDGE, and use it for labeling edges. SLEDGE introduces a number of modifications to the original SEARN framework, presented in Daume III et al. (2009) , including the use of: (i) iteratively changing classifier confidence for ordering image edges for their sequential labeling, instead of a deterministic ordering used by SEARN; and (ii) voting classifier decisions, instead of probabilistically sampling a classifier from the ensemble of iteratively learned classifiers by SEARN. 2. We account for both pairwise local cues and global evidence of perceptual organization. We exploit the Helmholtz likelihood principle. It states that whenever some large deviation from randomness occurs, a structure is perceived. We formalize the Helmholtz principle as the entropy of the edge layout. The smaller the entropy of a spatial configuration of the edges, the more likely they jointly represent object boundaries.
The Graph of Image Edges
Our approach discovers boundaries by sequential labeling of a given set of image edges. In
Step 1, we use a low-level detector to identify the image edges, and then extract their intrinsic and layout properties. In
Step 2, SLEDGE sequentially labels edges as boundary or non-boundary, based on their descriptors and perceptual grouping cues. In Sect. 5, we give more details on particular edge detectors that we use. In this section, we assume that the edges are already given, and focus on describing their intrinsic and local layout properties (Sect. 3.2). Section 3.3 then continues with the description of their global layout properties. Given a set of image edges, they are represented as nodes in a graph whose connectivity is image-and edge-detectordependent. The main purpose of this graph is to organize spatial information about the edges in a manner that will (Fig. 4) . The figure shows lateral arcs only between sibling nodes, for better visibility. The root node is a virtual node that defines that the largest edges in the image are siblings make efficient the iterative re-estimation of Gestalt cues during the sequential edge labeling, in Steps 2 and 3. To this end, arcs of the graph capture hierarchical (part-of) and neighbor relationships between the edges, as further explained in Subsects. 3.1 and 3.2. As one of our key contributions for boundary detection, we also use a global characterization of the spatial configuration of edges. Specifically, we formalize the Helmholtz principle of perceptual organization, and use it as a global grouping evidence for boundary detection. This is discussed in Subsect. 3.3.
Building the Graph of Image Edges
When the edge detector outputs a hierarchy of edges [e.g., gPb (Maire et al. 2008) ], ascendant-descendant arcs are established between the graph nodes representing larger (parent) edges and their constituent, smaller edge fragments (children), as shown in Fig. 2 . An illustrative example of this embedding is shown in Fig. 3 . The root node is a virtual node that defines that the largest edges in the image are siblings. Otherwise, the graph is not hierarchical, but captures only pairwise spatial adjacency of the edges.
Lateral arcs in the graph are established between neighboring edges. We first define the neighbor relations for sibling nodes (i.e., edges) under the same parent, and then neighbor relations for all other non-sibling nodes. Two sibling edges are called neighbors if there is no other edge that intersects the shortest line connecting their endpoints, and if their endpoints are near each other and sufficiently far from endpoints of the other edges. This is formalized using the standard Delaunay triangulation (DT), as illustrated in Fig. 4 . DT is the unique triangulation of a set of vertices in the plane, such that no vertex is inside the circumcircle of any triangle. DT (and its dual Voronoi diagram) conveniently accounts for both local and global spatial interactions among vertices, and thus has been extensively used in the literature to define layout properties of image features . To find the neighbors, we traverse the graph, node by node, and, for each group of sibling edges, we construct the DT of their endpoints. If a pair of endpoints gets connected in the DT, this means that they satisfy the above stated requirements of simultaneous nearness and isolation from the others. If these endpoints are also directly "visible" to each other in the image, then their edges are declared as neighbors. Regarding any other pair of edges, we say that non-sibling edges recursively inherit neighbor relations from their respective parents, i.e., two nonsibling edges are neighbors if their corresponding parents are neighbors. The recursion ends with the virtual root node in the graph. Note that we do not specify a heuristic minimum distance between edges to define neighbors. This allows us to estimate proximity and good continuation between even fairly distant edges in the image, as sometimes is indeed necessary.
Attributes of Nodes and Arcs
In the previous subsection, we have explained how to build the graph, G = (V, E, ψ, φ), from a given set of image edges. Nodes i ∈ V , and arcs (i, j) ∈ E in the graph are characterized by descriptor vectors, ψ : V → R 2 + , and φ :
+ . The node and arc descriptors are defined in terms of intrinsic and spatial layout properties of the corresponding image edges. In the sequel, we first specify the node attributes ψ i , and then define the arc attributes φ i j .
Node Attributes
The descriptor of intrinsic edge properties, ψ i =[ψ i1 , ψ i2 ], associated with every node i ∈ V , includes: (a) measure of edge saliency, and (b) measure of edge repeatability in the image. Since object boundaries are usually salient, the information about edge saliency is recorded as ψ i1 . Typically, this information can be directly obtained from the low-level edge detector, used in Step 1. For example (see Fig. 1 ), the detector gPb Maire et al. (2008) outputs a probability map of boundary occurrence in the image, Pb, whose mean value along an edge we use as the saliency of that edge, ψ i1 = mean i (Pb). In the case that the low-level detector does not output saliency (e.g., Canny), for each image edge, we estimate its saliency as the mean of magnitude of intensity gradient along the edge,
We also want to identify repeating edges in the image, because they are likely to arise from image texture, rather than representing object boundaries. To this end, we match all edge pairs in the image. Then, we estimate the degree of repetition of an edge as a function of its total similarity to and number of best matches. This is formalized using the standard link analysis algorithm Page Rank, used by the Google Internet search engine Brin and Page (1998) . All image edges are first linked, and the associated similarity, s i j , between the corresponding pair of image edges (i, j) is computed as 
, where SC denotes the standard shape descriptor Shape Context (Belongie et al. 2002) . Logpolar bins of the Shape Context descriptor are scaled so as to cover the entire edge, which makes s i j scale invariant. Note that s i j is purposefully not rotation invariant, because our goal is to identify edges within image textures. Since image texture is usually characterized by texture elements (a.k.a. textons) which have similar orientation, it is likely that the textons will give rise to edges with similar orientations, and thus s i j should not be rotation invariant. After linking all image edges and computing their similarities, Page Rank is used to iteratively estimate the degree of repetition of each edge as
, where ρ is the residual probability, set in our experiments to ρ = 0.85. Similar Page-Rank based approaches to estimating the degree of repetition of image features have been used in (Kim et al. 2008; Lee and Grauman 2009) .
Arc Attributes
Pairwise layout properties between image edges are used to specify the descriptor,
. By definition, we set φ i j = 0 for all edge pairs (i, j) that are not neighbors. For neighbors, φ i j includes the standard formulations of Gestalt principles of grouping (Lowe 1985; Zhu 1999; Ren et al. 2008) .
Let Q i and Q j denote the 2D coordinates of two endpoints of neighboring edges i and j. If i and j are siblings then Q i and Q j are those points based on which i and j are found to be neighbors in the Delaunay triangulation, as explained in Sec. 3.1. Otherwise, Q i and Q j are the closest pair of endpoints. We estimate: 
] measures the angle between the x-axis and the tangent of the edge at endpoint Q, where the tangent direction is oriented towards the curve. 3. Co-Circularity as
Symmetry as
dq 2 . As illustrated in Fig. 5a , two points q 1 ∈ i and q 2 ∈ j are symmetric iff angles α 1 = α 2 , where α 1 is subtended by line (q 1 , q 2 ) and normal to i, and α 2 is subtended by line (q 1 , q 2 ) and normal to j. dq . Figure 5b shows two parallel edges. The distance between symmetric points remains constant.
Below, we explain in greater detail how to find corresponding symmetric points (q 1 , q 2 ) between two edges, and then estimate the above defined symmetry and parallelism. For each edge, we extract salient, high curvature points, using the standard, scale-invariant algorithm of Teh and Chin (1989) . To find the symmetric points on two contours, we consider all pairs of salient points (q 1 , q 2 ), where q 1 belongs to the first edge, and q 2 belongs to the second edge, and compute their symmetry cost matrix. The symmetry cost is defined as the absolute difference between the angles α 1 and α 2 , depicted in Fig. 5a . If q 1 and q 2 are symmetric, α 1 = α 2 and the cost is equal to 0. After building a symmetry cost matrix for all possible pairs (q 1 , q 2 ), we then use the standard Dynamic Time Warping algorithm to obtain the best symmetric points of the two edges.
This concludes our description of intrinsic and local layout properties of edges.
A Global Grouping Cue
The Helmholtz principle of grouping describes a phenomenon that "we immediately perceive whatever could not happen by chance" (Helmholtz 1962) . We formalize this principle as the entropy of a layout of edges in the image. When this entropy is low, the edges are less likely to belong to background clutter.
To characterize the layout of a given set of image edges, we use the generalization of the Voronoi diagram for point patterns to edges, presented in Ahuja and Todorovic (2008) . This generalization has been shown to accurately capture the global spatial interaction among all edges in the image, as illustrated in Fig. 6 , and, consequently, lead to performance improvements in object recognition. The intuition underlying this generalization is that edges are exposed to each other via every point that lies on them, and thus the edge-based Voronoi tessellation can be derived from the classical pointbased Voronoi diagram. The Voronoi diagram of a point pattern Q in 2D associates with each point q∈Q a convex polygon γ q which is the region closer to q than to any other point q ∈Q, γ q = {q : q ∈R 2 , ∀q ∈Q, q − q 2 < q − q 2 }. Thus, for any nondegenerate distribution of points in 2D, the Voronoi diagram tessellates the 2D space into a set of convex polygons, each containing exactly one of the points in the pattern Q. The Voronoi diagram can be computed very efficiently (for n points, complexity is O(n log n)).
Given a set of edges, we first compute the point-based Voronoi tessellation for all pixels along the edges (Fig. 6) . Then, for each edge i, we find the union of the Voronoi polygons of the edge's pixels, resulting in a generalized Voronoi cell, U i = ∪ q∈i γ q . The Voronoi cell of edge i defines the relative area of its influence in the image, denoted as
For n image edges, we define the entropy of their layout, H , as
Note that P i depends on the length of i, and its spatial position and orientation relative to the other edges in the image. Since background clutter consists of edges of different sizes, which are placed in different orientations, and at various distances from the other edges, H of the clutter is likely to take larger values than H of object boundaries. This is demonstrated in the following experiment on 300 natural images of the Berkeley segmentation dataset (BSD) Martin et al. (2001) . We have computed H for three distinct sets of edges in each image. The first set of edges consists of only manually annotated object boundaries. The second set consists of edges that are detected in the image (e.g., Canny), but do not coincide with true object boundaries, i.e., background edges. Finally, the third set consists of all edges detected in the image. Figure 7 shows the three histograms of H values obtained for these three sets across the entire BSD. As can be seen, the histograms of object boundaries, and background edges form two distinct peaks. The entropies of boundary layouts are in general lower than those of background clutter. This suggests that the entropy, defined in (1), allows efficient learning of a classifier which can robustly separate the spatial configurations of boundaries versus those of background edges. Image edges and their intrinsic and spatial layout properties, described in Sects. 3 and 3.3, are used in the sequential labeling of edges toward boundary detection, as explained in the next section. 
Sequential Labeling of Edges
This section presents Step 2 of our approach. We formulate boundary detection as a sequential assignment of binary labels "on" or "off" an object boundary to every edge in the image. Let X = (X 1 , X 2 , . . . , X n ) denote a sequence of descriptor vectors X i associated with the image edges i ∈ V that are sequentially labeled in steps t = 1, . . . , n. The set of all sequences of descriptors extracted from all images is denoted as X X. Also, let Y = (y 1 , y 2 , . . . , y n ) denote their corresponding labels, y i ∈ {0, 1}. The set of all structured predictions is denoted as Y Y . Thus, we specify boundary detection as mapping f : X → Y. We below explain how to learn f .
Reinforcement Learning (RL) seems a suitable framework to learn f . RL finds an optimal policy that maps states of an environment to the actions that an agent ought to take in those states, so as to minimize a long-term loss Kaelbling et al. (1996) . In our case, the agent is classifier f that takes an action of selecting and labeling one of the unlabeled edges, given the state defined in terms of previously identified boundaries, and, then, receives a loss (e.g., 0 if the labeling is correct, or 1, otherwise). The goal of RL is to learn the optimal policy f that will minimize the expected total loss over all loss-sequences, observed during the sequential labeling of edges in all training images. The optimal policy, in our case, is the human annotation of object boundaries in training images. Existing RL algorithms, however, are only tractable for environments with a few states and actions Kaelbling et al. (1996) . Therefore, they cannot be used for our purposes, since we have an exponentially increasing number of states, 3 t , as edges may have three possible labels: "on", "off", or unlabeled.
There is a large body of research aimed at developing feasible RL algorithms. A review of this work is beyond our scope. We here study one of the latest frameworks, called SEARN Daume III et al. (2009) . It is aimed at integrating search and learning for solving complex structured prediction problems, such as RL. It transforms RL into a classification problem, and shows that good classification performance entails good RL performance. In SEARN, in every time step, a current state of the environment is represented by a vector of observable features, which is then input to a classifier to predict the right action. Thus, learning the optimal policy within SEARN amounts to learning a classifier over state feature vectors so as to minimize a suitably defined loss function.
Within the SEARN framework, we formulate a new algorithm for sequential labeling of edges, called SLEDGE. Below, we briefly review SEARN and problems associated with this framework, and thus set the stage for the later formulation of SLEDGE, and description of our contributions.
A Review of the SEARN Framework
SEARN applies a classifier (e.g. Support Vector Machines or Decision Trees), f , to a sequence of interdependent data samples, X = (X 1 , X 2 , . . .) ∈ X , and thus infers their labels Y = (y 1 , y 2 , . . .) ∈ Y. This framework requires that the ordering of data in X is well-defined. To learn f , SEARN uses an iterative batch-learning approach. Specifically, in each iteration τ , the results of classification, f (τ ) :X→Y (τ ) , are compared with the ground-truth labels, denoted asŶ . This induces a loss (e.g., Hamming distance), l(Y (τ ) ,Ŷ ), which is then used to learn a new classifier h (τ +1) . In the next iteration, SEARN applies f (τ +1) to X, where f (τ +1) is defined as an interpolation of the new classifier h (τ +1) with the old policy f (τ ) as
where β ∈ (0, 1] is an interpolation constant. This interpolation amounts to a probabilistic sampling of individual classifiers h (1) , h (2) , . . . , h (T ) learned in each iteration τ = 1, 2, . . . , T . The classifier sampling is governed by the multinomial distribution, where, from (2), the probability of
Since α (τ ) T decreases over time, SEARN iteratively moves away from the initial policy, h (1) , toward a fully learned policy. After τ reaches the maximum allowed number of iterations, T , the output of learning is the last policy f (T ) from which h (1) is eliminated, i.e., the output is {h (2) , h (3) , . . . , h (T ) } and their associated sampling probabilities {κα
. . . , κα (T )
T }. Here, the constant κ re-scales the α's, such that
Suppose that h (1) is an optimal policy. A theorem presented in Daume III et al. (2009) states that f (T ) is "not much worse" than the initial, optimal policy. SEARN is summarized in Alg. 1.
Algorithm 1: SEARN Framework
Input : Data sequences X ∈ X and ground-truth labelsŶ ∈Ŷ;
Loss-sensitive classifier h, and initial h (1) ; Loss function l; Interpolation constant β = 0.1; Maximum number of iterations T ; Output: Learned policy f (T ) ;
Return f (T ) without h (1) .
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SLEDGE
To address 2D images and our particular problem of boundary detection, in this section, we explore a number of modifications of the SEARN framework, originally formulated for 1D data (e.g., text). We formulate SLEDGE within the SEARN framework by specifying the following: (1) the generation of data samples X from the intrinsic and spatial layout properties of image edges (explained in Sect. 4.2.1) (2) two distinct ranking functions, each providing an ordering of X for the sequential labeling (described in Sect. 4.2.2); (3) two loss functions for the iterative learning of policy f (specified in Sect. 4.2.3); and (4) a new interpolation strategy for fusing the classifiers {h (τ ) } τ =2,3,... into policy f (presented in Sect. 4.2.4).
Input Data to SLEDGE
SLEDGE sequentially labels descriptor vectors, X=(X 1 , . . . , X n ), associated with image edges i=1, . . . , n. The descriptors are computed online, as the sequential labeling visits one edge at a time, since they depend on the layout of previously detected boundaries. In each labeling step t = 1, . . . , n, we first use a ranking function (see Sect. 4.2.2) to select the next edge to be labeled, and then compute its descriptor(s), as follows.
The entire set of edges V can be divided, at step t, into edges labeled as "on" or "off", and unlabeled edges, V = V
un . To compute the descriptors of unlabeled edges i ∈ V (t) un , we retrieve from graph G = (V, E, φ, ψ) the following edge properties: (a) intrinsic properties ψ i ; (b) pairwise spatial relations φ i j ; and (c) global layout entropy H (defined in Sects. 3.2.1-3.2.2 and 3.3). This retrieval is efficient, since G, i.e., ψ i and φ i j have already been computed in Step 1. Specifically, for each i ∈ V (t) un , selected by the ranking function, we generate the descriptors X
that are detected by SLEDGE in the previous (t−1) labeling steps. We define
where H (t) i is estimated for the spatial configuration of i and all detected boundaries, i.e., all edges in {V on . The goal of SLEDGE is to learn the relative significance of these cues to boundary detection.
Each descriptor x i j in X (t) i is fed separately to the classifiers and assigned a label, as specified in 8. Edge i receives the highest-confidence label across X (t) i .
Two Ranking Functions
The SEARN framework requires a well-defined ordering of the input sequence of data X. To this end, we specify two alternative ranking functions, aimed at selecting an edge to be labeled at every step t = 1, . . . , n, such that its labeling reduces uncertainty about the occurrence of object boundaries in the image. Since edge descriptors are computed with respect to the previously detected boundaries, the edges selected early on facilitate the subsequent labeling of more ambiguous ones.
The first ranking function, R 1 , is based on the heuristic assumption that longer and more salient contours are more informative about objects and their layout in the scene than smaller edges. Therefore, R 1 uses graph G and its structure to order the edges breadth-first, i.e., by their length. Sibling edges are ordered by their degree of saliency, ψ i1 , defined in Sect. 3.2.1. At labeling step t, the descriptors X (t) i of the largest and most salient edge among the unlabeled ones, i ∈ V (t) un , are computed, as explained in Sect. 4.2.1. Edge i is then classified with the highest-confidence label across X (t) i . The second ranking function, R 2 , is based on the classifier confidence in labeling the edges. R 2 avoids the heuristic assumptions of R 1 . The main difference is that R 2 does not select an edge first and then computes its descriptors. Rather, at each t, it first computes and classifies the descriptors X
(t) i
of all unlabeled edges, and then selects x (t) i j whose labeling is characterized by the highest confidence. This, in turn, simultaneously selects and labels the corresponding edge i in step t. Note that R 2 is computationally more expensive than R 1 , since for all nodes i ∈ V (t) un , we need to re-compute all X (t) i in every step t. We reduce the complexity of computing X (t) i by precomputing graph G and edge properties ψ i and φ i j in Step 1.
Two Loss Functions
The SEARN framework requires that the loss function be specified to learn the optimal policy f , which will minimize the expected total loss over all loss-sequences of sequential edge labeling in all training images. The optimal policy, in our case, should produce a sequence of edge labels that is equivalent to the manually annotated sequence. In this subsection, we define two alternative loss functions.
The first loss function that we use is the standard Hamming loss that counts the total number of individual differences between the predicted output and ground-truth labels in the two sequences,
where 1 is the indicator function. The Hamming loss favors correct labeling of all edges, since an error made at any edge carries the same relative weight. This may direct the learning algorithm to try to correctly label numerous small, non-salient edges, while ignoring some long and salient ones. To address this problem, we specify another loss function, L F , that uses the F-measure of recall and precision associated with a specific edge. F-measure is one of the most common performance measures for boundary detection (Martin et al. 2004) . It is defined as the harmonic mean of recall and precision of all image pixels that are detected as lying along an object boundary. A large value of F(Y ,Ŷ ) indicates good precision and recall, and corresponds to a low loss. Thus, we specify
Note that L H coarsely counts errors at the edge level, while L F is estimated finely at the pixel level.
Majority Voting of Classifier Decisions
SEARN iteratively learns the optimal policy f , as in (2), which represents a probabilistic mixture of classifiers {h (τ ) } τ = 2, 3, . . . , T . A new X is sequentially labeled by probabilistically sampling one classifier from {h (τ ) }, according to the multinomial distribution, parameterized by {α
T }, defined in (3). We modify this classification scheme. We run all classifiers and weight their decisions by the corresponding {α
T }. The heaviest vote is our outcome. Voting decisions of several classifiers has been shown to improve performance and reduces overfitting of each individual classifier (Kittler et al. 1998; Dietterich 2000; Freund et al. 2001) .
After T learning iterations, SLEDGE estimates the confidence P( f (X i )=y i ) that edge descriptor X i receives label y i ∈ {0, 1} as
where the constant κ re-scales the α's, such that κ
is the confidence of classifier h (τ ) when predicting the label of edge i. For example, when using the classical decision trees as the basic classifier family for h, this confidence can be defined as the percentage of elements with label y in the leaf nodes of the decision tree, where all descriptors X i = {x i j } have fallen. When using an SVM classifier, one can define the confidence of a particular instance to be proportional to its margin, i.e. its distance to the decision boundary. Note that
Finally, SLEDGE classifies each edge descriptor X i as
Note that when the confidence P( f (X i )=y i ) is relatively low, then the ranking function R 2 , described in Sect. 4.2.2, will defer the labeling of edge i, and give advantage to the other edges to be labeled before i. This, in turn, will allow capturing new evidence for perceptual grouping that may eventually remove the uncertainty about i.
Remark We run into the problem of highly unbalanced data, because the number of negative examples (i.e., background edges) exceeds positives ones (i.e., object boundaries). For training SLEDGE, we rebalance the data by using the standard procedure of under-sampling. We sample the majority class examples so that there are as many negatives as positives. In the data mining literature, this is considered the best technique for handling unbalanced data, compared to other alternatives Drummond and Holte (2003) .
SLEDGE with ranking R 2 is summarized in Alg. 2. 
Learn a new classifier h
5 Detecting Salient Edges
This section presents Step 1 of our approach, aimed at extracting salient edges in a given image.
Step 1 may use any available edge detector, as long as it yields high recall of true boundaries. Our subsequent steps are expected to improve precision by labeling a subset of the detected edges as boundaries.
While we are aware of the many powerful edge detectors that exist in the literature, our goal in this paper is not to analyze all of them. Instead, we aim to show that any detector that produces edges with high recall is good enough for our labeling algorithm to outperform the state of the art on the object boundary detection task.
For this reason, we choose to test SLEDGE on edges obtainedwith: (a) the Canny edge detector (Canny 1986 ), (b) our texture-based edge detector that we will describe in the subsequent paragraph, and (c) the state-of-the-art gPb detector (Maire et al. 2008 ). Our intention is to cover a reasonable range of edge detectors, from the simplest intensity-based Canny detector, via an intermediate texture-based detector, to the most complex gPb detector. In the following, we present our texture-based edge detector, tPb. We then compare its performance with the state-of-the-art boundary detectors on the BSD.
Building the Edge Probability Map tPb
A salient edge separates distinct image textures. Since realworld surfaces are typically characterized by unique texture, salient edges are more likely to represent boundaries than other edges in the image. Our goal is thus to robustly estimate for each pixel its probability of lying on a salient edge. This probability is large if image textures differ in the vicinity of a particular pixel, or small, otherwise.
We analyze texture variations in a pixel's neighborhood at different scales, as illustrated in Fig. 8 . Given pixel q, we randomly place a large number of pairs of windows in the image, {(r k 1 , r k 2 )}, k = 1, 2, . . . , K , so that one side of every window contains q. Each pair of windows defines two image areas whose texture properties are compared to estimate the texture variation at q. We use the unnormalized variance, ε 2 (r ), of pixel values within each window, r , to characterize its texture, ε 2 (r ) = p∈r ( p − r ) 2 , where p denotes pixels in r , and r denotes their mean value. Texture difference between a pair of windows, (r 1 , r 2 ), is estimated, as in Varma and Zisserman (2003) , Deng and Manjunath (2001) , as the compression error
After randomly placing K pairs of windows, the probability that pixel q belongs to a salient edge is estimated as
These probabilities are computed for each pixel and assembled into a probability map of edge saliences, tPb. The saliency of a particular edge i, ψ i1 (Sect. 3.2.1), is defined as the mean value of tPb along the edge i, ψ i1 = mean i (tPb). Since a salient edge may occur at any image location, and it may separate textures occupying arbitrarily large image areas, the window locations and sizes are sampled from the uniform distribution. The computation of P(q ∈ edge) is efficient since ε 2 (r ) can be computed in O(1) using integral images. Figure 9b shows two examples of the probability map of edge saliences tPb. This map is thresholded at all probability levels and edges extracted using a standard non-maximum suppression technique. Figure 9c , d shows edges extracted at two different probability levels. These multiscale edges are then assembled in the graph of edges G that captures the recursive embedding of smaller edges within larger ones, as well as their neighbor relationships (G is presented in Sect. 3).
Evaluating tPb
For each pixel q, we place K = 20 pairs of windows (r 1 , r 2 ) and we pick at random a window size (from 5 × 5 to 41× 41) and an orientation (from 0 • to 360 • ). We can then compute the probability that q lies on an edge with (10).
To evaluate the performance of tPb on the object boundary detection task, we adopt the methodology developed by Martin et. al (2004) . This framework considers two aspects of detection performance. Precision P measures the fraction of true positives in the edges produced by a detector. Recall R measures the fraction of ground-truth boundaries detected. For detectors like tPb, that have real-valued outputs, one obtains a curve parameterized by detection threshold. The global F-measure, defined as the harmonic mean of precision and recall, F = 2P R (P+R) , provides a useful summary score for the algorithm.
In Fig.10 , we compare the performance of tPb to that of Canny (Canny 1986 ), Felz06 (Felzenszwalb and McAllester 2006) , Zhu07 (Zhu et al. 2007 ), Ren08 (Ren 2008) , Mairal08 (Mairal et al. 2008 ) and gPb (Maire et al. 2008 ) on the BSD. We see that in the low precision, high recall regime, our texture-based edge detector, using only simple image features and no learning, compare favorably to other approaches, that use a battery of sophisticated features and learning. In particular, note that after point A, our algorithm has better precision than all other techniques.
Although tPb produces edges with lower precision than most techniques, note that there is no need to produce edge maps with high precision, for our purposes. We only need the extraction of salient edges to be fast, and have high recall of true boundaries. We will then delegate the responsibility of correcting errors, i.e. improving precision, to SLEDGE. Figure 10 shows that with tPb, we are able to obtain very large recall for a relatively large range of thresholds (from 0 to 0.3), i.e. most of the ground-truth boundaries are present in the set of edges which are input to SLEDGE.
Results
This section presents qualitative and quantitative evaluation of our approach on images from the BSD (Martin et al. 2001; Arbelaez et al. 2010) , Weizmann Horses (Borenstein and Ullman 2002) , and LabelMe (Russell et al. 2008) datasets. BSD300 (resp. BSD500) consists of 300 (resp. 500) natural images, manually segmented by a number of different subjects. The Weizmann Horses dataset consists of 328 sideview images of horses that are also manually segmented. For the LabelMe dataset, we select the 218 annotated images of the Boston houses 2005 subset. The challenges of these datasets have been extensively discussed in the past, and include, but are not limited to, clutter, illumination variations, occlusion.
Below, we present our default training and testing setups.
Training
We train SLEDGE on the 200 training images of BSD300. For each image, we compute the edge probability map tPb (Martin et al. 2001) . Leading approaches to edge detection are ranked according to their F-measure (harmonic mean of precision and recall) with respect to human ground truth. The green lines are level sets of the F-measure, ranging from 0.1 (lower left) to 0.9 (upper right). Our method performs similarly to the state of the art approaches [gPb Maire et al. (2008 ), Ren08 Ren (2008 ), Mairal08 Mairal et al. (2008 ), Felz06 Felzenszwalb and McAllester (2006 ), Zhu07 Zhu et al. (2007 ], and achieves a maximum F-measure of 0.67 on this dataset. Note that for high recall values, and particularly after point A, our texture-based edge detector has the highest precision. The dashed curve presents our tPb+SLEDGE results for boundary detection, not edge detection (Color figure online) and extract multiscale edges, as described in Sect. 5. We build the graph of image edges G and compute the attributes of all nodes and arcs. We also convert the manually annotated object boundaries to ground truth labels for all edges in the training images. Our initial classifier h (1) is a fully grown C4.5 decision tree, that chooses the split attribute based on the normalized information gain criterion. The attributes considered for h (1) are only the intrinsic parameters ψ i introduced in Sect. 3.2.1. In further iterations of SLEDGE, the classifiers are pruned C4.5 decision trees, which are learned on all attributes ψ i , φ i j and H i , as discussed in Sect. 4.2.1. C4.5 pruning uses the standard confidence factor of 0.25. The interpolation constant β, mentioned in Sect. 4.1, is set to β = 0.1. Also, we use R 2 as the ranking function, L F as the loss function, and voting to combine the output of the decision tree classifiers.
Testing
Given a new test image, we compute tPb and extract multiscale edges. We build the graph of edges G, and let SLEDGE sequentially label all edges in G. Performance is measured as the average precision and recall of the boundary map produced by SLEDGE, as defined in Martin et al. (2004) . In the following two subsections, we first test SLEDGE on the three datasets, and show that we compare favorably to the state of the art. Then, we evaluate specific aspects of our approach by introducing variations to the aforementioned default setup. These variations concern using different: initial conditions, edge labeling strategy, classifier type, interpolation scheme, ranking function, and loss function.
Object Boundary Detection by SLEDGE
Qualitative Evaluation
Figures 11, and 12 illustrate the order in which SLEDGEselects edges to label in two example images of BSD. We refer Fig. 11 Sequential labeling of edges by SLEDGE. We illustrate a few iterations of SLEDGE, and the order in which object boundaries are selected at times t 1 < t 2 < t 3 < . . . < t T . For visibility, we do not show the intermediate edges that are classified as non-boundaries. At time t 1 , SLEDGE selects a long, prominent edge. Then at time t 2 , it picks a smaller edge that is close and collinear to the first boundary.
Thus, SLEDGE uses the principle of good continuation of edges at t 2 . At t 3 , t 4 and t 7 , it labels other long edges. At times t 5 and t 6 , we note that the selected edges are not the longest, nor the most salient ones. They are edges that connect other boundaries together (t 5 ), or that again continue well an existing boundary (t 6 ) Fig. 12 Sequential labeling of edges by SLEDGE. See the caption of Fig. 11 . At time t 1 , SLEDGE selects a long, prominent edge. Then at times t 2 , t 3 and t 7 , it selects edges that are parallel to the first boundary. The grouping principles used for edge labeling at times t 4 , t 5 and t 6 are not obvious the reader to the respective captions for comments on the underlying Gestalt principles that SLEDGE uses for labeling. Figure 13 demonstrates high accuracy of our boundary detection on the BSD. Detection is good even in the following cases: (i) when objects have complex textures, e.g., coral in Fig. 13c and ground in Fig. 13b; (ii) when the boundaries are blurred or jagged, e.g., in Fig. 14d ; and (iii) when boundaries form complex layouts, e.g., in Fig. 14c . Filterbased methods, or approaches based on image decimation and smoothing would typically fail to accurately delineate topologically complex spots in which several texture boundaries meet. We are also able to detect boundaries where there is no strong gradient, which gPb (Maire et al. 2008 ) typically fails to extract, e.g., see the edge that separates the two cows in Fig. 14a . We compare boundary detection performance on BSD in two cases: outputs of existing edge detectors are input to SLEDGE (solid line), and outputs of existing edge detectors are simply declared as boundary detection without using SLEDGE (dashed line). The detectors include: (a) Canny (Canny 1986 ), (b) tPb, and (c) gPb (Maire et al. 2008) . Training and testing are performed with the same type of edges, i.e. if we test SLEDGE on Canny edges, it means it has been trained with Canny edges. We see that SLEDGE is able to improve the precision of any initial set of edges. Even using Canny edges as input to SLEDGE gives higher precision higher than gPb of Maire et al. (2008) , for a large range of threshold levels in the high-recall-low-precision regime We compare our algorithm with a related method, presented in , and mentioned in Sect. 2. Figure  15 shows two illustrative examples, where the 50 most confident boundaries are color-coded in HSV space (red means more confident). SLEDGE finds prominent boundaries that fails to detect, e.g., see the back of the kangaroo. On the other hand, SLEDGE labels the edges in the rock texture on the left of the animal as boundaries, whereas Kokkinos (2010) does not. A likely reason we fail on these texture edges is that they continue each other well, and thus reinforce each other to be jointly labeled as boundaries. Figure 16 illustrates cases when SLEDGE labels edges incorrectly. For example, in Fig. 16 (top row) , the shadow on the horse's neck is classified as boundary, because its edge saliency ψ i1 is high, and also because it would be a valid continuation of the front leg. Similarly, in Fig. 16 (bottom row), the shadow on the paved area generates a set of collinear edges. In both cases, gPb (Maire et al. 2008 ) also characterizes these edges by a high probability of being on a boundary. Note that SLEDGE accurately assigns high confidence to the boundaries of the electric pole, unlike gPb (Maire et al. 2008 ).
Quantitative Evaluation
SLEDGE computes for each edge i the confidence that it lies on a boundary. This produces a boundary probability map that we use to evaluate our performance. To this end, we again use the boundary evaluation methodology presented in Martin et al. (2004) .
First, we examine the boundary map output by SLEDGE, and compare it to the initial edge probability map. We use edges detected with the same algorithm for training and for testing. Fig. 17 compares the edges obtained with (a) Canny detector (Canny 1986 ), (b) our tPb detector and (c) gPb detector (Maire et al. 2008) , before and after they have been labeled by SLEDGE. Sequential labeling significantly improves performance for all edge detectors, especially in the high-recall-low-precision regime. This demonstrates that SLEDGE does not require a very good initial set of edges for good performance. We note however that the higher the precision of original input edges, the higher the precision of output boundaries. For example, Fig. 17 shows that the precision of gPb+SLEDGE is higher than the precision of Canny+SLEDGE. Interestingly, our tPb edge detector combined with SLEDGE is as good as the gPb detector combined with SLEDGE. This demonstrates that our approach can successfully work with noisy input edges, most of which are not object boundaries, as long as the input set contains a high recall of boundaries. Figure 18 compares the average precision and recall of tPb+SLEDGE with gPb of Maire et al. (2008) on BSD, Weizmann Horses and LabelMe. SLEDGE is trained on 200 training images from BSD. Results in Fig. 18 are reported as the average performance of SLEDGE on 100 test images from BSD, and on all images from the Weizmann and LabelMe datasets. As can be seen, our technique outperforms gPb on all three datasets.
Running-time
Training SLEDGE on 200 BSD training images takes about 24 h, on a 2.66 GHz, 3.4 GB RAM PC. Computing the boundary probability map by SLEDGE for a new image takes 20-40 s, depending on the number of edges in the image. (Russell et al. 2008) . For the BSD 300, we also compare SLEDGE to the method of . We outperform gPb on all four datasets, and obtain a better F-measure than 
Initial Conditions
The early errors of SLEDGE in the sequence might be critical, because they could sequentially propagate to the entire sequence. To test this aspect of our algorithm, we compare our default setup with the following variant of SLEDGE. We create 100 different initial configurations by randomly picking b true boundaries as the initial set of correctly labeled edges. The randomization serves to eliminate any bias in picking certain boundaries (e.g., long ones). Then, we let SLEDGE continue labeling the remaining edges. The pairwise and global features are computed based on the initial set of randomly selected true boundaries. Finally, we compute recall and precision averaged over these 100 distinct initializations. These tests serve to evaluate SLEDGE performance when there is no error at the beginning of the labeling sequence. Table 1 shows the average increase in recall and precision, at equal error rate, relative to those of our default setup, for b = 2, 4, 6. As can be seen, when errors at the beginning of the labeling sequence are manually eliminated, our performance gain is relatively small. This suggests that our default setup is relatively insensitive to initial labeling errors.
Edge Labeling Strategy
We test how performance varies when we allow SLEDGE to continue relabeling edges after all the edges have already been labeled once. Specifically, after all edges have been 
Increase in recall [%] 21 ± 2.3 3 3 ± 2.4 6 1 ± 1.84
Increase in precision [%] 23 ± 3.5 2 5 ± 1.9 4 9 ± 2.1
Increase in recall and precision in %, at equal error rate, relative to those of our default setup, averaged over 100 random initializations consisting of b ∈ {2, 4, 6} true boundaries as the initial set of correctly labeled edges Fig. 19 Ranking functions. We evaluate the edges labeled by SLEDGE on BSD when using ranking function R 1 or R 2 . Ordering the edges according to the classifier confidence (R 2 ) produces better results than when the ordering is fixed (R 1 )
visited, we remove them from the labeled set and send them to the unlabeled set. The pairwise and global features are still computed based on the current labeling of boundaries. We iterate SLEDGE until it reaches convergence, i.e., no edge changes the label. On the 100 test images of the BSD300, at equal error rate, SLEDGE with relabeling improves by 0.2 % in precision, and by 0.5 % in recall, relative to the performance of the default SLEDGE with just one labeling pass. Thus, allowing edges to be relabeled, in our approach, only marginally improves precision and recall, but increases complexity. Therefore, it seems that the iterative relabeling of edges is not justified in our approach.
Layout Entropy
We measure the influence of the layout entropy H on the performance of SLEDGE. We obtain that at equal error rate, the performance of SLEDGE with H improves by 3.2 % in precision and by 4.1 % in recall compared to the performance of SLEDGE without H . 
Classifiers
From our experiments, a non-linear classifier is more suitable than a linear one for separating boundaries from background edges. Classification accuracy of SLEDGE with decision trees compared to that of SLEDGE with a linear SVM-type classifier is 91 versus 72 %. For training SVMs (as in the case of decision trees), we use a balanced number of positive and negative examples-the under-sampling procedure mentioned in Sect. 4.2.4-Remark-with the complexity parameter C = 1.0. When more sophisticated classifiers are used, e.g. SVM with RBF and random forests, we observe only a relatively small gain in accuracy over the decision tree, which does not justify the increase in complexity. Indeed, the total computation time primarily depends on the complexity of the chosen classifier as all classifiers have to be run at each iteration of SLEDGE. Figure 19 compares the performance of SLEDGE on BSD, for ranking function R 1 or R 2 , described in Sect. 4.2.2. While R 1 selects the next edge in a breadth-first manner, R 2 ranks first the edge that the classifier is the most confident about. From Fig. 19 , R 2 outperforms R 1 . The edges that have already been labeled provide important perceptual-grouping cues for labeling of subsequent edges, and thus it is critical to initially label those edges which would be least harmful for later decisions, i.e., edges with the highest confidence in classification. Figure 20 shows the performance of SLEDGE when using the loss function L H or L F , specified in Sect. 4.2.3. L H coarsely counts errors at the edge level, while L F is a loss estimated finely at the pixel level. As expected, SLEDGE with L F produces boundaries with slightly better precision than SLEDGE with L H .L F is a more appropriate loss function for the boundary detection problem because unlike L H , it favors the selection of long, salient edges. Since all descendants of an edge labeled as boundary are automatically labeled as boundary, the number of edges in the unlabeled set decreases much faster if long boundaries get labeled early on. We verify that SLEDGEwith L F runs about three times faster than SLEDGEwith L H .
Ranking Functions
Loss Functions
Interpolation Scheme
We stop learning new classifiers when the average performance on the training data does not change. For BSD, this happens after about 10 iterations. Figure 21 compares the performance of SLEDGE with these 10 classifiers, as the interpolation scheme changes from sampling to weighted majority voting of the classifiers. As can be seen, voting significantly outperforms sampling.
In the following subsection, we evaluate the relevance of distinct Gestalt principles for boundary detection.
Relative Significance of Gestalt Laws
We are interested in how SLEDGE schedules (i.e., prioritizes) distinct Gestalt principles for edge labeling. To this end, we perform the following analysis: For each node u in a decision tree that corresponds to a split on the Gestalt rule g i ∈ {ψ i2 , φ i1 , . . . , φ i5 }, we count the number of its ancestors, k, that are also splits on the Gestalt rules. k + 1 corresponds to the ranking of the splitting criterion g i , i.e. the position of this rule in the schedule of all Gestalt rules. Note that some splits might not correspond to a Gestalt rule, e.g. splits on ψ i1 , the saliency of edge i. For each Gestalt rule g i , we build a histogram of rankings of the nodes that split on g i in all the decision trees that form the final classifier f . We report in Table 2 the relative rankings of each Gestalt principle.
This result could be used for estimating a prior distribution of scheduling the Gestalt principles for edge labeling (not used in this paper). Note that the results in Table 2 depend We record how many times each Gestalt rule was used first, second, etc., in the scheduling of the Gestalt rules in the decision trees which form the final classifier f in SLEDGE. The rule that is used the most as the first splitting rule is the Proximity criterion, then it is the Collinearity criterion, and later on there is a shift toward more global rules, such as Parallelism, Symmetry and Repetition. There is no clear distinction as to which rule among Parallelism, Symmetry and Repetition ranks earlier on our particular formulations of the Gestalt rules, which are common in the literature.
Conclusion
We have presented an approach to boundary detection in arbitrary images. The approach takes as input salient edges, and classifies these edges using a new sequential labeling algorithm, called SLEDGE. SLEDGE learns how to optimally combine Gestalt grouping cues and intrinsic edge properties for boundary detection. In addition to the common pairwise grouping cues, we have also formalized the Helmholtz global principle of grouping, as the entropy of the edge layout. Our empirical evaluation demonstrates that the approach outperforms the state-of-the-art boundary detectors regardless of the input set of salient edges, as long as the set contains a high recall of true boundaries. We have observed that SLEDGE tends to favor good continuation of strong edges, which works well in most cases, but fails when there is an accidental alignment of object and background edges (e.g., shadows). Our results demonstrate that proximity and collinearity of edges are typically scheduled before the other Gestalt principles of grouping for boundary detection.
Two key novel aspects of our approach lead to good performance-namely, reasoning about boundaries: (1) investigates a data-driven sequence of distinct image locations, rather than scans uniformly all image locations, and (2) takes into account both local and global perceptual organization of salient edges, rather than small image patches.
