Abstract-In order to evaluate and forecast the general contracting risk, a multi-resolution approach for the price determination of real estate was present in this paper. Real samples have been classified using the novel multi-classifier, namely, support vector machine among which genetic algorithm (GA) is used to determine free parameters of support vector machine. Effects of different sampling approach, kernel functions, and parameter settings used for SVM classification are thoroughly evaluated and discussed. The experimental results indicate that the SVMG method can achieve greater accuracy than grey model, artificial neural network under the circumstance of small training data. It was also found that the predictive ability of the SVM outperformed those of some traditional pattern recognition methods for the data set used here.
INTRODUCTION
At present, in the construction industry, it is a tendency to put into practice the general contracting in engineering project. China also enthusiastically develops general contracting. Construction projects are one-of endeavors with many unique features such as long period, complicated processes, abominable environment, financial intensity and dynamic organization structures [1, 2] and such organizational and technological complexity generates enormous risks [3] . The general contracting in engineering project is subjected to the long period, numerous participants and involving government, economic, society, community, culture, technology, environment and other factors. And along with the world economy's continuous development and the project scope's increase extension, the loss caused of the risk occurring will become more great, and the effect to relevant parties will become more distinct too.
How to enhance the risk management is an important question for discussion. The contractor takes more risks under the mode of the engineering general contract. The paper starts from the relative concepts of engineering risk and the theory of the risk management. With the need for improved performance in the construction industry and increasing contractual obligations, the requirement of an effective risk management approach has never been more necessary. Risk assessment is a complex subject shrouded in vagueness and uncertainty. There are some risk assessment methods now. These risk assessment methods are all based on fuzzy set theory.
According to characteristics and risks of the general engineering, the paper brings forward the risk that the company should be pay attention to, allowing for the theory of total risk management and system and the characteristic of the mode about engineering general contract. The application model of risk management frame system is presented by analyzing the source and characteristic of the engineering risk, and the theory of the risk management. The model based on fuzzy mathematic and analytic hierarchy process(AHP) is used to evaluate risks and some advice is given. There are many factors affecting the accident risk of construction, but some of the factors are related and redundant. PCA is a powerful tool for analyzing data. The goal of PCA is to reduce the dimensionality of the data while retaining as much as possible of the variation present in the original data set. In this paper, we use principal component analysis (PCA) to reduce some related or redundant general contract factors. The paper presents advice for the general engineering contract risk management, provides reference to participation in engineering contract risk management and gives the suggestion of cultivating the ability of competition for the civil engineering general company. Those can be great helpful to develop the market for engineering general company, at the same time also can present theory and practice guidance for dealing with the risk of the project general contractors.
Genetic Algorithms (GAs), which imitate parts of the natural evolution process, were first proposed by Holland [9] . Genetic algorithm does not require a gradient of the objectiveness function as a search direction, it can automatically acquire and accumulate knowledge on search space and adaptive control the searching process, so as Gas are stochastic search approaches inspired by natural evolution that involve crossover, mutation, and evaluation of survival fitness. Gas out perform the efficiency of conventional optimization techniques in searching non-linear and non-continuous spaces, which are characterized by abstract or poorly understood expert knowledge. Furthermore, to the contrary with the standard algorithms, Gas generate at each iteration population of points that approach the optimal solution by using stochastic and not deterministic operators. As a result, the search can be deployed without being trapped in local extremes. Based on its merits, the potential of using GA in optimization techniques has been in extensively studied [3, 4] . However, simple GA is difficult to apply directly and successfully to a larger range of difficult-to-solve optimization problems.
Developed by Vapnik, SVM is the method that is receiving increasing attention with remarkable results recently. The main difference between ANN and SVM is the principle of risk minimization. ANN implements empirical risk minimization to minimize the error on the training data. However, support vector machine (SVM) implements the principle of structural risk minimization in place of experiential risk minimization, which makes it have excellent generalization ability in the situation of small sample. In addition, SVM can change a non-linear learning problem into a linear learning problem in order to reduce the algorithm complexity by using the kernel function idea present, SVM has been applied successfully to solve non-linear regression estimation problems in financial time series forecasting, bankruptcy prediction, reliability prediction, etc. In this paper, the proposed SVMG model is applied to research the forecasting problem of the ratios of key-gas in power transformer oil, among which GA is used to optimize the parameters of support vector machine, because the election of the parameters plays an important role in the performance of SVM.
This paper is organized as follows: Section 2 introduces the methodology including Principal component analysis (PCA), Genetic Algorithm and regression arithmetic of support vector machine SVM model. The foundations of support vector machines are introduced. The proposed model is presented Section 3 testifies the performance of the proposed model with the real data sets from several companies in China. Finally, the conclusion is provided in Section 4.
II. METHODOLOGY

A. Introduction to PCA
Principal component analysis (PCA) was invented in 1901 by Karl Pearson [2] . Now it is mostly used as a tool in exploratory data analysis and for making predictive models. PCA involves the calculation of the eigenvalue decomposition of a data covariance matrix or singular value decomposition of a data matrix, usually after mean centering the data for each attribute. The results of a PCA are usually discussed in terms of component scores and loadings (Shaw, 2003) . PCA [3] [4] [5] [6] [7] can be used for dimensionality reduction in a data set by retaining those characteristics of the data set that contribute most to its variance, by keeping lower-order principal components and ignoring higher-order ones. Such low-order components often contain the "most important" aspects of the data. However, depending on the application this may not always be the case.
Problems arise when performing recognition in a highdimensional space (e.g., curse of dimensionality). Significant improvements can be achieved by first mapping the data into a lower-dimensionality space. The goal of PCA is to reduce the dimensionality of the data while retaining as much as possible of the variation present in the original data set.
Supposing n samples, each sample has m target factors, (1)
The target factor is often relevant, thus increasing the internal complexity of the samples. Principal component analysis is to have a correlation between a number of factors into a set of mutually independent factor of a few General methods. These will be the original general factor target factor in the overlapping information removed, to the original contains only significant difference between the target and reflect the original main target factor information purposes. That is, without changing the original data provided by the basic information on more focused and typically show the characteristics of the study. Principal component -the specific algorithm for cluster analysis are as follows.
(1) Original data will be standardized (Z-Score Standardization)
Class and quantity in order to eliminate the impact of different dimension, first of all original data on the standardization of treatment (standardized value of the post-treatment x ij * 
B. Introduction to Genetic Algorithm
Gas a search technique that imitates the natural selection and biological evolutionary process were first established on a sound theoretical basis by Holland [6] [7] [8] . Genetic algorithm has a wide range of, particularly in combinatorial optimization problems and they were proved to be able to provide near optimal solutions in reasonable time [9] , it can deal with arbitrary forms of the objective function and constraints, whether it is linear or non-linear, continuous or discrete, in theory, have access to the optimal solution. However, in practical applications of genetic algorithm to demonstrate the more serious question is "premature convergence" problem, less capable local optimization, the late slow convergence and can not guarantee convergence to global optimal solution and so on. In recent years, many scholars try to improve genetic algorithms, such as improving the encoding scheme, fitness function, genetic operator design. However, these improvements are all make in internal of the genetic algorithm and it has been proved that it is unable to overcome these shortcoming effectively.
The most common type of genetic algorithm works like this: a population is created with a group of individuals created randomly. The individuals in the population are then evaluated. The evaluation function is provided by the programmer and gives the individuals a score based on how well they perform at the given task. Two individuals are then selected based on their fitness, the higher the fitness, the higher the chance of being selected. These individuals then "reproduce" to create one or more offspring, after which the offspring are mutated randomly. This continues until a suitable solution has been found or a certain number of generations have passed, depending on the needs of the programmer [7] .
C. Support Vector Machine 1) Linear Support Vector Machine:
The basic concept of SVM regression is to map nonlinearly the original data x into a high-dimensional feature space, and to solve a linear regression problem in this feature space [5] [6] [7] . No established to determine the optimal parameters. Then support vector machine based on several samples of the prediction accuracy to select the best kernel function of two properties, using the combination of the selected two core functions, convex the two combinations to be mixed functions:
Which λ is a combination coefficient of adjustment for the two functions mixed, when you select the appropriate parameters, the mixed kernel has both a good learning ability and good generalization ability. When identified two nuclear function and parameters, and then need to determine the kernel function is a combination of two factors, namely, to determine which kernel function in this mixed kernel plays a leading role is our task to be accomplished the following. This paper used genetic algorithm to optimize combination of factors and determine the kernel function according to combination of factors. Specific processes were as shown in Fig.1 
C. General Contracting Risk Forecasting Based on GA-SVM
A total of 500 input-output data pairs were obtained for the training of the SVM for real estate prices. Due to the low dimensionality of the parameters pace and the limited range of variation in the parameters, such number of data reasonably covers the set of different possible operating points. The available data set is randomly partitioned into a training set and a checking set [8] . In this paper, SVMG is applied to determination real estate price. The real data sets are used to investigate its feasibility in forecasting the risk of general contracting. SVMG implements the principle of structural risk minimization in place of experiential risk minimization, which makes it have excellent generalization ability in the situation of small sample. And it can change a non-linear learning problem into a linear learning problem in order to reduce the algorithm complexity by using the kernel function idea. In addition, GA can be used to select suitable parameters to determination the risk of general contracting, which avoids over-fitting or under-fitting of the SVM model occurring because of the improper determining of these parameters. The experimental results reveal the potential of the proposed approach for forecasting the risk of general contracting.
It is generally acknowledged that the risk of general contracting was highly complicated and was interrelated with a multitude of factors. It will be advantageous if the parties to a dispute have some insights to some degree. 17 I can therefore be considered as managementrelated risk factors. This paper introduces an hybrid genetic algorithm (HGA) approach to instance selection in SVM for the risk of general contracting. From the above discussion, the following conclusion can be made:
(1)The factors affecting the housing price were quantified with fuzzy sets and reduced by PCA to the inputs of SVM.
(2) The genetic algorithm was adopted to optimize the weights of SVM. The established SVMG model is capable of accurate determinants for housing price with less time and better convergence.
(3) In Simulation tests, the relative error of Mixed kernel function SVMG models smaller than the Polynomial SVM, the RBF-SVM and of RBF-ANN. Thus, the proposed Mixed kernel function SVMG model is capable of more accurate prediction on risk.
