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Abstract This paper studies the stationary probability density function (PDF)
solution of a nonlinear business cycle model subjected to random shocks of
Gaussian white-noise type. The PDF solution is controlled by a Fokker–Planck–
Kolmogorov (FPK) equation, and we use exponential polynomial closure (EPC)
method to derive an approximate solution for the FPK equation. Numerical re-
sults obtained from EPCmethod, better than those fromGaussian closure method,
show good agreement with the probability distribution obtained with Monte Carlo
simulation including the tail regions.
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The study of business cycle (or called trade cycle) is a hot issue in the macroeconomic re-
search, which is referred to the ﬂuctuation in economic activities due to the change in the eco-
nomic variables, such as employment, income, output, prices, etc.1 The ﬂuctuation,2 is generally
the most signiﬁcant indicator to display the economic evolution over a short or long period of
time, which usually can be casted as nonlinear dynamical models under random shocks if it is
considered within the ﬁeld of nonlinear science. Hence, the theoretical study on such dynamical
business cycle models subjected to random shocks becomes an important work, which will be
greatly helpful for us to better understand and predict the change of a certain economic variable.
Random shocks, such as instant accident in a company, government interventions on poli-
cies, natural disaster, critical change in global economic situation, unexpected wars, and so on,
are deﬁnitely associated with the economic ﬂuctuations, and generally can be formulated as a
random process. For convenience, they are usually assumed to come from the same probabil-
ity distribution,3 typically a Gaussian white-noise.4 Actually, Gaussian white-noise is a special
random process with zero-mean and constant autocorrelation function. It is commonly regarded
as the best approximation of many real-world random situations. Therefore, dynamical business
cycle models with random shocks of Gaussian white-noise type are always a hot topic in the
ﬁeld of macroeconomics and random dynamics, and many valuable references of them have been
achieved in recent years.5–8
It should be mentioned that we pay more attention to the problems about the long-run predic-
tion for a certain economic variable in macroeconomics. Regarding these problems, we can turn
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to explore the stationary response of the dynamical business cycle model subjected to random
shocks, because the stationary response of a dynamical system exactly dedicates to the survey of
the long-run evolution of system variables over the time. Now the key point of the problems is how
to get the stationary response of the dynamical business cycle model. Over the past two decades,
equivalent linearization procedure,9 perturbation method,10 and stochastic averaging method11,12
are developed and often used to get approximate solutions of stationary response of a random
dynamical system. However, there are always some restrictions associated with these methods on
using them. Equivalent linearization procedure is regarded to be unsuitable to get the approxi-
mate solution when multiplicative random shocks are involved; perturbation method is limited in
the case of weak nonlinear equations with a suited initial solution and a previously determined
perturbation parameter. Comparatively, stochastic averaging method is more effective to solve the
responses of dynamical systems with nonlinear and multiplicative random shocks. Nonetheless,
it is only feasible to the systems with light damping and weak shocks.
Exponential polynomial closure (EPC), which is originally proposed by Er et al.,13–15 is a
new developing approximate method with high accuracy to get the approximate solution of a
random dynamical system with no constraint on light damping and weak shocks. The main idea
of this strategy is that the stationary responses of the random dynamical system characterized
by probability density function (PDF) is approximated by an exponential polynomial function
with unknown parameters in it. After that, in the weak sense of integration, special measures are
applied to make it satisfy the governing Fokker–Planck (FP) equation. Next, the estimation of
the unknown parameters in approximate PDF can be worked out by solving a series of algebraic
equations.
In the present paper, we aim at utilizing the EPC strategy to determine the approximate PDF
response solution for a dynamical business cycle model under Gaussian white-noise shocks.
We extend our preceding work16 and continue to consider the business cycle model character-
ized by the combination ideas of Goodwin,17 Puu and Sushko.18 In addition, we model the random
shocks on the real business cycle as two independent Gaussian white-noises. The corresponding
dynamical model can be expressed in the framework of mathematics as a nonlinear differential
equation subjected to Gaussian white-noise excitations, which is of the following form
x¨+ vx˙3+ux˙+(1−α)x =W1(t)+(βx+ γ x˙)W2(t), (1)
where u = (2+ s− v−α), x is the output (or called income) in the ﬁeld of macroeconomics, the
superscript dot represents differentiation with respect to time t. 0 < α  1 denotes the marginal
propensity to consume, s  1 represents the saved complementary proportion, and v describes
the ratio of constant capital stock to output. Normally, only the case v  0 is studied. The sym-
bols Wi(t) (i = 1,2) stand for stationary, independent, Gaussian white-noises processes with the
properties
E[Wi(t)] = 0,
Ri j(τ) = E[Wi(t)Wj(t+ τ)] = 2πDi jδ (τ),
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where δ (τ) is Dirac delta function with E[•] being mean-value operator, and Di j characters the
intensity of the white-noises and it is assumed to be the constant as same as β , γ .
We would like to explore the long-run response of the business cycle model with the effect
of random shocks. Furthermore, it is worth noting that the response is also a random process in
terms of time because of the randomness of shocks. Hence, we have to search the long-run re-
sponse from the view of statistical analysis. Actually, this problem can be turned out to solve the
probability density function of stationary response of the random dynamical model (1). There-
fore, we make a transformation for output variable x and marginal output x˙ to ﬁgure out their
relationship and their statistical properties. By setting x = x1 and x˙ = x2 and assuming them to
satisfy Markov process, Eq. (1) can be rewritten as a vector form followed by the transformation,
which is governed by
X˙ =F (X )+G(X )W (t), (2)
where X = (x1,x2)T is the response vector, W (t) = (W 1(t),W 2(t))T, the functions of F (X ) and
G(X ) are all associated with response variables of X and they can be obtained from Eq. (1) as
F (X ) =
(
x2
−vx32−ux2− (1−α)x1
)
, (3)
G(X ) =
(
0 0
1 βx1+ γx2
)
. (4)
The foregoing part will try to develop an analytical procedure to estimate the PDF response
for the business cycle model.
It can be shown that the FP equation associated with the stochastic differential equation (2) is
governed by
∂ p
∂ t
+
∂
∂x j
(mjp)− 12
∂ 2
∂xi∂x j
(σi j p) = 0, i, j = 1,2, (5)
where p = p(X , t|X 0, t0) represents the transition probability density function of the response
vectorX with the initial condition p(X , t0|X 0, t0)= δ (X−X 0). The symbolsmj and σi j are the ﬁrst
and second derivative moments, respectively, and they can be worked out by some mathematical
manipulations. The exact expressions about them can be derived from Eq. (2), and we denote
them as the vectors of M(X ) and σ(X ). Here Wong–Zakai correction terms are involved in the
formulas
M(X ) =
(
m1
m2
)
=
(
x2
−vx32−ux2− (1−α)x1+πD22γ(βx1+ γx2)
)
, (6)
σ (X ) =
(
σ11 σ12
σ21 σ22
)
=
(
0 0
0 2πD11+2πD22(βx1+ γx2)2
)
. (7)
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Regarding Eq. (5), it is a second order differential equation. Unfortunately, with few excep-
tions, the exact transition PDF or unconditional PDF of this kind of equations are very difﬁcult to
be obtained due to the complication of nonlinear and random terms. According to our knowledge,
only a few nonlinear equations of one-order or multi-degree-of-freedom (MDOF) equations with
constant coefﬁcients can be derived the exact close-form response solutions. Moreover, the FP
equation, in general, is not amenable to exact solution in terms of the non-stationary PDF.
On the other hand, what we more concerned about is just the long-run prediction for the
economical variables. Comparatively, stationary PDF response of business cycle model is already
qualiﬁed to realize this purpose. Therefore, the development of accurate and efﬁcient approximate
solution procedure to get the stationary solution is desirable.
In this case, the differential equation governed the stationary PDF can be rewritten as
∂
∂x j
(mjp)− 12
∂ 2
∂xi∂x j
(σi j p) = 0, i, j = 1,2, (8)
where mj and σi j are the same as in Eqs. (6) and (7).
It should be reminded that the PDF of the stationary response p(x1,x2) of the stochastic dy-
namical model (1) is constrained to the following conditions
0 p(x1,x2) 1, p(x1,x2)→ 0 as xi → ∞,
∫∫
R2
p(x1,x2)dx1 dx2 = 1,(x1,x2) ∈ R2.
The EPC strategy is presented for estimating the stationary PDF response of the business cycle
model. DenoteA as an N-dimensional unknown parametric vector, and after that, the approximate
stationary solution p˜(X ,A) can be assumed as
p˜(X ,A) = cexp[Q(X ,A)], (9)
where c denotes the normalization constant, and Q(X ,A) represents a n-degree polynomial in
domain R2 with unknown parameters ai j in it. Speciﬁcally, the vector A is composed of all the
unknown parameters ai j and
Q(X ,A) =
n
∑
i=1
i
∑
j=0
ai jx
i− j
1 x
j
2. (10)
It is seen that the main idea of EPC strategy is to approximate the exact PDF solution by using
the exponent polynomials. It is no doubt the approximation will be in better agreement with larger
n-degree polynomials. Substituting Eq. (9) into Eq. (8), and using p˜(X ,A) to replace the exact
PDF p(x1,x2), correspondingly, the residual error between approximate solution and exact one
will be occurred. We denote the residual error by R(X ,A) as
R(X ,A) =
∂mj
∂x j
p˜+mj
∂ p˜
∂x j
− 1
2
(
∂ 2σi j
∂xi∂x j
p˜+
∂σi j
∂x j
∂ p˜
∂xi
+
∂σi j
∂xi
∂ p˜
∂x j
+σi j
∂ 2 p˜
∂xi∂x j
)
. (11)
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Obviously, R(X ,A) should be zero if p˜(X ,A) is absolutely equivalent to p(X ) in the strong
sense. However R(X ,A) is usually not zero since p˜(X ,A) is only assumed to be an approximation
of p(x1,x2) but not a deﬁnitely exact solution. Therefore, we represent the residual error as the
following form to solve this problem
R(X ,A) = ϕ(X ,A)p˜(X ,A). (12)
Substituting mj, σi j into Eq. (12), we get
ϕ(X ,A) = x2
∂Q
∂x1
− [3πγD22(βx1+ γx2)+ vx32+ux2+(1−α)x1] ∂Q∂x2 −[
πD11+πD22(βx1+ γx2)2
][∂ 2Q
∂x22
+
(
∂Q
∂x2
)2]
− (πγ2D22+3vx22+u) . (13)
According to the EPC strategy, we can evaluate the unknown parametric vectorA by enforcing
that the residual error’s projection on a set of independent functions selected properly is zero.14
By selecting gk(x1,x2) as weighting function, this condition can be expressed as∫∫
R2
ϕ(X ,A)gk(x1,x2)dx1 dx2 = 0, k = 1,2, · · · ,N. (14)
Moreover, taking the conditions with respect to p(x1,x2) into account, it is very convenient
to choose the weighting function as gk(x1,x2) = xk−l1 x
l
2 f (x1,x2) to ensure ϕ(X ,A)gk(x1,x2) inte-
grable in the weak sense in the span space, where k= 1,2, · · · ,N and l= 0,1,2, · · · ,k, and f (x1,x2)
represents joint probability density function of the vector X . Except that, numerical experience
and Refs. 13–15 have shown that an effective choice for f (x1,x2) denotes the probability density
function derived from the equivalent linearization procedure subjected to Gaussian white-noise
excitations. It can be formulated as
f (x1,x2) =
1
2π
exp
(
−x
2
1
2
− x
2
2
2
)
. (15)
Substituting Eqs. (10), (13), (15) into Eq. (14), we can get a set of nonlinear equations in
terms of unknown parameter ai j, and the numbers of equations are determined by the degree n
of polynomial. As a result, our next task is to get the solution from this set of equations. That
is to say, solving the equations to get the exact value about ai j so as to determine the unknown
parametric vector A, which in return decide the ﬁnal approximation expression of p˜(X ,A).
Firstly, we consider the case when n = 2. In this case, there are ﬁve unknown parameters
involved in the approximate PDF solution p˜(X ,A).
Correspondingly, the 2-degree polynomial can be expressed as
Q(X ,A) = a1x1+a2x2+a3x21+a4x1x2+a5x
2
2.
On the basis of the procedure introduced proviously, we need to solve ﬁve equations to deter-
mine the ﬁve unknown parameters. By reviewing the deﬁnition of Eq. (1), the economic coefﬁ-
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cients in business cycle model have to be given within their acceptable domains α = 0.7, β = 0.5,
γ = 0.5, u = 0.6, v = 0.8, D11 = 0.1, D22 = 0.4. Finally we get the exact values of parametric
vector A = (0.0114,0.0033,−0.2864,−0.1156,−0.3133). Figure 1 shows the joint probability
density of the output and its marginal output. It is seen that the PDF response obtained from the
case with n = 2 is fulﬁlled as Gaussian distribution with 0.015 9 of mean-value and 1.464 4 of
standard deviation. This result is the same as that obtained from Gaussian closure method, and
that means Gaussian closure method acts as a special case of EPC method.
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Fig. 1. Probability density function of the output in business cycle model (1).
Next, we will pay more attention to the non-Gaussian closure method and focus on considering
the cases with n= 3 and n= 4. Correspondingly, there are nine unknown parameters if n= 3 and
fourteen unknown parameters if n= 4 respectively. Furthermore, the number of equations needed
to determine the unknown parameters will dramatically grow with the increase of degree n of
polynomials.
Figure 2 shows the approximate logarithmic probability density function of output in three
cases with n = 2, n = 3, and n = 4 respectively. Moreover, the result derived from Monte Carlo
simulation is also ploted in Fig. 2, where the parameters we taken are the same as those in Fig. 1.
It shows that the distributions obtained in n = 3 and n = 4 are nearly absolutely identical, which
are also in good agreement with the result of Monte Carlo simulation. Numerical results further
show that the results obtained from non-Gaussian closure method are much better than those from
Gaussian closure especially in the tails of the PDFs.
Except that, the inﬂuences caused by random shock on the PDF solution are also discussed.
The related results associated with the noise intensity are displayed in Fig. 3. It is observed that
the peak of probability density function drops down monotonously with the increase of noise
intensity. However, this decreasing tendency does not keep on if the noise intensity reaches a
certain large value. For example, the maximum value of PDF returns to a big value once D11 =
0.9. The mathematical results appeared in Fig. 3 are quite consistent with the real economic
circumstance of business cycle. D11 is the intensity of Gaussian white-noise. It means the stronger
intensity of the random shocks coming from external factors, the more dramatic of ﬂuctuation and
evolution of business cycle. That makes it more difﬁcult to predict and control for macroeconomic
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Fig. 2. Logarithmic probability density function obtained by Gaussian, non-Gaussian closure methods, and
Monte Carlo simulation.
income. Therefore, decreasing the intensity of random shock is helpful to understand and predict
the development of business cycle.
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Fig. 3. Inﬂuences caused by random shock on the PDF solution.
In this paper, the stationary response of a business cycle model subjected to Gaussian white
noises has been studied. An approximate solution of the associated FP equation has been pur-
sued. Speciﬁcally, the stationary PDF of the output in business cycle model has been approxi-
mated by an exponential polynomial function with unknown parameters in it. By solving a set
of integral equations with respect to those unknown parameters, the ﬁnal approximate PDF is de-
termined. Numerical results indicate that the EPC method is very applicable to get the stationary
PDF for nonlinear and random excited equations, meanwhile, the results derived from EPC of
non-Gaussian closure is much better than those from Gaussian closure.
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