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Let F be a global function field of characteristic p and E/F an elliptic curve with
split multiplicative reduction at the place .: then E can be obtained as a factor of
the Jacobian of some Drinfeld modular curve. This fact is used to associate to E a
measure mE on P1(F.). By choosing an appropriate embedding of a quadratic
unramified extension K/F into the matrix algebraM2 (F), mE is pushed forward to
a measure on a p-adic group G, isomorphic to an anticyclotomic Galois group over
the Hilbert class field of K. Integration on G then yields a Heegner point on E
when . is inert in K and an analogue of the L-invariant if . is split. In the last
section, the same methods are extended to integration on a geometric cyclotomic
Galois group. © 2002 Elsevier Science (USA)
Key Words: elliptic curves in char. p; Drinfeld modular curves; non-archimedean
integration; p-adic L-functions.
NOTATIONS
For the convenience of the reader, we list some notations which will be
used throughout this work:
• F is a function field of transcendence degree 1 over its constant field
Fq, q a power of the prime p;
• . is a fixed place of F, n is the corresponding valuation, and p is a
uniformizer in F;
• A … F is the ring of regular functions away from .;
• F. is the completion of F at ., with ring of integers O., maximal
ideal m and q. :=Ä(O./m);
• C. is the completion of an algebraic closure of F.;
• | · | is the absolute value on C. (normalized so that |p|=q
−1
. );
• u1, U1, are the groups of 1-units in F., C. respectively; that is,
U1 :={z ¥ C. | |z−1| < 1} and u1 :=U1 5 F.=1+m;
• W :=P1(C.)−P1(F.) is Drinfeld’s upper half-plane;
• T the Bruhat–Tits tree of PGL2(F.), EF(T) its oriented edges;
• Ue is the set of ends of T exiting from e ¥ EF(T) (also U(e), accord-
ing to notational convenience);
• “X is the boundary of a subset X of a topological subspace Y; in
particular, “W=P1(F.).
An arithmetic subgroup of GL2 (F) is an intermediate subgroup between
the stabilizer of an A-lattice in F2 and its ath congruence subgroup, where
a is an ideal of A (cf. [14, 2.1]).
For C an arithmetic subgroup of GL2(F), put C˜ :=C/C 5 Z(GL2(F))
(Z(G) denotes the center of the group G) and C¯ :=Cab/tor(Cab), the
abelianization modulo torsion.
INTRODUCTION
Since the work of Iwasawa, investigations have been pursued to replace
the classical L functions by p-adic ones. In the case of an elliptic curve
E/Q, this has been done (by Manin, Mazur, and many others; see, e.g.,
[22]) exploiting the Shimura–Taniyama–Weil parametrization (at the time
still conjectural) to define Lp(E, s) as the Mellin transform of a measure
coming (via modular symbols) from a modular form. On this basis, p-adic
versions of the Birch and Swinnerton– Dyer conjecture were formulated by
Mazur et al. [23]. The most noteworthy novelty they found is the fact that,
when E has split multiplicative reduction at p, the p-adic L-function always
vanishes at 1: in that case, as conjectured in [23] and proven in [18], the
relation
L −p(E, 1)=
logp(qE)
ordp(qE)
Lalg(E, 1) (1)
holds. (Here qE is the Tate period of E at p, logp a p-adic logarithm and
Lalg a suitable normalization of the complex L-function.) The coefficient on
the right-hand side of (1) is called theL-invariantLp(E).
A different, purely p-adic, approach to the definition of a p-adic
L-function for E/Q was suggested by Schneider in [27]: his Lp(E, s) is
again the Mellin transform of a measure, which comes, this time, from a
rigid analytic automorphic form via a harmonic cocycle on a certain tree.
Notice that this construction makes use of p-adic uniformization: E is
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required to have split multiplicative reduction at p and to be a quotient of
the Jacobian of a Shimura curve.
Let E/Q be an elliptic curve and K/Q a quadratic imaginary field such
that (cond(E), disc(K))=1. In [2] Bertolini and Darmon introduced a
p-adic L-function Lp(E/K, s) associated to the anticyclotomic Zp-tower
above K and formulated conjectures similar to the ones of Mazur et al.
[23]. In particular, for elliptic curves with split multiplicative reduction at
p they were later able to prove that when p is split in K an analogue of (1)
holds, while when p is inert their L-function yields a Heegner point of
E(K) by evaluating the Tate map FTate: C
g
p Q E(Cp) at L −p(E/K, 1).
As first realized by Iovita (and independently by Spiess), the construction
of Bertolini and Darmon is better understood as an anticyclotomic version
of Schneider’s L-function: this approach has been explained in [1] and
used in [5] to study L-functions associated to modular forms of higher
weight. The idea is to consider the Cerednik–Drinfeld p-adic uniformiza-
tion of E by a Shimura curve to get a distribution on P1(Qp), à la Schneider,
and then to push forward this distribution to the anticyclotomic Galois
group over K by looking at the action of K* on P1(Qp) induced by an
embedding of K into the appropriate quaternion algebra.
A survey of all of this can be found in [4].
The present work, based on the author’s Ph.D. thesis [20], is an appli-
cation of the methods of [1] to the function field setting. Since the
appearance of Drinfeld’s great work [7] it has been known that in this
case all elliptic curves are modular, i.e., that they appear as factors of the
Jacobian of some Drinfeld modular curve M¯0(n). More recently, Gekeler
and Reversat [14] have provided an explicit analytic construction of the
map M¯0(n)QE. These facts will be briefly recalled in Sections 1.4 and 1.5. Here
we just observe that, given an elliptic curve E/F which is not defined over
the constant field, it is always possible to apply [14] (j(E) has a pole at
some place of F, which can be taken as ., and one can obtain the required
properties—i.e., that E has split multiplicative reduction at . and conduc-
tor n., n … A—by taking a finite extension FŒ/F), so that our results hold
in all generality. For simplicity, E will be understood to be the strong Weil
curve in its isogeny class.
Section 1 consists of preliminaries. In Section 1.1 a few basic facts about
rigid analysis on the Drinfeld upper half-plane are recalled. Section 1.2
introduces the main tool for our investigations, the (multiplicative) integral
over P1(F.). In Section 1.3, a multiplicative version of Teitelbaum’s
Poisson formula (from [29]) is proven: combining it with [14], one can
express points on E as integrals on P1(F.).
In Section 2, the function field version of [1] is realized. Let K be a
separable quadratic extension of F, inert or split at . and such that n is
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coprime to the discriminant of K/F; denote by B the ring of functions in K
regular away from the places above .. Then the measure mE on P1(F.)
associated to E in the first section is pushed forward to the group
G :=(K éF F.)*/Fg.B* (identified, by class field theory, with an anti-
cyclotomic Galois group). As in the work of Bertolini and Darmon, the
integral >G gdmE yields a global point of E in the inert case (Theorem 14),
while its value reminds us of the L-invariant of Eq. (1) when K/F is split
at . (Theorem 17). (The anticyclotomic construction of Heegner points
had been already worked out by Pa´l [24], in much more detail, but
following the lines of [3], in which Schneider’s construction and the
Poisson formula of Teitelbaum are implicit rather than explicit.)
Unlike what happens over Qp (but similar to the situation over C), in
our setting the parametrizing modular curves are endowed with cusps. In
3.2, the related properties of mE are exploited to enlarge the set of inte-
grable functions: this allows us to compute the Gekeler–Reversat theta
functions by multiplicative integrals also on points in P1(F) (a different
proof of this fact was given in [20]). Then, along the lines of Section 2, but
taking this time as K the split algebra F×F, the measure mE is transferred
to a geometric cyclotomic Galois group G˜ and >G˜ f dm˜E is computed
(Theorem 26). This points to a conjecture formulated by Teitelbaum in [30,
pp. 290–292].
1. PRELIMINARIES
1.1. W andT
For a more detailed exposition of most of the contents of this section, see
[14, Section 1].
Drinfeld’s upper half-plane is defined as W :=P1(C.)−P1(F.); it has a
canonical rigid analytic structure. In particular, the algebra of globally
holomorphic functions on W is obtained by choosing a covering system by
increasing affinoids. To fix ideas, define the imaginary absolute value on W
as the distance from F.,
|z|i :=inf{|z−x| | x ¥ F.},
and let
Un :={z ¥ W | q−n. [ |z|i, |z| [ qn.}.
A function f: Un Q C. is holomorphic if it is the uniform limit of a
sequence of rational functions without poles in Un. Then OW(Un) is a
Banach algebra over C., with the norm
||f||Un :=sup {|f(z)| | z ¥Un},
and OW(W) :=I OW(Un) is a Fréchet space (for more details see, e.g., [8]).
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As usual, GL2(F.) acts on W by Möbius transformations.
Let V be a 2-dimensional vector space over F.: the Bruhat–Tits tree T
is defined having as vertices homothety classes of O.-lattices in V; the
distance between two such vertices is given by the minimal length of a
Jordan–Hölder sequence between two representatives (see [28, II, 1.1];
another useful reference is [21, Chap. 3, Sects. 4–6]). Let V(T), E(T),
and EF(T) denote respectively the sets of vertices, edges, and oriented edges
of T; given e ¥ EF(T), e¯ will be its opposite, e* the underlying nonoriented
edge, o(e) the origin, and t(e) the terminus.
Let E.(T) be the set of ends of T (i.e., infinite half-lines, identified if
equal outside some finite set of edges). There is a canonical bijection
E.(T)Y P(V) 4 P1(F.): given an end E, choose O.-lattices Li … V
representing its vertices and contained in each other with index q; then
5 Li is an O.-module of rank 1, which generates a line in P(V) (see, e.g.,
[12, Lemma 25]; cf. also [28, p. 72]). In particular, the ends exiting from
an oriented edge e correspond to the points of a compact open Ue and in
this way one obtains a basis {Ue}e ¥ EF(T) for the topology of P1(F.).
The equality “W=P1(F.) suggests a relation between W and T. This is
established by the building map l: WQT: its construction will be briefly
recalled, together with some properties to be used in the following; for
more detail, see [14, 1.5] or [12, Sect. 9].
LetT(R) be the realization ofT, obtained by identifying edges in E(T)
with copies of the segment [0, 1] … R. By a theorem of Goldman and
Iwahori, points inT(R) classify norms on V: the basic idea is that a lattice
in V can be seen as the unit ball of a certain norm.
Fix coordinates on V, so as to get an identification V=F2.; let
v0 ¥V(T) be the vertex corresponding to the lattice O. À O.. The build-
ing map l: WQT(R) is defined associating to z ¥ W the norm
nz(u, v)=|uz+v|. In particular, one finds that l−1(v0)=U0.
Following [14], define an action of GL2(F.) on T so that l is
GL2(F.)-equivariant:1
1Notice that this is not the same action as, e.g., in [28], because to have a right action on
the set of norms one needs a left action on V.
l(cz)=cl(z) -c ¥ GL2(F.).
Then, since GL2(F.) acts transitively on V(T), for any vertex v the set
l−1(v)=l−1(cv0)=cl−1(v0) is an affinoid isomorphic to U0.
The action of GL2(F.) is well behaved with respect to the identification
E.(T)=P1(F.): if the end E={ei} corresponds to a ¥ P1(F.), then
cE={cei} is the end associated to ca.2
2 Again, this requires taking a twist of the usual correspondence E.(T)Y P(V)—namely,
composing it with the map zW −z−1 on P1(F.); see [14, 1.6].
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LetTn :=l(Un): it is a finite subtree.
Associate to v ¥V(T) the spectral norm || · ||v on OW(l−1(v)):
||f||v=sup {|f(z)| | z ¥ l−1(v)}.
The seminorms {|| · ||v}v ¥V(T) generate the same topology on OW(W) as the
covering {Un}: it is clear that max{||f||v | v ¥ l(Un)} [ ||f||Un ; vice versa,
||f||Un=max{||f||v | v ¥ “Tn} follows from the Mittag–Leffler decomposition
on OW(Un) [8, I.1.3]. Notice also that spectral norms are multiplicative:
||fg||v=||f||v ||g||v.
For A an abelian group, let H
¯
(T,A) denote the group of maps
j: EF(T)QA satisfying j(e¯)=−j(e) and ; t(e)=v j(e)=0; such maps are
called harmonic cochains (or cocycles).
Define a family of seminorms || · ||Tn on H¯
(T, Z) as
||j||Tn :=max {j(e) | e* ¥ E(Tn)}.
The following result is due (mostly) to van der Put.
Theorem 1. The map
r: OgW(W)QH¯ (T, Z), r(f)(e) :=logq.
||f||t(e)
||f||o(e)
is a surjective continuous group homomorphism with kernel Cg.. (Here logq.
is just the usual logarithm in base q.).
Proofs are given in [8, I.8.9 and V.2], in [25, Theorem 2.1], and in [12,
Theorem 32]. Continuity is not mentioned in the references, but is obvious:
for, if ||f−g||v < ||g||v -v ¥Tn, then (from multiplicativity of || · ||v) r(f)=
r(g) on Tn. So r is a continuous homomorphism between ‘‘Fréchet spaces
over Z’’ (i.e., projective limit of topological spaces of functions, where the
algebraic structure is just of an abelian group).
Theorem 1 is based on a non-archimedean version of the residue theorem
([8, I.3.3], [15, II, Sect. 3 and III.1.18.4]); for the relation between r and
the residue map on holomorphic differentials on W, cf. [14, 1.8].
Given a, b ¥ P1(F.)=E.(T), let A(a, b) denote the axis in T joining
them (oriented from a to b). More generally, for v, w ¥V(T), the notation
A(v, w) will be used for the geodesic (i.e., path without backtracking) from
v to w.
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Index the edges of A(., 0) as {en}n ¥ Z, with t(en)=o(en+1) and
t(e0)=v0. Put also vi :=t(ei). Let Si be the maximal subtree intersecting
A(., 0) only in vi: it consists of all those edges which can be joined to vi by
a path not passing through the principal axis A(., 0).
Lemma 2. Let v be a vertex inV(Si): then |z| — q−i. on l−1(v).
The proof is an easy consequence of the way the building map was
defined; see, e.g., [10, 1.8].
By the continuity of | · |, it follows that
n(t)=i for all t ¥ U(ei)−U(ei+1).
In particular, Og.=U(e0)−U(e1) and it is the set of ends ofS0.
Given an axis A(a, b), define its characteristic function qA(a, b) ¥H¯
(T, Z)
as
qA(a, b)(e) :=˛1 if e ¥ A(a, b)−1 if e¯ ¥ A(a, b)
0 otherwise.
The following lemma comes from [10, 1.14].
Lemma 3. Let a, b ¥ P1(F.): then r(z−az−b )=qA(a, b).
Proof. Since ||f p c||v=||f||cv for c ¥ GL2(F.) and this group acts tran-
sitively on the set of axes in T (that is, the set of ordered pairs (a, b),
where a and b are distinct points of P1(F.)), one is reduced to check that
r(z)=qA(0,.); this is trivial from the fact that ||z||v changes only along the
axis A(., 0), as follows from Lemma 2. L
The reader is reminded that c ¥ GL2(F.) is said to be hyperbolic if its
eigenvalues l1, l2 are distinct in absolute value. Such an element has two
fixed points a, b in “W and it acts on T by shifting of n(l1)− n(l2) along
the axis A(a, b).
The prototype is Rp 00 1S (which, by abuse of notation, will be called
simply p). On W, p acts as a homothety, decreasing the absolute value of a
factor q−1. . On T, pvi=vi+1 for vertices in A(., 0); this completely deter-
mines the effect of p, since GL2(F.) acts on the tree by isometries.
For more detail, see, e.g., [21, 3, 6.1].
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Lemma 4. Let e be an edge in EF(Si), at distance d from the axis A(., 0)
and pointing away from it: then Ue is an open ball of radius q
−d−i
. .
Proof (sketch). First assume that e is in EF(S0) and choose any t ¥ Ue.
Then R1 t0 1S acts as a shift by t on P1(F.), while in T it exchanges the
subtrees departing from v0 and containing respectively the ends of 0 and t:
the result follows from Lemma 2. For the general case, just observe that
Si=p iS0. L
1.2. Integration
Let X be a topological space such that the compact open subsets form a
basis for the topology. Define the groupM(X, Z) of Z-valued distributions
on X as consisting of the finitely additive functions on the compact open
subsets of X. In case X is compact, distributions are measures and
M0(X, Z) is the kernel of mW m(X).
Let C be a complete topological abelian group such that a basic system
of neighborhoods of the identity consists of open subgroups (e.g., C=Cg.).
The group law on C will be written multiplicatively.
The set of continuous functions C(X, C) is a topological group with the
compact open topology: a fundamental system of open subgroups is
{f | f(K) … V}, where K varies among compact subsets of X and V runs
through a fundamental system of open subgroups of C.
From now on, assume that X is compact.
Definition 1. Given a continuous function f: XQ C, its integral with
respect to the measure m ¥M(X, Z) is defined as
F
X
f(t) dm(t) :=lim D
Un ¥ Ca
f(tn)m(Un), (2)
where the limit is taken over the direct system of finite covers Ca of X by
compact open subsets and tn is an arbitrary point in Un.
Proposition 5. The limit in (2) exists and is independent of the choice
of the tn’s. Besides,
F
X
.dm: C(X, C)Q C
is a continuous homomorphism.
Proof (sketch). Let V be an open subgroup of C: the sets f−1(cV),
c ¥ C, form an open covering of X, which can be refined to a covering by
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compact open subsets. Take a finite subcover Ca(V); then for any a \ a(V),
for any Un ¥ Ca, having t and tŒ both in Un implies that f(t) f(tŒ)−1 belongs
to V. The existence of the limit follows.
It is immediate to see that the integral defines a group homomorphism
C(X, C)Q C. To check its continuity, just observe that if V is an open
subgroup of C, integration over X sends {f | f(X) … V} into V. L
Caveat. Essentially all integrals considered will be multiplicative: in the
case C=Cg., the reader is cautioned not to confuse >X f dm with the usual
integral taking values in the additive group C..
It is convenient to also integrate functions which are defined only almost
everywhere.
Definition 2. Let S …X be a finite set such that X−S is covered by
an increasing sequence of compact open subsets Xn. Let f: X−SQ C be a
continuous function: its integral with respect to m is defined as
F
X
f dm := lim
nQ.
F
Xn
f dm
provided that the limit exists.
The existence of the integral and its value are independent from the
choice of covering {Xn}.
The open basis {Ue}e ¥ EF(T) for the topology of “W=P1(F.) is used to
establish a bijection between the set of harmonic cocycles on T, H
¯
(T, Z),
and M0(“W, Z): to a cocycle j one associates the measure mj by
mj(Ue) :=−j(e). The negative sign is necessary to make Theorem 6 con-
sistent with Teitelbaum’s results in [29], where the opposite orientation on
ends ofT seems to be used.
To compute integrals on “W, it is convenient to fix a vertex v0 in T and,
for e ¥ EF(T) pointing away from v0, let l(e) denote the distance between v0
and the origin of e. Then it is clear that
F
“W
f(t) dm(t)= lim
nQ.
D
l(e)=n
f(te)m(Ue)
independent of the choice of v0.
Notice that GL2 (F.) acts naturally on M(P1(F.), Z), as well as on
H
¯
(T, Z), by c f m(U) :=m(c−1U) (respectively c f j(e)=j(c−1e)). It is
obvious that >cU f d(c f m)=>U (f p c) dm.
1.3. The Poisson Formula
As already observed by van der Put in [25, 2.1.1.c], the machinery of
integration on “W can be used to construct sections of the map
r: O*W(W)QH¯ (T, Z).
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Theorem 6. Let u ¥ O*W(W); put j=r(u). Choose z0 ¥ W; then for z ¥ W
u(z)=u(z0) F
“W
z−t
z0−t
dmj(t).
Proof. The partial products PN(z)=<l(e)=N((z−te)/(z0−te))−j(e) con-
verge uniformly on each Un; hence the integral on the right-hand side
defines a nowhere vanishing rigid analytic function of z. To prove that it is
u (up to a scalar c ¥ Cg.), it is enough to check the identity j=
r(>“W z−tz0 −t dmj(t)). It is then immediate to see that c=u(z0).
By the continuity of r,
r 1F
“W
z−t
z0−t
dmj(t)2= lim
NQ.
C
l(e)=N
−j(e) r 1 z−te
z0−te
2 .
By Lemma 3, r(z−te)=qA(te,.). Now compute this cocycle on an edge
eŒ ¥ EF(T): without loss of generality, it can be assumed that eŒ points away
from .. Then e¯Œ belongs to A(te,.) if and only if te is in U(eŒ): thus
r 1F
“W
z−t
z0−t
dmj(t)2 (eŒ)= lim
NQ.
C
l(e)=N
−j(e) qA(te,.)(eŒ)
= lim
NQ.
C
te ¥ U(eŒ)
l(e)=N
j(e)=j(eŒ).
The last passage is a direct consequence of the harmonicity of j. L
Remark. In the case when u is a theta function for the arithmetic group
C (see Section 1.5), Theorem 6 yields a multiplicative version (in weight 2
only) of Teitelbaum’s result [29] that the additive integral >“W 1z−t dmj(t) is
the modular form corresponding to j. This can be seen applying to both
sides the differential logarithm operator, d log: fW f −f , which can be
brought inside the integral by continuity. Note, however, that, as remarked
in [14], in the characteristic p context the operator d log tends to be quite
forgetful; hence Theorem 6 says actually something more than in [29].
Besides, [29] takes a different approach—and proves much more—than
the one here, suggested by [1]. It might be interesting to develop this mul-
tiplicative machinery to recover all of [29, Theorem 11] (where the Poisson
formula is proven for cusp forms of any weight n \ 2) and maybe obtain
a simpler proof of Theorem 16 (the bijection between cusp forms and
harmonic cocycles).
384 IGNAZIO LONGHI
1.4. Drinfeld Uniformization of Elliptic Curves
The main reference for this section and the next is [14].
Let n be an ideal of A. The Drinfeld modular curve M0(n) is an affine
algebraic curve whose set of C.-valued points can be described as a finite
union of quotients of W by the action of certain arithmetic subgroups of
GL2(F). The addition of a finite set of points (cusps), which can be seen as
coming from P1(F) … “W, yields a compactified curve M¯0(n).
In more general terms, M0(n) is a (possibly coarse) moduli scheme
representing the functor of rank 2 Drinfeld modules with n-level structure.
These curves were introduced by Drinfeld in [7]: a consequence of his
work is that an analogue of the Shimura–Taniyama–Weil conjecture holds
for elliptic curves over global function fields.
The category of Drinfeld modules of rank 2 over C. is equivalent to the
one of homothety classes of rank 2 A-lattices in C. (see, e.g., [16, Theorem
4.6.9]). Thus a point in M0(n)(C.) can be identified with a pair of
A-lattices L … LŒ, such that LŒ/L 4 A/n.
As explained in [9, II,1], isomorphism classes of pairs of rank 2
A-modules Y … YŒ with YŒ/Y 4 A/n correspond to double cosets
GL2(F)0GL2(Af)/Kf, 0(n), where Af denotes the ring of finite adèles of K
and Kf, 0(n) is a Hecke congruence subgroup (see [14,4.3.1.] for a defini-
tion).3 Choose a system of representatives {x} for these cosets.
3 Y and YŒ are thought of as being contained in F2, on which GL2(F) acts on the right.
Sublattices of C. are then obtained as the images of Y and YŒ under the
embeddings iz: F2Q C., (1, 0)W z, (0, 1)W 1, for z ¥ W. Thus
M0(n)(C.)=E
x
Cx 0W,
where Cx is the subgroup of GL2 (F) stabilizing the pair (Y, YŒ) corre-
sponding to x.
The presence of cusps for M0(n) translates, in terms of the tree T, into
the fact that each Cx 0T is the union of a finite graph with a finite set of
half-lines.
Let E/F be an elliptic curve of conductor n. and with split multiplica-
tive reduction at .: by Drinfeld’s theorems (together with results of Weil,
Grothendieck, Jacquet–Langlands, Deligne, and Zarhin) there is a non-
constant morphism M¯0(n)Q E defined over F. By means of rigid analytic
geometry, Gekeler and Reversat [14] have explicitly described this map.
For A any abelian group and C an arithmetic subgroup of GL2(F), let
H
¯ !
(T,A)C be the group of cuspidal A-valued harmonic cocycles for C;
i.e.,
H
¯ !
(T,A)C :={j ¥H
¯
(T,A) |C-invariant finitely supported mod C}.
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Choose any vertex v of T. One has a homomorphism j: C¯QH
¯ !
(T, Z)C,
injective with finite cokernel [14, 3.3.3]: j(a)(e) counts the number of times
ce lies in A(v, av) as c varies in C˜ (this number is independent of v).
As observed in [14, 8.4–8.5], one can choose a component M¯Cx of
M¯0(n) and work on it.
WhenK is a field of characteristic zero, H
¯ !
(T,K)Cx is identified with a
subspace of automorphic K-valued cusp forms (see [14, 4.7.6]). The
action of Hecke operators on automorphic forms translates into an action
on harmonic cocycles.4 By Jacquet–Langlands theory, the isogeny class of
4Having fixed Cx—i.e., having chosen a component of M¯0(n)—we have to restrict the
action to the ‘‘admissible’’ Hecke operators [14, 8.3.9].
E corresponds to a cocycle jE ¥H¯ !
(T, Q)Cx, determined (up to a scalar)
by being an eigenform for the Hecke operators, with the eigenvalues asso-
ciated to E; following [14, 9.1], choose jE ¥H¯ !
(T, Z)Cx so that jE ¥ j(C¯x)
but jE ¨ nj(C¯x) for n > 1. Put cE :=j−1jE.
As explained in [14, 8.3], Drinfeld’s reciprocity law allows us to asso-
ciate to jE a factor of JCx (the Jacobian of M¯Cx ) which turns out to be
isogenous to E.
1.5. Explicit Analytic Uniformization of E
Let w be any point in W and C an arithmetic subgroup of GL2(F). To
c ¥ C one associates a function uc: WQ C. defined by
uc(z) :=D
e ¥ C˜
z− ew
z− ecw
.
Note that the product is not over C but over C˜=C/C 5 Z(GL2(F)).
Theorem 7. (Gekeler–Reversat) The product uc converges to a holo-
morphic theta function for C on W; the value uc(z) is independent of the
choice of w. The automorphy factor cc(a) :=uc(az)/uc(z) induces a group
homomorphism c¯: C¯QHom(C¯, Cg.) by cW cc. The map C¯× C¯Q Cg.
defined by (a, b)W ca(b) is a symmetric bilinear pairing.
All of this (and more) is proved in [14, Theorem 5.4.1].
Let mE be the measure coming from jE. The Poisson formula (Theorem
6) allows us to give another expression for uc.
Proposition 8. For z, w ¥ W, one has
ucE (z)
ucE (w)
=F
“W
z−t
w−t
dmE(t).
386 IGNAZIO LONGHI
Proof. Immediate from Theorem 6 and the equality r(uc)=j(c) [14,
Theorem 5.6.1]. L
From now on, assume for simplicity that E is the strong Weil curve in its
isogeny class. Let Cx be as in Section 1.4.
Theorem 9. (Gekeler–Reversat) The analytic uniformization of E is
given by the commutative diagram (where lines are exact)
1 Q C¯x |Qc¯ Hom(C¯x, Cg.)Q JCx (C.)Q 0
‡ ‡evE ‡prE
1Q LE |||Q Cg. |||QF E |Q 0
This is the content of [14, 9.5]. Here evE is just the evaluation map at cE
and LE :=evE(c¯(C¯x)); one has LE=md×t
Z
E, with |tE | < 1 and d a divisor of
q.−1 [14, 9.5.2]. Notice that C
g
./LE is isomorphic to the Tate curve
Cg./q
Z
E, where qE=t
d
E is the Tate period of E: the map F is the composi-
tion of zW zd with the Tate map.
In the case when F=Fq (T) is the rational function field and . the
usual place at infinity, it is proved in [11] that LE contains no torsion and
qE=t.
The isomorphism C¯x 0Hom(C¯x, Cg.) 5 JCx (C.) is established construct-
ing, by theta functions, an explicit Abel–Jacobi map
FAJ: Div0(W)Q JCx (C.), FAJ((a)−(b))(c)=uc(a)uc(b)
[14, Sect. 7]. The commutative diagram
Div0(W)|QHom(C¯x, Cg.)Q Cg.
‡ ‡ ‡F
Div0(M¯Cx ) |Q JCx (C.) |QprE E
yields that the image in E of a divisor (a)−(b) on W is
prEFAJ((a)−(b))=F 1ucE (a)ucE (b)2
(cf. [14, 9.5.7]).
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2. THE ANTICYCLOTOMIC CASE
In this chapter, C will denote a fixed Cx, as in Section 1.5.
Let K/F be a separable quadratic extension, inert or split at ., and B
the integral closure of A in K.
2.1. Iwasawa Algebras
Let G=I Ga be a profinite group, with Ga=G/Ha. Let M(G, Z) be
the set of Z-valued distributions on G: it becomes an algebra defining the
product as convolution. It is trivial to check that M(G, Z) is the inverse
limit of the algebras M(Ga, Z): as such it is naturally endowed with a
topology.
There is a canonical isomorphism of topological algebras between
M(G, Z)=IM(Ga, Z) and the Iwasawa algebra Z[[G]] :=I Z[Ga],
given by
mW am :=lim 1 C
g ¥ Ga
m(gHa) g2 (3)
(see [22, Sect. 7.2] for more detail).
Let Ia be the augmentation ideal of Z[Ga]; i.e.,
Ia :=ker(Z[Ga]Q Z, gW 1).
Define I :=I Ia to be the augmentation ideal of Z[[G]]; then m belongs
to M0(G, Z) if and only if ; g ¥ Ga m(gHa)=0 -a, that is, if and only if
am ¥ I.
For m ¥M0(G, Z), define am ¥ Z[[G]] to be the .-adic L-function
associated to m by the rule in (3); its derivative at 1, LŒ(m, 1) is the image of
am in I/I2. In the cases considered in this paper, G will be abelian; then
I/I2 is canonically isomorphic to G by [g−1]W g, so that LŒ(m, 1) can be
considered as an element of G.
Proposition 10. LŒ(m, 1)=>G g dm(g).
Proof. This is just a matter of working out definitions: in the map
IQ G,
lim
a
C
g ¥ Ga
m(gHa) gW lim
a
D
g ¥ Ga
gm(gHa)=F
G
g dm(g). L
2.2. Embeddings
Let R be the A-algebra generated by C in M2(F). Recall that C=Cx is
the stabilizer of a pair Y … YŒ of A-lattices in F2 such that YŒ/Y 4 A/n.
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Lemma 11. Assume that (disc(K), n)=1. Then there is an F-algebra
homomorphism Y: KQM2 (F) such that B is sent into R if and only if all
the primes dividing n in F are split in K and Y is isomorphic to an ideal of B
as an A-module. The classes of these isomorphisms modulo conjugation by C
are in bijection with the kernel of the norm map Pic(B)QPic(A).
Proof (sketch). It is not difficult to check that every F-algebra homo-
morphism Y: KQM2 (F) is induced by some isomorphism j: KQ F2 by
requiring
j(kx)=j(x)Y(k) -k, x ¥K;
besides, two such isomorphisms j and jŒ induce the same k iff there is
c ¥K* such that jŒ=j p lc, where lc is the F-linear endomorphism mul-
tiplication by c in K.
The condition Y(B) … R implies that j−1(Y) and j−1(YŒ) are finitely gen-
erated B-submodules of K, that is, fractional ideals. Besides, A/n 4 YŒ/Y
becomes a cyclic torsion B-module. Let n=< pnp(n) be the prime decom-
position; localizing, one is reduced to look for B-modules isomorphic to
A/pnp(n). Let P be a prime in B above p: if p splits, then A/p i is isomorphic
to B/P i for all i, while if p is inert this never happens.
On the other hand, if all primes dividing n split, there exists an ideal
n1 … B of norm n, so that A/n 4 B/n1. Let b be an ideal of B isomorphic
to Y as an A-module; without loss of generality, b can be taken coprime to
n1: then n
−1
1 b/b 4 B/n1. Choose an isomorphism j0: bQ Y and extend it to
a map KQ F2. Since j0(n−11 b) is isomorphic to YŒ as A-module, j0 can be
modified so that j(b)=Y, j(n−11 b)=YŒ. As above, an embedding Y: KQ
M2 (F) is obtained by expressing in these coordinates multiplication in K.
The last statement follows from the fact that two ideals of B are iso-
morphic as A-modules iff their norms are equivalent in the class group
of A. L
From now on, assume that K satisfies the conditions of Lemma 11.
Choose an embedding Y as above and extend it to K éF F. QM2(F.):
this induces an action of (K é F.)*/Fg. on “W. Since K/F is separable,
Y(a) has two distinct eigenvalues -a ¥K−F and so there are 2 or 0 fixed
points, according to whether . is split or not in K.
Notice that measures on “W associated to C-invariant cocycles, such as
mE, are invariant under the action of B*.
By the S-unit theorem, B* is a finite group if . is inert, while it is of
rank one modulo torsion in the split case. If B* is finite, then it is contained
in the constant field of K; that is, B*=A* unless K is the constant field
extension. Set
G :=(K éF F.)*/Fg.B*.
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2.3. Galois Interpretation
The goal of this section is to identify G with a Galois group.
Let S be the set of places of K lying above .. Put KgS :=<v ¥ S Kgv ; this is
isomorphic to (K éF F.)*. Let K −ab be the maximal abelian extension of K
unramified at places outside S; following [26], define the Hilbert class field
with respect to S, HB, as the maximal unramified abelian extension in
which all primes in S split completely. By class field theory one knows that
Gal(K −ab/HB) contains a dense subgroup isomorphic, via Artin reciprocity,
to KgS/B*. Besides, Gal(HB/K) is canonically isomorphic to Pic(B).
Define the anticyclotomic extension Kac/HB as the fixed field, in K
−
ab, of
the subgroup of Gal(K −ab/HB) corresponding to F
g
.. Then Gal(Kac/HB) is
isomorphic to KgS/F
g
.B* and hence to G.
Note that K −ab/F and HB/F are still Galois, since they are defined as the
fixed fields, in a separable closure of F, of normal subgroups of
Gal(Fsep/F).
Let y be the generator of Gal(K/F); extend it to y˜ ¥Gal(K −ab/F). Since
Gal(K −ab/K) is abelian, conjugation by y˜ is independent of the choice of the
extension y˜: hence one gets an action of Gal(K/F) on Gal(K −ab/K) and on
Gal(K −ab/HB). On the other hand, y acts naturally on the group K
g
S; the
two actions are compatible with the reciprocity map: rec(ya)=y˜rec(a) y˜−1.
In particular, y acts on Gal(Kac/HB) as inversion: for rec(a) rec(ya)=
rec(NK/Fa) ¥ rec(Fg.). This justifies the name anticyclotomic.
A subextension K1 of K
−
ab/HB enjoys the anticyclotomic property iff its
stabilizer in Gal(K −ab/HB) contains the norms of K
g
S: if K/F is split at .,
Fg.=NK/F(K
g
S) and so Kac/HB is the maximal anticyclotomic subexten-
sion; however in the inert case norms have index 2 in Fg. and so there is a
degree 2 extension of Kac which is still anticyclotomic. Note, besides, that
HB/K is not necessarily anticyclotomic when Pic(A)QPic(B) is not
trivial.
2.4. The Inert Case
Assume that K/F is inert at .: it follows that K éF F.=: K. is a field.
The action of Gal(K./F.) will be denoted by xW x¯. Let Kg., 1 :=
{x ¥Kg. | xx¯=1} be the group of elements of norm 1 in Kg..
We also fix an embedding of K into C..
2.4.1. Heegner points. Recall that points of the Drinfeld modular curve
M0(n) classify rank 2 Drinfeld A-modules with level-n structure. In par-
ticular, if C is a subfield of C., modules defined over C correspond
to points in M0(n)(C). Besides, the equivalence of categories between
Drinfeld A-modules over C. and homothety classes of A-lattices of the
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same rank in C. yields that an endomorphism of the module F corre-
sponds to a scalar c ¥ C. such that c L … L, where L is the lattice asso-
ciated to F.
Definition 3. P ¥M0 (n) is said to be a Heegner point associated to
the order B if the corresponding Drinfeld module P has complex multipli-
cation by B; the action of B on P is requested to preserve the level struc-
ture.
Thus a Heegner point P is represented by a pair of A-lattices
L … LŒ … C. which are invariant under multiplication by B.
Recall that the identification of C0W withMC is obtained by associating
to z ¥ W the lattice Lz image of Y … F2 via the embedding iz: F2Q
Fz+F … C..
Lemma 12. There is a bijection between the set of Heegner points of MC
associated to the order B and embeddings Y: BQ R: lattices obtained from
fixed points of Y(B) correspond to Drinfeld modules with complex multipli-
cation by B.
Proof. Let Y¯ be the composition of Y with Gal(K/F)-conjugation in
K. If z ¥ W is a fixed point of Y, then z is in K, which can be identified with
F2 by jz: zW (1, 0), 1W (0, 1). An elementary computation shows that the
embedding of K intoM2 (F) corresponding to expressing multiplication in
K as the right action of M2 (F) on F2 is either Y or Y¯; the conjugate
embedding is obtained performing the same procedure with z¯. Let z=zY be
the unique fixed point of Y such that jz(kx)=jz(x) Y(k).
By definition jz is the inverse of iz; the condition Y(B) … R implies that
j−1z (Y)=Lz is a B-module in K, and therefore the corresponding Drinfeld
module has complex multiplication by B.
Vice versa, assume that z ¥ W is sent to a Heegner point of the curve
MC(C.)=C0W. The equality BLz=Lz implies that iz(F2) is stable under
multiplication by K: this gives an action of K* on F2, that is, an embedding
Y: KQM2 (F). The inclusion Y(B) … R is immediate from the fact that
iz(Y) and iz(YŒ) are B-modules. L
Theorem 13 (Drinfeld, Hayes). Drinfeld modules of rank 1 associated to
B are defined over HB.
Thus, if P is a Heegner point associated to B, P is in MC(HB). For a
proof, see [19, Sect. 8], or [16, Chap. 7].
2.4.2. The theorem. A measure mE, Y on G is obtained from mE through
Y by noticing that “W is a homogeneous space for Y(Kg.).
It is convenient to diagonalize the action of Y: so let zY be the fixed
point associated to the embedding Y as in Lemma 12. Diagonalization is
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achieved by means of the Möbius transformation a(t)=(t− z¯Y)/(t−zY),
which yields a bijection a: “WQKg., 1; then x ¥Kg. acts as multiplication
by xx¯−1.
When K/F is not the constant field extension F éFq Fq2, the map
xW xx¯−1 establishes an isomorphism between G=Kg./Fg. and Kg., 1. In
the case K=F éFq Fq2, to get G one has to factor out the image of Fgq2, that
is, mq+1: this can be done by raising to the (q+1)-th power. So in all cases
there is an embedding i: GQ Cg., such that i(G) contains with finite index
(q.+1 or
q.+1
q+1 ) a subgroup of U1.
In particular, LŒ(mE, Y, 1)=i(>G g dmE, Y) will be thought of as an element
in Cg., to which one can apply the map F of Theorem 9. Here the measure
mE, Y is the pushforward of mE to G via the identification with K
g
., 1 (re-
spectively (Kg., 1)
q+1).
Theorem 14. The point F(LŒ(E, 1)) is in E(HB).
Proof. By Lemma 12, zY and z¯Y originate Heegner points inMC, which
(by the rationality properties of Heegner points and of prE: JC Q E) are
mapped to PY and P¯Y in E(HB). One has
P¯Y−PY=prEFAJ((z¯Y)−(zY))=F 1ucE (z¯Y)ucE (zY)2
=F F
“W
t− z¯Y
t−zY
dmE(t)=F F
Kg., 1
td(ag mE)(t).
If K ] F éFq Fq2, the last integral is, by definition, exactly i >G g dmE, Y. In
the case of the constant field extension, it follows from the formula
>G fd(pgm)=>Kg., 1 (p*f) dm that
F 1 i F
G
g dmE, Y 2=F F
Kg., 1
tq+1 d(agmE)(t)
=F 1F
Kg., 1
t d(agmE)(t)2q+1=(q+1)(PY−P¯Y). L
The inert case has been studied in Pa´l’s thesis [24]. His approach is
somewhat different, but the special value LŒ(E | K) he gets seems to be the
same as here.5 In [24], as in [3], no mention is made of integration, which
5 It is not completely clear to the author from the still incomplete draft of [24] that was
available.
makes some computations more cumbersome. On the other hand, Pa´l
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proves interpolation formulae which show links between .-adic and clas-
sical L-functions and could give fruitful hints for the construction of a
p-adic L-function as attempted in [20, Chap. 3].
2.5. The Split Case
Now assume that the infinite prime splits in K. Fix u a generator of the
free part of B*; then Y(u) is hyperbolic. Let ik be the immersions of K into
F., with n(i1(u)) > 0; put
w :=
i1(u)2
NK/F(u)
¥ Fg..
K éF F. is isomorphic to F.×F. by a é bW (i1(a) b, i2(a) b); then
(K é F.)* 4 Fg.×Fg. Q Fg., (x, y)W xy−1. The image of B* is wZ. This
yields an isomorphism between G and Fg./w
Z: let +: Fg. Q G be the corre-
sponding projection.
Stabilizers in M2(F.) of pairs of points of P1(F.) are 2-dimensional
split F.-algebras; therefore, Y is determined (up to Galois conjugation in
K/F) by its fixed points; denote them as P−Y, P
+
Y according to whether
repulsive or attractive for Y(u). Then Y(B*) acts on T as a shift by
h :=2n(i1(u)) along A(P
−
Y, P
+
Y). This allows one to define a fundamental
domain FY for G: choose e ¥ A(P−Y, P+Y) and take FY=U(e)−U(Y(u) e)
… P1(F.) (a more precise choice will be made later on).
The choice of a base point P ¥ “W−{P−Y, P+Y} gives an identification of
(K éF F.)*/Fg. and “W−{P−Y, P+Y} by aWY(a) P. This yields an iso-
morphism of topological spaces betweenFY and G: thus the restriction of a
measure m ¥M(P1(F.), Z) toFY induces a measure mY on G.
Lemma 15. For all measures m ¥M0(“W, Z)C, m(FY)=0.
Proof. This follows immediately from Y(B*) … C: for, if j is the
cocycle corresponding to m, m(FY)=j(e)−j(Y(u) e). L
As in the inert case, computations are simplified by diagonalizing the
embedding Y: coordinates on “W=P1(F.) are changed by a ¥ PGL2(F.),
determined by 0=aP+Y, .=aP−Y, and aP=1. Then one can identify
(K é F.)*/Fg. with Fg., orbit of 1 under multiplication. In particular,
cw :=aY(u) a−1 acts as multiplication by w on P1(C.) and as shift by n(w)
along the axis A(., 0) on T. Since n(w)=h > 0, Fg. is a disjoint union of
cosets p iw jOg., i ¥ {0, ..., h−1}, j ¥ Z: hence a ‘‘fundamental domain’’
mod w is
F=0
h−1
i=0
p iOg.=U(e0)−U(eh).
(Recall that the ei’s are the edges of A(., 0), with the indexing fixed in
Section 1.1.)
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To fix ideas, define FY :=a−1F. Then G=+(F) and mY is the push-
forward of a f m by +.
Lemma 16. Let m ¥M(“W, Z) be cw-invariant; then, for any z ¥ W,
F
P
1(F.)
wz−t
z−t
dm(t)=wm0 F
F
t dm(t),
where m0 :=m(U(e0)).
Cf. Proposition 3.3 of [6].
Proof. First of all, notice that cw-invariance of m implies that m(F)=0
(same proof as for Lemma 15).
One can decompose
P1(F.)=U(e¯−Nh) 2 U(eNh) 2 0
N
n=−N
wnF
and it follows, by definition of multiplicative integral, that
F
P
1(F.)
wz−t
z−t
dm(t)
= lim
NQ.
1wz−0
z−0
2m0 1wz−.
z−.
2−m0 DN
n=−N
F
wnF
wz−t
z−t
dm(t)
= lim
NQ.
wm0 D
N
n=−N
F
F
1wz−wnt
z−wnt
2 dm(t)
= lim
NQ.
wm0 F
F
1 DN
n=−N
w(z−wn−1t)
z−wnt
2 dm(t)
= lim
NQ.
wm0 F
F
1wN wN+1z−t
z−wNt
2 dm(t)
= lim
NQ.
wm0 F
F
wN dm(t) F
F
1wN+1z−t
z−wNt
2 dm(t)
=wm0 F
F
1 lim
NQ.
t−wN+1z
wNt−z
2 dm(t)=wm0 >F t dm(t)>F (−z) dm(t)=wm0 FF t dm(t)
using throughout the proof the facts that > is a continuous homomorphism
and that >F c=1 for c ¥ Cg.. L
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It is immediate to check that a f mE satisfies the conditions of Proposi-
tion 16:
cw f a f mE=aY(u) a−1 f a f mE=a f Y(u) f mE=a f mE.
Following [6], define the winding number
WY :=− C
h−1
i=0
jE(ei(Y)),
where ei(Y)=a−1(ei).
Recall from Section 1.5 that qE is the Tate period of E.
Theorem 17. There are a root of unity z ¥ md and a numberM ¥ 1d Z such
that LŒ(mE, Y, 1)=+(zqME ); moreover,M=WY/n(qE).
Proof. It follows from Theorem 9 that cY(u)(cE)=zq
M
E for some M in
1
d Z. Exploiting the symmetry of the pairing c.(.),
zqME=cY(u)(cE)=ccE (Y(u))=
ucE (Y(u) z)
ucE (z)
,
so that, by Proposition 8,
zqME=F
P
1(F.)
Y(u) z−t
z−t
dmE(t).
Put a=az and observe that
Y(u) z−t
z−t
=c
cwa−at
a−at
for some constant c ¥ Cg. (both sides have the same divisor). Then
F
P
1(F.)
Y(u) z−t
z−t
dmE(t)=F
P
1(F.)
wa−t
a−t
d(a f mE)(t)
and, using Lemma 16, one gets
zqME=w
−(a f jE)(e0) F
F
t d(a f mE)(t),
so that
+(zqME )=F
G
g dmE, Y(g).
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It is left to compute M. In general, since n(t)=i for t in the set
U(ei)−U(ei+1),
n 1F
F
t dm2=Ch−1
i=0
i (mU(ei)−mU(ei+1))=−C
h−1
i=1
j(ei)+(h−1) j(eh)
(where j is the cocycle associated to the measure m). Then, replacing the
above in
Mn(qE)=−(a f jE)(e0) n(w)+n 1F
F
t d(a f mE)2
it follows thatM=WY/n(qE). L
The result is independent of the choice of base point P: changing it just
shifts the fundamental domain along the axis A(P−Y, P
+
Y) and replaces a
with ca, c ¥ Cg., which does not affect integration on sets of measure zero.
Dependence on u: the choice of a different fundamental unit might
reverse the orientation on the axis of fixed points and therefore change the
sign of mE, Y andWY.
As for Y, notice that the right-hand side of the formula in Theorem 17
depends on Y only through WY. GL2(F) acts on embeddings by conjuga-
tion, (c f Y)(a) :=cY(a) c−1. Assume YŒ=c f Y, c ¥ C; then P+YŒ=cP+Y,
etc., mYŒ=c f mY, and in particular, by the C-invariance of jE, one finds
thatWYŒ=; jE(cei(Y))=WY.
3. THE CYCLOTOMIC CASE
In this section, K is the split quadratic algebra K :=F×F, into which F
is embedded on the diagonal; the integral closure of A in K is B=A×A.
In this situation the group
G :=(K éF F.)*/Fg.B* 4 Fg./Fgq 4 pZ×u1×mq.−1/q−1
is not compact any more and so it cannot be identified with a Galois
group. Class field theory identifies G with a dense subgroup of a cyclotomic
Galois group Gal(Fcyc/HA), where HA is the Hilbert class field of A and
Fcyc the maximal abelian extension of F unramified outside .; in particu-
lar, the uniformizer p is sent by reciprocity into the arithmetic Frobenius,
corresponding to extensions of the constant subfield of F. The role pre-
viously played by G will now be given to the geometric cyclotomic group
G˜ 4 u1×mq.−1/q−1.
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As in the anticyclotomic settings, embeddings K+M2(F) are extended
to K éF F. and used to transfer the measure mE from “W to G˜. Note,
however, that in this case the fact that jE is cuspidal will play an essential
role.
Lemma 18. Classes of embeddings Y: BQ R modulo conjugation by Cx
are in bijection with Pic(A).
Proof (sketch). One reasons as in Lemma 11. We only observe that,
since B=A×A, to give a structure of B-module to Y means to choose an
isomorphism Y 4 a1 À a2, with a1, a2 two ideals of A (which can be taken
coprime). Since Y 4 A À aY, for some ideal aY, the class of a2 is completely
determined as a−11 aY. L
The fixed points of embeddings KQM2 (F) are precisely P1(F): so the
next section will be devoted to a closer look at this set.
3.1. Cusps
Let W¯ :=W 2 P1(F). As mentioned in Section 1.4, the affine curve MCx
can be completed to a projective curve M¯Cx , whose C.-points are identified
with Cx 0 W¯. As in the classical situation of modular curves over C, a rigid
analytic structure at the cusps s ¥ P1(F) is defined by means of horocyclic
neighbourhoods: for s=. one takes Wc :={z ¥ W | |z|i \ c}, quotiented by
the action of Cx. The same is done with any arithmetic group C ( for more
detail, see [14, Sects. 2.6–2.7] and [9, V.2]).
The theta functions studied in [14] can be evaluated also on P1(F).
Proposition 19. Let C be an arithmetic subgroup of GL2 (F), c ¥ C,
and s ¥ P1(F); then uc(s)=<e ¥ C˜ s− ews− ecw converges to a value in Cg.; moreover,
uc is a holomorphic function on all of W¯.
For the proof, see [14, Lemmata 5.3.9 and 5.3.10]. Observe that
uc(.)=1 for all c.
For C=Cx, the analytic continuation of the uc’s allows us to extend the
map FAJ of Section 1.5 to divisors supported anywhere on W¯ (and thus
explicitly describe the cuspidal subgroup of JCx ).
An analogue of the classical Manin–Drinfeld theorem on cusps holds.
Theorem 20. (Gekeler) The subgroup of JCx generated by the cusps is
finite.
A proof is given in [13].
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3.2. Cuspidal Measures
Let C be an arithmetic subgroup of GL2(F); the cusps C0P1(F) corre-
spond to the set of ends of C0T. Recall that this graph consists of the
union of a finite graph and a finite number of half-lines (see [28, II.2.3]):
in particular, this means that, given a cusp s, one can find an end e=e(s)
(pointing to s) such that the conical subtree Cs, e …T collapses to the half-
line of s in C0T. Here
Cs, e :=A(o(e), s) 2 {A(v, w) | v ¥ A(t(e), s) and d(v, w) [ d(v, t(e))},
where d(v, w) is the distance between the vertices. Then, for a cocycle
j ¥H
¯ !
(T, Z)C, the cuspidality condition yields that j is identically 0 on
Cs, e.
Define the set of cuspidal measures for C, M0(“W, Z)Ccusp, as the image
of H
¯ !
(T, Z)C in M0(“W, Z). Notice that if m is cuspidal for C and
a ¥ GL2 (F), then a f m is cuspidal for the arithmetic group aCa−1. In
general, a measure m on “W will be called cuspidal if there is some arith-
metic group C such that m ¥M0(“W, Z)Ccusp.
Recall the subtrees Si defined in Section 1.1. Fix N=N(C) > 0 such
that the paths {en}n > N and {en}n < −N are contained respectively in C0, e(0)
and C., e(.).
If m is cuspidal, m(Ue) is zero for all edges in Cs, e; in particular, consid-
ering the cusps 0 and ., one finds that for |k| > N, m(Ue)=0 for all e in
the subtreeSk having distance at most |k|−N from the base point vk.
Define a covering B of “W−{0,.} by putting, for |k| > N,
Bk :={Ue | e ¥ EF(Sk), d(e, vk)=|k|−N, e pointing away from .}
and
B :={U0} 2 0
|k| > N
Bk,
where U0 :=1Nk=−N pkOg.. It follows from Lemma 4 that the balls {Ue}e ¥Bk
have diameter uniformly bounded by qN−|k|−k. .
Lemma 21. Let m be cuspidal: then >“W t dm(t) exists (in the sense of
Definition 2).
Proof. The integral is computed using the covering B: it is enough to
prove that for any e > 0 one has |1− >Ue t dm| < e for almost all Ue ¥B.
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Choose any te ¥ Ue, Ue ¥Bk; then Lemma 4 implies that |1− tte | < q
N−|k|
. .
The result follows by noticing that
F
Ue
t dm=F
Ue
t
te
dm
since m(Ue)=0. L
Lemma 22. Let m be a cuspidal measure; then
lim
wQ.
F
“W
(t−w) dm(t)=1,
w varying in W.
Proof. Recall that w ¥ W converges to . as the imaginary part increa-
ses. As in Lemma 16, decompose
“W=U(e¯−M) 2 U(eM) 2 0
M
k=−M
pkOg..
Then
F
“W
(t−w) dm(t)= lim
MQ.
D
M
k=−M
F
p
kOg.
(t−w) dm(t),
using the fact that m(U(e¯−M))=m(U(eM))=0 for M large enough. For
|k| > N, pkOg. is considered as a union of Ue ¥B: then, as in Lemma 21,
F
Ue
(t−w) dm=F
Ue
t−w
te−w
dm
and
:1− t−w
te−w
:=|t−te |
|te−w|
<min {
qN−|k|−k.
|w|i
, qN−|k|. }.
Analogously, (t−w)(1−w)−1 converges uniformly to 1 on U0 and
m(U0)=0. L
Corollary 23. Let m be as above; then, for any pair of cusps
r, s ¥ P1(F), the function (t−r)(t−s)−1 is m-integrable and
lim
(z, w)Q (r, s)
F
“W
t−z
t−w
dm(t)=F
“W
t−r
t−s
dm(t),
where z and w vary in W.
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Here and in the following we adopt the convention t−.=1.
Proof. Put a(t) :=t−rt−s . Integrability follows from Lemma 21 and the
equality >U a dm=>aU t d(a f m) (the covering B has to be modified replac-
ing N with NŒ=N(aCa−1), but the essential properties are preserved). As
for the limit, thanks to
lim
(z, w)Q (r, s)
F
“W
t−z
t−w
dm=lim F
“W
at−az
at−aw
dm= lim
(z, w)Q (0,.)
F
“W
t−z
t−w
d(a f m)
one is reduced to check that
1=F
“W
t dm lim
(z, w)Q (0,.)
F
“W
t−w
t−z
dm=lim
zQ 0
F
“W
t
t−z
dm lim
wQ.
F
“W
(t−w) dm,
which is immediate from Lemma 22, using the change of coordinates
c: tW t−1 to rewrite the first factor as limzQ. >“W (t−z) d(c f m). L
Proposition 24. Choose c ¥ C and put j=r(uc): then
uc(r)
uc(s)
=F
“W
t−r
t−s
dmj(t).
Proof. Recall that r(uc)=j(c) [14, 5.6.1] implies that j ¥H¯ !
(T, Z)C
and apply Theorem 6, Corollary 23, and the continuity of uc at the cusps. L
3.3. Integrals on G˜
Let m be a cuspidal measure on “W. Let Y be an embedding of K in
M2(F); denote by bY the image of (p, 1). Let P
+
Y and P
−
Y be respectively
the attractive and repulsive point of bY. Put aY :=(t−P
+
Y)/(t−P
−
Y); the
map (x, y)WY(x, y) a−1Y (1)=a−1Y (xy−1) provides an identification of “W−
{P+Y, P
−
Y} with (K éF F.)*/Fg.. In particular, G˜ 4 a−1Y (u1×mq.−1/q−1).
Define a measure m˜Y on the setFY :=a
−1
Y (O
g
.) by
m˜Y(Ue) :=C
n ¥ Z
m(bnYUe).
Notice that the edges {bnYe}n ¥ Z have all the same distance from the axis
A(P−Y, P
+
Y); hence the sum above is finite, because under the action of C
the cones CP+Y , e(P+Y ) and CP−Y , e(P −Y ) collapse to half-lines in C0T. The
restriction of m˜Y to a
−1
Y (u1×mq.−1/q−1) gives the measure on G˜ (still
denoted with the same symbol). Observe that m˜Y ¥M0(FY, Z).
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The construction of FY is analogous to what was done in Section 2.5;
however, here it is necessary to specify the base point a−1Y (1), since m˜Y and
the integrals we are going to compute are not independent of this choice.
For r, s ¥ P1(F) and j ¥H
¯ !
(T, Z)C, define
[r, s] ·j := C
e ¥ A(r, s)
j(e).
(Once again, the cuspidality of j ensures that the sum is finite.) This is the
pairing between modular symbols and cuspidal harmonic cocycles con-
sidered by Teitelbaum in [30, Definition 8].
Proposition 25. Let C be an arithmetic subgroup of GL2(F), c ¥ C and
put j=r(uc). Then
uc(P
+
Y)
uc(P
−
Y)
=p[P
+
Y , P
−
Y ] ·j F
FY
t−P+Y
t−P−Y
dm˜j, Y(t).
Proof. Let mk be the restriction of b
−k
Y f mj to FY; put m˜N :=;Nk=−N mk,
so that m˜j, Y=limNQ.m˜N. By Proposition 24, one has
uc(P
+
Y)
uc(P
−
Y)
=F
“W
t−P+Y
t−P−Y
dmj= lim
NQ.
D
N
k=−N
F
b
k
Y FY
aY(t) dmj
= lim
NQ.
D
N
k=−N
F
FY
(aY p bkY)(t) d(b−kY f mj)
= lim
NQ.
F
FY
t−P+Y
t−P−Y
dm˜N lim
NQ.
D
N
k=−N
F
FY
pk dmk
using the equality (aY p bkY)(t)=pkaY(t). The first limit converges to an
integral with respect to m˜j, Y; as for the second,
C
k ¥ Z
kmj(b
k
YFY)=[P
+
Y, P
−
Y] ·j
follows from noticing that bY acts as a shift of 1 along A(P
−
Y, P
+
Y) and
FY=U(bY e)−U(e) for some e ¥ A(P−Y, P+Y). L
Now assume that Y maps B into the algebra R generated by Cx and
recall the cocycle jE of Section 1.5.
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Theorem 26. Let m˜E, Y be the measure on G˜ associated to Y and jE.
Then
LŒ(m˜E, Y, 1)q−1=zqxEp[P
−
Y , P
+
Y ] ·jE,
where z is some root of 1 and x ¥Q.
Proof. First of all, notice that m˜E, Y is invariant under the action of
elements c ¥Y(B*) … Cx:
c f m˜E, Y=c f C bkYmE=C (cbkY) f mE=C (bkYc) f mE=m˜E, Y.
This, together with the definition of a measure on G˜, yields the equality
>FY aY(t) dm˜E, Y=(>G˜ g dm˜E, Y)q−1.
The result then follows from Proposition 25, Theorems 9 and 20, and the
fact that torsion points of E come (up to roots of unity) from rational
powers of the Tate period qE. L
It does not seem in the scope of the methods applied here to give a more
precise statement about the values of x and z in Theorem 26; however, a
bound on the order of z and the denominator of x can be obtained from
the cardinality of the cuspidal divisor class group, when the latter is known
(as in the cases considered in [10, 3.23]).
4. CONCLUDING REMARKS
Theorems 17 and 26 seem to be function field analogues of the Greenberg–
Stevens theorem about the cyclotomic L-invariant; this should be clarified
(e.g., how to defineL in the function field setting?). The question is related
to the problem of defining p-adic L-functions for E/F in our context.
A proposal to define Mellin transforms of measures attached to modular
forms by the Schneider–Teitelbaum method and so obtain a p-adic, and
characteristic p-valued, L-function for elliptic curves over function fields
was made by Goss [17]; it is not clear how his construction relates to the
integrals studied in this paper.
Classically, the integral >G g dm is identified with the derivative at 1 of the
p-adic L-function associated to m (see, e.g., [22]); this is possible since in
the number field case the group G one deals with is (essentially) Zp; besides
in characteristic zero logarithm and exponential are defined, allowing to
pass from multiplicative to additive integrals.
In [20, Chap. 3], a first attempt (still very naive and tentative) was made
to develop also in our context a similar interpretation of LŒ(m, 1) as the
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derivative of a function Lp (E, s): Zp Q Cg.. The idea was to use the action
of Zp on U1 (which is a Qp-vector space [16, Lemma 8.2.2]) to define a
p-adic L-function, analogous to Goss’ theory, but the results obtained are
not yet very satisfactory. This clearly indicates a direction for further
research: to define, by some sort of Mellin transform, a p-adic L-function
which encodes a large enough amount of the arithmetic of E, including, as
special values, the integrals we computed. Such a function should be
related (e.g., by interpolation of special values) to the classical complex
L-function L(E, s). The fact that the latter is a polynomial in q−s suggests
that the conjectural Lp should not be very complicated.
A further goal (still far from the author’s scope) would be to formulate
analogues of the Birch and Swinnerton–Dyer conjectures for these
L-functions.
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