Motivation: Using mass spectrometry to measure the concentration and turnover of the individual proteins in a proteome, enables the calculation of individual synthesis and degradation rates for each protein. Software to analyze concentration is readily available, but software to analyze turnover is lacking. Data analysis workflows typically don't access the full breadth of information about instrument precision and accuracy that is present in each peptide isotopic envelope measurement. This method utilizes both isotope distribution and changes in neutromer spacing, which benefits the analysis of both concentration and turnover. Results: We have developed a data analysis tool, DeuteRater, to measure protein turnover from metabolic D 2 O labeling. DeuteRater uses theoretical predictions for label-dependent change in isotope abundance and inter-peak (neutromer) spacing within the isotope envelope to calculate protein turnover rate. We have also used these metrics to evaluate the accuracy and precision of peptide measurements and thereby determined the optimal data acquisition parameters of different instruments, as well as the effect of data processing steps. We show that these combined measurements can be used to remove noise and increase confidence in the protein turnover measurement for each protein. Availability and Implementation: Source code and ReadMe for Python 2 and 3 versions of DeuteRater are available at https://github.com/JC-Price/DeuteRater. Data is at https://chorusproject. org/pages/index.html project number 1147. Critical Intermediate calculation files provided as Tables S3 and S4 . Software has only been tested on Windows machines.
Introduction
Cells are dynamic, with synthesis and degradation of the cellular machinery occurring constantly throughout the life of each cell. Protein homeostasis (proteostasis) is achieved by a careful balance of synthesis and degradation rates resulting in stable concentrations. Measuring protein concentrations over time does not characterize the changes in synthesis and degradation that occur as the cell works to maintain proteostasis. Measurement of protein turnover is required to capture this information.
Mass spectrometry can measure both protein concentration and turnover in the same sample (Karunadharma et al., 2015; Price et al., 2012b) . Methods for measuring in vivo protein concentrations (quantitation) are well developed (Callister et al., 2006; Malmstrom et al., 2009) . Metabolic labeling with stable isotopes and mass spectrometry have been used for many years to monitor in vivo dynamics (Commerford et al., 1983; Schoenheimer et al., 1938) . Only recently has it become possible to monitor individual in vivo protein turnover rates within complex samples (Doherty et al., 2009; Karunadharma et al., 2015; Kasumov et al., 2011; Lam et al., 2014; Price et al., 2010; Price et al., 2012a; Price et al., 2012b) . This can be done by either providing labeled amino acids (Doherty et al., 2009; Karunadharma et al., 2015; Price et al., 2010) or through in situ labeling of nonessential amino acids (Kasumov et al., 2011; Lam et al., 2014; Price et al., 2012a; Price et al., 2012b) . Both approaches result in permanently labeled proteins, so turnover and concentration can be measured simultaneously within complex mixtures using mass spectrometry. Metabolic labeling with deuterated water (D 2 O) has several experimental advantages (Supplementary Table 1 ), but the calculations represent a challenge for proteome scale analysis. To facilitate this analysis, we have developed DeuteRater, a user-friendly tool to quantify data accuracy and precision using previously established combinatorial statistics (Hellerstein and Neese, 1999; Rockwood and Haimi, 2006) . In order to discuss our data analysis, we will use the vocabulary proposed by Smith et al.. Each heavy neutromer (M1, M2, etc.) within the pattern has a highly predictable relative intensity (I x ) and distance (S x ) from the monoisotopic neutromer (M0; Fig. 1 ). The ratio of naturally occurring heavy isotopes create a predictable distribution of heavy neutromers. Interestingly, the exact mass of the neutromer is slightly different depending on which element holds the extra neutron. The observed mass of a neutron changes, because some mass is converted to energy to supply the necessary strong nuclear force. Larger nuclei require more force so the carbon neutromer is lighter than the deuterium. This creates a series of isoneutromers within each neutromer (fine structure peaks with different heavy elements, 13 C, D, etc.; Fig. 1A inset) . The combination of I x and S x has been used to differentiate between distinct elemental combinations, allowing discrimination between classes of molecules based on ambient isotopic ratios (Dittwald et al., 2014) . During metabolic deuterium labeling, we shift the major contributing isoneutromer within each neutromer of the isotopic envelope from 13 C to D (Fig. 1A inset) . The change in I x (DI x ) and S x (DS x ) is unique depending on the number of deuterium's present and can be predicted based on the peptide sequence and the deuterium enrichment ( Fig. 1C and D) . Therefore, during a metabolic labeling experiment, each peptide's mass spectral pattern will have multiple distinct and predictable, deuterium-dependent changes for each charge state.
The ratio of time dependent experimental change for each I x and S x to the theoretical maximum reports the fraction of new peptide for each detected ion in each sample. Since the fraction new ratio should be identical for each DI x and DS x in a given peptide, any deviation must come from instrumental or analysis related error. This means that each mass spectrum of a molecule has 2n-1 semi-independent metrics of turnover (n ¼ number of neutromers observed for that molecule), which can be combined to analyze instrumental noise and software mistakes as well as provide turnover rates of proteins. We show here that the both DI x and DS x are experimentally useful for measurement of turnover, and that DS x is more sensitive to noise.
Materials and methods

Sample preparation and data collection
For the current experiment, blood samples were collected at different time points after introduction of the metabolic label (0.4, 1, 2, 4, 8, 16 and 32 days after D 2 O introduction) and analyzed by mass spectrometry. Details of animal care, sample preparation, and mass spectrometry are in the Supplemental Methods along with a graphical representation ( Supplementary Fig. S1) 
Peptide database assembly
The open source analysis tools PeptideShaker (Vaudel et al., 2015) and Search GUI (Vaudel et al., 2011) were used for analysis of MS/ MS fragmentation data as detailed in the Supplemental Methods. Peptide shaker does not utilize the FDR notation but scores every observed peptide. Peptides with a score greater than 1 based on multiple search algorithms were used for further analysis. The MS/MS fragmentation data from the unlabeled sample acquisitions were used to assemble a peptide mass and retention time database for identification of isotopic envelopes in metabolically labeled samples Metabolic deuterium labeling changes the major isotope to deuterium (red line inset to A) leading to a measureable change (D) in both neutromer intensity (I x ) and spacing (S x ) for each heavy neutromer peak (red spectrum B). Due to the small size of DS compared to absolute S value and DI, DS is not shown in panel B. The theoretical changes can be predicted at any molar percent excess (MPE) of added deuterium (C and D). Data and simulation for peptide LSQTFPNADFAEITK, charge state þ2 using DeuteRater (Fig. 2) . The DeuteRater workflow is outlined in the results (Section 3.1).
Accuracy and precision
In unlabeled samples, we assess accuracy relative to the unlabeled theoretical spectrum. Normalizing deviation from theory in these unlabeled samples, to the theoretical DS x , DI x at the same molar percent excess (MPE) deuterium of the labeled samples, allows us to quantify the deviation on an experimentally meaningful scale (Price et al., 2012a) . Accuracy is calculated using deviation from theory for the unlabeled peptide (Supplementary Figs S3, normalized to the experimental MPE. In this study, accuracy is only reported for unlabeled samples. Precision-how well each of the measurements ( Fig. 1B ; DS x , DI x ) agree with each other-can be measured in both unlabeled and labeled samples. We quantify precision by calculating the standard deviation between the fraction new peptide reported by each of the DI x and DS x measurements available for the individual peptide charge state. The precision is a measurement of the standard deviation between the neutromers in any isotopic distribution (Supplementary Fig. S5D -E). This is determined using the fraction new calculated at experimental MPE (defined by the user in Section 3.1.2) and is equally valid for labeled and unlabeled samples. All data represent direct sequence-specific comparisons except Supplementary Figure S3 .
Comparison of rates
We compared the results of this analysis against two published studies (Price et al., 2010; Lam et al., 2014) , which measured turnover of blood plasma proteins in a similar mouse model. The Price data were collected using dietary labeled amino acids, whereas the Lam et al. data were measured using D 2 O similar to this study. Analyses comparing rates between studies only considered proteins with rates between 0 and 1 day À 1 (Fig. 4 and Supplementary Fig. S6 ), because the time points in this experiment do not adequately constrain rates faster than 1 day À 1 . Also, accession numbers in the published studies often differed due to homology between proteins in the proteomic databases. To correct this, peptide sequences were matched between current and published data and the accession numbers from the current SwissProt database. The Price data (Price et al., 2010) were refit with a median of relevant lag (t0) and protein with a rate fitting coefficient of variance (CV) of less than 0.2 were used for comparison. For the Lam et al. data, proteins were limited to those below one median absolute deviation for the rate [as defined by the authors (Lam et al., 2014) ]. This selected the highest confidence data from each study in order to ensure noise from different instruments did not obscure the correlations. For Figure 4 , to prevent obvious outliers from influencing our regression analysis, we used a Passing-Bablok non-parametric regression (PSI-Plot statistical package). Because we used non-parametric statistics, we report the Spearman non-parametric correlation co-efficient (JMP 12 statistical package).
Results
DeuteRater workflow
The DeuteRater workflow has four modules (Fig. 2) ; a comprehensive instruction manual (ReadMe) and a table of applicable filters (Supplementary Table S2 ) are provided as supplemental information.
Isotope extraction module
The database of peptide mass and retention time ( Section 2.2) was used to guide extraction of MS1 data (Fig. 2) . To identify peptide isotopic envelopes (Smith et al., 2015) within the MS1 spectra, the m/z values (630 ppm) for M0-M4 of each charge state (1þ to 5þ) for each observed peptide were calculated. DeuteRater then searched for these m/z values within a retention time window (61.5 min) bracketing the time the peptide was fragmented and identified in the MSMS spectrum. The elution chromatogram for each isotope pattern was identified by comparing an m/z and abundance vector for each scan against the neighboring scans. We utilized the vector-based comparison because it was robust and flexible, allowing simultaneous comparison of changes in m/z and intensity for all neutromers. When the vector angle changed less than log 10 (1.2), the scan was assumed to belong to the peptide chromatogram. This vector angle criteria agreed well with our visual evaluations of the chromatogram boundaries for selected peptides. All scans within the chromatogram were used to calculate an intensity and median neutromer m/z value. For each neutromer, all m/z values are analyzed and the outliers removed by a Median Absolute Deviation test. The median m/z and intensity of each neutromer in each peptide charge state were then annotated to that entry of a new peptide database. Ions with an incomplete neutromer series (complete series is 4 if the neutral mass is less than 2400 atomic mass units, or 5 if greater than that limit) were removed from the database prior to the data processing workflow. Theoretically, an incomplete neutromer series would also yield useful data, but the confidence in correctly assigning the peptide identity for the isotopic envelope is lower and the subsequent precision analysis would not be comparable. Therefore, these peptides were removed.
Labeling table
The user enters sample specific labeling time and experimentally determined isotope enrichments.
Isotope distribution calculator
DeuteRater calculates the theoretical deuterium dependent change in the isotope distribution for each peptide using the EMass algorithm (Rockwood and Haimi, 2006) . To accomplish this, the elemental composition of each peptide is calculated, and the number of stable deuterium sites (X) is calculated based on the amino acid sequence. The number of isotopic labeling sites in each amino acid has been shown to be stable in mice (Commerford et al., 1983; Kasumov et al., 2011; Price et al., 2012b; Shekar et al., 2014) and humans (Price et al., 2012a) . Although DeuteRater allows the user to define the number of labels, the presets are an average of the literature values specific for mammalian tissue or cell culture.
The EMass algorithm can be used in two ways. The first method calculates DI x and DS x for each peptide at the user defined deuterium enrichment. This method is relatively fast but requires recalculation if deuterium enrichment values need to be changed. Alternatively, DeuteRater can calculate the change in the isotopic envelope at multiple increments between 0 and a user defined limit. The trends in DI x , and DS x for each neutromer within the pattern are fit via least squares regression (Fig. 1C and D) . Regression coefficients for each peptide, along with R 2 and error values for the fits, are then appended to the mass and retention time database to allow predictions of DI x , and DS x at any deuterium molar percent excess (MPE) up to a user defined maximum. This provides flexibility to quickly test the effect of different deuterium enrichments on data precision, at the cost of longer initial calculation time.
To calculate DI x , the individual I x of both the theoretical and experimental isotope patterns is normalized to the sum signal intensity of the neutromers (I 0 to I 3 ) in the pattern as previously described (Hellerstein and Neese, 1999; Price et al., 2012a Price et al., , 2012b . The M4 neutromer, with its corresponding DI x and DS x , is only included for peptides larger than 2400 Daltons. The normalization of I x ensures that the theoretical calculations and experimental measurements are comparable. The S x is normalized internally against the measured monoisotopic peak (M0; Fig. 1B) . The experimental DI x and DS x are calculated versus the unlabeled theoretical baseline. Similarly, maximum theoretical deuterium dependent changes (DI max x , DS max x ) are calculated by subtracting the theoretical unlabeled spectra from the theoretical spectra at the experimental deuterium enrichment (Fig. 1C and D, dotted line) . The experimental changes are then divided by the theoretical maximum change at the experimentally determined deuterium enrichment (DI x /DI max x , DS x /DS max x ) to calculate the time dependent ratio of change (fraction new). In an ideal spectrum, the fraction new peptide calculated for each DI x and DS x will be the same: deviation from this ratio between the various DI x and DS x measurements is a metric of the noise for that individual peptide charge state. The reported fraction new peptide can be calculated from DI x or DS x separately or combined into one metric. Because there are at least seven measurements available for each peptide charge state (9 for m/z above 2400), we can apply a median absolute standard deviation correction to combined calculations to remove outliers and increase the precision. In this analysis, we observed that the DS x measurements often deviated more from the median and were more sensitive to noise.
Rate calculation module
The user designates whether rates are calculated from DS x , DI x or combined data. This choice should be based on the accuracy and precision observed with an instrument (see Section 2.4). For example, we found that DI x was usually best for QToF data, whereas combining DS x , and DI x provided improved precision with Orbitrap data. If the standard deviation of the body of measurements for each peptide were below the user defined value (0.1), the fraction new and the sample time point included in the turnover rate (k) calculation. The peptide fraction new measurements are fit versus time using the relationship fraction new ¼ a-ae (-kt) , where t is time as previously described (Hsieh et al., 2012; Price et al., 2012b) . Each charge state for each peptide can considered a separate point in the fit, or all the data points can be rolled up to a median value (Supplementary Table S2 ). For the data presented in this paper, the asymptote value "a" in the equation was fixed at one. Currently, the turnover rate calculation assumes a single biological pool of unchanging concentration using each of the peptides as a replicate measure to calculate the rate constant. Protein turnover was only calculated when data at three or more (a user defined filter) time points passed the quality filters.
Accuracy of the isotope distribution varies with instrument data acquisition parameters
This study used three different instruments with multiple m/z resolutions, resulting in nine data sets. The number of peptide sequences identified and the identity of the sequences were significantly different between all nine data sets ( Supplementary Fig. S2 ). The entire set of detected peptides were all compared for accuracy and precision ( Supplementary Fig. S3 ). Among the instrument configurations tested, we found that the Agilent 6530 QToF 10,000 m/z resolution (10k1 or 10k2) was generally the most accurate for DI x measurements, but had the least accurate DS x measurements. Relative to the QToF, the Orbitrap Fusion 60 000 m/z resolution (60kf) produced less accurate and precise DI x measurements, but the accuracy of the DS x measurements was much higher. This result was expected because the QToF has been shown to be more accurate for neutromer intensities (Jiang and Erve, 2012; MacCoss et al., 2005; Rockwood and Erve, 2014) , but the higher mass resolution of the Orbitrap should provide more accurate DS x data. For sequence-specific comparisons, the QToF at 10k and the Fusion at 60k were the best for DI (Supplementary Fig. S5 ). Although the QToF collected high quality data on more total peptides ( Supplementary Fig. S3 ), comparison of matched peptide sequences between the QToF 10k and the Fusion 60k, revealed that accuracy ( Supplementary Fig. S5A -C) and precision ( Supplementary  Fig. S5D-F) were comparable for the DI. Although the Fusion at 120k had the most accurate DS measurements, the loss of accuracy in DI outweighed that gain. We observed that the lower resolution acquisition parameters were better for accuracy and precision in both the XL and the fusion.
DS x is more sensitive to noise than DI x
We observed that higher m/z resolutions do not necessarily increase DS x accuracy. For example, the 120k Fusion data had the highest DS x accuracy and precision among the tested instruments and parameters ( Supplementary Fig. S3 ). Although we collected data at 240k and 480k resolution, the increased m/z resolution reduced both the DS x and DI x accuracy and precision. This may be due to the slow scan rate for the high resolution experiments. Fewer total measurements for each peptide chromatogram would increase noise and reduce the confidence for the peptide. Noisier peptide measurements are filtered out of the data set prior to further processing, resulting in fewer usable peptide measurements for the kinetics calculations (see Section 3.4). Longer chromatographic times could potentially offset this effect. Although the DS x is more susceptible to noise than DI x , we observed increased accuracy and precision for combined (DI x , DS x ) from the 60k data ( Supplementary Fig. S3C  and S3F ).
Precision metrics can identify outliers to improve kinetic calculations
When we compared the peptides associated with individual proteins, we observed that the low precision peptides were often outliers when compared to the entire body of data (Fig. 3) . In Figure 3A , there are a series of points near the x-axis (open circles) which seem to form a separate curve. Increasing the stringency of the precision filter in Figures 3B and C removes the points. Closer inspection showed that these points were all assigned to the same peptide, suggesting a possible mistaken sequence. But extreme precision requirements will also reduce the number of measurements (Fig. 3D-F) . This parameter is modifiable in DeuteRater, and for all subsequent analyses in this paper, the precision filter was set to require a deviation less than 0.1.
Turnover rates can be calculated using DI, DS, or the combination. Typically, DS derived rates were lower confidence, but when multiple high precision peptides were used DI, DS, and the combination provided highly consistent values (Supplementary Fig. S6 ). Interestingly, although the QToF 10k data had the lowest precision for DS overall, we found that when multiple high precision peptides were used, the resulting turnover rates for these data were almost identical ( Supplementary Fig. S6, closest to 1 on the y axis) . Fig. 3 . Neutromer precision provides information for outlier removal. Extracted peptide isotope patterns are subjected to a user controlled precision filter prior to calculating the turnover rate. Requiring increased precision (smaller deviation) preferentially removes results that are outside of the expected range of rates. By increasing the required precision, we remove more outliers. However some proteins, like P13020, may lose enough points that the kinetic curve is no longer well constrained. Therefore the precision filter was set at 0.1 deviation for all analyses presented here. Circles represent individual peptide charge state measurements, open circles in A are all assigned to the same peptide suggesting that it was an incorrectly identified sequence 
Kinetic rates are highly reproducible between studies
We tested technical variability in the turnover measurement by running two identical sample sets on the QToF at 10k and analyzing the data (Fig. 4A and Supplementary Fig. S3, 10k1 versus 10k2) . Of the 53 proteins with high quality identifications, the stringent filtering criteria described above resulted in 27 proteins observed in both studies (Fig. 4A) . This confirmed that DeuteRater analysis is consistent. We then compared our rates to published data from an independent deuterium labeling study of similar design by Lam et al. (2014) (Fig. 4B ). There were 25 proteins observed in both studies with high quality fits, evaluated as described in the methods (section 2.4). Passing-Bablok regression analysis reported that there was a strong linear correlation up to $0.5 Day À 1 , suggesting that the biological sampling rate differences between the studies allowed more variability in the rate calculation for fast turnover proteins.
Comparison against a published dietary heavy-labeled amino acid study (Price et al., 2010) also showed a strong linear correlation for the rates (Fig. 4C) . The rates as measured in the Price et al. study tended to be slower as the turnover increased; this could represent a real biological difference of slower trafficking of the labeled amino acids relative to deuterated water.
Discussion
Measuring turnover of individual proteins in vivo is a critical first step towards understanding how the cell modulates protein synthesis and/or degradation to maintain protein homeostasis (proteostasis). Metabolic D 2 O labeling is an experimentally simple and inexpensive method for monitoring protein turnover (Supplementary Table S1 for advantages and disadvantages). Although the data analysis is based on well understood combinatorial statistics (Hellerstein and Neese, 1999) , the time dependent calculations are different for each peptide. This creates an imposing data analysis challenge for a proteomics data set and has impeded widespread use of the technique. Other investigators have developed open source software for individual steps of the analysis (Kasumov et al., 2011) . Our software platform, DeuteRater, simplifies the entire data analysis workflow with a user-friendly GUI to enable proteome wide measurements of turnover. Importantly, DeuteRater is able to utilize all of the DS x and DI x distribution information available in the isotope pattern (Fig. 1) . This results in 2nÀ1 (n ¼ number of neutromer peaks; Fig.  1B ) measurements of turnover for each spectrum. Having multiple measurements allows precision to be quantified for each peptide charge state. This creates a continuous determination of the measurement accuracy and precision for each step of the experiment and analysis. We show here that both DS x and DI x can provide in vivo kinetic information and quantify noise in the mass spectrometer, as a robust metric to increase consistency.
As a simple example of the utility of these precision metrics, we compared the effects of the Vendor-specific versus General centroiding algorithm the ProteoWizard (Kessner et al., 2008 ) application used to prepare data for DeuteRater analysis. We observed that for a single data file more isotope patterns were extracted from data centroided with the General algorithm, but that there was decreased isotope envelope accuracy. We found that even for matched peptides, both DI x and DS x were less accurate in General centroiding than Vendor centroiding (Supplementary Fig. S4 ). Therefore, in subsequent data analysis steps, the Vendor-specific centroiding algorithm was used.
Using the peptide accuracy and precision metrics, we can also apply rational criteria to the evaluation and optimization of instrument acquisition parameters. In our study, we tested three different instrument models and eight different m/z resolutions ( Supplementary Fig. S3 ). We found that data accuracy was best when monitoring the relative neutromer intensity distribution (DI x ) on the QToF and the Orbitrap Fusion at low m/z resolution (60k; Supplementary Fig. S5 ). The neutromer spacing (DS x ) was most accurate on the Orbitrap Fusion at 120k m/z resolution, but interestingly did not improve with increasing mass resolution. We attribute this to the longer scan time for each duty cycle and therefore fewer scans to average over the chromatographic elution. This suggests that DS x is more sensitive to noise than DI x , consistent with the much smaller theoretical range for DS x relative to the range for DI x (Fig. 1) . DeuteRater allows the user to decide whether to choose whether DS x , DI x , or the combination is used to calculate rates. This choice should be made based on the performance of the instrument. Although the matched peptide analysis showed that the combination data was better for both the QToF and Orbitrap data ( Supplementary Fig. S5 ), generally DS x was poor for the QToF data set ( Supplementary Fig. S3 ). Therefore, we use the DI x kinetics for QToF data and combined for Orbitrap. Even for experiments that do not use metabolic labeling, analysis of unlabeled peptide accuracy and precision is simple and fast in DeuteRater and represents a good method for monitoring instrument performance and data quality ( Supplementary Fig. S2 ).
We measured turnover rates for 90 proteins in blood serum, which is essentially the state of the art for the number of proteins observed in whole blood plasma with these short (25 min) LCMS gradients (Geyer et al., 2016) . Multiple sample preparation and data acquisition steps could be modified to increase the breadth of proteome coverage. Although the number of proteins was sufficient for this study, DeuteRater is currently being used to analyze proteomescale data sets consisting of thousands of proteins.
In the QToF data, which we are using as our standard of comparison, 56 of the observed proteins had turnover rates with a covariance of less than 0.2. The rates ranged from 0.02 per day, to faster than we could reliably measure with the tissue sampling intervals. Comparison of the rates between analyses in this study and with published values (Lam et al., 2014; Price et al., 2010) showed that the turnover rates are highly consistent. For example, the reported rates for Hemoglobin Alpha (P01942) varied less than 20% between the studies. This suggests that the measurement of turnover kinetics is highly reproducible and that the streamlined DeuteRater analysis provides high quality results.
