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Resumo
Esta tese está baseada na teoria de Bordag sobre a energia de Casimir. Esta proposta relaci-
ona a energia de Casimir entre planos de plasma condutores e a energia térmica na transição
em duplas perovsquitas ferromagnéticas condutoras. Utilizando esta associação foi possivel
calcular a temperatura crítica de Curie 𝑇𝑐 relacionando a fração da energia entre planos con-
dutores presentes nesses materiais e o parâmetro de Sommerfeld 𝛾 de cada composto. Para
avaliar experimentalmente nossa proposta foram consideradas as temperaturas de transição 𝑇𝑐
e os parâmetros 𝛾 de 3 amostras: 𝑆𝑟2𝐶𝑟𝑅𝑒𝑂6,𝑆𝑟2𝐹𝑒𝑅𝑒𝑂6 e 𝐵𝑎2𝐹𝑒𝑅𝑒𝑂6. Verificamos que
para essas amostras a distância 𝑐 entre os planos condutores é associada a temperatura de Curie
𝑇𝑐. Nossa proposta para o cálculo de 𝑇𝑐 é consistente com os valores encontrados na literatura
para amostras com essas caracteristicas (ferrometálicas e condutoras). Com base na nossa te-
oria propusemos a confecção de uma nova amostra que apresentasse um parâmetro 𝑐 similar
ao da amostra 𝑆𝑟2𝐶𝑟𝑅𝑒𝑂6 gerando com isso uma temperatura de Curie 𝑇𝑐 ≈ 635𝐾 , a saber:
𝑆𝑟1.8𝑌0.2𝐶𝑟𝑅𝑒𝑂6. Esse novo composto é uma dupla perovsquita com caracteristicas metálicas
ferromagnéticas e com planos condutores formados por octaedros alternados de 𝑅𝑒𝑂6 e 𝐹𝑒𝑂6
que apresentou 𝑇𝑐 = 635𝐾.
Abstract
This thesis is based on Bordag’s theory of Casimir energy. This proposal relates the Casi-
mir energy between conductor plasma planes and the thermal energy in the transition in dou-
ble ferromagnetic conductive perovskites. Using this association it was possible to calculate
the critical temperature of Curie 𝑇𝑐 relating the fraction of the energy between these mate-
rials and the parameters of Sommerfeld 𝛾 of each compound. To evaluate experimentally
our proposal we considered the transition temperatures 𝑇𝑐 and the parameters of 3 samples:
𝑆𝑟2𝐶𝑟𝑅𝑒𝑂6,𝑆𝑟2𝐹𝑒𝑅𝑒𝑂6 e 𝐵𝑎2𝐹𝑒𝑅𝑒𝑂6.We have found that for these samples the distance 𝑐
between the conducting planes is associated with the Curie temperature Tc. Our proposal for
the calculation of 𝑇𝑐 is consistent with the values found in the literature for samples with these
characteristics (ferrometal and conductive). Based on our theory we proposed the preparation
of a new sample that presented a parameter 𝑐 similar to that of the sample 𝑆𝑟2𝐶𝑟𝑅𝑒𝑂6 thus ge-
nerating a Curie temperature 𝑇𝑐 ≈ 635𝐾,namely:𝑆𝑟1.8𝑌0.2𝐶𝑟𝑅𝑒𝑂6. This new compound is a
double perovskite with ferromagnetic metallic characteristics and octahedral geometry formed
by planes containing 𝑅𝑒𝑂6 and presenting 𝑇𝑐 = 635𝐾.
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Capa, prefácio e afins
Capítulo 1
Introdução
O efeito Casimir foi proposto pelo físico holandês H.B.G.Casimir em 1948 e consiste basica-
mente na atração entre duas placas perfeitamente condutoras paralelas e neutras [1].Esse efeito
tem sua origem na química coloidal e está diretamente relacionado à interação de Van der Wa-
als [2–8]. A explicação correta para a interação de Van der Walls não retardada entre dois
átomos neutros mas polarizáveis só foi possível após o estabelecimento da mecânica quân-
tica.Usando uma aproximação perturbativa London [9] mostrou em 1930 pela primeira vez que
a interação mencionada era 𝑉 ≈ −(3/4)(~.𝑤0𝛼2/𝑑6), onde 𝛼 é a polarizabilidade estática do
átomo,𝑤0 é frequência de transição dominante e 𝑑 representa a distância entre os átomos. Na
década de 40, vários experimentos foram realizados para estudar o equilíbrio em suspensões
coloidais entre estes os experimentos de Verwey e Overbeck [10]. Basicamente,dois tipos de
força foram utilizadas para explicar esse equilíbrio, foram utilizadas a força eletrostática re-
pulsiva entre as camadas de partículas carregadas absorvidas por parítulas coloidais e as forças
atrativas de London-Van der Walls mas, as experiências mostraram que para grandes distâncias
a expressão de London não era correta. A convergência entre os resultados experimentais e
teóricos só era possivel se a interação entre os átomos caisse mais rapidamente que 1/𝑑6 foi su-
gerido que a diferença no comportamento para grandes distâncias era devido a efeitos de retardo
da interação eletromagnética isto é, as informações de alguma mudança ou flutuação ocorrida
em um átomo deveria levar um tempo finito para alcançar o outro.Efeitos de retardo devem ser
levados em conta sempre que o intervalo de tempo gasto para que um sinal de luz viaje de um
átomo a outro for da ordem de ou maior que os tempos aômicos caracteristicos i.e 𝑟
𝑐
≥ 1
𝜔𝑚𝑛
onde
𝜔𝑚𝑛 são frequências de transição atômicas. Casimir e Polder [11], motivados pelo desacordo
entre a experiência e a teoria consideraram pela primeira vez os efeitos do retardo nas forças de
Van der Walls entre dois átomos ou entre um átomo e uma parede condutora. Eles mostraram
que no regime de retardo o potencial de van der Waals entre dois átomos é dado pela expressão
𝑉𝑅𝐸𝑇 = −23~𝛼𝑎𝛼𝑏/4𝜋𝑑7 em contraste com o resultado encontrado por London. Estes resul-
tados foram obtidos no contexto da eletrodinâmica quântica (QED). Em 1948,seguindo uma
sugestão de Neils Bohr, Casimir [1] refez os cálculos anteriores de uma forma mais simples
pelo cálculo da mudança na energia de ponto zero causada pela presença de paredes condutoras
neutras e infinitas.A energia de Casimir encontrada pelo cálculo da diferença entre a energia
de ponto zero causada pela presença das placas foi 𝐸𝑐 = −~.𝑐.𝜋
2.𝐴
𝑑3
onde ~ é a constante de
Planck dividido por 2𝜋,𝐴 é a área das placas, 𝑑 a disância entre elas e 𝑐 é a velocidade da
luz. Em 1956,Lifishitz.et al [12] obteve pela primeira vez um resultado mais geral que leva em
conta efeitos como a permissividade e a temperatura [13].A teoria de Lifhishitz no limite em
que as condições de contorno são as propostas por Casimir leva ao mesmo resultado [2–8]. A
influência de outros efeitos como plasmons de superfície isto é ,excitações do campo eletro-
magnético que, se propagam ao longo da interface entre dois meios ou,ao longo de placas finas
de plasma [14, 15] foi considerada em vários trabalhos [16–19]. Bordag.et.al [20] em 2006,
considerou as forças de Casimir entre duas placas de plasma separadas por uma distância 𝑑
preenchidas com material dielétrico e duas placas de plasma infinitamente finas separadas por
vácuo notando que, a grandes distâncias, predomina a contribuição de ondas transversais isto é
fótons enquanto a curtas distâncias predomina o efeito de plasmons de superfície. A verifica-
ção experimental do efeito Casimir foi realizada por alguns trabalhos [21–23] e suas aplicações
tem sido utilizadas em materiais magnéticos com configuração planar [24, 25]. Nesse cenário,
nossa proposta baseada na teoria de Bordag [6, 20, 26–28] é relacionar a energia térmica na
transição em materiais magnéticos usando como ambiente ou ferramentas as duplas perovskitas
ferromagnéticas condutoras. A tese está estruturada da seguinte forma:
• Capítulos 2: É feita uma revisão teórica sobre as teorias clássica e quântica de campos.
• Capítulo 3: O modelo de Bordag e a teoria de Casimir são demonstradas.
• Capítulo 4: É feita uma revisão teórica sobre o modelo de Sommerfeld.
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• Capítulo 5: Apresentamos os compostos cuja estrutura pode ser modelada como planos
magnéticos metálicos.
• Capítulo 6: Apresentamos nossa proposta teórica relacionando a energia de Casimir atra-
vés do modelo de Bordag e o estado magnético em duplas perovskitas ferromagnéticas
metálicas.
• Capítulo 7: Discussão e conclusão
Capítulo 2
Revisao Teórica
2.1 Teoria Clássica de Campos
O formalismo desenvolvido nesta seção tem por base a formulação lagrangeana e hamiltoniana
de particulas descrito no Apêncide A e na teoria eletromagnética, cuja descrição se encontra no
Apêndice B.
2.1.1 Formulação Lagrangiana e Hamiltoniana de Campos
Entende se por campo, uma função definida em todos os pontos do espaço [29–34]. Por serem
definidos sobre um conjunto contínuo de pontos, os campos podem ser descritos analogamente
a um sistema de partículas quando o número de graus de liberdade tende a infinito. O sistema
contínuo pode ser construido através de uma coordenada 𝜑?⃗? associada a cada ponto ?⃗? do espaço
e essa construção, pode ser feita considerando um sistema mecânico descrito por coordenadas
generalizadas 𝑞1(𝑡),.......𝑞𝛼(𝑡). O conjunto dos 𝑞𝑠𝛼 caracteriza um número finito de graus de li-
berdade, dessa forma,o sistema contínuo pode ser construido trocando o índice discreto 𝛼 pelo
índice contínuo ?⃗? [30–34].
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2.1.2 Equações de Euler-Lagrange
Utilizando a notação 𝜑(𝑥,𝑡) para o caso unidimensional e notando que a lagrangiana de um
sistema discreto envolve uma soma sobre todos os graus de liberdade como demontrado na
seção A.3 equação (A.38), a lagrangiana de um sistema continuo deve ser expressa em termos
da integral espacial de ℒ,isto é, a densidade lagrangeana [30–34]. A função ℒ deve conter o
termo equivalente às coordenadas generalizadas para o caso contínuo 𝜑, um termo cinético isto
é, 𝜕𝜑
𝜕𝑡
e supondo que um campo interage somente com seus vizinhos infinitesimais denotando
a ação local do campo em contraste com a idéia de ação a distância,a função ℒ deve conter o
termo 𝜕𝜑
𝜕𝑥
. Admitindo uma possível dependência explícita em 𝑥 e 𝑡 [30–34],
𝑆 =
∫︁ 𝑥2
𝑥1
ℒ(𝜑,𝜕𝜑
𝜕𝑡
,
𝜕𝜑
𝜕𝑥
,𝑥,𝑡)𝑑𝑥𝑑𝑡. (2.1)
A ação mais geral para uma teoria de campos unidimensional é, portanto,
𝑆 =
∫︁ 𝑡2
𝑡1
∫︁ 𝑥2
𝑥1
ℒ(𝜑,𝜕𝜑
𝜕𝑡
,
𝜕𝜑
𝜕𝑥
,𝑥,𝑡)𝑑𝑥𝑑𝑡, (2.2)
e pelo princípio de Hamilton [29–31, 33]
𝛿𝑆 = 0 (2.3)
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝛿ℒ(𝜑,𝜕𝜑
𝜕𝑡
,
𝜕𝜑
𝜕𝑥
,𝑥,𝑡)𝑑𝑥 = 0. (2.4)
Analogamente a uma corda vibrante a variação do campo se anula tanto nos extremos temporais,
quanto nos extremos da coordenada espacial 𝑥, isto é,
𝛿𝜑(𝑥,𝑡1) = 𝛿𝜑(𝑥,𝑡2) = 0, (2.5)
𝛿𝜑(𝑥1,𝑡) = 𝛿𝜑(𝑥2,𝑡) = 0, (2.6)
𝛿𝑆 =
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
{︃
𝜕ℒ
𝜕𝜑
𝛿𝜑 +
𝜕ℒ
𝜕
.
𝜑
𝛿
.
𝜑 +
𝜕ℒ
𝜕𝜑‘
𝛿𝜑
′
}︃
𝑑𝑥, (2.7)
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onde
.
𝜑 = 𝜕𝜑
𝜕𝑡
e 𝜑′=𝜕𝜑
𝜕𝑥
. Realizando integrações por partes e considerando (2.5) e (2.6)
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝜕ℒ
𝜕
.
𝜑
𝛿
.
𝜑𝑑𝑥 =
∫︁ 𝑥2
𝑥1
𝑑𝑥
𝜕ℒ
𝜕
.
𝜑
𝛿𝜑(𝑡2𝑡1)−
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝑑𝑥
[︃
𝜕
𝜕𝑡
(︃
𝜕ℒ
𝜕
.
𝜑
)︃]︃
𝛿𝜑, (2.8)
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝜕ℒ
𝜕
.
𝜑
𝛿
.
𝜑𝑑𝑥 = −
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝑑𝑥
[︃
𝜕
𝜕𝑡
(︃
𝜕ℒ
𝜕
.
𝜑
)︃]︃
𝛿𝜑, (2.9)
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝑑𝑥
𝜕ℒ
𝜕𝜑′
𝛿𝜑′ =
∫︁ 𝑡2
𝑡1
𝜕ℒ
𝜕𝜑′
𝛿𝜑
(︀
𝑥2
𝑥1
)︀− ∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝑑𝑥
𝜕
𝜕𝑥
(︂
𝜕ℒ
𝜕𝜑′
)︂
𝛿𝜑, (2.10)
∫︁ 𝑡2
𝑡1
∫︁ 𝑥2
𝑥1
𝜕ℒ
𝜕𝜑′
𝛿𝜑𝑑𝑥 = −
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝑑𝑥
𝜕
𝜕𝑥
(︂
𝜕ℒ
𝜕𝜑′
)︂
𝛿𝜑, (2.11)
Substituindo as equações (2.9) e (2.11) na equação (2.7) e utilizando o princípio de Hamilton
para 𝛿𝜑:
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁ 𝑥2
𝑥1
𝑑𝑥
{︃
𝜕ℒ
𝜕𝜑
− 𝜕
𝜕𝑡
(︃
𝜕ℒ
𝜕
(︀
𝜕𝜑
𝜕𝑡
)︀)︃− 𝜕
𝜕𝑥
(︃
𝜕ℒ
𝜕
(︀
𝜕𝜑
𝜕𝑥
)︀)︃}︃ 𝛿𝜑 = 0. (2.12)
Com isso obtém se a equação de Lagrange:
𝜕
𝜕𝑡
(︃
𝜕ℒ
𝜕
(︀
𝜕𝜑
𝜕𝑡
)︀)︃+ 𝜕
𝜕𝑥
(︃
𝜕ℒ
𝜕
(︀
𝜕𝜑
𝜕𝑥
)︀)︃− 𝜕ℒ
𝜕𝜑
= 0. (2.13)
Generalizando, para 𝑁 campos em três dimensões o princípio de Hamilton leva a :
𝛿𝑆 =
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁
𝑉
𝑑3𝑥
𝑁∑︁
𝛼=1
{︃
𝜕ℒ
𝜕𝜑𝛼
𝛿𝜑𝛼 +
𝜕ℒ
𝜕
.
𝜑𝛼
𝛿
.
𝜑𝛼 +
𝜕ℒ
𝜕(∇𝜑𝛼)𝛿∇𝜑𝛼
}︃
, (2.14)
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁
𝑣
𝑑3𝑥
𝜕ℒ
𝜕
.
𝜑𝛼
𝛿
.
𝜑𝛼 = −
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁
𝑣
𝑑3𝑥
𝜕
𝜕𝑡
(︃
𝜕ℒ
𝜕
.
𝜑𝛼
)︃
𝛿
.
𝜑𝛼, (2.15)
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∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁
𝑣
𝑑3𝑥
𝜕ℒ
𝜕(∇⃗𝜑𝛼)
.𝛿∇⃗𝜑𝛼 = −
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁
𝑣
𝑑3𝑥∇⃗.
(︃
𝜕ℒ
𝜕(∇⃗𝜑𝛼)
)︃
, (2.16)
Assim,
𝛿𝑆 =
∫︁ 𝑡2
𝑡1
𝑑𝑡
∫︁
𝑣
𝑑3𝑥
𝑁∑︁
𝛼=1
[︃
𝜕ℒ
𝜕𝜑 𝛼
− 𝜕
𝜕𝑡
(︃
𝜕ℒ
𝜕
.
𝜑𝛼
)︃
− ∇⃗.
(︃
𝜕ℒ
𝜕(∇⃗𝜑𝛼)
)︃]︃
𝛿𝜑𝛼 = 0 (2.17)
e a equação de Lagrange se torna para um 𝛿𝜑𝛼 arbitrário:
𝜕ℒ
𝜕𝜑 𝛼
− 𝜕
𝜕𝑡
(︃
𝜕ℒ
𝜕
.
𝜑𝛼
)︃
− ∇⃗.
(︃
𝜕ℒ
𝜕(∇⃗𝜑𝛼)
)︃
= 0. (2.18)
2.1.3 Lagrangiana do Campo Eletromagnético
Notando que a ação deve ser um invariante de Lorentz assumindo que 𝑆 seja um escalar,
𝑆 =
∫︁
ℒ𝑑𝑥4, (2.19)
a densidade lagrangiana deve ser um escalar e, além disso, as variáveis dinâmicas serão tomadas
como sendo o quadri-potencial , suas derivadas e do tempo, ℒ(𝐴𝜇,𝜕𝜇𝐴𝜈(𝑥),𝑡) [35, 36].
A lagrangeana mais geral possível para o campo eletromagnético pode ser construida a partir
dos tensores 𝐹 𝜇𝜈 ou ℱ𝜇𝜈 (tensor dual ).Os únicos escalares que podem ser construidos a partir
desses tensores são 𝐹 𝜇𝜈𝐹𝜇𝜈 , 𝐹 𝜇𝜈ℱ𝜇𝜈 e ℱ𝜇𝜈ℱ𝜇𝜈 definidos no Apêndice B em termos de ?⃗? e suas
derivadas.
𝐴𝜇𝐴
𝜇, (2.20)
(𝜕𝜇𝐴
𝜇)2 , (2.21)
(𝜕𝜇𝐴
𝜈) (𝜕𝜇𝐴𝜈) (𝜕𝜇𝐴
𝜈) (𝜕𝜈𝐴
𝜇) , (2.22)
𝐽𝜇𝐴
𝜇. (2.23)
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Se a corrente é conservada, 𝜕𝜇𝐽𝜇 = 0. O termo 𝐽𝜇𝐴𝜇 referente a interação com as correntes
topológicas, deve ser adicionado à lagrangiana do campo eletromagnético. Assim, a forma mais
geral de ℒ é
ℒ = 𝛼 (𝜕𝜇𝐴𝜇)2 + 𝛽 (𝜕𝜇𝐴𝜈) (𝜕𝜇𝐴𝜈) + 𝛾 (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇) + 𝛿𝐴𝜇𝐴𝜇 + 𝜖.𝐽𝜇𝐴𝜇. (2.24)
A equação de Euler-Lagrange para a densidade lagrangeana ℒ (2.24) é:
𝜕ℒ
𝜕𝐴𝜇
− 𝜕𝜈 𝜕ℒ
𝜕 (𝜕𝜈𝐴𝜇)
= 0. (2.25)
Calculando o primeiro termo da equação (2.25):
𝜕ℒ
𝜕𝐴𝜇
= 2𝛼𝜕𝜇𝐴
𝜇 𝜕
𝜕𝐴𝜇
(𝜕𝜇𝐴
𝜇) + 𝛽
[︂
(𝜕𝜇𝐴
𝜈)
𝜕
𝜕𝐴𝜇
(𝜕𝜇𝐴𝜈) + (𝜕
𝜇𝐴𝜈)
𝜕
𝜕𝐴𝜇
(𝜕𝜇𝐴
𝜈)
]︂
+
+𝛾
[︂
(𝜕𝜇𝐴
𝜈)
𝜕
𝜕𝐴𝜇
(𝜕𝜈𝐴
𝜇) + (𝜕𝜈𝐴
𝜇)
𝜕
𝜕𝐴𝜇
(𝜕𝜇𝐴
𝜈)
]︂
+ 𝛿
[︂
𝐴𝜇
𝜕
𝜕𝐴𝜇
𝐴𝜇 + 𝐴𝜇
𝜕
𝜕𝐴𝜇
𝐴𝜇
]︂
+ 𝜖𝐽𝜇
𝜕
𝜕𝐴𝜇
𝐴𝜇,
𝜕ℒ
𝜕𝐴𝜇
= 2𝛼𝜕𝜇𝐴
𝜇𝜕𝜇
(︂
𝜕𝐴𝜇
𝜕𝐴𝜇
)︂
+ 𝛽
[︂
(𝜕𝜇𝐴
𝜈) 𝜕𝜇
(︂
𝜕𝐴𝜈
𝜕𝐴𝜇
)︂
+ (𝜕𝜇𝐴𝜈) 𝜕𝜇
(︂
𝜕𝐴𝜈
𝜕𝐴𝜇
)︂]︂
+𝛾
[︂
(𝜕𝜇𝐴
𝜈) 𝜕𝜈
(︂
𝜕𝐴𝜇
𝜕𝐴𝜇
)︂
+ (𝜕𝜈𝐴
𝜇) 𝜕𝜇
(︂
𝜕𝐴𝜈
𝜕𝐴𝜇
)︂]︂
+ 𝛿
[︂
𝐴𝜇
𝜕𝐴𝜇
𝜕𝐴𝜇
+ 𝐴𝜇
𝜕𝐴𝜇
𝜕𝐴𝜇
]︂
+ 𝜖𝐽𝜇
𝜕𝐴𝜇
𝜕𝐴𝜇
,
Usando o tensor métrico,
𝜕ℒ
𝜕𝐴𝜇
= 2𝛼𝜕𝜇𝐴
𝜇𝜕𝜇𝑔
𝜇𝜇
(︂
𝜕𝐴𝜇
𝜕𝐴𝜇
)︂
+ 𝛽
[︂
(𝜕𝜇𝐴
𝜈) 𝜕𝜇𝑔𝜈𝜇
(︂
𝜕𝐴𝜇
𝜕𝐴𝜇
)︂
+ (𝜕𝜇𝐴𝜈) 𝜕𝜇𝑔
𝜈𝜇
(︂
𝜕𝐴𝜇
𝜕𝐴𝜇
)︂]︂
+
+𝛾
[︂
(𝜕𝜇𝐴
𝜈) 𝜕𝜈𝑔
𝜇𝜇
(︂
𝜕𝐴𝜇
𝜕𝐴𝜇
)︂
+ (𝜕𝜈𝐴
𝜇) 𝜕𝜇𝑔
𝜈𝜇
(︂
𝜕𝐴𝜇
𝜕𝐴𝜇
)︂]︂
+ 𝛿
[︂
𝐴𝜇𝑔
𝜇𝜇𝜕𝐴𝜇
𝜕𝐴𝜇
+ 𝐴𝜇
𝜕𝐴𝜇
𝜕𝐴𝜇
]︂
+ 𝜖𝐽𝜇𝑔
𝜇𝜇.
𝜕𝐴𝜇
𝜕𝐴𝜇
Assim,
𝜕ℒ
𝜕𝐴𝜇
= 2𝛼𝜕𝜇𝐴
𝜇𝜕𝜇𝑔
𝜇𝜇 + 𝛽
[︀
(𝜕𝜇𝐴
𝜈) 𝜕𝜇𝑔𝜈𝜇 + (𝜕
𝜇𝐴𝜈) 𝜕𝜇𝑔
𝜈𝜇
]︀
+ 𝛾 [(𝜕𝜇𝐴
𝜈) 𝜕𝜈𝑔
𝜇𝜇 + (𝜕𝜈𝐴
𝜇) 𝜕𝜇𝑔
𝜈𝜇]
+𝛿 [𝐴𝜇𝑔
𝜇𝜇 + 𝐴𝜇] + 𝜖𝐽𝜇𝑔
𝜇𝜇
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𝜕ℒ
𝜕𝐴𝜇
= 𝛿 [𝐴𝜇 + 𝐴𝜇] + 𝜖𝐽𝜇,
= 2𝛿𝐴𝜇 + 𝜖𝐽𝜇. (2.26)
o segundo termo é resolvido aplicando a derivada em todos os termos,
𝜕𝜈
[︂
𝜕ℒ
𝜕 (𝜕𝜈𝐴𝜇)
]︂
= 𝜕𝜈
[︀
2𝛼 (𝜕𝜇𝐴
𝜇) 𝛿𝜈𝜇𝑔
𝜇𝜇 + 𝛽
{︀
(𝜕𝜇𝐴
𝜈) 𝑔𝜇𝜈𝛿𝜇𝜈 + (𝜕
𝜇𝐴𝜈) 𝛿
𝜈
𝜇𝑔
𝜈𝜇
}︀
+
+𝛾
{︀
(𝜕𝜇𝐴
𝜈) 𝑔𝜇𝜇 + (𝜕𝜈𝐴
𝜇) 𝛿𝜈𝜇𝑔
𝜈𝜇
}︀]︀
= 𝜕𝜈
[︀
2𝛼𝑔𝜇𝜇𝛿𝜈𝜇 (𝜕𝜇𝐴
𝜇) + 𝛽
{︀(︀
𝛿𝜈𝜇𝜕𝜈𝑔
𝜈𝜇𝐴𝜇
)︀
𝑔𝜇𝜈𝛿𝜇𝜈 + (𝑔
𝜇𝜈𝜕𝜈𝛿
𝜇
𝜈𝐴𝜇) 𝛿
𝜈
𝜇𝑔
𝜈𝜇
}︀
+
+ 𝛾
{︀(︀
𝛿𝜈𝜇𝜕𝜈𝑔
𝜈𝜇𝐴𝜇
)︀
𝑔𝜇𝜇 + (𝜕𝜈𝑔
𝜇𝜇𝐴𝜇) 𝛿
𝜈
𝜇𝑔
𝜈𝜇
}︀]︀
= 𝜕𝜈
[︀
2𝛼𝑔𝜇𝜇𝛿𝜈𝜇 (𝜕𝜇𝐴
𝜇) + 𝛽
{︀
2𝛿𝜈𝜇𝑔
𝜈𝜇𝑔𝜇𝜈𝛿𝜇𝜈 𝜕𝜈𝐴𝜇
}︀
+ 𝛾
{︀
2𝛿𝜈𝜇𝑔
𝜈𝜇𝑔𝜇𝜇𝜕𝜈𝐴𝜇
}︀]︀
= 𝜕𝜈
[︀
2𝛼𝑔𝜇𝜇𝛿𝜈𝜇 (𝜕𝜇𝐴
𝜇) + 2𝛽𝑔𝜇𝜈𝛿𝜇𝜈 𝜕𝜇𝐴
𝜈 + 2𝛾𝑔𝜈𝜇𝜕𝜇𝐴
𝜇
]︀
. (2.27)
Portanto, substituindo as Equações (2.26) e (2.27) na Equação (2.25),
2𝛿𝐴𝜇 + 𝜖𝐽𝜇 − 𝜕𝜈
[︀
2𝛼𝑔𝜇𝜇𝛿𝜈𝜇 (𝜕𝜇𝐴
𝜇) + 2𝛽𝑔𝜇𝜈𝛿𝜇𝜈 𝜕𝜇𝐴
𝜈 + 2𝛾𝑔𝜈𝜇𝜕𝜇𝐴
𝜇
]︀
= 0,
2𝛿𝐴𝜇 + 𝜖𝐽𝜇 − 2𝛼𝑔𝜇𝜇𝛿𝜈𝜇𝜕𝜈 (𝜕𝜇𝐴𝜇)− 2𝛽𝑔𝜇𝜈𝛿𝜇𝜈 𝜕𝜈 (𝜕𝜇𝐴𝜈)− 2𝛾𝑔𝜈𝜇𝜕𝜈 (𝜕𝜇𝐴𝜇) = 0,
2𝛿𝐴𝜇 + 𝜖𝐽𝜇 − 2𝛼𝜕𝜇 (𝜕𝜇𝐴𝜇)− 2𝛽𝛿𝜇𝜈 𝜕𝜇 (𝜕𝜇𝐴𝜈)− 2𝛾𝜕𝜇 (𝜕𝜇𝐴𝜇) = 0,
2𝛿𝛿𝜇𝜈𝐴
𝜈 + 𝜖𝛿𝜇𝜈𝐽
𝜈 − 2𝛼𝛿𝜇𝜈 𝜕𝜈 (𝜕𝜇𝐴𝜇)− 2𝛽𝛿𝜇𝜈 𝜕𝜇 (𝜕𝜇𝐴𝜈)− 2𝛾𝛿𝜇𝜈 𝜕𝜈 (𝜕𝜇𝐴𝜇) = 0,
𝛿𝜇𝜈 [2𝛿𝐴
𝜈 + 𝜖𝐽𝜈 − 2𝛼𝜕𝜈 (𝜕𝜇𝐴𝜇)− 2𝛽𝜕𝜇 (𝜕𝜇𝐴𝜈)− 2𝛾𝜕𝜈 (𝜕𝜇𝐴𝜇)] = 0,
2𝛿𝐴𝜈 + 𝜖𝐽𝜈 − 2𝛼𝜕𝜈 (𝜕𝜇𝐴𝜇)− 2𝛽𝜕𝜇 (𝜕𝜇𝐴𝜈)− 2𝛾𝜕𝜈 (𝜕𝜇𝐴𝜇) = 0,
2𝛿𝐴𝜈 + 𝜖𝐽𝜈 − 2 (𝛼 + 𝛾) 𝜕𝜈 (𝜕𝜇𝐴𝜇)− 2𝛽2𝐴𝜈 = 0.
Esta última equação pode ser reescrita como
𝛽2𝐴𝜈 + (𝛼 + 𝛾) 𝜕𝜈 (𝜕𝜇𝐴𝜇) = 𝛿𝐴𝜈 +
1
2
𝜖𝐽𝜈 (2.28)
2𝐴𝜈 − 𝜕𝜈 (𝜕𝜇𝐴𝜇) = 𝜇0𝐽𝜈 (2.29)
Considerando o enfoque em descrever o eletromagnetismo, compara-se a equação (2.28) com a
equação (2.29) Sendo assim, pode ser feita a escolha 𝛼+𝛾 =
1
2𝜇0
, 𝛽 = − 1
2𝜇0
, 𝛿 = 0 e 𝜖 = −1.
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Portanto, a equação (2.24) se torna
ℒ = 𝛼 (𝜕𝜇𝐴𝜇)2 − 1
2𝜇0
(𝜕𝜇𝐴
𝜈) (𝜕𝜇𝐴𝜈) +
(︂
1
2𝜇0
− 𝛼
)︂
(𝜕𝜇𝐴
𝜈) (𝜕𝜈𝐴
𝜇)− 𝐽𝜇𝐴𝜇,
= 𝛼
[︀
(𝜕𝜇𝐴
𝜇)2 − (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇)
]︀− 1
2𝜇0
(𝜕𝜇𝐴
𝜈) (𝜕𝜇𝐴𝜈) +
1
2𝜇0
(𝜕𝜇𝐴
𝜈) (𝜕𝜈𝐴
𝜇)− 𝐽𝜇𝐴𝜇,
= 𝛼
[︀
(𝜕𝜇𝐴
𝜇) (𝜕𝜇𝐴
𝜇)− (︀𝜕𝜇𝛿𝜈𝜇𝐴𝜇)︀ (𝜕𝜈𝐴𝜇)]︀− 12𝜇0 [(𝜕𝜇𝐴𝜈) (𝜕𝜇𝐴𝜈)− (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇)]− 𝐽𝜇𝐴𝜇,
= 𝛼 [(𝜕𝜇𝐴
𝜇) (𝜕𝜇𝐴
𝜇)− (𝜕𝜇𝐴𝜇) (𝜕𝜇𝐴𝜇)]− 1
2𝜇0
[(𝜕𝜇𝐴
𝜈) (𝜕𝜇𝐴𝜈)− (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇)]− 𝐽𝜇𝐴𝜇,
ℒ = − 1
2𝜇0
[(𝜕𝜇𝐴
𝜈) (𝜕𝜇𝐴𝜈)− (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇)]− 𝐽𝜇𝐴𝜇. (2.30)
Agora, a equação (2.30) pode ser reescrita como
ℒ = − 1
2𝜇0
[︂
1
2
(𝜕𝜇𝐴
𝜈) (𝜕𝜇𝐴𝜈)− 1
2
(𝜕𝜇𝐴
𝜈) (𝜕𝜈𝐴
𝜇)− 1
2
(𝜕𝜇𝐴
𝜈) (𝜕𝜈𝐴
𝜇) +
1
2
(𝜕𝜇𝐴
𝜈) (𝜕𝜇𝐴𝜈)
]︂
− 𝐽𝜇𝐴𝜇,
= − 1
4𝜇0
[(𝜕𝜇𝐴
𝜈) (𝜕𝜇𝐴𝜈)− (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇)− (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇) + (𝜕𝜇𝐴𝜈) (𝜕𝜇𝐴𝜈)]− 𝐽𝜇𝐴𝜇,
= − 1
4𝜇0
[︀
(𝜕𝜇𝑔
𝜈𝜈𝐴𝜈) (𝜕
𝜇𝐴𝜈)− (𝜕𝜇𝑔𝜈𝜈𝐴𝜈) (𝜕𝜈𝐴𝜇)−
(︀
𝛿𝜈𝜇𝜕𝜈𝐴
𝜈
)︀
(𝜕𝜈𝛿
𝜇
𝜈𝐴
𝜈) +
+
(︀
𝛿𝜈𝜇𝜕𝜈𝐴
𝜈
)︀
(𝛿𝜇𝜈 𝜕
𝜈𝐴𝜈)
]︀− 𝐽𝜇𝐴𝜇,
= − 1
4𝜇0
[︀
(𝜕𝜇𝐴𝜈) (𝜕
𝜇𝑔𝜈𝜈𝐴𝜈)− (𝜕𝜇𝐴𝜈) (𝑔𝜈𝜈𝜕𝜈𝐴𝜇)− (𝜕𝜈𝛿𝜇𝜈𝐴𝜈)
(︀
𝛿𝜈𝜇𝜕𝜈𝐴
𝜈
)︀
+
+ (𝜕𝜈𝛿
𝜇
𝜈𝐴
𝜈)
(︀
𝜕𝜈𝛿𝜈𝜇𝐴𝜈
)︀]︀− 𝐽𝜇𝐴𝜇,
= − 1
4𝜇0
[(𝜕𝜇𝐴𝜈) (𝜕
𝜇𝐴𝜈)− (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇)− (𝜕𝜈𝐴𝜇) (𝜕𝜇𝐴𝜈) + (𝜕𝜈𝐴𝜇) (𝜕𝜈𝐴𝜇)]− 𝐽𝜇𝐴𝜇,
= − 1
4𝜇0
[(𝜕𝜇𝐴𝜈) (𝜕
𝜇𝐴𝜈)− (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇)− (𝜕𝜈𝑔𝜇𝜇𝐴𝜇) (𝜕𝜇𝐴𝜈) + (𝜕𝜈𝑔𝜇𝜇𝐴𝜇) (𝜕𝜈𝐴𝜇)]− 𝐽𝜇𝐴𝜇,
= − 1
4𝜇0
[(𝜕𝜇𝐴𝜈) (𝜕
𝜇𝐴𝜈)− (𝜕𝜇𝐴𝜈) (𝜕𝜈𝐴𝜇)− (𝜕𝜈𝐴𝜇) (𝑔𝜇𝜇𝜕𝜇𝐴𝜈) + (𝜕𝜈𝐴𝜇) (𝜕𝜈𝑔𝜇𝜇𝐴𝜇)]− 𝐽𝜇𝐴𝜇,
= − 1
4𝜇0
[𝜕𝜇𝐴𝜈𝜕
𝜇𝐴𝜈 − 𝜕𝜇𝐴𝜈𝜕𝜈𝐴𝜇 − 𝜕𝜈𝐴𝜇𝜕𝜇𝐴𝜈 + 𝜕𝜈𝐴𝜇𝜕𝜈𝐴𝜇]− 𝐽𝜇𝐴𝜇,
= − 1
4𝜇0
(𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇) (𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇)− 𝐽𝜇𝐴𝜇,
ℒ = − 1
4𝜇0
𝐹𝜇𝜈𝐹
𝜇𝜈 − 𝐽𝜇𝐴𝜇. (2.31)
Portanto, o campo eletromagnético pode ser descrito pela densidade de Lagrangiana
ℒ = − 1
4𝜇0
𝐹𝜇𝜈𝐹
𝜇𝜈 − 𝐽𝜇𝐴𝜇. (2.32)
onde o primeiro termo em (2.32) é o termo cinético e o segundo termo é o termo relacionado à
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energia potencial devido as correntes topológicas (carga ou corrente). Para o campo eletromag-
nético no vácuo, pode se ainda escrever:
ℒ = − 1
4𝜇0
𝐹𝜇𝜈𝐹
𝜇𝜈 . (2.33)
A densidade lagrangeana ℒ pode ser escrita em termos do traço de 𝐹 𝜇𝜈𝐹𝜈𝜇:
𝑇𝑟 (𝐹 𝜇𝜈𝐹𝜈𝜇) = 2
(︂
𝐸2
𝑐2
−𝐵2
)︂
. (2.34)
Consequentemente, a Lagrangeana do campo eletromagnético pode ser escrita em termos dos
campos elétrico 𝐸 e magnético 𝐵:
ℒ (𝐸𝑖,𝐵𝑗) = 1
2
(︂
𝐸2
𝑐2
−𝐵2
)︂
. (2.35)
O momento canônico conjugado é portanto:
𝜋𝜇 =
𝜕ℒ
𝜕 (𝜕0𝐴𝜇)
= −𝐹 0𝜇, (2.36)
−𝐹 0𝜇 = 𝐹 𝜇0 , 𝜋0 = 0 , 𝜋𝑖 = 𝐹 𝑖0
𝜋𝜇 = −𝐸𝜇
𝑐
. (2.37)
A componente temporal do momento é portanto:
𝜋0 =
1
𝜇0𝑐
[︀−ℒ+ 𝜋𝜇𝜕0𝐴𝜇]︀ , (2.38)
e representa uma transformada de Legendre. Assim, a densidade do hamiltoniano ℋ é:
ℋ = 𝑐𝜋0 = 1
𝜇0
[𝜋𝜇𝜕0𝐴𝜇 − ℒ] , (2.39)
𝜇0ℋ = [𝜋𝜇𝜕0𝐴𝜇 − ℒ] , (2.40)
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𝜇0ℋ = −𝜋𝜇 (𝜕0𝐴𝜇)− ℒ, (2.41)
e lembrando que:
𝜋𝜇 =
𝜕ℒ
𝜕 (𝜕0𝐴𝜇)
= 𝜕𝜇𝐴0 − 𝜕0𝐴𝜇, (2.42)
𝜕0𝐴𝜇 = 𝜕𝜇𝐴0 − 𝜋𝜇, (2.43)
e substituindo na equação (2.41) para a densidade Hamiltoniana:
𝜇0ℋ = −𝜋𝑘 (−𝜋𝑘 + 𝜕𝑘𝐴0)− 1
2
(︀
𝜋2𝑘 −𝐵2𝑘
)︀− 𝐴0 (𝜕𝑘𝜋𝑘) , (2.44)
𝜇0ℋ = 1
2
(︀
𝜋2𝑘 + 𝐵
2
𝑘
)︀− 𝜋𝑘 (𝜕𝑘𝐴0)− 𝐴0 (𝜕𝑘𝜋𝑘) , (2.45)
𝜇0ℋ = 1
2
(︀
𝜋2𝑘 + 𝐵
2
𝑘
)︀− 𝜕𝑘(𝜋𝑘𝐴0). (2.46)
Sendo assim, a densidade hamiltonana ℋ integrada sobre todo o espaço leva ao Hamiltoniano
do campo eletromagnético, fundamental para a quantização do campo eletromagnético e para
os objetivos propostos nesse trabalho:
𝐻 =
1
𝜇0
∫︁
ℋ𝑑3𝑥, (2.47)
𝐻 =
1
2𝜇0
∫︁ (︀
𝜋2𝑘 + 𝐵
2
𝑘
)︀
𝑑3𝑥. (2.48)
2.2 Quantização do Campo Eletromagnético
Nesta seção, será feita a quantização do campo ou segunda quantização, nos gauges de Coulomb
e Lorentz utilizando o formalismo apresentado nas seções anteriores [4, 35, 36].
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2.2.1 Gauge de Coulomb
Procedendo a quantização do campo eletromagnético no gauge de Coulomb, isto é tomando
𝐴0 = 0 e ∇⃗.?⃗? = 0, a segunda condição garante que somente duas componentes de 𝐴 são
independentes. Resolvento a equação 𝐴 = 0, ou seja, ∇2𝐴− 1
𝑐2
𝜕𝐴
𝜕𝑡2
= 0,
𝐴 ∝ 1√
𝑉
exp 𝑖
(︁
?⃗??⃗?− 𝑤𝑡
)︁
. (2.49)
A relação de dispersão é 𝑤 = 𝑘.𝑐 ≡ 𝑤𝑘 e as soluções da equação de onda no Gauge de coulomb
são portanto periódicas podendo ser escritas em termos da expansão em ondas planas:
𝐴(?⃗?,𝑡) =
𝑐√
𝑉
2∑︁
𝜆=1
∫︁
𝑑?⃗?𝑞𝑘,𝜆(𝑡)𝑒
𝑖?⃗??⃗?𝜖𝑘,𝜆, (2.50)
𝜋 (?⃗?,𝑡) =
1√
𝑉
2∑︁
𝜆=1
∫︁
𝑑?⃗?𝑒𝑖?⃗??⃗?𝑝𝑘,𝜆 (𝑡) 𝜖𝑘,𝜆. (2.51)
Notando que 𝑉 é o volume espacial e 𝜆 = 1,2 indica duas possibilidades duas direções mutua-
mente ortogonais de polarização isto é 𝜖𝑘,𝜆.𝜖*𝑘,𝜆 = 𝛿𝜆,𝜆′ .
A soma,
∑︀∫︀
ocorre sobre o parâmetro (𝜆) e a integração sobre o parâmetro contínuo (𝑘),
∇⃗.?⃗? = 0, isso implica em (2.52):
𝜖𝑘,𝜆.𝑘 = 0. (2.52)
Utilizando a relação
1
𝑉
∫︀
𝑒𝑖?⃗??⃗? = 𝛿
(︁
?⃗?
)︁
tém se que:
∫︁
𝜋2𝑑3𝑥 =
1
𝑉
∑︁∫︁
𝑘,𝜆
∑︁∫︁
𝑘′,𝜆′
𝜖𝑘,𝜆𝜖𝑘′,𝜆′𝑒
𝑖(?⃗?+𝑘′)?⃗?𝑝𝑘,𝜆(𝑡)𝑝𝑘′,𝜆′ , (2.53)∫︁
𝜋2𝑑3𝑥 =
∑︁∫︁
𝑘,𝜆
∑︁∫︁
𝑘′,𝜆′
𝜖𝑘,𝜆𝜖𝑘′,𝜆′𝛿
(︁
?⃗? + 𝑘′
)︁
𝑝𝑘,𝜆𝑝𝑘′,𝜆′ , (2.54)∫︁
𝜋2𝑑3𝑥 =
∑︁∫︁
𝑘,𝜆,𝜆′
𝑝𝑘,𝜆(𝑡)𝑝−𝑘′,𝜆′(𝑡)𝜖𝑘,𝜆𝜖−𝑘,𝜆′ . (2.55)
Os operadores 𝐴 e ?ˆ? devem ser hermitianos e segue que 𝜋(𝑥,𝑡) leva em conta o somatorio sobre
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as componentes negativas e positivas de 𝑘:
𝜋(𝑥,𝑡) =
1√
𝑉
∑︁∫︁
𝑘,𝜆
𝑒𝑖?⃗?.?⃗?𝑝𝑘,𝜆(𝑡)𝜖𝑘,𝜆, (2.56)
𝜋(𝑥,𝑡) =
1√
𝑉
∑︁∫︁
𝑘,𝜆
𝑒−𝑖?⃗??⃗? ˆ𝜖𝑘,𝜆𝑝𝑘,𝜆(𝑡) = 𝜋*(𝑥,𝑡), (2.57)
e o complexo conjugado de 𝜋 conforme (2.58):
𝜋*(𝑥,𝑡) =
1√
𝑉
∑︁∫︁
𝑘,𝜆
𝑒𝑖𝑘𝑥𝜖*−𝑘,𝜆𝑝
*
−𝑘,𝜆(𝑡), (2.58)
𝜖𝑘,𝜆𝑝𝑘,𝜆(𝑡) = 𝜖
*
−𝑘,𝜆𝑝−𝑘,𝜆(𝑡), (2.59)
ou,
𝜖*𝑘,𝜆𝑝
*
𝑘,𝜆(𝑡) = 𝜖−𝑘,𝜆(𝑡)𝑝−𝑘,𝜆(𝑡), (2.60)
de modo que:
∫︁
𝜋2𝑑3𝑥 =
∑︁∫︁
𝑘,𝜆,𝜆′
𝜖𝑘,𝜆𝜖
*
−𝑘,𝜆′𝑝𝑘,𝜆(𝑡)𝑝−𝑘,𝜆′(𝑡), (2.61)
∫︁
𝜋2𝑑3𝑥 =
∑︁∫︁
𝑘,𝜆,𝜆′
𝜖𝑘,𝜆𝜖
*
𝑘,𝜆′𝑝𝑘,𝜆(𝑡)𝑝
*
𝑘,𝜆′(𝑡), (2.62)
∫︁
𝜋2𝑑3𝑥 =
∑︁∫︁
𝑘,𝜆
𝑝*𝑘,𝜆(𝑡)𝑝𝑘,𝜆(𝑡), (2.63)
de maneira a utilizar um procedimento analogo para todos os termos do Hamiltoniano, explo-
ramos qual é o resultado obtido com o segundo termo da equação (2.48) quando substitui se
?⃗? = ∇⃗ × ?⃗?,
∫︁
𝐵2𝑑3𝑥 =
∫︁ (︁
∇⃗ × ?⃗?
)︁(︁
∇⃗ × ?⃗?
)︁
𝑑3𝑥 =
∫︁ (︁
∇⃗ × ?⃗?
)︁2
𝑑3𝑥. (2.64)
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Para o desenvolvimento de (2.64) utiliza se a lei de Gauss com ?⃗? = ?⃗?× ∇⃗ × ?⃗?:
∫︁
∇⃗.?⃗?𝑑3𝑥 =
∫︁
?⃗?.𝑑𝐹 (2.65)
∇⃗.?⃗? = ∇⃗.
[︁
?⃗?×
(︁
∇⃗ × ?⃗?
)︁]︁
, (2.66)
∇⃗.?⃗? = ∇⃗.
[︁
?⃗?× ∇⃗ × ?⃗?
]︁
, (2.67)
∇⃗.(?⃗?× ?⃗?) = ?⃗?.
(︁
∇⃗ × ?⃗?
)︁
− ?⃗?.
(︁
∇⃗ × ?⃗?
)︁
, (2.68)
∇⃗.
{︁
?⃗?×
[︁
∇⃗ × ?⃗?
]︁}︁
=
(︁
∇⃗ × ?⃗?
)︁
.
(︁
∇⃗ × ?⃗?
)︁
− ?⃗?.
(︁
∇⃗ ×
[︁
∇⃗ × ?⃗?
]︁)︁
, (2.69)
e utilizando a relação:
(︁
∇⃗ × ?⃗?
)︁
.
(︁
∇⃗ × ?⃗?
)︁
= ∇⃗
(︁
∇.?⃗?
)︁
−∇2?⃗?, (2.70)
obtém se:
∇⃗.
{︁
?⃗?×
[︁
∇⃗ × ?⃗?
]︁}︁
=
(︁
∇⃗ × ?⃗?
)︁
.
(︁
∇⃗ × ?⃗?
)︁
−
(︁
?⃗?.∇⃗
)︁(︁
∇⃗.?⃗?
)︁
+ ?⃗?
(︁
∇2?⃗?
)︁
, (2.71)
∫︁ (︁
∇⃗ × ?⃗?
)︁
.
(︁
∇⃗ × ?⃗?
)︁
𝑑3𝑥−
∫︁ (︁
?⃗?.∇⃗
)︁(︁
∇⃗.?⃗?
)︁
𝑑3𝑥
+
∫︁
?⃗?.
(︀∇2𝐴)︀ 𝑑3𝑥 = ∫︁ ?⃗?× (︁∇⃗ × ?⃗?)︁ 𝑑𝐹 , (2.72)
Igualando o lado esquerdo da equação (2.72) a ?⃗?.𝑑3𝑥,
∫︁ [︁
?⃗?×
(︁
∇⃗ × ?⃗?
)︁]︁
.𝑑𝐹 =
∫︁
?⃗?.𝑑𝐹 , (2.73)
∫︁
?⃗?.𝑑𝐹 =
∫︁
𝑑𝐹 .
{︁
𝐴∇⃗𝐴−
(︁
?⃗?.∇⃗
)︁
?⃗?
}︁
. (2.74)
O lado direito da equação (2.74) é uma integral de superfície com ?⃗? → 0 consequentemente
essa integral é nula. Com a fixação de gauge ∇⃗.?⃗? = 0, a outra contribuição também se anula
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em (2.72) e consequentemente,
∫︁ [︁
∇⃗ × ?⃗?
]︁
.
[︁
∇⃗ × ?⃗?
]︁
𝑑3𝑥 = −
∫︁
?⃗?.
(︁
∇2?⃗?
)︁
𝑑3𝑥, (2.75)∫︁
𝐵2𝑘𝑑
3𝑥 = −
∫︁
?⃗?.
(︁
∇2?⃗?
)︁
𝑑3𝑥, (2.76)
Considerando a equação de Helmoltz a saber ∇2𝐴 = 𝑘2𝐴 ,
∫︁
𝐵2𝑘𝑑
3𝑥 = 𝑘2
∫︁
?⃗?.?⃗?𝑑3𝑥, (2.77)
e utilizando a equação (2.51),
𝑘2
∫︁
𝐴2𝑑3𝑥 = 𝑘2
𝑐2
𝑉
∑︁∫︁
𝑘,𝜆
∑︁∫︁
𝑘′,𝜆′
𝜖𝑘,𝜆𝜖𝑘′,𝜆′𝑒
𝑖(?⃗?+𝑘′)?⃗?𝑞𝑘,𝜆(𝑡)𝑞𝑘′,𝜆′ , (2.78)
𝑘2
∫︁
𝐴2𝑑3𝑥 = 𝑘2𝑐2
∑︁∫︁
𝑘,𝜆
∑︁∫︁
𝑘′,𝜆′
𝜖𝑘,𝜆𝜖𝑘′,𝜆′𝛿
(︁
?⃗? + 𝑘′
)︁
, 𝑞𝑘,𝜆𝑞𝑘′,𝜆′ , (2.79)
𝑘2
∫︁
𝐴2𝑑3𝑥 = 𝑘2𝑐2
∑︁∫︁
𝑘,𝜆,𝜆′
𝑞𝑘,𝜆(𝑡)𝑞−𝑘′,𝜆′(𝑡)𝜖𝑘,𝜆𝜖−𝑘,𝜆′ . (2.80)
Consequentemente, o segundo termo da equação (2.48) é:
∫︁
𝐵2𝑘𝑑
3𝑥 =
∑︁∫︁
𝑘,𝜆
𝑤2𝑘𝑞
*
𝑘,𝜆(𝑡)𝑞𝑘,𝜆(𝑡) (2.81)
Dessa forma, a expressão para o hamiltoniano do campo eletromagnético , fazendo as substitui-
ções acima fica:
ℋ = 1
2𝜇0
∑︁∫︁
𝑘,𝜆
[︀
𝑝*𝑘,𝜆𝑝𝑘,𝜆 + 𝑤
2
𝑘𝑞
*
𝑘,𝜆𝑞𝑘,𝜆
]︀
, (2.82)
O próximo passo é quantização. Exigindo que as condições:
[︁
𝐴𝑖(?⃗?,𝑡),𝐴𝑗(𝑥′,𝑡)
]︁
= 0, (2.83)
[︁
𝜋𝑖(?⃗?,𝑡),𝜋𝑗(𝑥′,𝑡)
]︁
= 0, (2.84)
[︁
𝜋𝑗(?⃗?,𝑡),𝐴(?⃗?,𝑡
)︁
] =
𝑖𝜇0~
𝑐
.𝛿𝑖𝑗𝛿(?⃗?− 𝑥′), (2.85)
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ou , em termos de 𝑞 e 𝑝 conforme (2.86), (2.87) e (2.88),
[𝑞𝑘,𝜆(𝑡),𝑞𝑘′,𝜆′(𝑡)] = 0, (2.86)
[︀
𝑝𝑘,𝜆,𝑞𝑘′,𝜆′(𝑡)
]︀
= 𝑖𝜇0~𝛿𝑘,𝑘′𝛿𝜆,𝜆′ , (2.87)
[𝑝𝑘,𝜆(𝑡),𝑝𝑘′,𝜆′(𝑡)] = 0, (2.88)
Agora definindo os operadores criação e aniquilação em termos de momentos 𝑝𝑘 e coordenadas
𝑞𝑘 em (2.89) e (2.90):
?ˆ?𝜆,𝑘 =
√︂
𝑤𝑘
2
(︂
𝑞𝑘,𝜆 +
𝑖
𝑤𝑘
𝑝𝑘𝜆
)︂
, (2.89)
?ˆ?+𝜆,𝑘 =
√︂
𝑤𝑘
2
(︂
𝑞𝑘,𝜆 − 𝑖
𝑤𝑘
𝑝𝑘,𝜆
)︂
, (2.90)
e utilizando as relações de comutação para os operadores de criação e de aniquilação do oscila-
dor,
[?ˆ?𝜆,𝑘,?ˆ?𝜆′,𝑘′ ] = 0, (2.91)[︀
?ˆ?+𝜆′,𝑘′ ,?ˆ?
+
𝜆′,𝑘′
]︀
= 0, (2.92)[︀
?ˆ?𝜆,𝑘, ?ˆ?
+
𝜆,𝑘
]︀
= 𝜇0~𝛿𝜆𝜆′𝛿𝑘𝑘′ , (2.93)
De forma equivalente ao oscilador harmônico, o hamiltoniano,
ℋˆ =
∑︁∫︁
𝑘,𝜆
𝑤𝑘
(︂
?ˆ?+
𝑘,𝜆
?ˆ?
𝑘,𝜆
𝜇0
+
~
2
)︂
. (2.94)
O estado de vácuo ou ground state |0⟩ é definido como
?ˆ?𝜆,𝑘|0⟩ = 0, (2.95)
para todos os 𝑘 e 𝜆. A energia média 𝐸0, para o sistema no vácuo, 𝑛 = 0,
𝐸0 = ⟨0
⃒⃒⃒
?ˆ?
⃒⃒⃒
0⟩ = 1
2
∑︁
𝑘,𝜆
~𝑤𝑘. (2.96)
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2.2.2 Gauge de Lorentz
Lembrando que a densidade de Lagrangiana do campo eletromagnético é dado por
ℒ = − 1
4𝜇0
𝐹 𝜇𝜈𝐹𝜇𝜈 , (2.97)
o momento canonicamente conjugado ao campo 𝐴𝜇 é
𝜋𝜇 =
𝜕ℒ
𝜕(𝜕0𝐴𝜇)
, (2.98)
então temos que
[𝐴𝜇(𝑥,𝑡),𝜋𝜈(𝑥
′,𝑡)] = −𝑖𝜇0~
𝑐
𝑔𝜇𝜈𝛿3(𝑥− 𝑥′), (2.99)
A equação (2.99) implica a existência de fótons escalares e fótons transversais no gauge de Lo-
rentz.
Uma vez que ?⃗? não é transversal no gauge de Lorentz (em geral), existem componentes trans-
versais e longitudinais de ?⃗? no gauge de Lorentz e, assim, aparecem fótons longitudinais e
fótons transversais no gauge de Lorentz. Os fótons longitudinais não têm significado físico e
não aparecem em quantidades mesuraveis. Em particular, a condição para esse gauge (2.100):
𝜕𝜇𝐴
𝜇 = 0, (2.100)
implica que as partes longitudinal e transversal não são independentes.
A lagrangiana (2.97) implica que a componente temporal do momento é 𝜋0 = 0, e conforme
(2.98) , isso é inconsistente com a condição de quantização (2.99). Para manter a consistência
da quantização no gauge de Lorentz, a lagrangiana do campo eletromagnético é modificada de
acordo com a proposta de Fermi [4]:
ℒ = − 1
4𝜇0
𝐹 𝜇𝜈𝐹𝜇𝜈 − 𝜉
2
(𝜕𝛼𝐴
𝛼)2, (2.101)
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onde 𝜉 é um parâmetro que pode assumir valores inteitos. Assim, para a lagrangeana na equação
(2.101) o momento canônico conjugado a 𝐴𝜇 é,
𝜋𝜇 =
𝜕ℒ
𝜕(𝜕0𝐴𝜇)
= 𝐹 𝜇0 − 𝜉
2
𝜕𝛼𝐴
𝛼. (2.102)
Notando que, da lagrangiana modificada 𝜋0 = 𝜉(𝜕𝛼𝐴𝛼) ̸= 0, e a equação de onda 𝜕𝜇𝜕𝜇𝐴𝜈 = 0
no gauge de Lorentz é reescrita modificada conforme equação (2.99):
𝜕𝜇𝜕
𝜇𝐴𝜈 − (1− 𝜉)𝜕𝜈(𝜕𝛼𝐴𝛼) = 0. (2.103)
Escolhendo 𝜉 = 1 (gauge de Feyman) temos
𝜕𝜇𝜕
𝜇𝐴𝜈 = 0, (2.104)
e, o momento canônico conjugado (componente temporal), −𝜋0 = 𝜕𝛼𝐴𝛼.
Agora a condição de Lorentz 𝜕𝛼𝐴𝛼 = 0 leva a 𝜋0 = 0 mas essa condição é contraditória com a
condição de quantização (2.98) e a equação (2.104) tem solução análoga ao gauge de Coulomb,
isto é :
𝐴𝜇(𝑥,𝑡) =
∫︁
𝑑3𝑘
2𝜋3
1
2𝑤𝑘
𝜆=3∑︁
𝜆=0
[︀
?ˆ?(𝑘,𝜆)𝑒−𝑖𝑘𝑥 + ?ˆ?+(𝑘,𝜆)𝑒𝑖𝑘𝑥
]︀
, (2.105)
cuja solução,apresenta quatro estados de polarização linearmente independentes: 𝜆 = 0 relativa
a uma polarização do tipo tempo e, 𝜆 = 1, 2 e 3 relativas as polarizacções espaciais, sendo
que ¸ 𝜆= 1 e 2 são referentes aos estados de polarizações transversais e 𝜆= 3 ao estado de
polarização longitudinal, de acordo com nossa escolha de base. Efetivando o processo canônico
de quantização, teremos que o campo em questão satisfará as seguintes relacões de comutacão
para tempos iguais (ETCR), [4, 35, 36, 36]:
[︁
𝐴𝜇(?⃗?,𝑡),?ˆ?𝜈(?⃗?,𝑡)
]︁
= 𝑖𝑔𝜇𝜈𝛿3(?⃗?− ?⃗?), (2.106)[︁
𝐴𝜇(?⃗?,𝑡),𝐴𝜈(?⃗?,𝑡)
]︁
= 0,
[?ˆ?𝜇(?⃗?,𝑡),?ˆ?𝜈(?⃗?,𝑡)] = 0
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e para o momento canônico,
?ˆ?𝜇(𝑥,𝑡) = 𝑖
∫︁
1
2
𝑑3𝑘𝑤𝑘
∑︁[︀
?ˆ?+𝑘,𝜆𝑒
−𝑖𝑘𝑥 − ?ˆ?+𝑘,𝜆𝑒𝑖𝑘𝑥
]︀
. (2.107)
Os quadrivetores satisfazem a relação:
𝜖𝜇(𝑘,𝜆)𝜖
𝜇(𝑘,𝜆′) = 𝑔𝜆,𝜆′ . (2.108)
a equação(2.108) implica em que todos os vetores formam um sistema ortonormal quadridi-
mensional. Agora temos que
[︁
𝜕𝜇𝐴
𝜇,𝐴𝜈
]︁
=
[︁
𝜕0𝐴
0 +
−→∇ .−→𝐴,𝐴𝜈
]︁
, (2.109)
[︁
𝜕𝜇𝐴
𝜇(?⃗?,𝑡),𝐴𝜈(?⃗?,𝑡)
]︁
= − [︀𝜋0(?⃗?,𝑡),𝐴𝜈(?⃗?,𝑡)]︀+ 𝜕𝑖 [︀𝐴𝑖(?⃗?,𝑡),𝐴𝜈(?⃗?,𝑡)]︀ , (2.110)
[︁
𝜕𝜇𝐴
𝜇,𝐴𝜈
]︁
= 𝑖𝑔𝜈0𝛿3(?⃗?− ?⃗?). (2.111)
Notando que para que a relação de comutação calculada anteriormente fosse nula, ou o operador
𝜕𝜇𝐴
𝜇(?⃗?,𝑡) teria que ser nulo ou este teria que comutar com 𝐴𝜇(?⃗?,𝑡) mas, de acordo com a
equação (2.111) esses operadores não comutam e como 𝐴𝜇(?⃗?,𝑡) ̸= 0 o operador de campo não
satisfaz o calibre de Lorentz ou seja,
𝜕𝜇𝐴
𝜇 ̸= 0, (2.112)
Assim, o processo de quantização canônica não é compatível com o calibre de Lorentz.
Para encontrar o operador hamiltoniano, escreve-se o operador lagrangiano em termos de ?⃗?,
ℒ = −1
4
(𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇) (𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇)− 1
2
(𝜕𝛼𝐴
𝛼)2 , (2.113)
ℒ = −1
4
(𝜕𝜇𝐴
𝜈𝜕𝜇𝐴𝜈 − 𝜕𝜇𝐴𝜈𝜕𝜈𝐴𝜇 − 𝜕𝜈𝐴𝜇𝜕𝜇𝐴𝜈 + 𝜕𝜈𝐴𝜇𝜕𝜈𝐴𝜇)− 1
2
(𝜕𝛼𝐴
𝛼)2 , (2.114)
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ℒ = −1
2
𝜕𝜇𝐴
𝜈𝜕𝜇𝐴𝜈 − 1
2
𝜕𝜇𝐴
𝜈𝜕𝜈𝐴𝜇 − 1
2
𝜕𝜇𝐴
𝜇𝜕𝜈𝐴
𝜈 , (2.115)
ℒ = −1
2
𝜕𝜇𝐴𝜈𝜕
𝜇𝐴𝜈 +
1
2
[𝐴𝜈 (𝜕
𝜈𝐴𝜇)− (𝜕𝜈𝐴𝜈)𝐴𝜇] . (2.116)
Sendo o segundo termo a quadri-divergência, esse não contribui para a densidade lagrangiana.
Assim,
ℒ = −1
2
𝜕𝜇𝐴𝜈𝜕
𝜇𝐴𝜈 , (2.117)
Utilizando a transformada de legendre,
ℋ = 𝜋𝜇𝜕𝑜𝐴𝜇 − ℒ, (2.118)
e, sendo 𝜋𝜇 o momento canônico conjugado, a densidade do hamiltoniano é
ℋ = −𝜋𝜇𝜋𝜇 + 1
2
𝜕𝑖𝐴𝜈𝜕
𝑖𝐴𝜈 (2.119)
Aplicando a derivada 𝜕𝑖 em (2.105),
𝜕𝑖𝐴
𝜇 = 𝑖
∫︁ 3∑︁
𝜆=0
[︀
?ˆ?𝑘𝜆𝑢𝑘 − ?ˆ?+𝑘𝜆𝑢*𝑘𝜆
]︀
𝑑3𝑘, (2.120)
e o hamiltoniano pode ser escrito como:
?ˆ? = −1
2
∫︁ ∑︁
𝜆𝜆′
𝜖𝜇(𝑘,𝜆)𝜖𝜇(𝑘,𝜆
′)
[︁
ˆ𝑎+𝑘,𝜆?ˆ?𝑘𝜆′ + ?ˆ?𝑘𝜆?ˆ?
+
𝑘,𝜆′
]︁
, (2.121)
que de acordo com (2.108),
?ˆ? = −1
2
∫︁
𝑤𝑘𝑔𝜆𝜆′
[︀
?ˆ?+𝑘,𝜆?ˆ?𝑘𝜆′ + ?ˆ?𝑘𝜆?ˆ?
+
𝑘,𝜆′
]︀
, (2.122)
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ou ainda:
?ˆ? =
∫︁
𝑤𝑘
3∑︁
0
(𝑔𝜆𝜆) ?ˆ?
+
𝑘,𝜆?ˆ?𝑘𝜆. (2.123)
Para os elementos da diagonal principal onde 𝜆 = 𝜆′, explicitando o somatório em (2.123),
?ˆ? =
∫︁
𝑤𝑘
[︀−?ˆ?+𝑘0?ˆ?𝑘0 + ?ˆ?+𝑘1?ˆ?𝑘1 + ?ˆ?+𝑘2?ˆ?𝑘2 + ?ˆ?+𝑘3?ˆ?𝑘3]︀ (2.124)
de maneira que é possível para este caso, a obtenção de operadores de criação e aniquilação
relativos a fótons com quatro diferentes tipos de polarização sendo que a polarização do tipo
tempo traz problemas de valor negativo. Como no caso discreto,
?ˆ?𝑘𝜆|0⟩ = 0, (2.125)
de onde conclui se que, a partir do vácuo, para criar um único fóton ,
|1𝑘𝜆⟩ = ?ˆ?+𝑘𝜆|0⟩ (2.126)
Tomando o limíte para o contínuo:
|1𝑘𝜆⟩ =
∫︁
𝐹𝑘(𝑘
′)?ˆ?+𝑘𝜆|0⟩. (2.127)
Na expressão (2.127), 𝐹𝑘(𝑘′) é uma função que descreve a distribuição dos vários estados de
criação e aniquilação com número de onda 𝑘.
⟨1𝑘𝜆|1𝑘𝜆⟩ =
∫︁
𝑑3𝑘′
∫︁
𝑑3𝑘′′𝐹𝑘(𝑘′)𝐹𝑘(𝑘′′)⟨0|?ˆ?𝑘𝜆′ ?ˆ?+|?ˆ?𝑘′′𝜆|0⟩, (2.128)
tendo em vista que pelas relações de comutação do oscilador harmônico ,
[︀
?ˆ?+𝑘,𝜆,?ˆ?𝑘′𝜆′
]︀
= 𝑔𝜆𝜆′𝛿(?⃗? − 𝑘′), (2.129)
⟨1𝑘𝜆|1𝑘𝜆⟩ =
∫︁
𝑑𝑘′3
∫︁
𝑑𝑘′′3𝐹𝑘(𝑘′)𝐹𝑘(𝑘′′)⟨0|
(︀
?ˆ?+𝑘′𝜆?ˆ?𝑘𝜆 − 𝑔𝜆𝜆
)︀
𝛿3
(︁
𝑘′𝑘′′
)︁
|0⟩ (2.130)
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⟨1𝑘𝜆|1𝑘𝜆⟩ =
∫︁
𝑑𝑘′3
∫︁
𝑑𝑘′′3𝐹𝑘(𝑘′)𝐹𝑘(𝑘′′)⟨0| − 𝑔𝜆𝜆𝛿3(𝑘′,𝑘′′)|0⟩, (2.131)
⟨1𝑘𝜆|1𝑘𝜆⟩ = −𝑔𝜆𝜆
∫︁
|𝐹𝑘(𝑘′)|2⟨0|0⟩𝑑𝑘′3, (2.132)
de maneira que a norma de |1𝑘𝜆⟩ é negativa isto é ,
⟨1𝑘𝜆|1𝑘𝜆⟩ = −𝑔𝜆𝜆. (2.133)
Daí, conclui se que a norma para o estado de um único fóton em 𝜆 = 0 é negativa,o que im-
possibilita uma interpretação probabilística do ponto de vista da teoria quântica. Esse resultado
leva ainda a um valor de energia negativa para 𝜆 = 0 no quadrivetor 𝜖𝜇(𝑘,𝜆). De maneira a
solucionar esse problema, um subspaço de Hilbert |Ψ⟩ é vinculado impondo :
⟨Ψ | 𝜕𝜇𝐴𝜇 | Ψ⟩ = 0.. (2.134)
A equação (2.134) é válida em um subespaço do espaço de Hilbert, ou seja, a média de 𝜕𝜇𝐴𝜇
deve ser nula quando calculada nesse subespaço. Escrevendo o operador de campo, por simpli-
cidade, como
𝐴(𝑥,𝑡) = 𝐴𝜇(+)(𝑥,𝑡) + 𝐴𝜇(−)(𝑥,𝑡), (2.135)
𝜕𝜇𝐴
𝜇(+) | Ψ⟩ = 0, (2.136)
e
⟨Ψ | 𝜕𝜇𝐴𝜇(−) = 0. (2.137)
A condição (2.134) pode então ser reescrita como :
⟨Ψ | 𝜕𝜇𝐴𝜇 | Ψ⟩ = ⟨Ψ | 𝜕𝜇𝐴𝜇(+) | Ψ⟩+ ⟨Ψ | 𝜕𝜇𝐴𝜇(−) | Ψ⟩ = 0. (2.138)
A equação (2.138) é chamada condição de Grupta Breuler [4,7]. Uma vez que 𝜕𝜈𝜕𝜈𝐴𝜇 = 0, 𝐴𝜇
pode ser expandido em séries de fourier:
𝐴𝜇(𝑥) =
∫︁
𝑑3𝑘
(2𝜋)
.
1
2𝑤𝑘
3∑︁
𝜆=0
[︀
?ˆ?𝑘𝜆 exp(−𝑖𝑘𝑥) + ?ˆ?+𝑘𝜆 exp(𝑖𝑘𝑥)
]︀
, (2.139)
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∫︁
𝑑3𝑘√︀
2𝑤𝑘(2𝜋)3
exp
[︁
−𝑖
(︁
?⃗??⃗?− 𝑤𝑡
)︁]︁ 3∑︁
𝜆=0
𝑘𝜇𝜖
𝜇(𝑘,𝜆)?ˆ?𝑘,𝜆|Ψ⟩ = 0, (2.140)
e abrindo o somatório em (2.140),
∫︁
𝑑3𝑘√︀
2𝑤𝑘(2𝜋)3
exp−𝑖
(︁
?⃗??⃗?− 𝑤𝑡
)︁
[𝑘𝜇𝜖
𝜇(𝑘,0) + 𝑘𝜇𝜖
𝜇(𝑘,1) + 𝑘𝜇𝜖
𝜇(𝑘,2) + .𝑘𝜇𝜖
𝜇(𝑘,3)] = 0(2.141)
Para que a equação (2.141) seja nula ,
?ˆ?𝑘|Ψ⟩ = (?ˆ?𝑘0 − ?ˆ?𝑘3) |Ψ⟩ = 0. (2.142)
Analogamente a equação (2.142),
⟨Ψ|?ˆ?+𝑘 = ⟨Ψ|
(︀
?ˆ?+𝑘0 − ?ˆ?+𝑘3,
)︀
= 0 (2.143)
as equações (2.142) e (2.143) implicam em:
?ˆ?𝑘0|Ψ⟩ = ?ˆ?𝑘3|Ψ⟩. (2.144)
Analogamente,
⟨Ψ|?ˆ?+𝑘0 = ⟨Ψ|?ˆ?+𝑘3. (2.145)
E com base nessas equações, o valor esperado do Hamiltoniano é ,
⟨?ˆ?⟩ =
∫︁
⟨Ψ| (︀−?ˆ?+𝑘0?ˆ?𝑘0 + ?ˆ?+𝑘1?ˆ?𝑘1 + ?ˆ?+𝑘2?ˆ?𝑘2 + ?ˆ?+𝑘3?ˆ?𝑘3)︀ |Ψ⟩𝑤𝑘𝑑3𝑘 (2.146)
de maneira que a equação (2.146) fica
⟨?ˆ?⟩ =
∫︁ 𝜆=2∑︁
𝜆=1
⟨Ψ|𝑎+𝑘𝜆𝑎𝑘𝜆|Ψ⟩𝑑3𝑘. (2.147)
Com base nos argumentos acima, especificamente a equação (2.147) conclui se que os fótons
longitudinais e escalares não contribuem para o cálculo da energia de ponto zero [4, 5, 7].
Capítulo 3
Modelo de Bordag e energia de Casimir
Neste capítulo consideramos o modelo de Bordag et.al [20] levando em conta o efeito dos plas-
mons de superfície. O efeito dos plasmons de superfície na energia de Casimir desempenham
um importante papel a distâncias 𝑑 da ordem do comprimento de onda dos plasmons e será
importante para a proposta desta tese. Na seção seguinte será feita uma revisão sobre o efeito
Casimir.
3.1 Revisão sobre o efeito Casimir
A eletrodinâmica quântica (QED) permite que pares de partículas virtuais sejam criadas es-
pontaneamente no vácuo, desde que essas partículas se aniquilem mutuamente em um prazo
suficientemente curto de tempo regido pelo princípio da incerteza de Heisenberg. Uma vez que
flutuações de partículas virtuais estão sempre presentes, isto leva a uma redefinição do conceito
do que constitui o vácuo. O vácuo é o estado mais baixo de energia de um sistema, que nor-
malmente implica um volume na ausência de partículas reais. As flutuações do vácuo em geral,
não são notadas a menos que o vácuo seja perturbado de alguma forma. O distúrbio no vácuo
pode ser devido a um campo eletromagnético externo ou, por vezes sob a forma de simples
condições de contorno. [4–7, 35] . Em 1948, H.B Casimir [1] considerou que fótons virtuais
devem obedecer às mesmas condições de contorno que campos clássicos. Assim, se duas placas
paralelas, perfeitamente condutoras e neutras são colocadas no vácuo, apenas alguns modos de
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vibração da onda são permitidos entre as placas. Por outro lado, qualquer modo pode existir
fora, onde os limites estão no infinito. A densidade de energia do vácuo fora é maior que a
densidade de energia entre as duas placas e haverá uma força atrativa resultante entre as placas
(ver figura 3.1). Na subseção 3.1.1 faremos o calculo quantitativo da energia de Casimir com
Figura 3.1 – Duas placas paralelas condutoras neutras experimentam uma força atrativa atri-
buida a flutuações do campo eletromagnético quantizado no estado vácuo.
base na energia de ponto zero 𝐸0 determinante na caracterização do estado vácuo decorrente da
quantização do campo eletromagnético (ver capítulo 2.2).
3.1.1 Calculo da energia de Casimir
Considerando se uma cavidade condutora em forma de paralelepípedo conforme mostra Figura
3.2 e que as paredes são perfeitamente condutoras, as condições de contorno são:⎧⎨⎩ ?ˆ?.?⃗? = 0,?ˆ?× ?⃗? = 0. (3.1)
As condições de contorno na Equação (3.1) implicam em :
?⃗?𝑡|𝐴 = ?⃗?𝑛|𝐴 = 0. (3.2)
Na equação (3.2) ”𝑡” e ”𝑛” são respectivamente as componentes tangencial e normal à superfí-
cie de área 𝐴. Se 𝐿𝑧 ≪
√
𝐴, e, 𝐿𝑥 = 𝐿𝑦 = 𝐿 e 𝐿𝑧 as condições propostas por Casimir podem
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Figura 3.2 – Cavidade em forma de paralelepípedo com paredes perfeitamente condutoras e
neutras.𝐿𝑧,L,L são as dimensões do paralelepípedo.
ser obtidas construindo se um paralelepípedo de paredes perfeitamente condutoras. Assim, no
espaço livre não há restrição à propagação do campo eletromagnético, já no interior da cavidade
as ondas são estacionárias. O potencial eletromagnético na cavidade é [1, 2, 4, 5, 7, 37]:
𝐴𝑥(?⃗?) = (8/𝑉 )
1/2 [𝐶𝑜𝑠(𝑘𝑥𝑥)𝑆𝑒𝑛(𝑘𝑦𝑦)𝑆𝑒𝑛(𝑘𝑧𝑧)] ,
𝐴𝑦(?⃗?) = (8/𝑉 )
1/2 [𝑆𝑒𝑛(𝑘𝑥𝑥)𝐶𝑜𝑠(𝑘𝑦𝑦)𝑆𝑒𝑛(𝑘𝑧𝑧)] , (3.3)
𝐴𝑧(?⃗?) = (8/𝑉 )
1/2 [𝑆𝑒𝑛(𝑘𝑥𝑥)𝑆𝑒𝑛(𝑘𝑦𝑦)𝐶𝑜𝑠(𝑘𝑧𝑧)] .
A constante de normalização obedece a condição:
∫︁
𝑉
|𝐴(?⃗?)𝑑?⃗?|2 = 1, (3.4)
∫︁ 𝐿
0
𝑑𝑥
∫︁ 𝐿
0
𝑑𝑦
∫︁ 𝐿𝑧
0
[︀
𝐴2𝑥 + 𝐴
2
𝑦 + 𝐴
2
𝑧
]︀
= 1. (3.5)
Para a componente 𝐴𝑥,
𝐴2𝑥 =
2
𝐿
2
𝐿𝑧
2
𝐿
∫︁ 𝑙
0
∫︁ 𝐿
0
∫︁ 𝐿𝑧
0
𝑆𝑒𝑛
(︁𝑛𝜋𝑥
𝐿
)︁
𝑆𝑒𝑛
(︂
𝑛′𝜋𝑥
𝐿
)︂
𝑆𝑒𝑛
(︂
𝑙𝜋𝑦
𝐿
)︂
𝑆𝑒𝑛
(︂
𝑙′𝜋𝑥
𝐿
)︂
× (3.6)
𝑆𝑒𝑛
(︂
𝑚𝜋𝑧
𝐿𝑧
)︂
𝑆𝑒𝑛
(︂
𝑚′𝜋𝑧
𝐿𝑧
)︂
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de maneira que a constante de normalização para as 3 componentes é igual a
(︂
8
𝑉
)︂1/2
onde 𝑉 .
O volume da cavidade é 𝑉 = 𝐿.𝐿𝑧 e, 𝑘𝑥 = 𝑛𝜋𝐿 , 𝑘𝑦 =
𝑙𝜋
𝐿
, 𝑘𝑧 =
𝑚𝜋
𝐿𝑧
.
A fixação do gauge de Coulomb implica na condição de transversalidade isto é ∇⃗.?⃗? = 0 pois,
conforme analisado no capítulo 2.2 seção 2.2.1 e 2.2.2, a quantização do campo eletromagnético
no gauge de Lorentz introduz a contribuição de fótons longitudinais, os quais, não possuem
realidade física. Lembrando que ∇⃗.?⃗? = 𝜕𝐴𝑥
𝜕𝑥
+ 𝜕𝐴𝑦
𝜕𝑦
+ 𝜕𝐴𝑧
𝜕𝑧
,
𝑛.𝜋𝐴𝑥
𝐿
+
𝑙.𝜋𝐴𝑦
𝐿
+
𝑚.𝜋𝐴𝑧
𝐿𝑧
= 0, (3.7)
há no máximo duas formas de polarização possíveis.
A frequência de oscilação permitida na cavidade é 𝜔 = 𝑘.𝑐 :
𝑤𝑛,𝑙,𝑚 = 𝑐
[︂
𝑛2.𝜋2
𝐿2
+
𝑙2.𝜋2
𝐿2
+
𝑚2.𝜋2
𝐿2𝑧
]︂1/2
. (3.8)
A equação (3.7) mostra que, duas das constantes são independentes e, portanto, as oscilações
permitidas são duplamente degeneradas. Essas degenerescências significam que, para cada
oscilação permitida existem 2 configurações permitidas para o campo eletromagnético. [1, 2, 4,
37].
Considerando os modos de vibração permitidos na cavidade conforme equação (3.8) e, a energia
de ponto zero (média), calculada na seção 2.2 equação (2.96),dentro da cavidade [4, 35]:
∑︁
𝑛,𝑙,𝑚
2.
~.𝑤𝑛,𝑙,𝑚
2
=
∑︁
𝑛,𝑙,𝑚
𝜋.~.𝑐
[︂
𝑛2.𝜋2
𝐿2
+
𝑙2.𝜋2
𝐿2
+
𝑚2.𝜋2
𝐿2𝑧
]︂
. (3.9)
O fator "2"aparece devido a 2 possíveis modos de polarização do campo eletromagnético na
cavidade. Na situação física de interesse,𝐿 ≫ 𝐿𝑍 = 𝑑 (ver Figura 3.1). Assim, os somatórios
em 𝑛 e 𝑙 devem ser substituidos por integrais [4, 35]:
∑︁
𝑛,𝑙,𝑚
−→ 𝐿
2 (~.𝑐)
𝜋2
∑︁
𝑚
∫︁ ∫︁
𝑑𝑘𝑥𝑑𝑘𝑦, (3.10)
e a energia eletromagnética entre as duas placas condutoras posicionadas em 𝑧 = 0 e 𝑧 = 𝑑,
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paralelas a x e y é:
𝐸0(𝑑) =
∑︁
𝑛𝑙𝑚
2.
1
2
~.𝑤𝑛,𝑙𝑚 −→ 𝐿
2 (~.𝑐)
𝜋2
∑︁
𝑚
∫︁ ∞
0
𝑑𝑘𝑥
∫︁ ∞
0
𝑑𝑘𝑦
[︂
𝑘2𝑥 + 𝑘
2
𝑦 +
𝑚2𝜋2
𝑑2
]︂1/2
. (3.11)
A equação (3.11) leva a uma divergência na energia de ponto zero 𝐸0 a uma distância 𝑑 entre
as placas, isto é, 𝐸0 tende a infinito. Lembrando que a área 𝐴 = 𝐿2 e tomando 𝑑 também
arbitrariamente grande obtem se:
𝐸(∞) = 𝐿
2
𝜋2
(~.𝑐)
𝑑
𝜋
∫︁ ∞
0
𝑑𝑘𝑥
∫︁ ∞
0
𝑑𝑘𝑦
∫︁ ∞
0
𝑑𝑘𝑧
(︀
𝑘2𝑥 + 𝑘
2
𝑦 + 𝑘
2
𝑧
)︀1/2
. (3.12)
Assim, a energia necessária para trazer as placas de uma grande separação para uma separação
de 𝑑 é dada pela diferença entre a equação (3.11) e (3.12), isto é:
𝐸(𝑑)− 𝐸(∞) = 𝐿
2~.𝑐
𝜋2
[︃∑︁
𝑚
∫︁ ∞
0
𝑑𝑘𝑦
∫︁ ∞
0
𝑑𝑘𝑥
(︂
𝑘2𝑥 + 𝑘
2
𝑦 +
𝑚2𝜋2
𝑑2
)︂1/2
− (3.13)
𝑑
𝜋
∫︁ ∞
0
𝑑𝑘𝑥
∫︁ ∞
0
𝑑𝑘𝑦
∫︁ ∞
0
𝑑𝑘𝑧
(︀
𝑘2𝑥 + 𝑘
2
𝑦 + 𝑘
2
𝑧
)︀1/2]︂
Embora a diferença na eq.(3.13) seja infinita , é possível extrair um significado físico transfor-
mando 𝑘𝑥 e 𝑘𝑦 na equação (3.13) para coordenadas polares (𝑟,𝜃), 𝑑𝑘𝑥𝑑𝑘𝑦 = 𝑟𝑑𝑟𝑑𝜃:
𝑈(𝑑) = ~.𝑐
𝐿2
𝜋2
.
⎡⎣∑︁
𝑚
∫︁ 𝜋
2
0
𝑑𝜃
∫︁ ∞
0
(︂
𝑟2𝑠𝑒𝑛2𝜃 + 𝑟2𝑐𝑜𝑠2𝜃 +
𝑚2𝜋2
𝑑2
)︂1/2
𝑟𝑑𝑟
− 𝑑
𝜋
∫︁ 𝜋
2
0
𝑑𝜃
∫︁ ∞
0
𝑑𝑘𝑧
∫︁ ∞
0
(︀
𝑟2𝑠𝑒𝑛2𝜃 + 𝑟2𝑐𝑜𝑠2 + 𝑘2𝑧
)︀1/2
𝑟𝑑𝑟
]︃
(3.14)
𝑈(𝑑) =
𝐿2~.𝑐
𝜋2
𝜋
2
[︃∑︁
𝑚
∫︁ ∞
0
(︂
𝑟2 +
𝑚2𝜋2
𝑑2
)︂1/2
𝑟𝑑𝑟 − 𝑑
𝜋
∫︁ ∞
0
𝑑𝑘𝑧
∫︁ ∞
0
(︀
𝑟2 + 𝑘2𝑧
)︀1/2
𝑟𝑑𝑟
]︃
(3.15)
Uma vez que 𝜃 varia de 0 a 𝜋
2
para 𝑘𝑥, 𝑘𝑦> 0 introduzimos uma função de cutoff 𝑓 tal que f(k)=1
para 𝑘 ≪ 𝑘𝑚 e 𝑓 = 0 𝑘 ≫ 𝑘𝑚 𝑘𝑚 𝑘𝑚 = 1𝑎0 onde 𝑎0 é o raio de Bohr.Essas considerações acima
levam em conta que o efeito Casimir seja de baixa frequência e não relativístico, e, reescrevendo
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a equação(3.15) [1, 4–7],
𝑈(𝑑) =
𝐿2~.𝑐
𝜋2
𝜋
2
[︃ ∞∑︁
𝑚=0
∫︁ ∞
0
(︂
𝑟2 +
𝑚2𝜋2
𝑑2
)︂1/2
𝑟𝑑𝑟𝑓
(︂
𝑟2 +
𝑚2𝜋2
𝑑2
)︂1/2
−𝑑
𝜋
∫︁ ∞
0
𝑑𝑘𝑧
∫︁ ∞
0
𝑟
(︀
𝑟2 + 𝑘2𝑧
)︀1/2
.𝑓
(︀
𝑟2 + 𝑘2𝑧
)︀1/2
𝑑𝑟
]︂
. (3.16)
Introduzindo a váriavel 𝑢,
𝑢 =
𝑑2
𝜋2
.𝑟2,
𝑑𝑢 =
𝑑2
𝜋2
(2𝑟𝑑𝑟),
(2𝑟𝑑𝑟) =
𝜋2
𝑑2
𝑑𝑢,
𝑟𝑑𝑟 =
𝜋2
2𝑑2
𝑑𝑢.
Reescrevendo a equação (3.16) em (3.17), com a troca de variáveis sugerida acima:
𝑈(𝑑) =
𝐿2~.𝑐
𝜋2
𝜋
2
[︃ ∞∑︁
𝑚=0
∫︁ ∞
0
√︂
𝑚2𝜋2
𝑑2
+
𝜋2𝑢
𝑑2
(︂
𝜋2
2𝑑2
)︂
𝑓
(︂
𝜋2𝑢
𝑑2
+
𝑚2𝜋2
𝑑2
)︂1/2
𝑑𝑢−
𝑑
𝜋
∫︁ ∞
0
𝑑𝑘𝑧
∫︁ ∞
0
(︂
𝜋2𝑢
𝑑2
+ 𝑘2𝑧
)︂1/2
𝑓
(︂
𝜋2𝑢
𝑑2
+ 𝑘2𝑧
)︂1/2(︂
𝜋2
2𝑑2
)︂
𝑑𝑢
]︃
, (3.17)
𝑈(𝑑) =
𝐿2~.𝑐
𝜋2
𝜋
𝑑
𝜋
2
𝜋2
2𝑑2
[︃ ∞∑︁
𝑚=0
∫︁ ∞
0
√
𝑚2 + 𝑢𝑓 [
𝜋
𝑑
(︀
𝑚2 + 𝑢
)︀1/2
]𝑑𝑢
−𝑑
𝜋
∫︁ ∞
0
𝑑𝑘𝑧
∫︁ ∞
0
(︂
𝑢 +
𝑑2
𝜋2
𝑘2𝑧
)︂1/2
𝑓
(︂
𝑢 +
𝑑2
𝜋2
𝑘2𝑧
)︂1/2
𝑑𝑢
]︃
. (3.18)
Introduzindo a nova variável 𝑡 =
𝑑
𝜋
𝑘𝑧, a diferencial 𝑑𝑡:
𝑑𝑡 =
𝑑
𝜋
𝑑𝑘𝑧
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e sustituindo na equação (3.18),
𝑈(𝑑) =
𝐿2~.𝑐
𝜋2
𝜋
𝑑
𝜋
2
𝜋2
2𝑑2
[︃ ∞∑︁
𝑚=0
∫︁ ∞
0
√
𝑚2 + 𝑢𝑓 [
𝜋
𝑑
(︀
𝑚2 + 𝑢
)︀1/2
]𝑑𝑢
− 𝑑
𝜋
∫︁ ∞
0
𝜋
𝑑
𝑑𝑡
∫︁ ∞
0
(︀
𝑢 + 𝑡2
)︀1/2
𝑓 [
𝜋
𝑑
(︀
𝑢 + 𝑡2
)︀1/2
]𝑑𝑢
]︂
(3.19)
ou ainda:
𝑈(𝑑) =
𝐿2~𝜋2𝑐
4𝑑3
[︃ ∞∑︁
𝑚=0
∫︁ ∞
0
√
𝑚2 + 𝑢𝑓 [
𝜋
𝑑
(︀
𝑚2 + 𝑢
)︀1/2
]𝑑𝑢
−
∫︁ ∞
0
𝑑𝑡
∫︁ ∞
0
(︀
𝑢 + 𝑡2
)︀1/2
𝑓 [
𝜋
𝑑
(︀
𝑢 + 𝑡2
)︀1/2
]𝑑𝑢
]︂
(3.20)
A diferença de energia potencial 𝑈(𝑑) calculada em (3.22) pode ser reescrita, notando a dife-
rença entre a série em 𝑚 e a integral e, lembrando que 𝑡 =
𝑑
𝜋
𝑘𝑧, 𝑡 =
𝑑
𝜋
𝑚.
𝜋
𝑑
, isto é 𝑡 = 𝑚
:
𝑈(𝑑) =
𝜋2~𝑐
4𝑑3
.𝐿2
[︃
1
2
𝐹 (0) +
∞∑︁
𝑚=1
𝐹 (𝑚)−
∫︁ ∞
0
𝐹 (𝑡)𝑑𝑡
]︃
, (3.21)
Onde 𝐹 (𝑡) é definido como
𝐹 (𝑡) =
∫︁ ∞
0
(︀
𝑢 + 𝑡2
)︀1/2
𝑓 [
𝜋
𝑑
(𝑢 + 𝑡2)1/2]𝑑𝑢. (3.22)
O fator 1/2 multiplicando 𝐹 (0) refere se a um único modo de polarização quando 𝑚 = 0. Para
o cálculo da diferença entre a série e a integral na equação (3.21) será aplicada a fórmula de
Euller-Maclaurin,
1
2
𝐹 (0) +
∞∑︁
𝑚=1
𝐹 (𝑡)−
∫︁ ∞
0
𝐹 (𝑡)𝑑𝑡 = −
∞∑︁
𝛼=1
1
(2𝛼)!
𝐵2𝛼−1(0), (3.23)
onde o termo à direita da igualdade na equação (3.23) são polinômios de Bernoulli [38].Para o
cálculo das derivadas de 𝐹 temos que, pela equação (3.22) substituindo (𝑢 + 𝑡2)
1
2 por 𝜔:
𝐹 (𝑡) =
∫︁ ∞
𝑡2
√
𝑤𝑓(
𝜋
𝑑
𝜔)𝑑𝜔, (3.24)
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𝐹 (𝑡) =
∫︁ ∞
𝑡2
√
𝑤𝑓
[︁𝜋
𝑑
√
𝑤
]︁
𝑑𝑤. (3.25)
Integrando por partes a equação (3.25) tem se
𝐹 (𝑡) =
2
3
𝑤3/2𝑓
(︁𝜋
𝑑
√
𝑤
)︁
|∞𝑡2 −
∫︁ ∞
𝑡2
2
3
𝑤3/2𝑓 ′
(︁𝜋
𝑑
√
𝑤
)︁
. Notando que 𝐹 (∞) → 0 e 𝐹 (0) → 1,
𝐹 ′(𝑡) = −2.𝑡2𝑓
(︁𝜋
𝑑
𝑡
)︁
, (3.26)
𝐹 (1) = 𝐹 ′(𝑡) = −
√
𝑡2𝑓
(︃
𝜋
√
𝑡2
𝑑
)︃
𝑑𝑡2
𝑑𝑡
= −2𝑡2𝑓
(︂
𝜋𝑡
𝑑
)︂
, (3.27)
𝐹 (2) = 𝐹 ′′(𝑡) = 4𝑡𝑓 − 2𝑡(2)𝑓 (1). (3.28)
𝐹 (3) = −4𝑓 − 8𝑡𝑓 (1) − 2𝑡2𝑓 (2). (3.29)
portanto 𝐹 ′(0) = 0 ; 𝐹 ′′′(0) = −4 e todas as derivadas de ordem mais elevada se anulam
quando 𝑡 = 0.
1
2
𝐹 (0) +
∞∑︁
𝑚=1
𝐹 (𝑡)−
∫︁ ∞
0
𝐹 (𝑡)𝑑𝑡 = − 4
720
. (3.30)
A energia de Casimir 3.19, associada a duas placas paralelas condutoras neutras é :
𝑈(𝑑) =
(︂
𝜋2~.𝑐
4𝑑3
)︂
.
(︂−4
720
)︂
= − 𝜋
2~.𝑐
720𝑑3
𝐴 (3.31)
onde 𝐴 = 𝐿2 é a área das placas. A força atrativa entre as duas placas é então :
𝐹 = − 𝜋
2~𝑐
240𝑑4
𝐴. (3.32)
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3.2 A proposta de Bordag para energia de Casimir
Para uma compreensão mais aprofundada das forças de Casimir, Bordag et al [20] propôs um
modelo no qual plasmons de superfície dominam a força de Casimir em pequenas separações,
enquanto em grandes separações os modos de fótons, isto é, às ondas que se propagam perpen-
dicularmente as superfícies dominam o efeito. Os modelos considerados na proposta de Bordag
foram:
1. Primeiro Modelo: Duas placas de plasma separadas por uma distância 𝑑 com um material
dielétrico entre elas. A função dielétrica é descrita por:
𝜖𝑝(𝜔) = 1−
𝜔2𝑝
𝜔2
(3.33)
onde 𝑤𝑝 = 𝜔𝑝(𝜔) =
√︂
𝑛.𝑒*
𝑚*
é a frequência de plasma.
Figura 3.3 – Primeiro modelo de Bordag.
2. Segundo Modelo: Folhas infinitamente finas de plasma separadas por vácuo em analogia
com o modelo de Barton et.al [18,20], que considerou um fluido carregado para descrever
uma única camada de estrutura hexagonal de átomos de carbono. As interações das referi-
das placas de plasma com o campo eletromagnético resultam num conjunto de condições
de contorno.
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Figura 3.4 – Segundo modelo de Bordag. Folhas infinitamente finas de plasma separadas por
uma distância d.
Em geral, a força de Casimir pode ser derivada a partir da energia do estado fundamental do
campo electromagnético quantizado conforme descrito em (2.96),
𝐸0 =
∑︁
(𝑛)
1
2
~𝑤𝑛, (3.34)
onde a soma é executada sobre todos os números quânticos , ou seja , ao longo de todo o espectro
físico na equação (3.34). Nos casos considerados pelo modelo de Bordag [20] a energia de
ponto zero consiste em fótons que se propagam em todo o espaço indexados por um vetor de
onda ?⃗? do espaço R3 e um índice discreto para as duas polarizações TE e TM. Para descrição
do modelo nas duas situações, considera se um campo escalar Φ em uma configuração na qual
os planos são paralelos, e próximo as placas o campo elétrico é dado por ?⃗? = 𝐸‖ + 𝐸⊥. A
equação de onda para a componente 𝑧 do campo elétrico 𝐸𝑧 = 𝐸𝑧 (𝑥,𝑦,𝑧,𝑡), é
∇2?⃗?𝑧 = 1
𝑐2
𝜕2𝐸𝑧
𝜕𝑡2
, (3.35)
Substituindo a transformada da parte temporal de 𝐸𝑧 (?⃗?,𝑡),
𝐸𝑧 =
1√
2𝜋
∫︁ ∞
−∞
𝐹 (?⃗?,𝜔)𝑒−𝑖𝑤𝑡𝑑𝑤, (3.36)
∇2
∫︁ ∞
−∞
𝐹 (?⃗?,𝑤)𝑒−𝑖𝑤𝑡𝑑𝑤 −
∫︁ ∞
−∞
1
𝑐2
𝜕2
𝜕𝑡2
𝐹 (?⃗?,𝑤)𝑒−𝑖𝑤𝑡𝑑𝑤 = 0, (3.37)
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∫︁ ∞
−∞
𝜕2
𝜕𝑡2
𝐹 (?⃗?,𝑤)𝑒−𝑖𝑤𝑡𝑑𝑤 =
∫︁ ∞
−∞
𝐹 (?⃗?,𝑤)
𝜕2
𝜕𝑡2
𝑒−𝑖𝑤𝑡𝑑𝑤 = −
∫︁ ∞
−∞
𝑤2𝐹 (?⃗?,𝑤)𝑑𝑤, (3.38)
∫︁ ∞
−∞
(︂
∇2 + 𝑤
2
𝑐2
)︂
𝐹 (?⃗?,𝑤)𝑒−𝑖𝑤𝑡𝑑𝑤 = 0 (3.39)
ou explicitamente,
(︂
∇2 + 𝑤
2
𝑐2
)︂
𝐸𝑧 (?⃗?,𝑡) = 0 (3.40)
Aplicando se a transformada de Fourrier as componentes 𝑥 e 𝑦 obtem se:
𝐸𝑧 =
1
2𝜋
∫︁ ∞
−∞
𝑋(𝑘𝑥)𝑒
−𝑖𝑘𝑥
∫︁ ∞
−∞
𝑌 (𝑘𝑥)𝑒
−𝑖𝑘𝑦 , (3.41)
(︂
𝑤2
𝑐2
− 𝑘2‖ +
𝜕2
𝜕𝑧2
)︂
𝐸𝑧 = 0, (3.42)
Onde 𝑘‖ = 𝑘𝑥?⃗? + 𝑘𝑦?⃗? e 𝑘2‖ = 𝑘
2
𝑥 + 𝑘
2
𝑦 . A componente 𝑧 é perpendicular às placas e o problema
de propagação é essencialmente unidimensional. A solução geral da equação (3.42) é:
?⃗? (?⃗?,𝑡) = ?⃗?0𝑒
𝑖(?⃗??⃗?−𝜔𝑡) = ?⃗?0𝑒
𝑖(?⃗?‖.𝜌+𝑘𝑧𝑧−𝜔𝑡), (3.43)
onde 𝐸0 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝑒 e 𝜌 = 𝑥?ˆ? + 𝑦𝑦.
A descrição do problema pode ser feita por meio de uma função escalar Φ(𝑘‖,𝑧) que satisfaz a
equação (3.42)
(︂
𝑤2
𝑐2
− 𝑘2‖ +
𝜕2
𝜕𝑧2
)︂
Φ(𝑘‖,𝑧) = 0. (3.44)
Considerando um potencial unidimensional no eixo 𝑧, (𝑧 ∈ (−∞,∞)),associado ao operador
𝑃 isto é:
𝑃Φ = 𝜆Φ. (3.45)
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A equação (3.44) tem duas soluções linearmente independentes:
Φ1(𝑧)→−∞ = 𝐴𝑒𝑖𝑘𝑧 + 𝑆12𝑒−𝑖𝑘𝑧 ,Φ1(𝑧)𝑧→∞ = 𝑆11𝑒𝑖𝑘𝑧
Φ2(𝑧)𝑧→−∞ = 𝑆22𝑒−𝑖𝑘𝑧 ,Φ2(𝑧)𝑧→∞ = 𝑆21𝑒𝑖𝑘𝑧 + 𝑒−𝑖𝑘𝑧.
(3.46)
A matriz (3.46) é unitária com base nisso, para 𝑘 real,
𝑆211 − 𝑆221 =
𝑆11(𝑘)
𝑆11(−𝑘) = 𝑒
−2𝑖𝛿(𝑘) (3.47)
A solução Φ1(𝑧) descreve uma onda incidente da esquerda que é espalhada devido ao potencial,
𝑡(𝑘) = 𝑆11 (𝑘) é o coeficiente de transmissão, 𝑟(𝑘) = 𝑆12(𝑘) é o coeficiente de reflexão. A
segunda solução tem o mesmo significado para uma onda incidente no sentido oposto. A função
𝑆11(𝑘) é meromorfa e os pólos se existirem estão localizados no eixo imaginário 𝑘𝑧 = 𝑖𝜅,
correspondendo aos estados ligados de ondas eletromagnéticas que se propagam ao longo da
superfície (plasmons) [6, 20, 26–28].
Figura 3.5 – Representação de 𝜅 no plano complexo.
Adaptado da referência [27].
Figura 3.6 – Típico potencial ligado unidimensional:Os estados ligados são mostrados pelas
linhas pontilhadas.
Adaptado da referência [27].
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Considerando que a equação (3.34) é uma soma convergente de plasmons e fótons a energia de
ponto zero pode ser escrita conforme equação (3.48):
𝐸0 = 𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛𝑠 + 𝐸𝐹𝑜𝑡𝑜𝑛𝑠. (3.48)
A frequência das soluções (3.46) para Φ1(𝑧) com a interpretação física descrita acima segue a
partir da relação de dispersão
𝜔
𝑐2
= 𝑘2‖ + 𝑘
2
𝑧 e retomando a solução assintótica [6, 20, 26–28]:
Φ1(𝑘‖,𝑧)𝑧−→−∞ ∼ 𝑒𝑖𝑘𝑧 + 𝑟𝑒−𝑖𝑘𝑧, (3.49)
Φ1(𝑘‖,𝑧)−→∞ ∼ 𝑡𝑖𝑘𝑧. (3.50)
A função de onda Φ que descreve os plasmons aparece para 𝑘𝑧 = 𝑖𝜅 depois de dividir a equação
(3.50) por t:
Φ𝐵𝑆
(︀
𝑘‖,𝑧
)︀
𝑧→−∞ ∼
𝑟
𝑡
𝑒𝜅𝑧, (3.51)
Φ𝐵𝑆
(︀
𝑘‖,𝑧
)︀
𝑧→∞ ∼ 𝑒−𝜅𝑧, (3.52)
O campo elétrico é dado pela expressão (3.53)
?⃗? = (𝐸‖ + 𝐸⊥)𝑒𝑖?⃗?.𝜌−𝑤𝑡Φ(𝑘‖,𝑧), (3.53)
Na equação (3.53), ?⃗? = 𝑥?⃗? + 𝑦?⃗?. Esquematicamente,a interação do espectro eletromagnético
quantizado com a superfície é descrita na Figura 3.7:
Figura 3.7 – Interação do campo eletromagnético com a superfície de um metal.
Adaptado da referência [39].
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3.2.1 Condições de contorno para o caso dielétrico
As componentes do campo 𝐷⊥ e 𝐸‖ através da superfície devem ser contínuas.A polarização
do campo eletromagnético pode ser separada em (TE) e (TM), assim:
Φ+(0)− Φ−(0) = 0 , Φ′+(𝑑)− Φ′−(𝑑) = 0, (𝑇𝐸)
𝜀+Φ+(0)− 𝜀−Φ−(0) = 0 , Φ′+(𝑑)− Φ′−(𝑑) = 0, (𝑇𝑀).
(3.54)
A velocidade de propagação da onda eletromagnética muda com o meio de propagação,
𝑣 =
𝑐
𝑛
=
1√
𝜖𝜇0
, (3.55)
𝑛 =
√
𝜖. (3.56)
A permissividade relativa 𝜀 de acordo com o modelo de plasma é [6, 14, 15]:
𝜀 ≡ 1−
(︂
Ω2𝑝
𝜔2
)︂
, (3.57)
𝜔2
𝑘2
=
1
𝜀
𝑐2 (3.58)
Onde Ω𝑝 é a frequência do plasma.
𝜔2
𝑐2
𝜀 = 𝑘2, (3.59)
𝑘2‖ + 𝑘
2
𝑧 =
𝜔2
𝑐2
(︂
1− Ω
2
𝑝
𝜔2
)︂
. (3.60)
Portanto,
𝜔
𝑐
=
√︂
𝑘2‖ + 𝑘
2
𝑧 +
Ω𝑝
𝑐2
. (3.61)
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Retomando o comportamento asintótico obtêm se:
Φ(𝑘‖,𝑧) =
⎧⎨⎩𝑒𝑖𝑘𝑧 + 𝑟𝑒−𝑖𝑘𝑧 𝑧 < 0,𝑡𝑒𝑖𝑞𝑧 𝑧 > 0, (3.62)
onde ?⃗? é o vetor de onda perpendicular aos planos e
𝜔2
𝑐2
= 𝑘2 + 𝑞2. Aplicando se as condições
de contorno à polarização (TE) isto é 𝐸𝑧 = 0,
Φ+
(︀
𝑘‖,0
)︀
= Φ−
(︀
𝑘‖,0
)︀ ⇒ 1 + 𝑟 = 𝑡. (3.63)
Φ′+ (𝑧) = Φ
′
− (𝑧) ⇒ 𝑘 + 𝑘𝑟 = 𝑞𝑡, (3.64)
𝑘(1− 𝑟) = 𝑞(1 + 𝑡), (3.65)
𝑟 =
(𝑘 − 𝑞)
𝑘 + 𝑞
e 𝑡 =
2𝑘
(𝑘 + 𝑞)
(3.66)
Para as condições (TM) i.e 𝐵𝑧 = 0 tem se:
𝜖Φ+
(︀
𝑘‖,0
)︀− 𝜖Φ− (︀𝑘‖,0)︀ = 0 𝜀 (1 + 𝑟) = 𝑡, (3.67)
Φ′+ (𝑧) = Φ
′
− (𝑧) i.e 𝑘 (1− 𝑟) ⇒ 𝑘 − 𝜀𝑞 = 𝑟 (𝑘 + 𝜖𝑞) (3.68)
𝑟 =
𝑘 − 𝜀𝑞
𝑘 + 𝜀𝑞
𝑡 =
2𝜀𝑘
𝑘 + 𝜀𝑞
. (3.69)
3.2.2 Condições de contorno para Folhas de Plasma
O plasma é formado por um conjunto denso de átomos livres, elétrons e íons, em uma dis-
tribuição quase neutra (números de partículas positivas e negativas é praticamente igual), que
possuem comportamento coletivo.Essencialmente o plasma pode ser entendido como um fluído
neutro de cargas com massa 𝑛𝑚 e carga −𝑛𝑒 por unidade de área e os núcleos imóveis, unifor-
memente distribuídos, com densidade de carga 𝑛𝑒. Seja 𝜉 o deslocamento de elétrons sobre a
placa [18, 19]:
𝜎 = 𝑛.𝑒∇⃗‖.𝜉, ?⃗? = −𝑛.𝑒.𝜕𝜉
𝜕𝑡
. (3.70)
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O deslocamento é tangencial às folhas de plasma e pode ser escrito como
𝜉(?⃗?,𝑡) ≈ 𝜉(?⃗?)𝑒−𝑖𝑤𝑡, (3.71)
supondo 𝑑𝜉/𝑑𝑡 << 𝑐, tem se pela segunda lei de Newton:
𝑚𝑒
𝜕2𝜉
𝜕𝑡2
= −𝑚𝑒𝜔2𝜉 = −𝑒.𝐸‖. (3.72)
As equações de Maxwell para uma onda evanescente similar a 𝑒𝑥𝑝(−𝑖𝜔𝑡) são
∇⃗.?⃗? = 0, ∇⃗ × ?⃗? = 𝑖𝑤?⃗?,
∇⃗.?⃗? = 0, ∇⃗ × ?⃗? = −𝑖𝑤
𝑐2
?⃗?.
(3.73)
Por consequência, as condições de contorno são dadas por:
𝐸‖+ − 𝐸‖− = 0, 𝐵+‖ −𝐵‖− = 𝜇0?⃗? × ?⃗?
𝐸+𝑧 − 𝐸−𝑧 = 𝜎
𝜖0
, 𝐵+𝑧 −𝐵−𝑧 = 0.
(3.74)
Da equação (3.72) tem se
𝐸‖ =
𝑤2𝑚𝑒
𝑒
𝜉, (3.75)
e aplicando a equação (3.75) em (3.74)
𝜎 =
𝑛.𝑒2
𝑤2𝑚𝑒
∇⃗‖.𝐸‖, (3.76)
e a componente perpendicular do campo elétrico é portanto,
𝐸+𝑧 − 𝐸−𝑧 = 2Ω.𝑐
2
𝑤
∇⃗‖.𝐸‖ (3.77)
onde Ω depende da densidade de portadores de carga na folha e, da massa efetiva 𝑚* dos
portadores,da permeabilidade magnética 𝜇0 e da suceptibilidade elétrica 𝜖0 e tem dimensão de
número de onda 𝑚−1 [19].
Ω =
𝜇.𝑛.𝑒2
𝑚*𝜖0
(3.78)
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Para ondas elétricas transversais, isto é, 𝐸𝑧 = 0, as condições para função escalar da qual os
campos elétrico e magnético dependem, são :
𝐸+‖ − 𝐸−‖ = 0, (3.79)
que implica em
𝐸‖𝑒−𝑖𝑤𝑡Φ+(𝑧) = 𝐸‖𝑒−𝑖𝑤𝑡Φ−(𝑧), (3.80)
Φ+(𝑧)− Φ−(𝑧) = 0. (3.81)
Aplicando a lei de Faraday ou seja a equação (3.73),
∇⃗ × ?⃗? = −𝑖𝜔?⃗? ,− 𝜕𝐸𝑦
𝜕𝑧
= 𝑖𝑤𝐵𝑥,
𝜕𝐸𝑥
𝜕𝑧
= 𝑖𝑤𝐵𝑦, (3.82)
com 𝐵𝑥 e 𝐵𝑦 sendo as componentes do campo magnético transversal,
?⃗? =
𝜕
𝜕𝑧
(︂
𝑖
𝜔
𝐸𝑦?ˆ?− 𝑖
𝜔
𝐸𝑥𝑦
)︂
. (3.83)
Da transversalidade do campo magnético obtêm se:
𝐵‖+ −𝐵‖− = 𝜇0𝑗𝑥?⃗? − 𝜇0𝑗𝑦?⃗? = 𝑖𝑤𝜇0𝑛.𝑒 (𝜉𝑦?⃗?− 𝜉𝑥?⃗?) , (3.84)
e da equação (3.72),
𝑖𝑤
𝜕
𝜕𝑧
(𝐸𝑦?⃗?− 𝐸𝑥?⃗?) = 𝑖𝑤𝜇0𝑛.𝑒 𝑒
𝑚*𝑤2
(𝐸𝑦?⃗?− 𝐸𝑥?⃗?) , (3.85)
𝜕Φ+
𝜕𝑧
− 𝜕Φ
−
𝜕𝑧
=
𝜇0𝑛𝑒
2
𝑚*
Φ𝑍=0, (3.86)
A equação (3.86) implica em
𝜕Φ+
𝜕𝑧
− 𝜕Φ
−
𝜕𝑧
= 2ΩΦ. (3.87)
Se a componente 𝐵𝑧 = 0, isto é, ondas transversais magnéticas 𝑇𝑀 ,
∇× ?⃗? = −𝑖𝑤
𝑐2
?⃗?, (3.88)
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𝜕𝐵𝑦
𝜕𝑧
= −𝑖𝑤𝐸𝑥, 𝜕𝐵𝑥
𝜕𝑧
= −𝑖𝑤𝐸𝑥, (3.89)
𝜕𝐵𝑦+
𝜕𝑧
− 𝜕𝐵𝑦−
𝜕𝑧
= −𝑖𝑤
𝑐2
(︀
𝐸𝑥+ − 𝐸𝑥−
)︀
= 0, (3.90)
𝜕Φ+
𝜕𝑧
− 𝜕Φ−
𝜕𝑧
= 0. (3.91)
Escrevendo a equação (3.77) e a lei de Gauss:
𝐸𝑍+ − 𝐸𝑍− = 2
Ω𝑐2
𝑤2
∇⃗‖.𝐸‖, ∇⃗‖.𝐸‖ = −𝜕𝐸𝑍
𝜕𝑧
. (3.92)
Reescrevendo em termos da função escalar Φ,
Φ+ − Φ− = −2Ω.𝑐
2
𝑤2
𝜕Φ
𝜕𝑧
. (3.93)
A polarização pode então ser separada em 𝑇𝐸 e 𝑇𝑀 com as seguintes condições de contorno:
Φ+(0)− Φ−(0) = 0, Φ′+(𝑑)− Φ′−(𝑑) = 2ΩΦ(𝑑) (TE)
Φ′+(0)− Φ′−(0) = 0, Φ+(𝑑)− Φ−(𝑑) = −2Ω𝜔2 Φ′(𝑑). (TM)
(3.94)
Aqui a relação de disperção é somente 𝜔 = 𝑐
√︁
𝑘2‖ + 𝑘
2
𝑧 e aplicando se as condições de contorno
(3.94) à solução assintótica (3.62) para ondas TE ,
𝑡− 𝑟 − 1 = 0 implica que 𝑡 = 𝑟 + 1, (3.95)
𝑖𝑘𝑡 + 𝑖𝑘𝑟 − 𝑖𝑘 = 2Ω.𝑡, (3.96)
𝑖𝑘(𝑟 + 1) + 𝑖𝑘𝑟 − 𝑖𝑘 = 2Ω(𝑟 + 1), (3.97)
2𝑖𝑘𝑟 = 2Ω.𝑟 + 2Ω (3.98)
𝑟 =
Ω
𝑖𝑘 − Ω , 𝑡 =
𝑖𝑘
𝑖𝑘 − Ω + 1. (3.99)
Para as ondas TM, aplicam se as equações (3.92) e (3.93),
𝑡− 𝑟 − 1 = 2Ω𝑐
2
𝑤2
𝑖𝑘𝑡, (3.100)
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𝑖𝑘𝑡 + 𝑖𝑘𝑟 − 𝑖𝑘 = 0, (3.101)
1− 𝑟 − 1− 𝑟 = −2Ω𝑐
2
𝑤2
𝑖𝑘(1− 𝑟) (3.102)
donde,
𝑟 =
𝑖𝑘Ω𝑐2
𝑤2 + 𝑖𝑘Ω𝑐2
, 𝑡 =
𝑤2
𝑤2 + 𝑖𝑘Ω𝑐2
. (3.103)
As condições de contorno da onda TE não admitem estados ligados, pois são semelhantes às
de um potencial delta positivo e nesse potencial não há plasmons de superfície.As condições
de contorno para ondas TM podem ser comparadas às condições do potencial 𝛿 e devido ao
parâmetro −2Ω𝑐
2
𝜔2
, permite estados ligados portanto os plasmons de superfície só existem para
polarização TM [14–17, 20, 28].
3.2.3 Modelo das placas
Para o cálculo da energia de Casimir entre duas placas paralelas, nas duas condições de con-
torno discutidas previamente, é necessário o cálculo do coeficiente de transmissão. Tomando a
solução para uma onda espalhada análoga às laminas de faces paralelas, para duas folhas finas
de plasma, separadas por material dielétrico, obtém se o coeficiente de transmissão 𝑡 e 𝑞 (vetor
de onda na direção 𝑧 às placas no caso dielétrico):
𝑡 =
4𝑘𝑞
(𝑘+𝑞)2
1− (𝑘−𝑞
𝑘+𝑞
)2𝑒2𝑖𝑞𝑑
, (TE) (3.104)
𝑡 =
4𝜖𝑘𝑞
(𝑘+𝑞)2
1− (𝑘−𝜖𝑞
𝑘+𝜖𝑞
)2𝑒2𝑖𝑞𝑑
(TM), (3.105)
Para folhas finas de plasma separadas por vácuo, a condição na qual a derivada é contínua em
𝑧 = 0 implica que
𝑖𝑘 − 𝑖𝑘𝑟 = 𝑖𝑘𝐴− 𝑖𝑘𝐵, (3.106)
1− 𝑟 = 𝐴−𝐵 (3.107)
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em z=d ,
𝑖𝑘𝐴𝑒𝑖𝑘𝑑 − 𝑖𝑘𝐵𝑒−𝑖𝑘𝑑 = 𝑖𝑘𝑡𝑒𝑖𝑘𝑑, (3.108)
𝑡 = 𝐴−𝐵𝑒−2𝑖𝑘𝑑. (3.109)
A descontinuidade em de Φ em z=0 implica em
𝐴 + 𝐵 − (1− 𝑟) = −2Ω.𝑐
2
𝑤2
𝑖𝑘(1− 𝑟), (3.110)
𝐴 + 𝐵 = 1− 2Ω.𝑘.𝑐
2
𝑤2
+
(︂
1 +
2Ω.𝑘.𝑐2
𝑤2
)︂
𝑟. (3.111)
A descontinuidade de Φ em z=d implica
𝑡𝑒𝑖𝑘𝑑 − 𝐴𝑒𝑖𝑘𝑑 −𝐵𝑒−𝑖𝑘𝑑 = −2Ω.𝑘.𝑐
2
𝑤2
.𝑖𝑘𝑡𝑒𝑖𝑘𝑑, (3.112)
(︂
1 +
2𝑖Ω.𝑘.𝑐2
𝑤2
)︂
𝑡 = 𝐴 + 𝐵𝑒−2𝑖𝑘𝑑, (3.113)
𝐴 =
(︂
1 +
𝑖Ω.𝑘.𝑐2
𝑤2
)︂
.𝑡, (3.114)
(︂
1 +
2𝑖Ω.𝑘.𝑐2
𝑤2
)︂
𝑡 =
(︂
1 +
𝑖Ω.𝑘.𝑐2
𝑤2
)︂
+ 𝐵𝑒−2𝑖𝑘𝑑, (3.115)
𝐵 =
𝑖Ω.𝑘.𝑐2
𝑤2
𝑡𝑒2𝑖𝑘𝑑. (3.116)
O coeficiente de reflexão 𝑟 é então:
𝑟 = 1− 𝐴 + 𝐵, (3.117)
𝐴 + 𝐵 =
(︂
1− 2𝑖Ω.𝑘.𝑐
2
𝑤2
)︂
+
(︂
1 +
2𝑖Ω.𝑘.𝑐2
𝑤2
)︂
(1− 𝐴 + 𝐵), (3.118)
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𝐴 + 𝐵 = 2−
(︂
1 +
2𝑖Ω.𝑘.𝑐2
𝑤2
)︂
(𝐴−𝐵) , (3.119)
2𝐴
(︂
1 +
𝑖Ω.𝑘.𝑐2
𝑤2
)︂
− 2𝐵𝑖Ω.𝑘.𝑐
2
𝑤2
= 2. (3.120)
Substituindo (3.114) e (3.116) em (3.120):
(︂
1 +
𝑖Ω.𝑘.𝑐2
𝑤2
)︂2
𝑡 +
(︂
𝑖Ω.𝑘.𝑐2
𝑤2
)︂2
𝑡𝑒2𝑖𝑘𝑑 = 1, (3.121)
(︂
𝑤2 + 𝑖Ω.𝑘.𝑐2
𝑤2
)︂2
𝑡 +
(︂
𝑖Ω.𝑘.𝑐2
𝑤2
)︂
𝑡𝑒2𝑖𝑘𝑑 = 1, (3.122)
(︂
1 +
(Ω.𝑘.𝑐2)2
(𝑤2 + 𝑖Ω.𝑘.𝑐2)2
.𝑒2𝑖𝑘.𝑑
)︂
𝑡 =
𝑤4
(𝑤2 + 𝑖Ω.𝑘.𝑐2)2
(3.123)
𝑡 =
𝑤4
(𝑤2 + 𝑖Ω.𝑘.𝑐2)2
1 +
(Ω.𝑘.𝑐2)2
(𝑤2 + 𝑖Ω.𝑘.𝑐2)2
.𝑒2𝑖𝑘.𝑑
. (3.124)
A equação (3.124) é o coeficiente de transmissão nos modos (TM) (transversal magnético). Nos
modos (TE) (transversal elétrico) das folhas de plasma,
𝑡 =
−𝑘2
(𝑖𝑘 − Ω)2
1−
(︂
Ω
𝑖𝑘 − Ω
)︂2
𝑒2𝑖𝑘𝑑
. (3.125)
Os plasmons de superfície se formam nos pólos de t no eixo imaginário 𝑘 = 𝑖𝑘. Para o caso das
folhas de plasma infinitamente finas separadas por um material dielétrico modo (TM),
1−
(︂
𝑘 − 𝜀𝑞
𝑘 + 𝜀𝑞
)︂2
𝑒−2𝑖𝑞𝑑 = 0. (3.126)
A equação trancedental (3.126) tem a seguinte solução:
𝜅 + 𝜖𝑞
𝜅− 𝜖𝑞 = −𝜎𝑒
𝑞𝑑, 𝜎 = ±1 (3.127)
com 𝜀 = 1 − Ω
2
𝑝
Ω2𝑝 + 𝑘
2
‖ − 𝜅2
e 𝑞 =
√︁
𝑘2‖ − 𝜅2. Para 𝜎 = +1, os plasmons são simétricos e
para 𝜎 = −1 os plasmons são antissimétricos. A solução para 𝜎 = −1 existe somente se
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𝑘‖ >
Ω𝑝/𝑐
1 +
Ω𝑝/𝑐√︁
1 + Ω𝑝𝑑
2𝑐
.
Denotando as soluções da (3.127) por 𝜅≡𝜅𝜎
(︀
𝑘‖,Ω𝑝,𝑑
)︀
e introduzindo a notação similar para a
frequência 𝜔
(︀
𝑘‖,𝑘
)︀
=
√︀
Ω2𝑝 + 𝑘‖ + 𝑘2. Considerando o limite 𝜅𝜎 com 𝑑→∞.
𝜅𝑠𝑖𝑛𝑔𝑙𝑒
(︀
𝑘‖,Ω𝑝,𝑑
)︀
=
⎯⎸⎸⎷ Ω2𝑝
(2𝑐)2
+
√︃(︂
Ω2𝑝
2𝑐
)︂2
+ 𝑘4‖. (3.128)
Calculando o pólo da equação equação (3.103), correspondente ao coeficiente de transmissão
nos modos TM para folhas finas de plasma,
𝜔2 − 𝜅Ω
𝜅Ω
= −𝜎𝑒−𝜅𝑑, (3.129)
𝜔 = 𝑐
√︁
𝑘2‖ − 𝜅2. (3.130)
As soluções existem para Ω > 0 e , na condição 𝑑→∞,para um plano a solução é :
𝑘𝑠𝑖𝑛𝑔𝑙𝑒 =
1
2
(︁√︁
Ω2 + 4𝑘2‖ − Ω
)︁
(3.131)
Introduzindo também a notação 𝜅𝜎(𝑘‖,Ω,𝑑) e 𝜔(𝑘‖,𝑘) =
√︁
𝑘2‖ + 𝑘
2.
𝑘− < 𝑘𝑠𝑖𝑛𝑔𝑙𝑒 < 𝑘+ < 𝑘‖ < 𝜔𝑝, (Dielétrico descrito pelo modelo do Plasma)
𝑘− < 𝑘𝑠𝑖𝑛𝑔𝑙𝑒 < 𝑘+ < 𝑘‖ < 𝜔𝑝, (Placas de plasma infinitamente finas)
3.2.4 Energia do Vácuo
A energia do vácuo para potenciais ligados que dependem de uma cordenada foram calculados
em [20, 27] substituindo 𝑆11 → 𝑡, e 𝑆12 → 𝑟 na matriz de espalhamento (3.46),
𝐸0 =
1
2
∫︁
𝑑𝑘‖
(2𝜋)2
{︃∑︁
𝜎
𝑤(𝑘‖,𝑖𝑘𝜎) +
∫︁ ∞
0
𝑑𝑘
2𝜋𝑖
𝑤(𝑘‖,𝑘)
𝜕
𝜕𝑘
𝑙𝑛
𝑡(𝑘)
𝑡(−𝑘)
}︃
, (3.132)
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Figura 3.8 – Modos de plasmon de superfície associados a oscilação da carga eletrônica. Anti
simétrico e simétrico.
Adaptado da referência [16].
𝑡(𝑘) é o coeficiente de transmissão definido em (3.50) e a soma é executada sobre os plasmons
de superfície simétrico e anti-simétrico. Na equação (3.132) as divergências são removidas sub-
traindo se a dupla contribuição das placas,isto equivale a substituir o limite de grandes distâncias
𝑑,isto é 𝑑→∞ passando a uma única superfície.Explicitamente:
𝑤(𝑘‖,𝑖𝑘𝜎) −→ 𝜔(𝑘‖,𝑖𝑘𝜎)− 𝑤(𝑘‖,𝑖𝑘𝑠𝑖𝑛𝑔𝑙𝑒) (3.133)
com 𝑘𝜎 no modelo das placas de plasma dado pela equação (3.127) e 𝑘𝑠𝑖𝑛𝑔𝑙𝑒 é dado por (3.131).
Assim, termos que não dependem da distância entre as placas e que não contribuem para a
energia de Casimir são removidos e (3.132) se torna:
𝐸0 ≡ 1
2
∫︁
𝑑𝑘‖
(2𝜋)2
∫︁ ∞
𝑘0
𝑑𝑘
𝜋
𝑤(𝑘‖,𝑖𝑘)
𝜕
𝜕𝑘
𝑙𝑛(𝑖𝑘). (3.134)
O limite inferior para a integração na equação (3.134) é 𝑘0 =
√︂
Ω2𝑝
𝑐2
+ 𝑘2‖ para dielétrico e
𝑘0 = 𝑘‖.
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3.2.5 Calculo da contribuição dos plasmons na Energia
A integração da equação (3.134) feita por partes para fins de integração numérica [20, 27]:
𝐸0 =
1
2
∫︁
𝑑𝑘‖
(2𝜋)2 𝜋
⎧⎨⎩√︁𝑘2‖ − 𝜅2𝑙𝑛(𝑡(𝑖𝜅))|∞𝑘‖ −
∫︁ ∞
𝑘0
𝑑𝜅
𝜅√︁
𝑘2‖ − 𝜅2
𝑙𝑛 (𝑡 (𝑖𝜅))
⎫⎬⎭ (3.135)
Lembrando que 𝜔(𝑘,𝑖𝑘) =
√︁
𝑘2‖ − 𝜅2,
𝐸0 = −1
2
∫︁
𝑑𝑘‖
(2𝜋)2
∫︁ ∞
𝑘0
𝑑𝑘
𝜋
𝑘𝑙𝑛(𝑡(𝑖𝑘))
𝜔(𝑘‖,𝑖𝑘)
. (3.136)
levando em conta os coeficientes de transmissão para o eixo imaginário para o caso do dielétrico
com 𝑞 =
√︀
𝑘2 − Ω𝑝 e 𝜀 = 1−
Ω2𝑝
Ω2𝑝 + 𝑘
2
‖ − 𝑘2
:
𝑡(𝑖(𝑘))−1 = 1−
(︂
𝑘 − 𝑞
𝑘 + 𝑞
)︂2
𝑒−2𝑞𝑑, (𝑇𝐸)
𝑡(𝑖(𝑘))−1 = 1−
(︂
𝑘 − 𝜀𝑞
𝑘 + 𝜀𝑞
)︂2
𝑒−2𝑘𝑑, (𝑇𝑀)
(3.137)
para duas lâminas finas de plasma paralelas separadas por vácuo
𝑡(𝑖(𝑘))−1 = 1−
(︂
Ω
𝑘 + Ω
)︂2
𝑒−2𝑘𝑑, (𝑇𝐸)
𝑡(𝑖(𝑘))−1 = 1−
(︂
Ω𝑘
𝑘‖ − 𝑘2 − Ω𝑘
)︂2
𝑒−2𝑘𝑑, (𝑇𝑀)
(3.138)
e substituindo as equações (3.137) e (3.138) modos TM na equação (3.136),obtêm se:
𝐸0 =
1
2
∫︁
𝑑𝑘‖
𝜋
∫︁ ∞
𝑘‖
𝑑𝑘
𝜋
𝑘
𝜔(𝑘‖,𝑖𝑘)
𝑙𝑛
(︃
1−
(︂
𝑘 − 𝜀𝑞
𝑘 + 𝜀𝑞
)︂2
𝑒−2𝑞𝑑
)︃
(Dielétrico) (3.139)
𝐸0 =
1
2
∫︁
𝑑𝑘‖
𝜋
∫︁ ∞
𝑘‖
𝑑𝑘
𝜋
𝑘
𝜔(𝑘‖,𝑖𝑘)
𝑙𝑛
(︃
1−
(︂
Ω𝑘
𝑘‖ − 𝑘2 − Ω𝑘
)︂2
𝑒−2𝑘𝑑
)︃
(Folhas de Plasma)(3.140)
A integração nas equações (3.139) e (3.140) é feita com base no Apêndice da referência [6,40].
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A contribuição dos plasmons de superfície segue a partir das equações (3.132) e (3.133). Para
o dielétrico,
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛 =
~
2
∫︁
𝑑𝑘‖
(2𝜋)2
∑︁
𝜎=±1
√︃
Ω2𝑝
𝑐2
+ 𝑘2‖ − 𝜅2𝜎
(︀
𝑘‖,Ω𝑝,𝑑
)︀−
√︃
Ω2𝑝
𝑐2
+ 𝑘2‖ − 𝜅2𝑠𝑖𝑛𝑔𝑙𝑒
(︀
𝑘‖,Ω𝑝,𝑑
)︀
,
(3.141)
essa equação pode ser reescrita como :
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎 =
~
4𝜋
∫︁ ∞
𝑘‖
𝑑𝑘‖𝑘‖𝜔𝜎
(︀
Ω𝑝,𝑑,𝑘‖
)︀
, (3.142)
fazendo a substituição 𝑘‖ →
𝑘‖
𝑑
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎 =
~
4𝜋𝑑3
∫︁ ∞
𝑘‖𝑑
𝑑𝑘‖𝑘‖𝑑𝜔𝜎
(︂
Ω𝑝,𝑑,
𝑘‖
𝑑
)︂
(3.143)
e fazendo a substituição 𝑘 →√︀𝜔𝑝𝑑,
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎 = ~𝑐𝐴
√︀
Ω𝑝𝑑
4𝜋𝑑3
𝑓 (Ω𝑝𝑑) , (3.144)
onde o fator o fator 𝑓 (𝜔𝑝𝑑) descreve o desvio em relação ao condutor ideal no valor da energia,
𝑓 (𝜔𝑝𝑑) =
√︀
𝜔𝑝𝑑
∫︁ ∞
𝑘‖
√︁
𝑑
𝜔𝑝
𝑑𝑘‖𝑑𝑘‖𝑘‖𝑑Ω𝜎
(︂
Ω𝑝,𝑑,𝑘‖
√︁
Ω𝑝/𝑑
)︂
, (3.145)
o calculo de 𝑓 (𝜔𝑝𝑑) é feito através de métodos numéricos assim, a função 𝑓(𝑥) para 𝑥 → ∞
tem um limíte finito:
𝑓(𝑥) =
⎧⎪⎨⎪⎩−1,2448, (𝜎 = +1 ,plasmon simétrico)0,9652, (𝜎 = −1 , plasmon anti simétrico). (3.146)
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𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎=+1 ≈ −0,0305~.𝑐𝐴
√︀
Ω𝑝𝑑
𝑑5/2
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎=−1 ≈ 0,0267~.𝑐𝐴
√︀
Ω𝑝𝑑
𝑑5/2
.
(3.147)
Somando as duas contribuições dos plasmons de superfície para o dielétrico:
𝐸𝐶𝑎𝑠 ≈ −4× 10−3~𝑐𝐴
√
𝜔𝑝
𝑑2
, (3.148)
e para o caso das folhas de plasma,
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛 =
~
2
∫︁
𝑑𝑘‖
(2𝜋)2
∑︁
𝜎=±1
√︁
𝑘2‖ − 𝜅2𝜎
(︀
𝑘‖,Ω𝑝,𝑑
)︀−√︁𝑘2‖ − 𝜅2𝜎 (︀𝑘‖,Ω𝑝,𝑑)︀, (3.149)
A equação (3.149) pode ser reescrita como
𝐸 =
~
4𝜋
∫︁ ∞
𝑘‖
𝑑𝑘‖𝑘‖𝜔𝜎
(︀
Ω,𝑘‖,𝑑
)︀
, (3.150)
fazendo a substituição 𝑘‖ −→
𝑘‖
𝑑
na equação (3.150),
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎 =
1
4𝜋.𝑑3
∫︁ 0
𝑘0‖.𝑑
𝑑𝑘‖𝑘‖.𝑑.𝑤𝜎(Ω,𝑑,
𝑘‖
𝑑
) (3.151)
Substituindo agora 𝑘‖ −→ 𝑘‖
√
Ω.𝑑 e a representação para a contribuição dos plasmons pode
ser reescrita como:
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎 = ~𝑐𝐴
√
Ω.𝑑
4𝜋.𝑑3
𝑔(Ω,𝑑), (3.152)
com 𝑔(Ω,𝑑) =
√
Ω.𝑑.
∫︀∞
𝑘0‖.
√
𝑑
Ω
𝑑𝑘‖𝑘‖.𝑑.𝑤𝜎(Ω,𝑑,
𝑘‖
𝑑
). Para as folhas de plasma, a função 𝑔(𝑥) não
depende de seu argumento, e é dada por:
𝑔(𝑥) =
⎧⎪⎨⎪⎩−0.702427, (plasmon simétrico)0.639449, (plasmon anti simétrico). (3.153)
3.2. A proposta de Bordag para energia de Casimir 63
Notando com isso que a contribuição dos plasmons cresce
√
Ω.𝑑 mais rápido que a energia do
vácuo.No modelo das folhas de plasma,
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎=+1 = 0,05090~.𝑐𝐴
√
Ω
𝑑5/2
𝐸𝑝𝑙𝑎𝑠𝑚𝑜𝑛,𝜎=−1 = −0,05589~.𝑐𝐴
√
Ω
𝑑5/2
.
(3.154)
A contribuição da energia de Casimir modos (TE) é muito pequena e a energia total devido a
contribuição dos plasmons fica dada por:
𝐸𝑇𝑀 ≈ −5,01× 10−3~𝑐𝐴
√
Ω
𝑑5/2
(3.155)
Capítulo 4
Revisão teórica sobre o modelo de
Sommerfeld para metais
4.1 Propriedades do gás de Fermi no estado fundamental
Nesta secção, são calculadas as propriedades de um gás de Fermi de 𝑁 portadores no estado
fundamental confinados em um volume 𝑉 . Em razão dos portadores não interagirem entre si
é possível encontrar o estado fundamental de um sistema com 𝑁 portadores primeiramente
encontrando os níveis de energia de um elétron no volume 𝑉 e, preenchendo estes níveis de
maneira consistente com o príncipio de exclusão de Pauli. Um elétron lívre pode ser descrito
por uma função de onda 𝜓(?⃗?) associada a energia 𝐸 [41, 42]:
−~2
2𝑚
∇2𝜓(?⃗?) = 𝐸𝜓(?⃗?). (4.1)
Para um conjunto de 𝑁 elétrons, desprezando todas as interações elétron elétron,a equação de
Schrödinger para os 𝑁 elétrons em uma caixa de dimensões 𝑎×𝑏×𝑐 pode ser escrita como.
− ~
2
2𝑚
∑︁
𝑗
∇2𝑗𝜓(𝑟1,𝑟2,...𝑟𝑗...𝑟𝑁) = 𝐸𝜓(𝑟1,𝑟2,...𝑟𝑗...𝑟𝑁). (4.2)
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A resolução desta equação para o gás de Fermi livre é dada por
𝜓𝑘(?⃗?) =
1√
𝑉
𝑒𝑖?⃗??⃗?, (4.3)
onde
1√
𝑉
é o fator de normalização, já que
∫︀
𝜓.𝜓*𝑑𝑉 = 1. A função de onda (4.3) pode ser
separada nas componentes 𝑥, 𝑦 ,𝑧;
𝜓𝑘(?⃗?) =
1√
𝐿𝑥
𝑒𝑖?⃗??⃗?
1√︀
𝐿𝑦
𝑒𝑖?⃗??⃗?
1√
𝐿𝑧
𝑒𝑖?⃗??⃗?. (4.4)
Notando que, 𝑝 = ~.⃗𝑘 com ?⃗? = (𝑘𝑥,𝑘𝑦,𝑘𝑧), os autovalores de energia que satisfazem a equação
de Schrödinger são dados pela expressão:
𝐸𝑘 =
~2𝑘2
2𝑚
. (4.5)
Separando em componentes a equação (4.5),
𝐸𝑘 =
~2(𝑘2𝑥 + 𝑘2𝑦 + 𝑘2𝑧)
2𝑚
. (4.6)
Impondo as condições de contorno de Born-von Karmann [41–43]:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
𝜓(𝑥 + 𝐿,𝑦,𝑧) = 𝜓(𝑥,𝑦,𝑧),
𝜓(𝑥,𝑦 + 𝐿,𝑧) = 𝜓(𝑥,𝑦,𝑧),
𝜓(𝑥,𝑦,𝑧 + 𝐿) = 𝜓(𝑥,𝑦,𝑧),
(4.7)
com 𝑘𝑥 = 2𝜋
𝑛𝑥
𝐿
; 𝑘𝑦 = 2𝜋
𝑛𝑦
𝐿
;𝑘𝑧 = 2𝜋
𝑛𝑧
𝐿
, sendo 𝑛𝑥,𝑛𝑦 e 𝑛𝑥 números inteiros.
O estado fundamental é construído a partir de produtos das funções de onda da equação (4.4).O
princípio de exclusão de Pauli proíbe que qualquer estado dado seja ocupado mais que uma
vez e, por consequência, dado qualquer estado indexado por 𝑘 este não é capaz de receber
mais do que dois elétrons, um para cada valor de spin. O estado fundamental de 𝑁 elétrons
é construído pela colocação de dois elétrons no estado de menor energia, que é |𝑘| = 0 (os
vetores de onda?⃗? permitidos são definidos pelos pontos cujas coordenadas são múltiplos de
2𝜋
𝐿
).Em seguida se coloca 2 elétrons de cada vez em todos os estados com |𝑘|=2𝜋
𝐿
uma vez
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que, a energia cresce com 𝑘2 conforme equação (4.5), e continuando a adicionar elétrons sempre
preenchendo os estados com o menores valores possíveis de energia, isto implica que os elétrons
são adicionados ao estado fundamental em cascas esféricas sucessivas.
Definindo o número de ocupação de um estado por 𝑓𝑘 indexado por 𝑘 onde 𝑘 é igual a 1 se
este elétron é parte do estado fundamental e 0 caso contrário. Para um grande número 𝑁 de
elétrons, o estado fundamental corresponde ao conjunto de número de ocupação 𝑓𝑘 de todos os
estados com exceção daqueles determinados pelo vetor de onda 𝑘𝐹 (vetor de onda de Fermi)
ou seja, o estado fundamental é construído a partir de funções de onda ocupando uma esfera no
espaço dos momentos (espaço 𝑘). O estado fundamental do gás de elétrons livres é construído
ocupando vértices em uma malha cúbica de estados que se aproximam de uma esfera de raio 𝑘𝐹
no espaço 𝑘. Qualquer outra forma iria impossibilitar a colocação de elétrons o mais próximo
possível da origem no espaço 𝑘, e portanto, não iria minimizar a energia total [41–45].
Figura 4.1 – Vértices em uma malha cúbica de estados que se aproximam de uma esfera de raio
𝑘𝐹 no espaço 𝑘.
ref: [34].
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4.1.1 Densidade de estados
No espaço dos momentos, ou ainda, espaço recíproco, os vetores de onda (vetores ?⃗?) permitidos,
são definidos pelos pontos cujas coordenadas são múltiplos de
2𝜋
𝐿
.O volume no espaço dos 𝑘,
ocupado por cada estado permitido é 𝑉𝑘 = (2𝜋)3/𝑉 onde 𝑉 = 𝐿3, A fim de calcular o número
total de elétrons N, ou a sua energia 𝐸, ou qualquer outra quantidade termodinâmica, é preciso
realizar somas do tipo: ∑︁
?⃗?
𝐹?⃗?, (4.8)
onde 𝐹?⃗? é uma função do vetor de onda ?⃗?, com os vetores ?⃗? somados sobre os valores per-
mitidos de ?⃗? e por conviniência matemática as somas são convertidas em integrais de mais de
uma função contínua 𝐹𝑘.A integração é definida por partição do espaço em um grande número
de elementos de volume e somando uma função ao longo destes elementos multiplicada pelo
volume de cada elemento: ∫︁
𝐹?⃗?𝑑?⃗? =
∑︁
?⃗?
(
2𝜋
𝐿
)3𝐹?⃗?, (4.9)
∑︁
𝑘
𝐹𝑘 =
𝑉
2𝜋
∫︁
𝐹?⃗?𝑑?⃗?. (4.10)
Em algumas ocasiões, a função 𝐹𝑘, pode envolver uma função delta, tal como a 𝛿𝑘𝑞.Visto como
uma função de uma variável contínua, esta função transforma claramente em algum múltiplo de
𝛿(𝑘 − 𝑞),
𝛿𝑘𝑞 =
(2𝜋)3
𝑉
.𝛿(?⃗? − ?⃗?). (4.11)
A soma na equação (4.9) é sobre todos os valores de ?⃗? esperados para elétrons livres. Para cada
vetor de onda, o princípio da exclusão de Pauli permite dois elétrons , um com spin para cima
e outro com spin para baixo. Chama-se densidade de estados, D(E), ao número de estados por
unidade de energia e por unidade de volume isto é:
𝐷𝑘(𝐸) = 2.
1
(2𝜋)3
, (4.12)
que é definido como sendo a quantidade que permite escrever:
∑︁
𝑘,𝜎
= 𝑉.
∫︁
𝐷?⃗?𝐹𝑘𝑑?⃗?, (4.13)
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Utilizando a notação:
∫︁
𝑑?⃗? =
2
𝑉
∑︁
𝑘
=
∫︁
𝑑?⃗?.𝐷?⃗? =
2
(2𝜋)3
∫︁
𝑑𝑘3. (4.14)
Várias funções separadas D são todos referidos como densidades de estados. Eles são distin-
guidos por seus argumentos. O mais importante é 𝐷(𝐸), a densidade de energia de estados que
é útil para lidar com somas de funções que dependem de k através de uma função de energia
𝐸𝑘: ∑︁
𝑘,𝜎
𝐹 (𝐸𝑘) = 𝑉
∫︁
𝑑𝐸𝐷(𝐸)𝐹 (𝐸). (4.15)
Para encontrar 𝐷(𝐸) nota se que :
∑︁
𝑘,𝜎
𝐹 (𝐸𝑘) = 𝑉
∫︁
𝑑𝑘𝐹 (𝐸𝑘), (4.16)
∑︁
𝑘,𝜎
𝐹 (𝐸𝑘) = 𝑉
∫︁
𝑑𝐸
∫︁
𝑑?⃗?𝛿(𝐸 − 𝐸𝑘)𝐹 (𝐸). (4.17)
Comparando a equação (4.17) com a equação (4.15) tem se
𝐷(𝐸) =
∫︁
𝑑?⃗?𝛿(𝐸 − 𝐸𝑘). (4.18)
De maneira geral, para um a densidade de estados para um gás com dimensão 𝑑 é:
𝐷?⃗? = 2.
(︂
1
2𝜋
)︂𝑑
(4.19)
𝐷(𝐸) =
∫︁ [︁
𝑑?⃗?
]︁
𝛿 (𝐸 − 𝐸𝑘) 𝑑?⃗? ≡
∫︁
𝑑?⃗?𝛿 (𝐸 − 𝐸𝑘) 𝑑?⃗? =
2
(2𝜋)𝑑
∫︁
(𝐸 − 𝐸𝑘) 𝑑?⃗? (4.20)
Introduzindo coordenadas esféricas no espaço 𝑑 dimensional com 𝑘 = |𝑘|;
𝑑𝑘 =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2𝑑𝑘 𝑑 = 1,
2𝜋𝑘𝑑𝑘 𝑑 = 2,
4𝜋𝑘2𝑑𝑘 𝑑 = 3.
(4.21)
Para densidade de estados em 2d obtem se:
2
(2𝜋)2
∫︁ ∞
0
2𝜋
√
2𝑚𝐸𝑘
~
𝛿 (𝐸 − 𝐸𝑘)
(︂
𝑚
2~2𝐸𝑘
)︂1/2
𝑑𝐸𝑘 =
(︂
𝑚
2~2𝐸𝑘
)︂1/2
𝑑𝐸𝑘 (4.22)
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que implica:
𝐷 (𝐸) =
𝑚𝐴
𝜋~2
, (4.23)
4.1.2 Espansão de Sommerfeld
As temperaturas às quais os metais permanecem sólidos são baixas em comparação com típi-
cas temperaturas Fermi, por isso faz sentido elaborar uma expansão a baixa temperatura para
propriedades termodinâmicas. Esta expansão foi proposta por Sommerfeld [44], que fez uso da
idéia de que a baixas temperaturas os elétrons são apenas ativos dentro de uma pequena faixa
de energia 𝑘𝐵.𝑇 da energia de Fermi. Considerando o processo de adicionar calor a um metal,
a medida que a temperatura sobe no metal, a energia média de elétrons aumenta. Este aumento
só pode acontecer se elétrons fazem transições para estados de energia mais altos.Apenas bem
nas proximidades da energia de Fermi existe tanto uma população de de elétrons significativa
quanto estados vagos de energia ligeiramente mais elevada para se mover. O número de estados
de elétrons é proporcional à 𝐷(𝐸𝐹 ), e o número de estados que participam no calor específico
é proporcional à 𝑇 . O desenvolvimento formal desta ideia começa com um esquema de cálculo
de médias de funções de Fermi [41–45]:
⟨𝐻⟩ =
∫︁ ∞
−∞
𝑑𝜖𝐻(𝜖)𝐹 (𝜖). (4.24)
Integrando por partes e assumindo que o integrando é zero nos limites ±∞;
⟨𝐻⟩ =
∫︁ 𝜖
−∞
𝑑𝜖 [𝑑𝜖′𝐻(𝜖′)]
[︂
𝑑𝑓
𝑑𝜇
]︂
. (4.25)
Notando que − 𝜕𝑓
𝜕𝐸
=
𝜕𝑓
𝜕𝜇
. O passo crucial é
𝜕𝑓
𝜕𝜇
aparecer dentro do integrando e expandindo o
primeiro termo em colchetes em termos de 𝜖 = 𝜇 para obter a série:
⟨𝐻⟩ =
∫︁ 𝜇
−∞
𝐻(𝜖)𝑑𝜖 +
∞∑︁
𝑛=1
[︂
𝑑2𝑛−1
𝑑2𝑛−1𝜇
]︂
𝐻(𝜇)
∫︁ ∞
−∞
(𝜖− 𝜇)2𝑛
2𝑛!
[︂
𝜕𝑓
𝜕𝜇
]︂
, (4.26)
⟨𝐻⟩ =
∫︁ 𝜇
−∞
𝐻(𝜖)𝑑𝜖 +
∞∑︁
𝑛=1
𝑎𝑛 [𝑘𝐵𝑇 ]
2𝑛 𝑑
2𝑛−1
𝑑2𝑛−1𝜇
𝐻(𝜇), (4.27)
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notando que ,
𝑎𝑛 =
∫︁ ∞
−∞
𝑑𝑥
[︂
− 𝜕
𝜕𝑥
1
𝑒𝑥 + 1
]︂
𝑥2𝑛
2𝑛!
(4.28)
=
1
(2𝑛)!
(︂
𝑑
𝑑𝑏
)︂2𝑛 [︂
𝑏𝜋
𝑆𝑒𝑛𝑏𝜋
]︂
, (4.29)
⟨𝐻⟩ =
∫︁ 𝜇
−∞
𝐻(𝜖)𝑑𝜖 +
𝜋2
6
[𝑘𝐵𝑇 ]
2𝐻 ′(𝜇) +
7𝜋4
360
[𝑘𝐵𝑇 ]
4𝐻 ′′(𝜇).... (4.30)
A expressão (4.30) é chamada expansão de Sommerfeld [46]. Para o encontrar o calor especí-
fico, calcula se a energia média dos elétrons e, então, usa se a relação:
𝑐𝑣 =
1
𝑉
∫︁
𝑑𝜖′𝑓(𝜖′)𝜖′𝐷(𝜖′), (4.31)
𝐸
𝑉
=
∫︁
𝑑𝜀′𝑓(𝜀′)𝐷(𝜀′), (4.32)
=
∫︁ ∞
0
𝑑𝜖′𝜖′𝐷(𝜖′) +
𝜋2
6
(𝑘𝐵𝑇 )
2𝑑(𝜇(𝐷(𝜇)))
𝑑𝜇
, (4.33)
Para prosseguir, deve-se descobrir como o potencial químico 𝜇 se comporta como função da
temperatura.Para isso, usa se a identidade:
𝑑𝜇
𝑑𝑇
=
𝑑𝑁
𝑑𝑇
𝑑𝑁
𝑑𝜇
. (4.34)
Pode se avaliar o lado direito da equação (4.34) utilizando se a equação (4.30) com 𝐻(𝜀) =
𝐷(𝜀) e o número de elétrons 𝑁 é:
𝑁 = 𝑉
∫︁
𝑑𝜖′𝑓(𝜖′)𝐷(𝜖′) = 𝑉
∫︁ 𝜇
0
𝑑𝜖′𝐷(𝜖′) + 𝑉.
𝜋2
6
(𝑘𝐵𝑇 )
2𝐷′(𝜇), (4.35)
isto implica em:
𝑑𝜇
𝑑𝑇
= −𝜋
2
3
𝑘2𝐵𝑇
𝐷′(𝜇)
𝐷(𝜇)
(4.36)
Quando a temperatura 𝑇 = 0, 𝜇 = 𝐸𝐹 (energia de Fermi) ,
𝜇 = 𝜀𝐹 − 𝜋
2
3
(𝑘𝐵𝑇
2)
𝐷′(𝜀)
𝐷(𝜀)
, (4.37)
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𝜀
𝑉
=
∫︁ 𝜀𝐹
0
𝐷(𝜀′)𝜀′𝑑𝜀′ +
𝜋2
6
(𝑘𝐵𝑇 )
2𝐷(𝜀𝐹 ) + 𝜀𝐹
{︂
(𝜇− 𝜀𝐹 ) + 𝜋
2
6
(𝑘𝐵𝑇 )
2𝐷(𝜀′𝐹 ))
}︂
. (4.38)
Portanto ,
𝜀
𝑉
=
∫︁ 𝜀𝐹
0
𝑑𝜀.𝜀𝐷(𝜀𝐹 ) +
𝜋2
6
(𝑘𝐵𝑇 )
2𝐷(𝜀𝐹 )). (4.39)
Podemos agora obter o calor específico eletrônico, que é a derivada da energia em relação a T e
que pode ser calculado diretamente, retendo apenas os termos de menor ordem em T e fazendo
𝜇 = 𝐸𝐹 . Seja 𝑈 =
𝜀
𝑉
,
𝑐𝑣 =
𝑑𝑈
𝑑𝑇
, (4.40)
𝛾 =
𝑐𝑣
𝑇
, (4.41)
portanto, a constante de Sommerfeld é
𝛾 =
𝜋2
3
𝐷(𝐸𝐹 )𝑘
2
𝐵. (4.42)
A densidade de estados no nível de Fermi é portanto, relacionada à constante de Sommerfeld
pela equação:
𝐷(𝐸𝐹 ) =
3.𝛾
𝜋2𝑘2𝐵
. (4.43)
A densidade de estados em 2 D relaciona o coeficiente de Sommerfeld à massa efetiva 𝑚* dos
portadores, como será demonstrado no Capítulo 6.
Capítulo 5
Duplas perovsquitas
5.1 Sobre as duplas perovsquitas.
As duplas perovsquitas são compostos do tipo 𝐴2𝐵𝐵′𝑂6 em que, 𝐴 é um metal alcalino ou al-
calino terroso e os sítios 𝐵 e 𝐵′ são metais de transição ou lantanídios [47,48]. As propriedades
físicas desses materiais têm sido bastante estudadas como a frustração de spin em sistemas com
ordenamento antiferromagnético, interações ferromagnéticas e transições metal isolante.
O interesse na engenharia se dá devido à possibilidade de aplicações em células combustíveis
[49], construção de sensores magneto resistivos em campos baixos e dispositivos de injeção de
spin [50], além de outras aplicações [51, 52].
As duplas perovsquitas ordenadas 𝐴2𝐵𝐵′𝑂6 apresentam-se como uma estrutura modificada da
perovsquita (𝐴𝐵𝑂3), cuja estrutura ideal é cúbica e pertence ao grupo espacial Pm3m. Nas
duplas perovskitas os octaedros de 𝐵𝑂6 e 𝐵′𝑂6 formam um arranjo alternado dentro de duas
redes cúbicas de face centrada (fcc), que se sobrepõem conforme ilustrado na figura 5.1.
Em 1961, foi publicado o primeiro trabalho sobre duplas perovsquitas com comportamento
ferromagnético acima da temperatura ambiente. Esse estudo foi realizado por J. Longo e R.
Ward [53] que sintetizaram duplas perovsquitas utilizando o elemento Rênio (𝐴2𝐵𝑅𝑒𝑂6). Esse
composto apresentava no sítio B’ um átomo de Rênio e com o sítio B sendo ocupado por outro
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metal de transição. Para uma estrutura ideal de uma dupla perovsquita assume-se uma simetria
Figura 5.1 – Dupla perovsquita típica 𝐴2𝑀𝑅𝑒𝑂6 (A=Sr,Ca; M=Mg,Sc,Cr,Mn,Fe,Co,Ni,Zn).
Fonte:Referência [57]
.
cúbica, análoga ao caso da perovsquita simples. Portanto, para a maioria dos casos a estrutura
pode ser descrita como sendo cúbica e pertencente ao grupo espacial Fm3m. Entretanto esta
estrutura apresenta em geral distorções em função da temperatura ou do raio iônico do átomo
que ocupa o sítio A ("tiltings"). Este efeito de desajuste entre os cátions A e B – B’ induz rota-
ções nos octaedros de modo a encontrar a estrutura energeticamente mais estável. A estrutura
oriunda deste ajuste é descrita como pseudo-cúbica, uma vez que a simetria cúbica Fm3m perde
algumas de suas operações (C4 em torno do eixo a e 𝜎h com respeito ao plano 001). Com a
distorção da estrutura, as operações de simetria restantes conduzem a uma indicação do grupo
espacial I4/m (tetragonal) ou P2/1 (ortorrômbica) [54]. Nesses casos os parâmetros 𝑎 e 𝑏 são
aproximadamente iguais e o parâmetro 𝑐 é diferente. Ou seja, os parâmetros de rede das células
tetragonal (tetra) e pseudocúbica (ps) estão relacionados como segue:
𝑐 = 𝑐𝑡𝑒𝑡𝑟𝑎 = 𝑐𝑠, (5.1)
𝑎 = 𝑏 = 𝑎𝑡𝑒𝑡𝑟𝑎. (5.2)
No caso das duplas perovsquitas magnéticas condutoras e metálicas com o parâmetro 𝑐 maior
do que os parâmetros 𝑎 𝑏, os octaedros podem ser modelados como planos de plasma metálicos,
conforme mostra a Figura 5.2: Nesse contexto as duplas perovsquitas constituem um exemplo
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Figura 5.2 – Estrutura esquemática de uma dupla perovsquita ferromagnética formada por pla-
nos de plasma metálicos.
concreto em que é possível aplicar o modelo de Bordag descrita nos capítulos anteriores con-
forme proposto também por Kempf [55]. Esses compostos apresentam uma fase ferromagnética
FM e antiferromagnética AFM. Na fase ferromagnética o campo molecular age no mesmo sen-
tido do campo magnético externo de forma a alinhar os momentos magnéticos elementares na
direção desse campo e paralelo uns aos outros aumentando a susseptibilidade.A temperatura
crítica na acima da qual o ordenamento magnético se desfaz em um ferromagneto 𝑇𝑐 é chamada
temperatura de Curie e em antiferromagneto é chamada temperatura de Neel 𝑇𝑁 .
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Figura 5.3 – Transições de fase levando se em conta uma constante de Curie fixa. 𝑇𝑐 é a tempe-
ratura de transição para fase ferromagnética.
Capítulo 6
Correlação entre a teoria de Bordag e o
estado magnético em duplas perovsquitas
magnéticas e metálicas
A energia de Casimir entre duas placas de plasma separadas por uma distândia 𝑑, discutida na
seção 3.2 de acordo com Bordag [20] é dada por
𝐸𝑐 = −5× 10−3~𝑐𝐴
𝑑
5
2
√︀
Ω𝑝, (6.1)
onde Ω𝑝 =
𝜇0𝑛2D𝑞
2
𝑚*
. Reescrevendo a equação (3.155) obtém se a equação 6.2 :
𝐸𝑐 = −5× 10−3~𝑐𝐴
𝑑
5
2
√︂
𝜇0𝑛2D𝑞2
𝑚*
. (6.2)
Nossa proposta inédita é a equivalência entre a energia de Casimir calculada na equação (6.1) e
a energia de transição para o ordenamento magnético isto é 𝐸𝐶 ≡ 𝐾𝐵𝑇𝑐𝑢𝑟𝑖𝑒 isto é,
𝐸𝑐 = −5× 10−3~𝑐𝐴
𝑑
5
2
√︂
𝜇0𝑛2D𝑞2
𝑚*
,= −𝐷(𝐸𝐹 ).(𝑘𝐵)2𝑇 2𝑐 (6.3)
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onde 𝐷(𝐸𝐹 ) =
𝑚*.𝐴
𝜋.~2
é a densidade de estados de Fermi para um gás em 2D, então,
− 5× 10−3~𝑐𝐴
𝑑
5
2
√︂
𝜇0𝑛2D𝑞2
𝑚*
= −𝑚 * .𝐴
𝜋.~2
.𝑘2𝐵𝑇
2
𝑐 (6.4)
Levando em conta a relação entre a constante de Sommerfeld 𝛾 e a densidade de estados 𝐷(𝐸):
𝐷(𝐸𝐹 ) =
3.𝛾
𝜋2𝑘2𝐵
(6.5)
Assim é possivel relacionar a densidade de estados 𝐷(𝐸𝐹 ) à constante de sommerfeld pela
expressão (6.6):
𝐷(𝐸𝐹 ) =
𝑚*𝐴
𝜋.~2
=
3.𝛾
𝜋2𝑘2𝐵
(6.6)
𝑚* =
3𝛾~2
𝑘2𝐵𝜋𝐴
(6.7)
e substituindo a equação (6.6) e (6.7) em (6.4) obtêm se:
𝐸𝑐𝑎𝑠 = −5,01× 10−3~𝑐𝐴
𝑑
5
2
√︂
𝜇0𝑛2D𝑞2
𝑚*
= − 3𝛾
𝜋2.𝑘2𝐵
.𝑘2𝐵𝑇
2
𝑐 , (6.8)
𝐸𝑐𝑎𝑠 = −5,01× 10−3~𝑐𝐴
𝑑
5
2
√︃
𝜇0𝑛2𝐷𝑞
2𝑘2𝐵𝜋𝐴
3𝛾~2
= − 3𝛾
𝜋2.𝑘2𝐵
.𝑘2𝐵𝑇
2
𝑐 (6.9)
6.1 Relação entre a temperatura de transição na dupla pe-
rovsquita e efeito Casimir
Considerando a estrutura da dupla perovsquita como uma estrutura composta por planos para-
lelos magnéticos metálicos conforme figura 5.2 e, utilizando a equação (6.8) e a equação (6.9)
baseada na expansão de Sommerfeld e na teoria de Bordag 3.2 tomamos como referência um
composto em que são conhecidos os parâmetros de rede 𝑎 , 𝑏 e 𝑐 para amostras ferromagnéticas
metálicas condutoras, com estrutura de dupla perovsquita temos:
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𝐸𝑐𝑎𝑠1 = −5,01× 10−3
~𝑐𝐴1
𝑑
5
2
√︃
𝜇0𝑛2𝐷𝑞
2𝑘2𝐵𝜋𝐴1
3𝛾1~2
= −3𝛾1
𝜋2
.𝑇 2𝑐1, (6.10)
𝐸𝑐𝑎𝑠2 = −5,01× 10−3~𝑐𝐴2
𝑑
5
2
√︃
𝜇0𝑛2𝐷𝑞
2𝑘2𝐵𝜋𝐴2
3𝛾2~2
= −3𝛾2
𝜋2
.𝑇 2𝑐2, (6.11)
dividindo a equação (6.10) por (6.11) obtêm se a fração da energia de casimir entre amostras
compostas por planos magnéticos de plasma conforme equação (6.12):
𝐸𝑐𝑎𝑠1
𝐸𝑐𝑎𝑠2
=
−5,01× 10−3~𝑐𝐴1
𝑑
5
2
√︃
𝜇0𝑛2𝐷𝑞
2𝑘2𝐵𝜋𝐴1
3𝛾1~2
−5,01× 10−3~𝑐𝐴2
𝑑
5
2
√︃
𝜇0𝑛2𝐷𝑞
2𝑘2𝐵𝜋𝐴2
3𝛾2~2
, (6.12)
−5,01× 10−3~𝑐𝐴1
𝑑
5
2
√︃
𝜇0𝑛2𝐷𝑞
2𝑘2𝐵𝜋𝐴1
3𝛾1~2
−5× 10−3~𝑐𝐴2
𝑑
5
2
√︃
𝜇0𝑛2𝐷𝑞
2𝑘2𝐵𝜋𝐴2
3𝛾2~2
=
−3𝛾1
𝜋2
.(𝑇 2𝑐1)
−3𝛾2
𝜋2
.(𝑇 2𝑐2)
, (6.13)
considerando e, 𝑛2𝐷1 ≈ 𝑛2𝐷2 ,
(︂
𝑑2
𝑑1
)︂ 5
2
(︂
𝐴1
𝐴2
)︂(︂
𝛾2𝐴1
𝛾1𝐴2
)︂ 1
2
=
(︂
𝛾1
𝛾2
)︂(︂
𝑇𝑐1
𝑇𝑐2
)︂2
(6.14)
isto é, (︂
𝑑2
𝑑1
)︂ 5
2
(︂
𝐴1
𝐴2
)︂ 3
2
(︂
𝛾2
𝛾1
)︂ 3
2
=
(︂
𝑇𝑐1
𝑇𝑐2
)︂2
(6.15)
e pode ser reescrita na expressão 6.16:
𝑇𝑐2 = 𝑇𝑐1.
(︂
𝑑1
𝑑2
)︂ 5
4
.
(︂
𝐴2𝛾1
𝐴1𝛾2
)︂ 3
4
(6.16)
onde na equação (6.16), 𝑑1 e 𝑑2 são as distâncias entre os planos magnéticos metálicos com
𝑐 = 𝑑 para as duplas perovsquitas, 𝐴1 e 𝐴2 são as áreas das placas e 𝛾1 e 𝛾2 sãos as constantes de
Sommerfeld para as amostras e , 𝑇𝑐1 é a temperatura de refrência (padrão). Com base em nossa
teoria, podemos calcular a temperatura de Curie de uma amostra condutora ferromagnética com
estrutura de dupla perovsquita.
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Tabela 6.1 – Temperaturas calculadas com base na fração da energia de Casimir tomando
Tc=400 K do composto 𝑆𝑟2𝐹𝑒𝑅𝑒𝑂6 como referência
.
Composto d a b Area 𝛾 Tc T𝑐𝑎𝑙𝑐 ref.
(Å) (Å) (Å) (Å2)
(︂
𝑚𝐽
𝑚𝑜𝑙𝐾2
)︂
(K) (K)
Ba2FeReO6 8.0854 8.0854 8.0854 32.6868 23.1 315 336 [56]
Sr2FeReO6 7.9008 5.5613 5.5613 30.9279 18 400 400 [57]
Sr2FeMoO6 7.89960 5.57110 5.57110 31.0372 16 412 438 [58]
(Sr,La)FeMoO6 7.88000 5.63000 5.63000 31.6969 14 475 494 [59]
Sr2 CrReO6 7.80912 5.52718 5.52718 30.5497 10 635 625 [57]
A tabela 6.1 demonstra a consistência de nossa proposta com os valores encontrados experi-
mentalmente para 𝑇𝑐. Portanto, com nossa proposta estipulamos o cálculo para 𝛾 (parâmetro de
Sommerfeld) a partir da temperatura de Curie e do coeficiente de Sommerfeld de um composto
referência (𝑆𝑟2𝐹𝑒𝑅𝑒𝑂6) encontrado na literatura no domínio de validade da proposta.
𝛾2 = 𝛾1
[︃(︂
𝑇𝑐1
𝑇𝑐2
)︂2
.
(︂
𝑑1
𝑑2
)︂5]︃ 13
.
(︂
𝐴2
𝐴1
)︂
(6.17)
Tabela 6.2 – Cálculo do coeficiente de Sommerfeld com base em uma amostra padrão T𝐶 =
400𝐾, Área= a.b
.
Composto d Area Tc 𝛾 𝛾(𝐶𝑎𝑙𝑐) 𝛼 Ref
(Å) (Å2) (K)
(︂
𝑚𝐽
𝑚𝑜𝑙𝐾2
)︂ (︂
𝑚𝐽
𝑚𝑜𝑙𝐾2
)︂
Ba2FeReO6 8.0854 32.6868 315 23.1 22.4 7.0 [56]
(Sr1.9,La0.1)FeMoO6 7.90870 31.0405 395 15 18.2 6.0 [58]
(Sr1.95,Eu0.05)FeMoO6 7.8976 31.0639 397 18.3 6.0 [60]
(Sr1.8,La0.2)FeMoO6 7.90710 31.0572 398 15 18.1 5.9 [58]
Sr2FeMoO6 7.89960 31.0372 400 15 18.1 5.9 [58]
Sr2FeReO6 7.9008 30.9279 400 18 18.0 5.9 [57]
(Sr1.7,La0.3)FeMoO6 7.90780 31.0817 400 15 18.1 5.9 [58]
(Sr1.9,Eu0.1)FeMoO6 7.8853 31.0890 408 17.9 5.8 [60]
(Sr1.75,Eu0.25)FeMoO6 7.8819 31.0622 410 17.8 5.8 [60]
Sr2FeMoO6 7.8986 31.0751 412 17.4 5.7 [60]
(Sr1.8,Eu0.2)FeMoO6 7.8826 31.0677 414 17.5 5.7 [60]
(Sr1.7,Eu0.3)FeMoO6 7.8822 31.0645 416 17.0 5.7 [60]
(Sr1.85,Eu0.15)FeMoO6 7.8834 31.0740 416 17.4 5.7 [60]
Sr2FeMoO6 7.88 30.8025 426 16.8 5.5 [59]
(Sr1.5,La0.5)FeMoO6 7.88 31.4721 462 15.4 5.0 [59]
(Sr,La)FeMoO6 7.88 31.6969 475 14.9 4.8 [59]
Sr2 CrReO6 7.80912 30.5497 635 10 10.4 3.4 [57]
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6.1.1 Verificação experimental
Por conta da nossa proposta propomos a confecção de uma amostra com previsibilidade de
aumento da temperatura T𝐶 com a dopagem. Essa amostra foi (𝑆𝑟1.8,𝑌0.2)𝐶𝑟𝑅𝑒𝑂6 conforme
tabela 6.3:
Tabela 6.3 – Temperaturas calculadas com base na fração da energia de Casimir tomando Tc
(referencia) = 400 K
Composto Simetria d(Angstrons) 𝛾(mJ/mol.K2) T𝑐(K) T𝑐 (K)(calc) referencia
Sr2 CrReO6 I4/mmm 7,80912 10 635 629 [57]
Sr1.8Y0.2CrReO6 I4/mmm 7,8117 10 635 635 [61]
Nossa proposta de dopar o composto com Itrio (Y) visava aumentar o número de portadores no
plano 𝑅𝑒𝑂6 − 𝐹𝑒𝑂6. Isso ocorreria devido a troca de 𝑆𝑟+2 → 𝑌 +3, liberando um portador de
carga por fórmula unitária. Isso deveria diminuir 𝛾. Porém, notamos que a substituição parcial
aumentou a distância "d"entre as placas, o que neutralizou o aumento de 𝑇𝑐.
O resultado obtido foi publicado sem correlacionarmos a teoria de Casimir com a proposta de
Bordag.
Capítulo 7
Discussão e Conclusão
Nossa conclusão, baseada na teoria de Casimir [1] utilizando o modelo de Bordag [20] é que
existe uma equivalência entre a energia de Casimir e a energia térmica na transição ferromagné-
tica em duplas perovsquitas metálicas condutoras. Considerando este cenário, entendemos que
a mediação é feita pelos planos de 𝑅𝑒𝑂2 e 𝐹𝑒𝑂2, que podem ser modelados como folhas finas
de plasma. Nossa proposta de equivalência está em bom acordo com os valores experimentais
reportados na literatura, conforme verificado na Tabela 6.1. Concluimos também que a tempe-
ratura de Curie está relacionada a mobilidade dos portadores de carga através do parâmetro de
Sommerfeld 𝛾 tendo em vista a equação (6.16) e a equação (4.42):
𝑚* =
3.𝛾.~2
𝜋.𝐴.𝑘2𝐵
. (7.1)
o que implica que um aumento da massa efetiva dos portadores 𝑚* = 𝛼.𝑚𝑒 leva a um aumento
do coeficiente de Sommerfeld com isso, a temperatura diminui já que 𝛾 ∝ 1/𝑇 . Se 𝑚* = 𝛼.𝑚𝑒
diminui, 𝛾 diminui e levando em conta que 𝛾 ∝ 1/𝑇 a temperatura aumenta como pode ser
verificado na Tabela 6.2.
Verificamos que não houve alteração da temperatura crítica de Curie T𝐶 por conta da dopagem
com Itrio e concluimos que a dopagem com esse ligante aumentou a distância entre os planos e
não alterou a opacidade representada por 𝛾 isto é , a dopagem com Itrio. não alterou o caráter
metálico. Sugerimos que para um aumento da temperatura, a distância entre os planos possa
ser alterada por meio de pressão hidrostática e feita a dopagem de um ligante que aumente o
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caráter metálico isto é diminua o coeficiente de Sommerfeld 𝛾. Nossa previsão é de que essas
alterações feitas simultaneamente aumentem a temperatura de Curie.
Apêndice A
Formalismo de Lagrange e Hamilton
A.1 Vínculos
Vínculos sao restrições de natureza geométrica ou cinemática ao movimento das partículas,essas
restrições sao restrições as posições ou velocidades das partículas. Se as restrições sobre o
movimento têm origem dinâmica, então isso não caracteriza um vinculo pois, essas res-
trições dependem das condições iniciais que a partícula ou sistema de partículas estão sujei-
tos.Generalizando, se 𝑞1,𝑞2......𝑞𝑛 são coordenadas não especificadas isto é, generalizadas,para
descrever um sistema mecânico e os vínculos são todos da forma explicitada na equação (A.1):
𝐹 (𝑞1,.....𝑞𝑛,𝑡) = 0, (A.1)
então, os vínculos são holônomos. Vínculos que dependem das cordenadas generalizadas, velo-
cidades generalizadas e do tempo são vínculos não holônomos explicitados pela equação (A.2):
𝑔(𝑞1,....𝑞𝑛,
.
𝑞1....
.
𝑞𝑛,𝑡) = 0. (A.2)
• EXEMPLO: Cilindro de raio R rolando sem deslizar em um plano
.
𝑥−𝑅
.
𝜃 = 0. (A.3)
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A.2 Princípio D’Alembert
Um deslocamento virtual 𝛿−→𝑟𝑖 é um deslocamento infinitesimal do sistema físico compatível
com os vínculos do sistema.Nesses deslocamentos,o tempo é considerado fixo ou seja, esses
deslocamentos não necessariamente estão associados ao movimento conforme demonstrado na
figura (A.1):
Figura A.1 – Deslocamento virtual feito a tempo fixo (t) e deslocamento real feito a tempo (t+dt)
Considerando vínculos ideais sendo
−→
𝑓𝑖 a força de vínculo:
∑︁
𝑖
−→
𝑓𝑖 .𝛿
−→𝑟𝑖 = 0. (A.4)
Com base nas equações newtonianas do movimento, sendo
−−→
𝐹
(𝑎)
𝑖 a força resultante sobre cada
partícula é conforme a expressão (A.5):
.−→𝑝𝑖 = 𝑚.−→¨𝑟 =
−−→
𝐹
(𝑎)
𝑖 +
−→
𝑓𝑖 (A.5)
Essas forças são responsáveis por manter o vínculo com o sistema. O produto escalar da equa-
ção (A.5) pelo deslocamento virtual 𝛿−→𝑟𝑖 é o trabalho virtual (resultante) das forças que mantêm
o vínculo do sistema isto é:
−→
𝑓𝑖 (força de vínculo)e
−−→
𝐹
(𝑎)
𝑖 (força aplicada) mas, a derivada tempo-
ral do momento linear
.−→𝑝𝑖 é igual a força resultante e, a equação (A.5) se torna:
∑︁
𝑖
(︂−−→
𝐹
(𝑎)
𝑖 −
−→.
𝑝
)︂
𝛿−→𝑟𝑖 =
∑︁
𝑖
−→
𝑓𝑖 .𝛿
−→𝑟𝑖 . (A.6)
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Se os vínculos são ideais isto é, o trabalho das forças de vinculo é zero,
∑︁
𝑖
−→
𝑓𝑖 .𝛿
−→𝑟𝑖 = 0. (A.7)
Com base na condição de que os vínculos sejam ideais, o lado direito da igualdade na equação
(A.6) é nulo:
∑︁
𝑖
(︂−−→
𝐹
(𝑎)
𝑖 −
−→.
𝑝𝑖
)︂
𝛿−→𝑟𝑖 = 0 (A.8)
Considerando que apenas a força aplicada exerce trabalho sobre o sistema, suprimindo o índice
(a) na equação (A.8) e explicitando na equação (A.9) tem se
∑︁
𝑖
(︁
𝐹𝑖 −
.
𝑃𝑖
)︁
𝛿𝑟𝑖 = 0. (A.9)
A equação A.9 é o principio de D’ALEMBET.
A.3 Dedução das equações de Lagrange
Considerando que os deslocamentos dependem das coordenadas generalizadas que,são inde-
pendentes entre si, e que os deslocamentos dependem também do tempo explicitando −→𝑟𝑖 na
equação (A.10):
−→𝑟𝑖 = −→𝑟𝑖 (𝑞1,𝑞2,......𝑞𝑛,𝑡). (A.10)
Conectando 𝛿𝑟𝑖 com 𝛿𝑞𝑖:
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𝛿−→𝑟𝑖 =
∑︁
𝛼
𝜕𝑟𝑖
𝜕.𝑞𝛼
𝛿𝑞𝛼 (A.11)
A expressão para as velocidades generalizadas é encontrada através da derivada total do deslo-
camento em relação ao tempo conforme demonstrado na equação (A.12):
−→𝑣𝑖 = 𝑑
−→𝑟𝑖
𝑑𝑡
≡
∑︁
𝛼
𝜕𝑟𝑖
𝜕𝑞𝛼
.
𝑞𝛼 +
𝜕𝑟𝑖
𝜕𝑡
. (A.12)
O princípio de D’ALEMBERT explicitado na equação (A.9) escrito com
−→.
𝑝𝑖 = 𝑚.
−→𝑣𝑖 na equa-
ção (A.13):
∑︁
𝑖
(𝑚𝑖.
−→.
𝑣𝑖 −−→𝐹𝑖).𝛿−→𝑟𝑖 = 0, (A.13)
onde a inversão do sinal no primeiro membro da igualdade na equação (A.13) em comparação
com a equação A.9 pode ser feito uma vez que o segundo membro da igualdade na (A.13) é
zero.
Levando em conta que o deslocamento ocorre a tempo fixo (deslocamento virtual):
∑︁
𝑖
∑︁
𝛼
𝑚𝑖.
−→.
𝑣𝑖 .
𝜕𝑟𝑖
𝜕𝑞𝛼
𝛿𝑞𝛼 =
∑︁
𝑖
∑︁
𝛼
−→
𝐹𝑖 .
𝜕𝑟𝑖
𝜕𝑞𝛼
𝛿𝑞𝛼. (A.14)
A componente 𝑄𝛼 é a 𝛼 − 𝑒𝑠𝑖𝑚𝑎 componente da força generalizada identificada pela soma
sobre 𝛼 no segundo membro da equação (A.14):
𝑄𝛼 =
∑︁
𝑖
−−→
𝐹
(𝑎)
𝑖 .
𝜕𝑟𝑖
𝜕𝑞𝛼
. (A.15)
Retomando a equação (A.14):
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∑︁
𝑖
∑︁
𝛼
𝑚𝑖.
−→.
𝑣𝑖 .
𝜕𝑟𝑖
𝜕𝑞𝛼
𝛿𝑞𝛼 =
∑︁
𝛼
𝑄𝛼𝛿𝑞𝛼. (A.16)
Notando que o primeiro termo da equação (A.14) pode ser:
∑︁
𝑖
∑︁
𝛼
𝑚𝑖.
−→.
𝑣𝑖 .
𝜕𝑟𝑖
𝜕𝑞𝛼
=
∑︁
𝑖
∑︁
𝛼
𝑑
𝑑𝑡
(︂
𝑚𝑖𝑣𝑖
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︂
−
∑︁
𝑖
∑︁
𝛼
𝑚𝑖.
−→𝑣𝑖 . 𝑑
𝑑𝑡
(︂
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︂
. (A.17)
Com base na expressão para as velocidades generalizadas (A.12) expressa novamente na equa-
ção (A.18):
−→𝑣𝑖 = 𝑑
−→𝑟𝑖
𝑑𝑡
≡
∑︁
𝛼
𝜕𝑟𝑖
𝜕𝑞𝛼
.
𝑞𝛼 +
𝜕𝑟𝑖
𝜕𝑡
, (A.18)
Diferenciando essa expressão em relação a
.
𝑞𝛼:
𝜕𝑣𝑖
𝜕
.
𝑞𝛼
=
𝜕𝑟𝑖
𝜕𝑞𝛼
, (A.19)
pela regra da cadeia, 𝑑
𝑑𝑡
(︁
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︁
aplicada ao segundo membro da equação A.19 pode ser calculada
como demonstrado na equação A.20 :
𝑑
𝑑𝑡
(︂
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︂
=
∑︁
𝑙
𝜕
𝜕𝑞𝑙
(︂
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︂
.
𝑞𝛼 +
𝜕
𝜕𝑡
(︂
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︂
(A.20)
Como −→𝑟𝑖 (𝑞1,........𝑞𝑛,𝑡) é diferenciavel um número n de vezes, em particular com derivadas con-
tínuas, a ordem da diferenciação é irrelevante e trocando a ordem das derivadas :
𝑑
𝑑𝑡
(︂
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︂
=
∑︁
𝑙
𝜕
𝜕𝑞𝛼
(︂
𝜕−→𝑟𝑖
𝜕𝑞𝑙
)︂
.
𝑞𝛼 +
𝜕
𝜕𝑞𝛼
(︂
𝜕−→𝑟𝑖
𝜕𝑡
)︂
(A.21)
:
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𝑑
𝑑𝑡
(︂
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︂
=
𝜕
𝜕𝑞𝛼
∑︁
𝑙
𝜕−→𝑟𝑖
𝜕𝑞𝑙
.
𝑞𝑙 +
𝜕−→𝑟𝑖
𝜕𝑡
(A.22)
E,utilizando a expressão para a velocidade A.12 conclui se que :
𝑑
𝑑𝑡
(︂
𝜕−→𝑟𝑖
𝜕𝑞𝛼
)︂
=
𝜕𝑣𝑖
𝜕𝑞𝛼
(A.23)
Substituindo A.19 e A.23 em A.17:
∑︁
𝑖
∑︁
𝛼
𝑚𝑖
−→.
𝑣𝑖.
𝜕−→𝑟𝑖
𝜕𝑞𝛼
=
∑︁
𝑖
∑︁
𝛼
𝑑
𝑑𝑡
(︂
𝑚𝑖
−→𝑣𝑖 .𝜕
−→𝑣𝑖
𝜕
.
𝑞𝛼
)︂
−
∑︁
𝑖
∑︁
𝛼
𝑚𝑖
−→𝑣𝑖.𝜕
−→𝑣𝑖
𝜕𝑞𝛼
(A.24)
e retomando a equação A.16:
∑︁
𝛼
[︃∑︁
𝑖
𝑑
𝑑𝑡
𝜕
𝜕
.
𝑞
(︂
𝑚𝑖𝑣
2
𝑖
2
)︂
−
∑︁
𝑖
𝜕
𝜕𝑞𝛼
(︂
𝑚𝑖𝑣
2
𝑖
2
)︂]︃
=
∑︁
𝛼
𝑄𝛼𝛿𝑞𝛼 (A.25)
Como a derivada da soma é a soma das derivadas :
∑︁
𝛼
[︃
𝑑
𝑑𝑡
𝜕
𝜕
.
𝑞𝛼
∑︁
𝑖
(︂
𝑚𝑖𝑣
2
𝑖
2
)︂
− 𝜕
𝜕𝑞𝛼
∑︁
𝑖
(︂
𝑚𝑖𝑣
2
𝑖
2
)︂]︃
−
∑︁
𝛼
𝑄𝛼𝛿𝑞𝛼 = 0 (A.26)
A energia cinética 𝑇 é identificada em A.27 como:
𝑇 =
∑︁
ß
𝑚𝑖𝑣
2
𝑖
2
= 𝑇 (𝑞,
.
𝑞,𝑡) (A.27)
E identificando 𝑇 na equação A.26:
∑︁
𝛼
[︂
𝑑
𝑑𝑡
(︂
𝜕𝑇
𝜕
.
𝑞𝛼
)︂
− 𝜕𝑇
𝜕𝑞𝛼
−𝑄𝛼
]︂
𝛿𝑞𝛼 = 0 (A.28)
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Para 𝛿𝑞𝛼 arbitrário:
𝑑
𝑑𝑡
(︂
𝜕𝑇
𝜕
.
𝑞𝛼
)︂
− 𝜕𝑇
𝜕𝑞𝛼
= 𝑄𝛼 (A.29)
Se as forças aplicadas são conservativas ou seja :
−→
𝐹𝑖 = −−→∇𝑉𝑖 (A.30)
𝑄𝛼 =
∑︁
𝛼
𝐹𝑖.
𝜕𝑟𝑖
𝜕𝑞𝛼
= − 𝜕𝑉
𝜕𝑞𝛼
(A.31)
E explicitando A.31 em A.29:
𝑑
𝑑𝑡
(︂
𝜕𝑇
𝜕
.
𝑞𝛼
)︂
− 𝜕𝑇
𝜕𝑞𝛼
= − 𝜕𝑉
𝜕𝑞𝛼
(A.32)
𝑑
𝑑𝑡
(︂
𝜕𝑇
𝜕
.
𝑞
)︂
− 𝜕𝑇
𝜕𝑞𝛼
+
𝜕𝑉
𝜕𝑞𝛼
= 0 (A.33)
𝑑
𝑑𝑡
(︂
𝜕𝑇
𝜕
.
𝑞
)︂
−
(︂
𝜕𝑇 − 𝑉
𝜕𝑞𝛼
)︂
= 0 (A.34)
V é independente das velocidades generalizadas e depende somente das coordenadas generali-
zadas
𝑑
𝑑𝑡
𝜕(𝑇 − 𝑉 )
𝜕
.
𝑞𝛼
− 𝜕 (𝑇 − 𝑉 )
𝜕𝑞𝛼
= 0 (A.35)
Identificando a função lagrangeana:
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𝐿 = 𝑇 − 𝑉 (A.36)
E substituindo a lagrangeana na equação A.35:
𝑑
𝑑𝑡
(︂
𝜕𝐿
𝜕
.
𝑞𝛼
)︂
− 𝜕𝐿
𝜕𝑞𝛼
= 0 (A.37)
As equações A.37 são as equações de Lagrange para 𝛼 = 1,2...........𝑁 e portanto a lagrange-
ana é função de coordenadas generalizadas,velocidades generalizadas e do tempo:
𝐿 = 𝐿
(︁
𝑞,
.
𝑞,𝑡
)︁
(A.38)
A.4 Equações de Hamilton
As variaveis no formalismo lagrangiano são as coordenadas generalizadas 𝑞, as velocidades
generalizadas
.
𝑞 e o tempo 𝑡.No formalismo hamiltoniano,as coordenadas generalizadas e mo-
mentos generalizados são utilizadas como variáveis independentes:
𝐻 ≡ 𝐻(𝑞,𝑝,𝑡), (A.39)
𝐻 pode ser construido matematicamente com base em uma transformação de Legendre. Nesse
contexto, a função Hamiltoniana consiste na troca das velocidades generalizadas pelos mo-
mentos canônicos como variáveis básicas, utilizando-se a lagrangiana. Notando que 𝐿(𝑞,
.
𝑞,𝑡) e
diferenciando em relação ao tempo :
𝑑𝐿
𝑑𝑡
=
∑︁
𝑖
𝜕𝐿
𝜕𝑞𝑖
.
𝑞𝑖 +
∑︁
𝑖
𝜕𝐿
𝜕
.
𝑞𝑖
¨
𝑞𝑖, (A.40)
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𝑑𝐿
𝑑𝑡
=
𝑑
𝑑𝑡
∑︁
𝑖
(︂
𝑑
𝑑𝑡
𝜕𝐿
𝜕
.
𝑞𝑖
)︂
.
𝑞𝑖 +
∑︁
𝑖
𝜕𝐿
𝜕
.
𝑞𝑖
¨
𝑞𝑖, (A.41)
Logo, integrando a equação (A.41):
𝑑𝐿
𝑑𝑡
=
∑︁
𝑖
𝑑
𝑑𝑡
(︂
.
𝑞𝑖
𝜕𝐿
𝜕
.
𝑞𝑖
)︂
, (A.42)
𝑑𝐿
𝑑𝑡
−
∑︁
𝑖
𝑑
𝑑𝑡
(︂
.
𝑞𝑖
𝜕𝐿
𝜕
.
𝑞𝑖
)︂
= 0, (A.43)
𝑑
𝑑𝑡
(︃
𝐿−
∑︁
𝑖
(︂
.
𝑞𝑖
𝜕𝐿
𝜕
.
𝑞𝑖
)︂)︃
= 0. (A.44)
A expressão entre parênteses na equação (A.44), obtida através de uma transformação de Le-
gendre análoga a (A.41) é a função hamiltoniana, isto é,
𝐻 =
∑︁
𝑖
.
𝑞𝑖
𝜕𝐿
𝜕
.
𝑞𝑖
− 𝐿. (A.45)
Reconhecendo o primeiro termo da (A.45) isto é, a derivada da lagrangiana com relação a
velocidade generalizada
.
𝑞𝑖 como o momento generalizado 𝑝𝑖 através das equações (A.29) e
(A.37):
𝐻 =
∑︁
𝑖
𝑝𝑖
.
𝑞𝑖 − 𝐿. (A.46)
A diferencial total da (A.46) é explicitada em (A.47) e (A.49):
𝑑𝐻 = 𝑝𝑖.𝑑
.
𝑞𝑖 +
.
𝑞𝑖𝑑𝑝𝑖 − 𝑑𝐿, (A.47)
A diferencial total da lagrangiana é:
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𝑑𝐿 =
𝜕𝐿
𝜕𝑞
𝑑𝑞 +
𝜕𝐿
𝜕
.
𝑞
𝑑
.
𝑞 +
𝜕𝐿
𝜕𝑡
𝑑𝑡. (A.48)
Substituindo a diferencial total da lagrangeana em A.47:
𝑑𝐻 =
.
𝑞𝑖𝑑𝑝𝑖 + 𝑝𝑖𝑑
.
𝑞𝑖 − .𝑝𝑖𝑑𝑞𝑖 − 𝑝𝑖𝑑 .𝑞𝑖 − 𝜕𝐿
𝜕𝑡
𝑑𝑡, (A.49)
𝑑𝐻 =
.
𝑞𝑖𝑑𝑝𝑖 − .𝑝𝑖𝑑𝑞𝑖 − 𝜕𝐿
𝜕𝑡
𝑑𝑡. (A.50)
Considerando que a função hamiltoniana H(q,p,t) :
𝑑𝐻 =
𝜕𝐻
𝜕𝑞𝑖
𝑑𝑞𝑖 +
𝜕𝐻
𝜕𝑝𝑖
𝑑𝑝𝑖 +
𝜕𝐻
𝜕𝑡
𝑑𝑡. (A.51)
Comparando as equações (A.51) e (A.50):
.
𝑞𝑖 =
𝜕𝐻
𝜕𝑝𝑖
, (A.52)
.
𝑝𝑖 = −
𝜕𝐻
𝜕𝑞𝑖
, (A.53)
𝜕𝐻
𝜕𝑡
= −𝜕𝐿
𝜕𝑡
. (A.54)
As equações (A.52), (A.53) e (A.54) são conhecidas como equações canônicas de Hamilton.
Dadas as condições iniciais do sistema,essas equações apresentam solução única com cada par
(q,p) representando um ponto no espaço de fase:
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A.5 Parênteses de Poisson
Seja 𝜌 ≡ 𝜌(𝑞,𝑝,𝑡), tomando a derivada total da função 𝜌(𝑞,𝑝,𝑡) em relação ao tempo, obtemos a
evolução temporal do sistema conforme (A.55) :
𝑑𝜌
𝑑𝑡
=
∑︁
𝑖
(︂
𝜕𝜌
𝜕𝑞𝑖
.
𝑞𝑖 +
𝜕𝜌
𝜕𝑝𝑖
.
𝑝𝑖
)︂
+
𝜕𝜌
𝜕𝑡
, (A.55)
Portanto a derivada temporal da (A.55) levando em conta as equações canônicas de hamilton
em (A.52) e (A.53) é :
𝑑𝜌
𝑑𝑡
=
∑︁
𝑖
(︂
𝜕𝜌
𝜕𝑞𝑖
𝜕𝐻
𝜕𝑝𝑖
− 𝜕𝜌
𝜕𝑝𝑖
𝜕𝐻
𝜕𝑞𝑖
)︂
+
𝜕𝜌
𝜕𝑡
. (A.56)
O primeiro termo do lado direito da igualdade em (A.56) é conhecido como parênteses de
Poisson :
{𝜌,𝐻} =
∑︁
𝑖
(︂
𝜕𝜌
𝜕𝑞𝑖
𝜕𝐻
𝜕𝑝𝑖
− 𝜕𝜌
𝜕𝑝𝑖
𝜕𝐻
𝜕𝑞𝑖
)︂
(A.57)
Sendo assim, a evolução temporal do sistema em termos da definição (A.57) é:
𝑑𝜌
𝑑𝑡
= {𝜌,𝐻}+ 𝜕𝜌
𝜕𝑡
(A.58)
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Se 𝜌 não é uma função explicita do tempo,
𝑑𝜌
𝑑𝑡
= 0. (A.59)
Com base na equação (A.59):
{𝜌,𝐻} = .𝜌. (A.60)
Analogamente, se
.
𝑞 e
.
𝑝 não dependem explicitamente do tempo :
.
𝑞 = {𝑞,𝐻} , (A.61)
?˙? = {𝑝,𝐻} . (A.62)
Apêndice B
Campo Eletromagnético
B.1 Equações de Maxwell
As equações de Maxwell são um grupo de equações diferenciais parciais que, juntamente com
a lei da força de Lorentz, compõe a base do eletromagnetismo clássico.Conceitualmente, as
equações de Maxwell descrevem como cargas elétricas e correntes elétricas agem como fontes
dos campos elétrico e magnético. Além deste aspectos, as equações de Maxwell descrevem
como um campo elétrico que varia no tempo gera um campo magnético que também varia no
tempo [36,62,63]. Das quatro equações, duas delas, a lei de Gauss e a lei de Gauss para o mag-
netismo, descrevem como os campos são gerados a partir de cargas. Para o campo magnético,
como não há carga magnética, as linhas de campo magnético não começam nem terminam, ou
seja, as linhas são como trajetórias fechadas. As outras duas equações descrevem como os cam-
pos "circulam"em torno de suas respectivas fontes: o campo magnético "circula"em torno de
correntes elétricas e de campos elétricos variantes com o decorrer do tempo, conforme a lei de
Ampère com a correção do próprio Maxwell; campos elétricos "circulam"em torno da campos
magnéticos que variam com o tempo, conforme a lei de Faraday.Explicitamente [62, 63]:
∇⃗.?⃗? = 𝜌
𝜖0
, (B.1)
∇⃗ × ?⃗? = −𝜕?⃗?
𝜕𝑡
, (B.2)
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∇⃗.?⃗? = 0, (B.3)
∇⃗ × ?⃗? = 𝜇0𝜖𝜕?⃗?
𝜕𝑡
+ 𝜇0𝐽. (B.4)
As equações de Maxwell descrevem como carga e corrente geram campos elétrico e magné-
tico.Essas equações são suplementadas pela equação de continuidade,isto é formalmente,a carga
em um volume 𝑣 é dada por:
𝑄 =
∫︁
𝑣
𝜌(?⃗?,𝑡)𝑑𝑣 (B.5)
e diferenciando a equação (B.5) com relação ao tempo,a corrente que flui através de uma super-
fície 𝑆,
∮︀
𝑠
𝐽.?⃗?𝑑𝑎,
𝑑𝑄
𝑑𝑡
= −
∮︁
𝑠
𝐽.?⃗?𝑑𝑎. (B.6)
Seja 𝜌(?⃗?,𝑡) a densidade de carga em um volume 𝑣:
∮︁
𝑠
𝐽.?⃗?𝑑𝑎 = − 𝑑
𝑑𝑡
∫︁
𝑣
𝜌𝑑𝑣, (B.7)
∮︁
𝑠
𝐽.?⃗?𝑑𝑎 = −
∫︁
𝑣
𝜕𝜌
𝜕𝑡
𝑑𝑣, (B.8)
e utilizando o teorema da divergência:
∮︁
𝑠
𝐽.?⃗?𝑑𝑎 =
∫︁
𝑣
(︁
∇⃗.𝐽
)︁
𝑑𝑣. (B.9)
Notando pelas equações (B.8) e (B.9) que:
−
∫︁
𝑣
𝜕𝜌
𝜕𝑡
𝑑𝑣 =
∫︁
𝑣
(︁
∇⃗.𝐽
)︁
𝑑𝑣, (B.10)
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∫︁
𝑣
(︂
∇⃗.𝐽 + 𝜕𝜌
𝜕𝑡
)︂
𝑑𝑣 = 0. (B.11)
A equação (B.12) é a equação de continuidade e, leva ao princípio da conservação de carga:
𝜕𝜌
𝜕𝑡
+ ∇⃗.𝐽 = 0. (B.12)
Nota se que os campos ?⃗? e ?⃗? derivam de potenciais escalares 𝜑(𝑥,𝑡) e vetoriais ?⃗?(?⃗?,𝑡):
∇⃗ × ?⃗? = −𝜕?⃗?
𝜕𝑡
, (B.13)
?⃗? = ∇⃗ × ?⃗? (B.14)
e, utilizando a equação (B.4) com o potencial vetor ?⃗?,
∇⃗ ×
(︁
∇⃗ × ?⃗?
)︁
= 𝜇0𝐽 + 𝜇0𝜖0
𝜕?⃗?
𝜕𝑡
, (B.15)
∇⃗ × ∇⃗ × ?⃗? = ∇⃗(∇⃗.?⃗?)−∇2?⃗?, (B.16)
∇⃗(∇⃗.?⃗?)−∇2𝐴 = 𝜇0.𝜖0. 𝜕
𝜕𝑡
(︂
−∇⃗Φ− 𝜕
𝜕𝑡
?⃗?
)︂
. (B.17)
Nesse ponto, existe uma infinidade de pares
(︁
Φ,?⃗?
)︁
que geram
(︁
?⃗?,?⃗?
)︁
impondo as seguintes
restrições:
1. Gauge de Coulomb:
Nesse gauge, ∇⃗.?⃗? = 0 que implica nas equações para os potenciais 𝜑 e ?⃗?, são
∇2𝜑 = − 𝜌
𝜖0
, (B.18)
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∇2?⃗? = 𝜇0𝜖0𝜕
2?⃗?
𝜕𝑡2
− 𝜇0𝐽 + 𝜇0𝜖0∇⃗(𝑑𝜑
𝑑𝑡
), (B.19)
onde 𝜌 = 0 e 𝐽 = 0.
2. gauge de Lorentz:
Nesse gauge, ∇⃗.?⃗? = −𝜇0𝜖0𝑑𝜑
𝑑𝑡
e as equações para os potenciais escalar 𝜑 e vetor ?⃗? são:
∇2𝜑 = 𝜇0𝜖0𝜕
2?⃗?
𝜕𝑡2
− 𝜇0𝜖0𝑑𝜑
𝑑𝑡
, (B.20)
∇2?⃗? = 𝜇0𝜖0𝜕
2?⃗?
𝜕𝑡2
− 𝜇0𝐽. (B.21)
Tomando outros potenciais (𝜑′,?⃗?′) relacionados a (𝜑,?⃗?) :
𝜑′ −→ 𝜑− 𝜕Λ
𝜕𝑡
(B.22)
?⃗?′ −→ ?⃗?− ∇⃗Λ (B.23)
Λ(?⃗?,𝑡) é uma função escalar qualquer que também satisfaz o calibre de Lorentz,esta mudança
para novos potenciais é denominada transformação de Padrão ou Liberdade de Calibre do Ele-
tromagnetismo [34, 62, 63]
B.1.1 Formulação Covariante do Eletromagnetismo
Espaço de Minkowski
Considerando a transformação de Lorentz na forma geral, que apenas realiza transformações
no espaço tempo obtêm se transformações de Lorentz inomogêneas que, são chamadas também
de tranformações do grupo de Poincaré [36]. então o vetor 4 dimensional é escrito na forma
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covariante 𝑥𝜇, 𝜇 = 0,1,2,3.
𝑥0 = 𝑐𝑡, 𝑥1 = −𝑥 ,𝑥2 = −𝑦, 𝑥3 = −𝑧
𝑑𝑠2 = 𝑑𝑥20 −
𝑖=3∑︁
𝑖=0
(𝑑𝑥𝑖)
2 ≡ 𝑔𝜇𝜈𝑑𝑥𝜇𝑑𝑥𝜈 (B.24)
A matriz 𝑔 define uma métrica no espaço de Minkowski e seus elementos 𝑔𝜇𝜈 são chamados de
componentes do tensor métrico 𝑔𝜇𝜈 :
𝑔 =
⎛⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
⎞⎟⎟⎟⎟⎟⎟⎠ ≡ 𝑔
𝜇𝜈 (B.25)
por outro lado, a matriz unitária é definida por:
1ˆ = 𝛿𝜌𝜇 ≡ 𝑔𝜌𝜇, (B.26)
𝛿𝜌𝜇𝑔𝜌𝜈 ≡ 𝑔𝜇𝜈 , (B.27)
𝑔𝜇𝜈𝑔
𝜈𝜌 = 𝛿𝜌𝜇. (B.28)
O 4 vetor contravariante 𝑥𝜇 é então:
𝑥𝜇 = 𝑔𝜇𝜈𝑥𝜈 , (B.29)
𝑑𝑥𝜇 = 𝑔𝜇𝜈𝑑𝑥𝜈 . (B.30)
De outra forma:
𝑑𝑥𝜇 =
⎛⎜⎜⎜⎜⎜⎜⎝
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
⎞⎟⎟⎟⎟⎟⎟⎠ .
⎛⎜⎜⎜⎜⎜⎜⎝
𝑑𝑥0
−𝑑𝑥1
−𝑑𝑥2
−𝑑𝑥3
⎞⎟⎟⎟⎟⎟⎟⎠ =
⎛⎝ 𝑑𝑥0
𝑑𝑥𝑖
⎞⎠ , (B.31)
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𝑑𝑥𝜇𝑑𝑥
𝜇 =
(︁
𝑑𝑥0, −𝑑𝑥𝑖
)︁⎛⎝ 𝑑𝑥0
𝑑𝑥𝑖
⎞⎠ = 𝑑𝑠2. (B.32)
A quantidade a direita de (B.32) (𝑑𝑠2) somada sobre todos os índices, é um invariante de Lo-
rentz. As derivadas contravariante e covariante são respectivamente:
𝜕𝜇 =
(︂
𝜕
𝜕𝑥𝜇
)︂
=
(︂
𝜕
𝜕𝑥0
,− ∇⃗
)︂
, (B.33)
𝜕𝜇 =
(︂
𝜕
𝜕𝑥𝜇
)︂
=
(︂
𝜕
𝜕𝑥0
,∇⃗
)︂
. (B.34)
Com essas definições obtêm se:
𝜕𝜇𝜕𝜇 =
𝜕
𝜕𝑥20
−∇2 ≡ −2. (B.35)
Construção do Tensor 𝐹𝜇𝜈
Com base na equação da continuidade definindo o quadri vetor densidade de corrente𝐽𝜇 =
(𝜌.𝑐,𝐽):
∇⃗.𝐽 + 𝜕𝜌
𝜕𝑡
= 0, (B.36)
∇⃗.𝐽 = 𝜕𝐽𝑥
𝜕𝑥
+
𝜕𝐽𝑦
𝜕𝑦
+
𝜕𝐽𝑧
𝜕𝑧
=
3∑︁
𝑖=1
𝜕𝐽 𝑖
𝜕𝑥𝑖
, (B.37)
𝜕𝜌
𝜕𝑡
=
1
𝑐
𝜕𝐽0
𝜕𝑥0
, (B.38)
𝜕𝐽𝜇
𝜕𝑥𝜇
≡ 𝜕𝜇𝐽𝜇 = 0. (B.39)
As equações para os potenciais ,
∇2?⃗?− 1
𝑐2
𝜕2?⃗?
𝜕𝑡2
= −𝜇0?⃗?, (B.40)
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∇2𝜑− 1
𝑐2
𝜕2𝜑
𝜕𝑡2
=
−𝜌
𝜖0
. (B.41)
Considerando o gauge de Lorentz:
∇⃗.?⃗? + 1
𝑐
𝜕𝜑
𝜕𝑡
= 0, (B.42)
e,
𝐴𝜇 =
(︂
𝜑
𝑐
,?⃗?
)︂
≡
(︁
𝐴0,?⃗?
)︁
(B.43)
com 𝜕𝜇𝐴𝜇 = 0. Dessa forma, o operador D’Alambertiano pode ser escrito como em (B.35):
−2 ≡ 𝜕𝜇𝜕𝜇 = 1
𝑐2
𝜕2
𝜕𝑡2
−∇2 (B.44)
e a equação para os potenciais (𝜑,?⃗?) nas equações (B.40) e (B.41) é equivalente a equação
(B.45):
𝜕𝜌𝜕𝜌𝐴
𝜇 = 𝜇0𝐽
𝜇. (B.45)
Os campos ?⃗? e ?⃗? em termos de potenciais,
?⃗? = −∇𝜑− 𝜕?⃗?
𝜕𝑡
, (B.46)
?⃗? = ∇⃗ × ?⃗?. (B.47)
E as componentes do campo elétrico 𝐸𝑥,𝐸𝑦 e 𝐸𝑧:
𝐸𝑥
𝑐
= −𝜕𝐴0
𝜕𝑥1
− 𝜕𝐴1
𝜕𝑥0
= −𝜕0𝐴1 + 𝜕1𝐴0, (B.48)
𝐸𝑦
𝑐
= −𝜕𝐴0
𝜕𝑥2
− 𝜕𝐴2
𝜕𝑥0
= −𝜕0𝐴2 + 𝜕2𝐴0, (B.49)
𝐸𝑍
𝑐
= −𝜕𝐴0
𝜕𝑥3
− 𝜕𝐴3
𝜕𝑥0
= −𝜕0𝐴3 + 𝜕3𝐴0, (B.50)
𝐵𝑥 =
𝜕𝐴3
𝜕𝑥2
− 𝜕𝐴
2
𝜕𝑥3
= − (︀𝜕2𝐴3 − 𝜕3𝐴2)︀ , (B.51)
𝐵𝑦 =
𝜕𝐴1
𝜕𝑥3
− 𝜕𝐴
3
𝜕𝑥1
= − (︀𝜕3𝐴1 − 𝜕1𝐴3)︀ , (B.52)
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𝐵𝑧 =
𝜕𝐴1
𝜕𝑥3
− 𝜕𝐴
3
𝜕𝑥1
= − (︀𝜕3𝐴1 − 𝜕1𝐴3)︀ . (B.53)
A similaridade entre
𝐸𝑖
𝑐
e 𝐵𝑗 sugere a introdução do tensor 𝐹𝜇𝜈 isto é, um tensor antisimétrico
de segunda ordem com 6 componentes independentes.
𝐹 𝜇𝜈 =
𝜕𝐴𝜈
𝜕𝑥𝜇
− 𝜕𝐴
𝜇
𝜕𝑥𝜈
= 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇, (B.54)
𝐹 𝜇𝜈 =
⎛⎜⎜⎜⎜⎜⎜⎝
0 −𝐸𝑥
𝑐
−𝐸𝑦
𝑐
−𝐸𝑧
𝑐
𝐸𝑥
𝑐
0 𝐵𝑧 𝐵𝑦
𝐸𝑦
𝑐
𝐵𝑧 0 −𝐵𝑥
𝐸𝑧
𝑐
𝐵𝑦 −𝐵𝑥 0
⎞⎟⎟⎟⎟⎟⎟⎠ (B.55)
A forma covariante 𝐹𝜇𝜈 é:
𝐹𝜇𝜈 = 𝜂𝜇𝜌𝐹
𝜌𝛾𝜂𝛾𝜈 (B.56)
Assim o tensor eletromagnético na forma covariante é um tensor antisimétrico 𝐹𝜇𝜈 ,
𝐹𝜇𝜈 =
⎛⎜⎜⎜⎜⎜⎜⎝
0 𝐸𝑥
𝑐
𝐸𝑦
𝑐
𝐸𝑧
𝑐
−𝐸𝑥
𝑐
0 −𝐵𝑧 𝐵𝑦
−𝐸𝑦
𝑐
𝐵𝑧 0 −𝐵𝑥
−𝐸𝑧
𝑐
−𝐵𝑦 𝐵𝑥 0
⎞⎟⎟⎟⎟⎟⎟⎠ = −𝐹
*
𝜈𝜇. (B.57)
Segue que 𝐹𝜇𝜈 é encontrado a partir do tensor 𝐹 𝜇𝜈 pela substituição ?⃗? por −?⃗?.
Outro tensor necessário para a descrição do eletromagnetismo é o chamado tensor dual, ℱ𝜇𝜈
definido por:
ℱ𝜇𝜈 ≡* 𝐹 𝜇𝜈 = 1
2
𝜖𝜇𝜈𝜌𝜎𝐹𝜌𝜎, (B.58)
ℱ𝜇𝜈 =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 −𝐵𝑥 −𝐵𝑦 −𝐵𝑧
𝐵𝑥 0
𝐸𝑧
𝑐
−𝐸𝑦
𝐵𝑦 −𝐸𝑥
𝑐
0
𝐸𝑥
𝑐
𝐵𝑧
𝐸𝑦
𝑐
𝐸𝑥
𝑐
0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (B.59)
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onde 𝜖𝜇𝜈𝜌𝜎 é o tensor de Levi-Civita
𝜖𝜇𝜈𝜌𝜎 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1, 𝜇𝜈𝜌𝜎 permutação par
−1,𝜇𝜈𝜌𝜎 permutação impar
0, dois índices iguais
(B.60)
A "dualidade"é expressa por *𝐹 𝜇𝜈 = 𝐹 𝜇𝜈 e *𝐹 𝜇𝜈 = −𝐹 𝜇𝜈 . O tensor dual ℱ𝜇𝜈 é obtido a partir
de 𝐹 𝜇𝜈 pela substituição
?⃗?
𝑐
por ?⃗? e, ?⃗? por −?⃗?
𝑐
. Assim o eletromagnetismo é descrito por um
tensor anti simétrico 𝐹 𝜇𝜈 . A forma covariante das equações de campo para os campos físicos
incorpora duas das quatro equações de Maxwell,explicitamente:
𝜕𝜇𝐹
𝜇𝜈 = 𝜇0𝐽
𝜇, (B.61)
𝜕𝜇𝐹
𝜇𝜈 =
(︂
𝜕
𝜕𝑥0
,∇⃗
)︂
.
⎛⎜⎜⎜⎜⎜⎜⎝
0 −𝐸𝑥
𝑐
−𝐸𝑦
𝑐
−𝐸𝑧
𝑐
𝐸𝑥
𝑐
0 −𝐵𝑧 𝐵𝑦
𝐸𝑦
𝑐
𝐵𝑧 0 −𝐵𝑥
𝐸𝑧
𝑐
−𝐵𝑦 𝐵𝑥 0
⎞⎟⎟⎟⎟⎟⎟⎠ (B.62)
e ,
(︂
1
𝑐
∇⃗.?⃗?,− 1
𝑐
𝜕𝐸𝑥
𝜕𝑥0
+
𝜕𝐵𝑧
𝜕𝑦
− 𝜕𝐵𝑦
𝜕𝑧
,− 1
𝑐
𝜕𝐸𝑦
𝜕𝑥0
− 𝜕𝐵𝑧
𝜕𝑥
+
𝜕𝐵𝑥
𝜕𝑧
,− 1
𝑐
𝜕𝐸𝑧
𝜕𝑥0
+
𝜕𝐵𝑦
𝜕𝑥
− 𝜕𝐵𝑥
𝜕𝑦
)︂
= 𝜇0
(︁
𝑐.𝜌,𝐽
)︁
(B.63)
e identificando as componentes :
∇⃗.?⃗? = 𝜌
𝜖0
, (B.64)
∇⃗ × ?⃗? = 𝜇0𝐽 + 𝜇0𝜖0𝜕?⃗?
𝜕𝑡
. (B.65)
Analogamente a (B.61) utilizando o tensor ℱ tal que ℱ = 1
2
𝜖𝜇𝜌𝜎𝐹𝜌𝜎 ,
𝜕𝜇ℱ𝜇𝜈 =
(︂
𝜕
𝜕𝑥0
,∇⃗
)︂
.
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 −𝐵𝑥 −𝐵𝑦 −𝐵𝑧
𝐵𝑥 0
𝐸𝑧
𝑐
−𝐸𝑦
𝐵𝑦 −𝐸𝑥
𝑐
0
𝐸𝑥
𝑐
𝐵𝑧
𝐸𝑦
𝑐
𝐸𝑥
𝑐
0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (B.66)
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e igualando a (B.66) a zero, (︃
∇⃗.?⃗?,− 𝜕?⃗?
𝜕𝑥0
+ ∇⃗ × ?⃗?
)︃
= 0, (B.67)
∇⃗.?⃗? = 0, (B.68)
∇⃗ × ?⃗? = −𝜕?⃗?
𝜕𝑡
, (B.69)
isto é ,
𝜕𝜇ℱ𝜇𝜈 = 0 (B.70)
As quatro equações de maxwell na forma covariante, ou seja invariantes sobre uma transfor-
mação de Lorentz ou 4-vetores no espaço de Minkowski são escritas através de duas equações
conforme é mostrado nas equações (B.71) e (B.72).
𝜕𝜇𝐹
𝜇𝜈 = 𝜇0𝐽
𝜈 , (B.71)
𝜕𝜇ℱ𝜇𝜈 = 0. (B.72)
A equação (B.72),pode ser reescrita da seguinte forma:
𝜕𝛼𝜖
𝛼𝛽𝜌𝜎𝐹𝜌𝜎 = 0, (B.73)
𝜖𝛼𝛽𝜌𝜎𝜕𝛼𝐹𝜌𝜎 = −𝜖𝛽𝛼𝜌𝜎𝐹𝜌𝜎 = −𝜖
𝛽𝛼𝜌𝜎
3
[𝜕𝛼𝐹𝜌𝜎 + 𝜕𝜌𝐹𝜎𝛼 + 𝜕𝜎𝐹𝛼𝜌] , (B.74)
𝜕𝛼𝐹𝛽𝛾 + 𝜕𝛽𝐹𝛾𝛼 + 𝜕𝛾𝐹𝛼𝛽 = 0. (B.75)
A equação (B.75) é conhecida como identidade de Bianchi,explicitando as equações homogê-
neas [62, 63]:
𝜕𝐹 𝜇𝜈
𝜕𝑥𝜇
= 0, (B.76)
𝜕𝐹 0𝜈
𝜕𝑥𝜈
=
𝜕𝐹 00
𝜕𝑥0
+
𝜕𝐹 01
𝜕𝑥1
+
𝜕𝐹 02
𝜕𝑥2
+
𝜕𝐹 03
𝜕𝑥3
, (B.77)
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𝜕𝐵𝑥
𝜕𝑥
+
𝜕𝐵𝑦
𝜕𝑦
+
𝜕𝐵𝑧
𝜕𝑧
= 0, (B.78)
∇⃗.?⃗? = 0, (B.79)
𝜕𝐹 1𝜈
𝜕𝑥𝜈
=
𝜕𝐹 10
𝜕𝑥0
+
𝜕𝐹 11
𝜕𝑥1
+
𝜕𝐹 12
𝜕𝑥2
+
𝜕𝐹 13
𝜕𝑥3
, (B.80)
𝜕𝐹 1𝜈
𝜕𝑥𝜈
= −1
𝑐
𝜕𝐵𝑥
𝜕𝑡
− 1
𝑐
𝜕𝐸𝑧
𝜕𝑦
− 𝜕𝐸𝑦
𝜕𝑧
= 0, (B.81)
∇⃗ × ?⃗? = −𝜕?⃗?
𝜕𝑡
, (B.82)
?⃗? = −∇⃗Φ− 𝜕?⃗?
𝜕𝑡
, (B.83)
?⃗? = ∇⃗ × ?⃗?. (B.84)
Apêndice C
Massa Efetiva
A existência de bandas de energia traz importantes consequências no movimento de elétrons em
sólidos. Assim ondas de de Broglie submetidas a forças externas movem se com uma velocidade
de grupo 𝑣𝑔:
𝑣𝑔 =
𝑑𝜔
𝑑𝑘
=
𝑑(𝐸/~)
𝑑𝑘
=
1
~
𝑑𝐸
𝑑𝑘
(C.1)
de ontra forma,
𝑑𝐸 = 𝑣𝑔~𝑑𝑘, (C.2)
O trabalho infinitesimal realizado sobre o elétron por uma força externa em um deslocamento
infinitesimal 𝑑𝑥 é:
𝑑𝜔 = 𝐹.𝑑𝑥 = 𝐹.𝑣𝑔𝑑𝑡 = 𝑑𝐸. (C.3)
A equação (C.3) implica em:
𝑣𝑔~.𝑑𝑘 = 𝐹𝑒𝑥𝑡𝑣𝑔𝑑𝑡, (C.4)
ou de outra forma,
𝐹 = ~.
𝑑𝑘
𝑑𝑡
. (C.5)
A aceleração da onda de broglie do elétron pode ser obtida derivando se a equação (C.1) em
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relação ao tempo;
𝑎𝑔 =
𝑑𝑣𝑔
𝑑𝑡
=
1
~
𝑑2𝐸
𝑑𝑘.𝑑𝑡
=
1
~
.
𝑑2𝐸
𝑑𝑘2
(︂
𝑑𝑘
𝑑𝑡
)︂
, (C.6)
𝑎𝑔 =
1
~
𝑑2𝐸
𝑑𝑘2
(︂
𝐹
~
)︂
, (C.7)
ou ainda,
𝐹 =
~2
𝑑2𝐸
𝑑𝑘2
𝑎𝑔 = 𝑚
*.𝑎𝑔. (C.8)
onde 𝑚* é conhecida como massa efetiva do elétron no cristal. A equação (C.8) mostra que um
elétron de massa 𝑚𝑒 deve responder a força externa como se tivesse uma massa efetiva dada
por:
1
𝑚*
=
1
~
𝑑2𝐸
𝑑𝑘2
. (C.9)
As características da rede cristalina determinam o comportamento da massa efetiva uma vez
que ela define a forma de 𝐸(𝑘). Próximo a origem,
1
𝑚*
=
1
~
𝜕2𝐸
𝜕𝑘2
=
1
~2
~22𝑘
2𝑚
=
1
𝑚
(C.10)
consequentemente nessa região o elétron responde a rede como se fosse um elétron lívre.Quando
1
𝑚*
≈ 0 ou de outra forma 𝑚* tende a infinito uma dada força externa não provoca aceleração
no elétron.
Se
1
𝑚*
≤ 0 a força acelera o elétron no sentido oposto a aquele esperado. De forma geral,
𝑎𝑖 =
1
~
𝜕𝜔(𝑘)
𝜕𝑘𝑖𝜕𝑘𝑗
= 𝐹𝑗 =
1
~2
.
(︂
𝜕𝐸
𝜕𝑘𝑖𝜕𝑘𝑗
)︂
𝐹𝑗 (C.11)
portanto 𝑚𝑖𝑗:
[︀
𝑚−1
]︀
𝑖𝑗
=
1
~2
𝜕2𝐸
𝜕𝑘𝑖𝜕𝑘𝑗
. (C.12)
O tensor em (C.12) expressa a mudança na velocidade de grupo devido a mudança no momento
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dentro do sólido e está relacionado a mobilidade dos portadores. Se a mobilidade dos portadores
ocorre em 2D a matriz será diagonal.
Apêndice D
Publicações geradas a partir desta tese
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