Abstract. The so called Wilkinson's Schur complement trick plays a prominent role in the theory of eigenvalue estimates for finite matrices. We apply this technique to the problem of obtaining Ritz value spectral estimates for a positive definite self-adjoint operator in a Hilbert space. New estimates have a form of a Temple-Kato like inequality and are particularly suited to a situation in which we are estimating a multiple eigenvalue of a positive definite operator by a cluster of Ritz values. An application of new estimates in a context of finite element computations will be discussed.
Introduction
This report continues a perturbation theoretic study of Ritz value estimates from [6, 8] . We show that the matrix techniques of [3] allow an interesting generalization to the class of positive definite operators in a Hilbert space. Throughout this note the environment will be a Hilbert space H, usually infinite dimensional, with the scalar product (·, ·) which is linear in the second argument and antilinear in the first. We will generically assume that we have a self-adjoint operator H with the eigenvalues λ 1 (H) ≤ · · · λ n (H) ≤ · · · ≤ λ e (H), where we count the eigenvalues according to multiplicity and λ e (H) denotes the infimum of the essential spectrum of H.
A typical example of Ritz value estimate for a self-adjoint operator H is the well known Temple-Kato inequality, cf. [14] . Let λ 1 (H) < λ 2 (H) and let ψ ∈ D(H) be a unit vector such that (1) (ψ, Hψ) < γ ≤ λ 2 (H), then (2) (ψ, Hψ) ≥ λ 1 (H) ≥ (ψ, Hψ) − (Hψ, Hψ) − (ψ, Hψ) 2 γ − (ψ, Hψ) .
For a proof see [14] . Note that (3) Hψ − (ψ, Hψ)ψ 2 = (Hψ, Hψ) − (ψ, Hψ) 2 .
The vector Hψ − (ψ, Hψ)ψ is called the residual and Hψ − (ψ, Hψ)ψ 2 represents a measure of the "approximation defect" in ψ, since Hψ − (ψ, Hψ)ψ = 0 if and only if ψ is an eigenvector of H.
A notion of approximation defect for a subspace has been defined and studied in [6, 8] . In this note we will refine eigenvalue estimates that were obtained in [6, 8] by a careful study of the structure of the generalized residual. As a consequence, we obtain new estimates which better reflect the geometry of the underlying test space.
We concentrate on the class of positive definite operators only 1 and on this class of operators we improve the performance of the Temple-Kato inequality. In particular, we emphasize the following features of our approach 
The infimum of the essential spectrum of some operator H is denoted by λ e (H).
We shall now outline the perturbation construction from [6, 8] . We start by defining the positive definite form 4 (6) h P (u, v) = h(P u, P v) + h(P ⊥ u, P ⊥ v), Q(h p ) = Q and a self-adjoint operator H P which represents the form h P in the sense of Kato. The operator H P and the form h P are called the block diagonal part of H and h respectively We also define δh P (u, v) = h(u, v) − h P (u, v) = h(P u, P ⊥ v) + h(P ⊥ u, P v), u, v ∈ Q.
It was shown, see [6, 7, 8] , that P is a degenerate self-adjoint operator. The first of these properties implies that µ i ∈ σ(H) and the second implies that λ e (H) = λ e (H P ). From this we conclude that the assumption µ i < λ e (H) implies that µ i ∈ σ(H P ) are eigenvalues of finite multiplicity.
We now interpret H as a perturbation of H P and thus bring µ i in connection with some part of σ(H). This was the main argument behind the estimates from [6, 8] . Define δH P s as the bounded self-adjoint operator for which (8) (u, δH
δH P s is a degenerate operator and it can be represented by the operator matrix
⊥ is the bounded operator defined by the form
on the corresponding spaces. The main result of [6] established that given R(X) ⊂ Q, X * X = I n such that µ n < λ e (H) there exist n eigenvalues 5 λ j1 (H) ≤ · · · ≤ λ jn (H) (counting according to multiplicity) of H such that
Since δH P s = K s = 0 if and only if R(X) is an invariant subspace of H we have called K s a measure of the approximation defect in the subspace R(X). We also say that K s is the generalized residual of the test space R(X). 4 We could have also used h X to denote the block diagonal part of the form h. We have opted for h P in order to be consistent with the notation of [7] , cf. [6] .
5 j (·) is a permutation.
Exploiting the geometry of R(X)
A bounded operator W : H → U is called partially isometric if there exists a closed subspace M ⊂ H such that W u = P M u , u ∈ H. This is equivalent to
so W * is also the partial isometry with the initial set R(W ). We shall also use the notation
Lemma 2.1. Let V and W be two partial isometries then
In the last equality we must assume that either R(V ) or R(W ) be finite dimensional.
Proof. We compute
Here we have used the identity spr(ABC) = spr(CAB), which holds for bounded operators A, B, C. Also, since Tr(AB) = Tr(BA), when B < ∞ and Tr(A) < ∞ (or vice versa), we conclude that
The last equality could have also been proved with a help of singular value representation (decomposition) of the compact operator V * W . Let T : H 1 → H 2 be a compact operator and let |T | = (T * T ) 1/2 be its operator absolute value. The singular values s j (T ) are the eigenvalues of the operator |T | and there exist orthonormal sequences (f j ) j in H 1 and (g j ) j in H 2 so that T has the representation
Using this representation for the operator T it can be shown that ||| T ||| HS < ∞ is equivalent with j s
For a proof of this and other facts on singular values of operators see [19] . The alternative proof of ||| P V P W || | HS =||| V * W ||| HS , assuming R(V ) is finite dimensional, follows from the fact that
for all nonzero s j (V * W ) (and s j (P V P W )).
Proof. Take ψ ∈ R(X), then H −1 P ψ ∈ R(X), since R(X) reduces H P , and
, which is a consequence of the fact that R(X) reduces H P , implies
P ψ is the Galerkin approximation from the subspace R(X) to u = H −1 ψ, which solves Hu = ψ. This has motivated an application of these estimates in finite element eigenvalue computations, see [7] .
Let X * X = I n and R(X) ∈ Q. Here I n is a n × n identity matrix. Set P = XX * and define the numbers
, for i = 1, ..., n. Lemma 2.2 ensures the correctness of this definition.
Lemma 2.4. Let η i be as in (11) then 0 ≤ η i < 1.
Proof. The result of this lemma is a direct consequence of Lemma 2.2. Lemma 2.2 implies that
and η i ≤ 1. Assume η n = 1 then there exists ψ ∈ R(X) \ {0} such that (ψ, H −1 P ψ) = 0. This is an obvious contradiction with the fact that H P is positive definite. Theorem 2.5. Let h be positive definite, R(X) ⊂ Q ( assuming X * X = I n ) and let P = XX * . Take h P and δh P as in (6)- (7) and H P and δH P s as in (8)- (9) . Let further η r+1 ≤ η r+2 ≤ · · · ≤ η n be all nonzero η i from (11) . Then ±η r+1 , . . . , ±η n are all non-zero eigenvalues of δH P s . Furthermore, η r+1 , . . . , η n are all the nonzero singular values of the operators δH
The following estimates
hold.
Proof. The first part of the proof is the same as the proof of [6, Theorem 4.5] . We reproduce the relevant details for the reader's convenience. The new analysis begins after (20).
The product
. This implies that the form δh
defines the bounded operator δH
with P ⊥ = I − P . Relation (7) implies
which can be written as (17) δH
As the next step we show that V and W are partial isometries such that
The proof runs along the same lines in both cases, so we will only show that W is a partial isometry. Take some u, v ∈ H, then
is guaranteed by the assumption R(X) ⊂ Q and the injectivity of H −1/2 P . The proof of (19) requires a bit more work. One computes
On the other hand W * = P ⊥ A, where
and (19) is established.
Since (18) and (19) are finite dimensional vector spaces the singular value decomposition of the product
can be analysed with a help of the main theorem from [18] , cf. [2, 3, 7, 8] .
Define the matrix
and let c 1 ≥ c 2 ≥ · · · ≥ c n be all the singular values (counting according to corresponding multiplicities) of the matrix C(H 1/2 X, H −1/2 X). The singular value problem for the matrix C(H 1/2 X, H −1/2 X) can be reformulated as the generalized eigenvalue problem
From this we conclude that η
Set l := n − r and define the numbers 0 < θ i < π 2 , i = 1, ..., l as (23) θ i = arccos c n−i+1 , i = 1, . . . , l.
According to the main theorem from [18] there exists a 2l dimensional subspace K ⊂ H and an orthonormal basis of K such that P V P W and (I − P V )(I − P W ) have the following operator matrix representation (with respect to H = K ⊕ K ⊥ and that particular basis of K)
From this one can conclude that the nonzero singular values of the operator δH
are all the nonzero singular values of the operators δH
is the singular value representation of the operator δH P s P = W * V . By a direct calculation we establish V W * = W V * = 0 and δH P s P ⊥ = V * W . This allows us to conclude that
) and ±η r+1 , . . . , ±η n are all nonzero eigenvalues of the operator δH P s , cf. Jordan-Wielandt theorem in [16] . Equation (12) is a consequence of (16) and (24). Inequality (16) is an inequality between positive numbers h[ψ] and h P [ψ] so (13) follows directly.
The relation (24) is particularly interesting. It reveals the local nature of the estimate η n . In (24) we see that the difference between (the inverses of) the operators is measured on the test space R(X) only.
2.1.
Localizing the approximated spectrum. Only when we have additional information about the location of the component of the spectrum we do not want to approximate, we can guarantee that we are approximating the component of the spectrum we are interested in, cf. [6, 8] . To some extent the assumption µ n < λ e (H), which led to (10), was also a localization assumption. The following lemma extends this concept. Lemma 2.6. Let X * X = I n , P = XX * , R(X) ⊂ Q and let h be a positive definite form. Then
Proof. Estimates (25)-(26) are a consequence of (12)- (13) and Theorem 1.4. The rest of the theorem follows from a proof which is analogous to the proof of [6, Theorem 4.16] .
Since R(X) reduces H P we know that µ i ∈ σ(H P
Equivalently, one establishes for
Since (25) implies that
which proves the first part of (28). The proof of the other inequality in (28) follows by a similar argument and we omit it. Set W := σ(H P ) \ {µ 1 , ..., µ n } then (27)-(31) yield
We can now directly check that for some µ ∈ W the estimate
The last inequality in the proof of this lemma could be used to obtain a somewhat crude lower estimate on Γ q . This result can be easily improved if we concentrate on the lower part of the spectrum. This is a frequently considered special case of the theorem.
Proof. Min-max Theorem, cf. [19] , implies λ i (H) ≤ µ i , i = 1, ..., n, so
On the other hand for µ w = min W we have
for all µ ∈ W. The conclusion of the corollary follows directly.
Remark 2.8. For a comparison of (2) and bounds (25)- (26) on an example of a Sturm-Liouville eigenvalue problem with coupled boundaries see [7, 8] .
Remark 2.9. Lemma 2.6 says that we can divide the spectrum of the operator H in two disjoint parts: the part that is being approximated by the σ(Ξ) and the rest of the spectrum. To understand this statement assume that the conditions of Lemma 2.6 hold. In this case both of the "block diagonal" forms
have "diagonal blocks" with disjoint spectra. We have assumed Λ = diag(λ 1 , . . . , λ n ) and Ξ = diag(µ 1 , . . . , µ n ) and Ξ c and Λ c were unbounded operators defined by the forms h P and h in the spaces R(P ⊥ ) and R(E(λ n ) ⊥ ). In fact, we will colloquially call h P the block diagonal part of the operator H with respect to the subspace R(X). Also note that in the notation of the previous theorem σ(Ξ c ) = W.
Higher order estimates and Temple-Kato inequalities
Temple-Kato inequality (2) is a combination of the localization assumption (1) and the square of the norm of the residual, cf. (3) . By an established rule we call all similar estimates a Temple-Kato like inequality.
In this section we demonstrate that the assumptions of Lemma 2.6 can step in for (1) for the class of problems we are interested in. Some of our reasoning has been motivated by the techniques from [1, 12] , which deal with finite matrices. Theorem 3.1. Let H be a positive definite operator and let us assume that the eigenvalues are so ordered that λ q−1 (H) < λ q (H) = λ q+n−1 (H) < λ q+n (H). Let R(X) ⊂ Q (X * X = I n , P = XX * ) be such a subspace that (27) holds. Then we have
and in particular
Proof. Lemma 2.6 implies
Take u ∈ R(X), u = 1, set µ := h[ u] = λ d(E(λ) u, u) and note that
Furthermore, the positive definiteness of H implies
Integrating both sides of the equation we obtain
Assume µ ∈ [λ q , λ q+n and multiply the equation (38) by µ 2 . Then add − µ to both sides to obtain
On the other hand,
and (40)
Finally, one obtains
Analogously for some µ ∈ λ q−1 , λ q ], we obtain
Now, (41) and (42) yield
for any u ∈ R(X) of norm one. In particular, the conclusions of the theorem follow.
Corollary 3.2. Let h, X, P , λ i (H) and η j be as in Theorem 3.1 and let u i ∈ R(X) be such that H P u i = µ i u i . Then
Proof. Estimate (45) is a consequence of (39). On the other hand, the right side of the inequality (44) is a consequence of (39) and (40) The left side inequality in (44) can be proved by a recourse to Lemma 2.2. We compute
Which establishes the proposition.
In the next section we will obtain eigenvalue estimates in which all of η i feature. We will also argue that estimates which incorporate all of η i simultaneously use the "geometry" of the test space better than do the estimates from Lemma 2.6 or Theorem 3.1 which represent the "worst case" or "individual" Ritz vector approach, respectively.
Temple-Kato like inequality in presence of Ritz value clusters
In this section we will need a notion of the unitary invariant operator norm (also known as symmetric or cross operator norms, cf. [5, 9, 15] ). This will allow us to extract more information from the generalized residual K s than what is contained in η n = K s .
Let L(H) be the algebra of all bounded operators on the Hilbert space H. We will consider symmetric norms ||| · ||| on a subspace S of L(H). To say that the norm is symmetric on S ⊂ L(H) means that, beside the usual properties of any norm, it additionally satisfies: The subspace S is defined as a ||| · |||-closure of the set of all degenerate operators in L(H). Such S is an ideal in the algebra L(H), cf. [5, 15] . 
4.1.
Operator matrices and the Wilkinson's trick. In Theorem 3.1 we have derived an estimate of the error in the eigenvalue approximation relative to the eigenvalue being approximated. It is preferable to have an estimate of the error relative to the Ritz value, since the Ritz value is the quantity we have computed.
We will also introduce a measure for the size of the approximation defect of the subspace R(X). This measure will take advantage of the information which is contained in other principal angles. Thus it will better reflect geometrical properties of eigenvectors which span the subspace which belongs to a cluster of eigenvalues.
As a first step we shall outline the Wilkinson's trick and state our adaptation of this result as a theorem. We shall than proceed to prove an eigenvalue estimate. be understood as the operator M :
The operator M is bounded and has a bounded inverse
Furthermore, we have the estimates
Proof. An operator matrix where all coefficients are bounded operators defines a bounded operator. Now the proof that M −1 is bounded follows by a direct computation. The estimates (49) and (50) Proof. We shall adapt the Schur-complement technique from [13, p. 183 ]. Since B is assumed to be invertible we can write
By Lemma 4.1 the operator
has the bounded inverse
Since B has a bounded inverse (52) can only be true if
This is the so called Wilkinson's trick and it proves the statement of the theorem.
Remark 4.3. Note that the theorem remains valid if we only assume that B is injective and (B −1 X * ) bounded. In this case we conclude A = X(B −1 X * ).
Theorem 4.4. Take a positive definite form h and X, X * X = I n , R(X) ⊂ Q. Set P = XX * and let the eigenvalues of the operator H be so ordered that λ q−1 (H) < λ q (H) = λ q+n−1 (H) < λ q+n (H). If (27) holds 7 then
In particular we have
for ||| · |||= · and ||| · |||=||| · ||| HS .
Proof. Let the form h P be as in (6) . Estimates (12)- (13) imply that
defines the bounded operator H s (λ q ) which allows the operator matrix representation
The operator Ξ c is positive definite in R(P ) ⊥ and is defined by the form h(P ⊥ ·, P ⊥ ·) in the sense of Kato. Now Lemma 2.6 implies that I − λ q Ξ −1 c is invertible and we may use the Wilkinson's trick 8 to derive quadratic estimates. In particular we have
and Theorem 4.2 yields
Property (46) of a unitary invariant norm ||| · ||| implies
The rest of the proof follows by an application of (47) and Theorem 2.5 on the last inequality.
A computational example
We illustrate our new bounds through a case study of the family of model problems (cf. [14] ) where θ ∈ [0, π] and we chose constant α ∈ R so that all the eigenvalues be positive. The solution to problem (57) is
On Figure 1 we see increasingly ordered eigenvalues of the family of problems (57) displayed as functions of θ. For θ = π we have an eigenvalue problem that has all the eigenvalues of multiplicity two. By varying the parameter θ in a "neighborhood" of π we construct eigenvalue problems that have as tightly clustered eigenvalues as we desire.
Chose α and θ so that the eigenvalues of (57) be positive and define the form
The form h is positive definite with the domain
In a weak formulation (57) reads
Obviously, the eigenvalues and eigenvectors of Problem 57 are the same as the eigenvalues and eigenvectors of the operator H, which represents the form h in the sense of Kato. Assuming the usual ordering of eigenvalues of H, we get λ 1 = ω 0 (θ), λ 2 = ω −1 (θ), λ 3 = ω 1 (θ) (and so on).
Green function of the operator Hu = −u ′′ − αu, defined by the form (59), is
So we can use
5.1.
A finite element computation. We now concentrate on a particular problem from this class of SturmLiouville eigenvalue problems. Chose θ = π, α = 0.2499 and define
. . , N } ⊂ Q as a finite element space. The space V 1 N is an N -dimensional subspace of Q with the basis
Define the matrices
are the Ritz values of the operator H associated with the subspace R(Ψ N Φ) ⊂ H. Define
and note that its elements have the property
So, T N is a symmetric Toeplitz matrix by the definition. Furthermore, using (65) we derive a closed formula for the elements of the matrix T N . Namely, we can explicitly express all of (T N ) kp as functions of α and θ. The formulae were computed symbolically with the use of Mathematica and are to cumbersome to be displayed here.
Let µ 
We now investigate this estimate with regard to a change in N . The results are displayed on Table 1 . We see that the inequality is almost "sharp" on this example.
Conclusion
It was demonstrated in [6, 8] that the new relative Temple-Kato inequalities work well for test vectors which are not in the operator domain and in situations when the distance between the computed Ritz value and the unwanted component of the spectrum is tiny. Those estimates represent, to some extent, the "worst case scenario" estimates in a presence of Ritz value clusters, see (54).
Refined geometric approach, to approximation defect measure, of Theorem 2.5 allowed us to prove an estimate like (53) or in particular (55). Such estimates take advantage of the whole geometry of the test space R(X). Their full applicability is expected to be demonstrated in the context of finite element procedures for differential operators in R n , n ≥ 2. In such a context, one frequently has test spaces in which one simultaneously considers test vectors of varying regularity properties. An estimate like (55) comprehensively reflects the approximation defect in such a test space and does not concentrate on the worst case scenario only.
Results for differential operators in non-convex domains in R 2 , which corroborate these claims, have been obtained in [7] . Also note that such operators do not have Green functions which are explicitly computable, cf. Remark 2.3, so knowledge of the Green function is not essential for the applicability of this theory. A full presentation of those results will be a subject of future reports.
The one dimensional example we have shown in Section 5 demonstrates the sharpness of new estimates. This is not surprising when one notes that the estimates (53) are based on the equality (56). The tradeoff in (53) comes from the property (46) of the symmetric norm ||| · |||, only.
