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Working within the stochastic series expansion framework, we introduce and characterize a new
quantum cluster algorithm for quantum Monte Carlo simulations of transverse field Ising models
with frustrated Ising exchange interactions. As a demonstration of the capabilities of this new
algorithm, we show that a relatively small, ferromagnetic next-nearest neighbour coupling drives
the transverse field Ising antiferromagnet on the triangular lattice from an antiferromagnetic three-
sublattice ordered state at low temperature to a ferrimagnetic three-sublattice ordered state.
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I. INTRODUCTION
The stochastic series expansion quantum Monte Carlo
method [1], based on a stochastic sampling of terms in
the high temperature expansion of a quantum many-
body system, is among the most useful computational
tools for the study of bosonic many-body systems. When
the model being studied has a locally conserved charge
(such as boson number or a component of the total spin),
nonlocal directed loop updates are possible within this
scheme [2, 3]. These lead to very efficient sampling of
the high-temperature expansion and allow for a study of
fairly large system sizes.
When there is no locally conserved charge, a differ-
ent strategy needs to be used. This has been explored
previously in the context of Ising models in a transverse
field [4]. In this case, a quantum cluster algorithm has
been formulated and tested in some examples [4]. Our
motivation here is the following: In a broad class of frus-
trated Ising models in which the application of a trans-
verse field leads to interesting physics, we have found that
the clusters grown by this quantum cluster algorithm do
not have “nice” statistical properties in the sense that
they are either too small to be of much use, or too large,
leading to updates that are nearly global spin-flips of the
entire configuration. This leads to a very significant de-
terioration of ergodicity, and affects our ability to obtain
reliable and accurate data at large sizes in interesting
parameter regimes.
This motivates our introduction of a new quantum
cluster algorithm for Quantum Monte Carlo simulations
within the stochastic series expansion framework. In this
article, we describe this new algorithm and demonstrate
that it allows for an efficient study of such frustrated
Ising antiferromagnets in a transverse field. In order to
facilitate a detailed discussion of our method, we focus
on a particular two-dimensional model system in the rest
of this article, although the underlying idea has much
wider applicability, and is not restricted to two dimen-
sional systems. The particular model system we use to
illustrate our scheme is the transverse field Ising antifer-
romagnet on the triangular lattice with additional further
neighbour interactions.
In this model system, we provide two illustrations of
the utility of our new method. First, we study the anti-
ferromagnetic three-sublattice ordered low-temperature
phase [5] of the transverse field Ising antiferromagnet on
the triangular lattice, and demonstrate that our algo-
rithm allows us to access key low temperature properties
that are out of the reach of the standard [4] quantum clus-
ter approach. Second, we use our method to demonstrate
that a rather weak additional ferromagnetic coupling be-
tween next-nearest neighbours drives a phase transition
to a ferrimagnetic three-sublattice ordered state at low
temperature, and study the performance of our algorithm
in this challenging regime of parameter space in which
the nature of the ground state depends crucially on the
balance between quantum fluctuations, which favour an
antiferromagnetic three-sublattice ordering pattern, and
ferromagnetic next-nearest neighbour interactions, which
favour a ferrimagnetic three-sublattice ordering pattern.
The rest of this paper is organized as follows: In Sec-
tion II, we provide an introduction to the physics of the
transverse field Ising antiferromagnet on the triangular
lattice, and summarize our understanding of the phase
diagram of this model system. In Section III, we review
the standard quantum cluster algorithm [4] and then de-
scribe our new algorithm. In Section IV, we first intro-
duce the physical observables of interest to us, as well
as the measures we use to characterize the performance
of our algorithm. We then use these measures to char-
acterize the performance of our algorithm. Additionally,
we display our results for the low temperature transi-
tion between antiferromagnetic and ferrimagnetic three-
sublattice order in this model system. We close with a
brief discussion of connections to previous work and pos-
sible extensions in Section V.
II. MODEL
The transverse field Ising antiferromagnet on the tri-
angular lattice, with Hamiltonian
HTFIM = J1
∑
〈~r~r′〉
σz~rσ
z
~r′ − Γ
∑
~r
σx~r , (1)
where the sum over 〈rr′〉 runs over links of the triangular
lattice, has been studied earlier as a simple, paradigmatic
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2example of the interplay between quantum fluctuations
and frustrating antiferromagnetic exchange couplings [5–
7]. It provides a simple example of “order-by-disorder”
effects in the following sense: when Γ = 0, the classical
Ising antiferromagnet has a macroscopic degeneracy of
minimum exchange-energy configurations that give rise
to a non-zero entropy-density in the T → 0 limit [8, 9].
In this classical limit, the Ising spins remain disordered
all the way down to T = 0 [8, 9], albeit with a diverg-
ing correlation length, providing a simple example of a
classical spin liquid. At T = 0, the spins have power-
law correlations at the three-sublattice wave vector [10].
The transverse field Γ induces quantum mechanical tran-
sitions that flip the individual σz~r . In spite of inducing
these quantum fluctuations, a small transverse field im-
mediately stabilizes long-range three-sublattice order of
σz [5, 7].
This long-range order is of the antiferromagnetic va-
riety (with no accompanying net magnetization) [5],
and should be contrasted with the ferrimagnetic three-
sublattice order exhibited at low temperature by the
classical Ising antiferromagnet with ferromagnetic next-
nearest neighbour couplings [11]. The distinction be-
tween the two kinds of three-sublattice order is best sum-
marized by the following caricature: When the ordering
is of the antiferromagnetic variety, the system sponta-
neously chooses one sublattice (out of the three sublat-
tices corresponding to the natural tripartite decomposi-
tion of the triangular lattice) on which the spins are po-
larized along the xˆ direction in response to the transverse
field. From the other two sublattices, it spontaneously
chooses one sublattice on which the spins become polar-
ized along the +zˆ direction, while the spins on the third
sublattice all point in the −zˆ direction in spin space. On
the other hand, when the ordering is of the ferrimagnetic
variety, the system spontaneously chooses one sublattice
on which the spins all point along the +zˆ direction (−zˆ
direction), while the spins on the other two sublattices
all point along the −zˆ direction (+zˆ direction).
At low temperature in the presence of an additional
next-nearest neighbour ferromagnetic exchange coupling
J2 between the σ
z, one thus expects antiferomagnetic
three-sublattice order for small values of J2/Γ [5], and
ferrimagnetic three-sublattice order for large values of
J2/Γ [11]. The vicinity of this low temperature transi-
tion is expected to be a challenging regime for any algo-
rithm, since the ultimate fate of the system in the vicinity
of this transition depends sensitively on the competition
between quantum fluctuations induced by Γ and the ener-
getic prerferences introduced by the presence of a nonzero
J2. Nevertheless, we find that our scheme does not suffer
from any significant deterioration in ergodicity or effi-
ciency in this regime. As a result, we are able to use it to
pinpoint the value of J2 at which the antiferromagnetic
three-sublattice order gives way to ferrimagnetic three-
sublattice order when we fix T = 0.1 and Γ = 0.8 in
units of J1.
III. ALGORITHM
We begin with a brief review of the conventional quan-
tum cluster algorithm for transverse field Ising models [4],
focusing attention on models with a nearest-neighbour
Ising exchange interaction. In this approach, the Hamil-
tonian is written as a sum of transverse field terms living
on sites, and Ising exchange interactions living on links
of the lattice:
HTFIM = −
∑
a,i
Ha,i
H1.i = |J1| − J1σz1(i)σz2(i)
H2,i = Γ1i
H3,i = Γσ
x
i
(2)
In the above, the sum over a ranges from a = 1 to a = 3.
When a = 1, the sum over i corresponds to a sum over
links of the lattice. On the other hand, when a = 2 or
a = 3, the sum over i corresponds to a sum over sites of
the lattice. The composite labels 1(i) and 2(i) refer to the
two sites connected by link i, and 1i denotes the identity
operator acting in the two-dimensional Hilbert space of
site i. These constant terms H2,i are added to the Hamil-
tonian to facilitate the quantum cluster updates used in
this approach. Additionally, H1,i, which is diagonal in
the basis of eigenstates of σz, is shifted by a constant in
order to make all matrix elements positive, which is es-
sential for sign-problem-free Monte Carlo sampling. The
operators Ha,i acting on any basis state |α〉 consisting of
a tensor product of eigenstates of σzi at various sites i
give rise to a constant multiple of some other basis state
|β〉, not a linear superposition of basis states:
Ha,i|α〉 ∝ |β〉 . (3)
One now expands Z = Tr[exp(−βH)] in a power series
in the inverse temperature β:
Z =
∞∑
n=0
βn
n!
∑
Sn
n∏
k=1
〈αk+1|Ha(k),i(k)|αk〉 , (4)
where the sum over operator strings Sn runs over all pos-
sible sequences of n operators Ha(k),i(k) and basis states
αk (k = 1, 2 . . . n, with the convention that |αn+1〉 ≡
|α1〉). The basic idea now is to perform a Monte Carlo
sampling of this sum over operator strings, with the
weight of each operator string set by the product of ma-
trix elements, along with the factor of βn/n!. For com-
pleteness, we detail below how this proceeds at an oper-
ational level in the conventional algorithm [4].
To change the value of n, one uses a diagonal update.
To facilitate discussion of this, it is useful to rewrite each
term in the expansion Eq. (4) using a fixed length repre-
sentation for operator strings. To do this, one introduces
a fixed upper cut-off L on the length n of operator strings
allowed during the simulation, and converts each opera-
tor string Sn to a length L object by introducing L − n
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(a) (c)(b)
FIG. 1. Allowed vertices from which clusters are built in the
conventional quantum cluster algorithm: (a) Ising exchange
operators. (b) Transverse field operators. (c) Constant single
site operators. Solid and open circles denote eigenstates of σz
with eigenvalues +1 and −1 respectively.
identity operators denoted by H0,0 in all possible ways.
There are thus
(
L
L−n
)
fixed length operator strings cor-
responding to a single operator string of length n. In the
fixed-length representation, the analog of Eq. (4) is thus
Z =
1
L!
∑
SL
βn(L− n)!
L∏
k=1
〈αk+1|Ha(k),i(k)|αk〉 (5)
with the convention that |αL+1〉 = |α1〉. The diagonal
update is now implemented as a sweep through the op-
erator string SL, in which one attempts to replace each
diagonal operator by an identity operator H0,0 and vice
versa. The acceptance probabilities are fixed by the re-
quirement that they satisfy the detailed balance condi-
tion with respect to the weight (Eq. (5)) of each operator
string:
P (H0,0 → diag. operator) = Min
(
1,
β(NΓ + 2|J1|Nlinks)
L− n
)
,
P (diag. operator→ H0,0) = Min
(
1,
L− n+ 1
β(NΓ + 2Nlinks|J1|)
)
,
(6)
Here, N is the number of lattice sites, and Nlinks is the
number of links in the lattice. On deciding to replace
an identity operator by a diagonal operator, the type of
diagonal operator is decided such that each H2,i is cho-
sen with a probability Γ/(NΓ + 2|J1|Nlinks), while each
Ising exchange operator H1,i is chosen with a probability
2|J1|/(NΓ + 2|J1|Nlinks). If a particular H2,i is chosen,
but not allowed due to the matrix element corresponding
to H2,i in Eq. (5) being 0, then no change is made at that
step of the sweep through the operator string.
The other crucial ingredient is the quantum cluster up-
date. This attempts large scale non-local changes in the
operator string. To implement this, one maps the oper-
ator string and the states |αk〉 appearing in Eq. (5) to a
linked vertex list representation. A vertex corresponds to
the non-zero matrix element of a non-identity operator
Ha,i (i.e. a 6= 0), with legs denoting the spin states of
relevant sites in the bra and the ket. The vertices that
appear in the construction of clusters in the conventional
quantum cluster algorithm are shown in Fig. 1 for HTFIM
(Eq. (1)). The Ising-exchange operators correspond to
vertices with four legs each, while the single-site opera-
tors correspond to vertices with two legs. Links connect
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FIG. 2. Cluster construction rules for the conventional quan-
tum cluster algorithm. Incoming and outgoing arrows show
entrance and exit legs respectively.
a leg of a vertex to corresponding legs of the next or pre-
vious vertex (operator) which acts on that site. In this
representation, the conventional quantum cluster update
proceeds as follows: One starts the cluster construction
by choosing a random leg in the operator string. This
is the initial entrance leg. If an entrance leg belongs to
an Ising-exchange vertex, all the four legs belonging to
this vertex are added to the cluster. If an entrance leg
belongs to a two-leg vertex corresponding to a single-site
operator, only that entrance leg is added to the cluster.
The cluster building process then proceeds by following
the links of all legs added to the cluster (as shown by the
outgoing arrows in Fig. 2). The legs reached by following
these links are added to a stack to be processed by the
cluster building routine. After this, one repeatedly takes
a new leg from the stack and checks if it is already part
of the cluster being built. If not, this leg is used as an
entrance leg and the same rules are followed. The pro-
cess ends when there are no legs left on the stack. Once
a cluster has been made, it can be flipped by flipping the
spin state of all legs that are part of the cluster. Thus,
a cluster flip effects operator substitutions of the form
H2,i → H3,i and H3,i → H2,i . The constant operators
H2,i have the same weight as H3,i in Eq. (5), so flipping a
cluster does not change the weight of the operator string.
With this in mind, the conventional quantum cluster al-
gorithm first decomposes the operator string into a set of
non-overlapping clusters using this cluster-building pre-
scription, and then flips each of these clusters with prob-
ability 1/2. One Monte Carlo step of this conventional
quantum cluster algorithm is defined as a diagonal up-
date followed by one quantum cluster update.
To appreciate the challenge faced by this conventional
quantum cluster algorithm when dealing with a frus-
trated transverse field Ising model, we note that the low
temperature physics in such magnets is dominated by
the properties of configurations with minimum Ising ex-
change energy. In a frustrated Ising model, the num-
ber of such minimally frustrated configurations increases
exponentially with the system size, corresponding to a
non-zero T = 0 limit of the entropy density in the ther-
modynamic limit of the classical system. In the specific
case of the triangular lattice antiferromagnet, these min-
imally frustrated configurations are characterized by the
requirement that there is exactly one frustrated bond
(linking parallel Ising spins) on each triangular plaque-
tte of the lattice. For HTFIM on a triangular lattice,
4the nature of the low-temperature order is determined
by the interplay of thermal and quantum fluctuations
acting within this subspace of minimally frustrated con-
figurations [5, 7].
As we will see below, the conventional quantum clus-
ter algorithm presented above fails to efficiently capture
the effects of these fluctuations within the subspace of
minimally frustrated configurations. To understand why,
we note that the conventional cluster building procedure,
being blind to the distinction between minimally frus-
trated triangular plaquettes, and fully frustrated plaque-
ttes (with all Ising spins pointing in the same direction),
either produces very small clusters or branches out along
unfrustrated bonds of the lattice to produce a cluster
that more often than not spans a very large fraction of
the triangular lattice. The small clusters produced by
the conventional algorithm accurately capture the short-
distance physics of flippable spins, which have zero net
Ising-exchange field acting on them, allowing them to
flip freely in response to the transverse field Γ. However,
and this is key, the large clusters produced by the conven-
tional algorithm do not capture the important effects of
large-scale fluctuations within the minimally frustrated
subspace, since these large-scale fluctuations do not com-
prise of simple spin-flips of large parts of the system.
In order to overcome these difficulties with the con-
ventional quantum cluster algorithm, one needs a way of
incorporating in our cluster construction procedure the
distinction between minimally frustrated triangular pla-
quettes and fully frustrated triangular plaquettes [12, 13].
Following previous work on classical and quantum frus-
trated systems [14–19], we achieve this by decomposing
the antiferromagnetic nearest-neighbour Ising-exchange
part of HTFIM as a sum of operators acting on elemen-
tary triangular plaquettes. Although this can be done
for any frustrated Ising antiferromagnet on a lattice with
triangular plaquettes (such as the triangular, kagome,
hyper-kagome or pyrochlore lattice), we focus the rest
of our discussion on the triangular lattice case for con-
creteness. In this case, each triangular plaquette has one
A sublattice site, one B sublattice site, and one C sub-
lattice site (here, the labels A, B, and C correspond to
the natural tripartite decomposition of the triangular lat-
tice). Thus, the nearest-neighbour Ising-exchange terms
are now written as
H1,i =
3
2
J1 − J1
2
(
σzA(i)σ
z
B(i) + σ
z
B(i)σ
z
C(i) + σ
z
A(i)σ
z
C(i)
)
(7)
where J1 > 0 is the nearest neighbour antiferromagnetic
exchange coupling, i runs over the elementary triangu-
lar plaquettes, and the composite labels A(i), B(i) and
C(i) denote the sites belonging to the respective sublat-
tice in the triangular plaquette i. The overall factor of
half in front of the second term compensates for the fact
that each link is shared by two plaquettes, and the first
term represents a constant shift of energy designed to
ensure that all matrix elements of H1,i in the σ
z basis
are positive. The other operators H2,i and H3,i (where
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FIG. 3. Allowed vertices in the new quantum cluster al-
gorithm: (a) Triangular plaquette vertices. (b) Single site
vertices (constant operators and transverse field operators).
Solid and open circles denote eigenstates of σz with eigenval-
ues +1 and −1 respectively.
i now labels sites of the lattice) in the decomposition of
the Hamiltonian remain unchanged. The vertices corre-
sponding to this decomposition are shown in Fig. 3.
The diagonal update proceeds exactly in the same way,
with the new update probabilities given by
P (H0,0 → diag. operator) = Min
(
1,
β(NΓ + 2J1N4)
L− n
)
,
P (diag. operator→ H0,0) = Min
(
1,
L− n+ 1
β(NΓ + 2N4J1)
)
,
(8)
where N4 denotes the number of elementary triangular
plaquettes in the lattice. As before, once the decision to
replace an identity operator with a diagonal operator is
made, each diagonal operator H2,i (where i is a site) is
chosen with a probability Γ/(NΓ + 2J1N4), while each
Ising exchange operator H1,i (where i is a triangular pla-
quette) is chosen with a probability 2J1/(NΓ + 2J1N4).
If a particular H2,i is chosen, but not allowed due to the
matrix element corresponding to H2,i in Eq. (5) being 0,
then no change is made at that step of the sweep through
the operator string.
To design a useful quantum cluster algorithm for such
frustrated Ising antiferromagnets, we note that every
Ising exchange vertex corresponds to a triangular pla-
quette on which two sites host a majority spin and one
site hosts a minority spin. Thus each Ising-exchange ver-
tex has two pairs of majority-spin legs and one pair of
minority-spin legs. Flipping the spin state of one of the
sites that hosts a majority spin corresponds to flipping
the spin state of one pair of majority-spin legs. This
gives another valid Ising-exchange vertex with the same
weight. The new Ising-exchange vertex obtained in this
way satisfies three key properties. First, this new Ising-
exchange vertex does not correspond to a global spin-flip
of the entire triangular plaquette. Second, the pair of
majority-spin legs that were flipped are again majority-
spin legs of the new Ising-exchange vertex. Third, the
pair of majority-spin legs that were not flipped become
minority-spin legs of the new vertex. The first property
suggests that physically important large-scale fluctua-
tions within the minimally-frustrated subspace are likely
to be captured by a cluster algorithm which assigns a
5single pair of majority-spin legs of a vertex to one clus-
ter, while assigning the other two pairs of legs of the
same vertex to a different cluster. The second property
suggests that it should be possible to ensure that such a
cluster-construction protocol satisfies detailed balance so
long as the subtlety introduced by the third property is
properly accounted for.
We now build on this intuition to design our new
quantum cluster algorithm, valid for any frustrated
transverse-field Ising antiferromagnet on a lattice with
triangular plaquettes. In each of the triangular plaque-
ttes i of the lattice, we single out one site as being priv-
ileged and label it Pi. For a given lattice, there may
be considerable freedom for the protocol to be followed
in choosing these privileged sites. If there are M dif-
ferent natural choices for this protocol, one can either
randomly pick one choice p out of these M at the start of
each quantum cluster update step, and use it to obtain
the privileged sites {Ppi }, or cycle through the various
choices in some order. Using this choice for the privi-
leged site of any triangular plaquette, we can now mark
one pair of privileged legs and two pairs of ordinary legs
in each Ising-exchange vertex that lives on this triangular
plaquette. Thus all Ising-exchange vertices that live on
a given triangular plaquette are decomposed in the same
way into two privileged legs and four ordinary legs.
With these preliminaries out of the way, we are now
in a position to specify the cluster construction proce-
dure used in our new quantum cluster algorithm: If an
entrance leg belongs to a two-leg vertex corresponding to
a single-site operator, only that entrance leg is added to
the cluster. Thus, for two-leg vertices, there is no change
from the procedure followed in the conventional quantum
cluster algorithm. However, if the entrance leg belongs
to a six-leg Ising-exchange vertex, the cluster construc-
tion rule now depends on whether the privileged legs of
this Ising-exchange vertex are majority-spin legs of this
vertex. If the answer is yes, the rule is as follows: If the
entrance leg is a privileged leg, only the two privileged
legs of the vertex are added to the cluster, whereas, if the
entrance leg is an ordinary leg, the four ordinary legs are
added to the cluster. On the other hand, if the privileged
legs of this vertex are not majority-spin legs, then all six
legs of this vertex are added to the cluster regardless of
the entrance leg.
Specializing this to the case of the triangular lattice
Ising antiferromagnet, we note that there are three nat-
ural choices of protocol for choosing the privileged sites,
corresponding to the natural tripartite decomposition of
the triangular lattice into A, B and C sublattices. Thus,
the privileged site of each triangular plaquette can be
consistently chosen to be the A-sublattice site, or the
B-sublattice site, or the C-sublattice site, and the proce-
dure is to randomly pick one out of these three choices at
the start of each cluster update step, giving us either a
A-update or a B-update or a C-update. The rules for the
A-update are depicted pictorially in Fig. 4. In each up-
date, we construct all possible clusters and then flip each
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FIG. 4. Cluster construction rules for the ‘A’ update, shown
for representative vertices . The ’B’ and ’C’ updates pro-
ceed in similar ways. Incoming and outgoing arrows denote
entrance and exit legs respectively.
with a probability 1/2. As in the conventional quantum
cluster algorithm, one Monte Carlo step can be defined as
a set of diagonal updates and quantum cluster updates.
In practice, we choose to define a Monte Carlo step as
one cycle through a set of A, B, and C quantum cluster
updates interspersed with diagonal updates.
Finally, we sketch the incorporation of additional ex-
change couplings, using the triangular lattice transverse-
field Ising antiferromagnet as a paradigmatic example.
Consider first the case with an additional ferromagnetic
next-nearest neighbour coupling J2 < 0. In this case, one
has additional diagonal operators in the decomposition of
the Hamiltonian:
HTFIM = −
∑
a,i
Ha,i
H1,i =
3
2
J1 − J1
2
(
σzA(i)σ
z
B(i) + σ
z
B(i)σ
z
C(i) + σ
z
A(i)σ
z
C(i)
)
H2,i = Γ1i
H3,i = Γσ
x
i
H4,i = |J2| − J2σz1(i)σz2(i)
(9)
In the above, the sum over a ranges from a = 1 to
a = 4. When a = 1, the sum over i corresponds to
a sum over triangular plaquettes of the lattice as dis-
cussed in the foregoing. When a is 2 or 3, the sum over
i corresponds to a sum over sites of the lattice as be-
fore. Finally, when a = 4, the sum over i is over links
of the lattice, since we use the original link-based de-
composition for ferromagnetic interactions. The com-
posite labels 1(i) and 2(i) in this case refer to the two
sites connected by link i. Thus, the operator string
now has six-leg vertices corresponding to antiferromag-
netic nearest-neighbour Ising-exchange couplings, four-
leg vertices corresponding to ferromagnetic next-nearest-
neighbour Ising-exchange couplings, and two-leg vertices
that represent the single-site operators. The quantum
cluster update now uses our new procedure for handling
6six-leg vertices while continuing to use the original rules
of the conventional quantum cluster update when dealing
with four-leg vertices. The diagonal update also involves
obvious changes, since there are now three kinds of diag-
onal operators.
On the other hand, if the next-nearest neighbour cou-
pling is antiferromagnetic (J2 > 0), we use a triangular
plaquette based decomposition of the new terms in the
Hamiltonian, with the new triangular plaquettes being
the elementary triangular plaquettes of the three trian-
gular lattices formed from the A, B and C sublattice
sites of the original triangular lattice. Thus, the opera-
tor string now has two different kinds of six-leg vertices,
apart from the two-leg vertices that represent single-site
operators.
The modifications needed to account for the differ-
ent kinds of diagonal vertices in the diagonal update are
again straightforward, and not spelled out here. The only
subtlety is that our cluster construction rules must now
use two different notions of privileged sites when dealing
with the two different kinds of six-leg vertices. For the
six-leg vertices corresponding to the nearest neighbour
antiferromagnetic interactions, we choose the privileged
sites to be either the A, B or C sublattice sites of the
triangular lattice. For the six-leg vertices correspond-
ing to next-nearest neighbour antiferromagnetic interac-
tions, one can think of several different notions of priv-
ileged sites. The one we have tested most thoroughly
in our work uses a three-sublattice decomposition of the
three new triangular lattices to define the privileged sites
for the next-nearest neighbour interaction vertices. This
leads to 34 ≡ 81 different possibilities for the full cluster
construction rules, each of which obeys detailed balance.
In our simulations, we define a Monte Carlo step as one
cycle through a set of three randomly chosen quantum
cluster updates interspersed with diagonal updates.
IV. RESULTS
Our simulations use both the conventional and the new
quantum cluster algorithm to study the transverse field
Ising antiferromagnet on L × L triangular lattices with
periodic boundary conditions and L a multiple of six
ranging from L = 36 to L = 108. To facilitate direct
comparison of the two algorithms, we define one Monte
Carlo step of the conventional quantum cluster algorithm
in the same way as the new quantum cluster algorithm,
i.e. as a set of three cluster updates interspersed with
diagonal updates.
A transverse field Γ is known to induce long-range
three-sublattice order in the Ising antiferromagnet on a
triangular lattice [5]. This order melts in a two-step man-
ner through an intermediate phase with power-law three-
sublattice order [5]. Long-range three-sublattice order
is known to persist up to the highest temperatures in
the vicinity of an optimal value of the transverse field of
around Γ ≈ 0.8 [5] in units of J1. Therefore, we choose
J1 = 1 and a transverse field of Γ = 0.8 in many of
the simulations performed to compare the performance
of the new algorithm with that of the conventional quan-
tum cluster algorithm. Most of our results are deep in the
ordered state, which extends to roughly a temperature of
T ≈ 0.2 in units of J1 when Γ = 0.8 [5].
We study the physics of three-sublattice ordering in
such magnets by computing the the complex three-
sublattice order parameter ψ and the kinetic energy den-
sity at the three-sublattice ordering wave vector Q. Ad-
ditionally, we also measure the uniform easy axis magne-
tization m. These quantities are defined as
m =
1
L2
∑
~r
σz~r (10)
ψ =
1
L2
∑
r
σz~r exp(iQ · ~r) (11)
Q =
1
L2
∑
r
σx~r exp(iQ · ~r) (12)
where Q is the three-sublattice ordering wave vector and
~r represents the coordinates of triangular lattice sites.
The corresponding static susceptibilities are defined in
the standard way
χ0 =
L2
β
〈|
∫ β
0
dτm(τ)|2〉 (13)
χQ =
L2
β
〈|
∫ β
0
dτψ(τ)|2〉 (14)
χxxQ =
L2
β
〈|
∫ β
0
dτQ(τ)|2〉 (15)
where O(τ) ≡ eτHTFIMOe−τHTFIM denotes the conven-
tional imaginary-time version of the Heisenberg op-
erator corresponding to any Schrodinger operator O.
Monte Carlo estimators for these quantities, presented
in Ref. [20], can be used without any changes with the
new quantum cluster algorithm.
To test our implementation of the new quantum cluster
algorithm, we have first obtained high precision results
for a small system of linear size L = 3 and compared
these against the results of exact diagonalization. Results
of such tests, for a simulation with 2× 108 Monte Carlo
steps preceeded by a warm-up of 2 × 108 Monte Carlo
steps, is shown in Fig. 5 for the total energy E, and in
Fig. 6 and Fig. 7 for χQ and χ
xx
Q respectively.
Since the physics of the three-sublattice ordered low
temperature state is dominated by the effects of quan-
tum and thermal fluctuations within the subspace of min-
imally frustrated classical configurations, this represents
the most challenging regime for the Monte Carlo work.
With this in mind, we focus on a comparison of the two
algorithms deep in this ordered state. In Fig. 8, we first
confirm that HTFIM does indeed have long-range three-
sublattice order at T = 0.1 when J1 = 1 [5] and there is
no next-nearest-neighbour coupling J2. In this ordered
state, we characterize the performance of the two algo-
rithms by measuring the autocorrelation function of the
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FIG. 5. Quantum Monte Carlo data (obtained using the
new quantum cluster algorithm) for the total energy E of a
triangular lattice transverse field Ising antiferromagnet on a
3 × 3 lattice compared with exact diagonalization results for
the same quantity. Inset zooms in on the statistical fluctua-
tions of the Monte Carlo results.
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FIG. 6. Quantum Monte Carlo data (obtained using the new
quantum cluster algorithm) for the spin susceptibility χQ of
a triangular lattice transverse field Ising antiferromagnet on
a 3×3 lattice compared with exact diagonalization results for
the same quantity. Inset zooms in on the statistical fluctua-
tions of the Monte Carlo results.
Monte Carlo estimators of the physical observables de-
fined in the foregoing.
For an observable O, with Monte Carlo estimator given
by O(τ), the autocorrelation function AO(τ), for a run
of τm Monte Carlo steps, is defined as
AO(τ) = 〈O(n+ τ)O(n)〉 −
(
〈O(n)〉
)2
, (16)
where the angular brackets denote averaging of O(n) over
the Monte Carlo configurations generated in the simula-
tion. After obtaining this function, we normalize it so
that AO(0) = 1. The function Aχ0 , normalized in this
way, is displayed in Fig. 9 and Fig. 10 for systems of
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FIG. 7. Quantum Monte Carlo data (obtained using the new
quantum cluster algorithm) for the transverse spin suscepti-
bility χxxQ of a triangular lattice transverse field Ising antifer-
romagnet on a 3 × 3 lattice compared with exact diagonal-
ization results for the same quantity. Inset zooms in on the
statistical fluctuations of the Monte Carlo results.
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FIG. 8. HTFIM is three-sublattice ordered both at J2 = 0.0,
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when J1 = 1. This is established by confirming that χQ/L
2
extrapolates to a non-zero value as 1/L→∞. Lines are best
fits to the form a+ b/L+ c/L2.
linear size L = 48 and L = 72 respectively. The corre-
sponding function AχQ , normalized in the same way, is
displayed in Fig. 11 and Fig. 12 for the same values of L.
All these autocorrelation measurements are performed
during a Monte Carlo simulation of 2× 106 Monte Carlo
steps, after a warm up of 2× 105 Monte Carlo steps.
We note that the auto-correlation function for both al-
gorithms are not simple exponentials in the ordered state
at J2 = 0. Rather, they appear to have multiple time-
scales. Further, it is clear that the new quantum cluster
algorithm is significantly more efficient at decorrelating
the Monte Carlo estimators of quantities studied, and
this advantage appears to be roughly independent of size.
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FIG. 9. Auto-correlation function of the Monte Carlo es-
timator of χ0 for the triangular lattice transverse field Ising
antiferromagnet on an L× L lattice with L = 48. The x-axis
label τ refers to the number of Monte Carlo steps.
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FIG. 10. Auto-correlation function of the Monte Carlo es-
timator of χ0 for the triangular lattice transverse field Ising
antiferromagnet on an L× L lattice with L = 72. The x-axis
label τ refers to the number of Monte Carlo steps.
To investigate the mechanics behind this fairly dramatic
improvement at low temperature, we take the number of
vertex-legs nc in a cluster as a measure of cluster size,
and look at the statistics of sizes of clusters constructed
in the ordered state, as well as at higher temperatures.
Our first observation is that both algorithms make two
kinds of clusters, small and large. Small clusters have a
size that is roughly independent of ntot, the total number
of legs in the operator string, while large clusters have a
size that scales with ntot. We find that the distribution of
small clusters does not depend much on system size and
temperature for either algorithm, being presumably set
by the short-distance physics of flippable spins and clus-
ters of spins, which have no net exchange field on them
due to interactions with the rest of the system. When
compared to the distribution of small clusters made by
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FIG. 11. Auto-correlation function of the Monte Carlo esti-
mator of χQ for the triangular lattice transverse field Ising
antiferromagnet on an L× L lattice with L = 48. The x-axis
label τ refers to the number of Monte Carlo steps.
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FIG. 12. Auto-correlation function of the Monte Carlo esti-
mator of χQ for the triangular lattice transverse field Ising
antiferromagnet on an L× L lattice with L = 72. The x-axis
label τ refers to the number of Monte Carlo steps.
the conventional quantum cluster algorithm, the corre-
sponding distribution for the new quantum cluster al-
gorithm is nevertheless considerably broader, as is clear
from Fig. 13. We ascribe part of the improved performace
of the new quantum cluster algorithm to this difference
in the distributions of small clusters.
The other reason for the dramatically better perfor-
mance of the new quantum cluster algorithm is clear from
a comparison of the distribution of large clusters made
by the two algorithms in the ordered state. This com-
parison is shown in Fig. 14. Clearly, the conventional
quantum cluster algorithm mostly makes clusters that,
when flipped, amount to nearly a global spin flip of the
entire operator string, while the new quantum cluster al-
gorithm produces a fairly broad distribution of nc/ntot
which presumably plays a major role in improving the
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FIG. 13. The distribution of small clusters built by the con-
ventional quantum cluster algorithm and the new quantum
cluster algorithm during simulations of the triangular lattice
transverse field Ising antiferromagnet, displayed as a function
of nc, the cluster size (number of legs that belong to a cluster).
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FIG. 14. The distribution of large clusters built by the con-
ventional quantum cluster algorithm and the new quantum
cluster algorithm during simulations of the triangular lattice
transverse field Ising antiferromagnet, displayed as a function
of nc/ntot, the cluster size (number of legs that belong to a
cluster) normalized by the total number of legs in the op-
erator string. Inset zooms in on the extremely narrow peak
that dominates this distribution for the conventional quantum
cluster algorithm.
performance of the algorithm. For our new algorithm,
we also monitor the change in this distribution of large
clusters as a function of system size (Fig. 15) and tem-
perature (Fig. 16). As is clear from these figures, the
distribution remains usefully broad even at larger sizes
at low temperature, and narrows somewhat only on ex-
iting the ordered state upon heating.
Histograms of the phase θ of the Monte Carlo estima-
tor for the complex order parameter ψ provide another
fairly striking signature of the improved performance of
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FIG. 15. System size dependence of the distribution of large
clusters built by the new quantum cluster algorithm during
simulations of the triangular lattice transverse field Ising an-
tiferromagnet, displayed as a function of nc/ntot, the cluster
size (number of legs that belong to a cluster) normalized by
the total number of legs in the operator string.
10−10
10−9
10−8
10−7
10−6
10−5
10−4
0.8 0.85 0.9 0.95 1
P
(n
c
)
nc/ntot
L = 48,Γ = 0.8, J1 = 1.0, J2 = 0.0
T = 0.1
T = 0.4
T = 0.6
T = 1.0
New quantum cluster update
FIG. 16. Temperature dependence of the distribution of large
clusters built by the new quantum cluster algorithm during
simulations of the triangular lattice transverse field Ising an-
tiferromagnet, displayed as a function of nc/ntot, the cluster
size (number of legs that belong to a cluster) normalized by
the total number of legs in the operator string.
the new quantum cluster algorithm. For instance, deep
in the ordered state with J2 = 0, the histogram of θ
produced by the new quantum cluster algorithm exhibits
six well-defined and clearly separated peaks at the values
(2m + 1)pi/6 (m = 1, 2 . . . 6), characteristic of antiferro-
magnetic three sublattice order [21]. Upon heating, the
peaks get less pronounced, and finally disappear in the
power-law ordered phase, providing a nice visual repre-
sentation of the fact that the long-wavelength physics of
the power-law ordered phase is expected to be controlled
by a U(1) symmetric fixed line, with six-fold anisotropy
in θ expected to be an irrelevant perturbation of this fixed
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FIG. 17. Histograms of the phase of the estimator θ of the
complex three-sublattice order parameter ψ, obtained during
simulations performed using the new quantum cluster algo-
rithm with J2 = 0, J1 = 1 and Γ = 0.8. Note the six peaks
at (2m+ 1)pi/6 (m = 1.2 . . . 6) in the low temperature state,
characteristic of antiferromagnetic three-sublattice order.
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FIG. 18. Histograms of the phase of the estimator θ of the
complex three-sublattice order parameter ψ, obtained dur-
ing simulations performed using the conventional quantum
cluster algorithm with J2 = 0, J1 = 1 and Γ = 0.8. Note
that it is hard to distinguish six clearly demarcated peaks at
(2m + 1)pi/6 (m = 1.2 . . . 6) in the low temperature state,
which would have been indicative of antiferromagnetic three-
sublattice order.
line [21, 22]. This is shown in Fig. 17. In sharp contrast,
the corresponding histograms obtained from the conven-
tional quantum cluster algorithm are not as conclusive.
In the ordered state, it is not possible to clearly distin-
guish six peaks at the values (2m+ 1)pi/6, nor is there a
clean distinction between the power-law ordered regime
and the low-temperature ordered phase. This is shown
in Fig. 18.
If a ferromagnetic J2 is present, one expects [11] the na-
ture of the three-sublattice ordered state to change from
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FIG. 19. Histograms of the phase of the estimator θ of the
complex three-sublattice order parameter ψ, obtained during
simulations performed using the new quantum cluster algo-
rithm with J2 = −0.1, J1 = 1 and Γ = 0.8. Note the six
clearly demarcated peaks at 2mpi/6 (m = 1.2 . . . 6) in the
low temperature state, characteristic of ferrimagnetic three-
sublattice order.
antiferromagnetic three-sublattice order to ferrimagnetic
three-sublattice order beyond some critical value of J2
beyond which the energetic effects of this coupling dom-
inate over the quantum fluctuations induced by Γ. This
critical value will depend on the value of Γ and T (with
J1 fixed at J1 = 1). In Fig. 8 we see that the system
has three sublattice order when J2 = −0.1, J1 = 1.0 and
T = 0.2. This order is of the ferrimagnetic kind. This
is clear from the histogram of θ obtained using the new
quantum cluster algorithm. This histogram, shown in
Fig. 19, exhibits six well defined peaks at values 2mpi/6,
corresponding to ferrimagnetic three sublattice order. As
in the antiferromagnetic phase, these peaks become less
pronounced on heating and are finally replaced by a flat
histogram, which presumably signals the onset of the the
power-law ordered phase studied in Ref. 11 (we have not
studied this transition in any detail here). As a further
demonstration of the capabilities of the new quantum
cluster algorithm, we use it to track changes in the his-
togram of order parameter phase θ as a function of J2
at a fixed low temperature T = 0.1, and pinpoint the
location of this transition from antiferromagnetic three-
sublattice order to ferrimagnetic three-sublattice order.
As is clear from the results shown in Fig. 20, we obtain
in this manner an accurate estimate of J2c ≈ −0.028(4)
for the location of this transition when Γ = 0.8, T = 0.1,
and J1 = 1.
V. DISCUSSION AND OUTLOOK
In the conventional quantum cluster algorithm, the
cluster decomposition of a given operator string is com-
pletely deterministic, although each cluster is randomly
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FIG. 20. Histograms of θ, the phase of the estimator of the
complex three-sublattice order parameter ψ, obtained using
the new quantum cluster algorithm, allow us to locate the
transition between antiferromagnetic and ferrimagnetic three-
sublattice ordered states of the triangular lattice transverse
field Ising antiferromagnet with J1 = 1, T = 0.1, and Γ = 0.8.
flipped with probability 1/2. In the small Γ limit, the op-
erator string is very nearly completely diagonal, and the
set of lattice sites belonging to a given space-time cluster
defines clusters that correspond precisely [4] to clusters
grown by the classical Swendsen-Wang [23] cluster algo-
rithm. Indeed, in this sense, the conventional quantum
cluster algorithm can be viewed as a quantum general-
ization of the Swendsen-Wang cluster algorithm.
Thought of in this way, it is not surprising that it
fails when the Ising exchange interactions are frustrated,
since the Swendsen-Wang algorithm is known to perform
poorly at low temperature in classical Ising models with
frustrated interactions. Since our new quantum cluster
algorithm solves this problem, a natural question that
might be worth exploring in more detail is the classical
limit of our new quantum cluster algorithm. Preliminary
analysis suggests that this classical limit is closely related
to the classical cluster algorithm proposed by Zhang and
Yang [14] for the specific case of triangular lattice Ising
model with nearest neighbour antiferromagnetic interac-
tions, as well as the general plaquette algorithms explored
by Coddington and Han [15]. It would be useful to ex-
plore this further in future work.
In Sec. III and Sec. IV, we have already studied
extensions of our quantum cluster algorithm to sys-
tems in which some of the exchange couplings are
frustrated, while others are unfrustrated, for instance,
transverse-field Ising antiferromagnets on the triangu-
lar lattice with nearest-neighbour antiferromagnetic in-
teractions and next-nearest neighbour ferromagnetic in-
teractions. Additionally, we have also tested the exten-
sion to the case in which both nearest and next-nearest
neighbour interactions are antiferromagnetic. Another,
far more nontrivial, extension would involve generaliza-
tions of our quantum cluster approach to the simulation
of models such as the quantum dimer model [24, 25], in
which the Hilbert space consists of states that obey a set
of local constraints. Preliminary analysis suggests that
this may also be possible, and is therefore worth explor-
ing.
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