Interface unbinding transitions, such as those arising in wetting phenomena, are studied in d dimensions with general interactions. Three scaling regimes must be distinguished: a mean-field (MF), a weak-fluctuation (WFL), and a strong-fluctuation (SFL) regime. A simple picture clarifies the origin and nature of the different regimes and correctly describes the MF and WFL critical behavior. In the SFL regime, however, this picture fails, as do more elaborate perturbative methods. To overcome this an approximate functional renormalization group is introduced: it acts as a nonlinear map in the space of interaction potentials, V(l), for two interfaces at a separation I. The formulation is exact to first order in V and embodies the correct scaling behavior at a continuous unbinding transition. In the SFL regime, it reveals two nontrivial fixed point potentials, V t (1) and V*(l), which describe, respectively, the completely delocalized phase and the critical manifold for the unbinding transition. On approaching the upper boundary dimension, du =3, these fixed points do not coalesce with the standard Gaussian fixed point but, rather, mutually annihilate leaving a line of novel "drifting" fixed points. For d < 3, sufficiently long-ranged perturbations cause crossover to the WFL and MF regimes. Thus the functional renormalization-group approach yields a unified description of all scaling regimes.
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I. INTRODUCTION
In many situations, the behavior of an interface (or domain wall or membrane) is constrained by external fields or by the presence of other interfaces. These external constraints usually tend to localize the interface. On the other hand, thermal fluctuations or fluctuations induced by quenched impurities lead to an interfacial wandering which competes with this localization. As a result, the interface may undergo an unbinding (or delocalization or depinning) transition where it transforms from a localized to a ddocalized state.
Various classes of unbinding phenomena can be distinguished: (a) the delocalization of a single interface in an external potential. An example is the roughening transition;' (b) the unbinding of two interacting interfaces: this is the mechanism behind the critical effects at wetting;2-4 (c) the unbinding of an assembly of interfaces which occurs at commensurate-incommensurate transitions4 and during the swelling of lyotropic liquid crystals.
This paper mainly concerns the unbinding of two interfaces. First. we discuss the construction of effective interfacial models. Then, a simple picture is presented in Sec. I11 which shows that unbinding transitions can exhibit three different scaling regimes depending on the spatial dimensionality, d, and on the character of the microscopic i n t e r a~t i o n s :~~ (i) a mean-field (MF) regime for large d and/or sufficiently long-ranged interactions; (ii) a weakfluctuation (WFL) regime with nonclassical exponents but the same (trivially determined) phase boundaries as in M F theory; (iii) a strong-fluctuation (SFL) regime in which both exponents and phase boundaries are nontrivial. The critical behavior in the M F and in the WFL regime is correctly given within the simple picture as can be demonstrated by more elaborate perturbative arguments. However, in the SFL regime, both the simple picture and the perturbative methods are not applicable. As described briefly in a previous comm~nication,~ we have introduced and applied a nonlinear functional renormalization group (RG) in order to study this nontrivial regime. This RG approach, which is an extension of Wilson's approximate integral recursion r e l a t i o n , is described in Sec. IV. It is exact to linear order in the effective Hamiltonian. Some useful bounds on the behavior implied by these recursion relations are obtained in Sec. V. The numerical results obtained from this functional RG for short-range interactions are described in detail in Sec. VI. Two distinct nontrivial fixed points are found for interfaces subject only to thermal fluctuations. These fixed points bifurcate in an unusual way9 from a line of "drifting" fixed points at the upper borderline dimension d=3 rather than from the Gaussian fixed point as normally expected. The two fixed points describe the critical manifold and the completely delocalized phase, respectively. Long-range perturbations are considered briefly in Sec. VI D. Finally, Sec. VII contains a summary and a discussion of our results.
INTERFACE MODELS
In this section, we will discuss effective models which describe the fluctuations and interactions of two interfaces or domain walls. We motivate these models by reference to wetting phenomena.24 However, similar models can also be used to discuss different phenomena such as commensurate-incommensurate transitions and the swelling of lyotropic liquid ~r~s t a l s .~~~~ ' ' Interfacial wetting phenomena arise in systems where three distinct thermodynamic phases, a, 13, and y can coexist. In such systems, the cry interface may contain, in We will assume here that the system is not close to any bulk critical point. Therefore, the thermal fluctuations within the bulk phases a, /3, and y are governed by micro- The first term represents the elastic free energy of the aft interface, the second term the direct interaction free energy of the interface with the wall. The model (2.1) implicitly contains a small-scale, spatial cutclff, l/A, which is of the order of the intrinsic width of the interface, i.e., of the order of the bulk correlation lengths.
A. Elastic free energy
The elastic free energy controls the interfacial fluctuations when the interface is "free," i.e., completely separated from the wall. The parameter E in (2.1) is the interfacial stiffhess. If both a and 0 are fluid phases, the interfacial tension, 2, is isotropic and 2 =2. If a and/or /3 are solid phases, the tension is anisotropic, i.e., 2=2 (3) where 2 is the unit vector normal to the c $ interface.
Quite generally, 2(6) attains a local minimum, say ZO, for A n parallel to a lattice axis. Here, this axis is taken to be the z axis; see Fig. 1(b) . Since we assume that the @ interface is rough, the tension 2 is a smooth function in the vicinity of this minimum. If S(6) does not depend strongly on the azimuthal orientation of 6, the stiffness in (2.1) is given byl4-I6 2 =20+(d22/d62)o, where 6 is the angle between the z axis and the normal. If xi) depends on the azimuthal orientation, one should replace ~( v I )~ in (2.1) by the tensorial expression (al/axa )Zap(al/axp), where zap is a symmetric tensor. -Strictly speaking, the stiffness S which enters in (2.1) depends on the length scale of the interfacial fluctuations. For excitations on molecular scales, this parameter is determined by microscopic intermolecular forces. In the long-wavelength limit, on the other hand, 2 is given in terms of the interfacial tension 2 of a planar interface. This macroscopic stiffness is infinite for temperatures below the roughening temperature, TR, and zero at the critical temperature, Tc . As mentioned, we are concerned here with the temperature range TR < T < Tc which implies that the long-wavelength limit of the stiffness is finite. In this case, the scale-dependent part of 2 is a correction term and will not affect the interfacial critical behavior described below.
B. Interaction free energy
The interaction free energy, per unit area, of the interface with the wall is described by Vw(l) in (2.1). Near the a0 phase boundary, it has the generic form with V ( l ) -+ 0 for I+ CO. The variable H measures the distance from the o $ phase boundary. In a fluid context, --H is typically a chemical potential difference, 8p, measur--! ing departure from bulk coexistence. At a/3 phase coexistence with H=0, the interaction is given by V(l) alone. In general, V(l) may have several minima. Here, we will focus on the situation where V(l) achieves a single minimum at finite or infinite I. This form is appropriate . Specification of the c $ interface by its sepaiation, l(x), from a ---rigid-wall interface, f3y.
for large I, where m and n are two dimensionless constants with n > m. The parameter t.,, is the correlation length within the /? layer. The amplitude W will be regarded as a basic "control" parameter or thermodynamic field varying, typically, through zero as the temperature, T, and/or a short-ranged surface field increases. If (i) the microscopic interactions decay faster than exponentially, one has (m,n ) = (l,2) for critical unbinding transitions. These values for m and n also apply if (ii) the microscopic fluid-fluid and solid-fluid interactions decay exponentially and the range, Ro, of the solid-fluid interaction satisfies Ro < +coo. For (iii) > Ro > +coo, on the other hand, l9 one has (m, n ) = ( 1 ,k /Ro ). For tricritical and tetracritical unbinding transitions, one has, for case (i), (m,n)=(l,3) and (m,n)=(l,4), respectively. 17 If the molecules interact through power-law forces, the interaction V (1) has the general form6'2024 Again, W is regarded as a basic thermodynamic field passing through zero as the temperature or a surface field varies. If both solid-fluid and fluid-fluid interactions vary as l/R ^ 'l'u for large separations R between the molecules, one r , s ) = ( c r -l ,~) , ( o --l ,~+ 11, and (u-l,cr+2) for critical, tricritical, and tetracritical transitions. Finally, one may also consider the interaction which would be appropriate for short-range fluid-fluid and long-range solid-fluid forces. z5v26
Strictly speaking, the above expressions, (2.3)-(2.5), for V(l) represent the asymptotic behavior for large I. For small I, i.e., near the wall, V(l) will, in general, have some different I dependence. Near a solid wall, for instance, V(l) is expected to contain oscillations on a scale which is set by the size of the molecules.27 However, since we are interested in the critical behavior when /, the mean distance of the interface from the wall, is large, we will ignore the details of V(l) for small 1 and will accept the above expressions for all positive values of I.
Negative values of 1 are, in fact, unphysical since 1 is a distance. Thus, for consistency, one should supplement the interface potentials V(l) by the hard wall condition V(Ãˆ=C for 1 < 0 .
(2.6) Such a wall is, however, difficult to treat in a perturbative way. Furthermore, one might expect that the precise nature of the wall will not affect the critical behavior at the unbinding transition. Therefore, two other types of walls have been considered: (i) a soft wall, I' i.e., and (ii) a finite wall7 given by V(l)=c for 1 < 0 , (2.8) with c a positive constant,
CONTINUOUS UNBINDING TRANSITIONS: SIMPLE PICTURE
Quite generally, the interface potentials as given by (2.3142.5) consist of an attractive part which favors a small value of 1 and a repulsive part which favors a large value. For W> 0 and W 5 0 , the potentials have a minimum at finite and infinite 1, respectively; see Fig. 2 . By varying W, one can change from a net attractive to a net repulsive regime. A continuous unbinding transition occurs when W approaches, from above, a critical value We. For W > Wc, the attractive part is strong enough to bind the interface to the wall. For W < We, on the other hand, the interface is completely separated from the wall.
For fixed interaction, V(l), three different scaling regimes have to be distinguished: (a) a mean-field (MF) which depends on the details of th~: cutoff. Clearly is finite for a bound interface as one would expect. Note AC ( ) also depends directly on the momentum cutoff.
that is related to the difference correlation function For d =3, one has 
71 the difference correlation function should assume the scaling form which is cutoff-independent. Thus, a free interface subject ( 3 . 9 ) kn T Using (3.3)-(3.71, this relation leads to One finds L l <<Lll for d > 1. Now, consider an interface whose mean distance /from= These humps are thus essentially confined between the wall is large but finite. In this case, its fluctuations ' zca/-ci and z=i+S^, see Fig. 3 . As we will see, one are governed by two length scales, 6 and 61. For large x, has either />>& or /=cl.
73.14)
C. Effective interactions
will decay in directions parallel to the interface as Now, we attempt to estimate the difference between the (ii) the increase in the bending energy;8 (iii) an overall loss of entropy resulting from the confinement of the interfacial fluctuations, l5 see Fig. 3 .
The increase Ae, in the bending energy per unit area arises from the gradient term .in the effective Hamiltonian (2.1). For humps with longitudinal and transverse dimensions gll and el, this increase can be estimated from (2.1) as Similarly, the loss of entropy per unit area, As, can be estimated if we imagine putting rigid walls at z=i-gl and z=ai+&. Then, each collision of the interface with these confining walls leads to an entropy loss of order kB.15 Furthermore, the density of collisions is of order 1/(ff -l. Therefore, we obtain Thus, the total change in free energy per unit area, Af, of , the interface resulting from the interaction with the wall can be written as with a fluctuation-induced part which on using (3.23143.25) becomes
with d0=3. In (3.331, we have used the fact that, for d <do, both the bending energy and the entropy loss give a contribution of the same order since (3.23) implies
This property is special to thermally-induced fluctuations of the interface as studied here. It does not hold for interfaces in systems with quenched impurities where the increase in bending energy has a more singular behavior as ell+ oo than does the entropy loss. (1) is replaced by VFL(l) in (2.1). One then finds that the critical exponents acquire nonclassical values which depend on T, as given by (3.381, and thus, on d. However, the phase boundary is still given by W = Wc =0 as in the MF regime. Furthermore, the roughness i $i --is found to satisfy 7-fl as postulated. The criticiilTxponents determined in this simple way are fully conjirmed by (i) a systematic perturbation expansion which can be solved selfconsistently up to arbitrary order in ~( l ) ,~ and (ii) by a linear functional renormalization group which includes a terms up to first order in V(l), where V (1) for unbinding in the long-range interface potential (2.4). The divergence of vli as d+d2 + at first seems to suggest that d2 is the lower critical dimensionality and that there should be no transition for d <d2. On the other hand, the minimization of Af =a VR (I)+ F A ( / ) + vFL(/) might still lead to a first-order transition if W in V m is so large that Af develops a second minimum at finite 1 which can compete with the minimum at I = oo. Furthermore, exact calculations for d = 2 show that, indeed, an unbinding transition remains present when d < d 2 but it is actually continuous rather than fir~t-order!~~'~' A part from the marginal case d = 3 with short-range interactions, there are no results for the SFL regime when d#2 since all the perturbative techniques employed in the WFL regime fail for the SFL regime. In the remainder of the paper, we show, within a nonperturbative renormalizationgroup (RG) scheme that, for fixed dimensionality d < d o = 3, the critical points for all V(ll satisfying (3.51) map onto the same nontrivial fixed-point potential, V*(l). Hence, the whole SFL regime is characterized by universal critical behavior. On the other hand, all potentials V (1) satisfying (3.5 1) which lead to complete interfacial separation are mapped by the RG onto a second nontrivial fixed point, V$ (I); this potential is purely repulsive, i.e., provided one does not rescale the interfacial stiffness 2. Indeed, the long-wavelength limit of 2 is finite for the systems considered here as discussed in Sec. I1 A. This is in contrast to a normal bulk critical noint where the corresponding coefficient of the gradient term varies as g .
The scale invariance (4.2) holds at the transition point W = We > 0. It should also apply when W exceeds We but remains sufficiently close so that Â£, is large compared to I/A. Thus, the correlations should be scale invariant on the intermediate length scales given by I/A Ã § Ã §cn This expectation is fully confirmed by exact calculations for d =2.3 Thus, the scale transformation of any renormalization-group method when applied to continuous unbinding transitions should be given by (4.3) and (4.4). In the next section, we will describe a renormalization-group approach which embodies this property.
B. Nonlinear recursion relations
In this subsection, we describe the nonlinear recursion relations which we will use in order to investigate the interfacial model defined in Sec. 11. These recursion relations are an extension of Wilson's approximate recursion relations. lo In its original form, this renormalization group has been applied to various bulk critical phenomena. In this context, its major drawback is the fact that it necessarily leads to the vanishing of the critical exponent 7. However, for the unbinding transitions studied here one has, indeed, 7 = 0 as argued in the previous subsection. Therefore, these recursion relations are expected to be more reliable for the interfacial phase transitions considered here than for standard bulk critical phenomena.
One step of the RG consists of the following procedure.
First, the fluctuating interface coordinate I is divided into a short-wavelength and a long-wavelength part:
where 1 < and 1 > contain all Fourier components of 1 with wave numbers \ p \ < A / b and A/b < 1 p 1 < A, respectively. Here, A is the high-momentum cutoff implicitly contained in the Hamiltonian (2.1), and b > 1 is the usual arbitrary spatial rescaling factor. The short-wavelength part I > ( x ) is now expanded in a complete set of suitably chosen eigenfunctions, En (x), which are taken to be localized both in real space and in momentum space. lo In real space, these eigenfunctions are assumed to be localized within a cubic cell with volume 0 given by lo
In momentum space, on the other hand, they are supposed localized within the momentum shell A/b < lpl <A3' Now, the trace over the short-wavelength fluctuations, 1 >(XI, is performed in an approximate way. The various approximations involved have been described previously in the literature in some detail, so we will not repeat them here. The partial trace over l > ( x ) leads to a new Hamiltonian with momentum cutoff A/b. In order to bring this cutoff back to its original value A, the coordinate x is rescaled according to x+xl=x/b.
At the same time, the fluctuations are also rescaled by putting with c = i ( 3 -d ) as in (3.13). Note that this is just the scale transformation (4.3) and (4.4) which, as mentioned, must apply at an unbinding fixed point even in an exact RG method. As a consequence, the gradient term in (2.1) remains unchanged and the RG acts only in the function space of nongradient interactions as represented by the potential V(1).
In order to write the recursion relation for the potential in the most transparent way, we recall (4.7) and introduce the scale for the free-energy density, and the length scale, 3(b), defined by 
C. Linearized recursion relations
In this subsection, we show that the recursion relation (4.1 1) is exact to first order in the potential as a consequence of the choice (4.10) for Z(b). The linearized recursion relation which follows from (4.1 1)-(4.13) is Note that the factor U(b), which depends on the volume fli of the cells in real space, has dropped out here. Now, if ~(~' ( 1 ) has a Taylor expansion in 1, one can rewrite this linearized recursion relation as with 3 \b) as given by (4.10). Therefore, up to first order in the interaction potential V (or ^/I), (4.26) leads to Finally, one must rescale x and 1 as before, via x + x f s x / b and l(x')=l<(x=bxl)/b$ see (4.3) and (4.4). As a result, (4.28) reduces to the expression (4.18) for the renormalized potential vE'^^(l) computed to linear order from (4.1 1144.13).
Thus, to first order in the interaction potential V, the recursion relation (4.1 1) reduces to (4.18) which is exact for arbitrary rescaling factor b > 1. It follows that our linearized RG has the appropriate semigroup property as can be checked easily by use of (4.18) and the identity which follows from (4.10). For infinitesimal rescaling factor b =e8^ (5t-01, the linear recursion relation (4.18) leads to the flow equation where A is given in (4.15). This equation was the basis of the study by Fisher and use^ who denoted + A by l / @za{^, where gm is the bulk correlation length.
D. Dimensionless variables
In the balance of this paper, we study the discrete nonlinear recursion relations with fixed b > 1, usually taking b=2. It is then convenient to absorb the scale factors 3[b) and V(b) in (4.10) and (4.9) into the potential. Thus, let us define the rescaled quantities Both U and z are dimensionless; however, since both a and iJ depend on b, the rescaling also depends on b.
The full nonlinear recursion function (4.12) now becomes u^^sWU^-^z)]
(4.32) with kernel where c=+(3-d), as before, and the symmetry K (-y,z)=K (y,z) has been used in order to restrict the integration in (4.32) to y > 0. The linearized recursion relation which follows from this is given by
The same recursion relation follows directly from (4.18) via the scale transformation (4.31). 'One should note, however, that the full semigroup property (i.e., for arbitrary b) is not possessed by (4.34) because of the implicit dependence of z on b.
E. Hard wall potentials
It has been emphasized in Sec. I1 B that negative values of 1 are unphysical and that one should ideally study a hard wall, i.e., ~w \ l ) = w for I < 0 which, via (4.31) implies u(')(z)= w for z < 0. Such a wall cannot be handled by the linearized recursion relation since (4.34) would lead to u[^(z)= w for all z if U""(zi= w for z < 0. On the other hand, a hard wall is easily handled by the nonlinear recursion relation. Indeed, it is not difficult to see from (4.32) that the hard wall remains fixed at z = 0 under subsequent iterations of this nonlinear recursion relation, i.e., one has for all N if the relation holds for N=0. For z > 0 , on the other hand, (4.35) and (4.32) yield with K(y,z) still given by (4.33). Thus, compared to (4.321, the only effect of the hard wall is to introduce the upper limit b^z on they integration.
V. SOME BOUNDS FOR THE NONLINEAR RECURSION RELATION
In this section, we establish some general properties of the nonlinear recursion relations (4.32) and (4.36). Consider, first, two initial potentials, U ) and P o , satisfying We learn from these bounds that the nonlinearities of the full recursion relation are relatively weak. For example, for interface potentials v(O) which are convex downwards and have no hard wall, a combination of (5.15) and (5.21) implies Furthermore, for potentials without a hard wall as studied in Refs. 17 and 7, the upper bounds (5.1 5) and (5.16) have a direct consequence for the phase diagram of the unbinding transition. As explained in the next section, the bound or localized phase of the interface corresponds to a RG flow in which the potential well becomes deeper and deeper. Therefore, these upper bounds imply that the full recursion relation predicts a localized state of the interface whenever the linearized recursion relation leads to the same conclusion. Finally, the bounds described in this section provide useful checks on the accuracy of numerical iterations of the full recursion relation.
with

VI. STRONG FLUCTUATION REGIME: NUMERICAL STUDY
In this section, we will describe a numerical study based on the nonlinear recursion relation (4.32) for initial potentials UW(z) = V'')( f i Zz)/V which satisfy (3. 5 1) and, thus, belong to the SFL regime. This reveals the existence of two nontrivial fixed points for d < 3, as illustrated in Fig. 4 . These fixed points describe the critical manifold and the completely delocalized phase, respectively.
A. Numerical determination of fixed points
A fixed point, U*(z), of the recursion relation (4.32) satisfies However, it is important to realize that this relation reflects the choice of origin for z. It follows from (4.32) that a translation, z -+ z -Az, leads to It is found numerically that & is the leading negative scaling index for all d < 3 provided the initial potential U^)fz) decays to zero for large z faster than any power law. In this case, the vicinity of a fixed point can be conveniently found numerically by using the observation that the RG acts like a simple translation, as in (6.2). In this way, two fixed-point potentials, U t ( z ) and U^{z), have been determined for various dimensionalities in the range 2 < d < 3. Some of the results are shown in Fig. 4 and Fig. 6 , below.
The fixed point Ug (z) for the delocalized phase is easy to find numerically since it is completely stable within the space of potentials which belong to the SFL regime as specified by (3.51). Thus, within this space, the fixed point US has a domain of attraction of codimension zero: one may thus start with any purely repulsive potential or with any potential which has a sufficiently small minimum and under iteration the potential US (z) will be approached. Once one gets sufficiently close, the RG no longer affects the shape of the potential but merely shifts it according to (6.21, so that It then follows from (6.2) that further iterations of the recursion relation lead to Since the shape remains (essentially) unchanged one may say that one has attained a "drifting" fixed point. However, for d < 3, the successive shifts decay as b ^ and one will eventually attain a true or "stationary" fixed point. Once the drifting fixed-point regime is attained the stationary fixed point may be well estimated by with Thus, in practice, one may stop iterating the R G once (6.6) is well satisfied and then use (6.8) and (6.9) to determine the fixed point. Note, however, that A m diverges when d +3-since c=J^(3-d). This reflects the fact that the translation becomes a marginal perturbation when d=3.
The second fixed point, Uf(z), is more difficult to determine numerically since its domain of attraction has codimension one, i.e., there is one relevant perturbation within the SFL regime specified by (3.5 1). Consequently, in order to find U:(z) one must systematically vary one parameter, say p, of the initial potential U^tz) until this potential comes close to the attractive manifold of Uf, which represents the critical-unbinding transition surface. Then, as a function of p, the iterated potentials U^ for large N are observed to exhibit three types of behavior: (i) for a critical value p =pc, the potential U^ is eventually mapped onto the fixed point U*. In numerical calculations, this behavior can be maintained only for a limited number of iterations owing to the effects of numerical roundoff; (ii) for p >pc, say, the minimum of u (~) becomes deeper and deeper: this behavior describes, as in bulk critical phenomena,10'32 an "ordered" or bound phase in which the interfacial separation remains finite; (iii) for p <pc, on the other hand, the attractive part of u (~) decays to zero, and u'^ is eventually mapped onto the repulsive fixed point US which describes the completely unbound phase.
We have implemented this procedure in a detailed study of the R G trajectories for initial potentials of the form which are a special case of (2.3) when rescaled according to (4.31). In this case, one may vary either the parameter w or s. This leads to a separatrix alias a critical locus, w =wc(s), which divides the (s,w) plane into two parts as shown in Fig. 5 for various values of the dimensionality d. which is convex downwards with a unique minimum at V=0. Now, the boundary condition for large "times" 1 is V(1)-0 for /-+m .
(6.18) Therefore, the particle must eventually reach the minimum of <&(F). However, this is impossible unless V(l)=O for all 1 since (6.16) conserves the energy functional E =+(a~/al)'+<^{ V) for all I. Thus, the only true fixed point in d = 3 is the trivial fixed point V*(l)=O or U*(z)=O. For b > 1 the numerical studies confirm the identical conclusion; it can probably also be established analytically.
Even though no true nontrivial fixed points exist when d=3, numerical iterations reveal a line of drifting fixed points, ~( z ) , which satisfy the defining relation with Az * > 0. For b = 2, we find Az * = 1.168. As evident from Fig. 6 , these drifting fixed points prove to be completely repulsive, i.e., ~' ( z )
It is clearly of interest from an analytic point of view to inquire how this behavior in d = 3 connects to that found for d < 3. Specifically, as -approaches zero from below, the fixed points US(z) and Uz(z) exhibit a special character which indicates that they bifurcate from the line of drifting fixed points in d=3. In the coordinate system in which the two fixed points Ug and U* are stationary, their position, as measured, say, by the location of the minimum or some fixed, positive value of U, moves out towards infinite z as E+O.
To study this quantitatively the location, z *, of the minimum of Uz(z) is listed in Table I Table I lists z \ which is found to diverge like (6.21) with the same value of Zn; indeed, the difference z?-z* appears to approach a fixed value close to 0.14 when d 4 3 .
As the fixed point potentials U$(z) and U:(z) move outwards, the shape of their repulsive parts become increasingly close to the shape of the drifting fixed point ~( z ) .
This can be gauged qualitatively from Fig. 6 and can be evaluated quantitatively by noting the smooth evolution of the shape-sensitive differences ' as d~f -3 ;
see Table I and note that the values shown for d = 3 correspond to ~' ( z ) . On the other hand, although the minimum of Uf remains close to the steeply rising part of US-recall that z\Ã'z*^0.1 as d-3-the repulsive parts of Uc* and US actually drift apart when d+3.
This can be seen from the differences Azfizf-zl, listed in Table I , which appear to diverge roughly as AZ: sa AZ /ell3 when c-0, with AZ -^ 1.5 independent of k. [There may well be logarithmic factors present in the divergence of Az; see (6.22) and (6.33) below.]
While the repulsive part of U;"(z) approaches the drifting fixed point ~' ( z ) the attractive part exhibits a scaling behavior. The depth U& = U: (z * ) rapidly decreases as -0 ; see Table I . The numerical values displayed in this table for rescaling factor b=2 are well fit by the expression9
with Ac =fi, Be = 18.75, and Cc = 19.02. Furthermore, as e-0, the rescaled and shifted potential appears to approach a well-defined function near its minimum: this is illustrated in Fig. 7 . It should be possible to derive (or correct!) these results by analytic studies of our recursion relation for b > 1 or of the differential form for b -+ 1 but we have not yet achieved this.
C. Relevant short-range perturbations
Within the SFL regime, there is onlj one relevant perturbation at the critical fixed point W z ) . The corresponding scaling index, Al, yields the exponent -for the divergence of the parallel corre ation length as defined in (3.49). This exponent has been determined by studying the RG trajectories in the vicinity of Uz (z).
Consider an initial potential u(')(z) close to the critical manifold. Then, after N iterations of tie_RG, the potential U^ is close to the fixed point U3. Table I with B= 3 and C= 3.65 (for rescaling factor b =2). Thus, as d-3-, we have "critical exponents for critical exponents" and, probably, logarithmic factors also. For d = 3, VB = oo follows by continuity from (6.33). Again, it should be possible to check the form (6.33) analytically.
D. Long-range perturbations
For d < 3, we can readily study the effect of longranged perturbations at the fixed points. Thus, consider an initial potential , U(')(Z)=U*(Z)+E(')(Z) , (6.34) which has a power-law tail of the form with c:) small. Then, the recursion relation (4.32) and ' the fixed-point relation (6.1) lead to U(l)(z) = u*(z)+E(')(z) with correct to first order in E ) , where Now, we have seen that the tails of the short-ranged fixed-point potentials decay faster than exponentially and, indeed, are probably Gaussian for all b as for b-1. Therefore, the asymptotic behavior of E"'(z) for large z follows from Using (6.35) and writing E("(z) in theLsame form when z+ 00 yields Thus, power-law tails in the potential represent perturbations with a scaling exponent [where r = 2 ( d -1 ) A 3 -dl as before]. It is interesting to note that the same result follows simply by rescaling the potential E(')(z) according to (4.3) and (4.4) with z eel. Now, provided r >T, so that the power-law tail decays sufficiently rapidly, the initial potential (6.34) belongs to the SFL regime in accord with (3.51); these perturbations are then irrelevant. Thus, for r > T, one has universal critical behavior with q = l / A 1 and A,i determined from the fixed point Uf .
For r =T, the long-ranged perturbations become marginal. In this case, nonuniversal behavior is to be expected as has been shown explicitly for d=2, when r = r ( d =2)=2, by transfer-matrix methods. 30 This behavior is presumably governed by a line of nontrivial fixed points with U*(z)-l/zT for large z but we have not investigated this point for general d < 3.
Finally, let us consider perturbations of the form
with do' and c,") both small and positive: compare with (2.4). Then, the attractive part is governed by the scaling exponent (6.40) while the repulsive part likewise has scaling index A,=d-1-Â£;s=(r-s)t, If r < r < s , the attractive part is relevant and the repulsive part is irrelevant: in that case, we obtain which is just the result (3.50) for the weak-fluctuation regime. On the other hand, if r < s < r , both parts of the potential are relevant and grow under the RG. This is the regime governed by mean-field theory and all exponents are readily found by minimization of the total potential.
Vn. DISCUSSION AND OUTLOOK
We have studied the unbinding (or depinning or delocalization) of interfaces subject only to thermal fluctuations. A simple picture was presented in Sec. I11 in which the direct interaction between the interfaces arising from molecular forces is compared with steric interactions induced by interfacial fluctuations; see Sec. I11 C . This picture clarifies the origin and nature of the various scaling regimes for critical (and, also, for multicritical) unbinding or wetting transitions. In addition, it gives quantitatively correct results for the critical behavior in both the M F and WFL regimes.
An approximate functional renormalization group, which acts on the potentials, V(l), of interaction between interfaces, was introduced in Sec. IV and analyzed for arbitrary rescaling factor b > 1. The corresponding relations are exact to first order in V. In the infinitesimal rescaling limit, the functional RG leads to the simple but nonlinear flow equation (4.14) for the potential V(l). The bounds derived in Sec. V show that the nonlinearities (which allow for infinite or "hard wall" potentials) have relatively weak effects. Nevertheless, the nonlinearities lead, as shown in Sec. VI, to the existence of two nontrivial fixedpoint potentials, V : (1) a U: (z) and VZU) a U a z ) , in the SFL regime when d < d o =3. On approach to d=3 these fixed points do not coalesce with the standard trivial Gaussian fixed point in the typical bifurcation scenario; rather, they mutually annihilate leaving behind a line of novel "drifting" fixed points;9 see Fig. 7 . The fixed-point potential Vg (1) describes the completely delocalized phase of the interfaces. At this fixed point, all perturbations lying within the SFL regime which, by definition, thus satisfy (3.511, are irrelevant. The fixed point VZ(l), on the other hand, governs the manifold of critical unbinding transitions: at ~*(l), there is one relevant perturbation within the SFL regime; see Sec. VI C .
The results obtained from the functional RG have the following important consequences.
(i) The unusual bifurcation in d = d o = 3 explains why standard perturbation schemes analogous to the e expansion for bulk critical phenomena36 are not directly applicable.
(ii) The existence of the fixed point V x ) with associated critical manifold of codimension one, leads to universal critical behavior within the SFL regime.
(iii) The study of short-and long-range perturbations at V$ (1) leads to a unified description of all three scaling regimes.
(iv) Reliable estimates for the values of the critical exponents v,,, etc., in the SFL regime for d <do can be obtained by numerically iterating the recursion relations for V(1).
As an alternative to the numerical techniques presented in Sec. VI, it would be useful to develop a more analytical approach. In particular, it seems possible to make some progress, on the basis of the differential flow equation (4.14). This equation is nontrivial because of the nonlinearities in combination with the rescaling term f l V / a I ) , which represents a singular perturbation near d = 3 ({=O).
A more analytical approach should, in particular, help the study of two topics which are difficult to handle by direct numerical techniques; namely: i) the critical behavior for d =d2(r) as governed by (.3.47), i.e., on the boundary between the WFL and the SFL regimes. Here, nonuniversal behavior, presumably governed by a line of nontrivial fixed points, is to be expected as has been found when d =di(r =2)=2. In addition, (ii) tricritical behavior for do = 3 > d > 2, which should be governed by a new nontrivial fixed point potential, say, V f d ) , which is expected to exhibit a maximum at large I and a minimum at small 1.
The renormalization-group approach introduced here has also been applied to the unbinding of tensionless membrane^.^^'^ In this case, the boundary dimension is d u = 5 , which means that universal critical behavior, governed by a nontrivial fixed point V;", can be found in realistic three-dimensional systems subject to long-range power-law interaction^.^^ Finally, the simple picture for distinguishing scaling regimes has also been used to study the unbinding of interfaces in the presence of random potentials which arise, e.g., from quenched impurities. 8'4 It would be most interesting to generalize the functional RG described here to suchcases so as to study the analogous strong fluctuation regimes.
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