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Abstract
Online users are typically active on multiple social media networks (SMNs),
which constitute a multiplex social network. With improvements in cyberse-
curity awareness, users increasingly choose different usernames and provide
different profiles on different SMNs. Thus, it is becoming increasingly chal-
lenging to determine whether given accounts on different SMNs belong to
the same user; this can be expressed as an interlayer link prediction problem
in a multiplex network. To address the challenge of predicting interlayer
links , feature or structure information is leveraged. Existing methods that
use network embedding techniques to address this problem focus on learning
a mapping function to unify all nodes into a common latent representation
space for prediction; positional relationships between unmatched nodes and
their common matched neighbors (CMNs) are not utilized. Furthermore,
the layers are often modeled as unweighted graphs, ignoring the strengths
of the relationships between nodes. To address these limitations, we pro-
pose a framework based on multiple types of consistency between embedding
vectors (MulCEV). In MulCEV, the traditional embedding-based method is
applied to obtain the degree of consistency between the vectors represent-
ing the unmatched nodes, and a proposed distance consistency index based
on the positions of nodes in each latent space provides additional clues for
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prediction. By associating these two types of consistency, the effective infor-
mation in the latent spaces is fully utilized. Additionally, MulCEV models
the layers as weighted graphs to obtain better representation. In this way, the
higher the strength of the relationship between nodes, the more similar their
embedding vectors in the latent representation space will be. The results
of our experiments on several real-world datasets demonstrate that the pro-
posed MulCEV framework markedly outperforms current embedding-based
methods, especially when the number of training iterations is small.
Keywords: social media network, interlayer link prediction, network
embedding, multiplex network
1. Introduction
Social media network (SMN) applications have significantly enriched the
daily lives of users and have attracted the attention of many researchers [1,
2, 3]. Most modern people leverage them for connection with one another,
content sharing, and entertainment. According to a report by the Pew Re-
search Center, 72% of U.S. citizens used some type of SMN in 2019 [4]. The
situation is similar in China, which has 896 million SMN users [5]. To satisfy
their diverse needs and interests, online users often make use of several SMNs
simultaneously, for example by recording individual impressions of current
events on Twitter, sharing photographs on Instagram, and searching for job
information on LinkedIn. These various SMNs thus form a multiplex social
network [6, 7, 8, 9, 10], of which each SMN constitutes a layer. Accounts
are represented as nodes, and interactions within an SMN are represented as
intralayer links in the multiplex network. If two accounts in different SMNs
belong to the same user, an interlayer link exists between the corresponding
nodes across different layers. The structure of a multiplex network has a
significant influence on cascades [11], propagation [12], synchronization [13],
and games [14].
The goal of interlayer link prediction is to leverage feature or structure
information to determine whether accounts across different SMNs belong to
the same user [15]; this is a challenging task in multiplex network analysis.
It is also known as anchor link prediction [16, 17], network alignment [18, 19,
20, 21, 22], user identification [23], and user identity linkage [21].
As hacking attempts have become more frequent, online users’ security
awareness has gradually increased. An increasing number of users create ac-
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Figure 1: Example of interlayer link prediction based on multiple types of consistency
between embedding vectors. (a) Real scenario: There are two SMNs, each of which has
six user accounts. The accounts linked by the vertical gray line belong to the same user.
The correspondence of the account pairs linked by a solid gray line is known in advance; the
task is to determine the correspondence of the other accounts. (b) Multiplex network: The
multiple SMNs are represented by a multiplex network. The task of determining whether
accounts on different SMNs belong to the same user becomes the task of predicting the
unobserved interlayer links in the multiplex network. (c) Latent representation spaces:
Network embedding techniques are used to address the interlayer link prediction problem.
Each layer of the multiplex network is embedded into a latent representation space. (d)
Multiple types of consistency: The degree of match to estimate whether an interlayer link
exists between two unmatched nodes across different layers consists of two parts. One
is the degree of vector consistency (upper part), and the other is the degree of distance
consistency (lower part).
counts under different usernames, hide profile information, or even provide
fake content on profile configuration pages [24]. In this way, users access
SMNs anonymously to make friends, share information, and discuss prob-
lems, thereby not only using multiple SMNs simultaneously but also pro-
tecting their privacy. However, such anonymity can pose a certain degree
of harm to society. Cybercriminals register a large number of accounts on
multiple SMNs and subsequently engage in various types of illegal activities.
For example, they might circulate messages containing untruths, spread mal-
ware program links, or initiate financial fraud on these SMNs [25]. Predicting
the interlayer links of the multiplex network comprising different SMNs can
help criminal investigation authorities establish cybercriminals’ patterns of
law violations, model their online behaviors, identify their regions of activ-
ity, or even determine their real-world identities, thereby effectively fighting
cybercrime.
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There are other benefits as well to predicting the interlayer links in a
multiplex network. For instance, because information and rumors typically
spread across multiple SMNs, predicting interlayer links can help improve the
understanding of information diffusion [26]. Furthermore, the use of SMNs as
evidence in trials related to issues of custody, divorce, and insurance is rising
rapidly [27]. A method for identifying the interlayer links across multiple
SMNs would be a powerful tool in the collection of evidence for civil and
criminal investigations.
The problem of predicting interlayer links in a multiplex network is typ-
ically solved by leveraging feature or structure information accessed from
the multiple SMNs. Currently, there are three main approaches for handling
this problem: (i) feature-based prediction, (ii) network-based prediction, and
(iii) a combination of multiple approaches. Of these, network-based methods
have attracted more attention; they show increasing promise because few
people share the same circle of friends [28], and information on connections
in SMNs is quite easy to obtain [29].
In recent years, network embedding techniques have been utilized to learn
latent, low-dimensional representations of network nodes while preserving
network structure. After all of the nodes are represented as low-dimensional
vectors into the latent representation space, advanced network analytic tasks
such as node classification, community detection, and link prediction can be
efficiently carried out. [30]. Motivated by the advances in network embed-
ding techniques for single-network tasks, researchers have proposed several
strategies to leverage these techniques for solving the interlayer link predic-
tion problem [31, 32, 33]. Typically in these studies, network embedding
techniques are used first, to learn the latent representations of nodes in dif-
ferent layers of the multiplex network. After that, a priori interlayer node
pairs are constrained to have the same latent representations to unify nodes
into a common latent representation space. Finally, the unobserved inter-
layer links are predicted by comparing the embedding vectors of unmatched
nodes across different layers in the common latent space.
To unify all nodes into a common latent space and predict the unob-
served interlayer links, most embedding-based methods utilize a priori in-
terlayer links to train an approximate mapping function after achieving the
latent representations, as was done in Refs. [34, 31, 33, 35]. However, the
perfect mapping function is difficult to obtain, as each layer’s latent space
is unknown to the others [33], and this leads to unsatisfactory performance,
especially when the number of training iterations is small. Apart from pre-
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dicting the unobserved interlayer links by comparing the embedding vectors
in the common latent space unified by the mapping function, the positional
relationship between unmatched nodes and their common matched neighbors
(CMNs) can also be used to measure whether an interlayer link exists be-
tween two unmatched nodes that lie in different layers. In other words, the
effective information in the latent representation spaces is not fully utilized.
Figure 1 illustrates the general components of interlayer link prediction
based on multiple types of consistency between embedding vectors. As shown
in the top half of Fig. 1(d), if we use only the information in the common
latent space unified by the mapping function, the node vα6 will be matched
with vβ5 as their embedding vectors are more consistent. However, if we an-
alyze the positional relationship between unmatched nodes and their CMNs
simultaneously, we might uncover more clues for predicting the unobserved
interlayer links. We propose a “distance consistency” index to measure this
relationship. As shown in the lower half of Fig. 1(d), three aspects are con-
sidered in the distance consistency index: (i) the Euclidean distance between
the unmatched node and its matched neighbor, (ii) the difference between
two Euclidean distances formed by unmatched nodes across different layers
and their CMNs, and (iii) the number of CMNs.
When each layer of the multiplex network is embedded into a latent repre-
sentation space, different layers are often modeled as unweighted graphs, and
the strength of the relationships between nodes is often ignored. However,
the intralayer links between nodes may have different relationship strengths.
For example, if a boy has only one friend, the friendship between him and
his friend is highly likely to be closer than one between individuals who have
many friends. To distinguish among relationship strengths, the intralayer
links between nodes should be weighted. To address this problem, we pro-
pose a weighted-embedding method to embed each layer of the multiplex
network in the form of weighted graphs based solely on the network struc-
ture.
In this study, we developed a framework based on multiple types of con-
sistency between embedding vectors (MulCEV) for interlayer link prediction
in a multiplex network; it focuses on making full use of information in the
latent representation spaces for prediction and on modeling different layers
as weighted graphs to obtain better representation. The main contributions
can be summarized as follows:
• We propose a distance consistency index that is based on the positions
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of nodes in each latent representation space, which leverages CMNs of
the unmatched nodes across different layers as references to provide
additional clues for predicting interlayer links. The degree of match
to estimate whether an interlayer link exists between two unmatched
nodes across different layers consists of two parts: the degree of vector
consistency, which applies the traditional embedding-based method to
measure the consistency of the embedding vectors of the unmatched
nodes in the common latent representation space, and the degree of
distance consistency proposed above. The effective information in the
latent representation spaces is fully utilized by associating these two
types of consistency between embedding vectors.
• We model each layer of the multiplex network as a weighted graph
to obtain better representation based solely on the network structure.
Thus, the higher the strength of the relationship between nodes, the
closer are their embedding vectors in the latent representation space.
• In order to reduce the time complexity, we adopt the technique of
matrix multiplication to optimize the process of calculating the distance
consistency and vector consistency for all unmatched node pairs.
• We test the effectiveness of the proposed MulCEV framework on two
widely used real-world multiplex networks and report the results against
those of state-of-the-art methods.
The rest of this paper is organized as follows. Section II systematically
reviews related work. Section III presents preliminaries and problem defi-
nitions. Section IV describes the MulCEV framework in detail. Section V
presents details of the datasets used in the experiments, comparison meth-
ods, and the experimental results. Finally, Section VI concludes the paper
and proposes areas for future research.
2. Related Work
The problem of interlayer link prediction in the multiplex network is typ-
ically solved by leveraging feature or structure information accessed from
the multiple SMNs [3]. Early studies focused on feature information; they
analyzed user profiles, location trajectories, and user-generated content to
link nodes across different SMNs belonging to the same user. Profile features
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included username, image, position, birthday, job, and experience, among
others [36]. The authors of Refs. [37, 38, 39, 40, 41] explored ways of using
usernames for prediction. References [42, 43, 44, 45, 46, 34] considered var-
ious profile attributes to improve prediction performance. With the rapid
development of SMNs, many users began using different usernames in dif-
ferent SMNs for security reasons. Meanwhile, the accessible profile infor-
mation among SMNs became increasingly fragmented, unavailable, and dis-
ruptive [29]. These SMN characteristics marginalized the traditional profile-
based resolutions. The trajectory-based method has been popular since the
emergence of the mobile-phone-based Internet. SMN users who wish to an-
nounce their location to their friends on some SMN applications can tap a
“check-in” button to see a list of nearby places and choose the place that
matches their location. References [47, 48, 49] focused on these check-in
data and used them to link identities. Such trajectory-based methods, how-
ever, often face data sparsity problems, and users usually share different
locations on different SMNs. User-generated content can reveal some unique
characteristics of an SMN user, such as his or her writing style [50, 51] or
footprint [52]. These methods rely heavily on the availability of excellent
natural language processing (NLP) techniques and text preprocessing algo-
rithms because user-generated content often includes spoken words, emotion
icons, and abbreviations.
Data on a network’s structure are highly accessible and difficult to coun-
terfeit. In addition, a user’s friend circle is highly personalized; i.e., few
people share the same friend circle [28]. Therefore, network-based methods
are an ideal solution for the interlayer link prediction problem and have at-
tracted the interest of an increasing number of researchers in recent years.
Network-based methods can be divided into non-embedding-based methods
and embedding-based methods according to whether network embedding
techniques are used.
2.1. Non-embedding-based Methods
Given the completeness and connectivity of a network structure, two kinds
of structural information can be used to solve the interlayer link prediction
problem. The first is local network information, which focuses on the one-hop
neighborhood (e.g., follower/followee/friend relationships) of the unmatched
nodes [3]. Narayanan and Shmatikov proposed a re-identification algorithm,
which was the first method to use a graph-theoretic model based on the node
neighborhood to solve this problem [53]. Later, Korula et al. [54] computed
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a similarity score for an unmatched node pair by counting the number of
CMNs and then keeping all the links above a specific threshold. To avoid
the possible problem of mismatching low-degree nodes in the early phases,
only nodes whose degree is higher than a specified threshold are allowed
to be matched. Zhou et al. [28] proposed a friend-relationship-based user
identification (FRUI) algorithm that counts the number of shared friends
to calculate the degree of match for all candidate-matched node pairs and
chooses pairs that have the maximum value as the final set of matched pairs.
Tang et al. [15] further investigated the importance of the scale-free property
of real-world SMNs for accomplishing interlayer link prediction and proposed
a degree penalty principle to calculate the degree of match of all unmatched
node pairs. Ren et al. [55] defined a set of meta-diagrams for feature extrac-
tion and used greedy link selection for the interlayer link prediction.
The second type of structural information is global network information.
Zhu et al. [56] transformed the interlayer link prediction problem into a max-
imum common subgraph problem and maximized the number of intralayer
links to obtain a cross-layer mapping. Zafarani and Liu [23] also explored a
solution utilizing global network information. They calculated the Laplacian
matrices for each layer and used a matrix optimization method to perform
the prediction.
The above methods were used mainly for dealing with the two-layer case,
although most researchers suggested that their approaches could be extended
to a three- or four-layer multiplex network. Other researchers have studied
this case. The authors of Ref. [57] considered both local and global con-
sistency to match nodes across more than two layers: local consistency for
matching nodes across just two layers, and global consistency for dealing with
the cases involving more than two layers. In Ref. [58], an algorithm is pro-
posed to resolve the one-to-one constraint in the situation of cross-multiple
layers. This algorithm matches nodes by minimizing the friendship incon-
sistency and selects the node pairs; it can lead to the maximum confidence
scores for the multiplex network.
Other scholars have studied the interlayer link prediction problem from
a different perspective. Zhang et al. [59] proposed a joint link fusion algo-
rithm to predict the intralayer links and interlayer links simultaneously. In
Refs. [60, 61], the authors studied ways of predicting interlayer links in the
absence of a priori interlayer links.
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2.2. Embedding-based Methods
Network embedding techniques aim to represent nodes in a network by
low-dimensional vectors in a latent representation space so that advanced
analytic tasks, such as node classification, community detection, and link
prediction, can be conducted more efficiently in both time and space [62].
DeepWalk [63] leverages uniform random walks to generate a set of node
sequences that are similar to the word sequences in natural language and uses
the skip-gram model to learn vertex representations of nodes. Node2vec [64]
demonstrated that DeepWalk is not sufficiently expressive to capture a more
global structure and incorporated a biased random walk strategy to improve
it. Tang et al. [65] proposed a large-scale information network embedding
(LINE) approach to preserve both the first- and second-order proximities
between nodes. Subsequently, Wang et al. [66] preserved not only the first-
and second-order proximity of vertices but also the community structure.
There have been numerous other studies using network embedding techniques
such as dynamic network embedding [67, 68] and embedding for scale-free
networks [69].
Increasingly, computer and network scientists are exploring ways of em-
ploying network embedding techniques to improve their ability to predict
interlayer links in terms of accuracy, applicability, and efficiency. Tan et
al. [70] tried to map accounts across SMNs based on network embedding,
adopting hypergraphing to model high-order relations of SMNs and repre-
senting nodes in a common latent space. Their method infers correspondence
by comparing distances between the vectors of the unmatched nodes. Liu
et al. [32] represented the multiple SMNs with a shared latent space and
determined the interlayer links by computing the cosine similarity between
the latent space vector of one node in layer α and another in layer β. The
network embedding process was integrated with the entity alignment process
under a unified optimization framework. They further refined their proposed
method in Ref. [71] by incorporating structural diversity. The structural di-
versity focuses on the impact of whether the a priori matched nodes come
from different communities.
Instead of embedding all layers into a common latent space, Man et al. [31]
projected each SMN into a unique latent space and represented nodes by
low-dimensional vectors in the latent space. Then, they trained a cross-layer
mapping function for predicting interlayer links. Zhou et al. [33] adopted
the same idea and proposed a semi-supervised approach that leverages dual
learning to pretrain the mapping function to improve prediction accuracy.
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They focused on learning latent semantics of both the node representation
and the network structure [22]. Zhou et al. [72] studied the scenario without
a priori interlayer links and proposed an unsupervised approach for the pre-
diction. Considering time complexity, Wang et al. [35] proposed a framework
that directly learns a binary hash code for each node across SMNs, which
obtained high time efficiency while maintaining competitive prediction accu-
racy. In Ref. [17], the authors adopted active learning to reduce the cost of
labeling a priori node pairs. In Ref. [20], the authors viewed all of the nodes
in one layer as a whole and executed the prediction at the distribution level.
Chu et al. [19] considered multi-layer scenarios in which the number of layers
is more than two. They refined two types of low-dimensional vectors for each
node: an inter-vector for interlayer link prediction, and an intra-vector for
downstream network analysis tasks.
In some studies, structural information and attribute information were
embedded simultaneously to perform the interlayer link prediction. Wang et
al. [73] proposed a linked heterogeneous network embedding (LHNE) method
to fuse the content and structural information of a user into a unified latent
representation space to identify account linkages. In Ref. [74], the authors
proposed a semi-supervised network embedding method to learn the attribute
information and structural information simultaneously. Heterogeneous SMNs
differ substantially in several aspects, including network structure, user be-
havior, and user information. TransLink [21] captures the heterogeneities of
SMNs and embeds both nodes and their various types of interactions into a
unified latent space.
3. Preliminaries and Problem Statement
Table 1 displays the main symbols and notation used in this paper. We
follow the common symbolic conventions, wherein bold uppercase letters de-
note matrices, bold lowercase letters denote column vectors, and lowercase
letters denote scalars.
3.1. Definitions
In general, an SMN can be represented as a graph G(V,E), where V is
a node set representing all the accounts in the SMN, and E ⊆ V × V is an
edge set representing the relationships among the accounts. Multiple SMNs
can constitute a multiplex network.
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Table 1: Symbols and notations
Symbol Description
M The multiplex network.
G A SMN which is one layer of M.
u, v Nodes in M.
u,v Embedding vectors of nodes u and v respec-
tively.
α, β Layer indices of M.
eα, eβ Intralayer links in Gα and Gβ respectively.
e,E Intralayer links vector and intralayer link ma-
trix respectively.
eαβ Interlayer link.
i, j, a, b Node indices.
nα, nβ Number of nodes in Gα and Gβ.
n,m Number of a priori interlayer links and un-
observed interlayer links respectively.
Γ(vi) Set of neighbors of node vi.
kv Degree of node v
p,P Degree of vector consistency and Degree of
vector consistency matrix respectively.
q,Q Degree of distance consistency and Degree of
distance consistency matrix respectively.
r,R Degree of match and Degree of match matrix
respectively.
d Dimensionality of the latent representation
space.
φ Mapping function.
w weight of the intralayer link.
δ control parameter.
Φ Set of a priori interlayer links.
Ψ Set of unobserved interlayer links.
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Definition 1: Multiplex network. Given a set of SMNs, we can de-
note them using superscripts α, β, . . . , such as byGα(V α, Eα), Gβ(V β, Eβ), . . . .
These multiple SMNs can be seen as a pairM = (g, c), where g = {Gα|α ∈ {1, . . . ,m}}
is a family of graphs denoting the different SMNs and
c = {Eαβ ⊆ V α × V β|α, β ∈ {1, . . . ,m}, α 6= β} (1)
is the set of interconnections between the nodes of Gα and Gβ, where α 6=
β. Each element in g is referred to as a layer in multiplex network M.
The elements of Eα are referred to as intralayer links, and the elements of
Eαβ are called interlayer links. The interlayer links are also called interlayer
node pairs, and the nodes belonging to these pairs can be called interlayer
nodes. The interlayer links that are given in advance are called a priori
interlayer links or a priori interlayer node pairs, and the other interlayer
links are called unobserved interlayer links. The nodes belonging to the a
priori interlayer node pairs are called matched nodes, and the other nodes
are called unmatched nodes. A node pair consisting of two unmatched nodes
across different layers can be called an unmatched node pair.
Definition 2: Common matched neighbor (CMN). Given an a
priori interlayer node pair (vαi ,v
β
j ), a node v
α
a in layer α, and a node v
β
b in
layer β, if an intralayer link exists between vαa and v
α
i and another interlayer
link exists between vβb and v
β
j , we can say that the a priori interlayer node
pair (vαi ,v
β
j ) is the CMN of nodes v
α
a and v
β
b .
Definition 3: Network embedding model. Given a layerGα(V α, Eα)
of the multiplex networkM, a network embedding model learns to represent
each node vαi ∈ V α as a low-dimensional vector vαi ∈ Rd, where d represents
the dimensionality of the latent representation space.
Definition 4: Mapping function. In the method proposed in this
paper, each layer is embedded into a single latent representation space. Given
a set of interlayer links, the function φ is defined as a mapping from layer α to
layer β such that for each interlayer node pair (vαi , v
β
j ), we have φ(v
α
i ) = v
β
j .
Generally, the perfect mapping function is hard to obtain, as each layer’s
latent space is unknown to the others [33]. Most embedding-based methods
utilize a priori interlayer links to train an approximate mapping function
after achieving the latent representations. After obtaining the approximate
mapping function, the unmatched nodes can be unified in a common latent
space by this function.
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Figure 2: Overview of MulCEV.
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3.2. Problem Statement
Supposing that we have a multiplex network M with a set of a priori
interlayer links, the interlayer link prediction problem is to determine whether
any unmatched node pair vαi , v
β
j chosen from V
α and V β have an interlayer
link, i.e., whether the accounts represented by the two unmatched nodes
belong to the same person.
Given an unmatched node pair (uαi , u
β
j ) across different layers in the
multiplex network M, interlayer link prediction learns a binary function
f : V α × V β → 0, 1 such that
f(uαi , u
β
j ) =
{
1, if eαβij exist
0, otherwise
, (2)
where f(uαi , u
β
j ) = 1 means that there is an interlayer link between unmatched
nodes vαi and v
β
j .
It is worth noting that some people may register two or more accounts
in a given SMN. For simplicity, we assume that these accounts belong to
different individuals.
4. Proposed Framework
The proposed framework (shown in Fig. 2) is an algorithm consisting of
four main components: (i) cross-layer extension, (ii) network embedding, (iii)
calculation of the degree of match, and (iv) prediction. We discuss each one
in detail in the following sections.
4.1. Cross-layer Extension
Given two nodes with an interlayer link in the multiplex network, it is
usually true that they have an intralayer link in one layer if there exists a
connection in the other layer [75]. The cross-layer extension is to leverage
a priori interlayer links to extend the intralayer links in each layer of the
multiplex network, as shown in Fig. 2 (i).
Given a multiplex networkM with two layers Gα and Gβ, a priori inter-
layer link set Φ, and intralayer link sets Eα and Eβ, the extended network
G˜α of layer α can be described as
E˜α = Eα ∪ {(vαi , vαj )|(vαi , vβa ) ∈ Φ,
(vαj , v
β
b ) ∈ Φ, (vβa , vβb ) ∈ Eβ},
(3)
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referring to Ref. [31]. The extended network G˜β of layer β is similar to
the above equation. Note that it is not essential to perform cross-network
extension.
4.2. Network Embedding
During network embedding, nodes that are “close” to each other in the
network are embedded in such a way that they have similar vector represen-
tations [76]. How is it determined whether two nodes are “close”? Various
scholars have proposed different methods. DeepWalk [63] leverages a trun-
cated random walk to generate a set of node sequences for learning the rep-
resentations. This method considers nodes with intralayer links to be close.
LINE [65] uses the notion of first- and second-order proximities to measure
closeness, where first-order proximity refers to intralayer links and second-
order proximity refers to two nodes having common neighbors. These embed-
ding methods often model different layers as unweighted graphs. However,
different intralayer node pairs may have different relationship strengths. For
example, if a boy has only one friend, the friendship between him and his com-
panion is highly likely to be closer than that between those who have many
friends. To distinguish between relationship strengths, the intralayer connec-
tion between nodes should be weighted. We propose a weighted-embedding
method that embeds each layer of the multiplex network in the form of
weighted graphs based purely on the network structure.
The strength of the relationship between two nodes in the same layer can
usually be characterized by the number of neighbors they have in common.
However, the number of intralayer links a node has also affects the strength of
its relationship with other nodes, and the degrees of their common neighbors
may also affect relationship strength. Considering these three factors, we
propose the following formula:
wij = ((
∑
z∈Γ(vi)∩Γ(vj)
1
log kz
) · |Γ(vi) ∩ Γ(vj)||Γ(vi) ∪ Γ(vj)| + 1) · eij, (4)
where kz is the degree of node z, and Γ(·) represents the neighbor set of node
inside it.
Using the above formula has the following three advantages: (i) The
greater the number of common neighbors between two nodes, the greater
their weight; (ii) when two pairs of nodes have the same number of common
neighbors, the node pair with fewer intralayer links will have the higher
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weight; and (iii) the smaller the degree of the common neighbors between
two nodes, the greater their weight.
After obtaining the weight of each intralayer link, we reference the net-
work embedding model LINE [31] to update the node representation. For
any intralayer link eαij = (v
α
i , v
α
j ) in a given layer α, the joint probability
between node vαi and v
α
j is
z(vαi , v
α
j ) =
1
1 + exp(−(vαi )T · vαj )
, (5)
where vαi and v
α
j are the low-dimensional vectors of nodes v
α
i and v
α
j , respec-
tively, which are defined in Rd; z(·, ·) is a distribution over the space V α×V α,
and (·)T is the transposition function. The empirical counterpart of z(·, ·)
can be defined as ẑ(·, ·) = wαij/W , where wαij is the weight of the intralayer
link eαij as calculated by Eq. (4), and W is the summation of the weights of
all intralayer links. By minimizing the KL-divergence [77] of z(·, ·) and its
empirical counterpart ẑ(·, ·) over all the intralayer links in the α layer, the
LINE model can be inferred. The objective function for embedding is
O = −
∑
∀(uαi ,uαj )∈Eα
KL(ẑ(uαi , u
α
j ), z(u
α
i , u
α
j )), (6)
where the KL-divergence KL(·, ·) is a method of measuring the similarity
of two distributions. By omitting some constants, the objective function for
embedding can be rewritten as
O = −
∑
∀(uαi ,uαj )∈Eα
wαij log(z(u
α
i , u
α
j )). (7)
By minimizing Eq. (7) over all the intralayer links independently, each of the
nodes in the given layer α can be represented as a d-dimensional vector in the
latent representation space with the stochastic gradient descent algorithm.
The layer β of the multiplex network can be embedded by following the same
steps.
4.3. Calculation of Degree of Match
For any two unmatched nodes across different layers, we calculate a score
according to the MulCEV framework to estimate whether an interlayer link
exists between them. We call this score the degree of match, which consists
of two parts: the degree of vector consistency, and the degree of distance
consistency. The details are as follows.
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Figure 3: Structure of the multi-layer perceptrons (MLP). We used up to three hidden
layers and up to 1200 neurons per layer. The numbers of neurons in the input layer and
output layer depend on the dimensionality of the latent representation space.
4.3.1. Degree of vector consistency
We leverage the feed-forward multi-layer perceptrons (MLP) [78] to learn
the mapping function from one layer to another based on the a priori inter-
layer links. The structure of the MLP used in MulCEV is shown in Fig. 3.
Given each of the a priori interlayer node pairs (vαi , v
β
j ) ∈ Eαβ and their
corresponding embedding vectors (vαi ,v
β
j ), we use v
α
i as the input and v
β
j as
the target output to train the mapping function φ. The loss function of the
MLP is
l(vαi ,v
β
j ) = 1− cos(φ(vαi ),vβj ), (8)
where cos(·, ·) is the cosine similarity, and φ(vαi ) is the actual output mapped
by the MLP. The value of the loss function ranges from 0 to 2. Suppose that
we have n a priori interlayer links; then for all a priori interlayer nodes, we
use Aα ∈ Rd·n and Aβ ∈ Rd·n to represent their respective embedding vector
matrices. The goal of training the MLP is to minimize the following cost
function:
L(Aα,Aβ) = 1− cos(φ(Aα),Aβ; Θ), (9)
where Θ is the collection of all parameters in the mapping function φ.
To obtain the degree of vector consistency, for any given unmatched node
pair (uαa , u
β
b ) with their embedding vectors u
α
a and u
β
b , we map node u
α
a
into the latent representation space of the β layer according to the mapping
function φ(uαa ). We then use cosine similarity to compute the degree of vector
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consistency between φ(uαa ) and u
β
b . The formula can be represented as
p(uαa , u
β
b ) =
φ(uαa )
T · uβb
||φ(uαa )|| · ||uβb ||
, (10)
where || · || represents the 2-norm of the vector within.
4.3.2. Degree distance consistency
As shown in Fig. 1(d), if we consider only the degree of vector consistency,
it may be difficult to obtain good prediction results in some cases, such
as the incorrect match of (vα5 , v
β
6 ). The reason is that a perfect mapping
function is difficult to obtain [33]. If we consider the positional relationship
between the unmatched nodes and their matched neighbors in the embedding
spaces of different layers, we might uncover additional clues for predicting
the unobserved interlayer links. We propose a “distance consistency” index
to measure this relationship, defined as
q(uαa , u
β
b ) =
∑
∀(vαi ,vβj )∈Φ,
vαi ∈Γ(uαa ),
vβj ∈Γ(uβb )
exp(−(sαai · |sαai − sβbj| · sβbj)). (11)
In Eq. (11), Φ represents the set of a priori interlayer links, and sαai is the
Euclidean distance between unmatched node uαa and matched node v
α
i . The
constraints in the equation indicate that the interlayer node pair (vαi , v
β
j )
is the CMN of unmatched nodes uαa and u
β
b . Suppose that matched node
pair (vαi , v
β
j ) is the CMN of the unmatched nodes u
α
a and u
β
b ; then |sαai − sβbj|
can measure the degree of similarity between sαai and s
β
bj. If the value of
|sαai − sβbj| is close to 0, the Euclidean distances sαai and sβbj are deemed to
be consistent; otherwise, sαai and s
β
bj are deemed to be inconsistent. Using
sαai and s
β
bj to multiply |sαai − sβbj| distinguishes the influence of the CMNs
on the degree of distance consistency. The closer the Euclidean distance of
an unmatched node and its CMN, the greater the influence of this CMN.
(sαai · |sαai − sβbj| · sβbj) can be transformed by the sigmoid function to ensure
that its value is between 0 and 1. In addition, for an unmatched node pair,
the larger the value of |sαai− sβbj|, the smaller the distance consistency should
be, which is reflected by the exponential function exp(−(·)) in the formula.
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In summary, the degree of distance consistency has the following charac-
teristics:
(i) the greater the number of CMNs, the greater the degree of distance
consistency;
(ii) the smaller the Euclidean distance between an unmatched node and
its CMN, the greater the influence of this CMN on the degree of distance
consistency;
(iii) the smaller the difference between two Euclidean distances formed
by unmatched nodes across different layers and their CMNs, the larger the
degree of distance consistency.
4.4. Prediction
After obtaining the degrees of vector consistency and distance consistency
for unmatched node pair (uαa , u
β
b ), we associate these two types of consistency
to calculate the final degree of match. The formula can be represented as
r(uαa , u
β
b ) = δ · p(uαa , uβb ) + (1− δ) · q(uαa , uβb ), (12)
where δ is a control parameter that takes a value from 0 to 1. If δ = 0, the
degree of match is only related to the distance consistency, whereas if δ = 1,
the degree of match is only related to the vector consistency.
For any node uαa in layer α, we can calculate its degree of match with
all unmatched nodes in layer β. We can then predict an interlayer link
by identifying the counterpart node in layer β that has the highest degree of
match with node uαa or offer a list of nodes in layer β as potential counterparts
of node uαa .
4.5. Optimization
To reduce the time complexity, we optimized the calculation of the degrees
of vector consistency and distance consistency.
4.5.1. Optimization of vector consistency calculation
The degree of vector consistency for each unmatched node pair can be
calculated using Eq. (10). However, many calculations are repeated, such
as that of ||uβb ||. We propose an approach based on a matrix operation to
reduce the computational time complexity.
For all unmatched nodes, denoting Bα = [uα1 ,u
α
2 , . . . ,u
α
nα−n], B
β =
[uβ1 ,u
β
2 , . . . ,u
β
nβ−n], φ(B
α) = [φ(uα1 ), φ(u
α
2 ), . . . , φ(u
α
nα−n)], b
α = [||uα1 ||, ||uα2 ||, . . . , ||uαnα−n||]T,
19
bβ = [||uβ1 ||, ||uβ2 ||, . . . , ||uβnβ−n||]T, and φ(bα) = [||φ(uα1 )||, ||φ(uα2 )||, . . . , ||φ(uαnα−n)||]T,
the degree of vector consistency for all unmatched node pairs can be expressed
as
P =
φ(Bα)T ·Bβ
φ(bα)T · bβ . (13)
4.5.2. Optimization of distance consistency calculation
If hai−bj is denoted by exp(−(sαai·|sαai−sβbj|·sβbj)), it is clear that if interlayer
node pair (vαi , v
β
j ) is the CMN of unmatched node pair (u
α
a , u
β
b ), e
α
ai and e
β
bj
will be equal to 1; thus, eαai · hai−bj · eβbj = hai−bj. In contrast, if interlayer
node pair (vαi , v
β
j ) is not the CMN of unmatched node pair (u
α
a , u
β
b ), e
α
ai or
eβbj will be equal to 0; thus, e
α
ai · hai−bj · eβbj = 0. Therefore, Eq. (11) can be
rewritten as
q(uαa , u
β
b ) =
∑
∀(vαi ,vβj )∈Φ
eαai · hai−bj · eβbj. (14)
If node vαi is an a priori interlayer node in layer α, a counterpart node
must exist in layer β, and vice versa. Based on this, we can make the a
priori interlayer nodes uniform, as follows: (vα1 , v
β
1 ), . . . , (v
α
i , v
β
i ), . . . , (v
α
n ,
vβn). Therefore, Eq. (14) can be replaced with
q(uαa , u
β
b ) =
n∑
i=1
eαai · hai−bj · eβbi. (15)
Using the vector form, Eq. (15) can be replaced by
q(uαa , u
β
b ) = [e
α
a1, . . . , e
α
ai, . . . , e
α
an] ·

ha1−b1 · eβb1
...
hai−bi · eβbi
...
han−bn · eβbn
 . (16)
We can use the Hadamard product to rewrite [ha1−b1 · eβb1, . . . , hai−bi ·
eβbi, . . . , han−bn ·eβbn]T as [ha1−b1, . . . , hai−bi, . . . , han−bn]T◦[eβb1, . . . , eβbi, . . . , eβbn]T.
By denoting hab = [ha1−b1, . . . , hai−bi, . . . , han−bn]T, eαa = [e
α
a1, . . . , e
α
ai, . . . , e
α
an]
T,
eβb = [e
β
b1, . . . , e
β
bi, . . . , e
β
bn]
T, Eq. (16) can be rewritten as
q(uαa , u
β
b ) = (e
α
a )
T · (hab ◦ eβb ). (17)
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By using Eq. (17), the degree of distance consistency for unmatched node
pair (uαa , u
β
b ) can be represented in vector operation form. Then, if we want
to obtain the degree of distance consistency between node uαa and all the
unmatched nodes in layer β, we can express Eq. (17) in matrix operation
form. In a similar manner, we denote H = [ha1, . . . ,hab, . . . ,hanβ ], E
β =
[eβ1 , . . . , e
β
b , . . . , e
β
nβ
]. The degree of distance consistency between node uαa
and all the unmatched nodes in layer β can be calculated as follows:
qαa = ((e
α
a )
T · (H ◦ Eβ))T. (18)
By denoting sαa = [s
α
a1, . . . , s
α
ai, . . . , s
α
an], s
β
b = [s
β
b1, . . . , s
β
bi, . . . , s
β
bn]
T, Sβ =
[sβ1 , . . . , s
β
b , . . . , s
β
nβ
]T, matrix H can be calculated as
H = exp{(i · sαa ) ◦ |i · sαa − Sβ| ◦ Sβ}, (19)
where i is a column vector with nβ elements. The value of each element in
vector i is 1.
By joining the vector for the degree of distance consistency for all un-
matched nodes in layer α, we can obtain the matrix for the degree of dis-
tance consistency for all unmatched node pairs, which can be represented as
Q = [qα1 , . . . ,q
α
a , . . . ,q
α
nα ]
T.
Table 2: Statistics of Datasets. |V | and |E| are the number of nodes and intralayer links
respectively. kmax is the maximum degree, 〈k〉 is the average degree, r is the degree-degree
correlation, c is the clustering coefficient, H is the degree heterogeneity, as H = 〈k2〉//〈k〉2,
and |Eαβ | is the number of interlayer links.
Network |V | |E| kmax 〈k〉 r c H |Eαβ|
Foursquare 5,313 76,972 552 20.42 −0.193 0.23 3.446
3,148
Twitter 5,120 164,920 1725 51.01 −0.214 0.30 4.489
DBLP DataMining 11,526 47,326 117 36.68 0.110 0.85 2.176
1,295
DBLP MachineLearning 12,311 43,948 552 20.42 −0.193 0.23 3.446
Finally, the matrix for the degree of match for all unmatched node pairs
can be obtained by
R = δ ·P + (1− δ) ·Q. (20)
The interlayer link prediction results are obtained by ranking each row or
column of R in reverse order according to the degree of match.
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5. Experiments
In this section, we first describe the datasets, baselines, and evaluation
metrics. We then compare the proposed framework with baseline methods
on two real-world datasets.
5.1. Datasets
To evaluate the performance of our proposed framework and baseline
methods, we used the following two real-world multiplex network datasets in
our experiments (cf. Table 2):
• Foursquare–Twitter (FT): This dataset was collected from Foursquare
and Twitter by Zhang et al. [59]. The ground truth for this dataset
is provided in Foursquare’s profiles, and the nodes of the two social
networks are partially aligned.
• DBLP DataMining-DBLP MachineLearning (DBLP): This dataset
was collected from the Citation Network Dataset3 [79] and processed by
Liu et al. [71]. It is a co-authored multiplex network, one layer of which
consists of researchers who published articles in journals or conference
proceedings related to data mining, and the other layer containing re-
searchers who published articles in journals or conference proceedings
related to machine learning. The ground truth was obtained by col-
lecting the authors who published articles in both fields.
5.2. Comparison Methods
We used several state-of-the-arts as baselines, which are as follows.
• DeepLink [33]: DeepLink is a semi-supervised learning algorithm that
leverages traditional random walks to generate social sequences for the
network embedding and utilizes the duality of mapping to improve the
prediction performance.
• IONE [32]: Input–output network embedding (IONE) projects multi-
ple social networks into a common embedded space and matches same-
user accounts by calculating the cosine similarity between the vectors
of two nodes. In IONE, it represents each account by three vectors: a
node vector, an input context vector, and an output context vector.
3https://www.aminer.cn/citation
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• ONE [32]: This method is a simplified version of IONE. In this
method, an account is represented by two vectors: a node vector and
an output context vector.
• IONE-D [71]: This method is a refined version of IONE that explores
the community structure of the SMNs and incorporates the structural
diversity to characterize a set of interlayer links.
• BootEA [80]: This is a bootstrapping approach that aligns the en-
tities of different knowledge graphs based on network embedding. It
iteratively labels potential entity pairs as training data to overcome the
lack of a sufficiently large training set and leverages an editing method
to reduce error accumulation during the iterations.
• PALE [31]: This method projects each SMN into a unique low-
dimensional space and represents nodes by low-dimensional vectors in
a latent space. Then, it learns a cross-layer mapping function for pre-
dicting interlayer links.
• MAH [70]: Manifold alignment on hypergraph (MAH) tries to map
common users across SMNs based on the network embedding method.
It adopts a hypergraph to model high-order relations of SMNs and
represents nodes into a common latent space. It infers correspondence
by comparing distances between the vectors of the unmatched nodes.
• MAG [70]: Manifold alignment on traditional graphs (MAG) is a
method that uses w(ui, uj) = |Rui∩Ruj |/(|Rui |+Ruj) for the calculation
of node-to-node pairwise weights to build a graph for each SMN. The
method for obtaining the node ranking result is the same as that for
MAH.
• CRW [59]: Collective random walk (CRW) is a joint link fusion ap-
proach for predicting the intralayer links and interlayer links simulta-
neously; it transfers information relating to intralayer links from one
layer to another.
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5.3. Experiment Configuration
We employed Precision@N (P@N) [32, 3] and MAP [3] as the metrics
to evaluate the performance of all methods. P@N is defined as
P@N =
m∑
i=1
1i{success@N}/m, (21)
where 1i{success@N} indicates whether the correct interlayer link exists in
the top-N list, and m represents the number of all unobserved interlayer
links. It is noteworthy that Precision@N is actually the same as Recall@N
and F1@N in the field of interlayer link prediction because Precision@N
represents the true positive prediction rate. When N = 1, P@1 equates to
the metric of precision.
MAP is used to evaluate the ranked performance of different methods
and is defined as
MAP = (
n∑
i=1
1
ri
)/m, (22)
where ri represents the rank of the ith unmatched interlayer link. The higher
the values of P@N and MAP , the better the performance of the method.
To test the performance, the set of all interlayer links was randomly
divided into two parts for each experiment (i) a training set Φ, which was
treated as the set of a priori interlayer links; and (ii) a test set Ψ, which was
used for testing and can be considered a collection of the unmatched node
pairs waiting for prediction. The ratio of the size of the training set to the size
of the set of all interlayer links is called the training ratio, which we varied
in some of the experiments. Our task was to uncover the interlayer links in
the test set based on the information in the training set and each layer of
the multiplex network. For all experiments, we set the control parameter δ
to 0.9 for the FT dataset and to 0.4 for the DBLP dataset (as determined in
preliminary experiments). The results of these experiments are displayed in
Table 3. Each of the experiments was repeated ten times, and the average
values were taken as the results.
5.4. Experimental Results
In this subsection, we report a comparison of the results of the base-
line methods and the proposed method for different @N settings, training
ratios, dimensionalities, and numbers of iterations. We also compare the
performance of the proposed embedding method with two state-of-the-art
embedding methods, including DeepWalk [63] and node2vec [64].
24
Table 3: Performance of MulCEV on different δ, where 1st column is metric, 2nd column
is datasets, 3rd column is training ratios.
δ
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
P@30
FT
0.3 0.4224 0.4407 0.4471 0.4546 0.4614 0.4710 0.4869 0.5036 0.5151 0.5155 0.4570
0.6 0.5285 0.5337 0.5388 0.5425 0.5506 0.5594 0.5741 0.5925 0.6124 0.6168 0.5484
0.9 0.6025 0.6047 0.6110 0.6160 0.6167 0.6308 0.6450 0.6649 0.6902 0.6959 0.6393
DBLP
0.3 0.2407 0.2413 0.2416 0.2418 0.2419 0.2418 0.2366 0.2255 0.2143 0.2043 0.1726
0.6 0.3782 0.3796 0.3796 0.3796 0.3796 0.3809 0.3649 0.3328 0.3087 0.2900 0.2272
0.9 0.5152 0.5152 0.5152 0.5152 0.5291 0.5152 0.4943 0.4456 0.3759 0.2785 0.1601
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Figure 4: Comparison between baselines and our proposed methods for different @N
settings. (a) Precision of different @N settings on the dataset FT, (b) Precision of
different N settings on the dataset DBLP.
5.4.1. Performance with different @N settings
We first evaluate the performance of the baseline methods and the pro-
posed method at different @N settings. In the proposed framework, the first
step is cross-layer extension. This step, however, is not mandatory. We call
the version without cross-network extension MulCEV, and the version with
cross-network extension MulCEV-Ex.
Referring to Refs. [71] and [33], we set 90.0% of the interlayer links as
the training set and the rest as the test set. Figure 4 displays the precision
of the baseline methods and the proposed method under this setting. From
the figure, we can see that MulCEV-Ex achieved the highest precision for
all @N settings. On the FT dataset, the precision increased by a maximum
of 10.8% and an average of 5.8% over DeepLink, the best of the baseline
methods. On the DBLP dataset, the precision increased by a maximum of
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Table 4: MAP of different methods.
Datasets
Methods
MulCEV-Ex MulCEV IONE-D BootEA IONE PALE ONE
FT 0.4808 0.4511 0.4228 0.2251 0.4005 0.1420 0.2563
DBLP 0.3651 0.3520 0.2979 0.3487 0.2578 0.1516 0.1075
3.7% and an average of 2.3% over BootEA. MulCEV achieved the second-
highest performance, for a maximum increase of 6.8% and 5.7% on the two
respective datasets compared with the best of the baseline methods. In con-
trast with other methods based on network embedding, our method further
considers distance consistency with CMNs. The results imply that the dis-
tance consistency provides more clues and better facilitates the prediction
of interlayer links. MulCEV-Ex was better than MulCEV under most set-
tings because MulCEV-Ex leverages a priori interlayer links to extend each
layer of the multiplex network. The extended layer has more edges to guide
the embedding than the non-extended network so that the node positions
in the embedding space can better reflect the relationships between nodes.
Such advantages are highlighted in the subsequent matching process. The
improvement of MulCEV-Ex over MulCEV was greater on the FT dataset
than on the DBLP dataset, as the percentage of interlayer nodes is greater in
the FT dataset than in the DBLP dataset. The greater the number of inter-
layer links, the greater the number of intralayer links that can be extended.
CRW was the lowest-precision method, showing that the traditional link-
based prediction method is not as accurate as the network embedding ap-
proach. MAH and MAG showed better performance than CRW but were a
bit worse than the other methods. This may be because MAH needs hyper-
graph information, which is often difficult to obtain for an actual SMN and
thus must be built using specific methods based on the data obtained, lead-
ing to poor performance by MAH. MAG uses a formula for the calculation
of node-to-node pairwise weights to build a graph for each SMN and obtains
ranking results by the same method as MAH, so its performance is similar
to MAH’s.
With regard to IONE and its two variants ONE and IONE-D, ONE does
not consider the information of the input context of the node, and its perfor-
mance was not as good as that of IONE. IONE-D, although based on IONE,
further considers the impact of community-based structural diversity, and
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so it exhibited better performance than IONE. PALE does not consider the
input and output contexts of the node separately; its performance was not
as good as IONE’s. It is noteworthy that IONE and PALE are two classical
methods based on network embedding; IONE embeds all layers into a com-
mon latent space, and PALE embeds each layer into a unique space. On the
two datasets, MulCEV increased the precision by an average of 7.0% and
6.8%, respectively, over IONE and an average of 28.4% and 15.8%, respec-
tively, over PALE.
Compared with other methods, BootEA showed superior performance on
the DBLP dataset but worse performance on the FT dataset. This may be
because during the process of predicting interlayer links, BootEA iteratively
labels potential node pairs as training data to overcome the lack of a suffi-
ciently large training set. The percentage of interlayer nodes in the DBLP
dataset is smaller than that in the FT dataset. Through automatic labeling,
more training data are provided in the DBLP dataset, thereby allowing the
advantages of BootEA to be better reflected. DeepLink gave the best per-
formance of the baselines because it utilizes dual learning for the pretraining
of the mapping function.
With all methods, we observe that as N increases, the precision of the var-
ious methods also increases. This is because @N denotes the number of po-
tential matches recommended by different methods for each unmatched node.
The greater the value of N , the higher the number of candidate matches and
the higher the probability of success in finding the correct match.
We also investigated the ranking performance of our suggested methods
and some baselines with the 90.0% training ratio; Table 4 shows the re-
sults. The highest value for each dataset is in boldface. We can see that
MulCEV-Ex outperformed all the comparison methods, and MulCEV was
better than all the baseline methods. This observation further demonstrates
the effectiveness and merits of the proposed framework.
It is worth noting that of all the methods, MulCEV-Ex is the only one
that extends the intralayer links by interlayer links. Therefore, in order to
conduct the comparison of the different methods under the same conditions
to the extent possible, in the subsequent experiments we excluded MulCEV-
Ex and used only MulCEV for the comparisons with the baselines.
5.4.2. Effect of training ratio
We evaluated the performance of the baselines and MulCEV under dif-
ferent settings for the training ratio. We set training ratios of 10% to 90% in
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10% increments; N = 30. Figure 5 displays the P@30 of the baselines and
MulCEV under these settings.
From the figure, we can see that the proportion of interlayer links used
for training markedly affected the performance of all of the methods. For
each method, P@30 increased with the training ratio. This is because the
greater the training ratio, the greater the quantity of training data. For
the methods that embed each layer into a unique latent space, there are
more inputs to learn the mapping function; for the method embedding all
layers into a common latent space, there are more inputs to align nodes to
the common embedding space. Moreover, the rankings of the performance
of all methods on the two datasets are similar to those under various @N
settings. The reasons are the same as those illustratedin Fig. 4. In particular,
MulCEV achieved the highest precision for almost all training ratios. On the
FT dataset, P@30 increased by a maximum of 4.8% and an average of 0.8%
over DeepLink, the best of the baseline methods. On DBLP, it increased by
a maximum of 1.0% and an average of 0.4% over the best baseline, IONE-D.
These observations demonstrate the effectiveness and merits of the proposed
method.
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Figure 5: Comparison between baselines and MulCEV for different training ratios. (a)
P@30 of different training ratios on the dataset FT, (b) P@30 of different training ratios
on the dataset DBLP.
5.4.3. Effect of embedding dimensionality
We also evaluated the performance of the network embedding learning-
based baseline methods and MulCEV using representations of different di-
mensionalities d. We set d to 16, 32, 64, 128, and 256; the training ratio was
90.0%, and N = 30. Figure 6 displays the P@30 values for the baselines and
MulCEV under these settings.
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From Fig. 6, we can see that the rankings of the performance of all meth-
ods on the two datasets are similar to the rankings under various @N settings.
The reasons are the same as those illustrated in Fig. 4. In particular, Mul-
CEV achieved the highest precision for almost all dimensionalities. On the
FT dataset, P@30 increased by a maximum of 8.2% and an average of 4.0%
over DeepLink, the best of the baseline methods. On DBLP, it increased by
a maximum of 2.3% and an average of 1.6% over the best baseline, BootEA.
These observations demonstrate the effectiveness and merits of the proposed
framework. Moreover, we can see that MulCEV, DeepLink, IONE-D, and
IONE achieved their best performance on the FT dataset with d = 128, and
on the DBLP dataset with d = 64. Other methods needed more dimensions
to achieve their best performance. It is well known that the computational
complexity of learning algorithms is highly dependent on the dimensionality
of the embedding space: The lower the dimensionality, the lower the compu-
tational complexity. These results again demonstrate the effectiveness and
merits of the proposed framework.
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Figure 6: Comparison between baselines and MulCEV for different dimensionalities. (a)
P@30 of different embedding dimensionality on the dataset FT, (b) P@30 of different
embedding dimensionality on the dataset DBLP.
5.4.4. Effect of iteration count
The number of training iterations needed for a prediction method to con-
verge is another important factor to consider in evaluating these methods.
Referring to Refs. [71, 33], we set the training ratio to 90.0% and set N = 30
to execute the experiments for the evaluation of the baselines and MulCEV
with different numbers of iterations. Figure 7 displays P@30 for the baselines
and MulCEV under these settings.
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From the figure, we can see that the rankings of the performance of all
methods on the two datasets are similar to those under various @N settings.
The reasons are the same as those illustrated in Fig. 4. Meanwhile, MulCEV
achieved the highest precision at almost all iteration counts. In particular,
it achieved competitive results at very low training iteration counts; at 2000
iterations, it achieved P@30 values of 0.667 and 0.512 on the two respec-
tive datasets. In contrast, the P@30 values of all the baselines were close
to zero. This is because the degree of match for MulCEV consists of two
parts, degree of vector consistency and degree of distance consistency. The
latter is calculated in advance (before the mapping function is learned) and
provides some clues for making the predictions. Thereafter, the mapping
function improves as the number of iterations increases, further improving
the prediction performance.
DeepLink and PALE converged at similar iteration counts, around 105.
This is probably because these methods are based on similar concepts. They
embed each layer of the multiplex network into a unique latent space and
then use MLP to learn the mapping function and complete the matching.
The convergent iteration counts for IONE and its two variant methods ONE
and IONE-D are also similar, all of them converging between 106 and 107.
The reason is the same as that for DeepLink and PALE. Moreover, we can
see that DeepLink and PALE converge to their best performance sooner
than IONE and its variant methods. This is probably because IONE and its
variants need to learn the context information for the nodes in each layer,
and so they require a greater number of learning rounds to converge. P@30
for IONE and PALE would decrease at higher iteration counts because they
incur overfitting problem.
5.4.5. Effect of embedding method
To evaluate the weighted-embedding method proposed in Section IV, we
compared it with two commonly used network embedding methods: Deep-
Walk [63] and node2vec [64]. For DeepWalk, we set the number of walks per
node to 20, the walk length to 80, and the window size to 5; for node2vec,
we empirically set q = 0.5 and p = 2.
We compared the proposed weighted-embedding method and the compar-
ison methods under various @N settings and various training ratios on the
FT dataset. Figure 8 displays the results. As can be seen in the figure, Mul-
CEV achieved the highest precision at almost all @N settings and training
ratios. At the different @N settings, P@N increased by a maximum of 6.7%
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Figure 7: Comparison between baselines and MulCEV for different training iteration
counts. (a) P@30 of different training iteration counts on the dataset FT, (b) P@30
of different training iteration counts on the dataset DBLP.
and an average of 2.9% over DeepWalk, the better of the two comparison
embedding methods. At the different training ratios, P@30 increased by a
maximum of 3.8% and an average of 2.7% over node2vec, the better of the
two comparison embedding methods. These observations demonstrate the
effectiveness and merits of the proposed weighted-embedding method.
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Figure 8: Comparison of different embedding methods. (a) Precision of different @N
settings on the dataset FT, (b) P@30 of different training ratios on the dataset FT.
6. Conclusion
We have proposed a framework called MulCEV to predict the interlayer
links in a multiplex network. This framework makes full use of the informa-
tion in the latent representation space through vector consistency and dis-
tance consistency. Distance consistency leverages CMNs of the unmatched
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nodes across different layers as references to provide additional clues for inter-
layer link prediction. In addition, we modeled the layers as weighted graphs
to obtain better representation for network embedding so that the higher
the strength of the nodes’ relationships, the more similar their embedding
vectors in the latent representation space. To reduce the time complexity,
we adopted matrix multiplication to optimize the process for calculating the
degree of match. Experiments on two real-world multiplex network datasets
demonstrated that the proposed MulCEV framework markedly outperforms
several state-of-the-art methods.
In summary, the proposed framework further improves the accuracy of the
network-based embedding method for dealing with interlayer link prediction,
especially when the number of training iterations is low. The framework can
effectively associate the accounts belonging to the same user across different
SMNs solely by leveraging network structure attributes in the absence of at-
tribute information such as username, age, or published content. Such an
association can be used to establish patterns of law violations by cybercrim-
inals, improve the understanding of information diffusion across SMNs, and
provide support for criminal investigations and evidence collection through
SMNs. In the future, we plan to further explore more reasonable embedding
methods to capture the network structure and make predictions in scenarios
in which the number of nodes is dynamically increased.
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