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a b s t r a c t
Meng and Xu (2006) [3] proposed a sample average approximation (SAA) method for
solving a class of stochastic mathematical programs with complementarity constraints
(SMPCCs). After showing that under some moderate conditions, a sequence of weak
stationary points of SAA problems converge to a weak stationary point of the original
SMPCC with probability approaching one at exponential rate as the sample size tends to
infinity, the authors proposed an open question, that is, whether similar results can be
obtained under some relatively weaker conditions. In this paper, we try to answer the open
question. Based on the reformulation of stationary condition of MPCCs and new stability
results on generalized equations, we present a similar convergence theory without any
information of second order derivative and strict complementarity conditions. Moreover,
we carry out convergence analysis of the regularized SAA method proposed by Meng and
Xu (2006) [3] where the convergence results have not been considered.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we study stochastic mathematical program with complementarity constraints (SMPCCs):
min E[f (z, ξ)]
s.t. g(z) ≤ 0,
h(z) = 0,
0 ≤ E[G(z, ξ)]⊥E[H(z, ξ)] ≥ 0,
(1)
where f : Rn × Rd → R, g : Rn → Rs, h : Rn → Rr ,G : Rn × Rd → Rm and H : Rn × Rd → Rm are continuously
differentiable with respect to z, ξ : Ω → Ξ ⊂ Rd is a vector of random variables defined on probability (Ω,F , P), E[·]
denotes the expected value with respect to the distribution of random vector ξ , and⊥ stands for perpendicular of the two
vectors on both sides.
SMPCC (1) was first studied by Birbil et al. in [1] where the sample-path optimization method was used to approximate
the expectation and then the SMPCC (1) was approximated by a sequence of deterministic MPCC. They studied the
convergence properties of optimal solutions and stationary points obtained by solving the sample-path approximation
problems. Lin et al. [2] proposed a smoothing penalty method for solving the SMPCC (1). In [2], the complementarity
constraints were reformulated by the Fischer–Burmeister (FB) function as a system of nonsmooth equations and then
smoothed and penalized to the objective. By applying the well known Monte Carlo and quasi-Monte Carlo methods
to approximate the expected values of the underlying random functions, the penalized problem was approximated by
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a sequence of standard nonlinear programs. Lin et al. studied the convergence of optimal solutions and B-stationary
points of the approximation problems generated by the proposed method. Meng and Xu [3] applied the sample average
approximation method to handle the expectation in (1) and studied the statistical properties of estimators obtained by
solving the SAA problems. They showed that, under some moderate conditions, a sequence of weak stationary points of the
SAA problems converge to its true counterparts with probability approaching one at exponential rate as the sample size
tends to infinity. For numerical test, Meng and Xu applied the Scholtes regularization method [4] to solve the SAA problems
which are deterministic MPCC. However, they have not presented any convergence analysis of the SAA regularized method.
As a followingwork of [3], Liu and Lin [5] filled out this gap by providing a comprehensive convergence of the SAA regularized
method. They showed that with probability approaching one the stationary points of regularized SAA problem converge to
a C-, M-, B-stationary of SMPCC (1) under some moderate conditions.
After presenting the main convergence results in Theorem 3.1 of [3], Meng and Xu proposed an open question, that
is, whether a sequence of weak stationary points of SAA problems converge to its true counterparts with probability
approaching one at exponential rate as the sample size tends to infinity under relatively weaker conditions. This is the
main motivation of this paper. Fortunately, by employing the breakthrough reformulation of stationary for MPCC [6]
and stability results on generalized equations [7], we show that a sequence of C-stationary points of SAA problems
converge to a C-stationary point of the original SMPCC with probability approaching one at exponential rate as the
sample size tends to infinity without any information of second order derivative of the involved functions and the strict
complementarity conditions which are the essential conditions of [3, Theorem 3.1]. Moreover, we improve the some
convergence results of [5] in the sense that theMPCC-Linear Independent Constraint Qualification is replaced by theweaker
MPCC–Mangasarian–Fromowitz Constraint Qualification.
The rest of this paper is organized as follows. In Section 2, we introduce some definitions about constraint qualifications
and stationary points. In Section 3, we study the convergence of C-stationary points of the SAA problems and show under
relatively weaker conditions that a sequence of C-stationary points of SAA problem converges to a C-stationary point of
true problem (1) with probability approaching one at exponential rate. Moreover, the convergence theory of the stationary
points of the regularized SAA problems is also established under MPCC–Mangasarian–Fromowitz Constraint Qualification.
Throughout this paper, we use the following notation. For vectors a, b ∈ Rn, aTb denotes the scalar product, ∥ · ∥ denotes
the Euclidean norm of a vector. For a given function θ : Rs → Rs′ ,∇θ(z) ∈ Rs×s′ denotes the transposed Jacobian of θ at
z.d(z,D) := infz′∈D ∥z − z ′∥ denotes the distance from a point z to a setD . For two compact sets C andD ,
D(C,D) := sup
z∈C
d(x,D)
denotes the deviation of C fromD .
2. Preliminaries
Consider the standard nonlinear program
min f (z)
s.t. g(z) ≤ 0,
h(z) = 0,
(2)
where f : Rn → R, g : Rn → Rs and h : Rn → Rr are continuously differentiable. For a feasible point z∗, we define the
following index set:
Ig(z∗) := {i |gi(z∗) = 0, i = 1, . . . , s}.
Similarly, the index sets for a feasible point z∗ of SMPCC (1) are defined as follows:
Ig(z∗) := {i |gi(z∗) = 0, i = 1, . . . , s},
IE[G](z∗) := {i |E[Gi(z∗, ξ)] = 0, i = 1, . . . ,m},
IE[H](z∗) := {i |E[Hi(z∗, ξ)] = 0, i = 1, . . . ,m}.
Definition 2.1. Problem (2) is said to satisfy theMangasarian–Fromowitz Constraint Qualification (MFCQ) at a feasible point
z∗ if the gradient vectors
∇hi(z∗)i=1,...,r
are linearly independent and there exists a vector d ∈ Rn perpendicular to the vectors such that
∇gi(z∗)Td < 0, ∀i ∈ Ig(z∗);
it is said to satisfy the Linear Independent Constraint Qualification (LICQ) at a feasible point z∗ if the gradient vectors
{∇gi(z∗)}i∈Ig (z∗); {∇hi(z∗)}i=1,...,r
are linearly independent.
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Definition 2.2. Problem (1) is said to satisfy theMPCC–Mangasarian–Fromowitz Constraint Qualification (MPCC–MFCQ) at a
feasible point z∗ if the gradient vectors
{∇hi(z∗)}i=1,...,r; {∇E[Gi(z∗, ξ)]}i∈IE[G](z∗); {∇E[Hi(z∗, ξ)]}i∈IE[H](z∗)
are linearly independent and there exists a vector d ∈ Rn perpendicular to the vectors such that
∇gi(z∗)Td < 0, ∀i ∈ Ig(z∗);
it is said to satisfy the MPCC–Linear Independent Constraint Qualification (MPCC–LICQ) at a feasible point z∗ if the gradient
vectors
{∇gi(z∗)}i∈Ig (z∗); {∇hi(z∗)}i=1,...,r; {∇E[Gi(z∗, ξ)]}i∈IE[G](z∗); {∇E[Hi(z∗, ξ)]}i∈IE[H](z∗)
are linearly independent; it is said to satisfy the strict complementarity conditions at a feasible point z∗ if
IE[G](z∗) ∩ IE[H](z∗) = ∅.
Definition 2.3. We say that a feasible point z∗ is stationary to (2) if there exist multiplier vectors α∗ ∈ Rs and β∗ ∈ Rr such
that
∇f (z∗)+∇g(z∗)α∗ +∇h(z∗)β∗ = 0,
0 ≤ α∗ ⊥ g(z∗) ≤ 0.
Definition 2.4 ([8]). We say that the feasible point z∗ is a weak (W-) stationary point of (1) if there exist Lagrangian
multiplier vectors α∗ ∈ Rs, β∗ ∈ Rr , and u∗, v∗ ∈ Rm such that
∇f (z∗)+∇g(z∗)α∗ +∇h(z∗)β∗ −∇E[G(z∗, ξ)]u∗ −∇E[H(z∗, ξ)]v∗ = 0,
0 ≤ α∗ ⊥ g(z∗) ≤ 0,
u∗i = 0, i ∉ IE[G](z∗),
v∗i = 0, i ∉ IE[H](z∗).
Moreover,
• z∗ is called C-stationary to (1) if u∗i v∗i ≥ 0 holds for each i ∈ IE[G](z∗) ∩ IE[H](z∗).• z∗ is called M-stationary to (1) if min(u∗i , v∗i ) > 0 or u∗i v∗i = 0 holds for each i ∈ IE[G](z∗) ∩ IE[H](z∗).• z∗ is called S-stationary to (1) if u∗i ≥ 0 and v∗i ≥ 0 holds for each i ∈ IE[G](z∗) ∩ IE[H](z∗).• z∗ is called B-stationary to (1) if dT∇f (z∗) ≥ 0 holds for d ∈ TF (z∗), where F stands for the feasible region of problem
(1) and TF (z∗) is the tangent cone.
The following table summarizes the relationships between the stationarity concepts defined above.
B-stationary
MPCC–LICQ
S-stationary→ M-stationary→ C-stationary→ W-stationary.
3. Sample average approximation
Sample average approximation which is also known under different names such as Monte Carlo method, stochastic
counterpart has beenwell used in SMPCC [1,3,9,10,2,11,12]. The basic idea of the SAAmethod is to generate an independent
and identically distributed (iid) sample and then use the sample average to approximate the expected value. Specifically, let
ξ 1, . . . , ξN be an iid sample, we consider the following SAA approximation of the true problem (1):
min f N(z)
s.t. g(z) ≤ 0,
h(z) = 0,
0 ≤ GN(z) ⊥ HN(z) ≥ 0,
(3)
where
f N(z) := 1
N
N
i=1
f (z, ξ i), GN(z) := 1
N
N
i=1
G(z, ξ i), HN(z) := 1
N
N
i=1
H(z, ξ i).
Before analyzing the convergence of the stationary points, we make the following assumptions to facilitate the analysis.
Assumption 3.1. The functions f (z, ξ),Gi(z, ξ) andHi(z, ξ), i = 1, . . . ,m, aremeasurable and dominated by a P-integrable
function.
Assumption 3.2. ∇z f (z, ξ),∇zGi(z, ξ), and ∇zHi(z, ξ), i = 1, . . . ,m, are measurable and dominated by a P-integrable
function.
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Assumption 3.3. ∇2z f (z, ξ),∇2z Gi(z, ξ) and ∇2z Hi(z, ξ), i = 1, . . . ,m, are measurable and dominated by a P-integrable
function κ∗(ξ).
Assumption 3.4. Let θ(z, ξ) denote any element in the collection of functions
{(∇f (z, ξ))j, (∇Gi(z, ξ))j, (∇Hi(z, ξ))j, i = 1, . . . ,m, j = 1, . . . , n}
and Z := {z : g(z) ≤ 0, h(z) = 0}. Then θ(z, ξ) possesses the following properties:
(a) For every z ∈ Z themoment generating function E[e(θ(z,ξ)−E[θ(z,ξ)])t ] of the random variable θ(z, ξ)−E[θ(z, ξ)] is finite
valued for t close to 0;
(b) There exist a (measurable) function κ1(ξ) and a constant γ1 > 0, such that
|θ(z, ξ)− θ(z ′, ξ)| ≤ κ1(ξ)∥z − z ′∥γ1 ,
for all ξ ∈ Ξ and z ′, z ∈ Z .
(c) The moment generating functionMκ1(t) of κ1(ξ), is finite valued for all t in a neighborhood of zero.
Assumptions 3.1–3.3 are integrability conditions. Under the Assumptions 3.1 and 3.2, functions f N(z),GN(z) and HN(z)
converge uniformly on compact set to E[f (z, ξ)],E[G(z, ξ)] and E[H(z, ξ)] respectively by employing [13, Chapter 6].
Assumption 3.3 is an indispensable condition in [3, Theorem 3.1] and it is not involved in the convergence results
of this paper. Assumption 3.4 is used to establish the exponential rate of the sample average approximation method.
Assumption 3.4(a)means that the randomvariableϑ(z, ξ)does not have a heavy tail distribution. In particular, it holds if this
random variable has a distribution supported on a bounded subset. Assumption 3.4(b) requires ϑ(z, ξ) to be globally Hölder
continuous with respect to z. If Assumption 3.3 holds, the Lipschitz modulus of ϑ(z, ξ) is bounded by 1+ κ∗(ξ). Moreover,
if the moment generating function Mκ∗(t) of κ∗(ξ) is finite valued for all t in a neighborhood of zero, Assumption 3.4(c)
holds.
3.1. Exponential convergence of C-stationary points
In [3], Meng and Xu considered the SMPCC:
min E[f (z, ξ)]
s.t. 0 ≤ E[G(z, ξ)]⊥E[H(z, ξ)] ≥ 0, (4)
and the corresponding SAA problems:
min f N(z)
s.t. 0 ≤ GN(z) ⊥ HN(z) ≥ 0. (5)
Define the Lagrangian function of (4)
L(z; u, v) := E[f (z, ξ)] − E[G(z, ξ)]Tu− E[H(z, ξ)]Tv.
Meng and Xu [3, Theorem 3.1] established the following convergence theory for weak stationary points.
Lemma 3.5 ([3, Theorem 3.1]). Let zN be a weak stationary point of (5) and z∗ be an accumulation point of the sequence of {zN}.
Suppose that (a) Assumptions 3.1–3.4 hold, (b) the strict complementarity constraints condition holds at point z∗, (c) ∇
2
zL(z
∗; u, v) −∇E[GIE[G](z∗)(z∗, ξ)] −∇E[HIE[H](z∗)(z∗, ξ)]
−∇E[GIE[G](z∗)(z∗, ξ)] 0 0
−∇E[HIE[H](z∗)(z∗, ξ)] 0 0
 (6)
is nonsingular. Then z∗ is theweak stationary point of (4) and {zN} converges to z∗with probability approaching one exponentially
fast with the increase of sample size N, that is, for any fixed ϵ > 0, there exist positive constants c∗(ϵ) and k∗(ϵ), independent of
N, such that
Prob
∥zN − z∗∥ ≥ ϵ ≤ c∗(ϵ)e−Nk∗(ϵ)
for N sufficiently large.
By the Definition 2.4, there are no differences between with W-, C-, M- and S-stationary points if the strict
complementarity condition holds. Moreover, the authors [3] have pointed out that (6) implies MPCC–LICQ holds at point z∗.
In what follows, we try to present a similar result under relatively weaker conditions.
Following a recent work by Lin et al. [6], we can reformulate the first order optimality conditions of (1) which
characterizes the C-stationarity as a constrained equation:
0 = Φ(z, y0, y1, y2, y3, α, β, u, v) (7)
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with (z, y0, y1, y2, y3, α, β, u, v) ∈ W , where
Φ(z, y0, y1, y2, y3, α, β, u, v) =

∇f (z)+∇g(z)α +∇h(z)β −∇E[G(z, ξ)]u−∇E[H(z, ξ)]v
αTy1
y1 + g(z)
h(z)
yT2y3
y2 − E[G(z, ξ)]
y3 − E[H(z, ξ)]
u ◦ y2
v ◦ y3
y0 − u ◦ v

(8)
W =

w |w := (z, y0, y1, y2, y3, α, β, u, v)| yi ≥ 0(0 ≤ i ≤ 3);α ≥ 0

, (9)
and ◦ denotes the Hadamard product. It means thatw ∈ W is a C-stationary pair if and only if it is a solution of the stochastic
Eq. (7). Similarly, the C-stationary pairs of (3) are the solutions to the function
ΦN(z, y0, y1, y2, y3, α, β, u, v) = 0
restricted to setW . The definition ofΦN(w) is just to replace the E[f (z, ξ)], E[G(z, ξ)],E[H(z, ξ)]with f N(z),GN(z),HN(z)
respectively in (8).
Theorem 3.6. Let zN be a C-stationary point of problem (3), that is, there exist yN0 , y
N
1 , y
N
2 , y
N
3 , α
N , βN , uN , vN such that
ΦN(zN , yN0 , y
N
1 , y
N
2 , y
N
3 , α
N , βN , uN , vN) = 0
and wN = (zN , yN0 , yN1 , yN2 , yN3 , αN , βN , uN , vN) ∈ W . Let z∗ be the limiting point of {zN} and MPCC–MFCQ holds at the point
z∗ for SMPCC (1). Suppose that Assumptions 3.1 and 3.2 hold. Then z∗ is a C-stationary point of SMPCC (1) with probability one.
Moreover, if Assumption 3.4 holds, zN converges into the set of C-stationary points of SMPCC (1), denoted by S∗, with probability
approaching one as exponential rate, that is, for any fixed ϵ > 0, there exist positive constants c∗(ϵ) and k∗(ϵ), independent of
N, such that
Prob

d(zN , S∗) ≥ ϵ ≤ c∗(ϵ)e−Nk∗(ϵ) (10)
for N sufficiently large.
Proof. Since SMPCC (1) satisfiesMPCC–MFCQat point z∗, it is not difficult to verify that the sequence {(zN , yN0 , yN1 , yN2 , yN3 , αN ,
βN , uN , vN)} is bounded by obtaining a contradiction if it is unbounded. Taking a subsequence if necessary, we may assume
that
wN := (zN , yN0 , yN1 , yN2 , yN3 , αN , βN , uN , vN)→ w∗ := (z∗, y∗0, y∗1, y∗2, y∗3, α∗, β∗, u∗, v∗).
It is easy to show thatΦ(w∗) = 0 andw∗ ∈ W which imply z∗ is a C-stationary point of SMPCC (1) with probability one.
Let U be a compact neighborhood ofw∗ such thatwN ∈ U for any N ≥ N∗ and given N∗. Denote UW := U ∩W . As shown
by Hu [7, Lemma 4.2], for any ϵ > 0 there exists ρ(ϵ) such that
sup
w∈UW
∥ΦN(w)− Φ(w)∥ ≤ ρ(ϵ)⇒ D(SN ∩ UW , S∗ ∩ UW ) ≤ ϵ.
At the same time, by the definitions of D and UW ,
d(zN , S∗) ≤ d(zN , S∗ ∩ UW ) ≤ D(SN ∩ UW , S∗ ∩ UW ),
where SN denotes the set of C-stationary points of (3). Taking into consideration of the two formulas above, we have
Prob

d(zN , S∗) ≥ ϵ ≤ Prob sup
w∈UW
∥ΦN(w)− Φ(w)∥ ≥ ρ(ϵ)

.
In the next, we estimate the part on the right hand of the formula above. By the definitions ofΦ(w) andΦN(w)
sup
w∈UW
∥ΦN(w)− Φ(w)∥ ≤ sup
w∈UW

∥(∇f N(z)+∇g(z)α +∇h(z)β −∇GN(z)u−∇HN(z)v)
− (∇E[f (z, ξ)] + ∇g(z)α +∇h(z)β −∇E[G(z, ξ)]u−∇E[H(z, ξ)]v)∥
+∥GN(z)− E[G(z, ξ)]∥ + ∥HN(z)− E[H(z, ξ)]∥

.
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By Shapiro et al. [9, Theorem 5.1] (or [3, Lemma 3.1]) and Assumption 3.4, for any ϱ > 0, there exist positive constants c(ϱ)
and k(ϱ), independent of N such that
Prob

sup
w∈UW
∥ΦN(w)− Φ(w)∥ ≥ ϱ

≤ c(ϱ)e−Nkϱ.
Taking c∗(ϵ) = c(ρ(ϵ)), k∗(ϵ) = k(ρ(ϵ)), (10) holds. The proof is complete. 
Theorem 3.6 just studies the convergence of the stationary points of (3). For the algorithms and existence theories for
the stationary points of (3) and (1), we refer to the monographs [14,15] on MPCC for the interesting readers since (3) and
(1) are essentially the deterministic MPCC. Compared with Lemma 3.5, Theorem 3.6 has relaxed the conditions as follows:
• Lemma 3.5 assumes that the sequence of the stationary pairs are boundedwhich implies by (6) (MPCC–LICQ).We assume
that MPCC–MFCQ holds at the limiting point and get the boundedness of Lagrange multipliers.
• In order to handle the degenerate index set, Lemma 3.5 assumes that strict complementarity condition holds at the
limiting point. We use the reformulation of the C-stationary and abandon the strict complementarity assumption.
• Lemma 3.5 assumes that all the involved functions are twice continuously differentiable and (6) holds. We just need the
information of first order derivative of the involved functions. Moreover, Lemma 3.5 needs the nonsingular condition (6)
to ensure the metric regularity like property holds at the stationary point. We employ a new result on the solution of
equations and do not need the nonsingular conditions.
For simplicity, we construct a simple academic example to show the first improvement of the Theorem 3.6 and the
academic examples for the second and the third improvements can be constructed in a similar way.
min
x,y,z
E[x+ y− z + ξ ],
s.t. E[−4x+ z − ξ ] ≤ 0,
E[−4y+ z − ξ ] ≤ 0,
0 ≤ x ⊥ E[y− ξ ] ≥ 0,
where the random variable ξ is uniformly distributed on [−1, 1]. It is easy to verify (0, 0, 0) is a C-stationary point of the
problem above. It is also easy to verify that the conditions in Theorem 3.6 holds at (0, 0, 0) and the conditions in Lemma 3.5
is violated since that the MPEC-LICQ is violated at point (0, 0, 0) and MPEC-MFCQ holds.
There are also some gaps between Lemma 3.5 and Theorem 3.6. On the first hand, Lemma 3.5 studies the convergence
rate of zN − z∗ and Theorem 3.6 studies the convergence rate of d(zN , S∗). On the other hand, ρ(ϵ) depends on ϵ and is
difficult to identify. If function Φ(w) is metric regular at point w∗ := (z∗, y∗0, y∗1, y∗2, y∗3, α∗, β∗, u∗, v∗) with modulus τ ,
ρ(ϵ) equals ϵ/τ . Therefore, we just give a similar result of Lemma 3.5 under relatively weaker conditions.
3.2. Regularization SAA method
The Schotles-regularized method [4] is to replace the complementarity constraints with the following parameterized
system of inequalities:
GN(z) ≥ 0, HN(z) ≥ 0, GN(z) ◦ HN(z) ≤ te,
where t is a nonnegative parameter, e ∈ Rm is a vector with components 1. By applying the Schotles-regularized method to
SAA problem (3), SMPCC (1) can be approximated by
min f N(z)
s.t. g(z) ≤ 0,
h(z) = 0,
GN(z) ≥ 0,
HN(z) ≥ 0,
GNi (z)H
N
i (z) ≤ tN , i = 1, . . . ,m,
(11)
as N tends to infinity and tN ↓ 0.
Asmentioned above, Liu and Lin [5] have analyzed the convergence of the regularization SAAmethod.We improve some
convergence results of [5] in the sense that the MPEC-LICQ is replaced by the weaker MPEC-MFCQ.
Proposition 3.7. If MPCC–MFCQ holds at the feasible point z∗ of the problem (1), then there exist a neighborhood U of z∗ and
a scalar t0 > 0 such that for every t ∈ (0, t0], MFCQ holds with probability approaching one as N →∞ at every feasible point
z ∈ U of problem (3).
Proposition 3.7 shows that with probability approaching one as N tends to infinity the MPCC–MFCQ condition carries
over to the MFCQ condition for the regularized SAA problems if t > 0 is sufficiently small. The similar result for MPCC has
been proved in [16,17] in different way. Liu et al. [16] study the stability of MPCC–MFCQ when they consider a two stage
SMPCC. Hoheisel et al. [17] also get a similar result when they consider the Lin–Fukushima-relaxation method [18].
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Theorem 3.8. Let zN be a stationary point of problem (3) for each N and z∗ be an accumulation point of {zN}. Assume
MPCC–MFCQ hold at the point z∗. Then the following statements hold:
(i) with probability approaching one as N tends to infinity, the Lagrange multipliers corresponding to zN are bounded;
(ii) if Assumptions 3.1 and 3.2 hold, z∗ is a C-stationary point of problem (1) with probability one.
Proof. Part (i). Note that MPCC–MFCQ holds at z∗, by Proposition 3.7 MFCQ holds at point zN with probability approaching
one as N tends to infinity. The rest follows from the proof of [19, Theorem 3.4].
Part (ii). Since zN is a stationary point of (3), there exist multipliers αN ∈ Rs, βN ∈ Rr , γ N ∈ Rm, θN ∈ Rm, λN ∈ Rm
such that
0 = ∇f (zN)+

i∈IgN (zN )
αNi ∇gi(zN)+
r
i=1
βNi ∇hi(zN)−

i∈IGN (zN )
γ Ni ∇GNi (zN)
−

i∈IHN (zN )
θNi ∇HNi (zN)+

i∈IGN ◦HN (zN )
λNi ∇[HNi (zN)GNi (zN)], (12)

0 ≤ −g(zN) ⊥ αN ≥ 0,
0 = h(zN),
0 ≤ GN(zN) ⊥ γ N ≥ 0,
0 ≤ HN(zN) ⊥ θN ≥ 0,
0 ≤ tNe− GN(zN) ◦ HN(zN) ⊥ λN ≥ 0.
(13)
Let
α¯Ni :=

αNi , i ∈ Ig(z∗) ∩ Ig(zN),
0, otherwise,
uNi :=
γ
N
i , i ∈ IE[G](z∗) ∩ IGN (zN),
−λNi HNi (zN), i ∈ IE[G](z∗) ∩ IGN◦HN (zN),
0, otherwise,
vNi :=
θ
N
i , i ∈ IE[H](z∗) ∩ IHN (zN),
−λNi GNi (zN), i ∈ IE[H](z∗) ∩ IGN◦HN (zN),
0, otherwise.
Note that the following relationships
IHN (z
N) ⊆ IE[G](z∗), IGN (zN) ∩ IGN◦HN (zN) = ∅, IHN (zN) ∩ IGN◦HN (zN) = ∅
hold with probability approaching one as N tends to infinity. Note also that Ig(zN) ⊆ Ig(z∗) holds for N large enough. Then
for N sufficiently large, (12) can be rewritten as
0 = ∇f (zN)+∇g(zN)α¯N +∇h(zN)βN −∇GN(zN)uN −∇HN(zN)vN + RN(zN),
where
RN(zN) =

i∈IGN ◦HN (zN )∩(IE[G](z∗))c
λNi H
N
i (z
N)∇zGNi (zN)+

i∈IGN ◦HN (zN )∩(IE[H](z∗))c
λNi G
N
i (z
N)∇zHNi (zN).
Since problem (1) satisfies MPCC–MFCQ at point z∗, it is not difficult to show that the sequence {α¯N , βN , uN , vN} is bounded
by obtaining a contradiction if it is unbounded. Taking a further subsequence if necessary we may assume that the limits
α∗i = limN→∞ α¯
N
i , β
∗
i = limN→∞β
N
i , u
∗
i = limN→∞ u
N
i , v
∗
i = limN→∞ v
N
i
exist. At the same time, (IE[G](z∗))c ⊆ IE[H](z∗) and (IE[H](z∗))c ⊆ IE[G](z∗) imply that RN(zN) tends to zero as N → ∞.
Consequently, taking a limit on (13) we have
∇f (z∗)+∇g(z∗)α∗ +∇h(z∗)β∗ −∇E[G(z∗)]u∗ −∇E[H(z∗)]v∗ = 0.
By the definitions of u∗ and v∗, for i ∈ IE[G](z∗) ∩ IE[G](z∗): if i ∈ IGN◦HN (zN)
u∗i v
∗
i = limN→∞
−λNi Hi(zN)−λNi Gi(zN) ≥ 0,
and if i ∉ IGN◦HN (zN),
u∗i v
∗
i = limN→∞(γ
N
i or 0)(θ
N
i or 0) ≥ 0,
which indicate that z∗ is a C-stationary point of problem (1) with probability one. 
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