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THE EQUIVALENCE OF HEEGAARD FLOER HOMOLOGY AND
EMBEDDED CONTACT HOMOLOGY VIA OPEN BOOK
DECOMPOSITIONS I
VINCENT COLIN, PAOLO GHIGGINI, AND KO HONDA
ABSTRACT. Given an open book decomposition (S, h) adapted to a closed, ori-
ented 3-manifold M , we define a chain map Φ from a certain Heegaard Floer
chain complex associated to (S, h) to a certain embedded contact homology
chain complex associated to (S, h), as defined in [0], and prove that it induces
an isomorphism on the level of homology. This implies the isomorphism be-
tween the hat version of Heegaard Floer homology of −M and the hat version
of embedded contact homology ofM .
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1. INTRODUCTION AND MAIN RESULTS
There is a plethora of Floer-type homology theories that can be associated to a
three-manifold. This paper and its sequels are concerned with three specific Floer-
type homology theories: monopole Floer homology, embedded contact homology,
and Heegaard Floer homology. Monopole Floer homology, constructed by Kron-
heimer andMrowka [KM], counts solutions of the Seiberg-Witten equations. Since
its definition requires an auxiliary Riemannian metric, it has strong connections
with geometry (e.g., positive curvature). Embedded contact homology, abbrevi-
ated ECH, is due to Hutchings [Hu1, Hu2] and Hutchings-Taubes [HT1, HT2] and
is dynamical in nature. It counts periodic orbits of a Reeb vector field associ-
ated with a contact form. Finally, Heegaard Floer homology, due to Ozsva´th and
Szabo´ [OSz1, OSz2], is defined in the most topological way: from a Heegaard dia-
gram. Of the three homologies, it is the easiest to compute and admits a combina-
torial description [SW]. These theories have had spectacular applications over the
last decade, including a proof of the Gordon conjecture by Kronheimer, Mrowka,
Ozsva´th and Szabo´ [KMOS] and progress on the exceptional surgery problem due
to Ghiggini [Gh] and Ni [Ni].
In 2006, Taubes obtained a breakthrough result which extended his celebrated
correspondence between solutions of the Seiberg-Witten equations and J-holo-
morphic curves to the relative case. This enabled him to prove the Weinstein con-
jecture in dimension three [T1] and to establish the equivalence between monopole
Floer cohomology and ECH shortly thereafter [T2]. A byproduct of this equiva-
lence was the proof of Arnold’s chord conjecture in dimension three [HT3].
The goal of our series of papers [0], [I], [II], [III] is to prove the equivalence of
Heegaard Floer homology and ECH. The first paper [0] can be viewed as a stand-
alone paper. In this paper [I] and the sequel [II], we establish an isomorphism
between the hat versions of the Heegaard Floer homology and ECH groups associ-
ated to a closed, oriented 3-manifold M . This isomorphism is compatible with the
splitting of Heegaard Floer homology according to Spinc-structures and of ECH
according to first homology classes. For simplicity we will use F = Z/2Z coeffi-
cients (or coefficients in a module Λ over F[H2(M ;Z)]) for both Heegaard Floer
homology and ECH. However, we expect the equivalence to hold over the integers.
The isomorphism between the plus version of Heegaard Floer homology and the
usual version of ECH will be given in [III].
The results of this paper were announced in [CGH1]. An isomorphism between
monopole Floer homology and Heegaard Floer homology was proved, more or less
simultaneously, by Kutluhan, Lee and Taubes [KLT1]–[KLT5].
1.1. Some background. Before stating the main result of this paper and describ-
ing the ideas involved in its proofs, we will give a brief summary of the definitions
of Heegaard Floer homology and ECH.
We first describe Heegaard Floer homology in its “cylindrical reformulation”
due to Lipshitz [Li]. The starting point of its construction is a pointed Heegaard
diagram (Σ,α,β, z) which describes a three-manifold M . Here Σ is a genus g >
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0 Heegaard surface associated to some self-indexing Morse function with a unique
maximum and a unique minimum, α is the collection of the attaching circles for
the index one critical points, β is the collection of the attaching circles for the
index two critical points, and z is a basepoint in the complement of α and β. The
Heegaard Floer complex ĈF (Σ,α,β, z) is generated by g-tuples of intersection
points between the α-curves and the β-curves and the differential counts certain
J-holomorphic curves in R× [0, 1] × Σ with boundary on R× {0} × β and R ×
{1} × α; see Section 4 or [Li] for a more detailed exposition. While Heegaard
Floer homology a priori depends on the choice of a pointed Heegaard diagram
(Σ,α,β, z) and an almost complex structure on R× [0, 1]×Σ, it was shown to be
independent of those choices, i.e., is a topological invariant ofM .
The starting point for embedded contact homology is a contact form α on M .
The contact form determines the Reeb vector field R by
ιRdα = 0 and α(R) = 1.
The complex ECC(M,α) is generated by finite sets of simple Reeb orbits with
finite multiplicities and its differential counts certain J-holomorphic curves in the
symplectization (R ×M,d(esα)); see [Hu1, Hu2, Hu3] for more details. The hat
version of ECH is defined as the homology of the mapping cone of a chain map
U : ECC(M,α) → ECC(M,α). ECH a priori depends on the choice of a
contact form α onM and an adapted almost complex structure J on the symplec-
tization R×M . There is currently no direct proof of the fact that the ECH groups
are topological invariants of M (or even invariants of the contact structure kerα,
for that matter); the only known proof is due to Taubes [T1, T2], and is a conse-
quence of the equivalence between Seiberg-Witten Floer cohomology and ECH. A
direct proof of the invariance would provide, combined with the present work and
computations in Heegaard Floer homology, an alternative proof of the Weinstein
conjecture.
A natural setting for relating Heegaard Floer homology and ECH is that of open
book decompositions (see Definition 2.1.1) because an open book decomposition
determines both a Heegaard splitting and a contact structure. The Heegaard split-
ting is obtained by taking as Heegaard surface the union of two opposite pages. The
contact structure is provided by the Thurston-Winkelnkemper construction [TW].
In the foundational work [Gi2], Giroux proved the equivalence of contact struc-
tures up to isomorphism and (abstract) open book decompositions modulo positive
stabilization. While we are not using its full strength, Giroux’s correspondence
was an important source of inspiration for this work.
We use open book decompositions and their relationship with both Heegaard
splittings and contact structures to build symplectic cobordisms relating the geo-
metric setting of Heegaard Floer homology to that of embedded contact homol-
ogy. Then the isomorphisms are defined by counting certain J-holomorphic maps
in those cobordisms. Their definition is similar in spirit to the definition of the
open-closed and closed-open maps in [Abo]. The similarity is more direct for the
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open-closed map, while our closed-open map require some extra twist, as we will
see.
1.2. Main result. Let M be a closed, connected, oriented three-manifold. We
fix an open book decomposition of M with connected binding, page S, and mon-
odromy h , and denote by ξ(S,h) the contact structure supported by it. The contact
structure ξ(S,h) determines a Spin
c-structure which we denote by s(S,h).
The main result of [I] and [II] is the following:
Theorem 1.2.1. There is an isomorphism
Φ0 : ĤF (−M, s(S,h) + PD(A))
∼
−→ ÊCH(M, ξ(S,h), A),
where A ∈ H1(M ;Z), defined via the open book decomposition (S, h) of M .
Moreover, Φ0 sends the Heegaard Floer contact invariant for ξ(S,h) to the ECH
contact invariant for ξ(S,h).
The definition of Φ0 depends on many choices, and first of all on the choice
of the open book decomposition. In this series of papers we will not address the
question of its naturality, but we conjecture that it only depends on the contact
structure ξ(S,h). Even the dependence on the contact structure should be very mild,
and due only to the fact that ECH groups defined from different contact structures
are isomorphic after a shift in their decompositions according to homology classes
of orbit sets.
There is a similar map for the so-called twisted coefficients. Let Λ be any
module over the group ring F[H2(M ;Z)]. We denote the versions of Heegaard
Floer homology and ECH with twisted coefficients in Λ by ĤF (−M, s; Λ) and
ÊCH(M, ξ,A; Λ). Twisted coefficients are defined in [OSz2, Section 8] for Hee-
gaard Floer homology and in [HS2, Section 11] for ECH.
Theorem 1.2.2. There is an F[H2(M ;Z)]-module isomorphism
Φ0 : ĤF (−M, s(S,h) + PD(A); Λ)
∼
−→ ÊCH(M, ξ(S,h), A; Λ),
whereA ∈ H1(M ;Z), defined via an open book decomposition (S, h) ofM . More-
over, Φ0 sends the Heegaard Floer contact invariant for ξ(S,h) to the ECH contact
invariant for ξ(S,h).
On the other hand, Taubes [T2] has proven that Seiberg-Witten Floer cohomol-
ogy and ECH are isomorphic. Let H˜M(M) be the homology of the mapping cone
of U† : Cˇ(M) → Cˇ(M), where Cˇ(M) is the chain complex for
̂
HM (M). Com-
bining Taubes’ theorem with Theorem 1.2.1, we obtain the following “corollary”:
Corollary 1.2.3. ĤF (M, s) ≃ H˜M(M, s) for any s ∈ Spinc(M).
1.3. Outline of proof. Fix an open book decomposition (S, h) for M . The first
step in the construction of the map Φ0 is to adapt the definitions of ĤF (−M) and
ÊCH(M) to the open book decomposition (S, h). For Heegaard Floer homol-
ogy this is achieved in Section 4, essentially by pushing all interesting intersection
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points between the α- and β-curves to one side of the Heegaard surface obtained
from (S, h).
On the ECH side this was achieved in the first paper [0] of our series, where
we introduced the group ÊCH(N, ∂N) for the mapping torus N of (S, h). This
group was defined as a direct limit
ÊCH(N, ∂N) = lim
j→∞
ECHj(N),
where j is the number of intersections of an orbit set in N with a page of an open
book and the direct limit is taken with respect to maps
(Ij)∗ : ECHj(N)→ ECHj+1(N),
defined by increasing the multiplicity of an elliptic orbit on ∂N which can be re-
garded intuitively as a receptacle for the J-holomorphic curves in R ×M which
intersect the cylinder over the binding. The following was proved in [0]:
Theorem 1.3.1. ÊCH(M) ≃ ÊCH(N, ∂N).
The map Φ0 is, roughly speaking, the composition of a map
Φ∗ : ĤF (−M)→ ECH2g(N),
induced by a symplectic cobordism W+, followed by the natural map
ECH2g(N)→ lim
j→∞
ECHj(N),
induced by the maps (Ij)∗. Here g is the genus of S. (Strictly speaking, we
need to use a “perturbed” version of ECHj(N), as explained in Section 2.5, and
replace the ECH groups by certain periodic Floer homology groups, as explained
in Section 3.)
The cobordismW+ is a symplectic fibration with fiber S and monodromy h over
a Riemann surface with a strip-like end and a cylindrical end, which is biholomor-
phic to a disk with a puncture at the center and a puncture on the boundary. On
the boundary of W+ there is a (disconnected) Lagrangian submanifold Λ which,
over the strip-like end, roughly speaking coincides with the Lagrangians used in
the definition of Heegaard Floer homology (restricted to the nontrivial half of the
Heegaard splitting). Then Φ∗ is defined by counting degree 2g J-holomorphic
multisections ofW+ with boundary on Λ which converge to generators of the Hee-
gaard Floer complex over the strip-like end and to generators of the ECH complex
over the cylindrical end.
We also define a map Ψ∗ : ECH2g(N) → ĤF (−M) by counting degree 2g
J-holomorphic multisections of a symplectic cobordism W− obtained by closing
all fibers ofW+ with a disk and turning it upside down. The Lagrangian boundary
condition onW− becomes singular, and this leads to many more potential degen-
erations of J-holomorphic sections. For this reason, the proof that Ψ∗ is defined is
the longest and most difficult part of this paper.
In the next paper [II] we prove that Φ∗ and Ψ∗ are inverses of each other by
composing the two cobordisms and degenerating them in a different way. The
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proof that Φ∗ ◦Ψ∗ and Ψ∗ ◦Φ∗ are the identity is thus reduced to a computation of
some relative Gromov-Witten (or relative Gromov-Taubes) invariants. Finally we
prove that the maps (Ij)∗ are isomorphisms for j ≥ 2g by an argument based on
stabilizing the open book decomposition.
1.4. Organization of the paper. Papers [I] and [II] should be read as a single pa-
per which has been split for practical reasons. References from [II] will be written
as “II.x”; for example “Section II.x” will mean “Section x” of [II].
In Section 2 we recall some results of [0], including the definition of ÊCH(N, ∂N).
In Section 3 we replace the ECH chain complexes ECCj(N) by the periodic Floer
homology chain complexes PFCj(N), which are technically a little easier to use
when defining chain maps to and from Heegaard Floer homology. Then in Sec-
tion 4 we (i) review Lipshitz’ reformulation of Heegaard Floer homology, (ii) re-
strict the Heegaard Floer chain complex to a page S as in [HKM1] and obtain
the chain group ĈF (S,a, h(a)) whose homology is isomorphic to ĤF (−M), and
(iii) introduce an ECH-type index IHF for Heegaard Floer homology. Section 5
is devoted to describing the moduli spaces of multisections which are used in the
definitions of the chain maps Φ and Ψ between the Heegaard Floer chain com-
plex ĈF (S,a, h(a)) and the periodic Floer homology chain complex PFC2g(N).
Then in Sections 6 and 7 we show that Φ and Ψ are indeed chain maps. The proof
thatΨ is a chain map is substantially more involved than the proof that Φ is a chain
map.
The proofs of the chain homotopies between the chain maps Ψ ◦ Φ and id, and
between the chain maps Φ ◦ Ψ and id, are rather involved and occupy almost all
(Sections II.??–II.??) of [II]. The necessary Gromov-Witten (or Gromov-Taubes)
type calculations which are used in the proof of the chain homotopy are carried out
in Section II.??. Finally, in Section II.?? we prove that (variants of) the maps (Ij)∗
are isomorphisms for j ≥ 2g.
2. ADAPTING ECH TO AN OPEN BOOK DECOMPOSITION
In this section we briefly recall the results of [0]. The reader is referred to [0]
for a more complete discussion; the notation here is the same as that of [0], unless
indicated otherwise.
2.1. The first return map. We start by recalling the definition of an open book
decomposition in order to set the notation. Let (S, h) be a pair consisting of a
compact oriented surface S with nonempty boundary (sometimes called a bordered
surface) and a diffeomorphism h : S
∼
→ S which restricts to the identity on ∂S. In
this paper we will always assume that ∂S is connected, unless stated otherwise.
We define the mapping torus
N(S,h) = S × [0, 1]/ ∼,
where (x, 1) ∼ (h(x), 0).
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Definition 2.1.1. Let K ⊂ M be a link. ThenM admits an open book decompo-
sition (S, h) with binding K if there is a diffeomorphism
M ∼= N(S,h) ∪ V,
where V ∼= D2 × S1 is a tubular neighborhood of K and, if we parametrize ∂D2
by t ∈ [0, 1], then ∂S × {t} ⊂ ∂N(S,h) is glued to {t} × S
1.
The decomposition we give here is the standard one and is slightly different from
the one in [0], where we introduced a “no man’s land” diffeomorphic to T 2× [0, 1]
between N(S,h) and V . Of course the two decompositions are equivalent.
Let S be a bordered surface. Let ν(∂S) ≃ [−ε, 0] × R/Z be a neighborhood of
∂S with coordinates (y, θ) so that ∂S = {y = 0}. (The slight difference with [0]
is that, in [0, Section 9.3], ∂S = {y = 1} instead of {y = 0}.)
The following was essentially proved in [0]:
Lemma 2.1.2. Given h ∈ Diff(S, ∂S), there exists h0 ∈ Diff(S, ∂S) in the same
connected component as h , and which satisfies the following:
(1) there exists a contact form α on N(S,h) such that the Reeb vector field Rα
of α is transverse to S × {t}, t ∈ [0, 1], and h0 is the first return map of
Rα on S × {0}; and
(2) the diffeomorphism h0 restricts to (y, θ) 7→ (y, θ − y) on ν(∂S).
Moreover, α = ftdt+ βt, where ft is a positive function on S and βt is a Liouville
1-form on S.
Proof. (1) and the last sentence of the lemma follow from combining Lemmas 9.3.2
and 9.3.3 from [0]. To verify (2), we refer to Section 9.3.1 and the discussion after
the proof of Lemma 9.3.3 in [0] and take a slight modification of α of the form
α = g(y)dθ + f(y)dt
on a neighborhood ν(∂N(S,h)) of ∂N(S,h). Here ν(∂N(S,h)) is the quotient of
ν(∂S)× [0, 1] ≃ [−ε, 0] × (R/Z)× [0, 1]
with coordinates (y, θ, t), by the equivalence relation (y, θ, 1) ∼ (y, θ, 0). If we
take
(f(y), g(y)) =
(
f(0) + y2/2, g(0) + y
)
,
with (f(0), g(0)) in the interior of the first quadrant, then the Reeb vector field Rα
is parallel to
(2.1.1) − f ′(y)∂θ + g
′(y)∂t = −y∂θ + ∂t.
Its first return map then satisfies (2). 
From now on, we assume that h = h0 as given by Lemma 2.1.2.
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2.2. ECH(N, ∂N,α) and ÊCH(N, ∂N,α). Let N = N(S,h) and α be as in the
previous subsection. We recall the definitions of the variants ECH(N, ∂N,α) and
ÊCH(N, ∂N,α) and the main result concerning them from [0]. In particular, we
carry over the Morse-Bott terminology from [0, Section 4]. We will assume that binding reference
updatedthe almost complex structure J on R×N is Morse-Bott regular.
The boundary ∂N is foliated by a Morse-Bott family N of simple orbits of
Rα of the form θ = const. We may assume without loss of generality that α is
nondegenerate away from ∂N , after a Ck-small perturbation for k ≫ 0. We pick
two orbits fromN and label them h and e. The orbits h and e are meant to become
hyperbolic and elliptic after a small, controlled perturbation of α. The Morse-Bott
family N is negative. Since N is a Morse-Bott family on ∂N , this means that N
plays the role of a sink and that no holomorphic curve (besides a trivial cylinder)
is asymptotic to an orbit of N at the positive end.
2.2.1. ECH(N, ∂N,α). Let P be the set of simple Reeb orbits of α in int(N).
We writeECC♭j(N,α) for the chain complex generated by orbit sets γ constructed
fromP∪{e}, whose homology class [γ] intersects the page S×{t} exactly j times.
The differential for ECC♭j(N,α) counts ECH index 1 Morse-Bott buildings in
(R×N,J) between orbit sets which are constructed from P∪{e}; for more details
see [0, Section 7.3]. In particular, if u˜ is an ECH index 1 Morse-Bott building
which is counted in the differential, then e can appear only at a negative end of
u˜ and no single end of u˜ can multiply cover e with multiplicity > 1. (It is still
possible that there are many ends of u˜ which simply cover e.)
There are inclusions of chain complexes:
I♭j : ECC
♭
j(N,α)→ ECC
♭
j+1(N,α),
γ 7→ eγ,
where we are using multiplicative notation for orbit sets. Let us writeECH♭j(N,α)
for the homology of the chain complex ECC♭j(N,α). We then define
ECH(N, ∂N,α) = lim
j→∞
ECH♭j(N,α).
2.2.2. ÊCH(N, ∂N,α). Let ECCj(N,α) be the chain complex generated by
orbit sets γ constructed from P̂ = P ∪{e, h}, whose homology class [γ] intersects
S × {t} exactly j times. The differential for ECCj(N,α) counts ECH index 1
Morse-Bott buildings in (R ×N,J). There are inclusions:
(2.2.1) Ij : ECCj(N,α)→ ECCj+1(N,α),
γ 7→ eγ,
as before. Writing ECHj(N,α) for the homology of ECCj(N,α), we define
ÊCH(N, ∂N,α) = lim
j→∞
ECHj(N,α).
The following was the main result of [0]:
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Theorem 2.2.1. We have the isomorphisms:
ECH(M) ≃ ECH(N, ∂N,α),
ÊCH(M) ≃ ÊCH(N, ∂N,α).
2.3. Splitting of ECH according to homology classes. Given an orbit set γ =∏l
j=1 γ
mj
j inM or N , its total homology class [γ] is defined as
[γ] =
l∑
j=1
mj[γj ],
where [γj ] ∈ H1(M ;Z) if M is a closed manifold and [γj ] ∈ H1(N ;Z) or
H1(N, ∂N ;Z) (as appropriate) if N has torus boundary. We then have the direct
sum decomposition:
ECC(M) =
⊕
A∈H1(M)
ECC(M,A),
where ECC(M,A) is the subcomplex of ECC(M) generated by orbit sets with
total homology class A. The direct sum of chain groups descends to a direct sum
of homology groups ECH(M,A).
There is an analogous splitting for ECC(N, ∂N,α). In fact,
ECC♭j(N,α) =
⊕
A∈H1(N,∂N)
ECC♭j(N,α,A),
and the inclusion γ 7→ eγ respects this splitting since [e] = 0 in H1(N, ∂N).
Lemma 2.3.1. IfM has an open book decomposition with bindingK andN is the
mapping torus of a page, then there is an isomorphism
̟ : H1(M)
∼
−→ H1(N, ∂N).
Proof. We use the long exact sequence for the pair (M,K):
H1(K)→ H1(M)
i
→ H1(M,K)→ H0(K).
Since [K] = 0 in H1(M) and K is connected, the map i is an isomorphism. By
excision and homotopy invariance, we obtain the isomorphism H1(M,K)
∼
−→
H1(N, ∂N). Combining the two isomorphisms gives us ̟. 
The isomorphism ECH(M) ∼= ECH(N, ∂N,α) respects the splitting into
total homology classes. In fact
ECH(M,A) ∼= ECH(N, ∂N,α,̟(A)).
The same also holds for the hat versions.
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2.4. Twisted coefficients in ECH. In this subsection we describe the construction
of ECH with twisted coefficients. We will adapt the analogous construction in
Heegaard Floer homology from [OSz2, Section 8] instead of following the original
construction in [HS2, Section 11].
Fix a homology class A and a closed curve Γ ⊂ M such that [Γ] = A. Let γ+
and γ− be orbit sets with [γ+] = [γ−] = A. We denote by H2(M,γ
+,γ−) the
set of relative homology classes of 2-chains C inM with ∂C = γ+ − γ− and by
MI=1(γ+,γ−, C) the moduli spaces of I = 1 holomorphic curves inR×M from
γ+ to γ− representing the homology class C .
A complete set of paths for A based at Γ is the choice, for every orbit set γ such
that [γ] = A, of a surface Cγ ⊂ M such that ∂Cγ = γ − Γ. A complete set of
paths for A induces maps
A′ : H2(M,γ
+,γ−)→ H2(M)
for all γ+ and γ− in A by A′(C) = [Cγ− ∪ C ∪ −Cγ+]. This map is compatible
with the action ofH2(M) onH2(M,γ
+,γ−) and with the concatenation of chains
with matching ends.
We denote the group ring of H2(M ;Z) by F[H2(M ;Z)] and the generator cor-
responding to c ∈ H2(M ;Z) by e
c. We define
ECC(M,α,A) = ECC(M,α,A) ⊗F F[H2(M ;Z)]
as an F[H2(M ;Z)]-module, with differential
∂γ+ =
∑
γ−
∑
C∈H2(M,γ+,γ−)
#
(
MI=1(γ+,γ−, C)/R
)
eA
′(C)γ−.
The homology of this complex is ECH with twisted coefficients ECH(M,A).
The U -map can be defined in a similar manner and ÊCH(M,A) is the homology
of its mapping cone. The construction of ECH(N, ∂N,̟(A)) with coefficient
ring F[H2(N, e;Z)] ∼= F[H2(M ;Z)] is similar, and there are isomorphisms
(2.4.1) ECH(M,A) ≃ ECH(N, ∂N,̟(A)).
(2.4.2) ÊCH(M,A) ≃ ÊCH(N, ∂N,̟(A)).
Moreover, by considering only orbit sets that intersect a page j times we can define
ECHj(N) and we have
ÊCH(N, ∂N,α,̟(A)) = lim
j→∞
ECHj(N,̟(A)).
2.5. Elimination of elliptic orbits. The goal of this subsection is to show how to
locally replace elliptic orbits by hyperbolic orbits with the same parity (i.e., with
negative eigenvalues). The main result, which is used in [II] but is also of indepen-
dent interest, is Theorem 2.5.2 below. Let us first give the following definition:
Definition 2.5.1 (Filtration F). If N = N(S,h) is the mapping torus of (S, h) and
γ ⊂ N is a link which is everywhere transverse to S × {t}, t ∈ [0, 1], then we
define F(γ) = 〈γ, S × {0}〉.
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Theorem 2.5.2 (Elimination of elliptic orbits). Let α be a contact form on the
mapping torus N = N(S,h), h ∈ Diff(S, ∂S), such that the Reeb vector field Rα is
transverse to S × {t}, t ∈ [0, 1], and h is the first return map of Rα on S × {0}.
Then, given m ∈ Z+ and ε > 0, there exists a smooth function f : N → (0,+∞)
which is ε-close to 1 with respect to a fixed C1-norm and whose Reeb vector field
Rfα has no elliptic orbits γ in int(N) satisfying F(γ) ≤ m.
2.5.1. Model situation on the solid torus. Fix a constant δ > 0. Consider the solid
torus
V = D2 × S1 = D2 × (R/Z) = {(r, θ, z) | r ≤ δ}
with the contact structure ξ0 = kerα0, where α0 = dz + r
2dθ. We write Dz0 =
{z = z0} ⊂ V and Tr0 = {r = r0} ⊂ V .
Given a function f : [0, δ] → (0,+∞), the Reeb vector field Rf(r)α0 is given
by:
(2.5.1) Rfα0 =
1
2rf2
((r2f ′ + 2rf)∂z − f
′∂θ).
In particular, Rfα0 is transverse to each Dz , provided r
2f ′ + 2rf > 0, and Rfα0
is tangent to each Tr. The first return map Φfα0 : D0
∼
→ D0 is a rotation on each
circle {r = r0} and can be written as (r, θ) 7→ (r, θ + φfα0(r)).
Claim 2.5.3. Let C : [0, δ]→ (0,+∞) be a smooth function. If
(2.5.2) f(r) = A exp
(
−
∫ r
0
2sC(s)
1 + C(s)s2
ds
)
,
whereA is a positive constant, then the first return map ofRfα0 satisfies φfα0(r) =
C(r) for each r ∈ (0, δ].
Here we are ignoring the differentiability at r = 0.
Proof. In view of Equation (2.5.1), Rfα0 is parallel to ∂z + C(r)∂θ if and only if
(2.5.3) C(r)(r2f ′ + 2rf) = −f ′
is satisfied. 
Let f0 : [0, δ] → (0,+∞) be a function such that φf0α0(r) = φ0, where φ0 ∈
(0, 2π). By Claim 2.5.3, we may take
f0(r) = exp
(
−
∫ r
δ
2sφ0
1 + φ0s2
ds
)
=
1 + φ0δ
2
1 + φ0r2
.
In particular, γ0 = {0} × S
1 is the only orbit γ of Rf0α0 satisfying F(γ) = 1,
where F(γ) = 〈γ,D0〉, and the orbit γ0 is elliptic and nondegenerate.
Lemma 2.5.4 (Modification lemma). There exists a function f2 : V → (0,+∞)
such that f2α0 is arbitrarily C
1-close to f0α0 and the Reeb vector field Rf2α0 is
equal to Rf0α0 near ∂V , is transverse toDz for all z ∈ S
1, and has only one orbit
γ satisfying F(γ) = 1. Moreover the orbit γ is hyperbolic.
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Proof. Without loss of generality we take φ0 ∈ (0, π]; the case φ0 ∈ [π, 2π) is
similar.
Let 0 < δ′ ≪ δ and let Cδ′ : [0, δ]→ [φ0, π] be a smooth function such that:
• Cδ′(r) = π on [0,
δ′
2 ]; and
• Cδ′(r) = φ0 on [δ
′, δ].
Let f1 : [0, δ] → (0,+∞) be the smooth function
f1(r) = exp
(
−
∫ r
δ
2sCδ′(s)
1 +Cδ′(s)s2
ds
)
.
The function f1 satisfies the following:
(1) f1 = f0 and Rf1α0 = Rf0α0 for r ∈ [δ
′, δ];
(2) Rf1α0 ⋔ Dz for all z ∈ S
1;
(3) φf1α0(r) = Cδ′(r) for all r ∈ [0, δ].
We compute that
(2.5.4)
f1(r)
f0(r)
= exp
(∫ r
δ
(
2sφ0
1 + φ0s2
−
2sCδ′(s)
1 + Cδ′(s)s2
)
ds
)
.
By taking δ′ > 0 to be arbitrarily small, the absolute value of the integrand of
Equation (2.5.4) can be made arbitrarily small. Hence f1(r) ≈ f0(r) for all r ∈
[0, δ], in view of (1). (Here f ≈ g means |f − g| is bounded above by a continuous
function of δ′ which approaches 0 as δ′ → 0.)
Next we consider ∂xfi =
xf ′i(r)
r and ∂yfi =
yf ′i(r)
r , where r =
√
x2 + y2. We
appeal to Equation (2.5.3) and write
f ′1(r) =
2rf1(r)
1 + Cδ′(r)r2
, f ′0(r) =
2rf0(r)
1 + φ0r2
.
For δ′ > 0 sufficiently small, f ′1(r) and f
′
0(r) are both arbitrarily close to 0. More-
over f ′1(r) = f
′
0(r) for r ∈ [δ
′, δ]. Hence f ′1 ≈ f
′
0 for all r ∈ [0, δ]. This implies
that ∂∗f1 ≈ ∂∗f0 and ∂∗(f1/f0) ≈ 0 for ∗ = x, y.
The Reeb vector field Rf1α0 has exactly one orbit γ0 satisfying F(γ0) = 1. The
linearized first return map dΦf1α0(0) of γ0 has eigenvalues −1.
We now claim there exists a Ck-small perturbation f2 of f1 for any k ≫ 0
such that the linearized first return map dΦf2α0(0) of the corresponding orbit has
eigenvalues −λ and − 1λ with λ ∈ R
>0 − {1}. This follows from a local model on
D2 × [0, 1] with coordinates (x, y, z): Suppose the Reeb vector field is R = ∂z .
Then the contact 1-form can be written as α = dz + β, where β is a 1-form on
D2. We consider RGα, where G(x, y) = 1 + ε(x
2 − y2) and ε > 0 is sufficiently
small. The component of RGα in the xy-direction is parallel to y∂x − x∂y . Hence
the derivative at zero of the holonomy map D2 × {0} 99K D2 × {1},1 obtained
by flowing along RGα, has eigenvalues λ0 and
1
λ0
with λ0 ∈ R
>0 − {1}. By
appropriately damping G out to 1 outside a small neighborhood of (0, 0, 0) ∈ D2×
[0, 1], the above model can be grafted into V to give f2. This procedure does not
introduce any extra F = 1 orbits, since the graph of Φf1α0 in D0 ×D0 intersects
1The dashed arrow indicates that the map is only partially defined.
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the diagonal transversely in one point and this property is stable under a Ck-small
perturbation of Φf1α0 for any k ≫ 0. 
Remark 2.5.5. The modification in Lemma 2.5.4 introduces many elliptic orbits
satisfying F > 1.
2.5.2. Proof of Theorem 2.5.2. We now prove Theorem 2.5.2. Starting with the
contact form α on N , we make a C2-small perturbation of α relative to ∂N such
that the resulting Reeb vector field — also called Rα — satisfies the following:
(1) Rα is nondegenerate away from ∂N ;
(2) for each F = 1 elliptic orbit γ ⊂ int(N), the first return map is a rotation
by an irrational angle and α is of the form C0f0α0 on a tubular neighbor-
hood Vγ of γ.
Here f0 and α0 are as in Section 2.5.1 and C0 is some constant. We then use
Lemma 2.5.4 on the tubular neighborhoods Vγ to replace the F = 1 elliptic orbits
by hyperbolic orbits plusF > 1 orbits. Next, we perturb the form so that theF = 1
orbits and the F = 2 hyperbolic orbits are left unchanged and the F = 2 elliptic
orbits satisfy (2), with F = 1 replaced by F = 2. Using Lemma 2.5.4 again, we
replace the F = 2 elliptic orbits by hyperbolic orbits andF > 2 orbits. Continuing
in this manner, we obtain α without any F ≤ m elliptic orbits in int(N).
2.5.3. Direct limits. Starting with (S, h) and α from Section 2.1, we define fj :
N → (0,+∞), j ∈ N, inductively as follows. Let f0 = 1. Suppose we have
chosen up to fj so that Rfjα has no elliptic orbits with F ≤ j. Let Vj+1 be a
small tubular neighborhood of the elliptic orbits of Rfjα with F = j+1. Then we
choose fj+1 such that the following hold:
(1) fj+1 is C
1-close to fj;
(2) fj+1 = fj on N − Vj+1;
(3) Rfj+1α has no elliptic orbits with F ≤ j.
The existence of fj+1 is given by Theorem 2.5.2.
Next we consider the ECH chain maps
(2.5.5) Kj : ECCj(N, fjα)→ ECCj+1(N, fj+1α),
given by composing two maps:
K′j : ECCj(N, fjα)→ ECCj(N, fj+1α)
and Ij : ECCj(N, fj+1α) → ECCj+1(N, fj+1α) given by γ 7→ eγ. The map
K′j is defined by suitably completing fjα and fj+1α to M and applying the ECH
cobordism map given by [HT3, Theorem 2.4]. It is important to remember that the
ECH cobordism map is defined by using cobordism maps in Seiberg-Witten Floer
cohomology.
Then we have:
Theorem 2.5.6. ÊCH(M) ≃ lim
j→∞
ECHj(N, fjα),where the direct limit is taken
with respect to the maps Kj .
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This theorem will be used in [II]. Its proof is omitted, since it is similar to that
of Theorem 1.3.1.
3. PERIODIC FLOER HOMOLOGY
In order to simplify some technicalities, we would like to replace the ECH
groups by the periodic Floer homology groups of Hutchings [Hu1, Hu2], abbre-
viated PFH in this paper. The PFH groups are defined in a manner completely
analogous to the ECH groups, with stable Hamiltonian vector fields replacing the
Reeb vector fields.
If M is a closed manifold which fibers over the circle, then the PFH groups
of M are equivalent to the Seiberg-Witten Floer cohomology groups of M by the
work of Lee-Taubes [LT].
3.1. Interpolating between Reeb and stable Hamiltonian vector fields. Con-
sider the contact form α = ftdt + βt on S × [0, 1], as defined in Section 2.1. We
may assume that Rα is parallel to ∂t on S × [0, 1]. Since
dα = dSft ∧ dt+ dSβt + dt ∧
dβt
dt
,
where dS is the exterior derivative in the S-direction, it follows that
dβt
dt = −dSft.
(Hence dSβt is an area form which does not depend on t.) Also, the form α is a
contact form as long as dSβt > 0. Hence, for C ≫ 0, the form (C + ft)dt+ βt is
a contact form with Reeb vector field parallel to ∂t.
Now consider the 1-parameter family of 1-forms
(3.1.1) ας = Cdt+ ς(ftdt+ βt),
ς ∈ [0, 1], on N . It interpolates between the contact form α1 = Cdt+ (ftdt+ βt)
and the stable Hamiltonian form α0 = Cdt. The Reeb vector fields Rς = Rας are
directed by ∂t and hence are parallel for all ς > 0.
The pair (ας , ω = dSβt) is a stable Hamiltonian structure on N , i.e., ω is
closed, ας ∧ ω > 0, and ker dας ⊃ kerω; see for example [CV]. When ς = 0, the
Hamiltonian vector field R0 equals
1
C ∂t and hence is parallel to all the Rς , ς > 0.
Also let ξς be the 2-plane field on N given by the kernel of ας . The closed 2-form
ω can either be viewed as an area form on S or as a (maximally nondegenerate)
2-form on N .
3.2. Definitions. Consider the infinite cylinder R×N with coordinates (s, x). We
will also use the notationW ′ = R×N .
Definition 3.2.1. An almost complex structure Jς on R × N is adapted to the
stable Hamiltonian structure (ας , ω) if Jς satisfies the following:
• Jς is s-invariant;
• Jς(∂s) = Rς and Jς(ξς) = ξς ;
• Jς is tamed by the symplectic form Ω
′ = ds ∧ dt+ ω.
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Our goal is to replace the ECH chain complexes
ECCj(N,ας , Jς), ECC
♭
j(N,ας , Jς)
for ς > 0, by the analogously defined PFH chain complexes
PFCj(N,α0, ω, J0), PFC
♭
j(N,α0, ω, J0).
The orbit sets of the ECH chain groups are constructed using the Reeb vector fields
Rς and the orbit sets of the PFH chain groups are constructed using the Hamiltonian
vector field R0.
We introduce some notation. Let Jς , ς ∈ [0, 1], be a smooth family of (ας , ω)-
adapted almost complex structures, let γ,γ ′ be orbit sets of PFCj(N,α0, ω) or
ECCj(N,ας), and let Z ∈ H2(N,γ,γ
′). We write:
• MJς (γ,γ
′) for the moduli space of Jς -holomorphic curves from γ to γ
′;
• MJς (γ,γ
′, Z) ⊂MJς (γ,γ
′) for the subset of curves in the class Z;
• MsJς (γ,γ
′) ⊂MJς (γ,γ
′) for the subset of simply-covered curves; and
• MncJς (γ,γ
′, Z) ⊂MJς (γ,γ
′, Z) for the subset of curves without connec-
tor components.
Here a connector over an orbit set δ =
∏
i δ
mi
i is a collection of branched covers
of trivial cylinders where the branching is optional and the total covering degree
over R× δi ismi.
Given two orbit sets δ =
∏
i δ
mi
i and δ
′ =
∏
i δ
m′i
i , we set δ/δ
′ =
∏
i δ
mi−m
′
i
i
if m′i ≤ mi for all i; otherwise we set δ/δ
′ = 0. Here some mi and m
′
i may
be zero. We then write u ∈ MJς (γ,γ
′, Z) as u0 ∪ u1, where u0 is a connector
over the orbit set γ0 and u
1 ∈ MncJς (γ/γ0,γ
′/γ0). By [HT1, Proposition 7.5], if
IECH(γ,γ
′, Z) = 1 (resp. 2), then u1 ∈ MsJς (γ/γ0,γ
′/γ0) and has Fredholm
index 1 (resp. 2).
3.3. The flux. For more details, see for example [CHL, Section 2]. Let
h∗ : H1(S;Z)→ H1(S;Z)
be the map on homology induced by h : (S, ω)
∼
→ (S, ω) and let K be the kernel
of h∗ − id. Then the flux Fh : K → R is defined as follows: Let [ζ] ∈ K . Since
[ζ] = [h(ζ)] ∈ H1(S;Z), there is a 2-chain S ⊂ S such that ∂S = ζ − h(ζ). We
then define:
Fh(ζ) =
∫
S
ω.
Since the map h is the first return map of a Reeb vector field Rς , it has zero flux
(cf. [CHL, Lemma 2.2]). This implies that
∫
[C] ω = 0 for every [C] ∈ H2(N),
where ω is now viewed as a closed 2-form on N . Indeed, [C] can be represented
by a surface of the form (ζ × [0, 1]) ∪ (S × {0}), where the relevant boundary
components are glued. Hence, if γ and γ′ are orbit sets of PFCj(N,α0, ω0, J0),
then the ω-area of any Z ∈ H2(N,γ,γ
′) only depends on γ and γ′.
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3.4. Compactness. The vanishing of the flux is an important ingredient in estab-
lishing thatMJ0(γ,γ
′) admits a compactification in the sense of [BEHWZ].
We briefly outline the argument from [Hu1, Section 9]: (1) There is a bound
on the ω-area for all elements of MJ0(γ,γ
′). This was done above. (2) Given a
sequence of holomorphic curves ui ∈ MJ0(γ,γ
′), i ∈ N, there is a subsequence
which converges weakly as currents to a holomorphic building u∞. This is due
to the Gromov-Taubes compactness theorem [T3], which works in dimension four
and does not require any a priori bound on the genus of ui. The extraction of the
holomorphic building is treated in some detail in [Hu1, Lemma 9.8]. Hence we
may assume that the homology classes [ui] ∈ H2(N,γ,γ
′) are fixed. (3) There is
a bound on the genus of the curve, provided the homology classes [ui] are fixed.
This follows from the adjunction inequality and will be discussed below. (4) Once
there is a genus bound, apply the SFT compactness theorem of [BEHWZ].
We now explain in some detail how to obtain genus bounds from bounds on
the homology classes [ui], especially since similar arguments will appear in later
sections. But first let us introduce some notation.
Let (F, j) be a closed Riemann surface and p+ and p− be disjoint finite sets of
punctures of F . Then let
u : F˙ = F − p+ − p− → R×N,
be a (j, J0)-holomorphic map from γ =
∏
i γ
mi
i to γ
′ =
∏
i γ
ni
i . Here the punc-
tures of p± are asymptotic to the ± ends of u. The positive ends of u partition
mi into (mi1,mi2, . . . ) and the negative ends of u partition ni into (ni1, ni2, . . . ).
(We ignore the partition terms that are zero.) Pick a trivialization τ of TS in a
neighborhood of all the γi, and let µτ (γ
k
i ) be the usual Conley-Zehnder index of
the k-fold cover of γi with respect to τ . Then we define the total Conley-Zehnder
indices at the positive and negative ends of u as follows:
µ+τ (u) =
∑
i
∑
r
µτ (γ
mir
i ),
µ−τ (u) =
∑
i
∑
r
µτ (γ
nir
i ),
and also write µτ (u) = µ
+
τ (u) − µ
−
τ (u). The symmetric Conley-Zehnder index of
Hutchings [Hu1], so called because of its motivation from studying the “symplec-
tomorphism” Symk(h) of Symk(S) induced by h ,2 is defined as:
µ˜τ (γ) =
∑
i
mi∑
r=1
µτ (γ
r
i ),
and does not depend on the choice of u from γ to γ′. We write µ˜τ (u) = µ˜τ (γ) −
µ˜τ (γ
′). We also recall the writhe
wτ (u) = w
+
τ (u)− w
−
τ (u),
2Symk(h) is a symplectomorphism away from the (multi)-diagonal.
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where w+τ (u) is the total writhe of braids u(F˙ )∩ ({s}×N), s≫ 0, viewed in the
union of solid torus neighborhoods of γi and computed with respect to the framing
τ ; and w−τ (u) is defined similarly.
The key ingredient in establishing genus bounds is the relative adjunction for-
mula from [Hu1, Equation (18)] for simple curves u with a finite number of singu-
larities and no connector components:
(3.4.1) c1(u
∗TS, τ) = χ(F˙ ) + wτ (u) +Qτ (u)− 2δ(u),
where Qτ (u) is the relative intersection pairing with respect to τ and δ(u) is a
nonnegative integer which is a count of the singularities. In particular, δ(u) = 0 if
and only if u is an embedding (see [M1, MW]). Together with the writhe bounds
w+τ (u) ≤ µ˜τ (γ)− µ
+
τ (u),(3.4.2)
w−τ (u) ≥ µ˜τ (γ
′)− µ−τ (u),
from [Hu2, Lemma 4.20], we obtain:
(3.4.3) χ(F˙ ) ≥ c1(u
∗TS, τ) + µτ (u)− µ˜τ (u)−Qτ (u) + 2δ(u).
(See [Hu1, Theorem 10.1].) Since all of the terms on the right-hand side are either
homological quantities or depend on the data near γ and γ ′, we have a lower bound
on χ(F˙ ), which implies an upper bound on the genus of F˙ .
3.5. Transversality. Let JW ′,ς be the space of almost complex structures Jς on
W ′ = R×N in the class C∞ which are adapted to (ας , ω).
Definition 3.5.1. An almost complex structure Jς ∈ JW ′,ς is j-regular if, for all
orbit sets γ and γ′ of Rς which intersect S×{0} at most j times, the moduli space
MsJς (γ,γ
′) is transversely cut out.
Let J reg,jW ′,ς ⊂ JW ′,ς be the subset of j-regular Jς . In order to simplify the
notation, from now on we will write JW ′ for JW ′,0 and J
reg,j
W ′ for J
reg,j
W ′,0 . The
following lemma states that J reg,jW ′ ⊂ JW ′ is dense.
Lemma 3.5.2 (Transversality). A generic J0 ∈ JW ′ is j-regular.
Proof. This follows from [Hu1, Lemma 9.12(b)], which states that a generic J0 ∈
JW ′ is regular away from holomorphic curves which have a fiber {(s, t)} × S
as an irreducible component. (Observe that the fibers are holomorphic for any
J0 ∈ JW ′ .) In our case, the fibers are not closed and cannot occur as irreducible
components of curves inMsJ0(γ,γ
′). 
3.6. The equivalence of certain ECH and PFH groups. In this section we prove
the following theorem:
Theorem 3.6.1. Given j > 0, there exist J0 ∈ J
reg,j
W ′ and ς0 = ς0(j, J0) > 0 such
that there are isomorphisms of chain complexes
PFCj(N,α0, ω, J0) ≃ ECCj(N,ας , Jς),
PFC♭j(N,α0, ω, J0) ≃ ECC
♭
j(N,ας , Jς),
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for all 0 < ς ≤ ς0. Here Jς ∈ J
reg,j
W ′,ς is sufficiently close to J0. Similar isomor-
phisms hold with twisted coefficients.
Proof. We will prove the first equivalence, leaving the second to the reader.
Since there is a one-to-one correspondence between the generators of the chain
groups PFCj(N,α0, ω) and ECCj(N,ας), we have
PFCj(N,α0, ω) ≃ ECCj(N,ας)
as F-vector spaces, but not necessarily as chain complexes. In other words, we may
view any orbit set γ for Rς as an orbit set of any other Rς′ .
Let J0 be an almost complex structure in J
reg,j
W ′ . By Lemma 3.5.2, J
reg,j
W ′ is a
dense subset ofJ0, and in particular is nonempty. The moduli spacesM
nc
J0
(γ,γ ′, Z)
of ECH index 1 and 2 are transversely cut out since they are simple by the ECH
index inequality. Now let Jς , ς ∈ [0, 1], be a smooth family of (ας , ω)-adapted
almost complex structures which extend J0.
We claim that the ECH index 1 moduli spaces MncJς (γ,γ
′, Z) are transversely
cut out and diffeomorphic to MncJ0(γ,γ
′, Z), when ς > 0 is sufficiently small.
Indeed, if uς ∈ M
nc
Jς
(γ,γ ′, Z) is sufficiently close to MncJ0(γ,γ
′, Z), then the
moduli space is regular at uς . Hence it suffices to prove that, if ς > 0 is sufficiently
small, then every uς ∈ M
nc
Jς
(γ,γ ′, Z) is sufficiently close toMncJ0(γ,γ
′, Z). In-
deed, this follows from the compactness argument from Section 3.4. Let ui ∈
MncJςi
(γ,γ ′, Z) be a sequence of ECH index 1 holomorphic curves with ςi → 0.
By the compactness theorem and incoming/outgoing partition considerations, ui
converges to u ∈ MJ0(γ,γ
′, Z) with IECH(u) = 1, after possibly taking a sub-
sequence. In particular, the limit u is not a holomorphic building with multiple
levels. If u has connector components u0 over γ0, then ui must also have con-
nector components u0i over γ0, a contradiction. Hence u ∈ M
nc
J0
(γ,γ′, Z), which
proves the claim.
Since the chain groups are isomorphic as vector spaces and the differentials
agree for sufficiently small ς > 0, the theorem follows. 
3.7. Remarks about Morse-Bott theory. There is an equivalent approach to the
definition of the groups PFCj(N,α0, ω) which does not use the Morse-Bott lan-
guage. A similar construction is possible also for the groups PFC♭j(N,α0, ω), but
will be left to the reader.
We add a small collar [0, η] × ∂S to S and extend the monodromy such that h
restricts to (y, θ) 7→ (y, θ − y) on [0, η] × ∂S. (See Lemma 2.1.2). We denote by
(S+, h+) the extensions. The mapping torus of (S+, h+) is a manifold N+ such
that N ⊂ N+. The Hamiltonian structure (α0, ω) can be extended in an obvious
way from N toN+, and the extension will still be denoted by (α0, ω). The groups
PFCj(N
+, α0, ω) are defined because ∂N
+ is foliated by orbits of the Hamilton-
ian vector field. If η is small enough, all Hamiltonian orbits inN+−N intersect a
fibre more than j times, and therefore PFCj(N
+, α0, ω) ∼= PFCj(N,α0, ω) and
PFC♭j(N
+, α0, ω) ∼= PFC
♭
j(N,α0, ω).
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Remark 3.7.1. In the above construction, η depends on j, and therefore the exten-
sion is not compatible with direct limits. However this is not a problem, because
in this article we will always work with PFC2g(N,α0, ω), where g is the genus of
S.
Given a function f : N+ → R and a real number λ > 0, we define a new stable
Hamiltonian structure
α′0 = α0, ω
′ = ω + λdf ∧ α0.
Note that (α′0, ω
′) is stable Hamiltonian since dα0 = 0. If R0 is the Hamiltonian
vector field of (α0, ω) and R
′
0 of (α
′
0, ω
′), then R′0 = R0 + λX, where X is a
vector field satisfying the equations{
α0(X) = 0,
ιXω = df − df(R0)α0.
We construct a function f on N+ as follows: We fix a Morse function on ∂S with
a unique minimum and a unique maximum, pull it back to ∂N , and extend it to
a nonpositive function f supported on a small neighborhood of ∂N using a bump
function centered at ∂N . We choose f to be supported away from the (finitely
many and nondegenerate) orbits of R0 in int(N) with F ≤ j, so that those orbits
will also be orbits of R′0.
On ∂N , the vector field R′0 has a pair of nondegenerate orbits e and h, where e
corresponds to the minimum of the Morse function on ∂S, and h to the maximum.
We will choose λ small enough so that the perturbation creates no new orbits with
F ≤ j. Since ∂N+ is foliated by the flow of R′0, we can define the periodic
Floer homology group PFCj(N
+, α′0, ω
′) and, as explained in [0, Section 4], there
is an isomorphism PFCj(N
+, α0, ω) ∼= PFC2g(N
+, α′0, ω
′). ([0, Section 4]
is mostly concerned with contact structures, but there is no problem in applying
those arguments here.) The isomorphism holds already on the level of complexes
because there is no direct limit involved in its definition. This is a consequence
of the topological constraint F ≤ j on the Hamiltonian orbits, which implies that
only finitely many of them enter the definition of the groups PFHj .
4. A VARIATION OF ĤF (M) ADAPTED TO OPEN BOOK DECOMPOSITIONS
In this section we recall the cylindrical reformulation of Heegaard Floer homol-
ogy. This reformulation was suggested by Eliashberg and worked out in detail by
Lipshitz [Li]. The discussion is slightly different from that of [Li] in that we in-
troduce an ECH-type index IHF and define the Heegaard Floer groups in terms of
IHF . We then use the work of [HKM1] to restrict the Heegaard Floer data to the
page S of an open book decomposition.
4.1. Heegaard data. A pointed Heegaard diagram is a quadruple (Σ,α,β, z)
which consists of the following:
• a closed oriented surface Σ of genus k;
• two collections α = {α1, . . . , αk} and β = {β1, . . . , βk} of k pairwise
disjoint simple closed curves in Σ; and
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• a point z ∈ Σ−α− β;
where each of α and β forms a basis of H1(Σ;Z) and α and β intersect trans-
versely in Σ.
If M is a closed oriented 3-manifold, then (Σ,α,β, z) is a pointed Heegaard
diagram for M if Σ decomposes M into two handlebodies, i.e.,M = Hα ∪Σ Hβ
and Σ = ∂Hα = −∂Hβ, where the α-curves (resp. β-curves) bound compression
disks in the handlebody Hα (resp. Hβ).
Let ω be an area form on Σ. We consider [0, 1]×Σ with the stable Hamiltonian
structure (dt, ω), where t is the [0, 1]-coordinate. The Hamiltonian vector field is
∂t, and the 2-plane field ker dt will be written as TΣ, at the risk of some confusion.
(If Y is a topological space and f : Y → Σ is a continuous map, then we write
TΣY or TΣ for the pullback bundle f
∗TΣ.)
Let Sα,β be the set of k-tuples of chords {[0, 1] × {y1}, . . . , [0, 1] × {yk}} in
[0, 1] × Σ, where there exists a permutation σ ∈ Sk for which yi ∈ αi ∩ βσ(i),
i = 1, . . . , k. Here the chords [0, 1] × {yi} are orbits of the Hamiltonian vector
field ∂t which connect from {0} × β to {1} × α.
Terminology. We will often write elements of Sα,β as y = {y1, . . . , yk} and re-
fer to y as a k-tuple of intersection points. Also, if l ≤ k, then an l-tuple of
chords/intersection points y = {y1, . . . , yl} is a collection of points in α ∩ β
where each αi is used at most once and each βi is used at most once.
4.2. Almost complex structures. Consider the natural projection πB : X → B,
where X = R × [0, 1] × Σ and B = R × [0, 1]. We also write πR, π[0,1]×Σ and
πΣ for the natural projections of X onto R, [0, 1] × Σ and Σ. Let (s, t) be the
coordinates on the base B = R× [0, 1]. We then define the symplectic form
ΩX = ds ∧ dt+ ω
onX. The submanifolds Lα = R×{1}×α and Lβ = R×{0}×β are Lagrangian
submanifolds of the symplectic manifold (X,ΩX). We denote by Lαi or Lβi their
connected components.
Definition 4.2.1 (ΩX -admissibility). An almost complex structure J on X is ΩX-
admissible (or simply admissible) if it satisfies the following:
(1) J is s-invariant;
(2) J(∂s) = ∂t and J(TΣ) = TΣ;
(3) J is tamed by the symplectic form ΩX ;
(4) there is a point zi in each component of Σ−α−β such that J is a product
complex structure jB × jΣ in a small neighborhood of R× [0, 1]×{zi} in
X; some zi coincides with the basepoint z.
Remark 4.2.2. The fibers {(s, t)} × Σ of an admissible J on X are holomorphic
and the projection πB is (J, jB)-holomorphic, where jB is the standard complex
structure on B = R× [0, 1].
We write JX for the space ofC
∞-smoothΩX-admissible almost complex struc-
tures J on X.
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4.3. Holomorphic curves and moduli spaces. Let (F, j) be a compact Riemann
surface, possibly disconnected, with two sets of punctures q+ = {q+1 , . . . , q
+
k }
and q− = {q−1 , . . . , q
−
k } on ∂F , such that (i) each component of F has nonempty
boundary, (ii) on each boundary component there is at least one puncture from
each of q+ and q−, and (iii) the punctures on q+ and q− alternate around each
boundary component. We write F˙ = F − q+ − q− and ∂F˙ = ∂F − q+ − q−.
Definition 4.3.1. Let J ∈ JX . A degree l ≤ k multisection of (W,J) is a holo-
morphic map
u : (F˙ , j)→ (X,J)
which is a degree l multisection of πB : X → B = R× [0, 1] and which addition-
ally satisfies the following:
(1) u(∂F˙ ) ⊂ Lα ∪ Lβ;
(2) for each i ∈ {1, ..., k}, u−1(Lαi) (resp. u
−1(Lβi)) consists of at most one
component of ∂F˙ , which we call α∗i (resp. β
∗
i );
(3) lim
w→q−i
πR ◦ u(w) = −∞ and lim
w→q+i
πR ◦ u(w) = +∞;
(4) the energy of u (see Definition 4.3.2 below) is finite.
A Heegaard Floer curve (or HF curve) is a degree k multisection of (X,J).
By the compactness theorem of [BEHWZ] (adapted to the Lagrangian case), a
holomorphic curve u satisfying (1), (2) and (4) converges to cylinders over Reeb
chords as s → ±∞. By the work of Abbas [Abb1], an HF curve u converges
exponentially to cylinders over Reeb chords near the ends. Components of u may
map to R× [0, 1] × {yi}; such components will be called trivial strips.
Definition 4.3.2. The energy of u is the quantity
(4.3.1) E(u) =
∫
F˙
u∗ω + sup
φ∈C
∫
F˙
u∗d(φ(s)dt),
where C is the set of nondecreasing smooth functions φ : R→ [0, 1].
We now define some moduli spaces of HF curves with respect to J ∈ JX . Let
y = {y1, . . . , yk} and y
′ = {y′1, . . . , y
′
k} be k-tuples of α ∩ β. LetM
X
J (y,y
′) be
the moduli space of HF curves u which are asymptotic to R× [0, 1]×{yi} near q
+
i
and to R × [0, 1] × {y′i} near q
−
i .
3 Such a curve u is said to be an HF curve from
y to y′. Also let M̂XJ (y,y
′) ⊂ MXJ (y,y
′) be the subset consisting of curves u
which additionally satisfy πΣ ◦ u(F˙ ) ∩ {z} = ∅.
Let Xˇ = [−1, 1] × [0, 1] × Σ be the compactification of W = R × [0, 1] × Σ,
obtained by attaching [0, 1] × Σ at the positive and negative ends, and let Lˇα =
[−1, 1] × {1} × α and Lˇβ = [−1, 1] × {0} × β be the compactifications of Lα
and Lβ. We then define Zy,y′ ⊂ Xˇ as the subset
(4.3.2) Zy,y′ = Lˇα ∪ Lˇβ ∪ ({1} × [0, 1] × y) ∪ ({−1} × [0, 1] × y
′).
3In [Li], W has the opposite orientation, y is at −∞, and y′ is at +∞. The moduli spaces,
however, are diffeomorphic.
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Similarly define
(4.3.3) Zα,β = Lˇα ∪ Lˇβ ∪ ({−1, 1} × [0, 1] × (α ∩ β)).
The exponential decay of HF curves in R × [0, 1] × Σ implies that an HF curve
u : F˙ →W from y to y′ can be compactified to a continuous map
uˇ : (Fˇ , ∂Fˇ )→ (Xˇ, Zy,y′).
Here Fˇ is obtained from F˙ by performing a real blow-up at its boundary punctures.
We define H2(X,y,y
′) as the set of homology classes of continuous maps
u : F˙ → X which satisfy (1), (2) and (3) of Definition 4.3.1 and are positively
asymptotic to [0, 1] × y and negatively asymptotic to [0, 1] × y′; here two maps
u1 and u2 are equivalent in H2(X,y,y
′) if their compactifications uˇ1 and uˇ2 are
homologous in H2(Xˇ, Zy,y′). To any HF curve from y to y
′ we can then asso-
ciate a class in H2(X,y,y
′). If we consider moduli spaces of HF curves u in the
homology class A ∈ H2(X,y,y
′), we will writeMXJ (y,y
′, A) or M̂XJ (y,y
′, A).
Remark 4.3.3. The sets H2(X,y,y
′) are denoted π2(y,y
′) in the Heegaard Floer
literature. We opted for this change of notation because to be consistent with the
notation we introduced for ECH and for the maps to the open-closed cobordisms
introduced in Section 5.
4.4. The Fredholm index. In this subsection and the next, we fix J ∈ JX . Now
we discuss the Fredholm index of an HF curve u : F˙ → X, which is the expected
dimension of a neighborhood U of u ∈ MXJ (y,y
′), modulo reparametrizations of
the domain. The Fredholm index of u will be denoted by ind(u) = indHF (u).
4.4.1. The Fredholm index, first version. We start with Lipshitz’s formula [Li,
Equation 5] for the Fredholm index of u:
(4.4.1) ind(u) = −χ(F ) + k +
k∑
i=1
µ(α∗i )−
k∑
i=1
µ(β∗i ),
where k is the genus of Σ, χ(F ) = χ(F˙ ) is the Euler characteristic of F or F˙ , and
α∗i and β
∗
i are as in Definition 4.3.1.
We now define the Maslov indices µ(α∗i ) and µ(β
∗
i ) which appear in Equa-
tion (4.4.1): Choose a trivialization τ ′0 of TΣ ≃ C on a neighborhood of the points
w ∈ α ∩ β so that R corresponds to Twβ and iR corresponds to Twα. Then let
τ0 be a trivialization of u
∗TΣX which coincides with the one already given near
p and q by pulling back τ ′0. Along each component of ∂F˙ — called α
∗
i or β
∗
i ,
depending on whether it is mapped to αi or to βi, and oriented in the same way as
∂F for αi and in the opposite way for βi —we have a loop of unoriented real lines
in C, given by the pullback of Tαi or Tβi. The Maslov index µ(α
∗
i ) (resp. µ(β
∗
i ))
is the degree of the loop along α∗i (resp. β
∗
i ) with respect to τ0.
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4.4.2. The Fredholm index, second version. For the purposes of computing in-
dices, we replace X = R × [0, 1] × Σ by the compactification Xˇ = [−1, 1] ×
[0, 1] × Σ from Section 4.3.
Recall Zα,β ⊂ Xˇ given by Equation (4.3.3). We define a trivialization τ of
TΣXˇ along Zα,β ⊂ Xˇ as follows: First choose a nonsingular tangent vector field
along each component of α and β. This induces a trivialization τ ′ of TΣ[0,1]×Σ on
({0} × β) ∪ ({1} ×α). We then extend τ ′ arbitrarily to [0, 1] × (α ∩ β). Finally
we pull τ ′ back to Zα,β ⊂ Xˇ using the projection π[0,1]×Σ : Xˇ → [0, 1] × Σ to
obtain τ .
Given an HF curve u : F˙ → X, we define its Maslov index µτ (u) as follows:
Let
uˇ : (Fˇ , ∂Fˇ )→ (Xˇ, Zα,β)
be the compactification of u. We then construct a (not necessarily oriented) real
rank one subbundle L of uˇ∗TΣ on ∂Fˇ . The bundle L is given by uˇ∗Tα and uˇ∗Tβ
along ∂F˙ . We extend L to ∂Fˇ − ∂F˙ by rotating in the counterclockwise direction
from uˇ∗Tβ to uˇ∗Tα by the minimum amount possible. (Assuming orthogonal
intersections, this is a π2 -rotation.) Then µτ (u) is the sum of the Maslov indices
of L with respect to the trivialization τ , where the sum is over all the connected
components of ∂Fˇ .
Lemma 4.4.1. If u : F˙ → X is an HF curve, then
(4.4.2) µτ (u) + 2c1(u
∗TΣ, τ) =
k∑
i=1
µ(α∗i )−
k∑
i=1
µ(β∗1).
Proof. By standard Maslov index theory, we have
µτ (u) + 2c1(u
∗TΣ, τ) = µτ0(u) + 2c1(u
∗TΣ, τ0),
where τ0 denotes the trivialization of u
∗TΣ from Section 4.4.1. We immediately
obtain c1(u
∗TΣ, τ0) = 0 since τ0 is a trivialization on all of F˙ . Hence it suffices
to prove that:
(4.4.3) µτ0(u) =
k∑
i=1
µ(α∗i )−
k∑
i=1
µ(β∗1).
The difference between the two sides of Equation (4.4.3) is the total amount of
rotation of the real lines introduced at α∩β in the definition of µτ0 : if we go from
β to α we rotate by π2 , while if we go from α to β we rotate by −
π
2 ; hence the
total amount of rotation is 0. 
We can now rephrase the Fredholm index as follows:
(4.4.4) ind(u) = −χ(F ) + k + µτ (u) + 2c1(u
∗TΣ, τ).
Remark 4.4.2. Since the Maslov index of L with respect to τ is an integer along
each chord [0, 1] × {yi}, it makes sense to write µτ (yi) ∈ Z. If we let
µτ (y) =
k∑
i=1
µτ (yi),
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then µτ (u) = µτ (y)− µτ (y
′). In particular, µτ (u) only depends on y, y
′, and the
choice of τ .
4.5. The ECH-type index. In this subsection we define an ECH-type index IHF (u)
and prove an index inequality which is analogous to the ECH index inequality of
[Hu1].
4.5.1. The relative intersection form. Let τ be a trivialization of TΣXˇ along Zα,β
as defined in Section 4.4.2. We will define the notions of a representative and
a τ -trivial representative of a homology class A ∈ H2(X,y,y
′), where y =
{y1, . . . , yk} and y
′ = {y′1, . . . , y
′
k} are k-tuples in Sα,β.
Definition 4.5.1. An oriented immersed compact surface
Cˇ ⊂ Xˇ = [−1, 1] × [0, 1] × Σ
in the homology class A ∈ H2(X,y,y
′) is an immersed representative of A if:
(1) Cˇ is positively transverse to the fibers {(s, t)} × Σ along all of ∂Cˇ .
(2) (πˇ[0,1]×Σ)|Cˇ is an embedding near ∂Cˇ ∩ ({−1, 1} × [0, 1] × Σ), where
πˇ[0,1]×Σ is the projection Xˇ → [0, 1] ×Σ.
If Cˇ is embedded in addition, then Cˇ is a representative of A.
Definition 4.5.2 (τ -trivial representative). A representative Cˇ of A is τ -trivial if,
for all sufficiently small ε > 0, Cˇ ∩{s = ±(1− ε)} is the union of single-stranded
braids ζ±i , i = 1, . . . , k, where ζ
+
i (resp. ζ
−
i ) lies in a tubular neighborhood of
[0, 1]×{yi} (resp. [0, 1]×{y
′
i}), is disjoint from [0, 1]×{yi} (resp. [0, 1]×{y
′
i}),
and induces a framing which agrees with τ along [0, 1]×{yi} (resp. [0, 1]×{y
′
i}).
Let A be a homology class inH2(X,y,y
′). Then we define
(4.5.1) nzj(A) = 〈A, [−1, 1] × [0, 1] × {zj}〉,
where zj ∈ Σ − α − β are given in Definition 4.2.1 and 〈·, ·〉 is the signed
intersection number. We say that A ∈ H2(X,y,y
′) is positive if nzj(A) ≥ 0 is
nonnegative for all zj .
Lemma 4.5.3. A positive A ∈ H2(X,y,y
′) admits a τ -trivial representative Cˇ .
Proof. Let A be a positive homology class in H2(X,y,y
′). Then we can glue
closures of connected components of Σ − α − β with multiplicity nzj(A) as in
Rasmussen [Ra, Lemma 9.3] (also see [Li, Lemma 4.1] and its correction [Li2,
Lemma 4.1’]) to construct a smooth map u = (u1, u2), where u1 : F˙ → R ×
[0, 1] is a branched cover with interior branch points and u2 : F˙ → Σ admits an
extension u2 : F → Σ such that
• u2(q
+
i ) = yi and u2(q
−
i ) = y
′
i;
• each component of ∂F˙ is mapped to some αi or βi so that each αi, βi,
i = 1, . . . , k, is used exactly once; and
• u2 is holomorphic on a neighborhood of ∂F and is locally given by w 7→
wℓ(q
±
i )/2 for some positive odd integer ℓ(q±i ) near q
±
i , provided q
±
i is not
the end of a trivial strip of u2.
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We extend u to uˇ : Fˇ → X, where Fˇ is the real blow-up of F given in Section 4.3.
Condition (1) of Definition 4.5.1 is immediately satisfied. We can resolve all the
(interior) singularities to make uˇ embedded. It is a local exercise to modify uˇ in a
neighborhood of ∂Fˇ − ∂F˙ so that uˇ becomes τ -trivial. 
Lemma 4.5.4. If u : F˙ → X is an HF curve and Cˇ is the image of the compacti-
fication uˇ : Fˇ → Xˇ , then the following hold:
(1) πB ◦ u : F˙ → B has no branch points along ∂B.
(2) uˇ is positively transverse to the fibers {(s, t)} × Σ along all of ∂Fˇ and
πˇ[0,1]×Σ|Cˇ is an embedding near ∂Cˇ.
In other words, Cˇ satisfies all the conditions of a τ -trivial representative for some
τ , with the exception of the embeddedness of Cˇ .
Proof. (1) follows from the fact that πB ◦ u is a k-fold branched cover of B. Let
H = {Im(z) ≥ 0} be the upper half-plane and U ⊂ H be an open subset which
contains 0. If f is a holomorphic map U → R × [0, 1] which maps 0 to (0, 0) and
U ∩ ∂H to R × {0}, then it can be extended to a holomorphic map f : U ∪ U →
R × [−1, 1] by Schwarz reflection, where U = {z | z ∈ U}. If df(0) = 0, then f
is locally a composition of z 7→ zl for some integer l > 1 and a biholomorphism.
This contradicts the requirement that f(H) stay on one side of R× {0}.
(2) follows from (1), together with the asymptotics of u as s→ ±∞. 
We now define the relative intersection form Qτ (A), which is analogous to the
relative intersection form which appears in the definition of the ECH index IECH ,
but is easier.
Definition 4.5.5 (Relative intersection form Qτ (A)). Let A ∈ H2(X,y,y
′) be a
positive homology class and let Cˇ be a τ -trivial representative of A. Let ψ be a
section of the normal bundle ν to Cˇ such that ψ|∂Cˇ = Jτ , and let Cˇ
′ be a pushoff
of Cˇ in the direction of ψ. Then the relative intersection form Qτ (A) is given by:
Qτ (A) = 〈Cˇ, Cˇ
′〉
where 〈·, ·〉 denotes the algebraic count of intersection points.
Note that, since a representative Cˇ is positively transverse to the fibers {(s, t)}×
Σ along all of ∂Cˇ , we may take the normal bundle ν to Cˇ to satisfy ν|∂Cˇ =
TΣ|∂Cˇ . Also, since J is ΩX-admissible, it takes TΣ to itself. Hence (τ, Jτ) is a
trivialization of ν|∂Cˇ . Although τ and Jτ are homotopic, we will often use Jτ due
to its appearance in the definition of Qτ (A).
Let τ ′ and τ be trivializations of TΣXˇ along Zα,β which differ only on {±1}×
[0, 1] × (α ∩ β). Let deg(τ, τ ′, yi) (resp. deg(τ, τ
′, y′i)) be the degree of τ with
respect to the trivialization τ ′ along [0, 1] × {yi} (resp. [0, 1] × {y
′
i}), oriented in
the ∂t-direction. We then have the following:
Lemma 4.5.6 (Change of trivialization). If A ∈ H2(X,y,y
′) is positive, then
(4.5.2) Qτ (A)−Qτ ′(A) =
k∑
i=1
deg(τ, τ ′, yi)−
k∑
i=1
deg(τ, τ ′, y′i).
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Proof. Let Cˇτ ′ be a τ
′-trivial representative of A. Let ε > 0 be small and let
Cˇτ ′,0 = Cˇτ ′ ∩ ([−1 + ε, 1 − ε]× [0, 1] × Σ).
We can extend Cˇτ ′,0 to Cˇτ in Xˇ by gluing disks Di,D
′
i, i = 1, . . . , k, correspond-
ing to yi, y
′
i, so that Cˇτ becomes τ -trivial.
Let ψ be a section of the normal bundle to Cˇτ such that ψ|∂Cˇτ = Jτ and
ψ|∂Cˇτ ′,0 = Jτ
′. (Here we are assuming that τ ′ has been extended to a neigh-
borhood of the [0, 1] × {yi}.) Then
Qτ (A)−Qτ ′(A) =
k∑
i=1
#(ψ|Di)
−1(0) +
k∑
i=1
#(ψ|D′i)
−1(0),
where# is a signed count. A local calculation gives
#(ψ|Di)
−1(0) = deg(τ, τ ′, yi), #(ψ|D′i)
−1(0) = − deg(τ, τ ′, y′i),
which proves the lemma. 
The following is immediate from the definition of Qτ (A).
Lemma 4.5.7 (Additivity). If A1 ∈ H2(X,y,y
′) and A2 ∈ H2(X,y
′,y′′) are
positive, then
Qτ (A1#A2) = Qτ (A1) +Qτ (A2),
where A1#A2 ∈ H2(X,y,y
′′) is obtained from stacking two copies of Xˇ.
4.5.2. The relative adjunction formula. In this subsection we prove a relative ad-
junction formula for HF curves (Lemma 4.5.9).
If Cˇ ⊂ Xˇ is a properly immersed surface with only transverse double points in
its interior, we denote by δ(Cˇ) the signed count of the double points of Cˇ .
Lemma 4.5.8. If Cˇ is an immersed representative of A ∈ H2(X,y,y
′) with only
transverse double points in its interior, then
c1(ν, Jτ) = Qτ (A)− 2δ(Cˇ).
Proof. Let us first assume that Cˇ is embedded. If Cˇ is τ -trivial, then there is a
section ψ of the normal bundle to Cˇ such that ψ|∂Cˇ = Jτ , and
Qτ (A) = #ψ
−1(0) = c1(ν, Jτ).
Next let τ ′ and τ be trivializations of TΣXˇ along Zα,β, which differ only on
{±1}× [0, 1]× (α∩β). By Equation (4.5.2), together with an analogous equation
for c1(ν, Jτ)− c1(ν, Jτ
′), we have
Qτ (A)−Qτ ′(A) = c1(ν, Jτ) − c1(ν, Jτ
′),
which proves the lemma for embedded Cˇ.
Suppose now that Cˇ has a single positive transverse double point d. (The case
of a negative double point is similar.) We resolve the intersection in the following
way: Let B ⊂ Xˇ be a small ball centered at d. Then Cˇ ∩ ∂B is a Hopf link,
and Cˇ ∩ B is the union of two slice disks for the components which intersect at
d. We can construct a new surface Cˇsm by replacing the two disks with a Hopf
HF=ECH VIA OPEN BOOK DECOMPOSITIONS I 29
band connecting the two components of the Hopf link. By definition, we have
Qτ (A) = 〈Cˇsm, Cˇ
′
sm〉. On the other hand, if νsm is the normal bundle to Cˇsm,
then
c1(νsm, Jτ) = c1(ν, Jτ) + 2.
This can be seen easily by embedding B into S2 × S2 and using the properties of
the intersection product for closed 4-manifolds.
In general,
c1(ν, Jτ) + 2δ(Cˇ) = c1(νsm, Jτ) = 〈Cˇsm, Cˇ
′
sm〉 = Qτ (A),
and the lemma follows. 
Let u : F˙ → X be an HF curve. Then u has no singular points on ∂F˙ because
πB◦u has no branch point on the boundary. By [M1,MW] (see also [MS, Appendix
E]), there exists a modification v : F˙ → X of u : F˙ → X in a neighborhood of its
finitely many singular points so that v is an immersion with only positive transverse
double points. We define δ(u) the number of positive double points of v, which
depends only on u and not on the modification v used to define it. Then δ(u) ≥ 0
and δ(u) = 0 if and only if u is an embedding. We can now state and prove the
relative adjunction formula:
Lemma 4.5.9 (Relative adjunction formula). If u : F˙ → X is an HF curve in the
homology class A ∈ H2(X,y,y
′), then
c1(uˇ
∗TΣ, τ) = c1(T Fˇ , ∂t) +Qτ (A)− 2δ(u)(4.5.3)
= χ(F )− k +Qτ (A)− 2δ(u).
Here ∂t is the pullback to ∂Fˇ of the trivialization ∂t on [−1, 1] × [0, 1].
Proof. Let v : F˙ → X be the immersion with transverse double points obtained
by modifying u : F˙ → X. Since the modification is purely local and is away from
∂F˙ , it follows that uˇ and vˇ belong to the same homology class in H2(X,y,y
′)
and c1(uˇ
∗TΣ, τ) = c1(vˇ
∗TΣ, τ). Hence Equation (4.5.3) for u is equivalent to
Equation (4.5.3) for v, and we may assume without loss of generality that u is
immersed with positive transverse double points.
The vector field ∂t is a global trivialization of the complex line bundle T ([−1, 1]×
[0, 1]) over Xˇ = [−1, 1]× [0, 1] × Σ. Hence
c1(uˇ
∗TXˇ, (τ, ∂t)) = c1(uˇ
∗TΣ, τ).
On the other hand,
c1(uˇ
∗TXˇ, (τ, ∂t)) = c1(T Fˇ , ∂t) + c1(ν, Jτ).
The first line of the relative adjunction formula now follows from Lemma 4.5.8.
The equivalence of the first and second lines is a consequence of Claim 4.5.10,
proved below. 
Claim 4.5.10. c1(T Fˇ , ∂t) = χ(F )− k.
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Proof. Let τ∂F be the trivialization of TF |∂F which is given by an oriented non-
singular vector field tangent to ∂F . We then have
c1(T Fˇ , ∂t) = χ(F ) + deg(∂t, τ∂F ),
where deg(∂t, τ∂F ) is the degree of ∂t with respect to τ∂F . By an easy direct
calculation we obtain deg(∂t, τ∂F ) = −k. 
4.5.3. The index IHF and the index inequality. We are now ready to define the
ECH-type index IHF and prove the ECH-type index inequality (Theorem 4.5.13).
Definition 4.5.11 (ECH-type index). Let A ∈ H2(X,y,y
′) be a positive homol-
ogy class. Then the ECH-type index IHF of A is given as follows:
(4.5.4) IHF (A) = c1(TΣ|A, τ) +Qτ (A) + µτ (y)− µτ (y
′).
We observe that IHF (A) does not depend on the choice of τ : Suppose τ and τ
′
differ only at yi and deg(τ, τ
′, yi) = 1. Then we compute (i)Qτ (A) = Qτ ′(A)+1
by Lemma 4.5.6, (ii) µτ (y) = µτ ′(y)−2 and (iii) c1(TΣ|A, τ) = c1(TΣ|A, τ
′)+1.
The index IHF satisfies the following additivity property under the stacking
operation # : H2(X,y,y
′)×H2(X,y
′,y′′)→ H2(X,y,y
′′).
Lemma 4.5.12 (Additivity of IHF ). IfA1 ∈ H2(X,y,y
′) andA2 ∈ H2(X,y
′,y′′)
are positive, then
IHF (A1#A2) = IHF (A1) + IHF (A2).
Proof. Each of the terms c1(TΣ|A, τ),Qτ (A), and µτ (y)−µτ (y′) in the definition
of IHF (A) is additive under stacking; see Lemma 4.5.7 for the additivity ofQτ (A).

The following index inequality is analogous to (but much easier than) the ECH
index inequality, due to Hutchings [Hu1, Theorem 1.7]. We remark that u is re-
quired to be simply-covered in the statement of the usual ECH index inequality.
This is automatically satisfied for HF-curves.
Theorem 4.5.13 (ECH-type index inequality). Let u : F˙ → X be an HF curve in
the class A ∈ H2(X,y,y
′). Then
(4.5.5) ind(u) + 2δ(u) = IHF (A),
where δ(u) ≥ 0 is an integer count of the singularities. Hence
(4.5.6) ind(u) ≤ IHF (A),
with equality if and only if u is an embedding.
Note that u has no boundary singularities because πB ◦ u has no branch points
at the boundary.
Proof. We calculate:
ind(u) = −χ(F ) + k + µτ (y)− µτ (y
′) + 2c1(uˇ
∗TΣ, τ)
= c1(uˇ
∗TΣ, τ) +Qτ (A) + µτ (y)− µτ (y
′)− 2δ(u).
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The first line is Equation (4.4.4). The equivalence of the first and second lines
follows from the relative adjunction formula. Hence
ind(u) + 2δ(u) = IHF (A).
The index inequality (4.5.6) follows immediately. 
4.6. Compactness. We now discuss the requisite compactness issues. The key
notion is that of weak admissibility from [OSz1, Definition 4.10], which is analo-
gous to the vanishing of the flux in the PFH situation (see Section 3.3). A pointed
Heegaard diagram (Σ,α,β, z) is weakly admissible if, for every Spinc-structure s
and nontrivial periodic domainQ which satisfies 〈c1(s),Q〉 = 0, there exist j1 and
j2 for which nzj1 (Q) > 0 and nzj2 (Q) < 0. (The points zj1 and zj2 are the points
from Definition 4.2.1(4).) Equivalently, by [OSz1, Lemma 4.12], (Σ,α,β, z) is
weakly admissible if and only if there is an area form ω on Σ such that each peri-
odic domain has total signed ω-area zero.
LetN > 0 be a fixed constant. We consider the subset HN2 (X,y,y
′) consisting
of homology classes ofH2(X,y,y
′) which intersect [−1, 1]× [0, 1]×{z} at most
N times. (This is sufficient for ĈF and CF+, defined in Section 4.8.) The differ-
ence of two homology classes A1, A2 ∈ H
0
2 (X,y,y
′) is a periodic domain Q and
has zero ω-area. This implies that the ω-areas of any two A1, A2 ∈ H
N
2 (X,y,y
′)
differ by i · ω(Σ) where 0 ≤ i ≤ N . Let φ1, . . . , φr be the connected components
of Σ − α − β with zj ∈ φj . If A is represented by a holomorphic curve, then
the projection of A to Σ can be written as
∑
j nzj(A)φj with nzj (A) ≥ 0. Since
each φi has finite area, there must only be a finite number of homology classes
A ∈ HN2 (X,y,y
′) for which the moduli spaceMXJ (y,y
′, A) is nonempty.
We now prove the existence of a compactification of MXJ (y,y
′, A)/R. It suf-
fices to show that if u : F˙ → X is an element of MXJ (y,y
′, A), then the genus
of F˙ is bounded as long as A is fixed. This will be carried out in Lemma 4.6.1.
Once we have a genus bound, the SFT compactness theorem from [BEHWZ] can
be applied to give a compactification ofMXJ (y,y
′, A)/R.
Lemma 4.6.1. There is an upper bound on the genus of a holomorphic curve u :
F˙ → X in a fixed homology class A ∈ H2(X,y,y
′).
Proof. The proof is analogous to the proof in the PFH case. In view of the relative
adjunction formula (Lemma 4.5.9) and the nonnegativity of δ(u), we have
(4.6.1) χ(F˙ ) ≥ c1(uˇ
∗TΣ, τ) + k −Qτ (A).
The lemma follows by observing that the terms on the right-hand side depend only
on the homology class A. 
4.7. Transversality.
Definition 4.7.1. An almost complex structure J ∈ JX is regular if the moduli
spacesMXJ (y,y
′) are transversely cut out for all y,y′ ∈ Sα,β .
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Note that if u is an HF curve, then it does not have any closed irreducible com-
ponents by definition. In particular, u cannot have any fibers {(s, t)} × Σ as irre-
ducible components.
We write J regX ⊂ JX for the subset of regular almost complex structures J .
For J ∈ J regX , the dimension ofM
X
J (y,y
′) near u is equal to the Fredholm index
ind(u). The moduli spaceMXJ (y,y
′) carries a natural R-action given by transla-
tions in the s-direction, and the quotientMXJ (y,y
′)/R is a manifold.
Lemma 4.7.2. A generic J ∈ JX is regular.
Proof. This follows from [Li, Proposition 3.8] (see also [Li2, Section 2]), by noting
that an HF curve u does not have any fibers as irreducible components. Lemma 4.7.2
can also be proved in the same way as in [Hu1, Lemma 9.12(b)]. Note that
the transversality theory is relatively straightforward because HF curves are never
multiply-covered, i.e., all the moduli spaces MXJ (y,y
′) consist of simple curves.

We will use the notation MX,I=rJ (y,y
′) to denote the moduli space of HF
curves from y to y′ with ECH index IHF = r.
Corollary 4.7.3 (Corollary of Theorem 4.5.13). If IHF (A) = 0, 1 and J ∈ J
reg
X ,
then every HF curve u in the class A satisfies ind(u) = IHF (A) and is therefore
embedded.
Proof. This follows from Equation (4.5.5) by observing that the term 2δ(u) is even
and nonnegative and that ind(u) ≥ 0 since J is regular and u is not multiply-
covered. 
4.8. Definition of the Heegaard Floer homology groups. Let (Σ,α,β, z) be a
weakly admissible Heegaard diagram and let J ∈ J regX . We define the Heegaard
Floer chain complexes
(ĈF (Σ,α,β, z, J), ∂̂) and (CF+(Σ,α,β, z, J), ∂+),
whose corresponding homology groups are
ĤF (Σ,α,β, z, J) and HF+(Σ,α,β, z, J).
The hat group ĈF (Σ,α,β, z, J) is the F-vector space generated by Sα,β and
the plus group CF+(Σ,α,β, z, J) is the F-vector space generated by Sα,β×Z
≥0.
Elements of Sα,β will be written as y and elements of Sα,β × Z
≥0 will be written
as [y, i].
We now define the differentials ∂̂ and ∂+. The differential ∂̂ is given by
∂̂y =
∑
y′∈Sα,β
〈∂̂y,y′〉 · y′,
where 〈∂̂y,y′〉 is the count of M̂X,I=1J (y,y
′)/R. The differential ∂+ is given by
∂+([y, i]) =
∑
[y′,j]∈Sα,β×Z≥0
〈∂+([y, i]), [y′ , j]〉 · [y′, j],
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where 〈∂+([y, i]), [y′ , j]〉 is the count ofMX,I=1J (y,y
′)/R whose representatives
have intersection number i−j withR× [0, 1]×{z}. By Theorem 4.5.13, the count
of IHF (u) = 1 curves is equivalent to the count of embedded ind(u) = 1 curves.
Hence our definition is the same as that of Lipshitz.
The differentials ∂̂ and ∂+ indeed satisfy ∂̂2 = 0 and (∂+)2 = 0 by [Li]. A
tricky issue which arises for ∂+ (but not for ∂̂) is that an element u of the boundary
of MX,I=2J (y,y
′)/R might a priori have a fiber {(s, t)} × Σ as an irreducible
component. (In that case, u consists of one copy of Σ, together with k trivial
strips.) This possibility is eliminated in [Li, Lemma 8.2].
Both ĤF (Σ,α,β, z, J) andHF+(Σ,α,β, z, J) are independent of the choices
and can be written as ĤF (M) and HF+(M). In this paper, we are interested in
ĤF (−M), where−M is the manifoldM with the opposite orientation. The group
ĤF (−M) is the homology of the chain complex ĈF (Σ,β,α, z, J), i.e., the com-
plex for which the roles of the α- and β-curves are exchanged.
4.9. Restricting the complex to a page. In this subsection we describe a pointed
Heegaard diagram for −M which is adapted to an open book and which has the
property that ĤF (−M) can be computed from a single page. The Heegaard dia-
gram constructed here is a slight modification of the Heegaard diagram constructed
by Honda, Kazez and Matic´ in [HKM1].
Let S be a bordered surface of genus g and connected boundary, and let (S, h)
be an open book decomposition ofM with binding K . Then there is a homeomor-
phism
((S × [0, 1])/ ∼, (∂S × [0, 1])/ ∼) ≃ (M,K),
where (x, 1) ∼ (h(x), 0) for x ∈ S and (y, t) ∼ (y, t′) for y ∈ ∂S and t, t′ ∈ [0, 1].
4.9.1. A Heegaard diagram compatible with (S, h). We define a pointed Heegaard
diagram (Σ,β,α, z) for −M which is compatible with (S, h). (In particular, this
means that Lβ = R× {1} × β and Lα = R× {0} ×α.)
The open book decomposition (S, h) gives a natural Heegaard decomposition of
M into two handlebodies H1 = (S × [0,
1
2 ])/ ∼ and H2 = (S × [
1
2 , 1])/ ∼. The
Heegaard surface Σ is S1/2 ∪ −S0 and has genus 2g. Here we abbreviate S × {t}
by St.
A basis of S is a collection of properly embedded pairwise disjoint arcs a =
{a1, ..., a2g} of S such that S − a is a connected 8g-gon. Given a basis a of S,
there is a natural collection of compression curves αi = ∂(ai × [0,
1
2 ]) for H1. We
write αi = a
†
i ∪ ai, where the presence of † indicates a copy of an arc in S1/2
and the absence indicates a copy of the arc in S0. Recall the monodromy h maps
(y, θ) 7→ (y, θ− y) near ∂S. We then construct a collection of compression curves
βi = b
†
i ∪ h(ai) for H2, where bi is the simplest arc (i.e., with the fewest number
of intersections with the aj) in S1/2 which is parallel to ai and extends h(ai) to
smooth curve in Σ. See Figure 1.
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i
FIGURE 1. A portion of S1/2 whose normal orientation points out
of the page. The shaded regions are the disks Di and D
′
i.
The arcs ai and h(ai) intersect at their endpoints xi and x
′
i by the definition of
h near ∂S, and the arcs a†i and b
†
i intersect at a unique point x
′′
i in int(S1/2). This
means that all the intersection points of αi∩βj lie in S0, except for one intersection
point x′′i of αi ∩ βi for each i. We then place the basepoint z on the binding, away
from all the intersection points xi, x
′
i. The regions of Σ−α−β which nontrivially
intersect S1/2 are the following:
• the “forbidden region” containing the basepoint z;
• for each i = 1, . . . , 2g, a bigon Di from x
′′
i to xi and a bigon D
′
i from x
′′
i
to x′i.
By the placement of the basepoint z, it is clear that any periodic domain must
have terms of the form k(Di −D
′
i), where k is an integer. This implies the weak
admissibility of the Heegaard diagram (Σ,β,α, z).
Remark 4.9.1. The point xi or x
′
i (either one) is a component of the contact class
c(ξ(S,h)) ∈ ĤF (Σ,β,α, z), where ξ(S,h) is the contact structure which corre-
sponds to (S, h).
4.9.2. Holomorphic curves in the region R × [0, 1] × S1/2. Let J ∈ JX with the
additional property:
(&) J is a product complex structure on R× [0, 1] × S1/2.
All the holomorphic curves and moduli spaces in this subsection are for the
Heegaard diagram (Σ,β,α, z).
Claim 4.9.2. Let u ∈ M̂XJ (y,y
′) for some y,y′ ∈ Sβ,α. Then the following hold:
(1) If u is not asymptotic to any x′′i , then its image is contained in R× [0, 1]×
S0.
(2) If u is asymptotic to some x′′i , then u has x
′′
i at the positive end and a
component of u is either (i) a trivial strip over x′′i or (ii) a “thin strip”
from x′′i to xi or x
′
i, whose projection to Σ is Di or D
′
i.
(3) If u is asymptotic to xi or x
′
i at the positive end, then a component of u is
a trivial strip over xi or x
′
i.
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The only nontrivial components of u which intersect R × [0, 1] × S1/2 are the
“thin strips” in (2) and are easily seen to satisfy automatic transversality. Hence a
generic J which satisfies (&) is in J regX .
4.9.3. The variant ĈF (S,a, h(a)). Let J ∈ J regX which satisfies (&). We now
define the chain complex ĈF (S,a, h(a), J), which can be defined on a page of the
open book (S, h) and whose homology is isomorphic to ĤF (Σ,β,α, z, J). The
almost complex structure J will usually be suppressed from the notation.
Let Sa,h(a) be the set of 2g-tuples of intersection points of a and h(a); equiv-
alently, Sa,h(a) = {y ∈ Sβ,α | y ⊂ S0}. Then we define (ĈF ′(S,a, h(a)), ∂
′)
as the subcomplex of (ĈF (Σ,β,α, z), ∂) generated by Sa,h(a). The differential ∂
restricts to ∂′ by Claim 4.9.2(1).
Next define an equivalence relation∼ on ĈF ′(S,a, h(a)) as follows: if we write
y = y0 ∪ y1, where y0 consists of chords of type xi, x
′
i, i = 1, . . . , 2g, and y1
does not contain any xi, x
′
i, i = 1, . . . , 2g, then y ∼ y
′ if and only if y = y0 ∪ y1,
y
′ = y′0 ∪ y
′
1 and y1 = y
′
1. We then take the quotient complex
ĈF (S,a, h(a)) = ĈF ′(S,a, h(a))/ ∼,
with the differential ∂̂ induced from ∂′. The differential ∂′ descends to the quotient
∂̂ by Claim 4.9.2(3).
Remark 4.9.3. Since Σ and S = S0 have opposite orientations, the order (β,α) is
switched to (a, h(a)).
The following theorem allows us to restrict from the Heegaard surface Σ to the
page S:
Theorem 4.9.4. H∗(ĈF (S,a, h(a)), ∂̂) ≃ ĤF (Σ,β,α, z).
Proof. Let us write ĈF for ĈF (Σ,β,α, z). Also let ĈF k be the subgroup of ĈF
generated by 2g-tuples of chords, exactly k of which are of the form x′′i . Using
Claim 4.9.2, we can write the differential ∂ on ĈF as ∂ = ∂0 + ∂1, where ∂0 :
ĈF k → ĈF k counts IHF = 1 curves whose nontrivial part is contained in S0 and
∂1 : ĈF k → ĈF k−1 counts IHF = 1 curves whose nontrivial part is contained in
S1/2. In particular, ∂1 counts HF curves which correspond to the domains Di and
D′i. Since ∂
2 = 0, it follows that
∂20 = ∂
2
1 = ∂0∂1 + ∂1∂0 = 0,
i.e., ĈF becomes a double complex.
The ∂1-homology of ĈF is:
Hk(ĈF , ∂1) =
{
ĈF (S,a, h(a)), if k = 0;
0, if k > 0.
This claim will be proved in Lemma 4.9.5. For the moment we assume it to finish
the proof of the theorem. The double complex gives rise to a spectral sequence
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converging to ĤF (Σ,β,α, z) such that:
E1 = H∗(ĈF , ∂1) = ĈF (S,a, h(a))
E2 = H∗(H∗(ĈF , ∂1), [∂0]) = H∗(ĈF (S,a, h(a)), ∂̂).
Since E2 is concentrated in degree k = 0, the spectral sequence degenerates at the
second step and ĤF (Σ,β,α, z) ∼= E2. This proves the theorem. 
Before proceeding to Lemma 4.9.5, let us introduce some notation. Let I be a
k-element subset of {1, . . . , 2g} and let Ic be its complement. Then let SIc be the
set of (2g − k)-tuples y1 of chords from h(a) to a such that each aj and h(aj),
j ∈ Ic, is used exactly once and no xj , x
′
j , x
′′
j is in y1. In particular, ai and h(ai)
remain unoccupied for all i ∈ I .
Lemma 4.9.5. The homology of (ĈF , ∂1) is:
Hk(ĈF , ∂1) =
{
ĈF (S,a, h(a)), if k = 0;
0, if k > 0.
Proof. Let (ĈF (y1), ∂1) ⊂ (ĈF , ∂1) be the subcomplex generated by 2g-tuples
of chords of the form y0 ∪ y1, where y0 is a k-tuple of chords consisting of one
of xj , x
′
j, x
′′
j for each j ∈ I and y1 ∈ SIc . Since (ĈF , ∂1) is the direct sum of
chain complexes of the form (ĈF (y1), ∂1), it suffices to treat each (ĈF (y1), ∂1)
separately.
Consider the chain complexes (C(j), d) = (C0(j)⊕ C1(j), d), where
C1(j) = F{x
′′
j}, C0(j) = F{xj , x
′
j}, d(x
′′
j ) = xj − x
′
j .
The homology groups of those complexes are:
(4.9.1) Hk(C(j), d) =
{
〈xj, x
′
j〉/〈xj − x
′
j〉, if k = 0;
0, if k = 1.
By Claim 4.9.2(2), we have
(ĈF (y1), ∂1) ∼=
⊗
j∈I
(C(j), d).
By the Ku¨nneth formula, H∗(ĈF (y1), ∂1) is generated by the equivalence class
{y′0 ∪ y1}, where y1 is fixed and y
′
0 ranges over all k-tuples of chords which
consist of one of xj , x
′
j for each j ∈ I . The lemma then follows. 
4.10. Spinc-structures. Let Sα,β be the set of k-tuples of intersection points of
the pointed Heegaard diagram (Σ,α,β, z) and let Spinc(M) be the set of Spinc-
structures onM . In [OSz1, Section 2.6], Ozsva´th and Szabo´ defined a map
sz : Sα,β → Spin
c(M).
Although the precise definition of sz will not be given here, we review an im-
portant property of sz which is more or less equivalent to the definition. Given
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y = {yi}
k
i=1,y
′ = {y′i}
k
i=1 ∈ Sα,β, the difference between the Spin
c-structures
corresponding to y and y′ is given by:
ǫ(y,y′) = PD(sz(y)− sz(y
′)) ∈ H1(M),
where a cycle representing ǫ(y,y′) can be constructed on the Heegaard diagram
as follows: For each i = 1, . . . , k, choose an arc α⋆i on αi from yi to y
′
i, where
yi, y
′
i ∈ αi. Similarly, we choose arcs β
⋆
i on βi, i = 1, . . . , k, which connect y
′
to y. Then ǫ(y,y′) is the homology class of ∪ki=1(α
⋆
i ∪ β
⋆
i ), which is a union of
closed curves; see [OSz1, Definition 2.11 and Lemma 2.19]. It is easy to verify that
ǫ(y,y′) does not depend on the choice of arcs α⋆i and β
⋆
i and provides a topological
obstruction to the existence of HF curves connecting y and y′.
The Heegaard Floer chain complex ĈF (Σ,α,β, z) therefore splits into a direct
sum
ĈF (Σ,α,β, z) =
⊕
s∈Spinc(M)
ĈF (Σ,α,β, z, s),
where the subgroup ĈF (Σ,α,β, z, s) is generated by y ∈ Sα,β with sz(y) = s
and is a subcomplex.
We now interpret the above discussion in a way which relates more easily to the
splitting of ECH in terms of homology classes of orbit sets. Consider the chain
complex ĈF (S,a, h(a)) which is generated by the set Sa,h(a) of 2g-tuples of in-
tersection points of a and h(a), i.e., we are restricting to a page S. The homology
groups H1(M ;Z) ≃ H1(N, ∂N ;Z) are identified via the isomorphism ̟, given
in Lemma 2.3.1.
We then define the map
h : Sa,h(a) → H1(M)
by assigning a cycle h(y) to y = {yi}
2g
i=1 ∈ Sa,h(a) as follows: Suppose yi ∈
ai ∩ h(aσ(i)) for some σ ∈ S2g. On [0, 1] × S, we consider the union of the
following oriented arcs:
• [0, 1] × {yi}, i = 1, . . . , 2g, where the orientation is given by ∂t;
• {0} × ci, i = 1, . . . , 2g, where ci is a subarc of h(ai) which goes from
h(yσ(i)) to yi.
With the identification (x, 1) ∼ (h(x), 0), the arcs glue to give a cycle in N which
represents h(y).
Proposition 4.10.1. Let ξ be the contact structure supported by the open book
decomposition (S, h) ofM , and let sξ be the canonical Spin
c-structure determined
by ξ. Then for any y ∈ Sa,h(a) we have
sz(y) = sξ + PD(h(y)).
Proof. The equality holds for any 2g-tuple x0 which represents the contact class.
In fact, sz(x0) = sξ by the definition of the contact class and h(x0) = 0 since the
cycle representing it is parallel to ∂N . Hence, in order to prove the proposition, it
suffices to prove that
h(y) − h(y′) = ǫ(y,y′)
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for all y,y′ ∈ Sa,h(a). One can check that h(y)−h(y
′) is homologous to the union
δ of the following types of arcs:
• [0, 1] × {yi} with orientation ∂t;
• [0, 1] × {y′i} with orientation −∂t;
• subarcs of {1} × ai connecting from y to y
′; and
• subarcs of {0} × h(ai) connecting from y
′ to y.
By homotoping δ to a page S, we see that [δ] = ǫ(y,y′) with respect to the Hee-
gaard diagram (Σ,β,α, z) given in Section 4.9.1. 
4.11. Twisted coefficients in Heegaard Floer homology. In this subsection we
review the definition of Heegaard Floer homology with twisted coefficients, origi-
nally defined in [OSz2, Section 8], and prove a twisted coefficient analog of The-
orem 4.9.4. We describe the construction for ĤF ; the construction for HF+ —
which will be used in [III] — can be treated in a similar manner.
Fix a Spinc-structure s and a k-tuple of intersection points y0 such that sz(y0) =
s. A complete set of paths for s based at y0 is the choice, for each k-tuple of
intersection points y such that sz(y) = s, of a surface Cy which is the projection
to [0, 1] × Σ of a surface representing an element of H2(X,y,y0).
4
A complete set of paths determines maps
A : H2(X,y,y
′)→ H2([0, 1] × Σ, {0} × β ∪ {1} ×α) ≃ H2(M)
for all y and y′ such that sz(y) = sz(y
′) = s by A(A) = [Cy′ ∪ A ∪ −Cy].
This map is compatible with the action of H2(M) on H2(X,y,y
′) and with the
concatenation of chains with matching ends.
We define
ĈF (Σ,α,β, z, s) = ĈF (Σ,α,β, z, s) ⊗F F[H2(M ;Z)]
as an F[H2(M ;Z)]-module, with differential
∂̂y =
∑
sz(y′)=s
∑
A∈H2(X,y,y′)
#
(
M̂X,I=1(y,y′, A)/R
)
eA(A)y′.
The homology of this complex is the Heegaard Floer homology with twisted coef-
ficients ĤF (M, s).
Consider the special Heegaard diagram constructed in Section 4.9.1. For every
Spinc-structure s ∈ Spinc(M) we define the complex
ĈF (S,a, h(a), s) = ĈF (S,a, h(a), s) ⊗F F[H2(M ;Z)]
with the differential induced by the differential on ĈF (Σ,β,α, z, s).
Theorem 4.11.1. H∗(ĈF (S,a, h(a), s)) is isomorphic to ĤF (Σ,β,α, z, s) as
F[H2(M ;Z)]-modules.
4We are identifying relative homology classes in Xˇ with relative homology classes in [0, 1] × Σ
as necessary.
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Proof. Fix a distinguished 2g-tuple of generators y0 such that sz(y0) = s. We
choose a complete set of paths Cy with the following property: if y = y˜ ∪ {xi},
y
′ = y˜ ∪ {x′i} and y
′′ = y˜ ∪ {x′′i }, then Cy = Cy′′ ∪Di and Cy′ = Cy′′ ∪D
′
i,
whereDi andD
′
i are the surfaces corresponding to the thin strips connecting x
′′
i to
xi and x
′
i, respectively; see Figure 1. With this choice of complete set of paths, we
have A(Di) = A(D
′
i) = 0 for all i, so the proof of Theorem 4.9.4 goes through
unchanged. 
5. MODULI SPACES OF MULTISECTIONS
The goal of this section is to introduce the moduli spaces which will be used to
define the chain maps
Φ : ĈF (S,a, h(a))→ PFC2g(N,α0, ω)
and
Ψ : PFC2g(N,α0, ω)→ ĈF (S,a, h(a)).
The definition of these chain maps can be viewed as a melding of ideas of Sei-
del [Se1, Se2] and Donaldson-Smith [DS].
Let y = {y1, . . . , y2g} be a generator of ĈF (S,a, h(a)), where yi ∈ ai ∩
h(aσ(i)). Intuitively, y is mapped to an element of PFC2g(N) through an in-
termediary called a broken closed string γy. It is a union of closed curves in
N = S × [0, 1]/ ∼, obtained by taking the union of yi × [0, 1], i = 1, . . . , 2g,
and ci × {0}, i = 1, . . . , 2g, where ci is a subarc of h(ai) which connects h(yσ(i))
to yi. Note that there is a unique homotopy class of arcs from h(yσ(i)) to yi, since
h(ai) is an arc (and not a closed curve). The arcs yi×[0, 1], ci×{0}, i = 1, . . . , 2g,
glue up to give a union of closed curves since (h(yσ(i)), 0) ∼ (yσ(i), 1).
5.1. Symplectic cobordisms. We recall the stable Hamiltonian structure (α0, ω)
on N from Section 3. The mapping torus N is given by:
N = (S × [0, 2])/ ∼, (x, 2) ∼ (h(x), 0)
where h is an area-preserving map of S with zero flux. The projection S× [0, 2]→
[0, 2] defines a projection πS1 : N → S
1, where we identify S1 ∼= [0, 2]/0 ∼ 2.
Here we made a slight modification to the definition of N : the interval [0, 1] in
Section 2.1 is now replaced by [0, 2].
The area form ω on S, the form dt on [0, 2], and the vector field ∂t on S × [0, 2]
give well-defined objects on N which we still denote by ω, dt, and ∂t. By Equa-
tion (3.1.1) the form α0 is a positive multiple of dt. For simplicity we assume that
α0 = dt. Then the stable Hamiltonian vector field isR0 = ∂t and, by construction,
the monodromy h is the first return map of R0. In view of Lemma 2.1.2 we may
assume that:
• all orbits of R0 in int(N) satisfying F ≤ 2g are nondegenerate; and
• R0 is negative Morse-Bott along ∂N .
Remark 5.1.1. Indeed, the stable Hamiltonian vector field R0 on N has the same
first return map as a Reeb vector field Rτ , τ > 0, by construction, and we could
have taken Rτ to be Morse-Bott nondegenerate.
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Let us writeW = R× [0, 1] × S andW ′ = R×N . Let
Ω = ds ∧ dt+ ω, Ω′ = ds ∧ dt+ ω
be the symplectic forms onW andW ′, where s is the R-coordinate.
In this section we introduce the symplectic cobordisms (W+,Ω+) and (W−,Ω−),
as well as their “compactifications” (W+,Ω+) and (W−,Ω−). The cobordism
(W+,Ω+) interpolates from the stable Hamiltonian structure ([0, 1] × S, (dt, ω))
at the positive end to the stable Hamiltonian structure (N, (α0, ω)) at the negative
end, whereas the cobordism (W−,Ω−) goes from (N, (α0, ω)) at the positive end
to ([0, 1] × S, (dt, ω)) at the negative end.
5.1.1. The symplectic cobordisms (W+,Ω+) and (W−,Ω−). Consider the infinite
cylinder R× S1 ≃ R× (R/2Z) with coordinates (s, t). Let πS1 : N → S
1 be the
fibration (x, t) 7→ t and let
πB′ : R×N =W
′ → B′ = R× S1
be the extension (s, x, t) 7→ (s, πS1(x, t)). Let us write Ns = π
−1
B′ ({s} × S
1) for
s ∈ R. We define W+ = π
−1
B′ (B+), where B+ = (R × (R/2Z)) − B
c
+ and
Bc+ is the subset [2,∞) × [1, 2] ⊂ R× (R/2Z) with the corners rounded. See the
left-hand side of Figure 2. We write
πB+ : W+ → B+
for the restriction of πB′ . Note that the boundary of W+ can be decomposed
into two parts that meet along a codimension two corner: the vertical boundary
∂vW+ = π
−1
B+
(∂B+), and the horizontal boundary ∂hW+, which is equal to the
union of the boundaries of the fibers.
× ×
FIGURE 2. The bases B+ and B−. The sides are identified. Both
B+ and B− are biholomorphic to a disk with an interior punc-
ture and a boundary puncture. Here the location of mb on B− is
indicated by ×.
Similarly, we define W− = π
−1
B′ (B−), where B− = (R × (R/2Z)) − B
c
− and
Bc− is (−∞,−2]× [1, 2] with the corners rounded. The projection
πB− : W− → B−,
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the vertical boundary ∂vW−, and the horizontal boundary ∂hW− are defined anal-
ogously.
The symplectic form Ω+ (resp. Ω−) is the restriction of
ds ∧ dt+ ω = ds ∧ dt+ dSβt
toW+ (resp.W−). By this we mean the following: On R× S × [0, 2], we take the
symplectic form ds∧ dt+ω. Then the symplectic form glues under the identifica-
tion (s, x, 2) ∼ (s, h(x), 0).
We also write cl(B+), cl(B−) for the compactifications of B+,B−, obtained by
adjoining the points at infinity p+ corresponding to s = +∞, and p− correspond-
ing to s = −∞. Therefore cl(B+) and cl(B−) are isomorphic to the closed unit
disk with one marked point on the interior and one marked point on the boundary.
5.1.2. The extended cobordisms (W+,Ω+) and (W−,Ω−). We now extend (W+,Ω+)
to (W+,Ω+), which corresponds to capping off each fiber S by a disk; the defini-
tion of (W−,Ω−) is analogous.
We first define the capped-off surface S: LetD2 = {ρ ≤ 1} be a disk with polar
coordinates (ρ, φ). We write z∞ for the origin ρ = 0. Let (y, θ) be the coordinates
on a neighborhood ν(∂S) ≃ [−ε, ε] × R/Z of ∂S = {0} × R/Z (inside a slight
extension of S), as before. Then S = (S ⊔ D2)/ ∼, where (y, θ) ∈ ν(∂S) is
identified with ( 1y+1 ,−2πθ) ∈ D
2.
For every integer m > 2g we define
hm : S
∼
→ S
as a smooth extension of h : S
∼
→ S, depending on m, such that hm|D2 is the
diffeomorphism of D2 given by
(ρ, φ) 7→ (ρ, φ+ νm(ρ)),
where νm : [0, 1]→ R is a smooth function which satisfies the following:
• νm(ρ) =
2π
m for ρ ≤
1
2 ;
• νm(ρ) is increasing for
1
2 < ρ <
3
4 ;
• νm(ρ) is decreasing and independent ofm for
3
4 < ρ < 1;
• νm(
3
4)≪
2π
2g and νm(1) = 0;
• ν∞ := limm→∞ νm exists in the Ck-topology for k ≫ 0.
In particular, ν∞(ρ) = 0 for ρ ≤
1
2 . Taking the limit m → ∞ becomes impor-
tant starting from Section 7.7, but until then we just need m ≫ 0 and we simply
write h = hm and ν = νm.
We then define the mapping torus
Nm = (S × [0, 2])/(x, 2) ∼ (h(x), 0).
When we do not need to specifym, we will simplify the notation by writingNm =
N . Note that, although Nm depends on m and νm, all the Nm are diffeomorphic.
The closed manifold N is obtained from M by a 0-surgery along the binding of
the open book.
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Let ω be an area form on S which extends ω and equals ρdρ∧dφ onD2. We then
extend the stable Hamiltonian structure (α0, ω) on N to the stable Hamiltonian
structure (α0, ω) with Hamiltonian vector fieldR0 onN , where we still have α0 =
dt and R0 = ∂t. Moreover, the orbit
δ0 = {z∞} × [0, 2]/ ∼
is the only simple closed orbit of R0 on N − N which intersects S at most 2g
times; it is called δ0 since it lies on the level set ρ = 0. The 2-plane field of the
stable Hamiltonian structure is kerα0 = TS.
We now define W+ and W−. First define extensions W = R × [0, 1] × S of
W = R× [0, 1]×S andW ′ = R×N ofW ′ = R×N . Let πS1 : N → S
1 be the
fibration (x, t) 7→ t and let
πB′ :W ′ = R×N → B
′ = R× S1
be the extension (s, x, t) 7→ (s, πS1(x, t)). For ∗ = + or−, we setW ∗ = π
−1
B′ (B∗)
and write
πB∗ :W ∗ → B∗
for the restriction of π−1B′ toW ∗. We also define
π :W → B.
The symplectic forms Ω+, Ω−, Ω, Ω′ for W+, W−, W , W ′ are obtained from
ds ∧ dt+ ω by gluing and restricting as necessary.
Let us write
V := N − int(N) = (D2 × [0, 2])/(x, 2) ∼ (h(x), 0).
We then identify ϕ : V
∼
→ D2 × (R/2Z) via (ρeiφ, t) 7→ (ρei(φ+tν(ρ)/2), t). Note
that ϕ relates two coordinate systems:
(i) the “Reeb coordinates” (x, t) onD2×[0, 2] such thatR0 = ∂t and (x, 2) ∼
(h(x), 0), and
(ii) the “balanced coordinates” on D2 × (R/2Z) such that R0 = ∂t +
ν(ρ)
2 ∂φ
and (x, 2) ∼ (x, 0).
For ∗ = + or −, let
πD2 : W ∗ ∩ (R× V )→ D
2
be the projection of W ∗ ∩ (R × V ) to V , followed by the projection of V to D
2
via the identification ϕ, i.e., with respect to the balanced coordinates.
We also choose the marked point m = (mb,mf ) ∈ W−, where m
b = (0, 32 ) ∈
B− and m
f = z∞ ∈ S. The marked point will play a crucial role in the definition
of the chain map Ψ.
5.2. Lagrangian boundary conditions. Let us first write
La = R× {1} × a and Lh(a) = R× {0} × h(a)
for the Lagrangians inW that are used in the definition of ĈF (S,a, h(a)).
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FIGURE 3. Extended arcs in D2. The black arcs are portions of
the ai and the red ones are portions of the h(ai). The dashed arc
is one of the ~ai,j − ai.
5.2.1. Lagrangian boundary conditions forW±. The symplectic fibration
πB+ : (W+,Ω+)→ (B+, ds ∧ dt)
admits a symplectic connection, defined as the Ω+-orthogonal of the tangent plane
to the fibers. The symplectic connection is spanned by ∂s and ∂t if we consider
Ω = ds∧dt+ω on R×S× [0, 2] before the identification (s, x, 2) ∼ (s, h(x), 0).
(We recall thatW+ is defined as a subset of R×N = R× (S × [0, 2])/ ∼.)
We first place a copy of the basis a on the fiber π−1B+(3, 1) and take its paral-
lel transport along ∂B+ using the symplectic connection. The parallel transport
sweeps out a Lagrangian submanifold L+a of (W+,Ω+). Let L
+
ai be the connected
component of L+a given by parallel transport of ai. Since the symplectic connec-
tion is spanned by ∂s and ∂t on R×S× [0, 2], over the strip {s ≥ 3, t ∈ [0, 1]} we
have:
L+a ∩ {s ≥ 3, t = 0} = {s ≥ 3} × h(a)× {0},
L+a ∩ {s ≥ 3, t = 1} = {s ≥ 3} × a× {1}.
Similarly, the Lagrangian submanifold L−a on the vertical boundary of (W−,Ω−)
is obtained by taking the parallel transport of a copy of a — placed on the fiber
π−1B−(−3, 1)— by the symplectic connection.
5.2.2. Extended Lagrangian boundary conditions. Fix k0 > 2g. In what follows
we assume that the basis arcs ai, i = 1, . . . , 2g, depend on an integer m ≫ 0
(i.e., sufficiently large that the conditions below make sense) and satisfy some ad-
ditional conditions. Let E ⊂ ∂D2 be the set of endpoints of ∪i=1,...,2gai and let
y1(m), . . . , y4g(m) be the points of E in counterclockwise order. We denote by
φ(yi(m)) the φ-coordinate of the endpoint yi(m). Then we assume the following:
• ai = ai(m) is oriented;
• 0 < φ(y1(m)) <
2π
m ;
• for 1 ≤ j1, j2 ≤ 4g,
φj1,j2(m) := φ(yj1(m))− φ(yj2(m))
is an integer multiple of 2πm ;
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• φ
j1,j2 (m)·m
2π ≥ k0 for all j1 > j2, i.e., the spacing between any two φ(yj1(m))
and φ(yj2(m)) with j1 > j2 is at least k0 times
2π
m ;
• lim
m→+∞
φj1,j2 (m)·m
2π = +∞ and limm→+∞
φj1,j2(m) = 0;
• for all quadruples j1 > j2, j3 > j4, lim
m→+∞
φj1,j2 (m)
φj3,j4 (m)
6= 1 unless (j1, j2) =
(j3, j4).
Assume without loss of generality that the initial point of ai is xi and the terminal
point of ai is x
′
i. Let ai be the (oriented) extension of ai ⊂ S to S, obtained
by attaching two radial rays ai,j = {0 ≤ ρ ≤ 1, φ = φi,j}, j = 0, 1, where
φi,j is a constant. Here ai,0 (resp. ai,1) is the initial (resp. terminal) segment of
ai. We also define the extension ~ai,j = {−1 < ρ ≤ 1, φ = φi,j}, j = 0, 1,
of ai,j = {0 ≤ ρ ≤ 1, φ = φi,j}. Here (ρ, φ) with ρ < 0 is a notation for
(−ρ, φ+ π).
We write a = {a1, . . . , a2g}. Then L
±
a is the extension of L
±
a , obtained by
the parallel transport of a copy of a, placed at π−1B+(3, 1) or π
−1
B−
(−3, 1). We
similarly define L±
â
, L±âi , L
±
ai
, L±~ai,j , and L
±
ai∪~ai,j
, where âi = ai − {z∞} and
â = (â1, . . . , â2g).
Definition 5.2.1. A bigon (with acute angles) contained in D2 and bounded by
ai,j and h(ai,j) will be called a thin strip. The portion of a thin strip contained in
D1/2 = {ρ ≤
1
2} will be called a thin wedge. See Figure 3.
5.3. Almost complex structures and moduli spaces for W , W , W ′, and W ′.
In this subsection we specify the almost complex structures and moduli spaces for
W = R× [0, 1] × S,W = R× [0, 1] × S,W ′ = R×N , andW ′ = R×N .
Convention 5.3.1. When we write y or γ (with possible superscripts, subscripts
and other decorations), it is assumed that every intersection point in y is contained
in S and every orbit in γ is contained in N . (By abuse of notation, we will write
y ⊂ S and γ ⊂ N .) In particular, y and γ do not contain any multiples of z∞ or
δ0.
5.3.1. Holomorphic maps to W and W . Let W = R × [0, 1] × S and W =
R× [0, 1]×S . Also let Ω = ds∧dt+ω and Ω = ds∧dt+ω. Then JW is defined
as the set of C∞-smooth Ω-admissible almost complex structures onW .
The analogous space JW forW is slightly more complicated:
Definition 5.3.2. Fix ε, δ > 0 sufficiently small and k ≫ 0. Then JW is the space
of C∞-smooth Ω-admissible almost complex structures J onW which satisfy the
following:
(1) there exists an Ω-admissible almost complex structure J0 which restricts
to the standard complex structure on the subsurface D2 ⊂ S of each fiber;
(2) J = J0 on {ρ ≤ ε} ∪W and |J − J0|k < δ overW .
Here | · |k is some fixed C
k-norm.
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We denote by J the restriction of J toW . Let Sa,h(a) be the set of 2g-tuples of
intersection points of a ∩ h(a). Given y,y′ ∈ Sa,h(a) and J ∈ JW , letMJ(y,y
′)
be the moduli space of HF curves from y to y′ with respect to J which are con-
tained in R× [0, 1] × S.
We next discuss holomorphic curves inW .
Definition 5.3.3. Let y,y′ be k-tuples of a ∩ h(a) and J ∈ JW . Then a degree
k ≤ 2g multisection u from y to y′ in (W,J) is a holomorphic map u : F˙ → W
which is a degree k multisection of πB : W → B, satisfies the conditions of
Definition 4.3.1 with Lα and Lβ replaced by Lâ = R × {1} × â and Lh(â) =
R×{0} × h(â) and (k, l) replaced by (2g, k), and is asymptotic to y and y′ at the
positive and negative ends.
Note that we require ∂F˙ to be mapped toLâ,Lh(â) and be disjoint from La−Lâ,
L
h(a) − Lh(â).
Definition 5.3.4. The section at infinity σ∞ is the map σ∞ : R× [0, 1]→W such
that σ∞(s, t) = (s, t, z∞). By abuse of notation we will also refer to its image as
the section at∞.
The section at infinity is J -holomorphic for every J ∈ JW . Let z
†
∞ ∈ D21/2 ⊂ S
be a point with ρ-coordinate less than 12 and in the complement of all arcs ~ai,j and
h(~ai,j). The orbit O(z
†
∞) of z
†
∞ under the action of h consists of m points, and
each thin wedge in D21/2 between ai,j and h(ai,j) contains exactly one point of
O(z†∞). Let σ
†
∞ = R × [0, 1] × O(z
†
∞). (Note that this multisection does not
have Lagrangian boundary conditions; it will only be used to impose topological
constraints on the HF curves.)
Definition 5.3.5. Given a degree kmultisection u ofW , we define n(u) = 〈u, σ†∞〉,
where 〈·, ·〉 denotes the algebraic intersection between the images.
The intersection number n(u) is a homological invariant since z†∞ was chosen
so that O(z†∞) is disjoint from the Lagrangian arcs.
Lemma 5.3.6. The intersection number n(u) satisfies the following properties:
(1) n(u) ≥ 0 and n(u) = 0 if and only if the image of u is disjoint from σ†∞;
(2) if 〈u, σ∞〉 > 0, then n(u) ≥ m;
(3) if n(u) = 1, then u projects onto a thin strip; and
(4) n(u) is independent of the choice of z†∞.
Proof. (1) follows from the positivity of intersections of pseudo-holomorphic maps
in dimension four, (2) is a consequence of the fact that holomorphic maps are open,
and (3) is a consequence of the positivity of intersections and of the fact that every
thin wedge contains only one point of O(z†∞). Finally, (4) follows from the fact
that different choices for σ†∞ are connected by a path of multisections which are
disjoint from the Lagrangian boundary conditions. 
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Definition 5.3.7. Let y and y′ be k-tuples of a ∩ h(a). Then MJ(y,y
′) is the
moduli space of degree k multisections u of (W,J) from y to y′.
Modifiers. For any moduli spaceM⋆1(⋆2)wemay place modifiers ∗ as inM
∗
⋆1(⋆2)
to denote the subset of M⋆1(⋆2) satisfying ∗. Typical self-explanatory modifiers
are I = i, n = m, and deg = k. (Note however that the degree can be inferred
from ⋆2.) ∗ = s means “somewhere injective”.
The following lemma is an easy consequence of Lemma 5.3.6, in particular of
points (1) and (4).
Lemma 5.3.8. Mn=0
J
(y,y′) =MJ (y,y
′) if y,y′ ∈ Sa,h(a).
5.3.2. Holomorphic maps toW ′ andW ′. Recall the stable Hamiltonian structures
(α0, ω) onN and (α0, ω) onN . We will denote byR0 the Hamiltonian vector field
of (α0, ω) on N and by R0 the Hamiltonian vector field of (α0, ω) on N . Clearly
R0 is the restriction of R0 to N . Since ∂N is a Morse-Bott torus of R0, we briefly
review Morse-Bott theory in the context of periodic Floer homology. A more ex-
tensive reference is [0, Section 4], where a completely analogous discussion is
given for embedded contact homology.
While the closed orbits ofR0 are nondegenerate on int(N)∪int(V ) = N−∂N ,
the orbits on ∂N form a negative Morse-Bott torus, i.e., ∂N is foliated by closed
orbits whose linearized first return map at any point p ∈ ∂N is given by a matrix(
1 0
a 1
)
with a < 0 with respect to an oriented basis (v1, v2) of the tangent space
to the fiber of the fibrationN → S1 passing through p. In this basis v1 is transverse
to ∂N and v2 is tangent to ∂N .
We denote the Morse-Bott orbit family associated to ∂N by N , i.e., N is the
quotient of ∂N by the flow. (Previously we had used N for the Morse-Bott family
for the Reeb vector fieldRα on ∂N ; for the rest of the paper Rα is replaced byR0.)
We choose a Morse function g : N → R with two critical points: a maximum h
and a minimum e. After perturbing the Hamiltonian vector field by g, the orbits e
and h become nondegenerate elliptic and hyperbolic, respectively. For this reason,
in constructing orbit sets, e will be treated as an elliptic orbit and h as a hyperbolic
orbit.
We define the following set of orbits. Let P be the set of simple orbits of R0 in
int(N). All orbits in P are nondegenerate. We also define
P̂ = P ∪ {e, h} and P = P̂ ∪ {δ0},
together with the sets Ôk, Ok of orbit sets constructed respectively from P̂ and P
which intersect S × {0} exactly k times.
Let JW ′ be the space of C
∞-smooth (α0, ω)-adapted almost complex structures
onW ′ = R×N . A JW ′-holomorphic Morse-Bott building is one of the following
objects:
(i) a union of negative gradient flow trajectories from h to e, or
(ii) a JW ′-holomorphic map u : F → W
′ from an orbit set γ˜+ ∈ P ∪ N to
an orbit set γ˜− ∈ P ∪N , together with half-infinite negative gradient flow
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trajectories connecting h to positive ends of u at N − {e, h} and negative
ends of u at N − {e, h} to e, or
(iii) a union of (i) and (ii).
See [0] for more details.
Definition 5.3.9. Given γ,γ ′ ∈ Ôk and J
′ ∈ JW ′ , letMJ ′(γ,γ
′) be the moduli
space of J ′-holomorphic Morse-Bott buildings inW ′ from γ to γ ′.
Remark 5.3.10. The stable Hamiltonian structure (α0, ω) can be perturbed to a
stable Hamiltonian structure (α′0, ω
′) as described in Section 3.7; the resulting
Hamiltonian vector field has two nondegenerate orbits corresponding to e and h
(and denoted by the same names) instead of the Morse-Bott torus N . Any al-
most complex structure J ′ ∈ JW ′ is then perturbed to an almost complex structure
adapted to (α′0, ω
′).
Because of the simple nature of the J ′-holomorphic Morse-Bott buildings, and
since Ôk for k ≤ 2g are finite sets, for a sufficiently small perturbation (α
′
0, ω
′) of
(α0, ω) and for every γ,γ
′ ∈ Ok, there is a bijection between the ECH index one
moduli spacesMI=1J ′ (γ,γ
′) and the index one moduli spaces of holomorphic maps
from γ to γ′ for the perturbation of J ′ adapted to (α′0, ω
′). See [0, Lemma 4.4.5]
and [0, Lemma 7.1.2].
Since theMorse-Bott situation and its generic perturbation are completely equiv-
alent, we will go from one point of view to the other as more convenient, often
without explicit mention. For this reason, we will still denote by J ′ a perturbation
of J ′ adapted to (α′0, ω
′), and by MJ ′(γ,γ
′) the moduli spaces of holomorphic
maps with respect to the perturbation of J ′.
The definition of the analogous space JW ′ for W
′ = R × N is slightly more
complicated, but completely analogous to Definition 5.3.2. We denote D2ε =
{|z| ≤ ε} ⊂ C and, for ε ≤ 1, we define Vε the mapping torus of h |D2ε . For
ε = 1 this coincides with the already defined solid torus V .
Definition 5.3.11. Fix ε, δ > 0 sufficiently small and k ≫ 0. Then JMB
W ′
is
the space of C∞-smooth (α0, ω)-adapted almost complex structures J ′ on R×N
which satisfy the following:
(1) there exists an (α0, ω)-adapted almost complex structure J ′0 which restricts
to the standard complex structure on the subsurface D2 ⊂ S of each fiber;
(2) J ′ = J ′0 on R× (Vε ∪N) and |J
′ − J ′0|k < δ over R×N .
Here | · |k is some fixed C
k-norm.
The Morse-Bott theory for W ′ is more subtle than that of W ′, and therefore
we will discuss it in more detail. In the following definition, all J
′
-holomorphic
maps are allowed to be nodal and to have disconnected domains. Let γ+ =
γk1+,1 . . . γ
km+
+,m+h
a be an orbit set such that γ+,i ∈ P ∪ {e, δ0} and a ∈ {0, 1}.
Let γ− = γ
l1
−,1 . . . γ
lm−
−,m−e
b be an orbit set such that γ−,i ∈ P ∪ {h, δ0} and b ≥ 0.
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Definition 5.3.12 (Morse-Bott holomorphic buildings). Let J ′ be an almost com-
plex structure in JMB
W ′
and let γ+ = γ
k1
+,1 . . . γ
km+
+,m+h
a and γ− = γ
l1
−,1 . . . γ
lm−
−,m−e
b
be orbit sets as above. A J ′-holomorphic Morse-Bott building u from γ to γ′ con-
sists of
(1) a (possibly empty) set of negative gradient flow trajectories from h to e in
N , and
(2) a (possibly empty) set of J ′-holomorphic maps ui : Fi → W ′, for i =
1, . . . , n, such that the following hold:
(a) Positive ends of un converge to multiples of γ+,i with total multiplic-
ity ki and to a simple orbit in N − {e} if a 6= 0.
(b) For i = 1, . . . , n − 1, the negative ends of ui+1 are paired with the
positive ends of ui. For each pair, the two ends either converge to the
same orbit, or they converge to covers of orbits inN −{e, h} with the
same multiplicity and there is a negative gradient flow line of g in N
from the limit of ui+1 to the limit of ui.
(c) Negative ends of u1 converge to multiples of γ−,i with total multiplic-
ity li and to multiple covers of orbits inN−{h}with total multiplicity
b.
The stable Hamiltonian structure (α0, ω) can be perturbed as described in Sec-
tion 3.7 — in fact, (N+, α0, ω) embeds in (N,α0, ω). The perturbed stable Hamil-
tonian structure obtained in this way will be called a nondegenerate perturbation
of (α0, ω). After the perturbation, the Morse-Bott torus N is replaced by two non-
degenerate orbits corresponding to e and h (and still denoted by the same name)
and all orbits inN−∂N which intersect a fiber at most 2g times remain unchanged.
We fix a nondegenerate perturbation (α′0, ω
′) of (α0, ω) once and for all. We
define the following space of almost complex structures onW ′ in analogy to Defi-
nition 5.3.11.
Definition 5.3.13. Fix ε, δ > 0 sufficiently small and k ≫ 0. Then JW ′ is the
space of C∞-smooth (α′0, ω
′)-adapted almost complex structures J ′ on R × N
which satisfy the following:
(1) there exists an (α′0, ω
′)-adapted almost complex structure J ′0 which re-
stricts to the standard complex structure on the subsurface D2 ⊂ S of
each fiber;
(2) J ′ = J ′0 on R× (Vε ∪N) and |J
′ − J ′0|k < δ over R×N ;
(3) every J ′-holomorphic map u : F → W ′ connecting two orbit sets in Ok,
for k ≤ 2g, is close to breaking to a holomorphic Morse-Bott building for
some almost-complex structure in JMB
W ′
.
Here | · |k is some fixed C
k-norm.
Remark 5.3.14. Condition (3) in Definition 5.3.13 will be used to constrain the
topological behavior of J ′-holomorphic maps: to show that a map has a certain
behavior, we will show that the corresponding Morse-Bott building does, which is
often simpler.
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Definition 5.3.15. Given δp0γ, δ
q
0γ
′ ∈ Ok (with p, q ≥ 0 and k ≤ 2g) and J ′ ∈
JW ′, letMJ ′(δ
p
0γ, δ
q
0γ
′) be the moduli space of J ′-holomorphic maps inW ′ from
δp0γ to δ
q
0γ
′ without fiber components.
Maps in MJ ′(δ
p
0γ, δ
q
0γ
′), with δp0γ, δ
q
0γ
′ ∈ Ok, will be called degree k PFH
curve (or degree k W ′-curve). A degree k PFH curve can be viewed as a degree
k holomorphic multisection of the holomorphic fibration R × N → R × S1. A
degree 2g PFH curve will also be called a PFH curve (orW ′-curve).
Definition 5.3.16. The section at infinity σ′∞ in R×N is R× δ0.
Choose a point z†∞ ∈ S which is sufficiently close to z∞. Then there is a
periodic orbit δ†0 of R0 with period m which passes through z
†
∞. We then write
(σ′∞)
† = R × δ†0. Both σ
′
∞ and (σ
′
∞)
† are J ′-holomorphic sections for every
J ′ ∈ JW ′ .
Definition 5.3.17. Given a degree k PFH curve u in W ′, we define n′(u) =
〈u, (σ′∞)
†〉.
The proof of the following is similar to that of Lemma 5.3.6.
Lemma 5.3.18. The intersection number n′(u) satisfies the following properties:
(1) n′(u) ≥ 0 and n′(u) = 0 if and only if the image of u is disjoint from
(σ′∞)
†;
(2) if 〈u,R× δ0〉 > 0, then n
′(u) > 0; and
(3) n′(u) is independent of the choice of z†∞.
Lemma 5.3.19. If γ and γ ′ are contained inN , thenMn
′=0
J ′
(γ,γ ′) =MJ ′(γ,γ
′).
Proof. Let u be a J ′-holomorphic map in MJ ′(γ,γ
′) satisfying the constraint
n′(u) = 0. By Condition (3) in Definition 5.3.13, we can assume that u is a
Morse-Bott building to the purpose of finding homological constraints on it.
Let Tρ0 ⊂ V be the torus {ρ = ρ0}, oriented as the boundary of the solid torus
{ρ ≤ ρ0}. The torus Tρ0 is foliated by orbits of the Hamiltonian vector field R0
and, for a dense set of ρ0, those orbits are closed. If δρ0 is one such orbit, then the
homology class [δρ0 ] is a rational multiple of [δ
†
0] inH2(N −γ ∪γ
′). This implies
that 〈u,R × δρ0〉 = 0 for ρ0 in a dense set. The positivity of intersections then
implies that the image of u is contained in N . 
5.4. Almost complex structures and moduli spaces for W+, W+, W−, and
W−.
5.4.1. Almost complex structures.
Definition 5.4.1. An almost complex structure J+ onW+ is admissible if it is the
restriction to W+ of an almost complex structure J ′ ∈ JW ′ on W
′. If J+ agrees
with J (resp. J ′) at the positive (resp. negative) end, then J+ is compatible with J
(resp. J ′).
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An admissible almost complex structure J+ on W+ is the restriction of an ad-
missible almost complex structure on W+. The admissibility criteria for J− and
J− onW− andW− are analogous.
The space of C∞-smooth admissible almost complex structures J± onW± will
be denoted by JW± . The space of C
∞-smooth admissible almost complex struc-
tures J± onW± will be denoted by J
MB
W±
if J± is the restriction of J ′ ∈ J
MB
W ′
and
by JW± if J± is obtained from an almost complex structure in J
MB
W±
by modifying
its positive (resp. negative) end as in Remark 5.3.10.
Remark 5.4.2. If J+ ∈ JW+ , then the projection πB+ :W+ → B+ is holomorphic.
This is due to the fact that the fibers {(s, t)} × S are holomorphic and J+ takes ∂s
to ∂t. The same holds for J+, J−, and J−.
5.4.2. Moduli spaces forW+. Let (F, j) be a compact Riemann surface, possibly
disconnected, with an l-tuple of punctures p = {p1, ..., pl} in the interior of F and
a k-tuple of punctures q = {q1, ..., qk} on ∂F , such that (i) each component of F
has nonempty boundary and at least one interior puncture and (ii) each component
of ∂F has at least one boundary puncture. We write F˙ = F − p − q and ∂F˙ =
∂F − q.
Definition 5.4.3. Let J+ ∈ JW+ , y be a k-tuple of a ∩ h(a), and γ =
∏
j γ
mj
j be
an orbit set in Ôk. Then a degree k ≤ 2g multisection of (W+, J+) from y to γ is
either (i) a holomorphic map
u : (F˙ , j)→ (W+, J+)
which is a degree k multisection of πB+ : W+ → B+ and which additionally
satisfies the following:
(1) u(∂F˙ ) ⊂ L+a and u maps each connected component of ∂F˙ to a different
L+ai ;
(2) lim
w→qi
πR ◦ u(w) = +∞ and lim
w→pi
πR ◦ u(w) = −∞;
(3) u converges to a strip over [0, 1] × y near q;
(4) u converges to a cylinder over a multiple of some γj near each puncture pi
so that the total multiplicity of γj over all the pi’s ismj ;
(5) the energy of u given by Equation (4.3.1) is finite;
or is (ii) a Morse-Bott building consisting in a J+ holomorphic curve as above,
except for some negative ends at Reeb orbits in N − {e, h}, followed by gradient
flow trajectories from those orbits to e. Here πR is the projection πB+ : W+ →
B+ ⊂ R× S
1, followed by the projection to R.
A (W+, J+)-curve is a degree 2g multisection of (W+, J+).
The finiteness of the Hofer energy E(u) implies that u is a cylinder over a Reeb
chord or a closed orbit in neighborhoods of punctures pi and qi. Hence (5) implies
(3) and (4) for some y and γ. Moreover, since the orbits are nondegenerate, the
convergence is exponential by the work of Abbas [Abb1] for chords and Hofer-
Wysocki-Zehnder [HWZ1] for closed orbits.
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Remark 5.4.4. For all practical purposes, it suffices to assume that the Morse-Bott
family on ∂N has been perturbed into a pair h, e of nondegenerate orbits as in
5.3.10 and that J+ is the restriction of J
′ = J0 which satisfies Definition 3.2.1 for
the perturbed Hamiltonian vector field. Since the two points of view are completely
equivalent, we will switch liberally from one to another, often without explicit
mention.
Let Wˇ+ be W+ with the ends {s > 3} and {s < −1} removed. We can view
Wˇ+ as a compactification ofW+, obtained by attaching [0, 1]× S at s = +∞ and
N at s = −∞. We define Zy,γ ⊂ Wˇ+ as the subset
Zy,γ = (L
+
a ∩ Wˇ+) ∪ ({3} × [0, 1] × y) ∪ ({−1} × γ).
As in Section 4.3, theW+-curve u : F˙ →W+ can be compactified to a continuous
map
uˇ : (Fˇ , ∂Fˇ )→ (Wˇ+, Zy,γ).
We writeMJ+(y,γ) for the moduli space of multisections of (W+, J+) from y
to γ. We denote byH2(W+,y,γ) the equivalence classes of continuous degree 2g
multisections in W+ satisfying Conditions (1)–(4) of Definition 5.4.3, where two
multisections are equivalent if they represent the same element in H2(Wˇ+, Zy,γ),
and byMJ+(y,γ, A) the moduli space of maps u ∈ MJ+(y,γ) which represent
the class A ∈ H2(W+,y,γ). Then
MJ+(y,γ) =
∐
A∈H2(W+,y,γ)
MJ+(y,γ, A).
5.4.3. Moduli spaces forW+. Let J+ ∈ JW+ , y be a k-tuple of a ∩ h(a) and let
γ ∈ Ôk. Then a degree k ≤ 2g multisection of (W+, J+) from y to γ is defined as
in Definition 5.4.3, where W+, J+, L
+
ai are replaced by W+, J+, L
+
âi
.5 We write
MJ+(y,γ) for the moduli space of multisections of (W+, J+) from y to γ.
Remark 5.4.5. As in Section 5.3.2, we will assume that J+ is sufficiently close
to a Morse-Bott almost complex structure for which all degree k ≤ 2g multisec-
tions of (W+, J+) are close to breaking into a holomorphic building. This will
allow us to use the Morse-Bott formalism to prove topological constraints on the
J+-holomorphic multisections. In the context of maps to W+, the definition of
a Morse-Bott building is the same as in Definition 5.3.12, with the only differ-
ence that the topmost holomorphic map u1 takes values in W+ and is positively
asymptotic to chords over intersection points in a ∩ h(a).
Definition 5.4.6. The section at infinity σ+∞ is the restriction of σ
′
∞ = R×δ0 ⊂W
′
toW+.
5In particular, the image of the multisection is disjoint from the section at infinity σ+∞, defined in
Definition 5.4.6.
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Let δ†0 be the closed orbit of R0 used in Definition 5.3.17. We define (σ
+
∞)
† as
the restriction ofR×δ†0 toW+. Both σ
+
∞ and (σ
+
∞)
† are J+-holomorphic for every
almost complex structure J+ ∈ JW+ .
Definition 5.4.7. Given a multisection u ofW+, we define n
+(u) = 〈u, (σ+∞)
†〉.
Lemma 5.4.8. The intersection number n+(u) satisfies the following properties:
(1) n+(u) ≥ 0 and n+(u) = 0 if and only if the image of u is disjoint from
(σ+∞)
†;
(2) if 〈u, σ+∞〉 > 0, then n
+(u) ≥ m; moreover n+(u) = m if and only if
there is a unique transverse intersection point between the image of u and
σ+∞; and
(3) n+(u) is independent of the choice of δ†0.
Proof. The proof is similar to that of Lemma 5.3.6. The only difference is in (2),
which we discuss in more detail. Consider u : F˙ → W+ and let p ∈ F˙ be a point
such that u(p) ∈ σ+∞. If πD2 is the projection of a neighborhood of u(p) ∈ W+
to D2 ⊂ S along the symplectic connection (not to be confused with the balanced
projection πD2 from Section 5.1.2), then πD2 ◦ u is holomorphic and nonconstant,
and therefore maps an open neighborhood of p in F˙ to an open neighborhood of
z∞. This implies that n
+(u) ≥ d ·m, where d is the multiplicity of the intersection
between the image of u and σ+∞. 
Lemma 5.4.9. If u ∈ Mn
+=0
J+
(y,γ), then Im(u) ⊂W+.
The proof is similar to that of Lemma 5.3.19 and will be omitted.
5.4.4. Moduli spaces for W−. The moduli space of holomorphic maps which is
used to define the map Ψ from P̂FC to ĈF is of a slightly different type from the
moduli space which is used to define the map Φ from ĈF to P̂FC . In particular,
the target of the holomorphic maps is W− instead of W−. The reason we need
to consider more complicated holomorphic curves instead of curves analogous to
W+-curves is that the naive W−-curves do not have the desired Fredholm index.
See the index calculations in Section 5.5.2 and Remark 5.5.6 for an explanation.
Let (F, j) be a compact Riemann surface, possibly disconnected, with an l-tuple
of punctures p = {p1, . . . , pl} in the interior of F and a k-tuple of punctures q =
{q1, . . . , qk} on ∂F , such that (i) each component of F has nonempty boundary
and has at least one interior puncture and (ii) each component of ∂F has at least
one boundary puncture. We write F˙ = F − p− q and ∂F˙ = ∂F − q.
Definition 5.4.10. Let J− ∈ JW− , y be a k-tuple of a∩ h(a), and γ =
∏
j γ
mj
j ∈
Ôk. Then a degree k ≤ 2g multisection of (W−, J−) from y to γ is a J−-
holomorphic map
u : (F˙ , j)→ (W−, J−)
which is a degree k multisection of πB− : W− → B− and which additionally
satisfies the following:
HF=ECH VIA OPEN BOOK DECOMPOSITIONS I 53
(1) u(∂F˙ ) ⊂ L−
â
and u maps each connected component of ∂F˙ to a different
L−âi ;
(2) lim
w→qi
πR ◦ u(w) = −∞ and lim
w→pi
πR ◦ u(w) = +∞;
(3) u converges to a strip over [0, 1] × y near q;
(4) u converges to a cylinder over a multiple of some γj near each puncture pi
so that the total multiplicity of γj over all the pi’s ismj ;
(5) the energy of u given by Equation (4.3.1) is finite.
Here πR is the projection πB− : W− → B− ⊂ R×S
1, followed by the projection
to R.
Remark 5.4.11. As in Section 5.3.2, we will assume that J− is sufficiently close to
a Morse-Bott almost complex structure for which all degree k ≤ 2g multisections
of (W−, J−) are close to breaking into a holomorphic building. This will allow
us to use the Morse-Bott formalism to prove topological constraints on the J−-
holomorphic multisections. In the context of maps to W−, the definition of a
Morse-Bott building is the same as in Definition 5.3.12, with the only difference
that the bottommost holomorphic map un takes values in W− and is negatively
asymptotic to chords over intersection points in a ∩ h(a).
Definition 5.4.12. The section at infinity σ−∞ is the restriction of σ
′
∞ = R × δ0 ⊂
W ′ toW−.
Let δ†0 be the closed orbit of R0 used in Definition 5.3.17. We define (σ
−
∞)
† as
the restriction ofR×δ†0 toW−. Both σ
−
∞ and (σ
−
∞)
† are J−-holomorphic for every
almost complex structure J− ∈ JW− .
Definition 5.4.13. Given a multisection u ofW−, we define n
−(u) = 〈u, (σ−∞)
†〉.
The proof of the following is similar to that of Lemma 5.4.8.
Lemma 5.4.14. The intersection number n−(u) satisfies the following properties:
(1) n−(u) ≥ 0 and n−(u) = 0 if and only if the image of u is disjoint from
(σ−∞)
†;
(2) if 〈u, σ−∞〉 > 0, then n
−(u) ≥ m; moreover n−(u) = m if and only if
there is a unique transverse intersection point between the image of u and
σ−∞; and
(3) n−(u) is independent of the choice of δ†0.
Definition 5.4.15. A (W−, J−)-curve is a degree 2g multisection of (W−, J−)
satisfying n−(u) = m.
Let Wˇ− be W− with the ends {s > 1} and {s < −3} removed. We can view
Wˇ− as a compactification ofW−, obtained by attaching [0, 1]×S at s = −∞ and
N at s = +∞. Also let
Zγ,y = (L
−
â
∩ Wˇ ) ∪ ({1} × γ) ∪ ({−3} × [0, 1] × y).
54 VINCENT COLIN, PAOLO GHIGGINI, AND KO HONDA
WewriteMJ−(γ,y) for the moduli space of multisections of (W−, J−) from γ
to y. We denote byH2(W−,γ,y) the equivalence classes of continuous degree 2g
multisections inW− satisfying Conditions (1)–(4) of Definition 5.4.10, where two
multisections are equivalent if they represent the same element in H2(Wˇ−, Zγ,y).
Then
MJ−(γ,y) =
∐
A∈H2(W−,γ,y)
MJ−(γ,y, A).
Also letMJ−(γ,y;m) ⊂MJ−(γ,y) be the subset of curves which pass through
the marked point m.
The following lemma is similar to Lemma 5.4.9:
Lemma 5.4.16. If u ∈ Mn
−=0
J−
(γ,y), then Im(u) ⊂W−.
5.5. The Fredholm index. In this subsection we compute the Fredholm index
indW+ of a (W+, J+)-curve from y = {y1, . . . , y2g} ∈ Sa,h(a) to γ =
∏
γ
mj
j ∈
Ô2g and the Fredholm index indW− of a (W−, J−)-curve from γ to y.
The Fredholm indices are computed using the doubling technique of Hofer-
Lizan-Sikorav [HLS], which we quickly review, referring to the original paper for
the details.
5.5.1. Doubling. Let (F, j) be a compact Riemann surface with boundary, p and q
be finite sets of interior and boundary punctures of F , and F˙ = F−p−q. We form
the double (2F˙ , 2j) of (F˙ , j) by gluing two copies of F˙ with opposite complex
structures j and −j along their boundary ∂F˙ = ∂F −q. By the Schwarz reflection
principle, the two complex structures match and the doubled surface becomes a
punctured Riemann surface.
Let E → F˙ be a complex vector bundle with fiberwise complex structure i and
let L→ ∂F˙ be a totally real subbundle of maximal rank. LetE → F˙ be a complex
vector bundle whose fiber Ep at p ∈ F˙ is Ep with complex structure −i. We then
construct the doubled complex vector bundle 2E → 2F˙ by gluing E → F˙ and
E → F˙ along ∂F˙ such that at each p ∈ ∂F˙ the gluing map identifies the fibers
(Ep, i) ≃ (Ep,−i) via an involution which fixes Lp pointwise. Let σ : 2F˙
∼
→ 2F˙
be the anti-holomorphic involution σ which switches (F˙ , j) and (F˙ ,−j) and let
σ˜ : 2E
∼
→ 2E be the anti-C-linear bundle isomorphism which projects to σ and
identifies Ep ≃ Eσ(p) by the identity map, where p ∈ (F˙ , j). Finally, given a
linear Cauchy-Riemann type operator D on E, we can define the doubled operator
2D on 2E with the property that 2D is σ˜-invariant and its restriction to E → Σ is
D.
One of the results of [HLS] is the following:
Theorem 5.5.1. Suppose that both D and 2D are Fredholm operators in some
suitable Sobolev spaces. Then:
• ind(D) = 12 ind(2D); and
• if 2D is surjective, then D is also surjective.
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Our situation is slightly more general than that considered by [HLS], since we
are considering boundary punctures and exponential weights. The proof, however,
remains largely unmodified.
5.5.2. The W+ case. For the purposes of computing indices, we replace W+ by
Wˇ+, as defined in Section 5.4.2. The tangent space TWˇ+ splits into the verti-
cal and horizontal subbundles via the symplectic connection. In this section we
slightly abuse notation and write TS (resp. TB+) for the vertical (resp. horizon-
tal) subbundle over Wˇ+.
We define a trivialization τ of TS along Zy,γ as follows: First define τ along
L+a ∩ Wˇ+ by orienting all a-arcs arbitrarily as in Section 4.4.2 and extending the
trivialization by parallel transport along the vertical boundary ∂vW+. We then
extend the trivialization of TS|L+a ∩Wˇ+ in an arbitrary manner to a trivialization of
TS along {3} × [0, 1] × y and along {−1} × γ.
Let u : (F˙ , j) → (W+, J+) be a W+-curve. Suppose the negative ends of u
partition mj into (mj1,mj2, . . . ). We then write:
µτ (γ, u) =
∑
j
∑
i
µτ (γ
mji
j ),
where µτ (γ
mji
j ) is the Conley-Zehnder index of the mji-fold cover of γj with
respect to τ .
We now define a real rank one subbundle L0 of TS along
(L+a ∩ Wˇ+) ∪ ({3} × [0, 1] × y).
Let L0 = TL
+
a ∩TS on L
+
a ∩Wˇ+. In particular, L0 = Ta(yi) at {3}×{1}×{yi}
and L0 = T h(a)(yi) at {3} × {0} × {yi}. We then extend L0 across {3} ×
[0, 1] × y by rotating in the counterclockwise direction from T h(a) to Ta in TS
by the minimum amount possible. Assuming orthogonal intersections between a
and h(a), the angle of rotation is π2 .
Let µτ (yi) be the Maslov index of L0 along {3} × [0, 1] × {yi} with respect to
τ . If u is aW+-curve and L = uˇ
∗L0, then we define µτ (y) to be the Maslov index
of L with respect to τ . By the definitions of L0 and τ , it is immediate that
µτ (y) =
2g∑
i=1
µτ (yi).
We then have the following Fredholm index formula forW+-curves:
Proposition 5.5.2 (Fredholm index formula forW+-curves). The Fredholm index
of a (W+, J+)-curve u : (F˙ , j)→ (W+, J+) from y to γ is given by the formula:
(5.5.1) indW+(u) = −χ(F˙ )− 2g + µτ (y) − µτ (γ, u) + 2c1(u
∗TS, τ).
Proof. We double the surface F˙ along ∂F˙ = ∂F −q, where q is the set of bound-
ary punctures, and double the pullback bundle u∗TW+ along the real subbundle
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(u|∂F˙ )
∗TL+a on ∂F˙ , to obtain the doubled surface 2F˙ with a complex vector bun-
dle 2u∗TW+ → 2F˙ . The boundary punctures qi of F˙ are doubled to give positive
interior punctures 2qi on 2F˙ .
Since the trivialization τ of TS|Zy,γ was chosen to be tangent to TL
+
a ∩ TS, its
pullback to u∗TW+ is compatible with the doubling operation and gives a trivial-
ization 2τ of 2u∗TS over a neighborhood of the punctures of 2F˙ . Also let τ ′ be
a partially defined trivialization of TB+ which is given by ∂s at the positive and
negative ends of B+. Then τ
′ can be doubled to 2τ ′ on 2u∗TB+ which is defined
over a neighborhood of the punctures of 2F˙ .
The linearized ∂-operator at u splits as a sum Du = D
0
u ⊕ Ku, where D
0
u
is a Cauchy-Riemann type operator on W 1,p-sections of u∗TW+ with exponen-
tial weights and Ku is a direct sum of finite-dimensional operators, one for each
puncture of F˙ , with index 2 for interior punctures and index 1 for boundary punc-
tures; see [Dr, Section 2.3] for the definition of the operator Ku. We define
2Du = 2D
0
u ⊕ K
′
u, where K
′
u is a finite-dimensional operator and contributes
by 2 to the index for each puncture of 2F˙ . Technically speaking, K ′u is not the
double of Ku; nevertheless ind(Ku) =
1
2 ind(K
′
u). By applying Theorem 5.5.1 to
D0u, we obtain ind(Du) =
1
2 ind(2Du).
We now apply the standard Fredholm index formula (see for example Drag-
nev [Dr]) for holomorphic curves in symplectizations — with slight modifications
— to obtain:
ind(2Du) = −χ(2F˙ ) + µ2τ (2y) − µ2τ (2γ, 2u)(5.5.2)
+ 2c1(2u
∗TB+, 2τ
′) + 2c1(2u
∗TS, 2τ).
Here 2y and 2γ stand for the doubles of y and γ. Also µ2τ (2y) is the sum of
the Conley-Zehnder indices, computed with respect to the trivialization 2τ , of the
paths of symplectic matrices arising from the asymptotic operators at 2yi. The
last term is the relative first Chern class of the double of the pullback bundle
u∗TS with respect to 2τ . The one term that is not present in the Fredholm in-
dex formula for J-holomorphic curves in a symplectization is the penultimate term
2c1(2u
∗TB+, 2τ
′).
We then compute the following:
(a) χ(2F˙ ) = 2χ(F˙ )− 2g;
(b) µ2τ (2yi) = 2µτ (yi)− 1;
(c) µ2τ (2γ, 2u) = 2µτ (γ, u);
(d) c1(2u
∗TB+, 2τ
′) = −2g;
(e) c1(2u
∗TS, 2τ) = 2c1(u
∗TS, τ).
(a), (c) and (e) are straightforward. (b) will be proved in Lemma 5.5.3 below. (d)
By arguing in a manner similar to that of Claim 4.5.10 we have c1(2u
∗TB+, 2τ
′) =
2gχ(2B+) = −2g.
Summarizing, we obtain:
indW+(u) = (−χ(F˙ ) + g) + (µτ (y)− g)− µτ (γ, u)− 2g + 2c1(u
∗TS, τ)
= −χ(F˙ )− 2g + µτ (y)− µτ (γ, u) + 2c1(u
∗TS, τ).
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This completes the proof of the proposition. 
Lemma 5.5.3. µ2τ (2yi) = 2µτ (yi)− 1.
Proof. Let qi ∈ ∂F be a (positive) boundary puncture and let E = [0,∞)×[0, 1] ⊂
F˙ be a strip-like end with coordinates (s, t) which parametrizes a neighborhood of
qi. Suppose u maps the end asymptotically to yi. Fix a symplectic trivialization
Θ : u|∗ETS
∼
→ R2 × E
such that u|∗∂E (TL
+
a ∩ TS) corresponds to (R⊕ 0)× ∂E . Here ∂E = ∂F˙ ∩ E .
Let 2E = ([0,∞) × [0, 2])/(s, 0) ∼ (s, 2) be the end of the doubled surface
2F˙ , which corresponds to the interior puncture 2qi and is obtained by doubling E .
The involution σ is given by σ(s, t) = (s, 2− t) with respect to these coordinates.
Similarly, we have a symplectic trivialization
2Θ : 2u|∗ETS
∼
→ R2 × 2E
and σ˜ is given by σ˜((x1, x2), s, t) = ((x1,−x2), s, 2− t).
Let J0∂t + Si(t) be the asymptotic operator of D
0
u corresponding to qi with
respect to the trivialization Θ. Here J0 is the standard complex structure on R
2
and Si(t) is a symmetric 2 × 2 matrix with real coefficients. For the definition
of the asymptotic operator and its relation with the Fredholm theory of linearized
∂-operators, see [Dr, Section 3] or [HT2].6 The solution of the Cauchy problem
Φ˙(t) = J0Si(t)Φ(t), Φ(0) = 0
is a path of symplectic matrices which represents the linearized Reeb flow along
the chord yi, expressed with respect to the trivialization τ . In our setting, we may
assume that Φ(t) is a path of unitary matrices. By identifying (R2, J0) = (C, i),
we write Φ(t) = eiα(t) for some function α : [0, 1]→ R. Then
µτ (yi) = Tα(1)−α(0)π U+ 1,
where TxU is the greatest integer ≤ x.
The double of the asymptotic operator, i.e., the asymptotic operator of the dou-
bled operator 2D0u at the interior puncture 2qi, can be written as J0∂t + S˜i(t),
where:
S˜i(t) =
{
Si(t), t ∈ [0, 1];
CSi(2− t)C
−1, t ∈ [1, 2],
and C = diag(1,−1). The solution of the corresponding Cauchy problem is
Φ˜(t) =
{
Φ(t), t ∈ [0, 1];
CΦ(2− t)Φ(1)−1C−1Φ(1), t ∈ [1, 2].
Hence can write Φ˜(t) = eiα˜(t), where α˜ : [0, 2]→ R is given by:
α˜(t) =
{
α(t), t ∈ [0, 1];
−α(2− t) + 2α(1), t ∈ [1, 2].
6What we call Si here is written as C
i
2∞ in [Dr].
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The Conley-Zehnder index of the path Φ˜ is
µ2τ (2yi) = 2 T α˜(2)−α˜(0)2π U+ 1.
Since
T α˜(2)−α˜(0)2π U = T
(α˜(2)−α˜(1))+(α˜(1)−α˜(0))
2π U
= T 2(α˜(1)−α˜(0))2π U = T
α(1)−α(0)
π U,
we obtain µ2τ (2yi) = 2µτ (yi)− 1, as desired. 
5.5.3. TheW− case. The trivialization τ of TSW− is defined on Zγ,y in a manner
similar to that ofW+, except that the positive and negative ends are reversed. The
definition of the real rank one subbundle L of TS along (L−
â
∩ Wˇ−) ∪ ({−3} ×
[0, 1] × y) is also similar and will be omitted.
If u is aW−-curve from γ to y, then the Fredholm index indW−(u) is defined
as the expected dimension of the moduli spaceMJ−(γ,y) near u.
Remark 5.5.4. The expected dimension ofMJ−(γ,y;m) is indW−(u)− 2.
We then have the following Fredholm index formula:
Proposition 5.5.5 (Fredholm index formula forW−-curves). The Fredholm index
of a (W−, J−)-curve u : (F˙ , j)→ (W−, J−) from γ to y is given by the formula:
(5.5.3) indW−(u) = −χ(F˙ ) + µτ (γ, u)− µτ (y) + 2c1(u
∗TS, τ).
Proof. By a calculation similar to that of Proposition 5.5.2, we obtain
indW−(u) = (−χ(F˙ ) + g) + µτ (γ, u)− (µτ (y)− g)− 2g + 2c1(u
∗TS, τ),
which simplifies to the desired result. 
Remark 5.5.6 (Reason for considering W−). We will give a rough explanation
of the reason for considering holomorphic curves in W− which pass through m.
Suppose we have a W+-curve u from y to γ and a W−-curve v from γ to y
(i.e., Im(v) ⊂ W−). Then, by taking the sum of Equations (5.5.1) and (5.5.3), we
compute the Fredholm index of the glued curve u#v, corresponding to the stacking
ofW+ at the top (s > 0) andW− at the bottom (s < 0), to be:
ind(u#v) = −χ(F˙ ) + 2c1((u#v)
∗TS, τ)− 2g,
where F˙ is obtained from gluing the domains of u and v. The stacking gives rise
to a chain map ĈF → ĈF , which we expect to map y 7→ y via restrictions
of trivial cylinders (modulo chain homotopy). This would mean χ(F˙ ) = 0 and
c1((u#v)
∗TS, τ) = 0. This leaves us with a deficiency of 2g. Introducing the
point constraint at m, from the perspective of Fredholm indices, is basically equiv-
alent to applying a multiple connected sum to the holomorphic curve v and the fiber
S which passes through m. The multiple connected sum is performed at the 2g in-
tersection points between v and S. We effectively increase the Fredholm index by
2g + 2, obtained by adding up the following contributions:
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(i) the Fredholm index of the fiber S, which is χ(S) = 2− 2g;
(ii) 2g intersection points, each of which contributes +2 to minus the Euler
characteristic.
The point constraint then cuts the expected dimension of the moduli space by −2,
for a net gain of 2g.
5.6. The ECH index. In this section we present the ECH index IW+ , the rela-
tive adjunction formula, and the ECH index inequality for W+. The situation for
W− is analogous, and will not be discussed explicitly, except to point out some
differences.
5.6.1. Definitions. Let y = {y1, . . . , y2g} ∈ Sa,h(a) and γ =
∏l
j=1 γ
mj
j ∈ Ô2g .
Let τ be a trivialization of TSWˇ+ along Zy,γ , as given in Section 5.5.2. Using τ ,
for each simple orbit γj of γ, we choose an identification of a sufficiently small
neighborhood ν(γj) of γj with γj ×D
2, where D2 has polar coordinates (r, θ).
Definition 5.6.1 (τ -trivial representative). A τ -trivial representative Cˇ of A ∈
H2(W+,y,γ) is an oriented immersed compact surface in the class A which sat-
isfies the following:
(1) Cˇ is embedded on Wˇ+ − {s = −1};
(2) Cˇ is positively transverse to the fibers {(s, t)} × S along all of ∂Cˇ;
(3) Cˇ is τ -trivial in the sense of Definition 4.5.2 at the HF end;
(4) Cˇ is τ -trivial at the ECH end, i.e., for all sufficiently small ε > 0, Cˇ∩{s =
−1 + ε} consists of mj disjoint circles {r = ε, θ = θji}, i = 1, . . . ,mj ,
in ν(γj) for all j. (See [Hu1, Definition 2.3].)
Let ∂+Cˇ = ∂Cˇ ∩ {s > 0} and ∂−Cˇ = ∂Cˇ ∩ {s < 0}.
Definition 5.6.2 (Relative intersection form). Let A ∈ H2(W+,y,γ) be a ho-
mology class which is realized by a τ -trivial representative Cˇ. Then the relative
intersection form Qτ (A) is given by 〈Cˇ, Cˇ
′〉, where Cˇ ′ is a pushoff of Cˇ which
satisfies the following:
(1) Cˇ is pushed off in the J+τ -direction along ∂+Cˇ; and
(2) for small ε > 0, Cˇ ′ ∩ {s = −1 + ε} consists of mj disjoint circles {r =
ε, θ = θji + ε
′}, i = 1, . . . ,mj , in ν(γj) for all j, where ε
′ > 0 is a
sufficiently small constant.
(See [Hu1, Definition 2.4].)
5.6.2. Relative adjunction formula. Let u : F˙ → W+ be a W+-curve and let uˇ :
Fˇ → Wˇ+ be its compactification. Then we write w
−
τ (u) for the total writhe of the
braids u(F˙ ) ∩ {s = s0}, s0 ≪ 0, with respect to τ . Similarly, if u : F˙ →W− is a
W−-curve, then we write w
+
τ (u) for the total writhe of the braids u(F˙ )∩{s = s0},
s0 ≫ 0, with respect to τ .
Lemma 5.6.3 (Relative adjunction formula). Let u : F˙ → W+ be a W+-curve in
the homology class A ∈ H2(W+,y,γ). Then
(5.6.1) c1(u
∗TW+, (τ, ∂t)) = χ(F˙ )− w
−
τ (u) +Qτ (A)− 2δ(u),
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where ∂t trivializes TB+.
For aW−-curve u, we replace −w
−
τ (u) by w
+
τ (u).
Proof. Suppose u is immersed. If ν is the normal bundle of u, then we have the
formula:
(5.6.2) c1(u
∗TW+, (τ, ∂t)) = c1(T Fˇ , ∂t) + c1(ν, τ).
In the general case, we combine the calculations of Lemma 4.5.8 and [Hu1,
Proposition 3.1] to obtain the equation
c1(u
∗TW+, (τ, ∂t)) = c1(T Fˇ , ∂t)− w
−
τ (u) +Qτ (A)− 2δ(u).
The analog of Claim 4.5.10 for the present situation is
(5.6.3) c1(T Fˇ , ∂t) = χ(F˙ ).
The difference in the shape of the base (i.e.,B vs.B+) accounts for the discrepancy
between Equation (5.6.3) and Claim 4.5.10. 
Remark 5.6.4. Since c1(u
∗TB+, ∂t) = 0, we have
c1(u
∗TW+, (τ, ∂t)) = c1(u
∗TS, τ) + c1(u
∗TB+, ∂t) = c1(u
∗TS, τ).
5.6.3. ECH index. We now define the ECH indices forW+ andW−.
Definition 5.6.5 (ECH index for W+). Given a class A ∈ H2(W+,y,γ) which
admits a τ -trivial representative Cˇ, we define
(5.6.4) IW+(A) = c1(TWˇ+|A, (τ, ∂t)) +Qτ (A) + µτ (y)− µ˜τ (γ)− 2g,
where µ˜τ (γ) is the symmetric Conley-Zehnder index at the negative (ECH) end.
Definition 5.6.6 (ECH index for W−). Given a class A ∈ H2(W−,γ,y) which
admits a τ -trivial representative Cˇ, we define
(5.6.5) IW−(A) = c1(TWˇ−|A, (τ, ∂t)) +Qτ (A) + µ˜τ (γ)− µτ (y).
As usual, the ECH indices IW+(A) and IW−(A) are independent of the choice
of trivialization τ .
Remark 5.6.7. To obtain a finite count ofW−-curves which pass through the point
m, we count curves u with ECH index IW−(u) = 2.
5.6.4. Additivity of indices.
Lemma 5.6.8 (Additivity of indices). If u ∈ MJ(y,y
′), v ∈ MJ+(y
′,γ), and
u#v is a pre-glued curve, then
indW+(u#v) = indHF (u) + indW+(v),(5.6.6)
IW+(u#v) = IHF (u) + IW+(v).(5.6.7)
Similarly, if u ∈ MJ+(y,γ), v ∈ MJ ′(γ,γ
′), and u#v is a pre-glued curve, then
indW+(u#v) = indW+(u) + indECH(v),(5.6.8)
IW+(u#v) = IW+(u) + IECH(v).(5.6.9)
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Proof. The additivity for ind is well-known and the additivity for I is immediate
from the definitions. 
5.6.5. Index inequality. Although we will not define it here, given an integermk >
0 and a simple orbit γk, we can define the incoming partition P
in
γk
(mk) and the
outgoing partition P outγk (mk) as in [Hu2, Definition 4.14].
We have the following index inequality, which is analogous to [Hu1, Theo-
rem 1.7] (also see [Hu2, Theorem 4.15] which is applicable to symplectic cobor-
disms). Note that aW+-curve is automatically simply-covered.
Theorem 5.6.9 (Index inequality). Let u be aW+-curve from y to γ =
∏l
k=1 γ
mk
k .
If the negative ends of u partition mk into (mk1,mk2, . . . ), then
indW+(u) + 2δ(u) ≤ IW+(u),
and equality holds only if P inγk (mk) = (mk1,mk2, . . . ) for all k. Similarly, if u is a
W−-curve from γ =
∏l
k=1 γ
mk
k to y and the positive ends of u partition mk into
(mk1,mk2, . . . ), then
indW−(u) + 2δ(u) ≤ IW−(u),
and equality holds only if P outγk (mk) = (mk1,mk2, . . . ) for all k.
Here δ(u) is the signed count of interior singularities of u, where each singu-
larity contributes positively to δ(u). There are no boundary singularities because
πB+ ◦ u has no branch point at the boundary.
The following are immediate: (i) if indW+(u) = IW+(u), then u is embedded;
and (ii) if IW+(u) = 0 or 1, then u is embedded.
Proof. If we plug Equation (5.5.1), Equation (5.6.4), and the relative adjunction
formula (5.6.1) into IW+(u)− indW+(u), we obtain:
IW+(u)− indW+(u) = µτ (γ, u) + w
−
τ (u)− µ˜τ (γ) + 2δ(u).
The statement forW+ then follows from the writhe inequality
w−τ (u) ≥ µ˜τ (γ)− µτ (γ, u),
where equality holds if and only if the partition (mk1,mk2, . . . ) of the negative end
of u coincides with the incoming partition P inγk (mk). (See [Hu2, Lemma 4.20].)
The proof forW− is similar. 
5.7. Holomorphic curves with ends at z∞. In this subsection we explain how
to extend the definitions of the Fredholm and ECH indices to holomorphic curves
which have ends at multiples of z∞. The novelty is that the Lagrangian boundary
condition is singular at z∞ and that the chord over z∞ can be used more than once.
We will treat in detail the case of a curve u : F˙ → W which is a multisection of
W → R× [0, 1]; multisections ofW+ andW− can be treated similarly.
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5.7.1. Data at zp∞. We define the data
−→
D at zp∞ as a p-tuple of matchings
{(i′1, j
′
1)→ (i1, j1), . . . , (i
′
p, j
′
p)→ (ip, jp)},
where iℓ, i
′
ℓ ∈ {1, . . . , 2g}, jℓ, j
′
ℓ ∈ {0, 1} for ℓ = 1, . . . , p and iℓ 6= iℓ′ , i
′
ℓ 6=
i′ℓ′ for ℓ 6= ℓ
′. To the data
−→
D we associate its set of initial points Dfrom =
{(i′1, j
′
1), . . . , (i
′
p, j
′
p)} and its set of terminal points D
to = {(i1, j1), . . . , (ip, jp)},
and define D = (Dto,Dfrom).
We write z = {zp∞(
−→
D )} ∪ y for a tuple of points of a ∩ h(a), where y ⊂ S,
z∞ has multiplicity p,
−→
D is the data at zp∞, and each arc of {ai, h(ai)}
2g
i=1 is used
at most once. Here zp∞(
−→
D ) is viewed as a collection of chords z∞ from h(ai′ℓ,j′ℓ)
to aiℓ,jℓ , where ℓ = 1, . . . , p.
5.7.2. Multisections. In this subsection we define multisections u : (F˙ , j) →
(W,J) with irreducible components which branched cover σ∞. The notation is
complicated by the fact that there may be branch points of πB ◦ u along ∂B.
For the rest of Section 5.7, (F, j) will be a compact nodal Riemann surface,
possibly disconnected, with two sets of punctures q+ = {q+1 , . . . , q
+
ℓ } and q
− =
{q−1 , . . . , q
−
ℓ } on ∂F and a set r = {r1, . . . , rl} of nodes on ∂F , such that
(i) the nodes r are disjoint from q+ and q−;
(ii) each connected component of F has nonempty boundary;
(iii) on each oriented loop of ∂F whose orientation agrees with that of ∂F ,
there is at least one puncture from each of q+ and q−; and
(iv) the punctures on q+ and q− alternate along each oriented loop of ∂F .
Here, by a loop or path on ∂F we mean a loop or path on ∂F which is a concatena-
tion of subarcs of ∂F with endpoints on q+∪q−∪ r. An oriented loop (or path) is
a loop (or path) formed from subarcs of ∂F which all point in the same direction,
when oriented as the boundary of F .
We write F˙ = F − q+ − q−. Given a holomorphic multisection u : (F˙ , j) →
(W,J), we decompose F = F ′ ⊔ F ′′ such that
• u′ = u|F˙ ′ is a possibly disconnected branched cover of σ∞ and
• u′′ = u|F˙ ′′ is the union of irreducible components which do not branch
cover σ∞.
By abuse of notation, we write
(5.7.1) u = u′ ∪ u′′.
We additionally assume the following:
(v) all the nodes of ∂F lie on ∂F ′.
Observe that the nodes of ∂F ′ correspond to branch points of πB ◦ u along ∂B. If
we view F˙ ′ as a branched cover of B with some branch points along ∂B, then let
F˙ ′ext be the branched cover of B obtained by pushing the boundary branch points
into int(B). The cases ofW+ andW− are analogous.
HF=ECH VIA OPEN BOOK DECOMPOSITIONS I 63
The following is the local model near a branch point along the boundary: Con-
sider the map C → C, z 7→ zn. If we write z = reiθ, then the preimage of the
upper half plane is a union of sectors θ ∈
[
2kπ
n ,
(2k+1)π
n
]
for k = 0, . . . , n− 1.
Definition 5.7.1 (Data C). A maximal path d of ∂F˙ ′ is an oriented connected path
from q+ to q− along ∂F˙ ′, where the orientation either agrees with that of ∂F on all
the subarcs of d or is opposite that of ∂F on all the subarcs of d. A set {d1, . . . , dr}
is a decomposition of ∂F˙ ′ into maximal paths, if ∂F˙ ′ = ∪ri=1di, di is a maximal
path of ∂F˙ ′, and di, dj , i 6= j, intersect only at points of q
+∪q−∪r. The canonical
decomposition ∆ = {d1, . . . , dr} of ∂F˙
′ is the decomposition which corresponds
to ∂F˙ ′ext. A data C is a map
∆→ {ai,j , h(ai,j)}i,j .
In words, u′ can be viewed as mapping ∆ to the set of Lagrangians Lai,j or
L
h(ai,j)
.
We then make the following definition which agrees with Definition 4.3.1 when
z+ = y+ and z− = y−:
Definition 5.7.2. Let z+ = {z
p+
∞ (
−→
D+)} ∪ y+ and z− = {z
p−
∞ (
−→
D−)} ∪ y− be
k-tuples of points of a ∩ h(a), where z∞ is counted with multiplicities p+, p−.
A degree k multisection of (W,J) from z+ to z− is a pair (u, C) consisting of a
holomorphic map
u : (F˙ , j)→ (W,J),
where u is a degree k multisection of πB : W → B and there are decompositions
F˙ = F˙ ′ ⊔ F˙ ′′, u = u′ ∪ u′′ as above, and the data C for u′, and which additionally
satisfies the following:
(1) u′′(∂F˙ ′′) ⊂ Lâ ∪ Lh(â);
(2) there is a canonical decomposition ∆ of ∂F˙ ′ such that u maps each con-
nected component of ∂F˙ ′′ and each irreducible component of ∆ to a dif-
ferent Lai or Lh(ai) (here we are using C to assign some Lai or Lh(ai) to
each irreducible component of ∆);
(3) lim
w→q+i
πR ◦ u(w) = +∞ and lim
w→q−i
πR ◦ u(w) = −∞;
(4) u converges to a trivial strip over [0, 1] × z+ near q
+ and to a trivial strip
over [0, 1] × z− near q
−;
(5) the positive and negative ends of u which limit to z∞ are described by
−→
D+
and
−→
D−;
(6) the energy of u is finite.
Remark 5.7.3. It will always be assumed that a multisection u ofW from {z
p+
∞ } ∪
y+ to {z
p−
∞ } ∪ y− comes with data C. Indeed, in this paper, such a curve u only
appears as the SFT limit of curves ui without components which branch cover σ∞
and hence naturally inherits C and
−→
D±.
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5.7.3. Multivalued trivializations. We define a class of trivializations τ = τ−→
D+,
−→
D−
which will be used in the definition of the Fredholm index of a map u from {z
p+
∞ (
−→
D+)}∪
y+ to {z
p−
∞ (
−→
D−)} ∪ y−. The trivialization τ = τ−→D+,
−→
D−
is multivalued near z∞
and depends on
−→
D+ and
−→
D−.
Let τ ′ = ∂ρ be a trivialization of TS on D
2
δ − {z∞} = {0 < ρ ≤ δ} ⊂ S,
where δ > 0 is small. Let Wˇ = [−1, 1] × [0, 1] × S. We extend τ ′ arbitrar-
ily to a trivialization of TS along a and pull it back to τ−→
D+,
−→
D−
on TS
Wˇ
along
[−1, 1]× {1} × a; similarly we extend τ ′ arbitrarily to a trivialization of TS along
h(a) and pull it back to τ−→
D+,
−→
D−
on TS
Wˇ
along [−1, 1] × {0} × h(a).7 Then we
extend τ−→
D+,
−→
D−
along ({1}× [0, 1]×y+)∪({−1}× [0, 1]×y−), while still denot-
ing it by τ−→
D+,
−→
D−
. Finally, for each (i′±,ℓ, j
′
±,ℓ) → (i±,ℓ, j±,ℓ) in
−→
D±, we choose
an extension τ−→
D+,
−→
D−
to {±1} × [0, 1] × {z∞} in an arbitrary manner.
A multivalued trivialization τ = τ−→
D+,
−→
D−
as constructed in the previous para-
graph is said to be compatible with (
−→
D+,
−→
D−). We also say that τ is compatible
with (D+,D−) if it is compatible with some (
−→
D+,
−→
D−) whose initial/terminal
point sets are (D+,D−).
Remark 5.7.4. Note that the extensions to a and to h(a) might conflict, but it does
not matter here. In the cobordism cases (i.e., for W+ and W−), when a and h(a)
are connected by the Lagrangian L±a , we extend the trivialization τ
′ to a in an
arbitrary manner and then sweep it around using the symplectic connection along
the boundary of the cobordism.
5.7.4. Groomed multivalued trivializations. Let τ be a multivalued trivialization.
Let
Aε = [0, 1] × ∂D
2
ε ⊂ [0, 1] × S,
where ε > 0 is small. We use coordinates (t, φ) on
Aε ≃ ([0, 1] × [0, 2π])/(t, 0) ∼ (t, 2π).
The branches of the trivialization τ along [0, 1] × {z∞} can be used to push
off [0, 1] × {z∞} into a collection of arcs c
±
ℓ , ℓ = 1, . . . , p±, in Aε, subject to
some conditions: If we denote the initial point of c±ℓ by p
±
ℓ,0 and the terminal point
by p±ℓ,1, then p
±
ℓ,0 lies on {0} × h(ai′±,ℓ,j′±,ℓ) and p
±
ℓ,1 lies on {1} × ai±,ℓ,j±,ℓ . We
also assume that each c±ℓ is linear with respect to the identification of the universal
cover of Aε with [0, 1] × R.
We then write
P±0 = {p
±
ℓ,0}
p±
ℓ=1 and P
±
1 = {p
±
ℓ,1}
p±
ℓ=1.
7If we want consistency with τ from Section 4.4.2, we assume that τ ′ corresponds to a nonsingu-
lar tangent vector field along {1} × a and {0} × h(a).
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Definition 5.7.5. The multivalued trivialization τ is groomed if the arcs {c∗ℓ}
p∗
ℓ=1
are pairwise disjoint for both ∗ = + and ∗ = −. The collections c+ = {c+ℓ }
p+
ℓ=1
and c− = {c−ℓ }
p−
ℓ=1 are the groomings at the positive and negative ends.
Note that every groomed multivalued trivialization induces data
−→
D±, but not
every
−→
D± is compatible with a groomed multivalued trivialization.
5.7.5. Index formulas. We first give the Fredholm index of a multisection.
Proposition 5.7.6. Let u : F˙ → W be a degree k multisection with data
−→
D± at
z∞, and let τ = τ−→D+,
−→
D−
. Then the Fredholm index of u is given by the formula:
(5.7.2) ind(u) = −χ(F ) + k + µτ (u) + 2c1(u
∗TS, τ).
The proof is a computation in the pullback bundle u∗TW , which is completely
analogous to that yielding Equation (4.4.4).
Next we discuss the ECH index of a multisection (u, C) with ends
z+ = {z
p+
∞ (
−→
D+)} ∪ y+, z− = {z
p−
∞ (
−→
D−)} ∪ y−.
Let Zz+,z− be the subset of Wˇ given by
Zz+,z− = Lˇâ ∪ Lˇh(â) ∪ ({1} × [0, 1] × z+) ∪ ({−1} × [0, 1] × z−),
where we are viewing z± as sets of points (i.e., we are forgetting the data
−→
D±),
Lˇâ = [−1, 1]× {1} × â, and Lˇh(â) = [−1, 1]× {0} × h(â).
We then define H2(W, z+, z−) ⊂ H2(Wˇ , Zz+,z−) in a manner analogous to that
of H2(X,y,y
′) in Section 4.3. Observe that H2(W, z+, z−) and Zz+,z− depend
on the endpoints D± but not on the matchings in
−→
D±.
τ -trivial representative. Let τ be a groomed multivalued trivialization which is
compatible with (D+,D−) and let c
± = {c±ℓ } be the groomings of τ . The match-
ings defined by c± do not need to coincide with the matchings in
−→
D±; only their
endpoints do. The construction of a τ -trivial representative Cˇ ⊂ Wˇ of [u] ∈
H2(W, z+, z−) is as follows:
Step 1. Replace u′ : F˙ ′ → W by u′ext : F˙
′
ext → W so that there are no nodes
along ∂F˙ext and each component of ∂F˙ext is mapped to some Lai,j or Lh(ai,j) in a
manner consistent with the data C : ∆→ {ai,j, h(ai,j)}i,j .
Step 2. Compactify the ends of uext = u
′
ext ∪ u
′′ to uˇext as in Section 4.3.
Step 3. Perturb uˇext so that the resulting representative Cˇ is immersed, ∂Cˇ ⊂
Zz+,z−,τ , each component of ∂Cˇ ∩ {t = 0, 1} is mapped to Lˇâi,j or Lˇh(âi,j) as
specified by C, and Cˇ satisfies
π(Cˇ|s=±1) ∩ ([0, 1] × int(D
2)) = c± ⊂ Aε
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and the conditions in Definition 4.5.2 at all the other ends. Here
π : [−1, 1] × [0, 1] × S → [0, 1] × S
is the projection onto the second and third factors. Then resolve the self-intersections
to make Cˇ embedded.
The quadratic form Qτ . Let Cˇ be a τ -trivial representative of u, where τ is viewed
as a nonsingular vector field. Let c±ℓ (δ) be the φ = δ translate of c
±
ℓ , where δ > 0
is small. We then take a pushoff Cˇ ′ of Cˇ such that ∂Cˇ is pushed in the direction of
Jτ + Y , where Y is C0-small, and
π(Cˇ ′|s=±1) ∩ ([0, 1] × int(D
2)) = ∪
p±
ℓ=1c
±
ℓ (δ) ⊂ Aε.
Then Qτ ([u]) = 〈Cˇ, Cˇ
′〉 as in Definition 4.5.5.
Definition 5.7.7 (ECH index). Given A ∈ H2(W, z+, z−) and a groomed multi-
valued trivialization τ compatible with (D+,D−), we define
(5.7.3) Iτ (A) = Qτ (A) + µ˜τ (∂A) + c1(TS|A, τ),
where the analog µ˜τ (∂A) of the symmetric Conley-Zehnder index will be given in
Section 5.7.6.
Sometimes we will write Iτ (u) to mean Iτ (A), whereA is the relative homology
class defined by u.
5.7.6. Definition of µ˜τ (∂A). We first define the Conley-Zehnder index µτ (∂A).
The groomed multivalued trivialization τ determines the matchingsDfrom± → D
to
± .
Pick a cycle ζ which represents ∂A and respects the matchings along {±1} ×
[0, 1] × {z∞}. The pullback bundle ζ
∗TS is trivialized by the pullback of τ . We
now define a multivalued real rank one subbundle L0 of TS alongZa,h(a) by setting
L0 = T Lˇa ∩ TS on Lˇa and T Lˇh(a) ∩ TS on Lˇh(a) and extending L0 across
{±1} × [0, 1] × z± by rotating in the counterclockwise direction from T h(a) to
Ta in TS by the minimum amount possible. We then define µτ (∂A) as the Maslov
index of L = ζ∗L0 with respect to τ .
Nowwe define the corrections to add to µτ (∂A) to obtain the symmetric Conley-
Zehnder index µ˜τ (∂A). Let τ be a groomed multivalued trivialization which is
compatible with (D+,D−) and which induces the groomings c
+ = {c+ℓ }
p+
ℓ=1 and
c− = {c−ℓ }
p−
ℓ=1.
Definition 5.7.8. Given a grooming c = {cℓ}
p
ℓ=1 from P0 to P1, its winding num-
ber is given by:
(5.7.4) w(c) =
∑
ℓ
w(cℓ), w(cℓ) = 〈cℓ, {φ = π}〉,
where 〈·, ·〉 is the algebraic intersection number in Aε, the arcs cℓ and {φ = π} are
oriented from t = 0 to t = 1, and Aε is oriented by (∂φ, ∂t).
Remark 5.7.9. A grooming c is determined by its endpoints P0 and P1 and its
winding number w(c).
HF=ECH VIA OPEN BOOK DECOMPOSITIONS I 67
Given P0, P1, and q ∈ Z, choose a grooming c = {cℓ}
p
ℓ=1 = c(P0, P1, q) from
P0 to P1 such that w(c) = q. Let c
♭
ℓ be the linear arc in Aε which is disjoint from
{φ = π} and has the same endpoints as cℓ. (Note that the collection {c
♭
ℓ} is usually
not groomed.)
Definition 5.7.10. α(P0,P1,q) (or simply αq if P0, P1 are understood) is the number
of arcs in {c♭ℓ}whose φ-coordinate decreases as t increases (in the universal cover).
If P0, P1 are fixed, then the number αq only depends on q (modulo p), through
the bijection P0
∼
→ P1.
Let q± = w(c
±) and P±0 , P
±
1 be the endpoints of c
±.
Definition 5.7.11. The discrepancies d± at the positive and negative ends are:
(5.7.5) d± = −(α(P±0 ,P
±
1 ,q±)
− α(P±0 ,P
±
1 ,0)
)− q±(p± − 1).
Remark 5.7.12. Observe that d± = 0 if the grooming c± satisfies w(c±) = q± = 0;
in other words, we are viewing q± = 0 as a reference point and comparing the
discrepancy that arises from choosing another grooming c±.
Definition 5.7.13. The symmetric Conley-Zehnder index µ˜τ (∂A) is given by:
(5.7.6) µ˜τ (∂A) = µτ (∂A) + d
+ − d−.
The discrepancy term d+−d− was (somewhat artificially) added to make Lemma
5.7.15 hold.
Remark 5.7.14. Let us view P ∗0 , P
∗
1 as points on (−π, π), where ∗ = ±. In the
special case where the points of P ∗0 and P
∗
1 alternate along (−π, π), we can write:
(5.7.7) d∗ =
{
−p∗(q∗ − T
q∗
p∗
U), if minx∈P0 x < minx∈P1 x;
−p∗(q∗ − V
q∗
p∗
W), if minx∈P0 x > minx∈P1 x.
Here TxU is the greatest integer ≤ x and VxW is the smallest integer ≥ x.
5.7.7. ECH indices of branched covers of sections at infinity.
Lemma 5.7.15. If A ∈ H2(W, {z
p
∞(
−→
D+), {z
p
∞(
−→
D−)}) is the relative homol-
ogy class of a p-fold branched cover of σ∞ with possibly empty branch locus,
then Iτ (A) = 0 for all groomed multivalued trivializations τ compatible with
(D+,D−).
Proof. Let c+ = {c+ℓ } and c
− = {c−ℓ } be the groomings of τ and let q± = w(c
±).
Here Pi = P
+
i = P
−
i , i = 0, 1. Let us also assume that τ
′ which appears in the
definition of τ−→
D+,
−→
D−
in Section 5.7.3 satisfies τ ′ = ∂ρ on D
2
2ε − {z∞}.
In order to compute Qτ (A), we choose a τ -trivial representative Cˇ of A such
that:
• Cˇ ∩ ([0, 1] × [0, 1] × S) = [0, 1] × c+;
• Cˇ ∩ ((−1, 0) × [0, 1] × S) ⊂ (−1, 0) × [0, 1] × int(D2ε);
• Cˇ ∩ ({−1} × [0, 1] × S) = {−1} × c−;
and a representative Cˇ ′ such that:
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• Cˇ ′ ∩ ({1} × [0, 1] × S) = {1} × c+(δ);
• Cˇ ′ ∩ ((0, 1) × [0, 1] × S) ⊂ (0, 1) × [0, 1] × int(D2ε);
• Cˇ ′ ∩ ([−1, 0] × [0, 1] × S) = [−1, 0] × c−(δ).
Recall that c± ⊂ Aε = [0, 1]× ∂D
2
ε . Since all the intersections between Cˇ and Cˇ
′
are contained in the level s = 0,
Qτ (A) = c
+ · c−(δ) = p(q+ − q−).
Next we claim that
µτ (∂A) = (αq+ − 2q+)− (αq− − 2q−).
Indeed, given the end which corresponds to the strand c±ℓ , the Maslov index of the
end is given by −2w(c±ℓ ) if the endpoints of c
±
ℓ satisfy 0 < p
±
ℓ,0 < p
±
ℓ,1 < 2π, and
is given by 1− 2w(c±ℓ ) if 0 < p
±
ℓ,1 < p
±
ℓ,0 < 2π. On the other hand, the number of
strands for which p±ℓ,0 > p
±
ℓ,1 holds is exactly αq± . Since the Maslov indices of the
portions of ∂A that map to [−1, 1] × {1} × a and [−1, 1] × {0} × h(a) are zero,
the claim follows.
Hence,
µ˜τ (∂A) = (αq+ − 2q+)− (αq+ − α0)− q+(p− 1)
− (αq− − 2q−) + (αq− − α0) + q−(p− 1)
= − (q+ − q−)(p + 1).
We also have c1(TS|A, τ) = q+ − q−. Putting everything together, we obtain:
Iτ (A) = p(q+ − q−)− (q+ − q−)(p + 1) + (q+ − q−) = 0.
This proves the lemma. 
We also state the following lemmas without proof:
Lemma 5.7.16. If u : F˙ → W− is a degree p ≤ 2g multisection which branch
covers σ−∞ with possibly empty branch locus, then I(u) = 0.
Lemma 5.7.17. If u : F˙ → W− − int(W−) is a degree p ≤ 2g multisection with
positive ends at δ0 with total multiplicity p and negative ends at a p-element subset
of {x1, . . . , x2g, x
′
1, . . . , x
′
2g}, then I(u) = p.
5.7.8. Additivity of indices and independence of the trivialization. The Fredholm
and the ECH index are additive with respect to concatenation. The proofs of the
following lemmas are straightforward.
Lemma 5.7.18. Let u1 be a multisection with positive end {z
p
∞(
−→
D )} ∪ y, and let
u2 be a multisection with negative end {z
p
∞(
−→
D )}∪y. If u1#u2 is the multisection
obtained by gluing u1 and u2 along their common end, then
ind(u1#u2) = ind(u1) + ind(u2).
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Lemma 5.7.19. Let τ2 and τ1 be groomed multivalued trivializations compatible
with (D2,D1) and (D1,D0), respectively, and let τ be obtained by concatenating
τ2 and τ1. Given relative homology classes
A2 ∈ H2(W, {z
p2
∞(
−→
D 2)} ∪ y2, {z
p1
∞(
−→
D 1)} ∪ y1),
A1 ∈ H2(W, {z
p1
∞(
−→
D 1)} ∪ y1, {z
p0
∞(
−→
D 0)} ∪ y0),
we can form the concatenation
A2#A1 ∈ H2(W, {z
p2
∞(
−→
D 2)} ∪ y2, {z
p0
∞(
−→
D 0)} ∪ y0).
Then we have:
Iτ (A2#A1) = Iτ2(A2) + Iτ1(A1).
In view of the following lemma, we can suppress τ from Iτ .
Lemma 5.7.20. Iτ (A) is independent of the choice of groomed multivalued trivi-
alization τ .
Proof. Let τ and τ ′ be two groomed multivalued trivializations adapted to the same
data (D+,D−). It suffices to consider the particular cases when τ and τ
′ differ only
either at some yi or at z∞. In the first case, the argument is analogous to the proof
of Lemma 4.5.6. In the second case, we can glue branched covers of σ∞ to switch
groomings. Then the statement follows from Lemma 5.7.15 and the additivity of
the ECH index. 
5.7.9. The ECH index inequality. Let u be a degree k multisection of W from
z+ = {z
p+
∞ (
−→
D+)} ∪ y+ to z− = {z
p−
∞ (
−→
D−)} ∪ y− such that u = u
′′. Let c±ℓ ,
ℓ = 1, . . . , p± be the intersections of Aε with the π-projections of the ± ends of
u that limit to z∞. Here ε > 0 is small and depends on u, and the map π projects
out the s-direction. Let c± = {c±ℓ }ℓ=1,...,p± and let P
±
0 (resp. P
±
1 ) be the set of the
initial (resp. terminal) points of the arcs c±ℓ .
Lemma 5.7.21. If c± are groomings and A ∈ H2(W, z+, z−) is the relative ho-
mology class of u, then
(5.7.8) I(A) ≥ ind(u) + (d+ − d−).
In particular, if the points of P ∗0 and P
∗
1 alternate along (0, 2π) for both ∗ = +
and −, then I(A) ≥ ind(u).
Proof. Let τ be a groomed multivalued trivialization which is compatible with
(D+,D−) and c
±. If we use τ to compute both the Fredholm and ECH indices,
then the proof of the relative adjunction formula (Lemma 4.5.9) goes through un-
modified. Hence Equation (5.7.2) and Lemma 4.5.9 imply:
ind(u) = −χ(F ) + k + µτ (u) + 2c1(u
∗TS, τ)
= Qτ (A) + µτ (u) + c1(u
∗TS, τ)− 2δ(u).
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Since τ is compatible with c±, we have µτ (u) = µτ (∂A). Comparing with the
definition of I(u), we have:
I(u) = ind(u) + (µ˜τ (∂A) − µτ (∂A)) + 2δ(u)(5.7.9)
= ind(u) + (d+ − d−) + 2δ(u).
(Note that u has no boundary singularities because πB◦u has no branch point at the
boundary: in fact u has boundary values in Laˆ ∪ Lh(aˆ), and therefore the images
of different boundary components of F˙ are mutually disjoint.) Equation (5.7.8)
follows from observing that δ(u) ≥ 0 since u is J-holomorphic.
Next suppose that the points of P ∗0 and P
∗
1 alternate along (0, 2π) for both ∗ = +
and −. We claim that d+ ≥ 0. Let π : R × [0, 1] × S → [0, 1] × S be the
projection onto the second and third factors. By the positivity of intersections,
π(u) is positively transverse to the Hamiltonian vector field ∂t; hence q+ ≤ 0.
By Equation (5.7.7), if q+ ≤ 0, then d
+ ≥ 0 (in both cases). d− ≤ 0 is proved
similarly. 
5.7.10. ECH index calculation. In this subsection we compute the ECH index of a
multisection ofW which is the union of a branched cover of the section at infinity
σ∞ and a curve which limits to a multiple of z∞. This calculation will be used in
Section II.??. For simplicity we consider the cases of positive ends and negative
ends at z∞ separately. The general statement can easily be deduced from the two
separate cases.
Let u = u′∪u′′ be a degree p1+p2+lmultisection ofW , where deg u
′ = p1, u
′′
is a multisection from y to {zp2∞(
−→
D 2)} ∪ y
′, and l is the cardinality of y′. Suppose
that the data
−→
D 1 and
−→
D 2 for u
′ and u′′ at the negative ends zp1∞ and z
p2
∞ satisfy:
(D1)
−→
D 1 = {(i1, j1)→ (i1, j1), . . . , (ip1 , jp1)→ (ip1 , jp1)};
(D2)
−→
D 2 = {(i
′
1, j
′
1)→ (i
′′
1 , j
′′
1 ), . . . , (i
′
p2 , j
′
p2)→ (i
′′
p2 , j
′′
p2)};
(D3) D
from
1 = D
to
1 and the sets D
from
2 and D
to
2 are disjoint from D
from
1 = D
to
1 .
Let E−,ℓ be the end of u
′′ at z∞ corresponding to (i
′
ℓ, j
′
ℓ)→ (i
′′
ℓ , j
′′
ℓ ).
Suppose there exist groomings c−1 ⊂ Aε/2 = ∂D
2
ε/2 × [0, 1]
8 and c−2 ⊂ Aε =
∂D2ε × [0, 1] which correspond to
−→
D 1 and
−→
D 2 and satisfy the following:
(G1) c
−
1 has winding number q1 := w(c
−
1 ) = 0;
(G2) c
−
2 = π(∪
p2
i=1E−,ℓ) ∩Aε and q2 := w(c
−
2 ) = 0 or 1;
(G3) the points of P
2
0 and P
2
1 alternate along (0, 2π), i.e., the projection of c
−
2
to ∂D2ε is injective.
Here P i0 (resp. P
i
1) is the set of initial (resp. terminal) points of c
−
i .
Let π be the projection of Wˇ = [−1, 1] × [0, 1] × S to [0, 1] × S and let Cˇ ′
and Cˇ ′′ be representatives of u′ and u′′ in Wˇ such that π(Cˇ ′|s=−1) = c
−
1 and
π(Cˇ ′′|s=−1) = c
−
2 .
8Here we are writing Aε/2 = ∂D
2
ε/2× [0, 1] instead of [0, 1]× ∂D
2
ε/2 to indicate the orientation
of Aε/2.
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Let πρ : [
ε
2 , ε] × ∂D
2 × [0, 1] → ∂D2 × [0, 1] be the projection along the ρ-
direction. Let w be the signed number of crossings of πρ(c
−
1 ∪ c
−
2 ), i.e., the writhe.
Observe that all the crossings of πρ(c
−
1 ∪ c
−
2 ) are positive as a consequence of (G1)
and (G2), and p1 ≥ w as a consequence of (G3).
Lemma 5.7.22. Let u = u′ ∪u′′ be a degree p1+ p2+ l multisection ofW , where
degu′ = p1, u
′′ is a multisection from y to {zp2∞(
−→
D 2)}∪y
′, and l is the cardinality
of y′. If the data
−→
D 1,
−→
D 2 at the negative end satisfy (D1)–(D3) and (G1)–(G3),
then
I(u) ≥ I(u′) + I(u′′) +
{
2w, if q2 = 0;
p1 +w, if q2 = 1.
(5.7.10)
If u′ ∩ u′′ = ∅ in addition, then equality holds.
Proof. It suffices to prove the equality, assuming u′ ∩ u′′ = ∅, since the extra
intersections contribute positively towards the ECH index. The representatives Cˇ ′
and Cˇ ′′ can be taken to be disjoint; in fact we can assume that Cˇ ′′ is disjoint from
the ε2 -neighborhood R× [0, 1] ×D
2
ε/2 of σ∞.
If q2 = 0, then we resolve the positive crossings of πρ(c
−
1 ∪ c
−
2 ). This is equiva-
lent to appending a union of disks Dˇ ⊂ [−2,−1]× [0, 1]× S to Cˇ ′ ∪ Cˇ ′′ such that
Dˇ|s=−1 = (Cˇ
′ ∪ Cˇ ′′)|s=−1 and π(Dˇ|s=−2)
9 is a grooming on Aε which satisfies
w(π(Dˇ|s=−2)) = 0. A quick calculation shows that Dˇ contributes w to Q, 0 to
c1, and w to µ. Since the discrepancy for π(Dˇ|s=−2) is zero, Equation (5.7.10)
follows for q2 = 0.
If q2 = 1, then we first switch the crossings of πρ(c
−
1 ∪ c
−
2 ) by appending a
union of disks Dˇ−1 ⊂ [−2,−1]× [0, 1]×S such that π(Dˇ−1|s=−2) consists of c
−
1
on Aε and c
−
2 on Aε/2. This contributes 2w to Q and 0 to c1 and µ. Next append
Dˇ−2 ⊂ [−3,−2] × [0, 1] × S so that π(Dˇ−2|s=−3) consists of c
−
1 on Aε and d
−
2
on Aε/2, where d
−
2 is groomed and w(d
−
2 ) = 0. The surface Dˇ−2 is similar to that
used in the proof of Lemma 5.7.15 and has zero ECH index. Finally, we resolve
the positive crossings of πρ(c
−
1 ∪ d
−
2 ) by appending Dˇ−3 ⊂ [−4,−3]× [0, 1]× S.
Since there are p1 − w crossings, Dˇ−3 contributes p1 − w to Q, 0 to c1, and 0 to
µ. Equation (5.7.10) then follows for q2 = 1. 
Next we consider the variant where the multiple of z∞ is at the positive end. Let
u = u′ ∪ u′′ be a degree p1 + p2 + l multisection ofW , where deg u
′ = p1, u
′′ is
a multisection from {zp2∞(
−→
D 2)} ∪y
′ to y, and l is the cardinality of y′. We use the
same notation as above, with − replaced by +.
We make the following assumptions:
(G′1) c
+
1 has winding number q1 := w(c
+
1 ) = 0;
(G′2) c
+
2 = π(∪
p2
i=1E+,ℓ) ∩Aε and q2 := w(c
+
2 ) = 0 or −1; and
(G′3) the projection of c
+
2 to ∂D
2
ε is injective except on κ ≥ 0 short intervals of
∂D2ε which correspond to thin sectors between ai,j and h(ai,j).
9Here we are taking pi to be the projection of the appropriate space to [0, 1]× S.
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Let w be the signed number of crossings of πρ(c
+
1 ∪ c
+
2 ). In this case, all the
crossings of πρ(c
+
1 ∪c
+
2 ) are negative. The analog of Lemma 5.7.22, stated without
proof, is:
Lemma 5.7.23. Let u = u′ ∪u′′ be a degree p1+ p2+ l multisection ofW , where
degu′ = p1, u
′′ is a multisection from {zp2∞(
−→
D 2)}∪y
′ to y, and l is the cardinality
of y′. If the data
−→
D 1,
−→
D 2 at the positive end satisfy (D1)–(D3) and (G
′
1)–(G
′
3), then
I(u) ≥ I(u′) + I(u′′) +
{
−w, if q2 = 0;
−2w, if q2 = −1.
(5.7.11)
If u′ ∩ u′′ = ∅ in addition, then equality holds.
We also compute the discrepancy d+ of c
+
2 when q2 = −1. Since α−1 = p2− 1
and α0 = κ,
d+ = −(α−1 − α0)− q2(p2 − 1)(5.7.12)
= −((p2 − 1)− κ)− (−1)(p2 − 1) = κ.
By Lemma 5.7.21,
(5.7.13) I(u′′) ≥ ind(u′′) + κ.
5.7.11. Extended moduli spaces. We now describe the extended moduli spaces
which involve multiples of z∞ at the ends. Details will be given for W ; the W+
andW− cases are analogous.
Let M = MJ(z+, z−) be the moduli space of multisections of (W,J) from
z+ = {z
p+
∞ (
−→
D+)} ∪ y+ to z− = {z
p−
∞ (
−→
D−)} ∪ y−. A map u ∈ M has boundary
conditions on La ∪ Lh(a). Let † be the modifier “u
′ = ∅”. We now describe an
enlargement of the moduli spaceM†.
Recall that ~ai,j ⊂ D
2 is of the form {−1 < ρ ≤ 1, φ = φi,j} for some constant
φi,j .
Definition 5.7.24. An extended W -curve u from z+ to z− is a multisection of
(W,J) which satisfies the conditions of Definition 5.7.2 with F˙ ′ = ∅ and (1) and
(2) replaced by the following:
(1′) There exist either positive or negative ends (or both) E+,i and E−,i of F˙
that limit to z∞ such that:
• u(∂F˙ − ∪iE+,i −∪iE−,i) ⊂ Lâ ∪ Lh(â);
• u maps one component of ∂F˙ ∩ E+,i (resp. ∂F˙ ∩ E−,i) to L~aiℓ,jℓ and
the other to L
h(~ai′
ℓ
,j′
ℓ
), where (i
′
ℓ, j
′
ℓ)→ (iℓ, jℓ) ∈
−→
D+ (resp. ∈
−→
D−).
(2′) u maps each connected component of ∂F˙ −∪iE+,i−∪iE−,i to a different
Lâi or Lh(âi).
Themoduli space of extendedW -curves from z+ to z− is denoted byM
†,ext
J
(z+, z−).
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The extended moduli spaces M†,ext
J+
(z+, δ
r
0γ
′) and M†,ext
J−
(δr0γ
′, z−) are de-
fined similarly.
Terminology. A sector S of D2ρ0 , 0 < ρ0 ≤ 1, from φ0 to φ1 is the map
[0, ρ0]× [φ0, φ1]→ D
2
ρ0 , (ρ, φ) 7→ ρe
iφ.
By abuse of notation, we also refer to the image of S as a sector.
IfR,R′ ⊂ D2ρ0 are distinct radial rays and I ⊂ R is an interval, thenS(R,R
′; I)
is a sector ofD2ρ0 from φ0 to φ1, whereR andR
′ can be written as {φ = φ0, ρ ≥ 0}
and R′ = {φ = φ1, ρ ≥ 0} and [φ0, φ1] ⊂ I . If we do not specify I , then we write
S(R,R′) and assume that φ1 − φ0 is the smallest positive angle.
A sector is large if it has angle φ1 − φ0 > π and small if it has angle 0 <
φ1 − φ0 < π.
LetM∗ =M∗(z+, z−), where ∗ denotes any set of modifiers, and let
πD2 : D
2 × [0, 1]→ D2
be the projection onto the first factor. If u ∈ M†, then (i′ℓ, j
′
ℓ) → (iℓ, jℓ) in
−→
D+
corresponds to an end E+,ℓ of u such that the restriction of πD2 ◦u(E+,ℓ) toD
2
ε for
ε > 0 small is a sector S = S(aiℓ,jℓ, h(ai′ℓ,j
′
ℓ
)). If S is large, then πD2 ◦ u(E+,ℓ)
has a slit of length 0 by the definition of u ∈ M† (i.e., πD2 ◦ u maps no boundary
point of E+,i to ~aiℓ,jℓ − aiℓ,jℓ or h(~ai′ℓ,j
′
ℓ
− ai′ℓ,j
′
ℓ
)). The ends of u can cover at
most one large sector because n(u) = m, and therefore u is an extended curve.
The neighborhood of u inM† is generically a codimension ≥ 1 submanifold of an
extended moduli spaceM†,ext.
5.8. Transversality. We first discuss the regularity of almost complex structures
onW ,W ′,W+ andW−.
5.8.1. Transversality forW andW ′.
Definition 5.8.1. The almost complex structure J ∈ JW is regular ifMJ(y,y
′)
is transversely cut out for all tuples y and y′ in a ∩ h(a). The almost complex
structure J ∈ JW is regular if M
†,ext
J
(z, z′) is transversely cut out for all tuples
z = {zp∞(D)} ∪ y and z′ = {z
q
∞(D′)} ∪ y′.
Note that MJ(y,y
′) = MsJ (y,y
′) and M†,ext
J
(z, z′) = M†,ext,s
J
(z, z′) be-
cause the positive ends have boundaries on distinct Lagrangian submanifolds. This
implies that a generic J ∈ JW is regular; see Lemma 4.7.2. The same proof also
gives:
Lemma 5.8.2. A generic J ∈ JW is regular.
We write J regW ⊂ JW for the subset of all regular J and J
reg
W
⊂ JW for the
subset of all regular J .
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Definition 5.8.3. The almost complex structure J ′ ∈ JW ′ is regular ifM
s
J ′(γ,γ
′)
is transversely cut out (in the Morse-Bott sense) for all γ and γ ′ in Ôk and all
k ≤ 2g. The almost complex structure J ′ ∈ JW ′ is regular ifM
s
J ′
(δpγ, δqγ′) is
transversely cut out for all δpγ, δpγ ′ ∈ Ok and for all k ≤ 2g.
Recall that a generic J ′ ∈ JW ′ is regular by Lemma 3.5.2. The same proof also
gives:
Lemma 5.8.4. A generic J ′ ∈ JW ′ is regular.
We write J regW ′ ⊂ JW ′ for the subset of all regular J
′ and J reg
W ′
⊂ JW ′ for the
subset of all regular J ′.
5.8.2. Transversality forW+,W+ andW−.
Definition 5.8.5. The almost complex structure J+ ∈ JW+ is regular if the fol-
lowing hold:
(1) all moduli spaces MJ+(y,γ) with y a k-tuple of a ∩ h(a) and γ ∈ Ôk,
for all k ≤ 2g, are transversely cut out (in the Morse-Bott sense in the case
of a Morse-Bott building); and
(2) the restrictions J and J ′ of J+ to the positive and negative ends belong to
J regW and J
reg
W ′ , respectively.
Here every u ∈ MJ+(y,γ) is somewhere injective due to the presence of the
HF end. In other words,MJ+(y,γ) =M
s
J+
(y,γ).
Definition 5.8.6. The almost complex structure J+ ∈ JW+ is regular if the fol-
lowing hold:
(1) all moduli spaces M†,ext
J+
(z, δr0γ
′) with z = {zp∞(D)} ∪ y, γ ′ ∈ Ôk for
some k ≤ 2g, and y a tuple of a ∩ h(a), are transversely cut out; and
(2) the restrictions J and J ′ of J+ to the positive and negative ends belong to
J reg
W
and J reg
W ′
, respectively.
Note thatM†,ext
J+
(z, δr0γ
′) =M†,ext,s
J+
(z, δr0γ
′). The regularity of J− ∈ JW− is
defined similarly.
We write J regW+ for the space of regular J+ ∈ JW+ and J
reg
W±
for the space of
regular J± ∈ JW± . Without loss of generality we may assume that the regular J+
of interest are the restrictions of regular J+.
Remark 5.8.7. The vertical fibers {(s, t)} × S and {(s, t)} × S are holomorphic,
but are not transversely cut out.
Proposition 5.8.8. A generic admissible J+ (resp. J±) is regular.
Proof. We first treat theW+ case. The proposition follows from a standard transver-
sality argument along the lines of [MS, Theorem 3.1.5], with some modifications.
The necessary modifications for almost complex structures J ′ ∈ JW ′, defined on
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R×N , were described in [Hu1, Lemma 9.12(b)], and our situation is almost iden-
tical since J+ ∈ JW+ is the restriction toW+ of some J
′ ∈ JW ′ .
The key observation is that each irreducible component of aW+-curve u : F˙ →
W+ is somewhere injective, since each [0, 1]×{yi}, yi ∈ y, is used exactly once as
a positive asymptotic limit. Let πN : W+ → N be the restriction of the projection
πN : R×N → N onto the second factor. We then claim that there is a dense open
set of points p ∈ F˙ which are πN -injective, i.e.,
(i) d(πN ◦ u)(p) has rank 2; and
(ii) (πN ◦ u)(p) = (πN ◦ u)(q) implies p = q.
First note that if the claim does not hold, then there exist open sets U,U ′ ⊂ F˙ such
that u(U) and u(U ′) differ by some translation Ts0 by s0 in the s-direction. By
repeated application of Ts0 or T−s0 , there is an infinite sequence U,U
′′, U ′′′, · · · ⊂
F˙ that have the same πN ◦ u image. This contradicts the finite energy condition,
and hence proves the claim. The perturbations to J+ can then be carried out in a
neighborhood of a πN -injective point p ∈ F˙ as in [Hu1, Lemma 9.12(b)].
The regularity of the almost complex structures J and J ′ at the ends was already
treated, i.e., J regW ⊂ JW and J
reg
W ′ ⊂ JW ′ are dense by Lemmas 3.5.2 and 4.7.2.
In the W+ case, the perturbations of J+ are allowed on the subset U = W+ ∩
((R×N)−{ρ ≤ ε}) for some small ε > 0. We simply observe that all the curves
u in the moduli spaces M†,ext
J+
(z, δr0γ
′) in Definition 5.8.6 pass through U , and
pick a πN -injective point p ∈ F˙ such that u(p) ∈ U . TheW− case is similar. 
5.8.3. Some automatic transversality results. We collect some automatic transver-
sality results.
Lemma 5.8.9. The curve σ−∞ ⊂ W−, viewed as having Lagrangian boundary
L−~ai,j , is a regular holomorphic curve with ind(σ
−
∞) = 0.
Proof. We first calculate the Fredholm index of the holomorphic embedding u :
F˙ → W− with image σ
−
∞ ⊂ W−. Here F˙ is a disk with a boundary puncture
and an interior puncture. Let τ be a groomed trivialization whose grooming c
corresponds to the matching (i, j) → (i, j) and satisfies w(c) = 0. Then we
compute that −χ(F˙ ) = 0, µτ (δ0, u) = 1, µτ (z∞) = 1, c1(u
∗TS, τ) = 0. Hence
ind(u) = 0 by Equation (5.5.3), which is still valid in the current situation.
We now use the doubling technique from Theorem 5.5.1. The double of F˙ — a
sphere with three punctures — is denoted by 2F˙ and the double of u is denoted by
2u. The index of the doubled operator 2Du is ind(2u) = 2 ind(u) = 0 and Du is
surjective if and only if 2Du is surjective.
Now, by Wendl’s automatic transversality theorem [We3, Theorem 1], 2Du is
surjective if
(5.8.1) ind(2u) ≥ 2g +#Γ0 − 1,
where g is the genus of 2F˙ and #Γ0 is the count of punctures with even Conley-
Zehnder index. In the present situation, g = 0 and #Γ0 = 0, so Equation (5.8.1)
becomes ind(2u) ≥ −1, which is satisfied. 
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The following is easier, and is stated without proof:
Lemma 5.8.10. Let J and J0 be almost complex structures as in Definition 5.3.2.
If J is sufficiently close to J0, thenM
†,n∗=1
J
({z∞}∪y, {y0}∪y)/R is transversely
cut out and consists of a unique curve which is represented by a thin strip in D2
from z∞ to y0 = xi or x
′
i.
5.8.4. Marked points and transversality. In the definition of the Ψ-map in Sec-
tion 7, we consider multisections of W− which pass through the marked point
m = ((0, 32), z∞). The marked point m, however, is nongeneric. In order to ensure
the regularity of such moduli spaces with respect tom, we need to enlarge the class
of J− ∈ J
reg
W−
to the class of J
♦
−, which we now define.
Definition 5.8.11. Let ε > 0 and let U 6∋ m be an open set ofW−. Then an almost
complex structure J
♦
− onW− is (ε, U)-close to J− if:
• J
♦
− = J− onW− − U ;
• J
♦
− is ε-close to J− on U ; and
• ∇J
♦
− is ε-close to ∇J− on U .
Here the ε-closeness is measured with respect to a metric g onW− which is the
restriction of an s-invariant metric on R ×N and ∇ is the Levi-Civita connection
of g.
Convention 5.8.12. Unless stated otherwise:
• U = Up,2δ = π
−1
B−
(Bδ(p))−{ρ ≤ δ} is an open neighborhood ofKp,2δ =
π−1B−(p)− {ρ < 2δ}, where δ > 0 is arbitrarily small, m
b 6= p ∈ B−, and
Bδ(p) ⊂ B− is an open ball of radius δ about p.
• J
♦
− is (ε, U)-close to J− ∈ J
reg
W−
, where ε > 0 is arbitrarily small.
Observe that U is disjoint from the section at infinity. When we want to emphasize
(ε, U) or (ε, δ, p), we write J
♦
−(ε, U) or J
♦
−(ε, δ, p).
Definition 5.8.13. A degree k almost multisection of (W−, J
♦
−) from δ
r
0γ to z
′ =
{zq∞(D′)} ∪ y′ is a pair (u, C) which is defined in the same way as a degree k
multisection of (W−, J−), except that u is a degree k multisection of
πB− :W− − π
−1
B−
(Bδ(p))→ B− −Bδ(p).
Let M
J
♦
−
(δr0γ, z
′) be the moduli space of almost multisections of (W−, J
♦
−)
from δr0γ to z
′. The regularity of J− and the closeness of J
♦
− to J− imply:
(i) M†
J
♦
−
(δr0γ, z
′) is regular;
(ii) M†
J
♦
−
(δr0γ, z
′) is close toM†
J−
(δr0γ, z
′); and
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(iii) all the boundary strata of M†
J
♦
−
(δr0γ, z
′) are close to the corresponding
boundary strata ofM†
J−
(δr0γ, z
′).
Note that we can still refer to n∗(u) since it is a homological quantity.
Let K 6∋ m be a compact set ofW−. We define the modifier K to mean that u
passes through K .
Definition 5.8.14. The almost complex structure J
♦
− on W− is K-regular with
respect to m if all the moduli spacesM†,ext,K
J
♦
−
(δr0γ, z
′;m) are transversely cut out.
Lemma 5.8.15. A generic J
♦
− is Kp,2δ-regular with respect to m.
Proof. The proof is similar to that of [MS, Theorem 3.1.7], with modifications as
in Proposition 5.8.8. 
6. THE CHAIN MAP FROM ĤF TO PFH
6.1. Compactness for W+-curves. In this subsection we treat the compactness
of holomorphic curves in W+ which will be used to establish the chain map Φ in
Section 6.2.
Suppose J+ ∈ JW+ and J , J
′ are the restrictions of J+ to the positive and
negative ends. Let y = {y1, . . . , y2g} ∈ Sa,h(a) and γ =
∏l
k=1 γ
mk
k ∈ Ô2g .
In this section, we may pass to a subsequence of a sequence of holomorphic
curves without specific mention.
6.1.1. Euler characteristic bounds. We first state a preliminary lemma:
Lemma 6.1.1. Let ui : (F˙i, ji) → (W+, J+), i ∈ N, be a sequence of W+-
curves from y to γ with index IW+(ui) = n for some integer n. Then there is a
subsequence such that all the F˙i are diffeomorphic to a fixed F˙ .
Proof. The proof is given in two steps.
Step 1 (ω-area bounds). We define the ω-area of ui as
Eω(ui) =
∫
F˙i
u∗iω,
where ω is the 2-form as in Section 5.1. The boundedness of Eω(ui) is a con-
sequence of the vanishing of the flux Fh of h (cf. Section 3.3). View the broken
closed string γy corresponding to y as a collection of curves in
(L+a ∩ Wˇ+) ∪ ({3} × [0, 1] × y) ⊂ Wˇ+.
Then γy is uniquely determined up to a homotopy which is supported on L
+
a ∩Wˇ+.
Let ui : F˙i → W+, i = 1, 2, be twoW+-curves from y to γ and let uˇi : Fˇi → Wˇ+
be their compactifications. Then uˇi(∂+Fˇi) is homotopic to γy, i = 1, 2, where
∂+Fˇi is the union of boundary components of Fˇi which map to the positive (s > 0)
part of Wˇ+. Hence uˇ1 − uˇ2 can be viewed as a closed surface Z ∈ H2(W+) ≃
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H2(Wˇ+) ≃ H2(N). Since the flux Fh vanishes, the integral of ω over Z vanishes,
and therefore the ω-area of aW+-curve u only depends on y and γ.
Step 2 (Genus bounds). The ω-area bound on the sequence {ui} and the fact that
all ui have the same asymptotics imply an energy bound on the ui (for the energy
defined as in Equation (4.3.1)). The energy bound implies a local Ω+-area bound,
and therefore we can apply the Gromov-Taubes compactness theorem [T3, Propo-
sition 3.3], which is a local result and carries over to the symplectic cobordism
(W+,Ω+) without difficulty. As explained in [Hu1, Lemma 9.8], the Gromov-
Taubes compactness theorem implies the weak convergence of ui as currents to a
holomorphic building u∞. In particular, we may assume that [ui] ∈ H2(W+,y,γ)
is fixed for all i.
We now use the fact that [ui] is fixed to bound the genus of F˙i. The relative
adjunction formula (Lemma 5.6.3) gives:
c1(uˇ
∗
i TW+, (τ, ∂t)) = χ(F˙i)− w
−
τ (ui) +Qτ (ui)− 2δ(ui).
In view of the writhe bound
w−τ (ui) ≥ µ˜τ (γ)− µ
−
τ (ui)
from [Hu2, Lemma 4.20] and the nonnegativity of δ(ui), we obtain:
(6.1.1) χ(F˙i) ≥ c1(uˇ
∗
i TW+, (τ, ∂t)) + µ˜τ (γ)− µ
−
τ (ui)−Qτ (ui).
This bounds χ(F˙i) from below, since all the terms on the right-hand side either
depend on the homology class of ui or the data of the ends. Hence we may assume
that all the F˙i are diffeomorphic to a fixed F˙ . 
6.1.2. SFT compactness.
Definition 6.1.2. A holomorphic W+-building
u∞ = v−b ∪ · · · ∪ va, a, b ∈ Z
≥0
consists of the following data:
(B1) For each j = −b, . . . , a, a compact nodal Riemann surface Gj (possibly
with boundary), a nodal set nj , disjoint sets of interior punctures p
+
j and
p
−
j if j ≤ 0, and disjoint sets of boundary punctures q
+
j and q
−
j if j ≥ 0.
The nodes may be interior or boundary nodes and are disjoint from p±j ,
q
±
j , and the nodal set nj may be empty.
(B2) For each j = −b, . . . , a, a holomorphic map vj : G˙j → Wj , whereWj =
W for 0 < j ≤ a, W0 = W+ for j = 0, Wj = W
′ for −b ≤ j < 0, and
G˙j = Gj − p
+
j − p
−
j − q
+
j − q
−
j for all j. (Here some sets of punctures
may be empty.)
(B3) For each j = 0, . . . , a, ∂G˙j is mapped to the appropriate Lagrangian sub-
manifold La ⊔ Lh(a) or L
+
a .
(B4) For each j = −b, . . . , a, vj converges to a strip over a “Reeb chord” at
the positive (resp. negative) end near each boundary puncture of q+j (resp.
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q
−
j ) and to a cylinder over a closed orbit at the positive (resp. negative) end
near each interior puncture of p+j (resp. p
−
j ).
(B5) for each j = −b, . . . , a − 1, there is an identification between p+j and
p
−
j+1 and an identification between q
+
j and q
−
j+1 such that the pairs that
are identified are asymptotic to the same Reeb chord or closed orbit.
(B6) No level vj is a union of trivial cylinders or trivial strips.
The levels vj are arranged in order from lowest to highest.
Proposition 6.1.3. Let ui : (F˙i, ji) → (W+, J+), i ∈ N, be a sequence of W+-
curves from y to γ with index IW+(ui) = n for some integer n. Then there is a
subsequence which converges in the sense of SFT to a level a+ b+1 holomorphic
W+-building u∞ = v−b ∪ · · · ∪ va.
Here “convergence in the SFT sense” means convergence with respect to the
topology described in [BEHWZ].
Proof. By Lemma 6.1.1, we may assume that F˙i = F˙ as smooth surfaces. We can
then apply the SFT compactness theorem from [BEHWZ]; note that SFT compact-
ness in the presence of Lagrangian boundary conditions is sketched in [BEHWZ,
Section 11.3] and [Abb2, Theorem 3.20]. More details can be extracted from
the proof of the less standard compactness theorem for W−-curves; see Propo-
sition 7.3.2. 
The limiting curve u∞ can be written as a level a+ b+1 holomorphic building
v−b ∪ · · · ∪ va, where each vj is not necessarily irreducible and may have nodes.
Here (i) a, b are nonnegative integers, (ii) vj is a holomorphic map toWj , and (iii)
the levels vj are ordered from the negative end to the positive end as j increases.
As usual, if the level vj is just a union of trivial cylinders, then it will be elided.
6.1.3. Main theorem. Suppose J+ ∈ J
reg
W+
and J , J ′ are the restrictions of J+ to
the positive and negative ends.
The following is the main theorem of this subsection:
Theorem 6.1.4. Let ui : (F˙i, ji)→ (W+, J+), i ∈ N, be a sequence ofW+-curves
from y to γ. If IW+(ui) = 1 for all i, then a subsequence of ui converges in the
sense of SFT to one of the following:
(1) an IW+ = 1 curve;
(2) a building with two levels consisting of an IHF = 1 curve and an IW+ = 0
curve; or
(3) a building with multiple levels consisting of an IW+ = 0 curve, an IECH =
1 curve, and possible IECH = 0 connectors in between.
Similarly, if IW+(ui) = 0 for all i, then a subsequence of ui converges to an
IW+ = 0 curve.
We write “an I# = i curve” as shorthand for “a #-curve with ECH index I# =
i”.
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We postpone the proof of the main theorem until after a more detailed discussion
of the structure of the SFT limit. Let u∞ be the SFT limit of the sequence {ui},
given by Proposition 6.1.3. A ghost component of u∞ is an irreducible component
of u∞ which maps to a point. By the SFT compactness theorem, the domain
of a ghost component is necessarily a stable Riemann surface. We recall that a
Riemann surface is stable if the following holds for each component F with kint
interior marked points and kbdr boundary marked points:
• −χ(F ) + kint ≥ 1 when ∂F = ∅, or
• −2χ(F ) + 2kint + kbdr ≥ 1 if ∂F 6= ∅.
Let us write u∞ = v−b ∪ · · · ∪ va ∪ u
g
∞, where vj has no ghost components and
ug∞ is the union of ghost components. We will also write u
ng
∞ = v−b ∪ · · · ∪ va.
Remark 6.1.5. The ECH index of a curve depends only on its relative homology
class and therefore ghost components do not contribute to it. Hence, by the addi-
tivity of ECH indices (Lemma 5.6.8), if ui is a sequence of J+-holomorphic maps
with constant ECH index, then:
(6.1.2)
a∑
j=1
IHF (vj) + IW+(v0) +
b∑
j=1
IECH(v−j) = IW+(ui).
Lemma 6.1.6. Each level vj , j = −b, . . . , a, is a degree 2g multisection of πj :
Wj → Bj with no branch points along ∂Bj .
Proof. Since ui is a degree 2g multisection of πB+ : W+ → B+ for all i, it follows
that, with the exception of finitely many p ∈ Bj , every level vj intersects a fiber
π−1j (p) exactly 2g times.
We show that on any level vj there are no irreducible components which lie in
a fiber π−1j (p). Arguing by contradiction, suppose v˜ : F˜ → Wj is an irreducible
component which maps to a fiber π−1j (p). If p ∈ int(Bj), then v˜ is a holomorphic
map from a closed Riemann surface F˜ to π−1j (p). Since π
−1
j (p) is a Riemann sur-
face with nonempty boundary, v˜ must be constant. On the other hand, if p ∈ ∂Bj ,
it is also possible that F˜ is a compact Riemann surface with nonempty boundary
and v˜(∂F˜ ) ⊂ a. However, since S − a is connected and nontrivially intersects
∂S, v˜ must also be constant. Since ghost components are excluded from vj by
definition, we have a contradiction.
Finally, if j ≥ 0, then we claim that πj◦vj has no branch points along ∂Bj . This
is due to the fact that v0 uses each component of L
+
a exactly once and vj , j > 0,
uses each component of R × {1} × a and each component of R × {0} × h(a)
exactly once. 
Lemma 6.1.7. Let u∞ be the SFT limit of a sequence of J+-holomorphic multi-
sections ui with constant ECH index. If J+ is regular, then:
• IHF (vj) > 0 for j > 0,
• IW+(v0) ≥ 0, and
• IECH(vj) ≥ 0 for j < 0.
HF=ECH VIA OPEN BOOK DECOMPOSITIONS I 81
Moreover, all the vj , j ≥ 0, are somewhere injective and satisfy ind(vj) ≥ 0.
If IW+(ui) ≤ 1 in addition, then vj , j < 0, is somewhere injective and satisfies
ind(vj) ≥ 0.
Proof. Since vj , j ≥ 0, is a degree 2g multisection by Lemma 6.1.6 and uses each
connected component of the boundary Lagrangian exactly once, it is somewhere
injective. Also since J and J+ are regular, it follows that the curves vj , j ≥ 0, are
regular. Hence indW (vj) ≥ 0 for j > 0 and indW+(v0) ≥ 0. Moreover, since
indW (vj) = 0, j > 0, if and only if vj is a union of trivial strips, we may assume
that indW (vj) > 0 for all j > 0. By the index inequality (Theorems 4.5.13 and
5.6.9) we have IHF (vj) > 0 for j > 0 and IW+(v0) ≥ 0. On the other hand, if
j < 0, then IECH(vj) ≥ 0 by [HT1, Proposition 7.15(a)].
If IW+(ui) ≤ 1 in addition, then IECH(vj) ≤ 1 by the additivity of the
ECH index. Hence [Hu1, Lemma 9.5] implies that vj is somewhere injective and
ind(vj) ≥ 0 since J
′ is regular. 
Lemma 6.1.8. Let u∞ be the SFT limit of a sequence of J+-holomorphic multi-
sections ui with IW+(ui) ≤ 1 for all i. If J+ is regular, then u
g
∞ = ∅.
Proof. Let ind(ug∞) and ind(u
ng
∞ ) be the sum of the Fredholm indices of the ir-
reducible components of ug∞ and u
ng
∞ , respectively. Also let F g and Fng be the
domains of ug∞ and u
ng
∞ , respectively. Then ind(u
g
∞) = −χ(F g). If u
g
∞ and u
ng
∞
are attached along kint interior nodes and kbdr boundary nodes, then
ind(ui) = ind(u
ng
∞ ) + ind(u
g
∞) + 2kint + kbdr(6.1.3)
= ind(ung∞ )− χ(F
g) + 2kint + kbdr ≤ 1.(6.1.4)
Next, if F g 6= ∅, then the stability of the Riemann surface and the observation that
each component of ∂F g has a marked point (which in turn follows from Defini-
tion 5.4.3(1)) imply that
(6.1.5) − χ(F g) + 2kint + kbdr ≥ 2.
Equations (6.1.4) and (6.1.5) together imply that ind(ung∞ ) ≤ −1. Hence we have
ind(vj) ≤ −1 for some vj , which is a contradiction of Lemma 6.1.7 for a regular
J+. The contradiction came from assuming that u
g
∞ 6= ∅. 
We now finish the proof of Theorem 6.1.4.
Proof of Theorem 6.1.4. The proof is based on a classification of the types of al-
lowable buildings u∞ = v−b ∪ · · · ∪ va ∪ u
g
∞. We consider the situation of
IW+(ui) = 1, leaving the easier IW+(ui) = 0 case to the reader.
By Lemmas 6.1.6 and 6.1.8, the limit u∞ consists of a building of degree 2g
multisections vj . Moreover, by Lemma 6.1.7, IWj (vj) ≥ 0 for all j. The additivity
of ECH indices gives three possibilities for the limit:
(1) u∞ = v0, where v0 is a multisection ofW+ and IW+(v0) = 1;
(2) u∞ = v0 ∪ v1, where v0 is a multisection of W+ with IW+(v0) = 0, and
v1 is a multisection ofW with IHF (v1) = 1;
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(3) u∞ = v−b ∪ · · · ∪ v0, where v−b, . . . , v−1 are multisections of W
′, v0
is a multisection of W+, all but one of v−b, . . . , v0 have I = 0, and the
remaining level has I = 1.
What is left to prove is that IECH(v−b) = 1 in Case (3). This follows from
considerations of incoming partitions as in [HT1, Proof of Lemma 7.23]. Let mk
be the multiplicity of the elliptic orbit γk in the orbit set γ and let θk be the rotation
of the first return map of γk. By [HT1, Definition 1.8], there is a partial order ≥θk
on the set of partitions ofmk, where
(a1, . . . , al1) ≥θk (b1, . . . , bl2)
if there is a Fredholm index zero branched cover of R × γk with positive ends
which partition mk into (a1, . . . , al1) and negative ends which partition mk into
(b1, . . . , bl2). By [HT1, Lemma 7.5], the incoming partition P
out
γk
(mk)— the par-
tition which corresponds to γmkk at the negative end of v−b — is maximal. Hence
IECH(v−b) = 0 implies that v−b is a trivial cylinder, which we have already elim-
inated. 
6.2. Definition of Φ. Suppose J+ ∈ J
reg
W+
and J , J ′ are the restrictions of J+ to
the positive and negative ends. In this subsection we define the chain map
(6.2.1) ΦJ+ : ĈF (S,a, h(a), J)→ PFC2g(N,J
′).
We will usually suppress J , J ′, and J+ from the notation.
We first define an approximation of Φ:
Definition 6.2.1. Let ĈF ′(S,a, h(a)) be the chain complex generated by Sa,h(a),
before quotienting by the equivalence relation ∼ given in Section 4.9.3. We define
the map
Φ′ : ĈF ′(S,a, h(a))→ PFC2g(N),
Φ′(y) =
∑
γ∈Ô2g
〈Φ′(y),γ〉 · γ,
where 〈Φ′(y),γ〉 is the mod 2 count of MI=0J+ (y,γ). The count is meaningful
sinceMI=0J+ (y,γ) is compact by Theorem 6.1.4.
Proposition 6.2.2. The map
Φ′ : ĈF ′(S,a, h(a))→ PFC2g(N),
is a chain map.
Proof. By Theorem 6.1.4 and Lemma 5.4.9, ∂MI=1J+ (y,γ) = A ⊔B, where
A =
∐
y′∈Sa,h(a)
((
MI=1J (y,y
′)/R
)
×MI=0J+ (y
′,γ)
)
,
B =
∐
γ∈Ô2g
(
MI=0J+ (y
′,γ ′)×
(
MI=1J ′ (γ
′,γ)/R
))
.
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Here we have omitted the connector components for simplicity.
We examine the corresponding gluings of the holomorphic buildings. The first
gluing is that of (v1, v0) ∈ A. This type of gluing was treated by Lipshitz; see
Propositions A.1 and A.2 in [Li, Appendix A]. Observe that there are no multiply-
covered curves to glue, since each Reeb chord of a 2g-tuple is used exactly once.
The second type of gluing is that of (v0, v−b) ∈ B, with IECH = 0 connec-
tors v−1, . . . , v−b+1 in between. The curve v0 is simply-covered since it has an
HF end and the curve v−b is simply-covered since IECH = 1 (see [HT1, Propo-
sition 7.15]). This type of gluing was treated carefully in [HT1, HT2]. Although
the setting there was the gluing for ∂2 = 0, in fact most of the work goes towards
properly counting IECH = 0 connectors, i.e., branched covers of trivial cylinders.
Their treatment of gluing/counting the IECH = 0 connectors carries over with
little modification to our case. See Section 6.5 for more details. 
Let δx = ([0, 2] × {x})/(2, x) ∼ (0, x), where x ∈ ∂S; it is a Reeb orbit in
the negative Morse-Bott family N which foliates ∂N . Also let (R × δx)
+ be the
restriction of R× δx toW+.
Lemma 6.2.3. A W+-curve u which has xi or x
′
i at the positive end must have
(R× δxi)
+ or (R× δx′i)
+ as an irreducible component.
Recall that the intersection points xi, x
′
i are components of the Heegaard Floer
contact class of ξ(S,h).
Proof. Let v : F˙ → W+ be the irreducible component of u which has xi at the
positive end. The component v may a priori have other positive ends besides xi.
We will show that v = (R × δxi)
+. Let πS : {s ≥ 3} ∩W+ → S be defined by
identifying {s ≥ 3} ∩W+ = [3,∞)× [0, 1]× S and projecting to the third factor.
Let (r, θ) be polar coordinates on a small neighborhood ν(xi) ⊂ S of xi so
that h(ai) = {θ = −
π
4 }, ai = {θ = 0}, and ν(xi) = {−
π
2 ≤ θ ≤
π
2 , r > 0}.
By Condition (1) in Definition 5.3.2, the composition πS ◦ v is holomorphic when
restricted to the end that limits to xi. If v is not the restriction of a trivial cylinder,
then πS ◦ v must map a neighborhood of the puncture of F˙ corresponding to xi
to a sector {0 ≤ θ ≤ kπ − π4 , r > 0} or {π ≤ θ ≤ (k + 1)π −
π
4 , r > 0},
where k ≥ 1. Since such a sector cannot be contained in S, the map πS ◦ v|s≥C
must map identically to xi, where C ≫ 0. By the unique continuation property,
v = (R× δxi)
+. 
Theorem 6.2.4. The map Φ′ descends to a chain map
Φ : ĈF (S,a, h(a))→ PFC2g(N)
which maps the Heegaard Floer contact invariant for ξ(S,h) to the ECH contact
invariant for ξ(S,h).
Proof. Let y = {y1, . . . , y2g} ∈ Sa,h(a). Assume without loss of generality that
y1 = x1. Then y is equivalent to y
′ = {x′1, y2, . . . , y2g}. Let u be an IW+ = 0
Morse-Bott building from y to a generator γ of PFC2g(N). Since (R×δx1)
+ is an
irreducible component of u by Lemma 6.2.3 and is automatically transverse in the
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Morse-Bott sense, γ can be written as eγ ′, where e is the elliptic orbit of the nega-
tive Morse-Bott family N . Now, by replacing (R × δx1)
+ by (R × δx′1)
+ and the
augmenting gradient trajectory from δx1 to e by the augmenting trajectory from δx′1
to e, we obtain an IW+ = 0Morse-Bott building from y
′ to γ = eγ ′. Hence there
is a one-to-one correspondence between W+-curves from y to γ and W+-curves
from y′ to γ. Since Φ′(y) = Φ′(y′), the map Φ′ descends to ĈF (S,a, h(a)).
The Heegaard Floer contact invariant is given by the equivalence class of x =
{x1, . . . , x2g} and the ECH contact invariant is given by e
2g. By Lemma 6.2.3 and
some ECH index considerations, the only IW+ = 0 Morse-Bott building from x
consists of (R× δxi)
+, i = 1, . . . , 2g, augmented by connecting gradient trajecto-
ries from δxi to e in the Morse-Bott family N . Hence Φ
′(x) = e2g. Then Φ maps
the equivalence class of x to e2g . 
6.3. Spinc-structures. Let Sa,h(a) be the set of 2g-tuples of a ∩ h(a) and let
Sa,h(a) = Sa,h(a)/ ∼, where {xi} ∪ y
′ ∼ {x′i} ∪ y
′ for all (2g − 1)-tuples y′.
We define a map
h′+ : Sa,h(a) → H1(W+, ∂hW+)
as follows: Given y = {y1, . . . , y2g} ∈ Sa,h(a), where yi ∈ ai ∩ h(aσ(i)) for some
permutation σ ∈ S2g, we define h
′
+(y) as the homology class of the broken closed
string obtained by concatenating the following oriented arcs:
• for each i ∈ {1, . . . , 2g}, the arc {3}× [0, 1]×{yi}, with orientation given
by ∂t;
• for each i ∈ {1, . . . , 2g}, an arc from {3} × {1} × {yi} to {3} × {0} ×
{yσ−1(i)} contained in L
+
ai .
The homology class h′+(y) is well-defined since the Lagrangians L
+
ai are simply-
connected.
The map h′+ descends to a map
h+ : Sa,h(a) → H1(W+, ∂hW+),
since the components xi and x
′
i of the contact class are both converted into broken
closed strings which are nullhomologous in H1(W+, ∂hW+).
The following lemma is an immediate consequence of the definition of W+-
curves.
Lemma 6.3.1. Let γ be an orbit set at the negative end ofW+ with total homology
class [γ] ∈ H1(W+, ∂hW+). ThenMJ+(y,γ) 6= ∅ implies that h+(y) = [γ].
There are natural isomorphisms
H1(W+, ∂hW+) ∼= H1(N, ∂N) ∼= H1(M).
With respect to these isomorphisms, the total homology class in H1(W+, ∂hW+)
of an orbit set γ at the negative end ofW+ corresponds to the usual total homology
class of γ in H1(M). Moreover, h+(y) = h(y), where h is as defined in Section
4.10.
Combining Proposition 4.10.1 and Lemma 6.3.1, we obtain the following theo-
rem:
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Theorem 6.3.2. The chain map Φ respects the splitting according to Spinc-struc-
tures, i.e., Φ is the direct sum of maps
ΦA : ĈF (S,a, h(a), sξ + PD(A))→ PFC2g(N,A),
with A ∈ H1(M ;Z).
6.4. Twisted coefficients. Let PFH2g(N,A) be the twisted coefficient version
of PFH2g(N,A), defined as in Section 2.4. For any homology class A ∈ H1(M)
we can define a map
ΦA : ĈF (S,a, h(a), sξ + PD(A))→ PFC2g(N,A),
given in the following paragraphs. Choose a 2g-tuple of intersection points y0
such that sz(y0) = sξ+PD(A) and a complete set of paths {Cy} for sξ+PD(A)
based at y0.
Let πN : W+ → N be the restriction of the projection R×N → N , (s, x) 7→ x,
and let Γ ⊂ N be the projection by πN of a broken closed string associated to y0.
By Lemma 6.3.1, [Γ] = A. We choose a complete set of paths {Cγ} for A based
at Γ.
The projection πN associates a well-defined homology class inH2(N) ∼= H2(M)
to any 2-chain in Wˇ+ whose boundary consists of a broken closed string corre-
sponding to y0 on one side and Γ on the other side. Then we can define maps
A+ : H2(W+,y,γ)→ H2(M)
for all y such that sz(y0) = sξ + PD(A) and γ such that [γ] = A by
A+(C) = (πN )∗[Cγ ∪ C ∪ −Cy].
Definition 6.4.1. We define the F[H2(M ;Z)]-linear map
ΦA : ĈF (S,a, h(a), sξ + PD(A))→ PFC2g(N,A)
by
ΦA(y) =
∑
γ∈Ô2g
∑
C∈H2(W+,y,γ)
#MI=0J+ (y,γ, C)e
A+(C)γ.
Theorem 6.4.2. The map ΦA is a chain map.
Proof. The proof is the same as that of Theorem 6.2.4, plus some bookkeeping of
the homology classes of the holomorphic maps involved. 
6.5. Gluing. We explain here how to glue the pair (v0, v−1) consisting of aW+-
curve v0 with I(v0) = 0 and an ECH curve v−1 with I(v−1) = 1, by inserting a
branched cover of a trivial cylinder (a connector). The connector is needed be-
cause, while the negative ends of v0 and the positive ends of v−1 converge to
the same orbit sets, they usually do not match; in fact the ends of v0 must sat-
isfy the outgoing partition, while the ends of v−1 must satisfy the incoming par-
tition. The same situation appears in the definition of ECH and the procedure of
gluing two IECH = 1 curves in the symplectization, as explained in Hutchings-
Taubes [HT1, HT2], applies with very little modification.
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6.5.1. Close to breaking. We first make precise what we mean by a holomorphic
curve which is “close to breaking”. We rephrase the definition for W ′ (which
appears in [HT1]), leaving the analogous definitions for W , W+, and W− to the
reader.
Choose an s-invariant Riemannian metric g on W ′ and denote the induced dis-
tance by dg.
Definition 6.5.1. Given κ, ν > 0, two curves ui : (Fi, ji) → W
′, i = 1, 2, are
(κ, ν)-close if there exists a (1+ν)-quasiconformal homeomorphism φ : F1
∼
→ F2
with respect to (j1, j2) such that
sup
x∈F1
dg(u1(x), u2 ◦ φ(x)) ≤ κ.
Given a J-holomorphic curve u inR×Y , by an abuse of notation we will denote
the restriction of u to the preimage of [C,+∞) ×M by u|s≤C . (Self-explanatory
variations of this notations will also be used). The following is similar to [HT1,
Definition 1.10], although the phrasing is slightly different.
Definition 6.5.2. Let κ > 0 and ν ≥ 0. A curve u in W ′ is (κ, ν)-close to an
(a+b+1)-level building u∞ = v−b∪· · ·∪va if there existR
(−2b+1), . . . , R(2a) > 1κ
such that, after a suitable translation of u in the s-direction which we still call u,
each of the pairs below is (κ, ν)-close:
• u|−R(0)≤s≤R(1) and v0|−R(0)≤s≤R(1) ;
• u|R(1)≤s≤R(1)+R(2) and the restriction of a collection of branched covers of
trivial cylinders to R(1) ≤ s ≤ R(1) +R(2);
• u|R(1)+R(2)≤s≤R(1)+2R(2)+R(3) and an s 7→ s + R
(1) + 2R(2) translate of
v1|−R(2)≤s≤R(3) ;
• u|R(1)+2R(2)+R(3)≤s≤R(1)+2R(2)+R(3)+R(4) and the restriction of a collec-
tion of branched covers of trivial cylinders to R(1) + 2R(2) + R(3) ≤ s ≤
R(1) + 2R(2) +R(3) +R(4);
and so on.
Note that, in the case of u in W+ or W−, we do not need to (and indeed we
cannot) translate u in the s-direction.
6.5.2. Review of [HT1, HT2]. We now summarize the Hutchings-Taubes proof of
∂2 = 0 and discuss the small changes that need to be carried out.
Let (Y, ξ = kerλ) be a closed 3-manifold with a nondegenerate contact form λ
and corresponding Reeb vector fieldR = Rλ. Let (R×Y, d(e
sλ)) be the symplec-
tization of Y , where s denotes the R-coordinate, and let J be an adapted almost
complex structure on R× Y .
Let α = (α1, . . . , αk) and β = (β1, . . . , βl) be ordered sets of Reeb orbits of R.
This notation is confined to Section 6.5 and therefore should not create confusion
with the similar notation denoting the Heegaard Floer multicurve. Here the Reeb
orbits may not be embedded and may also be repeated. Then letMJ(α, β) be the
moduli space of finite energy J-holomorphic curves in (R × Y, J) from α to β.
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Let {γ1, γ2, . . . } be the list of simple orbits of R. For each simple orbit γi, we
tally the total multiplicity mi(α) of γi in α. In this way we can assign an orbit set
γ(α) =
∏
i γ
mi(α)
i to α.
We want to glue the pair (u+, u−), where u+ ∈ M
I=1
J (α+, β+) and u− ∈
MI=1J (β−, α−), provided γ(β+) = γ(β−). Since I(u+) = I(u−) = 1, the
curves u+ and u− satisfy the partition condition at β+ and β− for a generic J
(cf. Definition 7.11 and Proposition 7.14 of [HT1]). In particular, for each sim-
ple orbit γi, the total multiplicity mi(β+) = mi(β−) completely determines the
number of ends of u+ or u− going to a cover of γi, together with their individ-
ual multiplicities. For u+ (resp. u−), this is encoded by the incoming partition
(resp. outgoing partition) and is denoted by P inγi (mi(β+)) (resp. P
out
γi (mi(β−))).
If P inγi (mi(β+)) = (a1, . . . , ar), then u+ has r negative ends which go to a cover
of γi with covering multiplicities a1, . . . , ar. A similar statement holds for the
positive ends of u−.
Since P inγi (mi(β+)) 6= P
out
γi (mi(β−)) in general, we need to insert branched
covers of cylinders R × γi in order to be able to glue u+ to u−. Such branched
covers π : Σ→ R×γi must have β+ at the positive end and β− at the negative end.
A Fredholm index count ([HT1, Lemma 1.7]) implies that Σmust have genus zero;
moreover, the partition condition is equivalent to saying that the Fredholm index
of the composition uΣ = ι ◦ π : Σ → R × Y is zero, where ι : R × γi → R × Y
is the inclusion of the trivial cylinder R× γi.
Given u+ ∈ M
I=1
J (α+, β+) and u− ∈ M
I=1
J (β−, α−) with γ(β+) = γ(β−),
we define Gκ,ν(u+, u−) as the set of curves in M
I=2
J (α+, α−) which are (κ, ν)-
close to breaking to (u+, u−). This is a rephrasing of [HT1, Definition 1.10]. We
defineG(u+, u−) as the modulo 2 count of the boundary points of Gκ,ν(u+, u−)/R
for κ and ν sufficiently small.
The main result of [HT1, HT2] implies the following.
Theorem 6.5.3. Let u+ ∈ M
I=1
J (α+, β+) and u− ∈ M
I=1
J (β−, α−) be J-
holomorphic curves with γ(β+) = γ(β−). Then G(u+, u−) = 1.
It is clear that Theorem 6.5.3 is sufficient to define ECH; the original Hutchings-
Taubes gluing theorem is more general, but for simplicity we have stated only the
relevant part.
We now give the steps of the Hutchings-Taubes gluing construction. For sim-
plicity we assume that γ(β+) = γ(β−) = γ
m and γ is elliptic. The case of more
than one orbit γi only differs in notation and the case of hyperbolic orbits is simpler
since it can be treated with standard techniques; see [HT1, Section 1.5].
Step 1: Form a preglued curve (cf. [HT2, Section 5.2]). First we fix some notation.
Let M be the moduli space of connected, genus zero branched covers π : Σ →
R× γ which have positive and negative ends determined by P inγ (m) and P
out
γ (m).
Abusing the notation, we will often write onlyΣ. The preglued curve is constructed
as follows:
(1) Choose gluing constants 0 < h < 1 and r ≫ 1/h.
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(2) With r, h fixed, choose the “gluing parameters” which consist of Σ ∈ M and
real numbers T+, T− ≥ 5r.
(3) Given π : Σ → R × γ, let b ⊂ R × γ be the set of branch points of π. Then
let s+ = maxb∈b s(b) + 1 and s− = minb∈b s(b) − 1. Let Σ
′ be the preimage of
[s− − T−, s+ + T+] × γ. The preimages of [s+, s+ + T+] × γ are cylinders of
“height” T+ and the preimages of [s− − T−, s−] are cylinders of “height” T−.
(4) Fix κ > 0 sufficiently small. We choose a representative u+ in [u+] ∈
MI=1J (α+, β+)/R such that each component of u+|s≤0 is (κ, 0)-close to a cylin-
der over some multiple cover of γ; here the multiplicities are given by P inγ (m).
Similarly, choose u− so that each component of u−|s≥0 is (κ, 0)-close to a cylin-
der over some multiple cover of γ.
(5) Let u+T be the (s+ + T+)-translate of u+ in the R-direction and let u
′
+T =
u+T |s≥s++T+ . Similarly, let u−T be the (s− − T−)-translate of u− in the R-
direction and let u′−T = u−T |s≤s−−T− . The domain C∗ of the preglued curve
is C ′+T ∪ Σ
′ ∪ C ′−T , where C
′
±T are domains of u
′
±T , modulo the identifications
along their boundary components. (To do the identifications correctly, we need
asymptotic markers at the ends.)
(6) The preglued map u∗ is defined explicitly (see [HT2, Equations (5.5) and (5.6)])
via a cutoff functions which allow us to interpolate between u±T and Σ in the
preimages of the regions s+ ≤ s ≤ s++T+ and s−−T− ≤ s ≤ s−. These cutoff
functions involve the constants h and r.
Step 2: Deform the preglued curve (cf. [HT2, Section 5.3]). We choose “exponen-
tial maps” e−, e, e+ which are obtained by flowing in the directions “normal” to
u−, uΣ, u+ in R × Y . The exponential maps can be glued to give the exponential
map e∗ which maps to a small tubular neighborhood of u∗ in R× Y . Also choose
the cutoff function β˜+ : C∗ → [0, 1]
10 which equals 1 on C ′+T , interpolates be-
tween 0 and 1 on the cylinders s+ ≤ s ≤ s+ + T+ in Σ
′ and equals 0 elsewhere.
Similarly define β˜Σ and β˜−.
Let (ψ+, ψΣ, ψ−) be a triple, where ψ± is a section of the normal bundle of
u±T and ψΣ is a section of the normal bundle of uΣ (which is trivial, so that ψΣ
can be identified with a function Σ → C). The deformation of u∗ with respect to
(ψ+, ψΣ, ψ−) is a map C∗ → R× Y given by
x 7→ e∗(x, β˜−ψ− + β˜ΣψΣ + β˜+ψ+).
Step 3: We now consider the equation for the deformation to be J-holomorphic.
This equation has the form:
(6.5.1) β˜−Θ−(ψ−, ψΣ) + β˜ΣΘΣ(ψ−, ψΣ, ψ+) + β˜+Θ+(ψΣ, ψ+) = 0.
10The notation in [HT2] is β+. Here write β˜+ to distinguish it from the sets of orbits in Sec-
tion 6.5.2.
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See Equations (5.11), (5.12) and (5.13) of [HT2] for explicit expressions of Θ−,
Θ+ and ΘΣ.
The strategy is to solve three equations separately:
(6.5.2) Θ−(ψ−, ψΣ) = 0 on all of u−T ;
(6.5.3) Θ+(ψΣ, ψ+) = 0 on all of u+T ;
(6.5.4) ΘΣ(ψ−, ψΣ, ψ+) = 0 on all of Σ.
In [HT2, Proposition 5.6] it is shown that for sufficiently small ψΣ (in a suit-
able Banach space) there exist maps ψ± such that ψ± = ψ±(ψΣ) solves Equa-
tions (6.5.2) and (6.5.3).
We can then view Equation (6.5.4) as an equation in the variable ψΣ on all of Σ:
(6.5.5) ΘΣ(ψ−(ψΣ), ψΣ, ψ+(ψΣ)) = 0.
Equation (6.5.5) can be written as
(6.5.6) DΣψΣ + FΣ(ψΣ) = 0,
where DΣ is the normal component of the linearized Cauchy-Riemann operator at
uΣ and FΣ is a nonlinear term which is small in some suitable sense.
Step 4: If N denotes the normal bundle to R× γ in R×M , then
DΣ : L
2
1(π
∗N)→ L2(π∗N ⊗ T 0,1Σ).
The operator DΣ is injective and moreover dim coker(DΣ) = dimM; see [HT1,
Lemma 2.14] and [HT1, Lemma 2.15]. The explicit form of DΣ is given in [HT1,
Definition 2.3].
We introduce the orthogonal projection
Π : L2(π∗N ⊗ T 0,1Σ)→ ker(D∗Σ)
∼= coker(DΣ)
and decompose Equation (6.5.6) into two equations (cf. Equations (5.37) and (5.38)
in [HT2]):
(6.5.7) DΣψΣ + (1−Π)FΣ(ψΣ) = 0,
(6.5.8) ΠFΣ(ψΣ) = 0
Equation (6.5.7) has a unique solution by [HT2, Proposition 5.7]. Hence the prob-
lem reduces to solving Equation (6.5.8).
This is shown to be equivalent to finding the zeros of a section of the associated
obstruction bundle, defined in [HT1, Section 2]. Briefly, the obstruction bundle 11
O′ → [5r,∞)2 ×M has fiber
O′(T+,T−,Σ) = Hom(Coker(DΣ),R),
and the section s : [5r,∞)2 ×M→ O′ is given by:
s(T+, T−,Σ)(σ) = 〈σ,FΣ(ψΣ)〉,
11In [HT2] the obstruction bundle is denoted by O. However, in [HT1], O denotes a related, but
different, bundle and this causes confusion. We reserve the notation O for the latter bundle.
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where σ ∈ Coker(DΣ) and ψΣ is the solution to Equation (6.5.7) corresponding
to the gluing parameters (T+, T−,Σ).
Step 5: Recall that Gκ,ν(u+, u−) is the set of J-holomorphic maps of index I = 2
which are (κ, ν)-close to breaking into (u+, u−) (see [HT2, Section 7.1]). Let
Uκ,ν ⊂ [5r,∞)
2 ×M be the set of (T+, T−,Σ) such that the corresponding pre-
glued curve u∗(T+, T−,Σ) (as given in Step 1) is (κ, ν)-close to breaking. It re-
mains to show that Gκ,ν(u+, u−) is homeomorphic to s
−1(0) ∩ Uκ,ν for r > 0
sufficiently large and κ, ν sufficiently small. This is the content of [HT2, Theorem
7.3].
Step 6: We define the linearized section s0 which depends only on the asymptotic
eigenfunctions of the negative ends of u+ and the positive ends of u− but not on
the actual choices of u+ and u−. The explicit formula for s0 is given in [HT1,
Definition 8.1]. We consider the linear deformation st = ts+ (1− t)s0.
Step 7: Consider the action of R on [5r,+∞)2×M that fixes the [5r,+∞) factors
and translates the s-coordinate onM. This action extends to the obstruction bundle
and the sections st are invariant under this action. Hence the obstruction bundle can
be viewed as a bundle over [5r,+∞)2×M/Rwhich we still denote byO′ by abuse
of notation, and each st can be viewed as a section of it.
Given R ≥ 10r, we define the “slice” VR which consists of triples
(T−, T+,Σ) ∈ [5r,+∞)
2 ×M, T+ + s+ − s− + T− = R.
The action ofR on [5r,+∞)2×M preserves VR and the boundary of Gκ,ν(u+, u−)
is in bijection with s−1(0) ∩ VR/R; in other words
G(u+, u−) = #
(
s−1(0) ∩ VR/R
)
.
It turns out that the section s0 has the same number of zeroes as s on VR/R.
The key point to check is that, during the deformation (st)t∈[0,1] from s1 = s to s0,
the zeros of st do not cross the boundary of VR/R. This is guaranteed by [HT2,
Proposition 8.2].
Step 8: Define
MR = {Σ ∈M| −
R
2 + 5r ≤ s−, s+ ≤
R
2 − 5r}.
Then VR/R ≃MR and the bundleO →MR with fiberOΣ = Hom(Coker(DΣ),R)
is isomorphic to the bundle O′ → VR/R. The explicit formula for s0, regarded as
a section of O → MR, is given in [HT1, Definition 3.2]. See [HT2, Remark 8.5]
for more details about the correspondence between O′ and O. Finally, the combi-
natorial formula for the algebraic count of zeros of s0 (as a section of O) is given
by [HT1, Theorem 1.13].
6.5.3. The Φ-map. We now turn to gluing the pair (v0, v−1), where v0 is a W+-
curve with I(v0) = 0 and v−1 is an ECH curve with I(v−1) = 1. Suppose the
negative end of v0 is given by β+, the positive end of v−1 is given by β−, and
γ(β+) = γ(β−) = γ
m for some elliptic orbit γ. Again, the case of more than one
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orbit γi only differs in notation and the case of hyperbolic orbits can be treated by
standard techniques. In our case, there are a few things to check:
(1) The curves v0 and v−1 must satisfy the partition conditions at their negative and
positive ends, respectively. This is a consequence of the ECH index inequality, i.e.,
Theorem 5.6.9.
(2) Since the W+-curve v0 is not s-translation invariant, we pick s0 so that each
component of v0|s≤s0 is (κ, 0)-close to a cylinder over some multiple cover of γ.
(We may still assume that v−1 satisfies the condition that v−1|s≥0 is (κ, 0)-close to
a cylinder.) Given (T+, T−,Σ) ∈ [5r,+∞)
2 ×M, we take
• v0|s≥s0;
• Σ′ shifted by s0 − (s+ + T+); and
• v−1|s≤0 shifted by (s− − T−) + s0 − (s+ + T+);
and preglue. The preglued curve only depends on (T+, T−, [Σ]), where [Σ] ∈
M/R.
(3) [HT2, Proposition 5.6] allows us to solve Equations (6.5.2) and (6.5.3) in terms
of ψΣ. The inputs for [HT2, Proposition 5.6] are [HT2, Lemmas 5.3 and 5.4],
which are consequences of the fact that the linearized ∂-operators corresponding to
v0 and v−1 are Fredholm and surjective; this also holds in our case with Lagrangian
boundary conditions. Hence Step 3 extends easily to our setting, yielding a section
s of the obstruction bundle O′ → [5r,+∞)2 ×M/R. The linearized section s0
and the “slice” VR are defined similarly and, after identifying O
′ → VR/R with
the bundle O →MR, the remaining steps carry over without change.
6.6. The variant Φ˜. In this subsection we define a complex C˜F (S,a, h(a))which
is closely related to ĈF (S,a, h(a)) and a variant
Φ˜ : C˜F (S,a, h(a))→ PFC2g(N)
of Φ. This will be useful in the proof of Theorem II.??. As a vector space,
C˜F (S,a, h(a)) will also be used in Section 7.
6.6.1. The chain complex C˜F (S,a, h(a)). Let J ∈ J reg
W
. We recall some notation
introduced in Section 4.9.3: Let I ⊂ {1, . . . , 2g} be a subset, Ic its complement,
and SIc the group of permutations of I
c.
Definition 6.6.1. We define the chain complex (C˜F (S,a, h(a), J), ∂˜) generated
by the 2g-tuples {z∞,i}i∈I ∪ y
′, where I ⊂ {1, . . . , 2g}, y′ = {y′i}i∈Ic , and the
following hold:
• z∞,i is viewed as an intersection point of ai and h(ai) and
• y′i ∈ ai ∩ h(aσ(i)) for some σ ∈ SIc .
We denote the set of intersection points {z∞,i}i∈I ∪ y
′ as above by S
a,h(a).
The datum z∞,i is equivalent to “z∞ with either of the two matchings (i, 0) →
(i, 0) or (i, 1)→ (i, 1)” and therefore, using the notation of Section 5.7, {z∞,i}i∈I∪
y
′ is equivalent to the equivalence class of elements zp∞(
−→
D ) ∪ y′, where I =
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{i1, . . . , ip} and
−→
D = {(i1, j1) → (i1, j1), . . . , (i1, j1)→ (ip, jp)} for any choice
of (j1, . . . , jp) ∈ {0, 1}
p.
The differential ∂˜ counts I = 1 multisections u in W with n(u) ≤ 1, which
satisfy one extra condition, i.e., if we write u = u′ ∪ u′′ (according to the notation
introduced in Section 5.7.2), then u′ has empty branch locus. The homology of
(C˜F (S,a, h(a)), ∂˜) is denoted by H˜F (S,a, h(a)).
In the differential ∂˜, with the exception of trivial strips, we are counting the
following curves:
(1) thin strips from z∞,i to either xi or x
′
i; and
(2) I = 1 curves whose projections to S have image in S.
Lemma 6.6.2. There is an isomorphism of chain complexes:
κ : (ĈF (Σ,β,α, z), ∂̂)
∼
→ (C˜F (S,a, h(a)), ∂˜),
{x′′i }i∈I ∪ y
′ 7→ {z∞,i}i∈I ∪ y
′,
where (Σ,β,α, z) is as given in Section 4.9.1.
Proof. This is immediate from the definitions. 
Recall from Section 4.9.3 that
(ĈF (S,a, h(a)), ∂̂′) = (ĈF ′(S,a, h(a)), ∂′)/ ∼
is the E1-term of the spectral sequence for (ĈF (Σ,β,α, z), ∂̂) (viewed as a dou-
ble complex) in Theorem 4.9.4. (Here we are writing ∂̂′ for the differential of
ĈF (S,a, h(a)) to distinguish it from the differential ∂̂ of ĈF (Σ,β,α, z).)
In this paragraph y and y′i denote linear combinations of tuples. By tracing the
zigzags in the double complex we obtain the isomorphism
ν : ĤF (S,a, h(a))
∼
→ ĤF (Σ,β,α, z),
which is defined as follows: Let y ∈ ĈF ′(S,a, h(a)) be a cycle in ĈF (S,a, h(a)),
i.e.,
∂′y =
∑
i
({xi} ∪ y
′
i + {x
′
i} ∪ y
′
i).
Then ν maps the equivalence class [y] to the equivalence class of
y +
∑
i
{x′′i } ∪ y
′
i + h.o.,
where “h.o.” means terms with more x′′i components. Composing with the map
induced by κ in homology, we obtain an isomorphism
ν˜ = κ∗ ◦ ν : ĤF (S,a, h(a))
∼
→ H˜F (S,a, h(a)).
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6.6.2. The map Φ˜. Let
MJ+({z∞,i}i∈I ∪ y
′,γ) =
∐
−→
D
MJ+({z
#I
∞ (
−→
D )} ∪ y′,γ),
where the moduli spaces on the right-hand side are defined in a manner analogous
to Definition 5.7.2 and
−→
D ranges over all matchings {(i, ji)→ (i, ji)}i∈I,ji∈{0,1}.
Definition 6.6.3. Let J+ ∈ J
reg
W+
which restricts to J ∈ J reg
W
and J
′
∈ J reg
W ′
. We
define the map Φ˜ : C˜F (S,a, h(a))→ PFC2g(N) as follows:
〈Φ˜({z∞,i}i∈I ∪ y
′),γ〉 = #M
I=0,n∗≤|I|
J+
({z∞,i}i∈I ∪ y
′,γ).
In our analysis of Φ˜ we will use balanced coordinates (cf. Section 5.1.2) for
N − int(N) = D2 × (R/2Z). The Morse-Bott family N can be identified with
∂D2 and we write γφ for the orbit in N corresponding to e
iφ. So far in this paper
h ∈ N was an arbitrary point.
Convention 6.6.4. From now on we specialize h so that h = γφh is generic and
φh is close to −
2π
m , wherem is as defined in Section 5.2.2. In particular, the radial
ray corresponding to φh does not lie on the thin wedges from ai to h(ai) for all i.
There are no restrictions on the orbit e except that e 6= h.
Lemma 6.6.5. Φ˜({z∞,i}i∈I ∪ y
′) = 0 if I 6= ∅ and Φ˜(y′) = Φ(y) if I = ∅.
Proof. Let us fix {z∞,i}i∈I ∪ y
′ with |I| ≥ 1 and write
M0(γ) :=M
I=0,n∗≤|I|
J+
({z∞,i}i∈I ∪ y
′,γ),
where γ ∈ Ô2g .
We claim that M0(γ) = ∅. Arguing by contradiction, suppose there exists
u ∈ M0(γ). By our assumptions on J+, u is close to breaking into a Morse-Bott
building. We will show that such a Morse-Bott building cannot exist using the
positivity of intersections, thus establishing the contradiction. For the rest of the
proof, u will denote the holomorphic part of the Morse-Bott building instead of the
original curve.
We consider the projection πN : W+ → N , obtained by restricting the projec-
tion W ′ = R × N → N to W+. Let Tρ be the boundary of the neighborhood
Vρ = S
1 ×D2ρ of the orbit δ0. We choose ρ > 1, but arbitrarily close to 1, so that
Tρ is contained in N and parallel to ∂N . Then Tρ is a pre-Lagrangian torus and
we can assume without loss of generality that it is foliated by closed orbits.
We identify H1(Tρ) ∼= Z
2 such that — writing vectors as rows — (1, 0) corre-
sponds to the homology class of the meridian (i.e., the closed curve which bounds
a disk in Vρ intersecting δ0 once positively) and (0, 1) corresponds to the class of
the orbits in ∂N (i.e., those which are perturbed into e and h) under the obvious
identification H1(Tρ) ∼= H1(∂N). Then the Hamiltonian orbits on Tρ represent a
homology class (−p, q) with p, q ≥ 1.
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By abuse of notation, we do not distinguish u from its image, e.g., we write
πN (u) to denote the image of the composition πN ◦u. The intersection πN (u)∩Tρ,
oriented as the boundary of πN (u)∩(N−Vρ), represents a classC ∈ H1(Tρ, πN (L
+
a )∩
Tρ). We recall that πN (L
+
a ) ∩ Tρ consists of 2g pairwise disjoint segments paral-
lel to the Hamiltonian flow. The condition n∗(u) ≤ |I| implies that C consists
of at most |I| arcs; moreover each arc has both endpoints on the same connected
component of πN (L
+
a )∩ Tρ and represents the image of the class (0, 1) ∈ H1(Tρ)
under the map H1(Tρ)
∼
→ H1(Tρ, πN (L
+
a )). This can be seen by considering the
relation of the asymptotic eigenfunctions of u at z∞,i with n
∗(u) and the possible
ends of u in Vρ.
The algebraic intersection between a Hamiltonian orbit of Tρ and the image of
u is the same as the algebraic intersection in Tρ of a Hamiltonian orbit with C ,
which is negative. This contradicts the positivity of intersections, unless πN (u)
is disjoint from Tρ. Since this holds for ρ > 1 and arbitrarily close to 1, there
is a decomposition u = u′′ ∪ u′′′, where I(u′′) = I(u′′′) = 0, u′′ has image in
W+ − int(W+), and u
′′′ has image inW+.
Then u′′ is a curve from z∞ to h since I(u
′′) = 0. The proof of the nonexistence
of u′′ is modeled on the proof of [0, Lemma 8.4.8]. By [We1, Section 4.2], R ×
(N−N−δ0) is foliated by finite energy cylinders Zs0,φ0 , (s0, φ0) ∈ R×(R/2πZ),
from δ0 to γφ0 such that:
• the image of Zs0,φ0 under the projection πN : R × N → N is the open
annulus {φ = φ0, 0 < ρ < 1};
• Zs0+s1,φ0 is the s1-translate of Zs0,φ0 .
We then set Z+s,φ = Zs,φ ∩W+ and examine the intersections Z
+
s,φ ∩ u
′′. Observe
that K = πN (Z
+
s,φ) ∩ πN (u
′′) 6= ∅ for a suitable choice of φ which is close to but
not equal to φh; this is possible by the positioning of h given by Convention 6.6.4.
Hence Z+s0,φ ∩ u
′′ 6= ∅ for some s0. On the other hand, since K is compact,
Z+s0+s1,φ ∩ u
′′ = ∅ for a sufficiently large s1. Finally, since Z
+
s,φ and u
′′ have no
boundary intersections and no intersections near their ends for all s ∈ R, we have
a contradiction. 
Theorem 6.6.6. Φ˜ is a chain map.
Proof. Since Φ is a chain map by Theorem 6.2.4, it suffices to verify that
∂PFH ◦ Φ˜({z∞,i}i∈I ∪ y
′) = Φ˜ ◦ ∂˜({z∞,i}I ∪ y
′),
whenever I 6= ∅. On the one hand, Φ˜({z∞,i}I ∪y
′) = 0 by Lemma 6.6.5. On the
other hand, if |I| = 1, then
Φ˜ ◦ ∂˜({z∞,i1} ∪ y
′) = Φ˜({xi1} ∪ y
′ + {x′i1} ∪ y
′) = 0;
and if |I| > 1, then each term of ∂˜({z∞,i}i∈I ∪y
′) contains some copy of z∞, and
Φ˜ maps the term to zero by Lemma 6.6.5. This proves the theorem. 
A corollary of Lemma 6.6.5 is the following:
Corollary 6.6.7. Φ = Φ˜ ◦ κ ◦ ν on the level of homology.
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7. THE CHAIN MAP FROM PFH TO ĤF
7.1. Definition ofΨ. Fix the integerm≫ 0 which appears in the definition of the
monodromy map h = hm from Section 5.1.2. The condition m≫ 0 will be useful
when applying limiting arguments in Sections 7.8 and 7.10.
Suppose J− ∈ J
reg
W−
, J ′ and J are restrictions of J− to the positive and negative
ends, and J
♦
− is Kp,2δ-regular with respect to m = ((0,
3
2 ), z∞). We assume that
the constants ε, δ > 0 that go into the definition of J
♦
− (cf. Section 5.8.4) are
arbitrarily small.
Definition 7.1.1 (Definitions of Ψ′ and Ψ).
(1) We define the map
Ψ′ = Ψ′
J
♦
−
(m,m) : PFC2g(N)→ ĈF ′(S,a, h(a))
γ 7→
∑
y∈Sa,h(a)
〈Ψ′(γ),y〉 · y,
where 〈Ψ′(γ),y〉 is the mod 2 count ofMI=2,n
∗=m
J
♦
−
(γ,y;m).
(2) We define the map Ψ = Ψ
J
♦
−
(m,m) as the composition
PFC2g(N)
Ψ′
→ ĈF ′(S,a, h(a))
q
→ ĈF (S,a, h(a)),
where q is the quotient map of chain complexes.
The count 〈Ψ′(γ),y〉 is meaningful because of the following theorem:
Theorem 7.1.2. MI=2,n
∗=m
J
♦
−
(γ,y;m) is compact.
Proof. This follows from Theorems 7.6.3 and 7.10.1(i) and Corollary 7.11.1. 
Now we define the maps U˜m−1, Ψ˜0, and ∂˜1 which measure the failure of Ψ
′ to
be a chain map. The subscripts in U˜m−1, Ψ˜0, and ∂˜1 indicate that we are counting
curves u satisfying n∗(u) = m− 1, 0, and 1.
First we define U˜m−1 : ECC2g(N) → ECC2g(N ): Let γ ∈ Ô2g and γ
′ ∈
Ô2g−p, p = 0, . . . , 2g. Then
〈U˜m−1(γ), δ
p
0γ
′〉 =
{
A, if p = 1;
0, if p 6= 1,
where A is the count of I = 2 multisections u ofW ′ from γ to δ0γ
′ which satisfy
n∗(u) = m − 1 and a certain asymptotic condition near δ0 (the precise definition
will be given in Section 7.7.3).
Next we define Ψ˜0 : ECC2g(N) → C˜F (S,a, h(a)): Let γ
′ ∈ Ô2g−p, p =
0, . . . , 2g, and {z∞,i}i∈I ∪ y
′ ∈ S
a,h(a). Then
〈Ψ˜0(δ
p
0γ
′), {z∞,i}I ∪ y
′〉 =
{
B, if p = 1 and |I| = 1;
0, if p 6= 1 or |I| 6= 1,
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where B is the count of degree 2g − 1, I = 0 almost multisections u ofW− from
γ′ to y′ which satisfy n∗(u) = 0, together with the section at infinity σ−∞ from δ0
to z∞.
Finally we define ∂˜1 : C˜F (S,a, h(a)) → ĈF (S,a, h(a)). If {z∞,i}I ∪ y
′ ∈
S
a,h(a), then we define
(7.1.1) ∂˜1({z∞,i}I ∪ y
′) =
{
{xi} ∪ y
′ + {x′i} ∪ y
′, if I = {i};
0, if |I| 6= 1.
We can see ∂˜1 as the composition of two maps: a map from C˜F (S,a, h(a)) to
itself induced by the count of n∗(u) = 1 curves in W (which are necessarily thin
wedges), followed by the projection C˜F (S,a, h(a)) → ĈF (S,a, h(a)) sending
every 2g-tuple of chords involving z∞ to zero.
Let ∂′HF be the differential for ĈF
′(S,a, h(a)) and let ∂PFH be the differen-
tial for PFC2g(N). The proof of the following theorem will occupy the rest of
Section 7.
Theorem 7.1.3. Ifm≫ 0, then
(7.1.2) ∂′HF ◦Ψ
′ +Ψ′ ◦ ∂PFH = ∂˜1 ◦ Ψ˜0 ◦ U˜m−1.
Assuming Theorem 7.1.3 for the moment, we have the following:
Corollary 7.1.4. The map Ψ is a chain map.
Proof. Similar to the proof of Theorem 6.2.4 and based on Equation (7.1.2). There
is one major difference: Ψ′ is not a chain map. However, since the image of ∂˜i is
contained in ker q, by composing Equation (7.1.2) with q we obtain:
(7.1.3) ∂̂HF ◦Ψ+Ψ ◦ ∂PFH = 0,
where ∂̂HF is the differential for ĈF (S,a, h(a)). 
We can also define a map
(7.1.4) Ψ : PFH2g(N)→ ĈF (S,a, h(a))
which is F[H2(M ;Z)]-linear. As forΦ in Section 6.4, the key point is the definition
of maps
A− : H2(W−,γ,y)→ H2(M).
The main difference is thatH2(W−) ∼= H2(N ) ∼= H2(M)⊕〈S〉. Hence we define
A−(C) = p((πN )∗[Cy ∪ C ∪ −Cγ ]),
where πN is the projection W− → N and p : H2(N )→ H2(M) is the projection
given by p = id− 〈δ0, ·〉[S].
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7.2. Outline of proof of Theorem 7.1.3. In this subsection we outline the proof
of Theorem 7.1.3.
Let J− ∈ J
reg
W−
, with restrictions J ′ and J to the positive and negative ends, and
let J
♦
− be Kp,2δ-regular with respect to m. Suppose that the constants ε, δ > 0 that
go into the definition of J
♦
− are arbitrarily small.
We abbreviate:
Mi :=MI=i,n
∗=m
J
♦
−
(γ,y), Mim :=M
I=i,n∗=m
J
♦
−
(γ,y;m).
Let Mim be the SFT compactification of M
i
m, obtained by adding holomorphic
W−-buildings as in Definition 7.3.1, and let ∂M
i
m =M
i
m −M
i
m.
Step 1. By SFT compactness forW−-curves (Proposition 7.3.2), a sequence ui ∈
M3m admits a subsequence which converges to a holomorphic W−-building
u∞ = v−b ∪ · · · ∪ va.
As before, we write vj = v
′
j ∪ v
′′
j , where v
′
j branch covers the section at infinity
σ∗∞ and v
′′
j is the union of irreducible components which do not branch cover σ
∗
∞.
Here ∗ = ∅, ′, or −.
There are two cases: v′0 = ∅ or v
′
0 6= ∅. The latter case is harder, and will
be treated first. The former one will be treated in Step 3. By analyzing the two
constraints n−(ui) = m and I(ui) = 3, we obtain Theorem 7.6.1, which gives a
preliminary list of possibilities for u∞ when v
′
0 6= ∅. Many of the possibilities
in Theorem 7.6.1 actually do not occur. Theorem 7.10.1 eliminates Cases (2)–
(6) from the list. This is done by a finer analysis of the behavior of ui in the
vicinity of the component σ−∞ and is similar in spirit to the layer structures of
Ionel-Parker [IP1, Section 7].
Summarizing, we have:
Lemma 7.2.1. If u∞ ∈ ∂M
3
m and v
′
0 6= ∅, then u∞ ∈ A1, where
A1 =
∐
δ0γ′,{z∞}∪y′
(
MI=2,n
∗=m−1
J ′
(γ, δ0γ
′)× MI=0,n
∗=0
J
♦
−
(δ0γ
′, {z∞} ∪ y
′)
×
(
MI=1,n
∗=1
J
({z∞} ∪ y
′,y)/R
))
,
if y = {xi} × y
′ or {x′i} × y
′ and A1 = ∅ otherwise. Here we have omitted the
potential contributions of connector components for simplicity.
Case (1) in Theorem 7.6.1 corresponds to A1.
Step 2. We now glue the triples (v1, v0, v−1) in A1, subject to the constraint m.
This gluing accounts for the term ∂˜1 ◦ Ψ˜0 ◦ U˜m−1 and is a bit involved. Let us
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abbreviate
M1 :=M
I=2,n∗=m−1
J ′
(γ, δ0γ
′);
M′1 :=M
I=2,n∗=m−1,fδ0
J ′
(γ, δ0γ
′);
M0 :=M
I=0,n∗=0
J
♦
−
(δ0γ
′, {z∞} ∪ y
′);
M−1 :=M
I=1,n∗=1
J
({z∞} ∪ y
′,y),
where y = {xi} ∪ y
′′ or {x′i} ∪ y
′′. Here fδ0 is a nonzero normalized asymptotic
eigenfunction of δ0 at the negative end which, used as a modifier, stands for “the
normalized asymptotic eigenfunction at the negative end δ0 is fδ0 .” See Section 7.7
for more details on asymptotic eigenfunctions.
We first observe that v0 = v
′
0∪v
′′
0 ∈ M0 is regular: v
′
0 is regular by Lemma 5.8.9
and v′′0 is regular since J− ∈ J
reg
W−
and J
♦
− is (ε, U)-close to J−. The moduli
spaces M1 and M−1 are also regular since J− is regular. Hence we can glue
triples ([v1], v0, [v−1]) in (M1/R) ×M0 × (M−1/R). More precisely, consider
the gluing parameter space
(7.2.1) P :=
∐
δ0γ′,{z∞}∪y′
Pδ0γ′,{z∞}∪y′ ,
where
(7.2.2) Pδ0γ′,{z∞}∪y′ = (5r,∞)
2 × (M1/R)×M0 × (M−1/R),
0 < h < 1 and r ≫ 1/h are gluing constants, andM1,M0,M−1 correspond to
the pair (δ0γ
′, {z∞} ∪ y
′). We may assume that all the multiplicities of γ′ are 1,
since the Hutchings-Taubes gluing of branched covers is essentially independent
of the present gluing problem.
We recall the extended moduli space
Mext :=MI=3,n
∗=m,ext
J−
(γ,y)
from Definition 5.7.24, where y = {xi} ∪ y
′′ or {x′i} ∪ y
′′. Here the modifier ext
means that u : (F˙ , j)→ (W−, J−) is a multisection which maps all the connected
components of ∂F˙ but one to a different L−ai and the last connected component to
some L−ai∪~ai,j .
There is a gluing map
G : P→Mext, d = (T±, v1, v0, v−1) 7→ u(d),
which is a diffeomorphism onto its image for r ≫ 0. Here T± is shorthand for the
pair T+, T−. The map G is defined in a manner similar to that of Section 6.5.2 and
is described in more detail in Section 7.12.3. Let r0 ≫ 0, let P(r0) ⊂ P be the
subset {T+ ≥ r0} and let
M
3,(r0)
m :=M
3
m −G(P(r0))
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be the truncated moduli space. For generic r0 ≫ 0,
∂0M
3,(r0)
m := G(∂P(r0)) ∩M
3
m
is a transverse intersection.
The following theorem is proved in Section 7.12:
Theorem 7.2.2. For generic r0 ≫ 0,
(7.2.3)
#(∂0M
3,(r0)
m ∩G(Pδ0γ′,{z∞}∪y′)) ≡ #(M
′
1/R) ·#M0 ·#(M−1/R) mod 2.
Hence the contributions from A1 account for the term ∂˜1 ◦ Ψ˜0 ◦ U˜m−1.
Step 3. Let ∂1M
3,(r0)
m = ∂M
3,(r0)
m − ∂0M
3,(r0)
m . The following lemma is proved
in Section 7.11.
Lemma 7.2.3. ∂1M
3,(r0)
m ⊂ A2 ⊔A3, where
A2 =
∐
y′′∈Sa,h(a)
(
MI=2,n
∗=m
J
♦
−
(γ,y′′;m)×
(
MI=1,n
∗=0
J
(y′′,y)/R
))
;
A3 =
∐
γ′∈Ô2g
((
MI=1,n
∗=0
J ′
(γ,γ ′)/R
)
×MI=2,n
∗=m
J
♦
−
(γ ′,y;m)
)
.
Here we have omitted the potential contributions of connector components for sim-
plicity.
On the other hand, gluing the pairs in A2 (resp. A3) using the usual (resp.
Hutchings-Taubes) gluing theorem implies thatA2∪A3 ⊂ ∂1M
3,(r0)
m and accounts
for the term ∂′HF ◦Ψ
′ (resp. Ψ′ ◦ ∂PFH ). This proves Theorem 7.1.3.
Organization of Section 7. In Sections 7.3 we describe the necessary modifications
to apply the proof of SFT compactness to the nonstandard setting of W−-curves.
The signed intersection numbers n∗(u) are analyzed in Sections 7.4 and 7.5. Theo-
rem 7.6.1 is then proved in Section 7.6. We then discuss asymptotic eigenfunctions
in Section 7.7, rescaling in Section 7.8, and the “involution lemmas” in Section 7.9,
on our way to proving Theorem 7.10.1 in Section 7.10. Lemma 7.2.3 is proved in
Section 7.11. Finally, the gluing is discussed in Section 7.12.
7.3. SFT compactness.
7.3.1. Statement of the compactness theorem.
Definition 7.3.1. A holomorphic W−-building
u∞ = v−b ∪ · · · ∪ va, a, b ∈ Z
≥0,
consists of the following data:
(B1′) For each j = −b, . . . , a, a compact nodal Riemann surface Gj (possibly
with boundary), a nodal set nj , disjoint sets of interior punctures p
+
j and
p
−
j if j ≥ 0, and disjoint sets of boundary punctures q
+
j and q
−
j if j ≤ 0.
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The nodes may be interior or boundary nodes and are disjoint from p±j ,
q
±
j , and the nodal set nj may be empty.
(B2′) For each j = −b, . . . , a, a holomorphic map vj : G˙j →W j , whereW j =
W ′ for 0 < j ≤ a,W 0 = W− for j = 0, W j = W for −b ≤ j < 0, and
G˙j = Gj − p
+
j − p
−
j − q
+
j − q
−
j for all j. (Here some sets of punctures
may be empty.)
(B3′) For each j = −b, . . . , 0, ∂G˙j is mapped to the appropriate Lagrangian
submanifold La ⊔ Lh(a) or L
−
a .
(B4′) For each j = −b, . . . , a, vj converges to a trivial strip over a “Reeb chord”
at the positive (resp. negative) end near each boundary puncture of q+j
(resp. q−j ) and to a trivial cylinder over a closed orbit at the positive (resp.
negative) end near each interior puncture of p+j (resp. p
−
j ).
(B5′) For each j = −b, . . . , a − 1, there is an identification between p+j and
p
−
j+1 and an identification between q
+
j and q
−
j+1 such that the pairs that
are identified are asymptotic to the same Reeb chord or closed orbit.
(B6′) No level vj is a union of trivial cylinders or trivial strips.
The levels vj are arranged in order from lowest to highest.
Proposition 7.3.2. Let J− ∈ JW− and let ui : (F˙i, ji)→ (W−, J−), i ∈ N, be a
sequence ofW−-curves from γ to y. Then there is a subsequence which converges
in the sense of SFT to a level a+ b+ 1 holomorphic W−-building
u∞ = v−b ∪ · · · ∪ va.
The same also holds when {ui} is a sequence of (W−, J
♦
−)-curves.
7.3.2. Preliminary lemmas. Here we prove some lemmas which will be used in
the proof of Proposition 7.3.2. First we recall some terminology. Let W ∗ denote
one of W , W ′, W± and ω the 2-form on W ∗ defined in Section 5.1.2. We recall
that the ω-area of a map w : F˙ →W ∗ is defined as
Eω(w) =
∫
F˙
w∗ω.
We also introduce the energy E(w) in the spirit of Definition 4.3.2. More pre-
cisely, let C be the set of nondecreasing smooth functions φ : R → [0, 1]; for all
φ ∈ C we define the 1-form λφ = π
∗
B∗
(φ(s)dt), where as usual B∗ can stand for
B, B′ or B±. Then the energy of a map w : F˙ →W ∗ is
(7.3.1) E(w) =
∫
F˙
w∗ω + sup
φ∈C
∫
F˙
w∗dλφ = Eω(w) + sup
φ∈C
∫
F˙
w∗dλφ.
If w is a holomorphic map, then Eω(w) ≥ 0 and moreover a finite energy holo-
morphic cylinder w : [−R,R]× S1 → W ∗ (or strip w : [−R,R]× [0, 1] → W ∗)
with Eω(w) = 0 is either a constant map or is part of a trivial cylinder (or strip)
over a Hamiltonian orbit (or chord). We recall also that the action of a Hamiltonian
orbit or chord is the integral, over that orbit or chord, of the 1-form α0 defined in
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Section 5.1.2. By Equation (7.3.1), the energy of w is determined by its ω-area and
the actions of the orbits and chords at its ends.
The following lemma is a by-now standard observation originally due to Hofer.
Lemma 7.3.3. Let F be a fixed compact Riemann surface, possibly with boundary,
and let wn : F → W ∗ be a sequence of holomorphic maps such that:
• E(wn) ≤ C0 for some constant C0, and
• lim
n→+∞
Eω(wn) = 0.
Then there is a constant C such that ‖∇wn‖C0 ≤ C for all n.
Sketch of proof. The lemma follows from the standard bubbling argument: if there
exists a sequence of points pn ∈ F such that lim
n→+∞
|∇wn(pn)| = +∞, then,
by the usual rescaling argument (we may apply a translation in the target if the
sequence wn is not bounded), we have bubbling of a nonconstant holomorphic
plane or half-plane w˜.
The function f = π∗ ◦ w˜ is holomorphic and has finite energy. Hence it can be
extended to a holomorphic function f˜ : S2 → B∗ or f˜ : (D, ∂D) → (B∗, ∂B∗).
For topological reasons f˜ must be constant and hence the image of w˜ must be
contained in a fiber. However Eω(w˜) = 0, and therefore w˜ is constant. This is a
contradiction. 
The following “Long Cylinder” and “Long Strip” Lemmas, morally speaking,
say that a cylinder or strip which is sufficiently long and has sufficiently small
ω-area is either almost constant or close to a piece of a trivial cylinder or strip
(cf. [BEHWZ, Proposition 5.7] and [HWZ3] for related results).
Lemma 7.3.4 (Long Cylinder Lemma, Version 1). Let γ+ and γ− be closed Hamil-
tonian orbits in N . Fix E0 larger than the action of both γ+ and γ−, and η0 > 0
such that every closed Hamiltonian orbit γ of action at most E0 is at distance at
least 2η0 from γ+, if γ 6= γ+, and from γ−, if γ 6= γ−. Then for all η ∈ (0, η0)
there exist c0 > 0, R0 > 0, η
′ > 0 and δ > 0 such that, for all c ≥ c0 and all
R > R0, the following holds: If
w : [−R− c,R + c]× S1 →W ′
is a J
′
-holomorphic map which satisfies:
(1) w|[−R−c,−R]×S1 and w|[R,R+c]×S1 are η
′-close in the C1-metric to por-
tions of trivial cylinders over γ− and γ+, respectively, and
(2) Eω(w) < δ,
then γ− = γ+ and w is η-close in the C
1-metric to a portion of the trivial cylinder
over γ−.
Proof. First we claim that, if the hypotheses of the lemma hold, then the image
of w is contained in an η-neighborhood of the cylinder over γ−. This implies that
γ− = γ+ because γ− is the only closed Hamiltonian orbit of action less than E0
which is contained in an η-neighborhood of γ−.
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Arguing by contradiction, assume there exist η < η0, sequences Rn, cn, η
′
n, δn,
pn ∈ [−R,R]×S
1 and J
′
-holomorphic mapswn : [−Rn−cn, Rn+cn]×S
1 → W ′
such that:
• Rn → +∞, cn → +∞, η
′
n → 0 and δn → 0,
• wn satisfy (1) and (2) withRn, cn, η
′
n and δn in place of R, c, η
′ and δ, and
• wn(pn) is at a distance of η from the trivial cylinder over γ−. (The proof
is the same for γ+ instead of γ−.)
Conditions (1) and (2) imply that Eω(wn)→ 0 and E(wn) < E0 for n sufficiently
large. Hence by Lemma 7.3.3 there is a constant C such that ‖∇wn‖C0 ≤ C for all
n. Then, after translating the maps wn so that the points wn(pn) ∈ W ′ = R ×N
all have the same R-coordinate and taking a subsequence, the maps wn converge
in C∞loc to a J
′
-holomorphic map w∞ : R × S
1 → W ′ and the points pn converge
to a point p∞ = (s∞, t∞) ∈ R × S
1 such that E(w∞) < E0, Eω(w∞) = 0, and
w∞(p∞) is at η-distance from the trivial cylinder over γ−.
Since there is no closed Hamiltonian orbit with action less than E0 at η-distance
from γ−, the map w∞ is constant. However this is a contradiction because it im-
plies that, for n sufficiently large, the loop t 7→ wn(s∞, t) is contractible, while the
loop t 7→ wn(−Rn − cn, t), being close to γ−, is not. (We made use here of the
fact that N has no contractible Hamiltonian orbits.) This proves the claim.
To pass from the claim to “w is η-close in the C0-metric to a trivial cylinder
over γ−”, we consider the projection πB′ : W ′ → R × S
1. The composition
πB′ ◦w : [−R−c,R+c]×S
1 → R×S1 is holomorphic. Let k be the multiplicity
of γ− and identify R × S
1 with C∗. Then (1) and the maximum principle imply
that the derivatives of f(s, t) = e−k(s+it)(πB′ ◦w)(s, t) are small (depending only
on η′). Therefore, after possibly reducing η′ in the statement of the theorem, w is
close to a trivial cylinder. This concludes the proof of the lemma. 
A similar lemma holds for holomorphic strips. Its proof is left to the reader.
Lemma 7.3.5 (Long Strip Lemma, Version 1). Let y+ and y− be intersection
points in ai ∩ h(ai′). Then for all η ∈ (0, η0) there exist c0 > 0, R0 > 0, η
′ > 0
and δ > 0 such that, for all c ≥ c0 and all R > R0, the following holds: If
w : [−R− c,R + c]× [0, 1]→ W
is a J-holomorphic map which satisfies:
(1) w maps [−R,R]× {1} to Lai and [−R,R]× {0} to Lai′ ;
(2) w|[−R−c,−R]×S1 and w|[R,R+c]×S1 are η
′-close in the C1-metric to por-
tions of trivial strips over y− and y+, respectively, and
(3) Eω(w) < δ,
then y− = y+ and w is η-close in the C
1-metric to a portion of the trivial strip
over y−.
Now we consider long cylinders and strips whose extremities are close to con-
stant maps. First we develop a bound on their ω-area in terms of the behavior of
the extremities, which is a consequence of the topology ofW−.
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Lemma 7.3.6. For every δ > 0 there is η′ > 0 such that, for every R > 0, if either
• w : [−R,R]× S1 →W− is a J−-holomorphic map, or
• w : [−R,R]×[0, 1]→W− is a J−-holomorphic map mapping [−R,R]×
{0, 1} to L−a ,
and w|{±R}×S1 (or w|{±R}×[0,1]) are η
′-close to constant maps in the C1-metric,
then Eω(w) < δ.
Proof. We consider strips first since cylinders are easier. We have two cases: either
the boundary of [−R,R]× [0, 1] is mapped to the same component L−ai or the two
boundary components are mapped to different components L−ai and L
−
aj
.
We embed [−R,R] × [0, 1] holomorphically in D2 = {|z| ≤ 1 | z ∈ C}
as the complement of an open neighborhood of {1,−1} and extend w to a map
w˜ : D2 → W− with boundary on L
−
ai
or L−ai ∪ L
−
aj
, depending on the situation.
We can make the extension so that, in the neighborhood of {1,−1}, w˜ remains η′-
close in the C1-metric to constant maps, and therefore there is a positive constant
C depending only on ω such that
(7.3.2) |Eω(w) − Eω(w˜)| ≤ Cη
′.
In the first case, w˜ defines an element in π2(W−, L
−
ai
), and, since the latter
group is trivial, Eω(w˜) = 0 and then we can chose η
′ so that Equation (7.3.2)
implies that Eω(w) < δ.
The second case is similar, but the map w˜ defines an element in the relative
homotopy group π2(W−, L
−
ai
∩L−aj). If g(S) > 1, then the group is trivial and we
can conclude as before.
If S is a torus, the first observation is that w˜ is homotopic to a map (denoted
by the same symbol) w˜ : (D2, ∂D2) → (S, ai ∪ aj) such that the preimage of
an η′-neighborhood of z∞ consists of the two fixed neighborhoods of +1 and −1,
respectively. The homotopy is obtained by taking the universal cover B˜− of B−,
identifying the pullback of the fibration W− → B− with B˜− × S, lifting w˜ to
B˜− × S, and composing the lift with the projection onto S.
The universal cover of S is diffeomorphic to R2 and we can assume that the
preimage of ai ∪ aj is a grid with vertices in the integer points of R
2. If we lift
w˜ to the universal cover of S, we obtain a map from D2 to R2 with boundary on
the grid. If w˜ represents a non-trivial element in π2(S, ai ∪ aj), then its lift maps
∂D2 surjectively to some square of the grid, and therefore the preimage of an η′-
neighborhood of the grid points consists of at least four disjoint open sets in D2,
which is a contradiction.
The case of cylinders is proved in the same way, using the fact that π2(W−) =
0. 
Remark 7.3.7. Since we are free to chose the genus of the open book decomposition
in Theorem 1.2.1, the simpler case of g(S) > 1 would have sufficed for the main
result of the paper. However we also treated the case of g(S) = 1 for completeness.
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Lemma 7.3.8 (Long Cylinder Lemma, Version 2). For all η > 0 there exists η′ > 0
such that, for all R > 0, if
w : [−R,R]× S1 →W−
is a J−-holomorphic such that w|{−R}×S1 and w|{R}×S1 are η
′-close in the C1-
metric to constant maps to points p− and p+, respectively, then w is η-close to a
constant map in the C1-metric.
Proof. First we prove that, for η′ sufficiently small (and at least smaller than η/2),
the map πB−◦w is η-close to a constant map. We embed [−R,R]×S
1 holomorphi-
cally in S2. If η′ is small enough, we can extend w to a smooth map w˜ : S2 →W−
and moreover we can assume that the extension occurs inside η′-neighborhoods of
p+ and p−.
The composition πB− ◦ w : [−R,R] × S
1 → B− is holomorphic and its ex-
tension πB− ◦ w˜ : S
2 → B− has degree zero. This implies that the image of
πB− ◦w is contained in the union of the balls of radius η
′ centered at πB−(p+) and
πB−(p−). In fact, assume by contradiction that this is not the case. Then there is a
regular value q ∈ B−−πB−(p+)−πB−(p−) of πB− ◦w˜ such that (πB− ◦w˜)
−1(q)
is contained in an open subset of S2 on which πB− ◦ w˜ coincides with πB− ◦ w,
and therefore is holomorphic. Hence have a contradiction because all preimages
of q contribute positively to the degree of πB− ◦ w˜. The balls of radius η
′ centered
at πB−(p+) and πB−(p−) have a nonempty intersection because [−R,R] × S
1
is connected, and therefore the image of πB− ◦ w is contained in a ball or radius
2η′ < η around some point y ∈ B−.
Let Sy = π
−1
B−
(y) be the fiber over y andNη(Sy) the η-neighborhood of Sy . We
denote p : N(Sy)→ Sy the map obtained by projecting out the s- and t-directions.
Since the image of w is contained inNη(Sy), the map p ◦ w˜ : S
2 → Sy has degree
0 if η′ is small enough and Eω ≤ δ for some δ which depends only on ω.
12 The
bound on Eω follows from Lemma 7.3.6.
The map p is not holomorphic, but its differential dp(x) at any point x ∈ Nη(Sy)
is the composition of the C-linear projection TxW− → TxSπB−(x) with the dif-
ferential of the orientation-preserving diffeomorphism SπB−(x) → Sy induced by
parallel transport. This implies that all the preimages of a regular value of p ◦ w
come with positive sign for the purpose of computing the index. Hence we can
then repeat for p ◦ w the same argument we used for πB− ◦ w and this proves the
lemma. 
A similar lemma holds for holomorphic strips. Its proof is left to the reader.
Lemma 7.3.9 (Long Strip Lemma, Version 2). For all η > 0 there exists η′ > 0
such that for all R > 0 the following holds: If
w : [−R,R]× [0, 1]→ W−
is a J−-holomorphic map which satisfies:
12In fact, p ◦ w˜ has degree zero because S 6= S2. We use this unnecessary ω-area argument so
that the same proof can be applied to Lemma 7.3.9.
HF=ECH VIA OPEN BOOK DECOMPOSITIONS I 105
(1) w maps [−R,R]× {1} to L−ai and [−R,R]× {0} to L
−
ai′
,
(2) w|{R}×[0,1] and w|{−R}×[0,1] are η
′-close in the C1-norm to constant maps
to p+ and p−, respectively,
then w is η-close to a constant map in the C1-metric.
7.3.3. Proof of the compactness theorem. We follow the lines of the proof of
Proposition 6.1.3. First we state the analog of Lemma 6.1.1 and sketch its proof.
Lemma 7.3.10. Let ui : (F˙i, ji) → (W−, J−), i ∈ N, be a sequence of W−-
curves from γ to y with index IW−(ui) = n for some integer n. Then there is a
subsequence such that all the F˙i are diffeomorphic to a fixed F˙ .
Proof. The ω-area bound for the W− case is similar to that of the W+ case. We
take the difference of two W−-curves u1 and u2 from γ to y to obtain Z ∈
H2(W−). Since they both intersect σ
−
∞ once, Z can be represented by a surface in
W−, and hence can be viewed as a class inH2(N). The zero flux condition implies
that the ω-area of Z is zero.
We then use the Gromov-Taubes compactness theorem as before to extract a
subsequence ui which converges in the sense of currents to a holomorphic building.
After passing to a subsequence, we may assume that the homology class [ui] ∈
H2(Wˇ−, Zγ,y) is fixed for all i. Once the homology class [ui] is fixed, we use the
relative adjunction formula (Lemma 5.6.3) in the same way as in Lemma 6.1.1 to
obtain a bound on χ(F˙i). 
The geometric setup for the W−-curves deviates from the standard SFT setup
because the Lagrangian submanifold La is a union of finitely many immersed non-
compact Lagrangians with boundary, with the property that each is an embedding
when restricted to the interior, and the boundary components all lie in a properly
embedded noncompact one-manifold along which the various branches of La have
a clean intersection. The noncompactness of the singular set means that the re-
sulting “Legendrian” boundary condition at the negative end is singular. For this
reason we will sketch the proof of Proposition 7.3.2.
Proof of Proposition 7.3.2. By Lemma 7.3.10 we may assume that F˙i = F˙ as
smooth surfaces. We recall the main steps of the proof of SFT compactness.
(1) gradient bound,
(2) degeneration of the conformal structure,
(3) convergence on the thick part, and
(4) convergence on the thin part.
Gradient bound. Let h be a Riemannian metric on W− which is compatible with
J− and is cylindrical at both ends. By [BEHWZ, Lemma 10.7], after passing to
a subsequence we can add finite sets of marked points Zi to F˙ , all of the same
cardinality, so that the following holds. Let gi be a complete hyperbolic metric on
F˙ −Zi which is compatible with ji and which has geodesic boundary and cusps at
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the boundary/interior punctures. Then we have a uniform bound
(7.3.3) ρi‖∇ui‖C0 ≤ C,
the so-called “gradient bound”, where ρi is the injectivity radius of (F˙ − Zi, gi)
doubled along the boundary, and the norm ‖∇ui‖C0 is computed with respect to
the metrics gi and h.
Degeneration of the conformal structure. If gi degenerates as i → ∞, then after
passing to a subsequence there is a finite collection of homotopy classes of properly
embedded arcs and closed curves on F˙ − Zi, whose geodesic representatives are
mutually disjoint, and which are pinched as i→∞, i.e., the lengths of the geodesic
representatives go to zero. Let F˙∞ be the nodal surface obtained by pinching all
these geodesics. The complex structures ji converge in the C
∞
loc topology outside
the pinching geodesics to a complex structure j∞ on F˙∞. Then in the limit we
obtain a nodal punctured Riemann surface with boundary (F˙∞, j∞). Let F
′
∞ be
F˙∞ with the nodes removed.
For any ε > 0 we define Thickε(F˙i, gi) as the set of points x ∈ F˙i with injec-
tivity radius ρi(x) ≥ ε and Thinε(F˙i, gi) as the closure of the set of points x ∈ F˙i
with injectivity radius ρi(x) < ε. If i is sufficiently large and ε is sufficiently
small, then Thinε(F˙i, gi) is a disjoint union of cusps and tubular neighborhoods
of pinching geodesics. In this case, let υ be any pinching geodesic; we denote
Thinε(F˙i, gi, υ) the connected component of Thinε(F˙i, gi) containing υ.
Convergence on the thick part. Fix ε > 0. Then the gradient bound (Equa-
tion (7.3.3)) implies that the sequence ui converges in the C
∞
loc topology on the ε-
thick part, after possibly passing to a subsequence and translating in the s-direction.
In fact an elliptic bootstrapping argument propagates the gradient bound to bounds
on the derivatives of any order and the Arzela`-Ascoli theorem produces a conver-
gent subsequence. Now we take a sequence εi → 0 and use a diagonal argument
to find a limit finite energy holomorphic map u′∞ defined on F
′
∞ (i.e., F˙∞ minus
the double points). Depending on the connected component of F ′∞, the restriction
of u′∞ can take values in W−, W or W
′. We observe that, although the maps
ui have boundary conditions in L
−
â
, the levels of the limit u′∞ can have boundary
conditions in L−a or in La ∪Lh(a), depending on the connected component of F
′
∞.
We analyze the convergence of u′∞ near the punctures in detail because the
singularity in L−a is an unusual situation. We describe only the case of components
mapping to W−; the behavior of components mapping to W or W ′ is analogous.
The first step is to replace a with ~a (this is temporary notation for the union of ai
which have been extended by adding the ~ai,j). This replacement has no practical
effect on the curve u′∞, but makes the geometric setting slightly less exotic: in fact
the Lagrangian L−~a has a clean self-intersection along ∂B− × {z∞}. We recall
that a clean intersection is an intersection between two submanifolds which are
nontransverse in a uniform way. Clean intersections in Lagrangian Floer homology
— which represent the Morse-Bott case in that theory — have been treated in [Po]
and [Schm].
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There are four possibilities, depending whether the puncture is in the interior
or on the boundary of F ′∞ and whether u
′
∞ is bounded or unbounded near the
puncture. Interior punctures are treated in the standard way: if u′∞ is bounded near
an interior puncture, then the singularity is removable (i.e., u′∞ can be extended
as a holomorphic map across the puncture) by [MS, Theorem 4.1.2], and if u′∞
is unbounded, then it is asymptotic to a closed orbit in the positive end of W−
by [HWZ1, Theorem 1.2]. (Note that this orbit can either be an orbit in N or a
multiple cover of the extra orbit δ0 over the point z∞.)
Next we consider boundary punctures of u′∞. We restrict attention to the neigh-
borhood Z− = (−∞, 0] × [0, 1] ⊂ F˙∞ of a boundary puncture and prove the
following lemma.
Lemma 7.3.11. Let w : Z− →W− be a finite energy J−-holomorphic map which
maps (−∞, 0] × {0, 1} to L−
â
. Then there exists either
(1) a point p ∈ L−a such that lims→−∞w(s, t) = p (uniformly in t), or
(2) an intersection point y ∈ a ∩ h(a) such that w is asymptotic to the trivial
strip over y for s→ −∞.
The removal of boundary singularities in the presence of clean intersections be-
tween Lagrangian submanifolds has been treated in [Frau, Section 3.7] and [Schm,
Section 3]. For completeness we reprove it in a weak form (i.e., without reproving
exponential convergence estimates) which suffices for our purposes, using ideas
from [Ho1].
Proof. Consider the holomorphic map f = πB− ◦ w : Z− → B−. Since f has
finite energy, it either converges to a point q ∈ ∂B− (uniformly in t) as s → −∞
or for any C ≫ 0 there exists s0 ≫ 0 such that f |{s≥s0} has image in the negative
end (−∞,−C]× [0, 1] ⊂ B−. Note that, in the latter case, the two components of
∂Z−|{s≥s0} are mapped to the two boundary components of the end.
Fix a sequence sn → +∞ and define wn : Z− → W− as wn(s, t) = w(s −
sn, t). The finiteness of the energy E(w) implies the finiteness of the ω-area
Eω(w). Therefore the sequence wn satisfies
• E(wn) < E(w), and
• lim
n→∞
Eω(wn) = 0.
(1) If f converges to a point q ∈ ∂B−, then the image of w is contained in a
compact subset of W−. Then by Lemma 7.3.3 there is a constant C such that
‖∇wn‖C0 ≤ C for all n and therefore we can extract a subsequence wkn which
converges in C∞loc to a J−-holomorphic map w∞ : Z− →W−. The Ω−-area
EΩ−(w) =
∫
Z−
w∗Ω−
is finite because the energy of w is finite and the image of w is contained in a
compact subset ofW−. This implies that
EΩ−(w∞) = limn→∞
EΩ−(wkn) = 0
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and thus w∞ is constant. Hence, for any sequence sn → +∞, there is a subse-
quence skn and a point p ∈ L
−
a such that
lim
n→∞
w(skn , t) = p
and the limit is uniform in t. Moreover, ∇w(skn , t) also converges to 0 uniformly
in t.
A different sequence s′n → +∞might a priori have a subsequence s
′
ln
such that
w(sln , t) converges to a different p
′ ∈ L−
aˆ
. We are then in Case (1) if we prove
that p = p′. Up to extracting further subsequences we can assume that skn < s
′
ln
.
We fix ε which is strictly smaller than the distance between p and p′. Then the
Long Strip Lemma, Version 2 (Lemma 7.3.9) implies that, for n sufficiently large,
w|[skn ,s′ln ]×[0,1]
is ε-close to a constant map, which is a contradiction.
(2) If f = πB− ◦w has image in the negative end of B− for s sufficiently large, the
sequence wn converges, after a translation of the image, to a trivial strip inW over
some intersection point y ∈ a ∩ h(a). The uniqueness of the limit is proved as in
the previous case using the Long Strip Lemma, Version 1 (Lemma 7.3.5). 
Convergence on the thin part. The map u′∞ defined above is not the SFT limit of
the sequence ui in general. In fact the ω-area of u
′
∞ can be smaller than the ω-area
of ui and, when this happens, we have to look for the missing area in the thin part.
We analyze the behavior of the limit near a node of F˙∞ and leave the analo-
gous case of a cusp to the reader. Let υ be the pinching geodesics correspond-
ing to a node n. We slightly change perspectives by identifying the neighbor-
hoods Thinε(F˙i, gi, υ) with standard Euclidean cylinders [−R
ε
i , R
ε
i ]×S
1 or strips
[−Rεi , R
ε
i ]× S
1.
Suppose that n is an interior node. For i large and ε small, ui({±R
ε
i } × S
1)
is close to closed orbits γ± or points p± by the asymptotic properties of u
′
∞. The
first observation is that ui([−Rεi , R
ε
i ]×S
1) cannot be close to a closed orbit on one
side and to a point on the other side because there is no homotopically trivial closed
Hamiltonian orbit in N . Similarly, if n is a boundary node, then ui([−R
ε
i , R
ε
i ] ×
[0, 1]) cannot be close to a chord on one side and to a point on the other side because
all chords define nontrivial classes in H1(W−, L
−
a ).
Lemma 7.3.12. Let n ∈ F˙∞ be a node and let e± : [0,+∞) × S
1 → F ′∞ or
e± : [0,+∞)× [0, 1]→ F
′
∞ be the two ends corresponding to n. If
lim
s→+∞
(u′∞ ◦ e±)(s, t) = p± ∈W−,
then p+ = p−.
Proof. Suppose that n is an interior node; the proof for a boundary node is com-
pletely analogous. Arguing by contradiction, suppose that p− 6= p+. We choose
η < 12d(p−, p+), where d(p−, p+) is the distance between p− and p+. Let η
′ > 0
be the constant which depends on η and appears in the Long Cylinder Lemma,
Version 2 and let s be a constant such that, for all s > s, the distance from p± to
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(u′∞ ◦ e±)(s, t) is less than η
′/2. Let υ be the pinching geodesic that gives rise
to n and let Thinε(F
′
∞, g∞, υ) be the union of the two connected components of
Thinε(F
′
∞, g∞) corresponding to the node n. Then there is a constant ε > 0 such
that, for all ε < ε, the portions of the two ends of F ′∞ corresponding to nwhich are
parametrized by [0, s]× S1 are contained in Thickε(F
′
∞, g∞, υ). We then identify
Thinε(F˙i, gi, υ) ∼= [−R
ε
i , R
ε
i ] × S
1 with its standard complex structure. Then the
C∞loc-convergence of ui to u
′
∞ implies that, for ε < ε and i≫ 0, ui({±R
ε
i } × S
1)
are contained in η′-neighborhoods of p±. The Long Cylinder Lemma, Version 2
then implies that p+ = p−, a contradiction. 
Lemma 7.3.13. Let n ∈ F˙∞ be a node arising from pinching a geodesic in the
homotopy class υ. Assume that the two ends of F ′∞ corresponding to n are asymp-
totic to closed orbits γ+ and γ− or to chords over intersection points in ai ∩ h(aj).
Then, for all ε sufficiently small, the restrictions ui|Thinε(F˙i,gi,υ) converge (in the
SFT sense), as i → ∞, to a stack of holomorphic cylinders or strips whose ends
are asymptotic to closed orbits or chords, and whose successive components have
matching ends, as in [BEHWZ, Figure 14].
Proof. We consider the case of interior nodes first. For ε > 0 sufficiently small and
i sufficiently large (depending on ε), the maps ui|Thinε(F˙i,gi,υ) define a homology
class A ∈ H2(N, γ−, γ+). There are two cases:
(1) Eω(A) = 0, or
(2) Eω(A) > 0.
We will identify Thinε(F˙i, gi, υ) ∼= [−R
ε
i , R
ε
i ]× S
1.
Case (1). We verify that ui|Thinε(F˙i,gi,υ) satisfies the conditions of Lemma 7.3.4
for i≫ 0: Fix η arbitrarily small, and consider c0,R0, η
′ and δ as in Lemma 7.3.4.
Let ε > 0 be sufficiently small such that Thinε(F
′
∞, g∞, υ) is mapped by u
′
∞ to
η′
2 -neighborhoods of trivial cylinders over γ− and γ+. Then there exists c > c0
such that for all i≫ 0,
• Rεi − c > R0,
• ui|[−Rεi ,−Rεi+c]×S1 is η
′-close to a portion of trivial cylinder over γ−,
• ui|[Rεi−c,Rεi ]×S1 is η
′-close to a portion of trivial cylinder over γ+, and
• Eω(ui|[−Rεi ,Rεi ]×S1) < δ.
This follows from observing that every compact subset K ⊂ Thinε(F˙
′
∞, g∞, υ)
can be identified with some compact subsetKi ⊂ Thinε(F˙
′
i , gi, υ) provided i≫ 0,
and the sequence ui|Ki converges uniformly to u
′
∞|K with respect to all deriva-
tives.
We then apply Lemma 7.3.4 to ui|[−Rεi ,Rεi ]×S1 and conclude that γ+ = γ−, the
parametrizations of γ− and γ+ induced by the two ends of F˙
′ at the two sides of
the node nmatch, and ui|[−Rεi ,Rεi ]×S1 is C
1-close to a portion of the trivial cylinder
over γ+ = γ−.
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Case (2). Fix a constant h > 0 such that, for every A ∈ H2(N, γ
′, γ′′) with γ′ and
γ′′ of action less than E = E(ui), we have
∫
A ω > h. Such a constant exists by
[BEHWZ, Lemma 10.9].
Fix ε > 0 sufficiently small. Since ui([−R
ε
i , R
ε
i ] × S
1) is contained in the
cylindrical end ofW−, we may assume that the maps ui take values inW ′. Using
the argument from the proof of Lemma 7.3.4, if the image of ui|[−Rεi ,Rεi ]×S1 is
contained in an η-neighborhood of the cylinder over γ−, then ui|[−Rεi ,Rεi ]×S1 is η-
close in the C0-metric to a trivial cylinder, which contradicts (2). Hence there is
a sequence of points pi ∈ [−R
ε
i , R
ε
i ] × S
1 such that ui(pi) limits to a point q∞
which is a distance > η from cylinders over γ±, after suitable translations of ui in
the target.
Next consider the translations u1i (s, t) = ui(s − s(pi), t). The maps u
1
i con-
verge in C∞loc to a J
′-holomorphic map u1∞ : R × S
1 → W ′. By construction,
Eω(u
1
∞) > 0. We repeat this process on ui defined on [−R
ε
i , R
ε
i ] × S
1 minus a
suitable annulus [K ′i,K
′′
i ]×S
1 until we obtain J ′-holomorphic maps u1∞, . . . , u
l
∞
such that Eω(u
1
∞)+ . . .+Eω(u
l
∞) = Eω(A). An argument similar to that of Case
(1) and based on Lemma 7.3.4 shows that the ends of u′∞, u
1
∞, . . . , u
l
∞ match up
with those of their adjacent curves. (Here we may need to reorder the uj∞ so they
are adjacent.)
The case of boundary nodes is completely analogous: the only difference is that
we have to replace the Long Cylinder Lemma by the Long Strip Lemma. 
This completes the proof of Proposition 7.3.2. 
Remark 7.3.14. Proposition 7.3.2 is only a preliminary result. We are still left with
the task of analyzing the limit more precisely.
7.4. Intersection numbers. In order to analyze the SFT limit u∞, we use the
intersection numbers n∗(ui) and n
∗(vj) to constrain the behavior of holomorphic
maps which are asymptotic to δ0 or to [0, 1] × {z∞}.
We briefly recall the definition of the intersection numbers n∗(u) given in Sec-
tion 5. Let ρ0 > 0 be sufficiently small. Consider the torus Tρ0 = {ρ = ρ0} ⊂ N ,
oriented as the boundary of {ρ ≤ ρ0}. We take an oriented identification Tρ0 ≃
R2/Z2 such that the meridian has slope 0 and the closed orbits of R0 on Tρ0 have
slopem. We pick a closed orbit δ†0 ⊂ Tρ0 and consider the parallel sections (σ
∗
∞)
†
determined by δ†0. We assume we have chosen δ
†
0 so that (σ
∗
∞)
† is disjoint from the
relevant Lagrangian submanifold. Then n∗(u) = 〈u, (σ∗∞)
†〉.
Since n−(ui) = m≫ 2g for anW−-curve ui by Lemma 5.4.14, we have
(7.4.1)
a∑
j=−b
n∗(vj) = m.
For each level vj of u∞ we have a decomposition
vj = v
′
j ∪ v
′′
j
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as in Equation (5.7.1), where v′j is the union of the irreducible components of
vj which branch cover the section at infinity σ
∗
∞ and v
′′
j is the union of all other
irreducible components.
Lemma 7.4.1 (Intersection with vj , j > 0). Suppose j > 0. Then the following
hold for ρ0 > 0 sufficiently small:
(1) If v′′j has a positive end E+ which converges to δ
p
0 , then
(7.4.2) 〈E+, (σ
′
∞)
†〉 ≥ p.
(2) If v′′j has a negative end E− which converges to δ
p
0 , then
(7.4.3) 〈E−, (σ
′
∞)
†〉 ≥ m− p.
If v′′j has multiple ends at covers of δ0, then their contributions to n
′(vj) are
summed.
Proof. Let E+ be a positive end which converges to δ
p
0 . Let πN : R×N → N be the
projection onto the second factor. Provided ρ0 is sufficiently small, πN (E+) ∩ Tρ0
determines a homology class (q, p) ∈ H1(Tρ0) ≃ R
2/Z2. One can easily check
that
〈E+, (σ
′
∞)
†〉 = det
(
1 q
m p
)
= p− qm.
Since 〈E+, (σ
′
∞)
†〉 > 0 by the positivity of intersections in dimension four and
m≫ p, we must have q ≤ 0. We then obtain:
〈E+, (σ
′
∞)
†〉 ≥ p.
Let E− be a negative end which converges to δ
p
0 . As above, πN (E−) ∩ Tρ0
determines a homology class (q,−p) ∈ H1(Tρ0) ≃ R
2/Z2 such that
〈E−, (σ
′
∞)
†〉 = det
(
1 q
m −p
)
= −p− qm.
Since 〈E−, (σ
′
∞)
†〉 > 0 by the positivity of intersections in dimension four and
m≫ p, we must have q ≤ −1. We then obtain:
〈E−, (σ
′
∞)
†〉 ≥ m− p.
Finally, if v′′j has multiple ends at covers of δ0, then the total intersection of v
′′
j
with (σ′∞)
† is bounded below by the sum of the contributions of each end. 
Next we consider vj when j < 0. Let πS : R× [0, 1]×S → S be the projection
along the Hamiltonian vector field ∂t. Also let Rφ0 be the radial ray {φ = φ0} ⊂
D2ε = {ρ ≤ ε}, where ε > 0 is small. Under the projection πS , each positive end
E+ of v
′′
j which limits to [0, 1] × {z∞} maps to a sector S(E+) of D
2
ε = {ρ ≤ ε}
going in the counterclockwise direction from Rφ1 ⊂ ai1 to Rφ2 ⊂ h(ai2). The
sector S(E+) is a thin wedge if i1 = i2 and the angle is
2π
m . Similarly, each
negative end E− of v
′′
j which limits to [0, 1]×{z∞} maps to a sector S(E−) going
counterclockwise from Rφ1 ⊂ h(ai1) toRφ2 ⊂ ai2 .
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Lemma 7.4.2 (Intersection with vj , j < 0). Suppose j < 0. Then the following
hold for ρ0 > 0 sufficiently small:
(1) If v′′j has a positive end E+ which converges to [0, 1] × {z∞}, then
(7.4.4) 〈E+, σ
†
∞〉 ≥ 1,
and the relevant sector is a thin wedge if and only if equality holds. More-
over, if the sector is not a thin wedge, then
〈E+, σ
†
∞〉 > 2g.
(2) If v′′j has a negative end E− which converges to [0, 1] × {z∞}, then
(7.4.5) 〈E−, σ
†
∞〉 > 2g.
Proof. Suppose ρ0 < ε. The restriction of δρ0 to [0, 1]×S consists ofm Reeb arcs
[0, 1] × {φl} on {ρ = ρ0}, where 0 ≤ l < m and φl = φ0 + l(2π/m). Let E+
(resp. E−) be a positive (resp. negative) end of v
′′
j which converges to [0, 1]×{z∞}
and let S(E±) be the corresponding sector inD
2
ε .
By the assumptions on the ai given in Section 5.2.2, the angles of the thin
wedges are 2πm and the other sectors of D
2
ε − ∪iai − ∪ih(ai) have angles greater
than
2π(2g)
m . This implies that:
(i) 〈E+, σ
†
∞〉 ≥ 1;
(ii) 〈E+, σ
†
∞〉 = 1 if and only if S(E+) is a thin wedge; and
(iii) 〈E−, σ
†
∞〉 > 2g.
The lemma follows. 
Similarly, we have the following lemma, whose proof is the same as those of
Lemmas 7.4.1 and 7.4.2 and will be omitted.
Lemma 7.4.3 (Intersection with v0). The following hold for ρ0 > 0 sufficiently
small:
(1) If v′′0 has a positive end E+ which converges to δ
p, then
(7.4.6) 〈E+, (σ
−
∞)
†〉 ≥ p.
(2) If v′′0 has a negative end E− which converges to [0, 1] × {z∞}, then
(7.4.7) 〈E−, (σ
−
∞)
†〉 > 2g.
Consider v′′j : F˙
′′
j →W j for j ≤ 0. A point p ∈ ∂F
′′
j will be called a boundary
point at z∞ if v
′′
j (p) ∈ La− − Laˆ− (if j = 0), or (Lh(a) − Lh(aˆ)) ∪ (La − Laˆ) =
R× {0, 1} × {z∞} (if j < 0).
Lemma 7.4.4. Consider v′′j : F˙
′′
j → W j , j ≤ 0. If p ∈ ∂F
′′
j is a boundary point
at z∞, then, for any sufficiently small neighborhood ν(p) ⊂ F
′′
j of p, there exists
ρ0 > 0 such that 〈v
′′
j (ν(p)), (σ
∗
∞)
†〉 ≥ k0 − 1 > 2g.
Here the constant k0 is as given in Section 5.2.2.
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Proof. We will prove the case j < 0, leaving j = 0 for the reader. Let p be a
boundary point at z∞ of v
′′
j which maps to a point on R × {1} × {z∞} (without
loss of generality). We consider the projection πS : R × [0, 1] × S → S. By
Definition 5.3.2, the projection πS is holomorphic when restricted to π
−1
S
(D2ε),
where ε > 0 is sufficiently small. Hence πS ◦ v
′′
j is holomorphic when restricted
to (πS ◦ v
′′
j )
−1(D2ε) and some sector of D
2
ε − a must be contained in Im(πS ◦ v
′′
j )
because holomorphic maps are open. This in turn shows that
〈v′′j (ν(p)), (σ
∗
∞)
†〉 ≥ k0 − 1 > 2g
by assumption, provided ρ0 is sufficiently small. 
7.5. Some restrictions on u∞. We now present some lemmas in preparation for
Theorems 7.6.1 and 7.6.3. Lemmas 7.5.1–7.5.3 give restrictions on u∞, which
arise from intersection number calculations from Section 7.4, and Lemma 7.5.5
gives a lower bound on the ECH index of the levels vj .
In what follows, “component” is shorthand for “irreducible component”. We
first discuss the “fiber components”, i.e., components v˜ : F → W j of vj which
map to fibers ofW j . There are three types of fiber components:
(i) ghosts, i.e., v˜ is constant;
(ii) “closed fiber components”, i.e., F is closed and v˜ is nonconstant;
(iii) “boundary fiber components”, i.e., ∂F 6= ∅ and v˜ is nonconstant.
If v˜ is a closed fiber component, then v˜ is a branched cover of a fiber ofW j . Next
let v˜ : F → W j be a boundary fiber component. If j < 0 and v˜ maps to π
−1
B (p),
p ∈ ∂B, then v˜(F ) ⊃ π−1B (p) − A, where A = La or Lh(a). Similarly, if j = 0
and v˜ maps to π−1B−(p), p ∈ ∂B−, then v˜(F ) ⊃ π
−1
B−
(p)− L−a .
Lemma 7.5.1. The only possible non-ghost fiber component of u∞ is a closed
component π−1B−(p) which passes through m. There is at most one such component.
Proof. Let v˜ be a non-ghost fiber component. Then v˜ is a d-fold branched cover of
a fiber if it is a closed fiber component and a d-fold branched cover of a fiber cut
along a (or h(a)) if it is a boundary fiber component. In either case, n∗(v˜) = d ·m.
This implies that d = 1.
We now prove that v˜ is a closed fiber component passing through m. Arguing
by contradiction, if m 6∈ Im(v˜), then there is a component vˆ of u∞ such that m ∈
Im(vˆ). If vˆ is a cover of σ−∞, then there must be some component of v
′′
j for j > 0,
which has a negative end at some δp0 . Therefore n
−(v′′j ) > 0 by Lemma 7.4.1(2).
If vˆ is not a cover of σ−∞, then vˆ has a nonzero intersection with σ
−
∞ and hence
n−(vˆ) > 0. In either case we have n∗(u∞) > m, which is a contradiction. This
proves that m ∈ Im(v˜).
Finally boundary fiber components are eliminated because they project to a point
in ∂B−, and therefore cannot pass through m. 
We recall the notation vj = v
′
j ∪ v
′′
j , where v
′
j denotes the union of all compo-
nents of vj which cover the section at infinity σ
∗
∞ and v
′′
j denotes the union of all
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other components of vj . The covering degree of v
′
j will always be denoted by pj .
We also define v♯j to be the union of the components of v
′′
j which are asymptotic to
a multiple of δ0 or z∞ at either end and are not trivial cylinders or strips, v
♭
j to be
the union of the remaining non-fiber components of v′′j , and v
f
j to be the union of
the fiber components of v′′j .
Lemma 7.5.2. If v′0 = ∅, then, with the exception of ghost components:
(1) v′j = ∅ and v
♯
j = ∅ for all j;
(2) no v′′j , j ≤ 0, has a boundary point at z∞;
(3) every level vj , j 6= 0, has image insideW
′ orW ; and
(4) v0 is a W−-curve or a degenerate W−-curve, i.e., v0 is the union of a
W−-curve and a fiber π
−1
B−
(p) which passes through m.
Proof. If v′0 = ∅, then v0 = v
′′
0. Since ui passes through m for all i, the level
v0 : F˙0 → W− must also pass through m. By Lemma 5.4.14 and the proof of
Lemma 5.4.8, n−(v0) ≥ m because m ∈ σ
−
∞. Equation (7.4.1) and the nonnega-
tivity of n∗ then imply that n−(v0) = m and n
∗(vj) = 0 for j 6= 0.
(1) If v′j 6= ∅ or v
♯
j 6= ∅, then at least one of Equations (7.4.3)–(7.4.6) applies
and
∑
j 6=0 n
∗(v♯j) > 0.
(2) This follows from n−(v0) = m and Lemma 7.4.4.
(3) Since n∗(vj) = 0 for j 6= 0, (1), combined with Lemma 5.3.19, implies that
Im(vj) ⊂ W
′ if j > 0, whereas (1) and (2), combined with Lemma 5.3.8, implies
that Im(vj) ⊂W if j < 0.
(4) Since n−(v0) = m, v0 intersects σ
−
∞ only at m and the intersection is trans-
verse by Lemma 5.4.14(2). By (1) and (2) and Lemmas 7.5.1 and 5.4.16, if v0 is
not aW−-curve, then it must be a degenerate W−-curve.
This completes the proof of the lemma. 
Lemma 7.5.3. If v′0 6= ∅, then, with the exception of ghost components:
(1) there is only one negative end of v♯j , j > 0, (say v
♯
a′) which is asymptotic
to a multiple of δ0;
(2) u∞ has no fiber components;
(3) no v′′j , j ≤ 0, has a boundary point at z∞;
(4) v♭j has image inside W ,W−, orW
′;
(5) v♯j , j < 0, is a union of thin strips from z∞ to some xi or x
′
i;
(6) v♯0 has image inside W− − int(W−) and has δ
r0
0 , for some r0 > 0, at the
positive end and some subset of {x1, . . . , x2g, x
′
1, . . . , x
′
2g} of cardinality
r0 at the negative end;
(7) v♯j , 0 < j ≤ a
′, has image inside W ′ − int(W ′) and has δ
rj
0 , for some
rj > 0, at the positive end and h
r′jer
′′
j with r′j + r
′′
j = rj , at the negative
end.
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Proof. (1) By Lemma 7.4.1, each negative end of v♯j , for j > 0, which is asymp-
totic to a multiple of δ0 contributes at leastm−2g to
∑a
j=1 n
∗(vj), wherem≫ 2g,
because the total multiplicity of δ0 is ≤ 2g. If there are at least two such negative
ends of v♯j , then the total contribution to
∑a
j=1 n
∗(vj) is at least 2(m − 2g) > m,
which is a contradiction. Suppose v♯a′ , 0 < a
′ ≤ a, has a negative end at a multiple
at δ0.
(2) By Lemma 7.5.1, a fiber component of u∞ is a fiber π
−1
B−
(p) which passes
through m and additionally contributes m to
∑a
j=−b n
∗(vj), a contradiction.
(3) By Lemma 7.4.4, a boundary point at z∞ additionally contributes ≥ 2g to∑a
j=−b n
∗(vj). This is again a contradiction.
(4) By (3), v♭j does not have any boundary point at z∞. Since the ends of v
♭
j are
contained in N or [0, 1]× S and n∗(v♭j) = 0, we conclude that Im(v
♭
j) ⊂W ,W−,
orW by Lemmas 5.3.8, 5.4.16 and 5.3.19.
(5), (6) Let pj = deg(v
′
j) be the covering degree of v
′
j over σ
′
∞. Then p0 ≤
p1 ≤ · · · ≤ pa′−1 and pa′ = 0. This follows from (1) since a negative end of v
♯
j+1
at (a multiple of) δ0 is required for pj > pj+1.
Let p−a′ be the multiplicity of δ0 at the negative end of v
♯
a′ . The negative end of
v♯a′ contributes at least m− p
−
a′ to n
∗ by Equation (7.4.3) and the positive ends of
v♯j , for j = 0, . . . , a
′ − 1, give a total contribution of at least p−a′ − p0 to n
∗ by
Equations (7.4.2) and (7.4.6). Hence,
(7.5.1)
a∑
j=0
n∗(v♯j) ≥ m− p0.
On the other hand, by Equation (7.4.4), the contributions of the positive ends of v♯j ,
j = −b, . . . ,−1, add up to
(7.5.2)
−1∑
j=−b
n∗(v♯j) ≥ p0.
Equations (7.5.1) and (7.5.2) give:
(7.5.3)
a∑
j=−b
n∗(v♯j) ≥ m.
Equality holds by Equation (7.4.1). This in turn implies that:
(i) equality holds in both Equations (7.5.1) and (7.5.2); and
(ii) v♯j , j ≤ 0, has no negative end which limits to z∞.
Since p0 ≤ 2g, each v
♯
j , j < 0, must be a union of thin strips by Lemma 7.4.2.
This gives (5). Moreover, v♯0 has δ
p1−p0
0 at the positive end and no negative ends at
z∞ by (ii) and
(7.5.4) n−(v♯0) = p1 − p0
by Lemma 7.4.3 and (i).
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The argument to prove (6) is similar to the proof of the blocking lemma in [0],
and the presence of the Lagrangian boundary condition for v♯0 does not change the
proof in any essential way. We consider Cρ = πN (v
♯
0) ∩ Tρ, where 0 < ρ < 1,
as an element of H1(Tρ, πN (L
−
a )∩ Tρ); we are viewing Cρ as the boundary of the
portion of πN (v
♯
0) outside the solid torus of radius ρ. We recall that πN (L
−
a ) ∩ Tρ
consists of 2g parallel segments in Tρ which are tangent to the Hamiltonian flow.
Suppose ρ1 > 0 is small. Let ∪iEi be the union of positive ends of v
♯
0 that limit to
multiples of δ0, and let C
′
ρ1 = πN (∪iEi) ∩ Tρ1 . We view C
′
ρ1 as an element of
H1(Tρ1) →֒ H1(Tρ1 , πN (L
−
a ) ∩ Tρ1).
Using “balanced coordinates” on V = N − int(N) (cf. Section 5.1.2), we obtain
an identification H1(Tρ1)
∼= Z2 such that — writing vectors as rows — (1, 0)
corresponds to the homology class of the meridian (i.e., the closed curve which
bounds a disk in V ) and (1,m) corresponds to the class of a closed Hamiltonian
orbit.
With respect to this identification, C ′ρ1 = (q, p1 − p0) for some q ≤ 0 and we
have
p1 − p0 − qm = det
(
1 q
m p1 − p0
)
≥ p1 − p0 ≥ 0.
By Equation (7.5.4), we obtain q = 0 and Cρ1 = C
′
ρ1 , since any intersections
besides those coming from ∪iEi would give some extra contributions to n
−(v♯0).
Next consider Cρ2 , where ρ2 = 1 − ε, ε > 0 small. Since there are no ends of
v♯0 between Tρ1 and Tρ2 , it follows that Cρ2 is the image of (0, p1− p0) ∈ H1(Tρ2)
in H1(Tρ2 , πN (L
−
a ) ∩ Tρ2). Negative ends can approach xi or x
′
i either from the
interior of V or from the exterior of V . A negative end of v♯0 approaching xi or x
′
i
from the interior traces a segment in Tρ2 with both endpoints in the same connected
component of πN (L
−
a ) ∩ Tρ2 and whose relative homology class is the image of
the class (0, 1) ∈ H1(Tρ2). This means that at most p1 − p0 ends of v
♯
0 approach
xi or x
′
i from the interior.
Finally let ρ3 = 1 + ε, ε > 0 small. The ends of v
♯
0 between Tρ2 and Tρ3 are
negative ends at xi, x
′
i or positive ends at closed orbits on T1. Let C
′
ρ3 = πN (v˜) ∩
Tρ3 , where v˜ is obtained from v
♯
0 by truncating the negative ends that limit to xi or
x′i from the exterior of V . There are no positive ends of v
♯
0 that limit to a closed
orbit on T1; this follows from asymptotic winding considerations of the positive
ends and a comparison with Cρ2 . Since there are no negative ends of v
♯
0 that limit
to a closed orbit on T1, it follows that [C
′
ρ3 ] = 0 ∈ H1(Tρ3 , πN (L
−
a ) ∩ Tρ3).
Finally, we eliminate the possibility of ends which limit to xi or x
′
i from the
outside of V by observing that nothing else can contribute to Cρ2 but the ends at
xi or x
′
i. This implies that there are p1 − p0 of them, each representing the image
of the class (0, 1) ∈ H1(Tρ2), and leaving no room for ends limiting to xi or x
′
i
from the outside. Then Cρ3 is homologically trivial, and therefore the positivity of
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intersections implies that it is empty. Since ρ3 was arbitrarily close to 1, it follows
that the image of v♯0 cannot escapeW− − int(W−), which implies (6).
(7) This is similar to (6) and is left to the reader. 
Remark 7.5.4. One can easily compute that I(v♯0) = r0 and I(v
♯
j) = r
′
j+2r
′′
j when
j > 0.
Lemma 7.5.5. The ECH index of each level vj , j = −b, . . . , a, is nonnegative if
J− ∈ J
reg
W−
. Moreover, if j 6= 0, the ECH index of vj is strictly positive.
Proof. Recall that the restrictions J and J ′ are also regular by definition.
Case j > 0. By [HT1, Proposition 7.15], IECH(vj) ≥ 1 for j > 0 since J ′ is
regular and no level vj with j > 0 consists uniquely of trivial cylinders.
Case j < 0. We write vj = v
′
j ∪ v
♯
j ∪ v
♭
j .
Suppose that v′0 = ∅. Then v
′
j = ∅ and v
♯
j = ∅ for all j < 0 by Lemma 7.5.2,
and we are left with v♭j , which is simply-covered and has positive Fredholm index
by regularity and translation invariance. By the index inequality (Theorem 4.5.13),
I(vj) = I(v
♭
j) ≥ 1.
Next suppose that v′0 6= ∅. Then v
♯
j is a union of thin strips from z∞ to some xi
or x′i by Lemma 7.5.3 and each thin strip has ECH index 1. We also have I(v
′
j) = 0
by Lemma 5.7.15 and I(v♭j) ≥ 0 by the previous paragraph.
We claim that
(7.5.5) I(vj) = I(v
′
j ∪ v
♯
j ∪ v
♭
j) = I(v
′
j) + I(v
♯
j) + I(v
♭
j).
Note that, although v′j , v
♯
j and v
♭
j are disjoint, v
′
j and v
♯
j are both asymptotic to
(a multiple of) z∞ at the positive end and the additivity of the ECH indices of v
′
j
and v♯j needs to be verified. For that purpose, recall from Section 5.7 that each v
′
j
comes equipped with data D′j = ((D
′)toj , (D
′)fromj ) at the positive and negative
ends, since u∞ is the limit of the sequence {ui}. The key observation here is
that (D′)toj = (D
′)fromj , since all the components of v
♯
j′ , j
′ < j, are thin strips
whose data (D♯+)j′ = ((D
♯
+)
to
j′ , (D
♯
+)
from
j′ ) at the positive end satisfies (D
♯
+)
to
j′ =
(D♯+)
from
j′ . Hence we can choose a simultaneous grooming c
+ = {c+k } for both
v′j and v
♯
j at the positive end z∞ such that c
+
k has winding number w(c
+
k ) = 0
(see Equation (5.7.4)) and connects h(aik,jk) to aik,jk . If we choose a groomed
multivalued trivialization τ compatible with c+, then
Iτ (v
′
j ∪ v
♯
j) = Iτ (v
′
j) + Iτ (v
♯
j),
which immediately implies Equation (7.5.5).
Case j = 0. Suppose that v′0 = ∅. Then, v0 is aW−-curve or a degenerate W−-
curve by Lemma 7.5.2. If v0 is aW−-curve, then it is simply-covered and satisfies
I(v0) ≥ ind(v0) ≥ 0. If v0 is a degenerate W−-curve, then v0 can be written as
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a union of a fiber C and aW−-curve v
♭
0. The Fredholm index of v
♭
0 is nonnegative
since v♭0 is simply-covered and hence is regular. The Fredholm index of C is given
by:
ind(C) = −χ(C) + 2〈c1(TW−), C〉
= (2g − 2) + 2(2 − 2g) = 2− 2g.
The algebraic intersection number 〈C, v♭0〉 is equal to 2g and
I(v0) ≥ ind(C) + ind(v
♭
0) + 2〈C, v
♭
0〉(7.5.6)
≥ (2− 2g) + 0 + 2(2g) = 2g + 2,
by Theorem 5.6.9.
Next suppose that v′0 6= ∅. We have I(v
′
0) = 0 by Lemma 5.7.16. Next, by
Lemma 7.5.3, if v♯0 6= ∅, then Im(v
♯
0) ⊂W−−int(W−) and has δ
p1−p0
0 , p1−p0 >
0, at the positive end and some (p1−p0)-element subset of {x1, . . . , x2g, x
′
1, . . . , x
′
2g}
at the negative end. Hence I(v♯0) = p1 − p0 by Lemma 5.7.17. Finally, since
Im(v♭0) ⊂ W− by Lemma 7.5.3, v
♭
0 is simply-covered and I(v
♭
0) ≥ 0. The ECH
indices of v′0, v
♯
0, and v
♭
0 are additive.
This completes the proof of the lemma. 
7.6. Compactness theorem. Let J
♦
−(ε, δ, p) be a generic almost complex struc-
ture which is (ε, U)-close to J− ∈ J
reg
W−
, where U and Kp,2δ are as in Conven-
tion 5.8.12. We write:
(7.6.1) Mim(ε, δ, p) :=M
I=i,n∗=m
J
♦
−(ε,δ,p)
(γ,y;m).
As before, u∞ ∈ ∂M
3
m(ε, δ, p) is written as u∞ = v−b ∪ · · · ∪ va and each vj is
written as vj = v
′
j ∪ v
′′
j = v
′
j ∪ v
♯
j ∪ v
♭
j ∪ v
f
j , where v
f
j = ∅ for j 6= 0. There are
no ghost components by an index argument as in Lemma 6.1.8.
We now prove the following compactness theorem, which is basically a conse-
quence of two constraints: I(ui) = 3 and n
∗(ui) = m. The list of possibilities
should be viewed as a preliminary list, since we will subsequently eliminate Cases
(2)–(6) in Theorem 7.10.1.
Theorem 7.6.1. Let J
♦
− be (ε, U)-close to J− ∈ J
reg
W−
and Kp,2δ-regular with
respect to m, and let u∞ ∈ ∂M
3
m(ε, δ, p). If v
′
0 6= ∅, then u∞ contains one of the
following subbuildings:
(1) A 3-level building consisting of v1 with I = 2 from γ to δ0γ
′; v′0 = σ
−
∞;
and v♯−1 which is a thin strip from z∞ to xi or x
′
i.
(2) A 3-level building consisting of v1 with I = 1 from some γ
′′ to δ0γ
′;
v′0 = σ
−
∞; and v
♯
−1 which is a thin strip.
(3) A 4-level building consisting of v1 with I = 1 from γ to δ
2
0γ
′; v′0 which is
a branched double cover of σ−∞; v
′
−1 = σ∞; and v
♯
−1 and v
♯
−2 which are
both thin strips.
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(4) A 3-level building consisting of v1 with I = 1 from γ to δ
2
0γ
′; v′0 which
is a branched double cover of σ−∞; and v
♯
−1 which is the union of two thin
strips.
(5) A 3-level building consisting of v1 with I = 1 from γ to δ
2
0γ
′; v′0 = σ
−
∞;
v♯0 with I = 1 from δ0 to xi or x
′
i; and v
♯
−1 which is a thin strip.
(6) A 4-level building consisting of v2 with I = 1 from γ to δ
2
0γ
′; v′1 = σ
′
∞;
v♯1 with I = 1 which is a cylinder from δ0 to h; v
′
0 = σ
−
∞; and v
♯
−1 which
is a thin strip.
Here we are omitting levels which are connectors.
See Figure 4.
R × N
R × N
W−
W
W
1
1
1
11
1
11
1
1
111
112
0
0
0
0 0000
(1) (2) (3) (4) (5) (6)
FIGURE 4. Schematic diagrams for the possible types of degen-
erations. Here • represents δ0, ◦ represents z∞, and × represents
some xi or x
′
i. A vertical line indicates a trivial cylinder or a re-
striction of a trivial cylinder, and a double vertical line indicates
a branched double cover of a trivial cylinder or a restriction of a
trivial cylinder. The labels on the graphs are ECH indices of each
component.
Proof. By Proposition 7.3.2, ui converges in the sense of SFT to a holomorphic
building u∞ = va ∪ · · · ∪ v−b. We have three constraints:
(i)
∑a
j=−b I(vj) = 3,
(ii) I(vj) ≥ 0 for all j, and
(iii)
∑a
j=−b n
∗(vj) = m.
(i) comes from the additivity of ECH indices, (ii) comes from Lemma 7.5.5, and
(iii) comes from Equation (7.4.1).
Suppose that v′0 6= ∅, i.e., we are in the situation of Lemma 7.5.3. We have the
following restrictions:
• the top level va is nontrivial and satisfies I(va) ≥ 1;
• ∪j<0v
♯
j consists of p0 ≥ 1 thin strips and contributes
∑
j<0 I(v
♯
j) = p0 ≥
1 to the total ECH index;
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• ∪aj=−bv
♯
j consists of p
−
a′ components and each component has ECH index
≥ 1, with exception of v♯0, which has ECH index 0, where a
′ and p−a′ are as
in Lemma 7.5.3.
This immediately implies p−a′ ≤ 2 because p
−
a′ is also the number of nontriv-
ial curves with a positive end at δ0 and each of them has ECH index I ≥ 1 by
Lemma 7.5.3. We also have p0 ≤ p
−
a′ , and therefore we can divide the proof into
three cases:
• Case I: p−a′ = p0 = 1.
• Case II’: p−a′ = 2 and p0 = 1.
• Case II”: p−a′ = 2 and p0 = 2.
Case I. In this case v′0 = σ
−
∞ and v
♯
−1 is a thin strip. This leaves two possibilities
for v1: either I(v1) = 2 and we are in Case (1), or I(v1) = 1 and we are in Case
(2).
Case II’. In this case we have v♯j0 6= ∅ and with a positive end at δ0 for some j0 ≥ 0.
Since I(v♯j0) = 1 by Remark 7.5.4, v−1 consists of a single thin strip and there are
no other levels with j < 0. If j0 = 0 we are in Case (5), and if j0 > 0 we are in
Case (6). In Case (6), v♯1 is a cylinder connecting δ0 with h by Lemma 7.5.3 and
Remark 7.5.4.
Case II”. In this case ∪j<0vj consists of two thin strips. If they are on the same
level we are in Case (4) and if they are on different levels we are in Case (3).
This completes the proof of Theorem 7.6.1. 
Remark 7.6.2. In Cases (3)–(6), the total number of branch points of ∪aj=−bv
′
j is
one, where we are not ignoring connector components that cover σ∗∞: Assume
without loss of generality that the only nontrivial v′j is v
′
0 and that v
′
0 double covers
σ−∞. Let b be the number of branch points of v
′
0. Then ind(v
′
0) = b − 1 by
Proposition 5.5.5, the Riemann-Hurwitz formula, and the proof of Lemma 5.8.9.
The index inequality, the additivity of the indices, and the condition I(ui) = 3
force b = 1.
The proof of the following theorem is similar and will be omitted.
Theorem 7.6.3. Let J
♦
− be (ε, U)-close to J− ∈ J
reg
W−
and Kp,2δ-regular with
respect to m, and let u∞ ∈ ∂M
2
m(ε, δ, p). If v
′
0 6= ∅, then u∞ contains a 3-level
subbuilding consisting of v1 with I = 1 from γ to δ0γ
′; v′0 = σ
−
∞; and v
♯
−1 which
is a thin strip. Here it is possible to have IECH = 0 connectors in between.
7.7. Asymptotic eigenfunctions. We now collect some facts about the asymptotic
operator and asymptotic eigenfunctions, referring the reader to [HWZ1] and [HT2].
7.7.1. The asymptotic operator. We study the local behavior of a holomorphic
half-cylinder which converges to a degree l ≥ 1 multiple cover of δ0, denoted by
δl0. Let us denoteD
2
ρ0 = {ρ ≤ ρ0} ⊂ D
2 with ρ0 > 0 small (in particular ≤
1
2 ) and
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K = [C,+∞) × (R/2lZ) with l ∈ N. We will be using balanced coordinates on
(R/2Z)×D2ρ0; see Section 5.1.2. A holomorphic half-cylinder which is asymptotic
to δl0 at the positive end restricts to a holomorphic map
u : K → R× (R/2Z)×D2ρ0 ,
which can be written as:
(s, t) 7→ (s, t, z(s, t)),
where lim
s→+∞
z(s, t) = 0.
Lemma 7.7.1. The function z : K → D2ρ0 satisfies the equation
(7.7.1) ∂sz + i∂tz + εz = 0,
where ε = πm .
Proof. The partial derivatives of u are: ∂su = (1, 0, ∂sz) and ∂tu = (0, 1, ∂tz).
Then J(∂su) = R + (0, 0, i∂sz), where R is the Hamiltonian vector field. We
compute that R = ∂t + ε∂φ. Hence J(∂su) = (0, 1, i∂sz + iεz). This gives
Equation (7.7.1). 
Definition 7.7.2. We define the asymptotic operator
Al : L
2
1(R/2lZ,C)→ L
2(R/2lZ,C),
f 7→ −i∂tf − εf.
We remark that the asymptotic operator which appears in [HWZ1] isAl, whereas
the asymptotic operator in [HT2] is −Al. The eigenfunctions of Al are the asymp-
totic eigenfunctions, and are given by ceπint/l, c ∈ C, n ∈ Z, with corresponding
eigenvalues πnl − ε. An asymptotic eigenfunction ce
πint/l is said to be normalized
if |c| = 1. Let Eπn/l−ε be the eigenspace of Al corresponding to the eigenvalue
πn
l − ε.
For a strip-like end asymptotic to the intersection point z∞, the asymptotic op-
erator is still f 7→ −i∂tf − εf , but now acting on functions f : [0, 1] → C with
boundary conditions f(0) ∈ ei(c0+ε)R and f(1) ∈ eic0R for some real constant
c0. The eigenfunctions are ce
(πn−ε)it+i(c0+ε), c ∈ R, n ∈ Z, with correspond-
ing eigenvalues πn − 2ε. As before we say that an eigenfunction is normalized if
|c| = 1.
7.7.2. The asymptotic eigenfunction at an end. Let γ ∈ Ô2g and γ
′ ∈ Ô2g−l.
As before, the modifier ∗ is placed as in M∗
J−
(γ, δl0γ
′) to denote the subset of
MJ−(γ0, δ
l
0γ
′) satisfying ∗. The modifier ∗ = (l1, . . . , lλ) means (l1, . . . , lλ) is a
partition of l and we restrict to curves with λ ends at δ0 with covering multiplicities
l1, . . . , lλ.
We consider the asymptotics of u ∈ M
(l1,...,lλ)
J ′
(γ, δl0γ
′) near the negative end
δ
lj
0 . Let
πD2ρ0
: R× (R/2Z)×D2ρ0 → D
2
ρ0
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be the projection to D2ρ0 with respect to balanced coordinates; we also write π for
πD2ρ0
. Also let
zj = πD2ρ0
◦ u : (−∞, s0]× (R/2ljZ)→ D
2
ρ0
be the projection of the negative end of u which corresponds to δ
lj
0 . The following
asymptotic result is due to Hofer-Wysocki-Zehnder [HWZ1]:
Lemma 7.7.3. There exist constants C0, C1 > 0 such that the following holds: For
any u ∈ M
(l1,...,lλ)
J ′
(γ, δl0γ
′) with a negative end at δ
lj
0 , there exists an asymptotic
eigenfunction fj : R/2ljZ→ C given by fj(t) = ce
πit/lj such that
|zj(s, t)− e
(π/lj−ε)sfj(t)| < C0e
(π/lj−ε+C1)(s−s0),(7.7.2)
|∂tzj(s, t)− e
(π/lj−ε)sf ′j(t)| < C0e
(π/lj−ε+C1)(s−s0).(7.7.3)
(We allow c = 0.)
Note that, because of the particularly simple form of the Hamiltonian flow
around δ0, Lemma 7.7.3 could also be proved directly by standard Fourier series
arguments.
Definition 7.7.4. The function fj(t) satisfying Equation (7.7.2) is called the as-
ymptotic eigenfunction for u at the negative end δ
lj
0 .
13
The following is due to Wendl [We4] and Hutchings-Taubes [HT2, Prop. 3.2].
(The proof of [HT2, Prop. 3.2] essentially proves the following lemma, but is not
quite stated in the same way.)
Lemma 7.7.5. There exists an arbitrarily small perturbation J˜ ′ of J ′ in J reg
W ′
,
which is supported on R × {ρ1 < ρ < ρ2} ⊂ R × N for 0 < ρ0 < ρ1 < ρ2
arbitrarily small, such that the following holds:
(⋆) for all γ and γ ′, partitions (l1, . . . , lλ) of l, j ∈ {1, . . . , λ} and r ∈
N∪{0}, the set of elements ofM
ind=r,(l1,...,lλ)
J˜ ′
(γ, δl0γ
′)/R with vanishing
asymptotic eigenfunction at δ
lj
0 is a real codimension 2 submanifold.
The real codimension 2 condition is due to the fact that dimREπ/li+ε = 2. Let
J ⋆
W ′
⊂ J reg
W ′
be the (dense) subset of almost complex structures which satisfy (⋆).
7.7.3. Definition of U˜m−1. Let γ ∈ Ô2g , γ
′ ∈ Ô2g−1, and J˜ ′ ∈ J
⋆
W ′
. Let
u ∈ MI=ind=2,n
∗=m−1
J˜ ′
(γ, δ0γ
′). Since J˜ ′ satisfies (⋆), the asymptotic eigen-
function of u at δ0 is nonzero. Hence we can associate a normalized asymptotic
eigenfunction at δ0 to u.
Now let
〈U˜m−1(γ), δ
p
0γ
′〉 =
{
0, if p 6= 1;
#
(
M
I=ind=2,n∗=m−1,fδ0
J˜ ′
(γ, δ0γ
′)/R
)
, if p = 1,
13This is the terminology from [HT2], which is slightly different from that of the Hofer school.
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for a generic normalized asymptotic eigenfunction fδ0 . The modifier fδ0 stands for
“the normalized asymptotic eigenfunction at the negative end δ0 is fδ0”.
7.7.4. The limit m → ∞. Suppose m ≫ 0. Let hm : S
∼
→ S be a smooth
extension of h : S
∼
→ S via νm, as defined in Section 5.1.2, and let h∞ : S
∼
→ S
be the smooth extension of h via ν∞. We recall that h∞ is the identity on the disk
D21/2 ⊂ S of radius
1
2 .
We will denote Nm (including m = ∞) the mapping torus of hm and define
W ′m = R × Nm. Of course W ′m is diffeomorphic to W ′ for all m (including
m = ∞); we will write W ′m instead of W ′ when it is necessary to keep track of
m. This will happen especially when m = ∞. The Hamiltonian structure on Nm
will be written as (α0,m, ω). We then define JW ′m as in Definition 5.3.13, with α0
replaced by α0,m. Similarly, we will use the notationW−,m and JW−,m instead of
W− and JW− when we need to specify m.
Although the orbit δ0 is degenerate when m = ∞, we still define the set P =
P̂ ∪ {δ0} of orbits, the set Ôk (resp. Ok) of orbit sets constructed from P̂ (resp. P)
which intersect S × {0} exactly k times, as in Section 5.3.2.
Let J ′∞ ∈ JW ′∞ . In analogy with Definition 5.3.15, let MJ ′∞(γ, δ
l
0γ
′) be
the moduli space of J ′∞-holomorphic maps in W ′ from γ to δ
l
0γ
′ without fiber
components. (We recall that γ and γ′ consist of orbits in N .)
The Hamiltonian vector field of (α0,∞, ω) is degenerate, but all degenerate or-
bits are contained in the interior of V , and therefore transversality for the mod-
uli spaces MJ ′∞(γ, δ
l
0γ
′) works in the usual way. An almost complex struc-
ture J ′∞ ∈ JW ′∞ is regular if M
s
J ′∞
(γ, δl0γ
′) is transversely cut out for all
0 < k ≤ 2g, l ≥ 0, γ ∈ Ôk, and γ
′ ∈ Ôk−l.
Lemma 7.7.6. A generic J ′∞ ∈ JW ′∞ is regular and satisfies (⋆).
Proof. The Fredholm theory for holomorphic curves with Morse-Bott asymptotics
uses Sobolev spaces with exponential weights. The regularity of simply-covered
moduli spaces in this setting is treated in Wendl [We4]. 
As before, we write J reg
W ′∞
⊂ JW ′∞ for the dense subset of regular almost
complex structures and J ⋆
W ′∞
⊂ J reg
W ′∞
for the dense subset of almost complex
structures which satisfy (⋆). Note that, if J ′∞ ∈ J
⋆
W ′∞
, then nearby almost com-
plex structures J ′m ∈ JW ′m form≫ 0 are in J
⋆
W ′m
.
On the other hand, compactness is more subtle. In fact the Hamiltonian vector
field of (α0,∞, ω) has a Morse-Bott family of orbits corresponding to int(D
2
1/2)
and a circle of degenerate orbits corresponding to ∂D21/2, and the standard asymp-
totic convergence theorems do not work for degenerate orbits. For this reason, we
will need extra work to be able to apply the SFT compactness theorem; namely we
will need to show that a family of degenerating J ′m-holomorphic curves satisfying
the appropriate topological constraints cannot approach an orbit of D21/2 besides a
multiple of δ0.
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Given a J ′∞-holomorphic map u : F˙ → W ′, we say that an end of F˙ accumu-
lates to a Hamiltonian orbit γ if, after parametrizing the end by (s0,+∞)× S
1 or
(−∞,−s0)× S
1, there is a sequence sk → +∞ such that lim
k→∞
u(±sk, t) = γ(t)
uniformly in t.
Lemma 7.7.7. Let u : F˙ → W ′ be a finite energy J ′∞-holomorphic map. Then
every end of F˙ accumulates to a Hamiltonian orbit γ. If an end of F˙ does not
accumulate to any degenerate orbit, than it is asymptotic to a (Morse-Bott) nonde-
generate orbit.
Proof. The accumulation to a Hamiltonian orbit follows from [Ho1]. If an end
does not accumulate to any degenerate orbit, then there is a neighborhood of the
degenerate orbits which does not intersect the image of the end, as the set of de-
generate orbits is compact. Then we can repeat the arguments of [HWZ1, HWZ3]
in the complement of that neighborhood. 
Let γz be the orbit corresponding to z ∈ D
2
1/2 for the stable Hamiltonian struc-
ture (α0,∞, ω) on N . We will use intersection arguments to constrain the behavior
of a sequence of J ′m-holomorphic maps that accumulate to orbits γz for some
z ∈ D21/2. (Recall that all other closed orbits in int(V ) intersect a fiber more than
2g times form≫ 0, and therefore are automatically excluded.)
Lemma 7.7.8. Let F be a compact Riemann surface with boundary and let
∂F = B+1 ⊔ . . . ⊔B
+
l+
⊔B−1 ⊔ . . . ⊔B
−
l−
, l± ≥ 1
be a decomposition of ∂F into connected components. We parametrize the com-
ponents B−j , j = 1, . . . , l±, by βj : S
1 → B−j in an orientation-reversing manner.
Let η be a positive real number and v : F → W ′ a J ′m-holomorphic map with
m≫ 0, such that
(i) each πN ◦ v ◦ βj is η-close to a cover of an orbit γzj with zj ∈ D
2
1/2 and
η <
|zj |
2 , and
(ii) each πN ◦ v(B
+
j ) is contained in a small neighborhood of N = N −
int(V ).
Then n′(v) ≥ m.
Proof. Consider subsets Vη = D
2
η × S
1 and V1/2+η = D
2
1/2+η × S
1 of N . Both
∂Vη and ∂V1/2+η are foliated by Hamiltonian orbits. We choose coordinates on
∂Vη and ∂V1/2+η such that the meridian has slope (1, 0), the orbits on ∂Vη have
slope (0, 1) and the orbits on ∂V1/2+η have slope (1, k) with k ≫ 0 (here we are
assuming that η has been perturbed so that the foliation on ∂V1/2+η has rational
slope).
Perturb η if necessary so that πN ◦ v is transverse to ∂Vη and ∂V1/2+η and let
C− = πN ◦ v(F ) ∩ ∂Vη and C+ = πN ◦ v(F ) ∩ ∂V1/2+η ,
where C− and C+ are oriented as the boundaries of Im(πN ◦ v)∩Vη and Im(πN ◦
v)∩V1/2+η . Since πN◦v maps noB
+
j inside V1/2+η andC+ is positively transverse
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to the orbits on ∂V1/2+η , it follows that C+ represents some homology class (q, p)
with p, q ≥ 1. Then a simple homology computation implies that C− represents
the homology class (q, 0). Hence n′(v) = qm ≥ m. 
Lemma 7.7.9. Let J ′mi ∈ J
⋆
W ′mi
be a sequence such that J ′mi → J
′
∞ ∈ J
⋆
W ′∞
as i→∞. Given a partition (l) of l, a sequence of curves
ui ∈ M
I=1,(l),n′=mi−l
J ′mi
(γ, δl0γ
′)
with i→∞ converges (up to extracting a subsequence) to a curve
u∞ ∈ M
I=1,(l),n˜=0
J ′∞
(γ, δl0γ
′),
where n˜(u∞) is the intersection number of u∞ with the section at infinity.
Proof. The first steps of the compactness theorem are unchanged by the presence
of degenerate orbits. Let F˙i be the domains of the maps ui. We can remove finite
sets of points Zi ⊂ F˙i so that the sequence ui|F˙i−Zi satisfies the uniform gradient
bound (Equation (7.3.3)).
The sequence of punctured Riemann surfaces F˙i − Zi converges to a punctured
nodal surface F˙∞ in the Deligne-Mumford moduli space. We denote by F
′
∞ the
punctured Riemann surface obtained by removing the nodes from F˙∞. The gradi-
ent bound (7.3.3) implies that we can extract a subsequence from ui|F˙i−Zi which
converges in C∞loc to a J
′
∞-holomorphic map u
′
∞ : F
′
∞ → W
′. (The holomorphic
map denoted by u′∞ in this proof should not be confused with the holomorphic
map u′∞ introduced in Section 5.7.2). We assume that no component of u
′
∞ is a
connector over δ0. The modifications required by the presence of a connector over
δ0 are easy and left to the reader.
Fix ε > 0 small and suppose that i≫ 0. Consider the connected component of
Thinε(F˙i−Zi)with a puncture that limits to δ
l
0; we identify it with (−∞, si)×S
1.
We claim that there is no s < si such that πN ◦ ui|{s}×S1 is sufficiently close to
an orbit γz with z ∈ D
2
1/2 − {0}. Arguing by contradiction, if there is such an
s, then we consider C0 := (−∞, s] × S
1 and C1 := F˙i − (−∞, s] × S
1. Since
C0 limits to δ
l
0, we have n
′(ui|C0) ≥ mi − l. On the other hand, there exists a
compact surface with boundary F ⊂ C0 such that ui|F satisfies the conditions of
Lemma 7.7.8 and n′(ui|F ) ≥ mi, a contradiction. We can similarly argue that, for
any other component (s−, s+) × S
1 of Thinε(F˙i − Zi), there is no s ∈ (s−, s+)
such that πN ◦ ui|{s}×S1 is sufficiently close to an orbit γz with z ∈ D
2
1/2 − {0};
here s− = −∞ or s+ = +∞ are allowed.
We now apply the usual compactness argument (in view of Lemma 7.7.7) to
obtain a limit J ′∞-holomorphic building u∞ such that no level of the building
has an end that accumulates to an orbit γz for z ∈ D
2
1/2 − {0}. Finally, since
J ′∞ ∈ J
⋆
W ′∞
, every level of u∞ has ind ≥ 1. On the other hand, since u∞ has
total Fredholm index 1, it is a single-level building. 
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Let J ′∞ ∈ J
⋆
W ′∞
. By the compactness and regularity of moduli spaces, there
are only finitely many curves C1, . . . , Cr, modulo R-translation, such that
Ci ∈ M
I=1,n˜=0,(li)
J ′∞
(γi, δ
li
0 γ
′
i)
for some orbit sets γi,γ
′
i ∈ Ô∗ and partition (li) of li. Here if u is a curve with
an end at δp0 , then its ECH index is computed using the Conley-Zehnder index of
δp0 with respect to hm,m≫ 0, and n˜(u) is defined as the intersection number of u
and the section at infinity. Let
fi : R/2liZ→ C, t 7→ cie
πit/li ,
be the asymptotic eigenfunction corresponding the end δli0 of Ci. The condition
ci 6= 0 follows from Lemma 7.7.6. We may therefore assume without loss of
generality that all the fi are normalized.
7.7.5. Radial rays.
Definition 7.7.10. A bad radial ray is a radial ray Rφ0 = {φ = φ0, ρ ≥ 0} in C
which passes through a point in
{fi(t) | i = 1, . . . , r; 0 < t < 2li; t ≡ 3/2 mod 2}.
A radial ray Rφ0 which is not bad is said to be good.
A good radial ray must exist and, as it is explained in the following remark, we
can assume it is Rπ.
Remark 7.7.11. The set of bad radial rays is determined by (W ′∞, J ′∞). Strictly
speaking, we should choose the set of endpoints E ⊂ ∂D2 as in Section 5.2.2 such
thatRφ0+π is a good radial ray and φ0 < φ(yj(m)) < φ0+c(m) where c(m)→ 0
as m → ∞. After a rotational coordinate change of D2, we may assume that Rπ
is a good radial ray and 0 < φ(yj(m)) < c(m).
7.8. The rescaled function. In this subsection we will use limiting arguments in
which m → ∞ and hm → h∞; see Section 7.7.4. Hence many of the almost
complex structures and moduli spaces will have an additional subscript m, where
m = ∞ is also a possibility. Let J ′∞ ∈ J
⋆
W ′∞
and let J ′m ∈ J
⋆
W ′m
be a nearby
almost complex structure with respect to the integer m ≫ 0. Let J−,m ∈ J
reg
W−,m
be an almost complex structure which restricts to J ′m and let J
♦
−,m be (ε, U)-close
to J−,m.
Let mi, i ∈ N, and uij , i, j ∈ N, be sequences satisfying the following proper-
ties:
(S1) lim
i→∞
mi =∞;
(S2) uij ∈ M
I=3,n∗=mi
J
♦
−,mi
(γ,y;m), where y = {xl} ∪ y
′ or {x′l} ∪ y
′ for some
l; and
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(S3) for all i ∈ N and κ, ν > 0, there exists ji,κ,ν such that, if j ≥ ji,κ,ν , then
uij is (κ, ν)-close (cf. Definition 6.5.2) to a J
♦
−,mi-holomorphic building
ui∞ = ∪lvl,i with v
′
0,i 6= ∅.
Moreover, assume that one of the following holds:
(S4’) the first negative end at δ0 in the building ui∞ has multiplicity one, or
(S4”) the first negative end at δ0 in the building ui∞ has multiplicity two.
Property (S3) is a consequence of the fact that the sequence uij converges in the
SFT sense to the building ui∞ for each fixed i. Property (S4’) corresponds to Cases
(1) and (2) in Theorem 7.6.1 and Property (S4”) corresponds to the remaining
cases.
7.8.1. Truncation. Recall the projection π = πD2ρ0
using balanced coordinates.
Lemma 7.8.1. Let v be a J ′m-holomorphic curve in W ′m with ECH index I ≤ 2
for J ′m ∈ J
⋆
W ′m
and let v˜ : (−∞, s0] → W ′ be a negative end of v which is
asymptotic to a multiple cover of δ0. Then for every η, κ > 0 there exist positive
constants R and κ′ < η such that κ
′
κ >
1
η and∣∣π ◦ v˜(−R, t)− κ′f(t)∣∣ ≤ κ
2
,∣∣∂t(π ◦ v˜)(−R, t)− κ′f ′(t)∣∣ ≤ κ
2
for all t, where f is the normalized asymptotic eigenfunction for v˜.
Proof. This is a slightly weaker rephrasing of Lemma 7.7.3, in view of Lemma
7.7.5. 
Let F be a Riemann surface and u : F → (W−, J−) a holomorphic map. We
denote by p : F → B− the map πB− ◦ u and by s : F → R, t : F → S
1
the functions obtained by composing p with the coordinates (s, t) on B−. The
functions (s, t) give local coordinates on F outside the critical points of p.
Let g be the restriction of an s-invariant Riemannian metric on W ′ to W− and
let d be the distance induced by g onW−.
Definition 7.8.2 (Truncation). A truncation (u˜, F˜ , {R(l)}l0l=1, m˜, e
±, κ′) of a holo-
morphic map u : F → (W−, J−) is a tuple where:
• F˜ is a subsurface of F and u˜ is the restriction of u to F˜ ;
• p(F˜ ) = B− ∩ {R
(1) ≤ s ≤ R(l0)};
• for each l = 1, . . . , l0 − 1, the restriction
p : F˜ ∩ p−1({R(l) ≤ s ≤ R(l+1)})→ B− ∩ {R
(l) ≤ s ≤ R(l+1)}
is a branched cover;
• sup
x∈u˜(F˜ )
d(x, σ−∞) ≤ 2κ
′;
• if d(u(y), σ−∞) ≤
κ′
2 , then y ∈ F˜ ;
• m˜ ∈ F˜ is the unique point such that u˜(m˜) = m;
128 VINCENT COLIN, PAOLO GHIGGINI, AND KO HONDA
• e+ (resp. e−) is the union of components of ∂F˜ − p−1(∂B−) for which
ds(n) > 0 (resp. < 0), where n is the outward normal vector field along
∂F˜ .
The map p is a branched cover only restricted to portions of F˜ , and not globally,
because there can be portions of ∂F˜ which are mapped to the interior of B− ∩
{R(1) ≤ s ≤ R(l0)}.
Definition 7.8.3. A good truncation
(u˜, F˜ , {R(l)}l0l=1, m˜, e
±, κ, κ′)
is a truncation (u˜, F˜ , {R(l)}l0l=1, m˜, e
±, κ′), together with a constant κ > 0, such
that κ
′
κ > 2 and:
(G) ‖π ◦ u˜|e± − f‖C1 ≤ κ, where f is an asymptotic eigenfunction of δ0 or
z∞ (as appropriate) on each component of e
± and ‖f‖C0 ≥ κ
′.
Lemma 7.8.4. Letmi and uij be sequences satisfying (S1)–(S3) and either (S4’) or
(S4”). Then there is a sequence j(i) such that the following hold for all j ≥ j(i):
(1) uij admits a good truncation
(u˜ij , F˜ij , {R
(l)
ij }
l0
l=1, m˜ij , e
±
ij , κi, κ
′
i);
(2) lim
i→∞
κ′i = limi→∞
κi = 0 and lim
i→∞
κ′i
κi
= +∞;
(3) lim
i→∞
R
(l0)
ij(i)
= +∞ and lim
i→∞
R
(1)
ij(i)
= −∞.
Proof. We prove the lemma in Case (S4’), where the notation is simpler, i.e., we
can use (s, t) as global coordinates on F˜ij . In this case l0 = 2. Case (S4”) is
conceptually the same.
Fix a sequence ηi → 0. Then, by Lemma 7.8.1, for each i there exist κ
′
i, κi and
Ri which satisfy:
• κ′i, κi < ηi and
κ′i
κi
> 1ηi ; and
•
∣∣π ◦ v˜i(−Ri, t)− κ′ifi(t)∣∣ ≤ κi2 for all t, where fi is the normalized as-
ymptotic eigenfunction for a negative end v˜i of a J ′mi-holomorphic curve
v̂i of ECH index I ≤ 2 that limits to δ0. The curve v̂i is a component of
the SFT limit of the sequence {uij}j .
On the other hand, by (S3) and Definition 6.5.2, for all i there exists j(i) such
that if j > j(i) then there exists R′ij such that∣∣π ◦ uij(R′ij −Ri, t)− π ◦ v˜i(−Ri, t)∣∣ ≤ κi2
for all t. Setting R
(1)
ij = R
′
ij(i) −Ri, we obtain:∣∣∣π ◦ uij(R(1)ij , t)− κ′ifi(t)∣∣∣ ≤ ∣∣∣π ◦ u˜ij(R(1)ij , t)− π ◦ v˜i(−Ri, t)∣∣∣
+
∣∣π ◦ v˜i(−Ri, t)− κ′ifi(t)∣∣ ≤ κi.
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Similar considerations also hold for the t-derivative and at the negative truncated
end. 
Remark 7.8.5. As i→∞, the curves v̂i approach one of the Ci0 from Section 7.7.4,
modulo R-translation, by Lemma 7.7.9. Hence the normalized asymptotic eigen-
functions fi limit to the normalized eigenfunction fi0j0 for Ci0 at the negative end
as i→∞.
7.8.2. Ansatz. We define z˜i = π ◦ u˜ij(i) and, to simplify computations, we will
make the ansatz
(7.8.1) z˜i = e
−εisw˜i,
where εi =
π
mi
.
Lemma 7.8.6. The functions w˜i : F˜i → C defined by Equation (7.8.1) are holo-
morphic with respect to the standard complex structure on C.
Proof. We give the proof for Case (S4”); Case (S4’) is similar but simpler. The
functions (s, t) give local conformal coordinates on F˜i outside the branch locus be-
cause pi : F˜i → B− is holomorphic. Then z˜i : F˜i → C satisfies Equation (7.7.1):
∂sz˜i + i∂tz˜i + εiz˜i = 0.
If we plug in Equation (7.8.1) into Equation (7.7.1) we obtain:
−εie
−εisw˜i + e
−εis∂sw˜i + ie
−εis∂tw˜i + εie
−εisw˜i = 0.
Hence ∂sw˜ + i∂tw˜i = 0, so w˜i is a holomorphic map to the standard complex line
(C, i) in the complement of the branch point. Then it is holomorphic everywhere
by the removal of singularities. 
7.8.3. Rescaling. Consider the diagonal subsequence ui = uij(i), i = 1, 2, . . . .
We abbreviate F˜i = F˜ij(i), pi = pij(i)|F˜ij(i)
, m˜i = m˜ij(i), etc. Fix R
′
0, R0 > 0 and
let Ki be the connected component of p
−1
i (B− ∩ {−R
′
0 ≤ s ≤ R0}) containing
m˜i. By passing to a subsequence we may assume that the topologies of Ki and
F˜i −Ki are independent of i. In order to simplify the exposition, we will assume
that this is the case for all i.
Definition 7.8.7. We define Ci = supz∈Ki |w˜i(z)| and wi = w˜i/Ci.
The holomorphic maps wi : F˜i → C satisfy the following properties:
(1) supz∈Ki |wi(z)| = 1;
(2) there is a unique point m˜i ∈ F˜i such that wi(m˜i) = 0; the zero m˜i is a
simple zero;
(3) if x ∈ ∂F˜i and pi(x) = (s, t) ∈ ∂B−, then wi(x) ∈ e
i(εit+φi)R+ with
εi =
π
mi
and lim
i→∞
φi = 0 for some φi depending on the boundary compo-
nent of ∂F˜i containing x;
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(4) for every truncated end c (i.e., a connected component of e+ or e−) there
are constants κ˜i and κ˜
′
i such that the inequalities
(7.8.2) ‖wi|c − fi‖C1 ≤ κ˜i, ‖fi‖C0 ≥ κ˜
′
i
holds, where fi is an asymptotic eigenfunction of δ or z∞ (as appropriated)
on c, and κ˜i and the constants κ˜
′
i satisfy κ˜
′
i/κ˜i →∞ as i→∞.
Remark 7.8.8. The loops of wi|e±i
have winding number 1 around the origin when
i is sufficiently large: in fact κ˜′i > κ˜i, so the linear homotopy between wi|e±i
and
fi(t) is contained in C
×.
Lemma 7.8.9. After passing to a subsequence, wi|Ki converges to a nonconstant
holomorphic function w∞|K∞ .
Proof. After passing to a subsequence we may assume thatKi converges to a Rie-
mann surface K∞ with boundary. Since wi|Ki is uniformly bounded, the lemma
follows from Montel’s theorem. 
From now on we assume that we have passed to a subsequence so that Lemma
7.8.9 holds. In the following subsections we analyze the convergence ofwi, not just
on the uniformly bounded part Ki. This involves techniques of SFT compactness.
7.8.4. Energy bound. Following Hofer [Ho1], we define an energy for holomor-
phic functions on Riemann surfaces with boundary and punctures.
Definition 7.8.10 (Energy). Let C be the set of smooth functions ϕ : [0,∞) →
[0, 1] such that ϕ(0) = 0 and ϕ′(r) ≥ 0 for all r ∈ [0,∞). If F is a Riemann
surface and u : F → C a holomorphic function, we define the energy of u as
E(u) = sup
ϕ∈C
∫
F
u∗d(ϕ(r)dθ),
where (r, θ) are polar coordinates on C.
Remark 7.8.11. If we identify C×
∼
→ R× S1 using the log map, then
sup
ϕ∈C
∫
F−u−1(0)
u∗d(ϕ(r)dθ)
agrees with the usual expression for the Hofer energy of
log ◦u : F − u−1(0)→ R× S1.
Lemma 7.8.12. The sequence wi has uniformly bounded energy.
Proof. By Stokes’ theorem,∫
F˜i
w∗i (dϕ(r)dθ) =
∫
∂F˜i
w∗i (ϕ(r)dθ).
The boundary ∂F˜i is the union of e
±
i , fik = p
−1
i ({t = k}) ∩ ∂F˜i, k = 0, 1,
and fi2 = p
−1
i ({1 < t < 2}) ∩ ∂F˜i, all oriented using the boundary orienta-
tion. If c is a component of e±i , then
∫
cw
∗
i dθ = 2π deg(wi|c) if c is a circle and
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c
w∗i dθ ≈
π
m if c is an arc because wi|c is C
l-close to an asymptotic eigenfunction
with l ≥ 1 (compared to the C0 norm of the eigenfunction). This follows from the
exponential decay estimates of [HWZ1]; also see [HT2, Lemma 2.3]. Moreover,
for k = 0, 1,
∫
fik
w∗i (ϕ(r)dθ) = 0 since w|fik , k = 0, 1, projects to a radial ray.
Finally,
∫
fi2
w∗i (ϕ(r)dθ) < 0 since w|fi2 always has a component in the negative
θ-direction; here it is important to remember that we are projecting using balanced
coordinates. This proves the lemma. 
Remark 7.8.13. Observe that E(cu) = E(u) where c ∈ C×.
7.8.5. Bubbling. The goal of this subsection is to eliminate certain types of bub-
bling.
Let (F˜ i, g˜i), i ∈ N, be a sequence of Riemannian surfaces which are compatible
with the complex structures and have injectivity radii which are uniformly bounded
below. For example, one could obtain the metrics g˜i by scaling the compatible
hyperbolic metrics by a conformal factor so that the thick parts remain hyperbolic,
while the thin parts become flat cylinders. We will use these metrics to compute
the pointwise norm of the differential of the functions wi which are denoted by
|w′i|.
Lemma 7.8.14. For every compact set K ⊂ B−, there is a constant CK > 0 such
that |wi(z)| < CK and |w
′
i(z)| < CK for all z ∈ p
−1
i (K) and all i ∈ N.
Proof. The lemma holds forK∩Ki by Lemma 7.8.9. Hence it suffices to consider
K ∩ Kci , where K
c
i := F˜i − int(Ki). Since wi(K
c
i ) ⊂ C
×, we compose with
log : C× → R × (R/2πZ) and consider ζi = log ◦wi|Kci . The sequence ζi
has uniformly bounded energy by Lemma 7.8.12. If |ζi
′|, i ∈ N, is not uniformly
bounded onKci , then the usual bubbling analysis yields a nonconstant finite energy
plane v˜+∞ : C → R × (R/2πZ) or half-plane v˜
+
∞ : H → R × (R/2πZ); see the
proof of [Ho1, Theorem 31]. If v˜+∞ is a half-plane, then v˜
+
∞(∂H) is contained in a
line R × {pt} ⊂ R × (R/2πZ) as a consequence of the boundary conditions for
the maps wi, and we can double v˜
+
∞ to obtain a nonconstant finite energy plane by
the Schwarz reflection principle. On the other hand, by [Ho1, Lemma 28], there
are no nonconstant finite energy planes in R × (R/2πZ), a contradiction. Hence
|ζi
′|, i ∈ N, is uniformly bounded on Kci . This in turn implies uniform bounds on
|wi| and |w
′
i| onK ∩K
c
i . 
7.8.6. Case (S4’). In Cases (S4’) and (S4”) we often pass to a subsequence with-
out explicit mention.
Suppose we are in Case (S4’). Recall the compactification cl(B−) ofB− defined
in Section 5.1.1, obtained by adjoining the points at infinity p+, p−. Here cl(B−)
is isomorphic to the closed unit disk, p+ is a marked point in the interior and p− is
a marked point on the boundary under this identification.
Theorem 7.8.15. The sequence (wi)i∈N converges uniformly on compact subsets
to a holomorphic map w∞ : B− → C such that:
(1) w∞(∂B−) ⊂ R
+ and w∞(m
b) = 0;
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(2) lim
s→+∞
|w∞(s, t)| = +∞ and lim
s→+∞
w∞(s, t)
|w∞(s, t)|
= fi0j0(t), for some i0, j0;
(3) lim
s→−∞
w∞(s, t) = c ∈ R
+;
(4) w∞|int(B−) is a biholomorphism onto its image. In particular m
b is the
unique zero of w∞|cl(B−) and is simple;
(5) w∞ extends to a holomorphic map cl(B−) → CP
1, still called w∞, such
that w∞(∂cl(B−)) = [a1, a2] ⊂ R
+ and w∞(p+) =∞.
Recall that fi0j0(t) is a normalized asymptotic eigenfunction of the curve Ci0
with a negative end asymptotic to a multiple of δ0.
Proof. The uniform convergence on compact subsets is a consequence of the bounds
from Lemma 7.8.14. (1) is immediate from the convergence, together with the ob-
servation that the angles between the arcs in a tend to 0 asmi →∞.
(2) We can either use SFT compactness and analyze the levels, or argue directly
as follows: Let K+i (resp. K
−
i ) be the component of F˜i − int(Ki) with positive
(resp. negative) s-coordinates. We expand wi and w∞ in Fourier series on K
+
i :
wi(s, t) =
+∞∑
n=−∞
aine
πn(s+it), w∞(s, t) =
+∞∑
n=−∞
a∞n e
πn(s+it).
By the uniform convergence of wi to w∞, lim
i→∞
ain = a
∞
n for all n. Then (2) is
equivalent to the conditions:
(i) lim
i→∞
ai1
|ai1|
eiπt = fi0j0(t); and
(ii) lim
i→∞
ain = 0 when n ≥ 2.
Since we are in Case (S4’), {R
(l)
i }
l0
l=1 = {R
(1)
i , R
(2)
i }, i.e., l0 = 2. By Equa-
tion (7.8.2), ∣∣∣∣12
∫ 2
0
(
wi(R
(2)
i , t)− fi(t)
)
e−πintdt
∣∣∣∣ ≤ κ˜i,
for all n ∈ Z. On the other hand, if we write fi(t) = cie
πit, where fi(t) is not
necessarily normalized, then
1
2
∫ 2
0
(
wi(R
(2)
i , t)− fi(t)
)
e−πintdt = aine
πnR
(2)
i − ciδ1n,
where δ1n is the Kronecker delta. Hence
(a) |ain| · e
πnR
(2)
i ≤ κ˜i for all n 6= 1; and
(b) |ai1e
πR
(2)
i − ci| ≤ κ˜i.
We prove (ii). Arguing by contradiction, suppose that lim
i→∞
|ain| 6= 0 for some
n ≥ 2. By (a), there exists C > 0 such that Ce2πR
(2)
i < κ˜i for all i. Since
R
(2)
i → ∞ and limi→∞
ai1 exists, we obtain |a
i
1e
πR
(2)
i | < κ˜i for all i. On the other
hand, |ci| ≥ κ˜
′
i and lim
i→∞
κ˜′i
κ˜i
= +∞, which contradicts (b).
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Next we prove (i). We claim that lim
i→∞
ai1 6= 0 for topological reasons. Indeed,
if lim
i→∞
ai1 = 0, then lim
i→∞
ain = 0 for all n ≥ 1 by (ii) and the curve wi|s=R(2)i
has
nonpositive winding number around 0 when i ≫ 0, a contradiction. This proves
the claim. Finally, lim
i→∞
∣∣∣∣ai1 · eπR(2)i|ci| − ci|ci|
∣∣∣∣ = 0, since limi→∞ κ˜iκ˜′i = limi→∞ κ˜i|ci| = 0.
Hence
lim
i→∞
ai1
|ai1|
eπit = fi0j0(t),
which proves (i).
(3) This is similar to (2). We expand wi in Fourier series on K
−
i :
wi(s, t) =
+∞∑
−∞
aine
εiie(πn−εi)(s+it).
By the uniform convergence, lim
s→−∞
ain = a
∞
n and we can similarly prove that
a∞n = 0 for all n < 0. This implies (3) because the normalized eigenfunctions
converge to a constant as i→ +∞.
(4) Since H2(cl(B−), ∂cl(B−)) ∼= H2(CP
1, [a1, a2]) ∼= Z, we have a well-
defined notion of degree for w∞. Moreover, as in the closed case, the degree is
equal to the cardinality of the inverse image of a regular value in CP1 − [a1, a2].
Hence degw∞|int(B−) = 1 because w
−1
∞ (∞) = {0} and 0 is a simple pole. This
implies that w∞ : int(B−)→ C− [a1, a2] is a biholomorphism.
(5) follows from (2) and (3). 
7.8.7. Case (S4”). We give a brisk treatment of the construction of the limit,
mostly pointing out the differences with (S4’). The main difference is that the holo-
morphic maps ui admit good truncations with a component which is a branched
double cover over its image with a single branch point bi ∈ B−, and we must
analyze different cases depending on the behavior of the branch point as i→∞.
There are five cases:
(a) lim
i→∞
bi = b∞ ∈ int(B−),
(b) lim
i→∞
bi = b∞ ∈ ∂B−,
(c) lim
i→∞
s(bi) = +∞,
(d’) lim
i→∞
s(bi) = −∞ and d(bi, ∂B−) ≥ C , where C > 0 is a constant, or
(d”) lim
i→∞
s(bi) = −∞ and d(bi, ∂B−)→ 0.
The sequence pi : F˜i → B− converges in the SFT sense to a 1- or 2-level
holomorphic building p∞ = p
0
∞, p
0
∞ ∪ p
1
∞, or p
−1
∞ ∪ p
0
∞, where p
−1
∞ , p
0
∞, p
1
∞ are
branched covers of B, B−, B
′, respectively. We have a 1-level building in Cases
(a) and (b) and a 2-level building in Cases (c), (d’), and (d”). Let pm∞ : F˜
m
∞ → B−
be the restriction of p0∞ to the component containing the limit m˜∞ of m˜i and let
pb∞ : F˜
b
∞ → B or B
′ be the restriction of p−1∞ , p
0
∞, or p
1
∞ to the component
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containing the limit b∞ of bi. If p
m
∞ = p
b
∞ (i.e., in Cases (a) and (b)) we drop the
superscripts.
Near all the punctures of F˜ ⋆∞, ⋆ ∈ {m, b}, we use cylindrical or rectangular
coordinates (s, t) induced by the coordinates (s, t) on B− by pullback, after a
possible translation in the s-direction.
For ∗ ∈ {∅,′ ,−}, we denote the compactification of B∗, obtained by adjoining
the points at infinity p∗±, by cl(B
∗). Similarly, let cl(F˜ ⋆∞), ⋆ ∈ {m, b}, be the
compactification of F˜ ⋆∞, obtained by adjoining q
⋆
±,j , where j ∈ {1} or {1, 2},
depending on the number of ends. (If there is only one end, we suppress the index.)
The maps p⋆∞ : F˜
⋆
∞ → B
∗, can be compactified to p⋆∞ : cl(F˜
⋆
∞)→ cl(B
∗), where
q⋆±,j is mapped to p
∗
±.
In Case (a), F˜∞ is an annulus with a puncture q+ in the interior and a puncture
q−,j on each boundary component. In Case (b), F˜∞ is a disk with one puncture q+
in the interior, two punctures q−,j , j = 1, 2, on the boundary, and two boundary
points b∞,j, j = 1, 2, which are glued together to give b∞. The points q−,j and
b∞,j alternate along the boundary. In Case (c), F˜
m
∞ is a disk with a puncture q
m
+
in the interior and a puncture qm− on the boundary, and F˜
b
∞ is a sphere with three
punctures qb+, q
b
−,j , j = 1, 2. In Case (d’), F˜
m
∞ is a disk with a puncture q
m
+ in
the interior and two punctures qm−,j on the boundary and F˜
b
∞ is a disk with four
punctures qb±,j on the boundary. In Case (d”), F˜
m
∞ is a disk with a puncture q
m
+ in
the interior and two punctures qm−,j on the boundary and F˜
b
∞ is a disk with four
punctures qb±,j on the boundary and two boundary points b∞,j, j = 1, 2, identified.
Cases (a) and (b) are similar to Case (S4’), while the situation in Cases (c), (d’)
and (d”) is complicated by the fact that the limit is a 2-level holomorphic building.
Cases (a) and (b).
Theorem 7.8.16. Suppose lim
i→∞
bi = b∞ ∈ B−. Then (wi)i∈N converges to a
holomorphic map w∞ : F˜∞ → C such that:
(1) w∞(∂F˜∞) ⊂ R
+;
(2) at the positive puncture q+,
lim
s→+∞
|w∞(s, t)| = +∞, lim
s→+∞
w∞(s, t)
|w∞(s, t)|
= fi0j0(t);
(3) at the negative punctures q−,j , j = 1, 2, lim
s→−∞
w∞(s, t) = cj ∈ R
+;
(4a) in Case (a), w∞ extends to a holomorphic map w∞ : cl(F˜∞)→ CP
1 such
that w∞ : int(cl(F˜∞))→ CP
1−([a1, a2]⊔ [a3, a4]) is a biholomorphism;
(4b) in Case (b), w∞ extends to a holomorphic map w∞ : cl(F˜∞)→ CP
1 such
that w∞ : int(cl(F˜∞))→ CP
1 − [a1, a2] is a biholomorphism;
(5) m˜∞ is the unique zero of w∞|int(cl(F˜∞)) and is simple; p∞(m˜∞) = m
b.
Proof. The proof of Theorem 7.8.15 goes through without modification to give
(1)–(3).
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(4a) As in the proof of Theorem 7.8.15(4), we can define the degree for maps
of pairs (cl(F˜∞), ∂cl(F˜∞)) → (CP
1,R+). The degree of w∞ is 1 because it
has a unique pole of order 1. The order of the pole at the positive puncture can
be computed from the winding number of fi0j0 , which is the smallest one for a
positive eigenvalue by Lemma 7.7.5. Then w∞ can have no branch points in the
interior of cl(F˜∞). (4b) is similar. (5) follows from (4a) and (4b). 
Cases (c), (d’) and (d”). When the sequence {bi} is unbounded, there are surfaces
F˜ ⋆i , ⋆ ∈ {m, b}, with embeddings ι
⋆
i : F˜
⋆
i → F˜i, such that F˜
⋆
i converges to F˜
⋆
∞.
Let pmi : F˜
m
i → B− be the restriction of pi and let p
b
i : F˜
b
i → B
∗, ∗ = ∅ or ′, be
the composition of an s-translation and pi|F˜ bi
so that s-coordinate of pbi(bi) is zero.
Let wi be as in Definition 7.8.7. Let
Kbi = (pi ◦ ι
b
i)
−1(B− ∩ {s(bi)− 1 ≤ s ≤ s(bi) + 1}) ⊂ F˜
b
i
and Cbi = supz∈Kbi
|wi(ι
b
i (z))|. Then we set w
m
i = wi ◦ ι
m
i and w
b
i = (wi ◦ ι
b
i )/C
b
i .
Lemma 7.8.17. For every compact set K ⊂ B∗, there is a constant CK > 0 such
that |w⋆i (z)| < CK , and |(w
⋆
i )
′(z)| < CK for all z ∈ (p
⋆
i )
−1(K) and all i ∈ N.
Here ⋆ ∈ {m, b} and ∗ ∈ {∅,′ ,−}, as appropriate.
Proof. Similar to Lemma 7.8.14. 
Lemma 7.8.17 implies that the limits wm∞ and w
b
∞ exist. The following lemma
gives the behavior of wm∞ and w
b
∞ near the punctures.
Lemma 7.8.18.
(1) Let u : R+ × (R/πZ) → C× be a finite energy holomorphic map. If the
map t 7→ u(s, t) has degree one for some (and therefore all) s ∈ R+, then
lim
s→+∞
|u∞(s, t)| = +∞ and lim
s→+∞
u∞(s, t)
|u∞(s, t)|
= ceπit with c 6= 0.
(2) Let u : R− × (R/πZ) → C× be a finite energy holomorphic map. If the
map t 7→ u(s, t) has degree one for some (and therefore all) s ∈ R−, then
lim
s→−∞
|u∞(s, t)| = 0.
Proof. (1) Let us view u as a map R+ × (R/πZ) → R × (R/πZ). As in the
proof of Lemma 7.8.14, since u has finite energy, it has bounded derivative. Let
un(s, t) = u(s + kn, t), where kn ∈ R
+ and lim
n→+∞
kn = +∞. The sequence
un has uniformly bounded derivative and converges to a finite energy holomorphic
map
u∞ : R× (R/πZ)→ R× (R/πZ).
Such a holomorphic map is of the form u∞(s, t) = (s + a, t + b), where a, b are
constants. This implies (1). (2) is similar and is left to the reader. 
Case (c).
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Theorem 7.8.19. Suppose lim
i→∞
s(bi) = +∞. Then (w
m
i )i∈N converges to a holo-
morphic map wm∞ : F˜
m
∞ → C such that:
(1) wm∞(∂F˜
m
∞) ⊂ R
+;
(2) at the positive puncture qm+,
lim
s→+∞
|wm∞(s, t)| = +∞, lims→+∞
wm∞(s, t)
|wm∞(s, t)|
= f(t),
where f is a normalized eigenfunction of the asymptotic operator at δ0
with winding number one;
(3) at the negative puncture qm−, lims→−∞
wm∞(s, t) = c ∈ R
+;
(4) wm∞ extends to a holomorphic map w
m
∞ : cl(F˜
m
∞) → CP
1 such that wm∞ :
int(cl(F˜m∞))→ CP
1 − [a1, a2] is a biholomorphism; and
(5) mb is the unique zero of wm∞|int(cl(F˜m∞))
and is simple.
Also (wbi )i∈N converges to a holomorphic map w
b
∞ : F˜
b
∞ → C such that:
(6) at the positive puncture qb+,
lim
s→+∞
|wb∞(s, t)| = +∞, lims→+∞
wb∞(s, t)
|wb∞(s, t)|
= fi0j0(t);
(7) at the negative puncture qb−,1 that connects to q
m
+, lims→−∞
wb∞(s, t) = 0;
(8) at the other negative puncture qb−,2, lims→−∞
wb∞(s, t) = c ∈ R
+;
(9) at the punctures qm+ and q
b
−,1, lims→+∞
wm∞(s, t)
|wm∞(s, t)|
= lim
s→−∞
wb∞(s, t)
|wb∞(s, t)|
;
(10) wb∞ extends to a biholomorphism w
b
∞ : CP
1 → CP1; and
(11) qb−,1 is the unique zero of w
b
∞ and is simple.
Proof. The proof of Theorem 7.8.15 goes through with little modification, in view
of Lemma 7.8.18. We remark that (8) is a consequence of Convention 6.6.4 and
the proof technique of Lemma 6.6.5. 
Cases (d’) and (d”).
Theorem 7.8.20. Suppose lim
i→∞
s(bi) = −∞. Then (w
m
i )i∈N converges to a holo-
morphic map wm∞ : F˜
m
∞ → C such that:
(1) wm∞(∂F˜
m
∞) ⊂ R
+;
(2) at the positive puncture qm+,
lim
s→+∞
|wm∞(s, t)| = +∞, lims→+∞
wm∞(s, t)
|wm∞(s, t)|
= fi0j0(t);
(3) at the negative punctures qm−,j , j = 1, 2, lims→−∞
wm∞(s, t) = cj ∈ R
+;
(4) wm∞ extends to a holomorphic map w
m
∞ : cl(F˜
m
∞) → CP
1 such that wm∞ :
int(cl(F˜m∞))→ CP
1 − [a1, a2] is a biholomorphism;
HF=ECH VIA OPEN BOOK DECOMPOSITIONS I 137
(5) m˜∞ is the unique zero of w
m
∞|int(cl(F˜m∞))
and is simple.
Also (wbi )i∈N converges to a constant map w
b
∞ : F˜
b
∞ → C.
7.9. Involution lemmas. In this subsection we collect some lemmas on holomor-
phic maps between Riemann surfaces with anti-holomorphic involutions. These
lemmas, collectively referred to as the involution lemmas, will play an important
role in Section 7.10 and in the sequel [II].
Our starting point is the following observation, whose proof is straightforward.
Observation 7.9.1. LetΣ1,Σ2 be Riemann surfaces with anti-holomorphic involu-
tions ι1, ι2, respectively. If f : Σ1 → Σ2 is a holomorphic map, then f˜ := ι2◦f ◦ι1
is also holomorphic. Moreover, if f = f˜ , then f(Fix(ι1)) ⊂ Fix(ι2), where
Fix(ιi) is the fixed point set of ιi.
There are four versions of the involution lemma; the first two will be used in
this paper and the last two only in the sequel [II]. We start by introducing some
common notation which will be used in all four versions: For i = 1, 2, the Riemann
surface Σi is an open subset of CP
1 which is invariant under complex conjugation
and has finitely generated fundamental group; moreover no component ofCP1−Σi
is a single point. The complex conjugation on CP1 restricts to an anti-holomorphic
involution ιi : Σi → Σi. On each Σi we fix “radial rays”
Ri = Σi ∩ (R
≤0 ∪ {∞}).
The asymptotic marker R˙i(0) is the connected component of T0RP
1 − {0} (i.e., a
tangent half-line) consisting of vectors with negative ∂x-component; similarly, the
asymptotic marker R˙i(∞) is the component of T∞RP
1 − {0} that is mapped to
R˙i(0) under the inversion z 7→
1
z . The radial rays Ri and their related asymptotic
markers are invariant under the involution ιi. In this section we will use the notation
D for the open unit disk in C, considered as a Riemann surface.
Lemma 7.9.2. GivenΣi as above, there is a compact Riemann surface with bound-
aryΣi with a biholomorphism Σi
∼
→ int(Σi). Moreover there is an anti-holomorphic
involution ιi : Σi → Σi such that the diagram
Σi


//
ιi

Σi
ιi

Σi


// Σi
commutes.
Sketch of proof. We outline the proof of the first statement. Use the uniformization
theorem to identify the universal cover of Σ = Σ1 or Σ2 with the open upper half
space H. Let G ⊂ PSL(2,R) be the deck transformation group of H such that
H/G = Σ. If G is finitely generated, then (∂H−L)/G is a collection of boundary
circles of Σ, where L ⊂ ∂H is the limit set of G. Hence Σ = (H− L)/G. 
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Note that Σi will not necessarily be the closure of Σi in CP
1. However, when
referring to points in the interior of Σi, we denote them by the corresponding point
in Σi. In the same way we view the radial rays Ri as subsets of Σi, and the
asymptotic markers as tangent half-lines toΣi (provided they make sense). Lemma
7.9.2 implies that they are invariant by the involution on Σi.
The image of an asymptotic marker by a holomorphic function is defined by
the differential at the regular points. At the singular points the local behavior of a
holomorphic map still allows us to define the image of a tangent ray.
For the first version of the involution lemma, let
Σ1 = CP
1 − ([a1, a2] ∪ · · · ∪ [a2p−1, a2p]),
where ai ∈ R
+ and a1 < · · · < a2p, and let Σ2 = D. We write ∂Σ1 = ∂1Σ1 ⊔
· · · ⊔ ∂pΣ1, where ∂iΣ1, i = 1, . . . , p, corresponds to the slit [a2i−1, a2i].
Lemma 7.9.3 (Involution Lemma, Version 1). Let f : Σ1 → Σ2 be a holomorphic
map which is a q-fold branched cover with q ≥ p, such that:
(i) f(∂iΣ1) = ∂Σ2, i = 1, . . . , p;
(ii) f−1(0) = {∞}; and
(iii) f(0) ∈ R2.
Then f maps Fix(ι1) to Fix(ι2) and R˙1(∞) to R˙2(0).
FIGURE 5. The map f |Σ1 in Lemma 7.9.3. The left-hand side is
Σ1, where the point at infinity is represented by the dotted circle,
and the right-hand side is Σ2. The thicker lines on left-hand side
are the slits [a2i−1, a2i] and the thinner lines are the asymptotic
markers. The cross on the left is the origin and the cross on the
right is f(0) ∈ R2. Lemma 7.9.3 states that f maps the asymptotic
marker R˙1(∞) at ∞ ∈ Σ1 to the asymptotic marker R˙2(0) at
0 ∈ Σ2.
Proof. We claim that f = f˜ = ι2 ◦ f ◦ ι1. To compare f and f˜ , we consider their
quotient Q = f/f˜ . We observe three facts:
(1) Q has no poles, since f and f˜ have zeros only at∞ and their orders agree.
(2) |Q(z)| = 1 for all z ∈ ∂Σ1, so the maximum modulus theorem implies
that Q(Σ1) ⊂ D = {|z| ≤ 1}.
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(3) The degree of Q|∂iΣ1 , viewed as a map to S
1 = ∂D, is zero, since
deg(f |∂iΣi) = deg(f˜ |∂iΣi).
If Q is not constant, then by (3) there must be a branch point of Q along ∂iΣ1.
In particular, Q(Σ1) 6⊂ D, which contradicts (2). Hence Q is a constant map and
f = cf˜ for some c ∈ C− {0}. Now (iii) implies that c = 1, and we have f = f˜ .
Finally we apply Observation 7.9.1 to conclude that f maps Fix(ι1) to Fix(ι2)
and, by (iii), maps R˙1(∞) to R˙2(0). 
The proofs of the other versions of the involution lemma are similar, and will be
omitted.
Lemma 7.9.4 (Involution Lemma, Version 2). Let Σ1 = Σ2 = CP
1 and ai ∈ R
≥0
with a1 = 0 < a2 < · · · < ap. Assume f : Σ1 → Σ2 is a holomorphic map which
is a q-fold branched cover with q ≥ p, such that:
(i) f−1(∞) = {a1, . . . , ap};
(ii) f−1(0) = {∞}; and
(iii) f maps R˙1(0) to R˙2(∞).
Then f maps Fix(ι1) to Fix(ι2) and R˙1(∞) to R˙2(0).
Lemma 7.9.5 (Involution Lemma, Version 3). Let Σ1 = Σ2 = D and ai ∈ R
≥0
with a1 = 0 < a2 < · · · < ap < 1. Assume f : Σ1 → Σ2 is a holomorphic map
which is a q-fold branched cover with q ≥ p, such that:
(i) f−1(0) = {a1, . . . , ap};
(ii) f−1(∂Σ1) = ∂Σ2; and
(iii) f maps R˙1(0) to R˙2(0).
Then f maps Fix(ι1) to Fix(ι2). Moreover f(−1) = −1.
For the fourth version of the involution lemma, we consider Σ1 = D−([a1, a2]∪
· · · ∪ [a2p−1, a2p]), where ai ∈ (0, 1) with a1 < · · · < a2p, and Σ2 = {R < |z| <
1}, where 0 < R < 1. We write ∂Σ1 = ∂0Σ1 ⊔ · · · ⊔ ∂pΣ1, where ∂0Σ1 is the
boundary component which can identified with {|z| = 1} and ∂iΣ1, i = 1, . . . , p,
corresponds to the slit [a2i−1, a2i].
Lemma 7.9.6 (Involution Lemma, Version 4). Let f : Σ1 → Σ2 be a holomorphic
map which is a q-fold branched cover with q ≥ p, and I ⊂ {1, . . . , p}, such that:
(i) f(∂iΣ1) = {|z| = 1} when i ∈ I;
(ii) f(∂iΣ1) = {|z| = R} when i = 0 or i 6∈ I; and
(iii) f(0) ∈ R2.
Then f maps Fix(ι1) to Fix(ι2). Moreover f(−1) = −R.
See Figure 6.
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FIGURE 6. The map f |Σ1 in Lemma 7.9.6. The left-hand side is
Σ1 and the right-hand side is Σ2. The thick lines on the left-hand
side are the slits [a2i−1, a2i]. The cross on the left is the origin and
the cross on the right is f(0) ∈ R2. The dots represent −1 ∈ ∂Σ1
and f(−1) ∈ ∂Σ2. Lemma 7.9.6 states that f(−1) = −R.
7.10. Elimination of some cases. We are now in a position to eliminate some of
possibilities that appear in Theorem 7.6.1:
Theorem 7.10.1. Supposem≫ 0, ε, δ > 0 are sufficiently small, u∞ ∈ ∂M
i
m(ε, δ, p),
and v′0 6= ∅.
(i) If i = 2, then the 3-level subbuilding described in Theorem 7.6.3 does not
occur.
(ii) If i = 3, then Cases (2)–(6) of Theorem 7.6.1 do not occur.
We briefly sketch the idea of the proof. In all the cases that are eliminated by
Theorem 7.10.1, the (unique) component of ∪aj=1v
♯
j ⊂ u∞ which is asymptotic to
a multiple of δ0 at the negative end has ECH index I = 1.
Suppose that, for m ≫ 0, there is a sequence of holomorphic curves which
converges to a configuration u∞ that we want to exclude. In Section 7.8, we applied
a rescaling argument to construct a holomorphic building which keeps track of
how the limit u∞ is approached; this is similar to the layer structures of Ionel-
Parker [IP1, Section 7]. In the simplest case, this building is a holomorphic map
w∞ : B− → C which satisfies the asymptotic condition
lim
s→+∞
w∞(s, t)
|w∞(s, t)|
= fi0j0(t),
where fi0j0(t) is a normalized asymptotic eigenfunction of an I = 1 curve with a
negative end asymptotic to δ0. The condition I = 1 is used as follows: since there
are only finitely many I = 1 curves with negative ends asymptotic to δ0, we may
assume that −1 6∈ {fi0j0(
3
2 )} as explained in Section 7.7.5 and Remark 7.7.11.
Remark 7.10.2. In this subsection we identify cl(B−) ≃ D so that p+ corresponds
to 0 and p− corresponds to 1. There is an anti-holomorphic involution ι on B− that
fixes the half-line {t = 32}, and {t =
3
2} corresponds to the radial rayR = D∩R
≤0
by Observation 7.9.1. In particular, mb is mapped to a point on R.
Similarly we identify cl(B′) ≃ CP1 so that p+ corresponds to 0, p− corresponds
to∞, and {t = 32} corresponds to the radial ray R
≤0,
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We now use the involutions lemmas from Section 7.9 to obtain a contradiction.
By the involution lemmas and the symmetric placement of the basepoint mb, we
obtain that w∞ ◦ ι = i ◦ w∞. Hence lim
s→+∞
w∞(s,
3
2)
|w∞(s,
3
2)|
= −1, which contradicts
−1 6∈ {fi0j0(
3
2)}.
7.10.1. Proof of Theorem 7.10.1. In this subsection we use limiting arguments in
which m → ∞ and hm → h∞; see Section 7.7.4. Hence many of the almost
complex structures and moduli spaces will have an additional subscript m, where
m = ∞ is also a possibility. For example, we will use the notation J ′
W ′m
and
JW−,m introduced in Section 7.7.4 to refer to JW ′ and JW− with respect tom.
Let J ′∞ ∈ J
⋆
W ′∞
and let J ′m ∈ J
⋆
W ′m
be a nearby almost complex structure
with respect to the integer m ≫ 0. Let J−,m ∈ J
reg
W−,m
be an almost complex
structure which restricts to J ′m and let J
♦
−,m be (ε, U)-close to J−,m.
We will treat Theorem 7.6.1 in detail and leave Theorem 7.6.3 to the reader.
Suppose that, for a sequence mi →∞, there sequences uij of J
♦
−,mi-holomorphic
curves which converge to a J
♦
−,mi-holomorphic building ui∞ falling into one of
Cases (2)–(6).
Elimination of Case (2). Suppose for each i the sequence uij converges to a build-
ing ui∞ satisfying Case (2). By Theorem 7.8.15, we obtain a holomorphic map
w∞ : cl(B−)→ CP
1, whose restriction to int(cl(B−)) is a biholomorphism onto
its image.
We apply the Involution Lemma 7.9.3 to obtain a contradiction: Let Σ1 be the
compactification of Σ1 = CP
1 − [a1, a2] and let Σ2 = cl(B−) be identified with
D as in Remark 7.10.2. Let f : Σ1 → Σ2 be the extension of (w∞|int(cl(B−)))
−1.
Such an extension exists because Σ1 is biholomorphic to the open unit disk and
biholomorphisms of the open unit disk extend continuously to the boundary.
By Lemma 7.9.3, f maps R˙1(∞) to R˙2(0) and, conversely, w∞ maps R˙2(0) to
R˙1(∞). Since the asymptotic marker R˙2(0) in Σ2 corresponds to the asymptotic
marker {t = 32} for p+ ∈ cl(B−) by Remark 7.10.2, R˙1(∞) is a bad radial
ray (in the sense of Definition 7.7.10) by Theorem 7.8.15(2). This contradicts
Remark 7.7.11, so we have eliminated Case (2).
Elimination of Cases (3) and (4). We will treat Case (4); Case (3) is almost iden-
tical. Suppose for each i the sequence uij converges to a building ui∞ satisfying
Case (4). By Remark 7.6.2, for each i, the total number of branched points of
∪aj=−bv
′
j,i is one. If we exercise some care in choosing the diagonal sequence in
Lemma 7.8.4, we can divide the argument for Case (4) further into Subcases (a),
(b), (c), (d’) and (d”) as in Section 7.8.7, depending on the behavior of the branch
points of the maps πB− ◦ v
′
0,i.
Subcases (a) and (b). By Theorem 7.8.16, we obtain holomorphic maps
w∞ : cl(F˜∞)→ CP
1, p∞ : F˜∞ → B−,
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where w∞|int(cl(F˜∞)) is a biholomorphism onto its image Σ1 = CP
1 − ([a1, a2] ∪
[a3, a4]) and p∞ is a branched double cover with one branch point. Let Σ1 be
the compactification of Σ1 as in Lemma 7.9.2, and let Σ2 = cl(B−) be identified
with D as in Remark 7.10.2. We define f : Σ1 → Σ2 as the extension of p∞ ◦
(w∞|int(cl(F˜∞)))
−1. Such an extension exists because Σ1 is biholomorphic to an
open annulus, and biholomorphisms of the annulus always extend to the boundary.
At this point we apply Lemma 7.9.3 as in Case (2) to obtain a contradiction. Case
(b) is completely analogous and can be excluded in the same way.
Subcase (c). By Theorem 7.8.19, we obtain pairs of holomorphic maps
wb∞ : cl(F˜
b
∞)→ CP
1, pb∞ : F˜
b
∞ → B
′,
wm∞ : cl(F˜
m
∞)→ CP
1, pm∞ : F˜
m
∞ → B.
The map wm∞ restricts to a biholomorphism of int(cl(F˜
m
∞)) with Σ
m
1 = CP
1 −
[a1, a2] and the map p
m
∞ is a biholomorphism because it has degree 1. Let Σ
m
1 be
the compactification of Σm1 . Identify Σ
m
2 = cl(B−) with D as in Remark 7.10.2.
Let fm : Σ
m
1 → Σ
m
2 be the extension of p
m
∞ ◦ (w
m
∞|int(cl(F˜m∞))
)−1. As in Case (2),
Lemma 7.9.3 implies that fm maps R˙m1 (∞) to R˙
m
2 (0) and, conversely, w
m
∞ maps
R˙m2 (0) to R˙
m
1 (∞).
Next we consider the “upper level” (wb∞, p
b
∞). The map w
b
∞ : cl(F˜
b
∞) →
CP1 is a biholomorphism and the map pb∞ : F˜
b
∞ → B
′ is a branched double
cover with one branch point. We define f b = pb∞ ◦ (w
b
∞)
−1 : CP1 → CP1,
using the identification cl(B′) ≃ CP1 from Remark 7.10.2. By Theorem 7.8.19(9)
and the previous paragraph, f b maps R˙1(0) to R˙2(∞). Then, by Lemma 7.9.4
and Theorem 7.8.19(7),(8), f b maps R˙1(∞) to R˙2(0). As in Case (2), this is a
contradiction because R˙1(∞) is a good radial ray.
Subcases (d’) and (d”). By Theorem 7.8.20, we obtain a holomorphic map wm∞ :
cl(F˜m∞) → CP
1 which restricts to a biholomorphism of int(cl(F˜m∞)) with CP
1 −
[a1, a2]. Then the proof proceeds as in Case (2).
Elimination of Cases (5) and (6). The limit configurations of Cases (5) and (6)
must contain a connector over δ0. This implies that Theorem 7.8.19 applies, and
we obtain pairs of holomorphic maps
wb∞ : cl(F˜
b
∞)→ CP
1, pb∞ : F˜
b
∞ → B
′,
wm∞ : cl(F˜
m
∞)→ CP
1, pm∞ : F˜
m
∞ → B.
Then the argument of Case (4c) applies.
This completes the proof of Theorem 7.10.1.
7.11. Proof of Lemma 7.2.3. We begin with the following corollary of Theo-
rem 7.10.1. Recall the notation from Convention 5.8.12, Step 2 of Section 7.2 and
Equation (7.6.1).
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Corollary 7.11.1. Supposem≫ 0 and ε, δ > 0 are sufficiently small constants. If
u ∈ M2m(ε, δ, p) orM
3,(r0)
m (ε, δ, p), then Im(u) ∩Kp,2δ 6= ∅. In the latter case,
r0 ≫ 0 and ε, δ > 0 are sufficiently small constants which depend on r0.
Proof. Arguing by contradiction, suppose there are sequences εi, δi → 0 and
ui ∈ M
3,(r0)
m (εi, δi, p) such that Im(ui) ∩ Kp,2δi = ∅. Then the limit u∞ ∈
∂M3m(0, 0, p) of ui has a nontrivial v
′
0 component. By Theorems 7.6.1 and 7.10.1(ii),
u∞ satisfies Case (1) of Theorem 7.6.1. Hence, for i ≫ 0, ui ∈ G(P(r0)), which
is a contradiction. The case of u ∈ M2m(ε, δ, p) is easier and is a consequence of
Theorems 7.6.3 and 7.10.1(i). 
Proof of Lemma 7.2.3. Suppose that u∞ ∈ ∂1M
3,(r0)
m . We are in the situation of
Lemma 7.5.2. If v0 is a degenerateW−-curve, then I(v0) ≥ 4 by Equation (7.5.6)
since g ≥ 1. Therefore degenerateW−-curves are ruled out by Constraint (i) in the
proof of Theorem 7.6.1. Hence v0 is a W−-curve and the other levels vj , j 6= 0,
are multisections ofW ′ orW . In this case, the curve v0 is simply-covered. Corol-
lary 7.11.1 implies that the component through m also intersects Kp,2δ. Hence
passing through m is a generic condition and we must have ind(v0) ≥ 2 and
I(v0) ≥ 2. This gives us two options for u∞ = v−b ∪ . . . ∪ va: either
(α) b = 0, I(va) = 1, and I(vj) = 0, j = 1, . . . , a− 1; or
(β) a = 0, b = 1, and I(v−1) = 1.
Ghost components are not possible since each ghost component takes up ind ≥ 2
by Lemma 6.1.8. Hence u∞ ∈ A1 ∪A2. 
7.12. Gluing. The goal of this subsection is to prove Theorem 7.2.2.
7.12.1. The moduli space N . Let ε = πm , where m is a sufficiently large integer
and let ηε : [−π, π]→ R be a smooth function such that:
• ηε(θ) = ε for −π ≤ θ ≤ θ1;
• ηε(θ) = 0 for θ2 ≤ θ ≤ π; and
• ηε is monotonically decreasing for θ1 ≤ θ ≤ θ2;
for some −π < θ1 < θ2 < π.
We use two coordinate systems on B−: (i) the usual coordinates (s, t) ∈ R ×
[0, 2]/(0 ∼ 2) and (ii) complex coordinates via an identification of cl(B−) with D
such that p+ is mapped to 0 and p− is mapped to −1. Then ∂B− is parametrized
in an orientation-preserving manner by a coordinate eiθ, θ ∈ (−π, π).
Definition 7.12.1. Let N = Nηε be the space of holomorphic maps w : B− → C
such that the following properties hold:
(N1) w(e
iθ) ∈ R+ · eiηε(θ) for all θ ∈ (−π, π);
(N2) lim
s→−∞
∣∣∣w(s, t) − c1e−ε(s+it−i)∣∣∣ <∞ for some c1 ∈ R+; and
(N3) lim
s→+∞
∣∣∣w(s, t) − c2eπ(s+it)∣∣∣ <∞ for some c2 ∈ C×.
In particular:
(N4) deg(w) = 1 away from the sector {0 ≤ φ ≤ ε} ⊂ CP
1; and
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(N5) after composing with the chosen identification cl(B−) ∼= D, w extends
continuously to D so that w(0) = w(−1) =∞.
Multiplication by a real constant gives an R+-action on N .
Even though N is the space we are interested in, it will be convenient for techni-
cal reasons to regardN as an open subset of a vector space N˜ obtained by relaxing
properties (N1)–(N3).
Definition 7.12.2. Let N˜ = N˜ηε be the space of holomorphic maps w : B− → C
such that the following properties hold:
(N˜1) w(e
iθ) ∈ R · eiηε(θ) for all θ ∈ (−π, π);
(N˜2) lim
s→−∞
∣∣∣w(s, t) − c1e−ε(s+it−i)∣∣∣ <∞ for some c1 ∈ R; and
(N˜3) lim
s→+∞
∣∣∣w(s, t) − c2eπ(s+it)∣∣∣ <∞ for some c2 ∈ C.
In order to compute the dimension of N˜ , we identify B− with D − {−1, 0}
and N˜ with the space of the holomorphic sections of a holomorphic line bundle
E → D with values in a real rank one subbundle F along ∂D− {−1}.
We construct the bundles E and F as follows. Consider a cover of D by three
open sets
U0 = D− {0, 1}, U1 = {z ∈ D | |z| < 1/3}, U2 = {z ∈ D | |z + 1| < 1/3}.
Over each open set we take a trivial line bundle Ei = C× Ui → Ui and define the
bundle E by gluing the bundles Ei via the transition maps
ψ1 : E0|U0∩U1 → E1|U0∩U1 , ψ1(z, v) = (z, zv),
ψ2 : E0|U0∩U2 → E2|U0∩U2 , ψ2(z, v) =
(
z, i
(
z + 1
−z + 1
)
v
)
.
Let πEi : Ei = C×Ui → C be the projections corresponding to the trivializations.
If we parametrize ∂D − {−1} by θ ∈ (−π, π), the subbundle F is given, as a
subbundle of E0, by F (θ) = R · e
iηε(θ).
It is convenient to view Σ = D− {−1, 0} as a surface with a negative strip-like
end and a positive cylindrical end and E as a line bundle over Σ. Let (−∞,−R)×
[0, 1] be a strip with coordinates (s, t). We identify the strip-like end Z of Σ with
(−∞,−R)× [0, 1] via the map
φ : (−∞,−R)× [0, 1]→ Σ, φ(s, t) =
eπ(s+it) − i
eπ(s+it) + i
.
Here the fractional linear transformation B(ζ) = ζ−iζ+i maps the upper half plane H
to the unit disk D and 0 to −1. Observe that A(ζ) = i( ζ+1−ζ+1) which appears in the
definition of ψ2 is the inverse of B(ζ). Hence the gluing map ψ2 becomes
ψ2((s, t), v) = ((s, t), e
π(s+it)),
with respect to coordinates (s, t).
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The linear Cauchy-Riemann operator
D :W 1,p(E,F )→ Lp(T 0,1Σ⊗C E)
is Fredholm for p > 2 and its kernel consists of smooth holomorphic functions.
We denote by H0(E,F ) its kernel and by H1(E,F ) its cokernel.
Lemma 7.12.3. There is an identification H0(E,F ) ∼= N˜ for every choice of ηε.
Proof. The isomorphism H0(E,F ) ∼= N˜ associates to a holomorphic section ξ ∈
H0(E,F ) the holomorphic function πE0 ◦ ξ : Σ→ C, i.e., πE0 ◦ ξ is obtained by
writing ξ|U0 with respect to the trivialization of E0. On the negative end Z we can
write
πE2 ◦ ξ(s, t) =
∑
n≥1
cne
(nπ−ε)(s+it)+iε,
since πE2 ◦ ξ is holomorphic. By applying the transition function ψ
−1
2 , we obtain
that the leading term of πE0 ◦ ξ on Z is e
−ε(s+it)+iε, which is condition (N˜2) in
Definition 7.12.2. For a similar reason πE0 ◦ ξ has a pole at 0 of order at most
1. 
We will consider also the compactified surface Σˇ obtained by adding the “seg-
ment at infinity” to the strip-like end Z . Alternatively, Σˇ admits an identification
with the truncated surface Σ − Z . Let Eˇ → Σˇ be the line bundle obtained by
extending E → Σ.
Lemma 7.12.4. indD = 3 for every choice of ηε.
Proof. We decompose ∂Σˇ = cl(∂Σ)∪ (∂Σˇ−∂Σ), where ∂Σˇ−∂Σ corresponds to
the “segment at infinity” of the negative strip-like end Z and cl(∂Σ) is the closure
of ∂Σ in ∂Σˇ. We parametrize cl(∂Σ) by θ ∈ [−π, π] and ∂Σˇ − ∂Σ by θ′ ∈ [0, 1]
in a manner compatible with the orientation of Σˇ induced by the complex structure
on Σ. In particular, θ = −π is identified with θ′ = 1 and θ = π is identified with
θ′ = 0.
We define a trivialization τ of Eˇ|∂Σˇ by:{
τ(θ) = eiηε(θ) along cl(∂Σ), with respect to the trivialization of E0,
τ(θ′) = −ei(π+ε)θ
′
along ∂Σˇ − ∂Σ, with respect to the trivialization of E2.
We also define a Lagrangian subbundle Fˇ ⊂ Eˇ|∂Σˇ by Fˇ |∂Σ = F and rotating it in
the counterclockwise direction by the minimal amount on ∂Σˇ− ∂Σ. This means:{
F (θ) = R · eiηε(θ) along cl(∂Σ), with respect to the trivialization of E0,
F (θ′) = R · eiεθ
′
along ∂Σˇ− ∂Σ, with respect to the trivialization of E2.
By the doubling argument of Theorem 5.5.1, Lemma 5.5.3 (or, rather, its proof)
and the formula for the index of the Cauchy–Riemann operator on line bundles
over punctured surfaces (see for example [We3, Formula 2.1]), the index of D is
indD = χ(D) + µτ (Fˇ ) + 2c1(Eˇ, τ)− 1.
From the explicit definitions of τ and Fˇ one computes that µτ (Fˇ ) = −1 and
c1(Eˇ, τ) = 2. Hence indD = 3. 
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Lemma 7.12.5. The operator D is surjective for every choice of ηε.
Proof. In view of Theorem 5.5.1, the surjectivity ofD follows from [We3, Formula
2.5] and [We3, Proposition 2.2(2)] applied to the double of D. 
Corollary 7.12.6. The real dimension of N˜ is 3 for every choice of ηε.
7.12.2. The maps E and F. We define an R-linear map:
E : N˜ηε → R× C,
w 7→ (c1, c2),
where c1, c2 are the coefficients from (N˜1) and (N˜2) of Definition 7.12.2.
Lemma 7.12.7. The map E is an isomorphism.
Hence E(N ) is an open positive cone contained in R+ × C×.
Proof. Since E is a linear map, it suffices to check that E is injective. First observe
that kerE consists of continuous functions u : D → C such that u(−1) = 0,
u(eiθ) ∈ R · eηε(θ) for all θ ∈ (−π, π), and u is holomorphic on D.
Suppose we have u ∈ kerE which is not identically zero. In particular, u van-
ishes at finitely many points. The winding of the restriction of u to ∂D is related
to the number of zeroes of u in D. This would be straightforward if u had no ze-
roes on ∂D; the presence of zeroes on ∂D makes the argument only slightly more
complicated. We leave the details to the reader or, alternatively, we refer to [Se2,
Lemma 11.5].
The winding number of u along ∂D is nonnegative because the lines R · eiηε(θ)
turn clockwise. Since the zeros of a holomorphic function are always positive, we
have a contradiction. 
Next we prove that N is nonempty for any choice of ηε.
Lemma 7.12.8. Let u0 = E
−1(1, 0). Then u0 : D − {−1} → C is holomorphic,
u0(e
iθ) ∈ R+ · eiηε(θ), and lim
s→−∞
eε(s+it−i)u0(s, t) = 1 for coordinates (s, t) ∈
(−∞, 0)× [0, 1] on a negative strip-like end around −1.
Proof. The only nontrivial part of the statement is that u0 has no zeros along the
boundary. This follows from a winding number argument as in Lemma 7.12.7. The
easy details are left to the reader. 
Corollary 7.12.9. N is nonempty for any choice of ηε.
Proof. Take any u ∈ N˜ with c2 6= 0. Then u + cu0 ∈ N for any c sufficiently
large. 
Lemma 7.12.10. If u ∈ N , then u has a unique (simple) zero in D− {0}.
Proof. The lemma follows from a straightforward winding number argument, since
u maps ∂B− to the sector {0 ≤ θ ≤ ε, ρ > 0} and has a pole at 0. 
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We denote PN = N/R+, where R+ acts onN by multiplication and we define
the maps
F̂ : N → D− {0}, F : PN → D− {0}
by F̂(w) = w−1(0) and F([w]) = F̂(w).
Lemma 7.12.11. The map F : PN → D− {0} is a diffeomorphism.
Proof. We first prove the injectivity of F. Let w0 and w1 be maps in N such
that w−10 (0) = w
−1
1 (0). Then ω =
w0
w1
is a holomorphic map on D such that
ω(∂D) ⊂ R, so it is constant. Then w0 and w1 represent the same element in PN .
Next we prove surjectivity. Fix an element w0 ∈ N and let z0 ∈ D such that
w0(z0) = 0. For any z1 ∈ D − {0, z0} we look for a holomorphic function
ωz1 : D → CP
1 such that ωz1(z1) = 0, ωz1(z0) = ∞, ωz1(∂D) ⊂ R
+, and ωz1 |D
is a biholomorphism onto its image. By the argument of the previous paragraph, if
such ωz1 exists, it is unique up to multiplication by a positive real constant. If we
set w = ωz1w0, then w ∈ N , w(z1) = 0, and F(w) = z1.
The function ωz1 with the desired properties is given by
ωz1(ζ) = f(g(ζ)
2),
where g : D
∼
→ H is a fractional linear transformation such that g(z0) = i,
Re(g(z1)) = 0, and 0 < Im(g(z1)) < 1, and f : CP
1 ∼→ CP1 is an element
of PSL(2,R) (i.e., f fixes the real axis) such that f((g(z1))
2) = 0, f((g(z0))
2) =
f(−1) = ∞, and f(0) = 1. Note that f and g are uniquely determined by the
above conditions. This proves the surjectivity of F.
Finally, we claim that the dF([w]) is an isomorphism for all [w] ∈ PN . To
this end, let us define Ξ(z) = ωzw0 ∈ N . Then F
−1(z) is the class of Ξ(z)
in PN . The map Ξ is smooth because the maps f , g, and hence ωz are rational
maps whose coefficients depend smoothly on z. In order to prove the claim it
suffices to prove that dΞ(z) is injective for any z ∈ D − {0}. Here, in order to
distinguish the differential of Ξ at z ∈ D−{0} from the differential of the function
Ξ(z) : D−{0,−1} → C, we will use the notation dΞ(z) for the former and ∂Ξ(z)∂ζ
for the latter. We define the map
F : N × (D − {0})→ C, F (w, z) = w(z).
By differentiating the identity F (Ξ(z), z) = 0 we obtain
∂F
∂w
dΞ(z) +
∂F
∂z
= 0.
We observe that ∂F∂z
∣∣
(Ξ(z),z)
= ∂Ξ(z)∂ζ
∣∣∣
ζ=z
, which is invertible because z is a simple
zero of Ξ(z). Hence dΞ(z) is injective. 
7.12.3. Proof of Theorem 7.2.2. We refer to Section 7.2 for the definition of the
moduli spacesM1,M0, andM−1, and of the gluing parameter space P. In order
to simplify the exposition we will assume (without loss of generality) that all the
multiplicities of γ ′ are 1 and that each ofM1/R,M0, andM−1/R is connected;
in particular, bothM0 andM−1/R are single points.
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We choose a smooth slice M˜1 of the R-action on M1 such that the following
hold for some κ′0, κ0 > 0,K0 > π − ε, and for all v1 ∈ M˜1:
• each component of v1|s≤0 is (κ
′
0 + κ0, 0)-close to a cylinder over a com-
ponent of δ0γ
′; and
• the component v˜1 of v1|s≤0 which is close to σ
′
∞ satisfies
(7.12.1)
∣∣∣π ◦ v˜1 − κ′0e(π−ε)s(ceπit)∣∣∣
C0
≤ κ0e
K0s,
where ceπit is the normalized asymptotic eigenfunction corresponding to the neg-
ative end δ0 of v1 and π = πD2ρ0
is the projection to D2ρ0 with respect to balanced
coordinates. By a slight abuse of notation, we will refer to κ′0e
(π−ε)s(ceπit)|s=0 =
κ′0ce
πit as the asymptotic eigenfunction of v1 at δ0.
Similarly, we choose a smooth slice M˜−1 of the R-action onM−1 such that the
following hold for some κ′1, κ1 > 0,K1 > 2ε:
• each component of v−1|s≥0 is (κ
′
1+κ1, 0)-close to a strip over a component
of {z∞} ∪ y
′; and
• the component v˜−1 of v−1|s≥0 which is close to σ∞ satisfies
(7.12.2)
∣∣π ◦ v˜−1 − κ′1e−2εs(de−εit)∣∣C0 ≤ κ1e−K1s,
where de−εit is a normalized asymptotic eigenfunction corresponding to the pos-
itive end z∞ of v−1. Note that d is completely determined by the data {(i, j) →
(i, j)} at the positive end z∞. Without loss of generality, we assume that ai,j =
R+, h(ai,j) = R
+ ·eiε, so that d = eiε. Similarly, we refer to κ′1e
−2εsde−εit|s=0 =
κ′1de
−εit as the asymptotic eigenfunction of v−1 at z∞.
In the rest of this section, when we write vi, i = 1,−1, we will assume that
vi is in the slice M˜i. Also, for T ∈ R and i = ±1, let vi,T be the T -translates
of vi in the R-direction; i.e., if s : W
∗
→ R, ∗ = ∅,′, is the R-coordinate, then
s ◦ vi,T = s ◦ vi + T . Let f(t) = β0e
πit be the asymptotic eigenfunction of v1
at δ0 with eigenvalue π − ε. Then the asymptotic eigenfunction of v1,T at δ0 is
e−(π−ε)T f . Similarly, let g(t) = α0e
iε(1−t) be the asymptotic eigenfunction of
v−1 at z∞ with eigenvalue 2ε. Then the asymptotic eigenfunction of v−1,T at z∞
is e2εT g.
Also, for the rest of this section, we fix γ ∈ O˜2g and y ∈ Sa,h(a) once and for
all. Since there is no risk of confusion, we will write
M =MI=3,n
−=m
J−
(γ,y), Mext =MI=3,n
−=m,ext
J−
(γ,y).
After identifying the quotientMi/R with the slice M˜i for i = ±1 we write
P = (5r,∞)2 × M˜1 ×M0 × M˜−1;
compare with Equation (7.2.2).
We describe the gluing map
G : P→Mext, d = (T±, v1, v0, v−1) 7→ u(d),
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defined in a manner similar to that of Section 6.5.2. First we form the preglued
curve u#(d) from the data d = (T±, v1, v0, v−1) by patching together
(v1,2T+)|s≥T+ , v0|−T−≤s≤T+, (v−1,−2T−)|s≤−T− .
Then we choose cutoff functions β˜i, i = −1, 0, 1, on the domains of vi. If ψ−1,
ψ0, and ψ1 are deformations of v−1,−2T− , v0, and v1,2T+ , the condition for the
deformation β˜−1ψ−1 + β˜0ψ0 + β˜1ψ1 of u
#(d) to be holomorphic is given by the
following equation:
(7.12.3) β˜−1Θ−1(ψ−1, ψ0) + β˜0Θ0(ψ−1, ψ0, ψ1) + β˜1Θ1(ψ0, ψ1) = 0,
Equation (7.12.3) is analogous to Equation (6.5.1) and is solved as in Step 3 of
Section 6.5.2. The situation considered here is simpler than that of Section 6.5.2:
in fact there is no obstruction bundle because v0 is regular. For r sufficiently large,
G is a homeomorphism onto its image.
Given δ > 0 small, let Dδ(m
b) be the closed ball of radius δ and center mb in
B− with respect to some fixed metric. Then letM
δ
(κ,ν) ⊂ M
ext be the subset of
curves u that pass throughDδ(m
b)×{z∞} ⊂W− and are (κ, ν)-close to breaking.
Claim 7.12.12. Mδ(κ,ν) ⊂M.
Proof. Something stronger is actually true: if the image of u ∈Mext intersects the
section at infinity σ−∞ at a point in the interior of σ
−
∞, then u ∈M. This is a conse-
quence of the intersection theory developed in Section 7.4: in fact n−(u) = m and
the intersection point with σ−∞ at the interior already contributesm to n
−(u). How-
ever, if u ∈ Mext −M, then the image of u also intersects σ−∞ at some boundary
points, which give some extra contribution to n−(u). This is a contradiction. 
Let d = (T±, v1, v0, v−1) ∈ P. Writing u
# = u#(d) and u = u(d), we define
w# = w#(d) and w = w(d) as follows:
(7.12.4) w# = eεs · (π ◦ u#|−2T−≤s≤2T+) and w = e
εs · (π ◦ u|−2T−≤s≤2T+).
The map w is holomorphic by Lemma 7.8.6.
Lemma 7.12.13. Let di = (T±,i, v1,i, v0, v−1) ∈ P be a sequence such that
lim
i→∞
T±,i = +∞ and lim
i→∞
v1,i = v1,∞ ∈ M˜1. Then the sequence ui = u(di)
has a subsequence which converges to (v1,∞, v0, v−1).
Proof. The lemma is a consequence of the following standard gluing result (cf.
[HT2, Theorem 7.3(a)]): Given (κ, ν), there exists r ≫ 0 such that u(d) is (κ, ν)-
close to (v1, v0, v−1) for each d = (T±, v1, v0, v−1) ∈ P = (5r,∞)
2 × M˜1 ×
M0 × M˜−1. 
Recall that f(t) = β0e
πit is the asymptotic eigenfunction of v1 at the negative
end δ0 and g(t) = α0e
iε(1−t) is the asymptotic eigenfunction of v−1 at the positive
end z∞. We also define the function
Π : P→ R+ × C×,
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Π(T±, v1, v0, v−1) = (α, β),
where αeiε(1−t) is the asymptotic eigenfunction of v−1,−2T− at z∞ and βe
iπt is the
asymptotic eigenfunction of v1,2T+ at δ0.
Lemma 7.12.14. Let di = (T±,i, v1,i, v0, v−1) ∈ P be a sequence such that
lim
i→+∞
T±,i = +∞. Let mi = u(di)
−1(σ−∞) and let fi(t) = βie
πit be the as-
ymptotic eigenfunction of v1,i at the negative end δ0. Then, after passing to a
subsequence, lim
i→+∞
βi = β∞, and, after rescaling by positive real numbers in
addition, the sequence wi = w(di) of holomorphic functions defined as in Equa-
tion (7.12.4) converges in the C∞loc-topology to a holomorphic map w∞ ∈ N˜ which
satisfies the following:
(1) E(w∞) = (λ1α0, λ2β∞) for some λ1, λ2 ≥ 0, λ1, λ2 not both zero;
(2) Π(di), after rescaling by positive constants, limits to E(w∞);
(3) if lim
i→+∞
mi = m∞ ∈ int(B−), then w∞(m∞) = 0 and w∞ ∈ N .
Proof. By Lemma 7.12.13 we can extract a subsequence (which we still call di)
such that u(di) converges to u∞ = (v1,∞, v0, v−1). By the SFT convergence of
u(di) to u∞ we obtain a sequence of good truncations satisfying the estimates
of Lemma 7.8.4. The proof of Theorem 7.8.15 then goes through essentially un-
changed. 
Let w0 ∈ N be a map such that w0(m
b) = 0 and let Uδ ⊂ N be the subset
consisting of maps w such that w(m) = 0 for some m ∈ Dδ(m
b). Note that Uδ is
an R+-invariant open neighborhood of w0. We now have the following diagram:
P
Π

G //Mext ⊃ Mδ(κ,ν)
R+ × C× N ⊃ Uδ.
Eoo
Let us write Pδ := Π
−1(E(Uδ)). Then Pδ ⊂ P is an open set since E is a
diffeomorphism.
Lemma 7.12.15. If r is sufficiently large, then the following hold:
(1) M
δ/3
(κ,ν) ∩ Im(G) ⊂ G(Pδ/2).
(2) G(P2δ/3) ⊂ int(M
δ
(κ,ν)).
Proof. (1) We show that, for r sufficiently large, if
u(d)−1(σ−∞) ∈ Dδ/3(m
b),
then d ∈ Pδ/2. Arguing by contradiction, suppose there exist sequences ri → ∞,
di = (T±,i, v1,i, v0, v−1) 6∈ Pδ/2, and mi ∈ Dδ/3(m
b) such that T±,i > 5ri
and u(di)
−1(σ−∞) = mi. By passing to a subsequence, we may assume that
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lim
i→∞
mi = m∞ ∈ D5δ/12(m
b) and that the asymptotic eigenfunctions of v1,i con-
verge to β∞e
πit for i → ∞. We apply Lemma 7.12.14 to u(di) to obtain a holo-
morphic map w∞ ∈ N such that w∞(m∞) = 0 and Lemma 7.12.14(1) and (2)
hold. Since di 6∈ Pδ/2 for all i, (ii) implies that (λ1α0, λ2β∞) 6∈ E(Uδ/2). On the
other hand, w∞ has a zero inD5δ/12(m
b), a contradiction.
(2) is similar to (1). Suppose there exist sequences ri → ∞ and di = (T±,i,
v1,i, v0, v−1) ∈ P2δ/3 such that T±,i > 5ri and u(di) 6∈ int(M
δ
(κ,ν)). By passing
to a subsequence and applying Lemma 7.12.14 to u(di), we obtain a holomorphic
map w∞ ∈ N˜ such that E(w∞) ∈ E(U2δ/3) by Lemma 7.12.14(2). On the other
hand, w−1∞ (0) 6∈ Dδ(m
b) since u(di)
−1(σ−∞) 6∈ Dδ(m
b) by Lemma 7.12.14(3).
This is a contradiction. 
Fix δ > 0 and take r0 > 5r sufficiently large. We write
∂P2δ/3,(r0) := P2δ/3 ∩ ∂P(r0),
whereP(r0) = {T+ ≥ r0} ⊂ P and ∂P(r0) = {T+ = r0}. By Lemma 7.12.15(2),
we can define
(7.12.5) Υ′ : ∂P2δ/3,(r0) → Dδ(m
b),
which maps d to G(d)−1(σ−∞). Since ∂P2δ/3,(r0) is compact, the map Υ
′ is proper
and the local degree is well-defined.
Also define
(7.12.6) Υ′′ = F̂ ◦ E−1 ◦Π : ∂P2δ/3,(r0) → Dδ(m
b).
The map Υ′′ is well-defined by the definitions of P2δ/3 and Uδ. It is also proper
and the local degree is well-defined.
The maps Υ′ and Υ′′ are sufficiently close in the following sense.
Lemma 7.12.16. For any k,Υ′ andΥ′′ can be made arbitrarily C0-close by choos-
ing r0 sufficiently large.
Proof. It follows from Lemma 7.12.14. 
In particular, the local degrees of Υ′ and Υ′′ near mb agree. The local degree
of Υ′ is equal to the left-hand side of Equation (7.2.3), while the local degree of
Υ′′ is equal to the right-hand side of Equation (7.2.3). (We were assuming that
each of M1/R, M0, and M−1/R is connected.) This completes the proof of
Theorem 7.2.2.
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INDEX OF NOTATION COMMON TO [I]-[III]
(ας , ω) Stable Hamiltonian structures on N(S,h), page 16
γ An orbit set; from Section 5.3 onwards, γ ⊂ N and does not
contain multiples of δ0, page 44
δ0 Closed orbit in N over z∞, page 42
(ε, U) or (ε, δ, p) Perturbation data for J
♦
−; cf. Convention 5.8.12, page 76
µ˜τ (γ) Symmetric Conley-Zehnder index, page 18
πB : X → B orW → B Symplectic fibration with fiber Σ or S used in the defi-
nition the Heegaard Floer complex, page 22
πB′ :W
′ → B′ Symplectic fibration with fiber S used in the definition of ÊCC ,
page 40
πB+ :W+ → B+ Symplectic fibration with fiber S used in the definition of Φ,
page 40
π∗ with ∗ = B,B
′, B+, B− Symplectic fibrations with fiber S extending π∗, page 42
πD2 :W ∗ ∩ (R× V )→ D
2 Projection with respect to balanced coordinates, where
∗ = + or −, page 42
πD2ρ0
: R× (R/2Z)×D2ρ0 → D
2
ρ0 , also π Projection with respect to balanced co-
ordinates, page 122
(ρ, φ) Polar coordinates on D2, page 41
(Σ,α,β, z) Pointed Heegaard diagram forM , page 22
σ∞, σ
′
∞, σ
+
∞, σ
−
∞ Sections at infinity ofW ,W
′,W+,W−, page 45
σ†∞, (σ′∞)
†, (σ+∞)
†, (σ−∞)
† “Pushoff” ofm-fold cover of section at∞ forW ,W ′,
W+,W−, page 45
Φ Chain map from ĈF (S,a, h(a)) to PFC2g(N), page 82
Φ′ Map from ĈF ′(S,a, h(a)) to PFC2g(N), page 82
Φ˜ Variant of Φ from C˜F (S,a, h(a)) to PFC2g(N), page 91
Ψ′ = Ψ′
J
♦
−
(m,m) Map from PFC2g(N) to ĈF ′(S,a, h(a)), page 95
Ψ = Ψ
J
♦
−
(m,m) Chain map from PFC2g(N) to ĈF (S,a, h(a)), page 95
ω Area form on S invariant under h ; also viewed as a 2-form on
W+,W−, page 39
ω Area form on S which restricts to ω on S and is invariant under
h ; also viewed as a 2-form onW+,W−, page 42
ΩX Symplectic form onX, page 22
Ω and Ω′ Symplectic forms onW andW ′ given by ds ∧ dt+ ω, page 40
Ω+ and Ω− Symplectic forms onW+ andW−, page 41
Ω, Ω′, Ω+, Ω− Extensions of Ω, Ω
′, Ω+, Ω−, page 42
∗ = † Modifier “u′ = ∅”, page 72
∗ = ext Modifier “extended moduli space”; cf. Definition 5.7.24, page 72
∗ = fδ0 Modifier “the normalized asymptotic eigenfunction at the nega-
tive end δ0 is fδ0”, page 98
∗ = K Modifier “passes through the compact set K”, page 77
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∗ = (l1, . . . , lλ) Modifier “curve with λ ends at δ0 with covering multiplicities
l1, . . . , lλ”, page 121
∗ = nc Modifier “without connector components”, page 17
∗ = reg Modifier “regular”, page 32
∗ = s Modifier “somewhere injective”, page 46
a = a(m) Basis {a1, ..., a2g} of arcs for S; depends on m starting from
Section 5, page 33
ai = ai(m) Basis arc in S; depends onm starting from Section 5, page 33
a Collection {a1, . . . , a2g}, page 44
ai Extension of ai to S, page 44
ai,j (for j = 0, 1) Rays from xi and x
′
i to z∞ in ai − ai, page 44
~ai,j (for j = 0, 1) Extension of ai,j past z∞, page 44
â Collection {â1, . . . , â2g}, page 44
âi ai − {z∞}, page 44
∂hW+, ∂vW+ Horizontal and vertical boundaries ofW+, page 40
B Alternate notation for R× [0, 1], page 22
B′ Alternate notation for R× S1, page 40
B+, B− Bases of the symplectic fibrations πB+ : W+ → B+ and πB− :
W− → B−, page 40
C Data C as in Definition 5.7.1, page 63
c+, c− Groomings at the positive and negative ends as in Definition 5.7.5,
page 65
ĈF (Σ,α,β, z) Heegaard Floer hat complex for pointed Heegaard diagram (Σ,α,β, z),
page 32
ĈF ′(S,a, h(a)) Subcomplex of Heegaard Floer chain complex ĈF (Σ,β,α, z)
obtained from the open book decomposition (S, h), page 35
ĈF (S,a, h(a)) Heegaard Floer chain complex isomorphic to ĤF (−M), ob-
tained by quotienting ĈF ′(S,a, h(a)), page 35
C˜F (S,a, h(a)) Variant of ĈF (S,a, h(a)) given by Definition 6.6.1, page 91
cl(B+) and cl(B−) Compactifications of B+ and B−, page 41
−→
D , Dto, Dfrom, D Data at zp∞ with initial points Dfrom and terminal points Dto.
D = (Dto,Dfrom), page 62
D2,D2δ Unit disk S − int(S) with polar coordinates (ρ, φ), from Sec-
tion 5 onwards; D2δ = {ρ ≤ δ} for δ > 0 small, page 41
e Elliptic orbit of Conley-Zehnder index −1 on ∂N(S,h), page 10
E(u) Hofer energy of the holomorphic curve u, page 23
Eω(u) Eω-area of the holomorphic curve u, page 77
ECC(N,α) ECH chain complex for (N,α), page 10
ECCj(N,α) Subcomplex of ECC(N,α) generated by orbit sets which in-
tersect a page j times, page 10
g Genus of page S, page 33
h Hyperbolic orbit of Conley-Zehnder index 0 on ∂N(S,h); as-
sumed to satisfy Convention 6.6.4 from Section 6.6 onwards,
page 10
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H2(M,γ
+,γ−) Homology classes of chains inN with boundary in γ− and γ−,
page 12
H2(y,y
′) Homology classes of maps in HF (denoted π2(y,y
′) elsewhere
in the literature), page 24
H2(W+,y,γ) Homology classes of continuous multisections for Φ, page 51
H2(W−,γ,y) Homology classes of continuous multisections for Ψ, page 54
h Monodromy h : S
∼
→ S, page 8
h = hm Extension of h to S which depends onm, page 41
Ij ECH chain maps given by Equation (2.2.1), page 10
IECH ECH index, page 17
IHF ECH-type index for Heegaard Floer homology, page 30
IW+ , IW− ECH indices forW+,W−, page 60
ind Fredholm index, page 24
Jς Almost complex structure on R×N adapted to (ας , ω), page 16
J ′ = J0 Another name for Jς when ς = 0, page 16
J0 Almost complex structure on W which restricts to the standard
one on D2 on each fiber, page 44
J Almost complex structure on W that is the restriction of J ,
page 45
J+, J− Almost complex structures on W+, W− that are restrictions of
J+, J−, page 45
J , J ′, J+, J− Almost complex structures onW ,W ′,W+,W− that restrict to
J , J ′, J+, J− onW ,W
′,W+,W−, page 45
J
♦
− = J
♦
−(ε, U) Almost complex structure onW that is (ε, U)-close to J− as in
Definition 5.8.11 and Convention 5.8.12, page 76
JX Space of C
∞-smooth admissible almost complex structures on
X, page 22
J ∗⋆ Subspace of J⋆ satisfying ∗, page 32
JW Space of C
∞-smooth Ω-admissible almost complex structures
onW , page 44
JW Space of C
∞-smooth Ω-admissible almost complex structures
J onW satisfying Definition 5.3.2, page 45
JW ′ Space of C
∞-smooth (α0, ω)-adapted almost complex struc-
tures onW ′, page 46
JW ′ Space of C
∞-smooth (α0, ω)-adapted almost complex struc-
tures onW ′ satisfying Definition 5.3.13, page 48
JW+ , JW− , JW+ , JW− Spaces of C
∞-smooth admissible almost complex struc-
tures onW+,W−,W+,W−, page 50
Kj ECH chain maps given by Equation (2.5.5), page 15
Kp,2δ π
−1
B−
(p)− {ρ < 2δ} with δ > 0 small, page 76
Lα, Lβ Lagrangian submanifolds used in the definition of the Heegaard
Floer complex ĈF (Σ,α,β, z), page 22
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La, Lh(a) Lagrangian submanifolds ofW used in the definition of ĈF (S,a, h(a)),
page 42
L+a , L
+
ai Lagrangian submanifold of W+ constructed from a and a con-
nected component of L+a corresponding to the arc ai, page 43
L−a , L
−
ai
Singular Lagrangian inW− constructed from a and a connected
component of L−a corresponding to the arc ai, page 44
L±âi , L
±
ai
, L±~ai,j , L
±
ai∪~ai,j
Lagrangian submanifolds ofW± constructed from the arcs
âi, ai, ~ai,j and ai ∪ ~ai,j , page 44
m Positive integer≫ 2g; h and a depend onm starting from Sec-
tion 5, page 41
m = (mb,mf ) = ((0, 32 ), z∞) Marked point inW−, page 42
MXJ (y,y
′) Moduli space of Heegaard Floer curves in (X,J) from y to y′,
page 23
M̂XJ (y,y
′) Moduli space of Heegaard Floer curves in (X,J) from y to y′
that do not cross the basepoint, page 23
MJ(y,y
′) Moduli space of Heegaard Floer curves in (W,J) from y to y′,
page 46
MJ ′(γ,γ
′) Moduli space of J ′-holomorphic curves in W ′ = R × N from
γ to γ ′, page 47
MJ ′(δ
p
0γ, δ
q
0γ
′) Moduli space of (W ′, J ′)-holomorphic maps from δp0γ to δ
q
0γ
′
without fiber components, page 49
MJ+(y,γ) Moduli space of multisections of (W+, J+) from y to γ, page 51
MJ−(γ,y) Moduli space of multisections in (W−, J−) from γ to y, page 54
M∗
J
♦
−
(⋆1, ⋆2;m) Moduli space of J
♦
−-holomorphic multisections that pass through
m, page 77
N Negative Morse-Bott family of Reeb orbits on ∂N ; from Sec-
tion 5 onwards, is a negative Morse-Bott family of orbits of the
Hamiltonian vector field R0 on ∂N , page 10
nzj(A) Intersection number given by Equation (4.5.1), page 26
n(u), n′(u), n+(u), n−(u) Intersection of a curve u inW ,W ′,W+,W− with the
“pushoff” of the section at∞, page 45
N = N(S,h) Mapping torus of h : S
∼
→ S; from Section 5 onwards, is given
by N = S × [0, 2]/(x, 2) ∼ (h(x), 0), page 8
N = Nm Mapping torus of h : S → S, page 41
Ôk, Ok Orbit sets constructed from P̂ and P which intersect S × {0}
exactly k times, page 46
P Set of simple Reeb orbits of α in int(N); from Section 5 on-
wards, is the set of simple orbits of the Hamiltonian vector field
R0 in int(N), page 10
P̂ P ∪ {e, h}, page 10
P P̂ ∪ {δ0}, page 46
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PFCj(N,α0, ω) Periodic Floer homology chain complex onN analogous toECCj(N,α),
page 17
Rφ0 Radial ray {φ = φ0, ρ ≥ 0} ⊂ C, page 126
R0, R0 Hamiltonian vector field on N and its restriction to N , page 46
Sα,β Set of generators of ĈF (Σ,α,β, z), page 22
Sa,h(a) 2g-tuples of intersection points of a and h(a), page 35
S
a,h(a) 2g-tuples of intersection points {z∞,i}i∈I ∪ y
′ of a and h(a),
page 91
S(R,R′) Counterclockwise sector inD2ρ0 from radial rayR toR
′, page 73
S Compact oriented connected surface of genus g with connected
boundary, page 8
(S, h) Open book decomposition of M with connected binding, page
S, and monodromy h , page 8
S Capped-off surface S ∪D2, page 41
u = u′ ∪ u′′ Decomposition of a holomorphic multisection u inW ,W ′,W+,
or W− into a possibly disconnected branched cover u
′ of the
section at∞ and the rest u′′, page 62
u∞ = v−b ∪ · · · ∪ va Limit ofW−-curves in Section 7, page 97
V N − int(N) (starting from Section 5.1.2), page 42
v♭j Union of non-fiber components of v
′′
j not asymptotic to any mul-
tiple of δ0 or z∞, page 114
v♯j Union of irreducible components of v
′′
j asymptotic to a multiple
of δ0 or z∞ at either end, page 114
W andW ′ R× [0, 1] × S and R×N , page 40
W+ Symplectic fibration with fiber S used in the definition of Φ,
page 40
W− Symplectic fibration with fiber S; W− is used in the definition
of Ψ, page 41
W ,W ′,W+,W− Extensions ofW ,W
′,W+,W− with fibers S, page 42
X R× [0, 1] × Σ, page 22
xi, x
′
i Intersection points on ∂S forming the contact class, page 34
(y, θ, t) Coordinates of a collared neighborhood of ∂N(S,h), page 9
y A tuple of a∩ h(a); from Section 5.3 onwards, y ⊂ S and does
not contain multiples of z∞, page 44
z∞ Center of the disk D
2 = S − int(S), page 41
z = {zp∞(
−→
D )} ∪ y A tuple of a ∩ h(a), where z∞ has multiplicity p and y ⊂ S,
page 62
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