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Abstract 
Automatic recognition of emotions from speech by machines has been one of the most challenging areas of research in the field 
of human machine interaction. Automatic emotion recognition system by speech merely means that to monitor and identify the 
emotional or physiological state of an individual from their utterances. Speech emotion recognition has wide range of application 
ranging from clinical studies to robotics. In this paper developed speech emotional database for Malayalam language (One of the 
south Indian languages) and a system for recognizing the emotions. The system used Mel Frequency Cepstral Coefficients 
(MFCCs), Short Time Energy (STE) and Pitch as features extraction techniques. Two classifiers, namely Artificial Neural 
Network (ANN) and Support Vector Machine (SVM) used for pattern classification. Experiments show that this method provides 
a high accuracy of 88.4 % in the case of ANN and 78.2 % in the case of SVM.  
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1. Introduction 
    Human speech is that the vocalized form of communication and it is the fastest, easiest, and natural mode of 
communication. It could be a complicated signal containing data regarding message, speaker, supposed emotion and 
then on. The goal of Speech Emotion Recognition (SER) is to identify the emotional or physical state of a human 
being from his or her voice. Automatic Speech Emotion Recognition (ASER) is a very active research area in 
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Human Computer Interaction (HCI) [1] and it has a wide range of applications [9]. Some applications of the SER 
system are in the diagnosis of mental illness, it is conjointly helpful for in-car board system wherever information of 
the psychological state of the driver could also be provided to the system to initiate his/her safety, in intelligent toys, 
in call centre and for detection of lie [12,13]. 
    We live in an era in which emotion recognition from speech has greater importance. There has been a lot of 
research in the area of speech emotion recognition for different languages like English, Spanish, Slovenian, French, 
German etc. But only very few works have been reported in Malayalam language. So in this work, ASER system is 
developed for a native language, Malayalam. Malayalam language, which belongs to one of the four major 
Dravidian languages of Southern India and is the native language of Kerala. So, for this work, a new database have 
been created since there are no built-in standard databases available in Malayalam language. After developing the 
speech database, the speech emotion recognition system proposed in this work has been categorised into three 
modules. They are: 
 
 Pre-processing of the speech signals 
 Extracting features from the signals 
 Classification of speech features into appropriate classes 
 
2. Emotional Speech Data Corpus Description 
    An important part to be considered in the speech emotion recognition system is the emotional speech database. It 
is the primary requirement and its quality is an integral factor for the proper recognition of emotions from speech 
samples. Since there are no built-in standard databases available in Malayalam language, emotional speech database 
for this work have been created. The acted emotional dataset is created with the help of non-professional actors, 
which include four basic emotional classes such as neutral, happy, sad and anger. The samples have been taken from 
both male and female speakers of the age between 18 and 50 years. Eight male speakers and eight female speakers 
participated in database creation. Each of the speakers has to speak 20 sentences in four given emotions. Speakers 
are well trained before recording. The samples stored in the databases are recorded by using a high quality studio 
recording microphone. Sampling frequency used for recording is 44.1 kHz, the samples are coded with 16 bit PCM. 
The speech databases are created using popular commercial digital audio editing software called Sound Forge Pro 
10. It is a digital audio editing suite by Sony Creative Software which is aimed at the professional and semi 
professional markets. 
 
3. Pre-Processing 
   The acoustic signals obtained from the microphone are first preprocessed inorder to make it more compatible, 
noise-free and suitable for feature extraction. In emotion recognition systems using randomly spoken sentences, 
there is always a possibility that the spoken word is preceded and succeeded by silence. Silence part removal is the 
first preprocessing stage. In this work it is done manually. 
    Frame blocking and windowing can be considered as a part of the preprocessing stage or as the preliminary steps 
in the feature extraction process. During frame blocking, the speech signal is decomposed into a series of 
overlapping frames where each frame can be analysed independently. Usually, the input speech signal is segmented 
into frames of 20 to 30 ms with optional overlap of 1/3 to 1/2 of the frame size. Each frame is assumed to be 
stationary. After frame blocking, each sample is multiplied by window function where the window chosen is the 
Hamming window. It reduces the discontinuities of the speech signal at the edges of each frame which in turn 
minimises the adverse effects of chopping number of samples. 
 
4. Feature Extraction 
    The speech signal contains a large number of parameters that reflect the emotional characteristics, and the 
different parameters result in changes in emotion. Accordingly, the most vital step in speech emotion recognition is 
how to extract the feature parameters, which can express mostly the emotion of speech. Choosing relevant features 
is a crucial step in achieving high recognition performance. In a broad sense, feature extraction can be considered as 
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a data reduction technique since it converts the input signal into a compact set of parameters while preserving the 
spectral as well as temporal characteristics of the speech signal information and by discarding the unwanted or 
redundant information from the signal. We have used Mel Frequency Cepstral Coefficients (MFCC), Short Time 
Energy (STE) and Pitch feature extraction methods in this work. 
 
4.1. Mel Frequency Cepstral Coefficients (MFCCs) 
    MFCCs are the foremost wide used spectral illustration of speech. The non linear hearing property of human ear’s 
expressed through MFCC. Some of the important characteristics of MFCC are: 
 
 They are less addicted to speaker dependent characteristics. 
 They improve recognition rate in noisy atmosphere. 
 
 
Fig. 1. MFCC Extraction Steps 
 
 
 
 
    Fig. 1. depicts the detailed steps in the extraction of MFCCs. After pre-processing the speech signals, compute the 
Fast Fourier Transform (FFT) of each frame to obtain magnitude frequency response of each frame. FFT 
computation can be expressed as 
 
            ܻ(݇) = ∑ y(n)ேିଵ௡ୀ଴  e
షౠమಘౡ౤
ొ     ,0 < ݇ < ܰ                                                                                                             (1)  
 
Where y(n) is that the windowed frame, Y (k) is the Discrete Fourier Transforms (DFT) of each frame [11]. 
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    Rate of human hearing is not equal at all bands of frequency. Rate of perception of frequency is a smaller amount 
sensitive at higher frequencies as compared to lower frequencies and is non-linear in nature [7]. Mel scale is a 
nonlinear scale which is inspired by this different perception rate of human ear. The perceived Mel scale frequency 
fmel be computed from the real linear frequency of the speech signal flin as 
 
            ௠݂௘௟ = 2595 × log ଵ଴[1 +
௙೗೔೙
଻଴଴]                                                                                                                         (2) 
 
    Mel filter bank is filter bank according to Mel scale, that is low frequency region, below 1000Hz has more 
number of filter with linear frequency spacing and high frequency region, above 1000Hz has less number of filters 
with logarithmic spacing [3]. It consists of a set of band pass filters whose bandwidths and spacing are almost equal 
to those of critical bands. 
    After filtering by Mel filter bank take logarithm of values at the output of each filter. Logarithm compresses 
dynamic range of values. During final step, perform Discrete Cosine Transform (DCT) on obtained log mel 
spectrum. The DCT can be expressed as 
 
          ܿ[݊] = ∑ ݏ[݉] cos గ௡(௠ା଴.ହ)ி
ிିଵ
௠ୀ଴                                                                                                                        (3) 
 
Where s[m] is the output of previous stage and F is the number of filter in the filter bank. 
 
4.2. Energy 
    The Energy content in the speech is that most important feature which varies according to emotional state [6]. It 
can simply be computed from the speech samples x(n) within the time window by equation (4). 
 
           ܧ௡ =
 ଵ
ே  
∑ ݏ(݉)ଶ௠                                                                                                                                                                  (4) 
 
Where 1 ≤  n ≤ N and 1 ≤ m ≤ M 
4.3. Pitch  
    Pitch is a very important attribute of voiced speech. It is also called Fundamental frequency (F0). Most commonly 
used three methods for estimation of pitch include, autocorrelation of speech, cepstrum pitch determination and 
simple inverse filtering technique pitch estimation. In this work we used autocorrelation of speech method. 
 
5. Classification Model for Emotion  Recognition  
    Speech emotion recognition is a fundamental speech classification problem which is applied to the speech 
features obtained from different feature extraction techniques. During classification, the feature space is partitioned 
into regions where one region is assigned for each category or class of the input. A brief description of the classifiers 
used in this work are given below.  
5.1. Artificial Neural Networks (ANN) 
    ANN is a mathematical computational model which is designed to mimic the human brain and is presently used 
as a very popular and efficient tool in pattern recognition and prediction problems. A Neural Network (NN) consists 
of a number of interconnected processors called neurons. There are weights associated with the neurons and these 
are multiplied with the signal value passing through it. ANN is considered to have a remarkable ability in 
recognising patterns due to its characteristics like: 
 
  Adaptive learning 
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  Parallel organization 
 Fault tolerance and 
  Robustness. 
5.2. Support Vector Machines (SVM) 
    SVM is one of the powerful classifiers which are used in pattern recognition that uses linear and nonlinear 
hyperplanes for classifying data. It is basically a binary nonlinear classifier capable of guessing whether an input 
vector x belongs to class 1 or class 2. For a given set of separable data, the goal is to find the optimal decision 
function. This is done by choosing a maximum margin as the distance between the closest sample and the decision 
boundary. It performs classification methods by constructing hyperplanes in a multidimensional space that separates 
different class labels based on statistical learning theory. Nowadays, SVMs are applied in various fields due to the 
features of SVM like: 
 
 High accuracy and flexibility 
 Capacity to accommodate large number of attributes 
 Ease of training and 
  Ability to model complex and real-world problems. 
6. Experiments and Results 
    All the emotion recognition experiments described in this work have been carried out on developed Malayalam 
database. And all the feature extraction algorithms implemented using MATLAB. Classification is performed using 
softwares MATLAB and WEKA. 
6.1. Experiment 1 
    In the first experiment we used ANN for classification. For classifying emotions from speech, the extracted 
features are given to ANN classifier. And network created with an input layer, one hidden layer and an output layer. 
After the network is created, it can be trained for recognizing emotions. From the total speech samples 80% is used 
for training and 20% the network.  
    Fig. 2. is the ROC curve obtained after training ANN during this work. The area under the curve have any value 
between zero and one. Table 1 explains the relationship between area under the curve and accuracy. ROC is a 2D 
graph between true positive (TP) rate and false positive (FP) rate for a data set. 
    Another tool used for analysing performance is the confusion matrix. The performance of the proposed method is 
measured using the well known parameters like accuracy, sensitivity, precision, specificity and F-measure, which 
were widely used to evaluate the performance of the classifiers. The obtained results are given in the Table 2 The 
proposed method obtained an overall accuracy of 88.4% by using ANN. 
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                                                    Fig. 2. Receiver operating characteristic in ANN 
                                         Table 1. Relationship between ROC Area and Accuracy 
Area under the curve Accuracy 
0.9 – 1.0 
0.8 – 0.9 
0.7 – 0.8 
Excellent 
Very Good 
Good 
0.6 – 0.7 
0.5 – 0.6 
Sufficient 
Bad 
< 0.5 Test Not Useful 
 
                 Table 2. Proposed Method by using ANN Classifier 
Emotion Class Sensitivity (%) Precision (%) Specificity (%) F Measure Accuracy (%) 
Anger  90.2  98.8  98.9  0.93  95.9 
Happy  85.8  85.8  94.4  0.85  91.9 
Sad  86.7  83.3  98.8  0.84  93.0 
Neutral  92.5  83.7  96.6  0.87  95.7 
 
6.2. Experiment 1 
    In the second experiment we used SVM for classification. In this method, split the dataset into two, of which one 
set used for training the classifier and other for testing. Here, percentage split test used were 80% for training and 
the remaining for testing. 
   Fig. 3. Showing the ROC curve obtained after training SVM classifier. Area under the ROC curve for anger, 
happy, sad, and neutral is between 0.8 and 1. Therefore the training is good. Table 3 showing the obtained result 
with the use of SVM classification. The proposed method by using SVM obtained an overall accuracy of 78.2%. 
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                              (a) ROC curve for Anger                                                                                              (b) ROC curve for Happy 
                  
                               (c) ROC curve for Sad                                                                                            (d) ROC curve for Neutral 
                                                    Fig. 3. Receiver operating characteristic in SVM 
 
                        Table 3. Proposed Method by using SVM Classifier 
Emotion Class Sensitivity (%) Precision (%) Specificity (%) F Measure Accuracy (%) 
Anger  90.9  85.1  92.1  0.88  91.72 
Happy  63.6  80.8  95.0  0.71 87.21 
Sad  70.4  67.9  91.5  0.69 87.21 
Neutral  82.2  75.0 92.8  0.79  90.22 
    In this work, two classifiers-ANN and SVM are used for pattern recognition. The recognition accuracy obtained 
for four different emotions, in both ANN and SVM classification, is shown in Fig. 4. On comparing the performance 
of these two classifiers, ANN has better accuracy. This is because of that ANNs are more resistant to insufficient 
data amount, because even for small set of emotional speech samples results were satisfactory. That cannot be said 
about SVM, which had a problem with classification if dataset is small.  
 
                                       Fig. 4. Recognition accuracy obtained for ANN and SVM classifier 
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7. Conclusion 
     In this work, we carried out automatic recognition of four different emotions anger, happy, sad and neutral by 
using features Mel frequency cepstral coefficients (MFCCs), Pitch and Short Time Energy (STE). Features are 
extracted from Malayalam language database created and analysed as part of the work. The classification has been 
performed using ANN, SVM, for comparing classifier outputs. The experiments on dataset shows that speech 
emotion recognition with ANN classifier has better recognition accuracy of 88.4 % as compared to SVM, 78.2 %.   
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