Abstract-This paper presents a haptic telepresence system that enables visually impaired users to explore locations with rich visual observation such as art galleries and museums by using a telepresence robot, a RGB-D sensor (color and depth camera), and a haptic interface. The recent improvement on RGB-D sensors has enabled real-time access to 3D spatial information in the form of point clouds. However, the real-time representation of this data in the form of tangible haptic experience has not been challenged enough, especially in the case of telepresence for individuals with visual impairments. Thus, the proposed system addresses the real-time haptic exploration of remote 3D information through video encoding and real-time 3D haptic rendering of the remote real-world environment. This paper investigates two scenarios in haptic telepresence, i.e., mobile navigation and object exploration in a remote environment. Participants with and without visual impairments participated in our experiments based on the two scenarios, and the system performance was validated. In conclusion, the proposed framework provides a new methodology of haptic telepresence for individuals with visual impairments by providing an enhanced interactive experience where they can remotely access public places (art galleries and museums) with the aid of haptic modality and robotic telepresence.
INTRODUCTION
A BOUT 285 million people worldwide are visually impaired, and among them, over 39 million people are classified as legally blind [1] . Many assistive devices and techniques have been developed to aid in the navigation and textual information transfer for individuals with visual impairments (VIs) [2] . However, shopping and exploration in public places such as art galleries and museums are still hard challenges for individuals with VIs [3] . Observing that individuals with VIs incorporate many tactile [4] , [5] and auditory cues [6] , [7] to perceive the environment, feel objects, or interact with others, we developed an assistive robotic system for remote exploration. For providing a richer experience by allowing individuals with Vis to feel remote objects or gain perception over remote places, this paper proposes a novel haptic exploration framework with a telepresence robot [8] , [9] , [10] , which is an advanced form of robotic teleoperation that grants controllability and reality over a remote environment through robotic perception and actuation systems, for enabling remote exploration in public places for individuals with visual impairments.
Despite the many assistive devices that have been developed to aid in daily living [2] , [11] , the most general and popular assistive means for individuals with VIs are still the walking cane and guide dogs as can be found in the current official handbooks and information material on assistive technology for VI [12] , [13] . These aids are effective in assisting the user in navigating within an environment, only with the effective working range limited to the proximity of the user. Assistive methods for remote interaction for individuals with VIs, such as real-world haptic exploration for accessing remote environments rich with visual information, have not been studied in depth.
We envision that a telerobotic approach equipped with haptic display (as sketched in Fig. 1 ), which grants a person to gain 3D tactile feedback of the remote environment as well as controllability through a telepresence robot, can be a viable solution for the telepresence of individuals with VIs. Haptic and auditory representations of the environment [14] , [15] , [16] can be effective interactive modalities for assisting individuals with VI, and it will be able to increase the effectiveness more if the system can handle dynamic "real-world" renderings in "real time".
As such, we employ a robotic agent equipped with RGB-D (color & depth sensing, e.g., [17] ) sensors to collect 3D spatial and visual information of a remote environment and transfer them to the user through a bi-directional haptic interface, enabling both tele-operation and tele-perception.
Our framework enables a person to control a remotely located robot through a haptic interface while feeling the remote 3D space through haptic rendering, which transforms color and 3D spatial information through 3D haptic rendering and verbal feedback to the user, as the system architecture illustrated in Fig. 2 .
In our previous studies, the haptic telepresence robotic system [18] , [19] , [20] , [21] provided (i) sensory devices to perceive the environment and generate a 3D perception model of the environment, (ii) transmission of the environmental perception to the human user in a non-visual way, and (iii) transmission of human controls on the haptic interface to enable teleoperation and telepresence for the human user. However, the system was not directly designed for networked telepresence robotic system for individuals with VIs. Thus, this paper extends the previous research to a networked telepresence with a new video content adaptation method for the 3D visual information transmission in real scenarios of telepresence in museums and art galleries.
Experiments with three different control methods for robotic navigation are designed to evaluate the capability of remote navigation for users with and without VIs. Another set of experiments with several 3D scenes captured from real-world objects in museums and art galleries are also designed to validate how effective our system can be in transferring the haptic perception for remote object exploration.
The details of this approach are described in the following sections. Section 2 discusses previous and on-going research in the areas of assistive robotics, haptics, and networked multimedia systems. Section 3 presents the details of our system architecture, including our multi-modal signal handling and networked multimedia modules. Section 4 describes our experimental design and displays results acquired from participants, in which both individuals with and without visual impairments were recruited. Finally, we further analyze our results in Section 6 and conclude with future directions in Section 7.
RELATED WORK

Prior Work in Assistive Devices for VI
Efforts to aid in the daily living of individuals with VIs have been made in two directions: equipping the person with intelligent tools and changing the environment intelligently. Borenstein and Ulrich developed the GuideCane [22] that can sense obstacles in an environment and guide the individual through the environment with a robotic cane. Utilizing arrays of ultrasound sensors detecting full range of 180 degree forward, the GuideCane can detect obstacles and rotate its mobile base to adjust its path automatically, freeing the user from the efforts to steer around the walking cane to detect obstacles by physically making contacts. Jansson and Monaci developed haptic guidance system for outdoor navigation [23] , Loomis et al. added approaches such as wayfinding and location identifiers [24] , and Katz et al. developed vision-based navigation guidance system with sonification and text-to-speech (TTS) techniques for the visually impaired [25] , which could guide a person with visual impairments with GPS navigation and this system. Recent improvements can be found from Ye [26] , [27] who developed more smart cane that integrates computer vision, mapping, and object recognition technologies to generate verbal feedback of spatial information.
Approaches related to the second direction include the work from Kulyukin et al. who incorporated a mobile-robot based guidance approach with radio-frequency identification (RFID) devices to assist in navigation and provide richer information than the former robotic assistance [28] . By implanting RFID chips into objects and environmental structures and transferring each RFID information, the user can get both navigational guidance and more detailed object information. Using this concept, Kulyukin et al. developed a RoboCart that can assist individuals with VI in navigating and finding items in a grocery store that has RFID tags installed. However, this approach requires both equipping the person and the environment with assistive devices, requiring whole changes of the infrastructure.
Telepresence with Video Communications
Multimedia technology, on the other hand, has a long history of enhancements and optimization for providing rich and crisp visual information to the user as Fig. 3 [29] . This technological merit can be greatly useful in transforming visual perception (including depth) into non-visual sensation over the network. Especially, considering the large bandwidth of data stream generated from the depth sensor (that includes both 2D color information as well as 3D point clouds), the optimization of data size and network protocol is essential to achieving a reliable telerobotic communication. Regarding the reliable telerobotic communication system, there have been several studies on telepresence using medical video communication technologies and haptic feedback. Examples of the telepresence technology include telementoring, telemedicine, and telesurgery. A telemedicine study was conducted over intercontinental cities even in the 1990's, and the first human telesurgery consultation was performed in 1996 [30] . In 2001, a telesurgery of Laparoscopic cholecystectory was demonstrated between New York and Strasbourg (France), with a network delay of 200 ms and a constant delay of 155 ms over a 10 Mbps network (3 Mbps guaranteed minimum bandwidth), achieving no packet loss in the application level and the overall subjective quality measured as 9.5 points (0:worst; 10:best) [31] .
With these on-going studies, several commercialized surgical robotic systems were also developed. The da Vinci (Intuitive Surgical Inc) [32] and Zeus (Former Computer Motion) [33] are well-known systems [34] , which are designed primarily for on-site surgery but also having some capabilities to provide HD (high definition) and 3D medical images and even a haptic feedback for aiding in surgery. Raven [35] is another surgical robot platform that has two robotic arms and two cameras, which is gaining more collaborating researchers through the Raven's open-source model [36] .
For the reliable utilization of surgical robotic systems for telesurgery, a real-time transmission of data (e.g., medical images) is most important. However, the network delay of broadband internet is not quite predictable. For example, the telerobotic experiment Plugfest 2009 reported the delay for video transmission in inside of Unite States took from 21 to 112 ms, and the delay for worldwide transmission took from 115 to 305 ms [37] . The delays were distributed over a wide range due to many network routers between end-to-end nodes that cannot be controlled directly, which suggests that telesurgery systems without careful network-delay management could be very dangerous. Even though the study reported that most participants could adapt to the delays by maximum 500 ms, the maximum allowable delay is considered 200 ms in the area of real-time video communications. In another study, an experienced surgeon instructor demonstrated a virtual reality (VR)-based online training class (remote surgical master class) to teach the anatomic structures for surgical exercise over two cities 12,000 km apart (Stanford University in US and Canberra, Austria) [38] . This study also revealed the importance of haptic feedback as well as network quality and latency issues.
While most studies on telepresence used wired networks, some telemedicine studies are focusing on medical image transmission over integrated wireless and wired networks. One example is the medical video streaming system with a joint source channel coding and decoding (JSCC/D) technology [39] . This study introduced the JSCC technology for streaming ultrasound video, and the images and video streams acquired by OTELO (mobile-tele-Echography using an ultra-light-robot) system were transmitted. The studied system supported from 7.5 fps (frames per second) to 15 fps of video frame rate by using different network protocols according to the characteristics of data and network condition such as video, audio, frame rate, and network bandwidth. In their experiment, GOP (Group of Picture) size was from 8 to 15, and bitrate was from 201 to 384 kbps. They also protected video packet headers with robust header compression (RoHC) technology using LDPC codes, and provided unequal error protection (UEP). However, the study did not consider the delay issues in detail as well as a low resolution video (CIF) and a low network bandwidth were used for their experiments with ultrasound images instead of high quality and high resolution medical images.
Telepresence for the Visually Impaired through
Haptic and Auditory Modalities
As mentioned in the Introduction, the exploration of individuals with VIs in public places, especially in spaces with high concentration on the needs of visual and tactile observation, is still a challenging problem. There have been many approaches such as exploring 3D arts in virtual reality [40] or Museum of Pure Form-a virtual reality tactile exploration system for art works at museums [41] , and studies on perspectives on artists with VIs [42] . However, they required the haptic data to be prepared a priori, usually utilized only one modality, and the system was either complex or expensive for individual users. Thus, we set two objectives in our study: (i) combining multiple modalities for exploration and (ii) enabling the user to feel remote locations through a robot. We chose haptic feedback and auditory signals as our main feedback modalities since haptic modality has been proven effective in extracting objective properties [43] , understanding structural properties [7] , cognitive mapping of unknown spaces [44] , and even feeling graphical information [45] for individuals with VIs. Auditory signals are also found effective as shown in the examples of graphic exploration with simple sonic feedback [46] , data sonification and visualization [47] , and BATS the audio-tactile mapping system [48] . Furthermore, in alignment with prior discussion on tactile experience of art pieces [49] , [50] and prior work on the Museum of Pure Form [41] , this paper aimed at bringing the tactile experience of object and spatial exploration to the user through a robotic agent in a remote place.
We focus on utilizing non-visual modalities to create an interactive channel for communication between a robotic system and the user to aid in controlling the robot while achieving perception in a remote environment. To be more specific, this paper aims to provide a novel framework for a user with VI to expand the limitations of one's physical living area through a telepresence robotic assistant using haptic and auditory feedback modalities. The major contributions to this effort include: (i) the design and evaluation of a real-time interactive haptic telepresence robotic system for individuals with VI in navigation and object perception scenarios in remote places, (ii) the study and design of haptic and auditory modalities as non-visual feedback methods for in-situ perception in public places, and (iii) the design and evaluation of a vision-based haptic exploration framework that generates 3D haptic perception based on realworld 3D spatial information.
3 HAPTIC TELEPRESENCE 3.1 System Architecture Fig. 2 illustrates the system architecture and functional modules of the haptic telepresence robotic system discussed in this paper. The hardware platform, as shown in Fig. 4 , is composed of a robotic arm (Pioneer2 Arm) and a robotic mobile base (Pioneer 3AT) equipped with the Kinect depth sensor. Interaction with a user is achieved in three ways: (i) visual feedback through a graphic-user-interface (GUI) for typical users, (ii) haptic feedback through a haptic interface for users with VI, and (iii) verbal feedback through a speaker or a headset for users with VI.
The system architecture is composed of four major functional blocks: (i) an active depth/vision perception process module, (ii) a haptic interaction module, (iii) a robot (mobile manipulator) control module, and (iv) a network module with multimedia encoder and decoder. The robot control module is described in our previous work [18] , [19] , [20] , [21] and thus not discussed in this paper. The active depth/ vision process module creates a 3D map of the environment and enables the creation of haptic/auditory feedback for the user in other modules. Haptic interaction is linked with the verbal feedback module, which synchronously transfers status on 3D map representation (depth and color) and robot navigation status to present haptic and verbal feedback to the user. Lastly, the network module with multimedia encoder and decoder handles the multimedia content adaptation and robust transmission technology for individuals with VIs by enhancing the sensed 3D visual information for the remote haptic device.
Haptic Perception of Remote Environment
We have developed a 3D haptic rendering algorithm based on 3D-point maps generated by either a stereovision process or a Kinect depth camera [19] , [20] , [21] . In this paper, we discuss the extension of the system with a networked configuration with multimedia compression and multi-modal interaction. To handle continuous depth and color image streams from the Kinect and transfer them over the network, a two-stage pipeline structure has been constructed [21] .
The first stage of the pipeline projects the Kinect depth data frame from the buffer into a 3D coordinate system then transform it into a 3D occupancy map, as illustrated in Fig. 5 . The occupancy map is used to represent a discretization of objects in the observed volumetric objects in the environment by marking occupied and unoccupied cells. The details of the process mainly involve image filtering and noise handling of the Kinect sensor, which are described in our previous work [21] .
The second stage of the pipeline handles the haptic rendering from a 3D map while updating the 3D map as the depth data stream comes in from the Kinect sensor. First, the haptic interaction point (HIP) corresponding to the user's movement on the haptic interface (user's haptic workspace) is projected into the 3D map (virtual volumetric space of the remote environment). Then, the virtual proxy forces are calculated by finding the closest surface point of the object the HIP is penetrating from the 3D map. To expedite the calculation for the virtual-proxy algorithm, neighbor-based surface normals and penetration depth estimation process are incorporated as illustrated in Fig. 5 .
For rendering the virtual-proxy force for the haptic interface, a typical spring-damper model is used as in Fig. 6 and Eq. (1). The spring-damper model is widely adopted in haptic rendering [51] , [52] , [53] due to its fast computation with simple second-order systems, which are suitable for reliable haptic rendering with fast control cycles of the haptic interface. (F ! VP : virtual-proxy force-feedback, k: spring constant, b: damping constant, P ! proxy : position vector of the proxy, P ! HIP : position vector of the HIP, and V ! proxy and V ! HIP : velocities of the proxy and the HIP) This way, we achieve direct haptic rendering from RGB-D perception and real-time interaction with dynamic environments as shown in Fig. 7 . These benefits encourage realtime interaction and exploration in the remote environment through the robotic platform, bringing the telepresence of the user closer into a realistic application.
Voice Feedback for Supplementary Modality
To supplement the user's perception over a remote environment, we utilize auditory feedback to translate color and distance information of the remote environment the user is exploring with the haptic interface remotely. Many individuals with VI have prior perception of colors, and even if a person was born blind the person learns about color through literatures and education. Our approach about color information was in fact due to a strong request from participants in our previous studies [19] , [21] , [54] and the above knowledge was gained through our interaction with them over more than three years. The use of color information can be also found in other studies on indoor navigation, object identification [55] , and clothes matching for blind users [56] .
The auditory feedback consists of verbal descriptions of color and distance information synchronized with an object the HIP is in contact with. The color and/or distance information is reported to the user when the HIP is interacting with an object in the 3D map. The color information is retrieved by (i) calculating the surface proxy point of the HIP in the 3D map (haptic perception process) and (ii) accessing the color information of the corresponding pixel in the color image stream. We have implemented our voice system to provide the color information in 65 colors, which can be reduced into fewer (simpler) color names or expanded into larger color sets (the list of colors recognized by our system are defined in Table 1 ). The auditory feedback also includes brief verbal reports on the status of robotic movements when the robot is navigating. The verbal description of the status of our robotic system consist of "forward", "left", "right", "backward", and "stop", and are reported only when the status changes or status is requested by the user.
Multimedia Transmission and Content Adaptation
The multimedia transmission and content adaptation method for individuals with VIs enhances the sensed 3D visual information for remote haptic exploration. The method consists of six sub-modules: an adaptive filter and a down-sampler, a 2D image and depth map encoder, an adaptive FEC module, a quality of service (QoS) controller in the server side, and a haptic device tracer with a network monitor in the client side as shown in Fig. 8 .
Once the Kinect sensory device generates 2D images with 3D depth data, the method first builds an enhanced 3D depth-map by using both original 2D image and depth data and then applies a low-pass filter to raw 2D image and downsamples the image and depth map temporally according to the decision of the QoS controller. For an individual with VIs who is using the haptic device, high resolution and temporal video may not be always required. Thus, the QoS controlling helps to reduce the required bandwidth as well as the computational complexity of the system. Furthermore, the method encodes the 2D images and depth maps with given encoding option by the QoS controller. For example, each pixel consists of luma (brightness) and chroma (color) components, and the detailed color information of the image is not needed. Thus, the QoS controller applies lower quantization-parameter (QP) values for the chroma components compared to luma components. In addition, the encoder applies different encoding technology to the 2D image and the 3D depth map [57] [58]. To overcome situations of degraded overall quality of experience (QoE) due to any loss in the depth data, the encoder uses H.264 AVC for the 2D image and Huffman coding method for the depth map, which is more important than the image quality for the user. The FEC codes protect the encoded bitstream with some amount of overhead according to network conditions (e.g., packet loss rate and bandwidth). The QoS controller receives feedback messages from the haptic device tracer and the network monitor of client and makes a decision to control the other modules in the server. In real-time video/ audio transmission, maximum of 200 ms delay in video and 70 ms delay in audio are preferable because human user can feel the time differences if the delay is more than those thresholds, which are basically from experiment-based psycho-visual and psycho-acoustic models. However, our proposed system design allows more than 200 ms of delay in video because individuals with VIs take some time to feel 3D image by exploring the surface of transmitted image (a video frame) with a haptic device. Besides, the exploring time depends on the complexity of an image and the sensitivity of each person. Thus, our designed system updates the image when the user explores certain amount of image surface areas with the haptic device (e.g., 80 percent). As an example, if a user moves the haptic interface to feel the surface of a remote object (e.g., a human face, an art work in a museum, etc.), the haptic device traces its movement and measures average elapsed time for exploration. Then, the module sends feedback information to the QoS controller in the server to adjust a video frame rate adaptively. This is for the purpose of our system design, and the system provides an adaptive frame updating rate.
The bitrate saving by the content adaptation is highly related to the perceptual sensitivity of individuals with VIs, and the bitrate savings could be different for each person. Thus, the perceptual sensitivity of individuals with VIs could be an important research topic to increase overall QoE. To increase the QoE of 3D perception, the texture and depth decoder module applies the bilateral filter [59] to original 2D images and acquires images with the edges smoothed. Then, the 3D depth-map enhancement method crops the edge image because the resolutions of the original 2D image and depth-map are different, and the method merges the cropped edge image to depth map. Additionally, the temporal median filter and histogram equalization could be applied for the depth-map to enhance the image. Thus, the proposed module provides the smoothed and emphasized 3D shapes with sharpened edges, which helps individuals with VIs to feel 3D images more precisely.
The proposed system architecture includes the Kinect sensor from Microsoft that provides depth and color images at a rate of approximately 30 fps. The Kinect depth data of the captured frame is buffered, projected into a 3D coordinate system with resolution 640 Â 480, then transformed into a 3D map (640 Â 480 Â 1024) structure. By using open source ffmpeg library, H.264 AVC encoder and the Huffman coding encode 2D images and depth maps, respectively.
EXPERIMENT DESIGN AND RESULTS
We implemented the system framework discussed in Section 3.1 using our mobile manipulation robot platform (Fig. 4) , and designed a set of experiments to evaluate the system performance as well as the users' responses. The first experiment (Section 4.1) was designed to evaluate the haptic and auditory modalities in navigating the telepresence robot in public places such as museums or art galleries. For safety and permission issues, we setup a test site in our lab at this stage. We also designed the second experiment (Section 4.2) to evaluate the capability or our system in enabling users to feel objects and distinguish different collections in art galleries or museums. A total of 26 participants (five female and 21 male) joined our experiments. Among them, five had visual impairments (with VI: two were low-vision and three were blind) and 21 were sighted (without VI). The participants were divided into two groups: first group of 14 participants including five individuals with VI joined Experiment 1, and the other group of 12 sighted participants joined Experiment 2. There was no overlap in the user groups between two experiments.
Experiment 1: Robotic Navigation with Haptic and Auditory Exploration
This experiment was performed given a common haptic input method for haptic exploration and a headset for auditory feedback. Participants were allowed to use two distinctive control mechanisms: keyboard control (KeyNav) and haptic click (AutoNav). The Keynav is designed to enable the user to control the robot using the keyboard, i.e., up arrow: move forward, left arrow: turn left, right arrow: turn right, down arrow: move backward, and shift key: stop. The AutoNav is designed to enable the user to just click on a 3D environment represented through the haptic interface to control the robot to autonomously reach the clicked goal point in the remote environment. Using these two control mechanisms, the user is asked to accomplish a goal, which was to "find a blue/red ball and approach it with the robot." Prior to the experiment, participants were given a one minute tutorial for using the haptic interface and understanding 3D scenes based on a tutorial site. The spatial setups of a tutorial site and the actual remote scene (5 Â 6 m space) for the experiments were as shown in Figs. 9 and 10 , respectively. The procedures for our experiments are as follows:
1) Consents from adults or parents' consent along with verbal assents from minors are acquired prior to the experiment. 2) Explanation on the robotic platform, computer system, and the haptic interface is given. 3) Tutorial on the haptic exploration is given. The space contains two objects, a box and a cone, that have different sizes from objects to be placed in the actual experiment scene. 4) Tutorial on the control methods-KeyNav and AutoNav-are given to the participant in a random order. 5) Explanation on the auditory feedback-color, distance, and the status of the robot-are provided to the participant. 6) The participant starts controlling the robot and accomplishes the task of finding a specific-colored ball. Two balls, of different sizes and colors, are placed in different locations inside the test scene. To rule out the memorization effect, each participant is asked to find a ball with a random choice of color (between red and blue) in the first trial, and then asked to find the other colored ball in the second trial. The hypothesis we wanted to study through the first experiment were as follows:
Hypothesis 1: Linkage between control modality and haptic feedback can affect the performance of teleoperation. Hypothesis 2: Multi-modal (haptic and auditory) feedback for environmental perception can aid in teleperception of an individual with a visual impairment. We determined the independent variables as the haptic and auditory feedback methods and the control method. The dependent variables we measured were the task completion time, the success rate, and the frequency of giving commands to the robot. As for the controlled variables, we fixed the number of target objects and object shapes, which were presented to the participant. During the experiments, we measured dependent variables on the following criteria: (i) Time taken for task completion, (ii) number of control sequences made by the participant, and (iii) the trajectory of the robot. After finishing the experiments, a questionnaire with eight items were provided for the user to complete. After the experiments, all participants were asked with a small set of questions for qualitative analysis: 
Experiment 2: Object Perception with Haptic and Auditory Exploration
The second experiment was performed with same human interfaces (haptic and auditory interfaces) but without the telepresence. Since our telepresence robotic system is at a research stage and the safety and privacy issues have not been cleared yet, we only utilized Kinect sensor to capture 3D scenes of collections from art galleries and museums. The collected 3D scenes were later provided to users invited to our lab to participate in the experiment. Prior to the experiment, participants are given a one minute tutorial for using haptic interface and understanding 3D scenes based on simple geometric models of different shape and complexity. Then, the participants are allowed to use the same interface to explore objects from real 3D scenes. Three sets of three$four objects were provided to the participant, and then allowed to freely explore the object for 30 sec $ 1 minute per each model. The participant was provided with haptic force feedback through the haptic interface, visual feedback of the object and HIP through a graphic user interface. Participants were divided into two groups (control and experimental group), only the experimental group was provided with the verbal feedback of color information through speakers or headsets. After feeling one set of objects, the participant was provided with a paper with the set of objects printed on, was provided with a randomly ordered 3D objects from the set while being blocked from using the GUI (i.e., the visual feedback was turned off), and was asked to tell which object the user was touching with the haptic interface. Images from the second experiment were shown below for training models (Fig. 11 ) and actual 3D scenes from museums and art galleries (Fig. 13) . The hypothesis we wanted to study through the second experiment were as below:
Hypothesis 3: Verbal feedback on color information can aid haptic perception of complex 3D objects such as collections from art galleries and museums.
RESULTS
Experiment 1: Navigation and Haptic Exploration
The individuals without VI were blindfolded and individuals with low-vision were restricted to face the computer screen to simulate physically similar conditions among participants. All participants are safely seated in front of the desk as other participants and were guided through the experiment with same condition. The age group of participants in the Experiment 1 was between 14 and 48 (average = 29.3, standard deviation (SD) = 9.16). Each participant was given a tutorial of the system (about 5-10 minutes) with instructions on the two control mechanisms in random order. Then, each participant was given two trials in a mixed order. We recorded log files to quantitatively evaluate the user's performance in KeyNav and AutoNav trials. The experimental results and analysis are discussed in the following sections.
User Performance for Task Completion
To evaluate user performance with our telepresence system, we measured the control time and the success rate for KeyNav and AutoNav. The average times taken for task completion were 65.52 sec (SD = 22.19 sec) for KeyNav and 32.81 sec (SD = 6.58 sec) for AutoNav. The median values and the variations are depicted as a bar plot in Fig. 14 . This shows that, on average, users (with both VI and non-VI) were able to minimize the time to complete the "find/ approach ball" task when using the robot control method in AutoNav, as opposed to KeyNav. The condition for goal achievement was classified as the point at which the telepresence robot had reached within a distance of 35 cm from the target, since the robot's manipulator has a workspace range between 25 and 50 cm. When assessing how often users were successfully controlling the robot to achieve the task, we see that the success rates for KeyNav and AutoNav for the 14 participants were 57.1 and 78.6 percent respectively, as shown in Table 2 . (The average success rate of individuals with VI were 60.0 and 100.0 percent respectively.)
We applied the repeated-measure ANOVA on the user performance results measured from task completion time and success rates. As Table 3 shows, there was a statistically significant effect of haptic modality on control with respect to task completion time, F ð1; 13Þ = 27.18, p < 0.0002.
However, Table 4 displays that there was not enough statistical significant effect of control modality on the success rate, F ð1; 13Þ = 0.47066, p < 0.2178.
Control Load for the User
Another important aspect in human-robot interaction is the factor of control load or amount of workload imposed on the user. We measure this term by counting the frequency of robot commands given by the human user, i.e. the number of keyboard strokes in KeyNav and the click counts in AutoNav. The average control frequency taken for task completion was 8.5 (SD = 2.955) for KeyNav, and 2.1 (SD = 1.439) for AutoNav. The median values and the variations are as shown in Fig. 15 . This shows that, on average, users (with both VI and non-VI) were able to accomplish the task with minimal effort to complete the "find/approach ball" task when using the robot control method in AutoNav, as opposed to KeyNav.
Experiment 2: Object Perception
For evaluating haptic perception of real objects in museums and art galleries, we captured RGB-D scenes (color images + depth images) in the Museum of Art at Seoul National University (MoA-SNU, http://www.snumoa.org/) and Seoul National University Museum (http://museum.snu.ac.kr/) in Korea, as shown in Fig. 13 . From the dataset, we selected different objects' scenes with the rule of the followings: (i) Whether it have single object or multiple objects in the scene; (ii) whether the objects are rather planar, circular, or rectangular, etc; (iii) whether the objects represent living things or inanimate objects; and finally (iv) whether the shape is simple (geometric) or more complex (or artistic). Total 10 scenes for three sets of experiments (Museum 1, Museum 2, and Gallery) were selected so we can show 3-4 objects per set to the participant. We provided three sets of 3D objects (3-4 objects in each set) to the user through haptic experience, and measured the correct matching rate of the participants' answers in blind haptic exploration. The recognition rate of participants are shown in Table 5 , and the confusion matrix for the total 11 objects is visualized in Fig. 16 . On average, the Experiment group who were given both haptic and auditory feedback showed about 33 percent higher recognition rage compared to the Control group who were only given the haptic feedback. These results clearly showed that the verbal feedback of color information during haptic exploration significantly increased the perception of remote objects. Initial observation on the participants' trials displayed the tendency in users to make errors (get confused) due to the users' biased attention on verbal feedback on colors, or haptically exploring only on partial area in the workspace thus observing only part of the object. However, considering the users were all novice haptic device users (with less than 1 hour of haptic experience), we expect increased performance for more experienced users. We will evaluate this assumption in future studies.
Questionnaire Results
The participant's responses to the questionnaire were collected to get qualitative measure on the users' experiences. As shown in Fig. 17 , the participants found the haptic modality fairly easy to work with and the voice feedback on the color information quite helpful for exploration. Also, the users reported that the feeling of telepresence was fairly realistic, which suggests that our system is feasible to The verbal feedback on color information was provided only to the Experiment group, but not to the Control group. transfer the feeling of "telepresence" with haptic and auditory modality to the user.
DISCUSSION
The experimental results demonstrated that our robotic telepresence system is capable of enabling the user to explore remote environment and interact with the system through haptic and auditory modalities on 3D perception of remote environment.
To evaluate Hypothesis 1 ("Whether providing linkage between control modality and haptic feedback can affect the performance of tele-operation"), we applied the repeatedmeasure ANOVA on the user performance results measured from task completion time and success rates. There was a statistically significant effect of haptic modality on control with respect to task completion time, however, not with the success rates. The latter analysis can be explained by our observation that individuals without VI, although blindfolded, showed tendency to make decisions only with color information. To develop a more quantitative answer, we are expanding the number of participants, both with VI and without VI, for further analysis.
To evaluate Hypothesis 2 ("Whether providing multimodal (haptic and auditory) feedback for environmental perception can aid in tele-perception of an individual with a visual impairment"), we designed the experiment to include two balls with different colors (blue and red) and a box with multiple colors (shapes printed on its surface). The results from the experiments showed that participants distinguished between boxes and balls easily, and mostly succeeded in finding the right colored balls according to the given task. This implies that our system achieved tele-perception through multi-modal means.
Finally, to evaluate Hypothesis 3 ("Verbal feedback on color information can aid haptic perception of complex 3D objects such as collections from art galleries and museums"), we have provided the individuals with 11 haptic 3D models from real collections in a museum and an art gallery to two user groups with and without the verbal feedback. For the control group, we have provided only haptic feedback (and visual feedback for initial explorations) to the user. For the experimental group, we also provided verbal feedback on color information, and we studied the effectiveness of auditory feedback as a supplementary modality to haptic modality.
For follow-up studies, we are conducting more evaluations with participants with visual impairments. We are using 3D printed models from the scenes we have acquired depth data, with which the participants are asked to first feel virtual shapes with our haptic interface and then to match from the 3D printed models. We will include this process for a prospective study with more extensive lists of objects in diverse environments.
Lastly, we want to add that a number of studies exists that show the importance of distributed information during haptic exploration [60] and the effectiveness of other haptic contacts besides point-based haptic interaction, such as rolling and sliding [61] or thimble-based interaction for cutaneous perception [62] . The goal of this paper is to address the challenging issue of remote haptic exploration (with vocal cues for colors on objects) and investigate the effectiveness of realtime haptic rendering in real-world for the remote exploration of individuals with VIs. For investigating a feasible solution, our current approach has been utilizing a low-cost equipment, which led us to start with a point-based haptic interaction and exploration. Cutaneous haptic feedback [63] and textural rendering [64] are our next goals to add on to this study, which we plan to pursue through collaboration.
CONCLUSION
In this paper, we have developed a framework for telepresence robotic system with haptic and auditory feedback for individuals with visual impairments. We have investigated the capability of this system in enabling the user to (i) teleoperate the robot to navigate in a remote 3D environment while feeling the 3D structure (with a haptic interface) and hearing the visual components (in a verbal description of color and distance) and (ii) take more closer observation of objects in display (i.e., collections in museums or art galleries) and feel the complex shapes and colors through the eyes of a telepresence robot. The results showed good indicators for a novel framework in achieving the goals, and we expect that our system will provide a basis for developing more realistic and high-performing telepresence robotic system with multi-modal feedback for individuals with visual impairments. We plan to study further by upgrading our system functionality with more sophisticated haptic sensations (e.g., textures and deformations in physical interactions) and contents adaptive multi-media handling.
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