In this paper we study the Poisson and heat equations on bounded and unbounded domains with smooth boundary with random Dirichlet boundary conditions. The main novelty of this work is a convenient framework for the analysis of such equations excited by the white in time and/or space noise on the boundary. Our approach allows us to show the existence and uniqueness of weak solutions in the space of distributions. Then we prove that the solutions can be identified as smooth functions inside the domain, and finally the rate of their blow up at the boundary is estimated. A large class of noises including Wiener and fractional Wiener space time white noise, homogeneous noise and Lévy noise is considered.
Introduction
The aim of this work is to develop a framework for systematic analysis of elliptic and parabolic boundary value problems with random boundary conditions including space-time white noise.
We focus in this paper on the Dirichlet problem only because the Dirichlet boundary conditions pose the greatest challenge. However, let us emphasise that our approach can be used to study both the elliptic and the parabolic equations with various boundary conditions in any dimension.
Let O be a (possibly unbounded) domain in R d . If d > 1 then we will assume that the boundary ∂O is of class C ∞ . In this paper we are concerned with the existence and regularity of solutions to the following Poisson and heat equations We note that in the parabolic case the boundary condition takes non-standard form dξ dt in order to conform to notation used in the Itô calculus.
If γ and ξ are deterministic and ξ is time-differentiable then elliptic and parabolic problems (1.1) and (1.2) are special cases of the general theory of boundary value problems that have been thoroughly studied, see for example a basic monograph by Lions and Magenes [21] , where the theory of weak solutions is developed. A semigroup approach to the inhomogeneous boundary value problems was initiated by Balakrishnan [3] , for further developments see e.g [7, 19] .
Extension of the deterministic theory to the case of random boundary conditions is a natural next step motivated by various problems of mathematical physics, see for example [4] . It turns out that, except certain degenerate problems, a solution to equation (1.2) cannot have Markov property if the noise ξ is regular in time. Therefore there is a demand for the theory of equations with boundary data that are distributions in time. In fact, we will demonstrate in Section 4 that if ξ is a Wiener or, more generally, a Lévy process, then the solution has the Markov property in an appropriate state space. Another generalisation of the classical boundary conditions leads to the space-time white noise on the boundary. A typical example of such a situation arises, when O = (0, +∞) × R ⊂ R 2 and formally
where {e k : k ≥ 1} is an orthonormal basis in L 2 (R, B(R), dx) and {W k : k ≥ 1} is a collection of independent, one-dimensional Brownian Motions. Let us recall that such a process ξ, known as a cylindrical or white in space Wiener process, is in fact a generalised random process; that is a distribution-valued process. It will be shown in Section 6 that equation (1. 2) with such a noise still has a function-valued solution in O. Other classes of generalised noises will be studied as well, see Section 2.
The existence of Markovian solutions to equation (1.2) with either Dirichlet or Neumann boundary conditions has been studied in few papers only. It was proved in [12, 13, 17, 23, 32] that under some assumptions equation (1.2) with the Neumann boundary conditions has an L 2 (O)-valued solutions. For the wave equations with noise entering through the Neumann boundary condition see e.g. [10, 20] .
It turns out that the Dirichlet problem is more difficult. In fact, Da Prato and Zabczyk demonstrated in [12] , see also [13, 29] , that even in dimension one the solution to (1.2), with ξ being a Wiener process, takes values in the Sobolev space H −α only if α > 1 2 , hence is not function-valued. For this reason equation (1.2) was usually studied with more regular boundary noise see [8, 9, 14] . However, Alòs and Bonaccorsi observed in [1, 2] that solution hal-00825120, version 1 -23 May 2013 to (1.2) considered on O = (0, +∞) can be well defined in the space L 2 (0, +∞; ρ(x)dx) with ρ(x) = min 1, x 1+θ e −x and θ > 0. This idea was further developed in [16] , where it was shown that for θ ∈ (0, 1) the solution defined in [1] can be identified as a mild solution in the spirit of [11] .
Finally, it is shown in [29] that if
where φ : [0, +∞) × ∂O × S → R is sufficiently regular function and π is a Poisson random measure, then (1.2) defines Markov family on L p (O) for some p ∈ [1, 2) . Another class of problems, the so-called random dynamic boundary value problems was studied in [8] . We note that in this case, the boundary condition is regular in time and therefore is not related to the main difficulty we deal with in this work. In this paper we are concerned with elliptic or parabolic problems. For hyperbolic problems with noise driven from the boundary see e.g. [6, 20] .
We will describe now in more detail the content of the paper. In section 2 we present some preliminary definitions and results needed in the following sections. The concepts of weak solutions to equations (1.1) and (1.2) are introduced in Section 3 . Then in Section 4 we show that solution u to problem (1.2) is given by
where S is the semigroup generated in H ⋆ (see Section 4 for definition) by the Laplace operator ∆ τ with homogeneous boundary conditions, and D is the Dirichlet map which is defined as a weak solution to (1.1). Therefore, u is the mild solution to the evolution equation
Then we will show (see Theorems 2 and 3), that for any S ′ (∂O)-valued random variable γ and any S ′ (∂O)-valued stochastic process ξ, there exist unique weak solutions to equations (1.1) and (1.2) respectively. Extending the idea of Alòs and Bonaccorsi we show, see Section 6, that under some natural assumptions on γ and ξ, the solutions to (1.1) and (1.2) are C ∞ in space (and in time in the case of the parabolic problem) inside the domain. Finally, see Section 7 we calculate in particular cases the rate of blow up of the solutions near the boundary ∂O.
Generalised random elements and processes
We shall denote by (·, ·) the duality form on S ′ (R d ) × S(R d ). Let K be a closed subset of R d . We denote by S ′ (K) the class of all tempered distributions on R d such that
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We shall denote by S(K) the space of the restrictions of the test functions from S(R d ) to the set K. Obviously, S ′ (K) is a closed subspace of S ′ (R d ). Moreover the map
is well defined and bilinear. In what follows we will usually denote Λ(γ, ψ |K ) by (γ, ψ |K ). On S ′ (K) we consider the topology inherited from S ′ (R d ). Then the Borel σ-field B(S ′ (K)) is generated by the family of functions (·, ψ), ψ ∈ S(K). Note however that we do not claim that the space S ′ (K) is a dual of S(K). Let (Ω, F, P) be a probability space. In this paper we assume that in the elliptic problem γ is a measurable mapping from Ω to S ′ (∂O), and in the parabolic problem ξ is an S ′ (∂O)valued process with càdlàg trajectories.
Let L 0 (Ω, F, P) be the space of all real-valued random variables on (Ω, F, P) equipped with the topology of convergence in probability. Assume that E is a locally convex topological vector space and let E ′ be the topological dual space, see for instance [33] . Let (·, ·) denote the corresponding duality bilinear form on E ′ × E. A linear continuous mapping γ : E → L 0 (Ω, F, P) is called generalised linear random element on E. For the reader convenience we recall representation theorem for generalised linear random elements. For its proof see e.g. [18] .
Theorem 1. Assume that E is nuclear and γ is a generalised linear random element on E. Then there exists a measurableγ : Ω → E ′ such that for any ψ ∈ E,
A typical application of the above Theorem is for E = S(R d ). However, because of separability of S(R d ), the following generalisation of it is also true. If γ is a generalised linear random element on S(R d ) such that for all ψ ∈ S(R d ) : ψ = 0 on K, ψ ∈ S(K)
then there exist a measurable mapγ : Ω → S ′ (K) such that for any ψ ∈ S(K),
From now on we identify a generalised linear random element γ on E with the corresponding E ′ -valued random variableγ. We will also identify a generalised linear random element γ on S(R d ) satisfying condition (2.2) with the corresponding S ′ (K)-valued random variableγ.
Let us present now the most typical examples of S ′ (∂O)-valued random variables γ ad processes ξ. Below, ν is a Borel tempered measure on ∂O; that is ν ∈ S ′ (∂O), and (e k ) is an orthonormal basis of L 2 (∂O, B(∂O), ν). 
where the series converges in L 2 (Ω, F, P), defines a generalised random element on S(∂O) satisfying condition (2.2) and thus inducing an S ′ (∂O)-valued random variableγ. As we explained earlier, we will identify γ withγ and use the earlier notation to denote the latter object. In particular, P-a.s.,
This γ will be called a cylindrical Gaussian random variable in L 2 (∂O, B(∂O), ν) or Gaussian white noise on ∂O with intensity measure ν.
Example 2. Let (W H k ) be a sequence of independent fractional Brownian Motions with a Hurst index H ∈ (0, 1). Then the formula
where the series converges in L 2 (Ω, F, P), defines an S ′ (∂O)-valued random process. We call ξ the cylindrical fractional Wiener process in L 2 (∂O, B(∂O), ν) with Hurst index H.
If H = 1/2, then ξ is called simply a cylindrical Wiener process in L 2 (∂O, B(∂O), ν). Let −∞ < a < b < +∞. Assume now that O = (a, +∞) × R l or O = (a, b) × R l for some positive integer l. Then ∂O can be identified with R l and R 2l , respectively. In these cases important classes of random processes on the boundary are provided by the so-called homogeneous Wiener processes, see [5, 28, 29, 26, 27] .
We say that W is spatially homogeneous if for each fixed t ≥ 0 the law of W(t) is invariant with respect to all translations τ ′ h :
The property above holds if and only if Q is translation invariant, that is
see [28] . Next, see [28] , Q is translation invariant if and only it is of the form
is the Fourier transform of a positive symmetric tempered measure µ on R m , and ϕ (s) (x) = ϕ(−x) for x ∈ R d and a complex-valued function ϕ.
We call Q the covariance form, and µ the spectral measure of W. Let us list the main properties of W.
• Γ is the Fourier transform of a positive and symmetric Borel measure µ on R m ,
• It was shown in [28] that W can be represented as a sum Random field. Suppose that the spectral measure µ of W is finite, and consequently Γ = F (µ) is a uniformly continuous bounded function. Then there exists a Gaussian random field on [0, +∞) × R m , which we also denote by W, such that:
• The mapping (t, x) → W(t, x) is continuous with respect to the first and measurable with respect to the both variables P-almost surely.
In particular, if Γ(x) = e −|x| α , where α ∈ (0, 2], then we obtain important examples of random fields known as symmetric α-stable distributions . For α = 1 and α = 2 the densities of the spectral measures are given by the formulas c 1 (1 + |x| 2 ) − m+1 2 and c 2 e −|x| 2 , where c 1 and c 2 are appropriate constants. White noise. If Q(ψ, ϕ) = (ψ, ϕ), then Γ is equal to the Dirac δ 0 -function, its spectral density dµ dx is the constant function (2π) − m 2 and W is a cylindrical Wiener process on
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Example 5. Assume that π and Π are Poisson random measures on ∂O and [0, +∞) ×∂O with intensity measures µ and dtν, respectively. Then
define S ′ (∂O)-valued random element and process, respectively. More generally, assume that ρ : ∂O → R is a measurable function of a polynomial growth. Then
defines S ′ (∂O)-valued random variable and process, respectively.
Weak solutions
Let n denote the unit normal to the boundary and pointing inwards. Taking into account the Green formula (see e.g. [21] ) we arrive at the following definitions of the weak solution to (1.1).
Note that the heat semigroup generated by the Laplace operator with Dirichlet boundary condition is not strongly continuous on S(O). This is the main reason why in order to consider the parabolic problem we have to introduce a certain scale of Hilbert spaces. Namely, let ϑ(x) = (1 + |x| 2 ) −1 for x ∈ R d . Then, see e.g. [28, 5, 13] , the heat semigroup T (t), t ≥ 0, generated by the Laplace operator ∆ τ with homogeneous Dirichlet boundary conditions is analytic (but not symmetric) on each space L 2
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Let H −r be the dual space, where the duality map is given by
Finally, let
with the Fréchet topology, and let H ′ be the topological dual. It is known that
Note that since H is a nuclear space, H ′ is a co-nuclear space. Next, the restriction of the heat semigroup T to H r , r ≥ 0, as well as to H, is a C 0 -semigroup. Moreover, T can be extended to a C 0 -semigroup on any H −r -space as well as to H ′ . Note that the generator of T considered either on H or on H ′ is a continuous linear operator. With a bit of abuse of notation, we will denote by ∆ τ the generator of T regardless the space on which T is considered.
Remark 1. Note that H is a subspace of S(O). Therefore any distribution from S ′ (O) can be treated as an element of H ′ . Note however that H is not a dense subspace of S(O).
In fact it is a closed proper subspace. Therefore it can happen that a non-zero ξ ∈ S ′ (O) vanishes on H. For the completeness of the presentation we present the following result on the uniqueness of solutions. Proposition 1. For any constant λ ≥ 0, and any S ′ (∂O)-valued random variable γ, the elliptic problem (1.1) has at most one solution.
Proof. Clearly it is enough to show that solution to the problem with homogeneous boundary conditions vanishes, and we take this for granted in the case of O = R d . In other words we will use the fact that if u is an S ′ (R d )-valued random variable such that
then u ≡ 0. Assume that u solves (1.1) with the boundary condition γ. It is enough to show that the S ′ (R d )-valued random variableũ defined by
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solves the problem on the whole space. To do this take ψ ∈ S(R d ). Letψ ∈ S(R d ) be such that ∆ψ = λψ in O,ψ = ψ on ∂O. By smoothness property ofψ, ∆ψ = λψ on O. Then
For the parabolic problem the uniqueness follows from the equivalence of mild and weak formulation of the solution to the homogeneous problem Remark 2. Let u ξ and u η be two solutions corresponding to (1.2) with the same initial value u 0 but with boundary functions ξ and η. Then u ξ ≡ u η implies that
One can shown that there exists ψ ∈ H such that ∂ψ ∂n = 0 on ∂O.
Mild formulation and existence
To solve the elliptic problem we will need the resolvent operator (∆ τ − λ) −1 , of the heat semigroup T considered on L 2 (O) with λ from the resolvent set of ∆ τ . Then for any ψ ∈ S(O) ⊂ L 2 (O), the function 
We call D the Dirichlet map. Using the formula above we extend the Dirichlet map to random variables and obtain the following result. Proof. Let ψ ∈ S(O) be such that ψ = 0 on ∂O. Then
The following result ensures the Markov property of solution to (1.2) in case of ξ having independent increments, see e.g. [11, 13, 29] .
Theorem 3. For any u 0 ∈ H ′ and any S ′ (∂O)-valued càdlàg random process ξ, the unique solution to (1.2) is given by formula
where the integrant is defined, on a test function ψ ∈ H ′ , by the integration by parts formula
Moreover, u is a Markov and Feller process in H ⋆ .
Proof. First note that u is given by the right hand side of (4.1) is well defined and càdlàg. To see that it is weak solution take a ψ ∈ H. Write
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Then we have
This proves the first part of the theorem since
The Markov property follows by the same arguments as in [11] and the Feller property is obvious.
hal-00825120, version 1 -23 May 2013 4.1. Examples. Example 6. In the case of O = (0, 1), the space of distributions S ′ (∂O) can be identified with R 2 . Then, taking λ = 0, we obtain for (γ 1 , γ 2 ) ∈ R 2 ,
Example 7. Assume that O = (0, +∞). Then S ′ (∂O) ≡ R, and the Dirichlet map corresponding λ = 1 calculated on γ ∈ R is given by
is the unit ball in R d with center at 0. Then the Dirichlet map corresponding to λ = 0 is given on a function γ : ∂O → R by the Poisson integral
In the mild formulation of (1.2) we will deal with the term ∆ τ ξ. In the result below we calculate ∆ τ in one dimensional case. To do this let us denote by δ a the Dirac measure at a and by δ ′ a its distributional derivative. Recall that ∆ τ is a continuous linear operator on H ′ . 
We are showing (i). We have ψ i ∈ S ′ (O) ⊂ H ′ . Let φ ∈ H. Recall that ∆ τ also denotes the adjoint operator on H. We have
Green kernels
For further purposes we recall here some basic facts on Green kernels to the heat and Poisson equations. Assume that G is the Green kernel to the heat equation in O ⊂ R d with homogeneous Dirichlet boundary conditions. Thus the semigroup T generated by ∆ τ is given by
Note that as ∆ τ is self-adjoint, G(t, x, y) = G(t, y, x). Moreover, as the boundary and the coefficients of the operator ∆ are C ∞ , we have the following bounds on G and its derivatives (see [15, 31, 24] ). 
On the space C ∞ ((0, +∞) × O) we consider a family of semi-norms 
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Moreover, or any y ∈ ∂O, ∂G ∂n (·, y) ∈ C ∞ (O) and for any compact K ⊂ O and n there is a constant C such that p n K ∂G ∂n y (·, y) ≤ C ∀ y ∈ ∂O.
Finally for any x ∈ O and δ > 0 such that B(x, δ) ⊂ O, ∂G ∂n y (x, ·) ∈ S (O \ B(x, δ) ).
Let γ ∈ S ′ (∂O). Write
In particular we have ∂G ∂n y (t, x, y) = − x 0 t Γ(t, x − y), y = (0, y 1 , . . . , y m ) ∈ ∂O.
Let y = (0, y 1 , . . . , y m ) ∈ ∂O. We will need to calculate the Fourier transform
Finally, for G(x, y) = +∞ 0 e −λt G(t, x, y)dt, we have at y = (0, y 1 , . . . , y m ),
In the calculation below c is a generic constant. For |y| ≥ 1 we have
eventually we obtain the following a bit crude estimate
In the same way on obtains
Regularity of solutions inside domain
In this section we are concerned with the regularity of solutions inside the domain O. 
and in particular, u is C ∞ on (0, +∞) × O.
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Proof. The first part of the theorem says that
Since ψ has a compact support in O, there is a sequences (x n k ), k = 1, . . . , n, of variables of the support of ψ and reals (a n k ) such that
where ∂G ∂ny (x n k , ·) ∈ S(R d ) is an extension of ∂G ∂ny (x n k , ·), and the convergence is in the topology of S(R d ), and Regularity of u inside the domain now follows from Corollary 3. Let u be the solution to (1.2) . To prove the second part of the theorem, note that
Using the arguments from the proof of the first part we obtain
Let ψ ∈ C ∞ c (O). Taking into account (4.1) we obtain
Since ∂ψ ∂n ∂O ≡ 0, we obtain (6.1).
Regularity of solutions at the boundary
Our aim in this section is to investigate the space regularity of u defined by (1.1) or (1.2) at the boundary. To this end we will evaluate the expectations Eu 2 (x) and Eu 2 (t, x) where x is near the boundary ∂O and we will obtain the bounds of the type
and
In a similar way one can evaluate u(x) and u(t, x) in order to obtain the estimates of the form
for P almost all ω. Taking into account the estimates of Corollary 2 we obtain the following result. 
Assume now that γ = k γ k ν k is as in Example 3. Then, for every x ∈ O,
and consequently we have the following.
Proposition 5. Let u be the solution to (1.1) with γ as in Example 3. Then
Assume that O = (0, +∞) × R m . An important case can be obtained if γ = W(1) where W is a homogeneous Wiener process, see Example 4. Then γ = k W k (1)F (e k ν). Obviously
Consequently, see Example 9, for every x ∈ O,
Using now the crude estimate (5.3) we obtain: Proposition 6. Let u be the solution to (1.1) with γ as in Example 4. Then
Remark 3. Note that for an arbitrary (tempered) spectral measure ν, u is a Gaussian field in O and consequently Eu 2 (x) < +∞ even if the integral appearing on the right hand side of the estimate in the proposition above is infinite.
Let us now consider the case of Lévy measure on the boundary. Namely, see Example 5, assume that γ = ρπ, where ρ is a function and π is a Poisson random measure on ∂O with intensity measure ν. Then
Taking into account, see e.g. [29] , the following estimate valid for any measurable f : E → R and and Poisson random measure π on E with intensity measure ν,
and taking into account the estimates of Corollary 2 we obtain the following result.
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where the random variable C has all moments finite. Using the fact that for p ∈ [1, 2)
one can show that
For more details see [29] .
Parabolic case.
Let us now examine the case of the heat problem. Without any loss of generality we may assume that u 0 = 0 and ξ(0) = 0. Then, see Theorem 5,
Assume that ξ(t) = k W H k (t)e k ν is as in Example Therefore the following result holds.
Proposition 9. Assume that ξ = k W k e k ν is as in Example 3 with H = 1/2. Then E |u(t, x)| 2 ≤ Cdist (x, ∂O) −2d .
Assume now that O = (0, +∞)×R m and that ξ = W is a spatially homogeneous Wiener process on R m with the spectral measure ν. Then ξ = k W k F (e k ν). Hence, see Example Taking into account (7.1) we obtain: 
