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の評価である．考える分布Fのクラスはなるべく広く取りたいが，むやみに広げてしまっては意味のあ
る議論は殆どできなくなってしまう．ある程度の制限はどうしても必要である．この研究ではFのクラ
スを正規分布のsca1e mixtureに限定する．XがW（O，1）に従う確率変数，σがXと独立で正の値を
とる変数のとき積η＝σxがこの分布に従う．
                    左■1 1             G庇（κ）＝の（κ）一Σ     α、H2、＿1（κ）φ（κ）                    月25プ！
              αj＝亙（σ2－1）j，ノ＝1，2，… ，后
と置くと，次の不等式が得られる．
                      1             ■F（κ）一G川≦2尾π亙（σ2・σ一2－1）由
Hはエルミート多項式である．
 例（f一分布）：λ負はXと独立に自由度mのカイ2乗分布に従うとする．
 σ＝／可・X，σ＝m／2一工と置くと／可・σXが自由度mのτ一分布に従う．η＝σXの分
布Fについて，
    αI＝O，α2二1／（σ一1），α3＝4／（α一1）（σ一2），α4＝3（σ十6）／（σ一1）（α二2）（o－3〉，…
1・（／）一の（／）1・“（・・｛戸・4㌧（、圭1・宇）
が成り立つ．
上の不等式は次のように強化される：任意のボレル集合λに対して
1・・／11刈一∫・舳）1・α・亙（♂・σ一L1）1
この形の評価式は多次元の場合への拡張のためにはどうしても必要である．
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 0．はじめに
 多変量データの分析は，観測データを用いて分析手法の必要とする推定値を求めることによって実行
できる．しかし限られたデータに基づいて母集団全体の動向を掘もうとするのであるから，点としての
推定値を求めるだけでなく偏り，分散を考慮に入れてその信頼性を評価しておく必要がある．これによっ
て解釈の信頼性の程度を把握できることにもたる．ここでは多変量解析において基本的た固有値，固有
ベクトルの推定を念頭に，母集団分布を特定することたく，推定量の分布関数を推定する方法および区
間推定の方法について考察する．
 1．推定量の分布関数の推定
 未知のP変量確率分布F（κ）をもつ母集団からのm個の標本に基づく統計量をT”＝T、（x、，…，x、：
F）とし，パラメータθ（F）に対して，〃｛T、一θ（F）｝の分布はm→○oの時，平均Oの正規分布へ収束
するものとする．目的は分布関数
               ノ）、（F）＝Pr［〃｛τ”一θ（F）｝＜κ］
の推定である．いま”l r”一θ（F）1の偏りを（ろ、／”），分散を（〃、2），3次のキュムラントを（κ，、／”）
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とおく．これらは観測データにもとづいて例えばJackknife法，Bootstrap法などの方法を用いて推定さ
れるものとする．
 このときDη（F）のEdgeworth展開より
  （1．！）       一0、（F）＝Pr［〃｛7、、一θ（F）｝＜κ］
一の（千）一÷「ll・÷丹／（チγ一1／1φ（青）・・（・一1）
がえられる．もちろん右辺の式は未知のパラメータに依存しないことからθ（F）の区間推定は可能であ
るが，近似精度の点で難がありその改良を試みる．
 2．推定量の変換
 これは相関係数に対するFisherのZ変換に発し，統計量の変換をパラメトリックな立場から考察し
たKonishi（198ユ，1984），Niki andKonishi（1985）の方法をノンパラメトリックな場合に適用しようと
するもので，（1．1）における！／”の項を変換によって消去し極限分布への収束速度の改善を試みるも
のである．
 この変換は一般に次のようにたる．
（2．！） ・・［／（1・H）L！一ルー。葦1・）／・十の（〃伽）・・（・皿1）
ここに々＝1一κ、、／（3o，、4）とする．推定の偏りが比較的大きくなると予想される固有値等の推定量に対し
ては，
（…）・・［／・舳一θLl・1ラん（1η一（1＋2）／・／l一の（〃（ん一1）・）・・（・一1）
が有効と思われる．
 これによって，母集団分布を特定することなく観測されたデータにもとづいてθ（F）の区間推定が可
能となる．
             可微分統計量の漸近分布について
                                安  芸  重  雄
 ハ，を．二験分布関数とし，r［ハ，］を可微分統計量とする．このとき或る正整数mとm変数関数gが
存在してm刎2（τ［F、］一丁［F1）の極限分布と
                  m
                 ｛              ト∫1…∫㌧（／l，…，／・）茸狐（／1）
の極限分布が等しいことが知られている．ここでβ、（’）＝”（r、（C）一Z），r、は（0，1）上の一様分布の大
きさmのrandomsamp1eから得られる経験分布関数である（FilipPova〔3コ参照）．
 β，、（∠）のマルチンゲール項は
舳）一〃（川イ1＋三m）・・）
と書けて以下のような結果が成り立つ．
定理1．任意のg∈C（［0，11例）に対してん∈C（［0，11吻）が存在して，
