ABSTRACT. DNA data are important in the bioinformatic domain. To extract useful information from the enormous collection of DNA sequences, DNA clustering is often adopted to efficiently deal with DNA data. The alignmentfree method is a very popular way of creating feature vectors from DNA sequences, which are then used to compare DNA similarities. This paper proposes a wavelet-based feature vector (WFV) model, which is also an alignment-free method. From the perspective of signal processing, a DNA sequence is a sequence of digital signals. However, most traditional alignment-free models only extract features in the time domain. The WFV model uses discrete wavelet transform to adaptively yield feature vectors with a fixed dimension based on the features in both the time and frequency domains. The level of wavelet transform is adjusted according to the length of the DNA sequence rather than a fixed manually set value. The WFV model prefers a 32-dimension feature vector, which greatly promotes system performance. We compared the WFV model with the other five alignment-free models, i.e., k-tuple, DMK, TSM, AMI, and CV, on several large-scale DNA datasets on the DNA clustering application by means of the K-means algorithm. The experimental results showed that the WFV 19163-19172 (2015) model outperformed the other models in terms of both the clustering results and the running time.
INTRODUCTION
Extracting valuable information from a large amount of biological data is the primary goal of bioinformatics. A clustering technique is commonly applied to DNA and protein sequences, by which we can explore the inherent relationships between biological species (Liu et al., 2006) . DNA sequences in the same cluster are regarded as homologous. From this, we can determine the function of unknown genes and lay the foundation for further research.
The similarity metric between DNA sequences is one of the keys to DNA clustering. Generally, there are two basic ways of establishing similarity between DNA sequences. One is the alignment-based method, and the other is the alignment-free method. The alignment-based method compares two or more sequences based on string matching methods, which are time consuming. Moreover, it is difficult for an alignment-based method to cluster DNA sequences of varying length. The alignment-free method calculates similarity quickly by converting DNA sequences into unified feature vectors. A good feature vector retains important information and suppresses noise.
Since a DNA sequence can be translated into a sequence of digital signals, the feature vector can be built in time or frequency domains. However, most traditional alignment-free models, such as k-tuple (Vinga and Almeida, 2003) , DMK (Wei and Jiang, 2010) , TSM (Shi and Huang, 2012) , AMI (Bauer et al., 2008) , and CV (Qi et al., 2004 ) models build their feature vectors only in the time domain, i.e., they use direct word sequences.
This paper presents a model to create a DNA feature vector called the wavelet-based feature vector (WVF) model that is based in both the time and frequency domains. The main characteristics of the WFV model are as follows: 1) The WFV model exploits the discrete wavelet transform (DWT) to adaptively decompose and extract features of a DNA sequence according to its length rather than the DNA microarray data. As a result, sequences of different length can be converted into the same-sized feature vector.
2) The WFV model is able to achieve better clustering results with small feature vectors (only 32 dimensions).
Our experiments showed that the WFV model is superior to the five alignment-free models mentioned above.
The paper is organized as follows: The Related Work section describes relevant work on alignment-free and wavelet-based models. The Methods section introduces the procedure of WFV. Experimental proof that WFV surpasses other models is presented in the Results section. Finally, our interpretation of the results is summarized in the Conclusions section.
RELATED WORK
Most of the traditional alignment-free models build feature vectors based on the probability distribution of words, i.e., short consecutive DNA characters. For example, k-tuple (Vinga and Almeida, 2003) adopts the sliding window k to segment DNA sequences. It counts the word frequency that is used to produce the feature vectors with fixed dimension 4 k . However, k-tuple cannot fully describe all the information in DNA. DMK (Wei and Jiang, 2010) brings in the distribution information of DNA sequences based on the position of each word. By analyzing the classifications of nucleotide bases, Shi and Huang (2012) transformed a DNA sequence to three DNA sequences, and counted word frequencies in them to create the feature vectors. Bauer et al. (2008) used the average mutual information to represent the DNA sequence information, called the AMI model. Qi et al. (2004) proposed a method named CV, which applies word frequency and the Markov chain theory to phylogenetic reconstruction. Chang et al. (2014) also used the Markov model and k-word distributions to compare HIV and HEV genome sequences. Heyne et al. (2012) mapped RNA sequence structure information into a graph and clustered the RNAs by means of a graph kernel. Leimeister and Morgenstern (2014) compared DNA sequences based on the longest common substrings with k mismatches. Eisen (1998) , Yi et al. (2007) , and Hatfull et al. (2010) clustered genomes by various types of statistical information from DNA microarray data. Bonham-Carter et al. (2014) summarized 14 alignment-free genetic sequence comparison methods. However, all these methods only utilize features from short string and probability information, without any features from the transformed space, such as frequency domain.
Fourier transform is often exploited to extract features in the frequency domain. SRF (Sharma et al., 2004) and SBARS (Pyatkov and Pankratov, 2014) adopt Fourier transform to identify dispersed and tandem DNA repeats. The latter is more suitable for analyzing long sequences and searching for extended homologous fragments. Satsuma (Grabherr, 2010 ) is a sequence alignment program that finds sequence matches through cross-correlation implemented by fast Fourier transform (FFT).
Wavelet transform is faster and more efficient than Fourier transform in capturing the essence of data (Liò, 2003) . There is a growing interest in using wavelet transform to analyze biological sequences and molecular biology-related signals. Machado et al. (2011) studied human DNA in the context of signal processing by encoding nucleotides as complex numbers. Wang et al. (2010) and Du et al. (2006) proposed peak detection algorithms based on the wavelet theory. Pique-Regi et al. (2007) used wavelet footprints to represent the DNA copy number. Liu (2007) described a feature selection method based on wavelet analysis and a genetic algorithm. Abbasi and Rasi (2011) applied discrete wavelets to decrease the output spectrum noise so as to identify exonic regions. Li et al. (2004) presented a new prediction system with a clustering algorithm, in which the wavelet analysis is performed to identify proteins in a cluster. Alexandrov et al. (2009) presented a biomarker discovery algorithm based on DWT. Nanni et al. (2012) combined different feature reduction approaches to improve classification performance, including tree wavelet. Nanni and Lumini (2011) also compared a set of orthogonal wavelet mother functions to extract the features from the microarray data. Rashid and Maruf (2011) used a wavelet decomposition technique to reduce features from the DNA microarray data.
METHODS

Motivation
There are many challenges to the improvement of the DNA clustering application. For a large amount of data, the alignment-free method is more suitable than the alignment-based method. It is important for the alignment-free model to build the feature vector of a DNA sequence, since a DNA sequence can easily be considered a sequence of digital signals. Therefore, we can analyze the features in the transformed domain, i.e., the time domain and the frequency domain.
Most traditional alignment-free models extract features only in the time domain, which does not adequately describe a DNA sequence. The frequency domain features can be extracted by fourier transform (FT) or wavelet transform (WT). FT addresses a signal accurately in the frequency domain, but it does not have any resolution in the time domain, and its time complexity is O(N 2 ). WT can address a signal in both the frequency and time domains. FT does not have scale changes, while WT has multi-scale characteristics, which can contact frequency and position. The time complexity of WT can be O(N), where N denotes the size of the data.
Therefore, this paper proposes a WFV model, which is an alignment-free model to build feature vectors in the frequency domain by DWT. The WFV model directly deals with DNA sequences rather than DNA microarray data or mass spectrometry data. To convert sequences of different length into the same size vector, we have also introduced an adaptive method to set the wavelet decomposition level. The WFV model is efficient and suitable for large amounts of data. It is more important that the WFV model achieves better DNA clustering performance than other alignment-free models.
The wavelet-based feature vector model
The input of wavelet transform is a digital signal, but a DNA sequence consists of characters. Therefore, the first step of WFV is to convert a DNA sequence to a digital sequence. A sequence S is defined as a linear succession of N symbols from a finite alphabet. WFV directly converts character sequences to digital sequences according to the following rules:
where S is the DNA sequence, CODE is the code corresponding to S, S[i] denotes the ith character in S, and CODE[i] denotes the ith code in CODE; 1≤i≤N, and N is the length of the DNA sequence. The length of CODE N is equal to the length of the DNA sequence. For example, if the DNA sequence was "ACGTTAGC", its corresponding code would be "01233021".
In addition, we have tried other ways to encode DNA sequences, such as word frequency, position distribution information, and classification of nucleotide bases. However, our experimental results show that encoding DNA sequences based on (1) can achieve better clustering results than the other methods.
WFV adopts DWT to obtain feature vectors of DNA sequences. At each level of wavelet decomposition, the signal is decomposed into approximation coefficients (ACs) and detail coefficients (DCs). An AC retains most of the energy of the original signal, which reflects the general characteristics of the original signal. A DC mainly embodies the partial feature of the signal, which denotes the changes of the original signal in detail.
The length of the AC is reduced to half at each level. At the Lth level of DWT, the length of the AC is reduced to 1/2 L . As the decomposition level increases, the AC becomes shorter, more information is lost, and the deviation is bigger. Hence, it is crucial to select the proper decomposition level.
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) WFV adaptively selects the decomposition level according to the length of the DNA sequence. Because each DNA sequence is converted into a feature vector whose length is fixed to M, we can determine the decomposition level using (Equation 2):
where N denotes the length of the DNA sequence, M is the fixed length of the feature vector, and L is the decomposition level.
DWT reduces the dimension of CODE. WFV uses the simplest Haar wavelet to create the feature vector of DNA sequence S, i.e.,
where F(S) denotes the feature vector of DNA sequence S, CODE S is the code of S, and L is the decomposition level. If the length of CODE S N is less than M×2 L , then WFV puts M×2 L -N zeros at the end of CODE S .
After adaptive L level DWT decomposition, every DNA sequence is converted into a feature vector with fixed length M. The similarity between feature vectors is measured by Euclidean distance, i.e., where S 1 and S 2 are the original DNA sequences, and F(S 1 ) and F(S 2 ) denote their feature vectors, respectively.
In this paper, we tested the WFV model by the DNA clustering application. Namely, the task was to divide the DNA sequences that belong to the same family into the same cluster as well as possible. Although the data origin was clear, no clustering algorithm could precisely and correctly rearrange all the data into the correct clusters. In particular, for the large-scale collection of DNA datasets, there is much room for improvement with regard to the clustering results.
The pseudo-code
The following lists the pseudo-code for the WFV model. We tried to split a DNA sequence into several windows with fixed length and then apply the DWT to the fixed windows, but our tests show that the clustering results from this method were worse than those from the WFV model.
Regardless of the variance in the length of the original DNA sequences, WFV always makes fixed length feature vectors. It is a great advantage to compare DNA similarity by the popular clustering algorithm, such as K-means. Our experimental results show that the WFV model is better than the other models we have tried.
RESULTS
Experiment settings
This paper uses three datasets HOG100, HOG200, and HOG300, which were collected using population-based incremental learning (PBIL). Each dataset was randomly selected from HOGENOM, which contains homologous gene families from microbial organisms. Table 1 lists the details of these datasets. The HOG* dataset contains families that vary from 100 to 300. We implemented DWT by the PyWavelets module in Python, and the DNA clustering procedure was performed by the K-means algorithm, which is implemented by the SciPy module in Python. As is well known, the K-means algorithm selects initial cluster centers randomly so that the clustering results vary. To even out infrequent results, we executed the K-means procedure 200 times to calculate the average performance.
The clustering results were evaluated by F-measure, which is defined as follows: Let G denote the number of families in the dataset, H denote the number of clusters in the whole clustering result, m denote the number of total sequences in the dataset, m i denote the number of sequences in family i, c j denote the number of sequences in the cluster j, and m ij denote the number of sequences that belong to both family i and cluster j.
The precision of cluster j to family i is as follows:
The recall of cluster j to family i is as follows:
The F-measure of cluster j to family i is as follows:
The F-measure of the whole clustering result is as follows:
( Equation 8)
Preferred length of feature vectors
The length of the feature vector in the WFV model is a manually set fixed value, which has an important effect on the time complexity and the clustering results. Obviously, the longer the feature vector is, the more computing resources, including central processing unit (CPU) time and memory space, are consumed. We varied the length of feature vectors from 8 to 512 to find the preferred length. Figure 1 illustrates the clustering results against feature vector lengths on the three datasets. On HOG100 and HOG200, WFV achieved the best clustering result when the length of the feature vector was 32, and the next best when the vector was 16. On HOG300, the WFV achieved the best clustering result when the length of the feature vector was 64, and the next best when the vector was 32. However, the difference of clustering results was very small between 16 and 64. Consequently, 32 was the preferred length of feature vectors in our tests.
As a result, a longer feature vector may not achieve a better clustering result. A shorter feature vector can reduce computation time, which is very helpful in processing large-scale DNA sequences.
Clustering results
We compared the WFV model with the five other alignment-free models, i.e., k-tuple, DMK, TSM, AMI, and CV. The WFV model fixed the length of the feature vector to 32. For the other five models, the feature vectors were significantly affected by the size of the sliding window. The sliding window for TSM was 2, while for the rest it was 3. Since the length of each codon is three in DNA, it might be beneficial to retain the genetic information of DNA. Figure 2 illustrates the clustering results from all the models in the F-measure on the three datasets. It is clear that the performance of WFV was best. DMK did not perform quite as well as WFV, but was much better than other modules. 
Running time
The WFV model not only improves the accuracy of clustering, but also shortens the running time. Table 2 lists the average running time of the six models on the three datasets. The running environment was as follows.
CPU: Intel Core i7 (3.40 GHz), RAM: 32 GB, OS: Windows 7 (64 bit professional edition). It should be noted that the feature vector was built once while the K-means procedure was executed 200 times. The WFV's feature vector building time was a little longer than that of k-tuple, but it was much shorter than that of the other models. It is more important that the clustering time of WFV was the shortest. In general, the total running time of WFV was the shortest, so WFV is more suitable for enormous quantities of data. Table 2 . Running time in seconds of the alignment-free models on different datasets.
