This paper reports a new method for suggesting word associations, based on a greedy algorithm that employs Chisquare statistics on joint frequencies of pairs of word groups compared against chance co-occurrence. The benefits of this new approach are: 1) we can consider even low frequency words and word pairs, and 2) word groups and word associations can be automatically generated. The method provided 87% accuracy in hypothesizing word associations for unobserved combinations of words in Japanese text.
INTRODUCTION
Using mutual information for measuring word association has become popular since [Church and Hanks, 1990] defined word association ratio as mutual information between two words. Word association ratios are a promising tool for lexicography, but there seem to be at least two limitations to the method: 1) much data with low frequency words or word pairs cannot be used and 2) generalization of word usage still depends totally on lexicographers.
In this paper, we propose an alternative (or extended) method for suggesting word associations using Chi-square statistics, which can be viewed as an approximation to mutual information. Rather than considering significance of joint frequencies of word pairs as [Church and Hanks, 1990 ] did, our algorithm uses joint frequencies of pairs of word groups instead. The algorithm employs a hillclimbing search for a pair of word groups that occur significantly frequently.
The benefits of this new approach are: 1) that we can consider even low frequency words and word pairs, and 2) that word groups or word associations can be automatically generated, .namely automatic hypothesis of word associations, which can later be reviewed by a lexicographer.
3) word associations can be used in parsing and understanding natural language, as well as in natural language generation [Smadja and McKeown, 1990] .
Our method proved to be 87% accurate in hypothesizing word associations for unobserved combinations of words in Japanese text, where accuracy was tested by human verification of a random sample of hypothesized word pairs. We extracted 14,407 observations of word co-occurrences, involving 3,195 nouns and 4,365 verb/argument pairs. Out of this we hypothesized 7,050 word associations. The corpus size was 280,000 words. We would like to apply the same approach to English.
RELATED WORK
Some previous work (e.g., [Weischedel, et al., 1990] ) found verb-argument associations from bracketed text, such as that in TREEBANK; however, this paper, and related work has hypothesized word associations from untagged text. [Hindle 1990 ] confirmed that word association ratios can be used for measuring similarity between nouns. For example, "ship", "plane", "bus", etc., were automatically ranked as similar to "boat". [Resnik 1992 ] reported a word association ratio for identifying noun classes from a preexisting hierarchy as selectional constraints on the object of a verb. [Brown et.al. 1992] proves that, under the assumption of a bi-gram class model, the perplexity of a corpus is minimized when the average mutual information between word classes is maximized. Based on that fact, they cluster words via a greedy search algorithm which finds a local maximum in average mutual information.
Our algorithm considers joint frequencies of pairs of word groups (as [Brown et. al. 1992 ] does) in contrast to joint frequencies of word pairs as in [Church and Hanks, 1990] and [Hindle 1990 ]. Here a word group means any subset of the whole set of words. For example, "ship," "plane," "boat" and "car" may be a word group. The algorithm will find pairs of such word groups. Another similarity to [Brown et. al. 1992 ]'s clustering algorithm is the use of greedy search for a pair of word groups that occur significantly frequently, using an evaluation function based on mutual information between classes.
On the other hand, unlike [Brown et. al. 1992] , we assume some automatic syntactic analysis of the corpus, namely part-of-speech analysis and at least finite-state approximations to syntactic dependencies. Moreover, the clustering is done depth first, not breadth first as [Brown et. al. 1992] , i.e., clusters are hypothesized one by one, not in parallel.
OVERVIEW OF THE METHOD
The method consists of three phases:
1) Automatic part of speech tagging of text. First, texts are labeled by our probabilistic part of speech tagger (POST) which has been extended for Japanese morphological processing [Matsukawa et. al. 1993] . This is fully automatic; human review is not necessary under the assumption that the tagger has previously been trained on appropriate text [Meteer et. al. 1991 ] 1 2) Finite state pattern matching.
Second, a finite-state pattern matcher with patterns representing possible grammatical relations, such as verb/argument pairs, nominal compounds, etc. is run over the sample text to suggest word pairs which will be considered candidates for word associations. As a result, we get a word cooccurrence matrix. Again, no human review of the pattern matching is assumed.
3) Filtering/Generalization of word associations via Chi-square.
Third, given the word co-occurrence matrix, the program starts from an initial pair of word groups (or a submatrix in the matrix), incrementally adding into the submatrix a word which locally gives the highest Chisquare score to the submatrix. Finally, words are removed which give a higher Chisquare score by their removal. By adding and removing words until reaching an appropriate significance level, we get a submatrix as a hypothesis of word associations between the cluster of words represented as rows in the submatrix and the cluster of words represented as columns in the submatrix.
WORD SEGMENTATION AND PART OF SPEECH LABELING
1 In our experience thus far in three domains and in both Japanese and English, while retraining POST on domainspecific data would reduce the error rate, the effect on overall performance of the system in data extraction from text has been small enough to make retraining unnecessary. The effect of domain-specific lexical entries (e.g., DRAM is a noun in microelectronics) often mitigates the need to retrain.
Since in Japanese word separators such as spaces are not present, words must be segmented before we assign part of speech to words. To do this, we use JUMAN from Kyoto University to segment Japanese text into words, AMED, an example-based segmentation corrector, and a Hidden Markov Model (POST) [Matsukawa, et. al. 1993] . For example, POST processes an input text such as the following:
and produces tagged text such as: 2
FINITE STATE PATTERN MATCHING
We use the following finite state patterns for extracting possible Japanese verb/argument word co-occurrences from automatically segmented and tagged Japanese text.
Completely different patterns would be used for English. Since argument structure in Japanese is marked by postpositions, i.e., case markers (i.e., "o," "ga") and partic?,es (e.g., "ni," "kara," . . .), word combinations matched with the patterns will represent associations between a noun filling a particular argument type (e.g., "o") and a verb. Note that topic markers (TM; i.e., "wa") and toritate markers (TTM; e.g."mo", "sae", ...) are not included in the pattern since these do not uniquely identify the case of the argument.
Just as in English, the arguments of a verb in Japanese may be quite distant from the verb; adverbial phrases and scrambling are two cases that may separate a verb from its argument(s). We approximate this in a finite state machine by allowing words to be skipped. In our experiment, up to four words could be skipped. As shown in Figure 1 , matching an argument structure varies from distance 0 to 4.
By limiting the algorithm to a maximum of four word gaps, and by not considering the ambiguous cases of topic markers and taritate markers, we have chosen to limit the cases considered in favor of high accuracy in automatically hypothesizing word associations. [Brent, 1991] similarly limited what his algorithm could learn in favor of high accuracy.
FILTERING AND GENERALIZATION
VIA CHI-SQUARE Word combinations found via the finite state patterns include a noun, postposition, and a verb. A two dimensional matrix (a word co-occurrence matrix) is formed, where the columns are nouns, and the rows are pairs of a verb plus postposifion. The cells of the matrix are the frequency of the noun (column element) cooccurring in the given case with that verb (row element).
Starting from a submatrix, the algorithm successively adds to the submatfix the word with the largest Chi-square score among all words outside the submatrix. Words are added until a local maximum is reached. Finally, the appropriateness of the submatrix as a hypothesis of word associations is checked with heuristic criteria based on the sizes of the row and the column of the submatrix. Currently, we use the following criteria for appropriateness of a submatrix:
LET 1 : size of row of submatfix m : size of column of submatrix C1, C2, C3 : parameters IF 1 > C1, and m > C1, and 1 > C2 or m/l < C3, and m > C2 or l/m < C3 THEN the submatrix is appropriate.
For any submatrix found, the co-occurrence observations for the clustered words are removed from the word cooccurrence matrix and treated as a single column of clustered nouns and a single row of clustered verb plus case pairs. Currently, we use the following values for the parameters: C1=2, C2=10, and C3=10. Table 1 . shows an example of clustering starting from the initial submatrix shown in Figure 2 . The words in Figure  2 were manually selected as words meaning "organization." In Table 1 , the first (leftmost) column indicates the word which was added to the submatfix at each step. The second column gives an English gloss of the word. The third column reports fix,Y), the frequency of the co-occurrences between the word and the words that co-occur with it. For example, the first line of the table shows that the word "~/~L" (establish/-acc) co-occurred with the "organization" words 26 times. The rightmost column specifies I(X,Y), the scaled mutual information between the rows and columns of the submatrix. As the clustering proceeds, I(X,Y) gets larger. Table 1 . 
EVALUATION
Using 280,000 words of Japanese source text from the TIPSTER joint ventures domain, we tried several variations of the initial submatrices (word groups) from which the search in step three of the method starts: a) complete bipartite subgraphs, b) pre-classified noun groups and c) significantly frequent word pairs.
Based on the results of the experiments, we concluded that alternative (b) gives both the most accurate word associations and the highest coverage of word associations. This technique is practical because classification of nouns is generally much simpler than that of verbs. We don't propose any automatic algorithm to accomplish noun classification, but instead note that we were able to manually classify nouns in less than ten categories at about 500 words/hour. That productivity was achieved using our new tool for manual word classification, which is partially inspired by EDR's way of classifying their semantic lexical data [Matsukawa and Yokota, 1991 ] .
Based on a corpus of 280,000 words in the TIPSTER joint ventures domain, the most frequently occurring Japanese nouns, proper nouns, and verbs were automatically identified. Then, a student classified the frequently occurring nouns into one of the twelve categories in (1) below, and each frequently occurring proper noun into one of the four categories in (2) below, using a menu-based tool, we were able to categorize 3,195 lexical entries in 12 person-hours. 3 These categories were then used as input to the word co-occurrence algorithm.
1. We divided the process of classifying common nouns into two phases; classification into the four categories la, lb, lc and ld, and further classification into the twelve categories. As a result, each word was checked twice. We found that using two phases generally improves both overall productivity and consistency. With a small corpus (280,000 words) such as ours, considering small frequency co-occurrences is critical. Looking at Table 3 below, if we had to ignore cooccurrences with frequency less than five (as [Church and Hanks 1990 ] did), there would be very little data. With our method, as long as the frequency of co-occurrence of the word being considered with the set is greater than two, the statistic is stable.
