Spatial variability is not new and has long been recognized. To avoid the infl uence of spatial variability, replicated treatment plots were established in fi elds in a form of randomized blocks and similarly designed experiments. At the same time, statistics (such as ANOVA) were developed to analyze these experiments. Th e combination of the experimental design and the method of analysis helped us to understand how the treatment aff ects soil properties and crop growth and accordingly helped us to make proper management decisions. Soil classifi cation is another way of describing spatial variability. Large-scale variations are represented among orders, meso-scale variations among suborders or groups, and small-scale variations among series.
Quantitative methods to characterize spatial variability include geostatistics, spectral analysis, wavelet analysis, multifractal analysis, time series or state-space analysis, fuzzy-set analysis, and others. Of these, geostatistics, spectral analysis, wavelet analysis, and multifractal analysis are the most commonly used in the geosciences. Measurements that are made close together in space or time tend to be more similar than measurements that are far from each other in space or time. Geostatistics takes advantage of this spatial similarity, providing tools for describing this spatial similarity and for predicting (or interpolating) soil properties at unmeasured locations (Isaaks and Srivastava, 1989; Goovaerts, 1997) . Spectral analysis (Koopmans, 1974; Webster, 1977; Kachanoski et al., 1985; Shumway and Stoff er, 2000; Brillinger, 2001 ) transforms values from the spatial domain to the frequency domain. As a result, the total variance is partitioned into spatial frequency scales, thus allowing identifi cation of the dominant spatial scales of the variations. Wavelet analysis (Torrence and Compo, 1998; Kumar and Foufoula-Georgiou, 1997; Si and Farrell, 2004; Si and Zeleke, 2005; Yates et al., 2006 Yates et al., , 2007 partitions the sample variation into positions (or locations) as well as frequencies. Geostatistical, spectral, and wavelet analyses deal primarily with variance and covariance, while multifractal analysis (Kravchenko et al., 2000; Zeleke and Si, 2004 includes the higher statistical moments (e.g., skewness, kurtosis, etc.), and examines how the diff erent moments change with scale in space or time. In the following, we have limited our scope to the methodologies of the spectral and wavelet analysis applied in soil science. We would like to stress that this is not a review of the application of spectral and wavelet analyses in soil science. Rather, it is an illustration of how these methodologies can be applied in soil science. Th ere are many books available on spectral analysis and on details of wavelet methodology, such as Kumar and Foufoula-Georgiou (1997) and Torrence and Compo (1998) . Th is review is focused on the relationships between two or more variables and on recent advances in statistical tests.
Spectral Analysis-Frequency Domain Tools
As mentioned above, soil spatial variability has patterns. Many spatial patterns are a combination of variations at diff erent scales (small scales and larger scales). Partitioning the total spatial variability into diff erent scales helps determine the dominant spatial scales. Spectral analysis is one of the tools for variance partitioning. It partitions the total spatial variance into diff erent spatial scales defi ned by frequencies (i.e., high frequencies = small scale and low frequencies = large scale).
Spectral analysis can be used to examine the extent of spatial variability at a particular frequency (or wave number) of interest (e.g., row crop spacing) or to identify major repeating patterns. Spatial patterns of cyclic or repeating variability appear as spikes and peaks in the frequency domain. For spatial patterns with no cyclic or repeating variability, the overall shape of the variance vs. frequency (i.e., the spectrum) defi nes the spatial structure. Randomly distributed variables will have equal variance across all frequencies and scales. Th ere are three principle reasons for using spectral analysis: (i) subtle spatial structure (such as cyclic variations) in the spatial domain can be easily detected in the frequency domain; (ii) because adjacent values in the frequency domain are independent of each other, statistical signifi cance of features can be more readily assessed in the frequency domain; and (iii) used as a diagnostic tool, spectral analyses may indicate what further analyses might be relevant (Brillinger, 2001; Jarvis and Mitra, 2001) . For these reasons, Fourier transform and spectral analysis have seen sophisticated use in soil science, including Webster (1977) , Nielsen et al. (1983) , Kachanoski et al. (1985) , Kachanoski and de Jong (1988) , Timlin et al. (1998) , and Perfect and Caron (2002) . Th e basis of spectral analysis is the Fourier transform.
Fourier Transform
Fourier transform approximates a function or a data series by a sum of sine and cosine terms, called the Fourier series representation. Each of the sine and cosine terms has an amplitude and a frequency or period. Th e Fourier transform takes a spatial-domain series of length M, z(x) , and transforms it into a frequency-domain signal, A(f), and is given by
where i = √(−1), f is the frequency or wave number, z k is the kth data point in the spatial series z, and A is the Fourier coeffi cient. Th is equation transforms a sequence of length M into another sequence of the same length. Th e Fourier coeffi cients A are generally complex numbers. Th e absolute number |A| is called the amplitude spectrum. According to the polar representation of a complex number with a real (Re) and imaginary (Im) component (Shumway and Stoff er, 2000) , φ = arctan(ImA/ReA) is called the phase spectrum of z. Note that the period (s) is the distance between two adjacent peaks of a cycle and is equal to the inverse frequency, i.e., s = 1/f. Sometimes we call periods scales.
From the Fourier coeffi cients A, we can recover the original data series z through the inverse Fourier transform:
Implementation of Eq.
[1] and [2] can be very time consuming. An algorithm that considerably speeds up the computation is the fast Fourier transform (FFT). Detailed implementation of the FFT can be found in Press et al. (1992) ; however, most software packages (such as Microsoft Excel, MathCad, MatLab, SAS, and SPSS) have built-in FFT functions.
Periodogram Analysis
Th e amplitude spectrum contains important information regarding the distribution of variation as a function of frequency. Parseval's theorem indicates that the variance of a spatial series is the sum of squared amplitudes at all frequencies:
where z is the average of the spatial series z. Th erefore, the squared amplitude spectrum at a given frequency is exactly the variance contribution of the frequency component to the total variance. We call a squared amplitude spectrum a periodogram, P(f), at frequency f:
Note that the periodogram of a spatial series is also the fi nite Fourier transform of the autocovariance function (C) of the spatial series, i.e., P(
, which can be derived from the convolution theorem.
Th e periodogram is an unbiased estimate. An increase in the series length, however, does not give a more accurate estimate of the periodogram. Each P j has two degrees of freedom, because of the real and imaginary components of A j . Th e longer the data series, the larger the number of frequencies. Th us each estimate of variance at a single frequency always has two degrees of freedom and is subject to a great deal of sampling error or variability. For cyclical or repetitive variations, periodogram analysis requires that the length of the data series be an integer multiple of the cycle length that we are trying to detect. Otherwise, a variance or periodogram that is actually due to some real "cycle" that cannot be accurately detected by the periodogram analysis spills over or "leaks" into the periodogram that corresponds to other cycle lengths. For example, for a sampling interval of 3 m, the periodogram analysis can only obtain periods of 6, 12, 24, …, meters, which are integer powers of two times the sampling interval. If the spatial series has a period of 8 m, which is not an integer power of two times the sampling interval, periodogram analysis will probably treat the period as 6 m. Th is artifact is called leakage. To correct the problem of a small number of degrees of freedom and leakage in the periodogram analysis, additional tools for smoothing the periodogram must be used.
Spectral Analysis
Analysis based on a smoothed periodogram (power spectrum) is called spectral analysis. Th e term smoothing refers to a process in which each frequency element of the periodogram is replaced by a weighted average of periodograms from a few neighboring frequencies. Smoothing procedures diff er in two ways. First, the number of neighboring frequencies (width of the window) that are included in the weighted average can vary. Th e width of the window selected is usually an odd number so the window is symmetric around the central frequency. Second, the weights used for the weighted average can take diff erent forms, which are closely related to the shape of the window. Th e shape of the window can be a rectangular or "boxcar" function, in which all the points in the window have equal weight. Other windows, such as the Hanning window, give a larger weight to the frequencies near the center of the function than to the frequencies near the edge of the window. Averaging periodograms can also be accomplished by using multiple spatial data sets (transects) from the same spatial domain. An in-depth discussion of smoothing and the relative advantages and disadvantages of using these windows are presented in Press et al. (1992) and Koopmans (1974) .
Generally, the wider or fl atter the window, the more the smoothing process will tend to fl atten the periodogram. Th erefore, depending on the width and height of the window, two neighboring peaks in the periodogram may merge into one broad peak in the spectrum after smoothing. As a result, smoothing may make it more diffi cult to distinguish between the contributions of neighboring frequencies or to determine the period or cycle length of major periodic components. On the other hand, the more a periodogram is smoothed, the fewer the sampling errors and the greater the degrees of freedom that will be associated with the resulting power spectrum. For example, if m is the number of terms on each symmetrical half of the window, then the width of the boxcar window is 2m + 1, resulting in 2(2m + 1) degrees of freedom for each power spectrum estimate. Th e determination of degrees of freedom is not so straightforward for the Hanning windows, however. For those windows, their weighted degrees of freedom have to be calculated and are referred to as eff ective degrees of freedom. For simplicity, boxcar windows may be used. Th e power spectrum can be calculated from the periodogram by averaging periodograms over the 2m + 1 adjacent frequency components using a boxcar window:
Please note that by averaging this way, all power spectra have the same number of eff ective degrees of freedom, but the number of power spectra is 2m (the fi rst m and last m of the series) less than the number of periodograms. Th e power spectrum can be standardized by dividing each power spectrum by the overall amount of power or variance to produce spectral density ξ y,y (f).
( ) ( )
where σ 2 y is the variance of spatial series y. Spectral density provides an estimate of the proportion of the variance in the spatial series that is accounted for by a particular frequency band. Th erefore, spectral density may be more useful for comparison among subjects than the power spectrum because the sizes of the peaks are a function of both the distribution of power across frequencies and the overall amount of variability in the spatial series data.
Signifi cance Test for Power Spectra
Fourier transform of spatial series is a random number and thus even for independent processes, nonzero values of the power spectra will result, and the question arises, when can a value be considered diff erent from zero? Sometimes, we want to test whether the data series is diff erent from assumed processes, thus the question becomes, when does a value have to be considered to be diff erent from the assumed value? Th e idea is to formulate a null hypothesis H 0 : the data series at a frequency shows the same features as the assumed processes. Th e test of signifi cance can be done by considering the theoretical distribution of the power spectrum.
The Fourier transform of a data series is asymptotically Gaussian distributed. Because the square of a Gaussian-distributed variable is χ 2 distributed, periodogram-based S is χ 2 distributed (Koopmans, 1974; Brillinger, 2001 ). The confidence level is defined as the probability at which the true power spectrum at a certain frequency lies within a certain interval from the estimated power spectrum. Specifically,
, where v is the eff ective degrees of freedom and α is the signifi cance level. Th erefore, the 100(1 − α) confi dence interval for S(f) given by Koopmans (1974) and Press et al. (1992) is
where , ( ) y y S f is the estimated power spectrum and S(f ) is the background noise power spectrum for spatial series y at a frequency f. Our hypothesis is ,
If S( f ) falls in the interval provided by Eq.
[6], then we fail to reject the hypothesis. Otherwise, the estimated power spectrum of a peak is said to be signifi cantly diff erent from that of the background noise. The S of a background noise depends on our choice of the assumed background noises. Two assumed background noises have been used in the literature: white noise and red noise.
1A white noise is purely random, with the variances evenly 1. distributed among frequencies. A white noise null hypothesis implies a uniform distribution of the power spectrum across all frequencies. Th erefore, S(f) can be treated as the mean of all power spectrum estimates. A red noise null hypothesis implies that the power spectrum 2. distribution in the frequency domain follows (Shumway and Stoff er, 2000) ( )
where r is the fi rst-order autocorrelation coeffi cient (Si and Farrell, 2004) and σ 2 is the variance of the spatial series. Confi dence intervals can be constructed for S(f j ) at each frequency using Eq. [6] . Th e selection of white vs. red background noise is a personal preference. Si and Farrell (2004) strongly argued that a red noise should be used for landscape processes, because more often than not landscape processes are autocorrelated.
Procedure for Compu ng a Frequency-Averaged Power Spectrum
Check if the data series deviates substantially from a normal 1.
distribution and make necessary transformation (for example, log transform). Compute the mean value of the data series and subtract this mean from all data values to obtain a new data series with zero mean value. Pad zeros to the end of the data series with zero mean to a 2. length of the next nearest power of 2. For example, if the length of the data is 100, then pad 28 zeros so that the total length of the data series N = 128 (= 2 7 ) to avoid a wrap-around eff ect and to speed up Fourier transform (Press et al., 1992) . We call this new data series z.
Compute the 3.
N-point Fourier transform for the entire data series z n using the FFT procedures, the periodogram using Eq.
[4], and the power spectrum from the periodogram using Eq. Th e above can be easily implemented through any of the spreadsheet programs. Most software packages (such as Microsoft Excel, Mathcad, Matlab, and SAS) have a built-in FFT function and some have ready-to-use spectral analyses.
Comments
Overinterpretation of the results in spectral analysis takes 1.
the form of assigning excessive physical signifi cance to every peak in an empirical power spectrum or period chasing (Brillinger, 2001 of length M samples at a uniform spatial interval of Δt provides a frequency-domain signal of length of N + 1 given at uniform frequency increments of (MΔt) −1 across the range (−2Δt) −1 to (2Δt) −1 inclusive. Th e Nyquist critical frequency, f c = (±2Δt) −1 , is the highest frequency that the Fourier transform can detect in the data. Th e value of the frequency-domain signal at a frequency of 4.
zero corresponds to a constant bias in the spatial series. Th is is the mean of the time-domain signal over the duration of the record (Brillinger, 2001) . If the mean is removed from the data before application of the transform, the zero-frequency component should, in the absence of noise or processing artifacts, be zero. Th e lower the frequency we are interested in, the longer the 5.
spatial period across which we need to take measurements, whereas the higher the frequency we are interested in, the more frequently must we take observations.
Cross Power Spectrum and Coherency
In the spatial domain, we can use a cross-covariance function to examine the relationships between two spatial series. In the frequency domain, the equivalent tool is the cross power spectrum. Th e cross-spectrum of two spatial series z and y is the Fourier transform of the spatial-domain covariance function, which can be calculated as follows (Brillinger, 2001 ):
where A z is the amplitude spectrum of z and y A is the complex conjugate of A y , which is the amplitude spectrum of y. Th e cross power spectrum depends on the univariate power spectra. If at a particular frequency the power spectrum of one variable is large while the power spectrum of the other variable at the same frequency is average, the cross power spectrum will also be large. Th erefore, a high cross power spectrum does not indicate high univariate power spectra of both variables or high correlation between the two variables. A high cross-spectrum does not necessarily mean a strong association between the two variables and needs to be combined with the univariate power spectrum of each variable for identifi cation of strong associations between the two variables. For linear systems, the cross power spectrum is very useful for deriving some other useful quantities such as the coherency spectrum.
Coherency Spectrum
Coherency is a statistical measure that is used to measure the similarity between spatial series z and y in the frequency domain (i.e., as a function of spatial scale):
where ( )
f is the smoothed cross-spectrum between spatial series z and y at frequency f and
f are the smoothed power spectra of z and y, respectively. Th e spatial coherency is always equal to 1 for nonsmoothed periodograms and cross-periodograms, because at each frequency the numerator is exactly the denominator. Smoothing will increase the degrees of freedom and reliability of the coherency estimates. Like the coeffi cient of determination, 0 ≤ ρ 2 (f) ≤ 1, the coherence spectrum (like an R 2 in regression analysis) ranges from 0 to 1 and estimates the percentage of the variance in spatial series y that is predictable from spatial series z within this particular frequency band. Th e closer ρ 2 (f ) is to 1, the more closely related are the two variables at frequency f. Coherency measures only the phase relationship; it is not sensitive to amplitude, since in the defi nition we divided the cross-spectrum by the spectral power. Th e coherency will vary with frequency, indicating a changing pattern of linear association between the two variables.
Coherency Phase Spectrum
Th e phase of the cross-spectrum, φ z,y (f ), is calculated from the imaginary (Im) and real (Re) parts of the cross-spectrum, as follows:
Th is is analogous to the computation of the phase for an individual spatial series variable as a function of the real and imaginary coeffi cients of its Fourier transform. Th e phase spectrum shows the phase relationship or spatial lag between the spatial series within each frequency band. Do the changes in the z spatial series occur at the same time or distance as changes in the y spatial series, or is there a tendency for changes in z to lag behind changes in y by some fi xed amount of time or distance? Th e sampling error of these estimates of phase φ is a function of squared coherence; the sampling error is small if the squared coherence is large. Th e sampling error of the phase becomes extremely large when the squared coherence at a particular frequency approaches zero.
Gain Spectrum
Gain spectrum is defi ned as the absolute value of the ratio of the cross-spectrum of two variables to the power spectrum of the independent variable:
Gain spectrum is essentially the regression coeffi cient of the variable z on the variable y at frequency f. If G(f) is too large for low values of f but too small for high values of f, then we have a low-pass fi lter. If the input is a mixture of variation at several different frequencies, only those components with a low frequency will get through the fi lter. Conversely, if G(f) is too small for low values of f but too large for high values of f, then we have a high-pass fi lter. Gain spectra show the scale dependence of one variable on another. Usually, three functions have to be plotted against frequency to describe the relationships between two series in the frequency domain: coherency, phase, and cross-amplitude, or coherency, phase, and gain spectra. Interpretation of the coherence spectrum has to take into account the univariate spectra, however, and interpretation of the phase spectrum has to take into account the coherence spectra. As mentioned above, squared coherence is an estimate of the percentage of variance in y within a certain frequency band that is predictable from the variance in z within the same frequency band. If there is a negligible amount of variance (or a small amplitude of oscillations in the y spatial series) corresponding to the frequency, however, then a large squared coherence is not especially important. Th erefore, we should fi rst check which frequency bands contain enough of the variance in one or both spatial series to be interesting and then look at squared coherence only for those selected frequencies. Th e phase information can only be estimated reliably when there is high coherence.
In summary, the spectral density represents the proportion of the variance in each of the two individual spatial series accounted for by a particular frequency band. Th e squared coherency describes correlation between the two spatial series and the percentage of the variance in spatial series z that is predictable from spatial series y at these frequency bands. Th e phase spectrum indicates if there is a tendency for changes in y to lag behind changes in z by some fi xed scale.
Signifi cance Test and Confi dence Interval Parametric Methods
Th e confi dence intervals for coherency, phase, and gain spectra based on an assumed theoretical distribution are shown in Table 1 (Koopmans, 1974) ; however, cutoff points for tests of the hypothesis ρ 2 = 0 vs. ρ 2 > 0 can be obtained for f ≠ 0, π from the F distribution (Koopmans, 1974, p. 284 
If the calculated
f f , then the calculated coherency is signifi cantly diff erent from zero at a specifi ed signifi cance level α.
Nonparametric Method
For a non-normally distributed spatial series, the parametric methods for statistical tests can be biased. An alternative is the resampling-based techniques such as reshuffl ing, bootstrapping, bagging, and so on. Statistical tests can be based on reshuffl ing the original data series, guaranteeing identical probability distributions between the data series and population. Procedures for the nonparametric signifi cance test are (Pardo-Iguzquiza and Rodriguez-Tovar, 2000; Yates et al., 2006 Yates et al., , 2007 :
Given the original data series { 1. z k ; k = 0, …, M − 1}, calculate the power spectra. Randomly select data from the original data series without put-2.
ting the data back. Th us a random permutation (or reshuffl ed data series) is obtained, {z k + ; k = 0, …, M − 1}, and the power spectra of the new permutation are then calculated. Repeat
Step 2 a large number of times 3.
L (e.g., 1000).
. Sort these L values in ascending order and the L × 0.95th (950th if L = 1000) values are the 95% confi dence level. For the original data series, if the calculated power spectrum 5.
is larger than the 95% confi dence level identifi ed in Step 4, then the peak is signifi cantly diff erent from that of the background noise.
Mul variate Coherency Analysis
Th e coherency analysis mentioned above is for two variables; however, sometimes we are interested in the relationship between a dependent variable and several independent variables. In the following multiple coherency analysis, the equivalent in frequency analysis of multiple correlation in the spatial domain is presented. Matrix representation of the auto-and cross-spectral distribution is (Koopmans, 1974) 
A f is the Fourier transform of X i (i = 1, 2, …, q; j = 1, 2, …, q) at frequency f; and ( )
A f is the complex conjugate of ( ) j X A f . Th e cross power spectrum between X and Y is
And the power spectrum of Y is
where A Y (f ) is the Fourier transform of Y at frequency f. Th en the multiple coherency is defi ned as (Koopmans, 1974) 
where S X,X ( f ) −1 is the inverse of matrix S X,X ( f 
where n is half of the eff ective degrees of freedom, q is the number of independent variables, and α is the upper cutoff values of the F distribution (such as 0.99). For boxcar windows, n = 2m + 1.
Applica on of Spectral Analyses and Simple and Mul variate Coherency Analyses
Th e soil and hydraulic conductivity data used in this study were collected from a fi eld site in northern Saskatchewan, Canada. T 1. Confi dence interval for cross power spectrum, coherency, coherency phase, and gain spectrum from Koopmans (1974) and Brillinger (2001) . Variables are defi ned in the appendix. 
) 
is the modifi ed Bessel func on of order zero.
The geographical location of the site is 53°40′ N and 104°58′ W .Th e site is highly eroded and wind-induced sand movement was visible during sampling. The site is relatively flat and is characterized by a cold and subhumid climate with Luvisolic soils (Cr yoboralfs) that are dominated by sandy loam texture. In September 2003, undisturbed core samples were collected from a transect (at 3-m intervals) using 54-mm-diameter by 60-mm-long aluminum rings. Saturated hydraulic conductivity (K s ) of the undisturbed core samples was determined using the constant-head method and soil water retention curves were subsequently obtained using the pressure plate method. Th en particle size distribution was determined based on the hydrometer method (Gee and Bauder, 1986 ) and organic C content was determined using the method of Wang and Anderson (1998) using subsets of the undisturbed core samples. Th e van Genuchten (1980) equation was fi tted to the measured water retention curve for each of the 128 samples:
where θ, θ r , and θ s are the volumetric water content, residual water content, and saturated water content (m 3 m −3 ), respectively, h is the matric potential (cm), α vG is the scaling parameter related to the inverse of the air-entry pressure (cm −1 ), and n vG is the curve shape factor related to soil pore-size distribution (van Genuchten, 1980) . Histograms of the original values of K s , α vG , and n vG were all left skewed. Logarithmic transform of the three hydraulic parameters showed approximately symmetric distribution. Th erefore, logarithmic transformations of K s , α vG , and n vG were performed for further statistical analyses. Th e Pearson correlation coeffi cients between these soil physical properties and each of the hydraulic parameters were weak, with the highest correlation coeffi cient = 0.4 (between K s and sand content). Figure 1A shows K s , α vG , and n vG distribution data and Fig.  1B shows that of sand, organic C, and bulk density along the 384-m-long transect. Lognormal K s has cyclic variations with periods of about 20 and 50 m, as shown by three-and six-point running median curves, respectively. Th e cyclic patterns may be related to the wave-like wind erosion and deposition of sands in the fi eld. For ln(α vG ), and ln(n vG ), there were no visually obvious cyclic patterns. Figure 2A shows the spectral density of sand, ln(K s ), α vG , n vG , and their 99.5% confi dence levels. Lognormal K s shows signifi cant features at the scales of 20 and 47 to 60 m, further corroborating the visual observation. Th e sand content shows a similar dependence of power spectra on scales; the variation at scales of 50 to 60 m was signifi cantly diff erent from that of a white noise, but not at the 18-m scale. Th e power spectra of α vG increased with the increase in scale, while the power spectra of n vG peaked at scales of 22 to 30 m and then increased with increasing scale to 60 m. None of these variations in α vG and n vG were signifi cantly diff erent, however, from a white noise.
Th e squared coherency between ln(K s ) and sand content was signifi cant at the scale of 15 to 28 m (Fig. 2B) ; however, the squared coherency was only signifi cant at the scale of 13 m between n vG and sand content, and at 7 m between α vG and sand content (Fig. 2b) . Th e high coherency between K s and sand at the scale of 15 to 28 m corresponded to a large proportion of the spectral power for K s . For α vG , the spectral power at 7 m was very small and similar was true for n at the scale of 13 m. Th us, the signifi cant squared coherency at these scales was not very important. Th ere were signifi cant correlations between K s and sand content at the scale of 15 to 28 m, while no signifi cant correlation existed between α vG and sand and between n vG and sand at all scales (Fig. 2B) . Th is is not a surprise because sand content largely controls the macroporosity. Th e value of K s is dominated by the large pores and thus is correlated to sand content. Th e wind erosion and deposition might have caused the cyclic variation in the sand content, which in turn caused the variability in K s at the same scale. Th e value of α vG is more related to pore F . 1. Plots of the spa al distribu on of (A) the saturated hydraulic conduc vity (K s ), the scaling parameter related to the inverse of the air-entry pressure (α), and the curve shape factor related to soil pore-size distribuon (n) and (B) selected soil physical proper es measured at 3-m intervals along the 384-m transect.
size distribution and n vG is a shape factor. Th ese two parameters could be aff ected by the organic matter content and many other soil properties. Th ese variations could mask the infl uence of sand content. Th erefore, K s is strongly correlated to sand content at the scale of 18 to 30 m, but not α vG or n vG . Th e multiple squared coherency between K s and the selected soil physical properties (sand, organic C, and bulk density) resulted in improved coherency over the simple coherency (Fig.  2C) . Th e multiple squared coherency was very close to 1 at scales of 15 to 26 m, indicating a great degree of association between K s and the selected soil physical properties at these scales. In other words, if soil samples were upscaled to 30 m from 3 m, prediction of K s from these soil properties could be quite accurate. Th e signifi cant multiple coherency at 25 m between α vG and the selected soil physical properties had some relevance because there existed a moderate power spectrum at the scale of 25 m for α vG ( Fig.  2A) . Th erefore, there was a high scale dependence between these hydraulic parameters and the selected soil physical properties. Th e scale dependence was diff erent from one hydraulic parameter to another. For K s , the scale of 15 to 26 m was very important for prediction from the selected soil physical properties. For prediction of n vG , the scale of 25 m was somewhat important, while there was insignifi cant predictability in α vG from the selected soil physical properties at all scales. Th erefore, considering multiple variables did improve the prediction of K s or n vG at some scales, but not α vG at all scales.
Simple coherency tells the scale at which the relationship between two variables is strong and allows selection of the optimal scale for prediction of one from another. In many cases, the dependent variable is a function of many independent variables. Simple coherency between the dependent variable (e.g., K s ) and one independent variable (e.g., sand) may indicate diff erent scales of importance for diff erent independent variables (such as organic C). Th en, it can be diffi cult to fi gure out the important scale for prediction of K s from a few independent variables. Th is becomes particularly important when decisions must be made, for example, in selection of the resolution of satellite images and the best scales for the prediction of soil hydraulic properties from soil physical properties.
Multiple coherency answers the question of scale-dependent correlation between one dependent variable and multiple independent variables. If one has to select the most important scale for prediction of the dependent variable from multiple independent variables, multiple coherency is more powerful than simple coherency.
Another excellent example of the application of spectral coherency analysis is the time stability of soil water storage in a rolling landscape by Kachanoski and de Jong (1988) . Soil water storage data were collected along a transect at diff erent periods of time during the year. After spring snowmelt, there was little rainfall and the dominant processes controlling soil water was the drying process. Soil water storage following a heavy rainfall was aff ected mainly by the wetting process and subsequent drying process. Figure 3 shows the squared coherency calculated with Eq. [9] during the drying period and during the second period of both drying and recharge. For both periods, the coherency was high at large scales (>40 m). For smaller scales (<40 m), however, the coherency was high for the drying period but greatly weakened during the alternating wetting and drying period. In other words, infi ltration rather than evapotranspiration changes the spatial patterns of soil water storage. Th e methodology has been used by Winkel et al. (1995) , Timlin et al. (1998), and Gómez-Plaza et al. (2000) . , the scaling parameter related to the inverse of the air-entry pressure (α),the curve shape factor related to soil pore-size distribu on (n), and sand content along a transect with a 3-m sampling interval; (B) simple squared coherency between sand content and each of ln(K s ), α, and n; and (C) mul ple coherency between each of ln(K s ), α, and n and basic soil physical proper es (sand, silt, clay, bulk density, and organic C content [OC]).
Comments
Fourier transform requires regularly spaced sampling along 1. a transect; two-dimensional Fourier transform can be used for regular grid sampling. For irregularly spaced sampling, a diff erent algorithm from the FFT is required (the Lumb algorithm). Th e above-mentioned analysis is only for linear relationships. 2.
For nonlinear eff ects, bispectral analysis may be used. Th e number of samples for a linear transect should be >50 3.
points.
Wavelet Analysis: Spa al and Frequency Domain Tools
Geostatistical and frequency domain analysis require secondorder stationarity and deal with global information or mean states. Often, two completely diff erent spatial series with diff erent local information may result in very similar mean states. Th erefore, spatial information is completely lost in frequency domain analysis. More often than not, soil spatial variation is nonstationary, consisting of a variety of frequency regimes that may be localized in space (relative to the entire spatial domain) or may span a large portion of the data record. Th ese natural trends may, in fact, refl ect important parts of soil processes and spatial variability (Si, 2003) . Th erefore, methods that could examine these natural trends, localized features or transient features of the soil processes are needed. Wavelet analysis is such a method.
Wavelet Transform
A simple plot of a spatial data series shows all the variation in the data, i.e., has the best spatial resolution, but shows nothing about the variation at diff erent length scales (Lindsay et al., 1996; Si and Farrell, 2004) . Fourier transforms and the associated spectral analysis separate spatial variances at diff erent scales, but in so doing, lose spatial information. A promising method is called wavelet analysis (Mallat, 1999) . Wavelets have two properties that overcome the limitation of Fourier transform: (i) compact support of basis functions; and (ii) basis functions that are obtained through dilations and modulations of the mother function. It enables one to study features on the spatial series locally with a detail matched to their scale, i.e., broad features at a large scale and fi ne features at small scales. Th is property is especially useful for spatial variations that are nonstationary, have short-lived transient components and features at diff erent scales, or have singularities. Due to this property, wavelet analysis has wide applications, from fl uid dynamics to geophysics and hydrology.
Th e basic tool in the wavelet analysis is the wavelet transform. Wavelet transforms can be classifi ed as continuous or as orthogonal wavelet transforms. In general, orthogonal wavelet transforms are desirable for use in decomposition and in reconstruction of spatial series with the minimum number of scales; however, because the scales are analyzed at integer powers of two only-not at fractional powers of two, orthogonal wavelet transforms may not always yield the most physically meaningful scale analysis. Continuous wavelet transform (CWT) provides a redundant representation of a signal; that is, the CWT of a function at a given scale and location can be obtained from the continuous wavelet transform of the same function at another scale and location. Th e redundancy of the continuous wavelets yields enhanced information on the spatial-scale localization; however, the information may not off er a perfect reconstruction. Th us, orthogonal wavelets are better used for synthesis and data compression, while continuous wavelets are better used for scale analysis (Si, 2003; He et al., 2007) . Th erefore, we will focus on CWT. Detailed information on discrete wavelet transform can be found in Lindsay et al. (1996) , Lark and Webster (1999, 2004) , and Pringle et al. (2007) , and on wavelet packet analysis in Lark (2007) and is beyond this review.
Wavelet transform utilizes a fully scalable modulated window (wavelet) that is shifted along the spatial series, and the spectrum is calculated for every position. Th en this process is repeated many times with a slightly shorter (or longer) window for every new cycle. By varying the window size of wavelet functions, fl uctuations at diff erent scales can also be obtained. Th is is the basis for application of wavelets in process scale analysis.
For a spatial series y i measured at location x i (i = 1, 2, …, M), the integral wavelet transform is defi ned by
where
Th e function ψ(x), which can be a real or complex function, is called a wavelet. Th e parameter s can be interpreted as a dilation (s > 1) or contraction (s < 1) factor of the wavelet function ψ(x), corresponding to diff erent scales of observation. Th e parameter τ can be interpreted as a temporal or spatial translation or shift of the function ψ(x), which allows the study of the signal, y(x), locally around the location τ. Th e wavelet function must fulfi ll some strict mathematical conditions, called admissibility conditions, implying, for example, a suffi ciently rapid decrease of ψ(x) around the origin of time, or equivalently rapid decrease of Fourier transform ψ(x) around the origin of the frequencies (localized in both space and frequency). In addition, this function must have a zero mean (Kumar and Foufoula-Georgiou, 1997) .
Selec on of Wavelet Func ons
Wavelet functions used in continuous wavelet transforms include Morlet, Mexican hat, Harr, and others. Table 2 gives the commonly used Morlet and Mexican hat wavelets. Depending on the purpose, diff erent wavelet functions can be selected. As discussed by Si and Farrell (2004) , if one wants to detect peaks, then a symmetrical wavelet function such as the Mexican hat or Morlet should be used. If one wants to detect abrupt changes (shoulders rather than peaks), then a nonsymmetrical wavelet such as the Harr wavelet should be used. Among the symmetrical wavelet functions, the Morlet wavelet does not lead to an orthogonal basis because of the long tail of the Gaussian envelope. Th e Morlet wavelet is complex, however, thus allowing us to detect both location-dependent amplitude and phase for diff erent frequencies exhibited in the spatial series (Torrence and Compo, 1998) . In addition, Morlet wavelets are naturally robust against shifting a feature in space, making the feature appear in the same way regardless of spatial locations. Th e Morlet wavelet allows good frequency resolution as well as good spatial and temporal resolution. Th e Mexican hat wavelet is a real wavelet, thus the resulting wavelet spectrum is real, too. Th erefore, the phase information is lost. For coherency analysis, because the phase information is needed, the Morlet wavelet is better than the Mexican hat.
Wavelet Power Spectrum
Th e Fourier power spectrum can be constructed from the sum of squares of Fourier coeffi cients at a certain frequency. We can also derive the wavelet power spectrum from local wavelet coeffi cients. Because the wavelet function ψ(x) is in general complex, the wavelet transform W(s,τ) is also complex. Th e transform can then be divided into the real part and the imaginary part, or amplitude, |W(s,τ)|, and phase, tan −1 {Im[W(s,τ)]/Re[W(s,τ)]}. Consequently, one can also defi ne the wavelet power spectrum as |W(s,τ)| 2 . As indicated by Torrence and Compo (1998) , for real-valued wavelet functions such as the derivatives of a Gaussian, the imaginary part is zero and the phase is undefi ned.
Cross Wavelet and Wavelet Coherency Analyses
Following Torrence and Webster (1999) and Si and Zeleke (2005) , we defi ne the cross wavelet power spectrum [W YZ (s,τ)] as and the wavelet coherency phase is
where ⋅ ( ) is a smoothing operator, which can be written as
where SM scale denotes smoothing along the wavelet scale axis and SM space smoothing in spatial distance. Th e following smoothing function is the normalized real Morlet wavelet and has a similar footprint as the Morlet wavelet:
Th erefore, the smoothing along locations can be written as 
Th e smoothing along scales can be written as
where ∏ is the rectangle function or a boxcar smoothing function. Th e factor of 0.6 is the empirically determined scale decorrelation length for the Morlet wavelet (Torrence and Compo, 1998) .
Signifi cance Test
Th e signifi cance test for the local wavelet spectrum, cross wavelet spectrum, and squared wavelet coherency can be performed against Gaussian white or red noise. Diff erent from the Fourier coeffi cients, the wavelet coeffi cients are not orthogonal to each other and, therefore, the methods developed for spectral analysis may not apply for the wavelet spectrum. Th ere are three approaches used to develop signifi cance tests: theoretical distribution, Monte Carlo distribution, and reshuffl ing.
Assuming a Theore cal Distribu on (Parametric Methods)
Assuming a mean background spectrum, white noise or red noise, the (1 − α)100 confi dence interval for the local wavelet spectrum is
where α is the desired signifi cance (α = 0.05 for a 95% confidence interval). Note that for real-valued wavelet functions (such as the Mexican hat), χ α 2 2 ( ) will be replaced with χ α 2 1 ( ) and the factor 2 is removed from the top of Eq. [27] because there is only one degree of freedom. Th e (1 − α)100 confi dence interval for the absolute value of the cross wavelet spectrum is (Torrence and Compo, 1998) 
where Z o (α) = the root of
and K 0 (z) is the modifi ed Bessel function of order zero. For ν = 1 (real wavelet), Z 1 (95%) = 2.182, while for ν = 2 (complex wavelet), Z 2 (95%) = 3.999 (Torrence and Compo, 1998) . Because the cross wavelet spectrum, like the Fourier cross-spectrum, depends on the individual wavelet spectrum, the signifi cance test for the cross wavelet may not be fruitful (Maraun and Kurths, 2004) . Th erefore, a test of signifi cance for wavelet coherency is preferred.
Monte Carlo Simula on (Parametric Methods)
For a given red noise process that can be described as autoregressive model AR(1) with a one-step (lag-1) autocorrelation coeffi cient r, we can generate a spatial series using the Monte Carlo simulation. One can generate 1000 to 5000 realizations of the AR(1) series with a length of M (integer power of 2 for speeding up FFT, such as M = 1024), a mean of zero, and a standard deviation of one. Th en we take the wavelet transform for each one, compute the wavelet power, and then take a spatial slice from the middle (spatial location at i = M/2). At each scale, all wavelet powers (1000-5000) should be arranged in ascending order. Th en 95% of the wavelet power falls below the wavelet power for number 950 out of 1000 (or 4750 out of 5000), and only 5% is above. Th is 95% level is the 95% confi dence level (or the 0.05 signifi cance level). Specifi cally, if the wavelet coeffi cient of a spatial series at a certain scale falls in the 95% confi dence interval, we say that the wavelet coeffi cient at this scale and location is not signifi cantly diff erent from the background red noise. Otherwise, the wavelet coeffi cient is signifi cantly diff erent from the background red noise. For an AR(2) red noise, the lag 1 autocorrelation coeffi cient can be approximated by r = (r1 + √r2)/2 where r1 and r2 are lag 1 and lag 2 autocorrelation coeffi cients. Th e signifi cance test for the wavelet power spectrum, coherency, and phase can be done similarly using the Monte Carlo simulation (Grinsted et al., 2004; Si and Zeleke, 2005) .
Reshuffl ing (Nonparametric Methods)
Th e above null hypotheses (white noise and red noise) assume that the data series are normally distributed. In reality, however, the data series may not be normally distributed and sometimes may signifi cantly deviate from the normal distribution. To have identical mean, variance, and probability distribution, we can reshuffl e the data series so that the data are completely random, with autocorrelation coeffi cients equal to zeros for any separation distance. To do this, samples can be taken randomly from the data series until all points have been sampled once. Th en the obtained data series are a reshuffl ed original data series. Th e power spectrum at each frequency can be calculated for the reshuffl ed data series. We will then repeat this many times (say 1000), construct a histogram of the power spectrum for all the 1000 realizations, and calculate the 95% confi dence level. We will then repeat this for each frequency, and obtain the 95% confi dence level for each frequency. If the power spectrum of the original data series at a frequency exceeds the 95% confi dence level at the corresponding frequency, we say that the power spectrum is signifi cantly diff erent from the background at the 95% confi dence level. Th erefore, the signifi cance level can be obtained directly by reshuffl ing the data series (Yates et al., 2006 (Yates et al., , 2007 .
Mul ple Tes ng
Th e confi dence level calculated from the Monte Carlo simulation and reshuffl ing is based on a single hypothesis. In other words, the test of hypothesis is performed one by one. Th e probability calculated this way is referred to as the unadjusted p value or raw p value. In reality, for each observed wavelet coeffi cient at each scale and location, we test the following hypothesis: where M is the number of locations and H is the number of scales. Th erefore, there are M × H hypotheses needed to be tested simultaneously. For any statistical signifi cance test, two types of errors can occur: a false positive or Type I error is committed when a wavelet coeffi cient is declared signifi cantly diff erent from the background when it is not, and the false negative or Type II error when the test fails to identify a truly signifi cantly diff erent wavelet coeffi cient from the background. Th ere are generally a large number of wavelet coeffi cients; therefore, there will be also a large number of hypotheses to be tested simultaneously. Th is is a scenario in which more than one individual hypothesis is tested simultaneously and is referred to as multiple testing (note: multiple methods of testing the same hypothesis are called multiple tests). If the error is controlled at an individual level as if there was only one hypothesis for each of the many hypotheses, the test is too permissive and the chance of erroneously declaring a coeffi cient to be signifi cantly diff erent from the background is extremely high, whereas if the familywise error rate (the probability of having at least one false signifi cant test result within the set of tested hypotheses) is controlled, the test is too conservative and the chance of falsely discarding a coeffi cient is extremely high.
Bonferroni Adjusted p Value
Th e Bonferroni adjusted p test is a typical example of tests that control the familywise error rate (Westfall and Young, 1993) . Th e p value of each wavelet coeffi cient is calculated individually through Monte Carlo simulation or reshuffl ing. Th en the p value is multiplied by the number of wavelet coeffi cients in the wavelet coeffi cient list. If the adjusted p value is still below the error rate (such as 0.05), the wavelet coeffi cient is signifi cant: adjusted p value < p value (N w ) < 0.05
where N w is the number of wavelet coeffi cients in the test. As a consequence, if testing 1000 wavelet coeffi cients at a time, the highest accepted individual p value is 0.00005, making the test very stringent. With a familywise error rate of 0.05, the expected number of false positives will be 0.05 or 5%.
Bonferroni Step-down (Holm) Correc on
Th e Bonferroni step-down correction (Holm, 1979) is very similar to the Bonferroni, but a little less stringent:
Th e 1.
p values of obtained wavelet coeffi cients are ranked from the smallest to the largest. Th e fi rst 2.
p value is multiplied by the number of wavelet coefficients in the test. If the end value is <0.05, the wavelet coeffi cient is signifi cant: adjusted p value = p value(N w ) < 0.05. Th e second 3.
p value is multiplied by the number of wavelet coeffi cients less 1: adjusted p value = p value(N w − 1) < 0.05. Th e 4.
ith p value is multiplied by the number of wavelet coefficients less i − 1: adjusted p value = p value(N w − i + 1) < 0.05.
Th e procedure continues until no wavelet coeffi cient is found to be signifi cant. Th e Bonferroni step-down adjusted approach is less stringent that the Bonferroni approach.
False Discovery Rate Abramovich and Benjamini (1996) and Shen et al. (2002) have proposed a way to control Type I error in terms of the false discovery rate (FDR, the expected proportion of Type I errors among the rejected hypotheses). Suppose there are total T observed wavelet coeffi cients that are retained, of which the number of truly positives is TP and the number of false positives is FP (FP = T − TP). Th en the ratio of the erroneously retained coeffi cients to the total retained can be expressed as FPF = FP/T. Th e FDR of wavelet coeffi cients or squared coherency can now be defi ned as the expectation of FPF (Benjamini and Hochberg, 1995; Benjamini and Yekutieli, 2001 ). Fadili and Bullmore (2004) presented an algorithm for calculating a single threshold value for all locations and scales. Because wavelet spectra are diff erent at diff erent scales, I modifi ed the algorithm here to allow diff erent threshold values for statistical signifi cance at diff erent scales and locations:
Calculate the 1.
p value for each wavelet coeffi cient through the reshuffl ing (or permutation) as outlined above. Sort the wavelet coeffi cients of all permutations ( 2.
K) at the same scale and location in ascending order and calculate the cumulative probability: pp i = i/K, for i = 1, 2, …, K. Use cubic splines to fi t the relationship between pp 3.
i and wavelet coeffi cients at the same scale and location. Calculate the cumulative probability 4.
p i corresponding to the data wavelet coeffi cient (not the permutation) for each scale (i = 1, 2, …, H) and location. Sort 5.
p i in ascending order p 1 ≤ p 2 ≤ ... ≤ p H for all scales and locations. Find the largest 6.
i such that
Calculate the critical threshold 7.
λ FDR corresponding to the single-sided p value p i through the cubic spines for each scale and location. If a wavelet coeffi cient is > 8.
λ FDR at a scale, the wavelet coeffi cient is statistically diff erent from zero.
Th erefore, at diff erent scales and locations, the critical threshold values can be diff erent. Th eoretically, the Bonferroni approach for multiple testing is the most stringent and FDR is the least stringent. Th e FDR approach allows certain dependence among the wavelet coeffi cients, however, which is always the case for continuous wavelet transform. A more comprehensive introduction to multiple testing can be found in Westfall and Young (1993) and Dudoit et al. (2002) . Some of the applications of multiple testing can be found in Abramovich and Benjamini (1996) , Shen et al. (2002) , and Fadili and Bullmore (2004) . As a note, the multiple testing procedures mentioned above apply to the wavelet power spectrum, cross-wavelet spectrum, and phase spectrum, and as well as the wavelet coherency.
Procedure for Wavelet Transform
Calculate the mean of the data series, subtract the mean from 1.
the original data series, and obtain a new series. Pad zeros to the end of the data series, as for the step in the 2.
Fourier transform (see above), so that the new data series has N data points. Set the number of suboctaves per octave (dj), sampling inter-3.
val ( Th e local wavelet spectrum is the squared absolute value of wavelet coeffi cients. Th e wavelet power spectrum and phase are the squared abso-6. lute values of the wavelet coeffi cients and tan −1 (ImW/ReW), respectively. Make a contour plot of the wavelet power spectra as a function 7.
of scale and location. Carry out the statistical testing using the procedures men-8. tioned above.
Procedure for Wavelet Coherency Analysis
Calculate the wavelet spectra for variables 1.
y and z. Calculate the cross-wavelet spectra of 2.
y and z using Eq. [20] . Smooth the wavelet spectra and cross-wavelet spectra using Eq. 3.
[24] along distance and Eq.
[25] along scales. Calculate wavelet coherency and phase using Eq.
[21a] and 4.
[21b]. Choose either Monte Carlo simulation or reshuffl ing to carry out 5.
a statistical signifi cance test for the wavelet coherency and phase.
Example of Applica ons
We reanalyzed the data in Si and Zeleke (2005) using wavelet coherency and the two tests of signifi cance (e.g., reshuffl ing and multiple testing). Th e Monte Carlo simulation based hypothesis test has been used (Torrence and Compo, 1998; Torrence and Webster, 1999; Grinsted et al., 2004; Si and Zeleke, 2005) . Yates et al. (2006 Yates et al. ( , 2007 used the permutation method because the N 2 O emissions across a landscape were highly skewed. In this example, we chose to illustrate the reshuffl ing and multiple testing for testing statistical signifi cance. Th e wavelet power spectra of ln(K s ) and sand content were analyzed using the continuous wavelet transform implemented with a MathCad program. Th e statistical test was performed using reshuffl ing. At small scales (6-12 m), K s showed some relatively high variances at distances 24, 60, 120 to 240, and 340 to 380 m (Fig. 4) . Th ese variations are signifi cantly diff erent from that of red noise at the 90% confidence level. At the scale of 24 to 48 m, there are strong variances at distances from 180 to 300 m; however, only the variances between distances from 210 to 250 m are signifi cantly diff erent from that of red noise. Th e small-scale variations are related to the small acyclic variation of K s along the transect superimposed on the larger variations. Th e strong variance exhibited at a scale of 60 m indicated the cyclic trends as suggested by visual observation (Fig. 4) . For sand content, the variations at small scales (6-12 m) are signifi cantly diff erent from that of red noise at distances of 24, 60, 120, 180, 210, 250 to 320, and 360 to 390 m (Fig. 4) . Like those of K s at scales of 24 to 48 m, there were high variances between distances from 180 to 300 m; however, only the variance between 210 and 250 m is signifi cantly diff erent from that of red noise. Th ese are the cyclic variation of sand along the transect, which overlaps with that of K s .
Signifi cant wavelet coherency between K s and sand content exists mainly at two scales: 6 to 18 and 24 to 48 m. At other scales, the wavelet coherency is not signifi cantly diff erent from that of red noise. Th e distances and scales with signifi cant coherency are predominantly in phase, suggesting a positive correlation. At the scale of 24 to 48 m, the covariance is much stronger than that at the scale of 6 to 18 m (Fig. 5) . Th erefore, for predicting K s from sand content, the scale of 24 to 48 m is much more important than the scale of 6 to 18 m, even though they are both statistically signifi cantly diff erent from that of red noise.
Th ere are a large number of hypotheses to be tested simultaneously. Th e chance of erroneously declaring a point to be signifi cant when it is not is particularly high. Th erefore, a higher confi dence interval than that in Fig. 5 should be used. Figure 6 is similar to Fig. 5 , but the permutation test and 95% confi dence level were used. Clearly, the range of confi dence region becomes small and the small regions at small scales that were signifi cant in Fig. 5 become insignifi cant in Fig. 6 . Figure 7 shows the similarity and diff erence of the four statistical tests: raw p value, Bonferroni adjusted p value, Bonferroni step-down adjusted p value, and FDR. For the coherency between sand and saturated hydraulic conductivity, the raw p value and the FDR approach resulted in identical areas of signifi cant coherency, and the Bonferroni adjusted p value and Bonferroni step-down adjusted p value resulted in identical areas of signifi cant coherency. Th e area of signifi cant coherency from the raw p value and FDR is substantially larger than that of the Bonferroni adjusted p value and Bonferroni step-down adjusted p value, however, indicating that the Bonferroni adjusted p value and Bonferroni step-down adjusted p value are more stringent than the raw p value or the FDR approaches. According to theory, the Bonferroni adjusted p value and the Bonferroni step-down adjusted p value should be more stringent than the FDR and raw p value, which is clearly refl ected in Fig. 7 . Th eory also suggests, however, that the FDR should be more stringent than the raw p value approach and that the Bonferroni adjusted p value should be more conservative than the Bonferroni step-down adjusted p value. Although the results in Fig. 7 do not contradict the theory, they are diff erent from what would be expected. Th e reason could be that the specifi c fi eld we used had such a high contrast between the signifi cant and nonsignifi cant regions that the medium values that would help to diff erentiate between testing procedures were absent.
Wavelet coherency identified the significant coherency between K s and sand content at the scale of 24 to 48 m at posi-F . 4. Local wavelet spectrum for saturated hydraulic conductivity (upper panel) and sand content (lower panel) from Si and Zeleke (2005) .
F . 5. Local wavelet coherency between saturated hydraulic conduc vity and sand content from Si and Zeleke (2005) . Arrows indicate the phase angles of wavelet spectra. Thin solid lines indicate the cone of infl uence and thick solid lines indicate the 90% confi dence level.
F . 6. Local wavelet coherency between saturated hydraulic conduc vity and sand content. Thick solid lines indicate the 95% confi dence level using the permuta on test.
tions of 60 to 300 m. Th is is the advantage of wavelet analysis over spectral analysis. In spectral analysis, there is signifi cant coherency at scales between 15 and 30 m (Fig. 2) . Questions remain, however, on whether the signifi cant coherency existed over the whole spatial domain (the transect in this case) or just a portion of the transect. Knowing this information may be critical for understanding the processes operating on the transect and for site-specifi c management of the fi eld. Th erefore, wavelet analysis helps pinpoint the scales and positions of interests for further investigation. Although the two methods (wavelet and spectral) of analysis give similar results in scales, wavelet analysis is more informative (such as spatially) than spectral analysis.
Other examples of applications of wavelet analysis include Lakshmi et al. (2004) , who performed wavelet and coherency analysis on soil moisture, river discharge, precipitation and Palmer Drought Severity Index time series. Th ey confi rmed their hypothesis of a strong relationship between droughts and the third-layer soil moisture. Parent et al. (2006) analyzed short-term soil moisture and precipitation using wavelet spectra. Th ey showed that for the 1-to 48-h scale, soil moisture is linked to precipitation occurrence, intensity, and duration, while for the 48-h to 1-wk scale, soil moisture relates to the periodicity of the rainfall events, and for the 1-to 2-wk scale to the duration of the dry spells.
Comments on Wavelet Analysis
Wavelet analysis requires regularly spaced samples; the sample 1.
number should be >128 for a linear transect. For diff erent features, diff erent wavelets should be selected.
2.
For example, if you are interested in peaks and valleys in the data series, you should select a symmetrical wavelet such as the Mexican hat or Morlet wavelets. If you want to detect abrupt changes, a Harr wavelet should be used (Si and Farrell, 2004) . For detecting phase changes, a complex wavelet should be used. Cross-wavelet spectra should be interpreted with caution 3. because a high cross-wavelet power spectrum does not necessarily mean a high correlation between two variables. Instead, the wavelet power spectrum for individual variables and wavelet coherency should be checked. Th is was illustrated in Maraun and Kurths (2004) . While continuous wavelet transform is recommended for 4.
scale analysis, wavelet packet may be another option (Mallat, 1999) . Wavelet analysis for two variables may be extended to multiple 5.
wavelet analysis for more than two variables. Areawise signifi cance testing may be more desirable than 6.
pointwise signifi cance testing, but is computationally more demanding (Maraun and Kurths, 2007) .
Conclusions
We reviewed the methodologies of spectral and wavelet analyses, particularly the statistical tests of spectra and coherency. Th e following conclusions can be drawn. First, spectral analysis partitions spatial variability into diff erent frequencies. Th rough spectral analysis, cyclic patterns and the dominant scale of spatial variations can be identifi ed. Second, cross-spectra are not particularly useful without consulting the univariate spectra. For identifying scale-dependent relationships between two variables, the coherency spectrum has to be used. Th ird, the coherency spectrum measures the percentage of variability in one variable that can be explained by another variable at the specifi c frequency; however, the coherency spectrum is not sensitive to amplitude. Th erefore, the coherency spectrum is meaningful only when combined with univariate and gain spectra. Fourth, multiple coherency analysis examines the correlation between one dependent variable and many independent variables. Fifth, wavelet analysis can be used to examine spatial series with trends, localized features, and transient features. Th ere are many wavelet functions that can be used in wavelet transform; however, the Morlet and Mexican hat wavelet functions are the most popular ones in continuous wavelet transform in soil science. Sixth, wavelet analysis partitions spatial variability into positions and scales, allowing examination of scale-and position-dependent spatial variability. Finally, wavelet coherency can be used to examine how the coherency between two variables changes with position and scale. 
Appendix

List of Common Nota ons
