In this paper, a regularity measwe of discrete lines geometry is presented. This quantitative measure based on a ratio between lines lengths at different scale is analyzed in ihe framework of brownian motion theory. The measure at a given scale is always cornpuled from the maximum precision image, so that it doesn't introduce any sub-resolution assumption. A scale choice determines the quantity of global information us. local information one wants to measure. We study its statistical behavior on two extremal models of curves: the Brownian Motion and the digitized straight line and we show how this quantitative measure leads to a relevant shape information. To illustrate this, an image segmentation application example is realized based essentially on geometry criteria of region boundaries. Some experimental results performed on real-scene images are presented.
Introduction
A recent article [2] has presented a series of experimental results which shows that the recognition of familiar objects in apparently random shapes such as clouds or mountains is due to contours, and that it is as much important as the fractal dimension of contours is low. Moreover, Attneave [l] has shown that extrema curvature points are relevant to describe shapes. In fact, these points are relevant if they are very few along the shape boundary [6] . For the human perceptual system, regularity of boundaries seems to have a drastic importance.
So it is not surprising that regularity measures are widely used in Computer Vision. For shape classification and recognition, regularity appears in the notion of critical poinis. These points are defined as singularities -we could say irregularities-in curve features such as tangent or curvature discontinuities. Several approaches to the problem of curvature measurements have been reported in the literature. They can broadly be divided into two groups. The first group proposes 0-8186-3870-2/93 $3.00 0 1993 IEElj, to work on continuous space [3] , [4] , [5] For example, derivatives are computed using a gaussian kernel convolution. This can correspond the continuous definition only if the smoothing parameter U is large enough to consider the pixel size as negligible. This implies that all small structures are totally erased although they are understandable for a human eye. The second group considers that a digital curve analysis requires discrete measures instead of discrete approximations of continuous measures [7] . Fischler and Bolles propose a discrete definition of critical point which is based on a study of a chord moved along the curve. A point will be declared as i) belonging to a smooth section if the curve stays close to the chord; ii) critical if the curve makes a single excursion away from the chord; iii) noisy if the curve makes multiple excursions away from the chord.
Our approach belongs to the second group. Unlike [q who proposes a pixel classafication -a qualitative description -, we propose in this paper a measure -a quantitative description -based on the comparison between chords lengths at different scales which is computed at pixel resolution on the original curve.
A scale choice determines the quantity of global information vs. local information one wants to measure : for example, if you know the noise characteristics, you directly can fix the scale. As our approach is motivated by fractal considerations, we first present the common way to compute the fractal dimension, and show how the fractal approach does not allow the analysis of small structures. Then we define our measure, that we call k-regularity, and which depends on a scale parameter s and on a regularity parameter k. In order to show the pertinence of the measure, we study its statistical behavior on two extremal models of curves: the Brownian Motion and the digitized straight line, because any digitized curve varies between these models. To illustrate the useful of our measure, we present an application to image segmentation. The regularity measure, applied on region boundaries, is used as a merging criterion in a region-growing algorithm. Ex-perimental results on an indoor image and on an aerial image are shown. 
The Regularity Measure
Fractal theory introduces a nice notion of curve regularity with the fractal dimension [8] , which describes the evolution of curve length as length measurement takes more and more details into account. To compute the fractal dimension of a curve, one typically processes the two steps: us take an example with a generalization of the Von Koch curve. To build a Von-Koch curve [9] , take a segment of length 1, divide it in three segments of length 1/3 and replace the middle one by two new segments of the same length 1/3, in such a way that the resulting curve is a collection of 4 adjacent segments; then recursively apply this process to each of these 4 segments. In figure 2, we generalize the construction so that the length of the 4 segments is an arbitrary number 1/2 2 a 2 1 / 4 .
For cn = a", one needs A'(&,,) = 4" balls of diameter E , to cover the curve, so that lnlV(En) = -.lncn. The fractal dimension is thus d = -1n4/lna. It varies from 1 when a = 1/2 --the curve is then a straight line to 2 when a = 1/4 -the curve is then so agitated that it behaves more like a surface than like a curve. The Von Koch curve is obtained when a = 1/3, and gives a fractal dimension of ln4/ln3. . This reflects the self-similarity of the curve: if we look at a part of the curve, we find a smaller copy of itself.
In a computer-vision framework, a curve is not continuous, but is a digitization of an underlying continuous curve. It is a finite set of connected pixels. For a fractal analysis, the scale parameter E cannot be lower than one pixel, so that the fractal dimension computation must be modified as follows:
e for E' = 1 . . . k pixels, find how many balls N ( E ) are needed at least tjo cover the curve. . The slope d is the fractal dimension of the curve.
For this process to reflect a fractal property, 6 must be large enough so that the lowest scale E = 1 can be considered as a microscopic scale. In other terms, 1 must be negligible compared to IC. While in the continuous case, fractal dimension is specific of a limit behavior at scale 0, the fractal dimensionof a digitized curve takes into account informations on a scale range, from the microscopic scale, up to a macroscopic scale. As image processing occurs in a discrete world where the pixel size may be not considered a8 negligible compared to the size of the objects represented in the image, we think it is necessary to find out a discrete definition of regularity which enables us to study the curve properties at low scales. We want to be able to extract the information which is specific of a scale, and not of a scale range, even if that scale is very close to the pixel size. We can see k as a smoothing parameter.
Let us present the behavior of the k-regularity on two particular digitized curves: the Brownian Motion and the digitiaed straight line. These are our models of random irregularity and extreme regularity. The brownian motion is a curve where each point pi+l has the same probability 1/4 to be one of four points connected to p i , while the digitieed straight line is the digitization of an underlying continuous straight For the Brownian Motion, the probability distribution of the vector p,+k -p i does not depend on i [9] , and the probability of the vector pk+1 -p1 to be
For the digitized line, we have to compute the probability of a given set of pixels to be the digitization of a line. Following [lo], the good parametrization for lines under reasonable invariance constraints is (p, 6 ) : a line as the coordinates (p, 0) if it is at a distance p of the origin, and makes an angle 6 with the y-axis. Lines are considered as following a uniform probability law if and only if p and 6 follow a uniform probability law. So what we have to do is to compute for a given digitized curve, the surface in the (p,0) space of the set of lines that may have produced that curve by a digitization process. In order t o reach that goal, we need the following result: In fact, the condition for a line to be digitized in a given discrete curve can always be expressed in such a way. Figure 6 So Ra,k is a tool which is able to compute regularity at an arbitrary scale, even when the scale is very close to the pixel size. Let us see with the next section an application for which a close-tethe-pixel analysis is extremely useful.
Proposition:

Let A, B, C, D be fovr points in the plane, such that (A,B,C,D) i s a convex polygone. Then the surface in the ( p , 6 ) space of the set of lines that intersect the two segments ( A B ) and (CD) is:
S = A D + B C -A C -B D Proof: Let ACl be the set of all lines interseciing (AB) and ( C D ) . We want
An application to image segmentation
A region of a digitized image has two different signatures: the radiometric one depends on the pixel intensity inside the region, and the geometric one depends only on the line in N2 that is the region boundary. Numerous papers deal with segmentation based on radiometric models for a long time  111, 12, 13, 14, 151. Authors [16, 171 have also studied the introduction of geometric models in the segmentation process. They consider the geometric analysis as a balance to the radiometric analysis. Formalizing the segmentation problem as an energy minimization problem, this leads to minimize an energy which takes the form E = R+ AG, where R computes the current partition radiometric deviat,ion from the expected segmentation, and G the geometric one. The geometric factor, if used alone, leads to the trivial segmentation, where the whole image is a single region. Pure geometrics models occur mainly in shape analysis, where objects boundaries are considered as already defined and when the segmentation process is over Thus, if one wants to perform segmentation according t o a geometric criterion, one must whether combine it with a radiometric one, in a R + XG style for example, or restrain the set of over-segmentation to a particular class, a class of admissible partitions. In this paper, we have chosen the latter solution, in order to show the effects of our regularity measure only. We have constrained the over-segmentation to be grey-level subsamplings. In fact, this is a multithresholding algorithm, which is among the simplest methods of segmentation. Regions boundaries in this kind of partition belong to one of the two following classes: a) geometric boundaries: the region boundary is a boundary of a "regular" real object (example: man-made object), ai) tedural boundaries: the region boundary is not a "regular" scene object boundary (example: texture, noise ...)
So we have involved our regularity measure in a region-growing algorithm. From an initial grey-level subsampling, regions are merged together if their common frontier is less regular than a given threshold. The regularity measure is given by R~J , and the threshold has been fixed to 0.92, which is a numeric approximation of the minimum regularity of the straight line: the straight line is thus our model of regularity. In other words, boundaries which microscopically behave like a straight line -i.e. straight lines, but also polygons, large circles, etc ... One can see that each irregular boundary in image (C) has been removed in image (D). Some other boundaries seem to have also disappear, in the poster on the right wall for example. In fact, this is not the case. Merging occurs here because there are regions of the intensity subsampling which belong to both the poster and the wall. These regions present irregularity against the wall, and irregularhy against the poster, so that the poster is finally merged to the wall. This kind of problem is actually due to an incompatibility between our definition of acceptable partitions and the definition of over-segmentation (see [19] ).
Conclusions
We have presented in this paper a set of measures which quantify the regularity of digitized curves. These measures have been tested theoretically by studying their means and variance on models of irregular and regular curves. This study shows that the measures discriminate regular curves from irregular curves. Discrimination occurs even when curve is a few pixels long, so that the measures enable a close-to-the-pixel analysis. This kind of analysis appears to be useful for practical applications; for example, a segmentation is performed from a rough oversegment ation, retaining only microscopically regular edges, according to the low scale regularity measure.
The interest of digitized measures is that they don't introduce any regularization model between data and analysis. Using them, we can precisely determine the part of digitization effects. Thus, they enable a fine study of 
