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Abstract
For classes O of structures on finite linear orders (permutations, ordered
graphs etc.) endowed with containment order  (containment of permutations,
subgraph relation etc.), we investigate restrictions on the function f(n) counting
objects with size n in a lower ideal in (O,). We present a framework of edge
P -colored complete graphs (C(P ),) which includes many of these situations,
and we prove for it two such restrictions (jumps in growth): f(n) is eventually
constant or f(n) ≥ n for all n ≥ 1; f(n) ≤ nc for all n ≥ 1 for a constant c > 0
or f(n) ≥ Fn for all n ≥ 1, Fn being the Fibonacci numbers. This generalizes
a fragment of a more detailed theorem of Balogh, Bolloba´s and Morris [6] on
hereditary properties of ordered graphs.
1 Introduction
We aim to obtaining general results on jumps in growth of combinatorial structures,
motivated by such results for permutations [19] (which were in turn motivated by
results of Scheinerman and Zito [29] and Balogh, Bolloba´s and Weinreich [3, 4, 5]
on growths of graph properties), and so we begin with them. Pattern avoidance in
permutations, a quickly developing area of combinatorics [2, 8, 11, 12, 13, 15, 18, 22, 23,
26, 28, 30, 31, 32, 33], is primarily concerned with enumeration of sets of permutations
Forb(F ) = {ρ ∈ S : ρ 6 pi ∀pi ∈ F},
where F is a fixed finite or infinite set of forbidden permutations (patterns) and  is
the usual containment order on the set of finite permutations S =
⋃
n≥0 Sn. Recall
that pi = a1a2 . . . am  ρ = b1b2 . . . bn iff ρ has a subsequence bi1bi2 . . . bim , 1 ≤ i1 <
i2 < . . . < im ≤ n, such that ar < as ⇐⇒ bir < bis for all 1 ≤ r < s ≤ m.
Each set Forb(F ) is an ideal in (S,) because pi  ρ ∈ Forb(F ) implies pi ∈ Forb(F )
and each ideal X in (S,) has the form X = Forb(F ) for some (finite or infinite) set
F . For ideals of permutations X , it is therefore of interest to investigate restrictions
on growth of the counting function n 7→ |Xn|, where Xn = X ∩ Sn is the set of
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permutations with length n lying in X . In this direction, Kaiser and Klazar [19]
obtained the following results.
1. The constant dichotomy. Either |Xn| is eventually constant or |Xn| ≥ n for all
n ≥ 1.
2. Polynomial growth. If |Xn| is bounded by a polynomial in n, then there exist
integers c0, c1, . . . , cr so that for every n > n0 we have
|Xn| =
r∑
j=0
cj
(
n
j
)
.
3. The Fibonacci dichotomy. Either |Xn| ≤ nc for all n ≥ 1 for a constant c > 0
(|Xn| has then the form described in 2) or |Xn| ≥ Fn for all n ≥ 1, where
(Fn)n≥0 = (1, 1, 2, 3, 5, 8, 13, . . .) are the Fibonacci numbers.
4. The Fibonacci hierarchy. The main result of Kaiser and Klazar [19] states that
if |Xn| < 2n−1 for at least one n ≥ 1 and X is infinite, then there is a unique
integer k ≥ 1 and a constant c > 0 such that
Fn,k ≤ |Xn| ≤ n
cFn,k
holds for all n ≥ 1. Here Fn,k are the generalized Fibonacci numbers defined by
Fn,k = 0 for n < 0, F0,k = 1, and Fn,k = Fn−1,k + Fn−2,k + · · · + Fn−k,k for
n > 0.
The dichotomy 3 is subsumed in the hierarchy 4 because Fn,1 = 1 and Fn,k ≥ Fn,2 = Fn
for k ≥ 2 and n ≥ 1, but we state it apart as it identifies the least superpolynomial
growth. Note that the restrictions 1–4 determine possible growths of ideals of permu-
tations below 2n−1 but say nothing about the growths above 2n−1. In fact, Klazar
[21] showed that while there are only countably many ideals of permutations X sat-
isfying |Xn| < 2n−1 for some (hence, by 4, every sufficiently large) n, there exists an
uncountable family of ideals of permutations F such that |Xn| ≪ (2.34)
n for every
X ∈ F .
A remarkable generalization of the restrictions 1–4 was achieved by Balogh, Bol-
loba´s and Morris [6] who extended them to ordered graphs. Their main result [6,
Theorem 1.1] is as follows. Let X be a hereditary property of ordered graphs, that is,
a set of finite simple graphs with linearly ordered vertex sets, which is closed to the
order-preserving graph isomorphism and to the order-preserving induced subgraph re-
lation. Let Xn be the set of graphs in X with the vertex set [n] = {1, 2, . . . , n}. Then,
again, the counting function n 7→ |Xn| is subject to the restrictions 1–4 described
above. Since ideals of permutations can be represented by particular hereditary prop-
erties of ordered graphs, this vastly generalizes the results on growth of permutations
[19].
In this article we present a general framework for proving restrictions of the type
1–4 on growths of other classes of structures besides permutations and ordered graphs.
We shall generalize only 1 and 3, i.e., the constant dichotomy (Theorem 3.1) and the
Fibonacci dichotomy (Theorem 3.8). We remark that our article overlaps in results
with the work of Balogh, Bolloba´s and Morris [6]; we explain the overlap presently
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along with summarizing the content of our article. I learned about the results in [6]
shortly before completing and submitting my work.
We prove in Theorems 3.1 and 3.8 that the constant dichotomy and the Fibonacci
dichotomy hold for ideals of complete graphs having edges colored with l colors, where
the containment is given by the order-and-color-preserving mappings between vertex
sets. For l = 2 these structures reduce to graphs with ordered induced subgraph rela-
tion and thus our results on the two dichotomies generalize those of Balogh, Bolloba´s
and Morris [6] for ordered graphs. To be honest, we must say that for the constant
dichotomy and the Fibonacci dichotomy it is not hard to reduce the general case l ≥ 2
to the case l = 2 (see Proposition 2.7 and Corollary 2.8) and so our generalization
is not very different from the case of graphs. (However, this simple reduction ceases
to work for the Fibonacci hierarchy 4.) Our proofs are different and shorter than the
corresponding parts of the proof of Theorem 1.1 in [6] (which takes cca 24 pages).
So instead of (ordered) graphs with induced subgraph relation—which can be cap-
tured by complete graphs with edges colored in black and white—we consider here
complete graphs with edges colored in finitely many colors. There is more to this gen-
eralization than it might seem, as we discuss in Section 2, and this is the main contribu-
tion of the present article. Our setting enables to capture many other classes of objects
and their containments (O,) (which need not be directly given in graph-theoretical
terms) and to show uniformly that their growths are subject to both dichotomies.
For this one only has to verify (which is usually straightforward) that (O,) fits the
framework of binary classes of objects. We summarize it briefly now and give details
in Section 2. A binary class of objects is a partial order (O,) which is realized by
embeddings between objects. The size of each object K ∈ O is the cardinality of its
set of atoms A(K), where an atom of K is an embedding of an atom of (O,) in K.
For an ideal X in (O,), Xn is the subset of objects in X with size n and we are
interested in the counting function n 7→ |Xn|. Each set of atoms A(K) carries a linear
ordering ≤K and these orderings are preserved by the embeddings. The objects K ∈ O
and the containment order  are uniquely determined by the restrictions of K to the
two-element subsets of A(K) (the binarity condition in Definition 2.2). Hence (O,)
can be viewed as an ideal in the class (C(P ),) of complete graphs which have edges
colored by elements of a finite poset P and where  is the edgewise P -majorization
ordering. For both dichotomies P can be taken without loss of generality to be the
discrete poset with trivial comparisons. We conclude Section 2 with several examples
of binary classes. Here we mention three of them. Permutations with the containment
of permutations form a binary class. So do finite sequences over a finite alphabet
A with the subsequence relation. Multigraphs (graphs with possibly repeated edges)
without isolated vertices and with the ordered subgraph relation form also a binary
class; note that their size is measured by the number of edges rather than vertices.
In Section 3 we prove the constant dichotomy and the Fibonacci dichotomy for
binary classes of objects. In Section 4 we pose some open problems on growths of
ideals of permutations and graphs and give some concluding comments.
In conclusion let us review some notation. We denote N = {1, 2, . . .}, N0 =
{0, 1, 2, . . .}, [n] = {1, 2, . . . , n} for n ∈ N0, and [m,n] = {m,m+ 1,m+ 2, . . . , n} for
integers 0 ≤ m ≤ n. For m > n we set [m,n] = [0] = ∅. If A,B are subsets of N0,
A < B means that x < y for all x ∈ A, y ∈ B. In the case of one-element set we write
x < B instead of {x} < B. For a set X and k ∈ N we write
(
X
k
)
for the set of all
k-element subsets of X .
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2 Binary classes of objects and their examples
We introduce a general framework for ideals of structures and illustrate it by several
examples.
Definition 2.1 A class of objects O is given by the following data.
1. A countably infinite poset (O,) that has the least element 0O. The elements of
O are called objects. We denote the set of atoms of O (the objects K such that
L ≺ K implies L = 0O) by O1. O1 is assumed to be finite.
2. Finite and mutually disjoint sets Em(K,L) that are associated with every pair of
objects K,L and satisfy |Em(0O,K)| = 1 for every K and Em(K,L) = ∅ ⇐⇒
K 6 L. The elements of Em(K,L) are called embeddings of K in L.
3. A binary operation ◦ on embeddings such that f ◦ g is defined whenever f ∈
Em(K,L) and g ∈ Em(L,M) for K,L,M ∈ O and the result is an embedding
of K in M . This operation is associative and has unique left and right neutral
elements idK ∈ Em(K,K). It is called a composition of embeddings.
4. For every object K ∈ O we define
A(K) =
⋃
L∈O1
Em(L,K)
and call the elements of A(K) atoms of K. Each set A(K) is linearly ordered by
≤K . These linear orders are preserved by the composition: If f1, f2 ∈ A(K) and
g ∈ Em(K,M) for K,M ∈ O, then f1 ≤K f2 ⇐⇒ f1 ◦ g ≤M f2 ◦ g.
Note that the set O1 is an antichain in (O,) and that the sets of atoms A(K) are
finite. To simplify notation, we will use just one symbol  to denote containments in
different classes of objects. It follows from the definition that in a class of objects O
we have A(0O) = ∅ and A(K) = {idK} for every atom K ∈ O1. Every embedding
f ∈ Em(K,L) induces an increasing injection If from (A(K),≤K) to (A(L),≤L):
If (g) = g ◦ f . For an object K we define its size |K| to be the number |A(K)| of
its atoms. An ideal in O is any subset X ⊂ O that is a lower ideal in (O,), i.e.,
K  L ∈ X implies K ∈ X . For n ∈ N0 we denote
Xn = {K ∈ X : |K| = |A(K)| = n}.
Thus X0 = {0O}. We are interested in the growth rate of the function n 7→ |Xn| for
ideals X in O.
We postulate the property of binarity.
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Definition 2.2 We call a class of objects (O,) given by Definition 2.1 binary if the
following three conditions are satisfied.
1. The set O2 = {K ∈ O : |K| = 2} of objects with size 2 is finite.
2. For any object K and any two-element subset B ⊂ A(K) the set R(K,B) =
{L ∈ O2 : ∃f ∈ Em(L,K), If(A(L)) = B} is nonempty and (R(K,B),) has
the maximum element M . We say that M is the restriction of K to B and write
M = K|B.
3. For any object K, subset B ⊂ A(K), and function h :
(
B
2
)
→ O2 such that
h(C)  K|C for every C ∈
(
B
2
)
, there is a unique object L with size |L| = |B|
such that L|C = h(F (C)) for every C ∈
(
A(L)
2
)
where F is the unique increasing
bijection from (A(L),≤L) to (B,≤K). Moreover, for this unique L there is an
embedding f ∈ Em(L,K) such that If = F (in particular, L  K).
Condition 3 implies that every K ∈ O is uniquely determined by the restrictions to
two-element sets of its atoms (set B = A(K) and h(C) = K|C). In particular, in a
binary class of objects every set On is finite. If B ⊂ A(K) and h(C) = K|C for every
C ∈
(
B
2
)
, we call the unique L a restriction of K to B and denote it L = K|B. The
full strength of condition 3 for B ⊂ A(K) and h(C)  K|C is used in the proofs of
Propositions 2.3 and 2.5.
Proposition 2.3 In a binary class of objects (O,), for any two objects K and L
we have K  L if and only if there is an increasing injection F from (A(K),≤K) to
(A(L),≤L) satisfying K|B  L|F (B) for every B ∈
(
A(K)
2
)
.
Proof. If K  L, there exists an f ∈ Em(K,L) and by 2 of Definition 2.2 the
mapping F = If has the stated property. In the other way, if F is as stated, we
define h :
(
F (A(K))
2
)
→ O2 by h(C) = K|F−1(C) and apply 3 of Definition 2.2 to L,
F (A(K)), and h. The object ensured by it must be equal to K and thus K  L. ✷
The main and in fact the only one family of binary classes of objects is given in
the following definition.
Definition 2.4 Let P = (P,≤P ) be a finite poset. The class of edge P -colored com-
plete graphs C(P ) is the set of all pairs (n, χ), where n ∈ N0 and χ is a coloring
χ :
(
[n]
2
)
→ P . The containment (C(P ),) is defined by (m,φ)  (n, χ) iff there exists
an increasing mapping f : [m] → [n] such that for every 1 ≤ i < j ≤ m we have
φ({i, j}) ≤P χ({f(i), f(j)}).
To show that (C(P ),) is a binary class of objects one has to specify what are the
embeddings, the composition ◦, and the linear orders on the sets of atoms, and one has
to check that they satisfy the conditions in Definitions 2.1 and 2.2. This is easy because
we modeled Definitions 2.1 and 2.2 to fit (C(P ),). The least element 0C(P ) is the pair
(0, ∅). There is just one atom (1, ∅). The embeddings are the increasing mappings f
of Definition 2.4 and ◦ is the usual composition of mappings. If K = (n, χ) ∈ C(P ),
it is convenient to identify A(K) with [n]. Then ≤K is the restriction of the standard
ordering of integers. It is clear that the conditions of Definition 2.1 (properties of
embeddings, properties of ◦ and the compatibility of the orders≤K and ◦) are satisfied.
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For K = (n, χ) ∈ C(P ) and B ⊂ [n] = A(K), B = {a, b} with a < b, the restriction
K|B is ([2], ψ) where ψ({1, 2}) = χ({a, b}). The conditions of Definition 2.2 are easily
verified.
It follows from these definitions that every binary class of objects (O,) is iso-
morphic to an ideal in some (C(P ),), up to the trivial distinction that we may have
|O1| > 1 while always |C(P )1| = 1.
Proposition 2.5 For every binary class of objects (O,) there is a finite poset P =
(P,≤P ) and a mapping F from (O,) to (C(P ),) with the following properties.
1. F is size-preserving.
2. K ≺ L ⇐⇒ F (K) ≺ F (L) for every K,L ∈ O.
3. F sends all size 1 objects to (1, ∅) but otherwise is injective.
4. F (O) is an ideal in (C(P ),).
Proof. We set (P,≤P ) = (O2,); P is finite by 1 of Definition 2.2. If K ∈ O is an
object with atoms A(K) = {a1, a2, . . . , an}≤K , we define F by F (K) = (n, χ) where
n = |K| and, for every 1 ≤ i < j ≤ n, χ({i, j}) = K|{ai, aj}. F is clearly size-
preserving. Also Property 3 is obvious. Property 2 was proved in Proposition 2.3. We
prove Property 4. Suppose that (m,ψ)  (n, χ) = F (K) for some (m,ψ) ∈ C(P ) and
K ∈ O. Let A(K) = {a1, a2, . . . , an}≤K . We take an increasing injection g : [m] →
[n] such that ψ({i, j}) ≤P χ({g(i), g(j)}) = K|{ag(i), ag(j)}. By 3 of Definition 2.2
(applied to K, B = g([m]), and the h given by h(C) = ψ(g−1(C))), there is an object
L, A(L) = {b1, b2, . . . , bm}≤L , such that L|{bi, bj} = ψ({i, j}) for every 1 ≤ i < j ≤ m.
Hence (m,ψ) = F (L) ∈ F (O) and Property 4 is proved. ✷
Thus ideals in a binary class of objects are de facto ideals in (C(P ),) for some finite
poset P and it suffices to consider just the classes of objects (C(P ),).
The next two results are useful for simplifying proofs of statements on growths of
ideals in (C(P ),). By a discrete poset DP on the set P we understand (P,=), i.e.,
the poset on P where the only comparisons are equalities.
Proposition 2.6 Let P = (P,≤P ) be a finite poset and DP be the discrete poset on
the same set P . Then an ideal in (C(P ),) remains an ideal in (C(DP ),).
Proof. Let X ⊂ C(P ) be an ideal in (C(P ),) and let (m,ψ)  (n, χ) in (C(DP ),)
for some (m,ψ) ∈ C(P ) and (n, χ) ∈ X . By the definitions, then (m,ψ)  (n, χ) in
(C(P ),). So (m,ψ) ∈ X and X is an ideal in (C(DP ),) too. ✷
Thus any general result on ideals in (C(DP ),) applies to ideals in (C(P ),) and in
many situations it suffices to consider only the simple discrete poset DP .
If P = (P,≤P ) is a finite poset, b ∈ P is a color, and D2 = ([2],=) is the two-
element discrete poset, we define a mapping Rb : C(P )→ C(D2) by Rb((n, χ)) = (n, ψ)
where ψ({i, j}) = 1 ⇐⇒ χ({i, j}) = b, i.e., we recolor edges colored b by 1 and to all
other edges give color 2.
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Proposition 2.7 Let X be an ideal in (C(P ),), where P = (P,≤P ) is a finite poset.
Then, for every b ∈ P , the recolored complete graphs Y (b) = Rb(X) form an ideal in
(C(D2),), and for every n ≥ 1 and every color c ∈ P we have the estimate
|Y (c)n | ≤ |Xn| ≤
∏
b∈P
|Y (b)n |.
Proof. Let K∗  Rb(L) in (C(D2),), where L ∈ C(P ). Returning to the original
colors, we see that there is a K ∈ C(P ) such that Rb(K) = K∗ and K  L (even in
(C(DP ),)). This gives the first assertion. The first inequality is trivial because the
mapping Rb is size-preserving. The second inequality follows from the fact that every
K ∈ C(P ) is uniquely determined by the tuple of values (Rb(K) : b ∈ P ). ✷
We say that a family F of functions from N to N0 is product-bounded if for any k
functions f1, f2, . . . , fk from F there is a function f in F such that
f1(n)f2(n) . . . fk(n) ≤ f(n)
holds for all n ≥ 1. Bounded functions, polynomially bounded functions, and exponen-
tially bounded functions are all examples of product-bounded families. On the other
hand, the family of functions which are, for example, O(3n) is not product-bounded.
Corollary 2.8 Let F be a product-bounded family of functions and let g : N → N0.
Suppose that for every ideal X in (C(D2),), where D2 is the two-element discrete
poset, we have either |Xn| ≤ f(n) for all n ≥ 1 for some f ∈ F or |Xn| ≥ g(n) for all
n ≥ 1. Then this dichotomy holds for ideals in every class (C(P ),) for every finite
poset P .
Proof. If X is an ideal in (C(P ),) and, for b ∈ P , Y (b) denotes Rb(X), then either
for some b ∈ P we have |Xn| ≥ |Y
(b)
n | ≥ g(n) for all n ≥ 1 or for every b ∈ P we have
|Y
(b)
n | ≤ fb(n) for all n ≥ 1 with certain functions fb ∈ F . By the assumption on F and
the inequality in Proposition 2.7, in the latter case we have |Xn| ≤
∏
b∈P fb(n) ≤ f(n)
for all n ≥ 1 for a function f ∈ F . ✷
We see that to prove for (C(P ),) an F -g dichotomy (jump in growth) with a product
bounded family F , it suffices to prove it only in the case P = D2, that is, in the case
of graphs with  being the ordered induced subgraph relation. This is the case for the
slightly weaker version of the constant dichotomy (with |Xn| ≤ c instead of |Xn| = c for
n > n0) and for the Fibonacci dichotomy. On the other hand, the Fibonacci hierarchy,
which is an infinite series of dichotomies, is a finer result and Corrolary 2.8 does not
apply to it because the corresponding families of functions are not product-bounded.
We conclude this section with several examples of binary classes of objects. Our
objects are always structures with groundsets [n] for n running through N0 and the
containment is defined by the existence of a structure-preserving increasing mapping.
Embeddings are these mappings and the composition ◦ is the usual composition of
mappings. With the exception of Examples 7, 8, and 9, the atoms of an object can
be identified with the elements of its groundset and its size is the cardinality of the
groundset. We will not repeat these features of (O,) in every example and we also
omit verifications of the conditions of Definitions 2.1 and 2.2 which are easy. With the
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exception of Example 6, each set R(K,B) of 2 of Definition 2.2 has only one element
and condition 2 is satisfied automatically. In every example we mention what is the
poset (P,≤P ) = (O2,) (see Proposition 2.5). It is the discrete ordering Dk = ([k],=)
for some k, with exception of Example 6 where it is the linear ordering L2 = ([2],≤).
In Example 6 the sets R(K,B) have one or two elements. In Examples 7, 8, and 9
the atoms are edges rather than vertices and the size of an object is the number of its
edges.
Example 1. Permutations. O is the set of all finite permutations, which are the
bijections ρ : [n] → [n] where n ∈ N0. For two permutations pi : [m] → [m] and
ρ : [n] → [n], we define pi  ρ iff there is an increasing mapping f : [m] → [n] such
that pi(i) < pi(j) ⇐⇒ ρ(f(i)) < ρ(f(j)); this is just a reformulation of the definition
given in the beginning of Section 1. There is only one atom, the 1-permutation,
and O2 consists of the two 2-permutations. (P,≤P ) is the discrete ordering D2. By
Proposition 2.5, permutations form an ideal in (C(D2),). It is defined by the ordered
transitivity of both colors: if x < y < z and {x, y} and {y, z} are colored c ∈ [2], then
{x, z} is colored c as well.
Example 2. Signed permutations. We enrich permutations ρ : [n] → [n] by
coloring the elements of the definition domain [n] white (+) and black (−), and we
require that the embeddings f are in addition color-preserving. There are two atoms
and O2 consists of eight signed 2-permutations. (P,≤P ) is the discrete ordering D8.
Example 3. Ordered words. O consists of all mappings q : [n] → [n] such that
the image of q is [m] for some m ≤ n. For two such mappings p : [m] → [m] and
q : [n] → [n] we define p  q in the same way as for permutations. The elements of
(O,) can be viewed as words u = b1b2 . . . bn such that {b1, b2, . . . , bn} = [m] for some
m ≤ n, and u  v means that v has a subsequence with the same length as u whose
entries form the same pattern (with respect to <,>,=) as u. There is one atom and
O2 consists of three elements (12, 21, and 11). (P,≤P ) is the discrete ordering D3.
Example 4. Set partitions. O consists of all partitions ([n],∼) where ∼ is an
equivalence relation on [n]. We set ([m],∼1)  ([n],∼2) iff there is a subset B =
{b1, b2, . . . , bm}< of [n] such that bi ∼2 bj ⇐⇒ i ∼1 j. There is only one atom
and O2 has two elements. (P,≤P ) is the discrete ordering D2. By Proposition 2.5,
partitions form an ideal in (C(D2),). It is defined by the transitivity of the color
c corresponding to the partition of [2] with 1 and 2 in one block: If x, y, z are three
distinct elements of [n] such that {x, y} and {y, z} are colored c, then {x, z} is colored c
as well. To put it differently, set partitions can be represented by ordered graphs whose
components are complete graphs. Pattern avoidance in set partitions was investigated
by Klazar [20], for futher results see Goyt [16] and Sagan [27].
Example 5. Ordered induced subgraph relation. O is the set of all simple
graphs with vertex set [n]. For two graphs G1 = ([n1], E1) and G2 = ([n2], E2)
we define G1  G2 iff there is an increasing mappings f : [n1] → [n2] such that
{x, y} ∈ E1 ⇐⇒ {f(x), f(y)} ∈ E2. Thus  is the ordered induced subgraph
relation. There is only one atom and O2 has two elements. (P,≤P ) is is the discrete
ordering D2. This class essentially coincides with (C(D2),).
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Example 6. Ordered subgraph relation. We take O as in the previous example
and in the definition of  we change ⇐⇒ to =⇒. Thus  is the ordered subgraph
relation. There is only one atom and O2 has two elements. Unlike in other examples,
(O2,) is not a discrete ordering but the linear ordering L2. Every set R(K,B),
where K is a graph and B is a two-element set of its vertices (atoms), has one or two
elements and (R(K,B),) is L1 or L2. Thus (P,≤P ) is the linear ordering L2. This
class essentially coincides with (C(L2),).
Example 7. Ordered graphs counted by edges. Let O be the set of simple
graphs with the vertex set [n] and without isolated vertices, and let  be the ordered
subgraph relation (as in the previous example). There is one atom corresponding to
the single edge graph. The size of G = ([n], E) is now |E|, the number of edges.
O2 has six elements and (O2,) is D6. The linear ordering ≤G on E, the set of
atoms of G = ([n], E), is the restriction of the lexicographic ordering ≤l on
(
N
2
)
:
e1 ≤l e2 ⇐⇒ min e1 < min e2 or (min e1 = min e2 & max e1 < max e2). It is clear
that ≤l is compatible with the embeddings, which are increasing mappings between
vertex sets sending edges to edges, and so condition 4 of Definition 2.1 is satisfied. Let
us check the conditions of Definition 2.2. Conditions 1 and 2 are clearly satisfied and
we have to check condition 3.
Proposition 2.9 Let G = ([s], E) be a simple graph without isolated vertices and B =
{e1, e2, . . . , en}≤l be a subset of E. There exists a unique simple graph H = ([r], F ),
F = {f1, f2, . . . , fn}≤l , of size n without isolated vertices such that G|{ei, ej} =
F |{fi, fj} for every 1 ≤ i < j ≤ n. Moreover, there is an increasing mapping
m : [r]→ [s] such that m(fi) = ei for every 1 ≤ i ≤ n.
Proof. H is obtained from B by relabeling the vertices in V =
⋃
e∈B e, |V | = r,
using the unique increasing mapping from V to [r]. To construct the mapping m, we
take the unique ≤l-increasing mapping M : F → E sending F to B and for a vertex
x ∈ [r] we take an arbitrary edge f ∈ F with x ∈ f (since x is not isolated, f exists)
and define m(x) = minM(f) if x = min f and m(x) = maxM(f) if x = max f . Since
M preserves types of pairs of edges, the value m(x) does not depend on the selection
of f . Also, m sends fi to ei and is increasing. The image of each such mapping m is⋃
e∈B e and m is unique. If H
′ is another graph with the stated property and m′ is
the corresponding mapping, m ◦ (m′)−1 and m′ ◦m−1 give an ordered isomorphism
between H and H ′. Thus H is unique. ✷
We see that simple ordered graphs without isolated vertices, with the ordered subgraph
relation and with size being measured by the number of edges, form a binary class of
objects. (P,≤P ) is the discrete ordering D6.
Example 8. Ordered multigraphs counted by edges. Let O be the set of
multigraphs with the vertex set [n] and without isolated vertices. The containment
 is the ordered subgraph relation and size is the number of edges counted with
multiplicity. More precisely, in G = ([m], E) ∈ O we interpret E as a (multiplicity)
mapping E :
(
[m]
2
)
→ N0, and we have G = ([m], E)  H = ([n], F ) iff there is an
increasing mapping f : [m] → [n] and an
(
m
2
)
-tuple {fe : e ∈
(
[m]
2
)
} of increasing
mappings fe : [E(e)] → N such that, for every e ∈
(
[m]
2
)
, the image of fe is a subset
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of [F (f(e))]. The embeddings are the pairs (f, {fe : e ∈
(
[m]
2
)
}) and ◦ is composition
of mappings, applied to f and to the mappings fe. There is one atom ([2], E), where
E([2]) = 1, and the size of G = ([m], E) is the total multiplicity
∑
e⊂[m],|e|=2E(e).
O2 has seven elements. The set of atoms A(G) of G = ([m], E) can be identified
with {(e, i) : e ∈
(
[m]
2
)
, i ∈ [E(e)]} and the linear ordering (A(G),≤G) is given by
(e, i) ≤G (e′, i′) iff e <l e′ or (e = e′ & i ≤ i′). The conditions in Definitions 2.1 and
2.2 are verified as in the previous example. Therefore multigraphs form a binary class
of objects. (P,≤P ) is the discrete ordering D7.
Example 9. Ordered k-uniform hypergraphs counted by edges. For k ≥ 2, we
generalize Example 7 to k-uniform simple hypergraphs H = ([m], E) (so E ⊂
(
[m]
k
)
)
without isolated vertices. The containment  is the ordered subhypergraph relation
and size is the number of edges. There is one atom ([k], {[k]}). It is not hard to count
that O2 has
r = r(k) =
k−1∑
m=0
(
k − 1
m
)((
2k −m− 1
k − 1
)
+
1
2
(
2k −m− 2
k − 1
))
−
1
2
elements. (P,≤P ) is the discrete ordering Dr.
Example 10. Words with the subsequence relation. For a finite alphabet A,
let O be the set of all words u = a1a2 . . . an over A and  be the subsequence relation,
a1a2 . . . am  b1b2 . . . bn iff there exists an m-tuple 1 ≤ j1 < j2 < . . . < jm ≤ n such
that ai = bji for 1 ≤ i ≤ m. There are |A| atoms and O2 has r = |A|
2 elements.
(P,≤P ) is the discrete ordering Dr.
3 The constant and Fibonacci dichotomies for bi-
nary classes of objects
In this section we prove for (C(P ),) in Theorem 3.1 the constant dichotomy and in
Theorem 3.8 the Fibonacci dichotomy. Both proofs can be read independently. P
denotes a finite l-element poset on [l] and l is always the number of colors. We work
with the class (C(P ),) of all edge P -colored complete graphs (n, χ), n ∈ N0 and
χ :
(
[n]
2
)
→ [l]. Recall that
(m,ψ)  (n, χ) ⇐⇒ ∃ increasing f : [m]→ [n], ψ(e) ≤P χ(f(e)) ∀e ∈
(
[m]
2
)
.
LetK = (n, χ) be a coloring. The reversal ofK is the coloring (n, ψ) where ψ({i, j}) =
χ({n−i+1, n−j+1}). If A ⊂ [n] and χ|
(
A
2
)
is constant, we call A a (χ-) homogeneous
or (χ-) monochromatic set. We denote by R(a; l) the Ramsey number for pairs and
l colors; R(a; l) is the smallest n ∈ N such that every coloring χ :
(
[n]
2
)
→ [l] has
a χ-homogeneous set A ⊂ [n] with size |A| = a (Ramsey [25], Graham, Spencer and
Rothschild [17], Nesˇetrˇil [24]).
Theorem 3.1 If X is an ideal in (C(P ),) then either |Xn| is constant for all n > n0
or |Xn| ≥ n for all n ≥ 1.
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By Proposition 2.6, it suffices to prove this if P is a discrete ordering DP . We cannot
use Corollary 2.8 to reduce the situation to two colors because we want to prove a
result stronger than |Xn| ≪ 1 but the argument for l colors is not too much harder
than for two. We need some definitions and auxiliary results.
We say that a coloring (n, χ) is r-rich, where r ≥ 1 is an integer, if n = 2r − 1
and one the following two conditions holds. In type 1 r-rich coloring, in (n, χ) or in
its reversal we have χ({i, i + 1}) = a for 1 ≤ i ≤ r − 1 and χ({r, r + 1}) = b for two
colors a 6= b. In type 2 r-rich coloring, in (n, χ) or in its reversal we have χ({1, i}) = a
for 2 ≤ i ≤ r and χ({1, r + 1}) = b for two colors a 6= b. We impose no restriction on
colors of the remaining
(
n
2
)
− r edges.
Lemma 3.2 If the ideal X contains for every r ≥ 1 an r-rich coloring then |Xn| ≥ n
for all n ≥ 1.
Proof. If K = (n, χ) ∈ X is r-rich of type 1, the r restrictions of K to [i, i + r − 1]
(or to [n− i− r+2, n− i+1] if K is reversed) for 1 ≤ i ≤ r are mutually distinct and
show that |Xr| ≥ r. The argument for type 2 r-rich colorings is similar. ✷
Note that the containment of an r-rich coloring for all r ≥ 1 is equivalent with the
containment for infinitely many r because every r-rich coloring contains an s-rich
coloring for s = 1, 2, . . . , r.
We say that a coloring (n, χ) is r-simple, where r ≥ 1 is an integer, if [r+ 1, n− r]
is χ-homogeneous and for every fixed v ∈ [r] ∪ [n− r + 1, n] the n− 4r edges {v, w},
w ∈ [2r + 1, n− 2r], have in χ the same color. By the definition, every coloring (n, χ)
with n ≤ 2r+2 is r-simple. We say that a set X of colorings is r-simple if each coloring
in X is r-simple.
Lemma 3.3 If an ideal of colorings X is r-simple then there is a constant d ∈ N0
such that |Xn| = d for all n > n0.
Proof. Colorings which are r-simple enjoy this property: If n ≥ 4r + 2 and (n, χ1)
and (n, χ2) are two distinct r-simple colorings, then their restrictions to [n]\{2r + 1}
are also distinct. Thus for all n ≥ 4r + 2 the restrictions of the colorings in Xn to
[n]\{2r + 1} are mutually distinct and show that |Xn−1| ≥ |Xn|, which implies the
claim. ✷
Theorem 3.1 now follows from the next proposition.
Proposition 3.4 For every r ∈ N there is a constant c = c(r) ∈ N such that every
ideal of colorings contains an r-rich coloring or is c-simple.
Proof of Theorem 3.1. LetX be an ideal in C(P ). IfX contains an r-rich coloring for
every r ≥ 1, then |Xn| ≥ n for every n by Lemma 3.2. If not, then by Proposition 3.4
X is c-simple for some c and by Lemma 3.3 |Xn| is constant from some n on. ✷
For the proof of Proposition 3.4 we shall need three lemmas on situations forcing
appearance of r-rich colorings.
Lemma 3.5 Let r ≥ 1 be an integer, (n, χ) be a coloring, A ⊂ [n] be a χ-homogeneous
set with the maximum cardinality, and A′ ⊂ A be obtained from A by deleting the first
2r − 2 and the last 2r − 2 elements. Suppose further that A′ is not an interval in [n].
Then (n, χ) contains an r-rich coloring.
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Proof. We denote the set of the first (last) r−1 elements of A by B1 (B2) and the set
of the first (last) 2r−2 elements of A by C1 (C2). The assumption on A′ = A\(C1∪C2)
implies that there is an x ∈ [n]\A such that C1 < x < C2. Since |A| is maximum,
there is a y ∈ A such that the color of {x, y} is different from the color of the edges
lying in A. If y ∈ B1, then y, C1\B1, x, and the next r− 2 elements of A after x form
(with restricted χ) an r-rich coloring of type 2. If y 6∈ B1 but y < x, then B1, y, x,
and the next r − 2 elements of A after x form an r-rich coloring of type 1. The case
when y > x is symmetric and is treated similarly. ✷
Lemma 3.6 Let r ≥ 1 be an integer, (n, χ) be a coloring, s be the maximum size of a
χ-homogeneous subset of [n], A ⊂ [n] be a χ-homogeneous set with |A| = s− (4r− 4),
B ⊂ [n] be a χ-homogeneous set with A < B, and let |A| ≥ 2r, |B| ≥ 6r. Then (n, χ)
contains an r-rich coloring.
Proof. Let a, respectively b, be the color of the edges lying in A, respectively in B.
If a 6= b, then the last r elements of A and the first r − 1 elements of B, or the first
r elements of B and the last r − 1 elements of A form an r-rich coloring of type 1
(depending on whether χ({maxA,minB}) differs from a or from b).
Suppose that a = b. Since |A|+ |B| > s, A∪B is not homogeneous and there exist
x ∈ A and y ∈ B such that χ({x, y}) 6= a. Let y−x be minimum, that is, if x ≤ x′ ∈ A,
B ∋ y′ ≤ y, and at least one inequality is strict, then χ({x′, y′}) = a. We show that
any position of x and y produces an r-rich coloring. We denote by C1 (C2) the set of
the first (last) r−2 elements of A (B). Suppose first that x 6∈ C1. If y is among the last
r− 1 elements of B, then y, the previous r− 1 elements of B, x, and C1 form an r-rich
coloring of type 2. If y is not among the last r− 1 elements of B, then these elements,
y, x, and C1 form an r-rich coloring of type 1. A symmetric argument shows that if
y 6∈ C2 then we have an r-rich coloring. The remaining case when x ∈ C1 and y ∈ C2
does not occur because then, by the minimality of the length of {x, y}, (A\C1)∪(B\C2)
would be a homogeneous set with size |A| + |B| − 2(r − 2) ≥ |A| + 4r + 4 = s + 8,
contradicting the definition of s. ✷
Lemma 3.7 Let r ≥ 1 be an integer, (n, χ) be a coloring, v ∈ [n], A ⊂ [n] be a set
such that v < A or v > A, and B ⊂ A be obtained from A by the deletion of the first
l(r−2)+1 and the last l(r−2)+1 elements. Suppose further that not all edges {v, w},
w ∈ B, have in χ the same color. Then (n, χ) contains an r-rich coloring.
Proof. Let v < A, the proof for v > A is very similar. By the assumption there is
a w ∈ B such that b = χ({v, w}) 6= a = χ({v,maxB}). By the pigeonhole principle,
some r − 1 edges {v, z1}, . . . , {v, zr−1}, where zi ∈ A and zi < B, have the same color
c. Thus v, z1, . . . , zr−1, w or maxB (depending on whether c 6= b or c 6= a), and the
last r − 2 elements of A form an r-rich coloring of type 2. ✷
Proof of Proposition 3.4. We assume that X is an ideal in C(P ) which contains no
r-rich coloring for some r ≥ 2. We show that then X must be c-simple for
c = max(R(6r; l), l(r − 2) + 1)
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where R(·; ·) is the Ramsey number. Let (n, χ) ∈ X be arbitrary. We may assume
that n > 2c + 2. We take a set A ⊂ [n] obtained from a χ-homogeneous subset with
the maximum cardinality by deleting the first 2r − 2 and the last 2r − 2 elements.
By Lemma 3.5, the Ramsey theorem, and Lemma 3.6, A is an interval in [n] and
minA < c + 1, maxA > n − c. Thus [c + 1, n − c] is χ-homogeneous. Let v ∈
[c]∪ [n− c+1, n] be arbitrary. By Lemma 3.7 applied to v and [c+1, n− c], all edges
{v, w}, w ∈ [2c+ 1, n− 2c], must have the same color. Thus (n, χ) is c-simple. ✷
This completes the proof of Theorem 3.1.
Theorem 3.8 If X is a ideal in (C(P ),) then either |Xn| ≤ nc for all n ≥ 1 for a
constant c > 0, or |Xn| ≥ Fn for all n ≥ 1 where (Fn)n≥1 = (1, 2, 3, 5, 8, 13, . . .) are
the Fibonacci numbers.
As in the proof of Theorem 3.1, we define “wealthy” colorings (of four types) and
“tame” colorings and show that colorings with unbounded wealth produce growth at
least Fn and that bounded tameness admits only polynomially many colorings. The
proof is completed by showing that the colorings in any ideal are either unboundedly
wealthy or boundedly tame. By Corollary 2.8 and the following remark, it suffices to
prove the theorem only for the two-element discrete poset P = D2, that is, for graphs
and ordered induced subgraph relation. To make explicit the symmetry between edges
and nonedges in this case, we prefer to use the language of colorings. Therefore by
a coloring we shall mean in the proof always a black-white edge coloring (n, χ) of a
complete graph, χ :
(
[n]
2
)
→ {black, white}, and if we use two distinct colors c, d, one
should bear in mind that {c, d} = {black, white}.
Let r ∈ N. A coloring K = (r, χ) is r-wealthy of type 1 if in K or in its reversal we
have χ({1, i}) 6= χ({1, i + 1}) for all i ∈ [2, r − 1]. K = (3r, χ) is r-wealthy of type 2
if none of the r consecutive triangles {3i− 2, 3i− 1, 3i}, 1 ≤ i ≤ r, is χ-homogeneous.
We use two incarnations of the Fibonacci number Fn.
Lemma 3.9 (i) Fn equals to the number of 0-1 strings s1s2 . . . sn−1 with no two con-
secutive 1s, i.e., avoiding the pattern sisi+1 = 11. (ii) Fn equals to the number of 0-1
strings s1s2 . . . sn−1 avoiding the patterns s2i−1s2i = 01 and s2is2i+1 = 10.
Proof. Both results are easily proved by induction on n. ✷
We call the strings in (i) fib1 strings and the strings in (ii) fib2 strings.
Lemma 3.10 If there is an i ∈ {1, 2} so that the ideal X contains for every r ≥ 1 an
r-wealthy coloring of type i, then |Xn| ≥ Fn for all n ≥ 1.
Proof. If X contains for every r ≥ 1 an r-wealthy coloring of type 1, it follows that for
every n ∈ N and every subset A ⊂ [2, n] there exists a coloring KA = (n, χ) in X such
that χ({1, i}) = black ⇐⇒ i ∈ A, or the same holds for the reversals of KAs. Because
for fixed n all 2n−1 colorings KA are mutually distinct, we have |Xn| ≥ 2
n−1 ≥ Fn.
Suppose that X contains for every r ≥ 1 an r-wealthy coloring of type 2. Using
the pigeonhole principle and the Ramsey theorem, we regularize the situation and
obtain the colorings (3, φ), (6, ψ), and (3r, χr), r = 1, 2, . . ., which all lie in X and
are such that in (3r, χr) all triangles Ti = {3i − 2, 3i − 1, 3i}, 1 ≤ i ≤ r, and the
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edges between them are colored in the same way and independently of r: if {a, b} ⊂ Ti
then χr({a, b}) = φ({a − 3(i − 1), b − 3(i − 1)}) and if a ∈ Ti and b ∈ Tj , 1 ≤ i <
j ≤ r, then χr({a, b}) = ψ({a − 3(i − 1), b − 3(j − 2)}). The coloring (3, φ) of the
triangles is not monochromatic and thus there is an edge {a, b} ⊂ T1 such that not
all of the four edges connecting {a, b} and {a + 3, b + 3} have color c = φ({a, b}). It
follows that there are colorings (4, κ) and (2r, λr), r = 1, 2, . . . , which lie in X and
are such that (i) the edges {1, 2}, {3, 4}, . . . , {2r − 1, 2r} have in λr the same color,
say black, (ii) if a ∈ {2i − 1, 2i} and b ∈ {2j − 1, 2j} with 1 ≤ i < j ≤ r, then
λr({a, b}) = κ({a − 2(i − 1), b − 2(j − 2)}), and (iii) at least one of the four edges
{1, 3}, {1, 4}, {2, 3}, {2, 4} is in κ colored white. Suppose, for example, that {1, 4} is
white. If {1, 3} is black, it follows that (2r, λr) contains an r-wealthy coloring of type
1 and we are in the previous case. This argument shows that we may assume that in
(2r, λr) all edges {1, 2}, {3, 4}, . . . , {2r − 1, 2r} are black and all other edges white. It
follows that for every n ∈ N and every fib1 string w = s1s2 . . . , sn−1 there is a coloring
Kw = (n, χ) ∈ X such that χ({i, i + 1}) = black ⇐⇒ si = 1. Since for distinct ws
the corresponding colorings Kw are distinct as well, by (i) of Lemma 3.9 we conclude
that |Xn| ≥ Fn. ✷
Before defining wealthy colorings of types 3 and 4, we introduce notation on 0-1
matrices which we will use to represent colorings. If M is an r× s 0-1 matrix, any row
and column of M consists of alternating intervals of consecutive 0s and 1s. Let al(M)
be the maximum number of these intervals in a row or in a column, taken over all r+s
rows and columns. For every j ∈ [s] we let C(M, j) ⊂ [r] be the row indices of the
lowest entries of these intervals in the j-th column, with r omitted: a ∈ C(M, j) iff
M(a, j) 6=M(a+ 1, j). We denote C(M) =
⋃s
j=1 C(M, j). For a coloring K = (2r, χ)
we define the r× r 0-1 matrix MK byMK(i, j) = 0 iff χ({i, r+ j}) = white. Similarly,
if K = (n, χ) is a coloring and I = {x1 < x2 < . . . < xr} < J = {y1 < y2 < . . . < ys}
are two subsets of [n], we define the r × s 0-1 matrix MI,J by MI,J(i, j) = 0 iff
χ({xi, yj}) = white; we suppress in notation the dependence on K which will be clear
from the context.
We say that C = (c1, c2, . . . , ck), with ci ∈ [r] × [s] being in the (row,column)
coordinates format, is a southeast path in an r × s 0-1 matrix M if in C alternate
south and east steps and C starts with a south step: c2i − c2i−1 ∈ N × {0} and
c2i+1 − c2i ∈ {0} × N. If M = MK or M = MI,J for some coloring K then C
corresponds to a path in the coloring, with the k edges
{a1, b1}, {a2, b1}, {a2, b2}, {a3, b2}, {a3, b3}, . . . , {ap, bq}
where p = ⌈(k + 1)/2⌉, q = ⌈k/2⌉, and 1 ≤ a1 < a2 < . . . < ap < b1 < b2 < . . . < bq.
We call such paths back-and-forth paths.
If M is an r × s 0-1 matrix and M ′ is an r′ × s′ 0-1 matrix, we say that M ′
is contained in M , M ′  M , if there are increasing injections f : [r′] → [r] and
g : [s′] → [s] such that M(f(i), g(j)) = M ′(i, j) for all i ∈ [r′], j ∈ [s′]. We say that
M ′ is a submatrix of M . If M ′ M and M =MI,J for two subsets I < J in [n] and a
coloring (n, χ), then there are subsets I ′ ⊂ I and J ′ ⊂ J such that M ′ = MI′,J′ . We
denote by Ir the r × r identity matrix with 1s on the main diagonal and 0s elsewhere
and by Ur the upper triangular r × r matrix with 1s above and on the main diagonal
and 0s below it. We call two r × s 0-1 matrices M and M ′ similar if M ′ = M or M ′
is obtained from M by the vertical mirror image and/or swapping 0 and 1
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We say that a coloring K = (2r, χ) is r-wealthy of type 3 if MK is similar to Ir.
K = (2r, χ) is r-wealthy of type 4 if MK is similar to Ur. Note that for i ∈ {1, 2, 3, 4}
and r ∈ N, every r-wealthy coloring of type i contains an s-wealthy coloring of type i
for s = 1, 2, . . . , r and so for an ideal X to contain an r-wealthy coloring of type i for
every r ≥ 1 is equivalent with containing it for infinitely many r.
Lemma 3.11 If there is an i ∈ {3, 4} so that the set X contains for every r ≥ 1 an
r-wealthy coloring of type i, then |Xn| ≥ Fn for all n ≥ 1.
Proof. Let X contain for every r ≥ 1 an r-wealthy coloring Kr of type 3. We may
assume that always MKr = Ir . It can be seen that if n ∈ N and w = s1s2 . . . sn−1 is
any fib1 string, then for r ≥ 2n one can draw in Ir a southeast path (c1, c2, . . . , cn−1)
such that Ir(ci) = si. Thus for every w there is a coloring Kw = (n, χ) ∈ X whose
unique spanning back-and-forth path is colored according to w. By (i) of Lemma 3.9
we have |Xn| ≥ Fn.
Let X contain for every r ≥ 1 an r-wealthy coloring Kr of type 4. We may assume
that always MKr = Ur. It can be seen that if n ∈ N and w = s1s2 . . . sn−1 is any fib2
string, then for r ≥ 2n one can draw in Ur a southeast path (c1, c2, . . . , cn−1) such
that Ur(ci) = si. Again, by (ii) of Lemma 3.9 we have |Xn| ≥ Fn. ✷
Lemma 3.12 Let M be an r× s 0-1 matrix that satisfies al(M) ≤ k and |C(M)| ≤ l,
and a be the number of the column indices j ∈ [s] for which the j-th column of M
differs from the (j + 1)-th one. Then
a ≤ (k − 1)(2l+ 1).
Proof. The j-th column of M is uniquely determined by C(M, j) ⊂ C(M) and by
M(1, j) ∈ {0, 1}. It follows that any two different columns in M must differ in entries
with row index lying in the set D = C(M) ∪ {i+ 1 : i ∈ C(M)} ∪ {1}, which has at
most 2l + 1 elements. By the pigeonhole principle, if a > (k − 1)(2l + 1) then there
are k column indices 1 ≤ j1 < j2 < . . . < jk < s and a row index b ∈ D such that
M(b, ji) 6=M(b, ji+1) for all i ∈ [k]. Thus the b-th row of M consists of at least k+1
alternating intervals of 0s and 1s, which contradicts al(M) ≤ k. ✷
Lemma 3.13 Let (Mn)n≥1 be an infinite sequence of 0-1 matrices such that (i) the
sequence (al(Mn))n≥1 is bounded but (ii) (|C(Mn)|)n≥1 is unbounded. Then either (a)
for every r there is an n and a matrix I ′r similar to Ir such that I
′
r  Mn or (b) for
every r there is an n and a matrix U ′r similar to Ur such that U
′
r Mn.
Proof. We prove the result under the weaker assumption with al(Mn) replaced by
alc(Mn) that is defined by taking the maximum (of the numbers of intervals of con-
secutive 0s and 1s) only over the columns of Mn. Using the pigeonhole principle and
replacing (Mn)n≥1 by an appropriate subsequence of submatrices, we may assume
in addition to (ii) that there is an s ≥ 1 and a c ∈ {0, 1} such that the first row
of every Mn contains only cs and |C(Mn, j)| = s for every n ≥ 1 and j. We set
C(Mn, j) = {rn,j,1 < rn,j,2 < . . . < rn,j,s} and denote cn the number of columns
in Mn. We proceed by induction on s. It is clear that if s = 1 then the sequence
S = (|{rn,j,1 : 1 ≤ j ≤ cn}|)n≥1 is unbounded. Suppose that s ≥ 2 and S is bounded.
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Taking a subsequence of submatrices, we may then assume in addition to (ii) that
rn,j,1 = rn for 1 ≤ j ≤ cn and all n. We take from everyMn only rows rn+1, rn+2, . . .
and obtain a sequence of matrices (Nn)n≥1 satisfying |C(Nn, j)| = s− 1 for every n, j
and (ii), which means that we are done by induction. Thus we may assume that S is
unbounded even for s ≥ 2. We take a subsequence of submatrices once more and may
assume that (Mn)n≥1 satisfies: |C(Mn, j)| = s for all n and j, (cn)n≥1 is unbounded,
and for every n the cn row indices rn,j,1, j ∈ [cn], are mutually distinct.
Suppose that s = 1. Using the Erdo˝s-Szekeres lemma, we may assume that more-
over for every n the sequence (rn,j,1 : j = 1, 2, . . . , cn) is strictly increasing or that for
every n it is strictly decreasing. Keeping fromMn only the rows rn,1,1, rn,2,1, . . . , rn,cn,1
(and all columns), we obtain a matrix similar to Ucn . We see that (b) holds. In the
case that s ≥ 2 we denote by In,j the interval [rn,j,1 + 1, rn,j,s] and by i(n) (resp.
d(n)) the maximum number of intervals among In,1, In,2, . . . , In,cn which share one
point (resp. which are mutually disjoint). It follows that (i(n))n≥1 or (d(n))n≥1 is
unbounded. In the former case we may assume, turning to a subsequence of subma-
trices, that rn ∈
⋂cn
j=1 In,j for every n ≥ 1 for some row indices rn. Keeping from Mn
only the rows 1, 2, . . . , rn, we obtain a sequence of matrices (Nn)n≥1 which satisfies
alc(Nn) ≤ s − 1 for every n and (ii), which means that we are done by induction.
In the latter case we may assume, using the Erdo˝s-Szekeres lemma and turning to a
subsequence of submatrices, that for every n we have In,1 < In,2 < . . . < In,cn or that
for every n we have In,1 > In,2 > . . . > In,cn . We select row indices tn,j ∈ In,j such
that, for all n and j ∈ [cn], Mn(tn,j , j) 6= Mn(rn,j,1, j) = Mn(rn,j,s + 1, j) if s is even
and Mn(tn,j , j) =Mn(rn,j,1, j) 6=Mn(rn,j,s + 1, j) if s is odd. Keeping from Mn only
the cn rows tn,1, tn,2, . . . , tn,cn , we obtain a matrix similar to Icn (for even s) or to Ucn
(for odd s). Thus (a) or (b) holds. ✷
A coloring (n, χ) is m-tame, where m ∈ N, if the following three conditions are
satisfied.
1. There is an interval partition I1 < I2 < . . . < Is of [n] such that s ≤ m and
every Ii is χ-monochromatic.
2. For every two subintervals I < J in [n] we have al(MI,J) ≤ m.
3. For every two subintervals I < J in [n] we have |C(MI,J)| ≤ m.
A set of colorings X is m-tame if every coloring (n, χ) ∈ X is m-tame.
Lemma 3.14 For every m ∈ N there is a constant c = c(m) such that the number of
m-tame colorings (n, χ) is bounded by nc.
Proof. The partition I1 < I2 < . . . < Is of [n] satisfying condition 1 and the
s colors χ|
(
Ii
2
)
can be selected in c1 =
∑m
s=1
(
n−1
s−1
)
2s ≤ (2n)m ways. The colors
of the remaining edges in (n, χ) are determined by the 0-1 matrices M = MIu,Iv ,
1 ≤ u < v ≤ s ≤ m. Let us bound, for fixed u, v, the number of matrices M satisfying
conditions 2 and 3. The number of possibilities for one column of M is by condition
2 at most c2 = 2
∑m
i=1
(
p−1
i−1
)
≤ (2n)m, where p = |Iu| ≤ n, and all q columns of M ,
q = |Iv| ≤ n, can be selected by Lemma 3.12 in at most
c3 =
2m2∑
i=1
(
q − 1
i− 1
)
ci2 ≤ 2m
2 · (n− 1)2m
2−1 · (2n)2m
3
≤ (2n)4m
3
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ways. The total number of m-tame colorings (n, χ) is therefore at most
c1c
(s2)
3 ≤ c1c
(m2 )
3 ≤ (2n)
2m5+m ≤ nc, n ≥ 2.
✷
Let K = (n, χ) be a coloring. The interval decomposition of K is the unique
partition of [n] in nonempty intervals I1 < I2 < . . . < Is defined as follows. I1 is
the longest initial interval such that I1 is χ-monochromatic, I2 is the longest following
interval such that I2 is χ-monochromatic, and so on. Clearly |Ii| ≥ 2 for all i < s. We
let I(K) = s denote the number of intervals in the decomposition.
Proposition 3.15 If X is an ideal in (C(D2),) that is not m-tame for any m, then
there is an i ∈ {1, 2, 3, 4} such that X contains for every r ≥ 1 an r-wealthy coloring
of type i.
Proof. Suppose there is no m ∈ N such that X is m-tame. Thus one of the three
conditions in the definition of tameness is violated for infinitely many m on some
colorings in X . If it is condition 1, the quantity I(K), K ∈ X , is unbounded and
for every r ≥ 1 there is a coloring (n, χ) ∈ X whose interval decomposition I1 <
I2 < . . . < Is satisfies s ≥ r. By the definition, for every i, 1 < i ≤ s, there is
an xi−1 ∈ Ii−1 such that χ({xi−1,min Ii}) differs from the color χ|
(
Ii−1
2
)
. Hence
the triangles {x2i−1, y2i−1,min I2i}, where 1 ≤ i ≤ r/2 and y2i−1 ∈ I2i−1\{x2i−1} is
selected arbitrarily, are not monochromatic in (n, χ) and X contains for every r ≥ 1
an r-wealthy coloring of type 2. If condition 2 is violated infinitely many times, it is
easy to see that X contains for every r ≥ 1 an r-wealthy coloring of type 1.
We are left with the case when conditions 1 and 2 of tameness are satisfied for
all colorings in X with a constant m0 but condition 3 is violated for all m. This
implies that for n = 1, 2, . . . there are colorings (n, χn) ∈ X and subintervals In < Jn
in [n] such that the sequence of 0-1 matrices (MIn,Jn)n≥1 satisfies the hypothesis of
Lemma 3.13. By the conclusion of the lemma, there is an i ∈ {3, 4} such that X
contains for every r ≥ 1 an r-wealthy coloring of type i. ✷
Proof of Theorem 3.8. If X is an ideal in C(D2) that is m-tame for an m, then
by Lemma 3.14 we have |Xn| ≤ nc for all n ≥ 1 with a constant c > 0. If X is not
m-tame for any m, by Proposition 3.15 there is an i ∈ {1, 2, 3, 4} so that X contains
for every r ≥ 1 an r-wealthy coloring of type i. By Lemmas 3.10 and 3.11 this means
that for all n ≥ 1 we have |Xn| ≥ Fn. ✷
4 Concluding remarks
We conclude with mentioning a few open problems on growths of ideals of permutations
and graphs.
The Stanley-Wilf conjecture (Bo´na [9, 10, 11]) asserted that for every permutation pi
the number of n-permutations not containing pi is exponentially bounded. Equivalently
stated, for every ideal of permutations X different from the set of all permutations S
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we have |Xn| < cn for all n ≥ 1. The conjecture was proved by Marcus and Tardos in
[23] and therefore now we know that
c(X) = lim sup
n→∞
|Xn|
1/n <∞
for every ideal X 6= S. However, many interesting and challenging problems on growth
of ideals of permutations remain open. The following problem was posed by V. Vatter
[14].
Problem 1. Is it true that limn→∞ |Xn|1/n always exists?
It was proved by Arratia [1] in the case X = Forb({pi}). By the Fibonacci hierarchy
4 (Introduction), it is also true when c(X) ≤ 2.
Problem 2. What are the constants of growth
C = {c(X) : X is an ideal of permutations}?
Are all of them algebraic?
Similar problem was posed [6, Conjecture 8.9] for hereditary properties of ordered
graphs.
It is easy to find ideals of permutations X such that the function n 7→ |Xn| is,
respectively, constant 0, constant 1, n 7→ Fn,k for any fixed k ≥ 2, and n 7→ 2n−1.
Thus, by the Fibonacci hierarchy 4,
C ∩ [0, 2] = {0, 1, α2, α3, α4, . . . , 2}
where α2 ≈ 1.61803, α3 ≈ 1.83928, α4 ≈ 1.92756, . . . are the limits αk = limF
1/n
n,k .
By the standard results from asymptotic enumeration, αk is the largest positive real
root of xk − xk−1 − xk−2 − · · · − 1. It follows that αk ↑ 2. It would be interesting to
determine further elements of C lying above the first limit point 2.
Problem 3. Show that min(C ∩ (2,∞)) exists. What is this number?
A natural question arises if also the remainig two restrictions on growth of hered-
itary properties of ordered graphs proved by Balogh, Bolloba´s and Morris [6], the
polynomial growth 3 and the Fibonacci hierarchy 4, can be extended to edge-colored
complete graphs with l ≥ 2 colors. It is not too hard to achieve this for the polynomial
growth by elaborating the final “tame” part of our proof of Theorem 3.8; we hope to
say more on this elsewhere. It is plausible to cojecture that the proof of the Fibonacci
hierarchy in [6] also can be “upgraded” from l = 2 to l ≥ 2 but this would require
more effort.
Finally, we present an interesting problem on an exponential-factorial jump in
growth due to Balogh, Bolloba´s and Morris [7, Conjecture 2].
Problem 4. Let X be a hereditary property of ordered graphs. Prove that either
|Xn| < cn for all n ≥ 1 with a constant c > 1 or
|Xn| ≥
⌊n/2⌋∑
k=0
(
n
2k
)
k!
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for all n ≥ 1.
They proved [7, Theorem 4] this jump for the smaller family of monotone properties
of ordered graphs (and in fact more generally for hypergraphs).
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