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Zusammenfassung
Das Gesundheitssystem befindet sich derzeit im Wandel. Medizin wird zunehmend nicht mehr
als Kunst betrachtet, bei der ein Arzt sich auf seine Intuition verla¨sst, wenn er eine Diagnose
erstellt oder eine Behandlung auswa¨hlt. Die steigenden Kosten zwingen die Beteiligten dazu,
die Effizienz der Behandlungen zu steigern. Ein Mittel dies zu erreichen sind medizinische
Leitlinien. Dabei handelt es sich um Anleitungen, die den
”
Goldstandard“ der Behandlung
einer Krankheit zusammenfassen und so dem Arzt Wissen kompakt zur Verfu¨gung stellen.
Basierend auf diesem Wissen sollen A¨rzte Behandlungen und Diagnosen durchfu¨hren. Die
Erwartung ist, dass durch den Einsatz von Leitlinien in einer Behandlung die Qualita¨t der
Behandlung steigt wa¨hrend gleichzeitig die Behandlungskosten sinken.
Mit zunehmender Verbreitung gewinnen medizinische Leitlinien immer mehr an Bedeu-
tung. Damit stellt sich die Frage nach der Qualita¨tssicherung von Leitlinien. Bisher agieren
die Organisationen, die Leitlinien erstellen, wie etwa die niederla¨ndische CBO, auf Basis der
Annahme, dass eine Leitlinie keine nennenswerten Fehler mehr entha¨lt, wenn sie von Ex-
perten erstellt und korrekturgelesen wurde. Dabei bietet die Existenz einer Leitlinie alleine
keine Garantie dafu¨r, dass Behandlungen in der richtigen Reihenfolge ausgefu¨hrt werden, dass
veraltete Behandlungen unterlassen werden oder stets die gu¨nstigste Form der Behandlung
gewa¨hlt wird. In Anbetracht der Tatsache, dass tausende Patienten anhand von einer Leitli-
nie behandelt werden und ein Fehler in einer Leitlinie sehr hohe Kosten und sehr großes Leid
verursachen kann, scheint die Annahme der Korrektheit fahrla¨ssig.
In der Softwaretechnik werden formale Methoden auf a¨hnliche Probleme angewendet. Dabei
gibt der Einsatz formaler Methoden die Garantie, dass eine Modell keine Fehler mehr entha¨lt.
Diese Arbeit bringt medizinische Leitlinien und formale Methoden zusammen, und zeigt auf
diese Weise, dass eine Leitlinie fehlerfrei ist. Damit ist beispielsweise gemeint, dass vorgeschrie-
bene Behandlungssequenzen eingehalten werden oder veraltete Behandlungen nicht von der
Leitlinie vorgeschrieben werden. Um dies verifizieren zu ko¨nnen, wird ein Modell der Leitli-
nie erstellt, welches mit einer formalen Semantik unterlegt ist. Dieses Modell wird dann als
Programm interpretiert, wobei der Arzt als
”
Ausfu¨hrungseinheit“ agiert und mit Diagnosen
und Behandlungen den Zustand des Patienten abfragt und a¨ndert. Mit dieser Interpretation
werden Methoden zur Qualita¨tssicherung von Programmen auf Leitlinien angewendet. Das
Ergebnis dieses Ansatzes sind Leitlinien, die garantiert fehlerfrei sind. Gleichzeitig sind die auf
diese Weise qualita¨tsgesicherten Leitlinien strukturell nicht von den bisherigen zu unterschei-
den, wodurch vermieden wird, dass das medizinische Personal sich beim Einsatz gesicherter
Leitlinien gegenu¨ber dem bisherigen Vorgehen umstellen muss.
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Einfu¨hrung, Grundlagen und Fallstudie
1
1 Gliederung dieser Arbeit
Diese Arbeit beschreibt die theoretischen Grundlagen der Verifikation medizinischer Leitlinien
sowie deren technische Umsetzung und Einbettung in ein Beweissystem. Daru¨ber hinaus
stellt die Arbeit Beweistechniken zum Umgang mit konkreten Fallstudien vor und zeigt die
Anwendung der vorgestellten Techniken auf eine medizinische Leitlinie zur Behandlung von
Brustkrebs.
Abschnitt I der Arbeit gibt einen Einblick in die Welt der medizinischen Leitlinien. Wei-
terhin werden die Grundlagen der verwendeten Leitlinienmodellierungssprache Asbru, der
Temporallogik ITL+ sowie die als Fallstudie verwendete Leitlinie beschrieben. Abschnitt II
definiert die Syntax und die Semantik der Sprache Asbru und beschreibt vorgenommene Un-
tersuchungen zur Validierung der Semantik. Abschnitt III der Arbeit bescha¨ftigt sich mit der
Einbettung der Sprache Asbru in das interaktive Verifikationssystem KIV sowie den Nach-
weis der Korrektheit der Einbettung. Anschließend werden in Abschnitt IV Beweistechniken
zur Verifikation von Asbru vorgestellt sowie eine erste Bewertung des Ansatzes vorgenom-
men. Darauf folgend wird in Abschnitt V die Verifikation einiger Aussagen der Fallstudien
vorgestellt. Abschließend wird in Abschnitt VI der Ansatz mit anderen Ansa¨tzen zur Qua-
lita¨tssicherung medizinischer Leitlinien verglichen, die Ergebnisse diskutiert und ein Ausblick
auf eine mo¨gliche Fortfu¨hrung der Arbeit gegeben.
Abschnitt I gliedert sich dabei wie folgt: Kapitel 2 beschreibt den Leitlinien-
Entwicklungsprozess und motiviert die Einfu¨hrung neuartiger Techniken zur Qualita¨tssi-
cherung. Anschließend wird in Kapitel 3 die Modellierungssprache Asbru eingefu¨hrt, die
als Grundlage fu¨r die hier vorgestellten Techniken zur Verifikation medizinischer Leitlinien
dient. Fu¨r die Verifikation wird eine Werkzeugunterstu¨tzung beno¨tigt. Das verwendete
Beweiswerkzeug KIV sowie die eingesetzte Temporallogik ITL+ werden in Abschnitt 4
beschrieben. Daran anschließend wird informell das Modell der verwendeten Fallstudie –
eine Leitlinie zur Behandlung von Brustkrebs – in Kapitel 5 beschrieben.
Abschnitt II beschreibt die Syntax und Semantik von Asbru. Dabei wird zuna¨chst in Ka-
pitel 6 die Syntax von Asbru definiert. Im Anschluss daran wird in Kapitel 7 Syntax und
Semantik des Zustands von Asbru-Systemen beschrieben. Darauf folgt die Beschreibung der
Semantik von Bedingungen in Asbru in Kapitel 8. Mit dieser ist es mo¨glich die Semantik
des Zustandsu¨bergangssystems von Asbru zu definieren, was in Abschnitt 9 geschieht. Durch
Anwendung der Zustandsu¨bergangsregeln auf einen Zustand und ein Asbru-System unter
Einbeziehung einer Umgebung entstehen Asbru-Abla¨ufe. Diese werden in Kapitel 10 vorge-
stellt. Der Abschnitt endet mit einer Beschreibung der Untersuchungen zur Validierung der
Asbru-Semantik, die in Kapitel 11 dokumentiert ist.
In Abschnitt III wird die Einbettung der definierten Syntax und Semantik von Asbru in das
interaktive Beweissystem KIV beschrieben. Dazu wird zuna¨chst in Kapitel 12 beschrieben,
wie die Zustandsu¨bergangsregeln von Asbru in KIV eingebettet werden. Darauf folgend wird
in Kapitel 13 die Korrektheit der Einbettung bewiesen. Die Einbettung der Asbru-Datentypen
in KIV ist trivial und findet sich daher im Anhang in Abschnitt A.
Abschnitt IV beschreibt die Beweistechnik zur Verifikation von Aussagen u¨ber
Asbru-Systemen. Dazu wird zuna¨chst in Kapitel 14 beschrieben, wie informelle medizinische
Aussagen schrittweise in temporallogische Formeln umgewandelt werden ko¨nnen. Auf diese
Art formalisierte Aussagen werden dann entweder mit der Beweistechnik der symbolischen
Ausfu¨hrung oder der Beweisdekomposition verifiziert. Erstere ist in Kapitel 15 beschrieben
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und eignet sich besonders fu¨r Aussagen u¨ber kleine Asbru-Planhierarchien. Fu¨r gro¨ßere
Planhierarchien wird die Beweisdekomposition eingesetzt, die in Kapitel 16 vorgestellt
wird. Zum Nachweis von Gegenbeispielen wird der Gegenbeispielmechanismus verwendet.
Dieser wird in Kapitel 17 vorgestellt. Fu¨r eine eingeschra¨nkte Klasse von Aussagen kann
statt der interaktiven Verifikation die automatische Modellpru¨fung verwendet werden. Diese
wird in Kapitel 18 vorgestellt. Kapitel 19 bescha¨ftigt sich mit der Frage, wie Wissen u¨ber
Zustandsa¨nderungen des Patienten formalisiert und fu¨r die Beweisfu¨hrung verwendet werden
kann. Der Abschnitt wird beschlossen durch eine Beschreibung von Aussagenklassen sowie
einer Bewertung welche Beweistechniken sich fu¨r welche Aussageklassen eignen. Dies wird in
Kapitel 20 beschrieben.
Abschnitt V dokumentiert detailliert die Verifikation von vier Aussagen der Brustkrebs
Fallstudie. Diese wurden aufgrund besonderer Eigenschaften der Beweise ausgewa¨hlt. Die
Beweise der u¨brigen Aussagen der Fallstudie sind im Anhang in Kapitel D aufgefu¨hrt.
Die Arbeit wird mit Abschnitt VI abgeschlossen. Dort werden in Kapitel 26 Arbeiten
anderer Forschergruppen vorgestellt und deren Relevanz in Bezug auf diese Arbeit diskutiert.
Danach werden in Kapitel 27 die Ergebnisse der Arbeit zusammengefasst und Themen fu¨r
weiterfu¨hrende Forschungsarbeiten eingefu¨hrt.
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Leitlinien-Entwicklungsprozess
Dieser Abschnitt fu¨hrt den Begriff der medizinischen Leitlinien ein. Daneben wird der Prozess,
der hinter der Erstellung von Leitlinien steht erla¨utert. Damit wird erkla¨rt, worin das Problem
der Qualita¨t von Leitlinien besteht und warum die bisherigen Ansa¨tze zur Qualita¨tssicherung
nicht weit genug fu¨hren. Darauf aufsetzend wird der hier vorgeschlagene Ansatz skizziert und
in den Kontext anderer Forschungsarbeiten gesetzt.
2.1 Leitlinien zur Verbesserung der Medizin
Jedes Jahr werden viele medizinische Studien durchgefu¨hrt und damit so viele neue medi-
zinische Erkenntnisse vero¨ffentlicht, dass es fu¨r einzelne A¨rzte schwer bis unmo¨glich ist, ihr
Wissen auf dem aktuellen Stand zu halten. [20] gibt allein die Zahl medizinischer Journale,
die pro Woche vero¨ffentlicht werden mit u¨ber 1000 an. Selbst fu¨r spezialisierte A¨rzte, wie etwa
Onkologen, bedeutet das Studium der fu¨r sie relevanten Studien erheblichen Aufwand. Dabei
ist zu beachten, dass die Kenntnis der Studien alleine noch nicht ausreichend ist. Vielmehr
ist auch eine Bewertung der Qualita¨t der Studien erforderlich. Dabei muss unterschieden
werden, ob die Studien nach wissenschaftlichen Standards, beispielsweise unter Einsatz von
Kontrollgruppen, erstellt wurden oder lediglich Expertenmeinungen darstellen. Auch eine Be-
wertung, ob die Ersteller der Studie mo¨glicherweise durch Interessenkonflikte in ihrem Urteil
beeinflusst wurden, ist no¨tig.
Die Idee von Leitlinien ist es, diese Arbeit zu zentralisieren und den einzelnen A¨rzten ab-
zunehmen. Statt den A¨rzten sollen spezialisierte Expertengruppen das fu¨r eine Krankheit
verfu¨gbare Wissen zusammentragen, bewerten und daraus Dokumente erstellen, die dann
mo¨glichst kurz und pra¨gnant das vorhandene Wissen zusammenfassen. Damit wird dem
Arzt eine Wissensbasis gegeben, die den Goldstandard der Behandlung beschreibt, also die
bestmo¨glichen bekannten Behandlungsmo¨glichkeiten einer Krankheit. Auf diese Weise soll
erreicht werden, dass der Patient u¨berall im Wirkungsbereich der Leitlinie gleich gut be-
handelt wird. Dies bedeutet, dass als unno¨tig erkannte Behandlungen oder Diagnosen nicht
mehr durchgefu¨hrt, neue Behandlungsmethoden aufgezeigt und so Kosten und Fehldiagnosen
vermieden werden.
[20] nennt ein Beispiel zur Beleuchtung der Schwierigkeiten im Umgang mit medizinischen
Studien. Im Jahr 1958 wurde eine Studie publiziert, aus der hervorgeht, dass die Gabe von
Streptokinase den Verlauf von Herzanfa¨llen positiv beeinflussen kann. In den fru¨hen 70er
Jahren des letzten Jahrhunderts wurde diese Studie wiederholt und die Ergebnisse von 1958
besta¨tigt. Etwa 10 Jahre spa¨ter wurde eine Meta-Analyse durchgefu¨hrt, die mehrere Stu-
dien zu diesem Thema zusammenfasst und das Ergebnis von 1958 besta¨tigt. Eine formale
Empfehlung diese Behandlung durchzufu¨hren wurde erst 13 Jahre nach dem Vorliegen die-
ses wissenschaftlichen Nachweises der Wirksamkeit der Behandlung ausgesprochen. Mit der
Einfu¨hrung von Leitlinien ist die Hoffnung verbunden, den Zeitraum zwischen dem Vorlie-
gen wissenschaftlich gesicherter Information und der tatsa¨chlichen Empfehlung an die breite
A¨rzteschaft zu verringern.
Leitlinien entlasten den Arzt lediglich bei der Recherche und Bewertung der Literatur.
Beschreibungen, wie eine Behandlung durchgefu¨hrt werden soll sind nicht Teil einer Leitlinie.
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Der Arzt ist nach wie vor in der Pflicht, die in der Leitlinie aufgefu¨hrten Prozeduren selbst
auszufu¨hren und sich die dazu no¨tigen Kenntnisse beizubringen. Außerdem soll der Arzt in
der Lage sein, die Leitlinie zu hinterfragen. Um dies zu ermo¨glichen, enthalten Leitlinien
Literatur-Referenzen, die die Studien benennen, die getroffene Aussagen und Empfehlungen
begru¨nden.
Moderne Leitlinien werden auf der Grundlage evidenzbasierter Medizin erstellt, wie sie
etwa in [26] beschrieben wird. Evidenzbasierte Medizin verlangt, dass bei der Entscheidungs-
findung, welche Behandlung durch eine Leitlinie empfohlen wird, zuna¨chst alle relevante Li-
teratur gesichtet werden soll. Die Qualita¨t der ausgewa¨hlten Studien soll danach bewertet
werden. Im einen Extremfall handelt es sich bei dem Ergebnis der Studie um die Exper-
tenmeinung eines Angestellten eines Pharmaunternehmens, im anderen Extremfall um eine
doppelblinde Studie1, die von einem unabha¨ngigen Forschungsinstitut durchgefu¨hrt wurde.
Bei der Aufnahme von Studien in eine Leitlinie muss diese Form der Qualita¨t beru¨cksichtigt
werden. In der Konsequenz werden einzelne Studien deswegen mo¨glicherweise nicht in die
Leitlinie aufgenommen.
Verschiedene Untersuchungen kommen zu dem Ergebnis, dass die Qualita¨t medizinischer
Behandlungen mit dem Einsatz von Leitlinien steigt. Beispielsweise wird in [19] gezeigt, dass
durch den Einsatz von Leitlinien die Behandlungskosten um ein Viertel reduziert werden
ko¨nnen, wa¨hrend gleichzeitig [1] belegt, dass die Qualita¨t der Behandlung beim Einsatz von
Leitlinien steigt.
2.2 Qualita¨t der Leitlinien
Leitlinien werden in der Regel von A¨rztegremien als informelle Dokumente erstellt. Dabei
enthalten Leitlinien verschiedene Komponenten wie freien Text, Tabellen und Grafiken. Das
Dokument wird mit Literaturreferenzen angereichert, um die einzelnen Inhalte zu untermau-
ern.
Bevor eine Leitlinie in der Praxis im großen Umfang eingesetzt wird, muss die Qualita¨t
der Leitlinie bewertet werden. Damit stellt sich die Frage, wie die Qualita¨t von Leitlinien be-
messen werden kann, bzw. welche Qualita¨tskriterien es gibt. Qualita¨tskriterien von Leitlinien
ko¨nnen in drei Gruppen eingeteilt werden.
Zuna¨chst gibt es Kriterien, die den Erstellungsprozess selber betrachten. Um diese Katego-
rie bewerten zu ko¨nnen, ist es beispielsweise notwendig, zu evaluieren, ob die Leitlinienersteller
in Interessenskonflikte verwickelt waren, ob die Leitlinie in einem Pilotversuch getestet wur-
de oder, ob systematische Methoden zur Literaturrecherche angewendet und dokumentiert
wurden.
Eine zweite Qualita¨tskategorie befasst sich mit dem eigentlichen Leitliniendokument. In die-
sem sollte beispielsweise die Konsistenz einzelner Abschnitte zueinander sichergestellt werden.
Weiterhin muss auch die Vollsta¨ndigkeit des Dokumentes u¨berpru¨ft werden, etwa ob informel-
le Formulierungen ausreichend durch konkretes Zahlenmaterial spezifiziert werden. Ein Bei-
spiel dafu¨r ist ein Freitextblock, der sich mit
”
stark steigenden“ Blutwerten befasst, aber nicht
definiert, wie sich diese konkret bemessen. Ein letztes Beispiel fu¨r diese Art der Qualita¨tsbe-
messung ist die Vollsta¨ndigkeit von Aufza¨hlungen. Bei textuellen Aufza¨hlungen verschiedener
Patientengruppen kann es passieren, dass einzelne Patienten in mehrere Gruppen eingeordnet
werden, weil etwa orthogonale Kriterien wie Alter und das Stadium der Krankheit verwendet
werden. Dadurch kann es vorkommen, dass Patienten in u¨berhaupt keine Gruppe eingeord-
net werden ko¨nnen oder in mehrere Gruppen passen. Dies kann ein Problem darstellen, wenn
1Als doppelblind wird eine Studie bezeichnet, wenn neben der behandelten Patientengruppe eine zweite
Gruppe von Patienten existiert, die statt der echten Behandlung lediglich Placebos erha¨lt und weder die
Patienten noch die behandelnden A¨rzte wissen, welcher Patient in welcher Gruppe ist.
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dadurch unklare Vorgaben fu¨r die konkrete Behandlung dieser Patienten entstehen. Die hier
genannten Beispiele beschreiben sogenannte Anomalien, die im Rahmen der Forschungsarbeit
der Protocure-Projekte, zu der auch die vorliegende Arbeit geho¨rt, gefunden wurden. Diese
Fehler konnten in Leitlinien nachgewiesen werden, die tatsa¨chlich fu¨r die Patientenversorgung
eingesetzt wurden.
Die letzte Kategorie von Qualita¨tskriterien steht außerhalb der Leitlinie. Sie umfasst recht-
liche Vorgaben der Behandlung oder Beschreibungen des gegenwa¨rtigen Goldstandards. Bei-
spiele hierfu¨r sind die rechtliche Vorgabe, dass Patienten vor chirurgischen Eingriffen infor-
miert werden mu¨ssen und ihre Einwilligung in die Prozedur geben mu¨ssen. Genauso ko¨nnen
dies Beschreibungen kontraindizierter Behandlungsabla¨ufe sein. Beispielsweise ist nach einem
chrirugischen Eingriff bei der Krebsbehandlung eine bestimmte Form aggressiver Strahlen-
therapie zu gefa¨hrlich, um sie anzuwenden. Ein letztes Beispiel fu¨r solche Kriterien sind die
Qualita¨tsindikatoren, die Krankenha¨user und A¨rzte in Zukunft vero¨ffentlichen mu¨ssen, um
den Patienten im Vorfeld der Behandlung u¨ber Erfolgsquoten der Einrichtung aufzukla¨ren.
Dabei handelt es sich um statistische Daten, die etwa die Zahl der Komplikationen, die Lang-
zeitu¨berlebenschancen oder a¨hnliches messen. Kriterien dieser Kategorie lassen sich untertei-
len in Prozess- und Ergebnisvorgaben. Prozessvorgaben treffen Aussagen u¨ber die Sequenz
von Behandlungen und beschreiben Abla¨ufe, die gefordert, verboten bzw. erlaubt sind. In
den obigen Beispielen wird etwa gefordert, dass eine Patienteninformation dem Eingriff vor-
angestellt wird, bzw. verboten, dass eine aggressive Strahlentherapie im Anschluss an eine
Operation durchgefu¨hrt wird. Ergebnisvorgaben beschreiben dagegen nicht den Behandlungs-
ablauf, sondern das Ergebnis. In den obigen Beispielen wa¨ren die Komplikationen bzw. die
Langzeitu¨berlebenschancen Ergebnisvorgaben, da sich diese nicht auf den Behandlungsablauf
sondern auf das Behandlungsergebnis beziehen.
2.3 Qualita¨tssicherung bei Leitlinien
Um die Qualita¨t von Leitlinien zu sicherzustellen, mu¨ssen Werkzeuge bereitgestellt werden,
die die in Abschnitt 2.2 aufgefu¨hrten Qualita¨tskriterien nachweisen ko¨nnen. Die Gemeinschaft
der Leitlinienentwickler hat dies zum Teil erkannt. Aus diesem Grund wurde das AGREE-
Instrument2 geschaffen. Dieses versucht, die erste Kategorie der Qualita¨tskriterien in Leitli-
nien zu u¨berpru¨fen. Dazu werden Experten herangezogen, die mit der Erstellung der Leitlinie
nicht befasst waren und keinem Interessenskonflikt unterliegen. Diese sollen einen Fragen-
katalog zu der Leitlinie beantworten und dabei bewerten, ob beispielsweise alle relevanten
Interessenvertreter angeho¨rt wurden, ob die Anwendergruppe der Leitlinie ausreichend be-
schrieben wurde und a¨hnliches. Fu¨r die Einhaltung einzelner Kriterien werden von den Ex-
perten Punkte vergeben, die dann zusammengenommen einen AGREE-Wert bilden. Dieser
soll einen mo¨glichst einfach zu erfassenden Anhaltspunkt fu¨r die Qualita¨t darstellen.
Allerdings bietet die Leitliniengemeinschaft daru¨berhinaus keine anderen Werkzeuge zur
Qualita¨tssicherung, die u¨ber informelle Gutachten hinausgehen. An dieser Stelle setzt das
Protocure-Projekt3 an, in dessen Rahmen diese Arbeit entstanden ist. Diesem Projekt liegt
die Erkenntnis zugrunde, dass Leitlinien, wenn sie geeignet interpretiert werden, als eine Art
von (Computer-) Programmen angesehen werden ko¨nnen. Dabei ist der Arzt der
”
Prozessor“,
der das
”
Leitlinien-Programm“ ausfu¨hrt und dabei den Zustand der Patienten vera¨ndert.
Aus dieser Interpretation erwa¨chst die Hoffnung, dass es mo¨glich ist, das Wissen und die
Methoden, die bereits bestehen, um die Qualita¨t von Software sicherzustellen, in die medi-
zinische Doma¨ne zu u¨bertragen. Damit sind Qualita¨tssicherungsmethoden wie die formalen
Verifikation gemeint. Die Protocure-Projektgruppe schla¨gt einen werkzeugunterstu¨tzten An-
2http://www.agreecollaboration.org/, besucht am 18.7.2008
3www.protocure.org, besucht am 18.7.2008
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Abbildung 2.1: Der Protocure Ansatz
satz vor, der das informelle Leitlinien-Dokument schrittweise formalisiert bis zu dem Punkt,
an dem ein formales, ausfu¨hrbares Modell vorliegt. Dieses wird dann verwendet um Aussagen
zu beweisen und damit die Korrektheit der Leitlinie zu pru¨fen.
Dazu wird in Protocure ein Ansatz verfolgt, der in Abbildung 2.1 dargestellt wird. Aus dem
informellen Dokument wird zuna¨chst in eine semi-formales Modell in der Sprache MHB [66]
erstellt. Diese Sprache beinhaltet formale Strukturierungselemente wie auch freie Textblo¨cke.
So erlaubt MHB, Textblo¨cke der Leitlinie zu strukturieren und beispielsweise temporale
Abha¨ngigkeiten zwischen ihnen festzulegen. Ausgehend von diesem Modell wird ein Asbru-
Modell [64, 65] generiert. Asbru ist eine Sprache, die fu¨r die Modellierung medizinischer
Leitlinien geeignet ist und im Rahmen dieser Arbeit vollsta¨ndig mit einer formalen Seman-
tik unterlegt wird. Somit ist es mo¨glich, Asbru-Modelle auszufu¨hren. Gleichzeitig werden die
Qualita¨tssicherungsaussagen formalisiert. Damit ergibt sich die Mo¨glichkeit, die Leitlinie aus-
zufu¨hren und das Ergebnis mit den formalisierten Aussagen abzugleichen. Auf diese Weise
ko¨nnen Aussagen falsifiziert werden.
Aussagen werden in sogenannte GDL-Aussagen u¨bersetzt. GDL-Aussagen erlauben eine
schrittweise Formalisierung der informellen Aussage bis zu einem Punkt, an dem eine vollau-
tomatische U¨bersetzung in temporallogische Formeln mo¨glich ist. Details dieser U¨bersetzung
sind in Abschnitt 14 dokumentiert. Eine U¨bersetzung des Asbru-Modells in den interaktiven
Beweiser KIV [57, 58] erlaubt schlussendlich einen computerunterstu¨tzten Korrektheitsbeweis
bezu¨glich dieser Formeln durchzufu¨hren und somit die Korrektheit der Leitlinien relativ zu
den Aussagen nachzuweisen.
Bei der Umsetzung dieses Ansatzes hat sich gezeigt, dass sich das vorgeschlagene Vorge-
hen dazu eignet, die Qualita¨tssicherungslu¨cke zu schließen. Die schrittweise Formalisierung
der Leitlinie zwingt zu einer Auseinandersetzung mit dem Dokument auf einer Ebene, die in
der Regel von informellen Untersuchungen nicht erreicht werden kann. Da der freie Text in
Entscheidungsba¨ume und Prozessabla¨ufe u¨bersetzt werden muss, werden sprachliche Mehr-
deutigkeiten im Dokument aufgedeckt und mu¨ssen eindeutig festgelegt werden. Definitions-
auslassungen werden dabei ebenso bemerkt wie Inkonsistenzen zwischen einzelnen Textab-
schnitten. Jede der so entdeckten Anomalien wird mit den Leitlinienerstellern diskutiert, um
eine Kla¨rung der Probleme zu erreichen. Beispielsweise kann ein Ergebnis solcher Diskus-
sionen sein, dass auf einen offenen Punkt der Leitlinie deutlich hingewiesen wird, da das
verfu¨gbare medizinische Wissen nicht ausreicht ihn eindeutig zu kla¨ren. In der Regel werden
solche Anomalien aber dazu fu¨hren, dass die Leitlinie pra¨zisiert bzw. korrigiert wird.
Mit dem formalen Modell, das das Ergebnis dieser U¨bersetzung ist, kann anschließend for-
male Verifikation durchgefu¨hrt werden. Die dazu notwendigen Aussagen lassen sich aus der
dritten Kategorie von Qualita¨tskriterien, also den Prozess- und Ergebnisaussagen, formulie-
ren. Dabei ist zu beachten, dass die Korrektheit einiger Aussagen außerhalb des betrachteten
Systems liegt. Beispielsweise ist die Zahl der bei Operationen auftretenden Komplikationen
nur begrenzt durch die Leitlinie beeinflussbar. Stattdessen ha¨ngt die Korrektheit der Aussage
vom behandelnden Arzt ab.
In solchen Fa¨llen ist zu u¨berpru¨fen, ob eine Umformulierung der Aussage mo¨glich ist,
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Abbildung 2.2: Abstraktes Modell medizinischer Behandlungen
und so wenigstens Teilaspekte u¨berpru¨ft werden ko¨nnen. Wenn beispielsweise ein bestimmter
Operationsablauf die Zahl der Komplikationen reduziert, ko¨nnte u¨berpru¨ft werden, ob dieser
von der Leitlinie vorgeschrieben oder zumindest erlaubt wird. In anderen Fa¨llen kann die
Einbeziehung von Hintergrundwissen helfen, Aussagen zu verifizieren oder zu falsifizieren.
Dazu wird versucht, ein Patientenmodell zu erstellen. Dieses soll die Reaktionen des Patienten
auf bestimmte medizinische Interventionen festlegen.
Ein wichtiger Aspekt des in dieser Arbeit vorgestellten Ansatzes ist, dass er keine Umstel-
lung der Arbeitsweise des Arztes bei der Anwendung der Leitlinien vorsieht. Die Qualita¨ts-
sicherung nach dem Protocure-Ansatz kann orthogonal zum eigentlichen Leitlinienentwick-
lungsprozess durchgefu¨hrt werden. Fu¨r einen behandelnden Arzt ist es nicht ersichtlich, ob
eine Leitlinie mit dem Protocure Ansatz gesichert wurde oder nicht, da Struktur und Inhalt
des Dokuments daru¨ber keinen Aufschluss geben.
Umstellungsaufwand entsteht lediglich fu¨r Entwickler von Leitlinien. Diese mu¨ssen an der
Formalisierung der Leitlinien beteiligt werden. In der Regel verfu¨gen die Sprachexperten, die
die Formalisierung der Leitlinien durchfu¨hren nur u¨ber eingeschra¨nkte Kenntnis der medizi-
nischen Doma¨ne. Daher brauchen diese einen Ansprechpartner mit medizinischem Wissen,
idealerweise aus der Gruppe derer, die die betreffende Leitlinie erstellt hat.
2.4 Abstrakte Sicht auf die Medizin
Abstrakt betrachtet interagieren bei einer medizinischen Behandlung der Arzt, der Medika-
mente verschreibt oder Eingriffe vornimmt und der Patient, dessen Zustand sich daraufhin
a¨ndert. Bei der Formulierung der Zustandsa¨nderung des Patienten muss beachtet werden,
dass vielfach ungekla¨rt ist, ob und wie genau Medikamente bei einem bestimmten Patienten
wirken. Nebenwirkungen treten beispielsweise nur bei einigen Patienten auf. Auch kann ein
Arzt im Allgemeinen nicht sicher sein, dass sein Patient sich auch tatsa¨chlich vollsta¨ndig an
die Verordnungen ha¨lt. Weitere Unsicherheiten kommen dadurch zustande, dass Messungen
in der Regel zu verzo¨gerten Resultaten fu¨hren. Eine Blutuntersuchung im Labor, die 12 Stun-
den dauert, beschreibt den Blutwert bei Entnahme der Probe, nicht bei Bekanntwerden des
Ergebnisses.
Um diese Unsicherheiten behandeln zu ko¨nnen, soll ein mo¨glichst generisches Modell ver-
wendet werden. Fest vorgegeben ist dabei lediglich die Schnittstelle zwischen Arzt und Patient
sowie zwischen Patient und Arzt. Dabei soll der abstrakte Patient Informationen daru¨ber be-
kommen, welche Behandlungen derzeit vom Arzt verschrieben werden. Umgekehrt soll der
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Patient den Arzt u¨ber seinen Zustand informieren. In dieser abstrakten Sicht passiert dies
mittels eines Abfragesystems. Das Konzept
”
Abfragesystem“ beinhaltet alle mit den Mes-
sungen verbundenen Unsicherheiten, beispielsweise die Verzo¨gerung zwischen dem Zeitpunkt
einer Messung und dem Vorliegen von Ergebnissen oder Messfehler.
Dieses System wird in Abbildung 2.2 dargestellt. Das Behandlungsmodell beschreibt die
Handlungen des Arztes, die durch eine Leitlinie festgelegt werden. Die Entscheidungen des
Arztes werden in Form einer Verschreibung festgehalten und an das Patientenmodell wei-
tergereicht. Ein Konzept, das in der Grafik mit
”
Behandlung“ gekennzeichnet ist, extrahiert
aus den Handlungen des Arztes die Behandlungen des Patienten, die diesem in Form der
Wirkung u¨bergeben werden. Auf Basis dieser Wirkungen vera¨ndert der Patient seinen Zu-
stand und u¨bergibt diesen an das Abfragesystem. Dieses erzeugt aus dem Patientenzustand
eine Krankenakte. Dabei werden, wie bereits erla¨utert, Messverzo¨gerungen und Messfehler
beru¨cksichtigt. Auf Basis dieser Krankenakte beginnt ein neuer Zyklus.
Der abstrakte Patient reagiert auf die vom Arzt verschriebenen Behandlungen. Allerdings
sieht dieses Modell vor, dass im Allgemeinen diese Reaktion vollkommen zufa¨llig und unvor-
hersehbar ist. Damit soll der Tatsache Rechnung getragen werden, dass vielfach keine generelle
Aussage daru¨ber getroffen werden kann, ob und wie eine Intervention auf den Patienten wirkt.
Sollte allerdings Wissen u¨ber Patientenreaktionen bestehen so kann dieses fallstudienspezi-
fisch dem Modell zugefu¨gt werden. Beispielsweise kann formalisiert werden, dass eine Dosis
von mindestens 500mg Paracetamol oral eingenommen Fieber jenseits der 38 Grad Celsius
innerhalb von zwei Stunden absenkt.
2.5 Medizinische Aussagen als Beweisproblem
Mit der abstrakten Sicht auf die Interaktionen zwischen Patienten und dem medizinischen
Personal ist es mo¨glich, die Korrektheit von Leitlinien als Verifikationsproblem aufzufassen.
Dabei geben das Modell des Patienten und das Modell der medizinischen Interventionen ein
System vor. Dieses entsteht dadurch, dass immer abwechselnd das Patientenmodell ausgefu¨hrt
wird, auf Basis der Ergebnisse des Abfragesystems dann das Modell der medizinischen Inter-
ventionen abgearbeitet wird. Dessen Ausgabe, also die derzeit verschriebenen Behandlungen,
dienen danach dem Patientenmodell als Eingabe fu¨r den na¨chsten Zyklus. Dieses System la¨sst
sich beschreiben als eine potentiell unendliche Menge von Abla¨ufen. Gleichzeitig la¨sst sich eine
medizinische Aussage als eine Menge von Abla¨ufen auffassen, die zula¨ssig sind. Beispielswei-
se kann festgelegt werden, dass nur solche Abla¨ufe zugelassen sind, bei denen Fieber mit
mehr als 38 Grad Celsius mit einer Gabe von Paracetamol behandelt wird. Gepru¨ft werden
muss nun, ob eine Inklusion der Abla¨ufe vorliegt, ob also alle Abla¨ufe des Modells auch von
der Aussage zugelassenen sind. Dies wird im Beispiel so gemacht, dass verlangt wird, dass
jedesmal, wenn das Abfragesystem einen entsprechenden Fieberwert feststellt im na¨chsten
Schritt eine Verschreibung von Paracetamol gelten muss. Diese Ablaufinklusion kann auf die
Beweisfu¨hrung in temporallogischen Systemen zuru¨ckgefu¨hrt werden, wie in der vorliegenden
Arbeit geschehen. Damit kann eine Menge bereits existierender Werkzeuge zur technischen
Unterstu¨tzung der Verifikation verwendet werden.
Einige temporallogische Ansa¨tze unterscheiden zwischen dem Konzept des Systems und
dem der Umgebung. Mittels verschiedener Konstrukte ist es dann mo¨glich, System und Um-
gebung miteinander interagieren zu lassen und so die Abla¨ufe des Gesamtsystems zu erhalten.
Die hier verwendete Logik ITL+, die in [8] vorgestellt wird, erlaubt die Integration der Sy-
stem und Umgebungskonzepte auf einem sehr intuitiven Weg, indem bereits bei Entwurf der
Logik eine Unterscheidung zwischen System und Umgebungsschritten vorgesehen wurde. Sy-
stem und Umgebung werden automatisch auf eine geeignete Weise miteinander kombiniert,
wie in Abbildung 2.3 dargestellt. Bei korrekter Beschreibung der Handlungsmo¨glichkeiten
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Abbildung 2.3: Abfolge von System und Umgebungsschritten in ITL+
von System und Umgebung - jeweils getrennt voneinander - ist also sichergestellt, dass das
Gesamtsystem alle zu betrachtenden Abla¨ufe entha¨lt. Die Beweistechnik der symbolischen
Ausfu¨hrung verbunden mit temporallogischer Induktion sowie Generalisierungen ermo¨glicht
es, die Korrektheit von Aussagen zu beweisen, indem inkrementell die Abla¨ufe des Systems
sowie der Aussage erzeugt und miteinander verglichen werden.
2.6 Ergebnisse dieser Arbeit
Die dieser Dissertation zugrundeliegende Forschungsarbeit hat verschiedene Ergebnisse her-
vorgebracht. Als erstes kann dabei die formale Semantik der Sprache Asbru genannt werden.
Diese wird gegenu¨ber Vorarbeiten verfeinert. Auch werden im Gegensatz zu den bestehenden
Entwu¨rfen alle Randfa¨lle betrachtet. Mit Versuchen zur Validierung der Semantik wurden
zahlreiche Fehler in der Semantik gefunden und behoben. Unklarheiten u¨ber die Interpretati-
on von Asbru-Konstrukten, die selbst bei den Asbru-Entwicklern bestanden, konnten gekla¨rt
werden. Dazu wurden die zeitlichen Aspekte von Asbru auf eine formale Grundlage gestellt.
Dabei wurde aufgedeckt, dass bei diesen zum Teil miteinander unvereinbare Anforderungen
bestanden, die infolgedessen neu formuliert werden mussten. Die definierte Semantik wur-
de durch verschiedene Versuche ausgiebig validiert, um sicherzustellen, dass die Definition
tatsa¨chlich der Semantik entspricht, die von den Sprachdesignern vorgesehen ist.
Die Definition der formalen Semantik der Sprache Asbru ist die Grundlage fu¨r alle Expe-
rimente zur Validierung und Verifikation. Auf Basis der Semantik ist es mo¨glich, die Asbru-
Modelle in eine Eingabesprache fu¨r Modellpru¨fer zu u¨bersetzen. Damit ist die Grundlage fu¨r
den automatischen Aussagenbeweis geschaffen. Auch fu¨r die interaktive Verifikation ist die
formale Semantik die Grundlage. Zuletzt muss auch fu¨r die Interpretation der Asbru-Modelle
im Sinne eines Entscheidungsunterstu¨tzungssystems eine formale Semantik existieren.
Der im Vorfeld bestehende Prototyp fu¨r die Einbettung von Asbru in das interaktive Be-
weiswerkzeug KIV wurde verworfen und komplett neu entwickelt. Anstelle von manueller
U¨bersetzung der Asbru-Konstrukte in temporallogische Programme wurden generische Pro-
zeduren entwickelt, die die Semantik von Asbru unabha¨ngig von den konkreten Asbru-Pla¨nen
abbilden. Die Asbru-spezifischen, vera¨nderlichen Teile des Modells werden in Form von Da-
tentypen spezifiziert, die von den generischen Prozeduren ausgelesen werden. Diese Datenty-
pen sind so gestaltet, dass die Asbru-Konstrukte damit wo¨rtlich in das Verifikationswerkzeug
u¨bernommen werden ko¨nnen. Unsicherheit bezu¨glich der U¨bersetzung besteht somit nicht
mehr.
Die Implementierung der Prozeduren wurde in vielfacher Weise validiert, bevor in einem
letzten Schritt die Verifikation der Korrektheit der Prozeduren durchgefu¨hrt wurde. Dazu
wurde eine Abbildung von Datentypen der Semantik und der Implementierung angegeben
und nachgewiesen, dass bei isomorphem Ausgangszustand durch Anwendung von Regeln
der Semantik und der Implementierung ein isomorpher Endzustand erreicht wird. Damit ist
sichergestellt, dass Ergebnisse Gu¨ltigkeit besitzen, die durch Verifikation mit dem interaktiven
Verifikationswerkzeug KIV durchgefu¨hrt werden.
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Mit Hilfe dieser Beweisunterstu¨tzung wurde eine Fallstudie bearbeitet, die sich mit der Be-
handlung von Brustkrebs befasst. Die vorgegebenen Qualita¨tssicherungsaussagen wurden als
Beweisverpflichtungen fu¨r das Beweissystem verwendet. Dazu war es notwendig, eine Beweis-
technik zu entwickeln, die in der Lage ist, mit den sehr großen Planhierarchien der Fallstudie
umgehen zu ko¨nnen. Neben der direkten symbolischen Ausfu¨hrung wurde dazu die Technik
der Beweisdekomposition eingefu¨hrt, die auf dem Rely-Guarantee-Ansatz basiert, wie ihn
beispielsweise Lamport in [4] vorstellt. Um falsche Aussagen widerlegen zu ko¨nnen, wurde
eine Technik zur Verifikation von Gegenbeispielen entworfen und angewendet [34].
Weiterhin wurden Techniken vorgeschlagen, mit denen eine Modellierung des Patienten-
verhaltens mo¨glich ist. So kann medizinisches Hintergrundwissen, das nicht in den Leitlinien
enthalten ist, formalisiert und in die Beweise eingebracht werden. Das bedeutet, dass nicht
nur Prozessaussagen formuliert werden ko¨nnen, sondern auch Metaaussagen, die beispiels-
weise verlangen, dass ein Patient mo¨glichst wenig Leid durch die Behandlung erfahren soll.
Zuletzt ko¨nnen die hier verwendeten Techniken als ein Muster angesehen werden, wie die
formale Spezifikation hierarchischer Sprachen, die a¨hnlich zu Asbru sind, effizient durch-
gefu¨hrt werden kann und ebenso, wie die Implementierung solcher Spezifikationen mittels
rekursiver Prozeduren und der dynamischen Prozessgenerierung durchgefu¨hrt werden kann.
2.7 Einbettung dieser Arbeit in den Rahmen von Protocure II
Das Projekt Protocure II, in dessen Rahmen diese Arbeit entstanden ist, ist ein von der EU im
Rahmen von FP64 gefo¨rdertes Forschungsprojekt. An diesem Forschungsprojekt waren insge-
samt sieben Forschergruppen aus vier La¨ndern beteiligt. Die Forschergruppen verteilen ihre
Kompetenz u¨ber das gesamte Spektrum des Forschungsbereichs formaler Qualita¨tssicherung
medizinischer Leitlinien.
Auf der medizinischen Seite unterstu¨tzen die Praxispartner von CBO und IKO das Projekt.
CBO5 ist das niederla¨ndische Institut fu¨r die Qualita¨tssicherung im Gesundheitswesen. Das
CBO ist in den Niederlanden fu¨r die Erstellung und die Pflege der medizinischen Leitlinien
verantwortlich. Das Projekt erhielt Unterstu¨tzung in Form realer Patientendaten aus dem
IKO6, dem Krebszentrum Ost, das verantwortlich ist fu¨r die Verwaltung und Behandlung
von Krebsfa¨llen, die im Osten der Niederlande auftreten. Die restlichen Projektpartner sind
universita¨re Forschergruppen und bescha¨ftigen sich mit der Wissensmodellierung und dem
Sprachdesign.
Mit dieser Gruppe wurde das Asbru-Modell einer Leitlinie zur Behandlung von Brustkrebs
erstellt und vollsta¨ndig formal untersucht. Aus dem Vorga¨ngerprojekt Protocure I existieren
bereits formalisierte Leitlinien zur Behandlung von Gelbsucht bei Neugeborenen sowie der
Behandlung von Diabetes Typ-2.
2.8 Verwandte Arbeiten
Neben dem Protocure-Ansatz zur vollsta¨ndigen Verifikation medizinischer Leitlinien existie-
ren eine Reihe anderer Arbeiten zur Untersuchung der Korrektheit von Leitlinien. Die Initia-
tive fu¨r diese Ansa¨tze geht meist von medizinischen Forschungsgruppen oder Sprachexperten
aus. Deren Ansa¨tze erheben nicht den Anspruch der Untersuchung der formalen Korrektheit.
Stattdessen liegt deren Fokus auf einer mo¨glichst praxisnahen Untersuchung der Leitlinien
mit dem Ziel, den A¨rzten selbst ein Mittel zur Qualita¨tspru¨fung der Leitlinien an die Hand
zu geben.
4http://cordis.europa.eu/fp6/dc/index.cfm?fuseaction=UserSite.FP6HomePage, besucht am 18.09.2008
5http://www.cbo.nl/english/default view, besucht am 18.7.2008
6http://www.iko.nl/, besucht am 18.7.2008
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Dieses Ziel wird durch die Implementierung von Interpretern fu¨r die Modellierungssprachen
erreicht. Leitlinien ko¨nnen damit anhand von realen oder idealisierter Patientendaten getestet
werden. Dazu wird verglichen, ob die durch die Leitlinie angeordneten Behandlungen mit de-
nen u¨bereinstimmen, die vom Arzt erwartet werden. Durch die geringe Zahl an Testfa¨llen, die
untersucht werden kann, kann diese Technik nur als Validierungstechnik angesehen werden.
U¨ber solche Validierung hinaus geht nur der GLARE Ansatz, der Modellpru¨fung zur Veri-
fikation von Leitlinien einsetzt. Dieser Ansatz wird im Detail in Abschnitt 26.1.4 beschrieben
und bewertet. Eine U¨bersicht aller verwandten Arbeiten ist in Abschnitt 26 aufgefu¨hrt.
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3 Einfu¨hrung in Asbru
Dieses Kapitel gibt eine Einfu¨hrung in die Plansprache Asbru. Dazu wird wie folgt vorge-
gangen. Zuna¨chst werden in Abschnitt 3.1 die Konzepte von Asbru an dem Beispiel der
Behandlung von Brust-Krebs pra¨sentiert. Dieses Beispiel soll Versta¨ndnis fu¨r die wichtigsten
Asbru Konzepte schaffen. Daran anschließend wird in Abschnitt 3.2 detaillierter der Funk-
tionsumfang von Asbru beschrieben. In Abschnitt 3.3 wird der Unterschied zwischen Asbru
und Asbru Light erla¨utert. Abschnitt 3.4 kla¨rt einige wichtige in dieser Arbeit verwende-
ten Begriffe. Abschließend beschreibt Abschnitt 3.5, wie medizinische Aussagen mittels der
Sprache GDL formalisiert werden ko¨nnen.
3.1 Asbru – an einem Beispiel
In diesem Abschnitt soll Asbru an einem Beispiel vorgestellt werden. Dazu werden zuna¨chst
in Abschnitt 3.1.1 grundlegende Konzepte mittels eines Beispiels motiviert und dann im
Anschluss in Abschnitt 3.1.2 das Zustandsmodell von Asbru erla¨utert.
3.1.1 Asbru-Konzepte
Asbru ist eine planbasierte Sprache zur Beschreibung von hierarchisch unterteilten Abla¨ufen
mit besonderem Fokus auf die Spezifikation zeitlicher Aspekte. Die Hauptanwendung von
Asbru ist die Modellierung medizinischer Abla¨ufe [46], jedoch wurden beispielsweise auch
Trainingspla¨ne fu¨r Sportler mit Asbru modelliert [44]. Das Grundkonzept von Asbru ist dabei
ein Plan. Dieser steht in einer Hierarchie und kann Unterpla¨ne steuern sowie selbst Unterplan
eines anderen Plans sein. Eine Plandefinition entha¨lt Informationen u¨ber die Unterpla¨ne des
Plans. Weiterhin entha¨lt die Plandefinitionen Bedingungen, an die die Ausfu¨hrung des Plans
geknu¨pft ist. Diese beschreiben Situationen, in denen der Plan beispielsweise seine Ausfu¨hrung
einstellen soll. In der Plandefinition sind ebenfalls Informationen daru¨ber enthalten, wie ein
Plan seinen Unterpla¨nen steuert. Zum Beispiel kann spezifiziert werden, dass die Unterpla¨ne
nacheinander oder alle gleichzeitig ausgefu¨hrt werden sollen.
Die hierarchische Struktur von Asbru kann genutzt werden, um eine medizinische Interven-
tion darzustellen und schrittweise zu verfeinern. Repra¨sentiert ein Plan eine Intervention als
solches, so beschreiben Unterpla¨ne eine Aufteilung dieser Intervention in ihre Komponenten.
Die Konzepte von Asbru sollen nun durch ein Beispiel aus der Fallstudie zur Behandlung von
Brustkrebs erla¨utert und motiviert werden.1
Die Behandlung von DCIS2 ist in Abbildung 3.1 dargestellt. Sie besteht aus dem Stellen der
Diagnose des Krebsbefalls und einer anschließenden Behandlung gema¨ß den Ergebnissen die-
ser Diagnose. Damit ko¨nnen Diagnose und Behandlung als Unterpla¨ne des Behandlungsplans
von DCIS dargestellt werden. Die Behandlung wird ausgehend vom Ergebnis der Diagnose
weiter untergliedert. Rechtliche Vorgaben verlangen, dass der Patient vor einer medizinischen
Intervention u¨ber die Behandlungsrisiken aufgekla¨rt werden muss. Im Anschluss daran kann
1Dieses Beispiel ist angelehnt an die Fallstudie Brustkrebs, wird jedoch hier zu Illustrationszwecken stark
vereinfacht dargestellt. Die korrekte Version dieser Behandlungsleitlinie kann in Kapitel 5 nachgelesen
werden.
2DCIS steht fu¨r
”
Ductual Carcinoma in Situ“ und beschreibt einen Befall des Milchleiters der Brust mit
Krebs.
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Abbildung 3.1: Darstellung der Behandlung von DCIS
die eigentliche Behandlung durchgefu¨hrt werden. Diese wiederum besteht entweder aus einer
brusterhaltenden Therapie oder einer Mastektomie, also der Brustentfernung. Entsprechend
dieser Aufteilung wird der Behandlungsplan in drei Unterpla¨ne untergliedert. Die beiden
chirurgischen Eingriffe du¨rfen allerdings erst nach erfolgreichem Abschluss der Patientenin-
formation ausgefu¨hrt werden. Somit ist dies die Vorbedingung der Pla¨ne, die den chirur-
gischen Eingriff beschreiben. Weiterhin hat der Patient weitgehende Entscheidungsfreiheit
bezu¨glich der Frage, ob brusterhaltende Therapie oder Brustentfernung durchgefu¨hrt werden
soll. Eingeschra¨nkt wird diese Entscheidungsfreiheit durch die Ergebnisse der Diagnose. Durch
die Diagnose ko¨nnen Kriterien erkannt werden, die die brusterhaltende Therapie unmo¨glich
machen. Statt einem chirurgischen Eingriff kann der behandelnde Arzt auch zuna¨chst einen
Eingriff anordnen, der den Befall von Lymphknoten mit Krebs pru¨ft. Dies wird im Verdachts-
fall pra¨ventiv getan oder aber verpflichtend im Anschluss an die brusterhaltende Therapie.
Entscheidungen, die vom Zustand des Patienten oder von seinen Vorlieben abha¨ngen werden
in Asbru in Form von Bedingungen modelliert. Der Plan zur brusterhaltenden-Therapie hat
beispielsweise eine Vorbedingung, die dessen Ausfu¨hrung verhindert, wenn der Patient einen
anderslautenden Wunsch ausgesprochen hat oder medizinische Fakten vorliegen, die der The-
rapie entgegenstehen. Weiterhin entha¨lt der Plan eine Vorbedingung, die verlangt, dass die
Patienteninformation erfolgreich abgeschlossen wurde.
Der brusterhaltende chirurgische Eingriff kann nur als erfolgreich gewertet werden, wenn
die Schnittra¨nder des entnommenen Gewebes tumorfrei sind. Kann dieses Ergebnis durch den
Operateur nicht erreicht werden, so muss die brusterhaltende Therapie erfolglos abgebrochen
werden und stattdessen eine Mastektomie durchgefu¨hrt werden, um eine Ausbreitung des
Tumors im Ko¨rper zu verhindern. Dies ist wiederum u¨ber Bedingungen modelliert. Ein lau-
fender Plan u¨berwacht seine Ausfu¨hrung mittels zweier Bedingungen, die dafu¨r sorgen, dass
die Planausfu¨hrung umgehend abgebrochen wird, sollte dies no¨tig sein. Im Beispiel kann das
der Fall sein, wenn der Arzt wa¨hrend der Operation keine tumorfreien Schnittra¨nder erzielen
kann. Ein erfolgreicher Abschluss ist dagegen nur mo¨glich, wenn die Operation beendet wurde
und eine Untersuchung ergibt, dass der Krebs vollsta¨ndig entfernt werden konnte.
Dieses Beispiel zeigt verschiedene wichtige Aspekte von Asbru. Es wird deutlich, dass es
notwendig ist, u¨ber die Zusta¨nde der Pla¨ne Buch zu fu¨hren und unterscheiden zu ko¨nnen, mit
welchem Ergebnis ein Plan beendet wurde. In diesem Beispiel ist es wichtig, unterscheiden
zu ko¨nnen, ob die brusterhaltende Therapie erfolgreich beendet werden konnte oder abgebro-
chen werden musste. In anderen Fa¨llen kann es auch notwendig sein, zu unterscheiden, ob die
brusterhaltende Therapie abgebrochen oder zuru¨ckgewiesen wurde. Unter einem zuru¨ckgewie-
senen Plan versteht Asbru einen solchen, dessen Vorbedingung nicht erfu¨llt werden konnte. Im
Beispiel ko¨nnte dies der Fall sein, wenn ein Patient die komplette Brustentfernung wu¨nscht.
Dann wu¨rde die brusterhaltende Therapie zuru¨ckgewiesen, nicht abgebrochen.
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Abbildung 3.2: U¨berzusta¨nde bei Asbru-Pla¨nen
3.1.2 Planzusta¨nde in Asbru
Im Folgenden soll das Konzept der Zusta¨nde genauer erla¨utert werden. Jeder Asbru Plan
befindet sich stets in einem von mehreren mo¨glichen Zusta¨nden bzw. Phasen. Zuna¨chst wird
grob beschrieben welche Phasen es gibt, danach erfolgt eine Erla¨uterung, wie diese Phasen
weiter in Zusta¨nde untergliedert werden ko¨nnen.
Ein Asbru Plan kennt vier mo¨gliche Phasen, in denen er sein kann. Diese sind in Abbil-
dung 3.2 abgebildet. Zum Einen kann ein Plan noch nicht gestartet worden sein. Er befindet
sich dann in einer inaktiven Phase. Diese wird durch den Zustand inactive symbolisiert.
Dies ist beispielsweise bei dem Plan zur Patienteninformation der Fall wa¨hrend die Diagnose
noch nicht abgeschlossen ist. Offensichtlich kann in diesem Beispiel der Patient noch nicht
aufgekla¨rt werden, da der Befund noch nicht vorliegt. Im Anschluss an den Planstart wird
ein Plan auf seine Anwendbarkeit hin untersucht. In diesem Fall wird sein Zustand in die
Selection-Phase eingeordnet. Dort wird u¨berpru¨ft, ob die notwendigen Vorbedingungen
der Anwendbarkeit des Plans erfu¨llt sind. Ist dies nicht der Fall, wird der Plan zuru¨ckgewie-
sen. Sein Zustand fa¨llt dann in die Kategorie der beendeten Fa¨lle, d.h. die Terminated-
Phase. Ist die Vorbedingung hingegen erfu¨llt, signalisiert der Plan seinem u¨bergeordneten
Plan, dass er bereit zur Ausfu¨hrung ist. Es ko¨nnen mehrere Unterpla¨ne eines Planes gleich-
zeitig zur Ausfu¨hrung bereit sein. Entsprechend muss spezifiziert sein, welche dieser Pla¨ne in
welcher Reihenfolge zur Ausfu¨hrung gelangen. Sind beispielsweise gleichzeitig die brusterhal-
tende Therapie sowie die Untersuchung der Lymphknoten der Achsel bereit zur Ausfu¨hrung,
so muss entschieden werden, wie weiter verfahren werden soll. Wird ein Plan ausgefu¨hrt, so
kann er der vierten und letzten Phase zugeordnet werden, der Execution-Phase. In dieser
Phase ist der Plan so lange, bis seine Ausfu¨hrung beendet wird, er also in die Terminated-
Phase wechselt.
Im Folgenden werden zur Verbesserung des Leseflusses folgende Begriffe synonym zu den
Asbru Bezeichnungen verwendet. Ein Plan ist inaktiv, wenn sein Zustand inactive ist.
Fa¨llt sein Zustand in die Selection-Phase, so wird seine Anwendbarkeit evaluiert. Ein
Plan in der Execution-Phase wird ausgefu¨hrt und ein Plan dessen Ausfu¨hrung beendet
oder abgebrochen wurde, ist in der Terminated-Phase.
Fu¨r jeden Plan wird spezifiziert, von welchem Plantyp er ist. Dieser Plantyp regelt, ob nur
ein Unterplan gleichzeitig zur Ausfu¨hrung kommt oder mehrere gleichzeitig ausgefu¨hrt werden
ko¨nnen. Außerdem wird geregelt, ob alle Pla¨ne gleichzeitig aus dem inactive Zustand in die
Selection-Phase versetzt werden oder ob dies nacheinander geschehen soll. Auch existieren
spezielle Plantypen, die beispielsweise den Start eines Unterplans vom Abbruch eines anderen
Unterplans abha¨ngig machen.
Die Behandlung von Brustkrebs aus dem Beispiel definiert, dass zwar die Anwendbarkeit
aller Behandlungspla¨ne gleichzeitig u¨berpru¨ft werden muss, jedoch nur einer der Pla¨ne auf
einmal aktiviert werden darf. So soll zwar gleichzeitig getestet werden, ob die brusterhalten-
de Therapie und die Brustentfernung mo¨glich sind, letztendlich kann aber nur eine Behand-
lung tatsa¨chlich durchgefu¨hrt werden. Welche dies ist, wird durch die Patientenentscheidung
sowie andere a¨ußere Umsta¨nde festgelegt. Um solche a¨ußeren Einflu¨sse auf einen Plan zu
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Abbildung 3.4: Execution-Phase von Asbru-Pla¨nen
spezifizieren erlaubt Asbru die Definition so genannter Asbru-Bedingungen. Insgesamt sechs
Bedingungen sind in Asbru vorgesehen, um das Ablaufverhalten eines Plans zu spezifizie-
ren. Diese Bedingungen unterscheiden sich hinsichtlich des Zeitpunktes zu dem sie ausge-
wertet werden. Beispielsweise sind zwei Bedingungen vorgesehen, die die Anwendbarkeit des
Plans in der Selection-Phase u¨berpru¨fen. Weitere Bedingungen spezifizieren das Terminie-
rungsverhalten, wie im Beispiel bereits beschrieben. Die Bedingungen der Selection-Phase
werden filter- und setup-Bedingung genannt. Diese werden nacheinander ausgewertet. Dies
ist grafisch in Abbildung 3.3 dargestellt. Ein Plan tritt in die Selection-Phase ein und
wird damit in einen Zustand namens considered versetzt. In diesem Zustand wird der
Wahrheitswert der filter-Bedingung u¨berpru¨ft. Ist diese erfu¨llt, so kann der Plan vom Zu-
stand considered in den Zustand possible wechseln. Abha¨ngig vom Zustand kann der
Plan bei Nicht-Erfu¨llen seiner filter-Bedingung entweder die Ausfu¨hrung beenden oder tem-
pora¨r im Zustand considered verbleiben. Im Zustand possible wird analog dazu die
setup-Bedingung ausgewertet. Diese Auswertung kann wieder zu einem Fortschreiten fu¨hren
– diesmal in den Zustand ready – oder zu einem Stillstand im Zustand possible bzw. zu
einer Zuru¨ckweisung des Plans. Im Brustkrebs-Beispiel hat der Plan der die brusterhaltende
Therapie steuert als filter-Bedingung eine Anforderung an die Diagnose. So muss zur Anwen-
dung der brusterhaltenden Therapie gewa¨hrleistet sein, dass der Tumor auf einem Mammo-
graphiebild klar abgegrenzt werden kann. Sind dagegen die Tumor-Ra¨nder verschwommen,
so muss eine Mastektomie durchgefu¨hrt werden. Sollte ein Mammographie-Ergebnis noch
nicht vorliegen, so wird die Frage der Anwendbarkeit der brusterhaltenden Therapie so lange
zuru¨ckgestellt, bis dieses vorliegt.
Wird ein Plan aktiviert, dann verla¨sst er die Selection-Phase zugunsten der
Execution-Phase. Diese untergliedert sich, wie in Abbildung 3.4 dargestellt, in
zwei Zusta¨nde, einmal den aktivierten (activated) und dann den unterbrochenen
(suspended) Zustand. Ein Plan im Zustand activated wird ausgefu¨hrt. Dies bedeutet,
dass er seinerseits Unterpla¨ne startet. Die Ausfu¨hrung eines Plans kann unterbrochen
werden, wenn Asbru-Bedingung mit Namen suspend-Bedingung erfu¨llt ist. Dann wird der
Plan in den Zustand suspended versetzt. In diesem Zustand wird der Plan keine weiteren
18
3.1 Asbru – an einem Beispiel
Unterpla¨ne starten und die bereits gestarteten Unterpla¨ne werden ebenfalls unterbrochen,
sofern sie bereits in der Execution-Phase sind. Praktisch verwendbar ist dies beispielsweise
als Teil der brusterhaltenden Therapie. Dort ko¨nnte festgelegt sein, dass vor Ende der
Operation Gewebe entnommen wird und die Gewebera¨nder auf Tumorreste untersucht
werden sollen. Bis das Ergebnis vorliegt, sollte dann die eigentliche Operation unterbrochen
werden. Mit Vorliegen des Ergebnisses sollte dann die Operation wieder aufgenommen und
dann abgeschlossen werden. Die Wiederaufnahme der Ausfu¨hrung ist an die sogenannte
reactivate-Bedingung geknu¨pft. Ein Plan darf wieder vom suspended Zustand in den
activated Zustand zuru¨ckwechseln, sobald diese Bedingung zu wahr ausgewertet wird.
Logischerweise sollten im Beispiel alle Unterpla¨ne der Operation mit dieser unterbrochen
werden und auch bleiben, solange der Operationsplan unterbrochen ist. Das bedeutet,
ein Plan wird unterbrochen, wenn entweder die entsprechende Bedingung vorliegt oder
der u¨bergeordnete Plan unterbrochen wird. Reaktiviert kann er nur werden, wenn die
reactivate-Bedingung wahr ist und der u¨bergeordnete Plan nicht (mehr) unterbrochen ist.
Ein Plan kann auf drei Arten seine Ausfu¨hrung beenden. Ist eine der Vorbedingungen der
Selection-Phase nicht erfu¨llbar, so wird der Plan zuru¨ckgewiesen (rejected). Wurde
der Plan bereits in die Execution-Phase versetzt und wird dort die Abbruchbedingung
(abort-Bedingung) wahr, so wird der Plan abgebrochen (aborted). Ein Plan wird erfolgreich
beendet, wenn seine Beendigungsbedingung (complete-Bedingung) erfu¨llt ist. Er erreicht
dann den Zustand completed.
Damit ein Plan abgeschlossen, also erfolgreich beendet werden kann, muss die complete-
Bedingung erfu¨llt sein. Im Fall der brusterhaltenden Therapie besteht diese Bedingung aus
zwei Komponenten. Zum Einen muss die eigentliche Operation, die durch Unterpla¨ne re-
pra¨sentiert wird, abgeschlossen sein, zum Anderen muss ein positives Ergebnis bezu¨glich der
Schnittra¨nder vorliegen. Technisch bedeutet das, dass sowohl die Ausfu¨hrung der Unterpla¨ne
abgeschlossen, als auch ein bestimmter Zustand des Patienten und der Umgebung gegeben
sein muss. Dies U¨berpru¨fung wird durch zwei unterschiedliche Asbru Konstrukte implemen-
tiert: Eine Asbru-Bedingung u¨berpru¨ft den Zustand, wa¨hrend ein spezielles Wartekonstrukt
angibt, auf welche Unterpla¨ne der Plan warten soll. Im Fall der Behandlung von DCIS wur-
de als Wartebedingung fu¨r den Behandlungsplan angegeben, dass entweder die Mastektomie
oder aber die brusterhaltende Therapie in Verbindung mit der Untersuchung der Achsel-
Lymphknoten abgeschlossen sein muss.
Ein Plan wird abgebrochen, wenn seine abort-Bedingung erfu¨llt ist oder ein Unterplan
abgebrochen wurde, auf den der Plan wartet. Im Beispiel kann das der Fall sein, wenn die
Schnittra¨nder nicht tumorfrei sind. Weiterhin ko¨nnte die Gesamtbehandlung abbrechen, wenn
weder die brusterhaltende Therapie noch die Mastektomie erfolgreich abgeschlossen werden
ko¨nnen. In diesem Fall ko¨nnen die notwendigen Unterpla¨ne des Behandlungsplans nicht erfolg-
reich abgeschlossen werden, was zu einer negativen Auswertung der Wartebedingung fu¨hrt.
Asbru kennt den Begriff der Planzustandspropagation. Gemeint ist damit eine Weitergabe
des Planzustandes an u¨bergeordnete Pla¨ne sowie Unterpla¨ne. Ist in einem Plan einer sei-
ner Unterpla¨ne als Teil der Wartebedingung spezifiziert, so muss der Plan seine Bearbeitung
abbrechen, wenn der Unterplan abgebrochen oder zuru¨ckgewiesen wird. Der Gedankengang
dahinter ist, dass beispielsweise die DCIS Therapie nicht erfolgreich beendet werden kann,
wenn bereits die Diagnose fehlschla¨gt. Dieses weitergeben des eigenen Planzustands an Unter-
pla¨ne oder u¨bergeordnete Pla¨ne heißt Planzustandspropagation. Ebenfalls unter den Begriff
der Planzustandspropagation fa¨llt die Unterbrechung von Pla¨nen, da ein Unterplan eines
unterbrochenen Planes selbst unterbrochen werden soll, bis der u¨bergeordnete Plan wieder
aktiviert wurde.
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Abbildung 3.5: U¨berblick u¨ber Asbru
3.2 Asbru Details
Nach dem beispielorientierten U¨berblick u¨ber Asbru soll hier informell der Funktionsumfang
von Asbru dargestellt werden. Der Ablauf von Asbru Pla¨nen wird im Wesentlichen von dem
in Abbildung 3.5 angegebenen Statechart beschrieben. Dieser soll nun erla¨utert werden.
Ein Plan ist initial im Zustand inactive. In diesem Zustand wartet der Plan auf ein
Signal des u¨bergeordneten Plans. Im Diagramm wird dieses Signal mit SC beschrieben. So-
bald das Signal empfangen wurden, betritt der Plan die Selection-Phase. Dort erreicht
er zuna¨chst den Zustand considered. In diesem Zustand wird die filter-Bedingung aus-
gewertet. Ist diese erfu¨llt, so geht der Plan entlang der mit F markierten Transition in den
Zustand possible. Ist die filter-Bedingung nicht erfu¨llt, so wechselt der Plan u¨ber die
Transition RF in den Zustand rejected. Kann die filter-Bedingung nicht ausgewertet wer-
den, so bleibt der Zustand in considered stehen. Analog ist das Vorgehen im Zustand
possible, in dem die setup-Bedingung ausgewertet wird. Ist diese erfu¨llt, so erreicht der
Plan den Zustand ready. Ist die Bedingung nicht erfu¨llt, so wechselt der Plan wieder in
den Zustand rejected. Wie auch im Zustand considered bleibt der Plan im Zustand
possible stehen, wenn die setup-Bedingung nicht ausgewertet werden kann.
Im Zustand ready erwartet der Plan das Aktivierungssignal des u¨bergeordneten Plans.
Erst wenn dieses Signal empfangen wurde wechselt der Plan in die Execution-Phase, in
der der Plan seine eigenen Unterpla¨ne starten kann. Wird in der Execution-Phase die
complete-Bedingung wahr und sind alle notwendigen Unterpla¨ne des Plans im Zustand
completed, so kann der Plan selbst in den Zustand completed wechseln. Ergibt sich aus
dem Zustand, dass die notwendigen Unterpla¨ne nicht mehr erfolgreich abschließen ko¨nnen
oder ist die abort-Bedingung wahr, so wechselt der Plan in den Zustand aborted. In diesem
Zustand kann ein Plan vom u¨bergeordneten Plan ein Reaktivierungssignal erhalten mit dem
der Plan wieder zuru¨ck in die Selection-Phase versetzt wird. Ist der Plan im Zustand
activated, so kann die suspend-Bedingung wahr sein. In diesem Fall wechselt der Plan in
den Zustand suspended. Im Zustand activated selbst steuert der Plan seine Unterpla¨ne,
in dem er die SC und E Signale an seine Unterpla¨ne schickt.
In welcher Reihenfolge diese Signale genau verschickt werden, bestimmt der Plantyp. Dieser
kann beispielsweise sequential sein, womit die Unterpla¨ne der Reihe nach zuerst das SC
erhalten und dann, sobald der ready Zustand erreicht wird, das E Signal. Erst nach Termi-
nierung eines Unterplans wird bei diesem Plantyp der na¨chste Plan gestartet. Im Gegensatz
dazu schickt ein Plan mit anyorder Plantyp zuna¨chst allen Pla¨nen das SC Signal und wa¨hlt
dann jeweils unter allen Pla¨nen im Zustand ready zufa¨llig einen aus, der das E Signal erha¨lt.
Weiterfu¨hrende Details zum Verhalten von Asbru Pla¨nen finden sich in Abschnitt II.
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3.3 Asbru und Asbru Light
Die Syntaxdefinition von Asbru [64] beschreibt eine sehr ma¨chtige und umfangreiche Sprache,
die noch weit mehr Konstrukte unterstu¨tzt, als die in dieser Arbeit vorgestellten Konzepte.
Ha¨ufig gilt fu¨r diese zusa¨tzlichen Konzepte, dass deren intendierte Semantik unklar bzw.
Konzepte redundant sind und daher anderweitig ausgedru¨ckt werden ko¨nnen.
Beispielsweise unterstu¨tzt Asbru eingebettete Pla¨ne, die es erlauben, statt einer Unterplan-
bezeichungung einen vollsta¨ndigen, anonymen Plan als Unterplan anzugeben. Dieses Konzept
kann leicht dadurch abgebildet werden, dass der anonyme, eingebettete Plan getrennt spezi-
fiziert wird und einen Namen erha¨lt.
Es wurde daher festgelegt, dass ausschließlich der Teil von Asbru mit einer formalen Seman-
tik unterlegt werden soll, der fu¨r die Formulierung der medizinischen Fallstudien notwendig
ist. Diese Untermenge von Asbru wird als Asbru Light bezeichnet. Wenn im Folgenden in der
Arbeit der Begriff
”
Asbru“ verwendet wird, so ist stets die formal behandelte Untermenge
Asbru Light gemeint.
3.4 Begriffswelt
3.4.1 Starten eines Plans
Ein Plan wird ausgewa¨hlt bzw. gestartet, wenn seine Ausfu¨hrung beginnt. Damit ist gemeint,
dass der Plan damit anfa¨ngt, den Zustand der Umgebung und der anderen Komponenten der
Planhierarchie wahrzunehmen und Entscheidungen basierend auf dieser Wahrnehmung zu
treffen. Technisch bedeutet der Start eines Planes, dass er vom Zustand inactive in den
Zustand considered umgesetzt wird, da das SC Signal empfangen wurde.
3.4.2 Aktivieren eines Plans
Ein Plan wird aktiviert, wenn alle U¨berpru¨fungen auf seine Anwendbarkeit erfolgreich ab-
geschlossen wurden und der u¨bergeordnete Plan das Aktivierungssignal an den Plan sen-
det. Damit erha¨lt der Plan die Erlaubnis, die Selection-Phase zu verlassen und in die
Execution-Phase einzutreten. Die Aktivierung eines Planes erfolgt durch Senden des Akti-
vierungssignales E an einen Plan im Zustand ready.
3.4.3 Ausfu¨hren eines Plans
Ein Plan wird ausgefu¨hrt, wenn er von der Evaluierungsphase in die Execution-Phase wech-
selt. Das bedeutet, dass das E-Signal empfangen wurde und der Plan aufgrund dessen vom
Zustand ready in den Zustand activated wechselt. Die Ausfu¨hrung dauert so lange an, wie
der Plan entweder im Zustand activated oder im Zustand suspended ist. Voraussetzung
dafu¨r, dass ein Plan ausgefu¨hrt werden kann, ist, dass er zuvor aktiviert wurde.
3.4.4 Zuru¨ckweisen eines Plans
Ein Plan wird zuru¨ckgewiesen, wenn er sich in der Selection-Phase befindet und die setup-
oder filter-Bedingung im jeweils relevanten considered bzw. possible Zustand nicht
erfu¨llt ist. Ist das der Fall, so wechselt er in den Zustand rejected und stellt die Ausfu¨hrung
ein.
Zusa¨tzlich kann ein Plan zuru¨ckgewiesen werden, wenn der u¨bergeordnete Plan seine
Ausfu¨hrung beendet, solange der Plan sich in der Evaluierungsphase befindet.
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3.4.5 Abbruch eines Plans
Ein Plan wird abgebrochen, wenn wa¨hrend der Execution-Phase ein kritischer Zustand
festgestellt wird, der die weitere Ausfu¨hrung des Planes unmo¨glich macht. Dies kann drei Ur-
sachen haben, erstens den Eintritt der abort-Bedingung, zweitens die fehlende Erfu¨llbarkeit
der Wartebedingung und drittens die Terminierung des u¨bergeordneten Planes.
In all diesen Fa¨llen wechselt der Plan in den Zustand aborted. Hat der u¨bergeordnete Plan
den Marker zur Reaktivierung abgebrochener Pla¨ne gesetzt, so kann der Plan neu gestartet
werden.
3.4.6 Abschließen eines Plans
Ein ausgefu¨hrter Plan kann (erfolgreich) abgeschlossen werden, sofern die complete-
Bedingung erfu¨llt ist und alle notwendigen Unterpla¨ne abgeschlossen sind, die in der
Wartebedingung spezifiziert sind. Durch den Abschluß stellt der Plan die Terminierung ein
und a¨ndert den Planzustand auf completed ab.
3.4.7 Unterbrechen bzw. Aussetzen eines Plans
Ein Plan wird unterbrochen bzw. ausgesetzt, wenn er ausgefu¨hrt wird und der u¨bergeord-
nete Plan aussetzt oder aber die suspend-Bedingung erfu¨llt ist. Im ausgesetzten Zustand
startet der Plan keine weiteren Unterpla¨ne mehr und kann seine Ausfu¨hrung nicht mehr ab-
schließen. Es ist nur noch mo¨glich, den Plan abzubrechen oder ihn zu reaktivieren, wenn der
u¨bergeordnete Plan nicht mehr ausgesetzt ist und auch die Reaktivierungsbedingung erfu¨llt
ist.
3.5 Formulierung von Asbru Aussagen mit GDL
Ziel dieser Arbeit ist die Verifikation medizinischer Aussagen u¨ber dem Modell einer Leitlinie.
Um dieses Ziel zu erreichen, muss ein formales, ausfu¨hrbares Modell der Leitlinie vorliegen.
Zusa¨tzlich dazu muss auch ein formales Modell der zu beweisenden Aussage gegeben sein.
Um dieses formale Modell der Aussagen zu erzeugen, mu¨ssen die vorwiegend als natu¨rlich-
sprachiger Text vorliegenden Aussagen formalisiert werden. In [67] wird sowohl ein Prozess
zur Formalisierung als auch eine formale Sprache zur Definition von medizinischen Aussagen
vorgestellt, welche hier verwendet werden soll. Der Prozess beschreibt eine U¨bersetzung der
informellen Aussage in fu¨nf Stufen, der Reduktion, der Normalisierung, der Formalisierung,
der Anpassung sowie als letztem Schritt der U¨bersetzung.
Initial ko¨nnen die zu beweisenden Aussagen in nahezu beliebig
”
schlechtem“ Zustand vorlie-
gen. Dies ru¨hrt daher, dass vo¨llig unterschiedliche Quellen fu¨r die Formulierung der Aussagen
herangezogen werden. Aufgrund der Tatsache, dass einige Quellen beispielsweise Aussagen so
formulieren, dass sie fu¨r statistische Vergleiche unterschiedlicher medizinischer Einrichtungen
geeignet sind, ko¨nnen die Aussagen mit statistischen Bezugsgro¨ßen
”
verunreinigt“ sein, die
fu¨r die formale Verifikation nicht relevant sind. Ziel der Reduktion ist es, solche Artefakte zu
entfernen, so dass sie den restlichen Ablauf der Formalisierung nicht sto¨ren.
Ziel der Normalisierung ist es, die Aussagen auf ein bestimmtes, einheitliches Format zu
bringen. Dabei werden die Aussagen in drei Komponenten zerlegt, die Patientengruppe, fu¨r
die die Aussage wahr sein soll, der Zeitraum, in dem die Aussage wahr sein soll und das Ver-
halten, dass innerhalb des angegebenen Zeitraums beobachtet werden soll. Mit dem Ergebnis
dieser Strukturierung wird dann die Formalisierung der Aussagen durchgefu¨hrt. Ziel der Nor-
malisierung ist es, statt dem informellen Text der urspru¨nglichen Aussage, Textbausteine zu
verwenden, die eine klar definierte Semantik haben. Bei einer formalisierten Aussage handelt
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es sich noch immer um natu¨rlichsprachigen Text, der jedoch zumindest teilweise mit formaler
Semantik unterlegt ist.
Im na¨chsten Schritt der Anpassung wird die formalisierte Aussage an das Modell der Leitli-
nie angepasst. Dabei werden die in der Aussage verwendeten Begriffe auf Variablenbezeichner
und Plannamen der in Asbru modellierten Leitlinie angepasst. Ziel dieses Schrittes ist die Aus-
sage in einer Form vorliegen zu haben, so dass sie einerseits zum formalen Modell der Leitlinie
passt, andererseits aber auch noch informell versta¨ndlich ist. Damit soll ein u¨bergeordnetes
Ziel des GDL-Prozesses erreicht werden. Experten der medizinischen Doma¨ne sollen den Vor-
gang der schrittweisen Formalisierung verfolgen ko¨nnen und so dazu beitragen, dass wa¨hrend
der Formalisierung keine Fehler in das Modell der Aussage eingefu¨hrt werden.
In einem letzten Schritt wird die Aussage in eine temporallogische Formel u¨bersetzt. Die-
ser Schritt kann vollsta¨ndig automatisch geschehen. Damit wird erreicht, dass die Doma¨nen-
experten alle kritischen Aspekte der Formalisierung kontrollieren ko¨nnen und der einzige,
nicht-kontrollierbare Schritt vollautomatisch geschehen kann.
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In diesem Abschnitt werden die Grundlagen zur Verifikation medizinischer Behandlungslei-
tlinien beschrieben. Dazu beschreibt Abschnitt 4.1 das Beweiswerkzeug KIV. Der danach
folgende Abschnitt 4.2 beschreibt die verwendete Temporallogik ITL+. Das Kapitel schließt
ab mit Abschnitt 4.3, indem die Verifikation von ITL+-Aussagen mit Hilfe von KIV beschrie-
ben wird.
4.1 Interaktive Verifikation mit KIV
Die Verifikation medizinischer Behandlungsleitlinien, wie sie in dieser Arbeit vorgestellt wird,
verwendet die Unterstu¨tzung computerbasierter Beweiswerkzeuge. Das hier hauptsa¨chlich ver-
wendet Werkzeug ist das interaktive Beweisunterstu¨tzungssystem KIV [57, 58]. Dieses System
unterstu¨tzt die Verifikation von Pra¨dikatenlogik, dynamische Logik, Logiken ho¨herer Ordnun-
gen und Temporallogik. KIV verwendet den Sequenzenkalku¨l zur Verifikation von Aussagen.
Dieser wird in Abschnitt 4.1.1 vorgestellt. Wie die Beweise mit diesem durchgefu¨hrt wer-
den, beschreibt Abschnitt 4.1.2. Im Anschluss daran wird in Abschnitt 4.2 die Temporallogik
ITL+ sowie deren Einsatz zur Verifikation medizinischer Behandlungsleitlinien beschrieben.
4.1.1 Sequenzenkalku¨l
Der Sequenzenkalku¨l wird beispielsweise in [12] genauer vorgestellt, darum soll er hier nur
kurz erla¨utert werden. Basis des Sequenzenkalku¨ls sind Sequenzen der Form Γ ⊢ ∆, wobei Γ
und ∆ Formelmengen darstellen. Die Sequenz wird dabei interpretiert als
∧
Γ →
∨
∆. In
einer Sequenz Γ ⊢ ∆ wird Γ als Antezedent bezeichnet, ∆ als Sukzedent.
Fu¨r den Sequenzenkalku¨l werden Regeln und Axiome definiert. Dabei ko¨nnen Axiome als
Spezialfall von Regeln aufgefasst werden. Eine Regel hat eine Menge von Pra¨missen und eine
Conclusio. Allgemein kann eine Regel wie folgt geschrieben werden:
P1, P2, ..., Pn
C
Dabei sind die Pi die Pra¨missen, C ist die Conclusio. Eine Regel ist so zu lesen, dass die
Conclusio wahr ist, wenn alle Pra¨missen der Regel wahr sind. Eine Regel heißt invertierbar,
wenn aus der Korrektheit der Conclusio folgt, dass alle Pra¨missen korrekt sind. Ein Axiom
ist eine Regel ohne Vorbedingungen.
Die Strategie des Beweises mit dem Sequenzenkalku¨ls ist es, eine Sequenz, die auch Beweis-
verpflichtung genannt wird, durch Regelanwendungen zu vereinfachen. Dabei wird in Kauf
genommen, dass durch die Anwendung einer Regel mehrere Beweisverpflichtungen entstehen
ko¨nnen, die getrennt voneinander eruiert werden mu¨ssen. Ziel ist es, dass die urspru¨ngliche
Sequenz durch Regelanwendung auf solche Sequenzen zuru¨ckgefu¨hrt werden kann, die den
Conclusionen der Axiome entsprechen.
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4.1.2 Beweise in KIV
Das Beweissystem KIV unterstu¨tzt den Benutzer bei der Anwendung von Regeln des Sequen-
zenkalku¨ls. Bei einer gegebenen Sequenz berechnet KIV durch Mustererkennung die Menge
der anwendbaren Regeln und gibt diese dem Anwender bekannt. Dieser kann entweder ei-
ne der angebotenen Regeln anwenden, oder ein vorher definiertes Theorem in die Sequenz
einfu¨gen.
Die Anwendung von Regeln wird in einem sogenannten Beweisbaum graphisch dargestellt.
Initial besteht ein Beweisbaum aus einem Knoten, der die urspru¨ngliche Sequenz repra¨sen-
tiert. Die Anwendung einer Regel la¨sst den Beweisbaum
”
von unten nach oben“ wachsen.
Dabei entstehen fu¨r jede angewendete Regel so viele neue Bla¨tter, wie die Regel Pra¨missen
hat.
Um einen ho¨heren Automatisierungsgrad der Beweise zu erreichen, wird der sogenannte
Simplifier verwendet. Regeln, die einer bestimmten, syntaktischen Form genu¨gen, ko¨nnen
als sogenannte Simplifier-Regeln markiert werden. Der Simplifier berechnet, welche der so
markierten Regeln zu der aktuell bearbeiteten Sequenz passen und wendet diese automatisch
an. Dadurch werden verschiedene Ziele erreicht. Zum Ersten kann auf diese Weise die Sequenz
immer in einer kanonischen Form dargestellt werden. Ha¨ufig gibt es fu¨r Datenstrukturen
unterschiedliche, semantisch a¨quivalente Darstellungsformen. Um als Mensch eine Sequenz
schneller verstehen zu ko¨nnen, ist es hilfreich, wenn alle Vorkommen eines Datentyps in
einer Sequenz in der gleichen kanonischen Form vorliegen. Ein Beispiel dafu¨r sind Mengen
mit Elementen auf denen eine Ordnung definiert ist. Solche Mengen sind leichter versta¨ndlich,
wenn alle Elemente der Menge alphabetisch geordnet sind. Ein zweites Ziel, das der Simplifier
verfolgt, ist es, einfache Pra¨missen einer Regel automatisiert soweit zu vereinfachen, dass
diese ohne weitere Interaktionen bewiesen werden kann. Ist dies mo¨glich, wird diese Pra¨misse
dem Benutzer gar nicht mehr angezeigt. Ein drittes Ziel ist die automatische Vereinfachung
von Sequenzen. Ein ha¨ufiges Pha¨nomen beim Fu¨hren von Beweisen ist, dass innerhalb eines
Beweises (oder mehrerer Beweise in der gleichen Doma¨ne) immer wieder eine identische Folge
von Regelanwendungen notwendig ist, um den Beweis zu schließen. In solchen Fa¨llen kann
der Simplifier verwendet werden, diese Regelfolge automatisch anzuwenden, so dass die Zahl
der notwendigen manuellen Schritte zuru¨ckgeht.
4.2 Die Temporallogik ITL+
In dieser Arbeit wird eine Intervalltemporallogik namens ITL+ [8] verwendet. Diese setzt auf
den Grundlagen von ITL [16, 49] auf, erweitert diese jedoch um eine explizite Modellierung
der Umgebung reaktiver Systeme. Wa¨hrend bei ITL jeweils zwei Schritte des Systems auf-
einanderfolgen, besteht ein temporallogischer Schritt in ITL+ aus einem System- und einem
Umgebungsschritt. Dies wird in Abbildung 4.1 dargestellt.
X’’X’X’’X’X
System
Umgebung
System
Umgebung
ITL+−Schritt
Abbildung 4.1: Zustandsu¨bergangssystem in ITL+
In dieser Abbildung ist das Zustandsu¨bergangsmodell von ITL+ abgebildet. Der Ausgangs-
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zustand eines Schrittes wird mit ungestrichenen Variablen beschrieben, was in der Abbildung
durch X angedeutet wird. Das System beschreibt eine Transition von den ungestrichenen
Variablen X zu den einfach gestrichenen Variablen X’. Nach dem Systemschritt wird ein Um-
gebungsschritt ausgefu¨hrt, der die einfach gestrichenen Variablen X’ u¨berfu¨hrt in die zweifach
gestrichenen Variablen X’’. Die zweifach gestrichenen Variablen eines Schritts stellen gleich-
zeitig die ungestrichenen Variablen des na¨chsten Zustands dar.
Die Umgebung ist in der Lage, den Zustand zwischen zwei Systemschritten nach Belieben
zu a¨ndern. Um diese Freiheit einzuschra¨nken, ist es mo¨glich, Annahmen an die Umgebung
zu formulieren, so dass diese den Zustand nur begrenzt vera¨ndern kann. Es ist mo¨glich,
der Umgebung ga¨nzlich zu verbieten bestimmte Variablen zu a¨ndern. Die Umgebung kann
auch gezwungen werden, bestimmte A¨nderungen der Variablenwerte durchzufu¨hren. Solche
Forderungen an die Umgebung werden als Umgebungsannahme bezeichnet.
Die explizite Beru¨cksichtigung der Umgebung bedeutet, dass die parallel Operatoren kom-
positional sind. Dies ergibt sich daraus, dass fu¨r ein System nicht unterscheidbar ist, ob eine
Zustandsa¨nderung durch die Umgebung oder ein paralleles System durchgefu¨hrt wurden.
Dazu soll ein Beispiel betrachtet werden:
Y = 0, X = 0, [X := 3;α ‖s Y := 4], X
′′ = X ′, Y ′′ = Y ′
Das Beispiel beschreibt zwei synchron parallel ausgefu¨hrte Programme. Innerhalb eines
Systemschrittes wird der Wert der Variablen X auf 3 gesetzt, also X’ = 3 und der Wert
der Variablen Y auf den Wert 4, also Y’ = 4. Die Umgebungsannahme verlangt, dass die
Umgebung die Werte von X und Y unvera¨ndert bleiben sollen. Vor Ausfu¨hren des Schritts
waren beide Variablen auf den Wert 0 gesetzt.
Der erste Prozess kennt nur seine lokalen einfach gestrichenen Variablen, nicht die globalen
einfach gestrichenen Variablen. Aus seiner lokalen Sicht kann der Prozess daher nicht ent-
scheiden, ob der Zustand von Y durch einen parallelen Prozess oder die
”
echte“ Umgebung
vera¨ndert werden. Aus Sicht dieses Prozesses ist also folgende Modellierung von der obigen
nicht unterscheidbar:
Y = 0, X = 0, [X := 3;α], X ′′ = X ′, Y ′′ = 4
Dadurch ist es mo¨glich, zu einem Prozess parallele Prozesse in dessen Umgebung zu ver-
schieben. Das ermo¨glicht die Anwendung von Rewriting von Formeln und Programmen un-
terhalb eines parallel-Operators. Im Gegensatz etwa zu TLA [39] gilt die Kompositionalita¨t
unabha¨ngig davon, ob Formeln in Normalformen angegeben sind.
Im Folgenden sollen die Grundlagen der verwendeten Logik soweit vorgestellt werden, wie
dies fu¨r das Versta¨ndnis der Verifikation von Asbru notwendig ist. Zuna¨chst wird in Ab-
schnitt 4.2.1 die Semantik von ITL+ vorgestellt, wie sie bei [8] definiert wird. Im Anschluss
daran werden in Abschnitt 4.2.2 die ITL+-Operatoren definiert. Abschnitt 4.2.4 schließt mit
einer Betrachtung der Parallelita¨t in ITL+ ab.
4.2.1 ITL+-Semantik
Temporallogische Formeln in ITL+ werden u¨ber Zustandsabfolgen ausgewertet. Diese werden
auch Intervalle genannt. Wie in ITL werden in ITL+ endliche sowie unendliche Zustandsfolgen
beru¨cksichtigt. In ITL besteht ein Intervall aus einzelnen Zusta¨nden. Im Gegensatz dazu
besteht ein Intervall in ITL+ aus Zustandspaaren. Die Transitionen zwischen den Zusta¨nden
eines Zustandspaares sind die Umgebungsu¨berga¨nge, Transitionen zwischen Zustandspaaren
sind die Systemu¨berga¨nge. Formal wird die wie folgt gefasst:
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Definition
Ein Intervall I hat die Form
I = (σ0, σ
′
0, σ
′′
0, ..., σ
′
n, σ
′′
n)
Intervalle bestehen aus einem initialen Zustand σ0 und einer endlichen oder unendlichen
Zustandsu¨bergangsfolge (σ′i, σ
′′
i)
n
i=0. Dabei gilt, dass σ
′′
i = σi + 1.
Der Zustandsu¨bergang von σ′i nach σ
′′
i wird Umgebungsu¨bergang genannt, der Zu-
standsu¨bergang von σi nach σ
′
i Systemu¨bergang.
Dabei ist n aus der Menge der natu¨rlichen Zahlen vereinigt mit Unendlich.
Fu¨r Intervalle werden Zugriffsfunktionen definiert. Diese sind notwendig, um zu definieren,
wann ein Intervall Modell einer temporallogischen Formel ist. Die temporallogischen Ope-
ratoren werden im Anschluss an die Semantikdefinition in Abschnitt 4.2.2 vorgestellt und
definiert.
Definition
Fu¨r ein Intervall I mit I = (σ0, σ
′
0, σ
′′
0, ..., σ
′
n, σ
′′
n) gilt:
Die La¨nge des Intervalls | I | ist definiert ist als | I | = n.
I ist ein unendliches Intervall, falls n = ∞,
I ist ein endliches Intervall, falls n 6= ∞.
I ist ein leeres (endliches) Intervall, falls n = 0.
In jedem Fall gilt, dass σ”n = σn + 1, sofern n + 1 ≤ n
Fu¨r den Zugriff auf Zusta¨nde des Intervalls I sind folgende Funktionen definiert:
I(i) =
{
σi, falls i ≤ n
σn, sonst
I(i)′ =
{
σ′i, falls i ≤ n
σn, sonst
I(i)′′ = I(i+ 1)
I|i =
{
(σi, ...), falls i ≤ n
(σn), sonst
I|i =
{
(σ0, ..., σi), falls i ≤ n
(σ0, ..., σn), sonst
I|ji = (I|
j)|i
I(X) = I(0)(X)
Eine Konvention fu¨r die Modellierung reaktiver Systeme in ITL+ besagt, dass das eigent-
liche System in Form eines (parallelen) Programms spezifiziert wird, die Umgebung in Form
von ITL+-Aussagen. Programme stellen immer Beziehungen zwischen ungestrichenen und
einfach gestrichenen Zusta¨nden her, wa¨hrend ITL+-Aussagen beliebige Beziehungen zwischen
ungestrichenen, einfach und zweifach gestrichenen Variablen herstellen ko¨nnen.
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4.2.2 TL-Operatoren
ITL+ definiert und verwendet eine Reihe temporallogischer Operatoren. Verwendet werden
Operatoren der ITL sowie der LTL-Logik.
ITL-Operatoren
Die folgenden ITL-Operatoren sind aus [49] entnommen:
Definition
I |= ψ;ϕ gdw. es existiert ein n, n ≤ | I |, so dass I|n |= ϕ und I|
n |= ψ
oder | I | =∞ und I |= ψ
I |= step gdw. | I | = 1
I |=more gdw. I |= step; true
I |= last gdw. I |= ¬ more
I |= ϕ⋆ gdw. | I | = 0
oder es existieren 0 = n0<n1<...<nm<| I |
mit I|
ni+1
ni |= ϕ fu¨r alle i mit 0 ≤ i<m
und I|nm |= ϕ
oder | I | =∞
und es existieren unendliche viele 0 = n0<n1<...
mit I|
ni+1
ni |= ϕ fu¨r alle i mit 0 ≤ i
Der chop-Operator ψ;ϕ teilt ein Intervall in zwei Intervalle auf, wobei in der ersten Inter-
vallha¨lfte ψ gelten muss, in der zweiten Intervallha¨lfte ϕ. Damit fa¨llt der chop-Operator mit
der Definition der sequentiellen Komposition von Programmen zusammen und kann in der
Logik verwendet werden, um diese zu definieren. Der step-Operator verlangt, dass ein Inter-
vall genau einen Schritt lang ist. Dieser Operator kann beispielsweise mit dem chop-Operator
kombiniert werden, um festzulegen, dass die erste Komponente eines chop genau einen Schritt
andauern soll. more und das Gegenstu¨ck last werden verwendet, um pru¨fen zu ko¨nnen, ob
ein Terminierungsfall vorliegt. Der ϕ⋆-Operator beschreibt potentiell unendliche Zyklen und
kann fu¨r die Definition der Semantik der while Schleife verwendet werden.
LTL-Operatoren
Zusa¨tzlich zu den ITL-Operatoren werden fu¨r die Verifikation die klassischen LTL-Operatoren
verwendet. Deren Semantik wird gema¨ß [8] definiert. Dazu wird zuna¨chst die Semantik des
until-Operators definiert und die u¨brigen Operatoren von diesem abgeleitet.
Definition
I |= ϕ until ψ gdw. es existiert ein n, so dass n ≤ | I |
mit I|n |= ψ und I|m |= ϕ, fu¨r alle 0 ≤ m < n
Der until-Operator verlangt, dass in einem Intervall so lange die Formel ϕ gilt, bis min-
destens einen Schritt lang ψ gilt. Der wesentliche Unterschied zwischen dem until- und dem
29
4 Grundlagen
chop-Operator erschließt sich bei Betrachtung temporallogischer ϕ und ψ. Wa¨hrend in der
Formel ϕ;ψ ϕ tatsa¨chlich nur u¨ber den ersten Teil des geteilten Intervalls ausgewertet wird,
mu¨ssen im Fall von ϕ until ψ bei der Auswertung von ϕ mo¨glicherweise auch Zusta¨nde
beru¨cksichtigt werden, die nach dem Eintreten von ψ stattfinden.
Dieser Unterschied wird am Beispiel verdeutlicht. Werden die Formeln (2 ϕ) until ψ und
(2 ϕ);ψ verglichen, und dabei die unten definierte Semantik fu¨r 2 verwendet, dann fordert
die erste Formel, dass ϕ tatsa¨chlich immer gilt, also auch, nachdem ψ bereits wahr wurde.
Im zweiten Fall wird das Intervall dagegen geteilt. In der ersten Komponente muss immer ϕ
gelten, in der zweiten Ha¨lfte ψ.
Die meisten u¨brigen TL-Operatoren werden vom until-Operator abgeleitet:
Definition
3 ϕ := true until ϕ
2 ϕ := ¬ 3 ¬ ϕ
ϕ unless ψ := ϕ until ψ ∨ 2 ϕ
◦ ϕ := step;ϕ
• ϕ := ¬ ◦ ¬ ϕ
Die Operatoren haben die u¨bliche Semantik. Das heißt, der 3-Operator verlangt, dass ein
Ereignis nach endlich vielen Schritten eintritt, wobei die Zahl der Schritte nicht angegeben
wird. Der 2-Operator verlangt, dass eine Formel immer gilt, unless ist die abgeschwa¨chte
Variante von until, bei der es mo¨glich ist, dass die zweite Formel nie wahr wird, wenn die
erste dafu¨r immer wahr ist. ◦ verlangt, dass die Formel im na¨chsten Schritt wahr ist und
dieser Schritt existiert und • verlangt, dass die Formel im na¨chsten Schritt gilt, sollte ein
solcher existieren.
4.2.3 Simple Programming Language in KIV
In ITL+ sind Programme und Formeln austauschbar. Systemtransitionen ko¨nnen sowohl
durch Programmkonstrukte als auch durch Formeln beschrieben werden, wobei alle Pro-
grammkonstrukte durch Formeln ausgedru¨ckt werden ko¨nnen. Die Programmkonstrukte ori-
entieren sich an der Simple Programming Language, die beispielsweise in [42] definiert wird.
Zusa¨tzlich zu den dort vorgestellten Programmkonstrukten wird fu¨r die Verifikation von As-
bru ein Programmkonstrukt itlif beno¨tigt. Dieses entspricht weitgehend einem normalen if,
fu¨hrt jedoch die erste Anweisung nach dem Konditional atomar zusammen mit der Auswer-
tung des Konditionals aus.
Die Semantik der Programmkonstrukte wird durch U¨bersetzung in a¨quivalente TL Formeln
angegeben. Dazu ist eine Hilfsfunktion, die sogenannte Rahmenannahme notwendig. Diese
gibt an, dass ein Systemschritt nur eine Menge bezeichneter Variablenbelegungen aba¨ndert
und den Rest unvera¨ndert la¨sst. Somit stellt die Rahmenannahme eine potentiell unendliche
Formel dar, da sie fu¨r alle (potentiell unendlichen) dynamischen Variablen eine Gleichheit
zwischen ungestrichenem und einfach gestrichenem Zustand verlangt.
Definition
Fu¨r eine Menge von Variablen V gilt:
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I |=⌈V⌉ gdw. fu¨r alle Variablen X gilt: I(X)’ = I(X), wenn X nicht in V
Die Rahmenannahme ist notwendig, um den Ausschluss weiterer A¨nderungen zu formulie-
ren. Beispielsweise macht eine Zuweisung x := 3 die implizite Zusicherung, dass Werte fu¨r
weitere Variablen y, z, ... unvera¨ndert bleiben. Dies kann im Allgemeinen nicht mit endli-
chen Formeln aufgeschrieben werden. Mit der Rahmenannahme ist es mo¨glich, die Semantik
der SPL-Programmkonstrukte festzulegen. Dabei werden nur die Konstrukte hier aufgefu¨hrt,
die auch zur Definition der Asbru-Prozeduren beno¨tigt werden.
Definition
Die in Asbru verwendeten SPL Programmkonstrukte haben folgende Semantik
x := e :≡ x′ = e ∧ ⌈x⌉ ∧ ◦ last
skip :≡ ⌈⌉ ∧ ◦ last
itlif ψ then ϕ1 else ϕ2 :≡ ψ → ϕ1 ∧ ¬ ψ → ϕ2
itlif ψ then ϕ :≡ itlif ψ then ϕ else skip
Fu¨r die Implementierung der Asbru-Semantik mittels SPL werden drei Programmkonstruk-
te verwendet. Das erste davon ist die Zuweisung, x := e. Durch diese wird der Variablen x
der Wert des Terms e zugewiesen. Die Semantik dieses Programmkonstrukts legt fest, dass
die Zuweisung genau einen temporallogischen Schritt dauert und neben der Zuweisung selbst
keine Seiteneffekte hat. Weiterhin verwendet wird skip. Dabei handelt es sich um eine nicht-
Handlung, das heißt, die Ausfu¨hrung eines skip fu¨hrt nicht zu Vera¨nderungen des Zustands.
Das letzte verwendete Konstrukt ist die bedingte Entscheidung itlif. Dieses entscheidet an-
hand eines Tests, mit welchem der Programme die Ausfu¨hrung fortfahren soll. Der Unter-
schied eines itlif zu dem u¨blichen if ist dabei, dass letzteres fu¨r die Auswertung der Bedingung
einen Schritt beno¨tigt, wa¨hrend das itlif Auswertungen des Tests in Nullzeit vornimmt.
Weiterhin bei der Ausfu¨hrung von Asbru verwendet werden parallele Zuweisungen. Meh-
rere Zuweisungen werden parallel ausgefu¨hrt, wenn diese mit Kommas voneinander getrennt
werden. In Asbru werden zweifach- und dreifach parallele Zuweisungen verwendet:
Definition
Parallele Zuweisungen in Asbru haben folgende Semantik:
x := e, y := f :≡ x′ = e ∧ y′ = f ∧ ⌈x, y⌉ ∧ ◦ last
x := e, y := f, z := g :≡ x′ = e ∧ y′ = f ∧ z′ = g ∧ ⌈x, y, z⌉ ∧ ◦ last
w := d, x := e, y := f, z := g :≡ w′ = d ∧ x′ = e ∧ y′ = f ∧ z′ = g ∧ ⌈x, y, z, w⌉ ∧ ◦ last
Die Parallele Zuweisung fu¨hrt also gleichzeitig alle angegebenen Zuweisungen aus.
4.2.4 Parallelita¨t in ITL+
Die Semantik von Asbru ist parallel synchron, da die Zustandsu¨berga¨nge aller Pla¨ne je-
weils gleichzeitig stattfinden. Um dies in das Beweissystem abzubilden, muss entsprechende
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Unterstu¨tzung geschaffen werden. Urspru¨nglich war im Beweiswerkzeug KIV lediglich Inter-
leaving implementiert, also die abwechselnde Ausfu¨hrung von Prozessen. Ein Versuch, die
synchron parallele Semantik von Asbru mit Interleaving zu implementieren scheitert an der
Komplexita¨t der entstehenden Programmdefinitionen, die erzwingen mu¨ssen, dass die ein-
zelnen Prozesse, die die Asbru-Pla¨ne repra¨sentieren, jeweils gleichma¨ßig ausgefu¨hrt werden.
Dazu muss die Frage der Schreibkonflikte gesondert behandelt werden, was spezielle und
komplexe Datentypen zur Folge ha¨tte.
Schreibkonflikte
Eine parallel synchrone Semantik muss Schreibkonflikte beru¨cksichtigen. Schreibkonflikte tre-
ten immer dann auf, wenn zwei Prozesse gleichzeitig versuchen, den Wert einer Variablen
zu vera¨ndern. Dabei ist besonders zu beachten, dass der Umgang mit Schreibkonflikten in
Abha¨ngigkeit von der Fallstudie unterschiedlich gehandhabt werden kann. Beispielsweise kann
ein Schreibkonflikt durch zwei Zuweisungen dazu fu¨hren, dass beliebige Werte geschrieben
werden, das System abstu¨rzt oder sich eine der Zuweisungen durchsetzt. Dazu ist auch wich-
tig zu betrachten, wann zwei Schreibzugriffe auf eine Variable u¨berhaupt als Konflikt gelten.
Bei komplexeren Datentypen, etwa Datenfeldern, Speichern oder dynamischen Funktionen,
kann es sein, dass ein gleichzeitiger Schreibzugriff auf eine Variable nicht als Schreibkonflikt
angesehen werden soll.
In der Asbru Fallstudie gibt es beispielsweise eine Datenstruktur, die die Zusta¨nde aller
Pla¨ne speichert. Diese Datenstruktur wird gleichzeitig von allen laufenden Pla¨nen aktuali-
siert, jedoch u¨berschneidungsfrei in dem Sinne, dass jeder Plan nur seinen eigenes Datenfeld
beschreibt. Dies wird in der Fallstudie nicht als Schreibkonflikt angesehen. Gleichwohl ko¨nnte
ein solches Verhalten an anderer Stelle als fehlerhaft gewertet werden.
Um diese unterschiedlichen Anforderungen alle erfu¨llbar zu machen, wurde das u¨berladene
Pra¨dikat sync eingefu¨hrt, dass fu¨r jeden Datentyp definiert sein muss, auf den parallele
Schreibzugriffe erfolgen. Dieses Pra¨dikat beschreibt, unter welchen Umsta¨nden gleichzeitige
Updates auf einen Datentyp zula¨ssig sind und welches Berechnungsergebnis dadurch entsteht.
sync wird u¨ber vier Variablen gleicher Typisierung ausgewertet. Informell entspricht der erste
Wert dem Zustand vor Ausfu¨hrung des Schrittes, der zweite Wert dem Berechnungsergebnis
des ersten Prozesses, der dritte Wert dem Berechnungsergebnis des zweiten Prozesses und
der vierte Wert dem Gesamtergebnis.
Diese Zusammenha¨nge sind dargestellt in der Abbildung 4.2. Dabei ist die Notation so
zu lesen, dass das synchron parallele System I1‖sI2 einen U¨bergang zu I
′
1‖sI
′
2 machen soll.
Ausgehen soll der U¨bergang vom Zustand σ, die Zustandsa¨nderung, die durch den Schritt
ausgelo¨st wird, wird durch σ′ beschrieben. Rekursiv wird dieses Problem nun Zuna¨chst auf die
Schritte von I1 bzw. I2 zuru¨ckgefu¨hrt, die jeweils U¨berga¨nge σ1, σ
′
1 und σ2, σ
′
2 durchfu¨hren.
Dabei entsteht dann das globale σ′ durch Anwendung des Pra¨dikates sync, im Beispiel als
sync(σ, σ′1, σ′2, σ′).
I ′2
σ′2
?
⇒ σ′
I ′1‖sI
′
2
σ′1
?
⇒ σ′
I ′1
σ1, σ
′
1
I1
σ1 = σ
I1‖sI2
σ2 = σ
I2
σ2, σ
′
2
σ, σ′
Abbildung 4.2: Synchron parallele Ausfu¨hrung
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In der Asbru Fallstudie sind dynamische Funktionen die wesentlichen Datenstrukturen, auf
die parallel geschrieben wird. Diese ordnen einem Identifikator ein Datum zu, beispielsweise
der Asbru-Zustand, in dem der Identifikator der Planname ist, das zugeho¨rige Datum der
Zustand, in dem sich der Plan befindet. Laufen nun mehrere Pla¨ne parallel, so ist davon
auszugehen, dass mehrere Pla¨ne gleichzeitig ihren eigenen Zustand aba¨ndern wollen. Dies soll
durch die parallele Ausfu¨hrung auch nicht unterbunden werden. So lange also jeder Plan nur
genau sein eigenes Datenfeld aktualisiert, sollen diese Zugriffe keine Konflikte verursachen.
Entsprechend wird das Pra¨dikat sync fu¨r den Asbru-Zustand so definiert, dass mehrfache
Updates auf eine dynamische Funktion, sie sich nicht u¨berschneiden, als konfliktfrei angese-
hen werden. Wird also jedes Feld gar nicht oder ho¨chstens von einem der beiden Prozesse
beschrieben, so wird der Ergebniszustand so berechnet, dass die Zuweisungen jeweils aus-
gefu¨hrt werden.
Definition paralleler Ausfu¨hrung
Basierend auf der Ausfu¨hrung sequentieller Programme, wie sie in [8] durchgefu¨hrt wurde und
mit der bereits erfolgten Definition einer Mo¨glichkeit, mit konkurrierenden Schreibzugriffen
umgehen zu ko¨nnen, ist die synchron parallele Ausfu¨hrung wie folgt definiert.
Definition
Die synchron parallele Ausfu¨hrung wird durch die nachfolgenden drei Regeln definiert.
Diese unterscheiden die drei mo¨glichen Fa¨lle, die sich aus Terminierung und Ausfu¨hrung
ergeben.
Keiner der Prozesse terminiert
I1
σ,σ′1−→ I ′1, I2
σ,σ′2−→ I ′2, sync(σ, σ
′
1, σ
′
2, σ
′)
I1‖sI2
σ,σ′
−→ I ′1‖sI
′
2
Der erste Prozess terminiert
I1
σ,σ′1−→ ∅, I2
σ,σ′2−→ t′, sync(σ, σ′1, σ
′
2, σ
′)
I1‖sI2
σ,σ′
−→ t′
Der zweite Prozess terminiert
I1
σ,σ′1−→ t′, I2
σ,σ′2−→ ∅, sync(σ, σ′1, σ
′
2, σ
′)
I1‖sI2
σ,σ′
−→ t′
Prinzipiell sind bei der Ausfu¨hrung von zwei synchron parallelen Prozessen vier Fa¨lle zu
unterscheiden. Jeder der Prozesse kann terminieren oder in der Ausfu¨hrung fortschreiten. Die
erste SOS Regel beschreibt den Fall, in dem beide Prozesse nicht terminieren und Schrit-
te durchfu¨hren. In diesem Fall muss fu¨r beide Prozesse getrennt berechnet werden, welches
Ausfu¨hrungsergebnis sich ergibt. Aus den beiden Ergebnissen wird dann durch das sync-
Pra¨dikat der globale eingestrichene Zustand berechnet. Die zweite Regel beschreibt den Fall,
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in dem der erste Prozess terminiert. In diesem Fall bestimmt der zweite Prozess durch sei-
nen Zustandsu¨bergang den globalen Zustandsu¨bergang. Allgemein gilt fu¨r die Semantik von
ITL+, dass fu¨r den letzten Zustandsu¨bergang σn, σ
′
n, σ
′′
n gilt, dass σn = σ
′
n = σ
′′
n. In der Regel
wird damit die Auswertung des sync-Pra¨dikat vereinfacht. Da in diesem Fall σ′2 = σ gilt,
muss sync(σ, σ′1, σ, σ
′) berechnet werden. Da sync dazu dienen soll, Schreibkonflikte zu
erkennen, wird fu¨r die Mehrzahl der sinnvollen Definitionen fu¨r sync in diesem Fall gelten,
dass σ′1 = σ
′. Analog zu diesem Fall verha¨lt sich der durch die dritte Regel beschriebene Fall,
in dem der zweite Prozess terminiert und der Zustandsu¨bergang durch den ersten Prozess
bestimmt wird.
Zwei Anforderungen an den Operator zur Ausfu¨hrung synchron-paralleler Prozesse sind die
Kommutativita¨t und die Assoziativita¨t. Im Allgemeinen sollte gelten, dass die Ausfu¨hrung
von I1 ‖s I2 zu den gleichen Ergebnissen fu¨hrt, wie die von I2 ‖s I1. Gleichermaßen sollte die
Ausfu¨hrung von (I1 ‖s I2) ‖s I3 und I1 ‖s (I2 ‖s I3) zu jeweils gleichen Ergebnissen fu¨hren.
Die Semantikdefinition der synchron-parallelen Ausfu¨hrung steht dem nicht im Weg, jedoch
ist fu¨r das sync-Pra¨dikat zu beweisen, dass es die Kommutativita¨t und Assoziativita¨t achtet.
Diese Aspekte werden detailliert in [11] beschrieben.
4.3 Verifikation temporallogischer Aussagen in KIV
In diesem Abschnitt wird die Beweistechnik nach [8] zum Beweis temporallogischer Aussagen
vorgestellt. Die Beweistechnik setzt auf vier Komponenten auf. Die erste Komponente ist die
symbolischen Ausfu¨hrung, die Ergebnisse temporallogischer Schritte berechnet. Diese wird in
Abschnitt 4.3.1 vorgestellt. Im daran anschließenden Abschnitt 4.3.2 wird die Sequenzierung
beschrieben, die a¨hnliche Aufgaben erfu¨llt wie Techniken zur partial order reduction. Um mit
unendlichen Intervallen umgehen zu ko¨nnen, wird eine induktive Beweistechnik beno¨tigt, die
in Abschnitt 4.3.3 vorgestellt wird. Durch die Kompositionalita¨t der Parallel-Operatoren ist
es mo¨glich Programme und Formeln unterhalb der Parallel-Operatoren abzuschwa¨chen. Dies
wird Abstraktion genannt und in Abschnitt 4.3.4 beschrieben.
4.3.1 Symbolische Ausfu¨hrung
Bei der symbolischen Ausfu¨hrung werden Systeme schrittweise abgearbeitet. Dazu wird
zuna¨chst jede temporallogische Formel in Normalform gebracht, welche die Transitionen des
na¨chsten Schrittes sowie die nach diesen Transitionen entstehenden Restsysteme beschreibt.
Dabei wird der erste Schritt als Relation zwischen ungestrichenen, einfach und zweifach
gestrichenen Variablen angegeben. Zu beachten ist hierbei, dass jede ITL+-Aussage in
Normalform gebracht werden kann.
Als Beispiel wird das Programm X := 3; α in Normalform gebracht. Die Semantikdefi-
nition legt fest, dass die Zuweisung X := 3 genau einen Schritt zur Abarbeitung beno¨tigt.
In diesem Schritt wird X’ der Wert 3 zugewiesen. Nach Abarbeitung dieses Schritts verbleibt
ein Restsystem, dass durch das Programm α beschrieben wird. Die Normalform dieser Formel
lautet wie folgt:
X ′ = 3 ∧ ⌈X⌉ ∧ ◦ α
In diesem Beispiel gibt es nur eine mo¨gliche Systemtransition. Ha¨ufig kommt es auch vor,
dass mehrere Transitionen mo¨glich sind, beispielsweise bei itlif-Fallunterscheidungen. Fu¨r das
Programm itlif ε then α else β beispielsweise gibt es zwei Mo¨glichkeiten der Auswertung,
die vom Wahrheitswert des Tests ε abha¨ngig sind.
Allgemein fu¨hrt die Berechnung der Mo¨glichkeiten der Ausfu¨hrung temporallogischer For-
meln und Programme zu folgender Normalform:
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τ0 ∧ last ∨ (
n∨
i=1
∃X˜ i.τi ∧ ◦ ψi)
Das heißt, im Allgemeinen existiert eine Transition, die den Terminierungsfall beschreibt
sowie eine Menge von Transitionen, in denen das System nicht terminiert.
Symbolische Ausfu¨hrung besteht nun darin, die Fallunterscheidungen dieser Normalform
aufzubrechen und temporallogisch einen Schritt abzuarbeiten, also die nicht- und einfach
gestrichenen Zusta¨nde der Variablen zu speichern und die Werte der zweifach gestrichenen
Variablen an die ungestrichenen Variablen zu binden. Danach werden die ◦ -Operatoren der
Restsysteme in Normalform entfernt.
(Abschwa¨chende) Simplifikation
In ihrer Effizienz wird die symbolische Ausfu¨hrung durch pra¨dikatenlogische Simplifikation
unterstu¨tzt. Ko¨nnen etwa bei der Berechnung der Normalform die τi-Transitionen als wider-
spru¨chlich erkannt werden, muss die Normalformberechnung in diesen Fa¨llen nicht komplett
zu Ende gebracht werden. Beispielsweise wird bei der Normalformberechnung eines itlif Kon-
strukts versucht, anhand des globalen Zustands die Bedingung des itlif auszuwerten. Wenn
dies gelingt muss nur ein Ast der Auswertung weiter verfolgt werden.
Bei Ausfu¨hrung des Schrittes werden in der Regel neue Variablen eingefu¨hrt, die die
”
al-
ten“ Variablenwerte speichern. Das fu¨hrt zu einer recht großen Zahl von Variablen auf der
Sequenz, die die U¨bersichtlichkeit einschra¨nken und die Effizienz automatischer Simplifikati-
on und Normalformberechnung einschra¨nken. Daher entha¨lt die Simplifikation ein Konzept
zur Eliminierung von Variablen eingefu¨hrt. Eine Heuristik versucht unno¨tige Variableninfor-
mationen zu erkennen. Entha¨lt die Sequenz beispielsweise eine Gleichung X = 3, so werden
unter bestimmten Umsta¨nden alle u¨brigen Vorkommen von X durch den Wert 3 zu ersetzt.
Dadurch wird die Variable X eliminiert.
Diese Simplifikationsregeln werden fu¨r Asbru angepasst, so dass Asbru-
Beweisverpflichtungen mit den gleichen Mechanismen vereinfacht werden ko¨nnen,
wie die Basis-Datentypen.
4.3.2 Sequenzierung
In temporallogischen Beweisen mit parallelen Programmen kommt es ha¨ufig zu der Situation,
dass bestimmte, identische Beweisziele auf mehreren Wegen erreicht werden ko¨nnen. Dies
kann mehrere Ursachen haben. Beispielsweise kann sich nach einem temporallogischen Schritt
herausstellen, dass durchgefu¨hrte Fallunterscheidungen unno¨tig sind, da die Beweis-Strategie
in den entstehenden Fa¨llen jeweils identisch ist.
In solchen Fa¨llen ist es mo¨glich die verschiedenen entstehenden Beweisziele zusammen-
zufassen. Voraussetzung dafu¨r ist, dass die Sequenzen hinreichend a¨hnlich sind. Sind zwei
Sequenzen gegeben die zusammengefasst werden sollen, muss eine auf die andere abgebildet
werden, was bedeutet, dass nachgewiesen werden muss, dass die Vorbedingung der einen Se-
quenz nicht schwa¨cher und gleichzeitig die Nachbedingung nicht sta¨rker ist als die Vor- und
Nachbedingungen der anderen Sequenz.
Sind also Γ1 ⊢ ∆1 und Γ2 ⊢ ∆2 zwei Sequenzen, so dass gilt, dass die Vorbedingung Γ1
schwa¨cher ist als Γ2 und gleichzeitig die Nachbedingung ∆1 sta¨rker als ∆2, das heißt, gilt
Γ1 → Γ2 und zusa¨tzlich ∆2 → ∆1, dann wird mit dem Nachweis der Korrektheit der Sequenz
Γ2 ⊢ ∆2 automatisch die Gu¨ltigkeit von Γ1 ⊢ ∆1 nachgewiesen.
In dem hier verwendeten ITL Kalku¨l ist diese Art der Beweisvereinfachung unter der Be-
zeichnung
”
Insert Proof Lemma“ eingebaut. Dabei wird nach Anwenden der Regel versucht,
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automatisch festzustellen, ob die Implikationen von Antezedenten und Sukzedenten gilt. Ge-
gebenenfalls muss diese manuell bewiesen werden.
4.3.3 Temporallogische Induktion
Die Semantik von ITL+ ist definiert mit Hilfe von potentiell unendlichen Intervallen. Damit
ein Kalku¨l mit unendlichen Intervallen umgehen kann, muss eine Induktionstechnik vorhanden
sein. Im vorliegenden Fall wird die Technik der VD-Induktion verwendet. Die Anwendung der
VD-Induktion verlangt, dass ein Term angegeben wird, der jeweils vom Start der Induktion
bis zur Anwendung der Induktionshypothese abnimmt. Dabei sind nur Terme zugelassen, die
keine unendlich absteigenden Ketten erlauben. Ein Beispiel fu¨r einen gu¨ltigen Term ist eine
Variable vom Typ der natu¨rlichen Zahlen.
Die VD-Induktion erlaubt statt der expliziten Angabe von Termen auch den Start einer
Induktion, wenn 3 Aussagen im Antezedenten oder 2 Aussagen im Sukzedenten existieren.
Die Rechtfertigung dafu¨r ist, dass 3 Formeln verlangen, dass ein Ereignis nach endlich vielen
Schritten eintritt. Die Induktion wird u¨ber die Zahl der Schritte gefu¨hrt, bis dieses Ereignis
eintritt. Induktion u¨ber die Aussagen im Sukzedenten ist aufgrund der Dualita¨t zwischen 2
und 3 mo¨glich. Gema¨ß der Definition der Semantik von 2 gilt, dass 2 ϕ↔ ¬ 3 ¬ ϕ. Damit
kann eine 2-Formel im Sukzedenten analog zu einer 3 Formel im Antezedenten angesehen
werden.
Um eine gestartete VD-Induktion anwenden zu ko¨nnen, muss im bisherigen Beweis eine
Sequenz gefunden werden, fu¨r die zwei Voraussetzungen erfu¨llt sind. Zum Einen muss gezeigt
werden, dass das gegenwa¨rtige Beweisziel
”
imWesentlichen gleich“ zu der gefundenen Sequenz
ist. Zum Anderen muss nachgewiesen werden, dass der Term, u¨ber den die Induktion gestartet
wurde, von der aufgefundenen Sequenz zur aktuellen Beweisverpflichtung kleiner geworden
ist.
Die Anwendung der VD-Induktion wird hier an einem Beispiel erla¨utert. Das System wird
durch die temporallogische Formel 2 (N’ = N + 1 ∧ ⌈N⌉ ∧ ¬ last) beschrieben. Diese
erho¨ht den Wert der Variablen N unendlich lange. Das Programm wird im Kontext folgender
Umgebungsannahme ausgefu¨hrt. 2 (N’’ = N’ ∧ M’’ = M’). Das heißt, die Umgebung
la¨sst die Variablen N sowie M unvera¨ndert. Zu beweisen ist die Aussage 3 N > M. Es ist also
zu zeigen, dass irgendwann N gro¨ßer als die unspezifizierte Variable M wird. Diese Beweisver-
pflichtung la¨sst sich informell formulieren als: N wa¨chst u¨ber jede Schranke hinaus. Komplett
lautet die Aussage
2 (N’ = N + 1 ∧ ⌈N⌉ ∧ ¬ last),2 (N’’ = N’ ∧ M’’ = M’) ⊢ 3 N > M
Um diese Aussage beweisen zu ko¨nnen wird die VD-Induktion beno¨tigt. Es wird dazu
angenommen, dass sowohl N als auch M natu¨rliche Zahlen sind. Als Induktionsterm wird die
Differenz der Werte von N und M verwendet, also M - N. Nach Start der Induktion wird ein
temporallogischer Schritt ausgefu¨hrt. Durch diesen wird der Wert von N um eins erho¨ht und
somit der Wert des Induktionsterms um eins verringert. Damit kann die Induktion geschlossen
werden. Zu beweisen ist noch, dass die Sequenz, die nach Ausfu¨hrung des Schritts entsteht
im Wesentlichen gleich der Sequenz vor Ausfu¨hrung des Schritts ist. Dazu wird der gleiche
Test verwendet, wie bei Anwenden der Sequenzierung, wie in Abschnitt 4.3.2 beschrieben. Da
sich Systembeschreibung und Umgebungsannahme durch den Schritt nicht vera¨ndert haben,
ist dieser Test erfolgreich und die Aussage somit gezeigt.
4.3.4 Abstraktion
Durch die Kompositionalita¨t der Parallel-Operatoren ist es mo¨glich, Formeln unterhalb der
Parallel-Operatoren zu ersetzen. Dieser Vorgang wird Abstraktion genannt. Kann bewiesen
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werden, dass fu¨r eine temporallogische Formel ϕ gilt, dass ϕ → ψ, dann folgt aus der Kom-
positionalita¨t automatisch, dass bei einer Systembeschreibung im Antezedenten ϕ durch ψ
ersetzt werden kann. Beispielsweise kann dann eine Systembeschreibung ϕ ‖s α ersetzt werden
durch ψ ‖s α. Ziel dieser Ersetzung ist eine Vereinfachung und Verku¨rzung des Beweises.
In Abschnitt 4.3.3 wird das Beispiel des einfachen Za¨hlers eingefu¨hrt, der die Variable
N unendlich inkrementiert. Wird die Systembeschreibung dieses Za¨hlers parallel zu einem
beliebigen anderen Programm ausgefu¨hrt, so bleibt die Eigenschaft, dass N u¨ber jede beliebige
Schranke wa¨chst, erhalten, wenn sich das zum Za¨hler parallele Programm auf bestimmte Art
und Weise verha¨lt. Das Programm darf die Werte der Variablen N und M nicht vera¨ndern.
Die Abstraktion soll nun dazu verwendet werden, die nachstehende Aussage zu beweisen:
2 (N’ = N + 1 ∧ ⌈N⌉ ∧ ¬ last)‖s α,2 (N’’ = N’ ∧ M’’ = M’) ⊢ 3 N > M
Dazu wird fu¨r das Programm α bewiesen, dass α → 2 (M’ = M ∧ N’ = N) gilt. Kann
diese Aussage gezeigt werden, dann kann in der Beweisverpflichtung α ersetzt werden:
2 (N’ = N + 1 ∧ ⌈N⌉ ∧ ¬ last)‖s 2 (M’ = M ∧ N’ = N),
2 (N’’ = N’ ∧ M’’ = M’)
⊢ 3 N > M
Das Programm α muss in seiner Form nicht statisch sein. Das heißt, nach Ausfu¨hrung eines
Schritts kann das Programm abgea¨ndert worden sein in das Programm α′. In diesem Fall gibt
es in der urspru¨nglichen Beweisverpflichtung keine Mo¨glichkeit die Induktion zu schließen, da
sich die Systembeschreibung durch den Schritt vera¨ndert hat. Im Gegensatz dazu bleibt die
abstrakte Systembeschreibung immer gleich.
Zu Beachten ist bei der Abstraktion, dass diese Komplexita¨t nicht
”
verschwinden“ la¨sst,
sondern nur auslagert. Im Beispiel kann im Beweis mit dem abstrahierten Programm zwar
innerhalb eines Schrittes Induktion angewendet und der Beweis damit geschlossen werden.
Der Beweis der Abstraktion α → ϕ dagegen kann beliebig kompliziert werden. Daher ist
abzuwa¨gen, wann die Technik sinnvoll eingesetzt werden kann. Dies ist ha¨ufig dann der Fall,
wenn zwei komplexe Programme parallel ausgefu¨hrt werden und das fu¨r die Korrektheit der
Formel relevante Verhalten der Programme einfach ist. In solchen Fa¨llen kann Abstrakti-
on verwendet werden, damit sich die Komplexita¨t der beiden parallelen Programme nicht
gegenseitig versta¨rkt.
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5 Die Brustkrebs-Fallstudie
Die entwickelten Methoden zur Qualita¨tssicherung von Asbru-Leitlinien werden in dieser Ar-
beit auf eine Leitlinie zur Behandlung von Brustkrebs [7, 55, 59] angewendet. Die urspru¨ng-
liche Form der Leitlinie ist ein Dokument in natu¨rlichsprachigem, holla¨ndischem Text. Im
Rahmen des EU-Projekts Protocure II wurde dieses Dokument zuna¨chst in die englische Spra-
che u¨bersetzt. Aus dieser U¨bersetzung wurde ein Asbru-Modell der Leitlinie erstellt. Dieses
Modell wird zusammen mit dem Formalisierungsprozess in [48] vorgestellt. Die Repra¨senta-
tionssprachen, die fu¨r die einzelnen Schritte dieses Formalisierungsprozesses genutzt werden,
werden in [7] beschrieben. Dieser Abschnitt erla¨utert die verschiedenen Kapitel der Leitlinie
hinsichtlich ihres medizinischen Inhaltes. Weiterhin werden die formalen Asbru-Modelle der
Kapitel beschrieben.
Die untersuchte Brustkrebsfallstudie untergliedert sich in acht Kapitel. Diese beschrei-
ben die Behandlung von Brustkrebs in unterschiedlichen Krankheitsstadien sowie verschiede-
ne Aspekte die behandlungsbegleitend beru¨cksichtigt werden sollen. Nach einer allgemeinen
Einfu¨hrung in die Behandlung von Brustkrebs sowie die Umsta¨nde der Erstellung der Leitli-
nie wird in Kapitel 1 die Behandlung von DCIS-Brustkrebs sowie von operabelem invasivem
Brustkrebs beschrieben. Dieses Kapitel der Leitlinie wird in Abschnitt 5.2 beschrieben. Dar-
an anschließend beschreibt Abschnitt 5.3 das zweite Kapitel der Leitlinie. Dieses erla¨utert
Aspekte der behandlungsbegleitende Therapie, also beispielsweise einer Chemotherapie, die
den chirurgischen Eingriff zur Tumorentferung unterstu¨tzt. Kapitel drei der Fallstudie be-
schreibt die Behandlung von lokal begrenztem Brustkrebs in fortgeschrittenem Stadium. Die-
ses Kapitel wird in Abschnitt 5.4 beschrieben. Darauf folgend wird in Abschnitt 5.5 Kapitel
vier der Fallstudie beschrieben. Dieses entha¨lt Informationen zu Nachsorge-Untersuchungen.
Kapitel fu¨nf beschreibt lokal wieder auftretenden Brustkrebs. Dieses Kapitel wird in Ab-
schnitt 5.6 beschrieben. Kapitel sechs wird in Abschnitt 5.7 dokumentiert und beschreibt die
Behandlung von metastasierendem Brustkrebs.
Kapitel sieben und Kapitel acht der Brustkrebs Fallstudie enthalten Informationen u¨ber
psychosoziale Aspekte, beispielsweise die psychologische Betreuung der Patienten wa¨hrend
der Behandlung und die Organisation der Behandlung. Diese Aspekte werden nicht formal
untersucht. Diese Entscheidung wurde auf Basis einer Empfehlung der Leitlinienersteller des
niederla¨ndischen Instituts fu¨r Qualita¨tssicherung im Gesundheitswesen, CBO, getroffen.
In den Asbru-Modellen der hier vorgestellten Fallstudie werden die Namen der Asbru-Pla¨ne
verku¨rzt dargestellt. Beispielsweise wird der Plan dealing with axilla im Asbru-Modell
schlicht mit der Abku¨rzung dwa bezeichnet. Bei der Vorstellung der Pla¨ne in den na¨chsten Ab-
schnitten werden die Namen der Pla¨ne und die Abku¨rzungen unter denen die Pla¨ne im jewei-
ligen Modell des Kapitels zu finden sind wie folgt angegeben: dealing with axilla/dwa
5.1 Graphische Darstellung der Planhierarchien
Graphisch werden die Pla¨ne durch Ba¨ume repra¨sentiert dargestellt. Dabei entspricht ein Kno-
ten einem Asbru Plan, die Vater-Kind Beziehung im Baum entspricht der Super-/Subplan
Relation der Pla¨ne. Ein Beispiel ist in Abbildung 5.1 dargestellt. Die Obere Ha¨lfte einer
Planrepra¨sentation entha¨lt den abgeku¨rzten Namen des Plans, hier etwa chap1 als Kurz-
form von chapter1. Die untere Ha¨lfte der Planrepra¨sentation entha¨lt die drei wichtigsten
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Aspekte der Plandefinition, den Plankontrolltyp, die Wartebedingung und die Angabe, welche
Bedingungen im Plan gesetzt sind.
chap1
seq wf1 f
diag
uno wf*
treat
any wf?
Abbildung 5.1: Graphische Darstellung von Asbru-Pla¨nen
Im Beispiel ist zu erkennen, dass das linke der drei unteren Rechtecke der chap1 Definition
mit seq markiert ist. Hierbei handelt es sich um den Kontrolltyp von chap1. seq ist eine
Abku¨rzung fu¨r sequential. Analog dazu werden Abku¨rzungen fu¨r die u¨brigen Plantypen
definiert:
seq :≡ sequential
uno :≡ unordered
any :≡ anyorder
par :≡ parallel
ift :≡ ifThenElse
ona :≡ onabort
cyc :≡ cyclical
use :≡ user
ask :≡ ask
Das zweite Rechteck beschreibt die Wartebedingung des Plans. Angegeben ist hierbei, ob
der Plan auf alle seine Unterpla¨ne wartet, was durch Angabe von wf* kenntlich gemacht wird.
Alternativ kann der Plan auch nur auf einen Unterplan warten. Dieser Fall wird graphisch
durch Angabe von wf1 dargestellt. In allen anderen Fa¨llen wird der Plan mit wf? markiert. Im
Beispiel in Abbildung 5.1 ist zu sehen, dass der Plan chap1 nur auf einen seiner Unterpla¨ne
wartet.
Zuletzt wird angegeben, welche Bedingungen in einem Plan definiert sind. Prinzipiell
kennen Asbru-Pla¨ne sechs Bedingungen, filter, setup, suspend, reactivate, abort und
complete. In der Fallstudie werden lediglich filter-, abort- und complete-Bedingungen
verwendet. Wenn diese bei einem Plan definiert sind, so ist der Anfangsbuchstabe der Bedin-
gung im letzten der Rechtecke angegeben. Im Fall von chap1 ist beispielsweise eine filter-
Bedingung definiert, deswegen wird im Beispiel fu¨r diesen Plan ein f im letzten Rechteck
angegeben.
5.2 DCIS und operabeler, invasiver Brustkrebs
5.2.1 Medizinischer Inhalt des Kapitels
DCIS steht als Abku¨rzung fu¨r die Bezeichnung
”
Ductual Carcinoma in Situ“ und beschreibt
eine krankhafte Wucherung in den Milchga¨ngen der weiblichen Brust. Eine solche Wucherung
ist per Definition (
”
in situ“) stets ortsfest und hat die Grenze des Milchgangs noch nicht
durchbrochen. DCIS gilt als Vorstufe des invasiven Brustkrebses, jedoch ist derzeit ungekla¨rt,
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wie wahrscheinlich eine Weiterentwicklung von unbehandeltem DCIS zu invasivem Brustkrebs
im Allgemeinen ist.
Ein scheinbares Paradox ergibt sich bei der Behandlung von invasivem Brustkrebs und
DCIS dadurch, dass das Vorstadium DCIS stets mit Mastektomie behandelt werden soll,
also der vollsta¨ndigen Entfernung der Brust. Gleichzeitig zeigen Studien, dass die Behand-
lung des Folgestadiums, also invasiven Brustkrebses, mit brusterhaltender Therapie statt der
kompletten Brustentfernung keinen statistisch signifikanten Einfluss auf die Langzeit-U¨berle-
benserwartung hat.
Dieses Paradox erkla¨rt sich zumindest teilweise daraus, dass die eigentliche Gro¨ße des
krankhaften Gewebes bei DCIS nicht exakt bestimmt werden kann. Durch bildgebende Ver-
fahren, wie etwa Ultraschall kann bei DCIS Patienten sogenannter Mikrokalk nachgewiesen
werden. Dieser besteht aus U¨berresten abgestorbenener Zellen und gibt einen Hinweis auf
die Ausbreitung von DCIS. Eine Entfernung allen Gewebes, in dem Mikrokalk nachgewiesen
werden kann, entspricht typischerweise einer kompletten Brustentfernung. Erst nach der Ent-
fernung des Gewebes kann dann die exakte Ausbreitung der Wucherung bestimmt werden. Im
Gegensatz dazu zeichnen sich Tumore des invasiven Brustkrebses auf Mammographiebildern,
also speziellen Ro¨ntgenaufnahmen der Brust, deutlicher ab und ko¨nnen so besser abgegrenzt
werden.
Bei invasivem Brustkrebs kann auf eine komplette Entfernung der Brust verzichtet werden,
wenn nach einer Teilentfernung der Brust die Schnittra¨nder des entnommenen Gewebes tu-
morfrei sind, also in dem entnommenen Gewebe der Tumor komplett von gesundem Gewebe
umschlossen ist. Diese Art der Operation nennt sich brusterhaltende Operation bzw. bruster-
haltende Therapie. Diese darf nur in Betracht gezogen werden, wenn eine Mammographie
keine Hinweise auf Krebsherde außerhalb des Haupttumors ergibt und der Tumor auf einen
Quadranten der Brust begrenzt ist. Neben diesen Forderungen existieren noch eine Reihe wei-
tere Kontraindikationen fu¨r die brusterhaltende Therapie. Diese Kontraindikationen ko¨nnen
bei etwa einem Viertel der Patientinnen nachgewiesen werden. Damit erfu¨llen Dreiviertel der
Patientinnen die Vorbedingungen, die die Durchfu¨hrung der brusterhaltenden Therapie vor-
aussetzt. Untersuchungen zeigen, dass das psychische Wohlbefinden der Patienten nach einer
brusterhaltenden Therapie maßgeblich dadurch bestimmt wird, ob diese die brusterhalten-
de Therapie wu¨nschen. Im Falle des entsprechenden Patientenwunsches wird daher stets die
komplette Brustentfernung durchgefu¨hrt. Untersuchungen zeigen bei Abwesenheit der Kon-
traindikationen keine statistisch signifikanten Unterschiede in der Langzeit-U¨berlebensrate
zwischen Patienten, die mit brusterhaltender Therapie behandelt wurden und solchen, denen
die Brust komplett abgenommen wurde.
5.2.2 Asbru Modell des ersten Kapitels
Das Asbru-Modell des ersten Kapitels ist in Abbildung 5.2 dargestellt. Ober-
ster Plan des Kapitels ist der Plan chapter 1/chap1. Dieser startet zuna¨chst
die Erstellung einer Diagnose mittels Ultraschall und Mammographie. Mit den
Ergebnissen dieser Diagnose wird die Behandlung gestartet. Im Vorfeld der Be-
handlung soll der Patient informiert (Plan patient information/pin) werden
sowie ein interdisziplina¨ren Treffen der behandelnden A¨rzte stattfinden (Plan
multi disciplinary decisions on BCT/mdBCT), um die Aspekte brusterhaltender
Therapie dieses Falls zu diskutieren. Die eigentliche Behandlung besteht entweder aus
brusterhaltender Therapie (Plan breast conserving therapy/bct) oder aus
Mastektomie (Plan mastectomy/mast). Brusterhaltende Therapie verlangt, dass der
Tumor komplett entfernt wurde, das heißt, die Schnittra¨nder mu¨ssen tumorfrei sein.
Andernfalls soll die brusterhaltende Therapie abgebrochen werden. Strahlentherapie (Plan
dcis radiotherapy/dcis) ist ein zwingender Bestandteil der brusterhaltenden Thera-
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pie. Alternativ zur brusterhaltenden Therapie kann, bei Vorliegen von Kontraindikationen
oder dem entsprechenden Patientenwunsch, eine komplette Brustentfernung durchgefu¨hrt
werden.
Nach Abschluss der Operation kann unabha¨ngig von der konkreten Methodik der Ope-
ration eine Strahlentherapie angeordnet werden (Plan locoregional postoperative
radiotherapy/lrpr). Weiterhin sollen die Lymphknoten der Achsel untersucht werden
(Plan dealing with axilla/dwa). Dazu werden Methoden angegeben, die Metastasen
in den Lymphknoten aufspu¨ren sollen. Außerdem werden dort Operationen zur Entfernung
befallener Achselknoten beschrieben.
5.3 Behandlungsbegleitende systematische Therapie
5.3.1 Medizinischer Inhalt des Kapitels
Behandlungsbegleitende, systematische Therapie besteht aus Chemotherapie oder endokriner
Therapie, also Hormontherapie. Diese Formen der Therapie werden angewendet um Me-
tastasen entgegen zu wirken, die sich unerkannt neben dem Haupttumor gebildet haben
ko¨nnen. Die Auftretenswahrscheinlichkeit solcher Metastasen (und damit auch die Sinnhaf-
tigkeit systematischer Therapie) ha¨ngt von verschiedenen Faktoren wie etwa Tumorgro¨ße und
Lymphknoten-Befall aber auch dem Alter des Patienten ab.
Untersuchungen zeigen, dass gerade bei Befall der Lymphknoten mit Krebs die Chemo-
therapie entscheidende Verbesserungen im Bezug auf die Langzeitu¨berlebenserwartung hat.
Auch bei krebsfreien Lymphknoten tra¨gt eine begleitende Chemotherapie zu einer Erho¨hung
der Lebenserwartung bei, jedoch ist bei dieser Patientengruppe der U¨berlebensvorteil nicht
ganz so ausgepra¨gt. Untersuchungen zeigen, dass diese Effekte abha¨ngig sind vom Alter der
Patientin. Der Leitlinie liegen beispielsweise keine Studien zugrunde, die positive Effekte sy-
stematischer Therapie bei u¨ber 70-Ja¨hrigen belegen.
Endokrine Therapie verfolgt das Ziel, Tumoren die Wachstumsgrundlage zu entziehen, die
auf die Anwesenheit der Hormone O¨strogen und Progesteron mit Wachstum reagieren (sog.
ER+/PgR+-Tumore). Fu¨r Patientinnen, die sich noch nicht in der Menopause befinden kann
dieses Ziel auch durch eine Entfernung der Geba¨rmutter erreicht werden. In der Menopause
ko¨nnen Medikamente gegeben werden, die O¨strogen- und Progesteronrezeptoren blockieren
und dadurch ein Andocken von Hormonen an die Tumorzellen verhindern.
Abha¨ngig von der Art des Tumors und der Physiologie der Patientin wird in Kapitel zwei
der Fallstudie anhand von Tabellen angegeben, welche Kombination von Chemotherapie und
endokriner Therapie fu¨r einen spezifischen Patienten empfohlen wird. Speziell wird dabei auf
den Fall von schwangeren Patienten eingegangen. Bei diesen muss das Wohl der Mutter gegen
das des Kindes abgewogen werden und gegebenenfalls die systematische Therapie verzo¨gert
werden, um das ungeborene Leben nicht zu gefa¨hrden. Dazu werden Therapien wann immer
mo¨glich zumindest im ersten Drittel der Schwangerschaft verzo¨gert. Mit geeigneten Medika-
menten ist im zweiten und dritten Drittel der Schwangerschaft eine Chemotherapie fu¨r das
Kind relativ gefahrlos mo¨glich.
5.3.2 Asbru Modell des zweiten Kapitels
Das zweite Kapitel der Fallstudie untergliedert sich im Asbru-Modell, das in Ab-
bildung 5.3 dargestellt ist, in einen Teil dessen Pla¨ne allein fu¨r die Auswahl einer
geeigneten Therapie zusta¨ndig sind und einen Teil, der die Therapie in Abha¨ngigkeit
dieser Entscheidung beschreibt. Letztlich wird die tatsa¨chlich auszufu¨hrende Thera-
pie durch drei Pla¨ne beschreiben, einen zur Einleitung der Chemotherapie, welcher
adjuvant chemotherapy/adch heißt, einen zur Durchfu¨hrung der endokrinen Therapie
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namens adjuvant endocrine therapy for premenopausal status/atps sowie
einen Plan, der beschreibt, dass keine begleitende Therapie gegeben werden soll. Dieser Plan
heißt no treatment should be given/ntsbg.
Zur Erla¨uterung soll ein Durchlauf durch diesen Entscheidungsbaum angegeben
werden. Zuna¨chst wird auf oberster Ebene durch die filter-Bedingungen der Pla¨ne
treatment for pregnant/trpr und treatment for N-positive and
negative patients/tNpn die Patientengruppen aufgeteilt, abha¨ngig davon, ob
die Patientin schwanger ist oder nicht. Ist die Patientin nicht schwanger, so wird
Plan treatment for N positive and negative patients/tNpn ausgefu¨hrt.
Die Ausfu¨hrung dieses Plans bedeutet eine erneute Aufteilung der Patienten. In
diesem Fall wird unterschieden, ob die Lymphknoten der Patienten mit Krebs befallen
sind oder nicht. Diese Unterscheidung wird mit Hilfe der filter-Bedingungen der
Pla¨ne treatment for N negative patients at grade level/TNngl und
treatment for N positive patients/tNp durchgefu¨hrt. Sind die Lymphknoten
nicht befallen, kommt der Plan treatment for N negative patients at grade
level/tNp zur Anwendung. Dieser teilt die Patienten in Gruppen, die durch
das Stadium des Krebsbefalls ausgezeichnet sind. Im Fall eines relativ fru¨hen
Stadiums des Krebses wird der Plan grades I II treatment/g12t aus-
gefu¨hrt. Dieser entscheidet anhand von weiteren Randbedingungen, ob u¨ber-
haupt eine Behandlung durchgefu¨hrt werden soll. Falls ja, kommt der Plan
treatment for N negative patients at menopausal status level/tNnms
zur Anwendung. Dieser unterscheidet zwischen Patienten in der Menopause und solchen, die
die Menopause noch nicht erreicht haben. Abha¨ngig davon werden dann die Chemotherapie
und die Hormontherapie gestartet, wobei innerhalb der Behandlungsgruppen jeweils
verschiedene Medikamente zur Behandlung bereitstehen.
5.4 Lokal fortgeschrittener Brustkrebs
5.4.1 Medizinischer Inhalt des Kapitels
In den 50er Jahren des letzten Jahrhunderts wurden Kriterien definiert, unter denen eine
Behandlung von fortgeschrittenem, aber noch lokal begrenztem Brustkrebs nicht mehr als
sinnvoll erachtet wurde, da die Prognose sehr schlecht war. Beispiele fu¨r Tumore, die diese
Kriterien erfu¨llen sind solche Tumore, die sich bereits so weit ausgebreitet haben, dass sich
Entzu¨ndungen der Haut, O¨deme der Haut, Eitergeschwulste oder a¨hnliches zeigen. In diesen
Fa¨llen brachte fru¨her selbst eine Brustentfernung keine Verbesserung der Langzeit-U¨berle-
benswahrscheinlichkeit. Mit dem Aufkommen der Chemotherapie in den 70er Jahren hat sich
dies gea¨ndert.
Kapitel drei der Leitlinie beschreibt die Behandlung von Brustkrebs, der nach den urspru¨ng-
lichen Kriterien als nicht mehr operabel angesehen wird. Die verbesserte Operationstechnik
sowie das Aufkommen von systematischer Therapie fu¨hrt dazu, dass die Behandlung in diesen
Fa¨llen eine signifikante Verbesserung der U¨berlebenswahrscheinlichkeit bringt. Dazu wird die
systematische Therapie (also Chemo- und gegebenenfalls Endokrine-Therapie) angewendet,
um bereits vor der chirurgischen Tumorentfernung die Tumorgro¨ße zu reduzieren. Dadurch
wird erreicht, dass der Tumor besser kontrollierbar wird, was sich positiv auf das Operati-
onsergebnis auswirkt.
Im Allgemeinen besteht die Behandlung daher aus einer initialen systematischen Therapie,
gefolgt von einer Behandlung die der von operablem invasivem Brustkrebs entspricht. In
diesem Fall wird die systematische Therapie als nah-behandlungsbegleitend bezeichnet.
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5.4.2 Asbru Modell des dritten Kapitels
Das Asbru-Modell des dritten Kapitels wird in Abbildung 5.4 dargestellt. Bei
der Behandlung von fortgeschrittenem Brustkrebs wird zuna¨chst vom Plan
locally advanced breastcancer/load untersucht, ob Kontraindikationen
gegen eine nah-behandlungsbegleitende Chemotherapie vorliegen. In Abha¨ngig-
keit davon wird eine Behandlung gestartet, die mit einer initialen Chemothe-
rapie beginnt (Plan intensive treatment/intm) oder diese ausla¨sst (Plan
less intensive treatment/lintm). Nach Abschluss der Chemotherapie wird eine
chirurgische Tumorentfernung durch den Plan locoregional treatment/lotr
durchgefu¨hrt. Diese kann von einer Strahlentherapie begleitet werden (Plan
locoregional rediotherapy manual/lrm). Abschließend wird der Patient
mit einer Hormontherapie behandelt, sofern dies medizinisch sinnvoll ist. Dies wird durch
den Plan adjuvant hormonal therapy/aht modelliert.
5.5 Nachsorge-Untersuchungen
5.5.1 Medizinischer Inhalt des Kapitels
Nachdem die eigentliche Behandlung einer Brustkrebs-Erkrankung abgeschlossen ist, soll-
ten Nachsorge-Untersuchungen durchgefu¨hrt werden. Verschiedene Indizien deuten darauf-
hin, dass in manchen Fa¨llen bei der Behandlung von Brustkrebs ein zweiter prima¨rer Tumor
existiert, der in der Diagnose nicht erfasst und in der Folge nicht chirurgisch entfernt wird.
Außerdem kann sich unabha¨ngig davon mit zeitlicher Verzo¨gerung erneut ein Tumor bilden.
Etwa ein Drittel der wiederkehrenden Krebsfa¨lle sind von Metastasen begleitet, die fru¨hzei-
tig erkannt und behandelt werden sollen. Die Leitlinie empfiehlt dazu in Abha¨ngigkeit des
Alters ja¨hrliche bzw. zwei-ja¨hrliche Mammographien. Spezielle, komplexe Nachuntersuchun-
gen u¨ber die Mammographie hinaus, beispielsweise zum Aufspu¨ren von Metastasen haben
dagegen im Allgemeinen keinen positiven Effekt auf die U¨berlebenswahrscheinlichkeit.
Frauen, die langfristig den Wirkstoff Tamoxifen als Teil der systematischen Therapie ein-
nehmen, sollen bei der Nachsorge speziell auf Karzinome des Endometriums untersucht wer-
den, da diese bei einer Tamoxifen-Behandlung, die la¨nger als fu¨nf Jahre andauert, mit leicht
erho¨hter Wahrscheinlichkeit auftreten ko¨nnen.
Abgesehen von der Krebsnachsorge sollte bei den Nachuntersuchungen auch auf die phy-
siologischen und psychologischen Auswirkungen der Behandlung geachtet werden. Durch die
chirurgische Entfernung von Gewebe kann es zu Spannungen und Schmerzen bei der Bewe-
gung der Arme kommen. Auch auf andere Effekte der Behandlung, die das Wohlbefinden
einschra¨nken, sollte geachtet werden.
Die Leitlinie empfiehlt zusa¨tzlich zu den regelma¨ßigen Mammographien weitere Untersu-
chungen. Im ersten Jahr nach der Behandlung wird eine Nachsorgeuntersuchung pro Quartal
vorgeschlagen, im zweiten Jahr halbja¨hrliche Untersuchungen und danach ja¨hrliche Untersu-
chungen.
5.5.2 Asbru Modell des vierten Kapitels
Die Nachsorgeuntersuchungen bestehen aus fu¨nf verschiedenen Komponenten, die in
Abbildung 5.5 visualisiert sind. Als erstes soll der Patient unmittelbar nach seiner
initialen Behandlung daru¨ber informiert werden, warum Nachsorgeuntersuchungen wichtig
sind und welche Untersuchungen wann anstehen. Diese Informationsvermittlung wird
durch den Asbru-Plan follow-up information/fui modelliert. Weiterhin soll bei
Nachsorgeuntersuchungen stets gepru¨ft werden, ob die initiale Diagnose noch Gu¨ltigkeit
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hat, oder ob, beispielsweise durch Auftreten von Metastasen oder einem neuen, prima¨ren
Tumor die urspru¨ngliche Diagnose gea¨ndert werden muss. Dafu¨r zusta¨ndig ist der Plan
determine diagnosis change/ddcy.
Wichtiger Aspekt der Nachsorge-Untersuchungen ist die Durchfu¨hrung von
Mammographien. In Abha¨ngigkeit des Alters sollen diese unterschiedlich oft aus-
gefu¨hrt werden. Die Durchfu¨hrung dieser Untersuchungen wird durch den Plan
mammographie programme/mapro geregelt. Unabha¨ngig von den Mammographien
sollen allgemeine Nachsorge-Untersuchungen durchgefu¨hrt werden. Dies wird durch den
Plan follow-up programme/fup umgesetzt.
Wenn sehr ausgepra¨gte psychologische Probleme bei einem Patienten auftreten, die in Be-
ziehung gesetzt werden ko¨nnen zum plo¨tzlichen Einsetzen der
”
Wechseljahre“ bedingt durch
Anti-O¨strogenbehandlung, dann kann eine Hormonersatztherapie (also O¨strogengabe) ver-
ordnet werden. Dies ist jedoch im Allgemeinen nicht zu empfehlen.
5.6 Lokal wiederkehrender Brustkrebs
5.6.1 Medizinischer Inhalt des Kapitels
Bei lokal wiederkehrendem Brustkrebs wird aufgrund der relative guten Prognose eine er-
neute Behandlung mit dem Ziel der Entfernung des Tumors durchgefu¨hrt. In diesen Fa¨llen
wird, falls mo¨glich, der Tumor zuna¨chst chirurgisch entfernt und in der Folge das Gewebe mit
hochdosierter Strahlentherapie behandelt. Wurde das befallene Gewebe allerdings im Vorfeld
bereits durch Strahlentherapie gescha¨digt, so soll statt hochdosierter Strahlentherapie nied-
riger dosierte Strahlentherapie zum Einsatz kommen, die mit hyperthermischer Behandlung
– also Hitze Therapie – verbunden werden soll.
Eine begleitende Hormontherapie bei entsprechenden (ER+/PgR+) Tumoren kann die
U¨berlebenswahrscheinlichkeit erho¨hen, wohingegen keine Studie einen positiven Beitrag von
Chemotherapie festellen kann.
5.6.2 Asbru Modell des fu¨nften Kapitels
Das Asbru Modell des fu¨nften Kapitels wird in Abbildung 5.6 dargestellt und besteht aus drei
Komponenten. Die erste wird vom Plan diagnostic procedures group/dpg gesteuert
und beinhaltet das Erstellen einer genauen Diagnose des wieder-aufgetretenen Brustkrebses.
Eine zweite Komponente erfragt den Typ des wiederauftretenden Tumors, also ob er nur
lokal beschra¨nkt ist oder Metastasen bildet. Die dritte Komponente umfasst die eigentliche
Behandlung.
Die Komplexita¨t der Behandlungskomponente ergibt sich daraus, dass eine Vielzahl mo¨gli-
cher Diagnosen existiert, beispielsweise ob ein Auftreten verbunden ist mit Metastasen oder
nicht. Auch ist die Behandlung abha¨ngig vom Vorgehen, das beim ersten Auftreten des Brust-
krebses gewa¨hlt wurde. Beispielsweise kommt hier die bereits erwa¨hnte Unterscheidung zum
Tragen, ob Gewebe bereits bestrahlt wurde und auf diesem Grund nicht mehr mit voller Dosis
bestrahlt werden darf.
5.7 Metastasierender Brustkrebs
5.7.1 Medizinischer Inhalt des Kapitels
Im Fall von Brustkrebs, der entfernte Metastasen bildet, also beispielsweise im Knochenmark,
in der Lunge oder in der Leber, ist davon auszugehen, dass dieser unheilbar ist. Entsprechend
konzentriert sich die Behandlung in diesen Fa¨llen darauf, das Wohlbefinden des Patienten zu
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steigern bzw. auf mo¨glichst hohem Niveau zu halten. Dazu kann Hormontherapie in Form
von Tamoxifen und anderen Wirkstoffen bei bestimmten Charakteristika der Metastasen ver-
wendet werden. Alternativ ist eine Behandlung mit Chemotherapie denkbar, um den Verlauf
zu verzo¨gern. Strahlentherapie wird angewendet, um einzelne Metastasen kurzfristig in der
Gro¨ße zu reduzieren und so den davon ausgelo¨sten Schmerz zu lindern.
Die Behandlung von metastasierendem Brustkrebs verlangt intensive psychologische Be-
treuung des Patienten. Da die Patienten mit der Tatsache konfrontiert werden, dass sie un-
heilbar krank sind, lastet enormer Druck auf ihnen. Die Leitlinie erwa¨hnt spezielle, zusa¨tzliche
Stressfaktoren, beispielsweise die psychologischen Folgen von Kurzatmigkeit, die durch Me-
tastasen ausgelo¨st wird.
5.7.2 Asbru Modell des sechsten Kapitels
Das Asbru Modell der Behandlung von metastasierendem Brustkrebs wird in Ab-
bildung 5.7 dargestellt. Es untergliedert sich in eine Diagnose-Komponente und
eine Behandlungs-Komponente. In der Diagnose-Komponente, die durch den Plan
diagnostic procedures group/dpg repra¨sentiert wird, werden die unterschied-
lichen Diagnoseverfahren, also beispielsweise Ultraschall- und Ro¨ntgenuntersuchungen
modelliert. Weiterhin wird dort angegeben, wie diese Untersuchungen zu verwenden
sind, um Metastasen in den einzelnen Ko¨rperteilen aufzuspu¨ren. Beispielsweise soll
der Plan heart imaging/heim untersuchen, ob das Herz durch Tumore in seiner
Funktion beeintra¨chtigt wird oder werden ko¨nnte. Diese Untersuchung kann mittels einer
Ultraschalluntersuchung durchgefu¨hrt werden, die durch den Plan ultrasound/ultra
modelliert wird. Damit kann Krebsbefall des Herzens nachgewiesen werden. Die Leitlinie
la¨sst zu, dass diese Untersuchung alternativ mit einer Ro¨ntgenaufnahme des Brustkorbs
durchgefu¨hrt werden kann. Diese wird durch den Plan chest x-ray/chx modelliert.
Nach Abschluss der Diagnose wird die Behandlung gestartet. Diese richtet sich in erster
Linie nach den Beschwerden des Patienten. Die einzig pra¨ventive Maßnahme, die im Fall
von metastasierendem Brustkrebs durchgefu¨hrt wird, ist die Hormon-Therapie (Plan
hormone therapy/hothe). Diese wird in verschiedenen Stufen angewendet, so dass
immer dann, wenn eine Behandlung nicht mehr anschla¨gt, die na¨chststa¨rkere automatisch
gestartet wird.
Abgesehen davon werden nur Behandlungen ausgefu¨hrt, um eine unmittelbare Verbesse-
rung der Lebenssituation zu erreichen, wie etwa eine Strahlentherapie, um eine Metastase
kurzfristig in ihrer Gro¨ße zu reduzieren oder die Gabe von schmerzstillenden Medikamenten.
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6 Syntax von Asbru
Im Folgenden wird die Syntax von Asbru vorgestellt. Dazu wird ein Top-Down Ansatz
gewa¨hlt. Das bedeutet, dass jeweils die u¨bergeordneten Konzepte vor den untergeordneten
Konzepten vorgestellt werden. Begonnen wird dabei mit der Datenstruktur, die einen Asbru-
Plan selbst darstellt. Den Abschluss bilden dann die einfachsten Komponenten.
Die Konzepte sollen anhand eines Beispiels motiviert werden. Dies beschreibt die Behand-
lung einer Erka¨ltung.
6.1 Ein einfaches Beispiel
Anhand eines einfachen Beispiels zur Behandlung von Erka¨ltungen werden die Konzepte von
Asbru erla¨utert. Die Planhierarchie dieses Behandlungsplans ist in Abbildung 6.1 dargestellt.
Die Behandlung der Erka¨ltung gliedert sich in drei Komponenten, Bettruhe, die Gabe von
Schmerzmitteln und Antibiotika. Prinzipiell soll ein erka¨lteter Patient zuna¨chst das Bett
hu¨ten und auf Besserung warten. Treten jedoch Kopf- oder Gliederschmerzen, so soll neben
der Bettruhe ein Analgetikum eingenommen werden. Wenn die Erka¨ltung von Fieber be-
gleitet ist, und dieses trotz Einnahme des Analgetikums weiter besteht, sollen Antibiotika
eingenommen werden.
Die Behandlung mit Antibiotika gliedert sich wiederum in drei Teile. Zuna¨chst soll anhand
einer Diagnose festgestellt werden, ob die fieberauslo¨senden Keime resistent gegen klassisches
Penicillin sind. In diesem Fall soll statt des Penicillins ein Breitband-Antibiotikum namens
Amoxicillin gegeben werden. Sind die Keime nicht resistent, so soll Penicillin gegeben werden.
Erkältung
AntibiotikaBettruhe
Amoxicillin PenicillinDiagnose
Analgetikum
Abbildung 6.1: Behandlung einer Erka¨ltung
6.2 Asbru-Plan Datenstruktur (asbru-plan)
Im Folgenden werden die Komponenten eines Asbru-Planes in der Reihenfolge aufgefu¨hrt, in
der sie in der Plandefinition vorkommen:
Typ Der Plantyp bestimmt die Ausfu¨hrungsmodalita¨ten des Planes. Darunter fallen
hauptsa¨chlich der Umgang mit Unterpla¨nen, d.h. in welcher Reihenfolge diese gestartet und
aktiviert werden sollen. Weiterhin kann der Plantyp auch Informationen daru¨ber enthalten,
wie lange ein Plan aktiv bleibt bevor er sich selbst beendet.
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Im Beispiel wird der Plan zur Erka¨ltung verlangen, dass alle Unterpla¨ne gleichzeitig laufen
sollen. Der Unterplan zur Gabe von Penicillin sollte so gestaltet sein, dass nur einer der Pla¨ne
jeweils gleichzeitig ausgefu¨hrt werden soll.
Planliste Die Planliste definiert die Liste aller Unterpla¨ne eines Plans. In der Regel werden
nach der Aktivierung eines Plans wenigstens einige Pla¨ne aus dessen Planliste gestartet. Die
genaue Anzahl der zu startenden Pla¨ne kann nur zur Laufzeit ermittelt werden, da a¨ußere
Faktoren diese beeinflussen. Der Ausfu¨hrungsmodus der Pla¨ne aus der Liste, also ob die Un-
terpla¨ne gleichzeitig oder nacheinander ausgefu¨hrt und aktiviert werden, ha¨ngt vom Plantyp
ab.
Im Beispiel entha¨lt die Unterplanliste des Plans Erka¨ltung die Plannamen Bettruhe,
Analgetikum sowie Antibiotika,
Bedingungen Bedingungen geben an, wie die Planausfu¨hrung an bestimmten, neuralgischen
Punkten fortgesetzt werden soll. Allgemein ko¨nnen Bedingungen zur Folge haben, dass die
Ausfu¨hrung des Plans verzo¨gert wird, wenn der Plan auf einen bestimmten Zustand des
Patienten warten soll. Ebenso ko¨nnen Bedingungen zum Abbruch eines Plans fu¨hren und
dazu, dass der Plan selbst in den Zustand erfolgreicher Beendigung setzen kann. Die Auswer-
tung von Bedingungen erfolgt teilweise nur u¨ber Zustandshistorien geschehen. Dies ist der
Fall, wenn eine Bedingung so formuliert wird, dass die Auswertung vergangene Zeitpunkte
umfasst. In diesem Fall wird die Auswertung eine Bedingung so oft wiederholt, bis die Be-
dingung entweder erfu¨llt ist, oder nachweisbar ist, dass sie auch in der Zukunft nicht mehr
erfu¨llt werden kann.
Im Erka¨ltungsbeispiel kommen verschiedene Bedingungen zum Einsatz. Im Fall des Anti-
biotika Plans soll anhand der Resistenz der Keime entschieden werden, welche Behandlung
gestartet wird und die Antibiotika-Behandlung selbst soll nur angewendet werden, wenn Fie-
ber mindestens drei Tage lang andauert.
Wartebedingung Zur Beendigung eines Plans ko¨nnen neben Bedingungen an den Zustand
des Patienten auch Bedingungen an den Zustand der Unterpla¨ne formuliert werden. Dazu
dient die Wartebedingung. Diese spezifiziert Mengen von Unterpla¨nen, die erfolgreich abge-
schlossen werden mu¨ssen, damit ein Plan sich selbst erfolgreich beenden darf. Gegebenenfalls
verlangt die Wartebedingung den Start weiterer Unterpla¨ne, bevor sie einen Abschluss des
Plans zula¨sst.
Im Beispiel sollte die Wartebedingung so formuliert sein, dass der Plan zur Gabe von
Antibiotika auf keinen Fall abgebrochen werden darf. Andernfalls ko¨nnten durch den Abbruch
der Behandlung resistente Keime entstehen.
Marker Zwei boolesche Marker geben weitere Informationen daru¨ber, wie der Plan mit
Unterpla¨nen umgeht. Ein Marker gibt Auskunft, ob Unterpla¨ne eines Plans neu gestartet
werden sollen, wenn diese abgebrochen wurden. Der andere Marker definiert das Verhalten
im Terminierungsfall und spezifiziert, ob der Plan vor seiner Terminierung auf die Beendi-
gung bereits aktiver Unterpla¨nen warten muss. Der Unterschied zur Wartebedingung ist, dass
hier lediglich bereits laufende Pla¨ne beendet werden mu¨ssen, um die Bedingung zu erfu¨llen.
Im Fall der Wartebedingung kann es erforderlich sein, weitere Pla¨ne zu starten, bevor die
Wartebedingung erfu¨llt werden kann.
Die vorgestellten Komponenten werden in der Datenstruktur asbru-plan gespeichert. Die-
se ist wie folgt definiert:
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6.2 Asbru-Plan Datenstruktur (asbru-plan)
asbru-plan plan ::= mk-asbru-plan( plan-type,//Plantyp
plan-list, //Liste der Unterpla¨ne
asbru-condition,//Filter-Bedingung
asbru-condition,//Setup-Bedingung
asbru-condition,//Suspend-Bedingung
asbru-condition,//Reactivate-Bedingung
asbru-condition,//Abort-Bedingung
asbru-condition,//Complete-Bedingung
bool,//wait-for optional Marker
bool,//retry-aborted Marker
wait-for//Wartebedingung);
Dabei definiert der Datentyp plan-type den Plantypen. Der Datentyp wird in
Abschnitt 6.3 eingefu¨hrt und genauer beschrieben. plan-list ist die Liste der Unterpla¨ne,
die in Abschnitt 6.5 beschrieben wird. Die sechs asbru-condition beschreiben nacheinander
die filter-, setup-, suspend-, reactivate-, abort- und complete-Bedingungen. Dabei
beschreiben die filter- und die setup-Bedingungen Voraussetzungen, unter denen der Plan
anwendbar ist, die suspend- und die reactivate-Bedingungen beschreiben Situationen, in
denen die Ausfu¨hrung des Plans tempora¨r unterbrochen oder wieder aufgenommen werden
soll und die abort- sowie die complete-Bedingungen beschreiben Zusta¨nde, in denen der
Plan terminieren soll und unterscheiden dabei zwischen dem Abbruch eines Plans und
der erfolgreichen Beendigung. Die beiden bool beschreiben die Marker, die entscheiden,
ob abgebrochene Unterpla¨ne neu gestartet werden sollen und ob auf bereits gestartete
Unterpla¨ne gewartet wird, wenn der Plan ansonsten erfolgreich beendet werden ko¨nnte.
Sei plan ein asbru-plan mit nachstehender Definition:
plan = mk-asbru-plan( ptype,PL,
acond1,acond2,acond3,
acond4,acond5,acond6,
bv1,bv2,wf);
dann sind nachstehende postfix Selektoren definiert:
..type : asbru-plan 7→ plan-type
..subplans : asbru-plan 7→ plan-list
..filter : asbru-plan 7→ asbru-condition
..setup : asbru-plan 7→ asbru-condition
..suspend : asbru-plan 7→ asbru-condition
..reactivate : asbru-plan 7→ asbru-condition
..abort : asbru-plan 7→ asbru-condition
..complete : asbru-plan 7→ asbru-condition
..wait-for-optional : asbru-plan 7→ bool
..retry-aborted : asbru-plan 7→ bool
..wait-for : asbru-plan 7→ wait-for
Diese dienen der Selektion der einzelnen Daten aus einem asbru-plan und werden im
Folgenden verwendet. Mit der oben definierten Datenstruktur plan vom Typ asbru-plan
soll nun die Semantik der Selektoren definiert werden, indem das Ergebnis der Anwendung
der Selektoren auf diese Datenstruktur angegeben wird.
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plan.type = ptype
plan.subplans = PL
plan.filter = acond1
plan.setup = acond2
plan.suspend = acond3
plan.reactivate = acond4
plan.abort = acond5
plan.complete = acond6
plan.wait-for-optional = bv1
plan.retry-aborted = bv2
plan.wait-for = wf
Um Asbru-Pla¨ne ihrer jeweiligen Definition zuordnen zu ko¨nnen, wird eine partiell de-
finierte Funktion asbru verwendet. Diese ordnet Plannamen vom Typ plan-name, die in
Abschnitt 6.6 beschrieben werden, den jeweiligen Plandefinitionen zu.
Fu¨r jede Fallstudie mu¨ssen diejenigen Stellen der asbru Funktion spezifiziert werden, die
auf Pla¨ne verweisen, die in der jeweiligen Fallstudie vorkommen.
asbru : plan-name 7→ asbru-plan
6.3 Die Plantypen Datenstruktur (plan-type)
Im Allgemeinen hat ein Asbru Plan einen oder mehrere Unterpla¨ne. Diese Unterpla¨ne mu¨ssen
vom kontrollierenden Plan u¨ber Signale gesteuert werden. Es muss dazu fu¨r jeden Plan festge-
legt werden, wie die Unterpla¨ne genau gesteuert werden, beispielsweise, ob alle Pla¨ne gleich-
zeitig oder einzeln nacheinander gestartet werden sollen. Um diese Festlegung zu treffen, ist
fu¨r jeden Plan ein sogenannter Plantyp (plan-type) spezifiziert. Dieser Plantyp bestimmt
den Ausfu¨hrungsmodus der Unterpla¨ne eines Plans. Festgelegt wird durch den Plantyp, wann
die Unterpla¨ne eines Plans gestartet werden wann sie aktiviert werden sollen. Einzelne Plan-
typen existieren dabei fu¨r die sequentielle Ausfu¨hrung aller Unterpla¨ne oder die gleichzeitige
Ausfu¨hrung.
plan-type ptype ::=
”
sequential“
|
”
anyorder“
|
”
parallel“
|
”
unordered“
| ifThenElse
|
”
onabort“
| cyclical
|
”
user“
| ask
Die wichtigsten Plantypen sind sequential, anyorder, parallel und unordered.
Von diesen Pla¨nen sind sequential und anyorder sequentiell, was bedeutet, dass maxi-
mal einer der Unterpla¨ne gleichzeitig in der Execution-Phase sein kann. Ein sequential
kontrollierter Plan startet seine Unterpla¨ne in der durch die Unterplanliste angegebene Rei-
henfolge (=deterministisch), wa¨hrend ein anyorder Plan jeweils einen zufa¨llig ausgewa¨hlten
Unterplan aktiviert (=indeterministisch). parallel und unordered kontrollierte Pla¨ne
starten jeweils alle Unterpla¨ne auf einmal, wobei parallel die Unterpla¨ne an definierten
Punkten synchronisiert, wa¨hrend unordered keinen weiteren Synchronisierungspunkt der
Unterpla¨ne festlegt.
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Die ifThenElse, onabort, und cyclical Plankontrolltypen beschreiben die Kontrolle
von einem bzw. zwei Unterpla¨nen. Dabei entscheidet der ifThenElse Kontrolltyp, dessen
Syntax in Abschnitt 6.3.1 dargestellt wird, anhand des aktuellen Zustands, welchen der bei-
den Unterpla¨ne er ausfu¨hrt. Der onabort Kontrolltyp hingegen definiert zwei Unterpla¨ne,
wobei der zweite gestartet wird, wenn der erste Unterplan seine Auswertung abbrechen muss.
Der cyclical Kontrolltyp hingegen kennt nur einen Unterplan, der wiederholt ausgefu¨hrt
wird, bis eine festgeschriebene Anzahl von Durchla¨ufen erreicht wird. Seine Syntax wird in
Abschnitt 6.3.3 beschrieben.
Spezialtypen sind user sowie ask kontrollierte Pla¨ne. Diese haben keine Unterpla¨ne und
stellen somit die Endpunkte der Asbru Hierarchie dar. Dabei symbolisieren user kontrol-
lierte Pla¨ne die Anwendung medizinischer Eingriffe, sind also als Signal an die Umgebung zu
verstehen medizinische Behandlungen durchzufu¨hren. Umgekehrt sind ask Pla¨ne ebenso ein
Signal an die Umgebung, allerdings um Messungen durchzufu¨hren, die fu¨r den weiteren Ab-
lauf des Behandlungsplanes notwendig sind. Da diese Plantypen fu¨r Signale an die Umgebung
stehen, kontrollieren sie keine Unterpla¨ne.
Im Beispiel kommen mehrere Plantypen vor. Beispielsweise ist der Diagnose-Plan ein ask
Plan, da er Daten vom Arzt erfragt und dem System bereitstellt. Bettruhe ist hingegen ein
user-Plan, da er eine atomare Behandlung beschreibt. Erka¨ltung soll die Behandlungs-
pla¨ne unabha¨ngig voneinander starten. Daher handelt es sich hierbei um einen unordered
kontrollierten Plan. Der Antibiotika-Plan soll nur genau einen Plan gleichzeitig starten,
jedoch in beliebiger Reihenfolge. Daher ist dieser Plan anyorder-kontrolliert.
6.3.1 Entscheidungs-Plantyp (ifThenElse)
Die Handlungen des ifThenElse Kontrolltyps sind abha¨ngig von einem Konditional,
das als Teil der Datenstruktur des Kontrolltypen spezifiziert wird. Daher ist der Plantyp
ifThenElse in dieser Grammatik kein Terminalsymbol, sondern beschreibt selbst wieder
eine Datenstruktur, die das Konditional mitfu¨hrt, anhand dessen entschieden wird, welcher
Unterplan ausgefu¨hrt wird.
ifThenElseite ::= mk-ite(conditional)
Der hierbei verwendet Datentyp conditional wird in Abschnitt 6.9 vorgestellt. Er ent-
spricht einer Bedingung, die an den aktuellen Zustand gestellt wird. Ein Beispiel fu¨r eine
solche Bedingung ist die Frage, ob der Patient gegenwa¨rtig an Fieber leidet.
Um die Bedingung der ifThenElse Kontrolle zu selektieren, existiert eine Funktion, die
die Bedingung aus dem Datentyp extrahiert. Diese hat nachstehende Syntax:
.conditional : ifThenElse 7→ conditional
Die Semantik dieser Funktion wird mit nachstehender Gleichung festgelegt.
mk-ite(cond).conditional = cond
Ein ifThenElse kontrollierter Plan hat einen oder zwei Unterpla¨ne. Bei der Ausfu¨hrung
des Planes wird nach der Aktivierung des Plans einmalig u¨berpru¨ft, ob das Konditional
wahr ist oder nicht. Im ersten Fall wird der erste Unterplan gestartet. Ist das Konditional
nicht wahr, so wird der zweite Unterplan gestartet, sofern er existiert. Hat ein ifThenElse
kontrollierter Plan nur einen Unterplan und das Konditional ist bei der Auswertung nicht
wahr, so beendet der Plan seine Ausfu¨hrung.
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6.3.2 Dateneingabe-Plantyp (ask)
Ein ask kontrollierter Plan stellt ein Signal an die Umgebung dar. Dieses Signal bedeutet,
dass das System Daten anfordert. Das Asbru-System ist dabei als eine Art von Software zu
verstehen, die den Arzt bei seinen Handlungen unterstu¨tzt und anleitet. Diese Unterstu¨tzung
beschra¨nkt sich auf die Auswertung von Bedingungen sowie Anweisungen, wie der Arzt zu
verfahren hat. Das System kann nicht direkt mit dem Patienten interagieren. Somit obliegt
auch die Entnahme von Blut oder das Messen eines Pulses dem Arzt, der mittels ask Pla¨nen
auf fehlende Werte aufmerksam gemacht werden soll.
Ein ask kontrollierter Plan muss dazu spezifizieren, welchen Wert das System vom Arzt
erfragt. Zu diesem Zweck wird der Kontrolltyp parametrisiert. Der Parameter ist eine Zei-
chenkette, die den einzulesenden Wert beschreiben muss.
askaskObj ::= mk-ask(string)
Dabei wird die Zeichenkette, die den einzulesenden Parameter beschreibt mittels einer
Funktion selektiert:
.paramName : ask 7→ string
mk-ask(SK).paramName = SK
6.3.3 Zyklischer-Plantyp (cyclical)
Ein zyklischer Plankontrolltyp hat genau einen Unterplan. Dieser wird wiederholt ausgefu¨hrt,
bis eine im Datentyp spezifizierte Anzahl erfolgreicher Beendigungen dieses Unterplans er-
reicht wird. Ist dies der Fall, wird der u¨bergeordnete Plan beendet.
In der Spezifikation dieses Plantyps werden mehrere Parameter angegeben. Diese geben
ein Startintervall an, in dem der Unterplan gestartet werden kann. Damit spa¨tere Iterationen
der Ausfu¨hrung des Unterplans mo¨glich sind, wird eine Wiederholfrequenz angegeben, die
dieses Startintervall verschiebt. Soll beispielsweise eine Chemotherapie am jeweils ersten eines
Quartals stattfinden, so wird das Startintervall so festgelegt, dass es am 1.1. um 8 Uhr morgens
beginnt und um 16 Uhr endet. Die Frequenz wird in diesem Fall drei Monate festgelegt.
Um diese Spezifikation technisch mo¨glich zu machen, wird der cyclical Kontrolltyp mit
vier Werten parametrisiert. Ein Parameter beschreibt das eigentliche Startintervall, wozu
eine Wert vom Typ abstract-time-annotation verwendet wird. Ein ganzzahliger Parameter
gibt die Wiederholfrequenz an und eine natu¨rliche Zahl speichert die Zahl der notwendigen
Wiederholungen. Zusa¨tzlich wird aus technischen Gru¨nden noch ein Parameter angegeben,
der das Startintervall sowie alle Wiederholungen desselben um einen fixen Zeitwert verschiebt.
Diese Datentypen werden in einer Datenstruktur vom Typ cyclical gespeichert, deren
Syntax wie nachfolgend spezifiziert ist:
cyclicalcyclicalObj ::= mk-cyc(abstract-time-annotation, int,nat, int)
Es werden Selektoren definiert, um die jeweiligen Werte aus dem cyclical Objekt zu
selektieren. Deren Syntax wie folgt festgelegt:
.ata : cyclical 7→ abstract-time-annotation
.offset : cyclical 7→ int
.frequncy : cyclical 7→ nat
.rounds : cyclical 7→ int
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6.4 Abstrakte Zeit-Annotationen (abstract-time-annotation)
Um die Semantik dieser Selektoren zu definieren, werden nachstehende Semantik Definitio-
nen verwendet. Dazu sei cyclicalObj ein Objekt vom Typ cyclical mit cyclicalObj
= mk-cyc(ata, i1, n, i2) dann gilt:
cyclicalObj.ata = ata
cyclicalObj.offset = i1
cyclicalObj.frequncy = n
cyclicalObj.rounds = i2
Das Beispiel kann erweitert werden, so dass es einen zyklischen Plan entha¨lt. Die Mo-
dellierung der Gabe der beiden Antibiotika kann dahingehend erweitert werden, dass statt
einem user-kontrollierten Plan ein cyclical-kontrollierter Plan verwendet wird. Dieser
spezifiziert dann, dass u¨ber einen Zeitraum von zehn Tagen alle acht Stunden eine Tablette
Amoxicillin bzw. alle zwo¨lf Stunden eine Tablette Penicillin genommen werden muss.
6.4 Abstrakte Zeit-Annotationen (abstract-time-annotation)
Eine abstrakte Zeit-Annotation (abstract-time-annotation) ist ein Datentyp zur
Formalisierung zeitlicher Aspekte. Der Datentyp speichert einen Anfangszeitraum,
einen Endzeitraum sowie ein Intervall, das alle zugelassenen La¨ngen beschreibt. Eine
abstract-time-annotation spezifiziert damit Mengen von Intervallen. Alle Intervalle
dieser Menge haben Anfangspunkte, Endpunkte und La¨ngen, die der Spezifikation durch
die abstract-time-annotation entsprechen mu¨ssen. Um maximale Flexibilita¨t bei der
Spezifikation zu erreichen wird ein Referenzzeitpunkt in der abstract-time-annotation
angegeben, zu dem die Start- und Endzeitra¨ume relativ angegeben sind.
Dieser Referenzzeitpunkt darf in Form einer abstrakten Uhrzeit angegeben sein und kann
somit nicht nur absolute Zeiten speichern, sondern auch Planzustandswechsel anderer Pla¨ne
beschreiben sowie angeben, dass die Zeit-Annotation relativ zum aktuellen Zeitpunkt sein
soll.
Eine abstrakte Zeit-Annotation kann beispielsweise eingesetzt werden, um Therapieerfolg
zu u¨berwachen. Dieser ko¨nnte beispielsweise angegeben sein, als eine Senkung von Fieber fu¨r
mindestens zwo¨lf Stunden beginnend drei bis vier Stunden nach einer Medikamentengabe.
Der Referenzzeitpunkt ist in diesem Beispiel der Moment der Medikamentengabe und gesucht
sind alle Intervalle, die drei bis vier Stunden nach diesem Referenzzeitpunkt beginnen und
mindestens zwo¨lf Stunden andauern.
Um solche Spezifikationen zu ermo¨glichen sind abstrakte Zeit-Annotationen als sieben-
Tupel spezifiziert. Die beiden ersten spezifizierten Werte geben das relative Startintervall an,
also in welchem Zeitraum die gesuchten Intervalle beginnen mu¨ssen. Die na¨chsten beiden
Werte spezifizieren das Endintervall und das dritte Wertepaar spezifiziert die La¨nge. Der
letzte Wert gib den Referenzpunkt an.
Einen Sonderfall der abstrakten Zeit-Annotationen bilden die now ata-Zeit-Annotationen.
Diese sind quasi Auswertungsneutral, was bedeutet, dass eine now ata praktisch den ak-
tuellen Zeitpunkt isoliert betrachtet. Dies wird relevant, wenn Zeit-Annotationen als Teil
von Bedingungen betrachtet werden und die Semantik der Bedingungen festgelegt wird. Die
now ata-Zeit-Annotationen werden immer dann verwendet, wenn ein Plan beliebig lange auf
ein Ereignis warten soll. Zum Beispiel ko¨nnte ein Plan zur automatischen Defilibration bei
Kammerflimmern so modelliert sein, dass seine setup-Bedingung fordert, dass Kammerflim-
mern vorliegt und dies mit einer now ata verknu¨pft wird.
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abstract-time-annotationata ::= mk-ta( int-bottom, int-bottom,
int-bottom, int-bottom,
int, int-bottom,
abstract-asbru-clock)
| now ata
Um mit abstrakten Zeit-Annotationen arbeiten zu ko¨nnen, werden einige Selektoren fu¨r
die Komponenten der abstract-time-annotations definiert. Diese werden hier aufgefu¨hrt.
Die Selektoren haben dabei selbsterkla¨rende, jedoch abgeku¨rzte Namen. Das Ku¨rzel
”
ess“
steht fu¨r den
”
earliest starting shift“, also den fru¨hesten relativen Startzeitpunkt. Dessen
Gegenstu¨ck ist der
”
lss“ (latest starting shift), der spa¨teste relativen Startzeitpunkt. Ana-
log dazu sind
”
efs“ und
”
lfs“ als fru¨hste bzw. spa¨teste relative Endzeitpunkte benannt. Die
Abku¨rzungen
”
minDu“ und
”
maxDu“ stehen fu¨r die
”
minimum duration“ und
”
maximum
duration“. Zuletzt steht der
”
refPoint“ fu¨r den
”
reference point“, der den Referenzzeitpunkt
angibt.
.ess : abstract-time-annotation 7→ int-bottom
.lss : abstract-time-annotation 7→ int-bottom
.efs : abstract-time-annotation 7→ int-bottom
.lfs : abstract-time-annotation 7→ int-bottom
.minDu : abstract-time-annotation 7→ int
.maxDu : abstract-time-annotation 7→ int-bottom
.refPoint : abstract-time-annotation 7→ abstract-asbru-clock
Gegeben sei eine abstract-time-annotation ata mit ata = (bi1, bi2, bi3, bi4, i, bi5,
aac). Die Semantik der oben aufgefu¨hrten Selektoren wird durch nachstehende Gleichungen
definiert:
ata.ess = bi1
ata.lss = bi2
ata.efs = bi3
ata.lfs = bi4
ata.minDu = i
ata.maxDu = bi5
ata.refPoint = aac
Abstrakte Zeit-Annotationen werden im Beispiel verwendet, um Planabha¨ngigkeiten zu
modellieren. Beispielsweise darf der Amoxicillin-Plan nur gestartet werden, wenn die
Diagnose abgeschlossen wurde und feststeht, dass die Keime resistent gegen Penicillin sind.
Auch darf der Antibiotika-Plan selbst nur gestartet werden, wenn Fieber fu¨r mindestens
drei Tage nachgewiesen werden kann. Auch dies wird mittels abstrakter Zeit-Annotationen
modelliert.
6.5 Unterplanlisten (plan-list)
Die Planliste dient in Asbru dazu, die Menge und Reihenfolge der Unterpla¨ne eines Planes zu
beschreiben. Die Reihenfolge der Unterpla¨ne ist beispielsweise fu¨r die sequential Kontrolle
relevant, die diese auswertet. Andere Plankontrolltypen, wie etwa anyorder beru¨cksichtigen
die Reihenfolge nicht, sondern beachten nur die Menge der angegebenen Pla¨ne. Die Planlisten
sind bei wohlgeformten Asbru-Pla¨nen duplikatfrei. Die in Abschnitt 9.2 und 9.3 angegebenen
Regeln zur Ausfu¨hrung von Asbru stellen die Semantik von Asbru-Planhierarchien nur dann
korrekt dar, wenn die Unterplanlisten duplikatfrei sind.
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6.6 Plannamen (plan-name)
plan-list PL ::=
”
[]“
| plan-name+ plan-list
Fu¨r die Listen existieren Selektoren, um die einzelnen Plannamen der Listen selektieren zu
ko¨nnen. Standardfunktionen fu¨r Listen .first und .rest werden definiert, die den Zugriff auf
das erste Listenelement bzw. den Listenrest erlauben. Syntax und Semantik dieser Selektoren
ist nachstehend definiert:
.first : plan-list 7→ plan-name
.rest : plan-list 7→ plan-list
(SK+PL).first = SK
(SK+PL).rest = PL
6.6 Plannamen (plan-name)
Der Planname plan-name steht fu¨r die unterschiedlichen Namen der Pla¨ne. Da die Planna-
men mittels der asbru Funktion auf Plandefinitionen abgebildet werden, du¨rfen unterschied-
liche Pla¨ne in der gleichen Fallstudie nicht gleich benannt sein.
plan-name SK
6.7 Asbru-Bedingungen (asbru-condition)
Eine asbru-condition umfasst eine Bedingung (condition), die in Abschnitt 6.8 vorgestellt
wird, sowie Mo¨glichkeiten fu¨r die Benutzerinteraktion. Eine medizinische Bedingung im Sinne
einer condition beschreibt einen bestimmten Zustand, beispielsweise einen Patienten, der
seit mehr als drei Tagen mittleres Fieber hat. Das medizinische Personal soll manchmal in
der Lage sein, bestimmte Bedingungen zu u¨bersteuern. Damit ko¨nnte ein Bedingung mit
Zustimmung des Arztes als wahr ausgewertet werden, obwohl das Kriterium nicht erfu¨llt
ist. Umgekehrt sollen auch erfu¨llte Bedingungen bis zu einer Zustimmung des medizinischen
Personals blockiert werden ko¨nnen.
Um dies zu erreichen, existieren in dem asbru-condition Datentyp zwei Marker. Einer
dieser Marker legt fest, ob es prinzipiell mo¨glich ist, die Auswertung der Bedingung zu u¨ber-
steuern. Der andere Marker bestimmt, ob ein verzo¨gern der Bedingung erlaubt ist. Damit hat
der Datentyp die nachstehende Form:
asbru-condition acond ::= mk-acond(condition,bool,bool)
Um die einzelnen Konstrukte des Datentyps selektieren zu ko¨nnen, sind folgende Funktio-
nen definiert:
..condition : asbru-condition 7→ condition
..confirm : asbru-condition 7→ bool
..override : asbru-condition 7→ bool
Sei acond eine asbru-condition mit acond = mk-acond(cond,bv1,bv2), wobei bv1
und bv2 boolesche Marker sind. Die Semantik der Selektoren wird damit durch nachstehende
Gleichungen definiert:
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acond .condition = cond
acond .confirm = bv1
acond .override = bv2
Dabei selektiert der Term acond .confirm den Marker, der festlegt, ob eine manuel-
le Besta¨tigung des Arztes vorliegen muss, also ob die Bedingung verzo¨gerbar ist. acond
.override bestimmt, ob die Bedingung u¨bersteuert werden kann, die Bedingung also mit
entsprechender Besta¨tigung des Arztes immer zu wahr auswerten kann.
Im Beispiel wird der Start der Antibiotika-Plan durch eine Asbru-Bedingung in seinem
Startverhalten beeinflusst. Der Plan soll nur starten, wenn fu¨r mindestens drei Tage Fieber
nachgewiesen werden kann oder, wenn der Arzt die Erka¨ltung als so schlimm ansieht, dass
sofort Antibiotika gegeben werden mu¨ssen. Dies kann der Fall sein, wenn der Patient die
Erka¨ltung verschleppt hat und in sehr schlechtem Zustand den Arzt aufsucht. Um dies zu
modellieren wird der Marker zur U¨bersteuerung der Bedingung verwendet.
6.8 Bedingungen (condition)
Eine Bedingung (condition) beschreibt eine medizinische Bedingung, beispielsweise
Blutdruck von ho¨chstens 120 mm/hg. Manchmal muss eine Bedingung auch an zeitliche
Aspekte geknu¨pft sein, etwa wenn niedriger Blutdruck fu¨r einen Mindestzeitraum wahr
sein muss. Um dies spezifizieren zu ko¨nnen, bestehen Bedingungen aus einem Konditional
(conditional, siehe 6.9), das die eigentliche Bedingung spezifiziert. Optional kann dazu eine
abstract-time-annotation angegeben werden. Dieser Datentyp bietet eine Mo¨glichkeit,
Bedingungen an die Zeit zu formulieren. Ist eine abstract-time-annotation angegeben,
so wird das Konditional der Bedingung nicht u¨ber dem aktuellen Zustand ausgewertet,
sondern u¨ber dem von der abstract-time-annotation vorgegebenem Intervall. Mehrere
Bedingungen ko¨nnen durch logische Kombination mittels
”
und“ und
”
oder“ verknu¨pft
werden.
condition cond ::= mk-cond(conditional)
| mk-cond(conditional,abstract-time-annotation)
| condition and condition
| condition or condition
Die Semantik von Bedingungen wird durch die Pra¨dikate satisfied und satisfiable defi-
niert. Bedingungen ko¨nnen so definiert sein, dass sie nicht u¨ber punktuelle Zusta¨nde sondern
u¨ber Zeitra¨ume auswerten. Damit entsteht die Mo¨glichkeit, dass eine Auswertung einer Be-
dingung noch nicht mo¨glich ist, da die Bedingung u¨ber einem Zeitraum ausgewertet werden
soll, der noch in der Zukunft liegt. Soll beispielsweise vier Stunden nach Behandlungsbeginn
eine Besserung eintreten, kann dies zwei Stunden nach Behandlungsbeginn noch nicht ausge-
wertet werden. Das Pra¨dikat satisfied berechnet, ob eine Bedingung erfu¨llt ist, das Pra¨dikat
satisfiable berechnet, ob eine Mo¨glichkeit besteht, die Bedingung in der Zukunft zu erfu¨llen.
6.9 Konditional (conditional)
Ein conditional formalisiert eine einzelne Bedingung, die von zeitlichen Aspekten entkoppelt
ist. Ein Beispiel dafu¨r ist die Spezifikation, dass der Patient Fieber hat, das nicht ho¨her als
39 Grad Celsius sein soll.
conditional cond
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6.10 Der Zahlentyp int-bottom (int-bottom)
Asbru erlaubt zeitliche Aspekte in der abstract-time-annotation undefiniert zu lassen. Bei-
spielsweise kann in einer abstrakten Zeit-Annotation das Ende des Ereignisses unspezifiziert
gelassen werden, solange nur eine bestimmte Dauer eingehalten wird. Um diese Anforderung
effizient umzusetzen, wird eine Erweiterung der ganzen Zahlen spezifiziert, die neben den
konkreten Zahlenwerten auch das Element
”
⊥“ entha¨lt.
int-bottom bi ::= int
|
”
⊥“
Auf den int-bottom werden die nachstehenden Rechenfunktionen definiert:
.+ . : int-bottom × int-bottom 7→ int-bottom;
.− . : int-bottom × int-bottom 7→ int-bottom;
. ∗ . : nat × int-bottom 7→ int-bottom;
. < . : int-bottom × int-bottom 7→ bool;
. > . : int-bottom × int-bottom 7→ bool;
. ≤ . : int-bottom × int-bottom 7→ bool;
. ≥ . : int-bottom × int-bottom 7→ bool;
Die Semantik dieser Funktionen wird zuru¨ckgefu¨hrt auf die Standardsemantik der ganzen
Zahlen, soweit dies mo¨glich ist. Fu¨r die Addition, Subtraktion und Multiplikation in Verbin-
dung mit dem ⊥ Element gelten nachstehende Definitionen:
⊥ + bi = ⊥;
bi +⊥ = ⊥;
⊥ − bi = ⊥;
bi −⊥ = ⊥;
⊥ ∗ bi = ⊥;
bi ∗ ⊥ = ⊥;
Die Semantik der Vergleichsoperatoren ist undefiniert, sobald ⊥ Elemente beteiligt sind.
6.11 Abstrakte Referenzpunkte (abstract-asbru-clock)
Eine abstrakte Uhr (abstract-asbru-clock) beschreibt ein Konzept, das es erlaubt, Planzu-
standsu¨berga¨nge zu referenzieren. Damit ist es mo¨glich, statisch den Zeitpunkt eines Ereignis-
ses zu spezifizieren, der erst zur Laufzeit bekannt wird. Die abstrakte Uhr erlaubt dazu, neben
der Angabe einer absoluten Uhrzeit, die Konstrukte enter und leave zu verwenden. Diese
Konstrukte sind parametrisiert und erhalten als Parameter einen Plannamen plan-name
sowie einen Planzustand plan-state.
Ein enter Konstrukt steht fu¨r den Zeitpunkt, zu dem der angegebene Plan in den angege-
benen Planzustand wechselt. Umgekehrt beschreibt das leave Konstrukt den Zeitpunkt, zu
dem der spezifizierte Planzustand verlassen wurde. Ein letztes Konstrukt *now* beschreibt
den jeweils aktuellen Zeitpunkt. Bei der Auswertung wird dieser durch die aktuelle Uhrzeit
ersetzt werden.
abstract-asbru-clock aac ::= int-bottom
| enter(instance-name,plan-state)
| leave(instance-name,plan-state)
| *now*;
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SK
SK1 SK2
SK1.2SK1.1
SK1.2.1 SK1.2.2
Abbildung 6.2: Notwendigkeit von Planinstanzen
6.12 Planinstanznamen (instance-name)
Asbru Planhierarchien, die in dieser Arbeit betrachtet werden, lassen sich als zyklenfreie Gra-
phen darstellen, deren Knoten die einzelnen Pla¨ne, und deren Kanten die Plan/Unterplan
Beziehungen darstellen. Es kann vorkommen, dass ein Plan von mehreren u¨bergeordneten
Pla¨nen gestartet wird. Dies wird in Abbildung 6.2 dargestellt. Dies kann mehrere Probleme
verursachen. Angenommen der Plan mit dem Plannamen SK1 startet den Unterplan SK1.2
zuerst. Dann wird der Plan SK2 mit einer Situation konfrontiert, in der einer seiner Unter-
pla¨ne gestartet wurde, obwohl er dies nicht selbst veranlasst hat. Ein solcher Fall ist jedoch
nicht vorgesehen und das daraus resultierende Verhalten unspezifiziert. Durch diese Randfa¨lle
ist es nicht ausreichend, alleine Plannamen zu betrachten. Im Beispiel ist es notwendig, dass
mehrere Instanzen des Planes SK1.2 unterschieden werden ko¨nnen und jede dieser Instanzen
die Information in sich tra¨gt, von wem sie gestartet wurde. Dadurch wird vermieden, dass
Konflikte durch parallel laufende Instanzen entstehen.
Um dies zu erreichen werden Planinstanznamen eingefu¨hrt. Planinstanznamen speichern
den Plannamen eines Plans. Gleichzeitig wird im Planinstanznamen auch der Plan gespeichert
der fu¨r den Aufruf des Plans verantwortlich ist. Das Beispiel zeigt dabei, dass es dazu nicht
reicht, nur ein Paar von Plannamen zu verwenden. Der Plan SK1.2 beispielsweise kann durch
zwei u¨bergeordnete Pla¨ne aufgerufen werden. Seine Unterpla¨ne brauchen also Informationen
daru¨ber von welcher Planinstanz von SK1.2 aus sie aufgerufen wurden.
Zuna¨chst wird nun der Typ der Instanznamen angegeben, im Anschluss daran werden dann
Funktionen definiert, um mit Planinstanznamen umgehen zu ko¨nnen.
Der Typ der Planinstanznamen wird wie folgt definiert:
instance-name iname
Um einen Planinstanznamen generieren zu ko¨nnen, wird eine Funktion verwendet, die den
Plannamen des Plans sowie den Instanznamen des u¨bergeordneten Plans zu einem neuen
Planinstanznamen umwandelt.
nameGen : plan-name × instance-name 7→ instance-name
Nicht jeder Plan wird von einem anderen Plan aufgerufen. In jeder Fallstudie gibt es einen
obersten Plan, der von niemandem aufgerufen wird. Bei diesem Plan kann der obige Konstruk-
tor fu¨r den Instanznamen nicht verwendet werden. Daher gibt es einen zweiten Konstruktor,
der den Instanznamen eines Plans generiert, der keinen u¨bergeordneten Plan hat:
superGen : plan-name 7→ instance-name
Aus einem Planinstanznamen soll der urspru¨ngliche Planname extrahiert werden ko¨nnen.
Dies ist beispielsweise notwendig um mittels der asbru Funktion auf die Plandefinition zu-
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greifen zu ko¨nnen. Dazu wird die nachstehende Funktion definiert, die Instanznamen auf
Plannamen abbildet:
nameSel : instance-name 7→ plan-name
Der definierte Namensselektor sollte sich
”
vernu¨nftig“ verhalten. Wird beispielsweise mit-
tels der nameGen Funktion ein Instanzname iname fu¨r einen Plan mit dem Namen SK
erzeugt, so sollte die Anwendung von nameSel auf diesen Instanznamen wieder den ur-
spru¨nglichen Plannamen SK zuru¨ckliefern. Weiterhin soll es auch mo¨glich sein, den Namen
eines Planes zu selektieren, der keinen u¨bergeordneten Plan hat. Auch in diesem Fall soll sich
der Selektor
”
vernu¨nftig“ verhalten. Dies wird nachstehend formal als Forderung an diese
Funktionen gefasst:
nameSel(nameGen(SK, iname)) = SK
nameSel(superGen(SK)) = SK
Fu¨r die Ausfu¨hrung eines Plans ist der Zustand des u¨bergeordneten Plans wichtig. Bei-
spielsweise muss sich ein Plan abbrechen, wenn er feststellen kann, dass sein u¨bergeordneter
Plan nicht mehr la¨uft. Um dies feststellen zu ko¨nnen, muss der Plan in der Lage sein, den
Instanznamen des u¨bergeordneten Plans herauszufinden. Dazu wird eine Funktion definiert,
die aus dem Instanznamen eines Plans den Instanznamen des u¨bergeordneten Plans heraus-
selektiert. Diese heißt parSel:
parSel : instance-name 7→ instance-name
Analog zu der nameSel Funktion muss auch fu¨r die parSel Funktion eine Plausibilita¨ts-
bedingung gelten. Wird ein Instanzname aus dem Plannamen SK und dem Instanznamen
des u¨bergeordneten Plans iname erzeugt und auf das Ergebnis dann die parSel Funktion
angewendet, so soll der urspru¨ngliche Instanzname zuru¨ckgeliefert werden. Dies wird formal
durch nachstehende Gleichung gefasst:
parSel(nameGen(SK, iname)) = iname
Im Beispiel ist der Instanzname des Amoxicillin Planes:
nameGen(Amoxicillin, nameGen(Antibiotika, superGen(Erka¨ltung))).
6.13 Planzusta¨nde (plan-state)
Asbru-Pla¨ne folgen einem Zustandsu¨bergangsmodell, das in Abschnitt 3.1 erla¨utert wird. In
diesem Modell werden Asbru-Pla¨ne nach ihrem Start zuna¨chst in eine Selection-Phase
versetzt. In dieser wird die prinzipielle Anwendbarkeit des Plans u¨berpru¨ft. Nach Abschluss
der Evaluierung kann der Plan in die Execution-Phase versetzt werden. Der Plan kann
außerdem terminieren und dabei einen von drei Terminierungszusta¨nden einnehmen.
Alle mo¨glichen Zusta¨nde, die ein Plan erreichen kann, werden vom Datentyp plan-state
zusammengefasst.
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plan-state PS ::= inactive
| considered
| possible
| ready
| rejected
| activated
| suspended
| aborted
| completed
Von diesen Planzusta¨nden beschreibt inactive den Zustand vor Starten des Plans.
considered, possible und ready beschreiben in dieser Reihenfolge die zu durchlau-
fenden Zusta¨nde der Selection-Phase. activated und suspended sind die Zusta¨nde
Execution-Phase und rejected, aborted und completed die Terminierungszusta¨nde.
6.14 Wartebedingungen (wait-for)
Die Wartebedingung beschreibt Mengen von Mengen von Unterpla¨nen, auf die ein Plan war-
ten muss, bevor er seine Ausfu¨hrung erfolgreich beenden darf. Der Plan darf sich beenden,
sobald mindestens aus einer der spezifizierten Mengen alle Pla¨ne beendet wurden.
wait-for wf ::= bwf(plan-name)
|
”
wait-for-none“
| wait-for-n(nat;plan-list)
| wait-for and wait-for
| wait-for or wait-for
| wait-for xor wait-for
| not wait-for;
Ein Basiskonstrukt der Wartebedingungen ist das bwf. Dieses gilt dann als erfu¨llt, wenn
der mittels des Plannamen spezifizierte Unterplan erfolgreich beendet wurde. Das andere
Basiskonstrukt der Wartebedingungen ist das wait-for-none, welches immer erfu¨llt ist.
Am ha¨ufigsten wird das wait-for-n verwendet. Dieses erlaubt eine List von Plannamen
zusammen mit einer Zahl von Pla¨nen anzugeben. Ein solches wait-for-n ist erfu¨llt, wenn aus
der angegebenen Menge von Pla¨nen mindestens soviele erfolgreich beendet wurden, wie von
der angegebenen Zahl gefordert.
Die logische Konjunktion mehrere wait-for mittels and, xor und or entspricht der intui-
tiven Bedeutung der Junktoren. Im Fall des and Junktors mu¨ssen beide beteiligten wait-for
erfu¨llt sein, damit die Kombination erfu¨llt ist. Im Fall des or Junktors reicht es, wenn eines
der wait-for erfu¨llt ist und im Fall von xor muss genau eines erfu¨llt sein.
Besondere Beachtung verdient die Negation von Wartebedingungen. Eine negierte War-
tebedingung gibt an, dass die nicht negierte Wartebedingung gerade nicht erfu¨llt sein darf.
Damit ist es mo¨glich, Pla¨ne zu spezifizieren, deren erfolgreiche Beendigung einen Fehlerzu-
stand anzeigt und dies in die Wartebedingung einzubeziehen. Beispielsweise kann damit ein
Plan spezifiziert werden, der erfolgreich beendet wird, wenn der Patient einen kritisch nied-
rigen Blutdruck hat. In einer negativen Wartebindung eingebunden, wu¨rde eine Beendigung
dieses Plans den Abbruch des u¨bergeordneten Plans auslo¨sen.
Die Semantik deswait-for Konstruktes wird u¨ber Pra¨dikate satisfied und satisfiable spe-
zifiziert. Damit ist es mo¨glich, fru¨hzeitig zu festzustellen, wenn eine Wartebedingung nicht
mehr erfu¨llt werden kann, weil beispielsweise zu viele notwendige Pla¨ne zuru¨ckgewiesen wur-
den. In diesem Fall ist es mo¨glich, sofort mit einem Planabbruch zu reagieren.
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Ein wait-for Konstrukt ist erfu¨llt, wenn alle notwendigen Pla¨ne erfolgreich beendet wur-
den und alle Pla¨ne eines negierten wait-for nicht erfolgreich beendet wurden. Ein wait-for
Konstrukt ist erfu¨llbar, wenn alle notwendigen Pla¨ne noch laufen oder bereits erfolgreich
beendet wurden und alle negierten Pla¨ne noch laufen oder abgebrochen wurden.
Im Beispiel muss sichergestellt werden, dass der Antibiotikum-Plan nicht abgebrochen
werden darf. Das heißt, dieser Plan muss so gestaltet sein, dass, wenn innerhalb einer gewissen
Wartezeit kein Fieber festgestellt wird, der Plan automatisch beendet wird. Der Erka¨ltung-
Plan muss darauf warten, bis der Plan beendet, entweder weil kein Fieber vorliegt oder weil die
Behandlung erfolgreich beendet wurde. Dazu kann in der Wartebedingung des Erka¨ltung-
Plans der Antibiotikum-Plan als notwendiger Plan spezifiziert werden.
69
6 Syntax von Asbru
70
7 Semantik des Zustands von Asbru Systemen
In Kapitel 6 wurde die Syntax von Asbru-Pla¨nen vorgestellt. Diese beschreibt eine Art stati-
scher Sicht auf Asbru-Pla¨ne. Auch wird von der Syntax die Asbru-Planhierarchie beschrieben.
Dieser Begriff beschreibt die hierarchische Ordnung, die sich fu¨r eine Menge zusammengeho¨ri-
ger Pla¨ne aus der Plan-Unterplan Relation heraus ergibt. Ziel dieses Teils der Arbeit ist es,
die Semantik von Asbru zu definieren. Diese wird durch Zustandsu¨berga¨nge beschrieben. Um
die Semantik festlegen zu ko¨nnen, sind mehrere Schritte notwendig. Zuerst wird in diesem
Kapitel der Begriff des Zustands der Asbru-Hierarchie eingefu¨hrt und die Syntax und Se-
mantik dieses Zustands beschrieben. Das darauffolgende Kapitel 8 beschreibt die Semantik
der Auswertung von Asbru Bedingungen. Mit diesen Grundlagen ist es dann mo¨glich, die
Zustandsu¨berga¨nge der Asbru-Pla¨ne formal zu definieren, was in Kapitel 9 getan wird. Diese
Definitionen zusammen erlauben die Ablaufsemantik von Asbru zu definieren. Dies geschieht
in Kapitel 10.
Asbru−Plan
Zustandshistorie
Umgebungssignale
Uhrzeit
Krankenakte
Tick
Planstatus
Abbildung 7.1: Kommunikation in Asbru
In diesem Kapitel wird der Zustand von Asbru beschrieben und die dazu notwendigen
Datenstrukturen definiert. Bevor diese im Einzelnen geschieht, sollen die Datenstrukturen
zuna¨chst in Relation zu einem Plan und seiner Ausfu¨hrung gesetzt werden. Abbildung 7.1
zeigt einen Plan und die Variablen des Zustands, auf die er zugreift. Es gibt sechs verschiedene
Zustandskomponenten, die fu¨r einen Plan bei der Ausfu¨hrung relevant sind. In der Grafik
sind die Eingabevariablen des Plans auf der rechten Seite vom Plan aufgefu¨hrt, die Ein-
/Ausgabevariablen auf der linken Seite. Die verschiedenen Komponenten werden zuna¨chst
kurz beschrieben, um einen U¨berblick zu geben, bevor sie im Anschluss detailliert erla¨utert
werden.
Das Zeitmodell von Asbru besteht aus Mikro- und Makro-Schritten. Mikro-Schritte be-
zeichnen Aktionen der Asbru-Pla¨ne, die so kurz dauern, dass wa¨hrend dieser Aktionen keine
messbare Zeit vergeht. Details dieses Modells und der Uhren in Asbru werden in Abschnitt 7.1
beschrieben. Die Tick Komponente des Zustands dient einem Plan dazu, bekannt zu geben,
ob die von ihm wa¨hrend eines Schritts durchgefu¨hrten Handlungen zu einem Mikro-Schritt
fu¨hren sollen oder nicht. Im Fall, dass der Plan aktive Handlungen ausfu¨hrt, gilt der Schritt
als Mikro-Schritt, wodurch sich die Uhrzeit nicht a¨ndert, andernfalls wa¨chst die Uhrzeit.
Die Uhrzeit des Gesamtsystems wird von den Pla¨nen ausschließlich gelesen. Sie wird von
Asbru-Pla¨nen zur Auswertung von Bedingungen beno¨tigt.
Die Umgebung – also das medizinische Personal – kann die Auswertung von Bedingungen
beeinflussen, in dem sie Umgebungssignale an den Plan sendet. Diese Signale beeinflussen
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zum Einen die Auswertung der Asbru-Bedingungen (Kapitel 6.7), zum Anderen aber auch die
Reihenfolge, in denen die Pla¨ne Aktivierungssignale senden. Diese Signale und die zugeho¨rige
Zustandskomponente werden in Abschnitt 7.2 beschrieben.
Ein Plan macht seine Ausfu¨hrung unter anderem von seinem und dem Planstatus der
u¨bergeordneten Pla¨ne sowie Unterpla¨ne abha¨ngig. Der Planstatus entha¨lt Informationen u¨ber
den Plan, beispielsweise in welchem der Planzusta¨nde (inactive, considered,...) sich der
Plan befindet oder ob das Aktivierungssignal E vorliegt, dass ein Plan fu¨r seinen U¨bergang
vom Zustand ready in den Zustand activated beno¨tigt. Bestimmte Zustandsu¨berga¨nge
eines Plans sind dazu an Bedingungen an den Planzustand u¨bergeordneter Pla¨ne gekoppelt,
beispielsweise, ob der u¨bergeordnete Plan in einem terminierten Zustand ist. Die Details
dieser Zustandskomponente werden in Abschnitt 7.3 beschrieben.
Asbru-Bedingungen, die die Auswertung von Pla¨nen beeinflussen, ko¨nnen mit zeitlichen
Bezu¨gen versehen sein. Damit ist es mo¨glich, dass eine Bedingung nicht nur vom aktuellen
Zustand abha¨ngt (
”
Patient hat Fieber“) sondern auch von vergangenen Zusta¨nden (
”
Pati-
ent hatte fu¨nf Stunden nach Einnahme des Medikaments Fieber“). Diese zeitlichen Bezu¨ge
mu¨ssen ausgewertet werden ko¨nnen (
”
wann war die Einnahme des Medikaments“). Diese
Auswertung wird u¨bersetzt in Planzustandwechsel (
”
Das Medikament wurde gegeben, als
Plan X in den Zustand activated gewechselt hat“). Um diese Planzustandswechsel reale
Uhrzeiten zuordnen zu ko¨nnen, mu¨ssen alle Planzustandswechsel stets protokolliert werden.
Dies wird mittels der Zustandshistorie getan, die in Abschnitt 7.4 beschrieben wird.
Analog dazu, dass vergangene Planzustandswechsel gespeichert werden mu¨ssen, muss auch
der Zustand des Patienten gespeichert werden. Das heißt, es muss eine Art elektronischer
Krankenakte gefu¨hrt werden, die nicht nur den gegenwa¨rtigen sondern auch die Vergangenen
Zusta¨nde des Patienten speichert. Diese wird in Abschnitt 7.5 vorgestellt.
Mit all diesen Komponenten zusammen wird der globale Zustand von Asbru in
Abschnitt 7.6 definiert werden.
7.1 Zeitliche Aspekte in Asbru
Ein Asbru-System beschreibt ein Interaktionssystem. Die Pla¨ne der Asbru-Hierarchie reagie-
ren auf den gegenwa¨rtigen Zustand des Patienten und senden Signale an das medizinische
Personal, welche Interaktionen von diesem durchgefu¨hrt werden sollen. Diese Interaktionen
und die Reaktionen darauf verlangen, dass in die Semantik von Asbru das Konzept der Un-
terscheidung zwischen dem System und einer Umgebung eingebaut wird. Dieses Zeitmodell
soll im Folgenden beschrieben werden.
Das Asbru Zeitmodell unterscheidet zwischen Mikro- und Makro-Schritten. Mikro-Schritte
finden dann statt, wenn die Asbru-Hierarchie interne Berechnungen und Zustandsu¨berga¨nge
durchfu¨hrt. Ein Beispiel dafu¨r ist das Starten eines Unterplans durch einen Plan. Wa¨hrend
eines solchen Mikro-Schritts vergeht keine messbare Zeit. Diese Annahme entspricht der soge-
nannten
”
strong synchronous hypothesis“ [3]. Diese geht davon aus, dass ein Computersystem
beliebig viel schneller agiert als die physische Umgebung. Mit dieser Annahme wird dem Asbru
System erlaubt, beliebig viele interne Schritte zur Berechnung durchzufu¨hren. Pla¨ne ko¨nnen
in ihrer Ausfu¨hrung blockieren. Beispielsweise kann ein Plan im Zustand considered sei-
ne filter-Bedingung auswerten und dabei feststellen, dass der Wahrheitswert dieser Bedin-
gung vom Plan verlangt, auf eine Zustandsa¨nderung zu warten. In diesem Fall ist der Plan
blockiert. Ein u¨bergeordneter Plan kann dadurch ebenfalls blockiert werden, beispielsweise,
wenn er darauf wartet, dass der bereits blockierte Plan seine Ausfu¨hrung beendet. Allge-
mein ist ein Plan immer dann blockiert, wenn alle fu¨r ihn mo¨glichen Transitionen, die seinen
Zustand vera¨ndern, blockiert sind und er auf Eingaben anderer Pla¨ne oder allgemein auf Zu-
standsa¨nderungen wartet. Sind alle Pla¨ne einer Asbru-Hierarchie blockiert, so ist diese stabil.
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Abbildung 7.2: Ununterscheidbare Zustandsabfolgen
Erst wenn die Hierarchie stabil ist, ist es zula¨ssig, dass die Umgebung einen Schritt ausfu¨hrt.
In diesem Fall findet ein Makro-Schritt statt. Wa¨hrend eines Makro-Schritts vergeht Zeit, der
Patientenzustand sowie die Signale an die Planhierarchie ko¨nnen gea¨ndert werden. Jedoch ist
es nicht zula¨ssig, dass wa¨hrend eines Makro-Schritts der Zustand der Asbru-Pla¨ne vera¨ndert
wird.
Nach außen hin vergeht keine Zeit wa¨hrend eines Mikro-Schritts, also beispielsweise
wa¨hrend des Planzustandswechsels eines Plans von possible nach ready. Vergehen
zwischen zwei Makro-Schritten mehrere Mikro-Schritte, so kann ein externer Beobachter
keine zeitliche Reihenfolge zwischen einzelne Planzustandsa¨nderungen bestimmen. Dies soll
anhand eines Beispiels erla¨utert werden, das in Abbildung 7.2 dargestellt ist.
Als Beispiel zur Verdeutlichung dient hier der anyorder kontrollierte Plan Plan mit sei-
nen zwei Unterpla¨nen. Dieser Plan aktiviert unter geeigneten Voraussetzungen nacheinander
seine beiden Unterpla¨ne jedoch in beliebiger Reihenfolge. Das heißt, dass beide in der Abbil-
dung aufgefu¨hrten Abla¨ufe aufgrund dieses Indeterminismus mo¨glich sind. Alle in der Grafik
aufgefu¨hrten Schritte sind Mikro-Schritte, was daran erkennbar ist, dass jeweils mindestens
ein Plan der Hierarchie nicht blockiert ist. Dadurch dass alle Mikro-Schritte unendlich kurz
sind, wird ein externer Beobachter am Ende beider Abla¨ufe jeweils die Information bekom-
men, dass die beiden Unterpla¨ne jeweils unendlich kurz in den Zusta¨nden ready, activated
und aborted waren und in letzterem Zustand auch noch sind. Dadurch werden die beiden
Abla¨ufe fu¨r den externen Beobachter ununterscheidbar. Dies ist gewollt. Da Mikro-Schritte
nicht geza¨hlt werden sollen, reicht zur Erfassung der Zeit ein Makro-Schrittza¨hler als Uhr aus.
Dabei wird in jedem Makro-Schritt fu¨r jeden Plan in einer Liste protokolliert, welche Plan-
zusta¨nde der Plan seit dem letzten Makro-Schritt durchlaufen hat. Diese Daten werden in
der Datenstruktur der Asbru-Zustands-Historie gespeichert, die in Abschnitt 7.4 spezifiziert
wird.
Definition
Die Uhrzeit in Asbru wird gespeichert durch eine ganze Zahl (int) mit der Standardseman-
tik ganzer Zahlen.
Uhrzeiten werden in Asbru ha¨ufig als relative Werte angegeben. Beispielsweise ko¨nnen
Behandlungspla¨ne den Zustand des Patienten vor Behandlungsbeginn abfragen, soweit die-
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ser bekannt ist. Damit ist es nicht mo¨glich, eine natu¨rliche Zahl als Uhrzeit zu verwenden,
weil es damit nicht mo¨glich ist, beliebig weit vor den Planstart in der Vergangenheit Werte
auszulesen.
7.2 Umgebungssignale
Das medizinische Personal kommuniziert mit dem Asbru System mit Hilfe von Signalen,
die dem System gesendet werden. Dabei hat das medizinische Personal zwei grundsa¨tzlich
unterschiedliche Mo¨glichkeiten, das Verhalten des Systems zu beeinflussen. Zum Einen kann
die Auswertung der sechs Asbru-Bedingungen (also filter-Bedingung, setup-Bedingung
usw.) jedes Plans beeinflusst werden. Zum Anderen ko¨nnen anyorder-Pla¨ne in ihrer
Ausfu¨hrung durch Signale beeinflusst werden. Dieser Plankontrolltyp wurde in Abschnitt 6.3
vorgestellt. Er steuert seine Unterpla¨ne prinzipiell zufa¨llig an. Das medizinische Personal hat
eine Mo¨glichkeit, mittels Signalen diesen Indeterminismus zu u¨bersteuern. Dadurch aktiviert
ein anyorder kontrollierter Plan nicht einen beliebigen Unterplan sondern genau den vom
medizinischen Personal angegebenen.
Im Asbru Zustand werden alle Signale, die die Umgebung dem System senden kann, in
einer Variablen gebu¨ndelt. Diese Variable ist eine pra¨dikatenlogisch spezifizierte dynami-
sche Funktion, die Planinstanznamen abbildet auf Sammlungen dieser Signale. Diese Signal-
Sammlungen werden im Folgenden spezifiziert werden.
Jede der sechs Bedingungen eines Asbru Plans kann auf zwei verschiedene Arten vom me-
dizinischen Personal in ihrer Auswertung beeinflusst werden. Zum Einen kann das Personal
verlangen, dass eine Bedingung u¨bersteuert wird, was bedeutet, dass diese Bedingung ausge-
wertet wird, als wa¨re sie erfu¨llt – unabha¨ngig vom tatsa¨chlichen Wahrheitswert. Die zweite
Mo¨glichkeit ist, dass die Auswertung der Bedingung verzo¨gert wird, dass also eine eigentlich
erfu¨llte Bedingung so behandelt wird, als wa¨re sie zwar erfu¨llbar, jedoch noch nicht erfu¨llt. Ein
Beispiel fu¨r die Notwendigkeit solcher Signale ist die Behandlung von Kindern. Es gibt Fa¨lle,
in denen keine Medikamente existieren, fu¨r die Studien die uneingeschra¨nkte Unbedenklichkeit
Kindern gegenu¨ber besta¨tigen, da Studien an Kindern im Allgemeinen als ethisch sehr kritisch
angesehen werden [2]. In solchen Fa¨llen muss der Arzt eine Risikoabwa¨gung durchfu¨hren, um
zu entscheiden, ob in einem konkreten Fall ein Medikament gegeben werden soll. Dies kann
in einer Asbru-formalisierten Leitlinie so formalisiert sein, dass der Arzt eine Bedingung zum
Starten des Plans aktiv u¨bersteuern muss, damit der entsprechende Plan aktiviert wird.
Booltupel (bool-tupel)
Insgesamt ergeben sich durch die sechs Bedingungen und je zwei Interaktionsmo¨glichkeiten
pro Bedingung zwo¨lf Signale, die jedem Asbru-Plan gesendet werden ko¨nnen. Hinzu kommt
noch ein zusa¨tzliches Signal, das angibt ob eine Pra¨ferenz fu¨r diesen Plan in Bezug auf die
anyorder Kontrolle getroffen wurde. Diese 13 Signale werden in zwei Gruppen von jeweils
sechs Signalen plus einem zusa¨tzlichen Signal angeordnet. Die zwo¨lf Signale zur Kontrolle der
Bedingungen werden zur Speicherung im Zustand in zwei Gruppen zu je sechs Signalen ange-
ordnet. Jeweils eine Gruppe entha¨lt die Signale fu¨r die Verzo¨gerung bzw. die U¨bersteuerung
aller Bedingungen. Eine solche Signalgruppe von sechs Signalen wird in der Datenstruktur
Booltupel gespeichert.
Definition
Ein bool-tupel ist ein sechs-Tupel, bool-tupel = (bool× bool× bool× bool× bool×
bool).
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Fu¨r den Zugriff auf die bool-Werte eines bool-tupel sind die sechs nachstehenden Zu-
griffsfunktionen definiert:
..filter : bool-tupel 7→ bool
..setup : bool-tupel 7→ bool
..suspend : bool-tupel 7→ bool
..reactivate : bool-tupel 7→ bool
..abort : bool-tupel 7→ bool
..complete : bool-tupel 7→ bool
Sei BT ein bool-tupel mit BT = (bv1,bv2,bv3,bv4,bv5,bv6). Dann ist die Semantik
der Selektoren der bool-tupel definiert durch die nachstehenden Gleichungen:
BT.filter = bv1
BT.setup = bv2
BT.suspend = bv3
BT.reactivate = bv4
BT.abort = bv5
BT.complete = bv6
Jedes der sechs Signale wird einer Bedingung des Asbru-Plans zugeordnet. Daher werden
die Selektoren der Signale bereits nach der jeweiligen Bedingung benannt, auf die sie spa¨ter
Einfluss nehmen. Beispielsweise wird das Signal zum U¨bersteuern bzw. Verzo¨gern der filter-
Bedingung aus einem Booltupel mit dem Selektor .filter selektiert.
Fu¨r die restlichen Signale gilt dies analog.
Booltupel-Paare (environment-aggregation-entry)
Nachdem jeweils sechs Signale nun zu einem bool-tupel gebu¨ndelt werden ko¨nnen, mu¨ssen
als na¨chstes zwei bool-tupels zu einem Paar kombiniert werden. Dies ist notwendig, damit
alle zwo¨lf Signale an einem Punkt zentral gespeichert werden ko¨nnen. Dazu wird eine Da-
tenstruktur namens environment-aggregation-entry definiert. Diese soll nicht nur zwei
bool-tupel Datenstrukturen speichern, sondern zusa¨tzlich noch das bool, in dem spezifiziert
wird, ob ein Plan pra¨feriert werden soll, wenn er Unterplan eines anyorder kontrollierten
Plans ist.
Definition
Ein environment-aggregation-entry ist ein Tripel,
environment-aggregation-entry = (bool-tupel × bool-tupel × bool).
Zum Zugriff auf die Inhalte eines environment-aggregation-entry sind die nachfolgen-
den Selektoren definiert:
..override : environment-aggregation-entry 7→ bool-tupel
..confirm : environment-aggregation-entry 7→ bool-tupel
..prefer : environment-aggregation-entry 7→ bool
Sei EAE ein environment-aggregation-entry mit EAE = (BT1,BT2,bv). Dann ist
die Semantik dieser Funktionen definiert durch:
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EAE.override = BT1
EAE.confirm = BT2
EAE.prefer = bv
Um auf die Komponenten der environment-aggregation-entry zugreifen zu ko¨nnen,
sind Zugriffsfunktionen definiert. Der Selektor, der das erste bool-tupel selektiert, wird
.override genannt. Die in dem selektierten bool-tupel gespeicherten Signale bestimmen, ob
die Auswertung der zugeho¨rigen Bedingung u¨bersteuert werden kann. Der Selektor .confirm
selektiert die Signale, die fu¨r eine Verzo¨gerung der Auswertung zusta¨ndig sind. Der letz-
te Selektor, .prefer, liefert das Signal zuru¨ck, dass u¨ber eine Bevorzugung des Plans bei
anyorder Ausfu¨hrung entscheidet.
Umgebungssignal-Sammlung (environment-aggregation)
Da fu¨r jeden Plan ein eigener Satz von 13 Umgebungssignalen beno¨tigt wird, muss eine
Mo¨glichkeit gefunden werden, die Signale aller Pla¨ne zu bu¨ndeln. Andernfalls wa¨re die Syn-
tax des Zustands, der all diese Signale speichern muss, abha¨ngig von der Zahl der laufenden
Pla¨ne. Eine environment-aggregation dient dazu, die Umgebungssignale aller Pla¨ne in ei-
ner Variablen zu bu¨ndeln. Technisch gesehen wird zur Speicherung eine dynamische Funktion
verwendet. Diese soll im Folgenden algebraisch spezifiziert werden. Dazu wird zuna¨chst die
Syntax der environment-aggregation festgelegt als eine Funktion, die von Planinstanzna-
men auf environment-aggregation-entry abbildet:
Definition
Die Umgebungssignal-Sammlung ist eine algebraisch spezifizierte Funktion, die Planin-
stanznamen auf Umgebungssignalsammlungen abbildet.
environment-aggregation : instance-name 7→ environment-aggregation-entry
Zur Aktualisierung und zur Wertebestimmung der Funktion werden nachstehende Funk-
tionen definiert:
. [ . ] : environment-aggregation× instance-name
× environment-aggregation-entry 7→ environment-aggregation
. [ . ] : environment-aggregation× instance-name
7→ environment-aggregation-entry
Die Semantik dieser Funktionen wird wie folgt definiert.
Sei EAGG ein environment-aggregation, weiterhin seien iname1 und iname2 vom
Typ instance-name sowie EAE vom Typ environment-aggregation-entry. Dann gilt:
EAGG[iname1,EAE][iname1] = EAE
EAGG[iname1,EAE][iname2] = EAGG[iname2],wenn iname2 6= iname1
Die Funktionswerte der environment-aggregation Funktion ko¨nnen mittels expliziter
Updates spezifiziert werden. Dies ist beispielsweise notwendig, um fu¨r einen Asbru-Plan fest-
zulegen, welche Werte die Signale an ihn gegenwa¨rtig haben. Um dies zu ermo¨glichen werden
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zwei Funktionen spezifiziert, eine, die es erlaubt, eine environment-aggregation zu ak-
tualisieren und eine, die es erlaubt aktuelle Werte aus einer environment-aggregation
auszulesen.
Diese Funktionen werden in sogenannter Mixfix-Notation angegeben. Diese dru¨ckt aus,
dass die zu aktualisierende Funktion als erstes aufgefu¨hrt wird, danach werden in Klammern
die Argumente u¨bergeben. Die Semantik der angegebenen Funktionen ist wie folgt. Wird in
einer environment-aggregation Funktion der Eintrag zum Instanznamen instance-name
gesucht, so werden die Aktualisierungen der Funktion sequentiell durchsucht, bis eine ent-
sprechende Aktualisierung gefunden werden kann.
Damit ist die Definition der Datenstruktur abgeschlossen, mit der die Signale aller Pla¨ne
im Zustand von Asbru abgespeichert werden ko¨nnen.
7.3 Hierarchiezustand
Die Umgebungssignale bieten eine Mo¨glichkeit, zentralisiert auf alle Signale zuzugreifen, die
von der Umgebung an die Planhierarchie gesendet werden. Analog dazu wird in diesem Ab-
schnitt eine Mo¨glichkeit angegeben, mit der es mo¨glich ist, den internen Zustand der Plan-
hierarchie zu verwalten. Der innere Zustand aller Asbru-Pla¨ne wird im Folgenden auch Hier-
archiezustand genannt. Dieser beschreibt drei Aspekte jedes einzelnen Plans. Zum Einen wird
angegeben, welchen Planzustand der Plan gegenwa¨rtig innehat, also, dass er beispielsweise
im Zustand possible ist. Als zweites wird in diesem Hierarchiezustand gespeichert, ob der
Plan bereits von seinem u¨bergeordneten Plan das Aktivierungssignal E erhalten hat, welches
er beno¨tigt, um vom Zustand ready in den Zustand activated wechseln zu ko¨nnen (vgl.
Abbildung 3.5 in Abschnitt 3.2). Die dritte zu speichernde Komponente betrifft den zykli-
schen Plantyp. Wie in Abschnitt 6.3.3 beschrieben fu¨hrt ein zyklischer Plan seinen Unterplan
wiederholt aus, bis eine ausreichende Anzahl von Wiederholungen erreicht wurde. Die Zahl
der bereits absolvierten Wiederholungen ist auch im Hierarchiezustand gespeichert.
Zuna¨chst soll nun ein Datentyp spezifiziert werden, der diese drei Werte aufnimmt um
danach eine dynamische Funktion anzugeben, die einen Planinstanznamen auf einen solchen
Tripel-Datentyp abbildet.
7.3.1 Planstatus (plan-status)
Der Planstatus plan-status ist ein Datentyp mit dem der Zustand eines Plans gespeichert
wird. Im Planstatus wird gespeichert, welchen Planzustand der Plan gegenwa¨rtig hat, also
ob er beispielsweise im Zustand possible ist. Weiterhin wird gespeichert, ob sein Aktivie-
rungssignal E gesendet wurde. Im Falle zyklischer Pla¨ne wird außerdem gespeichert, wieviele
Wiederholungen der Ausfu¨hrung des Unterplans bereits abgeschlossen wurden.
Definition
Ein Planstatus plan-status ist ein Tripel, plan-status = (plan-state × bool × nat).
Um auf die Komponenten eines Planzustand zugreifen zu ko¨nnen, werden die nachstehenden
Selektoren definiert:
..state : plan-status 7→ plan-state
..activate : plan-status 7→ bool
..rounds : plan-status 7→ nat
Sei θ ein plan-status, PS vom Typ plan-state, bv vom Typ bool und n vom Typ nat.
Weiter soll gelten θ = (PS, bv, n). Dann ist die Semantik der Selektoren wie folgt definiert:
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θ.state = PS
θ.activate = bv
θ.rounds = n
Um auf die einzelnen Komponenten des Planstatus zugreifen zu ko¨nnen sind Selektoren
definiert. Der .state Selektor selektiert den aktuellen Planzustand, der .activate Selektor
das Aktivierungssignal E und die Anwendung des .rounds Selektors auf einen plan-status
ergibt die Zahl der bereits erfolgreich abgeschlossenen Wiederholungen des zyklischen Plans.
Zur vereinfachten Handhabung des Planstatus werden Aktualisierungsfunktionen definiert.
Diese sind in Mixfix Notation angegeben und erlauben jeweils eine der drei Komponenten
eines Planzustands zu aktualisieren.
Definition
Die Aktualisierungsfunktionen des Planzustands sind wie folgt definiert:
. [ . ] : plan-status× plan-state 7→ plan-status
. [ . ] : plan-status× nat 7→ plan-status
. [ . ] : plan-status× bool 7→ plan-status
Sei θ ein plan-status, sowie PS und PS1 Planzusta¨nde. Außerdem sollen bv und bv1
vom Typ bool sein und n sowie n1 vom Typ nat. Mit θ = (PS, bv, n) ist die Semantik der
Aktualisierungsfunktionen wie folgt definiert:
θ[PS1] = (PS1,bv,n)
θ[n1] = (PS,bv,n1)
θ[bv1] = (PS,bv1,n)
Die erste angegebene Aktualisierungsfunktion ersetzt die Planzustands-Komponente des
Planstatus, die zweite Funktion ersetzt den zyklischen Rundenza¨hler und die dritte Kompo-
nente aktualisiert das Aktivierungssignal im Planzustand.
7.3.2 Zustand der Asbru-Hierarchie (hierarchy-state)
Ein Planstatus plan-status speichert den Status eines einzelnen Asbru-Plans. Asbru-Plan-
Hierarchien ko¨nnen beliebig groß werden. Damit der Zustand von Asbru unabha¨ngig von
der Gro¨ße der Plan-Hierarchien spezifiziert werden kann, muss ein Konstrukt verwendet wer-
den, um die verschiedenen Planstatus Variablen zusammenzufassen und zentral zugreifbar
zu machen. Wie auch im Fall der Umgebungssignale soll dazu eine algebraisch spezifizierte
dynamische Funktion verwendet werden.
Analog zur Sammlung der Umgebungssignale in einer environment-aggregation sind
Funktionen definiert, die eine Aktualisierung von Hierarchiezustandsvariablen erlauben sowie
Daten aus diesen selektieren.
Definition
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Ein Hierarchiezustand hierarchy-state ist eine dynamische Funktion, die von Instanzna-
men nach Planstatus abbildet:
hierarchy-state : instance-name 7→ plan-status
Fu¨r einen Hierarchiezustand sind folgende Aktualisierungs- und Selektionsfunktionen defi-
niert:
. [ . ] : hierarchy-state× instance-name× plan-status 7→ hierarchy-state
. [ . ] : hierarchy-state× instance-name 7→ plan-status
Deren Semantik ist wie folgt spezifiziert: Sei HS ein hierarchy-state und iname1 sowie
iname2 Planinstanznamen instance-name, sowie θ ein plan-status. Dann gilt:
HS[iname1, θ][iname1] = θ
HS[iname1, θ][iname2] = HS[iname2],wenn iname2 6= iname1
Es gibt eine Aktualisierungsfunktion, die bei gegebenem Hierarchiezustand einen Plansta-
tus fu¨r einen Instanznamen einfu¨gt. Weiterhin gibt es eine Zugriffsfunktion, die den Wert des
Planstatus einer bestimmten Planinstanz selektiert.
Wird eine Aktualisierung eines Hierarchiezustands fu¨r eine Planinstanz durchgefu¨hrt, so
ergibt die Anwendung der Selektorfunktion mit diesem Planinstanznamen den urspru¨nglich
eingegebenen Wert. Aktualisierungen anderer Planinstanzen werden vom Selektor verworfen.
7.4 Asbru-Zustands-Historie
Der Hierarchie-Zustand speichert fu¨r jeden Plan den aktuellen Planzustand. Dies erlaubt dem
Plan, lokal Entscheidungen zu treffen. Beispielsweise kann ein Plan feststellen, dass er, falls er
gegenwa¨rtig im Zustand ready ist, auf das Aktivierungssignal seines u¨bergeordneten Plans
warten muss und sonst keine Handlungen durchfu¨hren kann, da dieses noch nicht gesendet
wurde.
Allerdings ist es mit dem Hierarchie-Zustand nicht mo¨glich, in die Vergangenheit zu sehen.
Beispielsweise bedeutet dies, dass damit die Auswertung abstrakter Uhren unmo¨glich ist. Um
diese auswerten zu ko¨nnen, muss der Zeitpunkt bestimmt werden, an dem ein bestimmter
Planzustandswechsel eines Plans stattgefunden hat. Dazu mu¨ssen die vergangenen Planzu-
standsu¨berga¨nge dieses Plans bekannt sein. Diese werden in der Asbru-Zustands-Historie
gespeichert.
Um diese Informationen zu speichern, werden zuna¨chst die Planzustandslisten definiert .
Diese ko¨nnen Folgen von Planzusta¨nden speichern. Mit den Eintra¨gen in die Asbru-Zustands-
Historie (asbru-state-history-entry) wird danach ein Datentyp definiert, mit dem die Plan-
zustandslisten zu Uhrzeiten zugeordnet werden ko¨nnen. Zuletzt wird dann der Datentyp der
Asbru-Zustands-Historie definiert, der die Zuordnung von Instanznamen zu Eintra¨gen in die
Asbru-Zustands-Historie u¨bernimmt.
7.4.1 Planzustandslisten (plan-state-list)
Planzustandslisten enthalten eine Liste von Planzusta¨nden, also Eintra¨ge vom Typ
plan-state. Wie in Abschnitt 7.1 beschrieben, kennt Asbru ein Zeitkonzept von Mikro-
und Makro-Schritten. Dabei wird jeweils wa¨hrend der Makro-Schritte ein Protokoll
mitgeschrieben, in dem festgehalten wird, welche Zusta¨nde die einzelnen Pla¨ne in den
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Mikro-Schritten seit dem letzten Makro-Schritt durchlaufen haben. Um solche Protokolle
speichern zu ko¨nnen, werden Planzustandslisten verwendet. Diese Datenstrukturen werden
als algebraische Listen definiert:
Definition
Eine Planzustandsliste plan-state-list ist eine Liste von Planzusta¨nden plan-state.
plan-state-list = []
| .⇒ .(. .previous : plan-state-list; . .last : plan-state)
In dieser Datenstruktur sollen alle Planzusta¨nde gespeichert werden, die zwischen zwei
Makro-Schritten durchlaufen werden. Anstelle des fu¨r Listen typischen Append-Operators
verwenden Planzustandslisten den ⇒ Operator.
Eine mo¨gliche Planzustandsliste, die beschreibt, dass ein Plan zwischen zwei Makro-
Schritten zuna¨chst gestartet wurde und dann die komplette Selection-Phase bis zum
Zustand ready durchlaufen hat, sieht wie folgt aus:
(inactive⇒ considered⇒ possible⇒ ready)
Fu¨r Planzustandslisten gibt es ein Pra¨dikat dff. Dieses beschreibt, dass Planzustandslisten
duplikatfolgenfrei sind, was bedeutet, dass keine zwei gleichen Planzusta¨nde direkt aufeinan-
der folgen. Eine Planzustandsliste der Form
(...⇒ considered⇒ considered⇒ ...)
wa¨re also nicht duplikatfolgenfrei. Die Protokolle, die von den Planzustandsu¨berga¨ngen
angefertigt werden, sollen die Eigenschaft der Duplikatfolgenfreiheit erfu¨llen.
Definition
dff ist ein Pra¨dikat, das als Argument eine Planzustandsliste erha¨lt:
dff : plan-state-list 7→ bool
Sei PSX eine plan-state-list, und seien PS und PS1 jeweils vom Typ plan-state, dann
formalisieren die nachstehenden Gleichungen die Semantik von dff.
dff([])
dff([]⇒ PS)
dff(PSX⇒ PS1 ⇒ PS)↔PS 6= PS1 ∧ dff(PSX⇒ PS1)
Mit dieser Definition der Duplikatfolgenfreiheit kann nun ein neuer Anfu¨ge-Operator defi-
niert werden, der bei Einfu¨geoperationen die Duplikatfolgenfreiheit erhalten soll:
.+ . : plan-state-list× plan-state 7→ plan-state-list
Die Semantik des + Operators wird mit Hilfe der Planzusta¨nde PS1 und PS2 sowie der
Planzustandsliste PSX formal spezifiziert:
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[] +PS1 = []⇒ PS1
(PSX⇒ PS1) +PS1 = (PSX⇒ PS1)
(PSX⇒ PS1) +PS2 = PSX⇒ PS1 ⇒ PS2,wenn PS1 6= PS2
In der Semantik gilt, dass leere und ein-elementige Planzustandslisten stets duplikatfolgen-
frei sind. Bei mehrelementigen Listen gilt die duplikatfolgenfreiheit genau dann, wenn sich die
jeweils letzten beiden eingefu¨gten Planzusta¨nde unterscheiden und die Listenreste ebenfalls
duplikatfolgenfrei sind.
Der + Operator soll ein in eine Planzustandsliste einzufu¨gende Element nur dann an die
Liste anha¨ngen, wenn das letzte Element nicht mit dem einzufu¨genden identisch ist. Andern-
falls wird das Element verworfen. Ein Element wird stets in eine leere Liste eingefu¨gt. In
eine nicht-leere Liste wird ein Element genau dann eingefu¨gt, wenn die Liste nicht auf ein
identisches Element endet.
7.4.2 Eintra¨ge der Asbru-Zustands-Historie (asbru-state-history-entry)
Die Asbru-Zustands-Historie soll fu¨r jede Planinstanz und jeden Makro-Schritt speichern,
welche Planzusta¨nde seit dem letzten Makro-Schritt durchlaufen wurden. Dies erfordert eine
zweidimensionale Speichermo¨glichkeit, also beispielsweise eine Funktion, die zwei Parameter
(na¨mlich Planinstanznamen und Uhrzeit) auf einen Wert (in dem Fall eine Planzustandsliste)
abbildet, oder aber zwei ineinander verschachtelte Funktionen. In Asbru wird das Problem
u¨ber verschachtelte Funktionen gelo¨st, so dass die Asbru-Zustands-Historie Planinstanzna-
men abbildet auf Funktionen, die von Zeitpunkten auf Planzustandslisten abbilden. Diese
Funktionen werden als Eintra¨ge in die Asbru-Zustands-Historie bezeichnet und in diesem
Abschnitt beschrieben.
Definition
Eintra¨ge in die Asbru-Zustands-Historie sind definiert als Funktionen, die eine Uhrzeit,
also einen int-Wert, auf eine Planzustandsliste abbilden:
asbru-state-history-entry : int 7→ plan-state-list
Fu¨r asbru-state-history-entry werden Aktualisierungs- und Selektionsfunktionen wie
folgt definiert:
. [ . ] : asbru-state-history-entry× int× plan-state-list
7→ asbru-state-history-entry
. [ . ] : asbru-state-history-entry× int 7→ plan-state-list
. [ . ] : asbru-state-history-entry× int× plan-state
7→ asbru-state-history-entry
SeienAC undAC1 vom Typ int,PSX vom Typ plan-state-list,PS vom Typ plan-state
und ASHE ein Eintrag in eine Asbru-Zustands-Historie. Dann ist damit die Semantik dieser
Funktionen wie folgt definiert:
ASHE[AC,PSX][AC] = PSX
ASHE[AC,PSX][AC1] = ASHE[AC1],wenn AC 6= AC1
ASHE[AC,PS] = ASHE[AC,ASHE[AC] +PS]
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Ein Eintrag in eine Asbru-Zustands-Historie asbru-state-history-entry ist eine algebra-
isch spezifizierte, dynamische Funktion, die Zeitpunkte auf Planzustandslisten abbildet. Die
Spezifikation entspricht damit im Wesentlichen der der Definitionen von Umgebungssignal-
sammlung und Hierarchie-Zustand, nur dass in diesem Fall Zeitpunkte auf Planzustandslisten
abgebildet werden, wa¨hrend beispielsweise beim Hierarchie-Zustand Planinstanznamen auf
Planstatus Variablen abgebildet werden.
Es sind fu¨r diese dynamische Funktion Aktualisierungsfunktionen sowie Selektoren defi-
niert. Die Semantik der ersten Aktualisierungsfunktion sowie des Selektors wird wechselseitig
definiert. Soll aus einem Eintrag in die Asbru-Zustands-Historie der Wert zu einer bestimmten
Uhrzeit selektiert werden, so wird dazu die letzte Aktualisierung des Eintrags in die Asbru-
Zustands-Historie u¨berpru¨ft. Ist der Zeitpunkt dieser Aktualisierung gleich dem Zeitpunkt
der Selektion, so ist das Ergebnis der Planzustandslisten-Wert der Aktualisierung. Andern-
falls wird diese Aktualisierung verworfen und der Selektor wird rekursiv auf den Rest-Eintrag
in die Asbru-Zustands-Historie angewendet.
Die zweite hier spezifizierte Aktualisierungsfunktion nimmt eine Sonderrolle ein. Diese Ak-
tualisierung soll nicht eine Planzustandsliste durch eine andere ersetzen, sondern vielmehr
um einen neuen Planzustand erga¨nzen. Dabei wird das anzufu¨gende Element mit dem Addi-
tionsoperator + der Planzustandslisten angefu¨gt, der die Duplikatfolgenfreiheit erha¨lt.
Bei Anwendung dieses Operators wird eine Erga¨nzung der Planzustandsliste vorgenommen.
Das heißt, die zu der angegebenen Zeit geho¨rige Planzustandsliste wird aus dem Eintrag der
Asbru-Zustands-Historie zuna¨chst selektiert, dann mittels des
”
+“ Operators vera¨ndert und
dann wieder in den Eintrag zuru¨ckgeschrieben. Die Ersetzung von Planzustandslisten erfolgt
dabei wie erwartet. Der Term ASHE[AC,ASHE[AC] + PS] ist dabei so zu lesen, dass
zuna¨chst der alte Wert des Eintrags selektiert wird (ASHE[AC]). Dieser Eintrag wird dann
erweitert um den einzutragenden Planzustand (ASHE[AC]+PS). Das Ergebnis ersetzt dann
die urspru¨ngliche Planzustandsliste.
7.4.3 Asbru-Zustands-Historie (asbru-state-history)
Die Eintra¨ge in die Asbru-Zustands-Historie speichern fu¨r einen Plan den gesamten Verlauf
des Planzustands. Wie schon bei Umgebungssignalsammlung und Hierarchiezustand muss
nun eine Bu¨ndelung all dieser Eintra¨ge erfolgen, so dass der Zustand der Asbru-Hierarchie
unabha¨ngig von der Zahl der laufenden Asbru-Pla¨ne bleiben kann. Dazu wird die Datenstruk-
tur der Asbru-Zustands-Historie definiert.
Definition
Eine Planzustandshistorie asbru-state-history ist algebraisch definierte dynamische
Funktion, die Planinstanznamen auf Eintra¨ge in die Asbru-Zustands-Historie abbildet:
asbru-state-history : instance-name 7→ asbru-state-history-entry;
Im Folgenden werden Funktionen definiert, um die Asbru-Zustands-Historie zu aktualisie-
ren bzw. um Eintra¨ge auslesen zu ko¨nnen:
. [ . ] : asbru-state-history× instance-name× asbru-state-history-entry
7→ asbru-state-history
. [ . ] : asbru-state-history× instance-name
7→ asbru-state-history-entry
Sei ASH vom Typ asbru-state-history, ASHE vom Typ asbru-state-history-entry
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uns iname1 sowie iname2 vom Typ instance-name. Dann wird die Semantik der Funktio-
nen wie folgt spezifiziert:
ASH[iname1,ASHE][iname1] = ASHE
ASH[iname1,ASHE][iname2] = ASH[iname2],wenn iname2 6= iname1
Die Definition der Semantik dieser Funktionen kann nur wechselseitig angegeben werden.
Das heißt, der Selektor wird angewendet auf eine Asbru-Zustands-Historie, die mittels der
Aktualisierungsfunktion aktualisiert wurde. Wurde die Aktualisierung fu¨r den gleichen Plan-
instanznamen durchgefu¨hrt, der vom Selektor selektiert wird, so ist der Ru¨ckgabewert der
ASHE Wert der Aktualisierungsfunktion. Andernfalls wird der Selektor rekursiv auf die
nicht-aktualisierte ASH angewendet.
Mit der asbru-state-history ist es mo¨glich den kompletten Verlauf der Planzusta¨nde eines
Asbru-Plans abzufragen. Auch mo¨glich ist es, zu eruieren, zwischen welchen Makro-Schritten
ein Planzustandswechsel stattgefunden hat bzw. welche Planzusta¨nde ein Plan durchlaufen
hat.
7.5 Krankenakte
Die Krankenakte speichert den Verlauf des Zustands des Patienten ab. Da die in der Kran-
kenakte zu speichernden Werte von der Fallstudie abha¨ngen, wird zuna¨chst ein allgemeiner
Datentyp data-value spezifiziert, der spa¨ter mit den korrekten Eintra¨gen aktualisiert werden
muss. Dann wird eine dynamische Funktion patient-data spezifiziert, die Zeichenketten auf
data-value Eintra¨ge abbildet und zuletzt die Krankenakte, die Uhrzeiten auf patient-data
abbildet.
7.5.1 Krankenakten-Datentyp (data-value)
Asbru erlaubt beliebige Datentypen als Eintra¨ge in die Krankenakte. Beispielsweise ko¨nnen
Blutwerte in Gleitkommazahlen, das Alter eines Patienten als natu¨rliche Zahl oder genetische
Pra¨dispositionen als Wahrheitswerte gespeichert werden. Daru¨berhinaus erlaubt Asbru die
Definition symbolischer Werte. Beispielsweise kann die Ko¨rpertemperatur in symbolischen
Werten, wie etwa
”
normal“,
”
leichtes Fieber“ und
”
hohes Fieber“ angegeben werden.
Speziell die symbolischen Werte sind abha¨ngig von der betrachteten Fallstudie. Damit ist es
nicht mo¨glich, unabha¨gig von der Fallstudie alle mo¨glichen Wertebereiche der Krankenakten-
eintra¨ge anzugeben. Daher ist der Krankenakten-Datentyp, der diese Wertebereiche angibt,
als unspezifizierter, allgemeiner Datentyp definiert. Um Fallstudien in Asbru zu spezifizieren,
muss dieser Datentyp zuna¨chst mit den in der Fallstudie verwendeten Datentypen aktualisiert
werden.
Definition
Es gibt einen Krankenakten-Datentyp data-value:
data-value
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7.5.2 Patientenakten-Eintrag (patient-data)
Eine Patientenakte entha¨lt zu jedem Zeitpunkt mehrere verschiedene Eintra¨ge, beispielsweise
den Blutdruck (angegeben als natu¨rliche Zahl), dazu die Ko¨rpertemperatur (angegeben als
Gleitkommazahl) und den Puls (angegeben als symbolischer Wert). Eine solche Sammlung von
Werten soll gleichzeitig in eine elektronische Patientenakte eingefu¨gt werden ko¨nnen. Daher
wird ein Eintrag in die Krankenakte als eine algebraisch definierte dynamische Funktion
spezifiziert, die Zeichenketten auf Datenwerte abbildet.
Definition
Ein Patientenakten-Eintrag bildet Zeichenketten auf Datenwerte ab:
patient-data : string 7→ data-value
Ist beispielsweise PD ein patient-data, der die oben angegebenen Werte speichern soll,
dann kann etwa mittels PD(
”
Blutdruck“) auf den Blutdruck des Patienten zugegriffen wer-
den.
7.5.3 Patientenakte (PDH)
Eine Patientenakte ordnet Patientenakten-Eintra¨ge zeitlich, das heißt, es ist damit mo¨glich,
unter Angabe einer Uhrzeit (als int-Wert) den zugeho¨rigen Patientenakten-Eintrag zu erhal-
ten.
Definition
Die Patientenakte ist eine algebraisch spezifizierte dynamische Funktion, die Uhrzeiten auf
Patientenakten-Eintra¨ge abbildet:
patient-data-history : int 7→ patient-data
Auf die Patientenakte wird innerhalb von Asbru nur lesend zugegriffen. Da die Aktualisie-
rungen von der Umgebung durchgefu¨hrt werden, ist es nicht notwendig Aktualisierungfunk-
tionen zu definieren.
7.6 Zustand von Asbru
Definition
Ein Zustand von Asbru ist ein Sechs-Tupel, state = (asbru-state-history,
hierarchy-state, patient-data-history, environment-aggregation, bool, int)
Auf Zusta¨nden sind die folgenden Selektoren definiert:
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.ASH : state 7→ asbru-state-history
.HS : state 7→ hierarchy-state
.PDH : state 7→ patient-data-history
.EAGG : state 7→ environment-aggregation
.Tick : state 7→ bool
.AC : state 7→ int
Gegeben sei ein Zustand σ mit σ = (ASH,HS,PDH,EAGG,Tick,AC). Dann ist die
Semantik der Selektoren wie folgt definiert:
σ.ASH = ASH
σ.HS = HS
σ.PDH = PDH
σ.EAGG = EAGG
σ.Tick = Tick
σ.AC = AC
Der Zustand eines Asbru Systems entha¨lt eine Variable vom Typ asbru-state-history, die
die vergangenen Planzusta¨nde aller Pla¨ne speichert und somit erlaubt zu evaluieren, wann
die einzelnen Pla¨ne welche Zusta¨nde durchlaufen haben. Ferner ist im Asbru-Zustand eine
Variable vom Typ Hierarchie-Status hierarchy-state enthalten, die die internen Planstatus
der Asbru-Hierarchie speichert. Neben diesen Variablen, die fu¨r den internen Gebrauch der
Asbru-Hierarchie sind, existieren noch Variablen zur Kommunikation mit der Umgebung.
Als erstes ist in diesem Zusammenhang die Krankenakte patient-data-history zu nen-
nen, die sowohl den aktuellen als auch die vergangenen Zustandsinformationen des Patienten
speichert. Weiterhin Teil dieses Aspekts des Zustands ist die Umgebungssignalsammlung
environment-aggregation, die alle Eingaben der Umgebung sammelt und dem System zur
Verfu¨gung stellt. Zur Kommunikation der Aktivita¨t des Systems dient die Tick Komponente
des Zustands. Mit dieser Komponente geben die Asbru-Pla¨ne bekannt, ob ein Makro-Schritt
durchgefu¨hrt werden darf oder nicht. Abschließend entha¨lt der Zustand noch eine Uhr in der
AC-Komponente, die speichert, zu welcher Uhrzeit dieser Zustand zuzuordnen ist.
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8 Semantik von Bedingungen in Asbru
Asbru kennt zwei Arten von Bedingungen. Dies sind zum Einen Asbru-Bedingungen, die
spezifizieren welche a¨ußeren Umsta¨nde gelten mu¨ssen, damit bestimmte Zustandsu¨berga¨nge
mo¨glich sind. Zum Anderen kennt Asbru Wartebedingungen, die spezifizieren, auf welche
Unterpla¨ne ein Plan warten muss, um sich erfolgreich beenden zu ko¨nnen. Die Semantik
beider Arten von Bedingungen wird in diesem Abschnitt vorgestellt, angefangen mit der
Semantik der Asbru-Bedingungen, die in Abschnitt 8.1 vorgestellt werden. Im Anschluss
wird die Semantik der Wartebedingungen in Abschnitt 8.2 beschrieben.
8.1 Auswertung von Asbru-Bedingungen
In diesem Abschnitt wird erla¨utert wie Asbru-Bedingungen ausgewertet werden. Der erste
Unterabschnitt 8.1.1 fasst kurz die Eigenschaften von Asbru-Bedingungen zusammen und
erla¨utert diese an einem Beispiel, welches fu¨r den restlichen Abschnitt als laufendes Beispiel
dient. Der darauffolgende Unterabschnitt 8.1.2 erla¨utert warum Asbru-Bedingungen nicht zu
jedem Zeitpunkt ausgewertet werden ko¨nnen. Damit wird die Einfu¨hrung der Auswertung
mittels zweier Pra¨dikate satisfied und satisfiable motiviert. Im Anschluss daran wird der
Begriff der Signalflanken in Abschnitt 8.1.3 erla¨utert und beschrieben, inwiefern diese bei
der Auswertung der Bedingungen beru¨cksichtigt werden mu¨ssen. Die bis dahin aufgefu¨hrten
Konzepte werden dann in Abschnitt 8.1.4 zusammengefasst, um informell die Erfu¨llbarkeit
von Bedingungen zu beschreiben. Danach erla¨utert Abschnitt 8.1.5, wie das medizinische
Personal die Auswertung von Bedingungen beeinflussen kann. Damit sind alle relevanten
Komplikationen bei der Auswertung beschrieben und es folgt eine formale Definition der
Erfu¨llbarkeit der Asbru-Bedingungen in Abschnitt 8.1.6.
8.1.1 Einfu¨hrung an einem Beispiel
Asbru-Bedingungen formulieren eine pra¨dikatenlogische Forderung an einen Zustand. Als Bei-
spiel dafu¨r soll die Bedingung
”
Patient hat starkes Fieber“ dienen. Eine solche Bedingung
kann entweder fu¨r sich alleine stehen oder mit einem zeitlichen Bezug versehen sein. Dieser
zeitliche Bezug kann viele Formen haben. Einige Beispiele dafu¨r sind
”
Fieber in den letzten
zwei Stunden“,
”
Fieber fu¨r mindestens zwei Stunden Dauer in den letzten zwei Tagen“ oder
”
Fieber ho¨chstens vier Stunden nach Einnahme des Medikaments“. Damit ist es mo¨glich,
die Auswertung von Bedingungen in zeitliche Abha¨ngigkeit zu bestimmten Ereignissen zu
setzen, etwa der Einnahme eines Medikaments oder dem Abschluss einer Behandlung. Die
Zeitpunkte zu denen die spezifizierten Ereignisse auftreten werden Referenzzeitpunkte oder
Referenzpunkte genannt. Solche Referenzzeitpunkte werden in Asbru typischerweise in Re-
lation zu Planzustandsu¨berga¨ngen von Asbru-Pla¨nen gesetzt. Zusa¨tzlich zu diesen Referenz-
punkten werden Fristen angegeben, die zeitliche Korridore definieren, in denen das gewu¨nschte
Verhalten beobachtet werden muss. Zur genaueren Unterscheidung wird im Folgenden bei Be-
dingungen, die mit einem zeitlichen Bezug spezifiziert sind, die pra¨dikatenlogische Forderung
als Konditional bezeichnet, die Kombination aus dem Konditional und dem zeitlichen Bezug
als Bedingung.
Ein Beispiel, bei dem eine solche zeitliche Spezifikation notwendig ist, ist die Erfolgskon-
trolle von medizinischen Interventionen. Angenommen, ein fiebersenkendes Medikament wird
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verabreicht. Von diesem ist bekannt, dass es fru¨hestens vier Stunden nach der Einnahme zu
wirken beginnt, spa¨testens aber sechs Stunden danach. Ist bei einem Patienten nach sechs
Stunden noch kein Fieberru¨ckgang eingetreten, so ist das Mittel bei diesem Patienten un-
wirksam und muss durch ein anderes Medikament ersetzt werden. Illustriert wird dies in
Abbildung 8.1. Die Auswertung dieser Bedingung findet relativ zum Start der Intervention
statt, also relativ zu der Einnahme des Medikaments. Somit ist dieser Zeitpunkt der Re-
ferenzpunkt. Die Fristen im Beispiel sind vier bzw. sechs Stunden nach Planstart, zwischen
denen der Fieberru¨ckgang beobachtet werden soll. Einige der mo¨glichen erfu¨llenden Korridore
sind in der Grafik eingezeichnet. Es ist ausreichend, wenn wa¨hrend der gesamten Dauer eines
einzigen Korridors das Konditional der Bedingung wahr ist. Im Laufe dieses Kapitels wird
davon ausgegangen, dass das Fieber-Beispiel in Form einer Asbru-Hierarchie modelliert ist,
bei dem die Einnahme des Medikaments mit dem Start des zugeho¨rigen Behandlungsplans
zusammenfa¨llt. Weitere Details dieser Hierarchie sind fu¨r die Betrachtung dieses Beispiels
nicht wichtig.
Zeit
6 Stunden
nach Start
Start der
Intervention
4 Stunden
nach Start
mögliche Korridore
Abbildung 8.1: Einige Korridore des Beispiels
8.1.2 Zeitra¨ume der Unentscheidbarkeit
Das in Abschnitt 8.1.1 eingefu¨hrte Beispiel zeigt, dass die Auswertung von Bedingungen
nicht zu jedem Zeitpunkt mo¨glich ist. So kann beispielsweise zwei Stunden nach Beginn der
Intervention noch nicht entschieden werden, ob die Behandlung wirksam sein wird, denn diese
Frage kann fru¨hestens vier Stunden nach Planstart beantwortet werden. Kann vier Stunden
nach der Medikamentengabe ein Ru¨ckgang des Fiebers gemessen werden, so folgt daraus, dass
die Medikamentengabe erfolgreich war. Sinkt das Fieber jedoch zuna¨chst nicht, so kann u¨ber
die Wirksamkeit der Therapie noch keine Aussage getroffen werden. Erst sechs Stunden nach
der Einnahme gilt das Medikament nach Definition als wirkungslos, wenn kein Fieberru¨ckgang
festgestellt werden kann.
Zusammenfassen la¨sst sich diese Betrachtung des Beispiels so, dass die Auswertung der Be-
dingung in mehrere Abschnitte unterteilt werden kann. Dies soll am Beispiel erla¨utert werden.
Zuna¨chst ist der zeitliche Abschnitt vor dem Eintreffen des Referenzereignisses, also dem Start
der Intervention zu nennen. Damit ist der Zeitpunkt gemeint, zu dem der Referenzzeitpunkt
ausgewertet werden kann. In diesem Zeitraum ist noch nicht einmal bekannt, mit welcher
Uhrzeit der Referenzzeitpunkt
”
Einnahme des Medikaments“ verknu¨pft werden kann. Selbst
Bedingungen, die in die Vergangenheit blicken (
”
zwei Stunden in den zwei Tagen vor Behand-
lungsbeginn“) ko¨nnen nicht ausgewertet werden, sofern die Zuordnung des Referenzzeitpunkts
zu einer konkreten Uhrzeit nicht bekannt ist. Kann der Referenzzeitpunkt ausgewertet wer-
den, so ist der na¨chste logische Abschnitt der, in dem keine Auswertung mo¨glich ist, obwohl
der Referenzpunkt einer konkreten Zeit zugeordnet werden kann. Im Beispiel sind das die
vier Stunden unmittelbar nach Behandlungsbeginn. Unabha¨ngig vom Zustand kann in dieser
Zeit nur ausgesagt werden, dass noch eine Mo¨glichkeit existiert, dass die Bedingung wahr
werden kann. Jedoch ist diese Mo¨glichkeit noch nicht Realita¨t geworden. Asbru bezeichnet
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Zeitachse
EndintervallStartintervall
Abbildung 8.2: Beispiel fu¨r Korridore und Zeit-Annotationen
eine Bedingung in diesem Auswertungszustand als
”
erfu¨llbar“. Im Zeitraum zwischen vier
und sechs Stunden nach Behandlungsbeginn ist die Bedingung noch immer erfu¨llbar. Tritt
hier allerdings ein Fieberru¨ckgang ein, so gilt die Bedingung als
”
erfu¨llt“. Tritt dagegen bis
einschließlich sechs Stunden nach Einnahme des Medikaments keine Besserung ein, so ist die
Bedingung nicht mehr erfu¨llbar (und auch nicht erfu¨llt).
Um diese Unsicherheiten bei der Auswertung zu erfassen, erfolgt die Auswertung der Rich-
tigkeit der Bedingungen mit Hilfe zweier Pra¨dikate, satisfied und satisfiable. Ersteres ent-
scheidet, ob eine Bedingung nach der Nomenklatur des letzten Abschnitts erfu¨llt ist, letzteres,
ob sie erfu¨llbar ist. Ein wenig formaler betrachtet bedeutet eine erfu¨llte Bedingung, dass ein
Korridor in der Vergangenheit existiert, in dem das Konditional der Bedingung kontinuierlich
wahr ist. Am Beispiel betrachtet ko¨nnte ein externer Beobachter acht Stunden nach Planstart
das Krankenblatt eines Patienten ansehen und dabei feststellen, dass in einem Zeitraum von
30 Minuten La¨nge, der fu¨nf Stunden nach Einnahme des Medikaments begann, das Fieber
gesunken ist. Somit ist die Bedingung erfu¨llt. Das Pra¨dikat satisfiable hingegen entscheidet,
ob ein Korridor existiert, der ganz oder teilweise in der Zukunft liegt und die zeitliche Spezifi-
kation erfu¨llt. Fu¨r die Erfu¨llbarkeit wird weiterhin verlangt, dass in den Teilen des Korridors,
die in der Vergangenheit liegen, das Konditional erfu¨llt sein muss. Wird die Erfu¨llbarkeit der
Bedingung im Beispiel zwei Stunden nachdem das Medikament gegeben wurde gepru¨ft, so
muss ein entsprechender Korridor gefunden werden, der die zeitliche Spezifikation erfu¨llt und
der ganz oder teilweise in der Zukunft liegt. Beginnt diese Korridor 5 Stunden nach Beginn
der Intervention und hat eine La¨nge von 20 Minuten, so erfu¨llt er die zeitliche Spezifikation.
Da der Korridor komplett in der Zukunft liegt, ist die Bedingung damit erfu¨llbar.
Die zeitlichen Abha¨ngigkeiten einer Bedingung werden in Asbru mittels der Datenstruktur
abstract-time-annotation (Abschnitt 6.4) spezifiziert. Mit dieser ko¨nnen alle fu¨r die Menge
der Korridore relevanten Angaben, wie Ho¨chstdauer oder Startzeitpunkt, unabha¨ngig von-
einander spezifiziert werden oder unspezifiziert bleiben. Ein unspezifizierter Wert entspricht
dabei der Aussage, dass der Wert nicht relevant ist. Beispielsweise wa¨re fu¨r die Wirkung
des fiebersenkenden Mittels eine Ho¨chstdauer der Wirkung irrelevant. Die gu¨ltigen Korrido-
re, die eine Bedingung erfu¨llbar bzw. erfu¨llt machen, ko¨nnen mit Datenstrukturen vom Typ
abstract-time-annotation durch Spezifikation von Startzeitra¨umen, Zielzeitra¨umen und
La¨ngenkorridoren eingeschra¨nkt werden. Ausschließlich solche Korridore ko¨nnen eine Bedin-
gung erfu¨llen, die in dem spezifizierten Startzeitraum beginnen, dem Endzeitraum enden und
deren Dauer innerhalb des La¨ngenkorridors liegt. Werden alle Zeit-Werte unspezifiziert ge-
lassen, so entspricht dies der Forderung, dass ein vollsta¨ndig beliebiger Korridor existiert, in
dem die Bedingung gilt. Daraus ergibt sich eine mengentheoretische Sicht auf diese Datenty-
pen: Eine abstract-time-annotation steht stellvertretend fu¨r eine (unendliche) Menge von
Korridoren. Erfu¨llt ein Korridor alle Bedingungen der Zeit-Annotation, so ist er ein Element
dieser Zeit-Annotation. Einige Beispiele finden sich in Abbildung 8.2. Dabei sind im oberen
Teil der Grafik zwei Beispiele fu¨r Korridore angegeben, die die zeitliche Spezifikation der
Zeit-Annotation erfu¨llen, im unteren Bereich der Grafik sind zwei nicht erfu¨llende Beispiele
gezeichnet. Die beiden unteren Beispiele sind nicht in der Zeit-Annotation enthalten, da das
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Fiebersteigerung
keine Fiebersteigerung
12 Uhr 18 Uhr
Korridor <2 Std.
Abbildung 8.3: Beispiel fu¨r die Notwendigkeit von Signalflanken
erste Beispiel zu fru¨h, das zweite zu spa¨t endet.
Das Fieber-Beispiel aus Abschnitt 8.1.1 verlangt, dass ein Fieberru¨ckgang zwischen vier und
sechs Stunden nach Planstart festgestellt werden muss. Angenommen, der Planinstanzname
des Plans zur Einnahme des fiebersenkenden Medikaments sei iname. Dann kann die Zeit-
Annotation zu dem Beispiel geschrieben werden als:
([⊥,+hour(6)][+hour(4),⊥][0,⊥], enter(iname,activated))
Das heißt, gesucht werden Korridore, die bis sechs Stunden nach Planstart beginnen (spa¨te-
ster Startzeitpunkt), nicht fru¨her als vier Stunden nach Planstart enden (fru¨hester Endzeit-
punkt) und deren La¨nge beliebig ist.
8.1.3 Umgang mit Signalflanken
Eine Komplikation bei der Untersuchung der Erfu¨llbarkeit von Bedingungen sind Signalflan-
ken. Teilweise verlangen Bedingungen, dass ein bestimmtes Verhalten zeitlich beschra¨nkt ist.
Das Fieber-Beispiel la¨sst sich dahingehend erweitern. Angenommen es stehen mehrere ver-
schiedene, unterschiedlich starke Medikamente zur Verfu¨gung und die no¨tige Sta¨rke des zu
verabreichenden Medikaments soll bestimmt werden. Dafu¨r ist nicht nur die aktuelle Ho¨he des
Fiebers wichtig, sondern auch die La¨nge des Anstiegs der Temperatur. Je la¨nger der Anstieg
andauert, umso bedenklicher ist der Zustand des Patienten. Dauert der Anstieg nur kurz
und bleibt das Fieber dann auf konstantem Niveau wird eine weniger aggressive Therapie
angewendet, als wenn das Fieber u¨ber einen la¨ngeren Zeitraum ansteigt. In Asbru wird nun
formuliert, dass das schwache Medikament nur verabreicht werden darf, wenn der Anstieg
ho¨chstens zwei Stunden gedauert hat. Andernfalls soll das sta¨rkere Medikament gegeben wer-
den. Die Bedingung, die u¨berpru¨ft, ob das schwa¨chere Medikament gegeben wird, soll nicht
zu wahr auswerten, wenn der Fieberanstieg la¨nger als zwei Stunden gedauert hat.
Mit den bisher vorgestellten Mechanismen ist dies nicht mo¨glich, da offensichtlich ein Kor-
ridor gefunden werden kann, der nicht la¨nger als zwei Stunden ist und in dem das Fieber
angestiegen ist. Dies ist in Abbildung 8.3 visualisiert. Obwohl der Fieberanstieg sich u¨ber
insgesamt sechs Stunden hinzieht, kann ein ku¨rzerer Korridor gefunden werden, der die Be-
dingung wahr macht. Daher wird der Begriff der Signalflanken eingefu¨hrt. Eine Signalflanke
beschreibt einen Zustandswechsel, im Beispiel um 12 Uhr, wenn das Fieber beginnt zu steigen
bzw. um 18 Uhr, wenn der Fieberanstieg beendet wird. Die Signalflanke um 12 Uhr wird als
positive oder steigende Signalflanke bezeichnet, da das Konditional wahr wird. Um 18 Uhr da-
gegen findet sich eine fallende oder negative Signalflanke, da das Konditional hier falsch wird.
Die Zeit-Annotation einer Bedingung kann verlangen, dass bei der Auswertung der Asbru-
Bedingung eine steigende Signalflanke zu Beginn des erfu¨llenden Korridors vorhanden sein
muss, ebenso kann spezifiziert werden, dass eine fallende Signalflanke am Ende des Korridors
vorhanden sein muss oder das an beiden Enden Flanken existieren mu¨ssen. Ein Korridor, der
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mit einer fallenden Signalflanke beendet wird, wird als maximal im Ende bezeichnet. Ana-
log wird ein Korridor, der mit einer steigenden Signalflanke beginnt als maximal im Anfang
bezeichnet. Ein Korridor, der maximal im Ende und maximal im Anfang ist, heißt maximal.
8.1.4 Berechnung der Erfu¨lltheit von Asbru-Bedingungen
Um zu berechnen, ob eine Bedingung erfu¨llt ist, muss man zuna¨chst unterscheiden, ob die
Bedingung mit einer Zeit-Annotation versehen ist oder nicht. Falls keine Zeit-Annotation
angegeben ist, muss lediglich das Konditional der Bedingung ausgewertet werden. Ist dieses
wahr, so gilt die Bedingung als erfu¨llbar und als erfu¨llt, anderenfalls ist sie keines von beiden.
Sollte eine abstract-time-annotation angegeben worden sein, so muss zuna¨chst die Men-
ge der mo¨glichen Korridore berechnet werden, die zu der Zeit-Annotation geho¨rt. Um dies
zu erreichen, muss zuna¨chst der Referenzzeitpunkt der Zeit-Annotation ausgewertet werden.
Sofern er ein Ereignis wie etwa einen Planstart oder eine Planterminierung referenziert, muss
anhand des aktuellen Zustandes ermittelt werden, ob eine Zuordnung des Ereignisses zu einer
konkreten Zeit mo¨glich ist. Ist dies mo¨glich, so kann die Menge aller Korridore berechnet wer-
den. Die Berechnung von Erfu¨llbarkeit und Erfu¨lltheit wird dann im Folgenden beschrieben.
Kann der Referenzpunkt nicht berechnet werden, weil etwa der referenzierte Planzustands-
wechsel noch nicht stattgefunden hat, gilt die Bedingung als erfu¨llbar aber nicht als erfu¨llt.
Eine Zeit-annotierte Bedingung genu¨gt in einem Zustand dem Pra¨dikat satisfied, ist also
erfu¨llt, wenn einer der Korridore, die Teil der Zeit-Annotation sind, komplett in der Vergan-
genheit liegt. U¨ber die gesamte La¨nge dieses Korridors muss das Konditional der Bedingung
wahr sein. Gegebenenfalls mu¨ssen Flanken, die die Zeit-Annotation spezifiziert, beru¨cksich-
tigt werden. Im Beispiel der Fieberbehandlung aus Abschnitt 8.1.1 bedeutet dies, dass ein
beliebig langer Korridor gefunden werden muss, der vier bis sechs Stunden nach Gabe des fie-
bersenkenden Medikaments beginnt oder endet. Wa¨hrend des ganzen Korridors (der beliebig
kurz sein darf), muss das Fieber gesunken sein.
Eine Zeit-annotierte Bedingung ist in einem Zustand erfu¨llbar, d.h. das Pra¨dikat
satisfiable wertet wahr aus, wenn fu¨r einen der Korridore, die Elemente der Zeit-Annotation
sind, gilt, dass fu¨r jeden Zeitpunkt dieses Korridors das Konditional der Bedingung u¨ber
dem Zustand zu wahr auswertet oder der Zeitpunkt in der Zukunft des aktuellen Zustands
liegt. Gleiches gilt fu¨r Flanken. Diese mu¨ssen nachgewiesen werden, sofern sie von der
Zeit-Annotation der Bedingung gefordert werden und der Zeitpunkt der Flanke nicht in
der Zukunft liegt. Im Beispiel kann man beispielsweise zum Zeitpunkt, zwei Stunden nach
Planstart, die Erfu¨llbarkeit der Bedingung nachweisen. Dafu¨r wird ein Korridor gewa¨hlt,
der vier Stunden nach Medikamentengabe beginnt und eine halbe Stunde lang ist. Da jeder
einzelne Punkt dieses Korridors in der Zukunft liegt, ist die Bedingung erfu¨llbar.
Ist der Referenzpunkt der Bedingung nicht ermittelbar, beispielsweise, weil das spezifizierte
Ereignis noch nicht eingetreten ist, so gilt die Bedingung als erfu¨llbar, jedoch nicht als erfu¨llt.
8.1.5 Benutzereinwirkung auf die Auswertung von Bedingungen
Asbru Bedingungen (asbru-condition) erweitern Bedingungen um die Mo¨glichkeit zur Ein-
beziehung der externen Signale, die in Abschnitt 7.2 beschrieben werden. Das medizinische
Personal kann mit diesen Signalen die Auswertung von Bedingungen verzo¨gern oder u¨ber-
steuern. Um diese Einflussnahme nur gezielt zuzulassen, besteht eine Asbru-Bedingung (Ab-
schnitt 6.7) neben einer Bedingung aus zwei bool-Werten. Diese Marker spezifizieren, ob
die Auswertung der Asbru-Bedingung von den Umgebungssignalen beeinflusst werden kann.
Einer der Marker wird mittels des Selektors .override angesprochen. Dieser Marker gibt an,
ob die Bedingung vom medizinischen Personal u¨bersteuert werden kann. Erlaubt die Bedin-
gung ein U¨bersteuern und sendet das medizinische Personal zusa¨tzlich das U¨bersteuerungs-
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signal, dann wertet das Pra¨dikat satisfied die Asbru-Bedingung zu wahr aus. Dies erfolgt
unabha¨ngig von der Auswertung der Bedingung, die der Asbru-Bedingung zugrunde liegt. Ist
in einer Asbru-Bedingung der .override Marker gesetzt, so ist die Bedingung immer erfu¨ll-
bar. Dies soll am konkreten Beispiel erla¨utert werden. Dazu wird die filter-Bedingung des
Plans Fieber Behandlung betrachtet. Dabei handelt es sich um eine Asbru-Bedingung,
die die Anwendung des Plans immer dann erlaubt, wenn mindestens moderates Fieber vor-
liegt. Diese Asbru-Bedingung ist unabha¨ngig vom Zustand immer erfu¨llbar, wenn gilt, dass
asbru(Fieber Behandlung).filter .override den Wert true ergibt. Weiterhin ist diese
Bedingung erfu¨llt, wenn obiges gilt und zusa¨tzlich vom medizinischen Personal ein override
Signal gesendet wird. Dieses Signal wird in der Umgebungssignal-Sammlung EAGG gespei-
chert. Auf die den Plan betreffende Signalsammlung wird mittels des Terms
EAGG[Fieber Behandlung]
zugegriffen. Ergebnis dieses Terms ist die Sammlung der 13 verschiedenen Signale, u¨ber die
ein Plan gesteuert werden kann. Aus diesen 13 Signalen muss als na¨chstes die Signalgruppe
der override Signale ausgewa¨hlt werden.
EAGG[Fieber Behandlung].override
Ergebnis dieses Aufrufs ist ein Wert vom Typ bool-tupel, das die sechs override Signale
fu¨r alle Bedingungen des Plans entha¨lt. Von diesen muss zuletzt das Signal fu¨r die filter-
Bedingung selektiert werden:
EAGG[Fieber Behandlung].override.filter
Dieses Signal muss den Wert true haben.
Ist der mittels .confirm selektierte Marker einer Asbru-Bedingung gesetzt, so kann die
Auswertung der Asbru Bedingung verzo¨gert werden. Durch ein entsprechendes externes Si-
gnal wird bei gesetztem .confirm Marker das Pra¨dikat satisfied zu falsch auswertet. Die
Auswertung von satisfiable wird durch dieses Flag nicht vera¨ndert.
8.1.6 Formale Erfu¨llbarkeit von Asbru Bedingungen
Ziel dieses Abschnitts ist es, eine formale Definition der Erfu¨llbarkeit und der Erfu¨lltheit von
Asbru-Bedingungen zu geben. Zentraler Aspekt dabei ist die Betrachtung zeitlicher Aspekte
und die damit verbundene Frage, ob die zeitliche Spezifikation der Bedingung eingehalten
werden kann oder nicht. Um diese Auswertung zu ermo¨glichen soll wie folgt verfahren werden.
Zuna¨chst wird der Begriff des Intervalls bzw. des abstrakten Intervalls eingefu¨hrt. Ein Intervall
soll als Datenstruktur einen Korridor repra¨sentieren.
Danach wird die formale Semantik der Auswertung der abstrakten Referenzpunkte, also
des abstract-asbru-clock Datentyps, angegeben. Diese abstrakten Referenzpunkte erlauben
neben der Angabe einer konkreten Uhrzeit auch, Planzustandswechsel anderer Pla¨ne zu refe-
renzieren. Diese auszuwerten ist notwendig, um mit abstrakten Zeit-Annotationen umgehen
zu ko¨nnen, da diese solche abstrakte Referenzpunkte verwenden. Die Auswertung der abstrak-
ten Zeit-Annotationen ist notwendig um die Menge der von einer solchen Zeit-Annotation
definierten Korridore bestimmen zu ko¨nnen. Nachdem eine formale Definition fu¨r diese Men-
ge angegeben worden ist, wird definiert, ob bei gegebenem Zustand eine Asbru-Bedingung
erfu¨llt bzw. erfu¨llbar ist.
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Semantik von Konditionalen (conditional)
Konditionale sind die einfachsten Bedingungstypen, die in Asbru definiert sind. Konditionale
speichern eine nicht zeitbezogene Bedingung, etwa
”
der Patient hat Fieber“.
Definition
Ein Konditional conditional ist ein Pra¨dikat, das die Information einer Krankenakte und
einer Uhrzeit zu einem Wahrheitswert auswertet. Damit ist ein conditional eine Implemen-
tierung der in Abschnitt 6.9 vorgestellten Datenstruktur.
conditional : patient-data-history× int 7→ bool
Ein conditional cond kann u¨ber einem Zustand σ ausgewertet werden:
[[cond]]σ ↔ cond(σ.PDH, σ.AC)
Intervalle (abstract-interval und interval)
Ist es in Asbru notwendig, eine Bedingung mit einem zeitlichen Bezug zu versehen, so wird
dazu eine Zeit-Annotation (siehe Abschnitt 6.4) verwendet. Um diese besser handhaben zu
ko¨nnen, wird zuna¨chst das Konzept des interval bzw. des abstract-interval eingefu¨hrt.
Diese Konzepte implementieren Korridore, wie sie im Beispiel 8.1.1 vorgestellt werden.
interval und abstract-interval unterscheiden sich darin, dass ein interval lediglich
ein Intervall zwischen zwei ganzen Zahlen beschreibt, wa¨hrend ein abstract-interval
auch ⊥-Elemente als Intervallenden zula¨sst. ⊥-Elemente repra¨sentieren undefinierte
Werte, die beispielsweise dadurch auftreten ko¨nnen, dass bestimmte zeitliche Aspekte bei
Zeit-Annotationen unspezifiziert gelassen werden.
Definition
Ein abstract-interval ist ein Paar aus zwei int-bottom Zahlen, abstract-interval =
(int-bottom × int-bottom).
Zum Zugriff auf den Start- bzw. den Endwert eines abstract-interval Konstrukts werden
Selektoren definiert:
..start : abstract-interval 7→ abstract-asbru-clock
..end : abstract-interval 7→ abstract-asbru-clock
Die Semantik der Selektoren wird formal wie folgt spezifiziert:
(bi1,bi2).start = bi1
(bi1,bi2).end = bi2
Abstrakte Intervalle dienen der Aufnahme von Zeitintervallen im Zusammenhang mit
Zeit-Annotationen. Eine Zeit-Annotation wird beschrieben durch die Spezifikation eines
Startintervalls, eines Zielintervalls sowie eines La¨ngenintervalls. Diese drei Intervalle ko¨nnen
durch die abstract-interval Datenstruktur repra¨sentiert werden. Die Selektoren, die auf
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abstract-interval Datentypen definiert sind, heißen .start und .end. .start selektiert
den ersten Wert des Intervalls, also den Startpunkt. .end selektiert den letzten Wert des
Intervalls, also den Endpunkt.
Analog dazu wird die Definition der nicht-abstrakten Intervalle interval angegeben. Ver-
wendet werden die interval unter anderem dafu¨r, die zeitlichen Korridore zu spezifizieren,
die in der Menge der von einer Zeit-Annotation beschriebenen Korridore enthalten sind.
Definition
Ein interval ist ein Paar ganzer Zahlen, interval = (int × int).
Wie fu¨r die abstrakten Korridore abstract-interval werden Selektoren fu¨r die beiden
Komponenten definiert.
..start : interval 7→ int
..end : interval 7→ int
Seien AC1
1 und AC2 ganze Zahlen, dann wird damit die Semantik der Selektoren wie folgt
spezifiziert:
(AC1,AC2).start = AC1
(AC1,AC2).end = AC2
Damit werden Intervalle analog zu den abstrakten Intervallen spezifiziert.
Semantik der abstrakten Referenzpunkte (abstract-asbru-clock)
Um die Auswertung von Zeit-annotierten Bedingungen durchfu¨hren zu ko¨nnen, muss es
mo¨glich sein, die Menge der durch eine Zeit-Annotation definierten Intervalle zu bestimmen.
Fu¨r das Beispiel der Behandlung von Fieber in Abschnitt 8.1.1 wurde die Zeit-Annotation
([⊥,+hour(6)][+hour(4),⊥][0,⊥], enter(iname,activated))
formuliert. Um auswerten zu ko¨nnen, ob ein Korridor in der Menge der von dieser Zeit-
Annotationen zugelassenen Korridoren liegt, muss zuna¨chst der Referenzpunkt ausgewertet
werden. Alle anderen Werte der Zeit-Annotation sind relativ zu diesem angegeben. Zu abso-
luten Werten werden diese durch die Addition mit dem abstract-asbru-clock Objekt, im
Beispiel enter(iname, activated).
Ein Objekt vom Typ abstract-asbru-clock (siehe Abschnitt 6.11) beschreibt
allgemein einen abstrakten Referenzzeitpunkt. Im einfachsten Fall handelt es sich bei
einem abstract-asbru-clock Objekt um eine konkrete Uhrzeit, jedoch sind als gu¨ltige
Werte auch die Referenzierung von Planzustandswechseln – wie im Beispiel – und der
wandelnde Referenzpunkt *now* zugelassen. abstract-asbru-clock Objekte werden als
Referenzpunkte fu¨r Zeit-Annotationen in Asbru-Bedingungen verwendet. Im Beispiel zur
Behandlung von Fieber wird eine Bedingung angegeben, die vier bis sechs Stunden nach
Planstart gu¨ltig sein soll. Offensichtlich kann bei der Erstellung der Leitlinie keine absolute
Zeit als Referenzpunkt angegeben werden, da die Ausfu¨hrungszeit des entsprechenden Plans
bei der Erstellung der Leitlinie unbekannt ist. Stattdessen wird als Referenzpunkt der
Moment gewa¨hlt, in dem der Plan zur Verabreichung des Medikaments seinen Planzustand
von ready auf activated a¨ndert. Die Semantik des dafu¨r vorgesehenen syntaktischen
Konstrukts enter soll in diesem Abschnitt definiert werden, genauso wie die Semantik
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des inversen Konstruktes leave. leave beschreibt einen Zeitpunkt, zu dem ein Plan einen
bestimmten Zustand verla¨sst. Das heißt, im Beispiel kann der Zeitpunkt, in dem der Plan
vom Zustand ready nach activated wechselt beschrieben werden als enter(iname,
activated) oder als leave(iname, ready).
Fu¨r die semantische Auswertung der enter und leave Strukturen muss ein Zustand vorlie-
gen, aus dessen Asbru-Zustands-Historie abgelesen werden kann, ob und wann der entspre-
chende Planzustandswechsel stattgefunden hat. Die abstract-asbru-clock Objekte mu¨ssen
anhand dieses Zustands (bzw. dessen Asbru-Zustands-Historie) ausgewertet werden. Eine sol-
che Auswertung u¨ber dem Zustand σ wird syntaktisch mit der Formel [[aac]]σ aufgeschrieben.
Beschreibt das abstract-asbru-clock Objekt einen Planzustandswechsel, so mu¨ssen bei der
Auswertung zwei Fa¨lle unterscheiden werden. Im einen Fall hat der referenzierte Planzu-
standswechsel bereits in der Vergangenheit des aktuellen Zustands stattgefunden, im anderen
Fall nicht. Hat der Zustandswechsel stattgefunden, so soll [[aac]]σ den Zeitpunkt dieses Zu-
standswechsels zuru¨ckliefern. Falls der Zustandswechsel noch nicht stattgefunden hat, soll
[[aac]]σ zu ⊥ auswerten.
Falls der referenzierte Planzustandswechsel mehrfach stattgefunden hat, so soll jeweils der
Zeitpunkt der letzten solchen Planzustandsa¨nderung als Ergebnis der Auswertung stehen.
Um die Auswertung von enter und leave durchfu¨hren zu ko¨nnen, mu¨ssen Hilfspra¨dikate
eingefu¨hrt werden. Diese heißen enterP und leaveP. Wa¨hrend enter und leave bei der
Auswertung berechnen, zu welcher Zeit eine Planinstanz einen bestimmten Zustandswechsel
zum letzten mal durchgefu¨hrt hat, berechnen enterP und leaveP ob ein Planzustandswechsel
zu der angegeben Zeit stattgefunden hat. Es gilt also:
[[enter(iname, θ)]]σ = AC → [[enterP(iname, θ, AC)]]σ
Definition
enterP ist ein Konstrukt bestehend aus Planinstanznamen, Planzustand und Uhrzeit,
enterP(instance-name × plan-state × int).
Ein enterP Konstrukt kann u¨ber einem Zustand ausgewertet werden, [[enterP(...)]]σ. Dazu
gilt folgende Definition, wenn iname ein Planinstanzname, PS ein Planzustand und AC eine
Uhrzeit ist:
[[enterP(iname, PS, AC)]]σ ↔ ∃ PSX1,PSX2,PS1.
σ.ASH[iname][AC]
= PSX1 +PS1 +PS+PSX2
∧ PS1 6= PS
∧AC ≤ σ.AC
Das Konstrukt enterP beschreibt einen Planzustandswechsel in den angegebenen Plan-
zustand zur angegebenen Zeit. Bei Auswertung von enterP(iname,PS,AC) u¨ber einem
Zustand σ ([[enterP(iname, PS, AC)]]σ) wird u¨berpru¨ft, ob die Planinstanz, die durch den
Namen iname benannt wird zum Zeitpunkt AC einen Zustandsu¨bergang von einem beliebi-
gem Zustand in den Zustand PS durchgefu¨hrt hat. Dies geschieht wie nachfolgend beschrie-
ben.
Aus dem Zustand σ wird mittels .ASH die Asbru-Zustands-Historien Komponente selek-
tiert. Diese ist eine dynamische Funktion, die Plannamen abbildet auf Eintra¨ge in die Asbru-
Zustands-Historie. Das bedeutet, der Term
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σ.ASH[iname]
selektiert das gesamte protokollierte Zustandsu¨bergangsverhalten des Planes iname. Um
festzustellen, ob ein Zustandsu¨bergang zum Zeitpunkt AC stattgefunden hat, wird die Plan-
zustandsliste dieses Zeitpunktes aus dem Eintrag selektiert.
σ.ASH[iname][AC]
Wenn der Plan iname zum Zeitpunkt AC in den Zustand PS gewechselt ist, so ist das
gleichbedeutend damit, dass in der Planzustandsliste, die zu diesem Plan und dieser Zeit
geho¨rt der Planzustand PS enthalten ist. Weiterhin muss ein Wechsel in diesen Zustand
stattgefunden haben, also eine Zerlegung der Planzustandsliste existieren, so dass der Zustand
PS darin vorkommt und der Zustand unmittelbar vor PS ungleich diesem ist.
Die Definition soll nun nochmals anhand des Beispiels betrachtet werden. Zur Erinnerung,
die Zeit-Annotation des Beispiels ist
([⊥,+hour(6)][+hour(4),⊥][0,⊥], enter(iname,activated))
Eine mo¨gliche Zustandshistorie fu¨r den Plan iname hat die nachfolgende Form:
ASHE[0] = ([]⇒ inactive)
ASHE[1] = ([]⇒ inactive⇒ considered⇒ possible⇒ ready)
ASHE[2] = ([]⇒ ready⇒ activated)
ASHE[3] = ([]⇒ activated)
ASHE[4] = ([]⇒ activated⇒ suspended)
ASHE[5] = ([]⇒ suspended⇒ activated)
Das heißt, der Plan war zum Zeitpunkt 0 im Zustand inactive. Im Zustand 1
wurde die Selection-Phase durchlaufen, im Zustand 2 erfolgte der U¨bergang in die
Execution-Phase, im Zustand 4 wurde der Plan unterbrochen um dann im Zustand 5
wieder in den Zustand activated zu wechseln. enterP(iname,activated,AC) soll
den Wert true bei der Auswertung erhalten, wenn AC fu¨r eine Zeit steht, zu der der Plan
iname den Planzustand activated betreten hat. Im Beispiel gilt dies fu¨r AC = 2 und
AC = 5. Zu diesen Zeitpunkten hat der Planzustand von einem beliebigen nicht-activated
Zustand zum activated-Zustand gewechselt. Im Zustand 3 sowie im Zustand 4 war
der Plan zwar im Zustand activated, hat aber nicht dorthin gewechselt. Daher wertet
enterP(iname,activated, 3) zu false aus.
Definition
Analog zu enterP ist das leaveP Konstrukt definiert mit leaveP(instance-name ×
plan-state × int).
Auch dessen Semantik ist analog zum enterP Konstrukt definiert:
[[leaveP(iname, PS, AC)]]σ ↔ ∃ PSX1,PSX2,PS1.
σ.ASH[iname][AC]
= PSX1 +PS+PS1 +PSX2
∧ PS1 6= PS
∧AC ≤ σ.AC
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Der Unterschied zwischen der Semantikdefinition von enterP und leaveP ist, dass im Fall
von enterP gefordert wird, dass der betreffende Zustand betreten wird (PS1+PS), wa¨hrend
bei leaveP der Zustand verlassen wird (PS+PS1).
Nun soll die Auswertung abstrakter Referenzpunkte definiert werden. Dazu wird zuna¨chst
eine Auswertungsregel fu¨r den Referenzpunkt *now* angegeben, danach wird die Auswertung
von enter und leave Konstrukten angegeben.
Definition
Gegeben sei ein Zustand σ. Dann wird der abstrakte Referenzpunkt *now* wie folgt
ausgewertet:
[[*now*]]σ = σ.AC
Die Auswertung des Abstrakten Referenzpunkte enter stu¨tzt sich auf das eben definierte
Konstrukt enterP ab.
[[enter(iname, PS)]]σ = ⊥,wenn kein AC existiert, so dass[[enterP(iname, PS, AC)]]σ
[[enter(iname, PS)]]σ = AC,wenn [[enterP(iname, PS, AC)]]σ
und es existiert kein AC1, so dass
[[enterP(iname, PS, AC1)]]σ
undAC < AC1
undAC ≤ σ.AC
Analog dazu ist die Semantik des leave Konstrukts definiert:
[[leave(iname, PS)]]σ = ⊥,wenn kein AC existiert, so dass[[leaveP(iname, PS, AC)]]σ
[[leave(iname, PS)]]σ = AC,wenn [[leaveP(iname, PS, AC)]]σ
und es existiert kein AC1, so dass
[[leaveP(iname, PS, AC1)]]σ
undAC < AC1
undAC ≤ σ.AC
Ein *now* Konstrukt wird bei der Auswertung stets durch die jeweilige Uhrzeit des Zu-
stands ersetzt, die mittels des .AC Selektors aus dem Zustand selektiert wird.
Ein enter Konstrukt soll durch die Auswertung zum letzten (d.h. neuesten) Zeitpunkt
ausgewertet werden, zu dem ein Plan den angegebenen Zustand erreicht hat.
Zur Erla¨uterung soll noch einmal das Beispiel von eben herangezogen werden. Der ab-
strakte Referenzpunkt enter(iname,activated) soll ausgewertet werden, wobei folgende
Zustandshistorie fu¨r den Plan iname gilt:
ASHE[0] = ([]⇒ inactive)
ASHE[1] = ([]⇒ inactive⇒ considered⇒ possible⇒ ready)
ASHE[2] = ([]⇒ ready⇒ activated)
ASHE[3] = ([]⇒ activated)
ASHE[4] = ([]⇒ activated⇒ suspended)
ASHE[5] = ([]⇒ suspended⇒ activated)
Wie bereits oben erla¨utert wertet enterP fu¨r die Zeitpunkte 2 und 5 zu true aus. Dement-
sprechend gibt es mindestens einen Zeitpunkt, zu dem enterP nicht zu false auswertet. Damit
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wird die Auswertung von enter nicht zum ⊥ Element geschehen. Stattdessen wird nun nach
einem Zeitpunkt gesucht, zu dem enterP zu true auswertet (2 oder 5) und dieser Zeitpunkt
muss der spa¨teste sein, zu dem die Auswertung zu true erfolgt. Damit fa¨llt der Zeitpunkt 2
aus und enter wertet zu 5 aus.
Die Definition des leave Konstruktes erfolgt analog zum enter Konstrukt. Das bedeutet,
die Auswertung stu¨tzt sich auf leaveP ab, erfolgt aber davon abgesehen identisch.
Semantik von Zeit-Annotationen (abstract-time-annotation)
Bisher wurden fu¨r Zeit-Annotationen nur Selektoren definiert, die die relativen Start- und
Endzeitpunkte sowie den Referenzpunkt selektieren. Das heißt, der Selektor, der den
”
earliest
starting shift“ einer Zeit-Annotation zuru¨ckliefert, bestimmt nicht den absoluten fru¨hesten
Startzeitpunkt sondern nur die Verschiebung dieses fru¨hesten Startzeitpunktes zum Referenz-
punkt. Nachdem nun die Auswertung abstrakter Referenzzeitpunkte definiert ist, ko¨nnen nun
Funktionen definiert werden, die die Auswertung des Referenzpunktes sowie dessen Addition
zu den relativen Start- und Endpunkten einer Zeit-Annotation zusammenfassen.
Definition
Fu¨r Zeit-Annotationen sind die nachstehenden Selektoren definiert:
.est : abstract-time-annotation 7→ int-bottom
.lst : abstract-time-annotation 7→ int-bottom
.eft : abstract-time-annotation 7→ int-bottom
.lft : abstract-time-annotation 7→ int-bottom
.sti : abstract-time-annotation 7→ abstract-interval
.fti : abstract-time-annotation 7→ abstract-interval
.dti : abstract-time-annotation 7→ abstract-interval
Deren Semantik wird wie folgt definiert:
[[ata.est]]σ = ata.ess+ [[ata.refPoint]]σ
[[ata.lst]]σ = ata.lss+ [[ata.refPoint]]σ
[[ata.eft]]σ = ata.efs+ [[ata.refPoint]]σ
[[ata.lft]]σ = ata.lfs+ [[ata.refPoint]]σ
[[ata.sti]]σ = ([[ata.est]]σ × [[ata.lst]]σ)
[[ata.fti]]σ = ([[ata.eft]]σ × [[ata.lft]]σ)
[[ata.dti]]σ = ([[ata.minDu]]σ × [[ata.maxDu]]σ)
Die Semantik der oben definierten Selektoren zur Bestimmung der absoluten Zeitgrenzen
einer Zeit-Annotation ist angegeben jeweils durch die Addition des zugeho¨rigen relativen
Wertes mit dem Referenzpunkt. Der Selektor .est beispielsweise selektiert den fru¨hesten
Startzeitpunkt (englisch earliest starting time) im Gegensatz zu dem bereits bekannten Se-
lektor .ess, der den relativen fru¨hesten Startzeitpunkt selektiert. Der fru¨heste Startzeitpunkt
berechnet sich aus der durch den .ess Selektor bestimmten relativen Verschiebung des fru¨he-
sten Startzeitpunkt gegen den Referenzpunkt sowie dem Referenzpunkt, also informell est =
ess + refPoint.
Analog dazu sind die u¨brigen drei Selektoren benannt. Der .lst Selektor bestimmt den
spa¨testen Startzeitpunkt (latest starting time), durch Addition des relativen spa¨testen Start-
98
8.1 Auswertung von Asbru-Bedingungen
zeitpunktes .lss sowie dem Referenzpunkt. Die .eft Funktion bestimmt den fru¨hesten End-
zeitpunkt und .lft den spa¨testen Endzeitpunkt.
Neben den vier Selektoren fu¨r die absoluten Start- und Endzeitpunkte werden zusa¨tzlich
noch drei Funktionen definiert, die die Start-, End- und Dauerintervalle selektieren. Diese
Intervalle werden fu¨r die Definition der Erfu¨llbarkeit und Erfu¨lltheit von Asbru-Bedingungen
beno¨tigt. Dabei selektiert .sti das Startintervall, also das Paar aus .est und .lst. In diesem
Intervall muss ein Korridor starten, damit er Element der Zeit-Annotation sein kann. Die
Funktion .fti liefert das Endintervall, also das aus .eft und .lft gebildete Intervall, in dem ein
Korridor enden muss, um Element einer Zeit-Annotation sein zu ko¨nnen. Zuletzt wird noch
der Selektor fu¨r das Dauer-Intervall, .dti, angegeben. Dieser liefert ein Paar aus minimaler
und maximaler Dauer zuru¨ck und erlaubt so zu bestimmen, ob ein Korridor die richtige La¨nge
hat um Element einer Zeit-Annotation zu sein.
Ziel dieses Kapitels ist es, die Semantik der Erfu¨llbarkeit und der Erfu¨lltheit von Bedin-
gungen anzugeben. Diese wurde zuna¨chst informell erla¨utert. Danach wurde die formale De-
finition der semantische Auswertung der abstrakten Referenzpunkte von Zeit-Annotationen
angegeben. Mit dieser Auswertung ist es mo¨glich, die absoluten Start- und Endzeitpunk-
te von Zeit-Annotationen zu berechnen. Mit Hilfe dieser Funktionen die Start-, End- und
Dauerintervalle einer Zeit-Annotation berechnet werden.
Damit die Erfu¨llbarkeit einer Bedingung nachgewiesen werden kann, muss die Existenz ei-
nes Korridors gezeigt werden, innerhalb dessen das Konditional der Bedingung wahr ist. Der
Korridor selbst muss in der Menge der von der Zeit-Annotation der Bedingung erlaubten Kor-
ridore liegen. Diese Menge beschreibt alle Korridore, die im Startintervall der Zeit-Annotation
beginnen, im Endintervall enden und deren La¨ngen im La¨ngenintervall der Zeit-Annotation
liegen.
Die Zeit-Annotation des Beispiels aus 8.1.1 verlangt, dass ein Fieberru¨ckgang vier bis sechs
Stunden nach Beginn der Einnahme der fiebersenkenden Medikamente gemessen werden muss.
Zula¨ssig sind damit alle Korridore, die zwischen vier und sechs Stunden nach Beginn der
Einnahme starten und enden. Diese Korridore mu¨ssen nicht mit Flanken abgeschlossen sein.
Wie dieser Sachverhalt zu formalisieren ist, wird im Folgenden beschrieben.
Um festzustellen, ob eine Uhrzeit Element eines abstrakten Korridors ist, wird eine Ele-
mentbeziehung definiert.
Definition
Es wird ein Pra¨dikat ∈ definiert, dass eine Beziehung zwischen Zeiten und Intervallen
herstellt.
. ∈ . : int× abstract-interval 7→ bool
Die Semantik dieser Elementbeziehung ist wie folgt definiert:
AC ∈ Ia ↔ Ia.start = ⊥
∨ Ia.start ≤ AC
∧ Ia.end = ⊥
∨AC ≤ Ia.end
Informell kann das ⊥-Element von abstrakten Korridoren als ein Platzhalter fu¨r plus-
bzw. minus-Unendlich angesehen werden. In der u¨blichen Definition der Vergleichsoperatoren
zwischen ganzen Zahlen und Unendlichkeitswerten gilt, dass jede Zahl immer kleiner ist als
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Unendlich und immer gro¨ßer ist als minus Unendlich. Im Fall der abstrakten Korridore wird
angenommen, dass ein ⊥-Element an erster Stelle (also mittels .start selektiert) fu¨r den Wert
minus-Unendlich steht, an zweiter Stelle fu¨r den Wert Unendlich.
Bei einer U¨berpru¨fung, ob ein ganzzahliger Wert Element eines abstrakten Korridors ist,
muss u¨berpru¨ft werden, ob der Wert gro¨ßer ist als das Startelement des Korridors und kleiner
als das Endelement des Korridors. Ist eines dieser Elemente der ⊥-Wert und steht somit fu¨r
die Unendlichkeit, eru¨brigt sich diese U¨berpru¨fung.
Mit diesen Definitionen ist es nun mo¨glich, die eigentlich gewu¨nschte Beziehung zwischen
Korridoren und Zeit-Annotationen herzustellen. Damit soll formalisierbar werden, wann ein
Korridor in der Menge der von einer Zeit-Annotation zugelassenen Korridore liegt.
Definition
Es wird eine Elementbeziehung zwischen Intervallen und abstrakten Zeit-Annotationen
definiert:
. ∈ . : interval× abstract-time-annotation 7→ bool
Zwischen einem interval I mit I = (AC1 × AC2) und einer abstract-time-annotation
ata wird die Semantik der Elementbeziehung wie nachstehend definiert:
[[I ∈ ata]]σ ↔ I.start ∈ [[ata.sti]]σ
∧ I.end ∈ [[ata.fti]]σ
∧ (I.end− I.start) ∈ [[ata.dti]]σ
∧ [[ata.refPoint]]σ 6= ⊥
Ein (nicht-abstrakter) Korridor kann Element einer Zeit-Annotation sein. Dazu ist es not-
wendig, dass der Startpunkt des Korridors im Startintervall der Zeit-Annotation liegt, der
Endpunkt des Korridors im Endintervall der Zeit-Annotation und die La¨nge des Korridors
muss im La¨ngenintervall der Zeit-Annotation liegen. Diese Auswertung ist nur mo¨glich, wenn
der ausgewertete Referenzpunkt der Zeit-Annotation ungleich dem ⊥-Element ist.
Noch einmal zuru¨ck zum Beispiel. Dessen Zeit-Annotation ist wie folgt definiert:
([⊥,+hour(6)][+hour(4),⊥][0,⊥], enter(iname,activated))
Es wurde bereits bestimmt, dass der Referenzpunkt zu
”
5“ auswertet. Gepru¨ft werden
soll, ob ein bestimmter Korridor Element dieser Zeit-Annotation ist. Der Korridor, der hier
untersucht werden soll ist der, der 5 Stunden nach Planstart beginnt und 5 Stunden und 20
Minuten nach Planstart endet. Es wird also u¨berpru¨ft ob
(5 + hour(5)× 5 + hour(5) + minute(20)) ∈ ata
Dazu mu¨ssen die Bedingungen der ∈ Beziehungen einzeln gepru¨ft werden. Zuna¨chst muss
gepru¨ft werden, ob der Startpunkt des Intervalls im Startintervall der Zeit-Annotation liegt,
also:
5 + hour(5) ∈ [⊥ + 5,hour(6) + 4]
Es muss also gepru¨ft werden, ob folgende Ungleichungen gelten:
⊥+ 5 ≤ 5 + hour(5) oder ⊥+ 5 = ⊥
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und
5 + hour(5) ≤ hour(6) + 5 oder hour(6) + 5 = ⊥
Der erste Teil der Gleichung kann positiv entschieden werden, da ⊥+5 = ⊥ und damit die
Disjunktion erfu¨llt ist. Fu¨r den zweiten Teil muss gepru¨ft werden, ob der Wert 5 + hour(5)
kleiner ist als 5 + hour(6). Dies ist der Fall, da hour eine Funktion ist, die von int nach int
abbildet und deren steigende Monotonie bekannt ist.
Damit konnte nachgewiesen werden, dass der Anfang des gewa¨hlten Intervalls im Anfangs-
intervall der Zeit-Annotation liegt. Zu zeigen bleibt, dass das Ende des gewa¨hlten Intervalls
im Endintervall der Zeit-Annotation liegt, dass die Dauer korrekt gewa¨hlt wurde und der
Referenzpunkt der Zeit-Annotation nicht zum ⊥-Element ausgewertet wird.
Geringfu¨gig anders werden Zeit-Annotationen ausgewertet, die im Kontext zyklischer Pla¨ne
verwendet werden. Zyklische Pla¨ne erlauben, ihren Unterplan in regelma¨ßig wiederkehrenden
Startfenstern zu starten, bis der Unterplan ausreichend oft ausgefu¨hrt wurde. Das Startin-
tervall wird u¨ber eine regula¨re Zeit-Annotation angegeben. Zusa¨tzlich kennt die zyklische
Kontrolle aber noch einen Offset sowie eine Frequenz, die dieses Startintervall verschieben
ko¨nnen.
Die Definition der Elementbeziehung einer Zeit und der zyklischen Kontrolle stu¨tzt sich
daher auf die bereits definierten Elementbeziehungen ab, verschiebt aber das Intervall um
die angegebenen Offsets. Der Einfachheit halber wird diese Verschiebung nicht auf der Zeit-
Annotation durchgefu¨hrt. Stattdessen wird eine inverse Rechenoperation auf der zu testenden
Zeit ausgefu¨hrt, d.h. statt auf beide Komponenten des Startintervalls der Zeit-Annotation
Frequenz und Offset aufzuaddieren, werden diese von der zu testenden Zeit abgezogen.
Definition
Ein Zeitpunkt kann Element einer zyklischen Zeit-Annotation sein:
. ∈ . : int× cyclical 7→ bool
Ein Zeitpunkt ist Element einer zyklischen Zeit-Annotation, AC ∈ cyclicalObj, wenn
gilt:
[[AC ∈ cyclicalObj]]σ
↔ ∃ n.[[ AC− (n ∗ cyclicalObj.frequncy
+ cyclicalObj.offset) ∈ cyclicalObj.ata.sti]]σ
Das bedeutet, dass der Zeitpunkt, fu¨r den ermittelt werden soll, ob er Element des Start-
intervalls ist, durch Frequenz und Offset verschoben wird. Durch diese Verschiebung kann er
entweder als zu einem der Startintervalle passend erkannt werden oder es wird festgestellt,
dass er nicht in einem Startintervall liegt.
Semantik von Bedingungen (condition)
Nachdem nun formal definiert ist, wann ein Korridor Element einer Zeit-Annotation ist,
ko¨nnen als na¨chstes die Pra¨dikate satisfied und satisfiable fu¨r Bedingungen definiert wer-
den. Diese pru¨fen, ob eine (Zeit-annotierte) Bedingung in einem gegebenen Zustand erfu¨llt ist,
bzw. ob die Bedingung in der Zukunft erfu¨llt werden kann. Dies ist bei der Planausfu¨hrung
wichtig. So kann beispielsweise ein Plan nur dann die Selection-Phase verlassen, wenn
nacheinander die filter- und die setup-Bedingung erfu¨llt sind. Wird die Erfu¨llbarkeit der
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Gegenwart
Konditional wahr
Konditional falsch
Abbildung 8.4: Darstellung der Erfu¨llbarkeit
filter-Bedingung im Zustand considered u¨berpru¨ft und die Bedingung ist erfu¨llt, wech-
selt der Plan in den Zustand possible. Ist die Bedingung nicht erfu¨llt aber erfu¨llbar so
vera¨ndert der Plan seinen Zustand nicht und wartet auf eine Zustandsa¨nderung. Ist die Be-
dingung nicht mehr erfu¨llbar, so bricht der Plan seine Auswertung ab und setzt sich in den
Zustand rejected. Analog werden die anderen Bedingungen des Asbru-Plans an den ent-
sprechenden Punkten ausgewertet. Dies wird detailliert in Abschnitt 3.1 erla¨utert.
Um die intendierte Semantik der Bedingungen korrekt abzubilden, soll eine erfu¨llbare Be-
dingung stets eine mo¨gliche Zukunft existieren, die diese erfu¨llt. Diese Zukunft muss technisch
mo¨glich sein, nicht jedoch medizinisch. Beispielsweise ist bei einem Patienten, dessen Mandeln
entfernt wurden offensichtlich, dass dieser keine Mandelentzu¨ndung mehr bekommen kann.
Eine Bedingung, die verlangt, dass der Patient in den na¨chsten drei Monaten eine Mandel-
entzu¨ndung bekommt ist dennoch im Sinne der Erfu¨llbarkeit von Asbru erfu¨llbar. Erfu¨llbar ist
in dieser Hinsicht ein syntaktisches Kriterium, das unabha¨ngig von medizinischen Realita¨ten
auswertet, ob die spezifizierten Korridore noch einhaltbar sind.
Grafisch wird die Erfu¨llbarkeit in Abbildung 8.4 dargestellt. Dort sind drei Intervalle an-
gezeichnet, das erste in der Vergangenheit, das zweite teilweise in der Vergangenheit und
teilweise in der Zukunft, das dritte komplett in der Zukunft. Angenommen die drei Intervalle
sind jeweils unabha¨ngig voneinander Element einer Zeit-Annotation. Fu¨r das erste Intervall
gilt, dass wa¨hrend der gesamten La¨nge das Konditional der Bedingung wahr ist. Somit folgt,
dass die Bedingung sowohl erfu¨llbar als auch erfu¨llt ist (sofern keine Signalflanken an den
Randpunkten beno¨tigt werden). Fu¨r das zweite Intervall gilt, dass zu allen Zeitpunkten die-
ses Intervalls in der Vergangenheit das Konditional wahr ist. Somit ko¨nnte dieses Intervall
bei geeigneter Fortfu¨hrung des Zustands die Bedingung erfu¨llen und es gilt in diesem Fall,
dass die Bedingung erfu¨llbar ist. Das dritte Intervall liegt komplett in der Zukunft. Damit
gibt es, bei geeigneter Fortsetzung des Zustands, eine Mo¨glichkeit, dass wa¨hrend des gesam-
ten Intervalls das Konditional wahr sein wird. Daher ist auch diese Bedingung erfu¨llbar aber
nicht erfu¨llt.
Zuna¨chst soll die Definition der Syntax der Pra¨dikate sowie die Semantik der einfachen
Basisfa¨lle angegeben werden.
Definition
Die Syntax der Pra¨dikate satisfied und satisfiable wird wie folgt definiert:
satisfied : condition× state 7→ bool
satisfiable : condition× state 7→ bool
satisfied(mk-cond(cond), σ) ↔ [[cond]]σ
satisfiable(mk-cond(cond), σ) ↔ satisfied(mk-cond(cond), σ)
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Die oben aufgefu¨hrten einfachen Basisfa¨lle zur Definition der Semantik beschreiben Bedin-
gungen, die nicht Zeit-annotiert sind, also ausschließlich Konditionale beinhalten. In diesen
Fa¨llen wird die Auswertung des satisfied Pra¨dikates auf die Evaluierung des Konditionals
zuru¨ckgefu¨hrt. Solche Bedingungen sind genau dann erfu¨llbar, wenn sie erfu¨llt sind und ent-
sprechend wird das Pra¨dikat satisfiable definiert.
Komplexer ist die Definition der Erfu¨llbarkeit Zeit-annotierter Bedingungen.
Definition
satisfied(mk-cond(cond,ata), σ)
↔ ∃ I. [[I ∈ ata]]σ
∧ ∀ AC1. AC1 ∈ I
→ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick,AC1))
∧ [[ata.ess]]σ 6= ⊥ ∨ [[ata.maxDu]]σ 6= ⊥
→ ¬ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick, I.start− 1))
∧ [[ata.lfs]]σ 6= ⊥ ∨ [[ata.maxDu]]σ 6= ⊥
→ ¬ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick, I.end+ 1))
∧AC ≥ I.end+ 1
∧AC ≥ I.end
Erfu¨llt ist eine Zeit-annotierte Bedingung, wenn ein Korridor existiert, der Element der
Zeit-Annotation der Bedingung ist:
∃ I.[[I ∈ ata]]σ
Fu¨r diesen Korridor gilt, dass zu allen Zeitpunkten des Korridors das Konditional erfu¨llt
ist:
∃ I. [[I ∈ ata]]σ
∧ ∀ AC1. AC1 ∈ I
→ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick,AC1))
Wenn die Zeit-Annotation Flanken verlangt, zum Beispiel, weil ein fru¨hester Startzeitpunkt
oder eine Maximaldauer spezifiziert sind, dann muss der Korridor entsprechend von negativen
Konditionalauswertungen begrenzt sein.
[[ata.ess]]σ 6= ⊥ ∨ [[ata.maxDu]]σ 6= ⊥
→ ¬ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick, I.start− 1))
[[ata.lfs]]σ 6= ⊥ ∨ [[ata.maxDu]]σ 6= ⊥
→ ¬ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick, I.end+ 1))
Im Fall negativer Flanken am Ende des Korridors muss verhindert werden, dass eine Aus-
wertung in der Zukunft erfolgt, also ein Zustand abgefragt wird, der noch nicht eingetreten
ist:
[[ata.lfs]]σ 6= ⊥ ∨ [[ata.maxDu]]σ 6= ⊥
→ ¬ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick, I.end+ 1))
∧AC ≥ I.end+ 1
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Außerdem muss der Korridor komplett in der Vergangenheit liegen.
AC ≥ I.end
Definition
satisfiable(mk-cond(cond,ata), σ)
↔ ∃ I. [[I ∈ ata]]σ
∧ ∀ AC1. AC1 ∈ I
→ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick,AC1))
∨AC1 > AC
∧ [[TA.ess]]σ 6= ⊥ ∨ [[TA.maxDu]]σ 6= ⊥
→ ¬ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick, I.start− 1))
∨ I.start− 1 > AC
∧ [[TA.lfs]]σ 6= ⊥ ∨ [[TA.maxDu]]σ 6= ⊥
→ ¬ satisfied(mk-cond(cond), (ASH,HS,PDH,EAGG,Tick, I.end+ 1))
∨ I.end+ 1 > AC
∨ [[ata.refPoint]]σ = ⊥
Die Erfu¨llbarkeit wird a¨hnlich definiert wie die Erfu¨lltheit. Ziel der Erfu¨llbarkeit ist es,
festzustellen, ob eine Bedingung in der Zukunft erfu¨llt werden kann, oder es bereits ist. Das
bedeutet, dass eine erfu¨llte Bedingung automatisch erfu¨llbar ist. Spezifiziert ist die Erfu¨ll-
barkeit analog zur Erfu¨lltheit, jedoch mit einem wichtigen Unterschied. Bei der Erfu¨lltheit
wird verlangt, dass ein Korridor gefunden wird, der komplett in der Vergangenheit liegt, das
Konditional wa¨hrend diesem wahr ist und Flanken vorliegen. Bei der Erfu¨llbarkeit werden
Bedingungen an das Konditional lediglich fu¨r die Zeitpunkte angegeben, die in der Vergan-
genheit liegen. Fu¨r Zeitpunkte des gewa¨hlten Korridors, die in der Zukunft liegen, wird nichts
gefordert.
Eine Bedingung ist immer erfu¨llbar, wenn der Referenzpunkt der Zeit-Annotation zum
⊥-Element auswertet.
Aufbauend auf diesen Definitionen wird die Semantik der Verknu¨pfung von Bedingungen
rekursiv definiert:
Definition
Die Semantik der Auswertung logisch verknu¨pfter Bedingungen ist wie folgt definiert:
satisfied(cond1 and cond2, σ) ↔ satisfied(cond1, σ) ∧ satisfied(cond2, σ)
satisfiable(cond1 and cond2, σ) ↔ satisfiable(cond1, σ) ∧ satisfiable(cond2, σ)
satisfied(cond1 or cond2, σ) ↔ satisfied(cond1, σ) ∨ satisfied(cond2, σ)
satisfiable(cond1 or cond2, σ) ↔ satisfiable(cond1, σ) ∨ satisfiable(cond2, σ)
Die Erfu¨llbarkeit und Erfu¨lltheit der mit logischen Junktoren verknu¨pften Bedingungen
wird rekursiv definiert. Zwei Bedingungen ko¨nnen mittels der Junktoren and bzw. or ver-
knu¨pft werden. Zwei Bedingungen die and verknu¨pft sind, sind also genau dann erfu¨llt,
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wenn die beiden Einzelbedingungen erfu¨llt sind, analoges gilt fu¨r die Erfu¨llbarkeit und den
or Operator.
Semantik von Asbru-Bedingungen
Asbru-Bedingungen erlauben die Einbeziehung der Umgebung in die Auswertung von Bedin-
gungen. Die Umgebung, sprich, das medizinische Personal, hat die Mo¨glichkeit, die Auswer-
tung von Asbru-Bedingungen so zu beeinflussen, das fu¨r erfu¨llte Bedingungen das Pra¨dikat
satisfied nicht zu wahr auswertet. Auch gibt es die Mo¨glichkeit, den umgekehrten Schritt
zu gehen und fu¨r eine nicht erfu¨llte Bedingung dennoch das Pra¨dikat satisfied zu wahr
auszuwerten.
Definition
Fu¨r Asbru-Bedingungen werden Pra¨dikate satisfied und satisfiable definiert:
satisfied : asbru-condition× state× bool× bool 7→ bool
satisfiable : asbru-condition× state 7→ bool
Deren Semantik ist wie folgt spezifiziert:
satisfied(acond, σ,bv1,bv2)
↔ satisfied(acond.condition, σ)
∧ ¬ acond.confirm ∨ bv1
∨ bv2 ∧ acond.override
satisfiable(acond, σ)
↔ satisfiable(acond.condition, σ)
∨ acond.override
Die Erfu¨llbarkeit und Erfu¨lltheit von Asbru-Bedingungen wird mit den Pra¨dikaten
satisfied und satisfiable definiert. Fu¨r diese Auswertung mu¨ssen die Umgebungssignale,
die bereits im Zustand gespeichert sind, noch einmal getrennt u¨bergeben werden. Bei der
Auswertung einer Asbru-Bedingung ist weder der Planinstanzname des zugeho¨rigen Plans
noch der aktuelle Signal-Zustand bekannt. Das bedeutet, dass es bei der Auswertung nicht
mo¨glich ist, die entsprechenden Signale aus der environment-aggregation Datenstruktur
zu selektieren. Aus diesem Grund werden die entsprechenden Signale gesondert u¨bergeben.
Ist eine Bedingung sowohl u¨bersteuerbar als auch verzo¨gerbar und werden durch die
Umgebung beide Signale gesetzt, so erha¨lt das Signal zur U¨bersteuerung ho¨here Priorita¨t.
8.2 Auswertung von Wartebedingungen
Die Behandlung von Brustkrebs im DCIS Stadium besteht, wie in Abschnitt 3.1 beschrieben,
darin, nach einer anfa¨nglichen Information fu¨r den Patienten entweder eine Brusterhaltende
Therapie mit einer Untersuchung der Achselknoten durchzufu¨hren oder eine Brustentfernung.
Der Plan, der die Ausfu¨hrung dieser Behandlungen steuert, kann also erst abgeschlossen
werden, wenn die Brustentfernung oder die brusterhaltende Operation in Verbindung mit der
Untersuchung der Achselknoten durchgefu¨hrt wurden. Diese Forderung an den Zustand der
Unterpla¨ne des Behandlungsplans wird in einem wait-for Konstrukt gespeichert.
Die Wartebedingung wait-for eines Planes definiert notwendige Kriterien fu¨r die erfolgrei-
che Beendigung des Planes. Diese Kriterien richten sich an das Terminierungsverhalten der
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jeweiligen Unterpla¨ne des Plans. Dabei beschreibt ein wait-for Konstrukt, welche Teilmenge
der Unterpla¨ne eines Plans erfolgreich abgeschlossen sein muss, damit sich der Plan beenden
kann.
Die Semantik der Wartebedingung wird wie die der Asbru-Bedingungen durch Pra¨dika-
te satisfied und satisfiable definiert. Dabei u¨berpru¨ft satisfiable, ob der gegenwa¨rtige
Zustand theoretisch erlaubt, dass das wait-for Konstrukt in der Zukunft erfu¨llt werden
kann. satisfied u¨berpru¨ft, ob alle relevanten Pla¨ne erfolgreich beendet wurden. Die U¨ber-
pru¨fungsmo¨glichkeit satisfiable wird verwendet, damit ein Plan nicht unendlich lange auf
die Erfu¨llung seiner Wartebedingung wartet, obwohl bereits klar ist, dass diese nicht mehr
erfu¨llbar ist.
Die Definition des syntaktischen wait-for Konstrukts erfolgt statisch in der Planhierarchie.
Damit ist bei der Spezifikation des wait-for unbekannt, welchen Instanznamen der wartende
Plan sowie dessen Unterpla¨ne haben werden. Bei der Auswertung eines wait-for muss so-
mit der Instanzname des wartenden Plans als Argument mit u¨bergeben werden, damit die
Instanznamen der Unterpla¨ne berechnet werden ko¨nnen.
Definition
Die Pra¨dikate satisfied und satisfiable bilden Wartekonstrukte und Zustandsinformatio-
nen auf Wahrheitswerte ab:
satisfied : wait-for× hierarchy-state× instance-name 7→ bool
satisfiable : wait-for× hierarchy-state× instance-name 7→ bool
Ein wait-for darf nur Pla¨ne enthalten, die direkte Unterpla¨ne des Planes sind, in dem das
wait-for enthalten ist. Um zu bewerten, ob ein wait-for erfu¨llbar ist, ist zu beru¨cksichtigen,
dass Unterpla¨ne von Pla¨nen mit gesetztem retry-aborted flag mo¨glicherweise neu gestartet
werden, falls der Plan in den Zustand aborted kommt.
Definition
Die Semantik der Basisfa¨lle der Auswertung von Wartekonstrukten ist wie folgt definiert:
satisfied(bwf(SK),HS, iname)
↔ isCompleted(HS,nameGen(SK, iname))
satisfiable(bwf(SK),HS, iname)
↔ ¬ isRejected(HS,nameGen(SK, iname))
∧ (isAborted(HS,nameGen(SK, iname))→ asbru(nameSel(iname)).retry-aborted)
satisfied(wait-for-none,HS, iname)
↔ true
satisfiable(wait-for-none,HS, iname)
↔ true
Basis der Auswertung allgemeiner wait-for stellt die Auswertung der Basiskonstrukte bwf
bzw. wait-for-none dar, auf die alle anderen wait-for zuru¨ckgefu¨hrt werden ko¨nnen. Ein
bwf Konstrukt ist erfu¨llt, wenn der darin angegebene Plan erfolgreich abgeschlossen wurde,
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also im Zustand completed ist. Erfu¨llbar ist das Konstrukt, wenn der Plan nicht zuru¨ckge-
wiesen wurde und nicht abgebrochen wurde oder zwar abgebrochen wurde, aber der Plan neu
gestartet werden kann. Zuru¨ckgewiesene Pla¨ne sind im Zustand rejected, abgebrochene
im Zustand aborted. Die Mo¨glichkeit zum Neustart wird mit Hilfe der Plandefinition des
angegebenen u¨bergeordneten Plans u¨berpru¨ft.
Definition
Die Semantik der Auswertung der wait-for-n Wartekonstrukte ist wie folgt definiert:
satisfied(wait-for-n(n+ 1, []),HS, iname)
↔ false
satisfiable(wait-for-n(n+ 1, []),HS, iname)
↔ false
satisfied(wait-for-n(0,PL),HS, iname)
↔ satisfied(wait-for-none,HS)
satisfiable(wait-for-n(0,PL),HS, iname)
↔ satisfiable(wait-for-none,HS, iname)
satisfied(wait-for-n(n+ 1,SK+PL),HS, iname)
↔ satisfied(bwf(SK),HS, iname)
∧ satisfied(wait-for-n(n,PL),HS, iname)
∨ ¬ satisfied(bwf(SK),HS, iname)
∧ satisfied(wait-for-n(n+ 1,PL),HS, iname)
satisfiable(wait-for-n(n+ 1,SK+PL),HS, iname)
↔ satisfiable(bwf(SK),HS, iname)
∧ satisfiable(wait-for-n(n,PL),HS, iname)
∨ ¬ satisfiable(bwf(SK),HS, iname)
∧ satisfiable(wait-for-n(n+ 1,PL),HS, iname)
Komplexere Wartekonstrukte werden auf die Auswertungen der Basiskonstrukte zuru¨ck-
gefu¨hrt. Das wait-for-n Konstrukt entha¨lt eine Planliste, die untersucht wird sowie eine
Zahl, die die Menge der zu erfu¨llenden Pla¨ne angibt. Beispielsweise beschreibt wait-for-n(1,
chemotherapy + hormone therapy ’) ein Wartekonstrukt, bei dem lediglich einer der
beiden Pla¨ne chemotherapy und hormone therapy erfolgreich abgeschlossen sein muss,
damit die Wartebedingung erfu¨llt ist. Erfu¨llbarkeit und Erfu¨lltheit vonwait-for-n wird rekur-
siv berechnet. Dazu wird der erste Plan der Planliste, die im wait-for-n Konstrukt enthalten
ist gema¨ß den Regeln des bwf Konstrukts auf Erfu¨lltheit bzw. Erfu¨llbarkeit u¨berpru¨ft. Im
Beispiel wird also zuna¨chst die Erfu¨llbarkeit von bwf(chemotherapy) u¨berpru¨ft. Entspre-
chend dem Ergebnis dieser Pru¨fung wird das wait-for-n Konstrukt rekursiv mit der Restliste
aufgerufen. Die Zahl der notwendigen Pla¨ne wird unvera¨ndert u¨bernommen, wenn der gerade
betrachtete Plan nicht erfu¨llbar bzw. erfu¨llt war, ansonsten wird die Zahl um eins veringert.
Im Beispiel ist der rekursive Aufruf wait-for-n(1, hormone therapy ’), wenn die Warte-
bedingung bwf(chemotherapy) nicht erfu¨llbar ist, also der Plan abgebrochen oder zuru¨ck-
gewiesen wurde. Andernfalls ist der rekursive Aufruf wait-for-n(0, hormone therapy ’).
Ein analoges Beispiel kann fu¨r die Erfu¨lltheit konstruiert werden.
Gilt fu¨r ein wait-for-n, dass die Planliste leer ist, jedoch noch auf mindestens einen Plan
gewartet werden muss, so werten Erfu¨llbarkeit und Erfu¨lltheit beide zu false aus. Ist dagegen
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die Zahl der Pla¨ne, auf die gewartet werden soll 0, so sind Erfu¨llbarkeit und Erfu¨lltheit beide
true.
Definition
Die logische Verknu¨pfung zweier Wartekonstrukte mittels and bzw. or ist wie folgt de-
finiert:
satisfied(wf1 and wf2,HS, iname)
↔ satisfied(wf1,HS, iname)
∧ satisfied(wf2,HS, iname)
satisfiable(wf1 and wf2,HS, iname)
↔ satisfiable(wf1,HS, iname)
∧ satisfiable(wf2,HS, iname)
satisfied(wf1 or wf2,HS, iname)
↔ satisfied(wf1,HS, iname)
∨ satisfied(wf2,HS, iname)
satisfiable(wf1 or wf2,HS, iname)
↔ satisfiable(wf1,HS, iname)
∨ satisfiable(wf2,HS, iname)
Weiterhin wird in diesem Zusammenhang die Semantik von satisfied und satisfiable im
Kontext der verknu¨pften wait-for angegeben. Diese bestehen aus jeweils zwei mit and oder
or verknu¨pften wait-for. Zwei mit and verknu¨pfte wait-for sind erfu¨llt bzw. erfu¨llbar,
wenn die jeweils einzelnen wait-for erfu¨llt bzw. erfu¨llbar sind. Gleiches gilt fu¨r die Ver-
knu¨pfung mit or, bei der dann jeweils mindestens eins der Konstrukte erfu¨llbar bzw. erfu¨llt
sein mu¨ssen.
Definition
Die Auswertung negierter Wartebedingungen wird wie folgt spezifiziert:
satisfied( not wf1,HS, iname)
↔ ¬ satisfied(wf1,HS, iname)
satisfiable( not wf1,HS, iname)
↔ ¬ satisfied(wf1,HS, iname)
Es existiert ein negiertes wait-for. Ein solches negiertes wait-for ist erfu¨llt, solange das
nicht negierte wait-for nicht erfu¨llt ist. Gleiches gilt fu¨r die Erfu¨llbarkeit, bei der das negierte
wait-for so lange erfu¨llbar ist, solange das nicht negierte wait-for nicht erfu¨llt ist.
Definition
Die Auswertung zweier mittels exklusivem Oder verknu¨pfter Wartebedingungen ist wie
folgt definiert:
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satisfied(wf1 xor wf2,HS, iname)
↔ satisfied( not(wf1 and wf2),HS, iname)
∧ satisfied(wf1 or wf2,HS, iname)
satisfiable(wf1 xor wf2,HS, iname)
↔ satisfiable( not(wf1 and wf2),HS, iname)
∧ satisfiable(wf1 or wf2,HS, iname)
Werden zwei wait-for mittels des xor Operators verknu¨pft, so wird diese Verknu¨pfung
analog zu dem logischen xor behandelt. Das heißt, dass zwei xor verknu¨pfte wait-for erfu¨llt
sind, wenn genau eines der wait-for erfu¨llt ist. Fu¨r die Erfu¨llbarkeit gilt analog, dass zwei
xor verknu¨pfte wait-for erfu¨llbar sind, wenn genau eines der wait-for erfu¨llbar ist. Fu¨r die
Formalisierung des Begriffs
”
genau eines“ werden die wait-for Verknu¨pfungen and, or und
not verwendet.
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Asbru-Zustandsu¨bergangssystems
In Kapitel 7 wurde der Zustand von Asbru-Systemen definiert, im darauf folgenden Kapitel 8
wurde festgelegt, wie die Erfu¨llbarkeit und Erfu¨lltheit von Asbru-Bedingungen ausgewertet
werden kann. Mit diesen Vorarbeiten ist es mo¨glich, Zustandsu¨berga¨nge von Asbru-Systemen
formal zu beschreiben. Dazu wird in diesem Kapitel zuna¨chst in Abschnitt 9.1 die Syntax
der Asbru-U¨bergangssysteme beschrieben. In Abschnitt 9.2 werden die Zustandsu¨berga¨nge
einzelner Asbru-Pla¨ne definiert. Darauf folgt in Abschnitt 9.3 die Beschreibung, wie diese Zu-
standsu¨berga¨nge einzelner Pla¨ne zusammengefu¨gt werden ko¨nnen, so dass Zustandsu¨berga¨nge
des Gesamtsystems entstehen. Weiterhin zum Versta¨ndnis des Kapitels relevant sind die in
Anhang C angegebenen Definitionen der Pra¨dikate, die zur Definition der Zustandsu¨ber-
gangsregeln verwendet werden.
9.1 Syntax des Asbru-Zustandsu¨bergangssystems (asbru-system)
Definition
Ein Asbru-System besteht aus dem leeren Programm oder einer Menge von parallel laufen-
den Asbru-Pla¨nen. Syntaktisch werden Asbru System mittels folgender Grammatik erzeugt:
asbru-system → asbru-system ‖s asbru-system,
| instance-name
| ε
Die erste Zeile der Definition beschreibt den Fall, in dem ein Asbru-System aus mehr als
Asbru-Plan besteht. In diesem Fall werden die einzelnen Komponenten durch den ‖s Opera-
tor verknu¨pft. Diese Zeile kann rekursiv angewendet werden, so dass beliebig große Systeme
erzeugt werden ko¨nnen. Die zweite und dritte Zeile beschreibt jeweils einen Basisfall. Zeile
zwei den, in dem ein Asbru-System aus genau einem Asbru-Plan besteht, der durch seinen
Instanznamen identifiziert wird. Zeile drei beschreibt den Terminierungsfall. Das ε Konstrukt
steht fu¨r einen terminierten Plan, der keine Handlungen mehr ausfu¨hren kann. Im Folgenden
werden daher fu¨r den Fall, dass das System aus dem ε Konstrukt besteht, keine Zustandsu¨ber-
gangsregeln angegeben.
9.2 Zustandsu¨berga¨nge fu¨r einzelne Pla¨ne
In diesem Kapitel wird die Semantik der Ausfu¨hrung von Asbru-Pla¨nen mittels Regeln in
der SOS-Form (Structured Operational Semantics) angegeben. Die Form der SOS-Regeln,
wie sie in diesem Abschnitt verwendet wird, ist in [5] definiert. Um Lesbarkeit und Versta¨nd-
nis zu fo¨rdern, werden die Zustandsu¨berga¨nge der Pla¨ne zuna¨chst durch Statecharts grob
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Inactive
S : satisfied(setup) and Activated(parent)
RS : not satisfiable(setup) or Terminated(parent)
RF :  not satisfiable(filter) or Terminated(parent)
Su : satisfied(suspend)
Re : satisfied(resume)
C : satisfied(complete)
A : satisfied(abort) or Terminated(parent)
F : satisfied(filter) and Activated(parent)
CompletedRejected Aborted
RS
Possible
S E
Ready
F
Considered
Selection
RF
SC
Plan_Control
Suspended
Execution
Su Re
Activated
..._Control
<Plan Body>
R
Terminated
CARA
Abbildung 9.1: allgemeines Ausfu¨hrungsmodell Asbru
skizziert, bevor die formale Definition der U¨berga¨nge durch SOS-Regeln definiert wird. Zu
beachten ist dabei, dass einzelne Aspekte der Semantik durch die Statecharts mo¨glicherweise
nicht ausreichend genau beschrieben werden. Im Zweifel sind daher immer die SOS-Regeln
maßgeblich.
9.2.1 Informelle Beschreibung der Ausfu¨hrung von Asbru
In der Abbildung 9.1 wird der allgemeine Ablauf der Ausfu¨hrung von Asbru-Pla¨nen dar-
gestellt, der allen Asbru-Pla¨nen gemein ist. Prinzipiell beginnt die Ausfu¨hrung immer im
Zustand inactive und wechselt nach dem Start des Plans in die Selection-Phase. In
dieser wird die Anwendbarkeit des Planes u¨berpru¨ft, beispielsweise, ob der Plan fu¨r ein kon-
kretes Krankheitsstadium, eine bestimmte Altersgruppe oder bei bestimmten Vorerkrankun-
gen geeignet ist. Zu diesem Zweck wird die Gu¨ltigkeit zweier Asbru-Bedingungen mit den
Pra¨dikaten satisfied und satisfiable u¨berpru¨ft. Diese Asbru-Bedingungen sind die filter-
bzw. die setup-Bedingung. Technisch unterscheidet sich die Auswertung beider Bedingun-
gen nicht. Das bedeutet, es wird in beiden Fa¨llen u¨berpru¨ft, ob die Bedingung erfu¨llt, nicht
erfu¨llt aber erfu¨llbar oder nicht mehr erfu¨llbar ist. Bei der Auswertung werden in der Asbru-
Bedingung angegebene Zeitaspekte und von der Umgebung gesendete Signale beru¨cksichtigt.
Details dieser Auswertung sind in Abschnitt 8 beschrieben.
Von den Entwicklern von Asbru ist ein konzeptueller Unterschied beider Bedingungen vor-
gesehen. So soll die filter-Bedingung ausschließlich dazu verwendet werden, statische, also
unvera¨nderliche Bedingungen zu pru¨fen, wie etwa, ob der Patient das richtige Geschlecht
oder die richtige Blutgruppe hat. Bedingungen, die u¨ber die Zeit variieren, etwa Herzfre-
quenz, Ko¨rpertemperatur oder Blutzuckerwerte sollen hingegen mit der setup-Bedingung
gepru¨ft werden. In der Praxis wird diese Trennung nicht immer beachtet. Aus theoretischer
Sicht ist diese Unterscheidung nicht relevant, da sie keine Auswirkung auf die Auswertung
hat.
Tritt ein Plan in die Selection-Phase ein, so wird er in den Zustand considered
versetzt. In jedem Zustand der Selection-Phase gibt es drei Transitionen. Eine, die den
Plan in den Zustand rejected versetzt, die zweite, die den Plan in den
”
na¨chsten“ Zustand
fortschreiten la¨sst und eine dritte, die den Zustand des Plans unvera¨ndert la¨sst. Diese drei
Transitionen sind jeweils mit Vorbedingungen versehen, die wechselseitig ausschließend sind.
Dabei sind die Transitionen, die zu einer Zuru¨ckweisung des Plans fu¨hren in der Hinsicht am
ho¨chsten priorisiert, dass deren Vorbedingung am weitesten gefasst ist. In Abbildung 9.1 sind
die Transitionen, die zu einer Zuru¨ckweisung fu¨hren, mit R, RF bzw. RS beschriftet. Die
Vorbedingungen der Transitionen, die ein Fortschreiten in den na¨chsten Zustand erlauben,
sind am zweitho¨chsten priorisiert, wieder in dem Sinne, dass die Vorbedingungen weit gefasst
sind. Zuletzt folgen die Transitionen, die den Zustand unvera¨ndert lassen.
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Dies bedeutet beispielsweise im Zustand considered, dass die filter-Bedingung sowie
der Zustand des u¨bergeordneten Plans u¨berpru¨ft wird und abha¨ngig vom Ergebnis der Plan
zuru¨ckgewiesen wird, in den Zustand possible wechselt oder im Zustand considered
bleibt. Verlassen wird die Selection-Phase zugunsten der Execution-Phase, wenn der
Plan im Zustand ready fortschreiten soll. Dies geschieht, wenn der Plan von seinem u¨berge-
ordneten Plan durch das Aktivierungssignal E aktiviert wurde. Ist dies geschehen, wechselt
der Plan in den Zustand activated. In diesem Zustand startet und aktiviert der Plan
abha¨ngig von seinem Plantyp seine Unterpla¨ne.
Wie auch in der Selection-Phase gibt es in der Execution-Phase Transitionen un-
terschiedlicher Priorita¨t. Am ho¨chsten priorisiert ist eine Transition, die fu¨r einen Abbruch
der Auswertung de Plans sorgt. Nur wenn die Vorbedingung dieser Transition nicht erfu¨llt
ist, wird als na¨chstes gepru¨ft, ob der Plan beendet werden kann bzw. ob die regula¨re Plan-
ausfu¨hrung ausgefu¨hrt werden soll. Die regula¨re Planausfu¨hrung beschreibt das Starten und
Aktivieren der Unterpla¨ne.
Um das Versta¨ndnis fu¨r die Notation der SOS-Regeln zu erho¨hen, soll hier eine kurze
Einfu¨hrung in die verwendete Syntax gegeben werden. Die Regeln werden nach folgendem
Schema aufgeschrieben:
Precondition
sys
σ,σ’
−→ sys’
Dabei ist die eigentliche Transition zu lesen als U¨bergang eines Paares aus asbru-system
und state in ein ebensolches Paar. Das heißt, obige U¨bergangsregel kann auch wie folgt
aufgeschrieben werden:
(sys× σ) −→ (sys′ × σ′)
Diese Transition kann nur ausgefu¨hrt werden, wenn die Vorbedingung
”
Precondition“
erfu¨llt ist. Die verwendete Syntax lehnt sich an die von Balser [8] und Cau [17] verwendete
an.
Die Vorbedingung sind logische Verknu¨pfungen pra¨dikatenlogischer Formeln. Fu¨r diese Ver-
knu¨pfungen ist die Klammerung zu beachten. Diese wird im Allgemeinen durch die Einru¨ckun-
gen der Formeln festgelegt. Klammern werden implizit um Formelblo¨cke gesetzt, die die glei-
che Einru¨cktiefe haben. Beispielsweise soll nachstehender Formelblock
precondition1
∧ precondition2
→ precondition3
wie folgt gelesen werden:
precondition1 ∧ (precondition2→precondition3)
Die formale Definition der in den Vorbedingungen verwendeten Pra¨dikate sowie der Modi-
fikationsfunktionen des Zustands findet sich im Anhang C.
9.2.2 Zustandsu¨berga¨nge von considered
Es gibt drei Transitionen, die vom Zustand considered aus genommen werden ko¨nnen.
Relevant dafu¨r ist das Auswertungsergebnis der filter-Bedingung sowie die Terminierung des
u¨bergeordneten Plans. Die filter-Bedingung wird wie in Kapitel 8 beschrieben ausgewertet.
113
9 Semantik des Asbru-Zustandsu¨bergangssystems
Rejected
Possible
Considered
Abbildung 9.2: Zustandsu¨berga¨nge ausgehend von dem Zustand considered
Abha¨ngig von dieser Auswertung und der eventuellen Terminierung des u¨bergeordneten Plans
kann sich der Zustand des Plans entweder zu possible oder zu rejected vera¨ndern, oder
aber in considered stehen bleiben.
Der Plan verbleibt im Zustand considered, wenn die filter-Bedingung derzeit nicht
erfu¨llt, jedoch noch erfu¨llbar ist und der u¨bergeordnete Plan nicht terminiert ist. Ist die
Bedingung nicht mehr erfu¨llbar oder terminiert der u¨bergeordnete Plan, so wechselt der
Planzustand nach rejected. Ist die Bedingung zum Auswertungszeitpunkt erfu¨llt und ist
der u¨bergeordnete Plan nicht terminiert, so wechselt der Planzustand nach possible.
Transition considered ⇒ rejected
Ein Plan im Zustand considered (isConsidered) geht u¨ber in den Zustand rejected und
stellt damit seine Bearbeitung ein, wenn eine von zwei mo¨glichen Bedingungen wahr ist. Zum
Einen geschieht dies, wenn die filter-Bedingung nicht erfu¨llbar ist, was durch das Pra¨dikat
shouldRejectFilter gepru¨ft wird. Zum Anderen soll der Plan zuru¨ckgewiesen werden, wenn
der u¨bergeordnete Plan seine Bearbeitung eingestellt hat und terminiert ist. Dies wird durch
das Pra¨dikat parent terminated gepru¨ft.
Der Zustand wird durch diese Transition dahingehend abgea¨ndert, dass der Planzustand des
Plans auf rejected gesetzt wird. Weiterhin soll der Plan selbst seine Ausfu¨hrung einstellen
und terminieren und zuletzt soll die Tick Komponente des Zustands auf den Wert false
gesetzt und somit ein Makro-Schritt verhindert werden.
isConsidered(HS,iname)
∧ shouldRejectFilter(σ,iname)
∨ parent terminated(HS,iname)
iname σ,Tick(σ[iname, rejected])−→ ε
Listing 9.1: Transition considered ⇒ rejected
Die Klammerung der Vorbedingung ist in dieser SOS Regel wie folgt zu lesen:
isConsidered(HS, iname)
∧ (shouldRejectFilter(σ, iname) ∨ parent terminated(HS, iname))
Transition considered ⇒ possible
Diese Transition verlangt, dass ein Plan, der im considered-Zustand ist in den Zustand
possible wechselt. Dazu mu¨ssen drei Pra¨dikate der Vorbedingung wahr sein. Das erste, das
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verlangt, dass der Plan im Zustand considered ist (isConsidered), das zweite verlangt,
dass der u¨bergeordnete Plan dieses Plans nicht terminiert ist (parent terminated). Das
dritte Pra¨dikat verlangt, dass die filter-Bedingung erfu¨llt ist (shouldProceedFilter).
Durch die Anwendung dieser SOS Regel wird das Asbru-System nicht vera¨ndert. Allerdings
wird der Planzustand des Plans auf den Wert possible und die Tick Komponente des
Zustands auf den Wert false gea¨ndert. Mit letzterem wird ein Makro-Schritt verhindert.
isConsidered(HS,iname)
∧ ¬ parent terminated(HS,iname)
∧ shouldProceedFilter(σ,iname)
iname σ,Tick(σ[iname, possible])−→ iname
Listing 9.2: Transition considered ⇒ possible
Transition considered ⇒ considered
Mittels dieser SOS-Regel wird der Stillstand eines Plans erzwungen. Die Vorbedingung ver-
langt, dass der betreffende Plan im Zustand considered ist (isConsidered) und dass
der u¨bergeordnete Plan nicht terminiert (parent terminated), und die filter-Bedingung
erfu¨llbar ist (shouldRejectFilter). Dies ist die Negation der Vorbedingung der Terminie-
rungsregel 9.1. Gleichzeitig beschreibt die vierte Zeile der Vorbedingung, die erzwingt, dass
die filter-Bedingung nicht erfu¨llt ist (shouldProceedFilter), die Negation der Vorbedin-
gung der Transition 9.2. Damit ist diese Regel nur anwendbar, wenn die Anwendung aller
anderen Regeln des considered-Zustands ausgeschlossen ist.
Die Regel a¨ndert den Zustand nicht ab. Zwar wird der Planzustand des laufenden Plans
auf den Wert considered gesetzt, jedoch erzwingt die Vorbedingung, dass der Planzustand
bereits auf diesen Wert gesetzt war. Insofern hat die Aktualisierung keine A¨nderung des
Zustands zur Folge.
isConsidered(HS,iname)
∧ ¬ parent terminated(HS,iname)
∧ ¬ shouldRejectFilter(σ,iname)
∧ ¬ shouldProceedFilter(σ,iname)
iname σ,σ[iname, considered]−→ iname
Listing 9.3: Transition considered ⇒ considered
9.2.3 Zustandsu¨berga¨nge von possible
Der Zustand possible ist dem Zustand considered sehr a¨hnlich, abgesehen davon, dass
in diesem Zustand statt der filter-Bedingung die setup-Bedingung ausgewertet wird. Auch
im Zustand possible ha¨ngt von der Auswertung der Bedingung und dem Terminierungsver-
halten des u¨bergeordneten Plans ab, ob ein Zustandsu¨bergang zu ready oder zu rejected
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Possible Ready
Considered
Rejected
Abbildung 9.3: Zustandsu¨berga¨nge ausgehend von dem Zustand possible
durchgefu¨hrt wird oder ob die Plankontrolle im Zustand possible stehen bleibt. Dies wird
in Abbildung 9.3 visualisiert.
Transition possible ⇒ rejected
Falls ein Plan im Zustand possible ist (isPossible), soll er zuru¨ckgewiesen werden, wenn
die setup-Bedingung nicht mehr erfu¨llbar oder der u¨bergeordnete Plan terminiert ist. Erste-
res wird durch das Pra¨dikat shouldRejectSetup beschrieben, letzteres durch das Pra¨dikat
parent terminated.
In beiden Fa¨llen, in denen diese Regel anwendbar ist, soll der Zustand des Plans auf den
Wert rejected gea¨ndert werden. Außerdem soll die Tick Komponente des Zustands auf
den Wert false gesetzt und so ein Mikro-Schritt erzwungen werden.
isPossible(HS,iname)
∧ shouldRejectSetup(σ,iname)
∨ parent terminated(HS,iname)
iname σ,Tick(σ[iname, rejected])−→ ε
Listing 9.4: Transition possible ⇒ rejected
Transition possible ⇒ ready
Nachstehende Transition ist fu¨r einen Plan im Zustand possible (isPossible) anwend-
bar, wenn der u¨bergeordnete Plan nicht terminiert (parent terminated) und die setup-
Bedingung erfu¨llt ist (shouldProceedSetup).
Durch Anwendung dieser Regel wird der Zustand des Plans auf ready gea¨ndert. Weiterhin
wird die Tick Komponente des Zustands auf den Wert false gesetzt und so ein Makro-Schritt
verhindert.
isPossible(HS,iname)
∧ ¬ parent terminated(HS,iname)
∧ shouldProceedSetup(σ,iname)
iname σ,Tick(σ[iname, ready])−→ iname
Listing 9.5: Transition possible ⇒ ready
116
9.2 Zustandsu¨berga¨nge fu¨r einzelne Pla¨ne
Transition possible ⇒ possible
Wie auch bei Pla¨nen im Zustand considered gibt es bei Pla¨nen im Zustand possible
(isPossible) die Mo¨glichkeit, dass diese weder abbrechen noch weiter fortschreiten. Dies ist
immer dann der Fall, wenn keine der anderen Regeln des Zustands anwendbar ist, also wenn
der u¨bergeordnete Plan nicht terminiert ist (parent terminated), außerdem die setup-
Bedingung nicht erfu¨llt (shouldProceedSetup) und nicht erfu¨llbar (shouldRejectSetup)
ist. In diesem Fall wird der Zustand durch die Transition nicht vera¨ndert.
isPossible(HS,iname)
∧ ¬ parent terminated(HS,iname)
∧ ¬ shouldProceedSetup(σ,iname)
∧ ¬ shouldRejectSetup(σ,iname)
iname σ,σ[iname, possible]−→ iname
Listing 9.6: Transition possible ⇒ possible
9.2.4 Zustandsu¨berga¨nge von ready
Rejected
Possible Ready Activated
Abbildung 9.4: Zustandsu¨berga¨nge ausgehend von dem Zustand ready
Der Zustand ready wird zur Synchronisation der Pla¨ne eingefu¨hrt. Einige Plankontroll-
typen, wie etwa der parallel und der anyorder Kontrolltyp beno¨tigen einen Synchro-
nisationspunkt. An diesem Synchronisationspunkt sammeln sich alle Unterpla¨ne, die die
Selection-Phase erfolgreich durchlaufen haben und danach auf das Aktivierungssignal E
warten.
Soll ein Plan im Zustand ready in die Execution-Phase wechseln, so muss ihm der u¨ber-
geordnete Plan das Aktivierungssignal E schicken. Dieses konsumiert der Plan beim Wechsel
in die Execution-Phase, setzt es also zuru¨ck. Falls der u¨bergeordnete Plan eines Plans ter-
miniert, der sich im Zustand ready befindet, bricht auch dieser Plan seine Auswertung ab
und setzt sich in den Zustand rejected. Dies wird in Abbildung 9.4 dargestellt.
Transition ready ⇒ rejected
Befindet sich ein Plan im Zustand ready (isReady), so bricht er die Ausfu¨hrung ab
und setzt sich in den Zustand rejected, wenn sein u¨bergeordneter Plan terminiert
(parent terminated).
Die Terminierung des Plans verlangt, dass der Zustand des Plans auf den Wert rejected
gesetzt und das den Plan repra¨sentierende Asbru-System zu ε abgea¨ndert wird. Aufgrund
dieser A¨nderung des Zustands wird die Tick Komponente des Zustands auf den Wert false
gesetzt, wodurch ein Makro-Schritt verhindert wird.
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isReady(HS,iname)
∧ parent terminated(HS,iname)
iname σ,Tick(σ[iname, rejected])−→ ε
Listing 9.7: Transition ready ⇒ rejected
Transition ready ⇒ activated
Ein Plan, der im Zustand ready ist (isReady) und dessen u¨bergeordneter Plan nicht termi-
niert ist (parent terminated) soll diese Transition ausfu¨hren, sofern das Aktivierungssignal
des Plans gesetzt ist (isActSig).
Durch Anwendung dieser Regel werden die Zusta¨nde aller Unterpla¨ne auf den Wert
inactive zuru¨ckgesetzt. Dazu wird die Liste aller Unterpla¨ne des Plans in der Variablen
PL gespeichert. Die Belegung der PL-Variablen geschieht u¨ber die letzte Zeile der
Vorbedingung der SOS-Regel.
Die Zustandsa¨nderung, die durch diese Regel beschrieben wird, verlangt, dass der betrachte-
te Plan seinen Zustand auf activated setzt. Weiterhin wird der Rundenza¨hler der zyklischen
Pla¨ne fu¨r diesen Plan auf den Wert 0 gesetzt und zuletzt wird das Aktivierungssignal zuru¨ck-
gesetzt bzw. konsumiert. Zusa¨tzlich werden alle Planzusta¨nde der Pla¨ne der Unterplanliste
auf den Wert inactive gesetzt. Aufgrund dieser Zustandsa¨nderung soll ein Mikro-Schritt
im Anschluss an diese Regel erzwungen werden, was durch das Setzen der Tick Komponente
des Zustands geschieht.
isReady(HS,iname)
∧ ¬ parent terminated(HS,iname)
∧ isActSig(HS,iname)
∧ PL = asbru(nameSel(iname)).subplans
iname
σ,Tick(σ[iname, activated][PL, iname, inactive][iname, 0][iname]nac)
−→ iname
Listing 9.8: Transition ready ⇒ activated
Transition ready ⇒ ready
Ist das Aktivierungssignal (isActSig) eines Plans im Zustand ready (isReady) noch nicht
gesetzt und der u¨bergeordnete Plan nicht abgebrochen (parent terminated), so bleibt der
Plan im Zustand ready. In dieser Situation erlaubt der Plan einen Makro-Schritt, da der
Plan blockiert ist.
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isReady(HS,iname)
∧ ¬ parent terminated(HS,iname)
∧ ¬ isActSig(HS,iname)
iname σ,σ[iname, ready]−→ iname
Listing 9.9: Transition ready ⇒ ready
9.2.5 Allgemeine Zustandsu¨berga¨nge von activated
CompletedAborted
Suspended
Activated
..._Control
<Plan Body>
Abbildung 9.5: Zustandsu¨berga¨nge ausgehend von dem Zustand activated
Der activated Zustand erlaubt eine sehr große Menge verschiedener Transitionen bedingt
durch das unterschiedliche Verhalten der einzelnen Plantypen. Daher gliedert sich die Vorstel-
lung der Zustandsu¨bergangsregeln in zwei Teile, dem Ersten in dem diejenigen Transitionen
vorgestellt werden, die von allen Plankontrolltypen gleichermaßen beru¨cksichtigt werden und
danach dem Zweiten, der die Regeln beinhaltet, die jeweils nur fu¨r einen Plankontrolltyp
gelten.
Die Regeln, die das plankontrolltypenspezifische Verhalten spezifizieren haben eine geringe-
re Priorita¨t als die allgemeinen Regeln. Das heißt, zuna¨chst u¨berpru¨ft jeder Plan unabha¨ngig
von seinem Typ, ob er die Auswertung abbrechen, beenden oder unterbrechen soll und erst
wenn all diese Fa¨lle verneint werden, kommen die spezifischen Regeln zur Anwendung. Damit
bei diesen Regeln nicht in die Vorbedingung aufgenommen werden muss, dass kein Abbruch-,
Beendigungs- und Unterbrechungsfall vorliegt, werden die spezifischen Regeln mit dem Zusatz
SOScon gekennzeichnet. Damit wird diese U¨berpru¨fung implizit bei jeder Regelanwendung
durchgefu¨hrt, da die SOScon-Regeln nur angewendet werden, wenn kein Terminierungs- oder
Unterbrechungsfall vorliegt.
In diesem Abschnitt werden zuna¨chst die allgemeinen Zustandsu¨berga¨nge ausgehend vom
Zustand activated beschrieben. Diese sind in Abbildung 9.5 dargestellt. Anschließend wer-
den in Abschnitt 9.2.6 die Zustandsu¨berga¨nge aufgefu¨hrt, die den Planzustand suspended
voraussetzen und die danachfolgenden Abschnitte fu¨hren jeweils alle con Regeln auf, die die
Semantik eines spezifischen Plantypen beschreiben.
Transition activated ⇒ aborted
Ein Plan in der Execution-Phase kann aus mehreren Gru¨nden seinen Zustand nach
aborted a¨ndern. Der erste Grund dafu¨r ist die Erfu¨llung der abort-Bedingung, der Zweite
eine Terminierung des Superplanes und der Dritte eine nicht mehr gegebene Erfu¨llbarkeit
der Warte-Bedingung.
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Dabei wird die abort-Bedingung wie in Kapitel 8 beschrieben ausgewertet. Die Warte-
Bedingung spezifiziert, wie in Abschnitt 8.2 angegeben, Mengen von Unterpla¨nen, die ab-
geschlossen sein mu¨ssen, bevor der u¨bergeordnete Plan seine Bearbeitung abschließen darf.
Sollte feststellbar sein, dass diese Bedingung nicht mehr erfu¨llt werden kann, so bricht die
Ausfu¨hrung ab und der Plan wechselt in den Zustand aborted.
Die Auswertung der abort-Bedingung, der Wartebedingung und der Terminierung des
u¨bergeordneten Planes wird in dem Pra¨dikat shouldAbort gekapselt. Dieses ist wahr, wenn
eine der drei Abbruchbedingungen wahr ist.
Ein Plan, der im Zustand activated (isActivated) oder suspended (isSuspended)
ist, bricht ab, wenn das Pra¨dikat shouldAbort fu¨r diesen Plan zu wahr auswertet. In diesem
Fall setzt der Plan seinen Planzustand um auf aborted, la¨sst sein Asbru-System terminieren
(ε) und verhindert einen Makro-Schritt durch Setzen der Tick Komponente des Zustands auf
den Wert false.
isActivated(HS,iname)
∨ isSuspended(HS,iname)
∧ shouldAbort(σ,iname)
iname σ,Tick(σ[iname, aborted])−→ ε
Listing 9.10: Transition activated ⇒ aborted
Transition activated ⇒ completed
Ist ein Plan im Zustand activated (isActivated), so kann er in den Zustand completed
wechseln, sofern das Abbruchkriterium shouldAbort nicht wahr ist. Dazu ist erforderlich,
dass die complete-Bedingung, sowie die Wartebedingung bezu¨glich der Unterpla¨ne erfu¨llt
sind. Diese Bedingungen werden in dem Pra¨dikat shouldComplete gebu¨ndelt.
Sind diese Vorbedingungen erfu¨llt, a¨ndert der Plan seinen Zustand auf den Wert
completed, terminiert das zu ihm geho¨rige Asbru-System und verhindert mit einer
Umsetzung der Tick Komponente des Zustands einen Makro-Schritt.
isActivated(HS,iname)
∧ ¬ shouldAbort(σ,iname)
∧ shouldComplete(σ,iname)
iname σ,Tick(σ[iname, completed])−→ ε
Listing 9.11: Transition activated ⇒ completed
Transition activated ⇒ suspended
Ist ein Plan im Zustand activated (isActivated), und trifft weder die Vorbedingung
zum Abbruch des Plans (shouldAbort) noch die Vorbedingung zur Beendigung
(shouldComplete) zu, so wird u¨berpru¨ft, ob der Plan seine Ausfu¨hrung unterbrechen
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soll. Dies ist immer dann der Fall, wenn die suspend-Bedingung erfu¨llt ist oder der
u¨bergeordnete Plan dieses Plans sich im Zustand suspended befindet. Die Abfrage dieser
Bedingungen wird im Pra¨dikat shouldSuspend gekapselt.
Soll der Plan seine Ausfu¨hrung unterbrechen, so a¨ndert der Plan seinen Planzustand nach
suspended und erzwingt einen Mikro-Schritt durch Setzen der Tick Komponente des Zu-
stands auf den Wert false.
isActivated(HS,iname)
∧ ¬ shouldAbort(σ,iname)
∧ ¬ shouldComplete(σ,iname)
∧ shouldSuspend(σ,iname)
iname σ,Tick(σ[iname, suspended])−→ iname
Listing 9.12: Transition activated ⇒ suspended
Transition activated ⇒ con
Trifft keine der Vorbedingungen der oben aufgefu¨hrten Regeln des activated Zustands zu,
so sollen die plankontrolltypenspezifischen Regeln angewendet werden. Dazu muss der Plan
im Zustand activated (isActivated) sein. Es darf außerdem kein Grund zum Abbre-
chen (shouldAbort), zum Beenden (shouldComplete) oder zum Unterbrechen des Plans
(shouldSuspend) vorliegen.
In diesem Fall wird der Zustandsu¨bergang des Plans dadurch definiert, dass eine der
con Regeln angewendet wird und das Ergebnis dieser Regelanwendung als Ergebnis des
Zustandsu¨bergangs dieser Regel verwendet wird. Auch das aus Anwendung dieser Regel re-
sultierende Asbru-System wird durch den con U¨bergang bestimmt.
isActivated(HS,iname)
∧ ¬ shouldAbort(σ,iname)
∧ ¬ shouldComplete(σ,iname)
∧ ¬ shouldSuspend(σ,iname)
∧ iname σ,σ’−→ Con sys
iname σ,σ’−→ sys
Listing 9.13: Transition activated ⇒ con
9.2.6 Allgemeine Zustandsu¨berga¨nge von suspended
Der Zustand suspended beschreibt einen Planzustand, in dem der Plan seine Ausfu¨hrung
tempora¨r unterbricht. Das bedeutet, dass er keine weiteren Unterpla¨ne startet oder akti-
viert und implizit die bereits aktiven Unterpla¨ne durch Planzustandspropagation auch in den
suspended Zustand versetzt. Ein Plan in diesem Zustand kann bis zu seiner Reaktivierung
außer einem Abbruch keine Zustandsa¨nderungen ausfu¨hren.
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Aborted Suspended
Activated
Abbildung 9.6: Zustandsu¨berga¨nge ausgehend von dem Zustand suspended
Transition suspended ⇒ aborted
Ein Plan im Zustand suspended (isSuspended) pru¨ft die gleichen Abbruch-Bedingungen
(shouldAbort) wie ein Plan im Zustand activated. Das bedeutet, auch hier wird getestet,
ob der u¨bergeordnete Plan abgebrochen wurde, die abort-Bedingung erfu¨llt wurde oder die
Warte-Bedingung des Plans nicht mehr erfu¨llbar ist. Diese Pru¨fung ist gekapselt in dem
Pra¨dikat shouldAbort. Ist dieses wahr, so bricht der Plan die Ausfu¨hrung ab.
In diesem Fall setzt der Plan seinen Planzustand um auf aborted, la¨sst sein Asbru-System
terminieren (ε) und verhindert einen Makro-Schritt durch Setzen der Tick Komponente des
Zustands auf den Wert false.
isActivated(HS,iname)
∨ isSuspended(HS,iname)
∧ shouldAbort(σ,iname)
iname σ,Tick(σ[iname, aborted])−→ ε
Listing 9.14: Transition suspended ⇒ aborted
Transition suspended ⇒ activated
Ein Plan im Zustand suspended (isSuspended), der seine Ausfu¨hrung nicht abbrechen soll
(shouldAbort), soll zuru¨ck in den Zustand activated wechseln, sofern der u¨bergeordnete
Plan (wieder) im Zustand activated ist und die reactivate-Bedingung erfu¨llt ist. Diese
beiden Tests sind im Pra¨dikat shouldReactivate gekapselt.
Sind diese Bedingungen erfu¨llt, soll der Plan seine Ausfu¨hrung wieder aufnehmen und
dazu seinen Zustand auf den Wert activated zuru¨cksetzen. Weiterhin setzt der Plan in
diesem Schritt die Tick-Komponente des Zustands auf den Wert false und verhindert so
einen Makro-Schritt.
isSuspended(HS,iname)
∧ ¬ shouldAbort(σ,iname)
∧ shouldReactivate(σ,iname)
iname σ,Tick(σ[iname, activated])−→ iname
Listing 9.15: Transition suspended ⇒ activated
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Abbildung 9.7: Zustandsu¨berga¨nge des sequential Kontrolltyps
Transition suspended ⇒ suspended
Ein Plan im Zustand suspended (isSuspended) soll in diesem bleiben, wenn er weder
seine Auswertung abbrechen (shouldAbort) soll noch zuru¨ck in den Zustand activated
wechseln soll (shouldReactivate).
Der Plan verbleibt dann im Zustand suspended. Da der Planzustand des Plans bereits vor
der Ausfu¨hrung auf dem Wert suspended war, bedeutet dies, dass sich durch Anwendung
dieser Regel keine Zustandsa¨nderung ergibt. Daher ist nach Anwendung dieser Regel ein
Makro-Schritt mo¨glich.
isSuspended(HS,iname)
∧ ¬ shouldAbort(σ,iname)
∧ ¬ shouldReactivate(σ,iname)
iname σ,σ[iname, suspended]−→ iname
Listing 9.16: Transition suspended ⇒ suspended
9.2.7 Zustandsu¨berga¨nge der sequential Kontrolle
Aufgabe der sequential kontrollierten Pla¨ne ist die sequentielle Abarbeitung der Unter-
pla¨ne unter Beru¨cksichtigung der Reihenfolge, in der diese angegeben sind. Dies wird in
Abbildung 9.7 dargestellt.
In dieser Abbildung ist zu sehen, dass die Pla¨ne nacheinander jeweils komplett abgear-
beitet werden. Das bedeutet, dass die Pla¨ne der Reihe nach zuna¨chst in die Selection-
Phase versetzt und dann aktiviert werden. Dazu wird der i-te Plan gestartet (c-Signal) und
aktiviert(E-Signal), sobald die Ausfu¨hrung des i-1-ten Plans beendet wurde. In der Seman-
tik wird das Signal c implementiert durch das Starten des jeweiligen Unterplans. Bevor der
jeweils na¨chste Unterplan gestartet wird, erha¨lt ein abgebrochener Plan gegebenenfalls das
Signal zur Reaktivierung. Dies ist davon abha¨ngig, ob der sequential-kontrollierte Plan
seine Unterpla¨ne grundsa¨tzlich bei Abbruch neu startet oder nicht.
Passiver U¨bergang
Ein Sequentieller Plan (isSequential) soll sich passiv verhalten, wenn er einen Unterplan
hat, der in der Execution-Phase (hasExecutedSub), oder in der Selection-Phase ist
(hasSelectedSub) oder wenn er keinen Unterplan hat, der in einem startbaren Zustand ist
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(hasStartableSub). Letzteres ist immer dann der Fall, wenn kein Unterplan im Zustand
inactive ist. Außerdem darf kein Unterplan im Zustand aborted sein oder der Plan darf
Unterpla¨ne im Zustand aborted nicht neu starten.
Ist dies der Fall, verha¨lt sich die sequential-Kontrolle passiv und a¨ndert den Zustand
nicht. Entsprechend wird ein Makro-Schritt nicht verhindert.
isSequential(iname)
∧ hasExecutedSub(HS,iname)
∨ hasSelectedSub(HS,iname)
∨ ¬ hasStartableSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.17: Passiver U¨bergang
Aktivierungsfall
Eine sequential-kontrollierter Plan (isSequential), der keine Unterpla¨ne in der
Execution-Phase (hasExecutedSub) und keine Unterpla¨ne in der Selection-Phase
(hasSelectedSub) hat, soll, sofern ein startbarer Plan existiert (hasStartableSub) den
ersten startbaren Plan auswa¨hlen (selectFirstStartable), starten und aktivieren. Ein Plan
hat einen startbaren Unterplan, wenn ein Unterplan im Zustand inactive existiert, oder
aber ein Unterplan im Zustand aborted ist und der Plan abgebrochene Unterpla¨ne neu
startet. Der Variablen iname1 wird der erste Unterplan zugewiesen, der startbar ist.
Ist diese Regel anwendbar, so wird der durch den Instanznamen iname1 bezeichnete Plan
parallel zum Plan iname ausgefu¨hrt. Weiterhin bleibt der Planzustand von iname un-
vera¨ndert auf dem Wert activated, der Planzustand des ausgewa¨hlten Unterplans wird
auf den Wert considered gesetzt und der Unterplan wird aktiviert. Die Tick-Komponente
des Zustands wird auf den Wert false gesetzt und damit ein Mikro-Schritt erzwungen.
isSequential(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ hasStartableSub(HS,iname)
∧ iname1 = nameGen(selectFirstStartable(HS,iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Listing 9.18: Aktivierungsfall
9.2.8 Zustandsu¨berga¨nge der anyorder Kontrolle
Pla¨ne, die vom Kontrolltypen anyorder gesteuert werden, aktivieren, wie auch die
sequential Kontrolle, maximal einen Unterplan auf einmal. Dabei wird allerdings
nicht die durch die Unterplanliste vorgegebene Ordnung der Pla¨ne beachtet. Um bei der
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Abbildung 9.8: Zustandsu¨berga¨nge des anyorder Kontrolltyps
Aktivierung nur die wirklich anwendbaren Pla¨ne zu beru¨cksichtigen, werden trotz der
Sequentialita¨t der Aktivierungssignale zuna¨chst alle Unterpla¨ne gleichzeitig gestartet.
Nachdem Unterpla¨ne den Zustand ready erreichen, wird ihre Ausfu¨hrung angehalten und
nur jeweils ein Unterplan kann zu einem Zeitpunkt in der Execution-Phase sein oder
aktiviert werden. Dies wird graphisch dargestellt in Abbildung 9.8.
Dort werden zuna¨chst alle Pla¨ne gestartet und dann jeweils ein Plan indeterministisch akti-
viert. Verla¨sst der Unterplan die Execution-Phase, so wird ein anderer Plan des Zustandes
ready ausgewa¨hlt und aktiviert. Dabei ist zu beachten, dass gegebenenfalls Pla¨ne im Zustand
aborted neu gestartet werden, was durch Transition i.r dargestellt wird. Diese Transition
hat eine ho¨here Priorita¨t als die Aktivierung von Unterpla¨nen, so dass vor der Aktivierung
von Unterpla¨nen zuna¨chst immer abgebrochene Unterpla¨ne neu gestartet werden sollen.
Aktivierung von Unterpla¨nen
Ein anyorder kontrollierter Plan (isAnyorder) startet alle (neu)startbaren Unterpla¨ne
(selectAllStartable), sofern welche existieren (hasStartableSub). Die Zuweisung an die
Planliste PL sowie das Pra¨dikat planNames in der Vorbedingung stellen sicher, dass alle
startbaren Pla¨ne ausgewa¨hlt wurden und das neu gestartete Asbru-System genau die Plan-
instanzen startet, die (neu) gestartet werden mu¨ssen.
Ist diese Regel anwendbar, so werden alle startbaren Unterpla¨ne ausgewa¨hlt, parallel zum
laufenden Plan gestartet und deren Zustand auf den Wert considered gesetzt. Ein Makro-
Schritt wird dadurch verhindert.
isAnyorder(iname)
∧ hasStartableSub(HS,iname)
∧ PL = selectAllStartable(HS,iname)
∧ planNames(PL,iname,sys)
iname σ,Tick(σ[iname, activated][PL, iname, considered])−→ Con iname‖s sys
Listing 9.19: Aktivierung von Unterpla¨nen
Aktivierter Unterplan
Hat ein anyorder-kontrollierter Plan (isAnyorder) keinen startbaren Unterplan
(hasStartableSub) und ist mindestens ein Unterplan des Plans in der Execution-Phase,
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Abbildung 9.9: Verzo¨gerung bei der Auswertung von Signalen
dann soll sich der Plan passiv verhalten.
Bei der Aktivierung von Unterpla¨nen ergibt sich eine zeitliche Verzo¨gerung zwischen dem
Absenden des Aktivierungssignals und der Reaktion der Unterplans auf dieses Signal. Dieser
Sachverhalt ist in Abbildung 9.9 dargestellt. Angenommen eine Reihe von Pla¨nen gelangen
gleichzeitig im Schritt 1 in den Zustand ready. Der u¨bergeordnete Plan wird dies erst im
na¨chsten Zustand festellen ko¨nnen und darauf ein Aktivierungssignal senden, welches der
aktivierte Unterplan aber erst in Schritt 3 empfangen kann. Die Reaktion auf diese Signal
kann der u¨bergeordnete Plan erst im Schritt 4 feststellen, nachdem er das Signal in Schritt 2
versendet hat. Er muss also im Schritt 3 nicht nur pru¨fen, ob ein Plan in der Execution-
Phase vorliegt, sondern auch, ob er bereits ein Signal verschickt hat, welches in diesem Schritt
bearbeitet wird. Diese Pru¨fung wird durch das Pra¨dikats hasExecOrSigReadySub durch-
gefu¨hrt.
Ist diese Regel anwendbar, so bleibt der Zustand unvera¨ndert. Es wird auch kein Makro-
Schritt verhindert.
isAnyorder(iname)
∧ ¬ hasStartableSub(HS,iname)
∧ hasExecOrSigReadySub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.20: Aktivierter Unterplan
Bereiter Unterplan
Diese Regel beschreibt den Fall, in dem ein anyorder-kontrollierter Plan (isAnyorder)
weder startbare Unterpla¨ne hat (hasStartableSub), noch Unterpla¨ne, die in der
Execution-Phase sind oder bereits aktiviert wurden (hasExecOrSigReadySub).
Existieren dann Unterpla¨ne im Zustand ready (hasReadySub), so soll einer dieser
bereiten Pla¨ne aktiviert werden. Der Name des zu startenden Plans, der mit der Funktion
selectPrivilegedSub bestimmt wird, wird an den Instanznamen iname1 gebunden.
Die Funktion selectPrivilegedSub wa¨hlt in Abha¨ngigkeit der Umgebungssignale einen
Unterplan aus, der vom medizinischen Personal pra¨feriert wird.
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Abbildung 9.10: Zustandsu¨berga¨nge des parallel Kontrolltyps
Durch die Regel wird das Aktivierungssignal des ausgewa¨hlten Plans iname1 gesetzt. Wei-
terhin wird der Tick-Komponente des Zustands der Wert false zugewiesen und so ein Makro-
Schritt verhindert.
isAnyorder(iname)
∧ ¬ hasStartableSub(HS,iname)
∧ ¬ hasExecOrSigReadySub(HS,iname)
∧ hasReadySub(HS,iname)
∧ iname1 = nameGen(selectPrivilegedSub(HS,EAGG,iname),iname)
iname
σ,Tick(σ[iname, activated][iname1]ac)
−→ Con iname
Listing 9.21: Bereiter Unterplan
Kein Unterplan
Die letzte Regel des anyorder-Kontrolltypen (isAnyorder) ist anwendbar, wenn der
Plan keinen startbaren (hasStartableSub) Plan, keinen in der Execution-Phase
(hasExecutedSub) und keinen im Zustand ready hat (hasReadySub).
In diesem Fall soll der Plan sich passiv verhalten und den Zustand nicht vera¨ndern. Dabei
wird die Mo¨glichkeit eines Makro-Schrittes zugelassen.
isAnyorder(iname)
∧ ¬ hasStartableSub(HS,iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasReadySub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.22: Kein Unterplan
9.2.9 Zustandsu¨berga¨nge der parallel Kontrolle
Der parallel-Kontrolltyp beschreibt eine Ausfu¨hrung, bei der alle Unterpla¨ne syn-
chronisiert gestartet und aktiviert werden. Dies wird dargestellt in Abbildung 9.10. Die
parallel Kontrolle startet abgebrochene Unterpla¨ne unabha¨ngig von der Spezifikation des
.retry-aborted Flags des parallel-Plans nicht neu.
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Laufende Pla¨ne
Ein parallel kontrollierter Plan (isParallel) der Unterpla¨ne in der Execution-
Phase hat oder solche die im Zustand ready sind und bereits aktiviert wurden
(hasExecOrSigReadySub), verha¨lt sich passiv.
In einem solchen Schritt a¨ndert den Zustand nicht. Daher erlaubt die Regel die
Durchfu¨hrung eines Makro-Schritts.
isParallel(iname)
∧ hasExecOrSigReadySub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.23: Laufende Pla¨ne
Aktivierung der Unterpla¨ne
Ein parallel-kontrollierter Plan (isParallel), der keine Pla¨ne hat, die in der
Execution-Phase sind bzw. im Zustand ready bereits das Aktivierungssignal erhalten
haben (hasExecOrSigReadySub) und dessen Unterpla¨ne alle im Zustand ready oder
im Zustand rejected sind (allSubsReadyOrRejected) soll alle Unterpla¨ne auswa¨hlen,
die im Zustand ready sind (selectAllReady) und diese aktivieren, sofern mindestens ein
Unterplan in der Selection-Phase existiert (hasSelectedSub).
Fu¨r die Aktivierung wird das Ergebnis des Aufrufs der selectAllReady Funktion an die
Plannamensliste PL gebunden. Alle Pla¨ne in dieser Liste werden aktiviert. Aufgrund der
Zustandsa¨nderung soll ein Mikro-Schritt erzwungen werden, weswegen die Tick-Komponente
des Zustands auf den Wert false gesetzt wird.
isParallel(iname)
∧ ¬ hasExecOrSigReadySub(HS,iname)
∧ allSubsReadyOrRejected(HS,iname)
∧ PL = selectAllReady(HS,iname)
∧ hasSelectedSub(HS,iname)
iname
σ,Tick(σ[iname, activated][PL,iname]ac)
−→ Con iname
Listing 9.24: Aktivierung der Unterpla¨ne
Abwarten der Bereitschaft der Unterpla¨ne
Sind die Unterpla¨ne eines parallel-kontrollierten Plans (isParallel) noch nicht in der
Execution-Phase (hasExecutedSub) und sind auch noch nicht alle Unterpla¨ne im Zu-
stand ready oder im Zustand rejected (allSubsReadyOrRejected), dann soll der Plan
abwarten, falls einige Unterpla¨ne in der Selection-Phase sind (hasSelectedSub).
Durch das passive Abwarten wird der Zustand nicht vera¨ndert. Dadurch ist die Ausfu¨hrung
eines Makro-Schrittes mo¨glich.
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isParallel(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ allSubsReadyOrRejected(HS,iname)
∧ hasSelectedSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.25: Abwarten der Bereitschaft der Unterpla¨ne
Starten der Unterpla¨ne
Hat ein parallel-kontrollierter Plan (isParallel) weder Unterpla¨ne in der Execution-
Phase (hasExecutedSub) noch in der Selection-Phase (hasSelectedSub), dafu¨r aber
Pla¨ne im Zustand inactive (hasInactiveSub), so sollen diese gestartet werden. Dazu
werden alle Unterpla¨ne des Plans an die Planlistenvariable PL gebunden und ein Asbru-
System gestartet, dass genau die Pla¨ne aus der Liste PL entha¨lt (planNames).
Alle Pla¨ne der Planliste werden in den Zustand considered versetzt und im Folgenden
parallel zum Plan ausgefu¨hrt. Eine Zuweisung des Wertes false an die Tick Komponente des
Zustands erzwingt einen Mikro-Schritt
isParallel(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ hasInactiveSub(HS,iname)
∧ PL = asbru(nameSel(iname)).subplans
∧ planNames(PL,iname,sys)
iname σ,Tick(σ[iname, activated][PL, iname, considered])−→ Con iname‖s sys
Listing 9.26: Starten der Unterpla¨ne
Kein Unterplan
Hat ein parallel-kontrollierter Plan (isParallel) weder Pla¨ne in der Execution-Phase
(hasExecutedSub), noch Pla¨ne in der Selection-Phase (hasSelectedSub) oder Pla¨ne
im Zustand inactive (hasInactiveSub), so wartet er passiv ab.
Dabei wird der Zustand nicht vera¨ndert und Makro-Schritte sind mo¨glich.
isParallel(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ ¬ hasInactiveSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.27: Kein Unterplan
129
9 Semantik des Asbru-Zustandsu¨bergangssystems
P
i.c
Sub_Control C_i
Sub_Select_i Sub_Exec_i
i.a
i.r
Sub_Control C_1 Sub_Control C_2 Sub_Control C_n
Unordered_Control
Abbildung 9.11: Zustandsu¨berga¨nge des unordered Kontrolltyps
9.2.10 Zustandsu¨berga¨nge der unordered Kontrolle
Die unordered Kontrolle verlangt, dass alle Pla¨ne so schnell wie mo¨glich gestartet und ak-
tiviert werden sollen. Das bedeutet, dass keine Synchronisation der Unterpla¨ne im Zustand
ready notwendig ist. Damit kann allen Pla¨nen, die gestartet werden, sofort das Aktivie-
rungssignal mitgegeben werden. Damit ergeben sich zur Umsetzung der Semantik nur zwei
SOS-Regeln. Die Eine beschreibt den Start der Unterpla¨ne und das Senden der Aktivierungs-
signale, die zweite Regel beschreibt die Passivita¨t, falls keine Aktivierung notwendig ist. Dies
wird in Abbildung 9.11 dargestellt.
Starten von Unterpla¨nen
Ein unordered kontrollierter Plan (isUnordered), der startbare Unterpla¨ne hat
(hasStartableSub) soll diese starten. Dazu wird die Menge aller startbaren Pla¨ne mit der
Funktion selectAllStartable ausgewa¨hlt und an die Variable PL gebunden. Dann wird ein
Asbru-System gewa¨hlt, dass genau die Pla¨ne der Planliste PL entha¨lt (planNames).
Dieses System wird dann parallel zum Plan ausgefu¨hrt. Alle Pla¨ne aus der Liste PL werden
in den Zustand considered versetzt. Außerdem werden diese Pla¨ne aktiviert. Ein Makro-
Schritt wird durch setzen der Tick-Komponente des Zustands auf den Wert false verhindert.
isUnordered(iname)
∧ hasStartableSub(HS,iname)
∧ PL = selectAllStartable(HS,iname)
∧ planNames(PL,iname,sys)
iname
σ,Tick(σ[iname, activated][PL, iname, considered][PL,iname]ac)
−→ Con iname‖s sys
Listing 9.28: Starten von Unterpla¨nen
Kein startbarer Unterplan
Hat ein unordered kontrollierter Plan (isUnordered) keinen startbaren Unterplan
(hasStartableSub), so soll er passiv abwarten. Dadurch wird der Zustand nicht vera¨ndert
und ein Makro-Schritt nicht ausgeschlossen.
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Sub_Control C_1 Sub_Control C_2
1.A
On_Abort_Control P
Abbildung 9.12: Zustandsu¨berga¨nge des onabort Kontrolltyps
isUnordered(iname)
∧ ¬ hasStartableSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.29: Kein startbarer Unterplan
9.2.11 Zustandsu¨berga¨nge der onabort Kontrolle
Ein onabort-Plan steuert die Ausfu¨hrung von genau zwei Unterpla¨nen. Der erste Unterplan
wird ausgefu¨hrt, als wa¨re der u¨bergeordnete Plan vom Typ sequential. Bricht der erste
Unterplan seine Bearbeitung ab und a¨ndert seinen Zustand zum Wert aborted ab, wird der
zweite Plan gestartet. Das Flag, das angibt, ob ein Plan bei Abbruch neu gestartet werden soll,
wird ausschließlich fu¨r den zweiten Plan ausgewertet. Dies wird in Abbildung 9.12 dargestellt,
wobei die Bedingung zum Ausfu¨hren der Transition 1.A ist, dass der von C 1 kontrollierte
Plan abgebrochen wurde. Ein Neustart des ersten Planes ist ausgeschlossen.
Aktivierung des ersten Plans
Bei einem onabort-kontrolliertem Plan (isOnAbort) wird der erste Unterplan gestartet
und aktiviert, sofern dieser im Zustand inactive ist (isInactive). Der Instanzname des
ersten Unterplans (selectFirstSub) wird an die Variable iname1 gebunden und dann diese
Planinstanz parallel zum Plan ausgefu¨hrt. Dazu wird der Planzustand dieses Plans auf den
Wert considered gesetzt und der Plan aktiviert.
Durch Umsetzen der Tick-Komponente des Zustands wird durch diese Regel ein Makro-
Schritt verhindert.
isOnAbort(iname)
∧ isInactive(HS,iname1)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Listing 9.30: Aktivierung des ersten Plans
Aktivierung des zweiten Plans
Wurde bei einem onabort-kontrolliertem Plan (isOnAbort) der erste Unterplan abgebro-
chen (isAborted) und ist der zweite Unterplan start- oder neustartbar (isStartable), so
131
9 Semantik des Asbru-Zustandsu¨bergangssystems
Sub_Control C_1
Sub_Control C_2
else
If−Then−Else_Control P
conditional
Abbildung 9.13: Zustandsu¨berga¨nge des ifThenElse Kontrolltyps
wird der Instanzname des zweiten Unterplans (selectSecondSub) an die Variable iname1
gebunden.
Dieser Plan wird dann aktiviert und gestartet. Der Zustand des Unterplans wird auf den
Wert considered gesetzt. Durch Umsetzen der Tick-Komponente des Zustands wird durch
Anwendung dieser Regel ein Makro-Schritt verhindert.
isOnAbort(iname)
∧ isAborted(HS,selectFirstSub(iname))
∧ isStartable(HS,selectSecondSub(iname))
∧ iname1 = nameGen(selectSecondSub(σ,iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Listing 9.31: Aktivierung des zweiten Plans
Kein startbarer Unterplan
Ist der erste Unterplan (selectFirstSub) eins onabort-kontrolliert Plans (isOnAbort)
nicht im Zustand inactive (isInactive) bzw. der erste Unterplan nicht abgebrochen
(isAborted) oder der zweite Unterplan (selectSecondSub) nicht startbar (isStartable),
so kann die onabort Kontrolle keine A¨nderung des Zustandes mehr bewirken und bleibt
passiv. Dadurch ist ein Makro-Schritt im Anschluss an die Abarbeitung dieses Falles
mo¨glich.
isOnAbort(iname)
∧ ¬ isInactive(HS,selectFirstSub(iname))
∧ ¬ isAborted(HS,selectFirstSub(iname))
∨ ¬ isStartable(HS,selectSecondSub(iname))
iname σ,σ[iname, activated]−→ Con iname
Listing 9.32: Kein startbarer Unterplan
9.2.12 Zustandsu¨berga¨nge der ifThenElse Kontrolle
Der ifThenElse Kontrolltyp u¨berpru¨ft vor dem Start eines Unterplans den Wahrheitswert
eines Konditionals und startet daraufhin in Abha¨ngigkeit des Wahrheitswertes des Konditio-
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nals einen der mo¨glichen Unterpla¨ne. Ein ifThenElse kontrollierter Plan muss genau einen
oder genau zwei Unterpla¨ne haben. Ist kein zweiter Unterplan spezifiziert, so verha¨lt sich
der ifThenElse Kontrolltyp wie ein wenn-dann Konstrukt und schließt die Bearbeitung
erfolgreich ab, wenn das Konditional bei der Auswertung falsch ist.
Um festzustellen, ob das Konditional bereits ausgewertet wurde, pru¨ft die ifThenElse
Kontrolle, ob bereits einer der Pla¨ne den Zustand inactive verlassen hat. Dies ist gleich-
bedeutend damit, dass bereits in einem vorhergehenden Schritt das Konditional ausgewertet
wurde und dementsprechend Pla¨ne aktiviert wurden.
Positive Auswertung des Konditionals
Sind alle Unterpla¨ne eines ifThenElse-kontrollierten Plans (isITE) im Zustand inactive
(allSubsInactive) und wertet das Konditional des Plantyps positiv aus (ITEP), so soll der
erste Unterplan (selectFirstSub) des Plans gestartet und aktiviert werden. Dazu wird des-
sen Name an die Variable iname1 gebunden, parallel zum Plan ausgefu¨hrt, der Zustand
auf considered gesetzt und das Aktivierungssignal gesendet. Weiterhin soll die Tick-
Komponente des Zustands auf den Wert false gesetzt werden und so ein Mikro-Schritt er-
zwungen.
isITE(iname)
∧ allSubsInactive(HS,iname)
∧ ITEP(σ,iname)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Listing 9.33: Positive Auswertung des Konditionals
Negative Auswertung des Konditionals mit zweitem Unterplan
Sind alle Unterpla¨ne eines ifThenElse-kontrollierten Plans (isITE) im Zustand inactive
(allSubsInactive) und wertet das Konditional des Plantyps negativ aus (ITEP), so soll, falls
ein zweiter Unterplan existiert (secondSubPresent), dieser (selectSecondSub) gestartet
und aktiviert werden. Dazu wird dessen Name an die Variable iname1 gebunden, parallel zum
Plan ausgefu¨hrt, der Zustand auf considered gesetzt und das Aktivierungssignal gesendet.
Weiterhin soll die Tick-Komponente des Zustands auf den Wert false gesetzt werden und so
ein Mikro-Schritt erzwungen.
isITE(iname)
∧ allSubsInactive(HS,iname)
∧ ¬ ITEP(σ,iname)
∧ secondSubPresent(iname)
∧ iname1 = nameGen(selectSecondSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖siname1
Listing 9.34: Negative Auswertung des Konditionals mit zweitem Unterplan
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Negative Auswertung des Konditionals ohne zweitem Unterplan
Sind alle Unterpla¨ne eines ifThenElse-kontrollierten Plans (isITE) im Zustand inactive
(allSubsInactive) und wertet das Konditional des Plantyps negativ aus (ITEP), so soll sich
der Plan auf den Zustand completed setzen und die Ausfu¨hrung einstellen, falls kein zweiter
Unterplan existiert (secondSubPresent). In diesem Fall soll kein Makro-Schritt mo¨glich
sein, weswegen die Tick-Komponente des Zustands auf den Wert false gesetzt wird.
isITE(iname)
∧ allSubsInactive(HS,iname)
∧ ¬ ITEP(σ,iname)
∧ noSecondSubPresent(iname)
iname σ,Tick(σ[iname, completed])−→ Con ε
Listing 9.35: Negative Auswertung des Konditionals ohne zweitem Unterplan
Aktivierter Unterplan
Wurden bereits Unterpla¨ne eines ifThenElse-Plantyps (isITE) gestartet
(allSubsInactive) und befinden sich Unterpla¨ne in der Execution-Phase
(hasExecutedSub) oder in der Selection-Phase (hasSelectedSub) bzw. existiert kein
Unterplan, der abgebrochen wurde und neu gestartet werden soll (hasRestartableSub),
dann soll der Plan passiv abwarten. In diesem Fall sind Makro-Schritte mo¨glich.
isITE(iname)
∧ ¬ allSubsInactive(HS,iname)
∧ hasExecutedSub(HS,iname)
∨ hasSelectedSub(HS,iname)
∨ ¬ hasRestartableSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.36: Aktivierter Unterplan
Neustart eines Unterplans
Sind nicht alle Unterpla¨ne eines ifThenElse-Plans (isITE) im Zustand inactive
(allSubsInactive) und existieren keine Unterpla¨ne in Execution-Phase
(hasExecutedSub) oder Selection-Phase (hasSelectedSub), dafu¨r aber Pla¨ne,
die abgebrochen wurden und neu gestartet werden sollen (hasRestartableSub), so wird
der Instanzname des ersten neuzustartenden Plans (selectFirstRestartable) an die
Variable iname1 gebunden. Dieser Plan wird dann gestartet, aktiviert und parallel zum
Plan ausgefu¨hrt. Der Zustand des Unterplans wird auf den Wert considered. Durch
Umsetzen der Tick-Komponente des Zustands wird ein Mikro-Schritt erzwungen.
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isITE(iname)
∧ ¬ allSubsInactive(HS,iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ hasRestartableSub(HS,iname)
∧ iname1 = nameGen(selectFirstRestartable(iname),iname)
iname σ,Tick(σ[iname, activated][iname1, considered])−→ Con iname‖s iname1
Listing 9.37: Neustart eines Unterplans
9.2.13 Zustandsu¨berga¨nge der ask Kontrolle
Die ask Kontrolle nimmt unter den verschiedenen Kontrolltypen eine Sonderrolle ein. Ein
ask kontrollierter Plan (isASK) startet keine Unterpla¨ne. Stattdessen dient ein solcher Plan
lediglich als Signal an die Umgebung des Asbru Systems, etwa einen Arzt, der auf die Anforde-
rung des Systems nach Daten mit einer Messung und Dateneingabe reagieren kann oder auch
nicht. Ein ask kontrollierter Plan sollte in seiner Abschlussbedingung spezifizieren, wie lange
das Signal an die Umgebung aktiv bleibt. Daher muss der ask Kontrolltyp selbst nur passiv
abwarten. Somit steht die Abarbeitung eines aktiven ask Planes auch keinem Makro-Schritt
im Wege.
isASK(iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.38: Zustandsu¨bergang der ask Kontrolle
9.2.14 Zustandsu¨berga¨nge der user Kontrolle
Die user-Kontrolle (isUser) beschreibt, wie die ask-Kontrolle, die Ausfu¨hrung von Pla¨nen,
die die Bla¨tter in der Asbru Hierarchie darstellen. user-Pla¨ne haben keine eigenen Unter-
pla¨ne und verhalten sich daher in ihrer Ausfu¨hrung a¨hnlich den ask Pla¨nen rein passiv und
warten lediglich auf die Erfu¨llung der jeweiligen complete-Bedingung. Wie die ask Pla¨ne
stellen user Pla¨ne Signale des Asbru-Systems an die Umgebung dar. Wa¨hrend jedoch die
ask kontrollierten Pla¨ne das medizinische Personal zu einer Messung bzw. der Eingabe von
Patientenwerten auffordern, signalisieren die user kontrollierten Pla¨ne dem medizinischen
Personal, dass eine bestimmte medizinische Interaktion durchgefu¨hrt werden soll. Da user
kontrollierte Pla¨ne sich jedoch technisch rein passiv verhalten, steht die Abarbeitung eines
aktiven user Planes keinem Makro-Schritt im Wege.
isUser(iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.39: Zustandsu¨bergang der user Kontrolle
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9.2.15 Zustandsu¨berga¨nge der cyclical Kontrolle
Start
ST
Sub_Control C_1 Restart
RS
1.5
Cyclical_Control PIN CO
CO
Abbildung 9.14: Zustandsu¨berga¨nge des cyclical-Kontrolltyps
Die cyclical Kontrolle hat genau einen Unterplan. Sie definiert ein zyklisch wieder-
kehrendes Startinterval, in dem der Unterplan gestartet werden darf. Der Unterplan wird
wa¨hrend eines Startintervalls gestartet, sofern er in einem terminierten Zustand oder im
Zustand inactive ist. Der Kontrolltyp definiert zusa¨tzlich eine Anzahl von erforderlichen
erfolgreichen Durchla¨ufen, die der Unterplan erreichen muss, damit der u¨bergeordnete Plan
abgeschlossen werden darf. Der u¨bergeordnete Plan u¨berpru¨ft bei Terminierung des Unter-
planes, ob dieser abgeschlossen wurde. Falls ja, wird ein Rundenza¨hler hochgesetzt und mit
der Zahl der erforderlichen Durchla¨ufe verglichen. In Abha¨ngigkeit von der Auswertung die-
ser U¨berpru¨fung setzt sich der u¨bergeordnete Plan auf den Zustand completed oder startet
einen neuen Durchlauf. Dieses Verhalten wird durch Abbildung 9.14 visualisiert.
Start des Unterplans
Ist der Unterplan eines cyclical-Plans (isCyclical) im Zustand inactive (isInactive),
rejected (isRejected) oder aborted (isAborted), so darf er ohne weitere Pru¨fungen
(neu) gestartet werden, sobald das Startintervall erreicht ist (isInTimeFrame). Dazu wird
der Name des Unterplans (selectFirstSub) an die Variable iname1 gebunden. Der Unterplan
wird gleichzeitig gestartet und aktiviert. Außerdem wird der Planzustand des Plans auf den
Wert considered gesetzt. Durch Umsetzen der Tick-Komponente des Zustands wird ein
Mikro-Schritt erzwungen.
isCyclical(iname)
∧ isInactive(HS,iname1)
∨ isRejected(HS,iname1)
∨ isAborted(HS,iname1)
∧ isInTimeFrame(σ,iname)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Listing 9.40: Start des Unterplans
Beendigung des letzten Durchlaufes
Wurde der Unterplan (selectFirstSub) eines cyclical-Plans (isCyclical) abgeschlossen
(isCompleted), so muss der u¨bergeordnete Plan u¨berpru¨fen, ob die Zahl der notwendigen
erfolgreichen Durchla¨ufe des Unterplans damit erreicht wurde (hasCompletedRounds). Ist
dies der Fall, so kann der u¨bergeordnete Plan ebenfalls seine Bearbeitung abschließen. Der
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Zustand des Unterplanes wird dabei nicht weiter vera¨ndert. Ein Mikro-Schritt wird durch
Umsetzen der Tick-Komponente des Zustands erzwungen.
isCyclical(iname)
∧ isCompleted(HS,selectFirstSub(iname))
∧ hasCompletedRounds(HS,iname)
iname σ,Tick(σ[iname, completed])−→ Con iname
Listing 9.41: Beendigung des letzten Durchlaufes
Neustart nach einem erfolgreichen Durchlauf
Wurde der Unterplan (selectFirstSub) eines cyclical Plans (isCyclical) abgeschlos-
sen (isCompleted), ohne dass dabei die notwendige Zahl der Durchla¨ufe erreicht wurde
(hasCompletedRounds), so muss der u¨bergeordnete Plan den Unterplan neu starten. Da-
bei ist das wiederkehrende Startintervall zu beachten (isInTimeFrame), innerhalb dessen
der Unterplan neu gestartet werden kann. Beim Neustart wird der Rundenza¨hler des u¨ber-
geordneten Plans hochgeza¨hlt, der die Anzahl der erfolgreichen Durchla¨ufe des Unterplans
speichert. Weiterhin wird der Planzustand des Unterplans auf den Wert considered ge-
setzt, der Unterplan aktiviert und parallel zum Plan ausgefu¨hrt. Ein Umsetzen der Tick
Komponente verhindert einen Makro-Schritt.
isCyclical(iname)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
∧ isCompleted(HS,iname1)
∧ ¬ hasCompletedRounds(HS,iname)
∧ isInTimeFrame(σ,iname)
iname
σ,Tick(σ [iname,activated][iname1,considered]
[iname, σ[iname].rounds + 1])
−→ Con iname‖s iname1
Listing 9.42: Neustart nach einem erfolgreichen Durchlauf
Passives Abwarten
Es gibt mehrere Bedingungen, unter denen ein cyclical-Plan (isCyclical) passiv auf ein
Zustandsa¨nderung durch Umgebung oder seinen Unterplan wartet. Diese Bedingungen wer-
den mit der letzten Regel gepru¨ft.
Der cyclical-Plan verha¨lt sich passiv, wenn der Unterplan zwar in terminierten
(isTerminated) oder inaktivem (isInactive) Zustand ist, aber das Startintervall derzeit
nicht erreicht ist (isInTimeFrame). Außerdem muss gelten, dass, falls der Unterplan
beendet wurde (isCompleted), die notwendige Zahl von Durchla¨ufen noch nicht erreicht
wurde (hasCompletedRounds).
Davon abgesehen wu¨rde der Plan stets passiv bleiben, wenn der Unterplan gerade in der
Selection-Phase oder der Execution-Phase ist. Dies wird in der Vorbedingung implizit
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modelliert. Wird der Unterplan ausgefu¨hrt, so ko¨nnen die Vorbedingungen der Implikationen
nicht erfu¨llt werden. Somit sind die Implikationen in diesem Fall automatisch wahr.
In all diesen Fa¨llen wu¨rde der u¨bergeordnete Plan nur passiv abwarten. Dabei wird die
Ausfu¨hrung eines Makro-Schrittes nicht verhindert.
isCyclical(iname)
∧ isTerminated(HS,selectFirstSub(iname))
∨ isInactive(HS,selectFirstSub(iname))
→ ¬ isInTimeFrame(σ,iname)
∧ isCompleted(HS,selectFirstSub(iname))
→ ¬ hasCompletedRounds(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Listing 9.43: Passives Abwarten
9.3 Zustandsu¨berga¨nge fu¨r Planhierarchien
Werden komplette Planhierarchien ausgefu¨hrt, so geschieht dies durch die Berechnung der
jeweiligen einzelnen Planzustandsu¨berga¨nge und ein Zusammenschalten der Ergebnis durch
nachstehende Regel. Dabei werden die Ergebnisse mit dem Pra¨dikat sync zusammengefu¨hrt.
Dieses u¨berpru¨ft, ob die Zustandsu¨berga¨nge der Planhierarchien kompatibel zueinander sind.
Dies ist der Fall, wenn keine Schreibkonflikte vorliegen.
sys1
σ,σ1−→ sys′1
∧ sys2
σ,σ2−→ sys′2
∧ sync(σ, σ1, σ2, σ′)
sys1‖s sys2
σ,σ’
−→ sys1’ ‖s sys2’
Dabei ist der Spezialfall zu beachten, in dem eine Komponente des Asbru-Systems termi-
niert. Das terminierte Programm kann keine weiteren Zustandsu¨bergange mehr ausfu¨hren.
Daher wird es aus dem auszufu¨hrenden System entfernt.
sys
σ,σ’
−→ sys’
sys‖s ε
σ,σ’
−→ sys’
Dies gilt auch fu¨r den Fall, in dem die erste Komponente terminiert ist:
138
9.3 Zustandsu¨berga¨nge fu¨r Planhierarchien
sys
σ,σ’
−→ sys’
ε‖s sys
σ,σ’
−→ sys’
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10 Ablaufsemantik von Asbru
Im Folgenden wird die Semantik von Asbru als Ablaufsemantik definiert. Dazu wird zuna¨chst
in Abschnitt 10.1 der Begriff des Ablaufs definiert. Danach wird in Abschnitt 10.2 der Mo-
dellierungsbegriff beschrieben, der die Semantik von Asbru festlegt. Im Folgenden soll dann
noch der Spezialfall geschlossener Asbru-Systeme beschrieben werden. Dazu wird in Ab-
schnitt 10.3 die Mikro- bzw. Makro-Schritt Problematik noch einmal aufgegriffen und eine
formale Definition gegeben. In dem darauf folgenden Abschnitt 10.4 wird beschreibt, welche
Verhaltensmuster es fu¨r die Umgebung eines Asbru-Systems gibt. Darauf folgt eine Definiti-
on der initialen Zusta¨nde in Abschnitt 10.5. Aufbauend auf diesen Ergebnissen wird dann in
Abschnitt 10.6 die Ablaufsemantik von geschlossenen Asbru-Systemen definiert.
10.1 Der Ablaufbegriff
Da die Semantik von Asbru in Form von Abla¨ufen definiert ist, wird zuna¨chst eine Definition
von Abla¨ufen gegeben. Die Semantik von Asbru wird dann im Folgenden beschrieben als eine
Menge von Abla¨ufen.
Definition
Ein Ablauf ist eine endliche oder unendliche Folge von Zusta¨nden. Sei n aus der Menge der
natu¨rlichen Zahlen vereinigt mit Unendlich. Dann la¨sst sich ein Ablauf schreiben als
Σ = (σ0, σ
′
0, σ
′′
0 , σ
′
1..., σ
′
n−1, σ
′′
n−1)
Dabei besteht ein Ablauf Σ aus einem initialen Zustand σ0 sowie einer Abfolge von Tran-
sitionen (σ′i, σ
′′
i )
n−1
i=0 In einem Ablauf gilt stets fu¨r alle zweigestrichenen Zustand σ
′′
i dass
σ′′i = σi+1. Die La¨nge eines Ablaufs wird bestimmt durch | Σ |. Die La¨nge eines Ablaufs
| (σ0, σ
′
0, σ
′′
0 , σ
′
1..., σ
′
n−1, σ
′′
n−1) | ist n.
Ein Ablauf ist also eine mo¨glicherweise unendliche Abfolge von Transitionen. Transitionen
sind Paare von Zusta¨nden. Diese paarweise Anordnung entspricht der, der TL-Intervalle. Wie
dort werden die Transitionen zwischen eingestrichenen und zweigestrichenen Zusta¨nden durch
die Umgebung kontrolliert und die U¨berga¨nge zwischen ungestrichenen und eingestrichenen
Zusta¨nden durch das System. Die Intuition eines Asbru-Ablaufes ist, dass die U¨berga¨nge des
Systems durch die SOS-Regeln aus Abschnitt 9 beschrieben werden. Umgebungsu¨berga¨nge
sollen die Handlungen des Arztes sowie die Auswirkungen dieser Handlungen auf den Pati-
enten modellieren. Was dies genau bedeutet, wird in Abschnitt 10.3 beschrieben.
Definition
Um auf den i-ten Zustand eines Ablaufes zuzugreifen, wird der Term Σ(i) verwendet. Sei Σ
ein Ablauf mit Σ = (σ0, σ
′
0, σ
′′
0 , σ
′
1..., σ
′
n−1, σ
′′
n−1). Dann ist Σ(i) = σi, weiterhin ist Σ(i)
′ = σ′i
und Σ(i)′′ = Σ(i+ 1), falls i < n, andernfalls ist Σ(i) = Σ(i)′ = σn
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Ein Schritt eines Ablaufs bezeichnet die beiden Transitionen vom ungestrichenen zum ein-
gestrichenen und vom eingestrichenen zum zweigestrichenen Zustand. Der i-te Schritt ist
definiert als (Σ(i),Σ(i)′,Σ(i)′′).
10.2 Modellierung durch Asbru-Systeme
Definition
Ein Ablauf Σ modelliert eine Asbru-System sys, geschrieben Σ |= sys, wenn gilt, dass alle
Zustandsu¨berga¨nge zwischen ungestrichenen und eingestrichenen Variablen durch die SOS
Regeln gebildet wurden. Dazu muss es eine Reihe von Asbru-Systemen (sysi)
| Σ |
i=0 geben. Fu¨r
das erste Asbru-System, sys0 muss gelten, dass sys0 = sys. Weiterhin gilt fu¨r die U¨berga¨nge,
dass die Transitionen
sysi
Σ(i),Σ(i)’
−→ sysi+1
jeweils durch die SOS Regeln gebildet werden ko¨nnen.
Ein Ablauf modelliert also ein Asbru-System, wenn die jeweiligen Systemu¨berga¨nge des Ab-
laufs genau diejenigen sind, die vom Asbru-System bzw. den SOS Regeln vorgeschrieben
werden. Das bedeutet aber auch, dass in diesem Fall noch keine Bedingung an die Umgebung
gestellt wird. Dies wird im Folgenden gemacht.
10.3 Mikro- und Makro-Schritt
Mikro- und Makro-U¨berga¨nge beschreiben Einschra¨nkungen an Zustandsu¨berga¨nge, die je-
weils fu¨r System- und Umgebungsu¨bergang getrennt definiert sind. Die Unterscheidung zwi-
schen Mikro- und Makro-U¨berga¨ngen wird anhand der Tick Komponente des gestrichenen
Zustands einer Ablauf-Komponente getroffen:
Definition
Ein Schritt, bestehend aus drei Zusta¨nden, (σ, σ′, σ′′) heißt Makro-Schritt, wenn gilt
σ′.Tick = true. Der Schritt heißt Mikro-Schritt, wenn gilt, dass σ′.Tick = false.
10.4 Umgebungsu¨bergang
Definition
Ein Umgebungsu¨bergang ist ein U¨bergang zwischen einfach und zweifach gestrichenen Va-
riablen, der folgenden Einschra¨nkungen unterliegt:
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Asbru-Zustands-Historie Die aktuellen Planzusta¨nde des Hierarchiezustands werden aus
diesem in die Asbru-Zustands-Historie u¨bertragen. Dazu wird fu¨r alle Planinstanznamen
iname der aktuelle Planzustand an den entsprechenden Eintrag der Asbru-Zustands-Historie
angeha¨ngt:
σ′′.ASH[iname] = σ′.ASH[iname][σ′′.AC, σ′.HS[iname].state]
Diese Gleichung wird nun schrittweise erkla¨rt. Zuna¨chst wird der
”
alte“ Eintrag in die
Asbru-Zustands-Historie des betroffenen Plans iname selektiert:
σ′.ASH[iname]
Dieser Eintrag in die Asbru-Zustands-Historie wird dann aktualisiert, in dem die Ak-
tualisierungsfunktion asbru-state-history-entry[int, PS] verwendet wird. Als Eintrag in
die Asbru-Zustands-Historie wird der oben selektierte Eintrag gewa¨hlt. Der Zeitpunkt, zu
dem die Aktualisierung stattfinden soll, ist der Zeitstempel des zweigestrichenen Zustands
(σ′′.AC) und der Wert der Aktualisierung ist der aktuelle Planzustand des Plans iname
(σ′.HS[iname].state).
Das Ergebnis der oben aufgefu¨hrten Gleichung ist daher, dass die Asbru-Zustands-Historie
des neuen Zustands in allen vergangenen Zeitpunkten identisch ist zu der des alten Zustands.
Lediglich im aktuellen Zeitpunkt wird eine Aktualisierung um den Planzustand durchgefu¨hrt,
der in der Hierarchiezustandskomponente des Zustands enthalten ist.
Hierarchie-Zustand Der Hierarchiezustand bleibt bei Umgebungsu¨berga¨ngen stets un-
vera¨ndert:
σ1.HS = σ.HS
Krankenakte Innerhalb von Mikro-Schritten muss die Krankenakte unvera¨ndert bleiben,
wa¨hrend Makro-Schritten darf sie sich a¨ndern:
σ.Tick = false⇒ σ1.PDH = σ.PDH
Umgebungssignalsammlung Innerhalb von Mikro-Schritten muss die Signalsammlung un-
vera¨ndert bleiben, wa¨hrend Makro-Schritten darf sie sich a¨ndern:
σ.Tick = false⇒ σ1.EAGG = σ.EAGG
Tick-Komponente Die Tick-Komponente wird wa¨hrend eines Umgebungsu¨berganges auf
den Wert true gesetzt.
σ1.Tick = true
Uhrzeit Wa¨hrend Mikro-Schritten bleibt die Uhrzeit unvera¨ndert. Wa¨hrend Makro-
Schritten wird sie hochgeza¨hlt:
σ1.Tick = true⇒ σ1.AC = σ.AC + 1
∧ σ1.Tick = false⇒ σ1.AC = σ.AC
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Zusammengefasst mu¨ssen zwei
”
Arten“ von Umgebung unterschieden werden. Zum Einen
gibt es quasi ein System u¨ber dem Asbru-System, das das Mitschreiben der Asbru-Zustands-
Historien-Eintra¨ge u¨bernimmt. Zum Anderen existiert die wirkliche Umgebung, die Vera¨nde-
rungen des Patientenverhaltens, Signalwechsel und ein Fortschreiben der Uhr modelliert.
Im Abschnitt 7.1 wird das Zeitmodell von Asbru beschrieben. Dort wird erla¨utert, wie das
Mikro- und Makro-Schritt System von Asbru zu verstehen ist. Da das Asbru-System als belie-
big schnell angenommen werden kann, vergeht zwischen zwei Mikro-Schritten praktisch keine
Zeit. Daher kann die physische Umgebung zwischen zwei Mikro-Schritten den Zustand nicht
beeinflussen. Ein Makro-Schritt findet immer dann statt, wenn das System keine Handlungen
mehr durchfu¨hren kann und auf Zustandsa¨nderungen der Umgebung warten muss.
Entsprechend sind die Bedingungen an einen Umgebungsu¨bergang formuliert. Wa¨hrend ei-
nes Mikro-Schrittes kann die Umgebung das System nicht beeinflussen. Lediglich das
”
System
u¨ber dem Asbru-System“, dass das Fortschreiben der Asbru-Zustands-Historie u¨bernimmt,
kommt dann zum Zug und protokolliert die aktuellen Zusta¨nde mit. Weiterhin wird die Tick
Komponente des Zustands, die Mikro- bzw. Makro-Schritte anzeigt zuru¨ckgesetzt. Wa¨hrend
eines Makro-Schrittes hat die Umgebung mehr Mo¨glichkeiten zur Einflussnahme. In diesem
Fall du¨rfen die Umgebungs-Datentypen, also die Signalsammlung und die Krankenakte, be-
liebig vera¨ndert werden du¨rfen. Weiterhin muss in diesem Fall die Uhr weiterlaufen.
10.5 Initiale Zusta¨nde
Definition
Ein Zustand σ heißt initialer Zustand, wenn fu¨r alle Planinstanznamen iname und alle
Uhrzeiten AC gilt:
• AC 6= σ.AC⇒ σ.ASH[iname][AC] = ([])
• σ.HS[iname].rounds = 0
• σ.Tick ⇔ true
Weiterhin gilt fu¨r alle Planinstanzen iname mit Ausnahme einer Planinstanz iname1:
• σ.ASH[iname][σ.AC] = ([] ⇒ inactive)
• σ.HS[iname].activate ⇔ false
• σ.HS[iname].state = inactive
Fu¨r iname1 gilt stattdessen:
• σ.ASH[iname1][σ.AC] = ([] ⇒ inactive ⇒ considered)
• σ.HS[iname1].activate ⇔ true
• σ.HS[iname1].state = considered
• Es existiert ein SK, so dass iname1 = superGen(SK)
Der Instanzname iname1 beschreibt den initialen Plan. Der initiale Plan ist der Top-Level
Plan in der auszufu¨hrenden Hierarchie, das heißt, dieser Plan hat keinen u¨bergeordneten
Plan. Er startet im Zustand considered. Weiterhin wurde bereits das Aktivierungssignal
gesendet. Damit kann dieser Plan in die Execution-Phase u¨bertreten, sobald er den Zustand
ready erreicht.
144
10.6 Geschlossene Asbru-Abla¨ufe
Ein initialer Zustand soll das System in einem definierten Ausgangszustand starten lassen.
Dabei sind alle Planzusta¨nde auf den Wert inactive gesetzt, dass heißt, es gibt nur eine
Planinstanz die ausgefu¨hrt werden kann. Keiner der Pla¨ne außer dem initialen Plan hat das
Aktivierungssignal gesetzt und fu¨r alle Pla¨ne gilt, dass die Asbru-Zustands-Historie keine
Eintra¨ge außer solche mit dem inactive Wert entha¨lt. Ausnahme hierbei ist wieder der
initiale Plan, dessen considered Zustand in der Asbru-Zustands-Historie verzeichnet ist.
Auch sind alle Rundenza¨hler auf den Wert 0 gesetzt und es gibt initial kein Signal, das einem
Makro-Schritt widerspricht.
10.6 Geschlossene Asbru-Abla¨ufe
Definition
Ein geschlossener Asbru-Ablauf ist ein Ablauf Σ fu¨r den gilt, dass es ein Asbru-System sys
gibt, so dass Σ |= sys. Dazu muss gelten, dass Σ(0) ein initialer Zustand ist. Zusa¨tzlich gilt
fu¨r alle U¨berga¨nge zwischen eingestrichenen und zweigestrichenen Zusta¨nden in Σ, dass diese
Umgebungsu¨berga¨nge sind.
Geschlossene Abla¨ufe beschreiben die sta¨rkste, aussagenunabha¨ngige Einschra¨nkung, die an
Abla¨ufe von Asbru-Systemen gestellt werden kann. Eine Aussage ist dann korrekt, wenn sie
in allen geschlossenen Asbru-Abla¨ufen eines Asbru-Systems korrekt ist.
Mo¨glich ist allerdings auch der Beweis von Aussagen u¨ber nicht-geschlossenen Asbru-
Abla¨ufen. Wenn beispielsweise in einem Beweis keine Zeit-Annotationen vorkommen, so ist es
nicht no¨tig, die Asbru-Zustands-Historie im Sinne der geschlossenen Abla¨ufe mitzuschreiben.
Eine solche Generalisierung vergro¨ßert die Menge der Abla¨ufe, erha¨lt aber gleichzeitig alle
Asbru-Abla¨ufe. Wenn eine Aussage u¨ber einem solchermaßen generalisiertem System bewie-
sen werden kann, folgt daraus automatisch, dass sie auch u¨ber der Menge aller geschlossenen
Abla¨ufe gilt.
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Die Komplexita¨t der Semantik-Definition von Asbru macht diese anfa¨llig fu¨r Fehler. Aus
diesem Grund wurde Aufwand investiert, um die Semantik zu validieren.
Es gibt verschiedene Mo¨glichkeiten, um eine Ausfu¨hrungs-Semantik wie die von Asbru
zu validieren. Eine einfache Mo¨glichkeit ist die wiederholte Anwendung der SOS-Regeln auf
ein Asbru-System um zu eruieren, ob der Ablauf, der durch die Anwendung der SOS-Regeln
entsteht, der Erwartung entspricht. Diese Form der Validierung wurde anhand von abstrakten
Beispielen durchgefu¨hrt, um die SOS-Regeln fu¨r die einzelnen Plantypen zu testen. Ebenso
wurden aber auch Vorarbeiten aus alten Fallstudien wie der Gelbfieber-Fallstudie verwendet,
um zu pru¨fen, ob die Ergebnisse der Ausfu¨hrung der formalen Semantik den bereits bekannten
Ergebnissen entsprechen.
In diesem Kapitel werden drei unterschiedliche Aspekte der Validierung beschrieben, die
daru¨ber hinaus bei der Asbru-Semantik zum Einsatz kommen. Der erste Aspekt beschreibt
den Einsatz von formaler Verifikation, um die intendierte Semantik einzelner Pra¨dikate nach-
zuweisen. Dies wird in Abschnitt 11.1 beschrieben. Danach folgt in Abschnitt 11.2 eine Be-
schreibung, wie eine gezielte Modifikation der Semantik zum Auffinden eines nicht-trivialen
Fehlers fu¨hren kann. Zuletzt wird in Abschnitt 11.3 beschrieben, wie die Implementierung
der Semantik in ein Beweisunterstu¨tzungssystem zur Validierung herangezogen werden kann.
11.1 Validierung von Zeit-Annotationen
Dieser Abschnitt fasst die in [63] publizierten Ergebnisse zusammen und passt diese Ergeb-
nisse auf die aktuelle Version der formalen Semantik von Asbru an.
Zum Umgang mit Asbru-Zeit-Annotationen gibt es zwei Pra¨dikate. Ziel dieser Pra¨dikate
ist es, allgemein und abstrakt Eigenschaften bezu¨glich der von Zeit-Annotationen definierten
Mengen an Intervallen zu beschreiben.
Eine Zeit-Annotation beschreibt eine Menge von Intervallen. Eine Zeit-Annotation ist le-
gal, das heißt, das Pra¨dikat legal wertet zu wahr aus, wenn die von der Zeit-Annotation
beschriebene Menge an Intervallen nicht leer ist. Eine Zeit-Annotation ist normal, das heißt,
das Pra¨dikat normal wertet zu wahr aus, wenn die Zeit-Annotation minimal ist. Der Begriff
der Minimalita¨t wird Anhand der Abbildung 11.1 beschrieben.
est lst eft lft
maxDu’
maxDu
Abbildung 11.1: Beispiel einer nicht-minimalen Zeit-Annotation
In dieser Abbildung ist zu erkennen, dass die Maximalla¨nge der Zeitannotation (maxDu)
so angegeben wurde, dass sie gro¨ßer ist als die Differenz von spa¨testem Endzeitpunkt und
fru¨hestem Startzeitpunkt. Das bedeutet, dass es kein Intervall geben kann, dessen La¨nge gleich
der Maximalla¨nge und das Gleichzeitig Element der Zeit-Annotation ist. In dieser Hinsicht ist
diese Zeitannotation nicht minimal. Die Zeichnung gibt eine alternative Maximalla¨nge maxdu’
an. Diese vera¨ndert die Menge der von der Zeit-Annotation beschriebenen Intervalle nicht,
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genu¨gt aber dem Minimalita¨ts-Begriff. Dies ist der Fall da ein Element der Zeit-Annotation
gefunden werden kann, dass die La¨nge maxdu’ hat.
Die Pra¨dikate normal und legal werden in [63] eingefu¨hrt und genauer erla¨utert. Definiert
werden sie durch die folgenden Gleichungen:
Das Pra¨dikat legal formalisiert, dass die Menge der durch eine Zeit-Annotation ata be-
schriebenen Intervalle nicht leer ist. Ein erster Versuch der Definition der Semantik dieses
Pra¨dikats lautet wie folgt:
legal(ata) ↔ ata.ess+ ata.minDu ≤ ata.lfs
∧ ata.efs ≤ ata.lss+ ata.maxDu
Das Pra¨dikat normal formalisiert, dass eine Zeitannotation minimal ist. Dazu wird
zuna¨chst folgende Formalisierung gewa¨hlt:
normal(ata) ↔ ata.efs ≤ ata.lss+ ata.minDu
∧ ata.efs ≤ ata.ess+ ata.maxDu
∧ ata.lfs ≤ ata.lss+ ata.maxDu
∧ ata.maxDu+ ata.ess ≤ ata.lfs
∧ ata.minDu+ ata.ess ≤ ata.efs
∧ ata.minDu+ ata.lss ≤ ata.lfs
∧ 0 ≤ ata.minDu
Das Pra¨dikat legal verlangt laut dieser Definition, dass ein Intervall, dessen Startpunkt auf
den fru¨hesten Startzeitpunkt der Zeit-Annotation fa¨llt nicht u¨ber den spa¨testen Endzeitpunkt
hinaus andauern darf, sofern seine La¨nge gleich der minimalen Dauer ist. Informell bedeutet
diese Forderung, dass Start- und Endzeitra¨ume so gewa¨hlt sind, dass die minimale Dauer
”
hineinpasst“. Eine analoge Forderung wird fu¨r die maximale Dauer aufgestellt.
Das Pra¨dikat normal soll definieren, dass es keine
”
zu groß“ bzw.
”
zu klein“ gewa¨hlten
Zeiten in den Intervallen der Zeit-Annotation gibt. Die erste Gleichung der Definition des
normal Pra¨dikats beispielsweise verlangt, dass der fru¨heste Endzeitpunkt kleiner ist, als die
Addition des spa¨testen Startzeitpunkts und der minimalen Dauer. Wa¨re diese Ungleichung
nicht erfu¨llt, ko¨nnte kein Intervall Element der Zeit-Annotation sein, das genau die La¨nge der
minimalen Dauer hat, da dieses Intervall zu fru¨h enden oder zu spa¨t starten wu¨rde. Damit
ist die minimale Dauer u¨berflu¨ssig.
Die zweite Zeile der Definition verlangt, dass der fru¨heste Startzeitpunkt sinnvoll spezifiziert
ist. Ist die Ungleichung nicht erfu¨llt, so kann kein Intervall vom fru¨hesten Startzeitpunkt aus
gefunden werden, das nicht la¨nger als die Maximaldauer ist und dennoch das Zielintervall
erreicht, also nach dem fru¨hesten Endzeitpunkt endet. Die dritte Zeile gibt an, dass der
spa¨teste Endzeitpunkt sinnvoll gewa¨hlt wurde. Die Zeilen vier, fu¨nf und sechs geben an, dass
jeweils maximale Dauer, fru¨heste Endzeitpunkt und spa¨tester Startzeitpunkt sinnvoll gewa¨hlt
wurden.
Diese Definitionen werden als Ausgangspunkt fu¨r die Validierung verwendet. Dazu soll
gezeigt werden, dass die intendierte Semantik durch diese Definitionen getroffen wird, das
heißt, dass normal-Zeit-Annotationen minimal sind und legal-Zeit-Annotationen mindestens
ein Intervall enthalten. Fu¨r die Validierungsbeweise soll die Mo¨glichkeit außer Acht gelassen
werden, dass der Referenzpunkt der Zeit-Annotation zum Wert ⊥ auswertet. Dazu soll jeweils
ein Zustand σ gewa¨hlt werden, mit dem der Referenzpunkt der Zeitannotation zu einem
konkreten Wert ausgewertet wird. Die Aussagen werden damit formal wie folgt gefasst:
Eine Zeit-Annotation ata ist legal, genau dann wenn ein interval I existiert, so dass gilt
[[I∈ata]]σ.
Seien i1, i2 und i3 vom Typ int. Eine Zeit-Annotation ata ist normal, genau dann wenn
die folgenden Bedingungen gelten:
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• Fu¨r alle i1 mit i1 ∈ [[ata.sti]]σ gibt es i2, so dass [[(i1, i2) ∈ata]]σ
• Fu¨r alle i1 mit i1 ∈ [[ata.fti]]σ gibt es i2, so dass [[(i2, i1) ∈ata]]σ
• Fu¨r alle i1 mit i1 ∈ ata.dti gibt es i2, i3, so dass [[(i2, i3) ∈ata]]σ und i3 - i2 = i1
Der Beweis beider Aussagen schla¨gt unter Verwendung obiger Definitionen fehl, so dass
weder gezeigt werden kann, dass das Pra¨dikat legal seine Intention erfu¨llt, noch kann dies fu¨r
das Pra¨dikat normal gezeigt werden. Die Ursache dafu¨r liegt darin, dass die relativen Start-
und Endzeitpunkte der Zeitannotationen auch den Wert ⊥ enthalten du¨rfen. Da Werte von
Ungleichungen, die ein ⊥ Element vergleichen, nicht definiert sind, muss die Formalisierung
der Pra¨dikate daraufhin gea¨ndert werden:
legal(ata) ↔ ata.ess = ⊥ ∨ ata.lss = ⊥ ∨ ata.ess ≤ ata.lss
∧ ata.efs = ⊥ ∨ ata.lfs = ⊥ ∨ ata.efs ≤ ata.lfs
∧ ata.maxDu = ⊥ ∨ ata.minDu ≤ ata.maxDu
∧ ata.efs = ⊥ ∨ ata.lss = ⊥ ∨ ata.maxDu = ⊥
∨ ata.efs ≤ ata.maxDu+ ata.lss
∧ ata.lfs = ⊥ ∨ ata.ess = ⊥ ∨ ata.minDu+ ata.ess ≤ ata.lfs
Abgesehen davon, dass in jedem Fall die Behandlung der ⊥ Elemente in die Definition
miteinbezogen wurde, werden zusa¨tzlich drei Ungleichungen mit eingefu¨gt. Es wird verlangt,
dass die drei Intervall-Komponenten der Zeit-Annotation, also Startintervall, Endintervall
und Dauerintervall jeweils
”
vernu¨nftig“ definiert sind. Diese Aspekte wurden in der urspru¨ng-
lichen Definition nicht beru¨cksichtigt.
Das Pra¨dikat normal formalisiert, dass eine Zeitannotation minimal ist:
normal(ata) ↔ ata.efs = ⊥ ∨ ata.lss = ⊥
∨ ata.efs ≤ ata.lss+ ata.minDu
∧ ata.efs = ⊥ ∨ ata.maxDu = ⊥
∨ ata.efs ≤ ata.ess+ ata.maxDu
∧ ata.lss = ⊥ ∨ ata.maxDu = ⊥ ∨ ata.lfs ≤ ata.lss+ ata.maxDu
∧ ata.lfs = ⊥ ∨ ata.ess = ⊥ ∨ ata.maxDu+ ata.ess ≤ ata.lfs
∧ ata.ess = ⊥ ∨ ata.minDu+ ata.ess ≤ ata.efs
∧ ata.lfs = ⊥ ∨ ata.minDu+ ata.lss ≤ ata.lfs
∧ 0 ≤ ata.minDu
∧ ata.maxDu = ⊥→ata.ess = ⊥ ∨ ata.lfs = ⊥
∧ ata.efs = ⊥→ata.ess = ⊥
∧ ata.lss = ⊥→ata.lfs = ⊥
∧ ata.ess = ⊥→ata.efs = ⊥ ∨ ata.maxDu = ⊥
∧ ata.ess = ⊥ ∨ ata.efs = ⊥
→ ata.minDu ≤ ata.maxDu ∨ ata.maxDu = ⊥
∧ ata.lfs = ⊥→ata.lss = ⊥ ∨ ata.maxDu = ⊥
Die ersten sieben Zeilen dieser Definition entsprechen mit Ausnahme der Beru¨cksichti-
gung der ⊥ Elemente der urspru¨nglichen Definition. Danach folgen Abha¨ngigkeitsbedingun-
gen bezu¨glich der ⊥ Elemente. Ist beispielsweise die maximale Dauer nicht spezifiziert (und
kann damit als unendlich interpretiert werden), so mu¨ssen gleichzeitig fru¨hester Startzeit-
punkt oder spa¨tester Endzeitpunkt den Wert ⊥ haben. Sind sowohl fru¨hester Startzeitpunkt
als auch spa¨tester Endzeitpunkt mit konkreten Werten belegt, so kann daraus die maximal
mo¨gliche Gesamtla¨nge der die Zeit-Annotation erfu¨llenden Intervalle berechnet werden. Die-
se muss dann als maximale Dauer angegeben werden um eine minimale Zeit-Annotation zu
erhalten.
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A¨hnlich kann man fu¨r fru¨hesten Endzeitpunkt sowie fru¨hesten Startzeitpunkt argumentie-
ren. Ist der fru¨heste Endzeitpunkt nicht spezifiziert, also interpretierbar als minus unendlich,
dann muss der fru¨heste Startzeitpunkt ebenfalls undefiniert sein. Andernfalls ko¨nnte der
fru¨heste Endzeitpunkt bei der Auswertung auf den Wert gelegt werden, der sich aus Addition
des fru¨hesten Startzeitpunktes und der minimalen Dauer ergibt. Analog dazu kann man die
Notwendigkeit der restlichen Gleichungen ableiten.
Somit konnte durch die Validierung dieser Aussagen offenkundig gemacht werden, inwiefern
die Definitionen der Pra¨dikate nicht den Anforderungen entsprechen. Vorher ist dies nicht
aufgefallen, da statt der ⊥-Werte immer mit hypothetischen unendliche-Werten gerechnet
wurde. Fu¨r diese sind die Gleichungen jedoch richtig.
11.2 Modellwechsel als Methode zur Validierung
Teilweise lassen sich Fehler in der Semantik dadurch aufspu¨ren, dass versuchsweise ein Teil des
einer Definition zugrundeliegenden Modells durch ein anderes ausgetauscht wird. Beispiels-
weise soll in Asbru sichergestellt sein, dass die komplexen Definitionen der Erfu¨llbarkeit und
der Erfu¨lltheit richtig getroffen wurde. Ein Teil dieser Fragestellung ist die Festlegung, dass
die Semantikdefinition nicht verlangen darf, dass die Pra¨dikate u¨ber Zusta¨nde der Zukunft
ausgewertet werden.
Dies la¨sst sich prinzipiell durch eine Aussage formalisieren, die verlangt, dass die Auswer-
tung der Erfu¨llbarkeit und der Erfu¨lltheit unabha¨ngig davon sind, wie sich ein Zustand in
der Zukunft verha¨lt. Formal la¨sst sich dies wie folgt fassen:
satisfied(acond, σ1) ↔ satisfied(acond, σ2)
wenn σ1 und σ2 in folgender Relation zueinander stehen:
Fu¨r alle Planinstanznamen iname und alle Zeitpunkte AC mit AC ≤ σ1.AC gilt:
σ1.ASH[iname][AC] = σ2.ASH[iname][AC]
σ1.HS = σ2.HS
σ1.PDH[AC] = σ2.PDH[AC]
σ1.EAGG = σ2.EAGG
σ1.Tick = σ2.Tick
σ1.AC = σ2.AC
Diese Forderung bedeutet, dass alle nicht-Historienvariablen, wie beispielsweise der Hier-
archiezustand, identisch sein mu¨ssen und alle Historienvariablen in allen Feldern, die die Ver-
gangenheit betreffen, identisch sein mu¨ssen. Fragt eine formale Definition nach Werten aus
der Zukunft, so ist es nicht mehr mo¨glich, die A¨quivalenz zwischen den Erfu¨lltheitspra¨dikaten
im Allgemeinen zu zeigen.
Der Versuch diese A¨quivalenz zu beweisen schla¨gt fehl, weil die Konditionale, die die Ba-
sis der Bedingungen bilden, komplette Krankenakten und Zeitpunkte auf Wahrheitswerte
abbilden. Es kann also nicht sichergestellt werden, dass die Konditionale, die Funktionen
von jeweils einer Krankenakte und einer Uhrzeit nach booleschen Werten sind, nicht bereits
ungu¨nstig formuliert sind und Abfragen an zuku¨nftige Zusta¨nde durchfu¨hren.
Um dennoch die A¨quivalenz beweisen zu ko¨nnen, wird das zugrundeliegende Modell
gea¨ndert. Dazu werden die Konditionale so umgestellt, dass sie statt u¨ber einer Krankenakte
nur u¨ber einen Krankenakteneintrag auswerten. Die Definition der Auswertung von
Konditionalen wird entsprechend umgestellt, dass jeweils der passende Krankenakteneintrag
ausgewa¨hlt und zur Auswertung u¨bergeben wird. Das heißt, die Definition zur Auswertung
von Konditionalen
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[[cond]]σ ↔ cond(σ.PDH, σ.AC)
wird abgea¨ndert zu:
[[cond]]σ ↔ cond(σ.PDH[σ.AC], σ.AC)
Damit ist sichergestellt, dass sich ein Konditional
”
vernu¨nftig“ verha¨lt und nicht in die
Zukunft auswertet. Mit dieser A¨nderung wird der Beweis der A¨quivalenz der beiden Erfu¨llt-
heitsbedingungen erneut angegangen. Dieser schla¨gt wieder fehl, da die Definition der Erfu¨llt-
heit nicht korrekt ist. In der urspru¨nglichen Version der Erfu¨lltheitsbedingungen wurde bei
der Auswertung der Signalflanken am Ende des Korridors nicht u¨berpru¨ft, ob diese mo¨gli-
cherweise in der Zukunft liegt. Dadurch konnte hier das Konditional zu einem Zeitpunkt
ausgewertet werden, fu¨r den noch keine Daten vorlagen und damit
”
in die Zukunft gesehen“
werden. Dieser Fehler konnte nur aufgrund des Modellwechsels formal behandelt und erkannt
werden. Nach der Korrektur dieses Fehlers gelingt der Beweis.
11.3 Validierung durch unabha¨ngige Spezifikation
Als letzter Aspekt der Validierung der Semantik von Asbru wird hier die mehrfache, un-
abha¨ngige Spezifikation der Semantik aufgefu¨hrt.
Um eine Vorstellung von den Details der Auswertung zu erhalten, wurde die Ausfu¨hrungs-
semantik zuna¨chst nur rudimenta¨r in Form der State-Chart Notation spezifiziert. Basierend
auf diesen Rohentwu¨rfen wurde eine Implementierung durch rekursive Prozeduren in das Be-
weissystem KIV durchgefu¨hrt. Mit dieser Umsetzung war es mo¨glich, die Ausfu¨hrung von
Grenzfa¨llen zu simulieren und die Ergebnisse dieser Simulation mit den Spracherstellern von
Asbru abzugleichen. Aufgrund der Ru¨ckmeldung wurden die SOS-Regeln definiert und die-
se dann unabha¨ngig von den urspru¨nglich implementierten Prozeduren komplett neu in das
Verifikationswerkzeug implementiert.
Damit stehen zwei weitgehend voneinander unabha¨ngige Modelle der Asbru Semantik zur
Verfu¨gung. Einerseits handelt es sich dabei um die SOS-Regeln der Semantik, andererseits um
die Implementierung durch parallele Prozeduren. Um Beziehungen zwischen diesen Modellen
herzustellen wird ein Beweis der Korrektheit der Einbettung in Kapitel 13 vorgestellt. Dieser
beweist die semantische A¨quivalenz beider Modelle modulo einer bijektiven Abbildungsfunk-
tion.
Bei Durchfu¨hrung dieses Beweises werden Inkonsistenzen zwischen den Modellen offen-
kundig. Diese ko¨nnen zum Teil auf Fehler in den SOS-Regeln, zum Teil auf Fehler in den
parallelen Programmen zuru¨ckgefu¨hrt werden. Ausgangspunkt dafu¨r, Fehler entdecken zu
ko¨nnen, sind die unterschiedlichen Herangehensweisen. Beispielsweise muss auf Implementie-
rungsseite speziell auf Beweiseffizienz der Definitionen geachtet werden, wa¨hrend auf Seiten
der SOS-Regeln eine mo¨glichst einfach zu verstehende Definition Priorita¨t hat. Weiterhin
ergeben sich Unterschiede dadurch, dass die SOS-Regeln sich wechseleseitig ausschließen-
de Vorbedingungen haben mu¨ssen um deterministisch zu sein, wohingegen eine sequentielle
Komponente eines parallelen Programms automatisch durch die itlif-Programmkonstrukte
deterministische Form hat.
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Fu¨r die Einbettung von Asbru in KIV sind zwei verschiedene Aspekte zu betrachten. Zum
Einen mu¨ssen die statischen Komponenten eine Entsprechung in der KIV Implementierung
finden, also die Datentypen, des Asbru-Zustands sowie der Datentypen von Asbru. Zum
Anderen ist es erforderlich, die dynamischen Aspekte, also die Implementierung der SOS-
Regeln zu betrachten. Die Implementierung der Zustands- und Datentypen wird in Anhang A
beschrieben. In diesem Abschnitt wird aufbauend auf diesen Datentypen die Implementierung
der SOS-Regeln beschrieben.
Die durch die SOS-Regeln definierte Semantik erlaubt, Korrektheitsbeweise ha¨ndisch
durchzufu¨hren. Fu¨r effizientes Beweisen in einem System, das so komplex ist wie Asbru, ist
jedoch automatisierte Beweisunterstu¨tzung erforderlich.
Fu¨r die Beweisunterstu¨tzung zum Nachweis medizinischer Aussagen u¨ber Asbru-Systeme
wurde eine Implementierung fu¨r das interaktive Beweisunterstu¨tzungssystem KIV gewa¨hlt.
Dazu wurden die SOS-Regeln in Form paralleler Programme implementiert. Im Folgenden
soll diese Implementierung vorgestellt. Die Korrektheit der Implementierung wird dann im
Kapitel 13 gezeigt.
Die Komplexita¨t der Asbrupla¨ne macht eine effiziente Implementierung durch eine globa-
le Zustandstransformationsregel - wie sie etwa von ASMs bekannt ist - nahezu unmo¨glich.
Stattdessen wurde der Weg gewa¨hlt, die SOS-Regeln zu gruppieren und jeweils eine Gruppe
von Regeln durch eine Prozedur zu implementieren. Es werden beispielsweise Prozeduren de-
finiert, die jeweils einem der Planzusta¨nde considered oder possible entsprechen. Jede
dieser Prozeduren bildet genau das Verhalten ab, das durch die SOS-Regeln definiert ist,
die von diesem Zustand ausgehen. Beispielsweise sind im Zustand considered alle Regeln
anwendbar, die entweder keine Voraussetzung an den Planzustand treffen oder fordern, dass
das Pra¨dikat isConsidered oder das Pra¨dikat isSelected wahr ist. Die Implementierung
dieser Regeln wird dann in einer Prozedur considered# gebu¨ndelt, wobei diese Prozedur
je nach Regelanwendung im Anschluss an die Ausfu¨hrung terminiert, wieder die Prozedur
considered# oder die Prozedur possible# aufruft.
Eine weitergehende Unterteilung der Implementierung wird im Zustand activated durch-
gefu¨hrt. Dort implementiert jeweils eine Prozedur alle Zustandsu¨berga¨nge eines einzelnen
Plankontrolltyps. Eine Prozedur body# ruft entsprechend des Kontrolltyps die korrekte Pro-
zedur auf.
12.1 Technische Prozeduren
Die Implementierung von Asbru verlangt die Einfu¨hrung von drei Prozeduren, die keine
direkte Entsprechung in den SOS-Regeln haben. Eine Prozedur inactive# beschreibt das
Verhalten eines Plans im Zustand inactive, der gerade gestartet wurde und deswegen seinen
Zustand ohne weitere Pru¨fungen auf considered a¨ndert. Eine Prozedur inactive-rec#
ist ein rekursiver Aufruf der inactive#-Prozedur. Dieser ist notwendig, um den parallelen
Planstart beliebiger Unterplanmengen zu implementieren. Die considered-rec#-Prozedur
beschriebt das Verhalten beliebig vieler Pla¨ne im Zustand considered und entspricht damit
dem Asbru-System, das nach dem Start mehrerer Unterpla¨ne in den SOS-Regeln entsteht.
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12.1.1 Die inactive#-Prozedur
Die inactive#-Prozedur a¨ndert den Planzustand ohne weitere Pru¨fungen ab auf den Wert
considered und ruft entsprechend im Anschluss daran die considered#-Prozedur auf.
inactive#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
AS[iname] := considered;
considered#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end;
Listing 12.44: inactive#-Prozedur
12.1.2 Die inactive-rec#-Prozedur
Die inactive-rec#-Prozedur implementiert den Start von Mengen von Unterpla¨nen.
Dazu erha¨lt die inactive-rec#-Prozedur als Parameter die Liste von Pla¨nen, die
gestartet werden soll. Fu¨r diese wird rekursiv jeweils eine inactive#-Prozedur parallel
zur inactive-rec#-Prozedur, parametrisiert mit der Restliste der zu startenden Pla¨ne,
gestartet
inactive-rec#(strx, iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif strx = [] then skip
else itlif strx.rest = [] then
inactive#(nameGen(strx .first, iname); Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else
begin
inactive#(nameGen(strx .first, iname); Tick, EAGG, PDH, ASH, AS, AC, PC, RC) ‖s
inactive-rec#(skx .rest, iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.45: inactive-rec#-Prozedur
12.1.3 Die considered-rec#-Prozedur
Die considered-rec#-Prozedur ist das Analogon der inactive-rec#-Prozedur bezogen
auf den Zustand considered. Diese Prozedur bildet also eine Menge von Pla¨nen ab, die
sich im Zustand considered befinden.
considered-rec#(strx, iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif strx = [] then [PL laststep]
else itlif strx.rest = [] then
considered#(nameGen(strx .first, iname); Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else
begin
considered#(nameGen(strx .first, iname);
Tick, EAGG, PDH, ASH, AS, AC, PC, RC) ‖s
considered-rec#(strx .rest, iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.46: considered-rec#-Prozedur
156
12.2 Zustandsu¨berga¨nge ausgehend von der Selection-Phase
12.2 Zustandsu¨berga¨nge ausgehend von der Selection-Phase
12.2.1 Die considered#-Prozedur
Alle Zustandsu¨berga¨nge, die vom Zustand considered ausgehen, werden von der Prozedur
considered# abgebildet, die in Listing 12.47 dargestellt wird. Relevant fu¨r die U¨berga¨nge
vom Zustand considered aus ist die Betrachtung der Regel 9.1, die den Abbruchfall eines
Plans im Zustand considered beschreibt, sowie die Regeln 9.2 und 9.3, die den Stillstand
im Zustand considered sowie das Fortschreiten in den Zustand possible beschreiben.
Ausschließlich diese drei Regeln sind anwendbar, wenn ein Plan im Zustand considered
ist.
considered#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif shouldRejectFilter(iname, EAGG, PDH, ASH, AC)
∨ parent terminated(AS, iname) then
AS[iname] := rejected,
Tick := false
else itlif (shouldProceedFilter(iname, EAGG, PDH, ASH, AC)) then
begin
AS[iname] := possible,
Tick := false;
possible#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else
begin
AS[iname] := considered;
considered#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.47: considered#-Prozedur
Im Programmtext ko¨nnen die Zustandsu¨berga¨nge den entsprechenden Regeln einfach zu-
geordnet werden. Die erste Auswahlbedingung u¨berpru¨ft die Anwendbarkeit der Regel 9.1,
indem auf die Terminierung des Superplans sowie auf die nicht-Erfu¨llbarkeit der filter-
Bedingung getestet wird. Ist eines von beiden gegeben, so ist die Terminierungsregel an-
wendbar. In diesem Fall wird im Programm der Zustand auf rejected gesetzt und die
Abarbeitung eingestellt.
Sollte keine Abbruchsituation vorliegen, so wird die Anwendung der Regel 9.2 u¨berpru¨ft.
Dazu wird in der Prozedur u¨berpru¨ft, ob die filter-Bedingung erfu¨llt ist. Analog zu der SOS-
Regel wird in diesem Fall der Zustand des Planes auf possible gesetzt. In diesem Fall wird
die possible#-Prozedur aufgerufen.
Sollte die Vorbedingung dieser SOS-Regeln nicht erfu¨llt sein, so wird das Analogon zu
Regel 9.3 ausgefu¨hrt. Dieser Fall wird in der Implementierung durch einen else Zweig darge-
stellt, da die Vorbedingungen der SOS-Regeln wechselseitig ausschließend sind. In diesem Fall
wird keine Zustandsa¨nderung durch den Plan ausgelo¨st, das heißt, der Plan wartet passiv auf
eine Zustandsa¨nderung durch seine Umgebung. Daher ist dies auch der einzige Fall, in dem
kein Tick Ereignis verhindert wird, also die Tick Variable nicht auf den Wert false gesetzt
wird. Damit wird ein Makro-Schritt nicht verhindert.
12.2.2 Die possible#-Prozedur
Nach Erfu¨llen der filter-Bedingung im Zustand considered wechselt die Plankontrolle in
den Zustand possible. Das mo¨gliche Verhalten in diesem Zustand wird durch die Prozedur
possible# implementiert. Diese bildet die Zustandsu¨berga¨nge ab, welche durch die SOS-
Regeln 9.4 sowie 9.6 und 9.5 definiert werden.
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possible#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif shouldRejectSetup(iname, EAGG, PDH, ASH, AC)
∨ parent terminated(AS, iname) then
AS[iname] := rejected,
Tick := false
else itlif (shouldProceedSetup(iname, EAGG, PDH, ASH, AC)) then
begin
AS[iname] := ready,
Tick := false;
ready#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else
begin
AS[iname] := possible;
possible#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.48: Possible#-Prozedur
Zuna¨chst wird auch in der possible#-Prozedur u¨berpru¨ft, ob ein Abbruchkriterium
erfu¨llt ist. Grundlage dafu¨r sind die SOS-Regel 9.4. Im Falle der Anwendbarkeit wird der
Zustand des Planes auf rejected gesetzt und die Planausfu¨hrung beendet.
Soll der Plan nicht terminieren, so wird die Anwendbarkeit der Regel 9.5 u¨berpru¨ft, die auf
die Erfu¨lltheit der setup-Bedingung testet. Sollte diese erfu¨llt sein, so wird der Planzustand
dieses Plans auf den Wert ready gea¨ndert. In der Folge wird die ready# Prozedur gestartet.
Kann keine dieser Regeln angewendet werden, so ist die letzte verbliebene Regel 9.6 automa-
tisch aufgrund der wechselseitig ausschließenden Vorbedingungen anwendbar. Diese verlangt,
dass sich der Zustand nicht a¨ndert, womit der Plan im Zustand possible verbleibt und
wieder die possible#-Prozedur aufgerufen wird.
12.2.3 Die ready#-Prozedur
Nach Erfu¨llen der setup-Bedingung im Zustand possible wechselt die Plankontrolle in den
Zustand ready. Um die in diesem Zustand mo¨glichen Zustandsu¨berga¨nge abzubilden, wird
die Prozedur ready# verwendet, die in Abbildung 12.49 dargestellt ist.
ready#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif parent terminated(AS, iname) then
AS[iname] := rejected,
Tick := false
else itlif (PC[iname]) then
begin
AS := AS[iname, activated][asbru(nameSel(iname)) .subplans, iname, inactive],
PC := PC[iname, false][asbru(nameSel(iname)) .subplans, iname, false],
RC := RC[iname, 0],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else
begin
AS[iname] := ready;
ready#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.49: ready#-Prozedur
Im Zustand ready sind drei verschiedene Zustandsu¨berga¨nge mo¨glich, die durch die Re-
geln 9.7, 9.8 und 9.9 beschrieben werden. Diese Regeln werden durch die ready#-Prozedur
implementiert.
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Die erste itlif Abfrage gilt der Anwendbarkeit der Regel 9.7. Diese ist immer dann anwend-
bar, wenn der u¨bergeordnete Plan terminiert ist. Ist dies nicht gegeben, so wird mittels des
zweiten itlif gepru¨ft, ob das Aktivierungssignal vorliegt. Falls dies der Fall ist, geht der Plan
in den Zustand activated u¨ber. In dem Fall, in dem der Plan weder abbrechen soll noch
in den Zustand activated fortschreitet, verbleibt er im Zustand ready.
Soll der Plan in den Zustand activated u¨bergehen, so wird die activated#-Prozedur
aufgerufen. Weiterhin werden in diesem Schritt die Planzustandswerte der Unterpla¨ne des
Plans auf den Wert inactive, die Aktivierungssignale der Unterpla¨ne auf den Wert false
und der Rundenza¨hler des Plans auf 0 gesetzt. Zuletzt wird dann das Aktivierungssignal des
Plans selbst
”
konsumiert“, also auf den Wert false gesetzt
Wie auch in den vorigen Fa¨llen ist ausschließlich in dem Stillstandsfall ein Tick Ereignis
nicht ausgeschlossen. Alle anderen Transitionen verbieten ein globales Tick, da jeweils eine
Zustandsa¨nderung stattfindet.
12.3 Zustandsu¨berga¨nge ausgehend von der Execution-Phase
12.3.1 Die activated#-Prozedur
Wird der Zustand ready mit Erhalt eines Aktivierungssignales verlassen, so erreicht die
Plankontrolle den Zustand activated. Die implementierende Prozedur activated# ori-
entiert sich in diesem Zustand an der Hierarchisierung der SOS-Regeln. Das bedeutet, dass
in diesem Zustand zuna¨chst abgefragt wird, ob ein Grund vorliegt, die Ausfu¨hrung abzu-
brechen, zu beenden oder zu unterbrechen. Falls keiner dieser Gru¨nde vorliegt, wird eine
niedriger priorisierte Prozedur aufzurufen, die die plantypenspezifischen Zustandsu¨berga¨nge
implementiert. Dieses Vorgehen ist analog zum Vorgehen der SOS-Regeln beim Aufruf der
con-Regeln.
activated#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif shouldAbort(iname, EAGG, PDH, ASH, AS, AC) then
AS[iname] := aborted,
Tick := false
else itlif shouldComplete(iname, EAGG, PDH, ASH, AS, AC) then
AS[iname] := completed,
Tick := false
else itlif shouldSuspend(iname, EAGG, PDH, ASH, AS, AC) then
begin
AS[iname] := suspended,
Tick := false;
suspended#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else
body#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end;
Listing 12.50: Activated#-Prozedur
Zuna¨chst wird von der activated#-Prozedur, die in Abbildung 12.50 dargestellt ist,
u¨berpru¨ft, ob ein Grund zum Abbruch der Ausfu¨hrung vorliegt. Es gibt drei verschiedene
Gru¨nde, aufgrund derer die Auswertung laufender Pla¨ne abgebrochen werden kann. Der erste
Grund ist die Terminierung des Superplans. Der zweite Grund ist die Erfu¨llung der abort-
Bedingung und der dritte Grund zum Abbruch der Ausfu¨hrung ist die fehlende Erfu¨llbarkeit
der Wartebedingung wait-for. In all diesen Fa¨llen soll der Plan abbrechen. Aus Gru¨nden der
U¨bersichtlichkeit werden die drei Abbruch-Gru¨nde mittels eines einzigen Pra¨dikats namens
shouldAbort im ersten itlif der Prozedur gepru¨ft.
Bei negativer Auswertung des shouldAbort-Pra¨dikats wird getestet, ob der Plan seine
Ausfu¨hrung abschließen soll. Dazu werden die durch Wartebedingung wait-for sowie die
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complete-Bedingung gestellten Anforderungen u¨berpru¨ft. Sind diese Anforderungen bei-
de erfu¨llt, wird die Ausfu¨hrung der Prozedur abgeschlossen und dabei der Planzustand auf
completed gesetzt. Diese U¨berpru¨fung wird in einem Pra¨dikat namens shouldComplete
gekapselt.
Liegt keiner der beiden Terminierungsfa¨lle vor, so wird mittels der dritten itlif-Abfrage
u¨berpru¨ft, ob der Plan seine Ausfu¨hrung unterbrechen soll. Dazu muss die suspend-
Bedingung wahr sein, oder der Superplan des aktuell betrachteten Planes im suspended
Zustand sein. In diesen Fa¨llen wechselt der Planzustand zu suspended. Die Abfrage wird
durch das Pra¨dikat shouldSuspend gekapselt.
Liegt keiner dieser drei Fa¨lle vor, wird die body#-Prozedur ausgefu¨hrt. Diese steht stell-
vertretend fu¨r alle con-SOS-Regeln, die die fu¨r die einzelnen Kontrolltypen spezifischen Zu-
standsu¨berga¨nge entha¨lt.
12.3.2 Die suspended#-Prozedur
Erreicht ein Plan den Zustand suspended, wird seine Ausfu¨hrung unterbrochen. Dies be-
deutet, dass keine weiteren Unterpla¨ne gestartet oder aktiviert werden und ein Abschließen
des Planes ausgeschlossen ist. Nach wie vor, wird allerdings die Abbruchbedingung des Pla-
nes in Form des Pra¨dikates shouldAbort ausgewertet. Falls dieses nicht erfu¨llt ist, wird
kontrolliert, ob der Plan zuru¨ck in den Zustand activated wechseln kann.
suspended#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif shouldAbort(iname, EAGG, PDH, ASH, AS, AC) then
AS[iname] := aborted,
Tick := false
else itlif shouldReactivate(iname, EAGG, PDH, ASH, AS, AC) then
begin
AS[iname] := activated,
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else
begin
AS[iname] := suspended;
suspended#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.51: suspended#-Prozedur
Das Verhalten dieses Zustandes wird von der suspended#-Prozedur abgebildet, die in
Abbildung 12.51 dargestellt ist. In dieser wird mit der ersten itlif-Abfrage u¨berpru¨ft, ob der
Abbruchfall eingetreten ist. Falls dies geschehen ist, so wird der Planzustand auf aborted
gesetzt und die Planausfu¨hrung eingestellt.
Liegt kein Abbruchfall vor, so wird als na¨chstes u¨berpru¨ft, ob eine Reaktivierung des Plans
mo¨glich ist. Dazu muss der Superplan des betrachteten Planes im aktiven Zustand und außer-
dem die reactivate-Bedingung erfu¨llt sein. Diese beiden Bedingungen werden im Pra¨dikat
shouldReactivate gekapselt. Soll der Plan reaktiviert werden, so wird der Zustand auf den
Wert activated gesetzt und danach wieder die activated#-Prozedur aufgerufen.
Kann keine Reaktivierung stattfinden, so bleibt der Zustand suspended erhalten. Nur in
diesem Fall ist ein Makro-Schritt mo¨glich.
12.3.3 Die body#-Prozedur
Die SOS-Regeln, die die niedriger priorisierten con U¨berga¨nge festlegen, sind alle spezifisch
fu¨r einzelne Plankontrolltypen. Daher ist in den Vorbedingungen dieser Regeln stets eine
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Abfrage auf den korrekten Plantypen enthalten. Dadurch sind die Vorbedingungen fu¨r unter-
schiedliche Plankontrolltypen automatisch wechselseitig ausschließend. Um die U¨bersichtlich-
keit der Prozeduren zu verbessern, werden die einzelnen Plankontrolltypen in unterschied-
lichen Prozeduren implementiert. Die body#-Prozedur, die in Abbildung 12.52 abgebildet
ist, fu¨hrt die Unterscheidung nach den Plankontrolltypen durch und ruft abha¨ngig von die-
sem jeweils die Prozedur auf, die dann alle zu diesem Kontrolltypen geho¨rigen SOS-Regeln
implementiert.
Ausnahme hierzu sind die ask und user Kontrolltypen. Da diese Plantypen sich bei der
Ausfu¨hrung stets passiv verhalten und keine Handlungen ausfu¨hren, werden diese Plantypen
nicht durch eigenen Prozeduren implementiert. Stattdessen wird deren passives Abwarten
durch den else Fall der body#-Prozedur implementiert.
body#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif isSequential(iname) then
sequential#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else itlif isAnyorder(iname) then
anyorder#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else itlif isParallel(iname) then
parallel#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else itlif isUnordered(iname) then
unordered#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else itlif isOnAbort(iname) then
onabort#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else itlif isITE(iname) then
ite#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else itlif isCyclical(iname) then
cyclical#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
else
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.52: body#-Prozedur
12.4 Prozeduren der Plankontrolltypen
12.4.1 Die sequential#-Prozedur
Die sequential#-Prozedur bildet die Kontrollu¨berga¨nge ab, die fu¨r die sequentielle
Plankontrolle spezifisch sind. Dabei unterscheidet die sequentielle Plankontrolle bei der
Ausfu¨hrung zwei unterschiedliche Fa¨lle.
sequential#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif hasExecutedSub(AS, iname)
∨ hasSelectedSub(AS, iname)
∨ ¬ hasStartableSub(AS, iname) then
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else
begin
inactive#(nameGen(selectFirstStartable(AS, iname), iname);
Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
Tick := false,
PC[nameGen(selectFirstStartable(AS, iname), iname)] := true;
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activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
end;
Listing 12.53: sequential#-Prozedur
Der erste Fall setzt voraus, dass keine Handlung seitens des Plans notwendig ist. Dies wird
daran festgemacht, dass bereits ein Unterplan la¨uft oder kein startbarer Plan mehr existiert.
Da die sequentielle Kontrolle nur ho¨chstens einen Unterplan gleichzeitig in Execution- oder
Selection-Phase hat, soll kein Unterplan gestartet werden, wenn bereits festgestellt werden
kann, dass ein Unterplan in einer dieser Phasen existiert. Offensichtlich ist es außerdem nicht
mo¨glich, einen Unterplan zu starten, wenn kein Unterplan mehr existiert, der gestartet werden
kann. Dies ist immer dann der Fall, wenn kein Unterplan mehr im Zustand inactive ist
und gleichzeitig kein Plan existiert, der neu gestartet werden soll.
Der zweite Fall tritt immer dann ein, wenn derzeit kein Unterplan in Selection- oder
Execution-Phase existiert, gleichzeitig aber noch mindestens ein Unterplan startbereit ist.
In diesem Fall soll der erste startbare Plan ausgewa¨hlt und aktiviert werden. Dabei wird die
Prozedur inactive# fu¨r den ausgewa¨hlten Unterplan parallel zum laufenden Plan gestar-
tet. Damit wird erreicht, dass der Zustand des Unterplanes bereits im laufenden Schritt auf
considered wechselt, wie von den SOS-Regeln gefordert wird.
12.4.2 Die anyorder#-Prozedur
Der anyorder Kontrolltyp startet zuna¨chst alle seine Unterpla¨ne gleichzeitig und wa¨hlt
dann jeweils unter den Unterpla¨nen, die im Zustand ready sind einen aus, der aktiviert
wird. Dabei werden abgebrochene Unterpla¨ne gegebenenfalls neu gestartet. Die Transition,
die abgebrochene Pla¨ne neu startet, hat gegenu¨ber den anderen Pla¨nen die ho¨chste Priorita¨t.
anyorder#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif hasStartableSub(AS, iname) then
begin
inactive-rec#(selectAllStartable(AS, iname), iname;
Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
else itlif hasExecOrSigReadySub(AS, PC, iname) then
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else itlif hasReadySub(AS, iname) then
begin
AS[iname] := activated,
PC[nameGen(selectPrivilegedSub(EAGG, AS, iname), iname)] := true,
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
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Listing 12.54: anyorder#-Prozedur
Wenn keine startbaren Pla¨ne vorhanden sind, wird u¨berpru¨ft, ob ein Unterplan in der
Execution-Phase ist oder ein Unterplan in der Selection-Phase bereits das Aktivie-
rungssignal erhalten hat. In diesen Fa¨llen wartet die Plankontrolle eine Zustandsa¨nderung
ab.
Ist dagegen noch kein solcher Plan vorhanden, gleichzeitig aber mindestens einer, der den
Zustand ready erreicht hat, so wird unter allen Unterpla¨nen des ready-Zustandes nach
Vorgabe des externen prefer Signales einer ausgewa¨hlt, der dann aktiviert wird.
In jedem anderen Fall, wenn also kein einziger Unterplan mehr la¨uft oder startbar ist, oder
kein Plan den Zustand ready erreicht hat, wird der Plan nur abwarten.
12.4.3 Die parallel#-Prozedur
Die parallel#-Prozedur startet alle Unterpla¨ne gleichzeitig und wartet dann so lange ab,
bis diese jeweils entweder zuru¨ckgewiesen wurden oder den Zustand ready erreicht haben.
In diesem Fall werden alle Unterpla¨ne gleichzeitig aktiviert.
parallel#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif hasExecOrSigReadySub(AS, PC, iname) then
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else itlif ( allSubsReadyOrRejected(AS, iname)
∧ hasSelectedSub(AS, iname)) then
begin
PC := PC[selectAllReady(AS, iname), iname, true],
AS[iname] := activated,
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else itlif hasSelectedSub(AS, iname) then
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else itlif hasInactiveSub(AS, iname) then
begin
inactive-rec#(asbru(nameSel(iname)) .subplans; Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
else
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.55: parallel#-Prozedur
Zuna¨chst wird dazu u¨berpru¨ft, ob solche Unterpla¨ne existieren, die aktiviert wurden und
im Zustand ready sind oder solche Unterpla¨ne, die bereits in der Execution-Phase sind. In
diesem Fall wird wartet der Plan ab. Gibt es hingegen noch keine aktivierten Unterpla¨ne, so
ist zu pru¨fen, ob alle Pla¨ne, die nicht in Ihrer Selection-Phase zuru¨ckgewiesen wurden, den
Zustand ready erreicht haben. Sollte dies der Fall sein, so werden diese Unterpla¨ne aktiviert.
Sind die Unterpla¨ne weder aktiviert worden noch alle im Zustand ready, so wird als
na¨chstes getestet, ob die Unterpla¨ne bereits in die Selection-Phase versetzt wurden. Ist dies
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der Fall, so muss der Kontrolltyp abwarten, da noch nicht alle Unterpla¨ne fu¨r den U¨bergang
in die Execution-Phase bereit sind.
Fa¨llt auch dieser Test negativ aus, so bedeutet das, dass noch keine Pla¨ne in der
Selection-Phase existieren. Sind in diesem Fall Unterpla¨ne im Zustand inactive
vorhanden, so werden diese gestartet.
Zuletzt wird noch der Randfall betrachtet, der keinem der anderen Fa¨lle entspricht, bei-
spielsweise, weil alle Unterpla¨ne abgebrochen wurden. In diesem Fall ist nichts weiter zu tun,
der Plan wartet in diesem Fall einfach ab.
12.4.4 Die unordered#-Prozedur
Der unordered-Kontrolltyp erlaubt eine fast beliebige Ausfu¨hrung der Unterpla¨ne. Diese
werden gleichzeitig gestartet und aktiviert, sofern sie in einem (neu)startbaren Zustand sind.
unordered#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif hasStartableSub(AS, iname) then
begin
inactive-rec#(selectAllStartable(AS, iname), iname;
Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
PC := PC[selectAllStartable(AS, iname), iname, true],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
else
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.56: unordered#-Prozedur
Analog zu diesen Vorgaben der SOS-Regeln sieht die Implementierung in Form der
unordered#-Prozedur aus. Hier wird zuna¨chst u¨berpru¨ft, ob startbare Pla¨ne existieren,
entweder weil sie noch im Zustand inactive sind oder weil der Plan abgebrochene
Pla¨ne neu starten soll. All diese startbaren Pla¨ne werden gestartet und gleichzeitig das
Aktivierungssignal geschickt.
Existieren keine startbaren Pla¨ne, so wartet der Kontrolltyp passiv ab.
12.4.5 Die onabort#-Prozedur
Aufgabe des onabort-Kontrolltypen ist es, einen Plan auszufu¨hren und im Falle des Ab-
bruches dieses Planes einen Ersatzplan zu starten. Damit kennt die onabort-Kontrolle drei
verschiedene Handlungsmo¨glichkeiten.
onabort#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif isInactive(AS, nameGen(selectFirstSub(iname), iname)) then
begin
inactive#(nameGen(selectFirstSub(iname), iname); Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
PC := PC[selectFirstSub(iname), true],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
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else itlif isStartable(AS, nameGen(selectSecondSub(iname), iname),
asbru(nameSel(iname)) .retry-aborted))
∧ isAborted(AS, nameGen(selectFirstSub(iname), iname)) then
begin
inactive#(nameGen(selectSecondSub(iname), iname);
Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
PC := PC[nameGen(selectSecondSub(iname), iname), true],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
else
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.57: Onabort#-Prozedur
Initial ist der erste Unterplan im Zustand inactive. In diesem Fall wird dieser Plan
gestartet und aktiviert. Sollte der erste Unterplan bereits abgebrochen worden sein, wird
u¨berpru¨ft, ob der zweite Unterplan (neu)startbar ist. Ist dies gegeben, so wird der zweite
Unterplan gestartet und aktiviert.
In allen anderen Fa¨llen, etwa wenn ein Unterplan noch aktiv ist oder der erste Unterplan
in den Zustand rejected versetzt wurde, wartet der Plankontrolltyp ab.
12.4.6 Die ite#-Prozedur
Der ifThenElse-Kontrolltyp soll bei seinem ersten Aufruf entscheiden, ob ein Konditional
wahr ist oder nicht. In Abha¨ngigkeit des Ergebnisses dieser Pru¨fung soll danach entweder der
erste oder der zweite Unterplan gestartet und aktiviert werden.
ite#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif allSubsInactive(AS, iname) then
begin
itlif asbru(nameSel(iname)) .type .conditional(PDH, AC) then
begin
inactive#(nameGen(selectFirstSub(iname), iname);
Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
PC := PC[nameGen(selectFirstSub(iname), iname), true],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
else itlif secondSubPresent(iname) then
begin
inactive#(nameGen(selectSecondSub(iname), iname);
Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
PC := PC[nameGen(selectSecondSub(iname), iname), true],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
else
begin
AS[iname] := completed,
Tick := false
end
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end
else itlif hasSelectedSub(AS, iname)
∨ hasExecutedSub(AS, iname)
∨ ¬ hasRestartableSub(AS, iname) then
begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
else
begin
inactive#(nameGen(pickFirstRestartable(AS, iname), iname);
Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
PC := PC[nameGen(pickFirstRestartable(AS, iname), iname), true],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
end;
Listing 12.58: ite#-Prozedur
Um festzustellen, ob ein ifThenElse-kontrollierte Plan bereits sein Konditional ausge-
wertet hat, wird der Zustand der Unterpla¨ne herangezogen. Einer diese Pla¨ne wird durch die
Auswertung des Konditionals und den danach folgenden Start aus dem Zustand inactive
in die Selection-Phase versetzt. Da der Zustand inactive danach nicht mehr vom Un-
terplan erreicht wird, kann der u¨bergeordnete Plan mit der U¨berpru¨fung, ob alle Unterpla¨ne
im Zustand inactive sind feststellen, ob er sein Konditional bereits ausgewertet hat.
Bei der positiven Auswertung des Konditionals wird der erste Unterplan gestartet, bei
negativer Auswertung wird der zweite Unterplan gestartet, sofern dieser existiert. Existiert
kein zweiter Unterplan, so wird die Ausfu¨hrung des ifThenElse-Plans beendet und der
Plan versetzt sich in den Zustand completed.
Muss das Konditional nicht ausgewertet werden, so wird gepru¨ft, ob der bereits gest-
artete Unterplan noch la¨uft oder zuru¨ckgewiesen wurde. In diesen Fa¨llen verha¨lt sich ein
ifThenElse-kontrollierter Plan passiv.
Ist der Unterplan in einem neu-startbaren Zustand, fu¨hrt die ITEP-Prozedur einen Neu-
start des Plans und dessen Aktivierung durch.
12.4.7 Die cyclical#-Prozedur
Zyklische Pla¨ne dienen zur mehrfachen, iterativen Ausfu¨hrung eines Unterplans. Dabei spe-
zifiziert ein zyklischer Plan ein wiederkehrendes Zeitintervall, in dem der Unterplan gest-
artet werden kann. Eine zyklische Plankontrolle spezifiziert weiterhin, wieviele erfolgreiche
Durchla¨ufe des Unterplans notwendig sind, damit der u¨bergeordnete Plan seine Ausfu¨hrung
beenden kann. Die cyclical# Prozedur, die in Listing 12.59 dargestellt ist, bildet dieses
Verhalten ab.
cyclical#(iname; var Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
begin
itlif ( isInactive(AS, nameGen(selectFirstSub(iname), iname))
∨ isRejected(AS, nameGen(selectFirstSub(iname), iname))
∨ isAborted(AS, nameGen(selectFirstSub(iname), iname)))
∧ isInTimeFrame(ASH, AC, asbru(nameSel(iname)) .type .cta) then
begin
inactive#(selectFirstSub(iname); Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
PC := PC[nameGen(selectFirstSub(iname), iname), true],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
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end
end
else itlif ( isCompleted(AS, nameGen(selectFirstSub(iname), iname))
∨ hasCompletedRounds(iname, RC)) then
begin
AS[iname] := completed,
Tick := false;
end
else itlif ( isCompleted(AS, nameGen(selectFirstSub(iname), iname))
∧ isInTimeFrame(ASH, AC, asbru(nameSel(iname)) .type .cta)) then
begin
inactive#(nameGen(selectFirstSub(iname), iname);
Tick, EAGG, PDH, ASH, AS, AC, RC) ‖s
begin
AS[iname] := activated,
PC := PC[nameGen(selectFirstSub(iname), iname), true],
RC := RC[iname, RC[iname] + 1],
Tick := false;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end
else begin
AS[iname] := activated;
activated#(iname; Tick, EAGG, PDH, ASH, AS, AC, PC, RC)
end
end;
Listing 12.59: Cyclical#-Prozedur
Zuna¨chst wird dazu gepru¨ft, ob der Unterplan im Zustand rejected, aborted oder
inactive ist und der aktuelle Zeitpunkt in einer Iteration des Startintervalls liegt. In diesem
Fall wird der Unterplan gestartet.
Andernfalls wird getestet, ob der Zustand des Unterplans completed ist und gleichzeitig
mit diesem letzten Durchlauf die Zahl der notwendigen Iterationen erreicht wurde. Dann darf
sich der cyclical-kontrollierte Plan beenden.
Darf er dies nicht, weil die notwendige Zahl an Durchla¨ufen noch nicht erreicht wurde,
so soll der Unterplan erneut gestartet werden, dabei allerdings der Za¨hler der erfolgreichen
Durchla¨ufe hochgesetzt werden. Dieser erneute Start der Unterplans ist nur mo¨glich, wenn
damit das Startintervall eingehalten wird.
Ist der aktuelle Zeitpunkt in keinem Startintervall oder la¨uft der Unterplan noch, dann
wartet die cyclical-Plankontrolle ab.
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13 Korrektheit der Implementierung
Die Implementierung der Asbru-Semantik in das interaktive Verifikationswerkzeug KIV er-
laubt es, computerunterstu¨tzte Beweise zu fu¨hren um die Korrektheit von Aussagen u¨ber
medizinischen Leitlinien zu verifizieren, die in Asbru modelliert sind. Dabei ist zu beachten,
dass die Ergebnisse der interaktiven Verifikation auch denen entsprechen mu¨ssen, die die
Semantik fordert. Angenommen, eine Aussage soll gezeigt werden, die verlangt, dass Chemo-
therapie im Falle von Brustkrebs bei u¨ber 70 Ja¨hrigen nicht angewendet wird. Dann soll eine
computergestu¨tzte Verifikation fu¨r diese Aussage den gleichen Wahrheitswert ermitteln, wie
es eine ha¨ndische Anwendung der SOS Regeln auf Papier tun wu¨rde. Um dies zu erreichen
soll in diesem Kapitel ein Nachweis gefu¨hrt werden, dass die Implementierung sich exakt so
verha¨lt wie die Semantik.
Die Semantik von Asbru ist in Form von Abla¨ufen gegeben. Im KIV-System wird die
Semantik durch parallele, temporallogische Programme implementiert. Die Semantik dieser
Temporallogik ist ebenfalls als Ablaufsemantik definiert. Ziel dieses Kapitels ist der Nachweis,
dass die Abla¨ufe der Asbru-Semantik und der in KIV implementierten parallelen Programme
isomorph zueinander sind. Zu diesem Zweck wird argumentiert, dass die jeweils ausgefu¨hrten
Schritte der Semantik und der Implementierung von isomorphen Zusta¨nden in isomorphe
Zusta¨nde fu¨hren. Außerdem wird eine bijektive Abbildung von Zusta¨nden der Semantik in
Zusta¨nde des implementierten Systems angegeben, so dass jeder Zustand des einen Ablaufs
in einen des jeweils anderen Ablaufs abgebildet werden kann.
13.1 Beweisidee
Um die Isomorphie der Abla¨ufe nachzuweisen wird das Beweisprinzip des kommutierenden
Diagramms verwendet. Dazu wird eine Isomorphie der Zusta¨nde der Semantik und der Im-
plementierung angegeben. Ist σ ein Zustand der Semantik, dann wird der dazu isomorphe
Zustand ρ der Implementierung gesucht. Im Anschluss werden die Zustandsu¨berga¨nge der
Semantik, die vom Zustand σ ausgehen gesucht und deren Endzusta¨nde berechnet. Gleichzei-
tig werden alle Zustandsu¨berga¨nge der Implementierung berechnet, die vom Zustand ρ (der
isomorph zu σ ist) ausgehen. Zu beweisen ist dann, dass die jeweiligen Ergebnisse wieder
isomorph zueinander sind. Grafisch wird diese Idee in Abbildung 13.1 dargestellt. Ausge-
hend von einem Zustand auf der Semantik-Ebene σ wird mittels einer Abbildungsfunktion
der isomorphe Zustand der Implementierung gesucht. Beide Zusta¨nde werden als Eingabe in
einen Ausfu¨hrungsschritt genommen. Dann muss nachgewiesen werden, dass die jeweiligen
Ergebnisse dieser Ausfu¨hrung wieder isomorph zueinander sind.
Mit diesem Beweis kann gezeigt werden, dass die Implementierung und die Semantik modu-
lo der noch anzugebenden bijektiven Abbildung identische Schritte durchfu¨hren. Da Abla¨ufe
der Semantik und der Implementierung jeweils Abfolgen solcher Zustandsu¨berga¨nge sind,
folgt aus dem oben skizzierten Beweis dass die kompletten Abla¨ufe der Semantik und der
Implementierung isomorph zueinander sind.
Um diesen Beweis durchzufu¨hren sind nachstehende Schritte notwendig. Zuna¨chst wird
eine Abbildung des abstrakten Plannamen Datentyps plan-name bzw instance-name der
Semantik in konkrete Datentypen der Implementierung angegeben. Dazu wird eine bijektive
Abbildungsfunktion spezifiziert, die Plannamen der einen Ebene in die andere u¨bersetzen
kann. Im Anschluss daran wird eine Bijektion zwischen Zusta¨nden der Semantik und denen
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f f−1
σ
Semantik-Ebene
Implementierungs-Ebene
ρ’ρ (= f(σ))
g(σ) (
?
= f−1(ρ’))
Abbildung 13.1: Kommutierendes Diagramm Implementierung/Semantik
der Implementierung angegeben, so dass der Begriff der isomorphen Zusta¨nde definiert werden
kann. Zuletzt wird nachgewiesen, dass Zustandsu¨berga¨nge der Implementierung denen der
Semantik entsprechen. Ein Nebenergebnis dieses Nachweises ist, dass die Semantik (und damit
auch die Implementierung) von Asbru deterministisch ist. Damit gilt dann die Korrektheit
der Einbettung als bewiesen.
13.2 Abbildung der Plannamen und Instanznamen
Voraussetzung fu¨r den Beweis der Korrektheit der Einbettung der Asbru-Semantik ist eine
Abbildung der abstrakten Plan- und Planinstanznamenstypen der Semantik auf die kon-
kreten Datentypen der Implementierung. Plannamen werden implementiert durch beliebige
Zeichenketten. Instanznamen werden abgebildet durch den Datentyp der Instanznamen der
Implementierung.
Fu¨r die Abbildung zwischen Semantik und Implementierung wird die Funktion f definiert,
die die Plannamen der Semantik in die Implementierung abbildet. Dazu invers ist die Funktion
f−1, die die Zeichenketten der Implementierung auf Plannamen abbildet. Gleichzeitig werden
die Funktion f2 und die zugeho¨rige inverse Funktion f2−1 definiert, die die Abbildung von
Planinstanznamen u¨bernehmen.
Die Syntax der dazu notwendigen Funktionen f und f2 ist wie folgt definiert:
f : plan-name 7→ string
f2 : instance-name 7→ instance-name
f−1 : string 7→ plan-name
f2−1 : instance-name 7→ instance-name
Da der Typ der Plannamen plan-name ein unspezifizierter Datentyp ist, kann fu¨r die
Abbildungsfunktionen fu¨r diesen Typ nur zweierlei gefordert werden. Einerseits muss die An-
wendung von Abbildung und inverser Abbildung nacheinander dazu fu¨hren, dass das Ergebnis
der urspru¨nglichen Eingabe entspricht. Ist also SK ein plan-name, dann gilt:
f−1(f(SK)) = SK
Die zweite Forderung ist die Bijektivita¨t der Abbildung. Diese Forderung bedeutet, dass
die Funktion nicht zwei unterschiedliche Plannamen auf die gleiche Zeichenkette abbildet.
Sind SK1 und SK2 zwei Plannamen, so soll f diese genau dann auf identische Zeichenketten
abbilden, wenn die Plannamen gleich sind:
f(SK1) = f(SK2) ↔ SK1 = SK2
Die Abbildung von Instanznamen der Semantik auf Instanznamen der KIV-Ebene wird
unter Zuhilfenahme der Abbildung von Plannamen auf Zeichenketten spezifiziert. Ein In-
stanzname kann interpretiert werden als eine Liste von Plannamen. Dies ergibt sich aus dem
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Aufbau eines Instanznamens mittels der nameGen Konstruktoren. Diese ko¨nnen als Listen-
Additionsoperator angesehen werden. Die Plannamen in der
”
Liste“ geben den kompletten
Aufrufpfad an, beginnend mit dem Plannamen des eigentlichen Plans u¨ber den u¨bergeord-
neten Plan bis hin zum Wurzelplan. In der Implementierung werden analog spezifizierte In-
stanznamen verwendet:
f2(nameGen(SK, iname)) = nameGen(f(SK), f2(iname))
Dazu muss noch die U¨bersetzungsregel fu¨r den Superplan einer Hierarchie angegeben wer-
den. Dieser hat keinen u¨bergeordneten Plan. Daher kann sein Instanzname auch nicht aus
seinem Plannamen und dem Instanznamen des (nicht-existierenden) U¨berplans gebildet wer-
den. Stattdessen wird dazu das superGen Konstrukt der KIV-Ebene verwendet:
f2(superGen(SK)) = superGen(f(SK))
Die Umwandlung eines Instanznamens der KIV-Ebene in einen Planinstanznamen der Se-
mantik erfolgt rekursiv:
f2−1(nameGen(sk, iname)) = nameGen(f−1(sk), f2−1(iname))
Analog dazu wird die Inversion der Instanznamen der Top-Level Pla¨ne durchgefu¨hrt:
f2−1(superGen(sk1)) = superGen(f−1(sk1))
Damit wird vollsta¨ndig beschrieben, wie Plan- und Instanznamen der Semantik und der
Implementierung ineinander umgerechnet werden ko¨nnen.
13.3 Zustandsabbildung
In diesem Abschnitt soll eine Bijektion zwischen Zusta¨nden der Asbru Semantik und der
Implementierung angegeben werden. Mit dieser wird der Begriff der isomorphen Zusta¨nde
definiert werden. Damit werden die vertikalen Abbildungen in Abbildung 13.1 definiert, so
dass im Anschluss daran die Zustandsu¨berga¨nge untersucht werden ko¨nnen.
Die Algebren, die zur Auswertung der Zusta¨nde von Implementierung und Semantik her-
angezogen werden sind identisch. Die Datentypen auf Semantik- und KIV-Ebene sind frei
erzeugte Datentypen und Aufza¨hlungstypen, einmal mittels EBNF erzeugt und einmal u¨ber
algebraische KIV Spezifikationen. Abgesehen von diesen Typen werden nur die pra¨dikaten-
logisch spezifizierten dynamischen Funktionen verwendet, die auf Semantik- und KIV-Ebene
monomorph zueinander spezifiziert sind.
Lediglich im Falle des Hierarchiezustands hierarchy-state gilt, dass dieser keine direkte
Entsprechung in der KIV-Ebene hat. Der Hierarchiezustand in der Semantik ist eine Funktion,
die Planinstanznamen iname auf Planstati θ abbildet. Ein Planstatus wiederum ist ein Tripel,
das aus einem Planzustand, einem booleschen Flag sowie einer natu¨rlichen Zahl besteht. In der
Syntax-Ebene wird diese Funktion aus Effizienzgru¨nden durch drei Funktionen ersetzt. Eine
bildet einen Instanznamen ab auf einen Planzustand, die Zweite bildet den Instanznamen
ab auf ein boolesches Flag, die Dritte bildet Instanznamen auf natu¨rliche Zahlen ab. Die
ha¨ufigen Zugriffe auf die einzelnen Komponenten des Planstatus sowie die Aktualisierungen
sind durch die Implementierung in drei getrennten Funktionen leichter durchfu¨hrbar.
Es muss also eine Funktion die auf ein Tripel von Werten abbildet ersetzt werden durch
ein Tripel von Funktionen. Dies soll im Folgenden formal geschehen.
Sei σ ein Zustand der Semantik, fu¨r den gilt σ = (ASH,HS,PDH,EAGG,Tick,AC).
Aus diesem Zustand ko¨nnen die Komponenten mit den definierten Selektorfunktionen her-
ausselektiert werden. Auf der syntaktischen Ebene werden Variablenbelegungen ρ verwendet.
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Die Belegung einer Variablen AS in der Belegung ρ kann mit der Formel ρ(AS) selektiert
werden.
Im Fall des Hierarchiezustandes hierarchy-state, der eine Funktion von Planinstanznamen
nach Planstatus ist, wird ein semantischer Lookup definiert. Dieser hat die gleiche Syntax
wie der Selektor, der aus einer hierarchy-state Variablen eine Planzustandskomponente
selektiert:
HS[iname]
Diese definierte Funktion selektiert den Wert des Planstatus, der zu der Komponente
iname in HS gespeichert ist. Analog dazu wird der semantische Lookup definiert:
σ.HS[iname]
Die neu definierte Funktion selektiert den Wert der in der HS Komponente des Zustands
unter dem Schlu¨ssel iname gespeichert ist.
Damit ist es nun mo¨glich, den Isomorphismus zu definieren. Ein Zustand der Semantik σ
und eine Variablenbelegung ρ sind isomorph, wenn folgende Bedingungen gelten. Zuna¨chst
mu¨ssen die Variablenbelegungen der Datentypen, die in Semantik und Implementierung iden-
tisch sind gleich sein. Dazu muss fu¨r alle Planinstanznamen iname, alle Zeichenketten SK
und alle Uhrzeiten AC gelten:
σ.ASH[AC][iname] = ρ(ASH[AC][f2(iname)])
σ.PDH[SK] = ρ(PDH[SK])
σ.EAGG[iname] = ρ(EAGG[f2(iname)])
σ.Tick = ρ(Tick)
σ.AC = ρ(AC)
Zusa¨tzlich mu¨ssen der Hierarchiestatus auf Semantikseite in definierter Beziehung mit
Asbru-Zustand, Plankommunikation und Rundenza¨hler auf der Implementierungsseite ste-
hen. Konkret mu¨ssen fu¨r alle Plannamen die Werte des semantischen Planstatus auf die
drei Funktionen der Implementierung abgebildet werden. Diese Funktionen sind erstens der
Asbru-Zustand (asbru-state), der Planinstanznamen auf Planzusta¨nde abbildet, zweitens
der Rundenza¨hler (round-state), der die Zahl der erfolgreichen Iterationen zyklischer Pla¨ne
speichert, sowie drittens die Plankommunikations-Variable plan-com, die die Aktivierungs-
signale aller Pla¨ne speichert. Fu¨r diese Funktionen mu¨ssen fu¨r alle Planinstanznamen iname
die nachfolgenden Bedingungen gelten:
σ.HS[iname].state = ρ(AS)[f2(iname)]
σ.HS[iname].rounds = ρ(roundvar)[f2(iname)]
σ.HS[iname].activate = ρ(PC)[f2(iname)]
Sind all diese Bedingungen wahr, so gelten die Zusta¨nde als isomorph zueinander. Es bleibt
nun zu zeigen, dass die Abarbeitung von Ausfu¨hrungsregeln in der Semantik und der Imple-
mentierung von isomorphen Zusta¨nden wieder in isomorphe Zusta¨nde fu¨hren.
13.4 Korrektheit der Pra¨dikate
Die SOS-Regeln der Semantik verwenden in der Vorbedingung Pra¨dikate, um den Ausgangs-
zustand von dem aus eine Transition startet zu definieren. Aus Gru¨nden der Klarheit sollen
gleich benannte Pra¨dikate mit identischer Semantik auch in der Implementierung als Vorbe-
dingung zu der Ausfu¨hrung der Asbru-Prozeduren verwendet werden. Aus Effizienzgru¨nden
sind diese Pra¨dikate allerdings in der Implementierung teilweise anders implementiert als
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in der Semantik. Ein Beispiel dafu¨r ist das Pra¨dikat hasInactiveSub. Auf Semantik-Seite
wurde dieses Pra¨dikat deklarativ spezifiziert. Es verwendet einen Existenzquantor um zu
spezifizieren, dass das Pra¨dikat wahr ist, genau dann wenn ein Unterplan existiert, der im
Zustand inactive ist. Dies ist die natu¨rlichste Mo¨glichkeit zu formalisieren, dass ein inak-
tiver Unterplan existiert. Jedoch sind Existenzquantoren in der Implementierung hinderlich,
da es schwierig ist, existenzquantifizierte Formeln mit den automatisierungs-Konzepten des
Theorembeweisers zu handhaben. Daher wird implementierungsseitig eine prozedurale Spe-
zifikation des Pra¨dikats angegeben. Diese pru¨ft rekursiv alle Unterpla¨ne ob diese im Zustand
inactive sind und liefert beim ersten Treffer den Wahrheitswert true zuru¨ck. Es ist nicht
offensichtlich, dass die zwei Pra¨dikatdefinitionen semantisch gleichwertig sind. Dazu zuna¨chst
die Definition des Pra¨dikats auf Semantikebene:
hasInactiveSub(HS, iname)
↔ ∃ SK. SK ∈ asbru(nameSel(iname)).subplans
∧ isInactive(HS,nameGen(SK, iname))
Die Implementierung dieses Pra¨dikates hat die folgende Form:
hasInactiveSub(AS,iname)
↔ hasInactiveSub(AS, asbru(nameSel(iname)).subplans,iname)
¬ hasInactiveSub(AS, [],iname)
hasInactiveSub(AS,SK1 + STRX,iname)
↔ isInactive(AS,nameGen(SK1,iname) ∨ hasInactiveSub(AS,STRX,iname))
Die Definition auf Implementierungsebene ist prozedural. Das eigentliche Pra¨dikat hat eine
Typisierung die a¨hnlich zu dem der Semantik ist, nur dass statt einem Hierarchie-Zustand ein
Asbru-Zustand als Parameter angegeben wird. Um die Spezifikation zu implementieren, soll
die Liste der Unterpla¨ne rekursiv durchlaufen werden. Um dieses rekursive Durchlaufen zu
ermo¨glichen, wird ein Hilfspra¨dikat verwendet. Dieses hat als Typisierung den Asbru-Zustand,
dann die Liste der Unterpla¨ne, die noch durchlaufen werden muss und zuletzt den Instanzna-
men des aufrufenden Plans. Durch letzteren ko¨nnen die Instanznamen der Unterpla¨ne erzeugt
und deren Zustand rekursiv gepru¨ft werden.
Da die A¨quivalenz dieser Formalisierungen nicht trivial ersichtlich ist, wurde ein Beweis
gefu¨hrt um diese nachzuweisen. Um Computerunterstu¨tzung fu¨r den Beweis nutzen zu
ko¨nnen, wurde dieser Implementierungsseitig gefu¨hrt. Da das Pra¨dikat hasInactiveSub
Semantik-seitig nur auf die Status Komponente des Hierarchie-Status zugreift, ist es nicht
notwendig, die Plankommunikations-Komponente bzw. den Rundenza¨hler in die U¨bersetzung
mit einzubeziehen. Damit bleibt folgende Formel als Beweisverpflichtung stehen:
hasInactiveSub(AS,iname)
↔ ∃ SK1. SK1 ∈ asbru(nameSel(iname)).subplans
∧ isInactive(AS,nameGen(SK1,iname))
Mit dem Beweis dieser Aussage wird gezeigt, dass die Pra¨dikate sich trotz unterschiedlicher
Spezifikation in Semantik und Implementierung gleich verhalten. Entsprechende bewiesene
Aussagen sind fu¨r alle in der Semantik verwendeten Pra¨dikate formuliert worden, die in
Abschnitt C definiert wurden. Die Beweise dieser Pra¨dikate wurden mit Hilfe von KIV gefu¨hrt.
13.5 Abbildung der Prozeduren
Dieses Kapitel soll die Korrektheit der Einbettung von Asbru in das Verifikationswerkzeug
KIV vorstellen. Dazu wurde zuna¨chst eine Abbildung der Plannamen der Semantik auf Plan-
namen in der Implementierung angegeben. Im Anschluss wurden Abbildungen zwischen den
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Zusta¨nden der Implementierung und der Semantik angegeben, so dass eine Aussage daru¨ber
getroffen werden kann, wann ein Zustand der Semantik isomorph zu einem Zustand der Im-
plementierung ist. Mit dieser Isomorphie wurde gezeigt, dass Pra¨dikate der Semantik und
der Implementierung semantisch gleichwertig sind. Der letzte Schritt, der vor dem Korrekt-
heitsbeweis noch offen ist, ist die Abbildung der Asbru-Systeme der Semantik auf parallele
Programme der Implementierung. Diese Abbildung wird in diesem Abschnitt beschrieben.
In der Implementierung existieren verschiedene Prozeduren, die jeweils eine Teil-
funktionalita¨t der SOS-Regeln der Semantik implementieren. Beispielsweise werden alle
Zustandsu¨berga¨nge, die im Zustand considered ausgefu¨hrt werden ko¨nnen, durch die
Prozedur considered# beschrieben. Wechselt der Zustand des Plans nach possible, so
muss im Folgenden die Prozedur possible# ausgefu¨hrt werden.
Fu¨r diese Abbildung soll die Funktion f verwendet werden, und diese soll ein Paar aus
semantischem Zustand und Asbru-System abbilden auf eine paralleles Programm. Dazu wird
die Syntax der f Funktion genau so angegeben, na¨mlich dass eine Eingabe bestehend aus
Semantischem Zustand und Asbru-System auf ein paralleles Programm abgebildet wird:
f : σ × asbru-system 7→ parprog
Da ein Asbru-System rekursiv aufgebaut ist, muss auch die Funktion f rekursiv spezifiziert
werden. Zuna¨chst werden die Basisfa¨lle beschrieben, in denen ein Zustand und eine einzelne
Planinstanz in ein paralleles Programm u¨berfu¨hrt werden soll. Dazu wird angenommen, dass
der Zustand der Semantik σ isomorph ist zum Zustand ρ der Implementierung.
isConsidered(σ, iname) → f(σ, iname) = considered#(...)
isPossible(σ, iname) → f(σ, iname) = possible#(...)
isReady(σ, iname) → f(σ, iname) = ready#(...)
isActivated(σ, iname) → f(σ, iname) = activated#(...)
isSuspended(σ, iname) → f(σ, iname) = suspended#(...)
In dieser Abbildung werden die Zusta¨nde inactive, rejected, aborted und
completed nicht beru¨cksichtigt. Der Grund dafu¨r liegt darin, dass von diesen Zusta¨nden
aus weder in der Semantik noch in der Implementierung Zustandsu¨berga¨nge geschehen
ko¨nnen. Dazu ko¨nnen in Abla¨ufen der Asbru-Semantik, die in den definierten Ausgangs-
zusta¨nden starten, Kombinationen nicht auftreten, in denen eine Planinstanz einen dieser
vier Zusta¨nde erreicht und noch Teil des Asbru-Systems ist.
In dieser Abbildungsmatrix werden die Funktionsparameter der Funktionen aus Gru¨nden
der Lesbarkeit nicht aufgefu¨hrt. Fu¨r alle oben genannten Abbildungen gilt jedoch, dass
der Methodenaufruf mit Parametern durchgefu¨hrt wird. Beispielhaft soll dies an der
considered Prozedur gezeigt werden, wobei die gleichen Methodensignaturen fu¨r alle
Prozeduren gelten:
considered#( f(iname); ρ(Tick), ρ(EAGG), ρ(PDH), ρ(ASH), ρ(AS), ρ(AC), ρ(PC), ρ(roundvar))
Das heißt, die Prozeduren der Implementierung erhalten als ersten Parameter den Instanz-
namen des Plans. Danach wird der boolesche Wert Tick u¨bergeben. U¨ber diesen kommu-
niziert die Prozedur nach außen, ob der in einem Schritt durchgefu¨hrte Zustandsu¨bergangs-
wechsel aktiv war oder nicht. Dies hat Bedeutung fu¨r die Frage, ob im Anschluss an diesen
Schritt ein Makro-Schritt durchgefu¨hrt werden kann oder nicht. Nach der Tick Variablen
wird die Umgebungssignalsammlung u¨bergeben. In dieser werden alle Umgebungssignale ge-
sammelt. Umgebungssignale kommen vom medizinischen Personal und beschreiben beispiels-
weise welchen Unterplan eines anyorder kontrollierten Plans ein Arzt starten mo¨chte. Auch
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das U¨bersteuern oder Verzo¨gern der Auswertung von Asbru-Bedingungen wird u¨ber diese
Signalaggregation gesteuert. Nach dieser Signalsammlung ist der na¨chste Parameter die elek-
tronische Krankenakte des Patienten. Der na¨chste Parameter ist die Asbru-Zustands-Historie.
Diese speichert eine Ansammlung aller Asbru-Zusta¨nde der Vergangenheit und erlaubt somit,
festzustellen, ob eine Planinstanz bereits einen bestimmten Zustand durchlaufen hat. Nach der
Asbru-Zustands-Historie ist der na¨chste Parameter der Asbru-Zustand der die aktuelle Infor-
mation u¨ber die Planzusta¨nde aller Pla¨ne der Hierarchie entha¨lt. Nach diesem erha¨lt die Pro-
zedur als na¨chsten Parameter die Uhrzeit, gefolgt von der Plankommunikations-Information.
Diese ist eine Sammlung sa¨mtlicher Aktivierungssignale aller Pla¨ne der Plan-Hierarchie. Den
letzten Parameter bildet der Rundenza¨hler, der die Anzahl der erfolgreichen Durchla¨ufe der
zyklischen Pla¨ne speichert.
Nachdem nun die Abbildung einzelner Planinstanzen auf parallele Prozeduren durchgefu¨hrt
wurde, soll als na¨chstes die Abbildung von Asbru-Systemen beschrieben werden. Dabei wer-
den die parallelen Asbru-Systeme auf parallele Prozeduren abgebildet. Das Terminierungs-
symbol der Asbru-Systeme (ε) wird auf das temporallogische Konstrukt last abgebildet, da
beide keine Zustandsu¨berga¨nge mehr ausfu¨hren ko¨nnen.
f(σ, sys1‖ssys2) = f(σ, sys1)‖sf(σ, sys2)
f(σ, ε) = last
Damit ko¨nnen alle Asbru-Systeme auf parallele Prozeduren abgebildet werden. Die Um-
kehrung dieser Abbildung ist wie folgt definiert:
f−1(proc#(iname; ...)) = f−1(iname)
f−1(parproc1‖sparproc2) = f
−1(parproc1)‖sf
−1(parproc2)
f−1(last) = ε
Somit ko¨nnen nun Prozeduren und Asbru-Systeme aufeinander abgebildet werden. Damit
ist das letzte Teilstu¨ck der Abbildungen zwischen Semantik und Implementierung angegeben.
Somit kann nun mit dem eigentlichen Beweis der Korrektheit der Implementierung fortgefah-
ren werden.
13.6 Korrektheit der Implementierung
Bisher wurden in diesem Kapitel die Grundlagen fu¨r den Korrektheitsbeweis der Implemen-
tierung gelegt. Zuna¨chst wurde angegeben, wie Plannamen und Planinstanznamen abgebildet
werden ko¨nnen. Als na¨chstes wurde der Isomorphiebegriff zwischen Zusta¨nden der Seman-
tik und Zusta¨nden der Implementierung definiert. Daraufhin konnte nachgewiesen werden,
dass die in Semantik und Implementierung jeweils gleich benannten Pra¨dikate semantisch
a¨quivalent sind und zuletzt wurde eine Abbildung zwischen Prozeduren der Implementie-
rung und Asbru-Systemen der Semantik angegeben. Nun muss nachgewiesen werden, dass
die Schritte der Implementierung denen der Semantik entsprechen. Dieser Nachweis wird im
Verifikationswerkzeug KIV gefu¨hrt.
Beispielhaft soll dieser Nachweis nun anhand von drei typischen Zustandsu¨berga¨ngen be-
schrieben werden. Das erste Beispiel ist eine der Terminierungsregeln in der Selection-
Phase, das zweite Beispiel ist der U¨bergang zwischen den ho¨her priorisierten und den weniger
hoch priorisierten SOS-Regeln im activated-Zustand und als drittes soll ein Zustandsu¨ber-
gang des sequentiellen Kontrolltyps gezeigt werden. Die u¨brigen Beweise sind in Abschnitt B
beschrieben.
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13.6.1 Zustandsu¨bergang von considered nach rejected
Der Zustandsu¨bergang, der hier betrachtet werden soll beschreibt die Zuru¨ckweisung einer
Planinstanz im Zustand considered. Ist in diesem Zustand die filter-Bedingung nicht
erfu¨llbar, so wechselt die Planinstanz in den Zustand rejected und terminiert. Dies wird
in der Regel 9.1 beschrieben. Die zu beweisende Sequenz in KIV hat folgende Form:
isConsidered(AS,iname),
shouldRejectFilter(iname,EAGG,PDH,ASH,AC)
∨ parent terminated(AS,iname),
[considered#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,rejected]
∧ ◦ last;
Die zugeho¨rige SOS-Regel, die den U¨bergang in der Semantik beschreibt, sieht wie folgt
aus:
isConsidered(HS,iname)
∧ shouldRejectFilter(σ,iname)
∨ parent terminated(HS,iname)
iname σ,Tick(σ[iname, rejected])−→ ε
Die Vorbedingung dieser Beweisverpflichtung ist gegeben durch die Pra¨dikate
isConsidered und shouldRejectFilter. Diese beschreiben den Zustand, in dem die
Anwendung der considered# Prozedur zum beschriebenen Ergebnis kommen muss. Die
Vorbedingung entspricht dabei genau der Vorbedingung der Transitionsregel.
Die Abbildungsfunktion fu¨r Prozeduren verlangt, dass eine Planinstanz, deren
Plan-Zustand considered ist, auf die considered# Prozedur abgebildet werden soll.
Dies ist hier geschehen. Zu zeigen ist nun, dass beide Regeln bei der Abarbeitung zu einem
identischen Ergebnis kommen. Die Semantik geht von expliziten Zustandsu¨berga¨ngen aus,
das heißt, in den SOS-Regeln der Semantik wird angegeben, wie der neue Zustand aus
dem alten berechnet wird. Dadurch wird automatisch festgelegt, welche Komponenten des
Zustands sich nicht a¨ndern. Dies muss auf TL-Seite explizit gemacht werden. Dazu wird das
Frame-Konstrukt verwendet. Die Formel ⌈AS, Tick⌉ beschreibt einen Zustandsu¨bergang,
bei dem ausschließlich die Variablen AS sowie Tick vera¨ndert werden. Dies entspricht
auch der Forderung der SOS-Regel, die alle Komponenten des Zustands außer dem
Hierarchiezustand HS und der Tick-Komponente unvera¨ndert la¨sst. Der neue Zustand,
der von der SOS-Regel gefordert wird, verlangt, dass die Tick Komponente des Zustands
auf den Wert false gesetzt wird. Dies wird ebenso in der Beweisverpflichtung durch die
Formel ¬ Tick′ verlangt. Die SOS-Regel gibt an, dass der Zustand des Plans auf rejected
gea¨ndert werden soll. Eine analoge Forderung entha¨lt die Beweisverpflichtung durch die
Formel AS′ = AS[iname,rejected]. Diese Formel verlangt, dass der neue Asbru-Zustand
aus dem alten so generiert wird, dass das den Plan betreffende Feld auf den Wert rejected
gea¨ndert wird und alles weitere unvera¨ndert bleibt. Die letzte Forderung der SOS-Regel ist,
dass das Asbru-System nach Ausfu¨hrung der Regel terminieren soll. Die Beweisverpflichtung
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sieht genau dies vor, indem fu¨r den na¨chsten Schritt das System last verlangt wird. Gema¨ß
der Abbildungsregel fu¨r Asbru-Systeme entspricht dies dem ε System.
Mit dem Beweis dieser Regel ist somit der Nachweis erbracht, dass die SOS-Regel korrekt in
die Implementierung eingebettet wurde. Dieser Beweis wird ebenso wie alle weiteren Beweise
der Selection-Phase im Beweissystem KIV gefu¨hrt.
13.6.2 Fortschreiten in der Execution-Phase
Befindet sich ein Plan in der Execution-Phase im Zustand activated, so sind vier SOS-
Regeln fu¨r die weitere Ausfu¨hrung zusta¨ndig. Die erste dieser Regeln ist anwendbar, wenn
der Plan abbrechen soll, die zweite, wenn der Plan sich erfolgreich beenden kann und nicht
abbrechen muss. Die dritte Regel ist dann anwendbar, wenn der Plan nicht terminieren,
dafu¨r aber seine Ausfu¨hrung unterbrechen soll. Die letzte Regel greift, wenn der keine der
vorgenannten Bedingungen gilt und die eigentliche Ausfu¨hrung stattfinden soll. In den SOS-
Regeln bezeichnet diese letzte Regel den U¨bergang der u¨bergeordneten, normal priorisierten
SOS-Regeln zu den niedriger priorisierten, plankontrollspezifischen Regeln. Die Korrektheit
dieser Regel, die das Fortschreiten im Zustand activated beschreibt, soll nun untersucht
werden. Dazu sollen die Beweisverpflichtung in KIV und die SOS-Regel zuna¨chst aufgefu¨hrt
und erkla¨rt werden. Zuna¨chst wird noch einmal die SOS-Regel 9.13 dargestellt.
isActivated(HS,iname)
∧ ¬ shouldAbort(σ,iname)
∧ ¬ shouldComplete(σ,iname)
∧ ¬ shouldSuspend(σ,iname)
∧ iname σ,σ’−→ Con sys
iname σ,σ’−→ sys
Die Regel beschreibt vier Bedingungen an den Zustand, unter denen der Zustandsu¨ber-
gang des Systems von den niedriger priorisierten con Regeln bestimmt werden kann. Die
Vorbedingungen und deren Abbildung auf die Prozeduren der Implementierung werden im
Anschluss an die Darstellung der Beweisverpflichtung gegeben.
isActivated(AS,iname),
¬ shouldAbort(iname,EAGG,PDH,ASH,AC),
¬ shouldComplete(iname,EAGG,PDH,ASH,AC),
¬ shouldSuspend(iname,EAGG,PDH,ASH,AC),
[activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ [body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
Die Beweisverpflichtung verlangt als Voraussetzung, dass vier Eigenschaften des Zustands
gelten. Zuna¨chst muss der Plan im Zustand activated sein.. Dies korrespondiert zur ersten
Voraussetzung der SOS-Regel, die das Gleiche verlangt. An zweiter Stelle steht sowohl in der
SOS-Regel als auch in der Beweisverpflichtung die Voraussetzung, dass kein Grund fu¨r den
Abbruch des Plans vorliegen darf und an dritter Stelle wird verlangt, dass der Plan auch
nicht erfolgreich abschließen kann. Diese Vorbedingungen sind semantisch gleichwertig. Dies
gilt auch fu¨r die vierte Vorbedingung, nach der der betrachtete Plan seine Ausfu¨hrung nicht
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unterbrechen soll. Gema¨ß der U¨bersetzungsregel wird in diesem Fall aus dem Instanznamen
der SOS-Regel die activated# Prozedur erzeugt.
Die SOS-Regel verlangt, dass unter diesen Umsta¨nden der Zustandsu¨bergang durch die
con U¨bergangsregeln kontrolliert wird. Auf Implementierungsseite ist zu zeigen, dass diese
SOS-Regeln durch die Prozedur body# implementiert werden. Dies wird im folgenden bewie-
sen werden. Sobald dieser Beweis erbracht wurde, folgt daraus, dass die SOS-Regel korrekt
implementiert wurden.
13.6.3 Starten eines Unterplans der sequential Plankontrolle
Als letztes Beispiel soll das Starten eines Unterplans der sequentiellen Plankontrolle detail-
lierter beschrieben werden. Ein sequentiell kontrollierter Plan soll einen Unterplan starten,
wenn kein anderer Unterplan la¨uft und ein startbarer Unterplan existiert. In diesem Fall
soll der erste mo¨gliche startbare Unterplan gestartet und aktiviert werden. Dies kann in der
SOS-Regel entsprechend in der Vorbedingung abgelesen werden.
isSequential(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ hasStartableSub(HS,iname)
∧ iname1 = nameGen(selectFirstStartable(HS,iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Die erste Vorbedingung verlangt, dass der Plan von einer sequentiellen Plankontrolle kon-
trolliert wird. Die na¨chsten beiden Bedingungen beschreiben den Umstand, dass derzeit kein
anderer Unterplan des Plans la¨uft. Dies wird in zwei Stufen gepru¨ft. In der ersten Stufe wird
sichergestellt, dass kein Unterplan existiert, der ausgefu¨hrt wird. In der zweiten U¨berpru¨fung
wird getestet, dass kein Unterplan in der Selection-Phase ist. Gilt dann noch die na¨chste
Bedingung, na¨mlich, dass ein startbarer Unterplan existiert, so soll der erste startbare Un-
terplan selektiert und ausgefu¨hrt werden.
Diese Ausfu¨hrung verlangt, dass der Plan seinen Zustand bei activated bela¨sst, der
Zustand des zu startenden Plans auf considered gea¨ndert wird und dessen Aktivierungs-
signal gesetzt wird. Im folgenden Schritt soll das Asbru-System aus der Parallelausfu¨hrung
des Plans sowie des gerade gestarteten Unterplans bestehen.
isSequential(iname),
¬ hasExecutedSub(AS,iname),
¬ hasSelectedSub(AS,iname)),
hasStartableSub(AS,iname)),
sk = selectFirstStartable(AS,iname)),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, PC, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS [iname,activated]
[nameGen(sk,iname),considered]
∧ PC′ = PC [nameGen(sk,iname), true]
∧ ◦ [ activated#( iname;
Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#( nameGen(SK1,iname);
Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
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Die Beweisverpflichtung verlangt, dass der Zustandsu¨bergang, der durch die SOS-Regel
vorgegeben ist, durch Implementierung korrekt wiedergegeben wird. Zuna¨chst wird analog zur
SOS-Regel gefordert, dass der fragliche Plan von einer sequentiellen Plankontrolle gesteuert
wird. Wie bei der SOS Regel beschreiben die na¨chsten beiden Aspekte der Vorbedingung,
dass kein Unterplan vorliegt, der in der Execution-Phase ist, ebensowenig wie ein Plan,
der in der Selection-Phase ist. Die vierte Vorbedingung der Beweisverpflichtung verlangt
die Existenz eines startbaren Unterplans und wie in der SOS-Regel wird der Name des zu
startenden Unterplans mittels der selectFirstStartable Funktion festgelegt. Als letztes wird
im Antezedent dann das System beschrieben. Dabei handelt es sich um die body# Prozedur
die alle con Regeln abbildet.
Die Beweisverpflichtung stellt Anforderungen an den Zustand, der nach Ausfu¨hrung ei-
nes Schritts gelten soll. Die SOS-Regel verlangt eine genau definierte Zustandsa¨nderung,
bei der die Tick Variable nach Abschluss des Schrittes auf den Zustand false gesetzt sein
soll. Außerdem soll der laufende Plan seinen Zustand auf activated setzen, der neu ge-
startete Plan soll sich nach dem Schritt im Zustand considered befinden und das Akti-
vierungssignal fu¨r den Unterplan soll gesetzt werden. Diese Bedingungen werden der Reihe
nach durch die Beweisverpflichtung gefordert. Zuna¨chst wird verlangt, dass sich kein Varia-
blenwert des Zustands vera¨ndert außer den drei genannten, dem Asbru-Zustand, der Plan
Kommunikationsvariablen und der Tick Variablen. Die zweite Unterformel der Beweisver-
pflichtung verlangt, dass die Tick Variable den Wert false annimmt. Der Asbru-Zustand
soll lediglich an den Stellen des Plans und seines Unterplans gea¨ndert werden und dort die
Zusta¨nde activated bzw. considered annehmen. Bezu¨glich der Plankommunikation soll
ausschließlich das Aktivierungssignal des Unterplans gesetzt werden. Zuletzt soll das neue
System die Form activated#‖sconsidered# haben. Dies ist dadurch bedingt, dass der
Plan im Zustand activated und der Unterplan im Zustand considered ist.
13.7 Zusammenfassung
Mit diesen Beweisen wird die Korrektheit der Implementierung der Asbru-Semantik gezeigt.
Es wurde eine bijektive Abbildung zwischen den Zusta¨nden der Semantik und der Imple-
mentierung angegeben. Mit Hilfe dieser Abbildung konnte nachgewiesen werden, dass die
Pra¨dikate der Semantik und der Implementierung semantisch a¨quivalent sind. Zuletzt wurde
fu¨r die Beweisregeln gezeigt, dass diese von isomorphen Zusta¨nden auf isomorphe Zusta¨nde
abbilden.
Fu¨r die letzte Stufe des Korrektheitsbeweises wurde der Theorembeweiser KIV zur Be-
weisunterstu¨tzung eingesetzt. Der Beweis der hier abgebildeten Sequenzen zur Korrektheit
der Zustandsu¨berga¨nge wurde mit der TL-Komponente des Beweisers gefu¨hrt. Die Mehr-
zahl der Aussagen kann dabei mit einer einzigen interaktiven Regelanwendung - na¨mlich der
Ausfu¨hrung eines TL-Schritts geschlossen werden. Lediglich bei den Korrektheitsnachweisen
der con U¨berga¨ngen mu¨ssen manuell Regeln zur Vereinfachung angewendet werden. Der auf-
wendigste Beweis in diesem Zusammenhang ist der des passiven U¨bergangs der zyklischen
Plankontrolle. Fu¨r diesen Beweis mu¨ssen 15 Interaktionen durchgefu¨hrt werden, dennoch
bleibt die fu¨r den Beweis notwendige Bearbeitungszeit bei unter zwei Minuten.
Mit dem Ergebnis der Verifikation kann gefolgert werden, dass der Wahrheitswert von
Aussagen unvera¨ndert bleibt, unabha¨ngig davon, ob sie in der Semantik durch manuelle
Anwendung der SOS-Regeln oder in der Implementierung durch maschinell unterstu¨tzten
Beweis mit dem interaktiven Verifikationssystem KIV durchgefu¨hrt werden.
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Um Eigenschaften u¨ber Asbru Systeme zu formulieren wird die sogenannte
”
Goal Defini-
tion Language“ GDL verwendet. In [67] wird neben der formalen Sprache GDL selbst ein
Prozess zur Formalisierung natu¨rlichsprachlicher Aussagen unter Verwendung der GDL vor-
gestellt. Ergebnis dieses Prozesses sind temporallogische Formeln. Temporallogische Formeln
beschreiben, genau wie die Asbru-Abla¨ufe Mengen von Zustandsintervallen. Bewiesen werden
soll nun mittels symbolischer Ausfu¨hrung, dass eine Teilmengenbeziehung zwischen den In-
tervallen der Formel und denen des Systems gilt. Zuna¨chst wird in Abschnitt 14.1 die Syntax
der GDL vorgestellt. Im Anschluss daran wird der Formalisierungsprozess in Abschnitt 14.2
beschrieben.
14.1 Die GDL Syntax
Grundlage der GDL-formulierbaren Aussagen sind die sogenannten Asbru-Intentionen, die
beispielsweise in [45, 64] beschrieben werden. Asbru erlaubt, fu¨r Pla¨ne Intentionen festzu-
legen. Diese Intentionen beschreiben, welches Ziel der Plan mit seiner Ausfu¨hrung verfolgt.
Beispielsweise kann Aspirin verordnet werden, um Kopfschmerzen zu lindern, genauso aber
kann es verordnet werden um die Blutgerinnung herabzusetzen. Welches dieser Ziele durch
die Behandlung erreicht werden soll, geht aus der Verordnung alleine nicht hervor. Die In-
tentionen wurden in Asbru eingefu¨hrt, um dem Arzt diese Information zu vermitteln. Damit
kann dieser gegebenenfalls von der vorgeschlagenen Behandlung abweichen und stattdessen
eine durchfu¨hren, die die gleichen Ziele verfolgt. Intentionen in Asbru formulieren Bedin-
gungen, die wa¨hrend eines Planablaufes (
”
intermediate-state“ bzw.
”
intermediate-action“)
oder am Ende eines Planablaufes (
”
overall-state“ bzw.
”
overall-action“) ausgewertet werden.
Diese Bedingungen sollen entweder gelten (
”
maintain“), vermieden (
”
avoid“) oder erreicht
(
”
achieve“) werden .
Intentionen ko¨nnen nun als Grundlage fu¨r die Verifikation von Aussagen verwendet werden.
Dazu wird fu¨r einen Plan formuliert, welchen Zweck er erfu¨llen soll und dann nachgewiesen,
dass dieser Zweck durch die Planausfu¨hrung erreicht wird. Um solche Aussagen formal fassen
zu ko¨nnen wird die GDL verwendet. Diese basiert auf den Intentionen von Asbru, erweitert
diese jedoch um eine formale Semantik sowie um Konstrukte, die speziell fu¨r den Korrekt-
heitsnachweis beno¨tigt werden. Die Struktur von GDL Aussagen hat die Form
Goal Name des Beweisziels
Precondition
Vorbedingung der Aussage
Time-Specification
From
Startzeitpunkt
Zeitbegrenzung
Beobachtungsmodus
Beobachtungsformel
Jede mittels GDL formulierte Aussage erha¨lt einen Namen, der nach dem Goal Schlu¨ssel-
wort angegeben wird. Darauf folgt das Schlu¨sselwort Precondition. Mit diesem wird die Vor-
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bedingung eingeleitet, unter der die Aussage gelten muss. Beispielsweise ko¨nnte eine Aussage
nur fu¨r schwangere Patienten gelten. In diesem Fall ist diese Bedingung Teil der Vorbedingung.
Mit dem Schlu¨sselwort Time-specification wird die Definition des Beobachtungszeitraums
eingeleitet. Dieser Zeitraum hat einen Startpunkt, der durch das From Feld angegeben wird,
sowie einen Endpunkt. Der Endpunkt kann entweder absolut angegeben werden oder relativ
zum Startzeitpunkt. Durch das Schlu¨sselwort Until wird die Definition eines absoluten End-
zeitpunkts eingeleitet, durch das Schlu¨sselwort Duration die eines relativen Endzeitpunkts.
Zusa¨tzlich gibt es die Mo¨glichkeit, zu definieren, ob die Bedingung gelten muss, wenn der
Endpunkt nicht erreicht werden kann, beispielsweise weil die Behandlung vor dem zeitlichen
Erreichen des Endpunktes beendet wird. Dies wird durch die Erga¨nzung mittels des Schlu¨ssel-
wortes Open erreicht. Mit Until spezifizierte Aussagen mu¨ssen nur bewiesen werden, wenn
das Endereignis eintritt, Open-until mu¨ssen immer gezeigt werden. Analog gilt dies fu¨r
Duration und Open-duration.
Der Beobachtungsmodus erlaubt die Definition, zu welchen Zeitpunkten innerhalb des In-
tervalls das Verhalten beobachtet werden muss. Beispielsweise kann der Modus Maintain-
during-period verwendet werden, um zu spezifizieren, dass die Beobachtungsformel wa¨hrend
des gesamten, spezifizierten Intervalls wahr ausgewertet werden muss. Das Gegenteil dazu
stellt der Modus Avoid-during-period dar, der verlangt, dass die Aussage stets als falsch
ausgewertet wird. Der Modus Observe-during-period verlangt, dass das Beobachtungs-
muster wa¨hrend des Intervalls beobachtet werden muss. Es ist mo¨glich, dabei detailliert zu
spezifizieren, dass diese Beobachtung mindestens, ho¨chstens oder genauso oft wie angegeben
gemacht werden muss. Weitere Spezifikationen sind mo¨glich und sind in [67] beschrieben.
Dort wird auch eine formale Semantik fu¨r diese Konstrukte definiert.
Diese erlaubt es, eine semantikerhaltende U¨bersetzung der GDL-Aussagen in temporallo-
gische Aussagen durchzufu¨hren. Dieser Schritt ist prinzipiell automatisierbar.
Als na¨chstes soll nun eine Mo¨glichkeit angegeben werden, wie informelle, medizinische
Aussagen in GDL Beweisverpflichtungen u¨bersetzt werden ko¨nnen. Dazu wird ein fu¨nf-stufiger
Prozess verwendet.
14.2 Formalisierung von Aussagen
Dieser Abschnitt beschreibt die schrittweise Formalisierung medizinischer Aussagen, wie sie
in [67] vorgestellt wird. Wichtig ist dabei die Erkenntnis, dass die medizinischen Aussagen
zur Qualita¨tssicherung von Leitlinien in der Regel aus vielen verschiedenen Quellen kommen.
Dadurch ist die Formulierung der Aussagen in der Regel sehr heterogen und muss zuna¨chst
linguistisch vereinheitlicht und vereinfacht werden. Dies wird in Abschnitt 14.2.1 beschrieben.
Danach soll der natu¨rlichsprachliche Text in eine definierte syntaktische Struktur gebracht
werden. Dies wird in Abschnitt 14.2.2 beschrieben. Daraufhin wird aus der Aussage eine
GDL Aussage generiert. Dieser Prozess heißt Formalisierung und wird in Abschnitt 14.2.3
vorgestellt. Im Anschluss daran wird die GDL Aussage an die Sprache der Leitlinie angepasst,
was durch Abschnitt 14.2.4 beschrieben wird. Abschließend muss dann die angepasste GDL
Aussage in eine temporallogische Formel u¨bersetzt werden. Dies wird in Abschnitt 14.2.5
behandelt.
Zur Verdeutlichung des Vorgangs wird eine Aussage aus der Brustkrebsfallstudie verwen-
det. Der U¨bersetzungsprozess ist dabei aus [48] entnommen. Dabei handelt es sich um die
sogenannte Property 4. Diese lautet wie folgt:
Appropriate use of chemotherapy and hormone therapy (tamoxifen) in premeno-
pausal women, node(+), hormone receptor(+) breast cancer.
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14.2.1 Reduktion
In der Reduktionsphase werden u¨berflu¨ssige und irrefu¨hrende Fu¨llwo¨rter entfernt. Gleichzeitig
werden unno¨tige Zeitbezu¨ge entfernt. Allgemein sollen Daten, die keine Information tragen
entfernt werden. Im Beispiel wird der unpra¨zise Begriff
”
appropriate use“ konkretisiert:
Premenopausal women with breast cancer, that is node positive and has positive
hormone receptors, must be treated with chemotherapy and hormone therapy
(tamoxifen).
Allgemein basieren viele Aussagen auf Qualita¨tsindikatoren. Diese Qualita¨tsindikatoren
sollen helfen, einscha¨tzen zu ko¨nnen, welche Qualita¨t die Behandlung im Krankenhaus hat.
Das Krankenhaus vero¨ffentlicht dazu statistische Daten, etwa, welcher Anteil der Patienten
nach einer Operation Komplikationen erleidet, wie hoch eine Ru¨ckfallquote ist oder a¨hnliches.
Diese statistischen Daten werden ha¨ufig auf bestimmte Zeitra¨ume normiert, also beispiels-
weise der Anteil an Patienten mit Komplikationen im letzten Jahr. In diesem Fall ist die
eigentliche Qualita¨tsaussage vom Zeitraum unabha¨ngig. Auch wenn fu¨r praktische Belange
nur ein Zeitraum betrachtet wird, so sollte aus theoretischen Erwa¨gungen heraus die Zahl
absolut gesehen so klein wie mo¨glich sein. Lautet die Aussage also
”
Die Zahl der Patienten
mit Komplikationen in den letzten zwo¨lf Monaten soll mo¨glichst gering sein“, so kann der
zeitliche Bezug fu¨r die Korrektheitsverifikation weggelassen werden. Auch dies wird in der
Reduktionsphase getan.
14.2.2 Normalisierung
Die Normalisierung von Aussagen soll erreichen, dass die bereits reduzierten Aussagen struk-
turiert werden. Diese Strukturierung erzwingt mo¨glicherweise eine weitere Konkretisierung
unpra¨ziser Formulierungen. Die Strukturierung umfasst eine Unterteilung der Aussage in drei
Komponenten. Eine Vorbedingung, die angibt, fu¨r welche Patientengruppe die Aussage erfu¨llt
sein soll, ein Zeitraum, in dem Verhalten ausgewertet werden soll sowie eine Beschreibung
des zu beobachtenden Verhaltens. Diese drei Komponenten werden wie folgt aufgeschrieben:
G[Vorbedingung der Patientengruppe]
S[Startzeitpunkt des Korridors]
E[Endzeitpunkt des Korridors]
B[Gesuchtes Verhalten]
Die Buchstaben vor den Klammern stehen dabei fu¨r Group (Patientengruppe), Start (An-
fang des Beobachtungszeitraums), End (Ende des Beobachtungszeitraums) und Behaviour
(zu beobachtendes Verhalten).
Die erste Klammer umfasst also die Vorbedingung. In der Beispielaussage ist das die genaue
Beschreibung der Krebsart sowie der Tatsache, dass die Patientinnen pre-menopausal sein
mu¨ssen. Die zweite und dritte Klammer beschreiben den Beobachtungszeitraum. Nachdem
die Aussage keinen Zeitraum zur Beobachtung des Verhaltens angibt, wird der gro¨ßtmo¨gliche
sinnvolle Zeitraum, na¨mlich vom Start bis zum Ende der Behandlung gewa¨hlt. Die vierte
Klammer beschreibt das zu beobachtende Verhalten. Dieses ist, dass eine Behandlung mit
Chemotherapie und Hormontherapie erfolgen muss. Damit wird die Aussage normalisiert wie
folgt aufgeschrieben:
G[Premenopausal women with breast cancer, that is node positive and
has positive hormone receptors]
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S[from the start of care]
E[until the end of care]
B[must be treated with chemotherapy and hormone therapy (tamoxifen)]
Die Vorbedingung ist optional, das heißt, wenn keine Vorbedingung vorliegt, darf das Feld
leer bleiben. Alle anderen Felder sind obligatorisch und mu¨ssen ausgefu¨llt werden.
14.2.3 Formalisierung
Die Formalisierung beschreibt die U¨bersetzung der normalisierten Aussage in die GDL-
Syntax. Die GDL-Syntax umfasst dabei zwei gleichwertige Repra¨sentationsformen, die XML-
Form sowie die sogenannte Pra¨sentationssyntax. Diese Formen sind einfach ineinander u¨ber-
setzbar und dienen den unterschiedlichen Anspru¨chen der Lesbarkeit durch Menschen und
durch Maschinen. Die Repa¨sentationssyntax hat dabei die bereits oben vorgestellte Form:
Goal Name des Beweisziels
Precondition
Vorbedingung der Aussage
Time-Specification
From
Startzeitpunkt
Zeitbegrenzung
Beobachtungsmodus
Beobachtungsformel
Die XML-Form ersetzt die Schlu¨sselwo¨rter und optischen Einru¨ckungen durch
XML-Elemente. Sie wird hier nicht weiter betrachtet.
Die Formalisierung der Aussage fu¨hrt zu folgendem Ergebnis:
Goal Property 4
Precondition
premenopausal women AND node positive AND
hormone receptor positive AND breast cancer
Time-Specification
From start of care
Until end of care
Observe-during-period
chemotherapy and hormone therapy (tamoxifen)
Bis zu diesem Schritt hat sich an der Formulierung der Aussage noch nicht viel gea¨ndert.
U¨berflu¨ssige Fu¨llwo¨rter und unno¨tige Zeitannotationen werden wa¨hrend Reduktion und Nor-
malisierung entfernt, davon abgesehen bleibt der Wortlaut der urspru¨nglichen Aussage aber
erhalten. Dies ist notwendig, damit Experten der medizinischen Doma¨ne diesen Formali-
sierungsprozess begleiten ko¨nnen und damit sicherstellen, dass die letztendlich bewiesene
Aussage inhaltlich gleich zu der Ursprungsaussage ist.
Im na¨chsten Schritt wird die Aussage an das Vokabular der Leitlinie angepasst.
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14.2.4 Anpassung
Der Anpassungsschritt bei der Formalisierung von Aussagen meint die Anpassung des Voka-
bulars der Aussage an das der betrachteten Leitlinie. Zu diesem Zweck wird GDL zuna¨chst
modellspezifisch erweitert, also ein GDL-Asbru definiert, das beispielsweise auf die Planstruk-
tur und Planaktivierungen abgestimmt ist. In der durch die Anpassung erzeugte GDL-Asbru
Aussage muss dann festgelegt werden, welche Pla¨ne mit ihren Zustandswechseln den Anfor-
derungen der Aussage entsprechen, das heißt, welcher Plan entspricht der chemotherapie
und welchem Planzustandswechsel entspricht die Beobachtung einer Behandlung.
GDL-Asbru kennt zu diesem Zweck das Schlu¨sselwort Transition, welches einen Planzu-
standsu¨bergang in Asbru markiert. Die Syntax orientiert sich an der von abstrakten Asbru-
Uhren, es wird also angegeben, um welchen Plan und Planzustand es geht und dazu, ob dieser
betreten oder verlassen werden soll.
Die Beispielaussage verlangt die Anwendung von Chemotherapie. Um festzustellen, ob die
Leitlinie, wie gefordert, Chemotherapie verordnet, muss untersucht werden, welche Asbru-
Pla¨ne einer Anwendung der Chemotherapie entsprechen. Im Beispiel wird festgestellt, dass
der gesuchte Plan der Plan mit dem Namen cmf-chemotherapy ist. Auch muss festge-
legt werden, dass die Chemotherapie dann als angewendet gilt, wenn der Plan in den Zu-
stand activated wechselt. Analog dazu mu¨ssen die Vorbedingungen an die Variablen der
Asbru-Leitlinie angepasst werden. Damit wird die Aussage wie folgt angepasst an das Modell
formuliert:
Goal Property 4
Precondition
menopausal-state = premenopausal AND
BC-nodes = positive AND
hormone-receptor-levels = positive
Time-Specification
From start
Until end
Observe-during-period
Transition cmf-chemotherapy enter activated AND
tamoxifen-therapy enter activated
Die Vorbedingung fu¨r diese Aussage ist also, dass die Variable
”
menopausal-state“ auf dem
Wert
”
premenopausal“ gesetzt sein muss, die Variable
”
BC-nodes“, die angibt, ob die Lymph-
knoten der Achsel mit Krebs befallen sind, muss auf den Wert
”
positive“ gesetzt sein und die
Variable
”
hormone-receptor-levels“ muss auf denWert
”
positive“ gesetzt sein. Start- und End-
punkte werden auf
”
start“ und
”
end“ gesetzt. Die Bedingung wird nun auf die Pla¨ne der Hier-
archie angepasst, das heißt, die Chemotherapie wird durch den Plan cmf-chemotherapy
beschrieben, die Hormonbehandlung mit Tamoxifen durch den Plan tamoxifen-therapy.
Es deutet sich an, dass durch eine Modellierung der Aussage, die bereits so nah am Asbru-
Modell ist, eine automatische U¨bersetzung mo¨glich ist. Gleichzeitig kann ein Doma¨nenexperte
durch die relativ kleinen Einzelschritte, die zwischen den einzelnen Stufen der U¨bersetzung
liegen, das Ergebnis verstehen. Dadurch ist es mo¨glich, an dieser Stelle eine Aussage an-
zugeben, die sowohl vom Mediziner verstanden, als auch vom System interpretiert werden
kann.
Fu¨r letzteres muss noch eine (automatische) U¨bersetzung angegeben werden. Derzeit exi-
stiert kein solcher automatischer GDL-U¨bersetzer. Jedoch werden U¨bersetzungsregeln defi-
niert, so dass die U¨bersetzung sich streng an einem vorgegebenem Schema orientiert.
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14.2.5 U¨bersetzung
Fu¨r die U¨bersetzung der GDL-Asbru Aussagen in eine Beweisverpflichtung muss zuna¨chst
die Syntax der Bedingungen festgelegt werden. Die Vorbedingung der Aussage lautet:
menopausal-state = premenopausal AND
BC-nodes = positive AND
hormone-receptor-levels = positive
Diese Vorbedingung muss an die Variablen des Asbru-Systems angeglichen werden. Es
handelt sich dabei um Bedingungen an den Zustand des Patienten. Der Patientenzustand
wird in der Krankenakte PDH gespeichert. Auf diese wird so zugegriffen, dass zuna¨chst der
Zeitpunkt angegeben wird, dessen Krankenakteneintrag selektiert werden soll und dann das
Datenfeld der Akte, das von Belang ist. Eine globale Variable AC speichert die aktuelle Uhr-
zeit, die im Fall der Bestimmung der Vorbedingung relevant ist. Als Feldname, der selektiert
werden soll, wird der
”
Variablenbezeichner“ aus der GDL-Asbru Bedingung verwendet. Das
heißt, die Vorbedingung wird wie folgt u¨bersetzt:
PDH[AC][
”
menopausal-state“] = premenopausal
∧ PDH[AC][
”
BC-nodes“] = positive
∧ PDH[AC][
”
hormone-receptor-levels“] = positive
Es wird also aus der Krankenakte PDH der durch die aktuelle Uhrzeit AC bezeichnete
Eintrag selektiert. In diesem Eintrag wird ausgewertet, ob das Feld mit der Bezeichnung
”
menopausal-state“ den Wert premenopausal hat. Analog erfolgt die Auswertung der anderen
Teile der Vorbedingung.
Das Startereignis der Aussage ist einfach die Konstante start. Diese bezeichnet den erst-
mo¨glichen Zeitpunkt bei Betrachtung der Planausfu¨hrung, also den ersten TL-Schritt. Zu
u¨bersetzen ist noch das Verhalten, also die Zeilen
Transition cmf-chemotherapy enter activated AND
tamoxifen-therapy enter activated
des GDL-Asbru Beispiels. Damit wird die Transition beschreiben, in der die Pla¨ne der
Chemotherapie und der Hormontherapie in den Zustand activated wechseln. Diesen Zu-
standswechsel liest GDL-Asbru aus dem Asbru-ZustandAS aus. Da es sich um eine Transition
handelt, wird gepru¨ft ob der Plan von einem beliebigen nicht-activated-Planzustand in den
activated-Planzustand wechselt. Dies wird wie folgt formalisiert:
AS[cmf-chemotherapy] 6= activated ∧ AS′[cmf-chemotherapy] = activated
Bei dieser Aussage ist zu beachten, dass sie als ITL+ Aussage formuliert ist. Als solche
ko¨nnen darin ungestrichene, einfach- und zweifach gestrichene Variablen vorkommen. Unge-
strichene Variablen beschreiben den Zustand, der zu Anfang eines temporallogischen Schrittes
gilt, also den Ausgangszustand. Einfach gestrichene Variablen die Werte nach dem System-
und vor dem Umgebungsschritt und die zweigestrichenen Variablen die Werte nach dem Um-
gebungsschritt. Die Transition zwischen ungestrichenen und einfach gestrichenen Variablen
wird durch das System kontrolliert – also die Asbru-Pla¨ne. Die Transition zwischen einfach
und zweifach gestrichenen Variablen wird durch die Umgebung kontrolliert. In diesem Fall
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ist die Formel wahr, wenn das Asbru-System den Zustand des Plans cmf-chemotherapy
auf den Wert activated a¨ndert.
U¨bersetzungsregeln der GDL-Asbru Aussagen in die ITL+-Temporallogik, die vom interak-
tiven Verifikationswerkzeug KIV verstanden wird, sollen mo¨glichst generisch sein. Das heißt,
unabha¨ngig vom Beobachtungsmuster der Aussage, also der Frage, wann und wie oft das
Verhalten gezeigt werden muss. GDL-Asbru unterstu¨tzt verschiedene Beobachtungsmuster,
beispielsweise zum Nachweis, dass ein bestimmtes Verhalten immer, nie oder manchmal im
Beobachtungszeitraum auftritt. Insofern liegt es nahe, eine generische Modellierung des Be-
obachtungszeitraums zu wa¨hlen. Diese Modellierung wird durch eine Umgebungsannahme
umgesetzt.
EndzeitpunktStartzeitpunkt
StartEventTrigger ist wahr
EndEventTrigger ist wahr
Abbildung 14.1: Start- und EndEventTrigger im zeitlichen Verlauf
Die Umgebung ist dafu¨r verantwortlich, festzustellen, ob ein Zustand innerhalb oder außer-
halb des Beobachtungszeitraums liegt. Dazu werden Variablen StartEventTrigger und
EndEventTrigger verwendet. Die Variable StartEventTrigger ist immer dann wahr,
wenn der Startzeitpunkt bereits u¨berschritten wurde, die Variable EndEventTrigger, wenn
der Endzeitpunkt u¨berschritten wurde. Dies ist in Abbildung 14.1 dargestellt. Der Start-
zeitpunkt dieser Abbildung entspricht dem Startzeitpunkt der Aussage, der Endzeitpunkt
entspricht dem Endzeitpunkt der Aussage. Die Umgebung u¨berwacht das Eintreten dieser
Ereignisse und setzt entsprechend die Trigger-Variablen auf den Wert true um. Fu¨r das
Startereignis la¨sst sich dies wie folgt formulieren:
2 ¬ StartEventTrigger ∧Vorbedingung′′ ∧ Startereignis
⊃ StartEventTrigger’’;StartEventTrigger’’↔ StartEventTrigger
Es gilt immer, dass die Startereignisvariable auf den Wert true gesetzt wird, wenn das Star-
tereignis eintritt, dieses vorher noch nicht eingetreten ist und die Vorbedingung der Aussage
gilt. Zu beachten ist dabei, dass nach der Definition der GDL die Vorbedingung unmittelbar
nach dem Setzen des Startereignisses gelten muss, also im ersten Systemschritt nach diesem.
Daher wird in der Formel verlangt, dass die Vorbedingung im zweifach gestrichenen Zustand
gilt. Sind die Bedingungen nicht erfu¨llt, so bleibt die Startereignisvariable unvera¨ndert. Ana-
log dazu wird die Endereignisvariable gesetzt:
2 StartEventTrigger ∧ Endereignis
⊃ EndEventTrigger’’;EndEventTrigger’’↔ EndEventTrigger
Nun kann in Abha¨ngigkeit des Beobachtungsmusters eine U¨bersetzung angegeben werden.
Beispielsweise verlangt das avoid-during-period Muster, dass die Bedingung wa¨hrend des
Beobachtungszeitraums nie wahr sein darf. Dies wird mit einer temporallogische Formel for-
malisiert, die verlangt, dass immer, wenn der Beobachtungszeitraum begonnen hat aber noch
nicht beendet wurde, die Bedingung nicht wahr sein darf:
2 StartEventTrigger → EndEventTrigger ∨ ¬ Bedingung
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Ein weiteres Beobachtungsmuster ist observe-during-period. Dieses pru¨ft, ob eine
Bedingung wa¨hrend des Intervalls irgendwann einmal aufgetreten ist. Dies entspricht auch
dem Muster der Beispielaussage. Um dieses Muster zu formalisieren, wird eine Hilfsvariable
eingefu¨hrt. Diese heißt Observed. Die Variable muss initial mit dem Wert false belegt sein
und dann, wenn innerhalb der Beobachtungszeitraums das gewu¨nschte Ereignis eintritt auf
den Wert true umgesetzt werden. Allgemein wird dies wie folgt angegeben:
2 StartEventTrigger ∧ ¬ EndEventTrigger ∧ Bedingung
⊃ Observed’’;Observed’’ ↔ Observed
Die Formel wird so interpretiert, dass die Umgebung den Variablenwert von Observed auf
true a¨ndern soll, falls im Beobachtungszeitraum das gewu¨nschte Verhalten auftritt. Passiert
dies nicht, so soll der Wert von der Umgebung auf den gesetzt werden, der zu Anfang des
Schrittes galt. Da das Asbru System den Wert der Observed Variablen unvera¨ndert la¨sst,
bedeutet dies faktisch, dass die Umgebung den Wert ebenfalls unvera¨ndert la¨sst.
Mit dieser Hilfsvariablen kann nun verlangt werden, dass am Ende des Beobachtungsinter-
valls das gewu¨nschte Ereignis beobachtet wurde. Gezeigt werden muss also folgende Formel:
2 ¬ EndEventTrigger ∧ EndEventTrigger’’→ Observed’’
Wichtig ist nun die Einordnung, wie diese Komponenten beim Aussagenbeweis zusammen-
spielen. Das Setzen der Startereignisvariablen und Endereignisvariablen sowie der Beobach-
tungsvariablen Observed geho¨ren zu der sogenannten Umgebungsannahme. Es wird also
angenommen, dass die Umgebung diese Variablen stets korrekt setzt. Daher werden diese
Formeln in den Antezedenten der Sequenz aufgenommen. Dagegen ist zu beweisen, dass die
Beobachtungsvariable am Ende des Beobachtungsintervalls wahr ist. Insofern muss diese For-
mel im Sukzedenten aufgeschrieben werden. Die U¨bersetzung der Beispielaussage lautet also
wie folgt:
2 ¬ StartEventTrigger ∧Vorbedingung” ∧ Startereignis
⊃ StartEventTrigger’’;StartEventTrigger’’ ↔ StartEventTrigger
2 StartEventTrigger ∧ Endereignis
⊃ EndEventTrigger’’;EndEventTrigger’’ ↔ EndEventTrigger
2 StartEventTrigger ∧ ¬ EndEventTrigger ∧ Bedingung
⊃ Observed’’;Observed’’ ↔ Observed
⊢ 2 ¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’
Dabei werden Vorbedingung, Startereignis, Endereignis sowie Bedingung gema¨ß den oben
angegebenen Regeln u¨bersetzt. Details zum gesamten U¨bersetzungprozess sind in [67] aufge-
schrieben.
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Die grundlegende Beweistechnik zur Verifikation von Aussagen u¨ber Asbru-Systeme ist die
symbolische Ausfu¨hrung. In Abschnitt 12 wird beschrieben, wie die Semantik von Asbru
mittels paralleler Programme in das interaktive Beweiswerkzeug KIV eingebettet wird. Der
Abschnitt 13 weist nach, dass die durch Ausfu¨hrung der parallelen Programme entstehenden
Abla¨ufe isomorph sind zu den Asbru-Abla¨ufen, die durch die Anwendung der Asbru-Semantik
Regeln vorgegeben werden.
Dieser Abschnitt beschreibt, wie die symbolische Ausfu¨hrung paralleler Asbru-Prozeduren
durchgefu¨hrt wird. Dazu wird zuna¨chst in Abschnitt 15.1 beschrieben, wie Aussagen auf-
gebaut sind und gelesen werden. Darauf folgt in Abschnitt 15.2 eine Erla¨uterung, welche
Ergebnisse nach der symbolischen Ausfu¨hrung von Asbru-Prozeduren zu erwarten sind und
wie die Beweistechnik der Induktion anzuwenden ist.
15.1 Aussagenformulierung
Temporallogische Aussagen bestehen aus mehreren inhaltlich unterschiedlichen Komponen-
ten. In diesem Abschnitt werden die einzelnen Komponenten im Hinblick auf ihre Notwen-
digkeit bei der Aussagenformulierung und der Ausfu¨hrung der Beweise erkla¨rt. In diesem
Abschnitt werden die in Abschnitt 14 beschriebenen GDL-Aussagen verwendet. Diese wer-
den hier in Bezug zum auszufu¨hrenden Asbru-System gesetzt, fu¨r das sie gelten sollen.
Beweise temporallogischer Aussagen werden in der hier verwendeten ITL+-Logik u¨ber In-
tervalle gefu¨hrt. Intervalle enthalten jeweils einen initialen Zustand σ0, sowie eine potentiell
unendliche Folge von Zustandsu¨berga¨ngen σ′i, σ
′′
i wobei jeweils der zweifach gestrichene Zu-
stand σ′′i interpretiert wird, als der ungestrichene Zustand σi+1. Eine Aussage besteht typi-
scherweise aus vier verschiedenen Komponenten. Die erste Komponente ist eine Beschreibung
des aktuellen Zustands σ0. Dabei handelt es sich um pra¨dikatenlogische Formeln, die Wer-
te der ungestrichenen Variablen beschreiben. Diese werden in Abschnitt 15.1.1 beschrieben.
Eine zweite Komponente beschreibt den Systemu¨bergang, also wie sich der Zustand σ′i bei
gegebenem σi berechnet. Dieser Zustandsu¨bergang wird bei den hier betrachteten Aussagen
ausschließlich durch Asbru-Systeme definiert. Eine Beschreibung von Systemkomponenten
befindet sich in Abschnitt 15.1.2. Die dritte Komponente beschreibt die Zustandsu¨berga¨nge
zwischen einfach gestrichenen σ′i und zweifach gestrichenen σ
′′
i . Diese Komponente wird Um-
gebungsannahme genannt und in Abschnitt 15.1.3 beschrieben. Die vierte und letzte Kom-
ponente ist die Beweisverpflichtung. Diese stellt Anforderungen an die Zustandsu¨berga¨nge.
Diese Anforderungen ko¨nnen an ungestrichene, einfach- oder doppeltgestrichene Zusta¨nde
formuliert sein. Die Beweisverpflichtung wird in Abschnitt 15.1.4 erla¨utert.
15.1.1 Zustandsbeschreibung
Bei der Zustandsbeschreibung handelt es sich um pra¨dikatenlogische Beschreibungen des
aktuellen Zustands, also des ersten Zustands des Intervalls. Eine Sequenz Γ ⊢ ∆ kann nur
dann von einem Intervall I modelliert werden (I |= Γ ⊢ ∆), wenn der initiale Zustand I(0)
die Zustandsbeschreibung erfu¨llt.
Typischerweise gibt es zwei verschiedene Aspekte, die in der Zustandsbeschreibung betrach-
tet werden. Zum Einen wird der aktuelle Zustand der fu¨r Asbru relevant ist beschrieben. Zum
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Anderen werden in der Zustandsbeschreibung die Werte aller GDL-Hilfsvariablen (wie etwa
dem StartEventTrigger) festgehalten.
Fu¨r Asbru sind die Belegung folgender Variablen relevant. Als erstes die Belegung der
Tick Variablen, in der gespeichert wird, ob ein Makro-Schritt durchgefu¨hrt werden kann
oder nicht. Als na¨chstes die Werte der Umgebungssignalsammlung EAGG, in der die Kom-
munikation des medizinischen Personals mit dem System gespeichert wird. Weiterhin Teil
des Zustands des Asbru-Systeme sind die Krankenakte des Patienten PDH sowie die Asbru-
Zustands-Historie ASH. In der Krankenakte sind die medizinisch relevanten Werte des Pa-
tienten gespeichert, in der Asbru-Zustands-Historie die vergangenen Planzustandsu¨berga¨nge
des Asbru-Systems. Im Asbru-Zustand AS werden die aktuellen Planzusta¨nde aller Asbru-
Pla¨ne gespeichert, in der Plankommunikationsvariablen PC die Aktivierungssignale. In der
Rundenza¨hler-Variablen RC wird die Zahl der erfolgreichen Durchla¨ufe zyklischer Pla¨ne fest-
gehalten.
Die Belegungen all dieser Variablen werden in der Zustandsbeschreibung festgehalten. Da-
bei ist es zula¨ssig und teilweise sogar notwendig, einzelne Werte unspezifiziert zu lassen.
Beispielsweise ist im Allgemeinen nicht vorgegeben, welche Signale das medizinische Perso-
nal an das System sendet. Entsprechend mu¨ssen diese EAGG-Werte unspezifiziert bleiben.
Aus Effizienzgru¨nden werden diverse Variablen in der Regel unspezifiziert gelassen. Beispiels-
weise muss der Asbru-Zustand in der Regel nur fu¨r alle aktuell laufenden Pla¨ne und de-
ren Unterpla¨ne spezifiziert werden. Fu¨r Pla¨ne die (noch) nicht ausgefu¨hrt werden, kann der
Planzustand unspezifiziert bleiben. Das erho¨ht die Lesbarkeit der Sequenz und steigert die
Ausfu¨hrungseffizienz. Analoges gilt fu¨r die Asbru-Zustands-Historie. Diese muss nur fu¨r die
Pla¨ne mitgeschrieben werden, die in einem enter bzw. leave Konstrukt einer abstrakten
Asbru-Uhr einer Asbru-Bedingung referenziert werden.
Zusa¨tzlich zu den Variablen, die fu¨r die Ausfu¨hrung von Asbru relevant sind, mu¨ssen auch
noch die Variablenbelegungen beru¨cksichtigt werden, die fu¨r die Spezifikation von GDL-
Aussagen notwendig sind. Dabei handelt es sich speziell um den StartEventTrigger,
den EndEventTrigger sowie gegebenenfalls die Variable Observed.
Eine initiale Zustandsbeschreibung ko¨nnte die folgende Form haben:
Tick,
PDH[AC][BC-nodes] = negative,
PC = init,
¬ StartEventTrigger,
¬ EndEventTrigger,
¬ Observed
In diesem Beispiel ist die Tick Komponente auf den Wert true gesetzt. Alle Pla¨ne, die
aktive Schritte durchfu¨hren, setzen diese Komponente auf den Wert false. Aufgrund der
Spezifikation des sync Pra¨dikats, dass die Berechnungsergebnisse mehrerer Pla¨ne zu einem
zusammenfu¨hrt, reicht ein Plan aus, der die Tick Variable auf den Wert false setzt, damit der
Wert der Variablen nach der Zusamenfu¨hrung false ist. Ist jedoch nach der Systemtransition
Tick mit dem Wert false belegt, dann bedeutet dies, dass ein Makro-Schritt verhindert wird.
Die Umgebungssignale in diesem Beispiel bleiben unspezifiziert, dies fu¨hrt dazu, dass bei
Abfrage dieser Signale eine Fallunterscheidung durchgefu¨hrt werden muss. Nur so kann aber
sichergestellt werden, dass tatsa¨chlich alle mo¨glichen Arztentscheidungen beru¨cksichtigt wer-
den. Die Krankenakte wird partiell festgelegt. Das heißt, dass das
”
BC-nodes“ Feld des ak-
tuellen Zeitpunkts AC der Krankenakte PDH mit dem Wert
”
negative“ belegt wird. Alle
anderen Eintra¨ge der Krankenakte bleiben unspezifiziert. Ebenso unspezifiziert bleiben die
Asbru-Zustands-Historie sowie der Asbru-Zustand und die Zeit. Der Asbru-Zustand wird
wa¨hrend der Ausfu¨hrung automatisch richtig festgelegt, das heißt, der initial inaktive Top-
Level Plan wird in seinem ersten Schritt seinen Zustand automatisch auf den korrekten Wert
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considered setzen. Bevor er in die aktive Phase wechselt, wird er die Zusta¨nde seiner Unter-
pla¨ne auf den Wert inactive setzen. Auf die Weise wird stets der Teil des Asbru-Zustands
konsistent mit den Planzusta¨nden der Pla¨ne gemacht, der fu¨r die Planausfu¨hrung relevant ist.
Gleiches gilt fu¨r die Plankommunikationsvariable. Diese kann aber initial auf die Konstante
”
init“ gesetzt werden. Diese Konstante liefert bei Abfragen der Aktivierungssignale stets das
Ergebnis false zuru¨ck. Die RC Variable kann unspezifiziert gelassen werden, da Pla¨ne, die
in die Execution-Phase gelangen automatisch ihren Rundenza¨hler auf den korrekten Wert
0 setzten. Das heißt, der relevante Teil des Rundenza¨hlers wird stets konsistent gehalten.
Nachdem der Zustand der Asbru-Hierarchie beschrieben wurde, muss als na¨chstes noch der
fu¨r die GDL-Asbru Aussagen relevante Teil des Zustands beschrieben werden. Dieser besteht
im Beispiel aus den drei booleschen Variablen StartEventTrigger, EndEventTrigger
und Observed. Diese ersten beiden Variablen beschreiben das Intervall, in dem das
gewu¨nschte Verhalten beobachtet werden muss. Der StartEventTrigger wird wahr, wenn
der Startzeitpunkt dieses Beobachtungsintervalls vergangen ist, der EndEventTrigger
wird wahr, wenn der Endzeitpunkt dieses Intervalls vergangen ist. Auf diese Weise kann
anhand der Variablen bestimmt werden, ob der gegenwa¨rtige Zeitpunkt vor, nach oder
innerhalb des gesuchten Intervalls ist. Observed wird dann auf den Wert true gesetzt,
wenn das gewu¨nschte Verhalten innerhalb des Beobachtungsintervalls auftritt. Details u¨ber
die Bedeutung dieser Variablen finden sich in Abschnitt 14.
15.1.2 Systembeschreibung
Die Systembeschreibung einer temporallogischen Aussage beinhaltet die Beschreibung aller
Systemtransitionen, also der Zustandsu¨berga¨nge zwischen ungestrichenen und einfach gestri-
chenen Zusta¨nden. Die U¨berga¨nge ko¨nnen entweder mit temporallogischen Formeln oder mit
parallelen Programmen beschrieben werden. Im Fall der symbolischen Ausfu¨hrung von As-
bru werden die in Abschnitt 12 angegebenen Programme verwendet. Dazu wird im initialen
Zustand eine Prozedur verwendet, die dem Top-Level Plan der zu betrachtenden Hierar-
chie entspricht. Im Beispiel soll eine Aussage u¨ber das erste Kapitel der Brustkrebsfallstudie
gefu¨hrt werden. Dieser Plan heißt chapter1 und hat als Top-Level Plan keine weiteren
u¨bergeordneten Pla¨ne. Entsprechend wird die Prozedur wie folgt verwendet:
[inactive#(superGen(‘chapter1’); Tick, EAGG, PDH, ASH, AS, AC, PC, RC)]
Diese Prozedur ruft nach Abarbeitung eines Schrittes die considered# Prozedur auf,
welche dann ihrerseits zu gegebener Zeit die Prozeduren, die die Unterpla¨ne repra¨sentieren,
parallel zu sich selbst startet. Daher entspricht diese Systembeschreibung genau der komplet-
ten relevanten Planhierarchie.
15.1.3 Umgebungsannahme
Die Umgebungsannahme beschreibt die Umgebungsu¨berga¨nge, also die Relation zwischen
einfach gestrichenen und zweifach gestrichenen Zusta¨nden. Umgebungsannahmen werden mit
Hilfe temporallogischer Formeln festgelegt. Dabei ist bei der Formulierung der temporallo-
gischen Formeln ein Unterschied zu den parallelen Programmen zu beachten. Dazu soll als
Beispiel das Programm X := 3 dienen. Dieses Programm kann durch folgende temporallogi-
sche Formel ausgedru¨ckt werden:
X ′ = 3 ∧ ◦last ∧ ⌈X⌉
Dabei hat das erste Glied der Konjunktion die Funktion X im einfach gestrichenen Zustand
auf den Wert 3 zu setzen. Das na¨chste Glied verlangt, dass die temporallogische Formel nach
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einem Schritt terminiert. Das dritte Glied der Konjunktion ist eine
”
unendliche“ Formel.
Diese verlangt, dass der Wert aller Variablen, die nicht X sind unvera¨ndert bleibt. Dadurch
gewinnt ein Programm eine gewisse Form der Exklusivita¨t. Ein Programm verlangt, dass
genau die definierten A¨nderungen durchgefu¨hrt werden aber nicht mehr.
Ein Analogon zu dieser unendlichen Formel, das entsprechende Aussagen fu¨r den Umge-
bungsu¨bergang zwischen einfach und zweifach gestrichenen Zusta¨nden macht, existiert nicht.
Daher muss bei der Umgebungsannahme explizit gemacht werden, welche endlichen Mengen
an Variablen sich auf eine genau definierte Weise a¨ndern sollen. Fu¨r alle nicht angegebenen
Variablen gilt, dass diese sich beliebig a¨ndern ko¨nnen. Dieser Ansatz hat den Vorteil, dass
nicht ein zentrales Programm alle Variablenu¨berga¨nge definiert. Stattdessen kann und muss
die Umgebungsannahme dezentral fu¨r die einzelnen Variablen formuliert werden.
Dies ist insofern sehr hilfreich, als die Umgebungsannahme in Asbru meist aus drei un-
terschiedlichen Aspekten zusammengesetzt wird. Der erste Aspekt beschreibt dabei die For-
derungen des Asbru-Systems. Dieses verlangt beispielsweise, dass die internen Variablen des
Systems, wie die AS-Variable, von der Umgebung nicht vera¨ndert werden. Gleichzeitig wird
aber von der Umgebung verlangt, dass die Asbru-Zustands-Historie in jedem Mikro- wie
Makro-Schritt korrekt fortgeschrieben wird. Diese beiden Forderungen ko¨nnen in KIV wie
folgt als Umgebungsannahme spezifiziert werden:
2 AS’’ = AS’
2 ASH’’ = ASH’[AS’]
Weiterhin muss die Umgebung in jedem Fall die Tick-Variable auf den Wert true setzen.
Da die Programme, die Asbru implementieren diese Variable nur auf den Wert false set-
zen, wenn sie einen Mikro-Schritt wu¨nschen, nicht aber auf true, wenn sie dies nicht tun,
ko¨nnte ohne dieses Verhalten nach einmaligem Umsetzen von Tick kein Makro-Schritt mehr
durchgefu¨hrt werden. In KIV wird diese Umgebungsannahme wie folgt formalisiert:
2 Tick’’
Ein zweiter Aspekt, der von der Umgebungsannahme betrachtet wird, sind Zustandsa¨nde-
rungen, die wa¨hrend Makro-Schritten durch die physische Umgebung ausgelo¨st werden. Im-
mer, wenn ein Makro-Schritt geschieht, kann sich beispielsweise die Krankenakte PDH
a¨ndern. Das bedeutet, dass in Mikro-Schritten verlangt wird, dass sich diese nicht a¨ndert.
Dies kann wie folgt formalisiert werden:
2 ¬ Tick’ → PDH’’ = PDH’
In Makro-Schritten kann durch die zu beweisende Aussage festgelegt sein, wie sich die
Werte der Variablen vera¨ndern ko¨nnen. Verlangt die Aussage beispielsweise, dass der Plan
radiotherapy als Unterplan eines anyorder-Plans ab dem Moment vom medizinischen
Personal pra¨feriert wird, ab dem der Plan zur Brusterhaltenden Therapie in die Execution-
Phase gewechselt hat, kann dies wie folgt formalisiert werden:
2 ( AS’[nameGen(‘bct’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
→ 2 EAGG’’[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))].prefer)
Der dritte Aspekt der Umgebungsannahme wird durch die GDL-Ziele vorgegeben. Diese
regeln u¨ber temporallogische Formeln das Setzen der Variablen, die festhalten, ob das erfor-
derliche Verhalten beobachtet wurde und ob das Startereignis oder das Endereignis stattge-
funden haben. Diese Formeln werden im Abschnitt 14 beschrieben.
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15.1.4 Beweisverpflichtung
Die vierte und letzte Komponente, die zu einer Aussage geho¨rt ist die Beweisverpflichtung.
Durch die Zustandsbeschreibung wird der ungestrichene Zustand definiert. Die Systembe-
schreibung legt fest, wie der U¨bergang von diesem in den einfach gestrichenen Zustand zu
erfolgen hat. Den U¨bergang vom einfach gestrichenen zum zweifach gestrichenen Zustand
definiert die Umgebungsannahme. Die Beweisverpflichtung kann alle drei Zusta¨nde in Bezie-
hung zueinander setzen. Zu beweisen ist, dass diese temporallogische Formel von den anderen
drei Komponenten erfu¨llt wird.
Die Aussagen selber werden mittels GDL formalisiert. Bei einer observe-during-period
Aussage, wie sie in Abschnitt 14 vorgestellt wird, ist die Beweisverpflichtung der Aussage die
nachstehende Formel:
2 ¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’
15.1.5 Sequenz
Die eben vorgestellten Komponenten werden in diesem Abschnitt zu einer Sequenz zusam-
mengesetzt. Diese Sequenz ist ein Beispiel fu¨r ein Beweisziel, das im interaktiven Verifikati-
onssystem KIV bewiesen werden kann.
(: Zustandsbeschreibung :)
Tick,
PDH[AC][‘BC-nodes’] = negative,
PC = init,
¬ StartEventTrigger,
¬ EndEventTrigger,
¬ Observed
(: Systembeschreibung :)
[inactive#(superGen(‘chapter1’); Tick, EAGG, PDH, ASH, AS, AC, PC, RC)]
(: Umgebungsannahme :)
(: Nicht Beeinflussung interner Variablen :)
2 AS’’ = AS’ ∧ PC’’ = PC’
2 Tick’’
(: Korrektes Schreiben der Signale und der Krankenakte :)
2 ( AS’[nameGen(‘bct’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
→ 2 EA’’[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))].prefer)
2 ¬ Tick’ → PDH’’ = PDH’
(: Setzen der GDL-Variablen :)
2 ¬ StartEventTrigger ∧ PDH’’[AC][‘BC-nodes’] = negative
∧ AS[superGen(‘treatment’)] = activated
⊃ StartEventTrigger’’; StartEventTrigger’’ ↔ StartEventTrigger
2 StartEventTrigger ∧ AS[superGen(‘treatment’)] = completed
⊃ EndEventTrigger’’; EndEventTrigger’’ ↔ EndEventTrigger
2 StartEventTrigger ∧ ¬ EndEventTrigger
∧ AS[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
⊃ Observed’’; Observed’’ ↔ Observed
⊢
(: Beweisverpflichtung :)
2 ¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’
Der erste Abschnitt in der Sequenz beschreibt den aktuellen Zustand, sowohl des Asbru-
Systems als auch der GDL-Variablen. Danach folgt die Beschreibung des Asbru-Systems,
gefolgt von der Umgebungsannahme. Diese gliedert sich in die drei Teile, nicht-Beeinflussung
des Systems durch die Umgebung, korrektes Umsetzen der Umgebungssignale und der Kran-
kenakte sowie das korrekte Setzen der GDL-Variablen. Die letzte Komponente der Sequenz
ist die Beweisverpflichtung.
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15.2 Symbolische Ausfu¨hrung
Die in Abschnitt 15.1 vorgestellten Sequenzen sollen im folgenden symbolisch ausgefu¨hrt
werden. Dazu wird die symbolische Ausfu¨hrung paralleler Programme verwendet. In Ab-
schnitt 15.2.1 wird die Ausfu¨hrung der in Abschnitt 15.1 vorgestellten Sequenz durchgefu¨hrt.
Darauf folgend beschreibt der Abschnitt 15.2.2 die Anwendung der temporallogischen Induk-
tion.
15.2.1 Ein erster Schritt
Als Beispiel soll die Aussage aus Abschnitt 15.1 ausgefu¨hrt werden. Diese sieht wie folgt aus:
(: Zustandsbeschreibung :)
Tick,
PDH[AC][‘BC-nodes’] = negative,
PC = init,
¬ StartEventTrigger,
¬ EndEventTrigger,
¬ Observed
(: Systembeschreibung :)
[inactive#(superGen(‘chapter1’); Tick, EAGG, PDH, ASH, AS, AC, PC, RC)]
(: Umgebungsannahme :)
(: Nicht Beeinflussung interner Variablen :)
2 AS’’ = AS’ ∧ PC’’ = PC’
2 Tick’’
(: Korrektes Schreiben der Signale und der Krankenakte :)
2 ( AS’[nameGen(‘bct’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
→ 2 EA’’[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))].prefer)
2 ¬ Tick’ → PDH’’ = PDH’
(: Setzen der GDL-Variablen :)
2 ¬ StartEventTrigger ∧ PDH’’[AC][‘BC-nodes’] = negative
∧ AS[superGen(‘treatment’)] = activated
⊃ StartEventTrigger’’; StartEventTrigger’’ ↔ StartEventTrigger
2 StartEventTrigger ∧ AS[superGen(‘treatment’)] = completed
⊃ EndEventTrigger’’; EndEventTrigger’’ ↔ EndEventTrigger
2 StartEventTrigger ∧ ¬ EndEventTrigger
∧ AS[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
⊃ Observed’’; Observed’’ ↔ Observed
⊢
(: Beweisverpflichtung :)
2 ¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’
Wird in dieser Situation ein symbolischer Schritt ausgefu¨hrt, so ist die Ergebnisaussage wie
folgt:
(: Zustandsbeschreibung :)
Tick,
PDH[AC][BC-nodes] = negative,
PC = init,
¬ StartEventTrigger,
¬ EndEventTrigger,
¬ Observed,
AS[superGen(‘chapter1’)] = considered
(: Systembeschreibung :)
[considered#(superGen(‘chapter1’); Tick, EAGG, PDH, ASH, AS, AC, PC, RC)]
(: Umgebungsannahme :)
(: Nicht Beeinflussung interner Variablen :)
2 AS’’ = AS’ ∧ PC’’ = PC’
(: Korrektes Schreiben der Signale und der Krankenakte :)
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2 ( AS’[nameGen(‘bct’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
→ 2 EA’’[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))].prefer)
2 ¬ Tick’ → PDH’’ = PDH’
(: Setzen der GDL-Variablen :)
2 ¬ StartEventTrigger ∧ PDH’’[AC][‘BC-nodes’] = negative
∧ AS[superGen(‘treatment’)] = activated
⊃ StartEventTrigger’’; StartEventTrigger’’ ↔ StartEventTrigger
2 StartEventTrigger ∧ AS[superGen(‘treatment’)] = completed
⊃ EndEventTrigger’’; EndEventTrigger’’ ↔ EndEventTrigger
2 StartEventTrigger ∧ ¬ EndEventTrigger
∧ AS[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
⊃ Observed’’; Observed’’ ↔ Observed
⊢
(: Beweisverpflichtung :)
2 ¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’
Die A¨nderungen, die sich durch den Schritt ergeben, beschra¨nken sich auf die Systembe-
schreibung und die Zustandsbeschreibung. Durch den Schritt wurde der Planzustand von
inactive auf considered gea¨ndert. Entsprechend besteht die Systembeschreibung nicht
la¨nger aus der inactive#-Prozedur, sondern aus der considered# Prozedur.
15.2.2 Induktion
In Fa¨llen, in denen ein Zyklus im Beweis auftritt, also eine Sequenz, die in dieser Form bereits
vorher aufgetreten ist, kann die Beweistechnik der temporallogische Induktion verwendet wer-
den, um das Beweisziel zu schließen. Beispielsweise ist das der Fall, wenn der Plan
”
chapter1“
im Zustand considered ist. Dann wertet der Plan seine filter-Bedingung aus. Diese ver-
langt, dass eine bestimmte Diagnose vorliegt. Falls dies nicht der Fall ist, wartet der Plan im
Zustand considered ab, ob sich die Diagnose noch a¨ndert. Dies kann beliebig lange dauern,
weswegen temporallogische Induktion angewendet werden muss, um dieses Ziel zu schließen.
Um temporallogische Induktion starten zu ko¨nnen, wird ein Induktionsterm beno¨tigt. In KIV
fest eingebaut ist die Mo¨glichkeit, u¨ber Eventually-Aussagen im Antezedenten Induktion zu
fu¨hren. Dabei ist der Induktionsterm die Zahl der Schritte bis zum Eintreten des Ereignisses
der Eventually-Aussage. Aufgrund der Dualita¨t zwischen Eventually und Always kann eine
Induktion auch u¨ber Always-Formeln im Sukzedenten gestartet werden. In anderen Fa¨llen
muss ein Induktionsterm von Hand angegeben werden.
Durch Starten der Induktion vera¨ndert sich die Sequenz. Zu zeigen ist, dass eine Aussage
immer gilt. Statt dies zu zeigen, kann alternativ angenommen werden, dass die negierte
Aussage irgendwann wahr wird. Wenn gezeigt werden kann, dass die negierte Aussage nie
wahr wird, ist damit die urspru¨ngliche Aussage bewiesen. Formal wird in KIV die Formel
2 ¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’
umgeschrieben zu folgender Formel:
N’ = N’’ + 1 until ¬ (¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’)
Das heißt, eine unspezifizierte, natu¨rliche Zahl N wird so lange weiter erniedrigt, bis die
Negation der urspru¨nglichen Aussage wahr ist. Da N eine natu¨rliche Zahl ist, ist die Induktion
damit wohlfundiert. Damit wird die Sequenz aus Abschnitt 15.2.1, in der Plan chapter1 im
Zustand considered ist, wie folgt umgeschrieben:
(: Zustandsbeschreibung :)
Tick,
PDH[AC][‘BC-nodes’] = negative,
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PC = init,
¬ StartEventTrigger,
¬ EndEventTrigger,
¬ Observed,
AS[superGen(‘chapter1’)] = considered
(: Systembeschreibung :)
[considered#(superGen(‘chapter1’); Tick, EAGG, PDH, ASH, AS, AC, PC, RC)]
(: Umgebungsannahme :)
(: Nicht Beeinflussung interner Variablen :)
2 AS’’ = AS’ ∧ PC’’ = PC’
(: Korrektes Schreiben der Signale und der Krankenakte :)
2 ( AS’[nameGen(‘bct’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
→ 2 EA’’[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))].prefer)
2 ¬ Tick’ → PDH’’ = PDH’
(: Setzen der GDL-Variablen :)
2 ¬ StartEventTrigger ∧ PDH’’[AC][‘BC-nodes’] = negative
∧ AS[superGen(‘treatment’)] = activated
⊃ StartEventTrigger’’; StartEventTrigger’’ ↔ StartEventTrigger
2 StartEventTrigger ∧ AS[superGen(‘treatment’)] = completed
⊃ EndEventTrigger’’; EndEventTrigger’’ ↔ EndEventTrigger
2 StartEventTrigger ∧ ¬ EndEventTrigger
∧ AS[nameGen(‘radiotherapy’, nameGen(‘treatment’, superGen(‘chapter1’)))] = activated
⊃ Observed’’; Observed’’ ↔ Observed
(: Induktionsformel :)
N’ = N’’ + 1 until ¬ (¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’)
INDHYP-nat(N)
⊢
Der Term INDHYP-nat(N) entha¨lt dabei die eigentliche Induktionshypothese. Die Aussage
kann nun wie gewohnt ausgefu¨hrt werden. Nach der Ausfu¨hrung des symbolischen Schrittes
entstehen zwei Beweisziele. Ein Beweisziel beschreibt eine Situation, in der der Planzustand
von
”
chapter1“ den Wert possible angenommen hat, der andere, in der Planzustand noch
immer auf den Wert considered gesetzt ist. Im ersten Fall muss der Beweis weiter mit
symbolischer Ausfu¨hrung gefu¨hrt werden, im zweiten Fall muss die Induktion angewendet
werden.
Die Anwendung der Induktion schla¨gt jedoch fehl. Dadurch, dass der Plan
”
chapter1“
bei einem Warten auf die Erfu¨llung der filter-Bedingung keinen aktiven Schritt durchfu¨hrt,
kommt es zur Ausfu¨hrung eines Makro-Schritts. Dadurch kann sich die Krankenakte belie-
big vera¨ndern wodurch das Wissen, dass die Lymphknoten der Achsel beim Patienten nicht
durch Metastasen befallen sind (PDH[AC][BC-nodes] = negative), verloren geht. Es gibt zwei
Mo¨glichkeiten, mit diesem Umstand umzugehen. Zum Einen kann die Sequenz um eine An-
nahme erweitert werden, dass der Status der Lymphknoten auch u¨ber Makro-Schritte hinweg
nicht vera¨ndert wird. Dies kann formuliert werden als:
2 PDH[AC][‘BC-nodes’] = negative
Ist diese Annahme medizinisch nicht zu rechtfertigen, so muss vor der symbolischen
Ausfu¨hrung die Sequenz generalisiert werden, das heißt, die Information, die durch den
Schritt verloren geht, wird vor der Schrittausfu¨hrung verworfen. Damit ist die Induktion
anwendbar. Ist allerdings die Generalisierung zu stark, das heißt, ist die verworfene
Information im weiteren Beweis wichtig, so fu¨hrt dies zu einem nicht beweisbaren Ziel.
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In diesem Abschnitt wird eine Erweiterung der Beweistechnik der symbolischen Ausfu¨hrung
von Asbru beschrieben. Diese Beweistechnik heißt Beweisdekomposition und ist geeignet, Be-
weise u¨ber große Planhierarchien zu fu¨hren, die mit der symbolischen Ausfu¨hrung alleine nicht
mehr behandelbar sind. Abschnitt 16.1 fu¨hrt in die Probleme der symbolischen Ausfu¨hrung
und das Konzept der Lo¨sung ein. Danach wird in Abschnitt 16.2 die Beweistechnik selbst
beschrieben.
16.1 Motivation der Beweisdekomposition
Zuna¨chst sollen die Probleme der symbolischen Ausfu¨hrung im Zusammenhang mit großen
Planhierarchien beschrieben werden. Im Anschluss daran wird die Idee der Beweisdekompo-
sition anhand eines Beispiels skizziert.
16.1.1 Effizienz der symbolischen Ausfu¨hrung
Die symbolische Ausfu¨hrung, wie sie in Abschnitt 15 vorgestellt wird, kann theoretische mit
beliebig großen Planhierarchien umgehen. In der Praxis gibt es jedoch zwei Faktoren, die die
Gro¨ße der Planhierarchien einschra¨nken, die mit symbolischer Ausfu¨hrung effizient behandel-
bar sind. Der erste Faktor ist die Ausfu¨hrungseffizienz. Diese nimmt mit der Gro¨ße paralleler
Systeme ab. Der zweite Faktor ist der Indeterminismus der Ausfu¨hrung von Pla¨nen.
Die Ausfu¨hrungseffizienz sinkt mit der Gro¨ße des parallelen Systems, beispielsweise da-
durch, dass fu¨r jede einzelne Komponente des Systems tempora¨re Berechnungsergebnisse
bestimmt und gespeichert werden mu¨ssen. Danach mu¨ssen diese Ergebnisse mit dem sync
Operator zusammengefasst werden. Neben der gesteigerten Komplexita¨t der eigentlichen Be-
rechnung ergibt sich eine Verlangsamung dadurch, dass die tempora¨ren Zwischenergebnisse
bei der Simplifikation der Sequenz beru¨cksichtigt werden mu¨ssen und diese so indirekt ver-
langsamen.
Der Indeterminismus der Prozeduren ergibt sich wiederum aus zwei verschiedenen
Aspekten. Werden beispielsweise zwei Unterpla¨ne gleichzeitig gestartet, wobei bei beiden
Unterpla¨nen jeweils aufgrund einer unspezifizierten Krankenakte die Erfu¨llbarkeit der
filter-Bedingungen nicht entschieden werden kann, mu¨ssen mo¨glicherweise neun verschiedene
Fa¨lle beru¨cksichtigt werden. Der erste Unterplan kann sich in drei verschiedenen Zusta¨nden
befinden je nachdem, ob die filter-Bedingung nicht erfu¨llbar, erfu¨llbar oder erfu¨llt ist. Fu¨r
den zweiten Plan ergeben sich gleichen drei Fa¨lle und die parallele Ausfu¨hrung zwingt
dann zur Betrachtung aller drei mal drei Fa¨lle. Die Zahl der zu betrachtenden Fa¨lle
wa¨chst also exponentiell mit der Zahl der Pla¨ne. Eine weitere Quelle des Indeterminismus
sind die anyorder-Kontrolltypen. Diese aktivieren jeweils einen Unterplan basierend auf
einem extern vorgegebenem Signal. Im Bezug auf die Verifikation muss dieses Signal als
indeterministisch angesehen werden.
16.1.2 Umgehung des Indeterminismus
In vielen Fa¨llen ist es nicht notwendig, den Indeterminismus, der durch die Ausfu¨hrung ent-
steht im Detail zu betrachten. Als Beispiel wird die Planhierarchie aus Abbildung 16.1 ver-
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wendet. Der dort angegebene Plan Plan hat die Unterpla¨ne U-Plan 1 bis U-Plan 3, die
mittels anyorder Kontrolle ausgefu¨hrt werden sollen. Gezeigt werden soll, dass Plan immer
beendet wird, sofern nicht sein u¨bergeordneter Plan terminiert. Plan soll dabei auf alle seine
Unterpla¨ne warten.
U−Plan 2U−Plan 1 U−Plan 3
Plan
Abbildung 16.1: Beispielhierarchie
Angenommen, die Unterpla¨ne haben alle filter- und setup- Bedingungen, die immer erfu¨ll-
bar sind, jedoch ist die Krankenakte unterspezifiziert, wodurch nicht entscheidbar ist, ob
die Bedingungen erfu¨llt sind. Sind alle Pla¨ne im Zustand considered, so mu¨ssen nach
Ausfu¨hrung eines Schritts acht verschiedene Fa¨lle unterschieden werden, da jeder der Pla¨ne
unabha¨ngig von den anderen in den Zustand possible fortschreiten kann oder im Zustand
considered bleiben kann.
Der hier entstehende Indeterminismus soll nun besser handhabbar werden. Angenommen
die drei Unterpla¨ne haben keine abort-Bedingung und keine Wartebedingung. Das bedeutet,
dass diese Pla¨ne, wenn sie einmal gestartet wurden, unendlich lange in Selection- und
Execution-Phase verbleiben oder irgendwann in den Zustand completed wechseln, sofern
der Plan Plan nicht terminiert.
Ziel der Beweisdekomposition ist es das fu¨r eine Aussage relevante Verhalten eines Plans
zu identifizieren. In diesem Fall ist das fu¨r die Beendigung von Plan relevante Verhalten
der Unterpla¨ne, dass diese ihre Bearbeitung nicht abbrechen und auch nicht zuru¨ckgewiesen
werden. Dann wird nachgewiesen, dass die Pla¨ne dieses identifizierte Verhalten auch wirklich
zeigen. Dies wird in Abbildung 16.2 veranschaulicht. Es sollen also temporallogische Formeln
ϕ1 bis ϕ3 gefunden werden, die das identifizierte Verhalten beschreiben und fu¨r die gilt, dass
sie eine Abstraktion des Verhaltens der Unterpla¨ne sind.
U−Plan 1
U−Plan 2
U−Plan 3
ϕ2
ϕ1
ϕ3
Abbildung 16.2: Abstraktion der Unterpla¨ne
In einem zweiten Schritt kann eine temporallogische Formel ϕ gesucht werden, die das
gemeinsame Verhalten von ϕ1 bis ϕ3 ausdru¨ckt. Dann wird entweder durch symbolische
Ausfu¨hrung oder mit Hilfe eines Kompositionalita¨tstheorems nachgewiesen, dass ϕ eine kor-
rekte Abstraktion fu¨r die Zusammenschaltung von ϕ1, ϕ2 und ϕ3 ist, wie in Abbildung 16.3
gezeigt.
Durch diese Technik wird von dem exakten Verhalten der Unterpla¨ne so abstrahiert, dass
der Indeterminismus in getrennte Beweise ausgelagert werden kann. Weiterhin wird die Zahl
der parallel laufenden Komponenten reduziert und so erreicht, dass die Ausfu¨hrungseffizienz
steigt. Mit dieser Technik ist somit es mo¨glich, Beweise u¨ber nahezu beliebig große Hierarchien
zu fu¨hren.
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ϕ2ϕ1 ϕ3‖s ‖s → ϕ
Abbildung 16.3: Zusammenfassung der Abstraktionen
16.2 Beweisdekomposition
In diesem Abschnitt werden die formalen Aspekte der Beweisdekomposition beschrieben.
Dazu wird zuna¨chst in Abschnitt 16.2.1 der Rely-Guarantee-Ansatz vorgestellt. Die
Formulierung von Rely-Guarantee-Formeln wird in Abschnitt 16.2.2 beschrieben. In
Abschnitt 16.2.3 wird erla¨utert, wie diese Formeln bewiesen und zusammengefu¨hrt werden
ko¨nnen. Abschnitt 16.2.4 schließt dann die Beschreibung der Beweisdekomposition mit einer
Betrachtung ab, wie diese Formeln angewendet werden ko¨nne.
16.2.1 Der Rely-Guarantee-Ansatz
Der Rely-Guarantee-Ansatz beschreibt eine Mo¨glichkeit, wie reaktive Systeme, die in einer
Umgebung agieren, abstrahiert werden ko¨nnen. Der Ansatz wird beispielsweise in [4, 47, 38,
17] vorgestellt. Um die Abstraktion durchfu¨hren zu ko¨nnen, werden fu¨r dieses eine Annahme
(Rely) und eine Garantie (Guarantee) formuliert. Der Grundgedanke ist, dass das System das
in der Garantie beschriebene Verhalten aufrecht erha¨lt, wenn die Umgebung im Gegenzug
die Annahme nicht verletzt.
Damit ist es mo¨glich, das garantierte Verhalten des Systems vom Verhalten der Umge-
bung abha¨ngig zu machen. Ein Beispiel dafu¨r ist, wenn der Plan garantieren soll, dass seine
Ausfu¨hrung nicht abgebrochen wird. Dazu muss allerdings im Gegenzug die Umgebung ga-
rantieren, dass der u¨bergeordnete Plan nicht terminiert. Terminiert der u¨bergeordnete Plan,
so darf der Unterplan abbrechen oder zuru¨ckgewiesen werden. Angenommen der u¨bergeord-
nete Plan heißt P1, der Unterplan P1.1. Dann ist eine naive Mo¨glichkeit dieses Verhalten zu
formalisieren wie folgt:
2 ¬ isTerminated(AS[P1]) → 2 ¬ isAborted(AS[P1.1])
Wird die Aussage so formalisiert ist sie nur begrenzt nu¨tzlich. Hintergrund hierfu¨r ist die
Vorbedingung 2 ¬ isTerminated(AS[P1]). Dies ist in der Regel nicht beweisbar. In der
Regel terminieren Asbru-Pla¨ne nach einer endlichen Zahl von Schritten. Es ist nicht davon
auszugehen, dass eine medizinische Behandlung, allein aus biologischen Gru¨nden, unendlich
lang andauern kann. Die Formulierung der Aussage la¨sst zu, dass das vom Plan garantier-
te Verhalten bereits von Anfang an nicht eingehalten werden muss, wenn irgendwann die
Umgebung die Annahme verletzt.
Ziel der Formulierung von Rely-Guarantee-Aussagen muss es sein, dass das abstrahierte
System die Garantie erst dann verletzen darf, wenn die Umgebung ihrerseits die Annahme
verletzt hat und das System dies feststellen konnte. Andernfalls werden die abstrahierten
Systeme
”
hellseherisch“. Dies wird in Abbildung 16.4 dargestellt.
Die Abbildung zeigt drei Abla¨ufe zur Illustration von Rely-Guarantee. Die Abla¨ufe be-
stehen aus Transitionen, wobei Transitionen von durchgezogenen zu einem gestrichelten
Zusta¨nden Systemschritte sind, die anderen Transitionen Umgebungsschritte. Der erste Ab-
lauf beschreibt den Fall, in dem die Annahme nie verletzt wird. Dann soll die Garantie auch
nie verletzt werden. Der zweite Ablauf zeigt das Pha¨nomen
”
hellseherischer“ Systeme. Da
im zweiten Schritt die Umgebung die Annahme verletzt, kann der Plan sich bereits im er-
sten Schritt beliebig verhalten. Das interessante an diesem Fall ist, dass die Verletzung der
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G R G R G
R
G R G
? ? ¬ R ?
¬ R ?
Abbildung 16.4: Garantieverletzung bei Rely-Guarantee
Annahme hier mo¨glicherweise u¨berhaupt erst entsteht, weil die Garantie nicht eingehalten
wurde. Dies soll am Beispiel erla¨utert werden.
Angenommen die Annahme an die Umgebung ist, dass der u¨bergeordnete Plan eines Plans
niemals abbricht. Unter dieser Annahme soll der untergeordnete Plan ebenfalls nicht abge-
brochen werden. Fu¨r das Beispiel soll weiter angenommen werden, dass der u¨bergeordnete
Plan in seiner Wartebedingung zwingend auf den zu abstrahierenden Unterplan wartet. Kann
dieser nicht beendet werden, bricht der u¨bergeordnete Plan ab. In diesem Szenario kann das
Paradoxon auftreten, dass der untergeordnete Plan seine Garantie verletzt, weil die Umge-
bung die Annahme fu¨r den u¨bergeordneten Plan spa¨ter einmal verletzen wird. Die Verletzung
der Annahme geht aber in diesem Fall direkt darauf zuru¨ck, dass die Garantie zuerst verletzt
wurde.
Aus diesem Grund ist eine Formulierung der Rely-Guarantee-Formeln so wu¨nschenswert,
wie dies im dritten Ablauf in Abbildung 16.4 gezeigt wird. In diesem Fall wird das System
gezwungen, die Garantie so lange einzuhalten, bis die Umgebung die Annahme verletzt hat
und das System dies auch feststellen konnte. Wird die Annahme also im zweiten Schritt
verletzt, so kann das System dies erst zu Beginn des dritten Schritts feststellen. Erst dann
darf das System sich beliebig verhalten.
16.2.2 Rely-Guarantee-Aussagen
Die Formulierung von Rely-Guarantee-Aussagen wird hier mit dem unless Operator durch-
gefu¨hrt. Eine Formel ϕ unless ψ ist wahr, genau dann, wenn ϕ so lange gilt, bis mindestens
einmal ψ wahr geworden ist. Dabei muss ψ niemals eintreten, das heißt, es kann auch immer
ϕ gelten.
Sei G die Garantie eines Systems und R die Annahme an die Umgebung, dann wird die
Rely-Guarantee-Aussage wie folgt formalisiert. G unless G ∧ ¬ R. In Worten, die Garantie
G gilt solange, bis noch ein letztes mal G gilt und die Annahme R verletzt wird. Die Tatsache,
dass die Garantie G in dem Schritt noch einmal gelten muss, in dem die Annahme R verletzt
wurde, beruht auf dem System/Umgebungskonzept von ITL+. Jeder Schritt besteht aus zwei
Teilschritten, dem Systemschritt und dem Umgebungsschritt. Die Abfolge ist, dass zuna¨chst
ein Systemschritt stattfindet, nachdem dann ein Umgebungsschritt durchgefu¨hrt wird. Die
Annahme an die Umgebung wird logischerweise so formuliert, dass sie Aussagen u¨ber den
Umgebungsschritt macht, wa¨hrend die Garantie so formuliert wird, dass sie Aussagen u¨ber
den Systemschritt macht. Das bedeutet, dass der Plan die Verletzung der Annahme erst einen
Schritt spa¨ter feststellen kann. Diese Argumentation kann in Abbildung 16.4 nachvollzogen
werden.
Mit diesen Grundlagen ko¨nnen nun Garantien und Annahmen formuliert werden. Dabei
handelt es sich um einen kreativen Schritt, der nicht allgemein beschrieben werden kann. Es
hat sich jedoch im Laufe der Anwendung der Verfahren auf die Fallstudie ein Vorgehensmuster
als besonders nu¨tzlich herausgestellt. Nach diesem Vorgehen wird die Garantie formuliert als
eine Konjunktion von Implikationen. Vorbedingungen der Implikationen sind ungestrichene
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Variablenzusta¨nde, Nachbedingungen einfach-gestrichene Variablenzusta¨nde. Dies soll nun
anhand von Beispielen gezeigt werden.
Den Anfang macht dabei das oben aufgefu¨hrte Beispiel, bei dem ein Plan nicht abbrechen
soll, solange der u¨bergeordnete Plan nicht abbricht. In das erwa¨hnte Formulierungsmuster
u¨bersetzt ist die Garantie des Plans also, dass der Planzustand in der einfach gestrichenen
Asbru-Zustandsvariablen nicht abgebrochen ist, wenn er in der nicht-gestrichenen Asbru-
Zustandsvariablen nicht abgebrochen ist. Die Garantie ist also, dass der Plan nicht auf den
aborted Zustand wechselt. Formal:
AS[iname] 6= aborted → AS’[iname] 6= aborted
Eine andere Garantie ist, dass ein Plan niemals in die Execution-Phase wechselt, wenn
er nicht sein Aktivierungssignal erhalten hat. Auch dies la¨sst sich mit der oben beschriebenen
Methodik formalisieren:
¬ isExecuted(AS[iname]) ∧ ¬ PC[iname] → ¬ isExecuted(AS’[iname])
Ein letztes Beispiel, dass hier noch vorgestellt wird beschreibt die Aktivierung eines Plans
u¨ber mehrere Ebenen. Angenommen, es ist wichtig, dass ein Plan so lange nicht aktiviert
wird, wie der u¨bergeordnete Plan selbst noch nicht aktiviert worden ist. Dies ist deswegen
eine vernu¨nftige Forderung, da nur der u¨bergeordnete Plan das Aktivierungssignal senden
kann. Ist dieser noch nicht in der Execution-Phase, kann der untergeordnete Plan nicht
gestartet und nicht aktiviert werden. Als Garantie kann dies wie folgt formuliert werden:
¬ isExecuted(AS[iname]) ∧ ¬ PC[iname] → ¬ isExecuted(AS’[iname])
¬ isExecuted(AS[iname]) ∧ ¬ PC[nameGen(SK1, iname)] → ¬ PC’[nameGen(SK1, iname)]
Die erste Zeile dieser Garantie stellt sicher, dass der u¨bergeordnete Plan nur in die
Execution-Phase kommen kann, wenn er sein Aktivierungssignal erhalten hat. Die
zweite Zeile dann stellt sicher, dass der Plan kein Aktivierungssignal an seinen Unterplan
verschickt, wenn er selbst nicht in der Execution-Phase ist.
Die Annahmen werden u¨ber einfach und zweifach gestrichene Variablen formuliert.
Typischerweise besteht eine Umgebungsannahme aus Formeln, die sicherstellen, dass die
Umgebung nicht die Planzustandsfelder der betrachteten Pla¨ne a¨ndert. In dem zuletzt
beschrieben Aktivierungsbeispiel wa¨re also ein Teil der Annahme, das die plan und
nameGen(SK1, iname) Felder der AS-Variablen unvera¨ndert bleiben:
AS’’[iname] = AS’[iname] ∧ AS’’[nameGen(SK1, iname)] = AS’[nameGen(SK1, iname)]
Eine weitere ha¨ufige Komponente der Annahme ist, dass durch die Umgebung nicht die
Plankommunikationsvariable in den relevanten Feldern vera¨ndert wird. Im Beispiel wird dies
wie folgt formalisiert:
PC’’[nameGen(SK1, iname)] = PC’[nameGen(SK1, iname)]
Damit kann eine Gesamtaussage formuliert werden, die folgende Form hat:
( (¬ isExecuted(AS[iname]) ∧ ¬ PC[iname] → ¬ isExecuted(AS’[iname]))
∧ (¬ isExecuted(AS[iname]) ∧ ¬ PC[nameGen(SK1, iname)] → ¬ PC’[nameGen(SK1, iname)]))
unless
( (¬ isExecuted(AS[iname]) ∧ ¬ PC[iname] → ¬ isExecuted(AS’[iname]))
∧ (¬ isExecuted(AS[iname]) ∧ ¬ PC[nameGen(SK1, iname)] → ¬ PC’[nameGen(SK1, iname)])
∧ ¬ ( AS’’[iname] = AS’[iname]
∧ AS’’[nameGen(SK1, iname)] = AS’[nameGen(SK1, iname)]
∧ PC’’[nameGen(SK1, iname)] = PC’[nameGen(SK1, iname)]))
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Mit dieser Aussage wird ein Teil des Verhaltens der betrachteten Pla¨ne iname und
nameGen(SK1, iname) beschrieben, von großen Teilen jedoch abstrahiert. Beispielsweise
gehen Informationen u¨ber zeitliche Abfolgen weitgehend verloren. Wu¨rde der Plan iname
die Selection-Phase u¨berspringen und direkt vom Zustand inactive in den Zustand
completed wechseln, wu¨rde dies nicht dieser Aussage widersprechen.
Bevor diese Aussage jedoch tatsa¨chlich verwendet werden kann, muss die Garantie noch er-
weitert werden. Die abstrahierten Pla¨ne haben mit dieser Formel die Mo¨glichkeit, den Asbru-
Zustand, die Patientendaten oder die Plankommunikationsvariable beinahe vollkommen be-
liebig zu a¨ndern. Damit ko¨nnen die abstrahierten Pla¨ne auch die Planzustandsfelder anderer
Pla¨ne beschreiben und so bei der Ausfu¨hrung Schreibkonflikte auslo¨sen. Daher wird jeder Ga-
rantie noch eine Komponente hinzugefu¨gt, die fu¨r alle Abstraktionen gleichermaßen erstellt
wird:
⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, (iname + nameGen(SK1, iname)))
∧ frame_pc(PC, PC’, subplans)
Diese Formel garantiert, dass lediglich die Asbru-Zustands-Variable, und die Plankom-
munikationsvariable der betrachteten Pla¨nen sowie die Tick-Komponente vera¨ndert werden.
Der zweite Teil der Formel beschreibt genauer, welche Aspekte der Asbru-Zustandsvariablen
vera¨ndert werden du¨rfen, na¨mlich nur die des obersten betrachteten Plans und aller seiner
Unterpla¨ne. Die Plankommunikationsvariable darf nur vera¨ndert werden an den Stellen aller
Unterpla¨ne des obersten betrachteten Plans.
Damit la¨sst sich die vorhin vorgestellte Aussage vervollsta¨ndigen:
( (¬ isExecuted(AS[iname]) ∧ ¬ PC[iname] → ¬ isExecuted(AS’[iname]))
∧ (¬ isExecuted(AS[iname]) ∧ ¬ PC[nameGen(SK1, iname)] → ¬ PC’[nameGen(SK1, iname)])
∧ ⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, iname + nameGen(SK1, iname))
∧ frame_pc(PC, PC’, nameGen(SK1, iname)))
unless ( (¬ isExecuted(AS[iname]) ∧ ¬ PC[iname] → ¬ isExecuted(AS’[iname]))
∧ ( ¬ isExecuted(AS[iname]) ∧ ¬ PC[nameGen(SK1, iname)]
→¬ PC’[nameGen(SK1, iname)])
∧ ⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, iname + nameGen(SK1, iname))
∧ frame_pc(PC, PC’, nameGen(SK1, iname))
∧ ¬ ( AS’’[iname] = AS’[iname]
∧ AS’’[nameGen(SK1, iname)] = AS’[nameGen(SK1, iname)]
∧ PC’’[nameGen(SK1, iname)] = PC’[nameGen(SK1, iname)]))
16.2.3 Beweis und Kombination von Rely-Guarantee-Aussagen
Der Beweis von Rely-Guarantee-Aussagen erfolgt genau wie der Beweis von medizinischen
Aussagen, das heißt, es wird dazu entweder die symbolische Ausfu¨hrung oder rekursiv die
Beweisdekomposition angewendet. Besonderheiten ko¨nnen sich durch eingeschra¨nkte Annah-
men an die Umgebung ergeben. Beispielsweise sind Aussagen u¨ber Pla¨ne mo¨glich, bei denen
die Umgebungsannahme keine Forderung an die Umgebung stellt, die Planzustandskompo-
nenten der betrachteten Pla¨ne unvera¨ndert zu lassen. Da ein Plan in der Execution-Phase
seine Ausfu¨hrung vom Zustand seiner Unterpla¨ne abha¨ngig macht, wird das Verhalten des
Plans nahezu beliebig, wenn die Zusta¨nde der Unterpla¨ne von der Umgebung gea¨ndert werden
ko¨nnen.
Hierzu ist das System/Umgebungsmodell von ITL+ zu beachten. Die Unterpla¨ne setzen
ihre eigenen Planzusta¨nde zwar korrekt in der einfach gestrichenenAS-Variablen, jedoch lesen
die Pla¨ne die Planzusta¨nde aus der von der Umgebung modifizierten, zweifach-gestrichenen
AS-Variablen (die die nicht-gestrichene AS Variable des na¨chsten Zustands ist). Wenn die
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Umgebung diese beliebig vera¨ndern darf, ist undefiniert, welches Ergebnis gelesen wird und
entsprechend ist auch das Verhalten der Pla¨ne beliebig. Solange dieses Verhalten ausreicht
um die eigentliche Aussage zu beweisen, fu¨hrt eine Verkleinerung der Annahme lediglich zu
einer effizienteren Ausfu¨hrung der Rely-Guarantee-Aussagen und damit zu einer effizienteren
Beweisfu¨hrung.
Um die Zahl der im System existierenden ‖s Operatoren zu verringern, ko¨nnen Rely-
Guarantee-Aussagen miteinander kombiniert werden. Werden in einem Beweis zwei Aussagen
ϕ1 und ϕ2 verwendet, so ist das Ziel, eine Aussage ϕ zu finden, so dass einerseits ϕ1 ‖s ϕ2 → ϕ
gilt, also ϕ eine korrekte Abstraktion der beiden einzelnen Komponenten ist, und gleichzeitig
die Gesamtaussage beweisbar bleibt.
Sind die beiden Aussagen von der in Abschnitt 16.2.1 beschriebenen Form, la¨sst sich die
Kombination der Aussagen automatisieren. Dazu wird vereinfachend angenommen, dass die
Aussagen ϕ1 und ϕ2 jeweils eine Implikation in der Garantie auffu¨hren. Sei also ϕ1 wie folgt:
( (ψ1.1 → ψ1.2)
∧ ⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, planlist1.1)
∧ frame_pc(PC, PC’, planlist1.2))
unless ( (ψ1.1 → ψ1.2)
∧ ⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, planlist1.1)
∧ frame_pc(PC, PC’, planlist1.2))
∧ ¬ (R1)
ϕ2 sei wie folgt definiert:
( (ψ2.1 → ψ2.2)
∧ ⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, planlist2.1)
∧ frame_pc(PC, PC’, planlist2.2))
unless ( (ψ2.1 → ψ2.2)
∧ ⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, planlist2.1)
∧ frame_pc(PC, PC’, planlist2.2))
∧ ¬ (R2)
Dann kann daraus in der Regel eine Gesamtaussage ϕ generiert werden, indem folgendes
Schema benutzt wird:
( (ψ1.1 → ψ1.2)
∧ (ψ2.1 → ψ2.2)
∧ ⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, union(planlist1.1, planlist2.1))
∧ frame_pc(PC, PC’, union(planlist1.2, planlist2.2)))
unless ( (ψ1.1 → ψ1.2)
∧ (ψ2.1 → ψ2.2)
∧ ⌈AS, PC, Tick⌉
∧ frame_as(AS, AS’, union(planlist1.1, planlist2.1))
∧ frame_pc(PC, PC’, union(planlist1.2, planlist2.2)))
∧ ¬ (R2 ∧ R2)
Das Schema sieht vor, dass alle Implikationen der beiden Garantien mittels Konjunktionen
verknu¨pft werden und so den ersten Teil der globalen Garantie bilden. Der zweite Teil der
Garantie beschreibt, welche Variablen bzw. Variablenfelder nicht durch die abstrahierten
Systeme vera¨ndert werden. Hierbei ist es notwendig, die Mengen der zu vera¨ndernden Pla¨ne zu
vereinigen. Das bedeutet, das abstrahierte Gesamtsystem darf alle Planzustands-Felder und
Plankommunikationsvariablen-Felder vera¨ndern, die eines der Teilsysteme vera¨ndern durfte.
Die Annahmen der Teilsysteme werden mittels Konjunktion miteinander verbunden. Das
heißt, das Gesamtsystem darf dann von seinen Garantien abweichen, wenn eine der Annahmen
der Teilsysteme verletzt wurde. Dieser Aspekt der Zusammenfu¨hrung wirkt abschwa¨chend,
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das heißt, ϕ ist aufgrund dieser Zusammenlegungen der Garantien echt schwa¨cher als die
Teilsysteme ϕ1 und ϕ2. Jedoch wird diese Abschwa¨chung nur dann relevant, wenn eine der
Annahmen der Teilsysteme verletzt wird. Unter der Annahme, dass keine der Annahmen
verletzt wird, ist die zusammengefu¨hrte Formel ϕ in der Regel a¨quivalent zu ϕ1 ‖s ϕ2.
Nachdem die Gesamtformel ϕ aufgestellt wurde, muss noch bewiesen werden, dass diese
eine Abstraktion von ϕ1 ‖s ϕ2 ist. Dazu kann entweder symbolische Ausfu¨hrung verwendet
werden oder ein Modularisierungstheorem. Diese Beweistechnik wird in [11] vorgestellt.
16.2.4 Anwendung der Beweisdekomposition
Der Vorgang zur Verwendung der Beweisdekomposition ist immer derselbe. Bei einem Beweis,
der mittels symbolischer Ausfu¨hrung durchgefu¨hrt wird, wird offensichtlich, dass das System
zu groß ist, um den Beweis effizient mit der symbolischen Ausfu¨hrung abschließen zu ko¨nnen.
In diesem Fall fa¨llt die Wahl auf die Anwendung der Beweisdekomposition.
Die Planhierarchie wird daraufhin untersucht, ob und wenn ja, welche Pla¨ne die Korrekt-
heit der Aussage beeinflussen ko¨nnen. Ha¨ufig stellt sich bei dieser Untersuchung heraus, dass
die u¨berwiegende Zahl der Pla¨ne der Hierarchie keinen Einfluss auf die Korrektheit der zu
zeigenden Aussage hat. Solche Pla¨ne werden als passive Pla¨ne bezeichnet. Fu¨r diese wird
bei der Suche nach Rely-Guarantee-Aussagen eine Standardabstraktion gewa¨hlt, die lediglich
verlangt, dass der passive Plan und seine Unterpla¨ne lediglich die zu ihnen geho¨rigen Felder
in der AS-Variablen und der PC-Variablen sowie die Tick-Komponente des Zustands be-
schreiben. Diese Garantie gilt immer, da die Pla¨ne technisch keine Mo¨glichkeit haben, andere
Felder zu a¨ndern. In diesem Fall ist die Annahme an das System daher leer, die Aussage gilt
unabha¨ngig vom Verhalten der Umgebung.
Als na¨chstes wird in einem kreativen Schritt das relevante Verhalten der Pla¨ne bestimmt,
die nicht passiv sind. Ein typischer Fall fu¨r solches Verhalten ist, dass ein Plan nicht in die
Execution-Phase wechseln kann, solange er oder seine u¨bergeordneten Pla¨ne nicht aktiviert
wurden. Ein anderes typisches Beispiel ist, dass ein Plan unter bestimmten Umsta¨nden we-
der seine Bearbeitung abbricht noch zuru¨ckgewiesen wird und nach seinem Start entweder
unendlich lange la¨uft oder schlussendlich seine Ausfu¨hrung beendet.
Wenn fu¨r alle Pla¨ne die entsprechenden Abstraktionsaussagen formuliert wurden, werden
diese zu einer einzigen Aussage zusammengefasst. Diese Aussage wird dann in den urspru¨ng-
lichen Beweis so eingebaut, dass statt der Vielzahl der Asbru-Pla¨ne nur noch eine Abstrakti-
onsaussage ausgefu¨hrt werden muss. Nach Einbau der Abstraktionsaussage wird als na¨chstes
der Zustand soweit generalisiert wie no¨tig, so dass nach Ausfu¨hrung eines temporallogischen
Schritts Induktion anwendbar ist.
Am Beispiel wird diese Technik bei der Beschreibung der Fallstudienbeweise ab Kapitel 21
demonstriert.
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Bei Durchfu¨hrung eines Korrektheitsbeweises mit Asbru kann sich die Situation ergeben,
dass nach einem temporallogischen Schritt eine unbeweisbare Sequenz entsteht. In diesem
Fall ist es wu¨nschenswert, feststellen zu ko¨nnen, ob die Sequenz nur aufgrund fehlerhaft
angewendeter abschwa¨chender Regeln entstanden ist oder die urspru¨ngliche Aussage nicht
beweisbar ist. Die Probleme, die dabei entstehen, werden in Abschnitt 17.1 beschrieben. Die
dafu¨r einzusetzenden Lo¨sungen werden in Abschnitt 17.2 beschrieben. Dieser Abschnitt fasst
die Ergebnisse aus [34] zusammen.
17.1 Problembeschreibung
Bei der symbolischen Ausfu¨hrung von Asbru werden abschwa¨chende Regeln verwendet. Zum
Einen geschieht dies automatisch dadurch, dass Heuristiken Daten u¨ber alte Zusta¨nde ver-
werfen, zum Anderen werden bei der Beweisdekomposition abschwa¨chende Generalisierungen
verwendet. In der Regel werden die Heuristiken nur Daten verwerfen, die keine Information
mehr tragen, jedoch kann es in Ausnahmefa¨llen auch vorkommen, dass Informationen ver-
worfen werden. Dadurch kann eine Sequenz unbeweisbar werden. Genauso kann dies bei der
Dekomposition von Beweisen passieren, wenn die Abstraktion wichtige Aspekte des Ablaufs
eines Plans nicht beru¨cksichtigt.
Aus diesem Grund kann aus der Unbeweisbarkeit einer Sequenz innerhalb eines Korrekt-
heitsbeweises in der Regel nicht gefolgert werden, dass die urspru¨ngliche Aussage fehlerhaft
war. Demzufolge muss nachgewiesen werden, dass die unbeweisbare Aussage tatsa¨chlich feh-
lerhaft ist. Große Planhierarchien erlauben es allerdings meist nicht, ohne die abschwa¨chenden
Regeln den Beweis zu wiederholen und zu pru¨fen, ob die fragliche Sequenz dann noch immer
nicht beweisbar ist.
17.2 Lo¨sungsansa¨tze
Das Problem unbeweisbarer Sequenzen wird u¨ber den Nachweis von Gegenbeispielen ange-
gangen. Das heißt, falls die urspru¨ngliche Aussage unbeweisbar sein sollte, wird gezeigt, dass
die negierte Aussage beweisbar ist. Als Beispiel soll die Beweisverpflichtung einer observe-
during-period Aussage verwendet werden. Diese hat die Form
2 ¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’
Es muss also nachgewiesen werden, dass die Observed Variable immer dann denWert true
angenommen hat, wenn das Endereignis auftritt. Wird diese Aussage nach den allgemeinen
Regeln zur Negation von Aussagen behandelt, ergibt sich als Negat davon
3 ¬ EndEventTrigger ∧ EndEventTrigger’’ ∧ Observed’’
Diese Aussage zu beweisen kann zu zwei Problemen fu¨hren. Das erste Problem hat seine
Ursache darin, dass gezeigt werden muss, dass das Endereignis auch wirklich eintritt. Details
und die Lo¨sung zu dieses Problems wird in Abschnitt 17.2.1 beschrieben. Das zweite Problem
liegt darin, dass die urspru¨ngliche Aussage mo¨glicherweise nicht unter allen Umsta¨nden falsch
ist. Details und Lo¨sung zu diesem Problem werden in Abschnitt 17.2.2 beschrieben.
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17.2.1 Erzwingen der Terminierung
Asbru-Aussagenbeweise verwenden ha¨ufig die Induktion, um mit dem Problem potentiell un-
endlicher Zyklen umzugehen. Solche Zyklen ko¨nnen immer dann auftreten, wenn eine Asbru-
Bedingung so formuliert ist, dass sie prinzipiell unendlich lange erfu¨llbar, dabei aber nie erfu¨llt
ist. In diesem Fall kann nicht garantiert werden, dass der Zyklus jemals beendet wird. Der
Beweis der Lebendigkeitsaussage
3 ¬ EndEventTrigger ∧ EndEventTrigger’’ ∧ Observed’’
ist damit unmo¨glich, da durch die Zyklen eben gerade nicht bewiesen werden kann, dass
ein Endereignis u¨berhaupt eintritt.
Entsprechend mu¨ssen bei Beweis solcher Aussagen unendliche Zyklen verboten werden.
Typischerweise mu¨ssen dafu¨r drei Bedingungen u¨berpru¨ft werden. Dabei handelt es sich um
die filter- und die setup-Bedingung, speziell wenn sie mit einer now ata-Zeit-Annotation
verknu¨pft sind. Weiterhin muss die complete-Bedingung von user-kontrollierten Pla¨nen
gepru¨ft werden.
Im Fall der filter- und der setup-Bedingungen muss durch entsprechende Forderungen an
die Krankenakte sichergestellt werden, dass die Bedingungen als erfu¨llt oder nicht erfu¨llbar
ausgewertet werden ko¨nnen. Beispielsweise pru¨ft der oberste Plan des ersten Kapitels der
Fallstudie in seiner filter-Bedingung, ob eine bestimmte Diagnose vorliegt. Diese Pru¨fung
wird unendlich lange wiederholt, bis sie positiv abgeschlossen werden kann. Entsprechend
muss zum Beweis des Gegenbeispiels eine zusa¨tzliche Umgebungsannahme formuliert werden,
die diese Diagnose immer dann wahr macht, wenn die Bedingung ausgewertet wird. Dies kann
wie folgt formalisiert werden:
2 AS[superGen(‘chapter1’)] = considered → PDH[AC][‘diagnosis’] = DCIS
Damit wird erreicht, dass die Auswertung der filter-Bedingung in einem Schritt abgeschlos-
sen werden kann. Solche, dem Gegenbeispiel hinzugefu¨gten, Umgebungsannahmen mu¨ssen al-
lerdings nach Beweis des Gegenbeispiels den begutachtenden A¨rzten vorgelegt werden, damit
diese beurteilen ko¨nnen, ob die geforderten Einschra¨nkungen medizinisch zula¨ssig sind.
Ein weiterer Aspekt, der zu unendlichen Zyklen fu¨hren kann, ist die Auswertung der
complete-Bedingung bei user-kontrollierten Pla¨nen. Typischerweise sind diese Bedingun-
gen so spezifiziert, dass sie vom medizinischen Personal verzo¨gert werden ko¨nnen. Das heißt,
ein solcher Plan wird so lange laufen, bis das .confirm Signal der complete-Bedingung
gesendet wird. Fu¨r die Berechnung von Gegenbeispielen wird das Auftreten dieses Signals
durch eine Umgebungsannahme erzwungen. Soll beispielsweise erreicht werden, dass stets
das .override Signal des Plans ‘mammography’ gesetzt wird, sobald dieser ausgefu¨hrt wird,
kann dies mit folgender Umgebungsannahme geschehen:
2 AS[nameGen(‘mammography’, nameGen(‘diagnosis’, superGen(‘chapter1’)))] = activated
→ 3 EAGG[nameGen(‘mammography’,
nameGen(‘diagnosis’, superGen(‘chapter1’)))] .confirm .complete
In diesem Fall wird garantiert, dass nach Aktivierung des Plans irgendwann das entspre-
chende Signal gesendet wird. Eine Induktion ist damit mo¨glich u¨ber die Zahl der Schritte,
die bis zum Senden des Signals vergehen. Diese Annahme muss prinzipiell nicht gerechtfertigt
werden. Asbru soll eine reale Patientenbehandlung darstellen und als solches ist es unmo¨glich,
dass eine medizinische Intervention unendlich lang andauern soll.
Alternativ dazu kann eine sta¨rkere Annahme getroffen werden. Diese verzichtet auf die
Annahme, dass das Signal irgendwann gesendet wird sondern verlangt stattdessen, dass das
Signal sofort gesetzt wird. Formalisiert wird dies wie folgt:
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2 AS[nameGen(‘mammography’, nameGen(‘diagnosis’, superGen(‘chapter1’)))] = activated
→ EAGG[nameGen(‘mammography’,
nameGen(‘diagnosis’, superGen(‘chapter1’)))] .confirm .complete
In diesem Fall muss in Zusammenarbeit mit Doma¨nenexperten gekla¨rt werden, ob die
vereinfachende Annahme zula¨ssig ist.
17.2.2 Einschra¨nkungen der Aussage
Auch wenn das Modell so modifiziert wurde, dass keine unendlichen Abla¨ufe mehr mo¨glich
sind, kann es dennoch sein, dass die negierte Aussage nicht beweisbar ist. Dies ist immer
dann der Fall, wenn die urspru¨ngliche Aussage in einigen Fa¨llen gilt, jedoch nicht in allen.
In diesem Fall muss das Modell soweit eingeschra¨nkt werden, dass nur noch Fa¨lle betrachtet
werden, in denen die Aussage nicht gilt. Es gibt zwei Kategorien von Einschra¨nkungen. Die
eine schra¨nkt die Gruppe der betrachteten Patienten ein, die andere die Menge der Abla¨ufe
des Systems. Dies wird im Folgenden vorgestellt.
Einschra¨nken der Patientengruppen
Einschra¨nkungen der betrachteten Patientengruppe werden immer dann no¨tig, wenn Fall-
unterscheidungen, etwa bei Bedingungen oder dem ifThenElse-Kontrolltyp die Korrekt-
heit der Aussage beeinflussen. Beispielsweise entscheidet eine ifThenElse-Kontrolle welcher
Unterplan gestartet wird. Diese Entscheidung basiert auf der Zahl der mit Krebs befalle-
nen Lymphknoten der Achsel. Ist kein Lymphknoten befallen, so wird der erste Unterplan
ausgefu¨hrt. In diesem Fall wird die Aussage erfu¨llt. Sind dagegen Lymphknoten von Krebs
befallen, wird der zweite Unterplan ausgefu¨hrt. In diesem Fall wird die Aussage verletzt und
die Negation der Aussage wird wahr. Fu¨r die gesamte Patientengruppe, also alle Patienten
sowohl mit als auch ohne befallene Lymphknoten ist weder die Aussage noch deren Negat
wahr. Es kann allerdings gezeigt werden, dass bei einer eingeschra¨nkten Patientengruppe,
na¨mlich der mit befallenen Lymphknoten, die Aussage verletzt wird. Dieser eingeschra¨nkte
Fall kann bewiesen werden, in dem das Modell um die nachstehende Umgebungsannahme
erweitert wird:
2 PDH[AC][‘BC-nodes’] = positive
Wenn mit dieser Zusatzannahme die urspru¨ngliche Aussage falsifiziert wird, kann das Er-
gebnis mit Doma¨nenexperten der Medizin diskutiert werden und eingegrenzt werden, woher
diese Anomalie kommt.
Einschra¨nken der Abla¨ufe
Teilweise reicht ein Einschra¨nken der Patientengruppe nicht aus, um eine Aussage falsifizie-
ren zu ko¨nnen. Viele Fallstudien enthalten anyorder-kontrollierter Pla¨ne. Diese wa¨hlen zu
startende Unterpla¨ne auf Basis eines vom Arzt zu senden Signals aus. Fu¨r Belange der Ve-
rifikation muss dieses Signal jedoch als zufa¨llig angesehen werden. Eine Aussage kann nun
gerade dadurch verletzt werden, dass die Signale in einer bestimmten Reihenfolge eintreffen.
Fu¨r die Falsifizierung von Aussagen muss also gegebenenfalls auch eine Umgebungsan-
nahme formuliert werden, die eine Reihenfolge der Signale vorgibt. Beispielsweise kann mit
nachstehender Formel erreicht werden, das stets der Plan der Brusterhaltenden Therapie den
Vorzug vor dem der Mastektomie erha¨lt:
2 EAGG[nameGen(‘bct’, nameGen(‘treatment’, superGen(‘chapter1’)))].prefer
∧ ¬ EAGG[nameGen(‘bct’, nameGen(‘treatment’, superGen(‘chapter1’)))].prefer
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Mit den hier vorgestellten Techniken ist es mo¨glich, mittels geeigneter Umgebungsannah-
men einen genauen Ablauf der Planhierarchie vorzugeben. Werden die Terminierungsbedin-
gungen entsprechend gewa¨hlt, der Indeterminismus der anyorder-Kontrollen begrenzt und
die Patientengruppen entsprechend eingeschra¨nkt, ist es mo¨glich, Gegenbeispiele vollautoma-
tisch zu beweisen. Dieses Ergebnis aus [34] erlaubt es, auf einfache Weise Gegenbeispiele zu
berechnen und den Doma¨nen-Experten zur Begutachtung vorzulegen.
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Ein zur interaktiven Verifikation verschiedenes Herangehen zur Verifikation medizinischer
Behandlungsrichtlinien ist die Anwendung automatischer Modell-Pru¨fungs-Techniken. Diese
werden in [24] vorgestellt. Um diese Technik anwenden zu ko¨nnen, wird ein abstrahiertes
Modell der Leitlinie aus dem Asbru-Modell erstellt. Aussagen ko¨nnen in diesem Modell au-
tomatisiert verifiziert werden. Die Abstraktion der Asbru-Modells wird in Abschnitt 18.1
beschrieben, die Verifikation der Aussagen in Abschnitt 18.2.
18.1 Generierung des abstrahierten Modells
Modellpru¨fer versuchen den Zustandsraum eines Modells vollautomatisch zu generieren und
die Korrektheit einer Aussage in diesem Zustandsraum nachzuweisen. Dadurch, dass wa¨hrend
der Generierung des Zustandsraums keine Interaktion mo¨glich ist, muss der Modellpru¨fer mit-
tels Heuristiken automatisch mit Situationen umgehen, in denen die Zustandsra¨ume sehr groß
oder sogar unendlich sind. Es gibt inzwischen Modellpru¨fer, die mit eingeschra¨nkten Klassen
unendlicher Zustandsra¨umen umgehen ko¨nnen, zum Beispiel [21, 33]. Diese Modellpru¨fer un-
terliegen jedoch in der Regel an anderer Stelle so starker Einschra¨nkungen, dass ein Einsatz
fu¨r die Verifikation von Asbru nicht mo¨glich ist.
Das bedeutet, dass automatische Modellpru¨fung in Asbru nur mo¨glich ist, wenn das Asbru-
Modell abstrahiert wird. Eine entsprechende Technik zur automatischen Generierung einer
Abstraktion von Asbru Modellen wird in [24] vorgestellt. Bei dieser U¨bersetzung werden
alle Referenzen auf komplexe Datentypen entfernt, wie sie sich beispielsweise in Asbru-
Bedingungen finden. Asbru-Bedingungen werden durch indeterministische Pra¨dikate abstra-
hiert. Der zentrale Asbru-Zustand wird durch dezentrale Planzustands-Variablen implemen-
tiert. Damit werden die Quellen fu¨r unendliche Datentypen wie die Krankenakte und die
Asbru-Zustands-Historie aus dem Modell eliminiert.
Durch diese Abstraktion wird eine große Zahl zusa¨tzlicher Abla¨ufe zugelassen. Daher muss
bei der Verifikation von Aussagen stets untersucht werden, in wie weit diese Abstraktionen
das Verifikationsergebnis beeinflussen. Es kann durch diese U¨berapproximation dazu kommen,
dass falsch-negative Ergebnisse auftreten. Da es sich bei der Abstraktion allerdings um eine
echte U¨berapproximation handelt, ko¨nnen falsch positive Ergebnisse ausgeschlossen werden.
18.2 Verifikation von Aussagen
Die automatische Modellpru¨fung verifiziert Aussagen u¨ber einem anderen Modell als die in-
teraktive Verifikation. Speziell der Wechsel des Modells von der linearen ITL-Logik in die
verzweigende CTL-Logik bedeutet, dass bei der Modellpru¨fung Aussagen auf andere Art und
Weise formalisiert werden ko¨nnen. Diese Unterschiede werden in Abschnitt 18.2.1 beschrieben.
Ergebnisse, die durch die Anwendung von Modell-Pru¨fung berechnet werden ko¨nnen, werden
in Abschnitt 18.2.2 beschrieben. Abschnitt 18.2.3 schließt die Betrachtung der Modellpru¨fung
mit einer Interpretation der dadurch erreichbaren Ergebnisse ab.
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18.2.1 Aussagen in CTL
Die Modellpru¨fung von Asbru-Fallstudien wird mit dem Modellpru¨fer SMV [43] durchgefu¨hrt.
Dabei kommen Aussagen zum Einsatz, die in der Temporallogik CTL [18, 25] formuliert
sind. CTL ist eine Verzweigungs-Temporallogik, wohingegen ITL eine lineare Logik ist. Die
Unterschiede zwischen beiden Logiken werden in Abbildung 18.1 visualisiert.
Abbildung 18.1: Vergleich zwischen verzweigenden und linearen Logiken
Der obere Teil der Grafik beschreibt die Sichtweise einer Verzweigungslogik. Bei dieser wird
eine Formel u¨ber einem Zustand und allen mo¨glichen Folgezusta¨nden ausgewertet. Lineare
Logiken wie ITL werden durch den unteren Teil der Abbildung dargestellt. Diese werden u¨ber
einzelne, lineare Intervalle ausgewertet. Deutlich wird der Unterschied bei der Betrachtung
von Fallunterscheidungen, die zu mehreren mo¨glichen Folgezusta¨nden fu¨hren. CTL fu¨hrt da-
bei eine Fallunterscheidung innerhalb eines Zustands durch und betrachtet alle einzelnen Fa¨lle
jeweils als mo¨gliche Folgezusta¨nde dieses einen Zustands. In ITL wird eine Fallunterscheidung
dagegen dahingehend interpretiert, dass von vorneherein mehrere verschiedene Intervalle un-
tersucht wurden, die jeweils die einzelnen Fa¨lle betrachten. In jedem Intervall sind dabei
bereits initial die Ergebnisse der Fallunterscheidungen festgelegt.
Diese unterschiedliche Sichtweise fu¨hrt dazu, dass es in CTL mo¨glich ist, Aussagen zu
formulieren, die verlangen, dass eine Formel nur in mindestens einem der mo¨glichen Folge-
abla¨ufe wahr sein muss. Eine solche Aussage ist in ITL nicht mo¨glich. Dort muss a priori die
Menge der Intervalle festgelegt werden, u¨ber welchen die Aussage gezeigt werden soll. Neben
diesen Erreichbarkeits-Aussagen erlaubt CTL auch die Formulierung von Aussagen, die ver-
langen, dass eine Formel in allen mo¨glichen Folgeabla¨ufen gilt. Solche Formeln entsprechen
weitgehend denen, die in ITL formulierbar sind.
Umgekehrt ist es in ITL mo¨glich, Aussagen u¨ber das aktuelle Intervall zu formulieren. Eine
Formel, die aussagt, dass ein Prozess in einem Ablauf fair behandelt wird ist in ITL direkt
zu formulieren, wa¨hrend dies in CTL so nicht mo¨glich ist.
18.2.2 Ergebnisse der Verifikation
Der Modellpru¨fer SMV geht bei der Evaluierung der Ergebnisse anders vor, als das interaktive
Beweiswerkzeug KIV. Der Modellpru¨fer erzeugt zuna¨chst den Zustandraum des Modells.
Dazu wird nicht die symbolische Ausfu¨hrung verwendet. Stattdessen werden automatisch
Techniken eingesetzt, die den Zustandsraum so weit wie mo¨glich abstrahieren und verkleinern.
Danach wird getestet, ob die zu beweisende Aussage in diesem Zustandsraum wahr ist. Im
Folgenden soll die Ru¨ckmeldung, die ein Anwender vom Modellpru¨fung SMV bzw. KIV erha¨lt
beschrieben und eingeordnet werden.
In KIV wird der Zustandsraum durch symbolische Ausfu¨hrung erzeugt. Der Zustandsraum
wird in Form eines Beweisbaums mitgeschrieben. Alle Abstraktionen des Zustandsraums wer-
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den ha¨ndisch eingefu¨hrt. Dadurch ist es bei einer Verletzung der Aussage relativ leicht, den
U¨berblick zu behalten und festzustellen, welche Bedingungen die Aussagenverletzung aus-
gelo¨st haben. Ist die Aussage nicht verletzt, so ist bekannt, wie der Zustandsraum aussieht.
Dadurch kann bereits wa¨hrend der Verifikation eine Art Plausibilita¨tspru¨fung durchgefu¨hrt
werden, ob sich System und Aussage wie erwartet verhalten.
Bei der Betrachtung der automatischen Modellpru¨fung von CTL Aussagen ist zu unter-
scheiden, welche Art von Aussage bewiesen werden soll. Zum Einen gibt es die Aussagen, die
fu¨r jeweils einen Folgeablauf verlangen, dass die Bedingung wahr ist, zum Anderen gibt es
Aussagen, die dies fu¨r alle Folgeablauf verlangen.
Kann eine Aussage bewiesen werden, die nur in jeweils einem Folgeablauf wahr sein muss,
so gibt der Modellpru¨fer als Ergebnis einen Ablauf an, in dem diese Aussage erfu¨llt ist. Dieser
Ablauf entspricht – bei gleichem zugrunde liegendem Modell – weitgehend dem, der durch
symbolische Ausfu¨hrung entsteht. Die Interpretations-Mo¨glichkeiten sind somit a¨hnlich wie
die bei der interaktiven Verifikation. Der Verlauf kann nachvollzogen und auf Plausibilita¨t
gepru¨ft werden. Ist eine solche Aussage allerdings verletzt, dann gibt der Modellpru¨fer außer
dieser Tatsache keine Ru¨ckmeldung. Offensichtlich kann kein Pfad gefunden werden, der die
Aussage wahr macht. Da alle Ausfu¨hrungspfade die Aussage verletzen gibt es kein sinnvolles
”
Gegenbeispiel“ dass zur Illustration angegeben werden ko¨nnte. Insofern bleibt bei einer Ver-
letzung einer solchen Aussage nicht die Mo¨glichkeit, einzugrenzen warum die Aussage nicht
beweisbar ist.
Aussagen, die in jeweils allen Folgeablauf wahr sein mu¨ssen, verhalten sich genau invers zu
den oben beschriebenen. Das heißt, im Falle der Korrektheit der Aussage wird lediglich dieses
Faktum ausgegeben, jedoch keine weitere Erla¨uterung dazu und im Besonderen kein mo¨gli-
cher, erfu¨llender Ablauf. Im Falle der Aussagenverletzung wird ein Ablauf angegeben, der die
Aussage verletzt. Die Interpretations-Mo¨glichkeiten sind damit gerade bei der Korrektheit
einer solchen Aussage stark eingeschra¨nkt.
In der Brustkrebs Fallstudie war es beispielsweise so, dass ein Fehler in einem Behandlungs-
plan verhindert hat, das dessen Unterpla¨ne jemals ausgefu¨hrt werden konnten. Eine Aussage,
die eine bestimmte Abfolge zweier Behandlungen verboten hat, war in diesem Modell trivia-
lerweise korrekt, da keine der Behandlungen jemals ausgefu¨hrt wurde. Ein solcher Fehler ist
mit den eingeschra¨nkten Ru¨ckgabewerten des Modellpru¨fers nur schwer feststellbar.
18.2.3 Interpretation der Ergebnisse
Die Modellpru¨fung erlaubt als
”
push-button“-Technologie einem breiteren Personenkreis den
Zugang zu Verifikationstechniken als beispielsweise die interaktive Verifikation. Speziell da-
durch, dass nicht nur die Aussagen-Pru¨fung, sondern auch die Erzeugung des zugrundelie-
genden Modells aus dem Asbru-Modell automatisch durchgefu¨hrt wird, ist die Technik sehr
einfach anwendbar. Damit eignet sie sich besonders zur schnellen und unproblematischen
Untersuchung von Leitlinien.
Zu beachten sind dabei aber die Einschra¨nkungen, die mit dieser Technik einhergehen. Zum
Einen arbeitet die automatische Modellpru¨fung mit einem abstrahierten Modell der Asbru-
Leitlinie. Das bedeutet zwangsla¨ufig, dass es bei der Verifikation dazu kommen kann, dass
Aussagen fa¨lschlicherweise als verletzt angesehen werden, obwohl sie dies in Wirklichkeit nicht
sind. Daher mu¨ssen die Gegenbeispiele, die als Ergebnis der Modellpru¨fung zuru¨ckgegeben
werden, daraufhin untersucht werden, ob diese ein Fehlverhalten des Systems beschreiben
oder auf eine zu starke Abstraktion des Modells zuru¨ckzufu¨hren sind. Zum Anderen bestehen
teilweise nur eingeschra¨nkte Mo¨glichkeiten, das Ergebnis einer Verifikation auf Plausibilita¨t
zu pru¨fen. Damit bestehen nur eingeschra¨nkte Mo¨glichkeiten, strukturelle Fehler im Modell
zu finden, die nicht die Aussage verletzen.
Damit wird die Modellpru¨fung im Rahmen dieser Arbeit als eine Technik zur Validierung
213
18 Automatische Modell-Pru¨fung
von Asbru-Modellen angesehen. Der Aufwand zur Verfeinerung des abstrahierten Modells
zur automatischen Verifikation einer Aussage muss abgewogen werden gegen den Aufwand,
der durch die interaktive Verifikation entsteht. Dabei zeigt sich, dass der Aufwand fu¨r die
Abstraktion unverha¨ltnisma¨ßig ansteigt, wenn die Korrektheit einer Aussage von komplexen
Datentypen einer Fallstudie und Zeit-Annotationen abha¨ngt. Eine Ausnahme zu dieser Regel
bildet die eingeschra¨nkte Klasse der sogenannten strukturellen Aussagen, die in Abschnitt 20.2
vorgestellt werden.
Strukturelle Aussagen ko¨nnen als allgemeine Qualita¨ts-Indikatoren von Asbru-Modellen
aufgefasst werden. Sie pru¨fen allgemeine Aussagen, wie etwa die Erreichbarkeit aller Asbru-
Pla¨ne einer Asbru-Hierarchie. Eine Verletzung einer solchen strukturellen Aussage gibt einen
Hinweis auf eine mo¨gliche Anomalie des Asbru-Modells, ist jedoch keineswegs als Beweis ei-
nes Fehlers der Leitlinie zu verstehen. Insofern ist der Aufwand, der durch die interaktive
Verifikation entsteht, fu¨r die Verifikation dieser Aussagen nicht zu rechtfertigen. Die Modell-
pru¨fung wird jedoch aufgrund des geringen Aufwands erfolgreich dazu eingesetzt, auf diese
Weise das Modell der Leitlinie zu pru¨fen und gegebenenfalls auf Komponenten des Modells
zu verweisen, die Anomalien enthalten ko¨nnten.
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Der Begriff Patientenmodell beschreibt eine Modellierung der Vera¨nderungen des Patien-
tenzustands unter Beru¨cksichtigung verordneter Medikamente und Behandlungen. In diesem
Sinne des Wortes sind in Leitlinien meist keine Patientenmodelle enthalten. Die Ursachen
dafu¨r sind vielfa¨ltig. Zum Beispiel kann die Reaktion eines Patienten auf eine bestimmte
Behandlung abha¨ngig davon sein, wie gut diese Behandlung durchgefu¨hrt wurde. Dies kann
aber von einer Leitlinie nicht erfasst werden. Ein anderes Beispiel, warum der Effekt einer
Behandlung in der Regel nicht vorhergesagt werden kann ist, dass viele Medikamente bei un-
terschiedlichen Menschen unterschiedlich anschlagen. Dabei spielen nicht nur physiologische
Faktoren eine Rolle sondern auch psychologische.
Im Allgemeinen ko¨nnen mit den hier vorgestellten Methoden daher nur sogenannte Prozess-
aussagen qualita¨tsgesichert werden, also solche Aussagen, die eine bestimmte Abfolge von Be-
handlungen vorschreiben, bestimmte Behandlungen verbieten oder zwingend erfordern. Das
Gegenstu¨ck zu Prozessaussagen sind Ergebnisaussagen. Ein Beispiel dafu¨r ist die Aussage,
dass alle durch eine Leitlinie behandelte Patienten nach zwei Wochen beschwerdefrei sind.
Aufgrund des fehlenden Patientenmodells sind solche Aussagen in der Regel nicht beweisbar.
Es allerdings Fa¨lle, in denen eine Modellierung von Patientenverhalten wichtige Einblicke in
die Qualita¨t der Leitlinie gibt. Beispielsweise kann die Modellierung eines
”
idealen“ Patien-
ten, der stets auf definierte Weise auf Behandlungen reagiert, Einblick geben, ob die Leitlinie
diesen minimalinvasiv behandelt. Auch gibt es Fa¨lle, in denen ein Effekt der Leitlinie auf
das Befinden des Patienten nachweisbar ist. Beispielsweise ist offensichtlich, dass bei einem
Patienten, der an lokal begrenztem Brustkrebs leidet, dieser nicht la¨nger existiert, wenn die
komplette Brust entfernt wird. Die Modellierung von Patientenmodellen wird in [36, 32, 37]
dokumentiert. Das dort vorgeschlagene Vorgehen wird in diesem Abschnitt beschrieben.
Zuna¨chst wird ein Pra¨dikat knowledge definiert, dass zwei Krankenakten-Eintra¨ge in ein
Verha¨ltnis zueinander setzt. In dieses Pra¨dikat wird das Patientenmodell mit eingearbeitet.
Dazu werden Axiome u¨ber dieses Pra¨dikats definiert. Ein einfaches Beispiel ist die Modellie-
rung des Alters des Patienten, angegeben in Jahren. Dieses Alter kann nie kleiner werden,
allerdings gleichbleiben oder gro¨ßer werden. Angenommen, das Zeitmodell ist entsprechend
feingranular, so folgt, dass das Alter zwischen zwei Schritten immer gleich bleibt oder um
genau eins anwa¨chst. Dies la¨sst sich mit zwei Krankenakten-Eintra¨gen pre und post wie
folgt modellieren:
knowledge(pre, post) → post[‘age’] = pre[‘age’] ∨ post[‘age’] = pre[‘age’] + 1
Dabei ist pre der Zustand des Patienten vor Ausfu¨hrung des Schrittes, post der Zustand
des Patienten danach. Es gilt, dass das Alter in beiden Zustandsbeschreibungen entweder
gleich ist oder in post um eins gro¨ßer als in pre.
Es hat sich in Versuchen herausgestellt, dass es in diesem Zusammenhang sinnvoll ist, die
Medikamente, die ein Patient erha¨lt als Teil der Krankenakte zu modellieren. Dazu wird ein
Eintrag drugs in die Krankenakte verwendet. Dieser entha¨lt eine Menge aller gegenwa¨rtig
verabreichten Medikamente. Eine Umgebungsannahme sorgt dafu¨r, dass diese Menge stets
aktuell gehalten wird. Beispielsweise wird durch die nachstehende Umgebungsannahme si-
chergestellt, dass bei einer Ausfu¨hrung des
”
dcis“ Plans stets das Medikament
”
CMF“ in der
Medikamentenliste enthalten ist:
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2 AS[nameGen(‘dcis’, nameGen(‘bct’, nameGen(‘treatment’, superGen(‘chapter1’))))]
= activated
→ ‘CMF’ ∈ PDH[AC][‘drugs’]
Das Patientenmodell kann dahingehend erweitert werden, dass die Tumorgro¨ße unter Ein-
fluss des
”
CMF“ Medikaments zuru¨ckgeht:
knowledge(pre, post) → (‘CMF’ ∈ pre[‘drugs’] → post[‘tumoursize’] ≤ pre[‘tumoursize’])
Analog la¨sst sich eine Aussage fu¨r die Hormontherapie formulieren. Dabei ist allerdings zu
beachten, dass die Tumorgro¨ße nur dann beeinflusst wird, wenn der Tumor Hormonrezeptor-
positiv ist:
knowledge(pre, post)
→ pre[‘pgR’] = positive ∨ pre[‘eR’] = positive
→ ‘Tamoxifen’ ∈ pre[‘drugs’] → post[‘tumoursize’] ≤ pre[‘tumoursize’]
Diese Beispiele sollen zwei Aspekte der Patientenmodellierung verdeutlichen. Zum Einen
ist es mo¨glich, einzelne Wissenskomponenten unabha¨ngig voneinander zu spezifizieren. Da
das Pra¨dikat knowledge lediglich impliziert, dass bestimmte Relationen zwischen den pre
und post Zusta¨nden gelten, ko¨nnen beliebig viele solcher Definitionen festgelegt werden,
solange diese nicht widerspru¨chlich sind. Zum Anderen zwingt diese Form der Modellierung
nicht, ein vollsta¨ndiges Patientenmodell zu generieren sondern erlaubt, bekannte Aspekte zu
spezifizieren und Unbekannte offen zu lassen. Speziell ist es mo¨glich, partielle A¨nderungen zu
definieren, also, dass ein Tumor kleiner wird, gleichzeitig aber nicht genau festzulegen, wie
groß die Gro¨ßenabnahme ist.
Wenn auf diese Weise das Patientenmodell festgelegt worden ist, kann als na¨chstes dieses
mit dem Mikro- und Makro-Schritt Modell von Asbru verbunden werden. Dazu wird eine
Umgebungsannahme definiert, die beschreibt, dass dich die Krankenakte wa¨hrend Mikro-
Schritten nicht und wa¨hrend Makro-Schritten nur auf die vorgegebene Weise a¨ndert:
2 Tick → knowledge(PDH[AC], pde) ∧ PDH’’ = PDH[AC’’, pde]
∧ ¬ Tick → PDH’’ = PDH
Im Fall eines Tick soll ein Makro-Schritt durchgefu¨hrt werden. In diesem Schritt kann sich
die Krankenakte a¨ndern. Um diese A¨nderung zu berechnen, wird mittels des knowledge
Pra¨dikats ein neuer Krankenakten-Eintrag pde generiert. Nachdem dieser berechnet ist, kann
die neue Krankenakte berechnet werden, indem die alte Krankenakte als Basis genommen
wird und zur aktuellen Uhrzeit AC’’ um den berechneten Krankenakten-Eintrag erga¨nzt
wird. Findet dagegen nur ein Mikro-Schritt statt, so bleibt die Krankenakte unvera¨ndert.
Diese Technik wurde auf das Beispiel der Behandlung von Diabetes angewendet. Dabei
wurde die Interaktion zwischen Leitlinie und Medikamentenliste implementiert, also die Me-
dikamentenliste automatisch auf Basis der laufenden Asbru-Pla¨ne aktualisiert. Gleichzeitig
wurde die A¨nderung des Zustands des Patienten durch die Einnahme der Medikamente mo-
delliert. Das Ergebnis dieser Untersuchung war, dass die betrachtete Leitlinie immer dann
eine minimalinvasive Behandlung garantiert, wenn der behandelnde Arzt den gegebenen Me-
dikamenten
”
lang genug“ Zeit la¨sst, zu wirken. Die Arbeit wird im Detail in [36] beschrieben.
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In diesem Abschnitt werden verschiedene Klassen von Aussagen vorgestellt, die u¨ber Leitli-
nien formuliert werden ko¨nnen. Dazu wird diskutiert, wie diese Aussagen zu beweisen sind
und welche Beweistechniken dafu¨r zum Einsatz kommen. Die Aussagen werden dazu in vier
Klassen eingeteilt. Die erste Klasse beschreibt syntaktische Aussagen u¨ber die Struktur von
Asbru-Modellen. Diese werden in Abschnitt 20.1 vorgestellt. In Abschnitt 20.2 werden struk-
turelle Eigenschaften diskutiert und im Anschluss daran in Abschnitt 20.3 die medizinischen
Aussagen.
20.1 Syntax der Asbru-Modelle
Eine erste Klasse von Aussagen pru¨ft syntaktische und statische Eigenschaften des Asbru
Modells. Die syntaktischen Aussagen entsprechen Pru¨fungen, ob die XML Repra¨sentation
korrektes und gu¨ltiges XML darstellt. Um solche Pru¨fungen vorzunehmen, ko¨nnen XML-
Parser wie Xerces1 oder XML Spy2 verwendet werden, die pru¨fen ko¨nnen, ob die XML-
Modelle den Asbru-DTD Beschreibungen genu¨gen.
Auf der Ebene dieser Asbru Modelle ko¨nnen auch weitere Aussagen u¨berpru¨ft werden.
Beispielsweise darf eine Asbru-Planhierarchie keine Zyklen enthalten. Das bedeutet, dass
ein Plan nicht in seiner eigenen Unterplanliste oder den Unterplanlisten seiner Unterpla¨ne
enthalten sein darf. Solche Pru¨fungen ko¨nnen durch Werkzeuge wie AsbruView3 durch gefu¨hrt
werden.
Fehler, die durch diese Pru¨fung gefunden werden, haben ihren Ursprung u¨blicherweise nicht
im urspru¨nglichen Modell sondern resultieren aus Fehlern des U¨bersetzungsprozesses.
20.2 Strukturelle Eigenschaften
Strukturelle Eigenschaften werden in [22, 23] definiert, um die ein Leitliniendokument zu
validieren. Ziel ist es, eine Reihe von Aussagen zu definieren, die in der Regel von einer Leit-
linie erfu¨llt sein sollen. Ein Beispiel fu¨r eine solche Aussage ist die Erreichbarkeit aller Pla¨ne.
Das bedeutet, dass jeder Plan die Mo¨glichkeit erha¨lt, in seine Execution-Phase einzutre-
ten. Beispielsweise kann diese Aussage verletzt werden, wenn ein u¨bergeordneter Plan zwar
Unterpla¨ne hat, jedoch diese niemals startet, weil er immer sofort nach seiner Aktivierung
seine Ausfu¨hrung beenden kann. Ein solcher Fall legt die Interpretation nahe, dass das Modell
der Leitlinie Anomalien entha¨lt, da bestimmte Behandlungen zwar definiert, jedoch niemals
ausgefu¨hrt werden.
Nicht alle durch [23] definierten Aussagen weisen so eindeutig auf Fehler im Modell hin.
Beispielsweise ist eine der dort definierten Aussagen, dass jeder Plan die Mo¨glichkeit haben
soll, seine Ausfu¨hrung zu beenden. Dabei kann es durchaus erwu¨nscht sein, dass ein Plan
nicht beendet wird, der beispielsweise eine U¨berwachung des Patienten wa¨hrend der Operation
durchfu¨hrt. Stattdessen soll dieser Plan so lange laufen wie die eigentliche Operation und darf
danach abgebrochen werden. Auch verlangt eine der Eigenschaften, dass kein Plan unendlich
1http://xerces.apache.org, besucht am 5.6.08
2www.Altova.com/XMLSpy, besucht am 5.6.08
3http://www.asgaard.tuwien.ac.at/asbruview/, besucht am 5.6.08
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lange la¨uft. Dies ist zwar einerseits eine vernu¨nftige Forderung im Hinblick auf die Endlichkeit
einer medizinischen Intervention, andererseits aber verlangt der Beweis der Endlichkeit eine
Reihe von zusa¨tzlichen Annahmen. Diese sollen mo¨glicherweise nicht gemacht werden, um
das Asbru-Modell nicht zu sehr einzuschra¨nken.
Damit ist die Aussage, dass ein Asbru-Modell hoher Qualita¨t alle Aussagen von [23] erfu¨llen
muss so nicht haltbar. Stattdessen sollten diese Aussagen als Anhaltspunkt dienen, welche
Teile des Asbru-Modells daraufhin u¨berpru¨ft werden sollten, ob sie Anomalien enthalten
ko¨nnten.
Bei einem durchschnittlichen Kapitel einer Leitlinie, das aus etwa 30 bis 40 Pla¨nen besteht,
sind etwa 600 solcher strukturellen Aussagen zu pru¨fen, wie in [10] beschrieben. Eine solche
Zahl an Aussagen ist mit der interaktiven Verifikation nicht mehr handhabbar. Der Aufwand
fu¨r die Verifikation steht auch in keinem Verha¨ltnis zum Ergebnis, insofern als eine verletzte
Aussage nicht unbedingt einen Fehler in der Leitlinie anzeigt, sondern allenfalls ein Hinweis
auf einen mo¨glichen Fehler. Daher werden solche Aussagen mit der automatischen Modell-
Pru¨fung verifiziert, wie in Abschnitt 18 beschrieben.
Da die Verifikation dieser Aussagen nur Hinweise auf einen Fehler geben soll, ist die Mo¨glich-
keit, dass eine Aussage durch Modell-Pru¨fung fa¨lschlicherweise als verletzt angesehen werden
kann nicht von großer Bedeutung. Dies resultiert aus der Tatsache, dass bei strukturellen
Aussagen die Ergebnisse der Verifikation ohnehin interpretiert werden mu¨ssen.
20.3 Medizinische Aussagen
Die in [23] definierten Aussagen sind vom Inhalt der modellierten Leitlinie unabha¨ngig. Wie
der Name bereits andeutet, handelt es sich um Aussagen, die die Struktur einer Leitlinie
pru¨fen, nicht den Inhalt. Aussagen, die spezifisch den Inhalt einer Leitlinie pru¨fen werden
als medizinische Aussagen bezeichnet. Dabei werden zwei Klassen medizinischer Aussagen
unterschieden. Zum Einen die Klasse der Prozessaussage, die in Abschnitt 20.3.1 beschrieben
wird, zum Anderen die Klasse der Ergebnisaussagen, die in Abschnitt 20.3.2 erla¨utert wird.
20.3.1 Prozessaussagen
Prozessaussagen beschreiben eine Ordnung der Asbru-Pla¨ne, die erreicht oder vermieden
werden soll. Verschiedene Formulierungen fu¨r Prozessaussagen sind mo¨glich und sollen anhand
von Beispielen kurz erla¨utert werden.
Beispielsweise verlangt die Behandlung von Brustkrebs, dass im Fall der brusterhaltenden
Therapie diese von einer Strahlentherapie begleitet werden muss. Auch eine Reihenfolge wird
angegeben, so wird verlangt, dass die Strahlentherapie immer nach der Operation angewendet
wird. Ein anderes Beispiel ist, dass Frauen, deren Lymphknoten durch eine Operation entfernt
wurden, keinesfalls Strahlentherapieerhalten du¨rfen. Eine solche Ordnung der Behandlungen
wird als Prozessaussage bezeichnet.
Auch Teil der Prozessaussagen sind solche Aussagen, die auf Patientengruppen einge-
schra¨nkt sind. Ein Beispiel dafu¨r ist, dass es Patientengruppen gibt, an denen aufgrund der
Diagnose keine brusterhaltende Therapie durchgefu¨hrt werden darf. Dies ist der Fall bei allen
Patienten, deren Tumor eine gewisse Ausdehnung innerhalb der Brust u¨berschritten hat.
Allen diesen Prozessaussagen ist gemein, dass sie Behandlungsabfolgen beschreiben, die
unter bestimmten Umsta¨nden erlaubt, verboten oder verpflichtend sind.
20.3.2 Ergebnisaussagen
Ergebnisaussagen unterscheiden sich von Prozessaussagen dahingehend, dass sie Forderungen
an den Zustand des Patienten formulieren. Typische Prozessaussagen sind etwa, dass Patien-
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ten nach einer gewissen Zeit beschwerdefrei sind oder dass die Langzeit-U¨berlebensrate einen
Schwellwert u¨bersteigt.
In der Regel zeichnen sich Ergebnisaussagen dadurch aus, dass die Leitlinie nur einen be-
grenzten Einfluss auf die Korrektheit hat. Beispielsweise ist die Wiederauftretensrate von
Brustkrebs abha¨ngig davon, wie gut eine Operation durchgefu¨hrt wird, welchem Stress der
Patient in der Genesungsphase ausgesetzt ist oder ob bestimmte genetische Faktoren vor-
liegen. Diese Faktoren sind allerdings nur Indizien, die Hinweise auf den weiteren Verlauf
der Krankheit geben ko¨nnen. Damit ist die Betrachtung des Ergebnisses von der Leitlinie
weitgehend losgelo¨st.
Stattdessen ist es fu¨r die Verifikation solcher Aussagen notwendig, ein Patientenmodell zu
erstellen, dass die Reaktion des Patienten auf die Behandlung abbildet. Ist dieses Patienten-
modell genau genug, ist es mo¨glich, Ergebnisaussagen zu verifizieren. Das gro¨ßte Problem,
dass diesem Ansatz entgegensteht, ist, dass in der Regel die genauen Wirkmechanismen von
Behandlungen unbekannt sind. Zusa¨tzlich ist zu beachten, dass die Effekte einer Behandlung
manchmal u¨berhaupt nicht sicher vorhergesehen werden ko¨nnen, da es beispielsweise paradox
wirkende Medikamente gibt. Darunter werden Medikamente verstanden, die in der Regel eine
bestimmte Wirkung haben, in Extremfa¨llen, beispielsweise bei Unvertra¨glichkeit oder falscher
Dosierung, jedoch eine exakt gegenteilige Wirkung entfalten.
Auf solch unsicherer Grundlage ein Patientenmodell zu erstellen, dass konsistent mit der
Realita¨t ist und gleichzeitig stark genug, um Aussagen zu beweisen ist nur in eingeschra¨nkten
Fa¨llen mo¨glich.
20.4 Bewertung des Ansatzes
Der in dieser Arbeit vorgestellte Ansatz zur Qualita¨tssicherung von Aussagen ist prima¨r
fu¨r die Qualita¨tssicherung von Prozessaussagen entworfen und geplant worden. In diesem
Zusammenhang wurden diverse Fallstudien erfolgreich behandelt worden.
Um mit den speziellen Anforderungen der strukturellen Aussagen umgehen zu ko¨nnen, wird
die Technik der automatischen Modellpru¨fung eingefu¨hrt, die genau zu den Anforderungen
dieser Validierungsaussagen passt.
Experimente zum Umgang mit Ergebnisaussagen haben ergeben, dass die Probleme, die
im Umgang mit solchen Aussagen bestehen keine technische Probleme sind, sondern allein
auf der Problematik basieren, dass das medizinische Wissen ha¨ufig zu vage ist, um eine
erfolgreiche Verifikation durchfu¨hren zu ko¨nnen. In begrenzten medizinischen Doma¨nen, wie
etwa der Behandlung von Diabetes existiert genug medizinisches Wissen, so dass auch diese
Technik anwendbar ist.
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21 Aussage 20
Am Beispiel von Aussage 20 wird das Vorgehen bei der modularen Verifikation medizinischer
Aussagen im Detail beschrieben. Bei den nachfolgenden Aussagen werden nur noch Beweisidee
bzw. Abstraktionen genauer dargestellt, da die technischen Details dort bereits vorausgesetzt
werden.
21.1 Inhalt der Aussage und Formalisierung
Aussage 20 verlangt, dass nach einer chirurgischen Entfernung der Lymphknoten der Achsel
des Patienten keine Strahlentherapie angewendet wird. Wo¨rtlich lautet die Aussage:
”
After
Axillary clearance the axilla should not normally be irradiated“. Diese Aussage fa¨llt in die
Kategorie der
”
avoid during period“ Aussagen. Die Aussage wird hier gema¨ß der in Ab-
schnitt 14 vorgestellten Technik formalisiert. Die Anpassung der Aussage, wie sie in [61] vor-
gestellt wird, wird hier nach Ru¨cksprache mit Medizinern geringfu¨gig modifiziert. Statt des
Starts des Planes axilla-staging-by-SN, wie bei [61] angegeben, wird hier der Start des
Plans complete-axillary-node-dissection (abgeku¨rzt als cand) als Auslo¨ser des
Startereignisses gewa¨hlt. Nach Eintritt des Startereignisses soll keine Strahlentherapie mehr
angewendet werden. Diese wird durch den Plan primary-radiotherapy-of-axilla
(abgeku¨rzt als praoa) repra¨sentiert.
Fu¨r eine weitergehende Formalisierung der Aussage muss die Planhierarchie, die fu¨r die
Korrektheit der Aussage ausschlaggebend ist, betrachtet werden. Diese ist in Abbildung 21.1
dargestellt.
Aus dieser Grafik geht hervor, dass der erste Plan, der beide relevanten Pla¨ne als Unterpla¨ne
hat, der Plan dealing-with-axilla (abgeku¨rzt als dwa) ist. Damit wird die Beendigung
dieses Plans als Endereignis gewa¨hlt. Entsprechend werden die U¨berga¨nge der Variablen, die
Start- und Endereignis speichern durch die Umgebung kontrolliert. Das Startereignis tritt
ein, sobald der Plan cand erfolgreich beendet wird:
dwa
irtpfpc andp epan
andpraoa
toangppsecandasbSN
SNpi
Abbildung 21.1: Relevante Planhierarchie fu¨r Aussage 20
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2 ( ( AS[nameGen(‘cand’, nameGen(‘dwa’, iname))] 6= completed
∧ AS’[nameGen(‘cand’, nameGen(‘dwa’, iname))] = completed)
⊃ StartEventTrigger’’
; (StartEventTrigger’ ↔ StartEventTrigger’’))
Das Ende des Beobachtungsintervalls ist in der Aussage offen gelassen. Da es nach einer
Terminierung des Planes dwa nicht la¨nger mo¨glich ist, den Plan praoa zu starten, wird diese
Terminierung als Endzeitpunkt des Intervalls festgelegt. Dies wird wie folgt formalisiert:
2 ( ( StartEventTrigger ∧ ¬ isTerminated(AS, nameGen(‘dwa’, iname))
∧ isTerminated(AS’, nameGen(‘dwa’, iname)))
⊃ EndEventTrigger’’
; (EndEventTrigger’ ↔ EndEventTrigger’’))
Das Verhalten, das wa¨hrend des Beobachtungsintervalls nicht auftreten darf ist eine Ak-
tivierung des Plans praoa. Ein solches Auftreten wird u¨ber die Variable Observed fest-
gehalten, die immer dann auf den Wert true gesetzt wird, wenn die Aussage wa¨hrend des
Beobachtungsintervalls verletzt wird. Formal wird dies wie folgt beschrieben:
2 ( ( StartEventTrigger
∧ ( AS[nameGen(‘praoa’, nameGen(‘dwa’, iname))] 6= activated
∧ AS’[nameGen(‘praoa’, nameGen(‘dwa’, iname))] = activated))
⊃ Observed’’
; (Observed’ ↔ Observed’’))
Zu zeigen ist dann, dass bei Eintreten des Endereignisses die Observed Variable den Wert
false hat:
2 (¬ EndEventTrigger ∧ EndEventTrigger’’ → Observed’’)
21.2 Beweis der Aussage
In den Beweis der Korrektheit dieser Aussage sind insgesamt zwo¨lf Pla¨ne eingebunden. Da-
von ko¨nnen bis zu sieben Pla¨ne gleichzeitig ausgefu¨hrt werden. Besonders die Tatsache, dass
dwa ein anyorder kontrollierter Plan ist, bedeutet, dass seine Unterpla¨ne unabha¨ngig von-
einander durch die Selection-Phase gehen ko¨nnen. Bedingt durch die existierenden filter-
Bedingungen dieser Unterpla¨ne muss eine große Zahl von Abla¨ufen betrachtet werden.
Um zu vermeiden, diese einzeln zu betrachten, wird bei Aussage 20 die Beweisdekomposi-
tion eingesetzt. Ziel dieser ist es, das relevante Verhalten eines Plans in Form einer Rely-
Guarantee Aussage zu kapseln und vom konkreten Verhalten des Plans zu abstrahieren.
Dadurch wird beispielsweise davon abstrahiert, dass der Plan asbSN unendlich lange im
considered Zustand verbleiben kann.
In diesem Sinne werden nun fu¨r die vier beteiligten Unterpla¨ne von dwa geeignete Abstrak-
tionsaussagen angegeben, so dass die Verifikation von Aussage 20 mo¨glich wird. Den Anfang
machen dabei die sogenannten passiven Pla¨ne asbSN und gppse. Als passiv wird ein Plan
dann bezeichnet, wenn seine Ausfu¨hrung keinen Einfluss auf die Korrektheit der Aussage hat.
Im Fall von Aussage 20 kann die Ausfu¨hrung dieser beiden Pla¨ne weder den Wahrheitswert
des StartEventTrigger noch des EndEventTrigger oder der Observed-Variablen di-
rekt beeinflussen.
Daher mu¨ssen fu¨r diese Pla¨ne nur recht einfache Abstraktionen definiert und bewiesen
werden. Beispielsweise muss gezeigt werden, dass der Plan gppse nur die ihm zugeordneten
Felder des Asbru-Zustands vera¨ndert. Wu¨rde die Abstraktion des Plans gppse beliebiges
Schreiben in der Asbru-Zustandsvariablen zulassen, so ko¨nnte gppse den Zustand des Plans
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praoa vera¨ndern und so indirekt auf die Korrektheit der Aussage Einfluss nehmen. Die
Abstraktion trifft keine Aussage daru¨ber, wie die Zustandswechsel der passiven Pla¨ne erfolgen.
Im Fall von gppse wird die Aussage formal wie folgt gefasst:
AS’ = AS[gppse AS’[nameGen(‘gppse’, nameGen(‘and’, iname))]]
Informell bedeutet dies, dass der einfach gestrichene und ungestrichene Zustand der AS
Variablen gleich sind mit Ausnahme des Feldes gppse. Fu¨r dieses Feld trifft die Formel keine
Aussage, es darf also seinen Wert beliebig vera¨ndern. Eine analoge Forderung wird fu¨r die
Plan-Kommunikationsvariable PC aufgestellt:
PC’ = PC[gppse PC’[nameGen(‘gppse’, nameGen(‘and’, iname))]]
Aufgrund der Beschaffenheit der anyorder Kontrolle werden alle Pla¨ne, die in einem
startbaren Zustand sind immer neu gestartet. Im vorliegenden Fall gilt, dass der Plan dwa
seine untergeordneten Pla¨ne nicht neu startet, wenn diese abgebrochen wurden. Somit sind
die startbaren Unterpla¨ne genau die, die im Zustand inactive sind. Daher wird durch
eine weitere Annahme verhindert, dass der Plan gppse jemals seinen Zustand in den Wert
inactive wechselt:
AS[nameGen(‘gppse’, nameGen(‘and’, iname))] 6= inactive
→ AS’[nameGen(‘gppse’, nameGen(‘and’, iname))] 6= inactive
Wenn also initial der Plan nicht im Zustand inactive ist, so wird dies durch die
Ausfu¨hrung des Plans aufrecht erhalten.
Zuletzt muss noch eine Komponente erga¨nzt werden, die sagt, dass außer der Asbru-
Zustandsvariablen und der Plankommunikationsvariablen keine Variablen gea¨ndert werden.
Dazu wird die Rahmen-Annahme verwendet:
⌈AS, PC, RC, Tick⌉
Da der Plan diese Aussage unabha¨ngig von einer Umgebungsannahme garantiert, kann
zur Formulierung statt der unless Aussage eine 2 Aussage verwendet werden. Im Fall der
Umgebungsannahme true sind diese Formeln a¨quivalent, jedoch ist die Ausfu¨hrung von 2-
Formeln deutlich effizienter als die von unless-Formeln.
Insgesamt lautet die Abstraktion fu¨r den Plan gppse mit all diesen Komponenten also:
2 ( ⌈AS, PC, RC, Tick⌉
∧ AS’ = AS[gppse AS’[nameGen(‘gppse’, nameGen(‘and’, iname))]]
∧ PC’ = PC[gppse PC’[nameGen(‘gppse’, nameGen(‘and’, iname))]]
∧ AS[nameGen(‘gppse’, nameGen(‘and’, iname))] 6= inactive
→ AS’[nameGen(‘gppse’, nameGen(‘and’, iname))] 6= inactive)
Auch der Plan asbSN ist ein passiver Plan. Fu¨r diesen soll eine analoge Abstraktion wie fu¨r
gppse verwendet werden. Da asbSN jedoch einen Unterplan hat, kann nicht nachgewiesen
werden, dass dieser Plan nur seinen eigenen Zustand a¨ndert. Der Grund dafu¨r liegt darin,
dass asbSN die Prozedur starten kann, die den Unterplan kontrolliert und somit indirekt
dessen Zustand vera¨ndert.
Um die Formulierung der Abstraktionen fu¨r große, passive Planhierarchien zu vereinfachen,
werden ein Pra¨dikat sowie eine Funktion definiert, die eine einfache Formulierung der Passi-
vita¨t von Planhierarchien erlauben. Die Funktion subs generiert die Liste aller Unterpla¨ne
eines angegebenen Plans. Dazu wird die Asbru-Definition des angegebenen Plans verwendet.
Die korrekte Bildung der Instanznamen wird beachtet. Im Beispiel gilt:
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subs(nameGen(‘asbSN’,nameGen(‘and’, iname)))
= nameGen(‘asbSN’, nameGen(‘and’,iname))
+ nameGen(‘SNpi’, nameGen(‘asbSN’, nameGen(‘and’,iname)))
Das Pra¨dikat frame ist eine kompakte Aufschreibung dafu¨r, welche Aspekte zweier Zu-
standsvariablen sich nicht vera¨ndern. Beispielsweise wird das Pra¨dikat wie folgt angewendet,
um auszusagen, dass der Plan asbSN lediglich die Felder von sich und seinem Unterplan im
Asbru-Zustand a¨ndert:
frame(AS, AS’, subs(nameGen(‘asbSN’, nameGen(‘and’, iname))))
Allgemein werden dem frame-Pra¨dikat zwei Zustandsvariablen und eine Liste von In-
stanznamen u¨bergeben, woraus dann eine Formel generiert wird, die aussagt, dass die beiden
Zustandsvariablen u¨berall gleich sind, außer an den Stellen, die durch die Planinstanznamens-
liste bezeichnet sind.
Analog zu der Abstraktionsaussage des Plans gppse kann der Rest der Aussage erzeugt
werden. Damit ergibt sich die gesamte Abstraktionsaussage fu¨r den Plan asbSN wie folgt:
2 ( ⌈AS, PC, RC, Tick⌉
∧ frame(AS, AS’, subs(nameGen(‘asbSN’, nameGen(‘and’, iname))))
∧ frame(PC, PC’, subs(nameGen(‘asbSN’, nameGen(‘and’, iname))))
∧ AS[nameGen(‘asbSN’, nameGen(‘and’, iname))] 6= inactive
→ AS’[nameGen(‘asbSN’, nameGen(‘and’, iname))] 6= inactive)
Werden nun in der Sequenz die beiden Programme, die die Pla¨ne asbSN und gppse
beschreiben durch die Abstraktionsaussagen ersetzt, so wird vom genauen Verhalten der
Programme abstrahiert. Dadurch reduziert sich die Zahl der explizit zu betrachtenden Pfade.
Um die Effizienz der Ausfu¨hrung noch weiter zu erho¨hen, sollen die Abstraktionen zusam-
mengefasst und der Parallel-Operator, der sie verbindet, eliminiert werden. Dadurch werden
technische Probleme, wie etwa der Nachweis, dass die beiden Programme untereinander kei-
ne Schreibkonflikte erzeugen, in einen getrennten Beweis ausgelagert. Die Gesamtaussage, die
eine Abstraktion beider passiver Pla¨ne ist, lautet wie folgt:
2 ( ⌈AS, PC, RC, Tick⌉
∧ frame(AS, AS’, nameGen(‘gppse’, nameGen(‘and’, iname))
subs(nameGen(‘asbSN’, nameGen(‘and’, iname))))
∧ frame(PC, PC’, nameGen(‘gppse’, nameGen(‘and’, iname))
subs(nameGen(‘asbSN’, nameGen(‘and’, iname))))
∧ AS[nameGen(‘asbSN’, nameGen(‘and’, iname))] 6= inactive
→ AS’[nameGen(‘asbSN’, nameGen(‘and’, iname))] 6= inactive)
∧ AS[nameGen(‘gppse’, nameGen(‘and’, iname))] 6= inactive
→ AS’[nameGen(‘gppse’, nameGen(‘and’, iname))] 6= inactive)
Wenn die beiden Pla¨ne unabha¨ngig voneinander garantieren, keine Zustandsfelder außer-
halb der eigenen Planhierarchie zu vera¨ndern, so kann daraus gefolgert werden, dass die Pla¨ne
zusammengenommen diese Garantie aufrecht erhalten. Weiter gilt, dass die Pla¨ne, wenn sie
individuell garantieren, niemals in den Zustand inactive zu wechseln, dies auch als Kom-
bination garantieren ko¨nnen, solange sie untereinander keine Schreibkonflikte verursachen.
Als na¨chstes werden die Abstraktionsaussagen fu¨r die nicht-passiven Unterpla¨ne definiert
und dann bewiesen. Die Aussagen aktiver Unterpla¨ne bestehen jeweils aus zwei Komponenten.
Zum Einen bestehen sie aus einer Komponente die analog zu den Abstraktionen fu¨r passive
Pla¨ne gebildet wird, zum Anderen aus einer Komponente, die planspezifisch erdacht wer-
den muss. Die erste Komponente sorgt dafu¨r, dass keine Schreibkonflikte entstehen ko¨nnen,
wa¨hrend die zweite Komponente das abstrahierte Verhalten des Plans so weit einschra¨nkt,
wie fu¨r den Beweis der Aussage no¨tig.
Das heißt, dass zuna¨chst fu¨r die aktiven Pla¨ne toan und cand analoge Aussagen definiert
werden, diese sind
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2 ( ⌈AS, PC, RC, Tick⌉
∧ frame(AS, AS’, subs(nameGen(‘toan’, nameGen(‘and’, iname))))
∧ frame(PC, PC’, subs(nameGen(‘toan’, nameGen(‘and’, iname))))
∧ AS[nameGen(‘toan’, nameGen(‘and’, iname))] 6= inactive
→ AS’[nameGen(‘toan’, nameGen(‘and’, iname))] 6= inactive)
fu¨r den Plan toan sowie
2 ( ⌈AS, PC, RC, Tick⌉
∧ AS’ = AS[cand AS’[nameGen(‘cand’, nameGen(‘and’, iname))]]
∧ PC’ = PC[cand PC’[nameGen(‘cand’, nameGen(‘and’, iname))]]
∧ AS[nameGen(‘cand’, nameGen(‘and’, iname))] 6= inactive
→ AS’[nameGen(‘cand’, nameGen(‘and’, iname))] 6= inactive)
fu¨r den Plan cand. Zusa¨tzlich zu diesen Aussagen muss das fu¨r den Beweis der Aussage
20 relevante Verhalten der Pla¨ne extrahiert werden.
In der gegebenen Hierarchie gilt folgendes: Der u¨bergeordnete Plan dwa ist ein
anyorder Plan. Das bedeutet, dass von den Unterpla¨nen nur jeweils einer gleichzeitig
in die Execution-Phase gelangen kann, sofern die Unterpla¨ne die Aktivierungssignale
respektieren. Gleichzeitig ko¨nnen weder der Plan cand noch der Plan toan abgebrochen
werden, solange dwa nicht terminiert. Dies ist darin begru¨ndet, dass keiner der Pla¨ne eine
abort-Bedingung hat und auch die Unterpla¨ne von toan nicht abgebrochen werden ko¨nnen.
Wenn dwa einen der kritischen Unterpla¨ne aktiviert, dann wird dieser so lange ausgefu¨hrt,
bis er seine Bearbeitung beendet. Dann allerdings kann sich der Plan dwa auch sofort beenden
und aktiviert keine weiteren Unterpla¨ne. Nur einer der Unterpla¨ne kann also in einen der
Zusta¨nde activated bzw. completed kommen, weswegen die Aussage beweisbar ist.
Bei der Formalisierung dieses Verhaltens in Form der Abstraktionsaussagen ist zu beachten,
dass diese Abstraktionsaussagen nach Mo¨glichkeit keine Forderung nach Fortschritt enthalten
sollten. Das heißt, eine Aussage, die verlangt, dass der Plan cand vom Zustand ready in
den Zustand activated wechselt, wenn sein Aktivierungssignal vorliegt sollte vermieden
werden. Der Grund dafu¨r wird spa¨ter erla¨utert. Stattdessen wird die Aussage so formuliert,
dass cand aus dem Zustand ready nur in den Zustand ready oder den Zustand activated
wechseln kann. Gleichzeitig wird das Verhalten so eingeschra¨nkt, dass der Plan nicht den
Zustand activated erreichen kann, wenn nicht das Aktivierungssignal gesendet wird. Auf
diese Weise kann der Plan nicht zum Wechsel in die Execution-Phase gezwungen werden.
Dies spielt beim Beweis der Aussage 20 jedoch keine Rolle und kann daher zugelassen werden.
Insgesamt besteht die spezifische Abstraktion fu¨r cand aus vier Komponenten. Die erste
Komponente sagt aus, dass der Plan, wenn er aktiviert ist entweder aktiviert bleibt oder
in den Zustand completed wechselt, solange dwa nicht in einem terminierten Zustand ist.
Die zweite Komponente verlangt, dass der Plan, sofern er in der Selection-Phase ist, in
dieser bleibt, solange dwa nicht terminiert und auch kein Aktivierungssignal gesendet wird.
Die dritte Komponente sagt, dass der Plan vom Zustand ready aus im Zustand ready
verbleibt oder in den Zustand activated wechselt, sofern dwa nicht terminiert ist. Die
letzte Komponente beschreibt, dass der Plan bei Terminierung von dwa nicht in den Zustand
completed wechseln kann. Formal wird das durch nachstehende temporallogische Formel
beschrieben:
( ( AS[nameGen(‘cand’, iname)] = activated ∧ ¬ isTerminated(AS, iname)
→ AS’[nameGen(‘cand’, iname)] = activated ∨ AS’[nameGen(‘cand’, iname)] = completed)
∧ ( isSelected(AS, nameGen(‘cand’, iname)) ∧ ¬ PC[nameGen(‘cand’, iname)]
∧ ¬ isTerminated(AS, iname)
→ isSelected(AS’, nameGen(‘cand’, iname)))
∧ ( isReady(AS, nameGen(‘cand’, iname)) ∧ ¬ isTerminated(AS, iname)
→ isReady(AS’, nameGen(‘cand’, iname)) ∨ isActivated(AS’, nameGen(‘cand’, iname)))
∧ ( AS[nameGen(‘cand’, iname)] 6= completed ∧ isTerminated(AS, iname)
→ AS’[nameGen(‘cand’, iname)] 6= completed))
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unless ( ( AS[nameGen(‘cand’, iname)] = activated ∧ ¬ isTerminated(AS, iname)
→ AS’[nameGen(‘cand’, iname)] = activated
∨ AS’[nameGen(‘cand’, iname)] = completed)
∧ ( isSelected(AS, nameGen(‘cand’, iname)) ∧ ¬ PC[nameGen(‘cand’, iname)]
∧ ¬ isTerminated(AS, iname)
→ isSelected(AS’, nameGen(‘cand’, iname)))
∧ ( isReady(AS, nameGen(‘cand’, iname)) ∧ ¬ isTerminated(AS, iname)
→ isReady(AS’, nameGen(‘cand’, iname))
∨ isActivated(AS’, nameGen(‘cand’, iname)))
∧ ( AS[nameGen(‘cand’, iname)] 6= completed ∧ isTerminated(AS, iname)
→ AS’[nameGen(‘cand’, iname)] 6= completed)
∧ ¬ ( AS’’[nameGen(‘cand’, iname)] = AS’[nameGen(‘cand’, iname)]
∧ ¬ isSuspended(AS’’, iname)));
Die Formel sagt aus, dass die oben beschriebenen Komponenten so lange garantiert werden,
wie die Umgebung sicherstellt, dass das cand zugeordnete Feld der Asbru-Zustandsvariablen
nicht vera¨ndert wird. Außerdem darf der cand u¨bergeordnete Plan nicht in seiner Ausfu¨hrung
unterbrochen werden. Bei der letzten Forderung handelt es sich um einen technischen Kniff.
Da im kompletten Modell von Kapitel 1 der Fallstudie keine suspend-Bedingung vorkommt,
ist es unmo¨glich, dass einer der Pla¨ne dieses Kapitels in seiner Ausfu¨hrung unterbrochen
wird. Durch die Bedingung an die Umgebung werden also alle real vorkommenden Abla¨ufe
untersucht, jedoch dabei die ohnehin nicht existente Komplikation der Unterbrechung von
Pla¨nen ausgelassen.
Analog zu der Abstraktion von cand wird nun eine Abstraktion fu¨r den Plan toan defi-
niert. Diese entspricht weitgehend der fu¨r den Plan cand, jedoch erweitert um eine Aussage
zu seinem Unterplan praoa. Insgesamt besteht die Abstraktion aus fu¨nf Teilkomponenten.
Die Erste entspricht der von cand, in der festgelegt wird, dass der Plan nicht abbrechen
kann. Das heißt, es wird sichergestellt, dass toan, sobald einmal der activated Zustand
erreicht wurde, nur activated bleiben kann oder in den Zustand completed wechseln,
zumindest solange dwa nicht terminiert. Auch die zweite Komponente wird analog u¨bernom-
men und besagt, dass der Plan aus der Selection-Phase ohne Terminierung von dwa oder
das Senden eines Aktivierungssignals nicht herauskommt. Die dritte Aussage ist ebenfalls
analog und besagt, dass toan aus dem Zustand ready nur in den Zustand ready oder den
Zustand activated wechseln kann, solange dwa nicht terminiert. Die vierte Komponente
wird gegenu¨ber der Abstraktion des cand Plans neu eingefu¨gt und beschreibt das Verha¨ltnis
zwischen toan und seinem Unterplan praoa. praoa kann nach dieser Forderung nicht in den
Zustand activated wechseln, wenn nicht bereits toan im Zustand activated ist. Wie
bei der Aussage von cand beschreibt die letzte Komponente das Verhalten von toan im Fall
der Terminierung von dwa. In diesem Fall gilt, dass toan nicht in den Zustand activated
wechseln kann, wenn der Plan nicht bereits in diesem Zustand war.
Formal wird dies durch die nachstehende Aussage beschrieben:
( AS[nameGen(‘toan’, iname)] = activated ∧ ¬ isTerminated(AS, iname)
→ AS’[nameGen(‘toan’, iname)] = activated ∨ AS’[nameGen(‘toan’, iname)] = completed)
∧ ( isSelected(AS, nameGen(‘toan’, iname)) ∧ ¬ PC[nameGen(‘toan’, iname)]
∧ ¬ isTerminated(AS, iname)
→ isSelected(AS’, nameGen(‘toan’, iname)))
∧ ( isReady(AS, nameGen(‘toan’, iname)) ∧ ¬ isTerminated(AS, iname)
→ isReady(AS’, nameGen(‘toan’, iname)) ∨ isActivated(AS’, nameGen(‘toan’, iname)))
∧ ( AS[nameGen(‘praoa’, nameGen(‘toan’, iname))] 6= activated
∧ AS[nameGen(‘toan’, iname)] 6= activated
→ AS’[nameGen(‘praoa’, nameGen(‘toan’, iname))] 6= activated)
∧ ( AS[nameGen(‘toan’, iname)] 6= activated ∧ isTerminated(AS, iname)
→ AS’[nameGen(‘toan’, iname)] 6= activated))
Bei dieser Aussage ist aus Gru¨nden der Lesbarkeit nur die Garantie des Systems abgebildet.
Das System verlangt als Umgebungsannahme, dass die Umgebung die Planzusta¨nde von
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toan sowie dessen Unterpla¨nen and und praoa unvera¨ndert la¨sst. Formal wird dies wie
folgt aufgeschrieben:
AS’[nameGen(‘toan’, iname)] = AS’’[nameGen(‘toan’, iname)]
∧ AS’[nameGen(‘praoa’, nameGen(‘toan’, iname))]
= AS’’[nameGen(‘praoa’, nameGen(‘toan’, iname))]
∧ AS’[nameGen(‘and’, nameGen(‘toan’, iname))]
= AS’’[nameGen(‘and’, nameGen(‘toan’, iname))]
∧ ¬ isSuspended(AS’’, iname);
In einem na¨chsten Schritt sollen nun alle temporallogischen Abstraktionen in eine einzige
temporallogische Formel vereinigt werden, die keine Parallel-Operatoren entha¨lt. Nach An-
wendungen der Abstraktionen und der Vereinigung der Abstraktionen von gppse und asbSN
ergibt sich folgende Sequenz:
2 ϕ(gppse, asbSN)
‖s 2 ϕ(cand)
∧ G(cand) unless (G(cand) ∧ ¬ R(cand))
‖s 2 ϕ(toan)
∧ G(toan) unless (G(toan) ∧ ¬ R(toan))
Dabei ist ϕ(...) die oben beschriebene Standard-Abstraktion fu¨r passive Pla¨ne und G(..)
bzw R(...) sind die oben beschriebenen Abstraktionen fu¨r die aktiven Pla¨ne. Ziel ist es nun,
alle Parallel-Operatoren zu eliminieren und am Ende eine einzige
”
geschlossene“ Formel der
Form
2 ϕ(gppse, asbSN, cand, toan)
∧ G(cand, toan) unless (G(cand, toan) ∧ ¬ R(cand, toan))
zu erlangen. Die Always Formeln werden dabei analog zur Vereinigung der Abstraktionen
der passiven Pla¨ne durchgefu¨hrt. Das heißt, die Gesamtaussage garantiert, keine Felder des
Asbru-Zustands zu vera¨ndern außer denen, die von mindestens einer der beteiligten Kompo-
nenten vera¨ndert werden. Analog wird diese Forderung fu¨r die Plankommunikationsvariable
aufgestellt. Garantiert eine der Teilkomponenten, dass der Zustand inactive niemals er-
reicht werden wird, so garantiert dies auch die Gesamtaussage.
Die Zusammenfu¨hrung von Rely-Guarantee Aussagen wird a¨hnlich durchgefu¨hrt. Bei den
im Rahmen dieser Fallstudie verwendeten Rely-Guarantee Aussagen gilt immer, dass diese
durch einfache Konjunktion der einzelnen Garantien bzw. Relies durchgefu¨hrt werden ko¨nnen.
Im Fall von Aussage 20 heißt das, dass G(cand, toan) = G(cand) ∧G(toan) sowie R(cand,
toan) = R(cand) ∧ R(toan). Damit der Beweis mo¨glich ist, dass die Komponenten auch
die Gesamtaussage erhalten, mu¨ssen jedoch fu¨r die einzelnen Garantien Bedingungen gelten.
Zum Einen sollten Garantien keine temporallogischen Operatoren enthalten, sondern, so-
fern mo¨glich, immer rein pra¨dikatenlogisch formuliert sein. Zum Anderen muss gelten, dass
die einzelnen Garantien keinen Fortschritt beinhalten. Bei der Zusammenfu¨hrung der Aus-
sagen, also dem Beweis, dass die einzelnen Garantien die Gesamtgarantie erhalten, ist zu
beachten, dass die beiden Komponenten unabha¨ngig voneinander terminieren ko¨nnen. Das
bedeutet, dass jede der Garantien fu¨r sich genommen sicherstellen muss, dass die Gesamtga-
rantie gilt. Konkret sind drei Beweisverpflichtungen zu zeigen. Zum Ersten, dass die beiden
Komponenten zusammen die globale Garantie erhalten:
2 ϕ(cand)
∧ G(cand) unless (G(cand) ∧ ¬ R(cand))
‖s 2 ϕ(toan)
∧ G(toan) unless (G(toan) ∧ ¬ R(toan))
⊢ G(cand, toan) unless (G(cand, toan) ∧ ¬ R(cand, toan))
Zum Zweiten, dass die erste Komponente die Gesamtgarantie erha¨lt:
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2 ϕ(cand)
∧ G(cand) unless (G(cand) ∧ ¬ R(cand))
⊢ G(cand, toan) unless (G(cand, toan) ∧ ¬ R(cand, toan))
Zum Dritten, dass auch die zweite Komponente die Gesamtgarantie erha¨lt:
2 ϕ(toan)
∧ G(toan) unless (G(toan) ∧ ¬ R(toan))
⊢ G(cand, toan) unless (G(cand, toan) ∧ ¬ R(cand, toan))
Wu¨rde nun die Garantie des Gesamtsystems verlangen, dass der Plan toan irgendwann in
die Execution-Phase eintritt, so mu¨sste auch die Garantie von cand alleine dieses eintreten
in die Execution-Phase sicherstellen ko¨nnen. Da aber cand garantiert, den Zustand von
toan nicht zu vera¨ndern, kann dies nicht wahr sein.
Es gibt Fa¨lle, in denen Fortschrittsforderungen in der Garantie notwendig sind. In diesen
Fa¨llen muss die Garantie allerdings auch das Terminierungsverhalten beschreiben, beispiels-
weise, dass cand nur terminiert, wenn er dabei gleichzeitig den Zustand completed erreicht.
Dies ist aber nur mo¨glich, wenn die Garantie den temporallogischen Operator last entha¨lt,
was vermieden werden sollte, falls mo¨glich.
Mit den vier Abstraktionen der Unterpla¨ne des Plans dwa wird auf diesem Weg eine Ge-
samtabstraktion generiert. Diese wird dann parallel zu dwa ausgefu¨hrt. Der Zustand muss
dabei abstrahiert werden, so dass sichergestellt ist, dass keiner der Unterpla¨ne im Zustand
inactive ist (sonst wu¨rde er durch dwa nochmals gestartet werden), die relevanten Un-
terpla¨ne cand und toan in der Selection-Phase sind und keiner der beiden Pla¨ne ein
Aktivierungssignal erhalten hat. Dann wird ein temporallogischer Schritt ausgefu¨hrt. Nach
diesem Schritt sind im Wesentlichen vier Fa¨lle zu unterscheiden.
Als Erstes muss der Fall betrachtet werden, in dem dwa keine A¨nderung an den Signalen
von toan und cand durchgefu¨hrt hat. Die Abstraktionen garantieren, dass beide Pla¨ne
dann noch immer in der Selection-Phase sind und damit weder das Startereignis noch
eine Aussagenverletzung stattgefunden hat. Dabei ko¨nnen durchaus Aktivierungssignale an
gppse oder asbSN gesendet werden, da dies keinen Einfluss auf die Korrektheit der Aussage
hat. Dieser Fall wird durch temporallogische Induktion geschlossen.
Der Zweite zu betrachtende Fall ist der in dem toan sein Aktivierungssignal erhalten
hat. In diesem Fall ist bekannt, dass toan im Zustand ready ist, da er sonst das Signal
nicht gesendet bekommen ha¨tte. Die anyorder Kontrolle von dwa garantiert nun, dass
keine weiteren Signale versendet werden, bis das Signal von toan konsumiert wurde. Die
Abstraktion garantiert nun, dass toan solange im Zustand ready bleibt, bis er in den Zu-
stand activated wechselt. Dann garantiert die Abstraktion, dass er so lange im Zustand
activated bleibt, bis er in den Zustand completed wechselt, woraufhin dwa seinen Zu-
stand ebenfalls nach completed a¨ndert und keine weiteren Signale sendet. Damit kann dieser
Fall abgeschlossen werden. In dem Spezialfall, in dem toan sein Signal konsumiert ohne in
die Execution-Phase zu wechseln, kann Induktion angewendet werden.
Der Dritte zu betrachtende Fall ist der, in dem cand sein Aktivierungssignal gesendet wird.
Dieser Fall verla¨uft analog zu dem obigen und kann aus den gleichen Gru¨nden erfolgreich
geschlossen werden.
Als letztes ist noch der Fall zu betrachten, in dem dwa terminiert, die Abstraktion der
Unterpla¨ne jedoch noch weiterla¨uft. In diesem Fall kann durch die Bedingungen bei Termi-
nierung in den Garantien der Komponenten gezeigt werden, dass keine Aussagenverletzung
stattfinden kann, wenn sie noch nicht bis dahin stattgefunden hat. Damit kann auch dieser
Fall erfolgreich geschlossen werden, womit die Aussage bewiesen ist.
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Die Aussage kann als typischer Vertreter medizinischer Aussagen gelten. Aufgrund der rele-
vanten Details des Aktivierungsverhaltens der Unterpla¨ne ist sie als eher u¨berdurchschnittlich
komplex einzuordnen. Relevant ist das Aktivierungsverhalten eines anyorder kontrollierten
Plans sowie die Abbildung des Verhaltens zweier Unterpla¨ne. Davon ist einer kein direkter
Unterplan des anyorder Plans sondern ein Unter-Unterplan.
Der Beweisaufwand fu¨r diese Aussage liegt bei etwa zwei Vollzeit-Tagen. Zu beachten ist
dabei, dass dies nur den Netto-Beweisaufwand beschreibt. Dieser wird gerechnet fu¨r die Be-
weise der korrekten Abstraktionen, die Kompositionalita¨tsbeweise der Abstraktionen sowie
dem eigentlichen Korrektheitsbeweis. Nicht mit einbezogen ist die Zeit, die fu¨r das Finden der
korrekten Abstraktionen notwendig ist. Insgesamt beno¨tigen alle Beweise zusammen knapp
900 Interaktionen und insgesamt etwa 2400 Beweisschritte.
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Aussage 35 ist ein Beispiel dafu¨r, wie man Schwa¨chen eines Leitlinien-Modells durch zusa¨tz-
liche Annahmen ausgleichen kann und trotz dieser Schwa¨chen die Korrektheit einer Aussage
zu zeigen.
22.1 Inhalt der Aussage und Formalisierung
Aussage 35 verlangt, dass Patienten mit Brustkrebs die Wahl zwischen brusterhaltender The-
rapie und der kompletten Brustentfernung freigestellt sein soll. Dabei sollen mo¨gliche Kon-
traindikatoren allerdings beru¨cksichtigt werden. Im Original lautet die Aussage
”
Women with
Stage I or Stage II breast cancer should be offered a choice of modified radical mastectomy or
breast conserving surgery, unless contraindications to breast conserving therapy are present.“
Nach Konsultationen mit den Medizinern wird die Anpassung der Aussage, wie sie in
Dokument [61] angegeben ist, komplett verworfen. Stattdessen wird die brusterhaltende The-
rapie an den Plan bct (kurz fu¨r
”
breast conserving therapy“) gebunden, die Mastectomy
an den Plan mast (kurz fu¨r
”
mastectomy“) und die Wahl des Patienten an den Parameter
”
parameter-patient-prefers-bct“.
Die Aussage wird als
”
avoid during period“ Aussage formuliert, wobei vermieden werden
soll, dass der Plan bct aktiviert wird, wenn der Patient dies nicht wu¨nscht und der Plan
mast nicht aktiviert wird, wenn der Patient dies nicht wu¨nscht.
Dies bedeutet, dass das Startereignis, also die StartEventTrigger Variable auf den
Wert true gesetzt werden soll, wenn der Plan treatment in den Zustand activated
wechselt. Die EndEventTrigger Variable soll auf den Wert true gesetzt werden, wenn der
Plan treatment in den Zustand completed wechselt.
Die Aussage gilt als verletzt, wenn bei gesetztem
”
parameter-patient-prefers-bct“ Flag der
Plan mast aktiviert wird oder bei nicht-gesetztem Flag der Plan bct aktiviert wird. Dies
wird formal wie folgt gefasst:
2 ( ( ( StartEventTrigger ∧ PDH[AC][‘parameter-patient-prefers-bct’] .val
∧ AS[nameGen(‘mast’, nameGen(‘treat’, iname))] = activated)
∨ (StartEventTrigger ∧ ¬ PDH[AC][‘parameter-patient-prefers-bct’] .val
∧ AS[nameGen(‘bct’, nameGen(‘treat’, iname))] = activated))
⊃ Observed’’; (Observed’ ↔ Observed’’)),
Dabei wird eine Aussagenverletzung gleichgesetzt mit dem Setzen der Observed Variablen
auf den Wert true. Zu beweisen ist, dass immer dann, wenn der EndEventTrigger auf den
Wert true gesetzt wird, die Beobachtungsvariable Observed auf den Wert false gesetzt ist.
Bei der Formalisierung der Aussage wurde der Teil der Aussage, der u¨ber die Kontraindi-
kationen redet, bewusst ausgelassen.
Der Beweis muss u¨ber die komplette Planhierarchie von Kapitel 1 gefu¨hrt werden, die
unterhalb des Plans treatment (abgeku¨rzt treat) liegt. Diese ist in Abbildung 22.1 dar-
gestellt.
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Der Beweis der Aussage gestaltet sich zuna¨chst als schwierig. Grund hierfu¨r ist der Plan
mast. Dieser entha¨lt in seiner filter-Bedingung zwar korrekterweise eine Bedingung an den
Parameter, der die Pra¨ferenz des Patienten festlegt, jedoch zusa¨tzlich noch eine Forderung
an einen Plan namens reex. Das Problem damit ist, dass der Plan reex in der gesamten
Fallstudie nicht vorkommt.
Eine Anfrage bei den Medizinern ergibt die Auskunft, dass der Plan reex Teil der bruster-
haltenden Therapie sein sollte, jedoch nicht im Modell von Kapitel 1 der Fallstudie enthalten
ist. Dieser Plan wird aufgerufen, wenn die eigentliche brusterhaltende Therapie fehlschla¨gt
und soll die fehlgeschlagene Therapie ersetzen.
Mit diesem Wissen ist davon auszugehen, dass der Plan reex nicht aktiviert wird, solange
nicht die brusterhaltende Therapie fehlschla¨gt. Entsprechend wird eine Umgebungsannahme
formuliert, die sagt, dass der Plan nicht aktiviert wird, solange bct nicht in den Zustand
aborted wechselt.
In diesem Fall hat das Hintergrundwissen der Mediziner geholfen, einen Fehler im Modell zu
umgehen. Nichtsdestotrotz ist die Abwesenheit des reex Planes eine Anomalie, die beseitigt
werden sollte.
Der eigentliche Beweis der Aussage gestaltet sich nach Kla¨rung dieses Sachverhalts als
relativ einfach. Der Plan bct wird ohnehin nur gestartet, wenn der Patient dies wu¨nscht
und insofern wird eine Abstraktion dieses Plans gewa¨hlt, nach der der Plan den Zustand
considered nicht verlassen kann, solange der Parameter
”
parameter-patient-prefers-bct“
nicht auf den Wert true gesetzt ist. Entscheidend ist nun noch die zweite Komponente der
Aussage. Dabei ist zu zeigen, dass eine analoge Forderung auch fu¨r den Plan mast gilt.
Dabei ist die Nebenforderung der filter-Bedingung des Plans mast zu beachten. Diese kann
wahr werden, wenn der Plan bct seine Abarbeitung abbricht. Es kann allerdings im Modell
gezeigt werden, dass dies nicht der Fall sein kann. bct selbst hat keine abort-Bedingung
und seine notwendigen Unterpla¨ne haben ebenfalls keine Mo¨glichkeit abzubrechen. Daher
kann bewiesen werden, dass bct stets nach der Aktivierung irgendwann in den Zustand
completed u¨bergeht.
Diese Abstraktion fu¨r bct muss u¨ber eine Hierarchie von insgesamt 13 Pla¨nen bei einer
Tiefe der Hierarchie von vier Stufen nachgewiesen werden. Insgesamt lautet die Garantie der
Abstraktion fu¨r bct wie folgt:
( AS[nameGen(‘bct’, iname)] 6= rejected
→ AS’[nameGen(‘bct’, iname)] 6= rejected)
∧ ( AS[nameGen(‘bct’, iname)] 6= aborted
→ AS’[nameGen(‘bct’, iname)] 6= aborted)
∧ ( AS[nameGen(‘bct’, iname)] = considered
∧ ¬ (PDH[AC][‘parameter-patient-prefers-bct’]) .val
→ AS’[nameGen(‘bct’, iname)] = considered)
Die beiden oberen Implikationen sagen aus, dass bct nicht abbricht und nicht zuru¨ckgewie-
sen wird, die dritte Implikation garantiert, dass bct nicht den Zustand considered verla¨sst,
wenn der Patient keine brusterhaltende Therapie wu¨nscht. Diese Garantie erha¨lt bct solan-
ge aufrecht, wie die Umgebung nicht die Zusta¨nde der Unterpla¨ne a¨ndert, der u¨bergeordnete
Plan terminiert oder der u¨bergeordnete Plan seine Ausfu¨hrung unterbricht.
Die Aussage des Plans mast ist geringfu¨gig einfacher, da hier nicht garantiert werden muss,
dass der Plan nicht abbricht. Die Garantie der Abstraktion lautet wie folgt:
AS[nameGen(‘mast’, iname)] = considered
∧ (PDH[AC][‘parameter-patient-prefers-bct’]) .val
∧ reduce(leave(superGen(‘reex’), activated), ASH, AC) = clock(⊥)
→ AS’[nameGen(‘mast’, iname)] = considered)
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Der Plan garantiert also nur, nicht den Zustand considered zu verlassen, solange der Pa-
tient keine brusterhaltende Therapie wu¨nscht und gleichzeitig der Plan reex nicht aktiviert
wurde und dann den Zustand activated verlassen hat. Diese Garantie ha¨lt der Plan so-
lange aufrecht, wie der u¨bergeordnete Plan seine Ausfu¨hrung nicht unterbricht oder abbricht
und so lange die Umgebung den Planzustand von mast nicht a¨ndert.
Mit diesen Abstraktionen sowie den Standard-Abstraktionen fu¨r passive Pla¨ne fu¨r die Un-
terpla¨ne von treat kann die Verifikation erfolgreich durchgefu¨hrt werden. Dabei wird die
gleiche Technik wie beim Beweis der Aussage 20 angewendet. Das heißt, zuna¨chst werden
Standardabstraktionen fu¨r alle passiven Pla¨ne bewiesen und dann die Abstraktionen sowie
die Standardaussagen fu¨r die Pla¨ne mast und bct. Die Abstraktionen werden dann mit
Modularisierungsbeweisen verknu¨pft, so dass am Ende die Prozedur, die den Plan treat re-
pra¨sentiert parallel zu einer temporallogischen Formel ausgefu¨hrt wird. Insgesamt sind dabei
44 verschiedene Pla¨ne zu beru¨cksichtigen.
22.3 Besonderheiten der Aussage
Die Aussage ist insofern herausragend, als sie eine extrem große Zahl von Pla¨nen umfasst.
Dies macht sich bei den Modularisierungsbeweisen der Abstraktionen deutlich bemerkbar. Der
Aufbau der Sequenzen durch KIV erscheint tra¨ge und die Durchfu¨hrung von Simplifikations-
schritten za¨h. Insgesamt beno¨tigt der letzte Modularisierungsbeweis, der alle Abstraktionen
zusammenfasst mehrere Stunden, wobei normale Modularisierungsbeweise a¨hnlicher Bauart
eher im Bereich weniger Minuten zur Verifikation beno¨tigen.
Der Netto-Beweisaufwand fu¨r diese Aussage liegt bei circa zwei-einhalb Arbeitstagen. Zum
Beweis sind insgesamt mehr als 2500 Interaktionen notwendig, die Zahl der Beweisschritte
liegt jenseits von 6000. Bei diesem Aufwand ist allerdings zu beachten, dass ein sehr großer
Anteil an dem Beweisaufwand fu¨r den Nachweis der Standardabstraktionen der passiven
Pla¨ne verwendet wird. Dieser Aufwand ist unabha¨ngig von dieser Aussage nicht verloren, da
diese Abstraktionsaussagen auch in anderen Beweisen wiederverwendet werden ko¨nnen.
Besondere Beachtung finden sollte das medizinische Ergebnis dieser Verifikation. Zum Einen
ist es hier mo¨glich, die Verifikation u¨ber einem fehlerhaften Modell aufgrund der Einbezie-
hung medizinischen Hintergrundwissens durchzufu¨hren, zum Anderen zeigt der Beweis dieser
Aussage, dass auch ein positives Beweisergebnis stets interpretiert werden muss. Im Verlauf
des Beweises der Aussage ist es na¨mlich nicht notwendig, die zusa¨tzliche Vorbedingung der
originalen Aussage zu verwenden, na¨mlich das Vorliegen von Kontraindikationen der bruster-
haltenden Therapie. Da die Korrektheit der Aussage unabha¨ngig von diesem Fakt ist, stellt
sich die Frage nach der Korrektheit des Modells.
Nachfragen bei Medizinern ergeben, dass die Ursache fu¨r dieses Problem in der besonde-
ren Interpretation der brusterhaltenden Therapie dieser Leitlinie liegt. Die brusterhaltende
Therapie wird hier gleichgesetzt mit einer
”
mo¨glichst“ brusterhaltenden Therapie. Das heißt,
wa¨hrend der Operationen werden bei Vorliegen von Kontraindikationen einfach so lange wei-
tere Teile der Brust und der Lymphknoten der Achseln entfernt, bis am Ende alles vom
Tumor befallene Gewebe entfernt wurde. Im Extremfall gleicht dieses Ergebnis dem einer
Mastektomie. Somit werden die Kontraindikationen gegen die brusterhaltende Therapie im-
plizit modelliert.
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23.1 Inhalt der Aussage und Formalisierung
Aussage 38 verlangt, dass die brusterhaltende Therapie stets von einer Strahlentherapie be-
gleitet wird, um die Heilungschancen zu erho¨hen. Das Startereignis wird mit dem Start der
brusterhaltenden Therapie zusammengelegt (Plan bct), das Endereignis mit der erfolgreichen
Beendigung derselben. Innerhalb des Intervalls soll beobachtet werden, dass Strahlentherapie
gestartet wird, die durch den Plan dcis-radiotherapy (abgeku¨rzt dcis) repra¨sentiert
wird. Die relevante Planhierarchie fu¨r den Beweis dieser Aussage ist in Abbildung 23.1 dar-
gestellt.
Es handelt sich bei Aussage 38 um eine
”
observe during period“ Aussage, bei der also
innerhalb des Intervalls ein bestimmtes Verhalten beobachtet werden muss. Prinzipiell ist
der Aufbau des GDL Konstruktes a¨hnlich zu dem der
”
avoid during period“ Aussagen. Das
heißt, temporallogische Formeln bestimmen Zustandsu¨berga¨nge der StartEventTrigger
und EndEventTrigger Variablen, welche einen Zeitkorridor definieren. Innerhalb dieses
Zeitkorridors wird eine Observed Variable auf den Wert true gesetzt, wenn ein bestimm-
tes Verhalten beobachtet wird. Der wesentliche Unterschied zu den
”
avoid during period“
Aussagen ist, dass hier nachgewiesen werden muss, dass bei Eintreten des Endereignisses die
Variable Observed mit dem Wahrheitswert true belegt ist.
23.2 Beweis der Aussage
Fu¨r den Beweis der Aussage sind ausschließlich Standardabstraktionen notwendig. Die Ursa-
che dafu¨r liegt darin, dass der Plan dcis ein notwendiger Unterplan fu¨r bct ist, das heißt,
ohne eine Beendigung von dcis kann bct nicht beendet werden.
Der Plan bct wird also ausgefu¨hrt, bis seine Unterpla¨ne gestartet werden. Diese werden
dann abstrahiert, so dass das Verhalten aller Unterpla¨ne (und damit das von dcis) beliebig
wird. Mit diesem beliebigen Verhalten sind nur noch zwei unterschiedliche Fa¨lle zu beru¨ck-
sichtigen. Zum Einen der, in dem dcis in den Zustand completed wechselt, zum Anderen
der, in dem dies nicht geschieht. Im ersten Fall ist die Aussage sofort erfu¨llt, da das gewu¨nsch-
te Verhalten beobachtet werden kann. Im zweiten Fall wird das gesuchte Verhalten zwar nicht
beobachtet, jedoch kann dann auch der Plan bct nicht seine Bearbeitung abschließen.
Damit kann das Endereignis unabha¨ngig vom Verhalten der Unterpla¨ne nur dann eintreten,
wenn auch die Aussage wahr ist.
23.3 Besonderheiten der Aussage
Der Beweis dieser Aussage nutzt Spezifika von Asbru aus um vom Verhalten der Unterpla¨ne
fast ga¨nzlich zu abstrahieren. Diese Aussage ist ein Beispiel dafu¨r, wie weit man bei der
Abstraktion von Unterpla¨nen zum Teil gehen kann, um eine hohe Effizienz beim Beweisen zu
erreichen.
Insgesamt beno¨tigt der Beweis dieser Aussage etwa einen halben Arbeitstag, wobei dabei
Teile der fu¨r Aussage 35 definierten Abstraktionsaussagen wiederverwendet werden ko¨nnen.
Insgesamt sind fu¨r den Beweis 725 Interaktionen und 1849 Beweisschritte notwendig, wobei
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Abbildung 23.1: Relevante Planhierarchie fu¨r Aussage 38
davon 644 Interaktionen und 1629 Beweisschritte von Hilfsaussagen anderer Beweise wieder-
verwendet werden ko¨nnen.
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Aussage 1 ist ein Beispiel dafu¨r, warum die Struktur eines Beweises manchmal fu¨r die Be-
wertung des Verifikationsergebnisses relevant sein kann. Im vorliegenden Fall zeigt sich, dass
die Aussage falsch an das Modell angepasst wurde. Der Fehler wird offenkundig, da der Be-
weisbaum lediglich aus einem einzigen temporallogischen Schritt besteht.
24.1 Inhalt der Aussage und Formalisierung
Die informelle Form der Aussage 1 lautet:
”
No breast-conserving surgery or mastectomy
in metastatic disease“. Diese Aussage fa¨llt klar in die Kategorie der
”
avoid during period“
aussagen, wobei chirurgische Behandlungen unterlassen werden sollen, sobald Metastasen
festgestellt werden ko¨nnen. Die Aussage wird laut [61] so formalisiert, dass wa¨hrend der
Abarbeitung des ersten Kapitels der Fallstudie kein chirurgischer Eingriff festgestellt werden
darf, wenn die Diagnose auf metastasierenden Brustkrebs lautet oder Metastasen in den
Lymphknoten nachgewiesen werden ko¨nnen.
Diese Aussage ist in dieser Form nicht beweisbar, da jeder Patient, der entsprechend dem
ersten Kapitel der Leitlinie behandelt wird, zwangsla¨ufig operiert wird und Patienten mit
Metastasen in den Achselknoten mo¨glicherweise auf Basis des ersten Kapitels der Leitlinie
behandelt werden. Eine Ru¨ckfrage an die Mediziner zu diesem Sachverhalt ergibt, dass die
Anpassung der Aussage an die Leitlinie einen Fehler entha¨lt.
Die originale Aussage verlangt die Unterlassung von Chirurgie bei metastasierendem Brust-
krebs. Die Aussage ist an dieser Stelle nicht genau genug formuliert, da tatsa¨chlich nur bei
sogenannten fernen Metastasen (
”
distant metastasis“) die Chirurgie unterlassen werden soll.
Metastasen in den Lymphknoten der Achseln hingegen werden bei Brustkrebs als spezielle
Auspra¨gung von lokal begrenztem Krebs angesehen und fallen somit nicht unter die Aus-
schluss Kriterien fu¨r die chirurgische Behandlung.
Entsprechend wird mittels dieser Aussage nachgewiesen, dass kein Patient mit der Diagnose
”
metastasierender Brustkrebs“ durch Kapitel 1 der Fallstudie chirurgisch behandelt wird. Im
Folgenden werden die Komponenten der Aussagen stu¨ckweise beschrieben.
Die Vorbedingung der Aussage ist, dass die betrachteten Patienten die Diagnose
”
metasta-
sierender Brustkrebs“ gestellt bekommen haben. Dies wird formalisiert durch die temporal-
logische Formel
2 PDH[AC][‘parameter-diagnosis’] .val = metastasised-BC
Es wird also verlangt, dass die Diagnose zumindest fu¨r die Dauer der Behandlung nicht
gea¨ndert wird. Das Startereignis fu¨r diese Aussage wird festgelegt auf den U¨bergang des
Planes chapter1 von einem beliebigen Zustand in den Zustand activated. Dies wird
u¨ber die nachstehende temporallogische Formel spezifiziert:
2 ( ( AS[superGen(‘chap1’)] 6= activated
∧ AS’[superGen(‘chap1’)] = activated)
⊃ StartEventTrigger’’
; (StartEventTrigger’ ↔ StartEventTrigger’’))
Das Endereignis des Beobachtungsintervalls ist die Terminierung des chapter1-Planes.
Dies wird durch nachstehende temporallogische Formel formalisiert:
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2 ( ( StartEventTrigger ∧ ¬ isTerminated(AS, superGen(‘chap1’))
∧ isTerminated(AS’, superGen(‘chap1’)))
⊃ EndEventTrigger’’
; (EndEventTrigger’ ↔ EndEventTrigger’’))
Die Aussage verlangt, dass wa¨hrend des angegebenen Intervalls nicht beobachtet werden
kann, dass ein Plan zur chirurgischen Tumorentfernung gestartet wird. Um dies festzustellen,
wird eine boolesche Variable Observed eingefu¨hrt. Diese soll initial auf den Wert false
gesetzt sein und genau dann auf true umgesetzt werden, wenn ein entsprechender Plan
gestartet wird. Dies wird durch die nachfolgende temporallogische Formel spezifiziert:
2 ( ( StartEventTrigger
∧ ( AS’[nameGen(‘bct’, nameGen(‘treat’, superGen(‘chap1’)))] = activated
∨ AS’[nameGen(‘mast’, nameGen(‘treat’, superGen(‘chap1’)))] = activated))
⊃ Observed’’
; (Observed’ ↔ Observed’’))
Zuletzt muss noch der aktuelle Zustand beschrieben werden. Im Fall dieser Aussage ist
es ausreichend, zu verlangen, dass alle drei relevanten Variablen, StartEventTrigger,
EndEventTrigger und Observed initial nicht wahr sind. Die Systembeschreibung besteht
aus der inactive# Prozedur, die parametrisiert als Plan superGen(‘chap1’) gestartet
wird. Die zu zeigende Aussage ist dann, dass in dem Schritt, in dem das Endereignis eintritt,
die Variable Observed noch immer auf den Wert false gesetzt wird.
24.2 Beweis der Aussage
Der Beweis der Aussage erfolgt durch einfache, symbolische Ausfu¨hrung ohne Anwendung
der Beweisdekomposition. Nach Ausfu¨hren des ersten temporallogischen Schrittes bleiben
alle drei Beobachtungsvariablen in ihren Werten unvera¨ndert, das heißt, weder Start- noch
Endereignis sind eingetreten und es konnte auch keine Aussagenverletzung festgestellt wer-
den. Der Plan superGen(‘chap1’) a¨ndert seinen Zustand durch diesen Schritt auf den
Wert considered. Im na¨chsten Schritt wird die filter-Bedingung des Plans gepru¨ft. Die-
se testet, ob der behandelte Patient an DCIS oder operablem Brustkrebs leidet. Da beides
nicht der Fall ist und die Bedingung mit einer now ata-Zeitannotation versehen ist, bleibt
der Plan bei diesem und allen weiteren Schritten im Zustand considered, um weiter auf
die Erfu¨llung der filter-Bedingung zu warten. Nach einem weiteren Schritt ist es mo¨glich,
Induktion anzuwenden und den Beweis zu schließen.
24.3 Besonderheiten der Aussage
Die Aussage wird zwar nominell durch die Leitlinie erfu¨llt, jedoch legt die Trivialita¨t des
Beweises nahe, dass die Anpassung dieser Aussage an die Leitlinie noch immer fehlerhaft ist.
Die Behandlung der Patienten, die durch die Vorbedingung beschrieben werden, wird nicht
von Kapitel 1 der Leitlinie beschrieben. Da Kapitel 1 der Leitlinie in diesem Fall u¨berhaupt
keine Behandlung vorsieht, wird logischerweise auch keine falsche Behandlung gestartet.
Gleichzeitig zeigt die Verifikation der Aussage noch eine zweite Anomalie, na¨mlich die, dass
die Auswertung der Diagnose durch die filter-Bedingung des superGen(‘chap1’) Plans
unendlich oft wiederholt wird, bis ein positives Ergebnis eintritt. Da ohne eine Behandlung
die Diagnose nie gea¨ndert werden kann, ist ein Warten auf eine A¨nderung der Bedingung hier
sinnlos.
Die Aussage ist ein gutes Beispiel fu¨r die Notwendigkeit bzw. die Nu¨tzlichkeit interaktiver
Beweismethoden. Die Anwendung automatischer Modellpru¨fung zum Testen dieser Aussage
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ha¨tte zum Ergebnis gehabt, dass die Aussage erfu¨llt ist, jedoch ohne auf die kleine Beweisgro¨ße
hinzuweisen. Ein manuelles Aufbauen des Zustandsraumes dagegen vermittelt ein Gefu¨hl
fu¨r bestimmte Komplexita¨ten und die Anwendung von Beweisdekomposition zwingt zum
Nachdenken u¨ber relevantes und irrelevantes Verhalten.
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In diesem Kapitel wird eine Bewertung des vorgestellten Ansatzes hinsichtlich seiner Anwend-
barkeit vorgenommen. Dabei wird der no¨tige Aufwand fu¨r die Verifikation, die Qualita¨t der
Leitlinie und die Ergebnisse der Verifikation in Verha¨ltnis zueinander gesetzt.
25.1 Aufwand der Verifikation
In dieser Arbeit wird die Korrektheit der Brustkrebs-Fallstudie durch die Verifikation von
insgesamt elf Aussagen untersucht. Von diesen elf Aussagen wurden hier vier ausgewa¨hlt und
detailliert erla¨utert. Die u¨brigen bewiesenen Aussagen sind in Anhang D aufgefu¨hrt. Fu¨r
die Verifikation der elf Aussagen wurden insgesamt etwa vier Personenmonate beno¨tigt. Die
Beweise bestehen aus insgesamt 20269 Beweisschritten bei 6234 Benutzerinteraktionen. Der
Automatisierungsgrad der Beweise liegt zwischen 61% und 98%.
Dieser Aufwand muss ins Verha¨ltnis zum Aufwand fu¨r die Modellierung von Leitlinien
gesetzt werden. So wurden fu¨r die Modellierung der Brustkrebs Leitlinie etwa zwei Personen-
jahre aufgewendet. Die Verifikation nimmt somit nur etwa ein Sechstel der Zeit der Modellie-
rung der Leitlinie ein. Der Beweisaufwand la¨sst sich zumindest teilweise gut parallelisieren.
Die Beweise der unterschiedlichen Kapitel der Leitlinie sind unabha¨ngig voneinander. Teil-
weise ko¨nnen selbst innerhalb eines Kapitels viele der Beweise parallel bearbeitet werden.
An der vorliegenden Fallstudie ha¨tten problemlos drei bis vier Personen gleichzeitig arbeiten
ko¨nnen ohne sich zu behindern.
Diese Arbeit zeigt somit, dass die Verifikation medizinischer Leitlinien nicht nur mo¨glich,
sondern der Aufwand fu¨r die eigentliche Verifikation auch u¨berschaubar ist. Fu¨r die Verifi-
kation einer Fallstudie mit ausreichend Personal mu¨ssen etwa ein bis zwei Monate angesetzt
werden.
25.2 Qualita¨t der Leitlinie
Es zeigt sich, dass die einzelnen Abschnitte der Brustkrebs-Leitlinie ho¨chst unterschiedliche
Qualita¨t in Bezug auf die Verifikation aufweisen. Ursache dafu¨r ist eine Entscheidung, die bei
der Modellierung der Leitlinie getroffen wurde. Leitlinien enthalten neben den wissenschaft-
lich gesicherten Aussagen auch Abschnitte, die nicht durch evidenzbasierte Forschungen abge-
deckt sind. Solche Fa¨lle ergeben sich immer dann, wenn beispielsweise randomisierte Studien
aufgrund ethischer Bedenken nicht durchgefu¨hrt werden ko¨nnen, etwa bei der Behandlung
von Kindern. Die Leitlinie sollte solche Bereiche klar voneinander abgrenzen, so dass ersicht-
lich wird, welche Teile wissenschaftlich belastbar sind und welche nicht. In der vorliegenden
Leitlinie gibt es diesbezu¨glich Probleme.
In Fa¨llen, in denen Fakten nicht als wissenschaftlich fundiert gekennzeichnet wurden, wur-
den diese nicht in das formale Modell der Leitlinie u¨bernommen. Damit einher geht allerdings
ein teilweiser Verlust der Struktur im formalen Modell der Leitlinie. Dies zeigt sich recht
deutlich bei der formalen Untersuchung von Kapitel 1 der Fallstudie. Die fehlende Struktur
u¨berdeckt dort die Fehler der informellen Leitlinie. Anomalien, die durch die Verifikation auf-
gedeckt werden ko¨nnen, lassen sich dadurch nur selten bis in die informelle Leitlinie zuru¨ckver-
folgen. Die aufgefundenen Anomalien weisen ha¨ufig nur auf Fehler des Modellierungsprozesses
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hin.
Im Gegensatz dazu steht beispielsweise das Modell von Kapitel 2. Dort wird ein Entschei-
dungsbaum in der Leitlinie formalisiert. Alle Entscheidungen dieses Entscheidungsbaumes
sind mit wissenschaftlich gesicherten Daten unterlegt und dies wird auch in der Leitlinie
kenntlich gemacht. Somit kann der Baum vollsta¨ndig in das formale Modell u¨bertragen wer-
den. Dadurch ko¨nnen Anomalien aufgefunden werden, die sich bis in die informelle Leitlinie
zuru¨ckverfolgen lassen. Beispiele hierfu¨r sind die Behandlung Schwangerer, die an einer Stelle
nicht ausreichend beru¨cksichtigt wird, sowie die Behandlung alter Patienten. In letzterem
Fall liegen der Leitlinie und der zu zeigenden Aussage unterschiedliche Definitionen des Be-
griffs
”
alt“ zugrunde. Im Grenzbereich schreiben Aussage und Leitlinie daher unterschiedliche
Behandlungen vor, was zu einer Verletzung der Aussage fu¨hrt.
Die Qualita¨t des formalen Modells der Leitlinie ließe sich verbessern, indem die Formalisie-
rung bereits fru¨her im Entwicklungszyklus der informellen Leitlinie Beachtung findet. Ohne
Vera¨nderungen des Leitlinien-Modellierungsprozesses wird die Verifikation in erster Linie Feh-
ler auffinden, die durch die Formalisierung der Leitlinie entstanden sind. Diese Fehlersuche ist
sehr nu¨tzlich und hilfreich, wenn beispielsweise das formale Modell der Leitlinie als Grundlage
eines Entscheidungsunterstu¨tzungssystems verwendet werden soll. Fu¨r die alleinige Sicherung
der Qualita¨t der urspru¨nglichen Leitlinie dagegen scheint der Aufwand relativ zum Ergeb-
nis recht hoch, da Verifikationsmaßnahmen gro¨ßtenteils zur Aufdeckung von Problemen der
Modellierung fu¨hren.
25.3 Anomalien in der Leitlinie
Insgesamt konnten durch die formale Behandlung der Leitlinie 26 Anomalien aufgedeckt
werden. Zuna¨chst wurden strukturelle Aussagen untersucht, die in Kapitel 20.2 beschrieben
werden. Zur Verifikation dieser Aussagen wurde die automatische Modellpru¨fung angewendet.
Dadurch konnten insgesamt zwo¨lf Anomalien aufgedeckt werden. So konnte beispielsweise ge-
zeigt werden, dass ein großer Teil des ersten Kapitels niemals ausgefu¨hrt werden kann. Nach
Korrektur dieser Anomalien wurden 17 medizinische Aussagen untersucht, davon neun mit
dem Gegenbeispielmechanismus und acht mit der interaktiven Verifikation. Nach Ru¨cksprache
mit Medizinern konnten in drei bereits als falsch nachgewiesenen Aussagen Fehler in der Aus-
sagenformalisierung gefunden werden. Nach Korrektur dieser Fehler verlief die Verifikation
erfolgreich.
Die interaktive Verifikation erlaubt nicht nur den Nachweis der Korrektheit von Aussa-
gen, sie erzwingt auch die Auseinandersetzung mit der Struktur der Beweise. Dadurch ist
es mo¨glich, Fehler zu erkennen, selbst wenn eine Aussage bewiesen werden kann. Dies ist
beispielsweise bei Aussage 1 der Fall. Dort kann die Aussage zwar gezeigt werden, die Struk-
tur des Beweises deutet jedoch auf eine Anomalie hin. Bei genauer Untersuchung stellte sich
heraus, dass die Aussage falsch formuliert wurde.
25.4 Zusammenfassung
Es ko¨nnen auch in einer Leitlinie hoher Qualita¨t zahlreiche Anomalien gefunden werden. Der
Großteil der gefundenen Anomalien la¨sst sich allerdings nicht bis in die informelle Leitlinie
zuru¨ckverfolgen. Stattdessen zeigt sich, dass diese Anomalien wa¨hrend der Formalisierung ein-
gefu¨hrt werden. Gleichzeitig fa¨llt auch der Großteil des Aufwands, der fu¨r die Untersuchung
einer Leitlinie anfa¨llt, bei der Formalisierung an. Fu¨r die formale Qualita¨tssicherung einer
Leitlinie werden mit den vorgestellten Werkzeugen und Vorgehensmustern ungefa¨hr zweiein-
halb Personenjahre beno¨tigt. Betrachtet man die Ergebnisse der Verifikation so zeigt sich,
dass die Erstellung eines Asbru-Modells einer Leitlinie fehleranfa¨lliger ist als das Erstellen
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einer Leitlinie selbst. Dies liegt zum Teil daran, dass der Leitlinienerstellungsprozess besser
verstanden und erprobt ist als die Leitlinienformalisierung. Bevor diese Form der Qualita¨ts-
sicherung im Alltag eingesetzt werden kann, muss zuna¨chst die Technik zur Erlangung des
formalen Modells verbessert werden.
Die Bedeutung eines korrekten Asbru Modells muss allerdings auch u¨ber die Qualita¨tssi-
cherung der informellen Leitlinie hinaus gesehen werden. Neben der eigentlichen Qualita¨ts-
sicherung bedeutet das Vorliegen eines korrekten Asbru Modells auch die Mo¨glichkeit, die
Leitlinie in elektronischer Form zum Beispiel in einem Entscheidungsunterstu¨tzungssystems
verwenden zu ko¨nnen.
Interessant ist fu¨r die Zukunft eine Untersuchung unterschiedlicher Leitlinien, die von un-
terschiedlichen Institutionen erzeugt wurden. Mo¨glicherweise ko¨nnten mit einer solchen Un-
tersuchung Vorgehensmodelle identifiziert werden, die eine Formalisierung des informellen
Dokuments erleichtern. U¨bergeordnetes Ziel sollte jedoch die Erstellung des formalen Mo-
dells ohne Umweg u¨ber eine informelle Repra¨sentation sein. Erst mit einem solchen Vorgehen
la¨sst sich ausschließen, dass Fehler des Referenzmodells durch Formalisierungsfehler u¨berdeckt
werden.
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26 Verwandte Arbeiten
Nach der Vorstellung des Ansatzes zur Verifikation medizinischer Leitlinien wird in diesem
Kapitel Bezug genommen auf a¨hnliche Forschungsarbeiten anderer Forschergruppen.
26.1 Ansa¨tze zur Qualita¨tssicherung in der Medizin
Es existieren verschiedene Ansa¨tze, um Qualita¨tssicherung im Rahmen medizinischer Leitlini-
en zu betreiben. Derzeit geht die Initiative fu¨r solche Ansa¨tze hauptsa¨chlich von Medizinern
aus, die an der Schnittstelle zwischen Medizin und Informatik arbeiten. Daher ist eine so
umfassende Methodik mit dem Einsatz formaler Methoden wie der hier vorgestellte Ansatz
derzeit noch nicht zu finden. Stattdessen liegen die Schwerpunkte der vergleichbaren Arbeiten
eher im Bereich der praktischen Umsetzung von Entscheidungsunterstu¨tzungssystemen und
dem Umgang mit den damit verbundenen Komplikationen.
Jeder der hier vorgestellten Ansa¨tze setzt auf eine eigene Sprache zur formalen Erfassung
medizinischer Leitlinien auf. Diese Sprachen werden in [54] anhand von einer Fallstudie be-
schrieben und vorgestellt. Das Ergebnis des Vergleichs ist, dass jede Sprache unterschiedliche
Schwerpunkte setzt und damit fu¨r verschiedene Anwendungsszenarien unterschiedlich gut
geeignet ist. So liegt der Schwerpunkt der in dieser Arbeit verwendeten Sprache Asbru im
Umgang mit zeitlichen Bedingungen.
26.1.1 PROforma
PROforma [28, 27] ist eine medizinische Plansprache. Die vier grundlegenden Konzepte von
PROforma sind Pla¨ne, Entscheidungen, Nachfragen und Handlungen. Im Prinzip ist diese
Aufteilung nicht una¨hnlich der von Asbru. Dabei entsprechen die Nachfragen den ask Pla¨nen,
Handlungen den user Pla¨nen, Entscheidungen den ifThenElse Pla¨nen und PROforma-
Pla¨ne den u¨brigen Plantypen in Asbru.
Fu¨r PROforma wird eine operationale Semantik fu¨r die Ausfu¨hrung von Leitlinien in [68]
definiert. Bei dieser Definition wird die Semantik von Bedingungen auf die Semantik von
pra¨dikatenlogischen Formeln zuru¨ckgefu¨hrt, das heißt, es wird keine Einschra¨nkung an die
Ausdrucksma¨chtigkeit der Bedingungen formuliert und auch kein PROforma spezifisches Da-
tenmodell spezifiziert.
Die formale Semantik wird in einer Arezzo genannten Entwicklungsumgebung fu¨r
PROforma implementiert. Arezzo ist eine Umgebung zur graphischen Eingabe und zur
Ausfu¨hrung von medizinischen Leitlinien. Damit ist die Simulation von Abla¨ufen von
Leitlinien mo¨glich.
Gegenwa¨rtig wird keine formale Verifikation zur Qualita¨tssicherung medizinischer Eigen-
schaften verwendet. Der Begriff der Verifikation wird im Bezug auf PROforma verwendet,
um den Nachweis syntaktischer Korrektheit des PROforma Modells zu beschrieben.
26.1.2 EON
EON [71, 50] ist eine Modellierungssprache fu¨r medizinische Leitlinien. Der Fokus dieser
Sprache liegt auf der Einsetzbarkeit fu¨r Entscheidungsunterstu¨tzungssysteme. Leitlinien, die
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in EON modelliert sind, ko¨nnen in der Prote´ge´ 2000 Umgebung modelliert und dann aus-
gefu¨hrt werden.
Besonderen Wert legt EON dabei auf die praktische Verwendbarkeit der formalisierten
Leitlinien. Deswegen sind die Mo¨glichkeiten der Eingabe medizinischer Daten, also dem A¨qui-
valent der Asbru-Krankenakte, in das System sehr ausgefeilt. Außerdem ist die Prote´ge´ 2000
Umgebung so benutzerfreundlich gestaltet, dass die Modellierung von Leitlinien von medi-
zinischen Doma¨nenexperten selbst durchgefu¨hrt werden kann. Wichtig bei der Gestaltung
von EON ist auch die Mo¨glichkeit, Patientenverhalten und Ontologien wiederverwendbar zu
formulieren, das heißt, EON unterstu¨tzt den Aufbau einer generischen Datenbank von medi-
zinischem Wissen bzw. Patientenmodellen.
Es gibt keine explizite formale Definition der Semantik von EON. Stattdessen wird die
Semantik implizit dadurch die Implementierung der Prote´ge´ 2000 Umgebung gegeben.
26.1.3 GUIDE
GUIDE [56, 52] ist eine weitere Sprache zur Formalisierung von medizinischen Leitlinien.
Das Ausfu¨hrungsmodell von GUIDE setzt auf dem Modell der Petri-Netze auf, wobei diese
erweitert werden, um die Verarbeitung von Patientendaten zu vereinfachen.
Besonderes Augenmerk richtet GUIDE auf die Formalisierung des medizinischen Wissens
sowie einer Sichtentrennung des vorhandenen Wissens. Ziel dieser Sichtentrennung ist es, Rol-
len definieren zu ko¨nnen und fu¨r Daten innerhalb des Systems durch Annotationen bekannt
zu geben, welche Rollen auf die Daten zugreifen du¨rfen.
Beispielsweise ist es damit mo¨glich, Daten so zu annotieren, dass diese nur fu¨r A¨rzte oder
fu¨r A¨rzte sowie das Pflegepersonal einsehbar sind. Damit soll erreicht werden, dass auch
Patienten aus dem System autonom Daten auslesen ko¨nnen und dabei sichergestellt wird,
dass kritische Daten nur u¨ber den Umweg des Arztes bekannt gegeben werden.
Fu¨r GUIDE existiert ein umfassendes Ausfu¨hrungs- und Simulationswerkzeug, jedoch keine
Ansa¨tze zur formalen Verifikation.
26.1.4 GLARE
GLARE wird in [6, 69] vorgestellt. GLARE ist eine Sprache zur Modellierung von Leitlini-
en, die speziell auf die Verwendung der Leitlinie als Ausgangsmodell fu¨r Entscheidungsun-
terstu¨tzungssysteme abzielt. Die Sprache GLARE ist einfacher strukturiert als beispielsweise
Asbru und verfolgt das Ziel, dass auch medizinische Doma¨nenexperten in der Lage sind, ihr
Wissen autonom in GLARE zu formalisieren.
GLARE kennt zur Formalisierung von Leitlinien die Konzepte der atomaren Handlungen
und der komponierten Handlungen. Atomare Handlungen ko¨nnen nicht weiter zerlegt werden
und gliedern sich in Arbeitshandlungen, Anfragehandlungen, Entscheidungen und Schlussfol-
gerungen. Arbeitshandlungen beschreiben die Durchfu¨hrung einer medizinischen Interaktion
und entsprechen damit den user-Pla¨nen von Asbru. Erweitert werden die Arbeitshandlungen
um Annotationen, die die Handlungen genauer beschreiben, etwa, welche Art von Ressour-
cen zur Ausfu¨hrung der Handlungen beno¨tigt werden, welche Kosten durch die Handlung
entstehen oder a¨hnliches. Nachfragehandlungen beschreiben Anfragen des Systems an die
Umgebung. Damit sind alle Datenanfragen an das medizinische Personal, den Patienten und
auch die dem System zugrundeliegenden Datenbanken gemeint. Damit entsprechen Anfra-
gehandlungen den ask Pla¨nen in Asbru, erweitern diese jedoch, da beispielsweise in Asbru
Anfragen an die Datenbank, also die Krankenakte, nicht explizit modelliert werden, da die
Krankenakte in Asbru als Teil des Systems gesehen wird. Entscheidungen stellen Vergleiche
zwischen voreingestellten Werten und dem Zustand des Patienten dar und Schlussfolgerungen
sind die Ergebnisse solcher Vergleiche.
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Komponierte Handlungen funktionieren a¨hnlich zu den Pla¨nen von Asbru, die Unterpla¨ne
steuern. Eine komponierte Handlung kann eine Reihe atomarer Handlungen sequentiell oder
parallel ausfu¨hren. Außerdem kann auf Basis von Entscheidungen und Schlussfolgerungen
eine Auswahl atomarer Handlungen ausgefu¨hrt werden. Dazu ko¨nnen Wiederholungen in der
Ausfu¨hrung durch komplexe Pla¨ne durchgefu¨hrt werden.
Die Handlungen werden in einen graphischen Editor eingegeben, der Abha¨ngigkeiten zwi-
schen den Handlungen darstellen kann. GLARE Modelle ko¨nnen verwendet werden um Ent-
scheidungsunterstu¨tzungssysteme zu betreiben. Außerdem ist es mo¨glich, idealisierte und
reale Patientendaten durch Ausfu¨hrung des Leitlinienmodells zu untersuchen und dabei zu
evaluieren, ob ein Patient entsprechend den Vorgaben einer Leitlinie behandelt wird oder ob
die Leitlinie spezielle Patienten korrekt behandeln wu¨rde.
Herausragend ist der GLARE Ansatz gegenu¨ber den anderen Leitlinien-
Modellierungssprachen in Bezug auf die Mo¨glichkeit der Anwendung formaler
Methoden. Dies wird beispielsweise in [31, 30, 70] vorgestellt. Aufsetzend auf den
Ergebnissen der Verifikation von Asbru wird die Qualita¨tssicherung einzelner Aspekte von
GLARE mit dem Modell-Pru¨fer SPIN [35, 72] durchgefu¨hrt.
Die Leitlinien werden dabei als Agenten modelliert. Gleichzeitig werden die anderen betei-
ligten Komponenten der Behandlung, also A¨rzte, die temporale Datenbank sowie der Patient
selbst, jeweils als weitere Agenten modelliert.
Die einzelnen Agenten werden im Folgenden in Programme der Sprache Promela u¨bersetzt,
die die Eingabesprache des Modellpru¨fers SPIN darstellt. SPIN ist in der Lage, Aussagen,
die in der Temporallogik LTL formuliert sind, u¨ber asynchrone Systeme zu zeigen.
Laut den Publikationen der Forschergruppe ko¨nnen alle Aussagen verifiziert werden, die
als LTL-Formeln ausdru¨ckbar sind. Insbesonders werden dabei Aussageklassen als beweisbar
genannt, die im Protocure-Ansatz als Ergebnis-Aussagen bezeichnet werden. Jedoch werden
in den Publikationen weder konkrete Beispiele fu¨r diese Aussagenklasse genannt, noch Details
u¨ber die verwendeten Abstraktionstechniken aufgefu¨hrt. In den Publikationen werden nur
zwei konkrete Aussagen aufgefu¨hrt, die mit diesem Ansatz verifiziert worden sind. Bei diesen
Aussagen handelt es sich um Prozessaussagen.
Das Datenmodell u¨ber dem dieser Ansatz arbeitet ist in gewisser Weise komplexer als
das Datenmodell von Asbru. Daten in GLARE werden mit diversen Zeitstempeln versehen,
die festhalten, wann ein bestimmtes Datum erfasst wurde und wie lange es gu¨ltig sein soll.
Dazu kommt, dass das Ausfu¨hrungsmodell von GLARE a¨hnlich komplex sein du¨rfte, wie das
von Asbru, da es prinzipiell a¨hnlich komplexe Ausfu¨hrungskonstrukte unterstu¨tzt. In diesem
Zusammenhang wa¨re es hilfreich, Details u¨ber das Ausfu¨hrungsmodell von GLARE und u¨ber
die verwendeten Abstraktionstechniken auszuwerten, da die Erfahrung mit der Modellpru¨fung
von Asbru zeigt, dass eine korrekte und effiziente Abstraktion eines Leitlinienmodells sehr
schwierig automatisch zu generieren ist. Diese Informationen sind jedoch in den Publikationen
nicht enthalten. Deswegen fa¨llt eine abschließende Bewertung des Ansatzes und ein Vergleich
zu dem vorliegenden Ansatz schwer.
[70] selbst grenzt sich von dem hier vorgestellten Ansatz zur automatischen Modellpru¨fung
dadurch ab, dass der dort verwendete Modellpru¨fer SPIN Aussagen in LTL pru¨ft, wa¨hrend
hier der Modellpru¨fer SMV verwendet wird um Aussagen in ACTL zu beweisen.
26.1.5 GLIF
Auch GLIF [53, 75] ist eine Modellierungssprache, die das Ziel verfolgt, mo¨glichst anwen-
dungsorientiert zu arbeiten. GLIF gliedert Leitlinien auf in drei Teile: medizinische Entschei-
dungskomponenten, Handlungkomponenten und solche Entscheidungskomponenten, die nicht
durch medizinisches Wissen, sondern durch a¨rztliche Entscheidungen gesteuert werden.
GLIF unterscheidet bei den Komponenten von Leitlinien zwischen solchen, die allgemein
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die Behandlung beschreiben und solchen, die spezifisch fu¨r die Lokalisierung der Leitlinie in
einem Krankenhaus verwendet werden. Ziel ist es, dass Leitlinien nur einmalig formalisiert
werden und dann in der Folge in verschiedenen Institutionen eingesetzt werden ko¨nnen. Die
lokalen Anpassungen, die sich durch unterschiedliche Ausstattungen oder Randbedingungen
bei den einzelnen Institutionen ergeben ko¨nnen, werden ebenfalls in GLIF modelliert aber so
annotiert, dass die institutionsspezifischen Komponenten stets als solche identifiziert werden
ko¨nnen.
Fu¨r die Modellierungssprache GLIF existiert eine Ausfu¨hrungskomponente. Diese wird
GLEE genannt. Eine formale Semantik von GLIF wird nicht definiert, stattdessen wird eine
implizite Semantik durch die Ausfu¨hrung in GLEE angegeben.
Obwohl keine formalen Beweistechniken im Bezug auf GLIF eingesetzt werden, wird GLEE
verwendet, um zu bewerten, in wie weit die Behandlung eines Patienten nach einer Leitli-
nie erfolgt ist. Dazu werden medizinische Daten des Patienten in GLEE eingegeben und die
tatsa¨chlich angeordneten Behandlungen mit den von der Leitlinie vorgeschlagenen Behand-
lungen abgeglichen. Bei Unterschieden kann dann evaluiert werden, ob ein Arzt hier fehlerhaft
entgegen die Leitlinie gearbeitet hat oder ob mo¨glicherweise die Leitlinie inkorrekt ist.
26.1.6 Forschergruppe um Peter Lucas
Die Forschergruppe um Peter Lucas von der Radboud Universita¨t in Nijmegen hat sich im
Rahmen eines unbenannten Ansatzes ebenfalls mit der Korrektheit medizinischer Leitlinien
bescha¨ftigt. Dieser ist in [41, 40] dokumentiert.
Der Ansatz fokussiert auf die Erstellung eines formalen Modells zur Beschreibung des Pa-
tientenverhaltens. Spezielle Sprachen zur Formalisierung der Leitlinien verwendet der Ansatz
nicht. Stattdessen werden die Leitlinien mittels Temporallogik formalisiert. Damit soll der
Grundstein gelegt werden, um Ergebnisaussagen zu beweisen, wie beispielsweise die Mini-
malinvasivita¨t eines Eingriffs. Im Rahmen der Kooperation des Protocure-Projekts wurden
Teile dieses Ansatzes u¨bernommen und gemeinsam mit der Forschergruppe weiter entwickelt.
Dies ist in Abschnitt 19 beschrieben.
26.1.7 Zusammenfassung
Es existieren eine Menge Ansa¨tze, die Formalisierung medizinischer Leitlinien voranzutreiben.
Die Meisten der Ansa¨tze legen den Schwerpunkt auf spezielle Aspekte der Leitlinien, wie etwa
die Behandlung des Datenmodells oder die Einfu¨hrung von Rollenkonzepten und der Sich-
tentrennung bezu¨glich der gesammelten Daten. Praktisch alle Entwickler von Sprachen zur
Formalisierung medizinischer Leitlinien stellen Mo¨glichkeiten bereit, Leitlinienabla¨ufe anhand
von echter oder idealisierter Patientendaten zu testen.
Im Rahmen des Forschungsprojekts Protocure II war eine der Erkenntnisse, dass die Er-
stellung einer formalen Leitlinie ohne die Hilfe eines technischen Werkzeugs zur Ausfu¨hrung
und zum Test praktisch unmo¨glich ist. Nur mit solchen Werkzeugen ist es mo¨glich, schon bei
der Erstellung von Leitlinien die Qualita¨t des Modells zu testen und sicherzustellen, dass das
Modell in sich konsistent ist.
Den zweiten Schritt, na¨mlich die vollsta¨ndige Verifikation von Leitlinien gehen die meisten
der Gruppen bisher noch nicht. Die Ursache du¨rfte darin zu suchen sein, dass die Expertise
dieser Gruppen in der Regel eher im Bereich der Medizin bzw. der Sprachmodellierung liegt
und weniger im Bereich der formalen Methoden. Eine Ausnahme dazu macht die Gruppe
um Paolo Terenziani. Diese Gruppe hat die Ergebnisse des Forschungsprojekts Protocure
aufgegriffen und darauf aufsetzend eine eigene Verifikationstechnik entwickelt, die Leitlinien
als agentenbasierte Systeme auffasst. Aufgrund der fehlenden Dokumentation des Ansatzes
kann die Komplexita¨t und Tragfa¨higkeit von außen jedoch nur unzureichend bewertet werden.
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Die Semantik des reaktiven Asbru-Systems mit seiner Trennung zwischen den Systemschrit-
ten und den Umgebungsschritten, in denen sich der Zustand des Patienten a¨ndern kann, sowie
die Signale, die das medizinische Personal an das System sendet, kann in ITL+ ideal abge-
bildet werden. Die einzelnen Komponenten der Umgebung, beispielsweise das Fortschreiten
der Uhrzeit, die A¨nderungen des Patientenmodells oder die Handlungen des Arztes, lassen
sich in ITL+ jeweils als unabha¨ngige Umgebungskomponenten spezifizieren. Damit reduziert
sich die Gefahr, dass Fehler dadurch entstehen, dass mehrere Komponenten der Umgebung
in einer einzelnen Systemkomponente zusammengefasst werden mu¨ssen.
Im Rahmen dieser Arbeit ha¨tten neben anderen Planbeschreibungssprachen auch andere
Mo¨glichkeiten der Modellierung und der Verifikation eingesetzt werden ko¨nnen, die jedoch
nicht auf die ITL+ Logik zuru¨ckgreifen ko¨nnen. Als Beweiswerkzeuge kommen neben KIV
auch STeP [14], PVS [15] und Isabelle [51] in Frage.
Ein Vergleich zwischen KIV und den Verifikationsdiagrammen von STeP findet sich in [60].
Auf Basis dieses Vergleichs besteht die Vermutung, dass die Invariantenfindung bei STeP
im Allgemeinen komplexer und fehleranfa¨lliger ist als die durch das KIV System verwendete
Invariantentechnik. Dazu kommt, dass kein uniformer Weg zum Nachweis temporallogischer
Aussagen – speziell geschachtelter Aussagen – bereitsteht. Stattdessen mu¨ssen die Aussagen
in Abha¨ngigkeit des fu¨hrenden temporallogischen Operators mit unterschiedlichen Verifikati-
onsdiagrammen gefu¨hrt werden.
PVS unterstu¨tzt die Aussagenspezifikation mittels CTL. Dies schließt im besonderen die
Verwendung der kompositionalen ITL+ Temporallogik aus, die das dekompositionale Be-
weisen mo¨glich macht. Durch die Gro¨ße der Asbru-Systeme ist fraglich, ob eine Verifikation
eines Asbru-Systems technisch mo¨glich ist, wenn keine derartige Dekompositionstechnik be-
reit steht.
In Isabelle ist die Temporallogik TLA implementiert. Diese verlangt das Vorliegen der
Systembeschreibung in einer definierten Normalform. Diese Normalform macht die System-
beschreibung unu¨bersichtlich und schwerer lesbar als die parallelen Programme die ITL+ zur
Systembeschreibung verwendet.
Neben der Modellierung von Asbru mittels paralleler Programme wa¨re auch eine Imple-
mentierung durch Zustandsdiagramme (State-Charts) mo¨glich gewesen. Die Wahl fiel auf die
parallelen Programme. State-Charts wurden verworfen, da diese aus technischen Gru¨nden
das dynamische Abspalten und Terminieren von Prozessen nicht in der Form unterstu¨tzen,
wie dies durch Asbru beno¨tigt wird.
Weiterhin mo¨glich ist der Einsatz von Modell-Pru¨fern. Im Rahmen dieser Arbeit wird der
Einsatz des Modell-Pru¨fers SMV vorgestellt. Statt diesem ko¨nnte auch SPIN [35, 72] oder
UPPAAL [13, 29] verwendet werden.
Die Entscheidung fiel auf SMV, da Asbru mit einer synchron-parallelen Semantik definiert
wird. Diese ist nur schwer in SPIN zu integrieren, das mit einer interleaving-Semantik ar-
beitet. UPPAAL wurde entwickelt, um speziell mit Echtzeit-Systemen und kontinuierlicher
Zeit umgehen zu ko¨nnen. Diese Fa¨higkeit wird in dieser Arbeit nicht beno¨tigt, da Asbru ein
diskretes Zeitmodell hat.
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Diese Arbeit beschreibt einen durchga¨ngigen Ansatz zur formalen Behandlung medizinischer
Leitlinien. Fu¨r diesen Ansatz wurde zuna¨chst die Semantik von Asbru formal festgelegt. Um
die korrekte, das heißt die von den Entwicklern intendierte Semantik fassen zu ko¨nnen, wur-
den verschiedene Schritte durchgefu¨hrt. Zuna¨chst wurde von Balser et al. ein erster Entwurf
der formalen Semantik in Abstimmung mit den Asbru-Entwicklern angefertigt und in [9]
vorgestellt. Diese Semantik wurde im Rahmen dieser Arbeit um die Auswertung von Bedin-
gungen erga¨nzt und danach generisch implementiert. Mit dieser Implementierung konnten die
bis dahin unbeachteten Randfa¨lle der Semantikdefinition aufgedeckt und mit den Entwicklern
zusammen diskutiert werden. Ergebnis davon war eine prototypische Implementierung. Aus
dieser wurde dann die endgu¨ltige Fassung der formalen Semantik gewonnen und in Form von
SOS-Regeln festgehalten.
Diese Fassung der formalen Semantik wurde anschließend im interaktiven Verifikations-
system KIV implementiert. Die Implementierung erfolgt durch Spezifikation paralleler Pro-
gramme. Dadurch ist es mo¨glich, bereits existierende technische Beweisunterstu¨tzung, bei-
spielsweise durch den KIV-TL-Kalku¨l oder durch bereits implementierte Simplifikationsstra-
tegien, weiter zu verwenden. Die Spezifikation in KIV erfolgt unabha¨ngig von der Definition
der formalen Semantik. Damit ist gemeint, dass die Spezifikation nicht automatisch aus den
SOS-Regeln oder durch eine mechanische U¨bersetzung generiert wurde. Durch den anschlie-
ßenden Beweis, der zeigt, dass die Semantik von Asbru korrekt im KIV-System implementiert
ist, werden daher nicht nur Fehler in der Implementierung sondern auch Ungenauigkeiten in
der Semantik korrigiert. Die auf diese Weise validierte Semantik ist die Grundlage fu¨r eine
Vielzahl von Anwendungen, beispielsweise zur Ausfu¨hrung von Asbru.
Zur Qualita¨tssicherung von Leitlinien wird der folgende Prozess vorgeschlagen, der stu-
fenweise mit immer gru¨ndlicheren jedoch auch aufwendigeren Techniken vorgeht. Den ersten
Schritt zur Qualita¨tssicherung macht der Asbru-Interpreter [74]. Der Asbru-Interpreter er-
laubt eine Verwendung der Asbru-Leitlinie als rudimenta¨res Entscheidungsunterstu¨tzungs-
werkzeug. Dazu wird dem Arzt die Leitlinie in elektronischer Form, als im Interpreter ein-
gebettetes Asbru-Modell an die Hand gegeben. Der Arzt gibt die medizinischen Daten eines
Patienten in den Asbru-Interpreter, der daraufhin erlaubte Behandlungsabfolgen berechnet
und dem Arzt mitteilt. Somit erha¨lt der Arzt pra¨zise Informationen, welche Behandlung die
Leitlinie im gegebenen Fall empfiehlt. Damit kann der Arzt pru¨fen, ob das Modell der Leitlinie
seinen Erwartungen entspricht. Diese Pru¨fung kann auch auf der abstrakten Ebene durch-
gefu¨hrt werden. Dazu werden
”
Musterpatienten“ und deren Krankenakten erstellt und durch
den Asbru-Interpreter gepru¨ft, ob die Leitlinie die in diesem Fall erwarteten Behandlungen
vorschla¨gt.
Ist die durch den Asbru-Interpreter bereitgestellte Mo¨glichkeit der Qualita¨tssicherung
erscho¨pft, so bietet sich als na¨chstes Mittel zur Qualita¨tssicherung die in Kapitel 18
beschriebene Modell-Pru¨fung an. Bei dieser kann anhand der strukturellen Eigenschaft
gepru¨ft werden, ob allgemeine Qualita¨tskriterien erfu¨llt sind. Diese Qualita¨tskriterien
verlangen beispielsweise die Terminierung aller Pla¨ne nach endlicher Zeit oder auch, dass
fu¨r jeden Plan mindestens ein Ablauf existiert, der den Plan startet. Mit den Ergebnissen
des Modell-Pru¨fers ko¨nnen Komponenten des Asbru-Modells identifiziert werden, die
mo¨glicherweise Anomalien enthalten und daher von den Erstellern des Asbru-Modells gezielt
untersucht werden sollten.
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Sind die Mo¨glichkeiten ausgescho¨pft, mit dieser Technik mo¨gliche Probleme der Leitlinie
aufzuspu¨ren, so mu¨ssen leitlinienspezifische Qualita¨tsaussagen definiert werden. Fu¨r diese
muss dann bewiesen werden, dass die Leitlinie sie erfu¨llt. Es gibt vielfa¨ltige Quellen fu¨r
Qualita¨tsaussagen u¨ber Leitlinien. Beispiele hierfu¨r sind Qualita¨tsindikatoren, die von den
nationalen Gesundheitsbeho¨rden definiert werden. Anhand dieser Qualita¨tsindikatoren soll
bemessen werden, wie gut ein durchschnittlicher Patient in einer medizinischen Einrichtung
betreut wird. Einige dieser Indikatoren eignen sich zur Pru¨fung der Qualita¨t einer Leitlinie.
Eine weitere Quelle fu¨r Aussagen sind Qualita¨tskriterien, die die Leitlinienentwickler selbst
oder Entwickler a¨hnlicher Leitlinien definiert haben. Aufgrund der Heterogenita¨t der Quel-
len der Aussagen wird ein komplexer Prozess zur Vereinheitlichung und Formalisierung der
Aussagen verwendet, der in Abschnitt 14 vorgestellt wird.
Die formalisierten Aussagen werden dann als Beweisverpflichtung fu¨r die interaktive Ve-
rifikation verwendet. Diese Beweisverpflichtungen werden mit Hilfe der Beweistechniken der
symbolischen Ausfu¨hrung und der Beweisdekomposition verifiziert, die in den Abschnitten 15
bzw. 16 vorgestellt werden. Zeigt sich wa¨hrend des Beweisversuchs, dass die Aussage nicht
korrekt ist (oder besteht die Vermutung der Inkorrektheit der Aussage bereits von Anfang
an), so kann die Technik zum Nachweis von Gegenbeispielen aus Abschnitt 17 verwendet
werden.
Die vorgestellten Beweistechniken wurden zur Verifikation einer realen Leitlinie verwendet
und die Anwendbarkeit damit unter Beweis gestellt. Wa¨hrend des Protocure-Projekts wur-
den die Beweistechniken der interaktiven Verifikation fu¨r einen Versuch auch Projektpart-
nern vorgestellt, die ihren Forschungsschwerpunkt nicht im Bereich der formalen Methoden
haben. Aus den Ergebnissen dieses Versuchs ergibt sich, dass die Technik der symbolischen
Ausfu¨hrung als intuitiv und handhabbar wahrgenommen wird. Insbesonders die Pra¨senta-
tion des Ergebnisses wird als sehr hilfreich zum Auffinden von Anomalien betrachtet [61].
Die Technik der Beweisdekomposition wurde in diesen Versuchen als komplex angesehen,
da die kreative Findung von Dekompositionsaussagen zu schwierig ist. Seit diesem Versuch
wurden Schritte unternommen, um bessere Handreichungen fu¨r die Generierung von Dekom-
positionsaussagen geben zu ko¨nnen. Ein Ziel fu¨r die Zukunft sollte sein, die Generierung von
Dekompositionsaussagen sta¨rker zu automatisieren oder zumindest zu systematisieren. Denk-
bar sind beispielsweise Automatismen, die den Status eines Plans beim Benutzer erfragen und
die Dekompositionsaussagen dann zumindest teilweise automatisiert erstellen. Insgesamt lag
der Aufwand fu¨r die interaktive Verifikation der Brustkrebs Fallstudie bei etwa vier Personen-
monaten. Da wa¨hrend des Beweisens großer Wert auf eine Wiederverwendbarkeit der Regeln
zur Steigerung der Automatisierung gelegt wurde, ist zu erwarten, dass der Beweisaufwand
fu¨r eine weitere Fallstudie sich auch in diesem zeitlichen Rahmen bewegt.
Die Verbindung aller vorgestellter Techniken, also der Validierung durch Simulation, der
Modellpru¨fung und der interaktiven Verifikation, ist nur auf Basis der gemeinsamen for-
malen Semantik mo¨glich. Nur so ist sichergestellt, dass die unterschiedlichen Techniken bei
Anwendung auf das gleiche Problem zu identischen Ergebnissen kommen. Mit dieser Ergeb-
nisgleichheit ist es mo¨glich, den Grad der Komplexita¨t der Qualita¨tssicherung – und damit
den Aufwand – frei zu wa¨hlen. Der Aufwand, der investiert wird, kann davon abha¨ngig ge-
macht werden, wie kritisch die Leitlinie ist. In einem na¨chsten Schritt ist es denkbar, in einer
Leitlinie Teilkomponenten zu identifizieren, die den sicherheitskritischen Teil der Leitlinie
darstellen und dann nur auf diesen die Verifikationstechniken anzuwenden, wohingegen der
Rest der Leitlinie nicht oder mit schwa¨cheren Mitteln untersucht wird.
Weiterhin kann in Zukunft die Interaktion der Techniken miteinander untersucht werden. So
ist es denkbar, einfache Beweisverpflichtungen, die durch einen interaktiven Beweis entstehen,
durch einen automatischen Modellpru¨fer verifizieren zu lassen. Dazu ist es allerdings erfor-
derlich, die Abstraktionen zwischen dem Asbru-Modell und dem Eingabemodell des Modell-
Pru¨fers genauer zu untersuchen. Speziell die Aufsplittung der Asbru-Zustandsvariablen muss
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dabei betrachtet werden.
Ein weiterer zu beachtender Punkt fu¨r die Zukunft ist die eigentliche Erstellung des Asbru-
Modells. Die Semantik von Asbru ist zum Teil recht komplex. Die Brustkrebs Fallstudie hat
gezeigt, dass eine genaue Einweisung der Modellierer in die formale Semantik unerla¨sslich
ist, um qualitativ hochwertige Modelle zu generieren. Auch mu¨ssen Wege gefunden werden,
wie die Qualita¨tssicherungstechniken tatsa¨chlich bei Erstellung des Modells genutzt werden,
also beispielsweise ein in Erstellung befindliches Modell auf die Erfu¨llung der strukturellen
Eigenschaften hin untersucht wird. Dazu sollten die Techniken der Modell-Pru¨fung und des
Asbru-Interpreters in die Asbru-Modellierungswerkzeuge wie etwa DELT/A [73] eingebaut
werden, damit die Asbru-Modellierer diese mo¨glichst einfach nutzen ko¨nnen.
Das Ziel dieser Anstrengungen ist die vollsta¨ndige Begleitung der Entwicklung einer Leitli-
nie. Dabei sollen die Entwickler der Leitlinie nicht erst ein informelles Dokument erstellen, das
dann im Anschluss formalisiert wird. Stattdessen wird die Leitlinie gleich in formaler Form
erzeugt. Die Leitlinienersteller verwenden den Asbru-Interpreter um bereits bei der Erstel-
lung grobe Fehler im Modell zu identifizieren und zu beheben. Das resultierende Modell wird
dann von Spezialisten fu¨r formale Methoden mit der automatischen Modellpru¨fung und der
interaktiven Verifikation untersucht. Erst wenn die Beteiligten mit dem Ergebnis zufrieden
sind, wird aus dem formalen Asbru-Modell eine informelle, fehlerfreie Leitlinie generiert, die
dann den A¨rzten zur Verfu¨gung gestellt wird.
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A Implementierung der statischen
Asbru-Komponenten
Dieser Abschnitt beschreibt, wie die Datentypen der Syntax von Asbru sowie des Asbru-
Zustands in KIV implementiert werden. Dazu wird zuna¨chst in Abschnitt A.1 beschrieben,
wie die Spezifikationen von KIV zu lesen und zu verstehen sind. Daran anschließend gibt
Abschnitt A.3 einen U¨berblick u¨ber die Einbettung der Basisdatentypen. Anschließend daran
wird in Kapitel A.4 die Einbettung der Datentypen des Asbru-Zustands beschrieben.
A.1 Spezifikationen in KIV
A.1.1 Datenspezifikationen
Datenspezifikationen in KIV beschreiben erzeugte Datentypen. Die Syntax dieser Spezifika-
tionen soll anhand des Beispiels der Listen von Zeichenketten beschrieben werden:
data specification
using string
string-list = [] with emptyP
| . + . (.first : string; .rest : string-list);
end data specification
Das Schlu¨sselwort data specification leitet eine Datenspezifikation ein. Das darauf fol-
gende, optionale Schlu¨sselwort using gibt an, welche Spezifikation(en) – und damit welche
Datentypen – in diese Spezifikation eingebunden werden sollen. Im Beispiel wird die Defini-
tion der Zeichenketten string eingebunden, die in der Spezifikation string spezifiziert sind.
Durch die Einbindung mittels using werden neben den Datentypen auch alle Regeln zur
Simplifikation mit eingebunden und ko¨nnen in Beweisen verwendet werden.
Im Anschluss an die Deklaration der verwendeten Spezifikationen erfolgt die Definition
des neuen Datentypen, in diesem Fall des Datentyps string-list. Fu¨r diesen sind zwei
Konstruktoren definiert. Der eine Konstruktor ist die leere Liste [], der andere Konstruktor
ist der Anfu¨geoperator +. Die Punkte um einen Operator geben dessen Stellung an. Die
Notation . + . bedeutet, dass es sich um einen Infix Operator handelt. Analog dazu wa¨re
”
. fun“ ein Postfix-Operator und
”
fun .“ ein Pra¨fix Operator. Die Standard-Stellung der
Operatoren ist die Pra¨fix-Stellung, sie muss daher nicht gesondert angegeben werden. In
Klammern werden die Typisierung des Operators angegeben und gleichzeitig Selektoren fu¨r
die Operanden definiert. Im Beispiel ist der erste Operand des + eine Zeichenkette, der
Zweite eine Liste von Zeichenketten. Auf den ersten Operanden wird mittels des Selektors
.first zugegriffen, auf den zweiten Operator mittels .rest.
Da es sich um eine Datenspezifikation handelt, werden automatisch Axiome generiert. Diese
beschreiben die hier definierten Listen als frei erzeugte Datentypen. Das bedeutet, zwei Listen
sind gleich, genau dann, wenn der Aufbau der Listen gleich ist, also:
• str + strx = str1 + strx1 ↔ str = str1 ∧ strx = strx1
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• ¬ str + strx = []
• [] = []
Zwei Listen sind also gleich, wenn das zuletzt angefu¨gte Element sowie die Restlisten jeweils
gleich sind. Weiterhin werden automatisch Axiome generiert, die die Semantik der Selektoren
festlegen.
• (str + strx) .first = str
• (str + strx) .rest = strx
Diese Axiome legen fest, dass .first das zuletzt angefu¨gte Element selektiert und .rest die
entsprechende Restliste ohne das zuletzt angefu¨gte Element.
Das Schlu¨sselwort with in Zusammenhang mit einer Konstruktordefinition erlaubt die
Spezifikation eines Pra¨dikats. Dieses pru¨ft, ob der fu¨hrende Operator eines Terms, der ein
string-list Datum beschreibt, der betreffende Konstruktor ist. Im Beispiel heißt ein solches
Pra¨dikat emptyP, das auf den Konstruktor der leeren Liste pru¨ft. Fu¨r dieses Pra¨dikat werden
automatisch Axiome fu¨r alle Konstruktoren generiert:
• ¬ emptyP(str + strx)
• emptyP([])
Durch Angabe weiterer Schlu¨sselworte ko¨nnen noch mehr Axiome automatisch generiert
werden. Beispielsweise ko¨nnen automatisch La¨ngenfunktionen sowie Ordnungspra¨dikate er-
zeugt werden. Dies wird in dieser Arbeit nicht verwendet und daher hier auch nicht vorgestellt.
Obligatorisch bei der Spezifikation von Datentypen ist die Angabe von Variablen. Aus
Gru¨nden der U¨bersichtlichkeit und Lesbarkeit werden diese in diesem Abschnitt ausgelassen.
Eine Datenspezifikation wird mit dem Schlu¨ssenwort end data specification beendet.
A.1.2 Aktualisierungen
Aktualisierungen erlauben es, parametrisierte Spezifikationen zu instantiieren. Dabei wird der
Parameter einer Spezifikation ersetzt durch einen konkreten Datentyp. Beispielsweise ko¨nnten
Listen von Zeichenketten auch durch Instantiierung der generischen Listen erzeugt werden:
actualize list with string-less by morphism
list → string-list;
elem → string;
end actualize
Das Schlu¨sselwort actualize gibt an, dass es sich um eine Aktualisierungs-Spezifikation
handelt. Nach diesem Schlu¨sselwort muss als na¨chstes der Name der Spezifikation angegeben
werden, in der der Datentyp spezifiziert ist, der instantiiert werden soll, im Beispiel die
generischen Listen. Das Schlu¨sselwort with trennt den Namen der generischen Spezifikation
von den Namen der Spezifikation(en), in denen die Datentypen spezifiziert werden, die die
generischen Parameter ersetzten sollen. Im Beispiel wird also ein Datentyp aus der list
Spezifikation aktualisiert. Die Parameter der allgemeinen Listen werden durch Datentypen
aus der string-less Spezifikation ersetzt. Nach dem Schlu¨sselwort by morphism erfolgt
die Angabe der Aktualisierungsfunktion. Diese benennt im Beispiel die Listen list um zu
string-list. Dadurch wird ein neuer Datentyp string-list erzeugt, dessen Semantik
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Abbildung A.1: Spezifikationsgraph von Asbru
durch die gleichen Axiome spezifiziert ist, wie die der allgemeinen Listen. Der Parametertyp
der Listen, der elem benannt ist, wird durch die Aktualisierungsfunktion abgebildet auf den
Datentypen string. Das Ergebnis dieser Aktualisierung ist ein Datentyp string-list,
der Listen von Zeichenketten speichert.
Mit dem Schlu¨sselwort end actualize endet eine Aktualisierungs-Spezifikation.
A.2 Spezifikationsgraph von Asbru
Abbildung A.1 zeigt den Spezifikationsgraphen der Asbru-Implementierung in KIV.
Von oben nach unten betrachtet, werden hier folgende Komponenten von Asbru
spezifiziert. In der Spezifikation Asbru wird das dynamische Verhalten von Asbru
spezifiziert, das in Abschnitt 12 beschrieben wird. Die darunterliegenden Spezi-
fikationen asbru-def bzw. asbru-def-basic umfassen die Spezifikation des
asbru-plan Datentyps sowie aller Pra¨dikate und Funktionen, die zur Formulierung
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der SOS-Regeln notwendig sind und die in Abschnitt C vorgestellt werden. Die
Spezifikationen Asbru-Condition, Asbru-Condition-Basic, Condition sowie
Condition-Basic beschreiben die Definition der Syntax der Bedingungen in As-
bru sowie die Semantik der Auswertung dieser Bedingungen. In den Spezifikationen
plan-type und plan-type-basic werden die Plankontrolltypen spezifiziert, die
Spezifikationen Abstract-Time-Annotation, Abstract-Time-Annotation-Basic,
Time-Annotation sowie Time-Annotation-Basic spezifizieren die Syntax und
Semantik der Zeit-Annotationen. Dazu notwendig ist die Syntax- und Semantik-Definition
der Abstrakten Referenzpunkte, die sich in den Spezifikationen abstract-asbru-clock
und abstract-asbru-clock-basic findet. Die im Zusammenhang mit zyklischen
Pla¨nen verwendeten zyklischen Zeit-Annotationen werden in den Spezifikationen
Cyclical-Time-Annotation sowie Cyclical-Time-Annotation-Basic definiert.
Die Wartebedingungen von Asbru-Pla¨nen werden in den Spezifikationen wait-for sowie
wait-for-basic definiert. Die Planzusta¨nde die ein Asbru-Plan durchlaufen kann werden
in der Spezifikation plan-state bzw. plan-state-basic definiert.
Zu den statischen Komponenten von Asbru kommen die Komponenten des Asbru-
Zustands hinzu. Nahezu alle Datentypen, die den Zustand von Asbru ausmachen, sind
als dynamische Funktionen spezifiziert. Diese dynamischen Funktionen sind in den
Spezifikationen dynfun, string-dynfun und odynfun-sync spezifiziert. Der Datentyp
dieser dynamischen Funktionen heißt store und bildet Zeichenketten ab auf einen
unspezifizierten Parameter. Die verschiedenen Zustandsdatentypen aktualisieren den store
Datentyp, so dass er nicht mehr auf generische Werte abbildet. Beispielsweise ist der
Asbru-Zustand, der in den Spezifikationen asbru-state und asbru-state-basic
definiert ist, eine Aktualisierung des store Datentyps mit Planzusta¨nden. Die Umge-
bungssignalsammlung ist ebenso eine Aktualisierung des store Datentypen, die in den
Spezifikationen environment-aggregation und environment-aggregation-basic
spezifiziert werden. Die Eintra¨ge werden durch die Spezifikationen bool-tupel und
environment-aggregation-entry festgelegt. Der Datentyp, der die Aktivierungssi-
gnale der Pla¨ne speichert wird in den Spezifikationen plan-com und plan-com-basic
spezifiziert und aktualisiert den store Datentypen durch boolesche Werte. Analog
dazu entha¨lt die Spezifikation round-count-basic eine Definition des round-state
Datentyps als Aktualisierung der dynamischen Funktionen mit natu¨rlichen Zahlen nat. Die
Krankenakte und die dazu geho¨rigen Krankenakten Eintra¨ge werden in den Spezifikationen
patient-data-history und patient-data-history-basic spezifiziert, die dazu
geho¨rigen generischen Parameter in den Spezifikationen data-value und gdata-value.
Krankenakten sind verschachtelte Funktionen und bilden eine Uhrzeit und einen Schlu¨ssel auf
einen Wert ab. Dies wird implementiert durch zwei verschachtelte dynamische Funktionen.
Die erste bildet Schlu¨ssel auf Werte ab, die zweite Uhrzeiten auf Funktionen, die Schlu¨ssel
auf Werte abbilden. Letztere Funktion wird in der Spezifikation history spezifiziert.
Die Asbru-Zustandshistorie sowie deren Eintra¨ge und die Planzustandslisten werden
in den Spezifikationen asbru-state-history, asbru-state-history-basic,
asbru-state-history-entry, plan-state-list und plan-state-list-basic
spezifiziert. Die Spezifikation asbru-clock erweitert die in der Spezifikation bottom-int
sowie bottom-int-basic spezifizierten ganzen Zahlen mit dem ⊥ Element um
entsprechende Variablen und Simplifikationsregeln.
264
A.3 Basisdatentypen
A.3 Basisdatentypen
A.3.1 Asbru-Plan Datenstruktur (asbru-plan)
Die Asbru-Plan Datenstruktur definiert die statische Sicht auf einen Plan, d.h. welche Unter-
pla¨ne ein Plan hat, wie diese kontrolliert werden oder welche Bedingungen an die Ausfu¨hrung
des Plans geknu¨pft sind.
Die Datenstruktur asbru-plan der Semantik wird implementiert durch den Datentyp
asbru-def. In den einzelnen Feldern dieses Typs werden jeweils die Datentypen gespei-
chert, die den Datentypen der Semantik entsprechen So wird der asbru-condition-Typ der
Semantik implementiert durch den Datentyp asbru-condition, der Plantyp plan-type
wird implementiert durch den Datentyp plan-type, die booleschen Typen bool der Se-
mantik werden in der Implementierung durch die bool Werte ersetzt. Letztere werden in
der KIV-Ebene durch die Bibliothek bereitgestellt. Die Liste der Unterpla¨ne wird in der
KIV-Ebene durch eine Liste von Zeichenketten string-list implementiert, da Plannamen
durch Zeichenketten implementiert werden. Fu¨r die Implementierung des wait-for der Se-
mantik wird das wait-for spezifiziert. Die Struktur von asbru-def entspricht damit im
Wesentlichen der Struktur von asbru-plan, mit dem Unterschied, dass die Reihenfolge der
Datenfelder geringfu¨gig gea¨ndert ist.
data specification
using plan-type, Asbru-Condition, wait-for
asbru-def
= mk-asbru-def( . .filter : asbru-condition;
. .setup : asbru-condition;
. .suspend : asbru-condition;
. .reactivate : asbru-condition;
. .abort : asbru-condition;
. .complete : asbru-condition;
. .type : plan-type;
. .retry-aborted : bool;
. .subplans : string-list;
. .waitfor : wait-for;
. .opt-wf : bool;
);
end data specification
Wie in der Semantik entha¨lt ein asbru-def sechs Bedingungen, die u¨ber Selektoren
.filter, .setup, .suspend, .reactivate, .abort und .complete selektiert werden ko¨nnen.
Der Plantyp des Plans kann mittels des Selektors .type selektiert werden, das Flag, das
angibt, ob Unterpla¨ne neu gestartet werden sollen mit dem Selektor .retry-aborted, die
Unterpla¨ne mit dem Selektor .subplans, die Wartebedingung mit dem Selektor .wait-for
und die Wartebedingung fu¨r optionale Pla¨ne mit .wait-for-optional.
A.3.2 Plan-Typen Datenstruktur (plan-type)
Ein Plantyp beschreibt, wie ein Plan seine Unterpla¨ne steuert, d.h. wann die Unterpla¨ne
gestartet und wann sie aktiviert werden sollen.
Die Plantypen plan-type der Semantik werden auf KIV Ebene durch die plan-type Da-
tentypen implementiert. Dabei sind die einfachen Plantypen wie beispielsweise sequential
analog zur den plan-type Datentypen implementiert.
In KIV sind die Konstruktoren von Datentypen parametrisierbar. Daher entfa¨llt
hier die Notwendigkeit, getrennte Spezifikationen fu¨r die ifThenElse-, ask- und
cyclical-Kontrolltypen anzugeben. Stattdessen ko¨nnen die Parameter dieses Datentyps
direkt angegeben werden. Dabei wird der conditional-Parameter der ifThenElse
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Kontrolle der Semantik direkt durch eine Funktion implementiert, die eine Krankenakte
und eine Uhrzeit auf einen Wahrheitswert abbildet. Dies entspricht der Definition des
conditional Datentyps, wie er in Kapitel 8.1.6 angegeben wird.
data specification
using Cyclical-Time-Annotation, patient-data-history, variable-history
plan-type = user
| sequential
| parallel
| anyorder
| unordered
| onabort
| assignment
| onabortonsuspend
| ifthenelse(
. .conditional: patient-data-history × int → bool) with iteP
| ask(. .key : string) with askP
| cyclical(. .cta: cyclical-time-annotation; . .rounds : nat) with cycP;
end data specification
Zyklische Plankontrollen sollen Unterpla¨ne wiederholt ausfu¨hren. Dazu wird ein wiederkeh-
rendes Startintervall spezifiziert. In den verschiedenen Wiederholungen dieses Startintervalls
soll der Unterplan gestartet werden.
Der Typ der zyklischen Plankontrolle wird in KIV geringfu¨gig anders spezifiziert, als dies in
der Semantik geschieht. In der Semantik wird der Plantyp parametrisiert mit einer abstrakten-
Zeit-Annotation sowie den drei Ganzzahl-Werten die Offset, Frequenz und die Zahl der not-
wendigen Wiederholungen beschreiben. In der Implementierung wird stattdessen der zyklische
Typ mit einer zyklischen Zeitannotation sowie der Zahl der erforderlichen Runden parame-
trisiert. Die zyklische-Zeitannotation ist wie folgt spezifiziert:
data specification using Abstract-Time-Annotation
cyclical-time-annotation
= mk-cta
( . .ata : abstract-time-annotation;
. .offset : int;
. .frequency : nat
);
end data specification
Das heißt, in der KIV Spezifikation werden alle Parameter, die zur Spezifikation des Start-
intervalls notwendig sind in der zyklischen Zeitannotation gekapselt.
A.3.3 Abstrakte Zeit-Annotationen (abstract-time-annotation)
Abstrakte-Zeitannotationen beschreiben zeitliche Aspekte von Bedingungen. Sie werden im-
mer dann verwendet, wenn eine Bedingung wie
”
Patient hat Fieber“ in zeitlichen Bezug
gesetzt werden muss, die Aussage als beispielsweise lautet
”
der Patient Fieber u¨ber einen
Zeitraum von drei Tagen“.
Abstrakte-Zeitannotationen werden in KIV analog zu den abstract-time-annotation
Datenstrukturen der Semantik definiert.
data specification
using abstract-asbru-clock
abstract-time-annotation
= mk-ata(. .ess : bottom-int;
266
A.3 Basisdatentypen
. .lss : bottom-int;
. .efs : bottom-int;
. .lfs : bottom-int;
. .minDuration : int;
. .maxDuration : bottom-int;
. .referencePoint : abstract-asbru-clock)
| *now_ata*;
end data specification
Auch die Selektoren der einzelnen Datenfelder sind gleich benannt und typisiert wie in der
Semantik.
A.3.4 Plannamens-Listen (plan-list)
Plannamenslisten werden verwendet, um die Liste der Unterpla¨ne eines Plans zu spezifizieren.
Wie bereits in Abschnitt A.1 beschrieben, werden Aktualisierungs-Spezifikationen verwen-
det, um parametrisierte Datentypen zu instantiieren. Im vorliegenden Fall werden in allgemei-
nen Listen die allgemeinen elem Elemente durch Zeichenketten ersetzt. Die Spezifikation der
Listen kommt dabei aus der Spezifikations-Bibliothek von KIV. Diese spezifiziert die Listen
mit der Standardsemantik.
actualize list with string-less by morphism
list → string-list;
elem → string;
end actualize
A.3.5 Plannamen (plan-name)
Plannamen dienen als eindeutiger Schlu¨ssel, um auf die asbru-plan Plandefinition eines
Planes zugreifen zu ko¨nnen.
Die Plannamen der Spezifikation werden in KIV durch einfache Zeichenketten implemen-
tiert. Diese Zeichenketten werden in der Basis-Bibliothek mit der Standard-Semantik spezi-
fiziert.
A.3.6 Planinstanznamen (instance-name)
Planinstanznamen identifizieren einzelne Planinstanzen. Aus dem Planinstanznamen soll der
Planname sowie der Instanzname des u¨bergeordneten Plans auslesbar sein. Planinstanznamen
werden als erzeugter Datentyp auf Basis der Zeichenketten spezifiziert.
enrich string-size with
sorts
instance-name;
functions
nameGen : string × instance-name → instance-name;
superGen : string → instance-name;
parSel : instance-name → instance-name;
nameSel : instance-name → string;
variables
iname, iname0, iname1 : instance-name;
IName, IName0, IName1 : instance-name flexible;
induction
instance-name generated by namegen, supergen;
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axioms
parSel : ⊢ parSel(nameGen(str, iname)) = iname;
used for : s, ls;
nameSel : ⊢ nameSel(nameGen(str, iname)) = str;
used for : s, ls;
nameSel : ⊢ nameSel(superGen(str)) = str;
used for : s, ls;
end enrich
Der Datentyp der Planinstanznamen wird erzeugt durch die Konstruktoren superGen
und nameGen. Der erste Konstruktor erzeugt den Instanznamen eines Top-Level Plans, der
keinen u¨bergeordneten Plan hat. Der zweite Konstruktor wird verwendet, um den Instanzna-
men eines normalen Plans aus dem Instanznamen seines u¨bergeordneten Plans sowie seinem
eigenen Plannamen zu erzeugen.
Die Funktion parSel selektiert aus einem Instanznamen den Planinstanznamen des u¨berge-
ordneten Plans. Diese Funktion ist nur spezifiziert, wenn der betrachtete Plan kein Top-Level
Plan ist. Die Funktion nameSel selektiert aus einem beliebigen Instanznamen den Planna-
men der betrachteten Planinstanz.
Das Induktionsprinzip
”
generated by“ weist den Instanznamen als einen erzeugten Daten-
typ aus, so dass alle Planinstanznamen entweder durch den Konstruktor nameGen oder den
Konstruktor superGen erzeugt werden.
A.3.7 Asbru-Bedingungen (asbru-condition)
Asbru-Bedingungen beschreiben Forderungen, die an bestimmte Zustandsu¨berga¨nge geknu¨pft
sind. Beispielsweise darf ein Asbru-Plan vom Zustand considered nur dann in den Zu-
stand possible wechseln, wenn die filter-Bedingung (eine Asbru-Bedingung) erfu¨llt ist.
Asbru-Bedingungen werden mit den Pra¨dikaten satisfied und satisfiable ausgewertet. Die-
se Pra¨dikate bestimmen, ob eine Bedingung erfu¨llt, erfu¨llbar oder nicht mehr erfu¨llbar ist.
Asbru-Bedingungen erweitern Bedingungen um die Mo¨glichkeit der Umgebung, Einfluss auf
die Auswertung zu nehmen.
Asbru-Bedingungen werden in KIV analog zu den Asbru-Bedingungen der Semantik spe-
zifiziert.
data specification
using Condition
asbru-condition
= mk-asbru-cond(. .condition : condition;
. .manual : bool;
. .override : bool);
end data specification
A.3.8 Bedingungen (condition)
Bedingungen in Asbru enthalten Zustandsbeschreibungen, die auf einen aktuellen Zustand
zutreffen mu¨ssen, damit ein Plan bestimmte Zustandsu¨bergangsregeln anwenden kann. Diese
Beschreibungen ko¨nnen Zeitbezug enthalten.
In KIV ist neben der Abstrakten-Zeit-Annotation auch eine nicht-abstrakte Zeit-
Annotation spezifiziert. Diese entha¨lt als Uhrzeit lediglich eine regula¨re Asbru-Uhr statt
der abstrakten-Asbru-Uhr. Dies ha¨ngt mit der unterschiedlichen Herangehensweise bei der
Auswertung von satisfied und satisfiable in KIV und Semantik zusammen. Wa¨hrend
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in der Semantik u¨berpru¨ft wird, ob ein gegebenes Intervall Element einer abstrakten
Zeitannotation ist, ist dies in KIV nicht mo¨glich. Stattdessen wird in KIV zuna¨chst die
abstrakte Uhrzeit der Bedingung in eine konkrete Uhrzeit umgerechnet. Die Auswertung
der Bedingung erfolgt dann auf Basis dieser nicht-abstrakten Zeit-Annotation. Diese
beiden Schritte, die Auswertung der abstrakten Asbru-Uhr sowie die Berechnung der
gu¨ltigen Intervalle wird auf Semantik-Seite zusammengefasst. Dies ist auf der KIV Seite
aus Effizienzgru¨nden nicht mo¨glich. Abgesehen davon sind die Bedingungen in KIV und der
Semantik identisch spezifiziert.
data specification
using Abstract-Time-Annotation, patient-data-history
condition
= mk-cond (. .ccf : (patient-data-history × int → bool)) with baseP
| mk-cond (. .ccf : (patient-data-history × int → bool);
. .ta : time-annotation) with taP
| mk-cond (. .ccf : (patient-data-history × int → bool);
. .ata : abstract-time-annotation) with ataP
| . _and . (. .fst : condition; . .snd : condition) with andP
| . _or . (. .fst : condition; . .snd : condition) with orP;
end data specification
A.3.9 Konditionale (conditional)
Ein Konditional beschreibt eine Bedingung ohne zeitlichen Bezug, also beispielsweise
”
der
Patient hat Fieber“. In KIV gibt es keinen expliziten Datentyp, der dem Konditional der
Semantik entspricht. Stattdessen wird jeweils in den Spezifikationen der Bedingungen und
der Plantypen lokal ein Pra¨dikat definiert, das eine Krankenakte und eine Uhrzeit auf einen
Wahrheitswert abbilden und so das Konditional definieren.
A.3.10 Der Zahlentyp int-bottom (int-bottom)
Der Datentyp int-bottom beschreibt die Menge der ganzen Zahlen erga¨nzt um ein zusa¨tzli-
ches Element ⊥. Dieses beschreibt unspezifizierte zeitliche Aspekte und kann in der Regel
interpretiert werden als ein Platzhalter fu¨r plus- bzw. minus-Unendlich.
Implementiert wird dieser Datentyp analog zu der Definition in der Asbru-Semantik. Aus
technischen Gru¨nden muss fu¨r die ganzen Zahlen der Konstruktor num verwendet werden.
Ein int-bottom, das den Wert 5 speichern soll wird also in KIV geschrieben als num(5).
data specification
using int-min, intnat
bottom-int = num(. .val: int)
| ⊥;
end data specification
A.3.11 Abstrakte Referenzpunkte (abstract-asbru-clock)
Abstrakte Referenzpunkte ko¨nnen auf statischer Ebene die Zeitpunkte von Planzustands-
wechseln beschreiben. Anhand eines Zustands ko¨nnen diese statischen Konstrukte dann zu
konkreten Uhrzeiten umgerechnet werden. Daneben ko¨nnen abstrakte Referenzpunkte auf
statischer Ebene so spezifiziert werden, dass sie stets zur jeweils aktuellen Uhrzeit ausge-
wertet werden. Abstrakte Referenzpunkte werden als Referenzpunkte von abstrakten Zeit-
Annotationen verwendet.
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Abstrakte Referenzpunkte werden in KIV identisch zu der Semantikdefinition spezifiziert.
data specification
using asbru-state-history
abstract-asbru-clock
= clock(. .val : bottom-int)
| enter(. .key : string; . .pstate : plan-state)
| leave(. .key : string; . .pstate : plan-state)
| *now*;
end data specification
A.3.12 Planzusta¨nde (plan-status)
Planzusta¨nde beschreiben die Stationen des Ablaufs von Asbru-Pla¨nen. Die U¨bergangsregeln
beschreiben, in welcher Sequenz diese Stationen angelaufen werden und welche Bedingungen
fu¨r welche U¨berga¨nge erfu¨llt werden mu¨ssen.
Die Planzusta¨nde sind in KIV so spezifiziert, wie in der Semantik.
data specification
plan-state = inactive
| considered
| possible
| ready
| activated
| suspended
| completed
| rejected
| aborted;
end data specification
A.3.13 Wartebedingungen (wait-for)
Wartebedingungen erlauben einem Plan, Unterpla¨ne zu benennen, die in jedem Fall erfolg-
reich abgeschlossen sein mu¨ssen, bevor der Plan seine Bearbeitung abschließen kann.
Die Definition der Wartebedingungen in KIV erfolgt so wie in der Semantik vorgegeben.
data specification
using stringlist
wait-for = bwf(. .content : string)
| . _and . (. .first : wait-for;
. .second : wait-for)
| . _xor . (. .first : wait-for;
. .second : wait-for)
| . _or . (. .first : wait-for;
. .second : wait-for)
| _not .(. .first : wait-for)
| wait-for-n(. .number : nat; . .watched : string-list)
| wait-for-none;
end data specification
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Der Zustand der Asbru Semantik besteht aus sechs verschiedenen Variablen, jeweils einer
vom Typ int, environment-aggregation, hierarchy-state, asbru-state-history, bool
und patient-data-history. Aus Effizienzgru¨nden ko¨nnen diese zum Teil nicht genau so im-
plementiert werden, wie sie spezifiziert wurden. Daher erfolgt in Kapitel 13 ein Nachweis der
Korrektheit der Implementierung.
A.4.1 Uhrzeiten (int)
Die Uhrzeit dient um Zusta¨nde ordnen zu ko¨nnen. Weiterhin ist die Uhrzeit wichtig, um
in den Historienvariablen die korrekten Eintra¨ge zu selektieren. Die Uhrzeit in Asbru ist
abstrakt gehalten und als dimensionsloser Za¨hler der Makro-Schritte implementiert. Damit
ist eine beliebig feine Granularita¨t mo¨glich, indem eine entsprechende Zuordnung der Dauer
von Makro-Schritten zu realer Zeit erfolgt.
Wie in der Semantik-Definition ist die Uhrzeit in KIV als Ganzzahl-Wert angegeben. Dabei
stammt die Spezifikation der ganzen Zahlen aus der KIV-Bibliothek. Die ganzen Zahlen sind
dort mit der Standard-Semantik implementiert.
A.4.2 Booltupel (bool-tupel)
Bool-Tupel sind Datenstrukturen, die sechs boolesche Werte speichern. Diese sechs Werte
entsprechen entweder sechs Signalen zur U¨bersteuerung oder zur Verzo¨gerung der sechs ver-
schiedenen Asbru-Bedingungen der Asbru-Pla¨ne. Zwei Booltupel Datenstrukturen speichern
alle relevanten Informationen im Bezug auf die Signale, die das medizinische Personal dem
Asbru-System sendet.
In KIV sind die Bool-Tupel genau so implementiert, wie sie auf Semantik Ebene spezifiziert
sind.
data specification
using bool-sync
bool-tupel = mk-bt ( . .filter : bool;
. .setup : bool;
. .suspend : bool;
. .reactivate : bool;
. .abort : bool;
. .complete : bool);
end data specification
A.4.3 Booltupel-Paare (environment-aggregation-entry)
Ein Eintrag in die Umgebungssignalsammlung kapselt alle Signale, die von der Umgebung
an einen Plan gesendet werden ko¨nnen. Dabei handelt es sich um insgesamt 13 Signale.
Jeweils sechs Signale stehen fu¨r die U¨bersteuerung bzw. Verzo¨gerung der Auswertung der
sechs Asbru-Bedingungen eines Planes. Das letzte Signal gibt an, ob der Plan bevorzugt
behandelt werden soll, wenn er Unterplan eines anyorder kontrollierten Plans ist.
Auch diese Datenstruktur ist genau so implementiert, wie von der Semantik vorgegeben.
data specification
using bool-tupel
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environment-aggregation-entry
= mk-eae(. .manual : bool-tupel;
. .override : bool-tupel;
. .prefer : bool);
end data specification
A.4.4 Umgebungssignal-Sammlung (environment-aggregation)
Die Umgebungssignal-Sammlung speichert sa¨mtliche Umgebungssignale aller Asbru-Pla¨ne ab.
Dies wird gemacht, um den Zustand von Asbru unabha¨ngig von der Zahl der laufenden Pla¨ne
zu halten.
Die Sammlung der Umgebungssignale ist implementiert als eine pra¨dikatenlogische Funkti-
on, die Planinstanznamen abbildet auf Eintra¨ge der Umgebungssignalsammlungen. Da diese
dynamischen Funktionen mehrfach beno¨tigt werden, beispielsweise auch fu¨r die Krankenak-
te und die Asbru-Zustands-Historie beno¨tigt werden, werden sie nur einmal als generischer
Datentyp in KIV implementiert und dann mit den konkreten Datentypen aktualisiert.
actualize odynfun-sync
with environment-aggregation-entry by morphism
store → environment-aggregation;
data → environment-aggregation-entry;
end actualize
Der Datentyp der algebraisch spezifizierten dynamischen Funktionen in der KIV Implemen-
tierung von Asbru heißt store. Dieser Datentyp wird in dieser Spezifikation umbenannt nach
environment-aggregation. Die Datenwerte, auf die ein allgemeiner store abbildet, hei-
ßen data. Diese Datentypen werden hier mit dem environment-aggregation-entry-
Typ aktualisiert.
A.4.5 Hierarchiezustand (hierarchy-state)
Der Hierarchiezustand speichert die Laufzeitinformationen der Asbru-Pla¨ne. Diese Laufzeit-
Information beinhaltet die Zahl der bereits erfolgreich abgeschlossenen Durchla¨ufe zyklischer
Pla¨ne, den aktuellen Planzustand sowie das Aktivierungssignal, das ein Plan beno¨tigt, um
vom Zustand ready in den Zustand activated wechseln zu ko¨nnen.
Der Hierarchiezustand wird in KIV in drei Komponenten zerlegt. Das heißt, anstelle von
einer dynamischen Funktion die auf ein Werte-Tripel abbildet, wie in der Semantik, gibt es in
KIV drei dynamische Funktionen, die jeweils einen Wert des Semantik-Tripel speichern. Eine
Komponente speichert den Planzustand aller Pla¨ne ab, die Zweite die Zahl der Durchla¨ufe
zyklischer Pla¨ne und die dritte Komponente speichert die Aktivierungssignale aller Pla¨ne.
Alle diese Komponenten werden als algebraisch spezifizierte dynamische Funktionen in KIV
implementiert. Diese haben die Signaturen
• string 7→ plan-state
• string 7→ nat
• string 7→ bool
Der Asbru-Zustand der die Planzusta¨nde aller Pla¨ne speichert wird als Aktualisierung der
dynamischen Funktionen mit Planzusta¨nden wie folgt definiert:
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actualize odynfun-sync
with plan-state
by morphism
data → plan-state;
store → asbru-state;
end actualize
Dabei wird der allgemeine store Datentyp umbenannt nach asbru-state.
Analog dazu wird die Plan-Kommunikation als Aktualisierung der dynamischen Funktion
mit booleschen Werten wie folgt definiert:
actualize odynfun-sync
with bool-sync
by morphism
data → bool;
store → plan-com;
end actualize
Zuletzt wird analog dazu der Rundenza¨hler als Aktualisierung der dynamischen Funktionen
mit natu¨rlichen Zahlen definiert:
actualize odynfun-sync
with int-basic1
by morphism
data → int;
store → round-count;
end actualize
A.4.6 Planzustandslisten (plan-state-list)
Die Planzustandslisten speichern alle Planzusta¨nde, die ein Asbru-Plan zwischen zwei Makro-
Schritten durchla¨uft. Die Aufzeichnung erfolgt duplikatfolgenfrei. Das bedeutet, dass zwei
aufeinanderfolgende Eintra¨ge in die Planzustandsliste stets unterschiedliche Werte haben.
In KIV werden die Planzustandslisten nicht als Aktualisierungen von generischen Listen
implementiert. Stattdessen werden sie mittels einer Datenspezifikation spezifiziert. Der Grund
dafu¨r ist, dass es sich in Beweisen als nu¨tzlich fu¨r den U¨berblick u¨ber die Beweisverpflichtung
herausgestellt hat, wenn der aktuelle Planzustand jeweils rechts an die Liste angefu¨gt wird.
Weiterhin ist aus Effizienzgru¨nden die Simplifikationsstrategie der generischen Listen fu¨r die
Planzustandslisten nur bedingt geeignet.
data specification
using plan-state, nat
plan-state-list
= [] | . ⇒ . ( . .previous : plan-state-list; . .current : plan-state) prio 8 left;
end data specification
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A.4.7 Eintra¨ge in die Asbru-Zustands-Historie (asbru-state-history-entry)
Eintra¨ge in die Asbru-Zustands-Historie speichern fu¨r einen Plan die Planzustandslisten fu¨r
alle Zeitpunkte ab. Damit ist es mo¨glich, fu¨r einen Plan zu bestimmen, ob bestimmte Plan-
zustandswechsel in der Vergangenheit stattgefunden haben oder nicht.
Implementiert wird diese Datenstruktur durch eine dynamische Funktion. Deren Syntax
und Semantik werden allerdings nicht durch eine Aktualisierung der allgemeinen dynamischen
Funktionen spezifiziert, sondern durch eine getrennte Spezifikation festgelegt. Grund dafu¨r
ist, dass die generischen dynamischen Funktionen als Abbildungen von Zeichenketten auf
generische Werte definiert sind. Eintra¨ge in die Asbru-Zustands-Historie sollen allerdings
Zeitpunkte, also Ganzzahl-Werte auf Daten abbilden.
enrich asbru-clock, plan-state-list with
sorts
asbru-state-history-entry;
functions
. [ . ] : asbru-state-history-entry × int → plan-state-list;
. [ . ] : asbru-state-history-entry × int × plan-state → asbru-state-history-entry;
. [ . ] : asbru-state-history-entry × int × plan-state-list → asbru-state-history-entry;
axioms
select-base :
⊢ ashe[ac, psx][ac] = psx;
used for : s, ls;
select-rec :
⊢ ac 6= ac0
→ ashe[ac0, psx][ac] = ashe[ac];
used for : s, ls;
insert-01:
⊢ ashe[ac, psx][ac, ps] = ashe[ac, psx + ps];
used for : s, ls;
insert-02:
⊢ ashe[ac, psx][ac + 1, ps] = ashe[ac, psx][ac + 1, [] ⇒ ps];
used for : s, ls;
extension :
⊢ ashe0 = ashe1
↔ (∀ ac. ashe0[ac] = ashe1[ac]);
end enrich
Da die dynamischen Funktionen hier neu spezifiziert werden, muss auch die Semantik der
Aktualisierungs- und Selektionsfunktionen getrennt spezifiziert werden. Fu¨r Eintra¨ge in die
Asbru-Zustands-Historie gibt es eine Selektionsfunktion sowie zwei Aktualisierungsfunktio-
nen. Die Selektionsfunktion sucht nach einer
”
passenden“ Aktualisierung eines Eintrags. Eine
Aktualisierung ist dann passend, wenn der Zeitstempel der Aktualisierung und der, der Selek-
tion identisch sind. Eine Aktualisierung kann entweder durch die erste Aktualisierungsfunk-
tion erfolgen, wobei die Planzustandsliste des Eintrags in die Asbru-Zustands-Historie durch
die in der Funktion angegebene ersetzt wird oder aber durch die zweite Aktualisierungsfunk-
tion. Diese erga¨nzt den betreffenden Eintrag nur anstatt ihn zu ersetzen. Dies wird durch die
Axiome spezifiziert. Weiterhin angegeben wird ein Extensionalita¨tsaxiom, das angibt, wann
zwei Eintra¨ge in die Asbru-Zustands-Historie gleich sind. Dies ist der Fall, wenn der Selektor
zu jedem Zeitpunkt identische Werte in den Eintra¨gen ermittelt.
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A.4.8 Asbru-Zustands-Historie (asbru-state-history)
Die Asbru-Zustands-Historie speichert zentral die Eintra¨ge in die Asbru-Zustands-Historie fu¨r
alle Pla¨ne ab. Dies wird durch eine dynamische Funktion umgesetzt, die Planinstanznamen
auf Eintra¨ge in die Asbru-Zustands-Historie abbildet.
In KIV wird dieser Datentyp als eine Aktualisierung der allgemeinen dynamischen Funktion
durch Eintra¨ge in die Asbru-Zustands-Historie implementiert:
actualize odynfun-sync
with asbru-state-history-entry
by morphism
data → asbru-state-history-entry;
store → asbru-state-history;
end actualize
A.4.9 Krankenakten-Datentyp (data-value)
Der Datenwert-Datentyp ist eine abstrakte Repra¨sentation aller mo¨glicher Datentypen, die
in einer Krankenakte gespeichert werden ko¨nnen. Beispiele hierfu¨r sind Zahlen, die beispiels-
weise benutzt werden um Blutdruck oder Temperatur zu speichern oder boolesche Werte, in
denen gespeichert wird, ob bestimmte genetische Pra¨dispositionen vorliegen. Die notwendi-
gen Datentypen sind stark von der Fallstudie abha¨ngig. Daher wird lediglich ein abstrakter
Datentyp spezifiziert, der in Abha¨ngigkeit der Fallstudie aktualisiert werden kann.
Entsprechend wird der Datentyp in KIV als generischer Datentyp spezifiziert:
specification
sorts
data-value;
end specification
A.4.10 Krankenakten-Eintra¨ge und Krankenakten (patient-data und PDH)
Krankenakten-Eintra¨ge bilden alles vorhandene Wissen u¨ber einen Patienten zu einem Zu-
stand ab. Wird bei einem Patienten in einer Fallstudie also beispielsweise die Ko¨rpertempera-
tur sowie Blutdruck und Puls gemessen, so entha¨lt ein Krankenakten-Eintrag drei Felder, die
mit Zeichenketten benannt werden. Diese Felder enthalten Werte vom Typ des allgemeinen
Krankenakten-Datentyps bzw. seiner Aktualisierungen.
Krankenakten selber bu¨ndeln die Krankenakten-Eintra¨ge und ordnen sie zeitlich. Das heißt,
in einer Krankenakte wird jedem Zeitpunkt ein Krankenakten-Eintrag zugeordnet.
Implementiert sind Krankenakten-Eintrag und Krankenakte in KIV durch die Aktuali-
sierung einer dynamisch generierten Funktion. Der Krankenakten-Eintrag wird dabei durch
Aktualisierung der allgemeinen dynamischen Funktionen, also des store Datentypen, spezi-
fiziert. Aktualisiert wird diese mit dem Krankenakten-Datentyp. Fu¨r die Krankenakte selbst
wird ebenfalls eine dynamische Funktion aktualisiert. Da eine Krankenakte aber nicht Zei-
chenketten, sondern Uhrzeiten auf Werte abbildet, muss hierfu¨r ein neuer Typ history
eingefu¨hrt werden.
Die history Datenstruktur implementiert die Krankenakte, ist also eine dynamische
Funktion, die Zeitpunkte (also Ganzzahl-Werte) auf Krankenakten-Eintra¨ge abbildet.
actualize history
with gdata-value by morphism
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history → patient-data-history;
store → patient-data;
data → data-value;
end actualize
Die history Datenstruktur spezifiziert eine dynamische Funktion, die Ganzzahlen auf dy-
namische Funktionen abbildet. Die Ganzzahlen repra¨sentieren dabei Uhrzeiten. Die dynami-
schen Funktionen werden durch den Datentyp store implementiert. Damit ist die history
Datenstruktur wie folgt definiert:
enrich odynfun-sync, interval with
sorts
history;
functions
. [ . ] : history × int → store;
. [ . ] : history × int × store → history;
. [ . ] : history × interval × store → history;
predicates
sync : history × history × history × history;
variables
h, h0, h1, h2 : history;
axioms
set-base :
⊢ h[ac, st][ac] = st;
used for: s, ls;
set-base-int :
⊢ ac ∈ ac1 × ac2
→ h[ac1 × ac2, st][ac] = st;
used for: s, ls;
set-rec :
⊢ ac 6= ac0
→ h[ac0, st][ac] = h[ac];
used for: s, ls;
set-rec-int :
⊢ ¬ ac ∈ ac0 × ac1
→ h[ac0 × ac1, st][ac] = h[ac];
used for: s, ls;
extension:
⊢ h0 = h1 ↔ ∀ ac. h0[ac] = h1[ac];
end enrich
Der history Datentyp spezifiziert einen Standardselektor sowie eine Standardaktuali-
sierungsfunktion. Der Selektor durchsucht die Aktualisierungen des Datentyps, bis die erste
Aktualisierung gefunden wird, die den Zeitstempel tra¨gt, nachdem durch den Selektor gesucht
wird. Fu¨r die Generierung von Invarianten wird außerdem eine zweite Aktualisierungsfunkti-
on definiert. Diese Aktualisiert die Krankenakte nicht zu einem Zeitpunkt, sondern fu¨r einen
Zeitraum, der als Intervall zweier Zeitpunkte gegeben ist. Dabei soll diese Aktualisierung gel-
ten fu¨r alle Zeitpunkte, die in diesem Intervall enthalten sind, einschließlich der Randpunkte.
Da der history Datentyp nicht frei erzeugt ist, muss ein Extensionalita¨tsaxiom angegeben
werden, das spezifiziert, dass zwei history Typen gleich sind, wenn fu¨r jeden Zeitpunkt
identische Werte durch den Selektor ermittelt werden.
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A.4.11 Algebraisch definierte dynamische Funktionen (store)
Der store ist eine algebraische Definition dynamischer Funktionen.
generic specification
parameter elemdata
target
sorts store;
functions
. [ . ] : store × elem × data → store;
. [ . ] : store × elem → data;
variables st, st0, st1, st2 : store;
axioms
Extension : st1 = st2 ↔ ∀ a. st1[a] = st2[a]; used for : ls;
At-same : st[a, d][a] = d; used for : s,ls;
At-other : a 6= b → st[b, d][a] = st[a]; used for : s,ls;
end generic specification
Die store Datenstruktur spezifiziert eine Aktualisierungsfunktion sowie einen Selektor.
Dabei soll der Selektor den Wert der letzten Aktualisierung zuru¨ckgeben, die mit dem ent-
sprechenden Schlu¨ssel a durchgefu¨hrt wurde, nachdem durch den Selektor gesucht wird. Da
die dynamischen Funktionen nicht frei erzeugt sind, muss ein Extensionalita¨tsaxiom angege-
ben werden.
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B Korrektheit der Einbettung der Prozeduren
In diesem Abschnitt werden alle bewiesenen Beweisverpflichtungen beschrieben, die zusam-
mengenommen die Korrektheit der Implementierung der SOS Regeln durch parallele Pro-
gramme in KIV nachweisen. Zusa¨tzlich wird fu¨r jeden Planzustand sowie fu¨r jeden Plankon-
trolltyp ein Beweis gefu¨hrt, der nachweist, dass die Vorbedingungen aller zu diesem Zustand
oder Plantyp geho¨rigen Regeln Tautologien sind. Das bedeutet, die entsprechenden Regeln
decken den kompletten Zustandsraum ab. Das bedeutet, dass beispielsweise kein Zustand
existieren kann, in dem ein sequential-kontrollierter Plan keine Schritte mehr ausfu¨hren
kann, weil eine
”
passende“ U¨bergangsregel fehlt.
B.1 considered-Zustand
Ein Asbru-Plan im Zustand considered kann seine Bearbeitung abbrechen, wenn entweder
die filter-Bedingung nicht erfu¨llbar ist oder der u¨bergeordnete Plan seine Bearbeitung einge-
stellt hat. Andernfalls bleibt der Plan im Zustand considered, wenn die filter-Bedingung
nicht erfu¨llt aber erfu¨llbar ist und er wechselt in den Zustand possible, wenn die filter-
Bedingung erfu¨llt ist.
B.1.1 Zuru¨ckweisung des Plans
Ein Plan wird laut SOS-Regel zuru¨ckgewiesen, wenn seine filter-Bedingung dies erfordert
oder der u¨bergeordnete Plan terminiert ist.
isConsidered(HS,iname)
∧ shouldRejectFilter(σ,iname)
∨ parent terminated(HS,iname)
iname σ,Tick(σ[iname, rejected])−→ ε
Dazu wird bewiesen, dass der Plan ordnungsgema¨ß zuru¨ckgewiesen wird, wenn der u¨ber-
geordnete Plan terminiert oder die filter-Bedingung nicht erfu¨llbar ist:
isConsidered(AS,iname),
shouldRejectFilter(iname,EAGG,PDH,ASH,AC)
∨ parent terminated(AS,iname),
[considered#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,rejected]
∧ ◦ last;
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B.1.2 Stillstand im Zustand considered
Wenn ein Plan im Zustand considered nicht zuru¨ckgewiesen wird aber seine
filter-Bedingung noch erfu¨llbar ist, dann wartet der Plan in seinem Zustand passiv ab.
¬ parent terminated(HS,iname)
∧ isConsidered(HS,iname)
∧ ¬ shouldRejectFilter(σ,iname)
∧ ¬ shouldProceedFilter(σ,iname)
iname σ,σ[iname, considered]−→ iname
Die Korrektheit der Einbettung wird mit nachstehender Beweisverpflichtung gezeigt:
isConsidered(AS,iname),
¬ shouldRejectFilter(iname,EAGG,PDH,ASH,AC),
¬ parent terminated(AS,iname),
¬ shouldProceedFilter(iname,EAGG,PDH,ASH,AC),
[considered#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,considered]
∧ ◦ [considered#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.1.3 Fortschreiten vom Zustand considered nach possible
Ist die filter-Bedingung eines Plans im Zustand considered erfu¨llt, so wird dieser Plan in
den Zustand possible wechseln.
¬ parent terminated(HS,iname)
∧ isConsidered(HS,iname)
∧ shouldProceedFilter(σ,iname)
iname σ,Tick(σ[iname, possible])−→ iname
Die Implementierung in KIV ha¨lt sich an diese Semantikregel, was durch den Nachweis der
nachstehenden Beweisverpflichtung gezeigt wurde:
isConsidered(AS,iname),
¬ parent terminated(AS,iname),
shouldProceedFilter(iname,EAGG,PDH,ASH,AC),
[considered#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,possible]
∧ ◦ [possible#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
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B.1.4 Vollsta¨ndigkeit der considered Regeln
Nachstehende Beweisverpflichtung fasst die Vorbedingungen aller Beweisverpflichtungen
bezu¨glich des considered Zustandes zusammen. Es wird gezeigt, dass diese Vorbedingun-
gen eine Tautologie sind, das heißt, es gibt keinen Zustand, in dem ein Plan im Planzustand
considered keinen Schritt mehr ausfu¨hren kann.
⊢ ¬ parent terminated(AS,iname)
∧ shouldProceedFilter(iname,EAGG,PDH,ASH,AC),
¬ parent terminated(AS,iname)
∧ ¬ shouldProceedFilter(iname,EAGG,PDH,ASH,AC)
∧ ¬ shouldRejectFilter(iname,EAGG,PDH,ASH,AC),
parent terminated(AS,iname)
∨ shouldRejectFilter(iname,EAGG,PDH,ASH,AC)
B.2 possible-Zustand
Ein Plan im Zustand possible verha¨lt sich analog zu einem Plan im Zustand considered,
nur dass statt der filter-Bedingung die setup-Bedingung ausgewertet wird. Ist diese erfu¨llt,
so wechselt der Plan in den Planzustand ready, andernfalls bleibt er im Zustand possible
oder wechselt in den Zustand rejected.
B.2.1 Zuru¨ckweisung des Plans
Ein Plan im Zustand possible wird zuru¨ckgewiesen, wenn seine setup-Bedingung nicht
mehr erfu¨llbar ist oder der u¨bergeordnete Plan terminiert.
isPossible(HS,iname)
∧ shouldRejectSetup(σ,iname)
∨ parent terminated(HS,iname)
iname σ,Tick(σ[iname, rejected])−→ ε
Die erste Beweisverpflichtung zeigt, dass ein Plan im Zustand possible zuru¨ckgewie-
sen wird, wenn sein u¨bergeordneter Plan terminiert oder die setup-Bedingung nicht mehr
erfu¨llbar ist:
isPossible(AS,iname),
shouldRejectSetup(iname,EAGG,PDH,ASH,AC)
∨ parent terminated(AS,iname),
[possible#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,rejected]
∧ ◦ last;
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B.2.2 Stillstand im Zustand possible
Ist im Zustand possible die setup Bedingung weder erfu¨llt noch nicht mehr erfu¨llbar,
so wartet der Plan auf eine Zustandsa¨nderung, sofern der u¨bergeordnete Plan noch nicht
terminiert ist.
¬ parent terminated(HS,iname)
∧ isPossible(HS,iname)
∧ ¬ shouldProceedSetup(σ,iname)
∧ ¬ shouldRejectSetup(σ,iname)
iname σ,σ[iname, possible]−→ iname
Dies wird durch nachstehende Beweisverpflichtung gezeigt:
isPossible(AS,iname),
¬ shouldRejectSetup(iname,EAGG,PDH,ASH,AC),
¬ parent terminated(AS,iname),
¬ shouldProceedSetup(iname,EAGG,PDH,ASH,AC),
[possible#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,possible]
∧ ◦ [possible#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.2.3 Fortschreiten vom Zustand possible nach ready
Ist die setup Bedingung im Zustand possible erfu¨llt und der u¨bergeordnete Plan ist nicht
in einem terminierten Zustand, so schreitet der Plan vorwa¨rts in den Zustand ready.
¬ parent terminated(HS,iname)
∧ isPossible(HS,iname)
∧ shouldProceedSetup(σ,iname)
iname σ,Tick(σ[iname, ready])−→ iname
Dies wird gezeigt durch die nachstehende Beweisverpflichtung:
isPossible(AS,iname),
¬ parent terminated(AS,iname),
shouldProceedFilter(iname,EAGG,PDH,ASH,AC),
[possible#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,ready]
∧ ◦ [ready#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
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B.2.4 Vollsta¨ndigkeit der possible Regeln
Ein Plan im Zustand possible kann stets irgendeine Handlung durchfu¨hren. Dies wird
dadurch bewiesen, dass gezeigt wird, dass stets eine der Vorbedingungen der Zustandsu¨ber-
gangsregeln aus dem possible Zustand wahr sein muss:
⊢ ¬ parent terminated(AS,iname)
∧ shouldProceedSetup(iname,EAGG,PDH,ASH,AC),
¬ parent terminated(AS,iname)
∧ ¬ shouldProceedSetup(iname,EAGG,PDH,ASH,AC)
∧ ¬ shouldRejectSetup(iname,EAGG,PDH,ASH,AC),
parent terminated(AS,iname)
∨ shouldRejectSetup(iname,EAGG,PDH,ASH,AC)
B.3 ready-Zustand
Im Zustand ready hat ein Plan die Selection-Phase weitgehend durchlaufen und wartet
auf das Aktivierungssignal seines u¨bergeordneten Plans. Sobald er dies erha¨lt, darf er sich in
die Execution-Phase versetzen. Erha¨lt er es nicht, so muss er abwarten. Sobald er feststellt,
dass der u¨bergeordnete Plan terminiert ist, bricht der Plan sich selbst ab.
B.3.1 Zuru¨ckweisung des Plans
Der Plan wird zuru¨ckgewiesen, wenn der u¨bergeordnete Plan terminiert ist.
parent terminated(HS,iname)
∧ isReady(HS,iname)
iname σ,Tick(σ[iname, rejected])−→ ε
Dies wird durch die Beweisverpflichtung gezeigt:
isReady(AS,iname),
parent terminated(AS,iname),
[ready#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,rejected]
∧ ◦ last;
B.3.2 Stillstand im Zustand ready
Der Plan wartet im Zustand ready ab, wenn der u¨bergeordnete Plan nicht terminiert ist
und außerdem kein Aktivierungssignal fu¨r den Plan vorliegt.
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¬ parent terminated(HS,iname)
∧ isReady(HS,iname)
∧ ¬ isActSig(HS,iname)
iname σ,σ[iname, ready]−→ iname
Dies wird in KIV wie folgt formuliert:
isReady(AS,iname),
¬ parent terminated(AS,iname),
¬ isActSig(PC,iname),
[ready#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,ready]
∧ ◦ [ready#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.3.3 Fortschreiten vom Zustand ready nach activated
Nach Erhalt des Aktivierungssignals darf der Plan in den Zustand activated fortschreiten,
sofern der u¨bergeordnete Plan nicht terminiert ist:
¬ parent terminated(HS,iname)
∧ isReady(HS,iname)
∧ isActSig(HS,iname)
∧ PL = selectAllStartable(HS,iname)
iname
σ,Tick(σ [iname,activated][PL,iname]nac
[PL,iname,inactive][iname, 0][iname]nac)
−→ iname
Nachgewiesen wird dies durch den Beweis der nachstehenden Aussage:
isReady(AS,iname),
¬ parent terminated(AS,iname),
isActSig(PC,iname),
[ready#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, PC, RC, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated][asbru(nameSel(iname)).subplans,iname,inactive]
∧ PC′ = PC[iname,false][asbru(nameSel(iname)).subplans,iname,false]
∧ RC′ = RC[iname, 0]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.3.4 Vollsta¨ndigkeit der ready Regeln
Auch die Regeln fu¨r Pla¨ne im Zustand ready sind Vollsta¨ndig in dem Sinn, dass stets eine
Handlungsmo¨glichkeit besteht. Dies wird mittels nachstehender Aussage nachgewiesen:
B.4 activated-Zustand
⊢ ¬ parent terminated(AS,iname)
∧ isActSig(PC,iname),
¬ parent terminated(AS,iname)
∧ ¬ isActSig(PC,iname),
parent terminated(AS,iname)
B.4 activated-Zustand
Die Zustandsu¨bergangsregeln fu¨r Pla¨ne im Zustand activated beschreiben vier Situationen.
In einer soll der Plan abbrechen, weil seine abort-Bedingung erfu¨llt ist, seine Wartebedin-
gung nicht mehr erfu¨llt werden kann oder sein u¨bergeordneter Plan terminiert ist. Die zweite
Situation liegt immer dann vor, wenn der Plan nicht abbrechen soll und sowohl die complete-
Bedingung als auch die Wartebedingung erfu¨llt sind. Dann beendet der Plan die Ausfu¨hrung.
Die dritte Situation ist immer dann gegeben, wenn der Plan weder abbrechen noch beenden
soll und die suspend-Bedingung erfu¨llt ist oder der u¨bergeordnete Plan unterbrochen wur-
de. Dann soll der Plan sich unterbrechen. Ist keine dieser Situationen gegeben, so wird die
Kontrolle an die Plankontrolltypenspezifischen Regeln u¨bergeben. Dies wird in der Semantik
durch den Aufruf der con Regeln gemacht, in der Implementierung durch Ausfu¨hrung der
body# Prozedur.
B.4.1 Abbrechen des Plans
Der erste Fall beschreibt das Abbrechen des Plans. Die verschiedenen Abbruchbedingungen
sind im Pra¨dikat shouldAbort gekapselt.
shouldAbort(σ,iname)
∧ isActivated(HS,iname)
∨ isSuspended(HS,iname)
iname σ,Tick(σ[iname, aborted])−→ ε
Die Regel wird durch die Implementierung korrekt nachgebildet, wie nachfolgende Beweis-
verpflichtung zeigt:
shouldAbort(iname,EAGG,PDH,ASH,AS,AC),
isActivated(AS,iname)
∧ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
∨ isSuspended(AS,iname)
∧ [suspended#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,aborted]
∧ ◦ last;
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B.4.2 Beenden des Plans
Ein Plan soll beendet werden, wenn er nicht abgebrochen werden soll und das Pra¨dikat
shouldComplete wahr ist, dass die Konjunktion aus Erfu¨lltheit der Wartebedingung und
der complete-Bedingung kapselt.
¬ shouldAbort(σ,iname)
∧ shouldComplete(σ,iname)
∧ isActivated(HS,iname)
iname σ,Tick(σ[iname, completed])−→ ε
Die Korrektheit der Einbettung kann mit nachstehender Aussage gezeigt werden:
¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC),
shouldComplete(iname,EAGG,PDH,ASH,AS,AC),
isActivated(AS,iname),
[activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,completed]
∧ ◦ last;
B.4.3 Unterbrechen des Plans
Der Plan soll unterbrochen werden, wenn die entsprechende Bedingung wahr ist und er weder
abgebrochen noch beendet werden soll.
¬ shouldAbort(σ,iname)
∧ ¬ shouldComplete(σ,iname)
∧ shouldSuspend(σ,iname)
∧ isActivated(HS,iname)
iname σ,Tick(σ[iname, suspended])−→ iname
Die Implementierung empfindet dieses Verhalten nach, wie mit folgender Beweisverpflich-
tung gezeigt wurde:
¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC),
¬ shouldComplete(iname,EAGG,PDH,ASH,AS,AC),
shouldSuspend(iname,EAGG,PDH,ASH,AS,AC),
isActivated(AS,iname),
[activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,suspended]
∧ ◦ [suspended#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
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B.4.4 Ausfu¨hren der Plankontrolle
Liegt keiner der drei anderen Fa¨lle vor, so sollen die niedriger priorisierten con U¨bergangs-
regeln verwendet werden.
¬ shouldAbort(σ,iname)
∧ ¬ shouldSuspend(σ,iname)
∧ ¬ shouldComplete(σ,iname)
∧ isActivated(HS,iname)
∧ iname σ,σ’−→ Con sys
iname σ,σ’−→ sys
Diese werden in der Implementierung durch die body# Prozedur implementiert:
¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC),
¬ shouldComplete(iname,EAGG,PDH,ASH,AS,AC),
¬ shouldSuspend(iname,EAGG,PDH,ASH,AS,AC),
isActivated(AS,iname),
[activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ [body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.4.5 Vollsta¨ndigkeit der activated Regeln
Auch der activated Zustand ist komplett in der Hinsicht, dass stets eine der Regeln an-
wendbar ist. Dies wird durch die nachfolgende Beweisverpflichtung gezeigt:
⊢ ¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC)
∧ ¬ shouldComplete(iname,EAGG,PDH,ASH,AS,AC)
∧ ¬ shouldSuspend(iname,EAGG,PDH,ASH,AS,AC),
¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC)
∧ ¬ shouldComplete(iname,EAGG,PDH,ASH,AS,AC)
∧ shouldSuspend(iname,EAGG,PDH,ASH,AS,AC),
¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC)
∧ shouldComplete(iname,EAGG,PDH,ASH,AS,AC),
shouldAbort(iname,EAGG,PDH,ASH,AS,AC);
B.5 suspended-Zustand
Der suspended Zustand beschreibt einen Zustand, in dem der Plan keine weiteren Un-
terpla¨ne startet oder aktiviert. Alle Unterpla¨ne, die sich bereits in der Execution-Phase
befinden, werden ebenfalls unterbrochen. Der suspended-Zustand wird nur verlassen, wenn
der u¨bergeordnete Plan nicht (mehr) unterbrochen ist und die reactivate-Bedingung erfu¨llt
ist.
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B.5.1 Abbrechen des Plans
Auch im suspended-Zustand kann ein Plan abbrechen, wenn der entsprechende Zustand
vorliegt, also die Wartebedingung nicht mehr erfu¨llbar ist oder die abort-Bedingung erfu¨llt
ist bzw. der u¨bergeordnete Plan terminiert ist.
shouldAbort(σ,iname)
∧ isActivated(HS,iname)
∨ isSuspended(HS,iname)
iname σ,Tick(σ[iname, aborted])−→ ε
Auch die Implementierung empfindet diesen Zustandsu¨bergang nach, wie durch nachste-
hende Beweisverpflichtung gezeigt wurde:
shouldAbort(iname,EAGG,PDH,ASH,AS,AC),
isActivated(AS,iname)
∧ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)],
isSuspended(AS,iname)
∧ [suspended#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)],
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,aborted]
∧ ◦ last;
B.5.2 Stillstand im Zustand suspended
Soll der Plan im Zustand suspended weder abbrechen noch seine Ausfu¨hrung wieder auf-
nehmen, so verbleibt er im Zustand suspended.
¬ shouldAbort(σ,iname)
∧ ¬ shouldReactivate(σ,iname)
∧ isSuspended(HS,iname)
iname σ,σ[iname, suspended]−→ iname
Analog verha¨lt sich die Implementierung:
¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC),
¬ shouldReactivate(iname,EAGG,PDH,ASH,AS,AC),
isSuspended(AS,iname),
[suspended#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,suspended]
∧ ◦ [suspended#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
288
B.6 Zustandsu¨berga¨nge der sequential-Plankontrolle
B.5.3 Reaktivierung des Plans
Ein Plan im Zustand suspended wird reaktiviert, wenn er nicht abbrechen soll, seine
reactivate-Bedingung erfu¨llt ist und der u¨bergeordnete Plan nicht (mehr) unterbrochen ist.
¬ shouldAbort(σ,iname)
∧ shouldReactivate(σ,iname)
∧ isSuspended(HS,iname)
iname σ,Tick(σ[iname, activated])−→ iname
Auch die Implementierung ha¨lt sich an diese Forderung und reaktivert den Plan in diesem
Fall.
¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC),
shouldReactivate(iname,EAGG,PDH,ASH,AS,AC),
isSuspended(AS,iname),
[suspended#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.5.4 Vollsta¨ndigkeit der suspended Regeln
Die Regeln zum Umgang mit unterbrochenen Pla¨nen sind vollsta¨ndig. Jeder unterbrochene
Plan kann stets durch eine der Regeln seine Ausfu¨hrung fortsetzen:
⊢ ¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC)
∧ ¬ shouldReactivate(iname,EAGG,PDH,ASH,AS,AC),
¬ shouldAbort(iname,EAGG,PDH,ASH,AS,AC)
∧ shouldReactivate(iname,EAGG,PDH,ASH,AS,AC),
shouldAbort(iname,EAGG,PDH,ASH,AS,AC);
B.6 Zustandsu¨berga¨nge der sequential-Plankontrolle
Die sequential Plankontrolle startet und aktiviert stets genau einen Unterplan. Dabei wird
die Reihenfolge der Unterpla¨ne in der Unterplanliste beachtet. Wird bereits ein Unterplan
ausgefu¨hrt, so verha¨lt sich die sequential-Kontrolle passiv und wartet ab.
B.6.1 Passiver U¨bergang
Wenn ein sequential-kontrollierter Plan einen Unterplan in der Execution-Phase oder
der Selection-Phase hat oder aber kein Unterplan im startbaren Zustand vorliegt, so
verha¨lt sich der Plan passiv.
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isSequential(iname)
∧ hasExecutedSub(HS,iname)
∨ hasSelectedSub(HS,iname)
∨ ¬ hasStartableSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Dies wird entsprechend von der Implementierung umgesetzt:
isSequential(iname),
hasExecutedSub(AS,iname)
∨ hasSelectedSub(AS,iname)
∨ ¬ hasStartableSub(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.6.2 Aktivierungsfall
Wenn ein sequential-kontrollierter Plan keine Unterpla¨ne in Selection- oder
Execution-Phase hat, so wird er, sofern ein startbarer Unterplan vorliegt, diesen starten
und gleichzeitig aktivieren.
isSequential(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ hasStartableSub(HS,iname)
∧ iname1 = nameGen(selectFirstStartable(HS,iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Dies wird auch von der Implementierung so gehandhabt:
isSequential(iname),
¬ hasExecutedSub(AS,iname),
¬ hasSelectedSub(AS,iname),
hasStartableSub(AS,iname),
sk = selectFirstStartable(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, PC, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated][nameGen(SK,iname),considered]
∧ PC′ = PC[nameGen(SK,iname),true]
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#(nameGen(sk,iname);Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
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B.7 Zustandsu¨berga¨nge der anyorder-Plankontrolle
B.6.3 Vollsta¨ndigkeit
Ein sequential-kontrollierter Plan kann stets einen Zustandsu¨bergang durchfu¨hren, das
heißt, es ist stets eine der beiden oben aufgefu¨hrten Regeln anwendbar. Dies wird durch die
nachstehende Aussage nachgewiesen:
⊢ ¬ hasExecutedSub(AS,iname)
∧ ¬ hasSelectedSub(AS,iname)
∧ hasStartableSub(AS,iname),
hasExecutedSub(AS,iname)
∨ hasSelectedSub(AS,iname)
∨ ¬ hasStartableSub(AS,iname),
B.7 Zustandsu¨berga¨nge der anyorder-Plankontrolle
Die anyorder-kontrollierten Pla¨ne starten stets alle Pla¨ne, die gestartet oder neu-gestartet
werden ko¨nnen. Jedoch wird immer nur ein Plan gleichzeitig aktiviert, so dass beliebig viele
Unterpla¨ne in der Selection-Phase sind, jedoch nie mehr als einer in der Execution
Phase. Die Auswahl des zu aktivierenden Unterplans erfolgt dabei indeterministisch bzw.
durch die Umgebung gesteuert.
B.7.1 Starten von Unterpla¨nen
Liegt ein Plan vor, der gestartet oder neu-gestartet werden kann, so wird dies getan.
isAnyorder(iname)
∧ hasStartableSub(HS,iname)
∧ PL = selectAllStartable(HS,iname)
∧ planNames(PL,iname,sys)
iname σ,Tick(σ[iname, activated][PL, iname, considered])−→ Con iname‖s sys
An diese Vorgabe ha¨lt sich auch die Implementierung:
isAnyorder(iname),
hasStartableSub(AS,iname),
strx = selectAllStartable(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated][strx,iname,considered]
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered-rec#(strx,iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.7.2 Aktivierter Unterplan
Kann kein Plan (neu) gestartet werden und gibt es einen Unterplan in der Execution-Phase
bzw. einen, der bereits aktiviert wurde, so verha¨lt sich der Plan passiv.
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isAnyorder(iname)
∧ ¬ hasStartableSub(HS,iname)
∧ hasExecOrSigReadySub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Dies wird auch so von der Implementierung umgesetzt:
isAnyorder(iname),
¬ hasStartableSub(AS,iname),
hasExecOrSigReadySub(AS,PC,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.7.3 Bereiter Unterplan
Ist kein Unterplan in der Execution-Phase und wurde auch keiner aktiviert, so wird ein
Unterplan indeterministisch bzw. nach Vorgabe der Umgebung ausgewa¨hlt und aktiviert.
isAnyorder(iname)
∧ ¬ hasStartableSub(HS,iname)
∧ ¬ hasExecOrSigReadySub(HS,iname)
∧ hasReadySub(HS,iname)
∧ iname1 = nameGen(selectPrivilegedSub(HS,iname),iname)
iname
σ,Tick(σ[iname, activated][iname1]ac)
−→ Con iname
Die Implementierung zeigt dazu analoges Verhalten:
isAnyorder(iname),
¬ hasStartableSub(AS,iname),
¬ hasExecOrSigReadySub(AS,PC,iname),
hasReadySub(AS,iname),
sk = selectPrivilegedSub(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, PC, Tick⌉
∧ ¬ Tick′
∧ PC′ = PC[nameGen(sk,iname),true]
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.7.4 Kein Unterplan
Existiert u¨berhaupt kein nicht-terminierter Unterplan, so verha¨lt sich der Plan passiv.
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isAnyorder(iname)
∧ ¬ hasStartableSub(HS,iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasReadySub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Entsprechend agiert die Implementierung:
isAnyorder(iname),
¬ hasStartableSub(AS,iname),
¬ hasExecOrSigReadySub(AS,PC,iname),
¬ hasReadySub(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.7.5 Vollsta¨ndigkeit
Auch die Regeln zur Ausfu¨hrung von anyorder Pla¨nen sind komplett:
⊢ ¬ hasStartableSub(AS,iname)
∧ ¬ hasExecutedSub(AS,iname)
∧ ¬ hasReadySub(AS,iname)
¬ hasStartableSub(AS,iname)
∧ ¬ hasExecOrSigReadySub(AS,iname)
∧ hasReadySub(AS,iname)
¬ hasStartableSub(AS,iname)
∧ hasExecOrSigReadySub(AS,iname)
hasStartableSub(AS,iname)
B.8 Zustandsu¨berga¨nge der parallel-Plankontrolle
Ein parallel-kontrollierter Plan startet seine Unterpla¨ne alle gleichzeitig. Erst wenn alle
Unterpla¨ne entweder zuru¨ckgewiesen wurden oder im Zustand ready sind, werden alle noch
laufenden Unterpla¨ne gleichzeitig aktiviert. Nach der Aktivierung der Unterpla¨ne verha¨lt sich
die Plankontrolle passiv.
B.8.1 Laufende Pla¨ne
Wurden die Unterpla¨ne bereits aktiviert bzw. sind diese in der Execution-Phase, so verha¨lt
sich der Plan passiv.
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isParallel(iname)
∧ hasExecOrSigReadySub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Dies wird auch durch die Implementierung entsprechend umgesetzt:
isParallel(iname),
hasExecOrSigReadySub(AS,PC,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.8.2 Aktivierung der Unterpla¨ne
Sind die Pla¨ne noch nicht aktiviert worden, jedoch alle Pla¨ne im Zustand ready oder
rejected, so werden die noch bereiten Pla¨ne aktiviert.
isParallel(iname)
∧ ¬ hasExecOrSigReadySub(HS,iname)
∧ allSubsReadyOrRejected(HS,iname)
∧ PL = selectAllReady(HS,iname)
∧ hasSelectedSub(HS,iname)
iname
σ,Tick(σ[iname, activated][PL,iname]ac)
−→ Con iname
Dieses Verhalten wird auch durch die Implementierung abgebildet, wie nachstehende Be-
weisverpflichtung nachweist:
isParallel(iname),
¬ hasExecOrSigReadySub(AS,PC,iname),
allSubsReadyOrRejected(AS,iname),
hasSelectedSub(AS,iname),
strx = selectAllReady(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, PC, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated]
∧ PC′ = PC[strx,iname,true]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.8.3 Abwarten der Bereitschaft der Unterpla¨ne
Sind die Unterpla¨ne eines parallel-kontrollierten Plans bereits gestartet worden und haben
einige der Unterpla¨ne noch nicht den Zustand ready erreicht, so wartet der Plan passiv ab.
294
B.8 Zustandsu¨berga¨nge der parallel-Plankontrolle
isParallel(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ allSubsReadyOrRejected(HS,iname)
∧ hasSelectedSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Die Implementierung ha¨lt sich an diese Vorgabe der Spezifikation:
isParallel(iname),
¬ hasExecOrSigReadySub(AS,PC,iname),
¬ allSubsReadyOrRejected(AS,iname),
hasSelectedSub(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.8.4 Starten der Unterpla¨ne
Wenn die Unterpla¨ne noch nicht gestartet wurden, dann wird der parallel Plan alle Un-
terpla¨ne gleichzeitig starten.
isParallel(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ hasInactiveSub(HS,iname)
∧ PL = asbru(nameSel(iname)).subplans
∧ planNames(PL,iname,sys)
iname σ,Tick(σ[iname, activated][PL, iname, considered])−→ Con iname‖s sys
Die Implementierung verha¨lt sich genauso:
isParallel(iname),
¬ hasExecutedSub(AS,PC,iname),
¬ hasSelectedSub(AS,iname),
hasInactiveSub(AS,iname),
strx = asbru(nameSel(iname)).subplans,
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated][strx,iname,considered]
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered-rec#(strx,iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
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B.8.5 Kein Unterplan
Wenn u¨berhaupt kein Unterplan mehr im Zustand inactive oder in Execution-Phase
bzw. Selection-Phase vorhanden ist, dann verha¨lt sich der Plan passiv.
isParallel(iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ ¬ hasInactiveSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Unter diesen Bedingungen verha¨lt sich auch die Implementierung passiv:
isParallel(iname),
¬ hasExecutedSub(AS,PC,iname),
¬ hasSelectedSub(AS,iname),
¬ hasInactiveSub(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.8.6 Vollsta¨ndigkeit
Die Regeln, die die parallel-Kontrolle beschreiben sind in den Vorbedingungen vollsta¨ndig,
decken also den kompletten Zustandsraum ab. Damit kann ein parallel-kontrollierter Plan
in jedem Fall einen Schritt ausfu¨hren.
⊢ ¬ hasExecutedSub(AS,iname)
∧ ¬ hasSelectedSub(AS,iname)
∧ ¬ hasInactiveSub(AS,iname),
¬ hasExecutedSub(AS,iname)
∧ ¬ hasSelectedSub(AS,iname)
∧ hasInactiveSub(AS,iname),
¬ hasExecOrSigReadySub(AS,iname)
∧ ¬ allSubsReadyOrRejected(AS,iname)
∧ hasSelectedSub(AS,iname),
¬ hasExecOrSigReadySub(AS,iname)
∧ allSubsReadyOrRejected(AS,iname)
∧ hasSelectedSub(AS,iname),
hasExecOrSigReadySub(AS,iname)
B.9 Zustandsu¨berga¨nge der unordered-Plankontrolle
Die unordered-Kontrolle kennt bei der Ausfu¨hrung zwei Fa¨lle. Den Einen, in dem ein
startbarer bzw. neu-startbarer Plan vorliegt, den Anderen, in dem kein Plan zu starten ist. Im
ersten Fall werden alle startbaren Unterpla¨ne gleichzeitig aktiviert und gestartet, im zweiten
Fall verha¨lt sich der Plan passiv.
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B.9.1 Starten von Unterpla¨nen
Sind startbare Unterpla¨ne vorhanden, so werden diese gestartet und das Aktivierungssignal
dieser Pla¨ne wird gesetzt.
isUnordered(iname)
∧ PL = selectAllStartable(HS,iname)
∧ planNames(PL,iname,sys)
∧ hasStartableSub(HS,iname)
iname
σ,Tick(σ[iname, activated][PL, iname, considered][PL,iname]ac)
−→ Con iname‖s sys
Dieses Verhalten wird von der Implementierung nachgebildet:
isUnordered(iname),
hasStartableSub(AS,iname),
strx = selectAllStartable(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick, PC⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated][strx,iname,considered]
∧ PC′ = PC[strx,iname,true]
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered-rec#(strx,iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.9.2 Kein startbarer Unterplan
Ist kein Unterplan vorhanden, der gestartet werden kann, so verha¨lt sich der Plan passiv.
isUnordered(iname)
∧ ¬ hasStartableSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Dies wird entsprechend von der Implementierung umgesetzt:
isUnordered(iname),
¬ hasStartableSub(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
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B.9.3 Vollsta¨ndigkeit
Auch fu¨r die unordered-Kontrolle kann bewiesen werden, dass die Vorbedingungen univer-
sell sind und jeder unordered Plan stets eine Handlung ausfu¨hren kann.
⊢ hasStartableSub(AS,iname),
¬ hasStartableSub(AS,iname)
B.10 Zustandsu¨berga¨nge der onabort-Plankontrolle
Der onabort Plantyp startet zuna¨chst seinen ersten Unterplan. Bricht dieser die Ausfu¨hrung
ab, so wird der zweite Unterplan gestartet.
B.10.1 Starten des ersten Unterplans
Wurde der erste Unterplan noch nicht gestartet, so soll dies geschehen. Außerdem soll der
Unterplan auch gleich aktiviert werden.
isOnAbort(iname)
∧ isInactive(HS,iname1)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Die Implementierung ha¨lt sich an diese Vorgabe:
isOnAbort(iname),
isInactive(AS,nameGen(sk,iname)),
sk = selectFirstSub(iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick, PC⌉
∧ AS′ = AS[iname,activated][nameGen(sk,iname),considered]
∧ PC′ = PC[nameGen(sk,iname),true]
∧ ¬ Tick
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#(nameGen(sk,iname);Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.10.2 Starten des zweiten Unterplans
Wird der erste Unterplan abgebrochen, so soll der zweite Unterplan gestartet bzw. neu-
gestartet werden, sofern dies mo¨glich ist.
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isOnAbort(iname)
∧ isAborted(HS,nameGen(selectFirstSub(iname),iname))
∧ isStartable(HS,nameGen(selectSecondSub(iname),iname))
∧ iname1 = nameGen(selectSecondSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Die Implementierung setzt dies um, wie durch nachstehende Aussage bewiesen wurde:
isOnAbort(iname),
isAborted(AS,nameGen(selectFirstSub(iname),iname)),
isStartable(nameGen(sk,iname),
sk = selectSecondSub(iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick, PC⌉
∧ AS′ = AS[iname,activated][nameGen(sk,iname),considered]
∧ PC′ = PC[nameGen(sk,iname),true]
∧ ¬ Tick
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#(nameGen(sk,iname);Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.10.3 Kein startbarer Unterplan
Ist der erste Unterplan nicht im Zustand aborted und nicht im Zustand inactive so kann
kein Unterplan gestartet werden. Die selbe Situation ergibt sich, wenn der zweite Unterplan
bereits ausgefu¨hrt wird und nicht in einem startbaren Zustand ist.
isOnAbort(iname)
∧ ¬ isInactive(HS,nameGen(selectFirstSub(iname),iname))
∧ ¬ isAborted(HS,nameGen(selectFirstSub(iname),iname))
∨ ¬ isStartable(HS,nameGen(selectSecondSub(iname),iname))
iname σ,σ[iname, activated]−→ Con iname
Die Implementierung setzt diesen Teil der Spezifikation um, wie bewiesen wurde:
isOnAbort(iname),
¬ isInactive(AS,nameGen(selectFirstSub(iname),iname)),
¬ isAborted(AS,nameGen(selectFirstSub(iname),iname))
∨ ¬ isStartable(AS,nameGen(selectSecondSub(iname),iname)),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
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B.10.4 Vollsta¨ndigkeit
Auch die Spezifikation der unordered-Kontrolle ist komplett in dem Sinn, dass jeder
unordered-kontrollierte Plan stets eine Handlung durchfu¨hren kann:
⊢ isInactive(AS,nameGen(selectFirstSub(iname),iname)),
isAborted(AS,nameGen(selectFirstSub(iname),iname))
∧ isStartable(AS,nameGen(selectSecondSub(iname),iname)),
¬ isInactive(AS,nameGen(selectFirstSub(iname),iname))
∧ ¬ isAborted(AS,nameGen(selectFirstSub(iname),iname))
∨ ¬ isStartable(AS,nameGen(selectSecondSub(iname),iname)),
B.11 Zustandsu¨berga¨nge der ifThenElse-Plankontrolle
Der ifThenElse Plankontrolltyp soll bei seinem ersten Aufruf u¨berpru¨fen, ob das Konditio-
nal des PLankontrolltyps wahr oder falsch ist. Im ersten Fall soll der erste Unterplan gestartet
werden, im zweiten Fall soll, soweit vorhanden, der zweite Unterplan gestartet werden. Ist
kein zweiter Unterplan vorhanden und das Konditional wertet zu falsch aus, dann wird sich
der Plan sofort beenden.
B.11.1 Positive Auswertung des Konditionals
Wird das Konditional positiv ausgewertet, wenn gleichzeitig alle Unterpla¨ne noch im Zustand
inactive sind, dann soll der erste Unterplan aktiviert und gestartet werden.
isITE(iname)
∧ allSubsInactive(HS,iname)
∧ ITEP(σ,iname)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Die Implementierung setzt diese Bedingung um:
isITE(iname),
allSubsInactive(AS,iname),
ITEP(PDH,AC),
sk = selectFirstSub(iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick, PC⌉
∧ AS′ = AS[iname,activated][nameGen(sk,iname),considered]
∧ PC′ = PC[nameGen(sk,iname),true]
∧ ¬ Tick
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#(nameGen(sk,iname);Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
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B.11.2 Negative Auswertung des Konditionals mit zweitem Unterplan
Wird das Konditional zu falsch ausgewertet, so soll der zweite Unterplan gestartet werden,
sofern dieser existiert:
isITE(iname)
∧ allSubsInactive(HS,iname)
∧ secondSubPresent(iname)
∧ ¬ ITEP(σ,iname)
∧ iname1 = nameGen(selectSecondSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖siname1
Es kann nachgewiesen werden, dass die Implementierung diese Anforderung erfu¨llt:
isITE(iname),
allSubsInactive(AS,iname),
¬ ITEP(PDH,AC),
secondSubPresent(iname),
sk = selectSecondSub(iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick, PC⌉
∧ AS′ = AS[iname,activated][nameGen(sk,iname),considered]
∧ PC′ = PC[nameGen(sk,iname),true]
∧ ¬ Tick
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#(nameGen(sk,iname);Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.11.3 Negative Auswertung des Konditionals ohne zweiten Unterplan
Wird das Konditional negativ ausgewertet wa¨hrend gleichzeitig kein zweiter Unterplan exi-
stiert, so soll der Plan sich beenden.
isITE(iname)
∧ allSubsInactive(HS,iname)
∧ ¬ ITEP(σ,iname)
∧ noSecondSubPresent(iname)
iname σ,Tick(σ[iname, completed])−→ Con ε
Auch die Implementierung beendet die Ausfu¨hrung des Plans unter diesen Umsta¨nden:
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isITE(iname),
allSubsInactive(AS,iname),
¬ ITEP(PDH,AC),
noSecondSubPresent(iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,completed]
∧ ◦ last;
B.11.4 Aktivierter Unterplan
Ist bereits ein Unterpan gestartet worden, so soll die ifThenElse Kontrolle passiv abwarten,
solange dieser Plan noch aktiv ist:
isITE(iname)
∧ ¬ allSubsInactive(HS,iname)
∧ hasExecutedSub(HS,iname)
∨ hasSelectedSub(HS,iname)
∨ ¬ hasRestartableSub(HS,iname)
iname σ,σ[iname, activated]−→ Con iname
Analog verha¨lt sich die Implementierung:
isITE(iname),
¬ allSubsInactive(AS,iname),
hasExecutedSub(AS,iname)
∨ hasSelectedSub(AS,iname)
∨ ¬ hasRestartableSub(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
B.11.5 Neustart eines Unterplans
Wurde ein gestarteter Unterplan der ifThenElse-Kontrolle abgebrochen und ist gleichzeitig
das Signal zum Neustart des Plans gesetzt, so soll der abgebrochene Plan neu gestartet und
neu aktiviert werden:
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isITE(iname)
∧ ¬ allSubsInactive(HS,iname)
∧ ¬ hasExecutedSub(HS,iname)
∧ ¬ hasSelectedSub(HS,iname)
∧ hasRestartableSub(HS,iname)
∧ iname1 = nameGen(selectFirstRestartable(HS,iname),iname)
iname σ,Tick(σ[iname, activated][iname1, considered])−→ Con iname‖s iname1
Dies wird auch durch die Implementierung befolgt:
isITE(iname),
¬ allSubsInactive(AS,iname)
¬ hasExecutedSub(AS,iname)
¬ hasSelectedSub(AS,iname)
hasRestartableSub(AS,iname),
sk = selectFirstRestartable(AS,iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick, PC⌉
∧ AS′ = AS[iname,activated][nameGen(sk,iname),considered]
∧ PC′ = PC[nameGen(sk,iname),true]
∧ ¬ Tick
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#(nameGen(sk,iname);Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.11.6 Vollsta¨ndigkeit
Auch die ifThenElse-Kontrolle ist Vollsta¨ndig - das heißt auch ein ifThenElse kontrol-
lierter Plan kann stets eine der oben aufgefu¨hrten Regeln anwenden um in der Planausfu¨hrung
weiter zu kommen:
⊢ ¬ allSubsInactive(AS,iname)
∧ ¬ hasExecutedSub(AS,iname)
∧ ¬ hasSelectedSub(AS,iname)
∧ hasRestartableSub(AS,iname),
¬ allSubsInactive(AS,iname)
∧ hasExecutedSub(AS,iname)
∨ hasSelectedSub(AS,iname)
∨ ¬ hasRestartableSub(AS,iname),
allSubsInactive(AS,iname)
∧ ¬ ITEP(PDH,AC)
∧ noSecondSubPresent(iname),
allSubsInactive(AS,iname)
∧ ¬ ITEP(PDH,AC)
∧ secondSubPresent(iname),
allSubsInactive(AS,iname)
∧ ITEP(PDH,AC)
B.12 Zustandsu¨berga¨nge der ask-Plankontrolle
Der ask-Kontrolltyp stellt lediglich einen passiven Plan dar, der ein Signal an die Umgebung
sendet, bestimmte Datenwerte einzulesen. Damit wird die ask-Kontrolle durch eine einzige
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SOS Regel beschrieben, die keine Vorbedingung hat. Entsprechend ist diese Regel automatisch
vollsta¨ndig.
isASK(iname)
iname σ,σ[iname, activated]−→ Con iname
Die SOS Regel wird entsprechend in der Implementierung umgesetzt, so dass die nachste-
hende Beweisverpflichtung bewiesen werden kann:
isASK(iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
B.13 Zustandsu¨berga¨nge der user-Plankontrolle
Der user-Kontrolltyp stellt, wie der ask-Kontrolltyp ein Signal an die Umgebung dar, al-
lerdings nicht ein Signal zum Einlesen von Daten, sondern ein Signal eine Handlung durch-
zufu¨hren. Entsprechend ist die definierende SOS Regel analog zum ask-Kontrolltypen und
wie bei diesem ist die Regel ohne Vorbedingung automatisch vollsta¨ndig.
isUser(iname)
iname σ,σ[iname, activated]−→ Con iname
Diese Regel wird von der Implementierung entsprechend umgesetzt:
isUser(iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
B.14 Zustandsu¨berga¨nge der cyclical-Plankontrolle
Die cyclical-Plankontrolle beschreibt einen Plankontrolltyp, der seinen Unterplan wieder-
holt ausfu¨hrt, bis dieser eine vorgegebene Anzahl erfolgreicher Durchla¨ufe erreicht hat.
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B.14.1 Start des Unterplans
Ist der Unterplan im Zustand inactive oder ist der Plan in den Terminierungszusta¨nden
rejected oder aborted, so kann der Plan sofort neu gestartet werden, wenn das durch die
zyklische-Zeitannotation vorgegebene Startintervall erreicht wurde:
isCyclical(iname)
∧ isInactive(HS,iname1)
∨ isRejected(HS,iname1)
∨ isAborted(HS,iname1)
∧ isInTimeFrame(σ,iname)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
iname
σ,Tick(σ[iname, activated][iname1, considered][iname1]ac)
−→ Con iname‖s iname1
Die Implementierung verha¨lt sich dazu analog:
isCyclical(iname),
isInactive(AS,nameGen(sk,iname))
∨ isRejected(AS,nameGen(sk,iname))
∨ isAborted(AS,nameGen(sk,iname)),
isInTimeFrame(ASH,AC, asbru(nameSel(iname)).type.cta),
sk = selectFirstSub(iname),
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, PC, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated][nameGen(sk,iname),considered]
∧ PC′ = PC[nameGen(sk,iname),true]
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#(nameGen(sk,iname);Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.14.2 Beendigung des letzten Durchlaufes
Der zyklische Kontrolltyp darf sich beenden, wenn der Unterplan im Zustand completed
ist und damit die Zahl der notwendigen Wiederholungen erreicht wurde:
isCyclical(iname)
∧ isCompleted(HS,iname1)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
∧ hasCompletedRounds(HS,iname)
iname σ,Tick(σ[iname, completed])−→ Con iname
Die Implementierung setzt diese SOS-Regel um:
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isCyclical(iname),
isCompleted(AS,nameGen(sk,iname)),
sk = selectFirstSub(iname),
hasCompletedRounds(iname,RC)
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,completed]
∧ ◦ last;
B.14.3 Neustart nach einem Durchlauf
Ist der Unterplan im Zustand completed so wird der Rundenza¨hler des Plans erho¨ht, wenn
der Unterplan noch nicht die erforderliche Zahl der Wiederholungen erreicht hat und das
Startintervall erreicht wurde:
isCyclical(iname)
∧ isCompleted(HS,iname1)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
∧ ¬ hasCompletedRounds(HS,iname)
∧ isInTimeFrame(σ,iname)
iname
σ,Tick(σ [iname,activated][iname1,considered]
[iname,HS[iname].rounds + 1])
−→ Con iname‖s iname1
Nachstehende Aussage weist nach, dass dies auch durch die Implementierung umgesetzt
wird:
isCyclical(iname),
isCompleted(AS,nameGen(sk,iname)),
sk = selectFirstSub(iname),
isInTimeFrame(ASH,AC, asbru(nameSel(iname)).type.cta),
¬ hasCompletedRounds(iname,RC)
[body#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)]
⊢ ⌈AS, PC, RC, Tick⌉
∧ ¬ Tick′
∧ AS′ = AS[iname,activated][nameGen(sk,iname),considered]
∧ PC′ = PC[nameGen(sk,iname),true]
∧ RC′ = RC[iname,RC[iname] + 1]
∧ ◦ [ activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)
‖s considered#(nameGen(sk,iname);Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.14.4 Passives Abwarten
Ist der Plan terminiert oder im Zustand inactive und ist das Startintervall derzeit nicht
erreicht, so soll der Plan abwarten, sofern nicht die notwendige Zahl der Durchla¨ufe erreicht
wurde und der Plan sich beenden kann:
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isCyclical(iname)
∧ isTerminated(HS,iname1)
∨ isInactive(HS,iname1)
→ ¬ isInTimeFrame(σ,iname)
∧ isCompleted(HS,iname1)
→ ¬ hasCompletedRounds(HS,iname)
∧ iname1 = nameGen(selectFirstSub(iname),iname)
iname σ,σ[iname, activated]−→ Con iname
Auch dies wird durch die Implementierung entsprechend umgesetzt:
isCyclical(iname),
isTerminated(AS,nameGen(sk,iname))
∨ isInactive(AS,nameGen(sk,iname))
→ ¬ isInTimeFrame(ASH,AC, asbru(nameSel(iname)).type.cta),
isCompleted(AS,nameGen(sk,iname))
→ ¬ hasCompletedRounds(iname,RC),
sk = selectFirstSub(iname),
⊢ ⌈AS⌉
∧ AS′ = AS[iname,activated]
∧ ◦ [activated#(iname;Tick,EAGG,PDH,ASH,AS,AC,PC,RC)];
B.14.5 Vollsta¨ndigkeit
Auch die den cyclical-Kontrolltyp definierenden Regeln sind vollsta¨ndig. Jede cyclical
Kontrolle kann also unabha¨ngig vom Zustand stets einen Schritt ausfu¨hren.
⊢ isTerminated(AS,nameGen(sk,iname))
∨ isInactive(AS,nameGen(sk,iname))
→ ¬ isInTimeFrame(ASH,AC, asbru(nameSel(iname)).type.cta)
∧ isCompleted(AS,nameGen(sk,iname))
→ ¬ hasCompletedRounds(iname,RC),
isCompleted(AS,nameGen(sk,iname))
∧ isInTimeFrame(ASH,AC, asbru(nameSel(iname)).type.cta)
∧ ¬ hasCompletedRounds(iname,RC),
isCompleted(AS,nameGen(sk,iname))
∧ hasCompletedRounds(iname,RC),
isInactive(AS,iname1)
∨ isRejected(AS,iname1)
∨ isAborted(AS,iname1)
∧ isInTimeFrame(ASH,AC, asbru(nameSel(iname)).type.cta)
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C.1 Plankontrolltyp-Pra¨dikate
Zur vereinfachten Entscheidung, welchen Plantyp ein Plan hat, werden nachstehende Pra¨di-
kate definiert.
Definition
Die nachfolgenden Pra¨dikate werden definiert um fu¨r einen Planinstanznamen zu entschei-
den, welchen Typ er hat.
isSequential : instance-name 7→ bool
isAnyorder : instance-name 7→ bool
isParallel : instance-name 7→ bool
isUnordered : instance-name 7→ bool
isOnAbort : instance-name 7→ bool
isASK : instance-name 7→ bool
isUser : instance-name 7→ bool
isITE : instance-name 7→ bool
isCyclical : instance-name 7→ bool
Die Semantik dieser Pra¨dikate ist wie folgt definiert:
isSequential(iname) ↔ asbru(nameSel(iname)).type = sequential
isAnyorder(iname) ↔ asbru(nameSel(iname)).type = anyorder
isParallel(iname) ↔ asbru(nameSel(iname)).type = parallel
isUnordered(iname) ↔ asbru(nameSel(iname)).type = unordered
isOnAbort(iname) ↔ asbru(nameSel(iname)).type = onabort
isASK(iname) ↔ asbru(nameSel(iname)).type = ask
isUser(iname) ↔ asbru(nameSel(iname)).type = user
isITE(iname) ↔ asbru(nameSel(iname)).type = ifThenElse
isCyclical(iname) ↔ asbru(nameSel(iname)).type = cyclical
Maßgebliche Aufgabe dieser Pra¨dikate ist es, die technische Komplexita¨t der Abfrage nach
dem Plantyp zu kapseln. Damit sollen die SOS Regeln besser lesbar werden. Das Pra¨dikat
isSequential pru¨ft, ob die angegebene Planinstanz vom Kontrolltyp sequential ist. Das
Pra¨dikat isAnyorder pru¨ft auf den anyorder Kontrolltypen. Die restlichen Pra¨dikate sind
analog definiert.
C.2 Pra¨dikate des Planzustand
Genauso, wie Pra¨dikate definiert werden um die technische Komplexita¨t des Zugriffs auf den
Plantypen zu kapseln, werden Pra¨dikate definiert, die den Planzustand einer Planinstanz auf
bestimmte Zusta¨nde oder Zustandsgruppen u¨berpru¨fen.
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Definition
Die nachstehenden Pra¨dikate werten u¨ber Hierarchiezusta¨nde und Planinstanznamen aus:
isInactive : hierarchy-state× instance-name 7→ bool
isConsidered : hierarchy-state× instance-name 7→ bool
isPossible : hierarchy-state× instance-name 7→ bool
isReady : hierarchy-state× instance-name 7→ bool
isActivated : hierarchy-state× instance-name 7→ bool
isSuspended : hierarchy-state× instance-name 7→ bool
isRejected : hierarchy-state× instance-name 7→ bool
isAborted : hierarchy-state× instance-name 7→ bool
isCompleted : hierarchy-state× instance-name 7→ bool
Die Semantik dieser Pra¨dikate pru¨ft, ob die angegebene Planinstanz im gegebenen Hierar-
chiezustand in einem bestimmten Planzustand ist. Die Semantik ist wie folgt definiert:
isInactive(HS, iname) ↔ HS[iname].state = inactive
isConsidered(HS, iname) ↔ HS[iname].state = considered
isPossible(HS, iname) ↔ HS[iname].state = possible
isReady(HS, iname) ↔ HS[iname].state = ready
isActivated(HS, iname) ↔ HS[iname].state = activated
isSuspended(HS, iname) ↔ HS[iname].state = suspended
isRejected(HS, iname) ↔ HS[iname].state = rejected
isAborted(HS, iname) ↔ HS[iname].state = aborted
isCompleted(HS, iname) ↔ HS[iname].state = completed
Aufgabe dieser Pra¨dikate ist es, die Vorbedingung der SOS Regeln so aufzuschreiben, dass
die technische Komplexita¨t der Zugriffe gekapselt wird. Damit sollen die Vorbedingungen der
SOS Regeln leichter versta¨ndlich werden. Die Semantik der Pra¨dikate ist so definiert, dass
das Pra¨dikat isInactive pru¨ft, ob der Plan im Zustand inactive ist. Analog dazu wird
isConsidered definiert, das u¨berpru¨ft, ob die Planinstanz im Zustand considered ist. Die
Semantik der restlichen Pra¨dikate erfolgt analog.
Im Folgenden werden weitere Pra¨dikate bezu¨glich des Planzustands von Planinstanzen
definiert. Diese pru¨fen nicht nach, ob die angegebene Planinstanz in einem speziellen Zu-
stand ist, sondern ob sie sich in einer bestimmten Phase der Ausfu¨hrung, beispielsweise der
Selection-Phase befindet.
Definition
Fu¨r die U¨berpru¨fung, ob ein Plan Teil einer Zustandsgruppe ist, werden nachfolgende
Pra¨dikate definiert:
isSelected : hierarchy-state× instance-name 7→ bool
isExecuted : hierarchy-state× instance-name 7→ bool
isTerminated : hierarchy-state× instance-name 7→ bool
isStartable : hierarchy-state× instance-name 7→ bool
Deren Semantik wird durch die folgenden Gleichungen beschrieben:
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isSelected(HS, iname) ↔ isConsidered(HS, iname)
∨ isPossible(HS, iname)
∨ isReady(HS, iname)
isExecuted(HS, iname) ↔ isActivated(HS, iname)
∨ isSuspended(HS, iname)
isTerminated(HS, iname) ↔ isAborted(HS, iname)
∨ isRejected(HS, iname)
∨ isCompleted(HS, iname)
isStartable(HS, iname) ↔ isInactive(HS, iname)
∨ isAborted(HS, iname)
∧ asbru(nameSel(parSel(iname))).retry-aborted
Vier verschiedene Zustandsgruppenpra¨dikate werden definiert. Diese heißen, der Reihe
nach isSelected, isExecuted, isTerminated und isStartable. Fu¨r einen Plan wertet
das Pra¨dikat isSelected zu wahr aus, wenn der Plan in der Selection-Phase ist. Das
Pra¨dikat isExecuted wertet wahr aus, wenn der Plan in der Execution-Phase ist. Das
isTerminated Pra¨dikat wertet zu wahr aus, wenn der Plan in einem der Terminierungs-
zusta¨nde ist, also rejected, aborted oder completed. Das letzte Pra¨dikat isStartable
formuliert, wann ein Plan gestartet werden kann. Dies ist der Fall, wenn der Plan entweder
im Zustand inactive ist oder der Plan abgebrochen wurde (aborted) und sein u¨berge-
ordneter Plan abgebrochene Unterpla¨ne neu starten soll.
C.3 Planzustandspropagation
Asbru-Pla¨ne propagieren ihren Zustand teilweise an ihre Unterpla¨ne. Damit ist gemeint, dass
ein Plan abbricht, wenn sein u¨bergeordneter Plan terminiert ist. Auch wird ein Plan seinen
Ablauf unterbrechen, wenn der u¨bergeordnete Plan selbst unterbrochen wurde.
Damit U¨berpru¨fungen auf Fa¨lle von Planzustandspropagation mo¨glichst klar versta¨ndlich
in den SOS Regeln formuliert werden ko¨nnen, werden die nachstehenden zwei Pra¨dikate
angegeben, die diese Pru¨fungen kapseln.
Definition
Es werden Pra¨dikate zur U¨berpru¨fung des Zustands des u¨bergeordneten Plans spezifiziert:
parent terminated : hierarchy-state× instance-name 7→ bool
parent suspended : hierarchy-state× instance-name 7→ bool
Deren Semantik ist wie folgt definiert:
parent terminated(HS, iname) ↔ ¬ ∃ SK.iname = superGen(SK)
∧ isTerminated(HS,parSel(iname))
parent suspended(HS, iname) ↔ ¬ ∃ SKiname = superGen(SK)
∧ isSuspended(HS,parSel(iname))
Diese Definition besagt, dass das Pra¨dikat parent terminated zuna¨chst u¨berpru¨ft, ob
der Plan ein Top-Level Plan ist, der keinen u¨bergeordneten Plan hat. Nur wenn dies der Fall
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ist, wird weiter u¨berpru¨ft, ob der u¨bergeordnete Plan in einem terminierten Zustand ist. In
diesem Fall ist das Pra¨dikat wahr.
Analog u¨berpru¨ft das Pra¨dikat parent suspended zuna¨chst, ob der Plan ein Top-Level
Plan ist und falls dies nicht gegeben ist, ob der u¨bergeordnete Plan im Zustand suspended
ist.
Ist der Instanzname durch den superGen Konstruktor gebildet, was bedeutet, dass der
Plan keinen u¨bergeordneten Plan hat, so sind diese Pra¨dikate stets automatisch falsch.
C.4 Funktionen zur Aktualisierung des Zustands
Die SOS Regeln beschreiben den U¨bergang eines Paares aus Systembeschreibung und Zu-
stand in ein Paar aus Systembeschreibung und Zustand. Dabei steht der neue Zustand in
Relation zum alten Zustand. Genauer gilt, dass der neue Zustand durch Aktualisierungen
aus dem alten Zustand entsteht. Es sollen in diesem Abschnitt Aktualisierungsfunktionen
definiert werden, die es erlauben, die syntaktisch komplexen Aktualisierungen durch leichter
versta¨ndliche Formeln auszudru¨cken. Typischerweise sind die Aktualisierungsfunktionen da-
bei hierarchisch aufgebaut, das heißt, eine Aktualisierungsfunktion des Zustands stu¨tzt sich
ab auf eine, die auf einer Komponente des Zustands definiert ist.
Im Folgenden sollen diese Aktualisierungsfunktionen in zwei Gruppen spezifiziert werden.
Zuna¨chst all jene Aktualisierungen, die mit Aktivierungssignalen des Plans befasst sind, da-
nach diejenigen, die die Planstatuskomponenten aktualisieren. Zuna¨chst wird jedoch die De-
finition der Pra¨dikate angegeben, die Berechnen, ob externe Signale an den Plan geschickt
werden.
Definition
Fu¨r den Zugriff auf die Signale des Plans sind folgende Pra¨dikate definiert:
planPreferred : environment-aggregation× instance-name 7→ bool
isActSig : hierarchy-state× instance-name 7→ bool
Deren Semantik wird definiert durch die nachstehenden Gleichungen:
planPreferred(EAGG, iname) ↔ EAGG[iname].prefer
isActSig(HS, iname) ↔ HS[iname].activate
In dieser Definition werden zwei Pra¨dikate angegeben, die u¨berpru¨fen, ob bestimmte Si-
gnale fu¨r einen Plan gesetzt sind. Das Pra¨dikat planPreferred u¨berpru¨ft dabei, ob ein Plan
bevorzugt behandelt werden soll, wenn der Plan Unterplan eines anyorder kontrollierten
Plans ist. Ein anyorder kontrollierter Plan wird bei der Aktivierung seiner Unterpla¨ne stets
einen aussuchen, der sich im Zustand ready befindet. Unter all diesen Pla¨nen werden die be-
vorzugt aktiviert, die durch das Pra¨dikat planPreferred ausgezeichnet werden. Das zweite
Pra¨dikat in dieser Definition ist das Pra¨dikat isActSig. Dieses u¨berpru¨ft, ob das Aktivie-
rungssignal des Plans gesendet wurde, das im Semantik-Statechart 9.1 als E Signal bezeichnet
wird. Diese U¨berpru¨fung wird im Zustand ready durchgefu¨hrt, um zu testen, ob der Plan
in die Execution-Phase vorru¨cken darf.
Um die Aktivierungssignale zu setzten und zuru¨ckzusetzen sind einige Aktualisierungs-
funktionen definiert. Die Funktionen kapseln technische Komplexita¨t und erho¨hen dadurch
die Lesbarkeit der Formeln erho¨hen.
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Definition
Fu¨r die Aktualisierungen von Signalkomponenten des Zustands sind die nachfolgenden
Funktionen und Pra¨dikate definiert:
.[.]
ac
: state× instance-name 7→ state
.[.]
nac
: state× instance-name 7→ state
.[.]
ac
: state× plan-list× instance-name 7→ state
.[.]
nac
: state× plan-list× instance-name 7→ state
.[.]
ac
: hierarchy-state× instance-name 7→ hierarchy-state
.[.]
nac
: hierarchy-state× instance-name 7→ hierarchy-state
.[.]
ac
: hierarchy-state× plan-list× instance-name 7→ hierarchy-state
.[.]
nac
: hierarchy-state× plan-list× instance-name 7→ hierarchy-state
Sei σ ein Zustand mit σ = (ASH,HS,PDH,EAGG,Tick,AC) und iname ein Instanz-
name. Dann ist die Semantik dieser Funktionen definiert durch die nachstehenden Gleichun-
gen:
σ[iname]
ac
= (ASH,HS[iname]
ac
,PDH,EAGG,Tick,AC)
σ[iname]
nac
= (ASH,HS[iname]
nac
,PDH,EAGG,Tick,AC)
σ[PL, iname]
ac
= (ASH,HS[PL, iname]
ac
,PDH,EAGG,Tick,AC)
σ[PL, iname]
nac
= (ASH,HS[PL, iname]
nac
,PDH,EAGG,Tick,AC)
HS[iname]
ac
= HS[iname,HS[iname][true]]
HS[iname]
nac
= HS[iname,HS[iname][false]]
HS[[], iname]
ac
= HS
HS[[], iname]
nac
= HS
HS[SK+PL, iname]
ac
= HS[nameGen(SK, iname)]
ac
[PL, iname]
ac
HS[SK+PL, iname]
nac
= HS[nameGen(SK, iname)]
nac
[PL, iname]
nac
Die hier definierten Funktionen haben den Zweck, die Plankommunikation zwischen einem
Plan und seinem Unterplan zu beschreiben. Durch die SOS Regeln wird festgelegt, dass ein
Plan seinen Unterpla¨nen zu geeigneter Zeit das Aktivierungssignal schickt. Beim U¨bergang
vom Zustand ready in den Zustand activated wird der Unterplan dieses Signal
”
konsu-
mieren“, d.h. der Unterplan wird das Signal zuru¨cksetzen.
Relevant fu¨r die Formulierung der SOS-Regeln sind die ersten vier Funktionen. Dabei dient
die erste Funktion der Aktivierung eines einzelnen Unterplans, die zweite Funktion dient der
Zuru¨cksetzung des Aktivierungssignals bei Eintritt in die Execution-Phase und die dritte
Funktion dient der Aktivierung mehrerer Unterpla¨ne. Letzteres wird beispielsweise bei der
unordered-Kontrolle beno¨tigt, wenn alle startbaren Unterpla¨ne gleichzeitig aktiviert werden
sollen. Die vierte Funktion wird verwendet, um alle Aktivierungssignale an die Unterpla¨ne
gleichzeitig zuru¨ckzusetzen.
Die Semantik der Funktionen wird definiert durch die na¨chsten vier Funktionen. Diese
haben eine a¨hnliche Typisierung, arbeiten jedoch statt auf vollsta¨ndigen Zusta¨nden lediglich
auf der HS Komponente eines Zustands. Die Funktionen a¨ndern dabei die bool Komponente
des Planes ab, der beim Methodenaufruf angegeben wurde.
σ[iname]
ac
= (ASH,HS[iname]
ac
,PDH,EAGG,Tick,AC)
Der Funktionsaufruf auf der Zustandskomponente wird einfach auf den Funktionsaufruf
auf die HS Komponente des Zustands zuru¨ckgefu¨hrt. Das bedeutet, der Ergebniszustand
unterscheidet sich vom Ausgangszustand nur durch die HS Komponente.
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HS[iname]
ac
= HS[iname,HS[iname][true]]
Der Methodenaufruf auf derHS Komponente soll dabei wie folgt gelesen werden. Zuna¨chst
wird aus der HS Komponente der Planstatus selektiert, der zu dem Plan mit dem Instanz-
namen iname geho¨rt.
HS[iname]
Dieser Planstatus soll aktualisiert werden durch die Aktualisierungsfunktion, die lediglich
die bool Komponente des Planstatus ersetzt, in diesem Fall mit dem Wert true
HS[iname][true]
Das Ergebnis dieses Methodenaufrufs ist ein Planstatus, der das Aktivierungssignal gesetzt
hat, ansonsten aber gegenu¨ber dem urspru¨nglichen Planstatus unvera¨ndert wird. Dieser wird
nun an der Stelle iname in dieHS Komponente eingefu¨gt und ersetzt so den alten Planstatus.
HS[iname,HS[iname][true]]
Ergebnis dieses Aufrufs ist ein Hierarchie-Zustand, der lediglich an der Stelle eines Aktua-
lisierungssignals vom Ausgangs-Hierarchie-Zustand abweicht und als neue HS Komponente
des Zustands verwendet wird.
Abgesehen von den Aktualisierungen des Aktivierungssignals werden Funktionen definiert,
die den Planzustand eines Planes oder mehrerer Pla¨ne aktualisieren. Diese werden im Fol-
genden spezifiziert.
Definition
Zur Aktualisierung der Planzustandskomponente im Hierarchiezustand sind folgende Funk-
tionen definiert:
. [ . ] : state× instance-name× plan-state 7→ state
. [ . ] : state× plan-list× instance-name× plan-state 7→ state
. [ . ] : hierarchy-state× instance-name× plan-state 7→ hierarchy-state
. [ . ] : hierarchy-state× plan-list× instance-name× plan-state 7→ state
Sei σ ein Zustand mit σ = (ASH,HS,PDH,EAGG,Tick,AC). Dann ist deren Semantik
wird definiert durch die nachstehenden Gleichungen:
σ[iname,PS] = (ASH,HS[iname,PS],PDH,EAGG,Tick,AC)
HS[iname,PS] = HS[iname,HS[iname][PS]]
σ[PL, iname,PS] = (ASH,HS[PL, iname,PS],PDH,EAGG,Tick,AC)
HS[[], iname,PS] = HS
HS[SK+PL, iname,PS] = HS[nameGen(SK, iname),PS][PL, iname,PS]
Die Aktualisierung des Planzustands verla¨uft analog zur Aktualisierung des Aktivierungs-
signals. Das heißt, es werden Aktualisierungsfunktionen analoger Typisierung definiert. Wie
auch bei der Aktualisierung der Aktivierungssignale werden Funktionen angegeben, die re-
kursiv Planmengen aktualisieren. Dies ist beispielsweise notwendig, wenn ein Plan beim Zu-
standsu¨bergang vom Zustand ready in den Zustand activated den Planzustand aller
seiner Unterpla¨ne nach inactive aba¨ndert.
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Abgeschlossen wird die Definition der Aktualisierungsfunktionen mit den nachfolgenden
drei Aktualisierungsfunktionen. Diese Funktionen u¨bernehmen die Aktualisierung des Run-
denza¨hlers im Planzustand. Dieser wird nur durch den jeweils zugeho¨rigen Plan gelesen und
geschrieben. Dadurch entfa¨llt die Notwendigkeit fu¨r rekursive Aktualisierungen. Zuletzt wird
noch eine Aktualisierungsfunktion fu¨r die Tick Variable des Zustands definiert.
Definition
Fu¨r die Aktualisierung des Rundenza¨hlers sowie der Tick Komponente des Zustands sind
folgende Funktionen definiert:
. [ . ] : state× instance-name× nat 7→ state
. [ . ] : hierarchy-state× instance-name× nat 7→ hierarchy-state
Tick . : state 7→ state
Sei σ ein Zustand mit σ = (ASH,HS,PDH,EAGG,Tick,AC). Dann ist deren Semantik
definiert durch die nachstehenden Gleichungen:
σ[iname,n] = (ASH,HS[iname,n],PDH,EAGG,Tick,AC)
HS[iname,n] = HS[iname,HS[iname][n]]
Tick(σ) = (ASH,HS,PDH,EAGG, false,AC)
Die Definition der Aktualisierungsfunktionen fu¨r den Rundenza¨hler des Zustands ist analog
zu den bereits oben beschriebenen Aktualisierungsfunktionen fu¨r Planzustand und Aktivie-
rungssignal definiert. Bezu¨glich der Tick Komponente des Zustands gilt, dass die Umgebung
jeweils vor jedem Systemschritt die Tick Komponente auf den Wert true setzt. Wenn kein
Plan diese Komponente vera¨ndert, dann wird der na¨chste Schritt ein Makro-Schritt sein.
Wenn nur ein Plan die Komponente auf den Wert false setzt, dann wird dies bei der Zusam-
menfu¨hrung der Zusta¨nde durch den sync Operator in den globalen Endzustand u¨bertragen.
Ist am Ende einer Systemtransition die Tick Komponente im Zustand auf den Wert false
gesetzt, so wird ein Makro-Schritt verhindert. Daher ist es nur notwendig, eine Funktion zu
definieren, die Makro-Schritte verbietet. Der Fall, in dem ein Makro-Schritt erlaubt sein soll
ist ohnehin der Normalfall.
C.5 Planzustandspra¨dikate fu¨r Unterpla¨ne
Praktisch alle SOS Regeln, die Zustandsu¨berga¨nge des activated Zustands beschrieben,
u¨berpru¨fen den Zustand der Unterpla¨ne. Gepru¨ft werden muss dabei beispielsweise, ob diese
Pla¨ne terminiert sind, aktiviert wurden oder noch im Zustand inactive sind. Um diese
U¨berpru¨fungen mo¨glichst versta¨ndlich und klar aufschreiben zu ko¨nnen, werden die nachfol-
genden Pra¨dikate angegeben.
Definition
Nachstehende Pra¨dikate definieren, ob ein Plan Unterpla¨ne in einem bestimmten Zustand
hat:
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hasInactiveSub : hierarchy-state× instance-name 7→ bool
hasSelectedSub : hierarchy-state× instance-name 7→ bool
hasReadySub : hierarchy-state× instance-name 7→ bool
hasExecutedSub : hierarchy-state× instance-name 7→ bool
hasExecOrSigReadySub : hierarchy-state× instance-name 7→ bool
hasRestartableSub : hierarchy-state× instance-name 7→ bool
hasStartableSub : hierarchy-state× instance-name 7→ bool
Deren Semantik ist wie folgt definiert:
hasInactiveSub(HS, iname)
↔ ∃ SK. SK ∈ asbru(nameSel(iname)).subplans
∧ isInactive(HS,nameGen(SK, iname))
hasSelectedSub(HS, iname)
↔ ∃ SK. SK ∈ asbru(nameSel(iname)).subplans
∧ isSelected(HS,nameGen(SK, iname))
hasReadySub(HS, iname)
↔ ∃ SK. SK ∈ asbru(nameSel(iname)).subplans
∧ isReady(HS,nameGen(SK, iname))
hasExecutedSub(HS, iname)
↔ ∃ SK. SK ∈ asbru(nameSel(iname)).subplans
∧ isExecuted(HS,nameGen(SK, iname))
hasExecOrSigReadySub(HS, iname)
↔ hasExecutedSub(HS, iname)
∨ ∃ SK. SK ∈ asbru(nameSel(iname)).subplans
∧ isReady(HS,nameGen(SK, iname))
∧ isActSig(HS,nameGen(SK, iname))
hasRestartableSub(HS, iname)
↔ ∃ SK. SK ∈ asbru(nameSel(iname)).subplans
∧ isAborted(HS,nameGen(SK, iname))
∧ asbru(nameSel(iname)).retry-aborted
hasStartableSub(HS, iname)
↔ hasRestartableSub(HS, iname)
∨ hasInactiveSub(HS, iname)
Die Pra¨dikate werden definiert, damit der Sachverhalt formuliert werden kann, dass ein
Unterplan existiert, der in einem gegebenen Zustand ist. Die Semantik ist dabei gema¨ß der
Benennung des Pra¨dikats definiert, das heißt, dass das Pra¨dikat hasInactiveSub u¨berpru¨ft,
ob ein Unterplan im Zustand inactive existiert. Besondere Bedeutung verdienen dabei
die Pra¨dikate hasExecOrSigReadySub und hasRestartableSub. Ersteres u¨berpru¨ft, ob
ein Unterplan existiert, der entweder in der Execution-Phase ist oder im Zustand ready
sein Aktivierungssignal erhalten hat. Dies bedeutet, dass der Unterplan gerade dabei ist, sei-
nen Zustand nach activated zu vera¨ndern. hasRestartableSub testet, ob ein Unterplan
existiert, der im Zustand aborted ist und neu-gestartet werden darf.
Analog zu diesen Pra¨dikaten, die testen, ob ein Unterplan in einem gegebenen Zustand
ist, werden die nachfolgenden Pra¨dikate definiert. Diese bestimmen, ob alle Unterpla¨ne eines
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Plans in einem bestimmten Zustand sind.
Definition
Nachstehende Pra¨dikate u¨berpru¨fen, ob alle Unterpla¨ne eines Plans einem bestimmten
Zustand genu¨gen:
allSubsInactive : hierarchy-state× instance-name 7→ bool
allSubsSelected : hierarchy-state× instance-name 7→ bool
allSubsReady : hierarchy-state× instance-name 7→ bool
allSubsReadyOrRejected : hierarchy-state× instance-name 7→ bool
allSubsTerminated : hierarchy-state× instance-name 7→ bool
Deren Semantik ist wie folgt definiert:
allSubsInactive(HS, iname)
↔ ∀ SK. SK ∈ asbru(nameSel(iname)).subplans
→ isInactive(HS,nameGen(SK, iname))
allSubsSelected(HS, iname)
↔ ∀ SK. SK ∈ asbru(nameSel(iname)).subplans
→ isSelected(HS,nameGen(SK, iname))
allSubsReady(HS, iname)
↔ ∀ SK. SK ∈ asbru(nameSel(iname)).subplans
→ isReady(HS,nameGen(SK, iname))
allSubsReadyOrRejected(HS, iname)
↔ ∀ SK. SK ∈ asbru(nameSel(iname)).subplans
→ isReady(HS,nameGen(SK, iname))
∨ isRejected(HS,nameGen(SK, iname))
allSubsTerminated(HS, iname)
↔ ∀ SK. SK ∈ asbru(nameSel(iname)).subplans
→ isTerminated(HS,nameGen(SK, iname))
Auch diese Pra¨dikate sind benannt nach den Zusta¨nden, in denen die Unterpla¨ne
des angegebenen Plans sich befinden. allSubsInactive u¨berpru¨ft also, ob alle Un-
terpla¨ne der angegebenen Planinstanz im Zustand inactive sind. Das Pra¨dikat
allSubsReadyOrRejected wird verwendet fu¨r den parallel Kontrolltyp. Dieser muss
alle Unterpla¨ne im Zustand ready synchronisieren und gemeinsam aktivieren. Pla¨ne, die in
der Selection-Phase zuru¨ckgewiesen werden, werden dabei ignoriert.
C.6 Planselektoren
Planselektoren dienen dazu, unter den Unterpla¨nen einen geeigneten Plan auszuwa¨hlen. Bei-
spielsweise soll die sequential Kontrolle nacheinander alle Pla¨ne starten und aktivieren.
Zu diesem Verhalten passt das Pra¨dikat selectFirstStartable, das den ersten Unterplan
zuru¨ckgibt, der startbar ist.
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Definition
Folgende Planselektoren sind definiert, um unter den Unterpla¨nen eines Plans einen geeig-
neten auszuwa¨hlen:
selectFirstStartable : hierarchy-state× instance-name 7→ plan-name
selectFirstRestartable : hierarchy-state× instance-name 7→ plan-name
selectAllStartable : hierarchy-state× instance-name 7→ plan-list
selectAllReady : hierarchy-state× instance-name 7→ plan-list
selectPrivilegedSub : hierarchy-state× environment-aggregation
× instance-name 7→ plan-name
selectFirstSub : plan-name 7→ plan-name
selectSecondSub : plan-name 7→ plan-name
secondSubPresent : plan-name 7→ plan-name
noSecondSubPresent : plan-name 7→ plan-name
selectFirstSub : instance-name 7→ plan-name
selectSecondSub : instance-name 7→ plan-name
secondSubPresent : instance-name 7→ plan-name
noSecondSubPresent : instance-name 7→ plan-name
Deren Semantik wird durch die folgenden Gleichungen beschrieben:
selectFirstStartable(HS, iname)
= pickFirstStartable(HS, asbru(nameSel(iname)).subplans,
asbru(nameSel(iname)).retry-aborted, iname)
selectFirstRestartable(HS, iname)
= pickFirstRestartable(HS, asbru(nameSel(iname)).subplans,
asbru(nameSel(iname)).retry-aborted, iname)
selectAllStartable(HS, iname)
= pickAllStartable(HS, asbru(nameSel(iname)).subplans,
asbru(nameSel(iname)).retry-aborted, iname)
selectAllReady(HS, iname)
= pickAllReady(HS, asbru(nameSel(iname)).subplans, iname)
selectPrivilegedSub(HS,EAGG, iname)
= pickPrivilegedSub(EAGG, selectAllReady(HS, iname), iname)
selectFirstSub(SK)
= asbru(SK).subplans.first
selectFirstSub(iname)
= selectFirstSub(nameSel(iname))
selectSecondSub(SK)
= asbru(SK).subplans.rest.first
selectSecondSub(iname)
= selectSecondSub(nameSel(iname))
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secondSubPresent(SK)
↔ asbru(SK).subplans.rest 6= []
∧ asbru(SK).subplans 6= []
secondSubPresent(iname)
↔ secondSubPresent(nameSel(iname))
noSecondSubPresent(SK)
↔ ¬ secondSubPresent(HS,SK)
noSecondSubPresent(iname)
↔ noSecondSubPresent(nameSel(iname))
Das Pra¨dikat selectFirstStartable wa¨hlt den ersten Plan der Liste der Unterpla¨ne aus,
der gestartet werden kann. Dabei kann es sich entweder um einen Plan im Zustand inactive
oder um einen im Zustand aborted, unter der Voraussetzung, dass der u¨bergeordnete
Plan dieses Plan abgebrochene Pla¨ne neu startet. selectFirstRestartable selektiert nur
neu-startbare Pla¨ne, gibt also den ersten Plan der Unterplanliste zuru¨ck, der im Zustand
aborted ist. Das danach definierte selectAllStartable gibt alle Pla¨ne der Unterplanli-
ste zuru¨ck, die startbar sind, also im Zustand inactive oder neu-startbar. Analog da-
zu gibt selectAllReady alle Zusta¨nde zuru¨ck, die im Zustand ready sind. Das Pra¨dikat
selectPrivilegedSub selektiert einen bereiten Unterplan eines anyorder Plans. Dabei soll
das Pra¨dikat die Pra¨ferenzsignale des medizinischen Personals zur Aktivierung von Unter-
pla¨nen beru¨cksichtigen. selectFirstSub ist ein Pra¨dikat, dass genau wie selectSecondSub
technische Details der Selektion des ersten bzw. zweiten Unterplans kapselt. Die Pra¨dika-
te secondSubPresent und noSecondSubPresent bestimmen, ob ein Plan einen zweiten
Unterplan hat. Dies ist speziell fu¨r die ifThenElse Kontrolle wichtig.
Die Selektoren stu¨tzen die formale Semantikdefinition auf weitere Pra¨dikate ab. Diese sollen
im folgenden definiert werden.
Definition
Nachstehende Pra¨dikate werden als Hilfsfunktionen der Unterplanselektoren verwendet.
pickFirstStartable : hierarchy-state× bool× plan-list× instance-name
7→ plan-name
pickFirstRestartable : hierarchy-state× bool× plan-list× instance-name
7→ plan-name
pickAllStartable : hierarchy-state× bool× plan-list× instance-name
7→ plan-name
pickAllReady : hierarchy-state× plan-list× instance-name
7→ plan-name
pickPrivilegedSub : environment-aggregation× plan-list× instance-name
7→ plan-name
Deren Semantik wird formal wie folgt definiert:
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pickFirstStartable(HS,bv,SK+PL, iname)
= SK,wenn isStartable(HS,bv,nameGen(SK, iname))
pickFirstStartable(HS,bv,SK+PL, iname)
= pickFirstStartable(HS,PL, iname), sonst
pickFirstRestartable(HS,SK+PL, iname,bv)
= SK,wenn isAborted(HS, iname) und bv
pickFirstRestartable(HS,bv,SK+PL, iname)
= pickFirstRestartable(HS,PL, iname), sonst
pickAllStartable(HS, [], iname,bv)
= []
pickAllStartable(HS,SK+PL, iname,bv)
= SK+ pickAllStartable(HS,PL, iname,bv),
wenn isStartable(HS,bv,nameGen(SK, iname))
pickAllStartable(HS,SK+PL, iname,bv)
= pickAllStartable(HS,PL, iname), sonst
pickAllReady(HS, [], iname)
= []
pickAllReady(HS,SK+PL, iname)
= SK+ pickAllReady(HS,PL, iname),wenn isReady(HS,nameGen(SK, iname)
pickAllReady(HS,SK+PL, iname)
= pickAllReady(HS,PL, iname), sonst
pickPrivilegedSub(EAGG,SK+ [], iname)
= SK
pickPrivilegedSub(EAGG,SK1 + SK+PL, iname)
= SK1, falls planPreferred(EAGG,nameGen(SK1, iname))
pickPrivilegedSub(EAGG,SK1 + SK+PL, iname)
= pickPrivilegedSub(EAGG,SK+PL, iname),
falls nicht planPreferred(EAGG,nameGen(SK1, iname))
Die Planselektoren wie etwa selectAllReady ko¨nnen am einfachsten rekursiv definiert
werden. Fu¨r diese Definition werden Hilfsfunktionen verwendet. Dies ist notwendig, da die
Methodensignatur von selectAllReady einen rekursiven Aufruf aufgrund eines fehlenden ab-
nehmendem Parameter nicht zula¨sst. Die Funktion pickAllReady hingegen hat als Aufruf-
parameter nicht nur den Planinstanznamen des Planes, dessen Unterpla¨ne untersucht werden
sollen, sondern auch noch die Liste der Plannamen der Unterpla¨ne, die noch nicht untersucht
wurden. Aus diesen Plannamen la¨sst sich zusammen mit dem Planinstanznamen des u¨ber-
geordneten Plans der Planinstanzname des Unterplans generieren und pru¨fen, ob dieser im
geforderten Zustand ist oder nicht. Dazu sind drei Regeln notwendig. Ein Terminierungsfall,
wenn keine weiteren Unterpla¨ne mehr zu untersuchen sind sowie je ein positiver und negativer
Rekursionsfall, falls der aktuelle Plan im geforderten Planzustand ist oder eben nicht.
Im Fall von pickFirstStartable und pickFirstRestartable sind keine Terminierungsfa¨lle
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spezifiziert. Ursache hierfu¨r ist, dass der Selektor einen zu startenden bzw. neu zu startenden
Plan zuru¨ckliefern soll. Existiert kein solcher Plan ist die Semantik undefiniert. Bei den SOS
Regeln wurde allerdings darauf geachtet, dass diese Selektoren nur in Fa¨llen zur Anwendung
kommen, in denen vorher mit dem Pra¨dikat hasStartableSub bzw. hasRestartableSub
u¨berpru¨ft wurde, dass ein entsprechender Plan vorliegt. Bei der Auswahl des zu aktivieren-
den Unterplans der anyorder Kontrolle mittels des pickPrivilegedSub Selektors gilt die
Besonderheit zu beachten, dass dieser den ersten Plan sucht, der vom Arzt ein Priorisierungs-
signal erhalten hat. gibt es keinen solchen Plan, so wird der letzte der Liste ausgewa¨hlt.
C.7 Erfu¨llbarkeit
Zum einfachen Zugriff werden als na¨chstes Pra¨dikate definiert, die eine kompakte Definition
der Erfu¨llbarkeit und Erfu¨lltheit der sechs verschiedenen Asbru-Bedingungen eines Plans
erlauben.
Definition
Zur kompakteren Definition der Erfu¨llbarkeit und Erfu¨lltheit von Asbru-Bedingungen sind
die Folgenden Pra¨dikate definiert:
satisfiablefilter : state× instance-name 7→ bool
satisfiablesetup : state× instance-name 7→ bool
satisfiablesuspend : state× instance-name 7→ bool
satisfiablereactivate : state× instance-name 7→ bool
satisfiableabort : state× instance-name 7→ bool
satisfiablecomplete : state× instance-name 7→ bool
satisfiedfilter : state× instance-name 7→ bool
satisfiedsetup : state× instance-name 7→ bool
satisfiedsuspend : state× instance-name 7→ bool
satisfiedreactivate : state× instance-name 7→ bool
satisfiedabort : state× instance-name 7→ bool
satisfiedcomplete : state× instance-name 7→ bool
Deren Semantik ist definiert durch die nachstehenden Gleichungen:
satisfiable(σ, iname)
filter
↔ satisfiable(asbru(nameSel(iname)).filter, σ)
satisfiable(σ, iname)
setup
↔ satisfiable(asbru(nameSel(iname)).setup, σ)
satisfiable(σ, iname)
suspend
↔ satisfiable(asbru(nameSel(iname)).suspend, σ)
satisfiable(σ, iname)
reactivate
↔ satisfiable(asbru(nameSel(iname)).reactivate, σ)
satisfiable(σ, iname)
abort
↔ satisfiable(asbru(nameSel(iname)).abort, σ)
satisfiable(σ, iname)
complete
↔ satisfiable(asbru(nameSel(iname)).complete, σ)
satisfied(σ, iname)
filter
↔ satisfied( asbru(nameSel(iname)).filter, σ,
σ.EAGG[iname].confirm.filter,
σ.EAGG[iname].override.filter)
satisfied(σ, iname)
setup
↔ satisfied( asbru(nameSel(iname)).setup, σ,
σ.EAGG[iname].confirm.setup,
σ.EAGG[iname].override.setup)
satisfied(σ, iname)
suspend
↔ satisfied( asbru(nameSel(iname)).suspend, σ,
σ.EAGG[iname].confirm.suspend,
σ.EAGG[iname].override.suspend)
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satisfied(σ, iname)
reactivate
↔ satisfied( asbru(nameSel(iname)).reactivate, σ,
σ.EAGG[iname].confirm.reactivate,
σ.EAGG[iname].override.reactivate)
satisfied(σ, iname)
abort
↔ satisfied( asbru(nameSel(iname)).abort, σ,
σ.EAGG[iname].confirm.abort,
σ.EAGG[iname].override.abort)
satisfied(σ, iname)
complete
↔ satisfied( asbru(nameSel(iname)).complete, σ,
σ.EAGG[iname].confirm.complete,
σ.EAGG[iname].override.complete)
Das bedeutet, dass die Pra¨dikate mit Hilfe des Instanznamens des Plans die Plandefinition
nachschlagen und aus dieser dann die entsprechende Bedingung selektieren. Zusa¨tzlich zur
Selektion der Bedingung u¨bernehmen diese Pra¨dikate die Auswahl der korrekten Umgebungs-
signale um Eingriffe des medizinischen Personals zu beachten. Das heißt, handelt es sich das
satisfied Pra¨dikat mit der Erga¨nzung filter, dann wird die filter-Bedingung des Plans zusam-
men mit den zugeho¨rigen Umgebungssignalen ausgewertet. Analog verha¨lt es sich mit den
u¨brigen Selektoren.
Mit Hilfe dieser Pra¨dikate werden weitere Pra¨dikate definiert. Diese sollen die komplette
Auswertung der Bedingung kapseln. Speziell werden dabei die Fa¨lle der Terminierung und
der Unterbrechung betrachtet. Bei diesen gibt es jeweils mehrere Bedingungen, die beachtet
werden mu¨ssen. Beispielsweise muss fu¨r die U¨berpru¨fung des Abbruchs eines Plans sowohl die
abort-Bedingung ausgewertet werden, als auch das wait-for Konstrukt sowie der Zustand
des u¨bergeordneten Plans.
Definition
Nachstehende Pra¨dikate kapseln jeweils den Grund fu¨r einen bestimmten Planzustands-
wechsel.
shouldAbort : σ × instance-name 7→ bool
shouldComplete : σ × instance-name 7→ bool
shouldSuspend : σ × instance-name 7→ bool
shouldReactivate : σ × instance-name 7→ bool
shouldRejectFilter : σ × instance-name 7→ bool
shouldRejectSetup : σ × instance-name 7→ bool
shouldProceedFilter : σ × instance-name 7→ bool
shouldProceedSetup : σ × instance-name 7→ bool
Deren Semantik ist wie folgt definiert:
shouldAbort(σ, iname) ↔ parent terminated(σ.HS, iname)
∨ satisfied(σ, iname)
abort
∨ ¬ satisfiable( asbru(nameSel(iname))wf,
σ.HS, iname,
asbru(nameSel(iname))
.retry-aborted)
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shouldComplete(σ, iname) ↔ satisfied(σ, iname)
complete
∧ satisfied(σ.HS, asbru(nameSel(iname))wf)
∧ asbru(nameSel(iname)).wait-for-optional
→ allSubsTerminated(σ.HS, iname)
shouldSuspend(σ, iname) ↔ satisfied(σ, iname)
suspend
∨ parent suspended(σ.HS, iname)
shouldReactivate(σ, iname) ↔ satisfied(σ, iname)
reactivate
∧ ¬ parent suspended(σ.HS, iname)
shouldRejectFilter(σ, iname) ↔ ¬ satisfiable(σ, iname)
filter
shouldRejectSetup(σ, iname) ↔ ¬ satisfiable(σ, iname)
setup
shouldProceedFilter(σ, iname) ↔ satisfied(σ, iname)
filter
shouldProceedSetup(σ, iname) ↔ satisfied(σ, iname)
setup
Das Pra¨dikat shouldAbort pru¨ft, ob eine Abbruchbedingung vorliegt. Dies ist der Fall,
wenn die abort-Bedingung eines Planes in der Execution-Phase wahr wird. Auch soll ein
Plan abbrechen, wenn die Wartebedingung, die die notwendigen Unterpla¨ne spezifiziert, nicht
mehr erfu¨llbar ist und als dritten Grund fu¨r einen Abbruch gibt es den Abbruch des u¨bergeord-
neten Plans, der den Unterplan ebenfalls terminieren la¨sst. Das im Sinne der Asbru-Semantik
Inverse zu diesem Pra¨dikat stellt das shouldComplete Pra¨dikat dar. Dieses beschreibt den
Zustand, in dem ein Plan seine Ausfu¨hrung erfolgreich beenden darf. Dazu ist es notwendig,
dass die complete-Bedingung des Plans erfu¨llt ist, auch muss die Wartebedingung erfu¨llt
sein. Weiterhin du¨rfen keine Unterpla¨ne mehr aktiv sein, wenn der Plan spezifiziert, dass er
auf laufende Unterpla¨ne wartet. Das Pra¨dikat shouldSuspend kapselt die Bedingung, un-
ter der ein Plan in der Execution-Phase seine Ausfu¨hrung unterbrechen soll. Dazu ist zu
u¨berpru¨fen, ob die suspend-Bedingung erfu¨llt ist oder der u¨bergeordnete Plan im terminier-
ten Zustand ist. Dazu invers ist das shouldReactivate-Pra¨dikat. Dieses u¨berpru¨ft, ob ein
unterbrochener Plan wieder zuru¨ck in den activated Zustand versetzt werden soll. Dazu
muss zum einem die reactivate-Bedingung erfu¨llt sein, zum anderen muss der u¨bergeordnete
Plan im Zustand activated sein.
Die Pra¨dikate shouldRejectFilter und shouldRejectSetup sind jeweils Platzhalter fu¨r
die negierte Erfu¨llbarkeit der jeweiligen filter- bzw. setup-Bedingung. Wie die Pra¨dika-
te shouldProceedFilter und shouldProceedSetup, die Platzhalter fu¨r die Erfu¨lltheit
sind, werden diese Pra¨dikate nur definiert, um eine einheitliche Benennung aller Erfu¨llungs-
Bedingungen in den SOS-Regeln zu ermo¨glichen.
C.8 Planname Pra¨dikate
Die nachfolgenden Pra¨dikate definieren die Namensgebung von Asbru-Systemen. Einige Plan-
kontrolltypen, wie etwa der parallel Kontrolltyp starten mehrere Unterpla¨ne gleichzeitig.
Um das Asbru-System beschreiben zu ko¨nnen, dass durch einen solchen parallelen Startvor-
gang entsteht, werden Pra¨dikate definiert.
Definition
Zur Definition der Beziehung zwischen Plannamen und Asbru-Systemen sind nachstehende
Pra¨dikate definiert:
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. ∈ . : instance-name× asbru-system 7→ bool
planNames : plan-list× instance-name× asbru-system 7→ bool
Deren Semantik ist wie folgt definiert:
iname ∈ ε ↔ false
iname ∈ iname1 ↔ iname = iname1
iname ∈ sys1‖ssys2 ↔ iname ∈ sys1
∨ iname ∈ sys2
planNames(PL, iname, sys) ↔ ∀ SK. SK ∈ PL
↔ nameGen(SK, iname) ∈ sys
Das ∈ Pra¨dikat beschreibt, wann ein Planname Element eines Asbru-Systems ist, d.h.
wann ein Asbru-Plan dieses Namens in einer Hierarchie existiert. Dieses Pra¨dikat wird als
Hilfspra¨dikat fu¨r die Definition des planNames Pra¨dikats verwendet. Dieses u¨berpru¨ft, ob die
u¨bergebene Asbru-Hierarchie genau diejenigen Pla¨ne entha¨lt, die u¨ber die Planliste angegeben
werden. Um die Planinstanznamen dieser Pla¨ne zu bilden, wird der Planinstanzname eines
Plans mitgegeben. Die Pla¨ne der Plannamensliste mu¨ssen Unterpla¨ne dieser Planinstanz sein.
C.9 Pra¨dikate spezifisch fu¨r einzelne Plantypen
Fu¨r cyclical und den ifThenElse Plantypen werden spezielle Pra¨dikate verwendet, die
die Anwendbarkeit bestimmter SOS Regeln u¨berpru¨fen. Bei cyclical werden Pra¨dikate
angegeben, die testen, ob das Startintervall der zyklischen Bedingung in einem Zustand er-
reicht ist oder nicht. Weiterhin gibt es ein Pra¨dikat, das testet, ob die notwendige Zahl an
Wiederholungen des Unterplans der zyklischen Kontrolle erreicht wurde oder nicht. Zuletzt
wird ein Pra¨dikat definiert, dass die Auswertung des Konditionals des ifThenElse Plantyps
u¨bernimmt.
Definition
Zum Umgang mit den Plantypen cyclical und ifThenElse werden folgende Pra¨dikate
definiert:
isInTimeFrame : state× instance-name 7→ bool
hasCompletedRounds : hierarchy-state× instance-name 7→ bool
ITEP : state× instance-name 7→ bool
Deren Semantik wird wie folgt definiert:
isInTimeFrame(σ, iname)
↔ isCyclical(iname)
∧ [[σ.AC∈asbru(nameSel(iname)) .type]]σ
hasCompletedRounds(HS, iname)
↔ isCyclical(iname)
∧ (HS[iname].rounds+ 1) ≤ asbru(nameSel(iname)).type.rounds
ITEP(σ, iname)
↔ isITE(iname)
∧ [[asbru(nameSel(iname)) .type.conditional]]σ
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Das heißt, das Pra¨dikate isInTimeFrame kapselt die Auswertung der Element-Beziehung
zwischen der Uhrzeit des Zustands und der Zeit-Annotation der zyklischen Plankontrolle. Das
Pra¨dikat hasCompletedRounds kapselt die Auswertung der Frage, ob ein zyklischer Plan
seinen Unterplan oft genug ausgefu¨hrt hat. Das Pra¨dikat ITEP wertet das Konditional einer
ifThenElse Kontrolle aus.
C.10 Das sync-Pra¨dikat
Die Ausfu¨hrung von Asbru-Systemen verlangt, dass die Ergebnisse mehrerer Pla¨ne zusam-
mengefu¨hrt werden ko¨nnen. Jeder Plan kann in jedem Zustand seinen Planzustand aba¨ndern.
Das bedeutet, dass multiple Aktualisierungen der HS Komponente des Zustands in einem
Schritt mo¨glich sein mu¨ssen. Um aus diesen Aktualisierungen einen Gesamtzustand zu be-
rechnen, wird das Pra¨dikat sync verwendet.
Das sync Pra¨dikat wertet u¨ber vier Variablen vom jeweils gleichen Typ aus. Interpre-
tiert werden muss es dabei mittels eines parallelen Systems und dessen Ergebniswerten. Zur
Anschauung soll hier noch einmal die betreffende SOS Regel gezeigt werden:
sys1
σ1,σ2
−→ sys′1
∧ sys2
σ1,σ3
−→ sys′2
∧ sync(σ1, σ2, σ3, σ4)
sys1‖s sys2
σ1,σ4
−→ sys1’ ‖s sys2’
Zwei Asbru-Systeme machen unabha¨ngig voneinander jeweils einen Schritt. Ausgangszu-
stand fu¨r diesen Schritt ist σ1. Das erste Asbru-System berechnet einen Ergebniszustand σ2,
das zweite Asbru-System berechnet einen Ergebniszustand σ3. Das sync Pra¨dikat soll auf
Basis des Ausgangszustands nun die beiden Ergebniszusta¨nde zusammenfu¨hren, so dass ein
globaler Ergebniszustand σ4 entsteht. Dabei muss speziell bei Asbru beru¨cksichtigt werden,
dass mehrere Systeme in ihren Schritten auf die gleiche Variable zugreifen, na¨mlich die HS
Komponente des Zustands.
Definition
Das Pra¨dikat sync wird verwendet, um gleichzeitige Aktualisierungen des Zustands durch
parallele Prozesse konfliktfrei zusammenzufu¨hren:
sync : state× state× state× state 7→ bool
sync : asbru-state-history× asbru-state-history
×asbru-state-history× asbru-state-history 7→ bool
sync : hierarchy-state× hierarchy-state
×hierarchy-state× hierarchy-state 7→ bool
sync : patient-data-history× patient-data-history
×patient-data-history× patient-data-history 7→ bool
sync : environment-aggregation× environment-aggregation
×environment-aggregation× environment-aggregation 7→ bool
sync : bool× bool× bool× bool 7→ bool
sync : int× int× int× int 7→ bool
sync : plan-status× plan-status× plan-status× plan-status 7→ bool
Die Semantik von sync wird durch die folgenden Gleichungen beschrieben:
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sync(σ1, σ2, σ3, σ4)
↔ sync(σ1.ASH, σ2.ASH, σ3.ASH, σ4.ASH)
∧ sync(σ1.HS, σ2.HS, σ3.HS, σ4.HS)
∧ sync(σ1.PDH, σ2.PDH, σ3.PDH, σ4.PDH)
∧ sync(σ1.EAGG, σ2.EAGG, σ3.EAGG, σ4.EAGG)
∧ sync(σ1.Tick, σ2.Tick, σ3.Tick, σ4.Tick)
∧ sync(σ1.AC, σ2.AC, σ3.AC, σ4.AC)
sync(ASH1,ASH2,ASH3,ASH4)
↔ ASH1 = ASH2 ∧ASH3 = ASH4
∨ASH1 = ASH3 ∧ASH2 = ASH4
∨ASH2 = ASH3 ∧ASH2 = ASH4
sync(HS1,HS2,HS3,HS4)
↔ ∀ iname. sync(HS1[iname],HS2[iname],HS3[iname],HS4[iname])
sync(PDH1,PDH2,PDH3,PDH4)
↔ PDH1 = PDH2 ∧PDH3 = PDH4
∨ PDH1 = PDH3 ∧PDH2 = PDH4
∨ PDH2 = PDH3 ∧PDH2 = PDH4
sync(EAGG1,EAGG2,EAGG3,EAGG4)
↔ EAGG1 = EAGG2 ∧EAGG3 = EAGG4
∨ EAGG1 = EAGG3 ∧EAGG2 = EAGG4
∨ EAGG2 = EAGG3 ∧EAGG2 = EAGG4
sync(Tick1,Tick2,Tick3,Tick4)
↔ Tick1 = Tick2 ∧Tick3 = Tick4
∨ Tick1 = Tick3 ∧Tick2 = Tick4
∨ Tick2 = Tick3 ∧Tick2 = Tick4
sync(AC1,AC2,AC3,AC4)
↔ AC1 = AC2 ∧AC3 = AC4
∨AC1 = AC3 ∧AC2 = AC4
∨AC2 = AC3 ∧AC2 = AC4
sync(θ1, θ2, θ3, θ4)
↔ θ1.activate = θ2.activate ∧ θ3.activate = θ4.activate
∨ θ1.activate = θ3.activate ∧ θ2.activate = θ4.activate
∨ θ2.activate = θ3.activate ∧ θ2.activate = θ4.activate
∧ θ1.rounds = θ2.rounds ∧ θ3.rounds = θ4.rounds
∨ θ1.rounds = θ3.rounds ∧ θ2.rounds = θ4.rounds
∨ θ2.rounds = θ3.rounds ∧ θ2.rounds = θ4.rounds
∧ θ1.state = θ2.state ∧ θ3.state = θ4.state
∨ θ1.state = θ3.state ∧ θ2.state = θ4.state
∨ θ2.state = θ3.state ∧ θ2.state = θ4.state
Die verschiedenen Ergebniszusta¨nde gleichzeitiger Schritte unterschiedlicher Asbru-
Systeme werden so zusammengefu¨hrt, dass die einzelnen Komponenten des Zustands
getrennt voneinander betrachtet werden und getrennt voneinander zusammengefu¨hrt
werden.
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Eine Zusammenfu¨hrung der ASH Komponenten des Zustands gestaltet sich recht einfach.
Keine SOS-Regel vera¨ndert diese Komponente. Entsprechend muss die Ergebnisberechnung
lediglich dafu¨r sorgen, dass das Ergebnis der Zusammenfu¨hrung gleich dem Ausgangswert
ist, sofern keine Aktualisierungen durchgefu¨hrt werden. Um nicht pauschal A¨nderungen an
der ASH Komponente zu verbieten, wird eine Definition gewa¨hlt, die aus drei Komponenten
besteht. Sollte das erste Asbru-System keine A¨nderung durchfu¨hren, so ist der Ergebniswert
der der zweiten Komponente. Analog ist der Ergebniswert der Zusammenfu¨hrung der Er-
gebniswert der ersten Komponente, sofern der Ergebniswert der zweiten Komponente gleich
dem Ausgangswert ist. Zuletzt wird noch angegeben, dass der Ergebniswert dem der ersten
Komponente entspricht, sofern beide Komponenten wertgleich sind.
Informell bedeutet dies, hat nur eine Komponente eine Aktualisierung durchgefu¨hrt, so
wird das Ergebnis dieser Aktualisierung als Ergebniswert genommen. Haben beide Kompo-
nenten identische Aktualisierungen durchgefu¨hrt, so ist das Ergebnis der Zusammenfu¨hrung
das Ergebnis einer der Komponenten. Trivialerweise fu¨hrt diese Definition in jedem Fall dazu,
das das Ergebnis gleich dem Ausgangswert ist, wenn keine Aktualisierungen vorgenommen
wurden.
Komplexer gestaltet sich die Zusammenfu¨hrung des Hierarchiezustands HS. Dieser
kann nicht nur von einer Vielzahl verschiedener Systeme gea¨ndert werden, sogar einzelne
Planstatus-Komponenten ko¨nnen gleichzeitig von verschiedenen Systemen gea¨ndert
werden, wenn zusa¨tzlich zu einem Planzustandswechsel das Aktivierungssignal durch den
u¨bergeordneten Plan gesetzt wird. Entsprechend muss die Definition abgestu¨tzt werden auf
die Synchronisierung der Planstatuskomponenten der einzelnen Pla¨ne.
Fu¨r die PDH, die EAGG sowie die AC Komponente gilt, dass diese von den Pla¨nen nicht
beschrieben werden. Daher wird die Synchronisierung genau so definiert wie bei der ASH
Komponente. Das heißt, wenn eine Aktualisierung nur von einer Komponente des Systems
durchgefu¨hrt wird, dann ist das Ergebnis der Zusammenfu¨hrung das Berechnungsergebnis der
a¨ndernden Komponente. Wird keine Komponentena¨nderung durchgefu¨hrt, so ist das Ergebnis
der Zusammenfu¨hrung der Ausgangswert.
Ein Spezialfall stellt die Tick Komponente dar. Wie bereits beschrieben, soll die Umgebung
die Tick-Komponente vor jedem Schritt auf den Wert true setzen. Wa¨hrend der Ausfu¨hrung
setzen alle Pla¨ne, die einen Mikro-Schritt erzwingen wollen, die Tick Komponente auf den
Wert false. Es tritt hier also der Fall auf, dass mehrere Pla¨ne die gleiche Aktualisierung der
Komponente vornehmen ko¨nnen. Dies wird durch das sync-Pra¨dikat zugelassen. In diesem
Fall wird der aktualisierte Wert das Ergebnis der Zusammenfu¨hrung.
Die Zusammenfu¨hrung der Planstatus-Komponenten wird durch die Zusammenfu¨hrung der
einzelnen Werte des Planstatus-Tripel definiert. Das heißt, unabha¨ngig von den anderen Wer-
ten des Tripels wird gepru¨ft, ob jeder der drei Werte nur von einem Asbru-System gea¨ndert
wurde bzw. ob beide Asbru-Systeme die gleiche A¨nderung durchgefu¨hrt haben. In diesen
Fa¨llen wird jeweils der aktualisierte Wert als Ergebnis der Zusammenfu¨hrung genommen.
Wird keine Aktualisierung durchgefu¨hrt, so ist der Ergebniswert wieder genau der Ausgangs-
wert der Zusammenfu¨hrung.
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D Bewiesene Aussagen
In diesem Abschnitt werden alle Aussagen vorgestellt, die bezu¨glich der Brustkrebs-Leitlinie
bewiesen wurden. Die technischen Details einiger ausgewa¨hlter Aussagen beschreibt Teil V
dieser Arbeit.
Zusa¨tzlich zu den Aussagen der Brustkrebs-Leitlinie wird eine Aussage einer Leitlinie zur
Behandlung von Gelbfieber bei Neugeborenen in Abschnitt D.12 aufgefu¨hrt. Das Asbru-
Modell der Brustkrebs-Leitlinie entha¨lt keine Zeit-Annotationen. Daher kann innerhalb die-
ses Modells der Beweis von Aussagen, deren Korrektheit von der Auswertung von Zeit-
Annotationen abha¨ngen, nicht gezeigt werden. Um auch dieses Vorgehen vorzustellen, wird
eine Aussage u¨ber dem Asbru-Modell der Gelbfieber-Fallstudie gezeigt.
D.1 Aussage 1
Aussage 1 verlangt, dass Patienten, die an metastasierendem Krebs leiden, nicht chirurgisch
behandelt werden sollen. Die Anpassung der Aussage an das Leitlinien-Modell laut [61] ge-
schieht an das erste Kapitel der Fallstudie.
Die Vorbedingung der Aussage ist so, wie sie von [61] vorgestellt wird nicht korrekt. Dort
wird davon ausgegangen, dass metastasierender Brustkrebs immer dann vorliegt, wenn die
Diagnose auf
”
metastasised-BC“ lautet oder Metastasen in den Lymphknoten der Achseln
nachgewiesen werden ko¨nnen. Nach Konsultation mit Medizinern stellt sich heraus, dass der
zweite Teil dieser Anpassung falsch ist, da der Begriff des
”
metastasierendem Krebs“ nur
ferne Metastasen beschribt, also beispielsweise Metastasen in Lunge, Leber oder Knochen-
mark. Metastasen in den Achselknoten werden als spezielle Auspra¨gung von lokal begrenztem
Brustkrebs angesehen.
Mit der A¨nderung der Aussage, gelingt der Nachweis. Dabei wird das Startereignis auf die
Aktivierung des chapter1-Plans gelegt, das Endereignis auf die Beendigung dieses Plans.
Zu zeigen ist, dass keine chirurgische Behandlung in diesem Intervall stattfindet.
Eine zusa¨tzliche Annahme im Sinne des Hintergrundwissens ist, dass die Diagnose der
Krebsart sich nicht ohne Behandlung a¨ndert.
Mit der Diagnose
”
metastasised-BC“ wird die Anwendung des chapter1-Plans verhin-
dert. Stattdessen verbleibt dieser aufgrund seiner filter-Bedingung unendlich lang in seiner
Selection-Phase, ohne dass Startereignis oder Endereignis eintreten. Damit kann die Aus-
sage nachgewiesen werden.
Trotz erfolgreicher Verifikation zeigt der Nachweis dieser Aussage eine Anomalie des Asbru-
Modells. Es ist unno¨tig, bei Einstieg in das Kapitel die Diagnose mehrfach zu u¨berpru¨fen.
Der Plan sollte stattdessen nach der ersten U¨berpru¨fung seine Ausfu¨hrung fortsetzen oder
zuru¨ckgewiesen werden. Weiterhin wird offensichtlich, dass die Aussage noch immer nicht
richtig angepasst sein kann. Tatsa¨chlich sollte die Aussage nicht u¨ber dem Modell von Ka-
pitel 1 nachgewiesen werden, in dem der metastasierende Brustkrebs nicht behandelt wird.
Stattdessen ka¨me Kapitel 5 fu¨r die Anpassung der Aussage in Betracht. Dort existiert jedoch
kein Plan, der chirurgische Eingriffe repra¨sentiert. Damit ist die Aussage auch bei richtiger
Anpassung an das Modell trivial wahr. Technische Details dieser Aussage werden in Ab-
schnitt 24 beschrieben.
329
D Bewiesene Aussagen
D.2 Aussage 5
Aussage 5 verlangt, dass Frauen, die vor der Menopause stehen, mittels Chemotherapie be-
handelt werden, sofern der Krebs O¨strogen-Rezeptor positiv ist und die Lymphknoten der
Achseln von Metastasen befallen sind.
Zuna¨chst schla¨gt der Beweis der Aussage fehl. Grund dafu¨r ist der Spezialfall der Behand-
lung schwangerer Frauen. Diese werden, sofern dies mo¨glich ist, nicht mittels Chemotherapie
behandelt, um das Kind nicht zu scha¨digen. Es kann daher nur eine eingeschra¨nkte Aussage
gezeigt werden. Diese sagt aus, dass die urspru¨ngliche Aussage zumindest fu¨r nicht-schwangere
Frauen eingehalten wird.
Die Aussage wird bezu¨glich des Modells des zweiten Kapitels der Fallstudie gezeigt. Die
Aussage wird dahingehend formalisiert, dass fu¨r Frauen, die die Vorbedingung erfu¨llen, stets
einer der Chemotherapie-Pla¨ne TAC6 oder FEC5 gestartet wird.
Aufgrund der speziellen Struktur des zweiten Kapitels der Fallstudie kann darauf verzich-
tet werden, die Beweistechnik der Beweis-Dekomposition einzusetzen. Stattdessen kann die
Aussage direkt mit symbolischer Ausfu¨hrung bewiesen werden. Dies ist bedingt dadurch, dass
das zweite Kapitel der Fallstudie einen in Asbru kodifizierten Entscheidungsbaum darstellt.
Dieser hat nicht die aus dem ersten Kapitel der Fallstudie bekannten Quellen des Indetermi-
nismus durch anyorder kontrollierte Pla¨ne. Stattdessen werden innerhalb des Kapitels nur
deterministisch Entscheidnungen auf Basis des angegebenen Zustands des Patienten getrof-
fen. Dieser Zustand wird mit Hilfe von Annahmen an die Patientenakte gespeichert. Im Fall
von Aussage 5 wird etwa der Fakt, dass die Lymphknoten der Achseln von Krebs befallen
sind mittels der Zustandsbeschreibung
PDH[AC] .BC-nodes = positive,
gespeichert. Weiterhin wird angenommen, dass sich weder die Krankenakte noch die Uhr-
zeit wa¨hrend eines Mikro-Schritts a¨ndern. Somit bleiben die initialen Annahmen u¨ber den
Zustand des Patienten bis zum ersten Makro-Schritt erhalten. Der Entscheidungsbaum selbst
wird innerhalb von Mikro-Schritten durchlaufen. Dadurch geht die Information u¨ber den Pati-
entenzustand erst nach Abarbeiten des Entscheidungsbaums mit Einsetzen der Behandlungen
verloren.
Die Aussage wird als eine
”
observe-during-period“ Aussage formuliert, wobei der Beobach-
tungszeitraum mit dem Start des ersten Plans atoBC beginnt und erst mit der Beendingung
des Plans endet. Wa¨hrend dieses Intervalls muss beobachtet werden, dass Chemotherapie
gestartet wird.
Die Aussage kann durch symbolische Ausfu¨hrung nahezu vollautomatisch bewiesen wer-
den Lediglich bei Anwendung der Induktionen sind ha¨ndische Generalisierungen notwendig.
Insgesamt sind fu¨r den Beweis weniger als zehn Interaktionen no¨tig.
D.3 Aussage 6
Aussage 6 verlangt, dass Frauen, deren Lymphknoten nicht mit Krebs befallen sind und deren
Haupttumor als risikoarm eingestuft wird, keine systematische Behandlung erfahren.
Diese Aussage wird, wie auch die Aussage 5 u¨ber dem zweiten Kapitel der Fallstudie ge-
zeigt, da dieses die systematische Behandlung von lokal begrenztem Krebs beschreibt. Mittels
Annahmen an die Krankenakte wird der Zustand der Patientin modelliert. Das Modell der
Leitlinie bietet dabei keine direkte Mo¨glichkeit, die Risikoarmut des Krebses zu formalisie-
ren. Die Mediziner gehen davon aus, dass diese am besten dadurch auszudru¨cken ist, dass der
Tumor
”
klein“ ist und der Differentierungsgrad den Wert
”
BRI“ hat.
D.4 Aussage 7
Fu¨r Patienten mit dieser Vorbedingung soll gelten, dass vom Start bis zum Ende der Be-
handlung durch das zweite Kapitel keine Chemotherapie oder Endokrine Therapie ausgefu¨hrt
wird. Zu beachten ist dabei, dass durch die vielen auseinander- und zusammenlaufenden
Plan/Unterplan Beziehungen im zweiten Kapitel sehr viele Planinstanznamen zu u¨berwa-
chen sind.
Die Formalisierung der Aussage verlangt, dass eine boolesche Variable (Observed) immer
dann auf den Wert true gesetzt wird, wenn eine beliebige Planinstanz gestartet wird, die
die Behandlung mit Chemotherapie oder Endokriner Therapie symbolisiert. Dabei existieren
allein fu¨r den Plan FEC5, der die Behandlung mittels Chemotherapie darstellt, sieben ver-
schiedene Aufrufpfade und damit sieben verschiedene Planinstanzen. Insgesamt mu¨ssen 17
Planinstanznamen u¨berwacht werden.
Die so formulierte Aussage ist nicht beweisbar. Im Fall der Behandlung schwangerer Pa-
tienten kann auch bei der gegebenen Vorbedingung die Chemotherapie gestartet werden.
Schwangerer Frauen, die sich im zweiten oder dritten Drittel der Schwangerschaft befinden
und bei denen eine Behandlung nicht verzo¨gerbar ist, werden nach der Leitlinie stets mit Che-
motherapie behandelt. Hierbei handelt es sich um den einzigen Fall, bei dem, die Aussage
verletzt wird.
Daher wird eine zusa¨tzliche Annahme zu den Vorbedingungen zugefu¨gt. Diese sagt aus,
dass die Behandlung der Patientin, sofern sie schwanger ist, verzo¨gert werden darf. Mit dieser
zusa¨tzlichen Annahme ist die Aussage beweisbar. Im Anschluss an die Verifikation wird den
Medizinern diese zusa¨tzliche Annahme pra¨sentiert, damit sie entweder der Formalisierung der
Aussage zustimmen, oder die Leitlinie verbessern ko¨nnen.
Die Aussage kann vollsta¨ndig automatisch, also ohne eine einzige Interaktion gezeigt wer-
den.
D.4 Aussage 7
Aussage 7 ist eng verwandt mit Aussage 6 und verlangt, dass keine systematische Therapie an-
gewendet wird, wenn eine Patientin a¨lter als 65 Jahre ist und an O¨strogenrezeptor-negativem
Brustkrebs leidet.
Prinzipiell ist das Geru¨st zur Verifikation der Aussage von Aussage 6 zu u¨bernehmen, wobei
lediglich die Patientengruppe ausgetauscht werden muss. Um die Aussage beweisen zu ko¨nnen,
ist es notwendig, gewisses Hintergrundwissen zu formalisieren. Beispielsweise ist es wichtig
zu wissen, dass 65-ja¨hrige Frauen Postmenopausal sind und außerdem nicht schwanger sein
ko¨nnen. Bei der Anpassung an die Fallstudie ergibt sich noch eine zweite Komplikation. In
der niederla¨ndischen Leitlinie werden drei Altersbereiche fu¨r Frauen unterschieden, diese sind
”
young“,
”
middle-aged“ und
”
old“. Nach der Leitlinie fallen in die letzte Kategorie alle Frauen,
die a¨lter als 70 Jahre sind. Damit sind einige Patienten aus der von der Aussage vorgegebenen
Patientengruppe nach der Definition der Leitlinie
”
middle-aged“. Diese Patienten werden mit
Chemotherapie behandelt.
Entsprechend muss zum Nachweis der Korrektheit hier davon ausgegangen werden, dass
die Patienten alle das symbolische Alter
”
old“ erreicht haben. In der Diskussion mit den
Medizinern ergibt sich, dass diese Annahme gerechtfertigt ist. Die beiden unterschiedlichen
Altersgrenzen mit 65 Jahren einerseits und 70 Jahren andererseits ergeben sich daraus, dass
die Aussage aus einer amerikanischen Leitlinie stammt. Innerhalb dieser Leitlinie wird eine
andere Kosten/Nutzen Abwa¨gung zwischen realen Kosten und den Nebenwirkungen der Che-
motherapie einerseits und der zu erwartenden Steigerung der Lebenserwartung andererseits
getroffen.
Wie bei Aussage 6 kann beim Beweis von Aussage 7 eine vollsta¨ndige Automatisierung des
Beweises erreicht werden.
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D.5 Aussage 13
Aussage 13 verlangt, dass eine Patientin vor Durchfu¨hrung einer Brustentfernung u¨ber die
Mo¨glichkeit zur Rekonstruktion der Brust informiert werden muss. Gezeigt werden soll diese
Aussage u¨ber dem Modell des ersten Kapitels der Fallstudie. Zum Beweis ist die Technik der
Beweis-Dekomposition notwendig.
Aufgrund der fehlenden Struktur der Behandlungsabfolgen im Modell des ersten Kapitels
der Leitlinie kann diese Aussage nicht ohne weiteres gezeigt werden. Es ist dabei notwendig,
Hintergrundwissen in die Formulierung der Aussage mit einzubauen. Die formalisierte Aussa-
ge wird um eine Umgebungsannahme erweitert, die aussagt, dass sich der Zustand des Plans
zur Patienten-Information nach dem Starten des chirurgischen Eingriffs nicht mehr a¨ndert.
Dies entspricht informell der Forderung, dass eine Patientin, wenn sie u¨berhaupt aufgekla¨rt
wird, vor Beginn der OP aufgekla¨rt werden muss, da eine nachtra¨gliche Information nutzlos
ist.
Daru¨ber hinaus mu¨ssen weitere Annahmen getroffen werden. Das Modell des ersten Kapi-
tels verlangt eine Information des Patienten u¨ber die Brustrekonstruktion nur dann, wenn der
Patient keine brusterhaltende Therapie wu¨nscht. Im Rahmen von Aussage 35 wird bewiesen,
dass nur eine Patientin, die die Brustentfernung wu¨nscht, diese auch erhalten wird. Um diese
Aussage beweisen zu ko¨nnen sind zusa¨tzliche Annahmen notwendig, da das Modell des ersten
Kapitels Anomalien entha¨lt. Speziell geht es dabei um den Referenzpunkt einer Zeitannotati-
on, der den Planzustandswechsel eines nicht existierenden Plans referenziert. Bezu¨glich dieses
Planzustandswechsels mu¨ssen die gleichen Annahmen getroffen werden, wie beim Beweis der
Aussage 35. Dieser wird in Abschnitt 22 beschrieben.
Zu beachten ist dabei weiterhin, dass die Mediziner im Rahmen der Zusatzannahmen des
Beweises der Aussage 35 angegeben haben, dass die brusterhaltende Therapie wa¨hrend der
Behandlung ohne Eingriffsmo¨glichkeiten des Patienten zu einer Mastektomie, also einer kom-
pletten Brustentfernung werden kann. Dies wird aus dem Modell nicht ersichtlich. Kommt
es zu dem Fall, dass eine als brusterhaltende Therapie gestartete Operation als Brustentfer-
nung endet, so wird die Aussage verletzt. Durch die gewa¨hlte Anpassung der Aussage an das
Modell wird die Aussage 13 jedoch in diesem Fall dennoch als erfu¨llt angesehen.
Beim Beweis ergeben sich nun im wesentlichen drei Fa¨lle. Als erstes der, in dem keine
Mastektomie durchgefu¨hrt wird und die Aussage somit erfu¨llt ist. Als zweites gibt es den
Fall, in dem bei der Patientin eine komplette Brustentfernung durchgefu¨hrt wird und die
Patientin im Vorfeld korrekt informiert wurde. Als drittes gibt es den Problemfall, in dem die
Patientin operiert wird, ohne dass eine vorherige Information stattgefunden hat. In diesem
Fall kann die Behandlung aber niemals abgeschlossen werden. Zum Abschluss der Behandlung
ist der Abschluss der Operation und der Patienten-Information notwendig. Die zusa¨tzliche
Umgebungsannahme verhindert jedoch, dass der Plan zur Patienten-Information in diesem
Zustand abschließen kann. Da in diesem Fall nie das Endereignis eintritt, wird die Aussage
nicht verletzt.
D.6 Aussage 14
Aussage 14 verlangt, dass alle Patientinnen, die an DCIS leiden nach der chirurgischen Ent-
fernung des Gewebes mit Strahlentherapie behandelt werden. Es gibt zur chirurgischen Be-
handlung von DCIS nur zwei Mo¨glichkeiten, zum Einen die brusterhaltende Therapie, zum
Anderen die Brustentfernung. Die Aussage muss fu¨r beide Fa¨lle bewiesen werden.
Zu diesem Zweck wird die Aussage in zwei Teilaussagen zerlegt und getrennt bewiesen.
Teil I beweist, dass im Falle der brusterhaltenden Therapie immer Strahlentherapie auf den
chirurgischen Eingriff folgt, Teil II der Aussage zeigt dies analog fu¨r die Brustentfernung.
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Die beiden Aussagen ko¨nnen gezeigt werden, da der erfolgreiche Abschluss der Strahlen-
therapie sowohl Bedingung fu¨r den Abschluss der brusterhaltenden Therapie ist, wie auch fu¨r
den Abschluss der Brustentfernung. Dies wird durch die Wartebedingungen der chirurgischen
Pla¨ne sichergestellt.
Zum Beweis des ersten Teils der Aussage wird die Beweis-Dekomposition eingesetzt,
wa¨hrend fu¨r den Beweis der zweiten Aussage die symbolische Ausfu¨hrung alleine eingesetzt
werden kann.
Der Unterschied bei der Anwendung der unterschiedlichen Beweistechniken ergibt sich dar-
aus, dass die relevante Planhierarchie im ersten Teil der Aussage signifikant gro¨ßer ist als im
zweiten Teil. Einmal sind insgesamt 14 Pla¨ne in drei Hierarchieebenen beteiligt, im ande-
ren Fall lediglich fu¨nf Pla¨ne in zwei Hierarchieebenen. Die Entscheidung fu¨r bzw. gegen die
Beweis-Dekompositionstechnik basiert auf einer Abscha¨tzung, dass im Fall des Beweises der
zweiten Teils von Aussage 14 der Aufwand fu¨r das finden der korrekten Invarianten ho¨her
liegt als die direkte symbolische Ausfu¨hrung.
D.7 Aussage 19, Teil II
Aussage 19, Teil II verlangt, dass Patientinnen, bei denen die Achselknoten auf Metastasen
untersucht werden danach nicht mittels Strahlentherapie behandelt werden. Dabei gilt, dass
die Strahlentherapie und die Untersuchung der Achselknoten auf Metastasen zwei sich wech-
selseitig ausschließende Behandlungen sind. Das bedeutet, dass die Leitlinie nach Beendigung
der einen Behandlung die andere Behandlung nicht mehr starten wird.
Die Aussage wird als eine avoid-during-period Aussage formuliert und bewiesen, bei der
der Start des Strahlentherapie Plans nicht mehr beobachtet werden darf, nachdem die Unter-
suchung der Achselknoten abgeschlossen wurde. Das Startereignis fa¨llt zusammen mit dem
Beenden des Plans zur Untersuchung der Achsel. Das Endereignis fa¨llt zusammen mit dem
Ende der Behandlung. Nicht beobachtet werden darf der Start der Strahlentherapie nach dem
Eintritt des Startereignis.
Um den Beweis durchzufu¨hren wird die Technik der Beweisdekomposition angewendet.
Dabei werden die Pla¨ne der Untersuchung der Achselknoten und der Strahlentherapie dahin-
gehend abstrahiert, dass diese Pla¨ne nur nach Senden des Aktivierungssignal in den Zustand
activated u¨bergehen ko¨nnen und in diesem niemals abbrechen. Das heißt, die Pla¨ne blei-
ben so lange im Zustand activated, bis sie in den Zustand completed wechseln wodurch
dann ausgeschlossen wird, dass der jeweils andere Plan noch gestartet wird.
Mit dieser Abstraktion gelingt der Beweis der Aussage.
D.8 Aussage 20
Aussage 20 verlangt, dass nach der Entfernung vom Krebs befallener Lymphknoten der Achsel
die Achsel nicht bestrahlt werden soll. Dies kann aufgrund der Wartebedingung und des
Kontrolltyps des Plans zur Behandlung der Achselknoten garantiert werden. Der Beweis der
Aussage wird detailliert in Abschnitt 21 beschrieben.
D.9 Aussage 35
Aussage 35 verlangt, dass der Wunsch des Patienten nach brusterhaltender Therapie bzw.
kompletter Brustentfernung respektiert wird, soweit dies medizinisch mo¨glich ist.
Um diese Aussage zu beweisen sind komplexe Zusatzannahmen notwendig, da im ersten
Kapitel der Fallstudie Planzustandsu¨berga¨nge von Pla¨nen referenziert werden, die dort nicht
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existieren. Mit entsprechenden Annahmen ist es dennoch mo¨glich, die Aussage zu beweisen.
Der Beweis dieser Aussage wird detailliert in Abschnitt 22 beschrieben.
D.10 Aussage 37
Aussage 37 verlangt, dass Endokrine Therapie nur nach einer Chemotherapie gestartet wird.
Wo¨rtlich lautet die Aussage
”
Endocrine therapy must be started only after chemotherapy
is completed“. In Zusammenarbeit mit Medizinern wird diese Aussage so interpretiert, dass
es durchaus zula¨ssig ist, Endokrine Behandlungen durchzufu¨hren, wenn keine Chemotherapie
gestartet wurde. Die Aussage verlangt nur, dass die Reihenfolge eingehalten wird, wenn beide
Behandlungen angewendet werden.
Die Aussage wird im zweiten Kapitel der Fallstudie gezeigt. Wie auch bei den anderen
Beweisen in diesem Kapitel reicht symbolische Ausfu¨hrung alleine aus, um die Aussage zeigen
zu ko¨nnen. Die schiere Gro¨ße des Beweise bringt allerdings technische Probleme mit sich.
Um die Zeit, die zum Beweis no¨tig ist zu verkleinern, wird der Beweisbaum in verschiedene
Teile zerlegt, die jeweils unabha¨ngig voneinander auf verschiedenen Computern gleichzeitig
berechnet werden ko¨nnen.
Wie auch bei den anderen Aussagen, die u¨ber dem Modell des zweiten Kapitels der Leitli-
nie gezeigt wurden, gilt auch hier, dass der Automatisierungsgrad extrem hoch ist. Lediglich
Abstraktionen vor der Anwendung von temporallogischer Induktion mu¨ssen von Hand durch-
gefu¨hrt werden. Speziell bei Aussage 37 muss zusa¨tzlich noch ha¨ndisch entschieden werden,
an welchen Stellen Unteraussagen gebildet werden mu¨ssen, die dann in getrennten Beweisen
gezeigt werden sollen.
Die Berechnungen der Beweise wurden u¨ber Nacht auf vier unterschiedlichen Prozessoren
durchgefu¨hrt. Die Rechenzeit betrug insgesamt weniger als 4*10 Stunden.
D.11 Aussage 38
Aussage 38 verlangt, dass alle Patientinnen, die mit brusterhaltender Therapie behandelt
werden, zusa¨tzlich mit Strahlentherapie behandelt werden sollen. Der Beweis der Aussage
kann erfolgreich durchgefu¨hrt werden. Er wird detailliert in Abschnitt 23 beschrieben.
D.12 Jaundice-Indikator
Da die Brustkrebs-Fallstudie keine komplexen Zeit-Annotationen entha¨lt, wird zum Test des
Umgangs des Kalku¨ls mit Zeit-Annotationen eine Aussage aus der Jaundice-Fallstudie be-
wiesen. Dabei handelt es sich um den Indikator, der formuliert wurde fu¨r einen Plans zur
Behandlung eines Sa¨uglings mit Licht-Therapie. Dieser Indikator verlangt, dass der Behand-
lungsplan abbrechen soll, wenn er nicht anschla¨gt, sich also der Zustand des Sa¨uglings nach
einer Karenzzeit von vier Stunden nach Beginn der Licht-Therapie nicht bessert. Nach Ab-
lauf dieser vier Stunden muss fu¨r die na¨chsten zwei Stunden eine konstante Besserung des
Patientenzustands nachgewiesen, oder der Plan abgebrochen werden.
Der Beweis dieser Aussage wird mittels symbolischer Ausfu¨hrung durchgefu¨hrt. Der Beweis
gliedert sich in mehrere Teile, zuna¨chst den Aktivierungsteil, in dem der Plan zur Behandlung
und dessen Unterplan gestartet und aktiviert werden. Sobald der Plan und sein Unterplan
im Zustand activated sind beginnt der zweite Teil des Beweises, in dem auf das Eintreten
des Startereignisses gewartet wird, das vier Stunden nach dem Planstart liegt. Sobald das
Startereignis vorliegt wird im na¨chsten Teil des Beweises auf das Eintreten des Endereignisses
gewartet, welches sechs Stunden nach Planstart auftritt. In dieser Phase muss in jedem Schritt
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nachgewiesen werden, dass der Zustand des Patienten sich im letzten Schritt gebessert hat
oder aber der Behandlungsplan seine Bearbeitung abbricht.
Im Letzten Teil, der mit dem Eintritt des Endereignisses beginnt, muss nichts mehr gezeigt
werden, stattdessen wird in diesem Teil nur noch auf die Terminierung des Behandlungsplans
gewartet.
Der Beweis dieser Aussage wird detailliert in [62] vorgestellt.
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