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A Chern–Simons system in 2+1 dimensions invariant under local Lorentz rotations, SU(2) gauge
transformations, and local N = 2 supersymmetry transformations is proposed. The field content is
that of (2+ 1)-gravity plus an SU(2) gauge field, a spin-1/2 fermion charged with respect to SU(2)
and a trivial free abelian gauge field. A peculiarity of the model is the absence of gravitini, although
it includes gravity and supersymmetry. Likewise, no gauginos are present. All the parameters in-
volved in the system are either protected by gauge invariance or emerge as integration constants.
An effective mass and effective cosmological constant emerge by spontaneus breaking of local scal-
ing invariance. The vacuum sector is defined by configurations with locally flat Lorentz and SU(2)
connections sporting nontrivial global charges. Three-dimensional Lorentz-flat geometries are space-
times of locally constant negative –or zero–, Riemann curvature, which include Minkowski space,
AdS3, BTZ black holes, and point particles. These solutions admit different numbers of globally
defined, covariantly constant spinors and are therefore good candidates for stable ground states.
The fermionic sector in this system could describe the dynamics of electrons in graphene in the long
wavelength limit near the Dirac points, with the spin degree of freedom of the electrons represented
by the SU(2) label. If this is the case, the SU(2) gauge field would produce a spin-spin interaction
giving rise to strong correlation of electron pairs.
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I. INTRODUCTION
Supersymmetry (SUSY) is the only nontrivial symme-
try that mixes internal and spacetime transformations.
SUSY is a compelling idea could solve many puzzles in
particle physics and cosmology. It imposes severe restric-
tions on particle multiplets and makes it possible to es-
tablish positive energy and stability theorems. Addition-
ally, it improves renormalizability of otherwise unrenor-
malizable theories, provides a protection mechanism for
the hierarchy of the observed energy scales in unified the-
ories, and even suggests candidates for dark matter (for
a modern introduction to SUSY, see, e.g., [1]).
Standard SUSY models describe particle multiplets in
which fermions and bosons come in equal numbers and
have the same mass. Since this pairings are experimen-
tally observed, it means that SUSY must be severely bro-
ken at currently accessible energy scales. Whether SUSY
is restored at a higher energy scale is yet to be seen, but
2decades of experimental searches have tightened the con-
straints on the simplest plausible SUSY models, if not
discarded them completely [2–5].
As far as it can be experimentally assessed, fermions
and bosons play very different roles in nature: bosons
are carriers of interactions whereas fermions constitute
matter currents that interact via the exchange of gauge
bosons. All bosons, with the sole exception of the Higgs,
are spin-one fields in the adjoint representation of a gauge
group, mathematically described by one-form connec-
tions in a fiber bundle. Fermions, on the other hand,
are spin-1/2 fields in a vector representation of the same
gauge group, mathematically described as zero-form sec-
tions in the bundle. These distinct features seem hard
to reconcile with SUSY, which transforms fermions into
bosons and vice versa. But that is not necessarily so.
There is a class of SUSY models where fermions and
bosons are combined in a gauge connection, in which
fermions are sections and bosons are connections [6, 7].
Models of this type have a long tradition of precursors
that dates back to the pioneering work of Deser, Jackiw,
and Templeton, Achu´carro and Townsend [8–15].
When supersymmetry is locally realized, gravity is nat-
urally included [16] and brings in the gravitino, the spin-
3/2 superpartner of the metric [17]. The novelty of the
system we discuss here is that the local realization of
SUSY combines fermions and bosons in a connection for
a superalgebra that does not require the presence of grav-
itini. One of the simplest three-dimensional version of
this model contains an abelian gauge field, a spin-1/2
Dirac fermion, a spin connection and the vielbein com-
bined into a connection for osp(2|2). The action is taken
as the Chern–Simons (CS) form for this connection and
all parameters in the action (up to an overall constant)
are fixed by gauge invariance [6, 7]. The mass of the
fermion emerges as an integration constant –not neces-
sarily zero–, while the bosons remain massless. It is the
breaking of a built-in Weyl symmetry what provides a
mass gap, rather than the breaking of SUSY. This ac-
tion can describe (massive) electrons moving in a curved
graphene background including topological defects and
external electromagnetic fields [18].
A similar construction can be attempted in 3 + 1 di-
mensions by extending the gauge algebra SO(3, 1)×U(1)
to usp(2, 2|1), which includes supersymmetry. Although
the connection is uniquely defined along the lines of the
three-dimensional case instead of a CS form, which do
not exist in even dimensions, the natural Lagrangian
is the Yang–Mills form that gives ries to an action of
the MacDowell–Mansouri type [19]. This breaks the
USP (2, 2|1)-invariance and the system is invariant un-
der local SO(3, 1)×U(1) ⊂ USP (2, 2|1) transformations,
which is expected in any low energy description of grav-
ity [20–22]. The resulting theory includes gravity with
a positive cosmological constant, Maxwell electrodynam-
ics and a charged spin-1/2 field minimally coupled to
both gravity and electromagnetism, plus a Nambu–Jona-
Lasinio self-coupling term [7]. In this case, although su-
persymmetry is broken, its underlying presence uniquely
determines both the field content and the interactions
in the action. The exercise can be repeated in higher
dimensions and for different gauge groups. The general
situation is this: in odd D the CS form allows to build su-
persymmetric models, while for even D the Yang–Mills
construction leads necessarily to scenarios with broken
SUSY.
Graphene near the Dirac points is characterized by
electrons described by a two-component massless Dirac
field, where each component corresponds to the states
occupying the two triangular sublattices of the hexago-
nal graphene lattice. Therefore, the spinor index of the
electron field is not related to the orientation of the spin.
The spin degree of freedom of the electron must be rep-
resented by an additional SU(2) index. In this way, the
system acquires a local symmetry, the freedom to choose
the quantization of axis independently at each point in
the manifold –or at each lattice site. This SU(2) symme-
try had already been used in the context of the Jordan–
Wigner transformation that maps localized fermions into
collective bosonic states and vice versa in the Hubbard
model [23].
In this work we consider a 2 + 1 model which includes
gravity, an su(2) gauge field AI , and two spin-1/2 fermion
fields ψi. Gravitation is represented by the dreibein e
a
µ
—the soldering form between the tangent space and the
spacetime manifold— and the Lorentz connection ωabµ.
All fields combine into a one-form gauge connection A
transforming in the adjoint representation of su(2, 1|2).
Supersymmetry is locally realized, yet there are no grav-
itini and therefore this is not standard supergravity. As
explained in detail in section II, this feature comes about
because the gravitino is replaced by the combination
eaµγaψi, where ψ is a zero-form, spin-1/2 Dirac fermion
and eaµ.
Having established the action and the field equations
for the model, in Section III we turn to the study of vac-
uum solutions, i.e., configurations with ψi = 0, for which
both the Lorentz and the su(2) curvatures vanish. Inter-
estingly enough, as shown in [24], AdS3 satisfies these
conditions. Here we show that the three-dimensional
black hole, endowed with an su(2)-singlet charge W , is
also a vacuum solution. The solution can also be ex-
tended to the rotating case. These 2+1 black holes, like
the original one [25], are locally “pure gauge” but glob-
ally nontrivial. In Section IIID, direct application of
Noether’s theorem yields the conserved charges.
In Section IV, we address the question of stability by
establishing the existence of Killing spinors. By direct
integration of the Killing spinor equation, we prove the
existence of globally-defined Killing spinors for particular
values of the mass M and W . This means that these so-
lutions are Bogomolny–Prasad–Sommerfield states (BPS,
[26, 27]) and therefore good ground state candidates. We
close in Section V with conclusions and an outlook for fu-
ture work.
3II. THE SYSTEM
Graphene, the two-dimensional hexagonal lattice of
carbon atoms, was predicted by Wallace [28] and had
been studied by various authors in the last sixty years
[29]. This system attracted considerable attention in re-
cent years, after the discovery by Geim and Novoselov of
an ingenious method for its production in the laboratory,
which has allowed the study of its exceptional physical
properties [30].
Here we consider a system describing a two-
dimensional spatial manifold where a spin-1/2 Dirac field
propagates interacting with the geometry of the mani-
fold in a manner that electrons in graphene would do,
via the minimal coupling to the spin connection in a
Weyl invariant manner. We adopt the point of view
that although the kinematics of graphene takes place in a
(2+1)-dimensional spacetime, the fermions describe elec-
trons in 3+1 dimensions. This means, in particular, that
the fermions in this system belong to a spin-1/2 irre-
ducible representation of SU(2). The invariance under
the changes in the local definition of spin quantization
axis introduces a corresponding SU(2) gauge symmetry
that brings about an interaction between the spin and
the gauge field.
It turns out that this system consisting of the charged
spin-1/2 field, the geometry of the 2+1 spacetime, the
electromagnetic interaction and the SU(2) gauge field,
can be neatly packaged as a CS gauge theory for the
su(2, 1|2) algebra in three-dimensional spacetime. This
is the smallest superalgebra containing su(2) and the
Lorentz algebra so(1, 2) ≡ sl(2;R) ≡ sp(2;R) in three-
dimensional spacetime. Additionally, there are complex
supersymmetry generators and a u(1) generator. An ex-
plicit 4× 4 supermatrix representation of this superalge-
bra is given in Appendix A.
A. Connection and curvature
We take a connection one-form in the algebra spanned
by the Lorentz generators Ja, the su(2) generators TI ,
the supercharges Qi and Q
i
, and a central u(1) extension
Z. As usual the coefficients are the dynamical fields,
A = ωaJa +A
ITI +Q
i
γae
aψi + ψ
i
eaγaQi + bZ, (II.1)
where ωa = 12ǫ
a
bcω
bc is the Lorentz (spin) connection,1
AI is the su(2) connection and ea is the dreibein one-form
(local frame). Flat space indexes take values a = 0, 1, 2
in so(1, 2) and we will mostly omit spinor indexes α =
1, 2. The index I = 1, 2, 3 is in the adjoint and i = 1, 2
in the fundamental representation of SU(2). The two-
component complex spinor ψαi is a zero-form, and the
1 We use the convention ǫ012 = +1.
field b is an abelian one-form. The spinor need not be
charged with respect to b because Z is central.
In order to incorporate a fermion matter field in the
connection, we use a soldering form so the two fields com-
bine into a one-form. The local SO(1, 2) frame combines
correctly with the spacetime index of the γ-matrices re-
specting Lorentz symmetry. This combination also gives
correct volume forms to build Lagrangian densities in
curved space. The composite field ξαµ = γµψ
α has identi-
cally vanishing spin-3/2 component (µ are curved space
indexes), so it is not the Rarita-Schwinger field. As we
show below, neither gauginos nor gravitini are present.
Thus, it is clear that the theory constructed with the
connection A is fundamentally different from supergrav-
ity and from the usual supersymmetric formulations of
CS theories in three dimensions [10, 11]. Similar con-
structions have also been considered in [31, 32].
Part of the geometric structure and the details of the
representation can be readily seen from the curvature
two-form, F ≡ dA+ A2,2
F = FaJa + FITI +QiFi + F iQi + F(b)Z , (II.2)
whose components are given by
Fa = Ra − ǫabcebecψψ , (II.3)
FI = F I − iǫabceaebψγcσIψ , (II.4)
Fi = D ji (/eψj) , (II.5)
F i = −(ψj/e)←−D ij , (II.6)
F(b) = db− iǫabceaebψγcψ . (II.7)
Here Ra = dωa + 12ǫ
a
bcω
bωc is the Lorentz curvature 2-
form, and F I = dAI + 12ǫ
I
JKA
JAK is the su(2) cur-
vature. We denote by /e the contraction eaγa = γµdx
µ,
and use D for the exterior covariant derivative for an
so(1, 2) × su(2) connection. In particular, for the spin-
1/2 fundamental representation,
D ji = δ
j
i d+
1
2
δjiω
aγa − 1
2
AI(σI)
j
i , (II.8)
←−
D ji = δ
j
i
←−
d − 1
2
δjiω
aγa +
1
2
AI(σI)
j
i ,
and Ωm
←−
d = (−1)mdΩm for anm-form. In (II.8) we have
used the full Lorentz connection (metric compatible) ωa.
The Lorentz connection can be split uniquely as ωa =
ω˚a + κa, where ω˚a is the torsion-free connection and κa
is the contorsion 1-form, so that dea + ǫabcω˚
bec ≡ 0 and
T a = ǫabcκ
bec.
In three dimensions, spinors have mass-dimension one
and the vielbein have dimensions of length, so that the
2 Exterior product of forms is understood and wedges are therefore
omitted, except where ambiguities might arise. We also omit
internal indexes whenever it does not lead to ambiguities, so
that ψψ ≡ ψiψi and ψσIψ ≡ ψi(σI ) ji ψj .
4combination eaψ is dimensionless. This cancellation is a
reflection of a scale invariance, consequence of the trick
used to incorporate spin-1/2 matter firlds in the connec-
tion (II.1). This means that the following Weyl transfor-
mations
ea → λ(x)ea, ψ → λ(x)−1ψ , (II.9)
is a symmetry of the classical action. The components
of the curvatures, (II.3)-(II.7), are sourced by scale-
invariant combinations of the local frames and matter.
In Section III, we will discuss classical solutions for the
background geometry that provide a mechanism for spon-
taneous breaking of scale invariance.
B. Action
In three dimensions, we choose as gauge (quasi-) invari-
ant Lagrangian the CS form, LCS(A) ≡ κ2 〈AdA + 23A3〉,
where the bracket 〈· · · 〉 stands for the supertrace in
the corresponding representation. In this way the La-
grangian containing the dynamical fields is
L0(ω
a, ea, AI , b, ψ) = LCS(A) , (II.10)
where the relevant non-vanishing bilinear supertraces are
〈Ja Jb〉 = 1
2
ηab , (II.11)
〈TI TJ 〉 = 1
2
δIJ , (II.12)
〈Qαi Q
j
β〉 = −δαβ δji . (II.13)
The fact that all traces involving Z vanish means that b
is decoupled from the Lagrangian and no field equation
involves it. 3 The general properties of the CS form
guarantee that the Lagrangian (II.10) changes at most
by a closed form (boundary term) under local su(2, 1|2)
transformations. The case of a manifold with boundary
will be discussed in the next section.
Expanding the Lagrangian (II.10) yields
L0 = LCS(ω
a) + LCS(A
I) + d3x|e|Lψ , (II.14)
where |e| = det[eaµ], LCS(ωa) is the Lagrangian of CS
gravity [33], LCS(A
I) is the CS form for the su(2) con-
nection AI and d3x|e|Lψ = κ2ψ
i
/e(
←−
D i
j − Dij)/eψj . The
fermionic Lagrangian can be written as the minimal cou-
pling contribution plus an extra non-minimal coupling
with the torsion
Lψ = κ ψ[γµDµ −←−Dµγµ + 1
2
ǫa
bcT abc]ψ , (II.15)
3 Since Z is a central extension, the U(1) field can be trivially
included in the system by adding its CS form bdb, plus the cor-
responding minimal coupling to the fermion, ψ/bψ. We ignore
this possibility here in order to keep the discussion as simple as
possible; the coupling to the U(1) field was discussed in [6].
where T abc ≡ EaνEbλT aνλ are the components of the
torsion two-form, T a ≡ Dea = (1/2)T aµνdxµ ∧ dxν . In
(II.15) the derivatives act only on the spinors, while the
torsion arises from the derivatives acting on the vielbein.
In terms of the torsion-free connection the coefficient of
the coupling with the torsion is changed,
Lψ = κ ψ[γµD˚µ −
←−˚
Dµγ
µ +
1
4
ǫa
bcT abc]ψ . (II.16)
In either form, the fermion couples with completely anti-
symmetric part of the torsion contracted with the epsilon
tensor.
We define the Dirac adjoint as
ψ
i
α = iψ
†β
j Cβαδ
ji , (II.17)
or simply as ψ = iψ†C. Here
(γa)
† = CγaC , C
† = −C , C2 = −1 . (II.18)
so that C†C = 1. We use gamma matrices {γa, γb} =
2ηab, with [ηab] = diag(−,+,+). The fermionic covariant
bilinears ψψ and ψσIψ are real, and ψγaψ ψγaσIψ are
imaginary. In three dimensions γab ∼ γa so this list is
complete. From this we see that all the gauge fields, the
Dirac Lagrangian and the whole action are real.
Equations of motion. The field equations are given
by the zero-curvature conditions,
Fa = 0 , FI = 0 , (II.19)
the Dirac equation and the resulting equation from the
variation with respect to the local frame.
Varying with respect to ψ and dropping a boundary
term ∂µ(−κ |e|δψψ), we obtain the Dirac equation,
0 = 2[γµD˚µ +m]ψ + ǫabcω˚
a
µE
bµγcψ + |e|−1∂µ(|e|γµ)ψ ,
(II.20)
where the last two terms are required by hermiticity. In
(II.20) we have defined the quantity,
m =
1
8
ǫabcTabc , (II.21)
associated to a nonzero torsion of the spacetime.
Varying with respect to the local frame gives
δ(|e|Lψ) = |e|δeaµτ µa + κ ∂µ[|e|ǫµνaδeaνψψ], where
τ µa =κ
[
ψ(E µa γ
bDb −←−DbE µa γb)ψ
−ψ(γµDa −←−Daγµ)ψ + 1
3
E µa ǫ
bcdTbcdψψ
]
.
(II.22)
Therefore, the field equation
τ µa = 0 , (II.23)
guarantees that the stress-energy tensor,
tµν =κ gµν [ψ(γρDρ −←−Dργρ)ψ + 1
3
ǫabcTabcψψ]
− κ ψ[γ(µDν) −←−D (µγν)]ψ , (II.24)
5vanishes on-shell 4 as a consequence of Weyl invariance.
C. Gauge transformations and no-gravitini
projection
A gauge transformation generated by a local, infinites-
imal, su(2, 1|2)-valued zero-form G,
G = λaJa + ρ
ITI + ε
iQi −Qiεi + λZ , (II.25)
induces transformations on the component fields ωa, AI ,
ea, ψi and b. While the transformation laws for ω
a, AI
and b are straightforward to read off from the usual rule
δA = dA+[A, G] ≡ DG, extra care is required when han-
dling ea and ψi, since this expression only determines the
variation of the product /eψi. In order to see the form
of the transformations on the fields ψi and e
a, we fol-
low the prescription in [24], which basically ensures that
the vielbein remain invariant under gauge and supersym-
metry transformations, but rotate as vectors under the
Lorentz subgroup. This is in line with the standard as-
sumption that the metric is unaffected by internal gauge
transformations like U(1) and SU(N).
Internal gauge symmetry. The u(1) transforma-
tions generated by λZ affect only the u(1) field b, which
changes as δb = dλ. Under su(2), the nonzero transfor-
mations are
δAI = DρI , (II.26)
δψi =
i
2
ρI(σI)
j
i ψj , (II.27)
δψ
i
= − i
2
ψ
j
ρI(σI)
i
j , (II.28)
where we have defined the su(2) covariant derivative in
the adjoint representation, DSI ≡ dSI + ǫIJKAJSK .
It is consistent to keep the same notation for the full
so(1, 2)× su(2) covariant derivative as long as it is used
with the appropriate representation of the argument. In
this realization there are no gauginos and the matter field
ψi transforms in the fundamental of SU(2).
Lorentz symmetry. Under Lorentz rotations, ea
transforms as a vector while the metric gµν = ηabe
a
µe
b
ν
is insensitive to the choice of local orthonormal basis in
the tangent space. Consequently, one finds5
δωa = Dλa , (II.29)
δea = −ǫabcλbec , (II.30)
δψi = −1
2
λaγaψi , (II.31)
δψ
i
=
1
2
λaψ
i
γa , (II.32)
4 Here tµν ≡ (2/√−g)δ(√−gLψ)/δgµν = (1/2)ηab(E µa τνb +
E νa τ
µ
b
), and we used a convention in which sµν = s(µν) for
symmetric tensors).
5 In this one-index notation, eq. (II.30) is equivalent to δea =
−λabeb, with λab = −ǫabcλc.
whereDλa ≡ dλa+ǫabcωbλc defines the Lorentz covariant
derivative of λa. Note that the matter field ψi transforms
in the spin-1/2 representation automatically, and not in
the adjoint of so(1, 2). Obviously, AI remains invariant
under local Lorentz transformations.
Supersymmetric rotations. Under supersymmetry
transformations ωa, AI and b change by
δωa = ea(ψε+ εψ)− ǫabceb(ψγcε− εγcψ) , (II.33)
δAI = −iea(εσIγaψ + ψσIγaε) , (II.34)
δb = −iea(εγaψ + ψγaε) , (II.35)
where the su(2) indexes are traced over (and omitted).
A spinor with an extra Lorentz (or spacetime) index,
such as ξαµ = γµψ
α, belongs to the reducible representa-
tion 1 ⊗ 1/2 = 1/2 ⊕ 3/2 of the Lorentz group. Hence,
it can be uniquely decomposed into its irreducible pro-
jections as ξµ = Ψµ + Φµ, where Ψµ = (P1/2)µ
νξν car-
ries spin-1/2, while Φµ = (P3/2)µ
νξν is the spin-3/2 part
(gravitino), with
(P3/2)µ
ν = δνµ −
1
3
γµγ
ν = δνµ − (P1/2)µν . (II.36)
In our case, ξµ = e
a
µγaψ = γµψ and therefore the grav-
itino contribution vanishes identically, Φµ ≡ 0. Thus, a
supersymmetry transformation of Ψµ = e
a
µγaψ gives
δΨµ = γaδe
a
µψ + γµδψ = Dµε. (II.37)
Finally, multiplying (II.37) by P1/2 yields
δψi =
1
3
γµ(Dµε)i , (II.38)
δψ
i
= −1
3
(ε
←−
Dµ)
iγµ , (II.39)
δea = 0 . (II.40)
Here δea = 0 ensures that fields remain in a linear repre-
sentation of SUSY and guarantees that the spin-3/2 exci-
tation is not switched on by supersymmetry (no-gravitini
condition). Multiplying (II.37) by the P3/2 projector
yields the consistency condition
(P3/2)µ
νDνε = 0. (II.41)
This last condition guarantees that the symmetry trans-
formations close off-shell without the need to introduce
auxiliary fields. In other words, the fields form a basis
for a representation of the SU(2, 1|2) gauge group.
Equation (II.41) can be solved by demanding that Dµε
lives in the kernel of P3/2, that is
Dµε = γµχ . (II.42)
As we will discuss in Section IVC, in order to satisfy
the integrability condition of the last equation we may
demand to make ε global.
The model has a transparent structure. The presence
of fermions requires the introduction of a soldering form
6(the vielbein) in order to project properties of the dy-
namical fields in the tangent space onto the base man-
ifold. In particular, the fact that fermions belong to a
spin-1/2 representation of the Lorentz group is a feature
defined on the tangent space, and the fact that A(x) is
a one-form is a property on the base manifold. Hence,
the introduction of vielbeins in the spacetime manifold is
required by the presence of fermionic matter, so that a
theory that includes fermions necessarily also includes a
metric structure, as noted long ago by H. Weyl [34].
One of the essential features of gauge theories is the
background independence of the gauge symmetry. A
gauge transformation
A(x)→ A′(x) = g−1(x) [A(x) + d] g(x), (II.43)
is the same in any spacetime geometry, i.e., it does not
depend on the metric or affine properties of the back-
ground. The invariance of the Yang–Mills Lagrangian,
LYM = (−1/4)√−ggµαgνβTr (FµνFαβ) under (II.43)
holds at any spacetime point, irrespective of the coor-
dinates, the metric, the background curvature, torsion,
etc. The decoupling between the internal gauge sym-
metry and the spacetime geometry is also reflected in
the fact that the metric itself is invariant under internal
gauge transformations.
Gauge invariance of the metric is ensured if the viel-
bein is also gauge invariant, eaµ(x) → e′aµ(x) = eaµ(x).
Actually, a weaker condition like e′aµ(x) = Λ
a
b(x)e
b
µ(x),
with Λ ∈ SO(1, 2), would suffice to render the metric in-
variant. This is indeed the case when the gauge group
includes Lorentz transformations, something that is not
often assumed because the Lorentz group is not usually
viewed as an internal symmetry. The distinction between
internal and spacetime symmetries for the case of the
Lorentz group, however, is rather semantic.
The decoupling between the gauge transformations (in-
ternal symmetries) and the geometric properties of space-
time (external symmetries) guarantees that gauge invari-
ance holds irrespective of the “environment.” Mathemat-
ically this is reflected in the fact that a fiber bundle is
locally a direct product of a vector space and a manifold:
the fibers in the bundle are identical copies of the same
algebra, regardless of what the base manifold could be.
In the same spirit, here we assume the metric structure
to be decoupled from supersymmetry. The vielbein plays
the role of a dictionary to translate between the mani-
fold and the tangent space that is not transformed under
SUSY. As shown in [6], this corresponds to a projection
of the local SUSY algebra on the spin-1/2 subspace, in-
stead of projecting on the spin-3/2 space, as it is usually
done in supergravity [16]. The tangent space description
in the Riemann-Cartan geometries allows to establish a
clear distinction between the vacuum energy Λ and a ef-
fective cosmological constant Λeff. In the next section we
describe classical solutions that have vanishing vacuum
energy but a nonzero Λeff.
D. Transgression action and charges
In order to define conserved charges in the presence
of nontrivial boundary conditions it is necessary to add
boundary terms to the action to make sure that the ac-
tion remains stationary on the classical orbits. For trivial
conditions, in which all the fields are fixed at the bound-
ary and the space is asymptotically flat, it is often unnec-
essary to take these precautions, but for asymptotically
AdS spacetimes boundary terms are often required. Let
us assume a three-dimensional manifold whose local ge-
ometry is of the formM = R×Σ, where R represents the
time direction and Σ is the two-dimensional spatial sec-
tion. As shown in [35–37], the regularized Chern-Simons
action is given by the transgression form T defined by
T = LCS(A) +B(A,A)− LCS(A) , (II.44)
where A corresponds to a fixed classical solution, that
matches A at the boundary and has zero curvature F
A
=
0. The term B lives on the boundary and is such that
it makes the action gauge invariant. Varying T with
respect to A (with δA = 0) yields
δT = κ 〈δAFA〉 − κ
2
d 〈AδA〉+ δB. (II.45)
The first term on the right-hand side vanishes on-shell
and therefore B must be such that[
δB − κ
2
∫
∂M
〈AδA〉
]∣∣∣∣
on-shell
= 0. (II.46)
The boundary condition A
∣∣
∂M
= A means that (II.46) is
fulfilled if
B = −κ
2
∫
∂M
〈
AA
〉
. (II.47)
The variation of the transgression form around an ar-
bitrary (infinitesimal) configuration δA will be given by
δT = κ〈δAFA〉+ dΘ. (II.48)
where
Θ =
κ
2
〈δA (A− A)〉 . (II.49)
Under gauge transformations δA = DAG, δA = DAG,
the transgression remains invariant off-shell, δgaugeT = 0.
Consequently, by Noether’s theorem, there is a conserved
current ∗J = −Θ [38]. Demanding the reducibility con-
dition at spatial infinity,
Dξ
∣∣
∂Σ
= 0 , (II.50)
the conserved charge can be found as [39]
Q[ξ] = κ
〈(
A− A) ξ〉 . (II.51)
This last expression will be used in section IIID to com-
pute the global charges of nontrivial vacuum solutions.
7E. Mass generation
Let us now see how m defined in (II.21) can be treated
as an effective mass induced by spontaneous breaking of
Weyl invariance. From the field equation Fa = 0 it is
straightforward to check that Rabe
b = 0 and therefore
the torsion two-form must be covariantly constant in the
Lorentz connection,
DT a ≡ Rabeb = 0 . (II.52)
In 2 + 1 dimensions, the condition DT a = 0 can be inte-
grated to
T a =
ǫ
z
ǫabce
bec , (II.53)
where z > 0 is an arbitrary integration constant with
dimensions of length and ǫ = ±1. The introduction of
a dimensionful constant fixes the scale for the classical
configuration, breaks Weyl invariance and give us an ef-
fective mass term for the fermion
m = − 3ǫ
2z
. (II.54)
As will seen below, configurations with non-trivial tor-
sion also contribute to the effective cosmological con-
stant, i.e. the Riemannian curvature. A pure grav-
ity model that exhibits a similar feature is the Mielke-
Baekler model [40], see [41] for the CS formulation of it.
In section III A we will comment on the suitable curved
background geometries to do perturbation theory. In or-
der to have a well-defined variational principle respecting
gauge invariance, the CS terms in a non-compact man-
ifold must be supplemented with a boundary term and
appropriate boundary conditions that regularize the ac-
tion [38].
III. VACUUM SOLUTIONS
The field equations (II.19) in the matter-free sector,
ψ = 0 = ψ, imply that spacetime is locally Lorentz flat
(Rab = 0) and SU(2) flat (F I = 0). The interesting point
is, however, that this does not necessarily imply a triv-
ial geometry or a trivial SU(2) configuration. The field
equations admit other nontrivial solutions depending on
the topology and boundary conditions. Moreover, these
equations do not completely determine the metric struc-
ture and there is a large family of nontrivial solutions
that solve them, as discussed in this section.
A. Lorentz-flat geometry
As shown in [24], the most general 2+1 geometry com-
patible with Rab = 0 is a geometry of constant negative
(Riemann) curvature, i.e., AdS3. Minkowski space is also
allowed as a limiting case of vanishing cosmological con-
stant. This can be seen as follows.
The Lorentz connection ω can be uniquely split into a
torsion-free part and the contorsion as
ωab = ω˚
a
b + κ
a
b, (III.1)
where ω˚ is defined by dea + ω˚abe
b ≡ 0, and the torsion
2-form is T a = κabe
b. The torsion-free condition can
be solved for ω˚ in terms of the vielbein and a symmet-
ric affine connection (Christoffel symbol). The Lorentz
curvature Rab splits into the torsion-free (Riemannian)
curvature R˚ab and torsion-dependent terms,
Rab = R˚ab + D˚κab + κacκ
cb. (III.2)
Clearly the Lorentz-flat condition Rab = 0 does not
necessarily imply R˚ab = 0. The Lorentz-flat condition
(III.2), however, implies that the torsion-free connection
ω˚ab is not generically flat, but R˚ab = −D˚κab − κacκcb.
From (II.53), the contorsion can be written as
κab = − ǫ
l
ǫabce
c, (III.3)
where we reserved the constant l for the vacuum case
and l > 0. It can be directly checked that D˚κab = 0 and
finally
R˚ab = − 1
l2
eaeb . (III.4)
The torsion-free part of the Lorentz connection defines
the Riemann tensor that accounts for the purely metric
(torsion free) curvature,
Rαβµν = EαaEβbR˚abµν . (III.5)
Combining (III.4) and (III.5), the Riemann tensor for a
Lorentz-flat connection is found to be [24]
Rαβµν = − 1
l2
(
δαµδ
β
ν − δαν δβµ
)
. (III.6)
Therefore, even if the contribution to the vacuum energy
from the fermion condensate were to vanish (ψψ = 0),
there is an effective cosmological constant Λeff = − 1l2 ,
where l is an arbitrary integration constant. The solution
with flat Riemann curvature can also be accommodated
by taking ǫ = 0 (or l → ∞). Note that, while there is a
sign ambiguity in the torsion (ǫ = ±1), no such ambiguity
exists for the curvature, which means that this result is
not true for Λ > 0: de Sitter spacetime is not a Lorentz-
flat geometry.
Considering that the symmetry used to define the
model is a superextension of Lorentz symmetry, it is
interesting that either flat or negative curvature spaces
could emerge spontaneously. Positive curvature, how-
ever, is not allowed. We can compare this fact with the
four-dimensional case in which de Sitter is not favored by
supersymmetry either [42].
8Conversely, (III.4) implies that any simply connected
patch of three-dimensional anti-de Sitter space can be
endowed with a flat Lorentz connection, just like any
patch of Minkowski space. This result can be seen as the
Lorentzian version of Adams’ theorem, which states that
S3 is parallelizable, i.e., it can be endowed with a globally
defined flat SO(3) connection [43, 44]. This theorem is
only valid for S0, S1, S3 and S7, so it should not surprise
us to have also a similar conclusion in D = 7 and in no
other cases.
In the presence of matter the fermion condensate
〈
ψψ
〉
relates to the curvature of space and the magnitude of the
torsion by means of,
R˚ab = (2
〈
ψψ
〉− 1
z2
)eaeb , (III.7)
and therefore, the effective cosmological constant is
Λeff = 2
〈
ψψ
〉− 1
z2
. (III.8)
This implies that, in order to avoid the appearance of a
tachyonic mass term, the following condition has to be
satisfied,
1
z2
= 2
〈
ψψ
〉− Λeff ≥ 0 , (III.9)
or Λeff ≤ 2
〈
ψψ
〉
. There are three different cases: First,
if
〈
ψψ
〉
< 0 only AdS spaces are allowed. Second, if〈
ψψ
〉
= 0, then spacetimes with Λeff ≤ 0 are allowed.
Finally, for
〈
ψψ
〉
> 0, Λeff can take any values in the
range −∞ < Λeff ≤ 2
〈
ψψ
〉
allowing for metrics that
include flat, negative, and a small window of positive
curvature spacetimes.
Summarizing this section, the general solution for the
matter-free equations is a spacetime that is locally AdS3
(or Minkowski), where the cosmological constant Λ =
−1/l2 is an arbitrary integration parameter. This family
of geometries includes AdS3 with or without identifica-
tions, in particular the 2+1 black hole [45] and spinning
point particles [46]. Since the starting point is only an ex-
tension of Lorentz symmetry compatible with either flat,
dS or AdS spaces, we find it interesting that the vac-
uum admits a dynamically selected curved background
and rules out de Sitter spacetime.
B. The 2 + 1 black hole as a Lorentz-flat geometry
The 2+1 black hole is locally AdS3, and the local frame
that corresponds to the rotating solution reads [25]
e0 = fdt , (III.10)
e1 = f−1dr , (III.11)
e2 = r (dϕ+Nϕdt) , (III.12)
where
f(r) =
(
r2
l2
−M + J
2
4r2
)1/2
, (III.13)
Nϕ = − J
2r2
, (III.14)
and (M,J) are integration constants corresponding to
the mass and angular momentum. The vanishing tor-
sion condition, dea + ω˚abe
b = 0, can be solved for the
connection yielding
ω˚01 =
r
l2
dt− J
2r
dϕ , (III.15)
ω˚12 = −fdϕ , (III.16)
ω˚20 = − J
2fr2
dr . (III.17)
The corresponding Riemannian two-form has constant,
negative (or zero) curvature, R˚ab = −l−2eaeb. On the
other hand, the full Lorentz connection ωab, including
the contorsion (III.3), reads
ω01 =
(
r
l
− ǫ J
2r
)[
1
l
dt+ ǫdϕ
]
, (III.18)
ω12 = −f
[ ǫ
l
dt+ dϕ
]
, (III.19)
ω02 = − 1
lf
(
Jl
2r2
+ ǫ
)
dr , (III.20)
and is explicitly checked to be flat, Rab = 0.
Other black holes solutions in the presence of torsion
have also been found in the Mielke-Baeckler model [47,
48].
C. Flat su(2) sector
In addition to being locally AdS3, the vacuum solutions
have a locally flat SU(2) connection. This connection
is locally pure gauge and therefore can be gauged away
in any simply connected patch. But the possibility of
gauging it away everywhere depends on the topology of
the manifold.
Since su(2) and so(1, 2) are locally isomorphic, and
the corresponding generators 1/2σA and 1/2γa are the
same up to factors of ±i [cf. eq. (A.1)], one can use the
connection (III.18)–(III.20) to tailor the su(2) field AI as
A1 = −i η
hs
(1− ηsV ϕ) dr , (III.21)
A2 = −h
[η
s
dt+ dϕ
]
, (III.22)
A3 = −iηr
s
(1 + ηslV ϕ)
[η
s
dt+ dϕ
]
, (III.23)
where η = ±1, s is an arbitrary length scale (not neces-
9sarily equal to l), and
h(r) =
(
r2
s2
−W + K
2
4r2
)1/2
, (III.24)
V ϕ = − K
2r2
. (III.25)
The flat su(2) solution III.21–III.23 makes the asymp-
totic behavior of the field as
A
1
= −iη
r
dr , (III.26)
A
2
= −r
s
[η
s
dt+ dϕ
]
, (III.27)
A
3
= −i r
s
η
[η
s
dt+ dϕ
]
. (III.28)
Here (W,K) are integration constants. This configura-
tion for AI closely mimics the Lorentz connection ωab
[cf. eqs. (III.18)–(III.20)], but the field equations al-
low nonetheless for independent integration constants
(W,K, s). As in the Lorentz connection, there is a sign
ambiguity (η) in the solution for F I = 0, but in this case
it is not related to another structure because in SU(2)
there is no analogue for the local frame or the torsion.
Additionally, the solution (III.21)–(III.23) allows another
sign freedom that corresponds to the choice of sign in the
square root to define h. There is no analogue of this sign
freedom in the Lorentz connection, since it would amount
to choosing a local basis in tangent space with the oppo-
site handedness relative to the coordinate basis.
D. Conserved Charges
The nontriviality of the configuration can be assessed
by computing the conserved charges (II.51). For a gen-
erator ξ = αaJa + β
ITI ∈ so(1, 2) ⊕ su(2) we explicitly
have
Q[ξ] =
κ
4
[
(ωa − ωa)αa + (AI −AI)βI
]
. (III.29)
This charge requires the definition of the asymptotic be-
havior of ωa and A
I
[39], given by the leading order in
r for r →∞, where these connections approach those of
the massless black hole and the uncharged su(2) solution.
Therefore
ω0 − ω0 = −Ml
2r
(ǫ
l
dt+ dϕ
)
+O
(
r−3
)
, (III.30)
ω1 − ω1 = l
2
2r3
(
ǫM +
J
l
)
dr +O(r−5) , (III.31)
ω2 − ω2 = − J
2r
( ǫ
l
dt+ dϕ
)
, (III.32)
and
A1 −A1 = −i s
2
2r3
(
ηW +
K
s
)
dr +O(r−5) , (III.33)
A2 −A2 = Ws
2r
(η
s
dt+ dϕ
)
+O
(
r−3
)
, (III.34)
A3 −A3 = iK
2r
(η
s
dt+ dϕ
)
. (III.35)
Now, the reducibility condition (II.50) for ξ implies in
the asymptotic region
dαa + ǫabcω
bαc = 0 , dβI + ǫIJKA
JβK = 0 . (III.36)
The asymptotic solutions are
α0 = ǫc1
(
r +
ǫlJ − l2M
2r
)
+O
(
r−2
)
, (III.37)
α1 = 0 , (III.38)
α2 = c1r +O
(
r−1
)
, (III.39)
and
β1 = 0 , (III.40)
β2 = ηc2
(
r +
ηsW − l2W
2r
)
+O
(
r−2
)
, (III.41)
β3 = iηc2r + O
(
r−1
)
. (III.42)
with c1 and c2 some arbitrary constants. Finally, the
Noether charge (III.29) is found to be
Q = κ
(c1
8l
(ǫMl− J) +O (r−2)) [ǫdt+ ldϕ]
+ κ
( c2
4s
(ηyW −K) +O (r−2)) [ηdt+ sdϕ]. (III.43)
This charge must be integrated on a circle at spatial in-
finity of a time slice, to obtain the conserved quantities
associated to the two symmetry groups,∫
S1
∞
Q =
πκ
2
(c1qSO(1,2) + c2qSU(2)) , (III.44)
where
qSO(1,2) = ǫMl− J , (III.45)
qSU(2) = ηsW −K . (III.46)
Each of the two symmetry groups have a single Casimir
operator and this is reflected in the two charges produced
by Noether’s procedure. In order to see how these charges
determine the configuration, let us consider the charge
associated to the Lorentz group, which is determined by
two continuous parameters (M ,J/l) and one sign (ǫ). For
a fixed value of qSO(1,2), there are two sets of points in
the (M − J/l) plane that correspond to it,
M = ±1
l
(
J + qSO(1,2)
)
. (III.47)
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These are two straight lines of slope ±1 that intersect at
the point (M,J/l) = −(0, qSO(1,2)/l). As shown in Fig. 1,
these lines (dashed) correspond to all states for some neg-
ative value of qSO(1,2), which include black holes (up-
per wedge), point particles (lower wedge) and unphysical
states (left and right wedges). Each of these lines inter-
sects an extremal black hole, M = |J |/l, or an extremal
spinning particle, M = −|J |/l [46]. As will be shown in
the next section, for qSO(1,2) 6= 0 those extremal states
admit-globally defined Killing spinors (BPS states).
A given value of the SU(2) charge also corresponds to
two lines in the (W,K/y) plane, but in this case there
is no geometric interpretation provided by the metric,
which discriminates between black holes, point particles
and unphysical states. In contrast with Poincare´ or AdS
gauge theories, here we have only one independent charge
asociated to space-time or Lorentz gauge transformations
[49–52].
J/l
M
1k
s
1k
s1ks
1ks2ks2k
s
2ks
3ks3ks
4ks
FIG. 1. Mass-angular momentum phase diagram for three-
dimensional solutions of gravity. The upper wedge (light blue,
or darker gray in the printed version),M > |J |/l, corresponds
to nonextremal black holes configurations. The lower wedge
(light yellow in electronic version), M < −|J |/l, corresponds
to point particles. Left and right wedges, |M | < |J |/l, are
unphysical configurations. At M = −1 we have anti-de Sitter
spacetime (square). Solid lines correspond to M ± |J |/l = 0.
Dotted lines in the lower wedge correspond toM±|J |/l = −1.
The dashed lines correspond to−1 < M±|J |/l < 0. A generic
configuration has no globally-defined Killing spinors (ks), but
there may be up to 4 ks for special values ofM and J . Further
explanation in the main text.
It is important to clarify how the flat SU(2) solution
should be interpreted. The fact that the fundamental
homotopy group of SU(2) is trivial, π1(SU(2)) = 0, tells
us that that symmetry is necessarily broken in the solu-
tion of Section III C. This is the result of imposing spe-
cific asymptotic behavior (III.26)-(III.28) by demanding
DβI = 0 at spatial infinity. In this sense (III.46) is really
an SU(2)-singlet charge, computed with respect to cer-
tain “orientation” of the βI parameter. The parameter
βI is analogous to the Higgs-like field of the ’t Hooft-
Polyakov monopole solution [53–55]. Here we have not
included the charge associated with the central generator
Z, which could be treated as a U(1) charge in the usual
sense and added to the other two charges trivially.
IV. KILLING SPINORS
If a bosonic system has a classical solution, it is often
sufficient to show that it admits globally defined Killing
spinors in order to prove perturbative stability. The idea
is to embed the theory into a supersymmetric one so that
the supersymmetric action is stationary around the clas-
sical solution. Then, supersymmetry is typically enough
to show that the classical solution is a local energy mini-
mum and therefore perturbatively stable [56]. Using the
covariant derivative (II.8), the Killing spinor equation
(Dψ)i = 0 can be written as
6
dψ +
1
2
ωaγaψ − 1
2
AIσIψ = 0, (IV.1)
where ωa and AI are given by eqs. (III.18)–(III.23).
A. Solutions
The general solution for the Killing spinor equation is
given by
ψ = UXUγUσUY ψ0, , (IV.2)
where ψ0 is a constant spinor and
UX = Xγ−ǫ +
1
X
γǫ, (IV.3)
UY = Y ση +
1
Y
σ−η, (IV.4)
Uγ = exp
[
−θ(ǫ/l)γ0
([
−M + ǫJ
l
]
γ−ǫ + γǫ
)]
, (IV.5)
Uσ = exp
[
−iθ(η/s)
([
−W + ηK
s
]
ση + σ−η
)
σ2
]
.
(IV.6)
In (IV.3)–(IV.6) we have defined
X =
(
f +
r
l
− ǫJ
2r
)1/2
, (IV.7)
Y =
(
h+
r
s
− ηK
2r
)1/2
, (IV.8)
θ(v) =
1
2
(vt+ ϕ) , (IV.9)
γǫ =
1
2
(1 + ǫγ1) , ση =
1
2
(1 + ησ1) . (IV.10)
6 Recalling that γ and σ belong to different spaces and therefore
act on different indexes of ψ, we can safely omit all indexes and
simply write γ and σ both acting on ψ from the left.
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Note that Uγ and Uσ depend only on t and ϕ, while UX
and UY depend only on r (see Appendix B for details).
B. Periodicity Conditions
Let us examine the periodicity of Uγ and Uσ under
ϕ→ ϕ+2π for different values of (M,J/l) and (W,K/y).
Under that rotation, the phases of Uγ and Uσ,
S = −γ0
([
−M + ǫJ
l
]
γ−ǫ + γǫ
)
, (IV.11)
Z = −i
([
−W + ηK
s
]
ση + σ−η
)
σ2 (IV.12)
get multiplied by 2π. There are two possibilities for pe-
riodicity to occur: i) if S2 = −1 = Z2, in which case
the corresponding Us would be trigonometric functions
of θ, and ii) if S2 = 0 = Z2, in which case there is no
ϕ-dependence at all. Direct computation yields
S2 =
[
γ0
([
−M + ǫJ
l
]
γ−ǫ + γǫ
)]2
=M − ǫJ
l
, (IV.13)
Z2 =
[
i
([
W − ηK
s
]
ση − σ−η
)
σ2
]2
=W − ηK
s
. (IV.14)
In the (M,J/l) plane one can distinguish three differ-
ent cases: i) M − ǫJ/l = −1, corresponding to two
straight lines passing through the AdS point, (−1, 0); ii)
the generic extremal cases, M = |J |/l 6= 0; and iii) the
zero mass extremal case, M = 0 = |J |. Three analogous
cases can be distinguished in the (W,K/s) plane simply
replacing (ǫ, l,M, J) by (η, s,W,K) which, together with
the other three, produce nine combined cases. In each of
these cases the number of globally-defined Killing spinors
is different, as summarized in Table I, also depicted in
Fig. 1 (see Appendix B for details).
In the caseM−ǫJ/l = −1, for each value of ǫ there are
two well-defined solutions, the two basis for the constant
spinor ψ0, represented by the solid lines in Fig. 1. In
the second case, M = |J |/l 6= 0, there is only one well-
defined solution corresponding to the basis spinor in the
kernel of γǫ, represented by the two lines M = ±J/l.
We can also see that at the two black triangles there are
three well-defined solutions: two for the value of ǫ such
that M − J/l = −1 and one for the value of ǫ such that
M − J/l = 0.
Since the SO(1, 2) and SU(2) symmetry groups are
independent, each one with its own constants of inte-
gration, the total number of Killing spinors is just the
product of the number of well-defined solutions (IV.2) of
each sector. The number of complex components of ψ0 is
four, two from the spinor index and two from the internal
index. The final number of Killing spinors for each case
is given in Table I.
❛
❛
❛
❛
❛
❛
(W,K/s)
(M, J/l)
(−1, 0) (0, 0) (R+,M)
(−1, 0) 16 8 4
(0, 0) 8 4 2
(R+,W ) 4 2 1
TABLE I. The number of Killing spinors for different values
of (M,J/l) and (W,K/s) in the black hole region.
C. SUSY integrability condition
The number of Killing spinors defines the number
of unbroken supersymmetries, i.e., supersymmetries re-
spected by the background. In Section II C we cast
the no-gravitini consistency condition (II.41) as a ker-
nel equation (II.42). By demanding a more restrictive
condition, χ = c ε, where c is an arbitrary constant, eq.
(II.42) can be written as
dε+
1
2
(ωa − 2c ea)γaε− 1
2
AIεσA = 0 . (IV.15)
There are three cases for c of particular simplicity. For
c = 0 this equation obviously reduces to the Killing
spinor eq. (IV.1). The case c = ǫ/l is similar, in the sense
that the equation reduces to the Killing spinor equation
for a connection with vanishing Lorentz curvature but
with torsion of the opposite sign. The last choice is the
intermediate case c = ǫ/(2l), for which we simply recover
the Killing spinor equation in the torsion-free case,
dε+
1
2
ω˚aγaε− 1
2
AIεσI = 0 . (IV.16)
These cases are summarized in Table II, where ω˜a =
ωa − 2cea, R˜ab ≡ dω˜ab + ω˜acω˜cb and T˜ a ≡ D˜ea.
V. SUMMARY
We have considered the CS theory for the superalge-
bra su(2, 1|2). This algebra can be seen as the minimal
supersymmetric extension of the algebra so(1, 2)⊕su(2).
This yields an action containing, in addition to the SU(2)
c ω˜a R˜ab T˜ a
0 ω˚a + ǫ/l = ωa 0 ǫ/l ǫabce
bec
ǫ/(2l) ω˚a −1/l2 eaeb 0
ǫ/l ω˚a − ǫ/l 0 −ǫ/l ǫabce
bec
TABLE II. Simple cases for the integrability condition.
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connection and 2+1 gravity, a Dirac field minimally cou-
pled to gravity and to the SU(2) gauge field. As in [6],
the cosmological constant and the mass of the fermion
are related and determined by an integration constant,
instead of being fundamental parameters in the action.
This system can be viewed as a three-dimensional
toy model of a more “realistic” four-dimensional theory.
However, the Dirac Lagrangian minimally coupled to the
SU(2) gauge field also seems appropriate to describe elec-
trons in graphene in the long wavelength limit near the
Dirac point, including the possibility of spin-spin cou-
pling mediated by the SU(2) gauge field. This interac-
tion corresponds to assuming the freedom of choosing the
spin quantization axis independently at each point in the
graphene lattice, as done in the Jordan-Wigner trans-
formation for the Hubbard model [23]. This interaction
might produce long range correlations between electron
pairs with antiparallel spins in a manner analogous to
the Cooper pairs in the BCS theory, in which case, a
superconducting phase could exist in graphene at low
temperature.
The field equations in the matter-free case obtained
by setting to zero the fermions, are those of a locally flat
SU(2) connection in a background of locally maximally
symmetric three-dimensional spacetime, which includes
AdS3, black holes, and point particles (conical singular-
ities) in AdS3, as well as their spinning counterparts.
By exploiting the fact that for a particular choice of
the torsion a locally AdS3 geometry is Lorentz-flat, a
globally nontrivial although locally flat SU(2) connec-
tion is constructed mimicking the geometry of a 2 + 1
black hole. The solution has a SU(2) charge. How-
ever, as discussed in Section IIID, this is not colored
but just an abelian charge from the residual broken sym-
metry SU(2) → U(1). If the black hole is rotating, it is
characterized by a combination of the parameters (M,J)
and (W,K). For certain specific values of these parame-
ters, the solutions admit globally defined Killing spinors,
which means that the corresponding solutions are can-
didates for perturbatively stable ground state configura-
tions with a number of unbroken supersymmetries.
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Appendix A: Representation of the su(2, 1|2)
superalgebra
The following matrices provide a natural representa-
tion,
Ja =
[
1
2 (γa)
α
β 02×2
02×2 02×2
]
, TI =
[
02×2 02×2
02×2 − i2 (uσIu†)ij
]
,
(A.1)
where γa, a = 0, 1, 2, are Dirac matrices, with α, β = 1, 2,
and σI , I = 1, 2, 3, are Pauli matrices, with i, j = 1, 2. A
metric to raise and lower latin indexes is given by [uij ] =
iσ2. A generic supermatrix M has the following index
structure:
M =
[
Mαβ M
α
j
M iβ M
i
j
]
.
In terms of components, (A.1) are given by
(Ja)
A
B =
1
2
(γa)
A
B , (TI)
A
B = −
i
2
uAi(σI)i
jujB , (A.2)
A direct calculation shows that7
[Ja, Jb] = ǫab
cJc ,
[TI ,TJ ] = ǫIJ
KTK ,
and [Ja,TI ] = 0. The fermionic generators
(Qαi )
A
B = δ
A
i δ
α
B , (Q
i
α)
A
B = δ
A
α δ
i
B , (A.3)
are defined so that
(ψQ)AB =
[
02×2 02×2
ψ
A
B 02×2
]
, (Qψ)AB =
[
02×2 ψ
A
B
02×2 02×2
]
.
Direct computation gives
{Qαi ,Qβj } = 0, {Q
i
α,Q
j
β} = 0,
and
[{Qαi , Q
β
j }]AC = δji δAβ δαC + δαβ δAi δjC , (A.4)
The completeness relations for Dirac and Pauli matrices
can be used to recast this as
{Qαi ,Q
j
β} = δji (γa)αβJa − iδαβ (σI) ji TI − iδji δαβZ ,
where Z is a new bosonic generator represented by a di-
agonal matrix with vanishing supertrace,
ZAB =
i
2
(δAα δ
α
B + δ
A
i δ
i
B) .
7 Flat Lorentz and SU(2) indexes in the adjoint representations are
lowered and raised using the Lorentzian and Euclidean metrics
ηab and δ
IJ , respectively.
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This generator is a central charge that commutes with
all generators in the superalgebra. The only remaining
commutators are
[Ja,Q
α
i ] = −
1
2
(γa)
α
β Q
β
i , [Ja,Q
i
α] =
1
2
(γa)
β
αQ
i
β ,
[TI ,Q
α
i ] =
i
2
(σI)
j
i Q
α
j , [TI ,Q
i
α] = −
i
2
(σI)
i
j Q
j
α .
This completes the algebra. It can be directly checked
that each of these generators have vanishing supertrace.
Appendix B: Killing spinors
In this Appendix we present a detailed computation
of the Killing spinors mentioned in Table I. The radial,
time, and angle components of this equation read
0 =∂rψ +
1
2
( ǫ
l
−Nϕ
)
f−1γ1ψ
− 1
2
(η
s
− V ϕ
)
h−1σ1ψ , (B.1)
0 =∂tψ +
ǫ
2l
(
fγ0 + r
( ǫ
l
+Nϕ
)
γ2
)
ψ
+
η
2s
(
ihσ2 − r
(η
s
+ V ϕ
)
σ3
)
ψ , (B.2)
0 =∂ϕψ +
1
2
(
fγ0 + r
(ǫ
l
+Nϕ
)
γ2
)
ψ
+
1
2
(
ihσ2 − r
(η
s
+ V ϕ
)
σ3
)
ψ . (B.3)
With X and Y defined in (IV.7,IV.8), (B.1) becomes
∂rψ =
d
dr
(−ǫγ1 lnX)ψ + d
dr
(ησ1 lnY )ψ, (B.4)
and the solution of (B.4) can be written as
ψ = UXUY ξ . (B.5)
Here ξ is an r-independent spinor with UX and UY de-
fined in (IV.3) and (IV.4). Replacing (B.5) in (B.2) and
(B.3), and using the properties of these projectors 8 leads
to
0 =∂tξ +
ǫ
2l
γ0
[(
−M + ǫJ
l
)
γ−ǫ + γǫ
]
ξ
+
iη
2s
σ2
[(
−W + ηK
s
)
ση − σ−η
]
ξ ,
0 =∂ϕξ +
1
2
γ0
[(
−M + ǫJ
l
)
γ−ǫ + γǫ
]
ξ
+
i
2
σ2
[(
W − ηK
s
)
ση − σ−η
]
ξ ,
8 These projectors satisfy (i) γ2± = γ±, (ii) γ±γ∓ = 0, (iii) γ+ +
γ− = 1, (iv) γ0,2γ± = γ∓γ0,2, (v) γ1γ± = ±γ1, and similarly
for σ±.
whose solution is given by (IV.2). Next we present those
solutions with well defined periodicity conditions for dif-
ferent values of (Ml, J) and (Wl,K). As the SO(1, 2)
and SU(2) sector are decoupled, we will consider in de-
tail only the cases where M = W and |J | l = |K| s. The
remaining cases in Table I can be obtained from these in
a straightforward way.
1. Case M =W = −1; J = K = 0
In this case, the functions X and Y take the form
X =
(r
l
+ n
)1/2
, n =
(
r2
l2
+ 1
)1/2
Y =
(r
s
+ n˜
)1/2
, n˜ =
(
r2
s2
+ 1
)1/2
,
and (IV.2) reduces to
ψ =
[(
n+ 1
2
)1/2
− ǫ
(
n− 1
2
)1/2
γ1
]
× (cos θ(ǫ/l) − γ0 sin θ(ǫ/l))
×
[(
n˜+ 1
2
)1/2
+ η
(
n˜− 1
2
)1/2
σ1
]
× (cos θ(η/s) − iσ2 sin θ(η/s))ψ0 . (B.6)
As ψ0 has the form
ψ0 =
(
a
b
)
⊗
(
c
d
)
,
with a, b, c, d arbitrary real numbers, it can be spanned
in a four dimensional basis. Therefore, there are four
spinors for each value of ǫ and η leading to a total of
sixteen Killing spinors.
2. Case M = J =W = K = 0
In this case Uγ = exp
[− 12θ(ǫ/l) (γ0 + ǫγ2)] and Uσ =
exp
[
i
2θ(η/s) (σ2 − iησ3)
]
. Since (γ0 + ǫγ2) is nilpotent,
we can write Uγ = 1− 12θ(ǫ/l) (γ0 + ǫγ2), and similarly for
Uσ. Hence, in order to get rid of the linear dependence
of ψ in θ(ǫ/l) and θ(η/s), ψ0 must be in the kernel of
(γ0 + ǫγ2) and (σ2 − iησ3), i.e.,
(γ0 + ǫγ2)ψ0 = 0 = ψ0 (σ2 − iησ3) ,
which is satisfied provided ψ0 is one of the eigenvector of
γ1 and σ1 depending on ǫ and η. Hence ψ0 can have the
form
ψ
(ǫ,η)
0 =
(
1
−ǫ
)
⊗
(
1
η
)
,
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As in this case X =
(
2r
l
)1/2
and Y =
(
2r
s
)1/2
, we obtain
ψ =
2r√
ls
ψ
(ǫ,η)
0 . (B.7)
Therefore, in this case there are four Killing spinors, one
for each value of ǫ and η.
3. Case M,W > 0; M = |J |/l, W = |K|/y
Let us consider the first the option M = J/l, W =
K/y. Then, (IV.13) and (IV.14) take the form
[
γ0
((
−M + ǫJ
l
)
γ−ǫ + γǫ
)]2
=M (1− ǫ) ,
[
−iσ2
((
W − ηK
s
)
ση + σ−η
)]2
=W (1− η) .
Nilpotency is achieved in this case for ǫ = η = 1 leading
to ψ = U
(+)
X U
(+)
γ U
(+)
σ U
(+)
Y ψ0, where U
(+)
X = UX |ǫ=+1
and U
(+)
Y = UY |η=+1. Since θ(1/l)γ0γ+ and θ(1/s)σ−σ2
are nilpotent,
U (+)γ = 1− θ(1/l)γ0γ+, and U (+)σ = 1 + iθ(1/s)σ−σ2.
Hence, ψ0 must be in the kernel of γ+ and σ−,
γ+ψ0 = 0 = ψ0σ− ,
which is satisified by
ψ0 =
(
1
−1
)
⊗
(
1
1
)
.
As in this case X =
√
2r
l − Mlr , Y =
√
2r
s − Wsr , we fi-
nally arrive to
ψ =
√(
2r
l
− Ml
r
)(
2r
s
− Ws
r
)
ψ0 . (B.8)
Therefore, in this case there is only one Killing spinor. A
similar analysis can be done for all the possible particular
cases of |J | = Ml and |K| = Ws leading essentially to
the same result. Hence, the extreme case has always only
one well-defined Killing spinor.
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