Background: This study aimed to determine whether publicized hospital rankings can be used to predict surgical outcomes. Methods: Patients undergoing one of nine surgical procedures were identified, using the Healthcare Cost and Utilization Project State Inpatient Database for Florida and New York 2011-2013 and merged with hospital data from the American Hospital Association Annual Survey. Nine quality designations were analyzed as possible predictors of inpatient mortality and postoperative complications, using logistic regression, decision trees, and support vector machines. Results: We identified 229,657 patients within 177 hospitals. Decision trees were the highest performing machine learning algorithm for predicting inpatient mortality and postoperative complications (accuracy 0.83, P < .001). The top 3 variables associated with low surgical mortality (relative impact) were Hospital Compare (42), total procedure volume (16) and, Joint Commission (12). When analyzed separately for each individual procedure, hospital quality awards were not predictors of postoperative complications for 7 of the 9 studied procedures. However, when grouping together procedures with a volume-outcome relationship, hospital ranking becomes a significant predictor of postoperative complications. Conclusion: Hospital quality rankings are not a reliable indicator of quality for all surgical procedures. Hospital and provider quality must be evaluated with an emphasis on creating consistent, reliable, and accurate measures of quality that translate to improved patient outcomes.
Introduction
Hospital ranking systems, such as US News & World Report, Health Grades, and the Center for Medicare Services, attempt to measure healthcare quality, using a variety of hospital structure, process, and outcome data. 1 These efforts have developed out of a demand for increased transparency and accountability. Ultimately, the intent of each organization that publishes ranking systems cen-ters on identifying hospitals that provide the highest quality care and inform patients, clinicians, and hospitals. 1 The best way to use these rankings remains elusive. 2 Despite their goals to aid healthcare consumers in choosing the best place to receive their care, discrepancies often exist across ranking systems in their assessment of quality, methods for creating rankings, and data used to assign ranks. [3] [4] The challenges inherent to ranking systems often lead to confusion for hospitals, insurance providers, and patients on how best to interpret and apply their rankings. 5 One particularly enticing application of hospital ranking is to use the information to predict patient-level outcomes. Given the ease of identifying hospitals that earn public rankings, they could serve as a powerful tool for assisting patients in finding the best place to receive care. Currently, it remains unclear whether public ranking systems can be used to forecast clinical outcomes in both medical and surgical populations successfully. 6 It is also unknown whether some hospital ranking systems are better than others at predicting clinical outcomes. [7] [8] The objective of this study was to use machine learning techniques to determine whether publicly available hospital rankings can be used to predict surgical morbidity and mortality across a broad range of inpatient operations.
Methods

Data sources and patient selection
This analysis used data from the Healthcare Cost and Utilization Project (HCUP) State Inpatient Database (SID) for Florida and New York from the years 2011 to 2013. Patients undergoing pulmonary lobectomy, mastectomy, pancreatectomy, total knee or hip replacement, laparoscopic cholecystectomy, prostatectomy, bariatric surgery, and abdominal aortic aneurysm (AAA) repair were identified, using codes from the International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) (Supplemental Table 1 ) These procedures were selected to cover a range of high-, medium-, and low-risk procedures based on the American College of Cardiology/American Heart Association guidelines of cardiac risk of noncardiac surgery and a modified Johns Hopkins surgical severity criteria. [9] [10] [11] The SID is an administrative, allpayer dataset aggregated by the Agency for Healthcare Research and Quality (AHRQ) to inform health-related decisions. 12 The institutional review board at our institution deemed the study exempt from review as the data are deidentified, protected, and publicly available.
Ranking information was collected via the Informed Patient Institute and Google searches. [13] [14] [15] [16] [17] [18] [19] [20] Organizations included for study are presented in Table 1 . 1 Because rankings are based on hospital data from the previous year, all discharges from 2013 and all rankings from 2011 were removed, because no 2014 rankings or 2010 discharge data were available. An aggregate accolade score for each ranked hospital was created by adding the number of designations received. A binary variable representing hospital ranking was created for analysis, with 0 indicating a low-ranked hospitals (2 or fewer rankings in total) and 1 indicating a high-ranked hospitals (3 or more quality rankings).
Standard data preprocessing was completed to address missing values, taking the aggregated inpatient dataset from 347,858 total discharges to the final dataset, which yielded 229,657 patients. The dataset contained hospital rankings, patient demographics, mortality information, and comorbidities. Patient comorbidities included were as defined by AHRQ and pre-existent in the SID. 12 Mortality was defined as death before discharge from the hospital and was included as a binary variable. The use of inpatient mortality to assess hospital quality is debated, but it is often one of the primary benchmarks used by the organizations responsible for hospital rankings, and therefore we believed them to be appropriate here. For three of the nine procedures (ie, AAA repair, hip replacement, pancreatectomy) included here, mortality has actually been advocated as a quality indicator by the AHRQ. 22 Postoperative complications were assessed, using an aggregate complication variable that included death and inpatient outcomes. Measured inpatient complications were abstracted, using ICD-9-CM codes and are included in Supplemental Table 2 . 23 
Machine learning techniques
Data were analyzed to determine whether quality rankings were predictors of inpatient mortality and postoperative complications among patients undergoing 1 of 9 surgeries at 177 hospitals with various hospital quality designations. The original dataset was split into two randomly selected samples with 70% of the data used to train the model and the remaining 30% used for model testing. Data analysis included several classification models, such as decision trees, logistic regression, and support vector machines. Each model's performance was assessed, using sensitivity, specificity, and accuracy.
Exploratory analysis of the data revealed high variability in complication rates by procedure. As a result, the surgeries were divided into high-and low-risk groups, using a heuristic 5% cutoff value for complication rates derived by the observed distribution of the data. High-risk surgeries, defined as surgeries with complication rates greater than 5%, included open AAA repair, pancreatectomy, and pulmonary lobectomy. Because the original dataset had an imbalanced class distribution for complications with only a minority of patients experiencing complications, models were trained, using balanced datasets with a 50/50 split of complications. The balanced datasets were created by selecting all the patients with complications and a random sample of patients without complications for both low-and high-risk surgery patients.
A second analysis utilized procedure-specific decision trees, as well as logistic regression models, but focused on the complication rates by hospital and procedure rather than inpatient mortality. Its goal was to investigate the utility of quality rankings by predicting the occurrence of inpatient complications across procedures. This was performed on each individual procedure as well as two subsets of the population, those patients who had strict inpatient-only procedures (ie, rostatectomy, AAA repair, and pulmonary lobectomy) and those who had procedures where a strong volume-outcome relationship is noted (ie, bariatric surgery, pancreatectomy, total hip and knee replacements), with the goal of focusing on procedures that may be more representative of hospital quality. Although some of the volume-outcome procedures are performed on an inpatient-only basis as well, we did not want the two groups to overlap. Our concern was that the volume-outcome relationship would overpower the analysis and skew the results of the inpatient procedure subgroup. Only hospitals with 10 or more procedures for each surgery were considered for analysis to ensure adequate sample size. The complication rate for each surgery and hospital was computed by dividing the number of patients who had complications after receiving the surgery in an individual hospital by the total number of patients receiving that surgery. The mean complication rates for hospitals with different rankings were compared, using the nonparametric Mann-Whitney U two-sample test. Statistical analyses were computed using the R statistical software (v 3.3.2, R Foundation, Vienna, Austria) and SPSS (IBM SPSS Statistics for Windows, v 21.0, IBM Corp, Armonk, NY, USA)
Results
We identified 101,876 complete patient records in New York, and 127,781 complete patient records in Florida for the years 2011 and 2012. Baseline characteristics of the study population are presented in Table 2 . The most commonly performed procedure was total knee replacement, with 87,032 patients undergoing this pro- Table 3 Overall
Surgery
Complication rates (%) Mortality rates (%) Table 4 . A total of 1,77 hospitals were included in the analytic cohort. Most hospitals received either zero or one quality ranking, with 87% of hospitals receiving at most one quality ranking in 2012 and 81% in 2013 ( Table 5 ). The median number of hospital quality rankings awarded to hospitals was 1 (IQR 0-1) for both years. No hospitals were awarded more than 5 quality rankings; 43% (N = 77) hospitals in 2012 and 22% (N = 39) hospitals in 2013 were awarded no quality rankings, and 3.4% (N = 6) received either 4 or 5 quality rankings in both 2012 and 2013. After grouping procedures into risk categories, an increasing number of quality rankings was associated with a decreased incidence of complications for low-and high-risk procedures ( Fig 1 ) . No association between the number of quality rankings and inpatient mortality was noted.
Machine learning algorithms were used to determine whether quality rankings could predict perioperative outcomes. Decision trees computed, using the CRT-GINI growing method, performed the best with the highest accuracy in predicting inpatient mortality and postoperative complications for the testing set. A decision tree is a powerful classification algorithm that can be represented by a tree-like structure, where the nodes represent the most critical variables to predict the target variable. 23, 24 A representative decision tree schematic is shown in Supplemental Fig 1. Decision tree analysis for inpatient mortality had a sensitivity of 78%, specificity of 92%, and overall accuracy of 83% (95% CI 0.68-0.92) ( Table 6 ). Hospital Compare, Joint Commission, and Becker's Review were the top predictors of low inpatient mortality ( Table  7 ). The US News & World Report label had no predictive power. Decision tree was also the highest performing machine learning algorithm for predicting surgical complications, with a sensitivity of 100%, specificity of 90%, and accuracy of 93%. Hospital Compare, Becker's Hospital Review, and Joint Commission were predictive of complications ( Table 7 ) . Of note, Magnet designation was a negative predictor of outcomes, indicating that those hospitals with Magnet designation were more likely to have perioperative morbidity and mortality.
Procedure-specific decision tree analyses were performed to determine whether hospital quality rankings could predict outcomes for specific surgeries. The accuracy of individual trees ranged High-risk surgeries ( red ). Each data point represents the complication rate of a particular surgery in a hospital in a certain year. The size of the dot indicates the number of patients receiving that procedure at a particular hospital. High-risk surgeries include pulmonary lobectomy, abdominal aortic aneurysm repair, and pancreatectomy. 64.1%-74.7% ( Table 8 ) . Hospital ranking was a top predictive factor for only two of the studied procedures: total hip replacement and mastectomy ( Supplementary Fig 2) . Factors, such as electrolyte imbalance and comorbidities, were stronger predictors of perioperative complications. When examining inpatient-only procedures, such as prostatectomy, open AAA repair, and pulmonary lobectomy, we found that hospital ranking was not a predictor of postoperative complications. Logistic regression outperformed logistic regression with an accuracy of 79%, sensitivity of 68%, and specificity of 80% ( Table 9 ) . Rather than hospital ranking, the most important predictors of complications were comorbidities similar to those in the overall analysis, including electrolyte disorders, chronic lung disease, weight loss, coagulopathy, and pulmonary circulation disorders.
Conversely, when evaluating patients who had procedures associated with a volume-outcome relationship (ie, bariatric surgery, pancreatectomy, total hip and knee replacements), hospital ranking was important. We found a significant association with individual high-volume procedures. The top five predictors of postoperative complication in order of importance, via decision tree analysis were electrolyte disturbance, quality ranking, chronic lung disease, congestive heart failure (CHF), and pulmonary circulation dis- orders. The logistic regression analysis showed that the number of rankings received by a hospital is negatively correlated to the probability of a complication. (Supplemental Table III ) Patients who got their procedures at hospitals with less than 4 rankings increased the odds of a complication when compared with patients who had their procedures at hospitals with 4 or 5 rankings ( Fig 2 ) .
Discussion
In this study, we used novel machine learning models to examine a set of publicly available quality rankings/designations and their ability to predict hospital quality, using outcomes following a range of low-to high-risk procedures. Of the nine rankings included, we found that only two, Hospital Compare and Becker's Review, were essential factors in predicting inpatient mortality and postoperative complications. This is interesting considering that Becker's Review is compiled using nominations along with other hospital rating systems and CMS Hospital Compare often serves as a data source for many other hospital quality public reporting organizations. 21 Magnet Nursing designation showed a negative re- lationship with outcomes. Although literature exists to the contrary, 25 this highlights the inconsistency that exists in using these designations to assess quality. As we recognize that inpatient mortality is not the best indicator of hospital quality, 26 we performed a more in-depth analysis, focusing on the ability of these rankings to adequately predict inpatient postoperative complication rates. We found that high-risk procedures, such as open AAA and pancreatectomy, had similar complication rates across all hospitals regardless of the number of quality rankings. It is possible that high-risk procedures have already been regionalized and preselected into a limited group of hospitals and are therefore performed in settings with the requisite infrastructure and experience. The quality designations would likely not differentiate these hospitals unless more specific metrics are developed. Low-risk procedures had lower complication rates for hospitals with a higher number of quality rankings. However, we also found that those hospitals with higher quality rankings had higher procedure volume, which may confound the association. This study did not specifically address hospital volume, but the volume-outcome relationship is well studied. 27, 28 As a result, we did look at procedures associated with a volume-outcome relationship and noted that hospital ranking was important in predicting postoperative complications. This may suggest that these rankings could be useful in this subset of procedures, but cannot be generalized to all hospitals because a hospital that does a high volume of bariatric surgery may not necessarily perform a high volume of Whipples.
Finally, our procedure-specific decision tree analysis showed that the presence of a quality ranking was only an important feature for total hip replacement and mastectomy to a lesser degree. It is difficult to elucidate the exact reason, but hospital ranking may matter for total hip replacement because they are common, often managed with standard care pathways, and are the focus of a Medicare program to link hospital quality with reimbursement. 29 Across most of the procedures considered, we did not find a definite association between quality rankings and surgical outcomes.
Several studies have examined the relationship between individual rankings and quality of care for various medical conditions via outcomes such as risk-adjusted mortality, length of stay, and patient satisfaction. There are, however, few that have examined the impact of these rankings on surgical outcomes. 30 Osborne et al. 28 examined whether selecting highly rated hospitals led to improved outcomes in cardiovascular surgery procedures, finding that they did, although similar outcomes could be attained at highvolume institutions. Conversely, Lascano et al. 31 evaluated the correlation between publicized health ranking systems and outcomes after radical cystectomy and found that rankings were not associated with any clinical outcomes.
It is also possible that these rankings are simply better suited to predict hospital quality for medical outcomes. In a study by Wang et al. 32 they discussed the association between the Centers for Medicare and Medicaid Services (CMS) hospital star rating and patient outcomes across three nonsurgical conditions: acute myocardial infarction, pneumonia, and heart failure. Their primary outcome was a composite for mortality and readmissions. Unlike in our study, they found that the number of stars received by a hospital was inversely associated with risk-adjusted mortality rate and adjusted readmission rates. They concluded that CMS star ratings were reliable in guiding healthcare decision-making for patients.
Public reporting of clinical data is now commonplace and therefore has spawned much research. There is evidence that many of these quality ratings are insufficient to assess hospital quality. Earlier literature reveals discrepancies between different hospital ranking systems and methodologies. 33 In general, most hospitals do not receive a high ranking from more than one designation group.
According to one study investigating the relationship between mortality and Magnet status of hospitals, 30-day mortality for surgical patients was significantly lower in Magnet hospitals compared with non-Magnet hospitals. 34 Conversely, two studies, investigating the correlation of ranking systems and surgical outcomes status after radical cystectomy or oncologic surgery, failed to find a strong association between publicized rankings and superior surgical outcomes. 31, 35 When the information provided by these rankings is inconsistent, it may give patients and hospitals a false sense of security regarding the care they receive and provide.
Although it is important to ensure the validity of such quality metrics for the prospects of patient care, we cannot overlook the financial and temporal investments that come with designations such as Joint Commission accreditation and Magnet. Hospi-tal administrations want to know that there is a return on their investment in the form of measurable improvement in structure and process measures as well as patient outcomes.
Our study has several limitations in that the data are retrospective and taken from an administrative database. First, we were limited in the years available for study. We examined the years 2011-2013, which are dated, particularly given the change in the healthcare climate in 2014 with phasing in of the Affordable Care Act (ACA). Repeating this study in the post-ACA era, when there are possibly more people utilizing healthcare, would be interesting; however, we suspect the results may be similar.
Additionally, our study only examines short-term (inpatient) outcomes. The shortcomings of using inpatient mortality as a measure of hospital quality have been previously discussed. The addition of other outcomes, such as readmissions as well as extending the time for outcomes (ie, 30 days), would add value.
Our study examines a small subset of surgical procedures and may not be generalizable to every surgical specialty or procedure. Low-risk procedures, like laparoscopic cholecystectomy that are often performed on an outpatient basis, were included to evaluate a diverse case mix. Future work may include a study that focuses solely on a larger group of high-risk procedures.
Finally, the results of this study cannot be deemed causal. The resulsts are meant to be hypothesis-generating to fuel further research. The data are also subject to substantial selection bias. However, the use of training and test sets in our machine learning analysis serves to address this through cross-validation.
We have no doubt that the varying methodologies of hospital quality public reporting contribute to the inconsistency in results. A centralized quality reporting mechanism that exists separately from the current quality industry, using specific consensus metrics that are periodically evaluated for relevance, would be ideal. 4, 20, 23 With the advent of electronic health records and health information exchanges, these data can be theoretically mined at a very granular level to eventually match the patient with surgeons, hospitals, and/or regions to maximize outcomes and minimize cost. This would represent personalized medicine of the phenotypic variety.
In conclusion, hospital quality rankings are inconsistent in their ability to predict perioperative mortality and morbidity. This may suggest that these designations are inadequate indicators of hospital quality when assessing surgical outcomes. Hospital and provider quality must be evaluated with an emphasis on creating consistent, reliable, and accurate measures that translate to improved patient outcomes.
