Abstract-A new scheme that allows cell gateways (base stations) to borrow channels h m adjacent gateways in a cellular communication system is presented. Borrowed channels are used with reduced transmitted power to limit interference with cochannel cells. No channel locking is needed. The scheme, which can be used with various multiple access techniques, permits simple channel control management without requiring global information about channel usage throughout the system. It provides enhanced traffic performance in homogeneous environments and also can be used to relieve spatially localized traffic overloads (tele-traffic ''hot spots"). Co-channel interference analysis shows that the scheme can maintain the same SIR as nonborrowing schemes. Analytical models using multidimensional birth-death processes and decomposition methods are devised to characterize performance. The results which are also validated by simulation indicate that significantly increased traffic capacity can be achieved in comparison with nonborrowing schemes.
I. INTRODUCTION
ECAUSE the demand for spectrum to serve mobile users B is expected to grow rapidly in the foreseeable future, techniques that enhance system capacity are of strong interest. Additionally, it is desirable for a mobile communication system to be able to accommodate spatially localized communications traffic overloads. Such overloads (or "hot spots") are often caused by events such as vehicular traffic jams, or the termination of a game at a major stadium. Hot spots can result in unacceptable degradation of system performance and can be particularly disturbing to users caught in highway traffic who are impatient to call their homes or offices.
One solution is to use channel borrowing schemes. In dynamic channel assignment (DCA) [l], [2], there is a central pool of all channels. A channel is borrowed from the central pool to a cell for use by a call in the cell. When the call is ended the channel is returned to the pool. In hybrid channel assignment (HCA) 131, some channels are permanently assigned to each cell as in fixed channel assignment (FCA), and others are kept in a central pool for borrowing as in DCA. HCA and DCA can accommodate traffic hot spots and have better performance than FCA in light traffic. In HCA and DCA, channel locking is used to prevent an increase in co-channel interference [4] . That is, cells within the required minimum channel reuse distance from a cell that borrows a channel cannot use the same channel. Channel locking has some disadvantages. One is that the number of channels that are available for lending to a cell is limited, since a channel can be borrowed by a cell only when it is idle in all of the cells within the required channel reuse distance of the borrowing cell. Another disadvantage is the difficulty in maintaining co-channel reuse distance at the minimum required value everywhere in the system. Because of this difficulty, DCA and HCA generally perform less satisfactorily than FCA under high loads [l], [3] . Other disadvantages of DCA and HCA relate to physical complexity. The transmitter of each base station (gateway) must be able to transmit not only on the channels allocated permanently to that cell, but also on any of the channels which belong to the central pool. Finally, to implement channel borrowing at a given cell, information about the channel usage at the cells within the channel reuse distance of the given cell must be known. This causes some complexity in management of system resources.
Sharing channels among cells is another solution. In Generalized FCA [5] , channels are assigned to each cell as in FCA, but a user can be served by any of several gateways (usually those that are nearest). The link is established through the gateway of the neighboring cell. Directed retry and load sharing in [6] and [7] are similar to Generalized FCA, but only a fraction of the users in a cell have access to adjacent gateways while load sharing is used to spread the benefit to other users. This type of channel sharing exploits the overlapping areas of cells. In this type of borrowing, channels are not temporarily transferred from the gateway of a cell to the gateway of another cell. Only the right to use a channel is transferred. An advantage is thqt the gateway equipment must only accommodate the channels assigned to the gateway itself. But users of borrowed channels must be in the coverage overlap among cells and therefore tend to be relatively far from the gateways through which they communicate. As a result, the quality of borrowed channels is lower than that of the regular channels. Co-channel interference is also increased, because the borrowed channels k e used beyond the usual range. In order to limit co-channel interference, the overlap among cells cannot be too large. Thus usually a given user can only access one or two additional gateways. This limits the number of channels that are potentially available to serve a call.
Because channel locking limits system performance, we propose an altemative for systems that employ channel borrowing. We call the approach presented here Channel Borrowing Without Locking, and use the acronym, CBWL [PI. The scheme has most of the advantages of those described above and overcomes their shortcomings.
CBWL uses a power limitation to control interference generated by use of borrowed channels. Because a borrowed channel is not used through the base station (gateway) that owns it, the power reduction is made so that the signal-tointerference ratio of the overall channel reuse pattern is not significantly changed. Dynamic power control is not needed for CBWL. The use of power control for allocation of cellular communication system resources in other contexts is discussed in [9]-[ll].
ARCHITECTURE OF CBWL SCHEME
Variations of layout can be considered, but for convenience of presentation and explanation we consider a basic hexagonal layout with base stations using omni-directional antennas.
Each gateway is allocated C channels as in FCA.
If all channels of the gateway are occupied and a new call arrives, channel borrowing is employed. A channel can be borrowed only from an adjacent gateway. The borrowed channel cannot be used by the original lending gateway but can still be used by nearby co-channel gateways. Thus, there is no channel locking. To prevent the increase of cochannel interference, borrowed channels are used with reduced transmitted power. Therefore, they can be accessed only in part of the borrowing cell. To determine whether a mobile station is in the region that can be served by a borrowed channel, each gateway transmits a signal with the same reduced power as that on a borrowed channel. The signal is called borrowed channel sensing signal (BCSS) . If the BCSS is not above some suitable threshold at a mobile station, a borrowed channel cannot be used by the mobile station; otherwise, the mobile station will use a borrowed channel if all its gateway's channels are occupied and any of its neighboring gateways has a channel available for lending.
A . Channel Grouping and Directional Lending
Neighboring cells are identified in the following manner. With respect to the given cell, choose the first adjacent cell of the given cell. The hosition of the reference adjacent cell can be arbitrary, but once chosen for a given cell, all other cells label their neighbors in a corresponding manner. The remaining five adjacent cells are numbered sequeptially proceeding clockwise from the first. The given cell is labeled cell 0. The C channels of a cell are divided into seven distinct groups. The channels of group 0 are reserved for exclusive use of the given cell. Channels in the other six groups can be lent to adjacent cells. The ith adjacent cell can only borrow channels in the ith group. The number of channels in the ith group is denoted C, , i = 0,1, . . . ,6. For convenience we consider a example of the channel layout structure of CBWL is shown in Fig. 1 . CBWL with the structure described above has three advantages: 1) In the scheme, a gateway does not need to transmit and receive on all channels of its neighboring gateways (7C symmetrical arrangement with C 1 = Cz = . -. = c, = 1. An n n n channels). It only needs to access the channels that are assigned to it and the six groups of borrowed channels, one group from each neighbor (C + 61 channels in this example). The complexity of a gateway is reduced. 2) Without this structure, a gateway can borrow any of the idle channels available from a neighbor. In Fig. 1 , A and A' are co-channel cells. It may happen that cell B borrows a channel z from A and E' borrows the same channel z from A'. The channel x would have to be used with a much reduced power in B and E' to prevent excessive co-channel interference. An alternative is to allow only one of the cells, either B or E', borrow x at the same time. This would make it necessary for any gateway to "know" the channel usage in nearby clusters. Thus, channel management would be significantly more complicated. In Fig. 1 , with structured lending channels, the channel group a1 can be borrowed only by B and B', a2 can be borrowed only by C or C', and so on. Therefore, the structure itselfprecludes borrowing conflicts and excessive co-channel interference. 3) In current cellular systems, because of relaxed filtering characteristics of most mobile units, adjacent channels are not allowed to be used in the same cell. With careful organization, the scheme can ensure that no adjacent channels are used in a given cell even though channel borrowing is employed.
B. Channel Swapping to Enhance Borrowing for Gateways
Without channel swapping, when a given gateway receives from one of its neighbors, a request to borrow a channel the request would be denied if all channels which belong to the group that is associated with the requesting gateway are occupied. But it may happen that a least one of the channels in this group is occupied by a user in the given gateway's own cell. If then there is an idle channel in some other group, the user can be switched to that channel. This will free a channel in the fully occupied group, and the freed channel can be lent to the requesting gateway.
C . Channel Rearrangement to Enhance Borrowing for Users
Because the transmitted power on borrowed channels is less than that on regular channels, only those users whose link path loss to the base does not exceed a certain maximum can use borrowed channels. We call those users that are in a region where a borrowed channel can be used A-type users (for those users the BCSS is above threshold) and the other users B-type users (for them the BCSS is not sufficiently strong). Channel rearrangements can be used to benefit Btype users. With channel rearrangements, if a new B-type call arrival finds all channels of its gateway occupied, the call is still not necessarily blocked. If at the same time an A-type call in the cell is using a regular channel, and at least one neighbor can lend channels to the given gateway , the A-type call will use a borrowed channel from a neighbor and give its regular channel to the B-type call. We call CBWL without channel rearrangement CBWL/NR and CBWL with channel rearrangement CBWL/CR.
There are various ways in which the borrowing demands of a given gateway can be directed to the neighbors. One possibility is that the gateway that wants to borrow a channel sends its demand to all of its neighbors. Each neighbor examines its own current state, and responds to the borrowing gateway with a message of YES or NO. If the number of gateways that answer YES is more than one, the borrowing gateway chooses one of them randomly. Another possibility is that each neighbor responds with more specific state information. The borrowing gateway can choose, for example, the gateway having the most idle channels.
D . Comparison of CBWL with Other Schemes
CBWL offers advantages in comparison with DCA and HCA. In CBWL, ordinarily only a fraction of the total channels of the system need to be accessible at each gateway. The specific channels that are potentially available at a gateway, as well as the maximum transmitted power on these channels, are known when the layout is made. So, the modems used at any gateway need not be dynamically tunable, nor have dynamic power control. The complexity of base stations is less. Without channel locking and directional lending, channel reuse distance can always be kept at a desired minimum. Thus, the CBWL scheme exhibits better performance under light as well as heavy communications traffic loads. Furthermore, in CBWL, channel borrowing at a gateway does not require global information about channel usage in the system, so the control and management tasks are simplified. In CBWL, by appropriately organizing lending channel groups, it is possible to avoid using adjacent channels in the same cell, even with channel borrowing allowed.
In comparison with Generalized FCA and directed retry, CBWL ensures good quality for borrowed and regular channels, yet co-channel interference is not increased. In CBWL, a user can borrow channels from any of the adjacent gateways. There are six of these in the standard hexagonal layout geometry. The greater number of channels that are potentially available to an arriving call results in superior performance. Change of channel-reuse pattem in CBWL ( i = 3, j = 2).A,: a A major advantage of CBWL is that it can be employed in current cellular systems without additional costly infrastructure. To increase system capacity, CBWL requires neither new cell sites nor additional antenna towers. Therefore it can be considerably less costly to implement than celZ splitting.
ANALYSIS OF CO-CHANNEL INTERFERENCE
We consider a cellular system with the usual hexagonal geometry and omni-directional antennas. Denote the radius of a cell as R. The reuse distance D is defined as the distance between the gateways of two nearest co-channel cells as shown in Fig. 2 . The cluster size, N , is related to the reuse shift parameters ( i , j ) by N = i2 + ij + j 2 . The integers i and j determine the reuse pattem and identify co-channel cells To gauge the potential of CBWL for performance improvement, we consider the signal-to-interference ratio (SIR) of CBWL in the worst case and compare it with the SIR of a system using only FCA. To simplify analysis, fading is not included in the model presented here. This will not significantly affect our conclusions, because both CBWL and FCA are compared on the same basis. Protection against fading would require almost the same margin in SIR'S in the two systems.
For the purpose of estimating the relative SIR performance of CBWL and FCA, we consider only a single worst case interferer in each scheme. Of course, in each scheme additional interference could come from other co-channel cells. For hexagonal layouts there are six of these in the first tier. Thus additional first tier interferers could cause at most an additional SIR degradation by a factor of six-but this amount of degradation would require all interferers to be located for worst case conditions! It should be emphasized that physically it would not even be possible to have worst case conditions from all co-channel cells active simultaneously in either scheme. In FCA this is because a mobile that is a distance R from the center of its cell must be closer to some co-channel cells than to others. In CBWL the use of the borrowed channel is shifted in a specific direction making its borrowing location even farther from some co-channel cells than the FCA scheme. Therefore at the very worst the relative SIR performance of the two schemes would be unchanged, because under these (contrived-to-be-awful) conditions, both would be degraded by the same amount. (All SIR's would be divided by six.) Because of this, it is quite reasonable to calculate the radius within which borrowed channels can be used on the basis of a single worst case interferer. This is described in the following paragraphs.
For FCA, in the worst case, the distance between a mobile unit and its desired gateway is R, and the distance from its nearest co-channel interfering gateway is D -R. Then the SIR of a cellular system using FCA is given by
G where 7 is a propagation exponent that is heavily influenced by the actual terrain environment. The value of y usually lies between 3 and 5. The value of SI& is the same for mobile-to-gateway and gateway-to-mobile transmission. In CBWL, we denote (in the worst case), the ratio of power transmitted on a borrowed channel to the transmitted power on a regular channel for the forward link (gateway to mobile) as P f , and the same ratio for the reverse link (gateway to mobile) as P,.. Because of the uniform propagation assumptions, a borrowed channel can be used within a smaller circle with radius T.
Consider that channel x is lent from cell A1 to cell B in Fig. 2 ( i , j -l ) , and (i -1 , j ) respectively. The last two (z',j') correspond to i' + j ' = i + j -1 which indicates a decrease of reuse distance. They are the smallest two channel reuse distances (N' = i'2 + i'j' + j " ) . Thus, the smallest N' is given by
The minimum co-channel distance in the worst case, D1, is
In the following discussion we use "reverse link" to denote mobile to base and "forward link" to denote base to mobile. For CBWL, we have to distinguish among four types of signal-to-interference ratios (SIRS): 1) SIR of the reverse-link on a borrowed channel, SIRRB. 2) SIR of the forward-link on a borrowed channel, SIRFB. 3) SIR of the reverse-link on a regular channel, SIRRN. 4) SIR of the forward-link on a regular channel, SIRFN. The SIR's are calculated below. a) Calculation of SIRRB: In the worst case, the distance between a mobile and its desired gateway is T. The interfering bile unit is at the boundary of the nearest co-channel cell, its distance to the gateway is B1 -R [See Fig. 3(a) ]. The SIR of the reverse-link on the borrowed channel is Fig. 3(b) shows that in the worst case, the distance between the mobile unit that borrows a channel and its gateway is T , and its distance to the closest interfering gateway is D1 -T . The SIR of forward-link on the borrowed channel is c) Calculation of SIRRN: The worst case is shown in Fig. 3(c) . The distance between the signal transmitter (mobile unit) and the receiver (gateway) is R. The shortest distance from interferers is D1 -T. The SIR of the reverse-link on a regular channel is d) Calculation of SIRFN: The worst case is shown in the Fig. 3(d) . The distance between signal transmitter (gateway) and receiver (mobile unit) is R. The closest interferer is at the distance of D1 -R. Then the SIR of the forward-link on a regular channel If SIR in CBWL is not degraded, the SIR's given by (4), (3, (6), and (7) must be greater than or equal to that given by the adjacent gateway) and therefore do not conform to a Poisson process [ 131. However, at the adjacent gateway, borrowing requests are randomly split into six parts, only one of which is directed to the given gateway. The random splitting tends to smooth the peakedness of the overflow traffic directed to the given gateway. Thus the borrowing requests directed to a given gateway from a single neighbor can be approximated by a Poisson process. For now, it is assumed that the parameter, A', (intensity) of this process is known. Subsequently, we will show how A' is determined.
R -( m -1 ) 2 + a -1 '

B. Analysis of CBWLINR
And the ratio of transmitted power on the reverse link is
In CBWL/NR, at any given time a gateway is in one of pr= ( a finite number of states. A state is identified by a vector
The component io is the number of channels occupied by calls that arise in the cell. The number of channels at the gateway that are (currently) lent (9) to the kth neighbor is ik, (k = 1,2,. . . , 6 ) . We assume that ck = E fork = 1 , . .., 6, then each neighbor can borrow at most E channels from the given gateway. If a gateway can
On the forward link, let SIRFB = S I R Q~~~S I R F N = SIRo, we find
The fraction of area in which borrowed channels can be used is denoted as p. For the homogeneous case, p is determined by following formula Table I lists the quantities calculated from (8), (9). (lo), and
(1 1) for various cluster size, N. For N = 7, about 19% of the service area can be served by borrowed channels. For N = 12, the fraction is 39%. Based on this analysis, it appears that the CBWL scheme can maintain the same SIR as FCA while also allowing borrowed channels to be used in a significant portion of the system's coverage area.
lend at most n channels, the maximum number-of channels that a gateway can lend is L,,, = min (E",=, ck, n). We denote the set of all permissible I as R.
In this case, all C channels are shared by seven streams of calls arising from different cells. Six are streams of borrowing requests, and one stream is from the given cell itself. The analytical structure of this problem is essentially the same as that in which several types of customers share a finite group of servers. It has been shown that the state probabilities can be expressed in product form [14] . That is 
io-min (O,j-Lmoz)
(19) A borrowing request from a specific neighbor will be denied by the given gateway if any of the following three events are true at the time that the borrowing request arises.
1)
El: all channels of the given gateway are occupied 2) Ez: the total number of channels that are lent to all neighbors is equal to the maximum possible number, 3) E3: the neighbor has already borrowed its maximum We denote the probability that a borrowing request from a specific neighbor is denied by the given gateway as pf. The probability is the probability of the union of the three events L a , ; allowable channel quota, (I channels).
Since the state distribution is of product form, we can find the probabilities of (20) In CBWL, due to channel borrowing between adjacent gateways, the states of adjacent geteways are coupled. We account for the coupling between gateways by considering the average channel borrowing rate between gateways. Let A' denote the average rate. With including A' into the state model of the given gateway, the state probabilities of the given gateway can be determined completely without the knowledge of the states of other gateways. Thus we can compute the probability of each gateway independently.
The expression for the average rate of borrowing requests from an adjacent gateway can be derived as follows. In CBWL/NR, only a fraction of the calls which can obtain adequate signal quality on the borrowed channels can use borrowed channels. The fraction is p. We suppose that the borrowing gateway initially directs a request to an adjacent gateway chosen at random. If the request is denied, the borrowing gateway will randomly select from the remaining adjacent gateways. The process is continued until the request is accepted or all adjacent gateways deny the request. Denote the average rate of the given gateway's borrowing requests that are directed to a specific gateway on the kth try as A'(k).
The probability that the given gateway on the first try selects the specific adjacent gateway is 1/6. Thus
A P P C
A'(1) = -.
6 If the given gateway on the first try selects one of other five adjacent gateways and its request is denied, it selects the specific gateway on the second try with probability 1/5. Thus
APP
XPP
A'(2) = 5 -4 f -= -+f. 6 5 6 In general, the average rate of the given gateway's borrowing requests that is directed to the specific gateway on the kth try is
APP 6
The average rate of borrowing requests coming from a specific neighboring gateway is the sum of A'(k) from k = 1 to 6.
Thus,
Because p, and p f in (28) depend on A', the equation is actually an implicit equation that can be used to obtain p f , p,, and A' simultaneously. An iterative procedure is used to find these values.
1) The procedure starts with an arbitrary guess of A' .
2) Use the last updated A' in convolution algorithm (16), (18), and (19). Then pc and p f can be found from (21) and (24). 3) The average rate of borrowing requests A' from an adjacent gateway is updated using (28). 4) Steps 2 and 3 of the procedure are continued until the absolute value of the difference between A"s from two consecutive iterations agree within the desired number of sign$cant figures. For a user that cannot use a borrowed channel, the blocking probability, PNR, is equal top,. A user that can use a borrowed channel is blocked if all of the regular channels are occupied and no channel can be borrowed from any neighbor. Its blocking probability, CYNR, is given by
The average blocking probability BNR is
C . Analysis of CBWLICR
In CBWL/CR, to find the probability of channel rearrange- Due to channel rearrangement, the distribution of Ir is not in product form. We can construct the probability flow balance equations of Ir and solve them to find the state probabilities. However, the number of states is prohibitively large (millions for a system with C = 24 and I = 4). Instead, we will use a state aggregation and decomposition method and use the results from the analysis of CBWL/NR to expedite the calculation. With channel rearrangement, an A-type call borrows a channel from a neighbor and give its regular channel to a new B-type call. Thus, channel rearrangement reduces i, by one and adds one to zb but i, + z b remains unchanged. If we let io = 6, + z b , the effect of channel rearrangement is cancelled by the aggregation of states. Then I t becomes I, which has a product form solution. We can use the convolution algorithm to find the distributions of I. From the distributions, we can find some important probabilities such as p , (21) and p f (24).
However, because we have not distinguished i, and ab in I, the distribution cannot give us the information about channel rearrangement. Further analysis is needed.
If all channels of a gateway are occupied and the number of channels that are occupied by A-type calls is zero, a new B-type call arrival cannot use channel rearrangement and is blocked. We denote the probability as p a . The probability can be expressed in terms of conditional probabilities given that IJ channels are lent in which Pr(v) is the probability that IJ channels are lent.
Because the distribution of I is of product form, we know
is the probability that the given gateway lends exactly v channels to the neighbors and io channels are used by its own calls. Thus, To find the conditional probability, Pr{i, = 0, zb = Cv1 E:=, ik = v ) , we use the decomposition method [16].
We consider that v is fixed for each possible value of v , then, corresponding to each fixed v , the whole state space is decomposed into L, , , + 1 "independent" subspaces, which can be analyzed separately from one another.
Given v , only 2, and ib are unknown variables. The statetransition diagram of 2 , and ib for c -v = 8 is shown in request is not denied by neighbors, channel rearrangement is used. As the result of channel rearrangement, an A-type call is transferred to a borrowed channel and the released channel is given to the B-type call. Thus, the gateway's state is changed to (i, -1, 26 + 1). Denote A3 as this transition rate. The probability that a borrowing request is accepted by neighbors is 1 -p ; . n u s ,
Denote pv(i,, ib) as the equilibrium distribution of ( z, , zb) given that v channels are lent. From the diagram, we can obtain the probability flow balance equation of pv(i,, S, ) and solve the equations to find pv(i,, ib). Since the dimensions are reduced, the number of states is decreased greatly and computation time is saved. After pot(i,, i b ) '~ are solved, we substitute pv(O, C-v) in (31) to find pa. To use (31), L,,,+l groups of flow balance equations for w from 0 to L,,, must be solved. However, the number of groups of equations to be solved can be reduced greatly. Because the probability that a gateway lends a lot of channels is very small and the contribution of these small R(w) to p , can be omitted. In our calculations, when R(w) from (32) is less than a desired precision, the group of equations that corresponds to that v is not necessary to be solved.
The average rate, A', of borrowing requests from a gateway to an adjacent gateway in the CBWLKR scheme arises from both A -type and B-type calls, whereas the borrowing requests in CBWL/NR arise only from the arrival of A-type calls. Recall that p , is the probability that a new call arrival finds all channels occupied, and, p , is the probability that no Atype call is in the cell (so no channel rearrangement can be made to accommodate a B-type call). Thus, if all channels of a gateway are busy, a new B-type call arrival in the cell will make a borrowing request with a probability p , -pa. Using the same analytical approach as for (28), we find An iterative procedure similar to that for CBWL/NR is used to find A'.
Once p,, pf, and p , are found, we can find blocking probabilities. First, the blocking probability experienced by an A-type call, ~C R , is the same as (29). With channel rearrangement, B-type calls can use borrowed channel indirectly. A new B-type call arrival will be blocked if all channels of the given gateway are occupied and the gateway cannot make channel rearrangement or if neighbors cannot lend any channels to the given gateway. Thus,
The overall blocking probability in a gateway is
To simulate the system with a large number of cells, we used a 37 cell configuration with each cell having six adjacent neighboring cells. The simulation programs made boundary cells on one side of the region adjacent to the boundary cells on the other side. In each run, we generated about 2500 call arrivals in each cell and determined the fraction of calls for that were blocked in each cell. Since the cells are statistically the same, in one simulation run, 37 blocking probabilities can be found, as well as the mean, variance, and confidence intervals for the blocking probabilities. The simulation was written in the Simscript simulation language, and was executed on a Sun workstation. About one hour of execution time was required for each simulation point plotted on Figs. 5 and 7.
VI. NUMERICAL RESULTS
As an example, we considered CBWWNR and CBWWCR for a cellular system with 24 channels in each gateway. Fig. 5 shows a comparison of these schemes and FCA. In the figure, FCA corresponds to p = 0. In comparison with FCA, it is seen that CBWL/NR can reduce the blocking probability about 50% while CBWL/CR can reduce the blocking probability by factor of 10 to 10oO. Fig. 6 shows overall blocking probability for all calls as well as for individual A-type and B-type calls in CBWLKR. Table I1 shows the increased offered traffic per cell that CBWWCR can afford for a given grade of service BCR = 0.02. When p = 0.2, the offered traffic is increased to 19.7 Erlang (about 18.7% greater than FCA). When p = 0.5, the offered traffic is increased to 22.3 Erlang (about 34.2% greater than FCA). Increasing p beyond p = 0.5 does little to improve performance of CBWWCR.
In the nonhomogeneous case, we analyzed an example system with 37 cells and C = 24 channels. In Fig. 7 the central hot spot cell has 1.5 times the offered traffic of any of the surrounding cells. With CBWL/CR, it is seen that the blocking probability of the central hot spot cell is greatly reduced in comparison with FCA. It is also seen that the blocking probabilities in the surrounding cells decrease significantly as p is increased.
VII. CONCLUSIONS
A new channel assignment and sharing method for cellular communication systems is presented. The method, called CBWL, allows cell gateways to borrow channels from adjacent gateways. The new scheme uses reduced transmitted power on the borrowed channels rather than channel locking. CBWL does not degrade the SIR of the system. A specially structured layout allows simple real-time channel management. The analysis shows that CBWL schemes provide considerably better performance than conventional cellular systems using FCA. Generally CBWL is much simpler to implement and manage than DCA or HCA. In comparison with FCA, CBWL can also provide significant performance improvement in hot spot scenarios. Additional detailed comparisons are discussed in Section 11-D.
