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This paper develops a geometric approach to singular perturbation problems. 
Results are used to study a general model of a biological process (e.g., nerve 
pulse, heartbeat, muscle contraction) consisting of a differential equation 
coupled with I “slow” and m “fast” equations. The slow (fast) equations cor- 
respond to subprocesses whose rates are slow (fast) relative to the rate of the 
primary phenomenon. 
For example, in the Hodgkin-Huxley model (0.1) of nerve impulse trans- 
mission one fast equation represents the entrance of Na+ into the axon; and two 
slow equations represent K+ exit and inhibition of Na+ entrance. 
In Section 1 the results are presented abstractly, in terms of isolating blocks 
[S, 11, 37, 381 for an autonomous system. The principal property of a block is 
that the map which sends a point u in the block to the first point of u * [0, co) in 
its exit set is continuous where defined (Fig. 2). Hypotheses (1.4, HET), (1.6, 
HOM), and (1.8, PER) give sufficient conditions for the existence of hetero- 
clinic, homoclinic, and periodic solutions. 
In Section 2 we examine a nonlinear diffusion equation (2.2) coupled with 
1 “slow” equations. Hypotheses of Section 1 are recast as (2.4, HET’), (2.6, 
HOM’), and (2.8, PER’) in terms of singular solutions. (PER’) requires that 
1 : 1, i.e., that the system include only one slow variable, as in (FN). Systems 
with 1 = 2 are treated provided that one slow variable is much slower than the 
others (plateau solutions). In [l] we redefine singular periodic solutions to 
include the case 1 2 2 in general. 
The Hodgkin-Huxley (HH) [22] model of nerve impulse transmission is 
studied in detail in Section 3. (See [23, Sects. 33-34; 33, Chap. lo] for intro- 
ductory discussions.) In this model, the nerve axon is a thin cylindrical mem- 
brane containing a fluid (axoplasm). When the nerve is at rest, concentration 
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differences of Na+ and K+ between the axoplasm and the surrounding solution 
set up a potential difference across the membrane (membrane potential, in 
millivolts). When the nerve is stimulated above a threshold, the permeability 
of the membrane to Na+ increases rapidly and sodium ions rush in (sodium 
activation) effecting a dramatic change in the membrane potential. Diffusion of 
electrons within the axon induces sodium activation farther along, and the 
resulting impulse proceeds in a wave-like manner. Two slower processes 
(sodium inactivation and potassium activation) inhibit Naf entrance and allow 
K+ exit, and the axon returns to rest. 
The Hodgkin-Huxley equations consist of a nonlinear diffusion equation 
coupled with one fast and two slow equations: 
(1/R)(a2V/ax2) = C(aV/at) + g(V, m,n,Iz), 
am/& = Fy,(V)(m,(V)- m), 
where x is the distance from and t is the time since the stimulus. V denotes the 
displacement of membrane potential from rest (I’ = 0); m represents sodium 
activation; n potassium activation; and h sodium inactivation. R is the resistance 
of the axoplasm, and (1/R)(~V/~x2) is the total current crossing the membrane 
(by Ohm’s law). This membrane current is the sum of capacitance (C(aV/at)) 
and ionic (g( I’, m, n, h)) currents. g is the sum of sodium (IN&( I’, m, h)), potas- 
sium (Ix(V, n)), and leakage IL(V) currents, where IN, < 0, Ix > 0, and IL is 
small. 
FitzHugh [17], noting the similarity between (0.1) and a van der Pol oscillator, 
set m = ma(V) and combined n, h into one slow variable, y. 
(l/R)(arv/axa) = c(av/at) -f(V) + y, 
ay/at = q - p). 
(0.2, FN) 
Nagumo et al. [26] used (0.2) to model nerve transmission with a tunnel diode 
network. 
We shall examine traveling wave solutions of the (HH) and (FN) models. The 
simplification m = m,(V) is minor provided 6 is small; however, the uncoupled 
n, h variables of (HH) yield a richer variety of solutions (finite wave train, 
plateau) than (FN). The principal condition (3.1, CUBIC, H) placed on (HH) 
is that g(V, mm(V), 71, h) be a “cubic” function of V for fixed rz, h (Fig. 13). 
Similarly, f is “cubic” for (FN) (Fig. 8). Mild qualitative conditions on each 
system imply the existence of a homoclinic traveling wave solution, that is, a 
waveform which travels at constant velocity and which returns to rest after 
the impulse has passed. A more specialized (but not uncommon) condition on 
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(HH) (3.5, WAVE TRAIN) implies the existence of finite wave train solutions 
of (HH) of any length where, for fixed E > 0, the number of waves increases as 
the wave speed B increases. If yn/yh or yh/yn is large, (HH) admits homoclinic 
and periodic solutions with plateaus ([18, 341 and Fig. 18), corresponding to 
cardiac muscle and pacemaker activity. Periodic solutions of (FN) (I = 1) exist 
for all 0 less than some 8; periodic solutions of (HH) (I = 2) are discussed in [l].l 
In Section 4, we show that results of Sections 2 and 3 are valid for a system 
with fast variables whenever an associated system (setting 6 = 0) satisfies the 
appropriate hypotheses and 6 is small. 
Some parameter estimates for (HH) are given in Section 5. The set of all 
bounded solutions is shown to be in a compact subset of Iw5. In addition, a 
homoclinic solution does not exist if 0 > 8,,, ; 0 < &,,,, ; E 3 E; or 6 > D/E, 
showing that some conditions on parameter values are necessary. Similar results 
hold for (FN). 
Proofs are contained in Section 6. 
Previous mathematical studies of the FitzHugh-Nagumo equations include 
[3, ,7, 9, 21,25, 291. Conley [7,9] uses isolating blocks to show the existence of a 
hL*oclinic solution of (FN). Rime1 and Keller [29] obtain existence and stability 
of a homoclinic solution with f(v) piecewise linear. Hastings [21] shows the 
existence of a periodic solution. Casten, Cohen, and Lagerstrom [3], using a 
notion similar to our singular solution, show the existence of homoclinic and 
periodic solutions by numerical methods. 
Hastings [20] shows the existence of a homoclinic solution of (HH) under 
particular conditions. 
Isolating block methods have previously been used to study heteroclinic 
(shock) [12, 14, 31, 321, homoclinic [4, 141, and periodic [lo, 11, 321 phenomena. 
In particular, Smoller and Conley [32] use isolating blocks about singular 
solutions to prove the existence of true solutions. 
Notation 
dam(f) = domain off, 
f / A = f restricted to A, 
8A = boundary of A, 
cl(A) = closure of A, 
int(A) z interior of A, 
x : y = CL, xiyi (the usual inner product on U??), where 
x = (x1 --- x,), Y = (Yl **-YJ, 
vf= (af/ax, *** af/ax,) wheref: lRn -+ [w, 
DG = (aG,/&q) (n x n) where G(x): Iw” -+ [w”, 
1 Recently, necessary and sufficient conditions for the existence of periodic bursting 
solutions of (HH) have been added to these results. 
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D,H = (iYH,/auJ (k x k) where H(u, D): Iw”+I -+ If??, 
det(M) = determinant of M, 
[B/A] = the homotopy type of B with A identified to a point. 
1. HETEROCLINIC, HOMOCLINIC, AND PERIODIC SOLUTIONS OF AN 
AUTONOMOUS SYSTEM 
In this section we consider a system 
ti = G(u), 
where GEC1anduEQ5Rn. 
(l-1) 
DEFINITIONS. (u . t, rest point, U(P), D(U), heteroclinic, homoclinic, periodic, 
block, b*, transverse crossing, Th, +*, D*). Let u(t) = u l t be a solution of (1.T). 
aisarestpoilatof(l.l)ifG(@=O. 
If @ is a rest point, let 
If det(DG@)) # 0 and DG(ii) has j eigenvalues with positive real part and 
(n - j) with negative real part, u(n) (the unstable manifold) is a j-manifold 
and S(e) (the stable manifold) is an (n - j)-manifold [6, Chap. 131. In 
Example 1.1 below, U((0, 0)) = {X =y} and S((0, 0)) = {x = -y}. All rest 
points in this paper will be of this type. 
If c, u’ are rest points, (1.1) admits a heteroclinic [JromocZinic] solution from 
U’ to uif (S(U) n V(Z)) - {a} # 4 and ti # Z[a = ii]. 
1~ * R is aperiodic solution of (1.1) if u * t = u for some t # 0. 
B is a Mock for (1.1) if there exist Cr functions fr **a fN: UP + R such that 
B = &f-'([O, 1) . h co IS omeomorphic to [0, 11” and ji = Vf6 : G # 0 on aB. 
(A) (B) CC) 
FIG. 1. (A) heteroclinic, (B) homoclinic, and (C) periodic solutions. 
NERVE IMPULSE EQUATIONS 339 
b+ (the e~~ntrunce set) z (U E i3B :fi(~) = 0 and h(u) > 0 for some i>. b- (the 
exit set) = (u E t3B : fi(u) = 0 and fi(u) < 0 for some i}. 
EXAMPLE 1.1 A block about a saddle point 
k =y, 
j = x. 
LetB-(1x1 flyI <.I). 
1.2) 
FIG. 2. B is a block for (1.2). D+ is shaded. 
B is a block, withf,(x, y) = 1 - x - y; f2(x, y) = 1 + x - y, etc. fi(s, y) = 
-y - x = -1 < 0 if fi(x, y) = 0, SO b- 2 f;‘(O) n B. f&, y) = y - x = 1 
if f&x, y) = 0, so b+ 2&-l(O) n B. 
C E {I x - 2 1 < 1 and 1 y j < l} is not a block. Note that the map which 
sends u to the first point of tl . [0, co) in X’ is not continuous in C. 
This definition of a block is more limited than usual [ll]; the Cl isolating- 
block-with-corners of [38] could be used instead. Defined in this way, a block 
B for (1.1) has the property that if 1 G - (? 1 . 1s small, then B is a block for the 
system 
ti = C(u), 
with b* remaining invariant. 
If f is a Cl function from Q to R and g E fin, u crosses {f(u) = c} transversely 
ifTzinf(t>O:f(B*t)=c}<coandf(rc~T)#O. 
T*(u) (the time needed for u to reach b*) = 
1 
0 if UE b* 
sup{t > 0: u . (0, t) n b* = 4) t if u$ bf * 
4*(u) = u * T*(U) if 0 < P(u) < CO. +* is the first point of u * [0, 03) in b*. 
D* = {u : 0 < T*(u) < co and+*(u) 6 b+). D* contains the set on which #* 
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is defined and continuous. If ii E D&, E crosses {fi(u) = 0} transversely at 
4*(C) for some i, 
In example 1.1, 
(shaded in Fig. 2), and 
D- = (D+ u B) - (b- u S((0, 0))). 
If (B,) is a family of blocks, T=*, +a * D,* denote the corresponding functions , 
and sets. 
In Lemmas 1.2 and 1.3 we construct blocks containing a given rest point or 
solution segment of (1.1) an d verify the principal continuity property of blocks. 
LEMMA 1.2. (Canonical blocks). (A) Let zi be a rest point of (1.1). The 
eigenvahes of ii have jpositive and (n - j) negative realparts @every neighborhood 
of ii contains a block B such that: 
(i) [B/b+] is the pointed (n - j) sphere; 
(ii) [B/b-] is the pointed j sphere; and 
(iii) u . R’ C B 23 u = ii. 
(iii) implies that u E S(G) if u * [0, 03) C B. 
s (ii) 
FIG. 3. Bisablockfor(l.l)withn=2,j== 1 
(B) If u” * t # ti for 0 < t < T, there exist blocks B, , B, and f: Sz ---f R 
such that: 
(9 Bl , B2 Cf -‘(O) * P, Tl; 
(ii) B,+ C f -l(O); 
(iii) B,- C f -l(O) . T; and 
(iv) no positive half solution is contained in Bl OY B, . 
Fo~~>O,B~,B~muybechosensothat~u~t-~~t~~~ifu~B~nf-~(O) 
and0 < t < T(i= 1,2). 
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FIG. 4. 
LEMMA 1.3. (Continuity of maps defined by a block). If B is a block, 
T* and +5+ are continuous on D*. 
For the rest of Section 1 we shall consider a system parameterized by a E Iw”: 
zi = G(u, u). (1.324 
If B is a block for (1.3, 5) then B is a block for (1.3, u) if a is near 5. b* remains 
invariant under small perturbation of 0. Let Z’*(u; cr) denote the time needed 
for u to reach b* in (1.3, U) and +(u; u) denote u . Tk(u; u) in (1.3, u). 
Hypotheses (1.4, HET), (1.6, HOM), and (1.8, PER) give sufficient conditions 
for the existence of heteroclinic, homoclinic, and periodic solutions of (1.3, G). 
HYPOTHESIS (1.4, HET). There exists a block B for (1.3, u) (a E 2) with 
properties (A)-(C): 
(A) U, u’ are rest points of (1.3, u), and u G S(G) if u * [0, cc) Z B. 
(B) There exists a path {(u, , u,) : 0 < s < 1) C D+ x .X such that 
u, E U(Z) in (1.3, a,); II,, , u1 E D-; and & 0 $+(u,, ; ua), $- 0 ++(ui , q) are 
contained in distinct components of b-. 
(C) ii # ii. 
THEOREM 1.5 (Heteroclinic solutions of (1.3)). Hypothesis (1.4, HET) 
implies that (1.3, uJ admits a heteroclinic solution from ii to ti fat some u, . 
Remark. If (1.4, RET) (C) is replaced by 
(C’) ii = ii, 
(1.4, HET) implies that (113, u) admits a homoclinic solution. This observation 
will be used in the proof of Theorem 1.7. 
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B 
4--+ 
-4 
7 
‘ii I-- --- / / / 
FIG. 5. B satisfies (1.4, HET), with b- = front and back. 
HYPOTHESIS (1.6, HOM). There exist blocks B,, B, for (1.3, a) (u E Z) with 
properties (A)-(D) : 
(A) n is a rest point of (1.3, u), and u E S(S) if u + [0, co) _C B, . 
(B) No positive half solution is contained in B, . 
(C) There exists d, an open subset of ba-, such that d C Dl+ and (ba- - d) 
consists of two components, &, and & . In addition, if 6, = /3,, n cl(d) and 
and S, = & n cl(d), then 6, u S, C D,-; and $r- o &+(S,,) and q&- 0 &+(S,) 
are contained in distinct components of b,-. 
(D) There exists a path ((us, ~~):0<s,(l)_CD,+ XZ such that 
u, E U(a) in (1.3,~~); $a- 0 &+(~a ; u,,) E &, ; and #a- 0 +a+(~~ ; or) E Br. 
THEOREM 1.7 (Homoclinic solutions of (1.3)). Hypothesis (1.6, HOM) 
implies that (1.3, a,) admits a homoclinic solution for some us . 
Remark. The proof of 1.7 generalizes immediately to the case in which U(n) 
passes through any number of blocks B, -*a BN before returning to Q In parti- 
cular, we say that U(J) is a wave train of length k if U(c) passes through B, k 
times. 
Periodic solutions of (1.3, u) will be found for fixed u using the notion of 
topological degree [13, 301. 
HYPOTHESIS (1.8, PER). There exist B, , B, , disjoint blocks for (1.3, u), 
with properties (A)-(C): 
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(A) No positive half solution is contained in B, or B, . 
(B) There exist .F C b,- n D2+, d C b,- n D,+ such that (b,- - r) 
consists of two components, 01~ and 01~ ; and (b,- - d) consists of two compo- 
nents, &, and fil. In addition, if yi = ai n cl(r) and Si = pi n cl(d), then 
&- o &+(n) C int(fli) and +1- o &+(SJ C int(a,) (i = 0, 1). 
B 2 
FIG. 6. B, , B, satisfy (1.6, HOM), with b,- = front and back; b,- = front, back, 
and top. 
FIG. 7. B, , B, satisfy (1.8, PER), with b,- = front, back, and bottom; b,- = front, 
back, and top. 
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(C) There exist homeomorphisms hj : b,- -+ [0, 11Sm2 x [-1, 21 such 
that 
and 
h,(T) = [O, l]“-” x (0, I), 
h,(rJ = LO, IF2 x {i>, 
h,(d) = 10, 11,-a x (0, l), 
h,(SJ = [O, l-y-2 x {i}. 
THEOREM 1.9 (Periodic solutions of (1.3)). Hypothesis (1.8, PER) implies 
that (1.3, CJ) admits a periodic solution. 
2. TRAVELING WAVE SOLUTIONS OF A NONLINEAR DIFFUSION EQUATION 
In this section we apply the abstract results of Section I to find traveling 
wave solutions of a nonlinear diffusion equation coupled with 1 “slow” equatid”o 
where BE (V, , V,) C Iw; 7 E Q, L W; and c > 0. 
A traveling wave solution of (2.1) (with speed 0) consists of a solution 
(B(x, s), ji(~, s)) of (2.1) such that B(x, s) = V(t), 3(x, s) = y(t) where t = 
(X + OS). An appl’ t maion of the chain rule gives traveling wave solutions of (2.1) 
as solutions (V, W, y) of the (2 + I) equations 
vi= w, 
I&‘= BW+ G(V,y), (2.2) 
j = E&vq v, y). 
Hypothesis (2.2, CUBIC) will provide the principal restriction on G, namely, 
that G be a “cubic” function of V for fixedy (Fig. 10). Hypotheses (2.4, HET’), 
(2.6, HOM’), and (2.8, PER’) give sufficient conditions for the existence of 
heteroclinic, homoclinic, and periodic solutions of (2.2) provided that B is small. 
These hypotheses do not involve blocks; rather, they require the existence of 
a “singular solution.” 
If E, 1 B - B 1 are small, solutions of (2.2, 0, c) stay close to solutions of 
{2.2,8, 0) provided v or m is not small. If v E 0 and I&‘= 0 and E > 0, y 
becomes “fast” relative to (V, W). A singular solution (SS) consists of alternating 
solutions or solution segments of the two systems (2.2,8,0) and j = H(V, y), 
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the latter being defined on a component of {W = G(V, y) = 0 and 
(aG/aV)(V, y) # 0} .(Fig. 8, 9). Th eorems 2.5, 2.7, and 2.9 show that the 
existence of a singular heteroclinic, homoclinic, or periodic solution of (2.2,8,0) 
implies the existence of a solution of (2.2, 8, E) of the same type. Moreover 
solutions of (2.2,0, G) converge to the ss as <0, E) - <8,0). 
EXAMPLE 2.1 (The FitzHugh-Nagumo equations). Traveling wave solu- 
tions of (0.2) are solutions of the system 
v = w, 
I@= ew-f(V) fy, (2.3, FN) 
j = d-yv - fl), 
where V, W, y E R, 0 > 0 and C, y 3 0. f is “cubic,” f( 7) = 0, and 
s:f(V) dV > 0 (Fig. 8). 
If y is small and E > 0, (0, 0,O) is the unique rest point of (FN). Notice that 
r<V, W, y): -f(V) + y = W = 0 and f’(V) < 0} C (t’ = I%’ = 0} consists 
df two components, x1 and xZ , with (0, 0,O) EX~ and (r, 0,O) <x2. For i = 1,2, 
+ v +v 
(A) (8) 
FIG. 8. (A) Homoclinic singular <oldion of (2.3, FN). (B) Periodic singular solution 
of (2.3, FN). 
if Iii is the image of xi under the map (V, W, y) + y, there is a function Vi 
such that xi = ((V,(y), 0,~): y E &). Let (FN)( be the system defined on Dj : 
ji = (v,(Y) - M)* (2.4, FN), 
Note that (Vz(y) - ry) > 0; and (V,(y) - 9) < 0 when y > 0. 
A homoclinic singular solution of (FN) (Fig. 8A) consists of 
(1) a heteroclinic solution of (FN, 8,O) from (0, 0,O) to (7, 0,O) for 
some 8; 
505/23/3-3 
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(2) a solution segment of (FN), from 0 to yz ; 
(3) a heteroclinic solution of (FN, 8, 0) from (Va(yJ, 0, ya) to 
<~‘;(YJ, 0, Y& and 
(4) a positive half solution of (FN), from ya to 0. 
Periodic singular solutions are similar; in fact, there exists a periodic singular 
solution of (FN) for every 0 E (0, 8) (Fig. 8B). 
If we allow y to increase, (FN) acquires rest points (V,(y,), 0, y,,): 
FIG. 9. (2.3, FN) with y varying. 
Define y, , y3 by the equationsf’(( V,(y,)) = 0; andJ?:i$ (-f(V) + ya) dV = 0.. 
For i = 1,2,3 let yi = Vz(yi)/yi . 
(A) If Y E P,‘yz), (FV d t a mi s a homoclinic ss from and to (0, 0,O) for 
l9 = 0. 
If y E (ya , ya), (FN) admits a homoclinic ss from and to (V,(y,,), 0, y,,) for 
some 0 E (0,G). 
(B) If y E (ri , co), (FN) admits a heteroclinic ss from (0, 0, 0) to 
<v&v,), 0, y,> for 6J = 0. 
If y E (n , ya), (FN) admits a heteroclinic ss from (V,(y,,), 0, y,,) to (0, 0,O) 
for some ~9 E (0, co) (Fig. 11). 
(C) If y E [0, ~a], (FN) admits a periodic ss for every 0 E (0, 8). 
If y E (yz , y3), (FN) admits a periodic ss for every 0 E (0, 0,) for some 
4 E (o,f% 
We now return to (2.2). 
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HYPOTHESIS (2.2, CUBIC). (A) V, < 0 < V, , and G(Va, y) < 0 < 
G( V, , y) for every y. 
(B) For every y there exist at most three V such that G(V, y) = 0; for 
some y, there exist exactly three. Moreover, (PG/aVs)( V, y) # 0 if G( V, y) = 
(aG/iW)( V, y) = 0. 
(C) aG/ayk > 0 for some k. 
” 
FIG. 10. “Cubic” G. 
DEFINITIONS (x, xt , I& , Vi , y ai t, A(y, 0)). 
Let x 3 {(V, W, y): W = G(V, y) = 0 and (aG/aV)(V, y) > 0). (2.2, 
CUBIC) then implies that x has two components, x1 and xs , with V < I” when 
(V, 0, y) E x1 and (I”, 0, y) E xs . For i = 1,2, let 17i be the image of xi under 
the map (V, W, y) -+y. By the implicit function theorem, there exists Vi: 
ITi -+ (V, , I’,) such that (I’, 0, y) E xi iff y E IIi and V = V,(y). Note that 
V,(Y) < Vdy) when Y E Jh n G ; 
avi - - acpyj and i 1 "vi 
aG 
aYj aGjav ; 
w ayj = -S&F ayj - i 1 
For y E ni , (2.2) defines a system on 17,: 
Y = fvi,‘i(Y), Y) (2*5)i 
(see Fig. 14, where 1 = 2). 
Let y ei t denote a solution of (2.5)i . 
For every y E fl, n Ii’, and 0 E 08, (V,(y), 0, y) is a rest point of (2.2, 1 0 I, 0) 
with one positive and one negative eigenvalue. If 8 > 0 let fl(y, 0) be that branch 
of U(( V,(y), 0, y)) with negative half solution contained in {W > O}; if 19 < 0, 
let A(y, 0) be that branch of U(( V,(y), 0, y)) with negative half solution contained 
in {W < O}. (In Fig. SA, (1) is fl(O, 0) and (2) is fl(y, , -@.) 
Lemma 2.3 shows that for fixed y E n1 n fls, fl(y, 0) or n(y, -0) runs 
between x1 and xa in (2.2, 0,O) for some 6’ >, 0. 
LEMMA 2.3 (Jump sets exist). Assume Hypothesis (2.2, CUBIC). 
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(A) [25] There exists a continuous function B(y): 17, n II2 + 08 such that 
4n e(y)) is a sohbn of (2.2, I e(y>l, 0) from <V,(Y), 0, Y> to <V,(Y), 0, y> if 
sL$ G(V, y) dV < 0; and A(y, 8(y)) is a solution of (2.2, 1 B(y)l, 0) from 
<V&h 0, Y> to (VI(y), 0, Y> if .I?;::: G(V, Y) dV 3 0 (Fig. 8). B(Y) qui=s a 
half-line of o&es on {y E 8(17, n 112): aG/aV( Vi(y), y) = 0, i = 1,2}. For y 
in this set, B(y) > [<, =]C means that at least one value of B(y) is greater than 
[less than, equul to] C. 
(B) e(y) decreases us yK increases. 
(c) {yd&72:e(y)=t7j is an (I - l)-manifold. If e” > 0, 
(f?(y) = &- is the jump set from rii, to flz ; if e < 0 
it is the jump set from n, to fl, (Fig. 12). 
HYPOTHESIS (2.4, HET’). (A) Let 7 E n1 be a rest point of (2.5)i whose 
eigenvalues have negative real part. (For simplicity, assume V,(y) = 0.) 
Let 7 E 17r n 172 be a rest point of (2.5)s . 
(B) l$; G( V, 7) dV > 0. 
(C) 7 E S(y) in (2.5), . 
This hypothesis is satisfied by (2.3, FN) if y E (rl , ya) with 9 = 0 and 
7 =Y7- 
FIG. 11. Heteroclinic singular solution of (2.3, FN), where y,, = y and 7 = 0. 
THEOREM 2.5 (Heteroclinic solutions of (2.2)). Hypotheses (2.2, CUBIC) 
and (2.4, HET’) imply that for all small E > 0 (2.2, 0, , E) admits a heteroclinic 
solution from <V&q, 0, J)) t0 CO, 0, 7) f0r ~0tn.e 0, > 0. Moreover e, + I e(g)1 as 
E ---f 0. 
HYPOTHESIS (2.6, HOM’). (A) Let 7 E 17, be a rest point of (2.2) whose 
eigenvalues have negative real part. (For simplicity, assume V,(y) = 0.) 
P) s;:;: G( V, 7) dV ( 0. (Let 0 s 0(r).) 
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(C) There exist f, 71 > 0 such that I?(? .a t) > - 0 if t - 7 < t < i and 
8(7 .a t) < -0 if t‘ < t < f + 7. 
(D) 7 es f C S(T) in (2.5), . 
Remarks. In Fig. 8A, 7 = 0; 7 .a t = ya ; and (4) is contained in S(y). The 
case I = 2 (HH) is illustrated in Fig. 12. 
FIG. 12. A homoclinic singular solution of (2.2) with I = 2. 
(C) is satisfied if all functions are real analytic. Henceforth we shall 
assume that this is the case. 
(D) holds if 5 is globally asymptotically stable in J7, . 
THEOREM 2.7 (Homoclinic solutions of (2.2)). Hypotheses (2.2, CUBIC) 
and (2.6, HOM’) imply that for all small E > 0 (2.2, 0,) E) admits a homoclinic 
solution from and to (0, 0,~) for some BC > 0. Moreover 0< --f @) as E + 0. 
Next we show the existence of periodic solutions of (2.2,0, l ) for fixed 0 E (0,8) 
and small E > 0. The proof of Theorem 2.9 requires that there be only one slow 
variable in (2.2). 
HYPOTHESIS (2.8, PER’). (A) I = 1. 
(B) There exist jj,y E fl, r\ 17, such that 0 < e(7) = -0(g). (Let 
g = e(y).) 
(C) fVdy), Y> -=c 0 < W'2(~), Y) for every Y E [j? 71 (see Fig. f33). 
THEOREM 2.9 (Periodic solutions of (2.2)). Hypotheses (2.2, CUBIC) and 
(2.8, PER’) imply that (2.2, 0, C) admits a periodic so&ion if 0 -=c 0 -=c B(jY) and 
0 < E < Eg . 
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3. NERVE IMPULSE EQUATIONS 
We now apply the results of Section 2 to the Hodgkin-Huxley equations 
(with m = m&I/)). Hypothesis (3.1, CUBIC, H) is analogous to (2.2, CUBIC). 
Assuming (3.1) and the weak hypothesis (3.3, HOM, H), (3.1, H) admits a 
homoclinic solution. The more restrictive hypotheses (3.5, WAVE TRAIN) and 
(3.7, PLATEAU) g ive conditions for the existence of finite wave train and 
plateau solutions. Homoclinic wave train solutions of any length exist if the 
singular solutions in n, cross (0(n, h) = B(n, , h,)} before returning to rest. 
Homoclinic and periodic plateau solutions exist if m/y& > 1 or y,Jyn > 1. 
Results in Section 4 imply that all solutions in Section 3 correspond to tra- 
veling wave solutions of (0.1) provided 8 is small. 
If R = C = 1 (for simplicity), traveling wave solutions of the Hodgkin- 
Huxley equations (0.1) with m = m,(V) are solutions of 
v = w, 
Pt’ = BW + G(V, n, h), 
li = Ee-lyn( V)(?.&,(V) - n), 
h = ~B-lYh(~)(ko(~) - 4, 
(3.1, H) 
where G(V, n, h) E g(V, m,(JQ n, h). Note that (v/, W, n, h) is a rest 
point of (H) if W=G(V,n,h)=n,(V)-n=&,(V)-h=O. If v/=0 
is to represent the unique rest state of the nerve, we would expect that 
G(v’, n,(v), h,(V)) = 0 iff V = 0. If m,(O) - m,, , n,(O) = n, , and h,(O) = h,, 
(0, 0, mo , no > ho) is the unique rest point of (HH). 
HYPOTHESIS (3.1, CUBIC, H). There exist V, < 0 < VNa such that for 
every n, h E [0, 11: 
(A) G(VK,n,h)<O<G(~~,,n,h)andG~C2. 
(B) There exist at most three V E (V, , VN,) such that G( v, 71, h) = 0. 
Moreover, if G( V, n, h) = (aG/aV)(v, n, h) = 0, (FG/av2)(F’, n, h) # 0 and 
V > 0 if (a2G/a l’z)( V, n, h) > 0. 
(C) (WaV(O, no 7 ho) > 0, and there exists V, > 0 such that 
G( V, , no , ho) = 0 and Jp G( V, no , ho) dir < 0. 
(D) aG/an > 0 and aG/ah < 0. 
(E) G( V, n,(V), h,(V)) = 0 iff v = 0. 
(F) 0 <n,, h,<l;n,‘>O;andh,‘<O. 
((3 Yn 9 Yh > 0. 
Note that hypotheses on m, are implicit. 
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(B) (C) 
FIG. 13. (A) “Cubic” G(Y, n, , h,). (B) n = n,(V). (C) h = h-a(V). 
Clearly (3.1, CUBIC, H) implies (2.2, CUBIC). As in Section 2, let x = 
{(V, W, 1z, It): W = G(V, n, h) = 0 and (aG/aV)(V, n, h) > O}. x has two 
connected components, x1 and xz , with (0, 0, n, , h,) E x1 and (V, , 0, n, , h,) E xs. 
For i = 1,2, let ni be the image of xi under the map (V, W, n, h) -+ (n, h), 
and define Vi: IT, -+ (Vx , V,,) by G(V,(n, h), 71, h) = 0. Then n1 u 17, = 
(0, 1)2 and (n,, h,) E 17,n I&. If we extend Vi to cl(n,), (a2G/8V2)( V1(n, h), n, h) 
< 0 if (n, h) E an1 - a[O, 112; and (@G/8V2)(V,(n, h), rz, h) > 0 if 
<n, h) E XT2 - a[O, 112. Also, if (n, h) E fli 
aVi - = avi - 
an 
-aG/an < o 
aqa v 
and 
ah 
Wah > o 
-zjz * 
Let (H)i be the system 
fii = y,(Vi(n, h))(n,(V,(n, 4) - 4, 
A+’ = Yh( vi(n, h))(hco(Vi(?l, h)) - h), 
(3.2, wi 
where (n, h) E cl(ni). 
By the Jump Set Lemma (2.3) there exists a function 8(n, h): cl(n; n II,) + 
(-00, co) such that (3.1, H, 1 e(n, h)l, 0) admits a solution from (Vr(n, h), 0, n, h) 
to (V,(n, h), 0, it, h) if 0 < 0(n, h); or from (Vs(n, h), 0, n, h) to ( V1(n, h), 0, n, h> 
if 0(n, h) < 0. Moreover 80/&z < 0 and at9jah > 0 (Fig. 12). 
LEMMA 3.2 (Analysis of(H), and (H),). Assume Hypothesis (3.1, CUBIC, H). 
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(H),: (A) (n,, h,) is the unique rest point of (H), . Both its eigenoalues are 
negative. 
(B) There exist increasing C1junctions h, , hb such that in cl(II,), 
and 
n,(V,(n, h)) = n 
h,(vl(n, h)) = h 
isf h = h,(n), 
ijf h = h,(n). 
Moreover, dom(h,) _C (0, 1); h,(n) = 0 for some n; range (h,) _C (0, 1); and 
1 E dom(h,). 
(C) (n, h) E S((n, , h,)) ij (n, h) J t is de$zed for all t 3 0. All but two 
solutions approach (n, , h,) in {ti’ > 0, h1 > 0} u (9 < 0, h1 < O}. 
h i;‘=O h=h (nl ’ b h 
,i2=0,h=h 
c” 
( f 
(A) (6) 
FIG. 14. (A) (3.2, H), on II,. (B) (3.2, H)* on I& 
(H),: (D) Vz(n, h) > Ofor (n, h) E I&. 
(E) II, contains no rest points of (H)z . 
(F) There exist increasing Cl junctions h, , h, such that in cl(II,), 
and 
n,(vdn, 4) = n 
NV&, 4) = h 
$7 h = h,(n), 
if h = h,(n). 
In addition there exist 0 < nd < n, < n,’ < 1, with n, > no , such that 
dom(h,) = [O, Q]; dom(h,) = [n, , n,‘]; h,(n,) < h, ; and h,(n,‘) = 1. 
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(G) For every (n, h) E l& there exists t > 0 such that (n, h) A t E ((n, h): 
aG/W(V&z, h), n, h) = O}. 
Lemma 3.2 is independent of y,, , yh . Let 0 = B(n, , h,). 
HYPOTHESIS (3.3, HOM, H). There exists t > 0 such that, if (n, h) = 
(n, , h,) a2 t, 0(n, h) = -0 and (n, h) J t is defined for all t > 0. 
THEOREM 3.4 (Existence of a homoclinic solution of the Hodgkin-Huxley 
equations, m = ma(v)). Hypotheses (3.1, CUBIC, H) and (3.3, HOM, H) 
imply that for small E > 0 (3.1, H, 8, , E) admits a homoclinic solution for some 
0, > 0. Moreover 19, + fl(n,, , h,) us E -+ 0. 
When 2 = 1 (FN) the singular homoclinic solution is unique. When I > 2 
this may no longer be the case, as illustrated in Fig. 15. The proof of (2.7) implies 
FIG. 15. Homoclinic singular solution crossing {e(n, h) = -e) in three points. 
that each crossing yields a homoclinic solution of (3.1, H). In addition, for fixed 
E the wave speed, 0, increases with the order of the crossings. 
The case where (3.3, HOM, H) does not hold is treated in (3.6) (B). 
HYPOTHESIS (3.5, WAVE TRAIN). Let 0 E B(n, , h,). 
(A) f$ > 0 on {e(n, h) = -e> and @ < 0 on {0(n, h) = 81. 
P) If (n, h) = <no, o h ) *2 t and e(n, h) = -8, then e((n, h) J t) = t? 
for some t > 0. 
(C) (n, h) *l [0, CO) is defined whenever 8(n, h) = -0. 
Remarks. (3.5) (A) says that all solutions of (H), , (H)z cross {e(n, h) = -8}, 
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FIG. 16. Singular wave train solution of (HH). 
{0(n, h) = 8} in one direction. Since & = B,tii + S&i, (A) is satisfied if 9 < 0 
and k > 0 on {0(n, h) = -e>; and 9 > 0 and hz < 0 on {0(n, h) = e>, 
independent of yn , yh. 
(B) says that if (n, h) = (n, , h,) v2 t then (n, h) J [0, co) crosses 
{0(n, h) = 81 before returning to (n, , h a ). If this is the case, (A) implies that all 
successive ‘jumps” cross {ecn, h) = 8}. 
(C) implies that U((0, 0, n, , o h )) may return to the rest point after any 
finite number of jumps. The case in which (C) fails in considered in (3,6)(B). 
It is reasonable to expect that a collection of wave train solutions of length 
K = 1,2,... converge to a periodic solution. This is in fact the case in a sense 
discussed in [l]. 
THEOREM 3.6 (Wave train solutions of the Hodgkin-Huxley equations). 
Assume Hypothesis (3.1, CUBIC, H). 
(A) If (3.1, H) satisfies Hypothesis (3.5, WAVE TRAIN), there exist 
(+: Ed 3 Ed 3 .a.}, {e,,, : k = 1, 2 ,..., 0 < E < EJ such that (3.1, H, 0, , 6) 
(A) (B) 
FIG. 17. (A) Parameter values for the existence of wave train solutions of length 
1, 2, 3 ,... . (B) A wave train of length three. 
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admits a homoclinic wave train solution of length k. Moreover, B,,, < tie,* < *.. < 
6,,k ijo < E < 6k . 
(B) Assume (3.5, WAVE TRAIN) (A), (B). Assume also that after J 
jumps the singular solution runs to XI, . Then (3.1, H, 0, , 6) admits wave train 
solutions as in (A)for k < J - 1. (J = 1 is the case where (3.3, HOM, H)fuiZs.) 
FIG. 18. 
Our choice of the parameter B in (3.1, H) indicates that O(ti) = O(h). For the 
rest of Section 3 we shall examine the case where n and h vary at different rates. 
v = w, 
J@=t’W+G(V,n,h), 
?i = To-lyn(V)(nm(v) - n), 
(3.3, H) 
h = @yh( V)(h,( V) - h). 
If C/T > 1, for example, h will vary more rapidly than n (unless h,(V) - h z 0) 
although both vary slowly compared to v, W. (3.1, H) is (3.3, H) with T = E. 
Theorem 3.8(A) states that if E/T > 1 and E is small (3.3, H) admits a homo- 
clinic solution which remains at a plateau before returning to rest. (B) states 
that (3.3, H) admits periodic solutions which oscillate between two plateaux 
connected by rapid transitions. Analogous results hold when T/E > 1. 
(3.1, CUBIC, H) implies that (3.3, H) with 7 = 0 is analogous to (2.3, FN). 
<I’, 0, n, h) is a rest point of this system if h = h,(V) and I’ = IJr(n, h) or 
T/ = I’a(n, h). Heteroclinic solutions of (3.3, H) with 7 = 0, found as in 
Example 2.1(B), form the singular solutions. In the periodic case, I = 1 of 
Hypothesis (2.8, PER’) refers only to the slowest variable, n. 
HYPOTHESIS (3.7, PLATEAU). (A) For some h, h = h,(V2(n, , Q) and 
*hl 9 h) > --B(n, , h,) (Fig. 14B). 
(B) e(n, h,(n)) and e(n, h,(n)) decrease as 72 increases. 
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&mar&. h = &(n,,) and h, = h,(n,). Let f(n) = t?(n, h&z)) + 6(n, h,(n)). 
Then f(n,) > 0; f(n) d ecreases as n increases; andf(n,) = 0 for some n1 > n, . 
Let 0 = B(n,, ha) and 0, E e(n, , hb(nI)) > 0. 
THEOREM 3.8 (Plateau solutions of the Hodgkin-Huxley Equations). Assume 
Hypotheses (3.1, CUBIC, H) and (3.7, PLATEAU). 
(A) If E is small and C/G- is large, (3.3, H, B,, , 7, 6) admits a homoclinic 
solution with a plateau for some ~9,~ > 0. Moreover tl,, -+ B(n,, h,) as e---f 0 and 
C/T---f al. 
(B) For fixed &(i9, , e>, y z E is small and C/T is large, (3.3, H, 0, r, e) admits 
a periodic solution oscillating between two plateaux. 
(8) 
FIG. 19. (A) Plateau homoclinic solutions. (B) Plateau periodic solution. 
4. FAST lJ~~~~~~~~ 
In this section we add fast variabIes to the system (2.2): 
v = w, 
w = ew +g(v,Y, 4, 
j = Ee-lh( v, y, z), 
f = s-le-lq(v, y, z), 
where z E .QZ C W and 6 > 0 is small. 
(4.1) 
HYPOTHESIS (4.1, FAST). (A) There exists a Cr function z(V, y): 
(V,, V,) ~Q,+Q~suchthatq(V,y,z)=Oiffz=z(V,y). 
(B) The eigenvalues of D,q( V, y, z( V, y)) have negative real part. 
NERVE IMPULSE EQUATIONS 357 
If (4.1, FAST) holds and 6 is small, we would expect solutions of (4.1) to be 
close to solutions of (2.2) with G(V, y) = g(V, y, x(V, y)) and H(V, r) = 
h( V, Y, 4 V, Y>>- Th is is the content of Theorem 4.2. In particular, results of 
Section 3 hold for (HH) with 6 small whenever (3.1, H) or (3.3, H) satisfies 
the appropriate hypotheses. 
V,W,n,h 
FIG. 20. (HH) with 6 small. 
THEOREM 4.2. Assume HypotJzesis (4.1, FAST), and assume that (2.2) 
satisfies Hypothesis (2.4, HET’) (or (2.6, HOM’) or (2.8, PER’)). Then (4.1,s) 
admits a heteroclinic (or homoclinic or periodic) solution for all small 8 > 0. More- 
over, the solutions of (4.1, S) correspond to solutions of (2.2) as 6 -+ 0. 
5. BOUNDED SOLUTIONS AND PARAMETER ESTIMATES OF 
NERVE IMPULSE EQUATIONS 
In Theorem 5.1(A) we construct a compact set which contains all bounded 
solutions of (HH) independent of E, 6 and depending on B only in the 
W-coordinate. (B) states that both branches of U((0, 0, m,, , no, h,)) are un- 
bounded if 0, E, or 6 is too large or if ~9 is too small. In particular, (HH) admits no 
homoclinic solutions in this case. An analogous theorem holds for (2.3, FN) if 
y > 0. 
THEOREM 5.1. (A) Suppose (HH) is defined for (V, W, m, n, h) E R5. 
Assume thatgEC2; O<m,,n,, h, < 1; g( V, m, n, h) < 0 if V G V, ; and 
g(V, m, n, h) > 0 ;f V > V,, . Then any bounded solution of (HH) is contained in 
[VK , V,,] x [-FM, 8-lM] x [a, 1 - 0113, where 0 < a! < min{m,(V), n,(V), 
h,(V), 1 - m,(V), 1 - n,(V), 1 - h,(V) : V E [VK , V,,]}; and M 2 
m4l g(V, m, n, h)l : VE [VK , VN,] and m, 12, h E [0, 11). 
(B) Assume (CUBIC, H) and suppose that m,’ > 0; ag/aV > 0; and 
aglam < 0. Then one branch of U(<O, 0, m,, , n, , h,)) is contained in {W < 0} 
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andis unbounded; let rbe the other branch. Then there exist em,, , emin , E, D > 0 
such that P is unbounded if one of the following holds: 
(9 0 2 emax , 
(ii) 0 -G l%i, , 
(iii) E > E, OY 
(iv) 6 3 D/C 
6. PROOFS 
(1.2) (A) The proof is standard [ll]. 
(B) [32]. If f (u) F (u - ~2): G(C) and 1 u - zi 1 is small, f(u) = G(u): 
G(C) > 0. If F(T) = {~:f(u) = 0 and ( u - 1 j < q} and ?j is small, let 
and 
B, = u Y((2 - (t/T))7) . t 
tqe.q 
B, = (J Y((l + (t/T))ij) - t. 
te[O.T] 
(1.3) (See [l l] for a similar proof.) Let u, -+ u in D+. For some E > 0, 
u * [T+(u), T+(u) + C] _C int(B) and u . [T+(u) - E, T+(u)] n B = 4. Thus for 
large n, u, * (T+(u) + C) E int(B) and u, * (T+(u) - C) 4 B, so limT+(u,) < 
T+(u) + E. Since E was arbitrary, T+ is USC. 
If E is small, the distance from b+ to u * [c, T+(u) - l ] is positive. Thus for 
large n the distance from b+ to II, . [c, T+(u) - C] is positive. Thus hY’+(u,J > 
T+(u) - E and T+ is lsc. 
The proof that T- is continuous on D- is similar, and $* is then the composi- 
tion of continuous functions. 
(1.5) Since ++ is continuous, it maps a path II in D+ to a path in B+. 
If $+(17) is contained in D-, +- 0 ++(17) is a path in b-. Thus ++(fl) is not con- 
tained in D- if the endpoints of d+(H) are mapped by (6- to distinct components 
of b-. In this case, one positive half solution beginning at a point in $+(17) is 
contained in B. This is the case if we assume Hypothesis (1.4, HET), so U, is 
contained in a heteroclinic solution of (1.3, us) for some s E (0, 1). 
(1.7) If 17 is a path in D,+ and no positive half solution is contained in B, , 
Lemma 1.3 implies that +a- 0 &+(n) is a path in b,-. If the endpoints of this path 
are contained in /3, , & respectively, there exists a path fl C cl(d) A &- o q&+(17) 
whose endpoints are contained in S, , 6, , respectively. Thus, Hypothesis 
(1.6, HOM) and the previous remark imply the existence of a homoclinic 
solution of (1.3). 
(1.9) The proof applies the notion of topological degree. 
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Topological degree [30, Section 10.3; 131. Let 9 be a bounded open subset 
of W and F a continuous function from P into [wk. . 
Let F be a simplicial mapping of * into UP. The degree of F at a 
point u E 5P -F(@) (deg(F, q’, u)) is the algebraic number of 
times that (almost all) points are covered, in the region Vi con- 
taining u [30, p. SO]. 
FIG. 21. Degree of F in several regions [30, p. 791. 
The degree of a continuous map is defined by simplicial approximation. 
(i) If deg(F, 9, U) # 0 then u EF(~). 
(ii) If F =f - I, where I is the identity, and deg(F, 9, 0) # 0, then f 
admits a fixed point in i. 
(iii) If u EF(*) and F is a homeomorphism, then deg(F, q’, U) = fl. 
(iv) (Homotopy) If { fs: s E [O, l]} is a continuous family and f*(u) - u # 0 
for u E 8, then deg(fo - I, i, 0) = deg(f, - I, ‘?, 0). (fO is fp-homotopic to 
fl *) 
LEMMA. Letf be a continuous mapfrom [0, l]n-2 x [0, l] to (0, l)n-2 x r-1,2] 
sucl2 that f (x, 0) E (0, 1)Q-2 x [-1, 0) and f(x, 1) 15 (0, 1)+2 x (1,2] for all 
x E [0, l]n-2. Then there exists (3, t) such that f (%, t) = (%, t). 
Proof of Lemma. Let fi(x, t) = (?j .** &,2t - Q} and g = (0, l)n-2 x (0, 1). 
Then f is fp-homotopic to fi with fS = (I - s)f + sfi . Sincef, - I is a homeo- 
morphism, deg(f - I, P, 0) = deg(f, - I, q, 0) = &l. Thus f has a fixed 
point in !P (Leray-Schauder). 
Proof of Theorem. Let h, 0 $2- 0 +2+ z (Fl ... F,-,F,) and 
fib) ss $2- o 92+w if O<F,,(u) < 1, 
= h,l((F,(u) ***F,&u), 0)) if F,(U) < 0, 
= h;l((F,(u) a** F,+&), 1)) if F,(u) > 1. 
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FIG. 22, 1z = 3. Compare Fig. 7. 
fA is a continuous map from I’ to A. Thus f z h, o $r- 0 $r+ 0 fs 0 hF1 satisfies 
the hypotheses of the lemma and there exists (%, t) such that f(%, t) = (%, t). 
If F,(u) $ LO, 112 A- o 41’ ofiw 4 c so hi(u) is not a fixed point of f. If u = 
&@, t), thenfi(8) = &- o $a+(@), +i- o +r+ o &- o $a+(~) = c, and Q is contained 
in a periodic solution of (1.3, c). 
(2.3) (A) Choose y E L7r n IT, such that J:lzi G( V, y) dV < 0. fl(y, 0) 
leaves (W > 0} at (V, , 0), where ,zcy, G(V, y) dV = 0 and I’s < V,(y). If 
0<8<1, d(y,O) 1 eaves {W > O> near (V, , 0). If 0 > 1, n(y, 0) enters 
P’ > V,(Y)>; th enceforth v, l? > 0. For some intermediate value (0 = B(y)) 
d(y, B(y)) joins the two rest points (V,(y), 0, y) and (V,(y), 0, y). 
FIG. 23. y fixed, Q = 0. 
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If szl:i G(V, y) dV > 0, the argument is similar, where Il(y, B(y)) runs from 
(V,(y), 0,y) to (V,(y), 0, y) if B(y) < 0. (B) follows from the fact that 
aG/ayl, > 0. 
(B) implies that {B(y) = 8) is the graph of a function of (yr *.. 
Yk-lykfl **'YZ)* 
(2.5) By Lemma 1.2A there exists a block A for (2.5), such that ii- = $ 
and y e S(y) if y * [0, co) C 2. Choose T > 0 such that 7 J [T, co) c int(J). 
By Lemma 1.2B there exists a block A for (2.5), such that 7 J [0, T] C int(A); 
a’- C int(2); and no set y J [0, co) C 2. Then A = 2 U 14 is a block for (2.5), 
with a- = 4; y E S(y) if 7 J [0, 00) C A; and jj J [0, co) C int(A) n S(y). 
ID) 
FIG. 24. (A) III (I = 2). (B) B for fixed y. (C) B for (2.3, FN) (see Fig. 
Parameter range where B is a block. 
Let 8 ES --B(y) > 0. F or c>O let B={(V,W,~):~EA and 
(0 + l)(v - _V,(y))l < (0 + 1) 4 (Fig. 24B). 
11). PI 
IWic 
If c, 1 f3 - 6 I, E are small, B is a block for (2.2, 0, c) with b- = B n {I W + 
(0 + 1)V’ - v,(y))1 = (0 + 1) 4 and <K W,Y> E St@, 0, Y>) if W, WY> * 
[0, co) C B (Fig. 24C). 
505/23/3-4 
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Let h(8,O) be the negative eigenvalue of (2.2,8,0). For small 1 0 - g j, E, 
let h(B, c) be the negative eigenvalue of (2.2,8,~) near X(8,0). 
Fix small E, 7 > 0. For - 1 < s < 1 let n(s) be that branch of U(( V,(p), 0, J)) 
in (2.2,0 + us, c) tangent to the eigenvector of h(8 + TS, G) and beginning in 
{ UI < 0} (Fig. 24D). Let 17 = (U, = (V, , TV, , ys)} be a path with U, E A(s) 
near (V,(g), O,g). If T, E are small n C D+; and $- 0 ++(K, ; 8 - 7, E), 
+- 0 ++( U, ; 8 + 7, c) are contained in distinct components of b-. Thus (1.4, 
HET) is satisfied and Theorem 1.5 implies that (2.2,8, , c) admits a heteroclinic 
solution with 0, = # + TS for some s. The proof implies that 0, may be chosen 
so that 0, + 8 as E + 0. 
(2.7) First construct A, , B, as in Theorem 2.5, with 7 = 7 m2 f. 
We next construct a block A, for (2.5), and, from it, a block B, for (2.2). 
Choose 9 E 172 , O<t,<t,<t,<t, such that r=P*2t,,y=J*2t2, 
6(jj e2 tr) > -8, e(g *2 ta) < -8, and 3 .2 [tr , &] 2 int(A,). By Lemma 1.2(B) 
there exists a block A, for (2.5), and LY C aa+ such that 9 E ol, A, C 01 *2 [0, ta], 
01 a2 t, C {B(y) > -8}, 01 e2 t2 _C {f?(y) < -8), and OL e2 [tl , t2] C int(A,). Con- 
struct B, from A, as in 2.5. 
FIG. 25. Aa. 
Let d = ({V, W, y> E b,- : y E a: a2 (tr , t2) and W + (0 + l)(V - V,(y)) = 
-(o + 1) c>, 6, = clA n (a aa tJ, and 6, = cld n (a e2 t2) (Fig. 6). If c, I 0 - 8 1, 
E are small, d C D,+, +,*(S, u 6,) _C Dl-, and +I- * q&+(&J and +r- * +r+(S,) are 
contained in distinct components of b,-. In addition, no positive half solution is 
contained in B, if c is small. 
As in Theorem 2.5, now, for small E there exists a path in U(<O, 0, jr)), as 0 
varies, so that hypothesis (1.6, HOM) is satisfied. The result follows from 
Theorem 1.7. 
(2.9) We first construct a family of blocks (Ps: s E (0, 11) and let B, = P, 
for some s, chosen after B, is constructed. 
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Choose y1 , y4 , y5 , ys E [w such that 
(4 YI<Y<Y~<YS<T(YS, 
03 [rly YJ c G n 4, and 
CC> W~~Y), f&y) < 0 -c ~V2/,(y)~ 0, y> for every  E bl y rd 
A construction similar to that of B, in 2.7 yields disjoint blocks P1 = P1(C,), 
B, = B2(C2) for (2.2, 8, 6) (when C, , C, , 1 0 - 0 I, E are small) such that 
(A) no positive half solution is contained in PI , B, , 
(B) Pln{y=yl}-Cpl-andB,n{y=ys}C~~-, 
(C) p,- - {y = yl} and b,- - (y = ys} each has two components, 
one in {IV > 0}, one in {W < O}. 
Now, for s E (0, 11, y E [yl , ys], let c(s, y) be a nondecreasing Cl function 
such that 
4, Y> = 1 
SC1 if Y E [Yl 9 Y41 
c 
1 I if Y E bs T r81 ’ 
Let P, = {P, W,Y> :Y E [n ,rsl and I u’ f (# + 1w - ~a(YNl < 
(0 + 1) c(y, s)} (see Fig. 7). 
Let D*, +* refer to PI . There exist ys , y7 such that y5 < ya < JJ < y, < ys 
and some negative half solution of cl(y, 4) (see 2.3) is contained in Df for 
every y E [ys , y,]. Shrinking C, if necessary, then B, = B,(C,) has the property 
that if d z b, n (W < 0 and y E (ya , y7)}, 6, = cl(d) n {y = ys} and 6, z 
cl@) n (y = y,}, then d C D+, +- 0 ++(S,) Z (W -=c 01, #- 0 #+(a,) C {W > 0}, 
and $- 0 $+(a, u 6,) * (-co, O] C {y > y5}. In a similar way, we now choose 
y2 < 7 < y3 ; B, = P, ; and r !Z b,- such that Hypothesis (1.8, PER) is satisfied. 
(3.2) Recall that n,’ > 0, av,/an < 0, h,’ < 0, av,pl > 0, and 
Yn,Yh>O* 
(A) If V = V1(n, h) and (n, h) is a rest point of (H), , G(V, n, h) = 
G( V, n,(V), h,(V)) = 0, so V = 0, n = n, , and h = h, . 
Let 
and 
D(n, h) = 1 - h,‘(v, (n, h))(aV,/ah)(% h). 
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Then A, B, C, D > 0; (H), linearized about (no, h,,) is the system 
(3” = (r.(O) 0 --A@, , ho) B(no , 4) n - no 
0 ~40) )( Wo , ho) --D(n, > ho) I( )y h - h, 
and the eigenvalues of (no , ho) are negative. 
(B) Let f(n, h) = n,( Vr(n, h)) - n. Since af/ah = B > 0, there exists 
h,(n) such thatf(n, h) = 0 iff h = h,(n), and h,’ = A/B > 0. Since 0 < n, < 1, 
dom(h,) C (0, 1) and h,(n) = 0 f or some n. h6 is defined similarly with i&,’ = 
C/D > 0. 
(C) h,’ - h,’ = (AD - BC)/BD > 0. Also, no solution leaves 
{rir > 0 and h1 > O> u {ril G 0 and i1 G 0). The result follows from a computa- 
tion of the eigenvectors. 
(D) follows from the fact that V > 0 if G = aG/aV = 0 and 
a2G/aV2 > 0 (so V = V,(n, h) and (n, h) E XI,) since aV,/&z < 0 and 
av,/k% > 0. 
(E) follows from (D) since I’ = 0 at a rest point. 
(F) h, , lz, are defined as in (B). (F) follows from the fact that if 
I’ = V,(n, h) > 0 then 0 < h,(V) < ho and no < n,(V) < 1. 
(G) No solution of (H)2 leaves {ti2 > 0 and x2 > 0} u {ri2 G 0 and 
k2 G 0} so all solutions run to {aG/aV = 0} in finite time. 
(3.4) Lemma 3,2(A) implies (2.6, HOM’) (A) with y = (no, ho); 3.1(C) 
implies (B); 3.3(A) implies (C); and 3.3(B) and 3.2(C) imply (D). Thus (3.1) 
satisfies hypotheses (2.2, CUBIC) and (2.6, HOM’) and the result follows from 
Theorem 2.7. 
(3.6) (A) A singular wave train solution of length k is constructed as in 
Fig. 16. The existence of a wave train solution of (3.1, H) follows from Theo- 
rem 2.7 as in 3.4. The fact that 0,, < *a. < Bek follows from the proof, noting 
that a solution may jump back to II2 at a smaller value of 0 than would be 
needed for the solution to continue back to rest. 
(B) Ifj G (J - l), a wave train solution exists as in (A). 
(3.8) (A) A plateau homoclinic singular solution of (H) is shown in 
(Fig. 26 A). (1) represents a solution of (H, 8,0, 0) from (0, 0, n, , ho) to 
<V,(no 9 ho), 0, no , ho); (2) is a solution of (H)2 with 7 = 0 from (no , ho) to 
<no , h,(n,)). (1) and (2) form a heteroclinic singular solution from 171 to na . 
Similarly, (4) and (5) form a heteroclinic singular solution from II, to n1 . 
The corresponding heteroclinic solutions of (H) are then joined in l72 and fll 
by (3) and (6). The existence of a homoclinic solution of (3.3) follows as in 
Theorem 2.7. The plateau phases correspond to (3) (excited) and (6) (near rest). 
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(A) (B) 
FIG. 26. (A) Singular plateau homoclinic solution. (B) Singular plateau periodic 
solution. 
(B) Plateau periodic singular solutions are constructed similarly 
(Fig. 26 B). Th e existence of plateau periodic solutions of (3.3) follows as in 
Theorem 2.9. 
(4.2) follows from Lemmas 1 and 2 below. 
Lemma 1 constructs a block for (4.1, S) given a block for the associated system 
(2.2) (6 = 0). Lemma 2 states that a solution segment or the unstable manifold 
of (4.1, S) stays close to the corresponding object of (2.2) when 6 is small. Let 
u 3 (V, w, y>. 
LEMMA 1. Let A be a block for (2.2). 
(A) Every neighborhood of{(u, z(u)) : u E A} contains a block B for (4.1, S) 
when 6 is small. Moreover, for Y E A B, = {x : (u, z) E B) is a block for 
f = q(u, z>; 
b+ = {(u, z) E aB: u E a+ or x E aB,>; and b- = {(u, x) E aB: u E u-}. 
(B) If no set u * [0, co) CA, B may be chosen so that no set (u, z) - 
[0, 03) _C B. 
(C) If u is a rest point of (2.2) w h ose ezgenvalues have nonzero real part, and 
u * R C A Z#U = f, then if8 is small the eigenvalues of (c, z(ii)) have nonzero real 
part and (u, x) - R C B if (u, z) = (U; Z(C)). Moreover dim(U((ii; Z(U)))) = 
dim( U(C)). 
Let wU be a solution segment of (2.2) if wu = {(u - t, z(u * t)): t E [0, T]} for 
some T > 0. w*,~ is a solution segment of (4.1, 6) if w,,, = (u, z) - [0, T] for 
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some T > 0. If X, Y are compact subsets of W, d*(X, Y) = the Hausdorff 
distance from X to Y = 
LEMMA 2. (A) Let wti be a nontrivial solution segment of (2.2). Then for 
eq-~v Y > 0, d*(un , uu,z ) < y whenever (u, z) is near (G, x(ii)) and 6 is small. 
(B) Let u be a rest point of (2.2) whose eigenvalues have nonzero real part, 
and let ZE U(zi) and y > 0. Then d*(cl((u, x) . (-oo,O]), cl(E * (-co,O], 
x(ii * (-co, 01)) < y for some (24, z> ~5 U((ii, x(U))) if S is small. 
(5.1) The proof requires straightforward estimates which appear in [2]. 
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