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Abstract––In this paper intrusion detection systems (IDSs) 
are classified according to the techniques applied to processing 
input data. This process is complex because IDSs are highly 
coupled in actual implemented systems. Eleven input data 
processing techniques associated with intrusion detection 
systems are identified. They are then grouped into more 
abstract categories. Some approaches are artificially intelligent 
such as neural networks, expert systems, and agents. Others 
are computationally based such as Bayesian networks, and 
fuzzy logic.  Finally, some are based on biological concepts such 
as immune systems and genetics. Characteristics of and 
systems employing each technique are also mentioned. 
  
I. INTRODUCTION 
 
hen traditionally classifying intrusion detection 
systems (IDSs) as misuse, anomaly or hybrid, the 
systems are grouped according to the technique they utilize 
to detect intrusions.  For example, misuse-based IDSs match 
already stored attack signatures against the audit data 
gathered while the monitored system is or was running.  In 
anomaly based IDSs, detection utilize models of normal 
behavior where any deviation from such behavior is 
identified as an intrusion. Another type of traditional 
classification is categorizing an IDS according to its setup as 
network-based, host-based or hybrid.  Network based 
systems monitor network activities whereas a host based 
system monitor the activities of a single system for intrusion 
traces [1].  In general, IDSs may apply many techniques to 
detect intrusions and improve detection such as neural 
networks, expert systems, agents, Bayesian networks, fuzzy 
logic, immune systems and genetics.  Little attention has 
been given to classifying the processing techniques applied 
on the input data provided to the IDS. In this paper we 
classify input data processing techniques utilized with IDSs 
that may use and may not use the same processing technique 
to detect intrusions. In section 2, abstract classification of 
the different input data processing techniques utilized with 
IDSs will be presented.   
Eleven input data processing techniques associated with 
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IDSs are identified. Then they are grouped into more 
abstract categories.  In section 3, a general description as 
well as some advantages and disadvantages of each 
technique and examples of system employing these 
techniques will be presented.  
 
II. CLASSIFICATION OF INPUT DATA PROCESSING 
TECHNIQUES IN IDSS 
 
In this paper, we are concerned with the techniques used to 
process input data that is considered when designing and 
implementing IDSs. Classifying such techniques are not 
easy because in the actual implemented system, combination 
of techniques may be used. However, identifying them 
individually helps better understand the merits and 
limitations of each, and how to improve a techniques 
performance by using another. Eleven techniques are 
identified [shown at the lower level of diagram 1] that are 
widely and currently used for processing input data of IDSs. 
They are then grouped into more abstract categories that are 
identified at the upper levels of diagram 1. This is important 
because the characteristics of each technique are highly 
affected by the category(ies) that it belongs to. In the lower 
level of Fig. 1, techniques such as Agents and Data Mining 
belong to the Intelligent Data Analysis category.  This is 
indicated by the dotted relation between Data Analysis and 
AI categories.  The techniques: Expert systems and Fuzzy 
logic are intelligent model-based-rule-based systems shown 
by the dotted relation between Rule based and AI categories 
in Fig. 1. Next is an explanation of each item in Fig. 1, along 
with some identified characteristics. 
 
 
 
 
 
 
 
 
Fig.1. Data processing techniques applied on input data 
processed by Intrusion Detection Systems 
 
W 
GJCST Classifications: 
E.m, C.2.0, D.4.6 
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A. Rule Based 
 
If a rule-based IDS is to use input data or audit data, such 
information will be in a codified rules format of known 
intrusions. The input data will represent identified intrusive 
behavior and categorizing intrusion attempts by sequences 
of user activities that lead to compromised system states. 
The IDS will take as input the predefined rules as well as the 
current audit data and check if a rule is fired. In general, 
using rule bases are affected by system hardware or software 
changes and require updates by system experts as the system 
is enhanced or maintained. Such input data technique is very 
useful in an environment where physical protection of the 
computer system is not always possible (e.g., a battlefield 
situation) but require strong protection 
[http://www.sei.cmu.edu/str/descriptions/rbid.html].  
In general, rule based systems can be: 
I) State-based: in the audit trails, intrusion attempts 
are defined as sequences of system states leading 
from an initial state to a final compromised state 
represented in a state transition diagram. The two 
inputs to the IDS will include the audit trail and the 
state transition diagrams of known penetrations that 
will be compared against each other using an 
analysis tool. One advantage of using state based 
representation of data is that it is independent of the 
audit trail record and is capable of detecting 
cooperative attacks and attacks that span across 
multiple user sessions. However, some attacks 
cannot be detected because they cannot be modeled 
with state transitions 
[http://www.sei.cmu.edu/str/descriptions/rbid.html]  
II) Model-based: intrusion attempts in input data can 
be modeled as sequences of user behavior. This 
approach allows the processing of more data, 
provide more intuitive explanations of intrusion 
attempts and predict intruder's next action.  More 
general representation of penetrations can be 
generated since intrusions are modeled at a higher 
level of abstraction.  However, if an attack pattern 
does not occur in the appropriate behavior model it 
cannot be detected 
[http://www.sei.cmu.edu/str/descriptions/rbid.html]
.. 
 
B. Artificial Intelligence  
 
AI improves algorithms by employing problem solving 
techniques used by human beings such as learning, training 
and reasoning.  One of the challenges of using AI techniques 
is that it requires a large amount of audit data in order to 
compute the profile rule or pattern sets. From the audit 
trails, information about the system is extracted and patterns 
describing the system are generated. In general, AI can be 
employed in two ways: (1) Evolutionary methods 
(Biologically driven) are mechanisms inspired by biological 
evolution, such as reproduction, mutation and 
recombination. (2) Machine learning is concerned with the 
design and development of algorithms and techniques that 
allow the learning of computers. The major focus of 
machine learning research is to extract information from 
data automatically [2].  
 
C. Data Analysis 
 
With data analysis, data is transformed in order to extract 
useful information and reach conclusions. It is usually used 
to approve or disapprove an existing model, or to extract 
parameters necessary to adapt a theoretical model to an 
experimental one. Intelligent data analysis indicates that the 
application is performing some analysis associated with user 
interaction and then provides some insights that are not 
obvious. One of the problems faced when applying such an 
approach is that most application logs (input information) do 
not conform to a specific standard.   Analysis of logs should 
be performed to find commonalities and different types of 
logs should be grouped. Another problem is the existence of 
noise, missing values and inconsistent data in the actual log 
information. Attackers may take advantage of the fact that 
logs may not record all information and therefore exploit 
this point. Finally, real world data sets tend to be too large 
and multidimensional which requires data cleaning and data 
reduction [3]. 
 
D. Computational Methods 
 
Computational intelligence research aims to use learning, 
adaptive, or evolutionary algorithms to create programs. 
These algorithms allow the systems to operate in real time 
and detect system faults quickly. However, there are costs 
associated with creating audit trails and maintaining input 
user profiles as well as some risks. For example, because 
user profiles are updated periodically, it is possible to accept 
a new user behavior pattern where an attack can be safely 
mounted.  This is why it is difficult sometimes to define user 
profiles especially if they have inconsistent work habits.  In 
general, there are two types of IDSs that utilize a 
computational method: (1) Statistics-based IDS are 
employed to identify audit data that may potentially indicate 
intrusive behavior. These systems analyze input audit trail 
data by comparing them to normal behavior to find security 
violations. (2) Heuristics-based IDS which can be a function 
that estimates the cost of the cheapest path from one node to 
another [http://www.sei.cmu.edu/str/descriptions/sbid.html].   
 
III. CAPABILITIES AND EXAMPLES OF PROCESSING 
TECHNIQUES OF INPUT DATA USED BY IDSS 
 
Because some IDS data processing techniques are closely 
interacting and similar, classifying them is complex. 
However, we believe that the identified eleven categories 
capture most of the well known types. For example, from 
Fig. 1, although expert systems and fuzzy logic belong to 
the categories AI and rule based they have distinguishing 
characteristics and usages. The output of the expert system 
is specific; the data that is used to build the system is 
complete, and the set of rules are well defined. As for fuzzy 
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logic, it is usually used in systems where the output is not 
well defined and is continuous between 0 and1. 
 
A. Bayesian Networks 
 
Bayesian networks are used when we want to describe the 
conditional probability of a set of possible causes for a given 
observed event that are computed from the probability of 
each cause and the conditional probability of the outcome of 
each cause.  They are suitable for extracting complex 
patterns from sizable amounts of input information that can 
also contain significant levels of noise.   Several systems 
have been developed using Bayesian network concepts.  In 
the following system, Scott’s [4] IDS is based on stochastic 
models of user and intruder behavior combined using 
Bayes’ theorem which mitigates the complexity of network 
transactions that have complicated distributions. Intrusion 
probabilities can be calculated and dynamic graphics are 
used to allow investigators to use the evidence to navigate 
around the system.  
 
B. Neural Networks 
 
Training Neural networks enable them to modify a state of a 
system by discriminating between classes of inputs.  They 
also learn about the relationship between input and output 
vectors and generalize them to extract new input and output 
relationships. They are suitable when identification and 
classification of network activities are based on incomplete 
and limited input data sources.  They are able to process 
data from a number of sources, accept nonlinear signals as 
input and need a large sample size of input information.  
Finally, neural networks are not suitable when the 
information is imprecise or vague and it is unable to 
combine numeric data with linguistic or logical data.  In the 
following system, Bivens et al. [5] employed the time-
window method for detection and were able to recognize 
long multi-packet attacks. They were able to identify 
aggregate trends in the network traffic in the preprocessing 
step by looking only at three packet characteristics.  Once 
the system is trained and by using the input data, the neural 
network was able to perform real-time detection. 
 
C. Data Mining 
 
Data mining refers to a set of techniques that extracts 
previously unknown but potentially useful data from large 
stores system logs.  One of the fundamental data mining 
techniques used in intrusion detection is associated with 
decision trees [6] that detect anomalies in large databases. 
Another technique uses segmentation where patterns of 
unknown attacks are extracted from a simple audit and then 
matched with previously warehoused unknown attacks [7]. 
Another data mining technique is associated with finding 
association rules by extracting previously unknown 
knowledge on new attacks and building normal behavior 
patterns [8].  Data mining techniques allows finding 
regularities and irregularities in large input data sets.  
However, they are memory intensive and require double 
storage: one for the normal IDS data and another for the data 
mining.  The system of  Lee, Solto and Mok’s [7] was able 
to detect anomalies using predefined rules; however, it 
needed a supervisor to update the system with the 
appropriate rules of certain attacks. The rule generation 
methodology developed, first defines an association rule that 
identifies the relation between rules and specifies the 
confidence for the rule. 
 
D. Agents 
 
Agents are self contained processes that can perceive their 
environment through sensors and act on the environment 
through effectors. Agents trace intruders and collect input 
information that is related only to the intrusion along the 
intrusion route and then decide if an intrusion has occurred 
from target systems across the network.  One of the major 
disadvantages associated with agents is that it needs a highly 
secure agent execution environment while collecting and 
processing input information.  It is difficult also to 
propagate agent execution environments onto large numbers 
of third-party servers. Several systems have been developed 
utilizing agents. Spafford and Zamboni [9] introduced 
Autonomous Agents for Intrusion Detection (AAFID) using 
autonomous agents for performing intrusion detection. Their 
prototype provides a useful framework for the research and 
testing of intrusion detection algorithms and mechanisms.  
Gowadia, Farkas and Valtorta [10] implemented a 
Probabilistic Agent-Based Intrusion Detection (PAID) 
system that has cooperative agent architecture. In their 
model agents are allowed to share their beliefs and perform 
updates. Agent graphs are used to represent intrusion 
scenarios. Each agent is associated with a set of input, 
output, and local variables.  
 
E. Immune Based 
 
Immune based IDS are developed based on human immune 
system concepts and can perform tasks similar to innate and 
adaptive immunity.  In general, audit data representing the 
appropriate behavior of services are collected and then a 
profile of normal behavior is generated.  One challenge 
faced is to differentiate between self and non-self data which 
when trying to control causes scaling problems and the 
existence of holes in detector sets.  
There have been several attempts to implement immunity-
based systems.  Some have experimented with innate 
immunity which is the first line of defense in the immune 
system and is able to detect known attacks. For example, 
Twycorss and Aickelin [11] implemented libtissue that uses 
a client/server architecture acting as an interface for a 
problem using immune based techniques.   Pagnoni and 
Visconti [12] implemented a native artificial immune system 
(NAIS) that protects computer networks. Their system was 
able to discriminate between normal and abnormal 
processes, detect and protect against new and unknown 
attacks and accordingly deny access of foreign processes to 
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the server.  For adaptive immunity two approaches have 
been studied: negative selection and danger theory concepts.  
Kim and Bentley [13] implemented a dynamic clonal 
selection algorithm that employs negative selection by 
comparing immature detectors to a given antigen set. 
Immature detectors that bind to an antigen are deleted and 
the remaining detectors are added to the accepted 
population. If a memory detector matches an antigen an 
alarm is raised. A recent approach to implement adaptive 
immunity uses the danger theory concept [14]. Danger 
theory suggests that an immune response reacts to danger 
signals resulting from damage happening to the cell and not 
only for being foreign or non-self to the body.  
 
F. Genetic Algorithms 
 
Genetic algorithms are a family of problem-solving 
techniques based on evolution and natural selection.  
Potential solutions to the problem to be solved are encoded 
as sequences of bits, characters, or numbers. The unit of 
encoding is called a gene, and the encoded sequence is 
called a chromosome. The genetic algorithm begins with 
chromosomes population and an evaluation function that 
measures the fitness of each chromosome.  Finally, the 
algorithm uses reproduction and mutation to create new 
solutions.  In the system of Shon and Moon [15] the 
Enhanced Support Vector Machine (Enhanced SVM) 
provides unsupervised learning and low false alarm 
capabilities. Profile of normal packets is created without 
preexisting knowledge. After filtering the packets they use a 
genetic algorithm for extracting optimized information from 
raw internet packets.  The flow of packets that is based on 
temporal relationships during data preprocessing is used in 
the SVM learning. 
 
G. Fuzzy Logic 
 
Fuzzy logic is a system of logic that mimics human decision 
making and deals with the concept of partial truth and in 
which the rules can be expressed imprecisely.  Several 
systems have been developed using fuzzy logic.  Abrahama 
et al. [16] modeled Distributed Soft Computing-based IDS 
(D-SCIDS) as a combination of different classifiers to 
model lightweight and heavy weight IDSs. Their empirical 
results show that a soft computing approach could play a 
major role for intrusion detection where the fuzzy classifier 
gave 100% accuracy for all attack types using all used 
attributes.  Abadeh, Habibi and Lucas [17] describe a fuzzy 
genetics-based learning algorithm and discuss its usage to 
detect intrusion in a computer network. They suggested a 
new fitness function that is capable of producing more 
effective fuzzy rules that also increased the detection rate as 
well as false alarms.  Finally, they suggested combining two 
different fitness function methods in a single classifier, to 
use the advantages of both fitness functions concurrently 
 
 
 
H. Expert Systems 
 
Expert systems-based IDSs build statistical profiles of 
entities such as users, workstations and application 
programs and use statically unusual behavior to detect 
intruders. They work on a previously defined set of rules 
that represent a sequence of actions describing an attack.  
With expert systems, all security related events that are 
incorporated in an audit trail are translated in terms of if-
then-else rules. The expert system can also hold and 
maintain significant levels of information.  However, the 
acquisition of rules from the input data is a tedious and is an 
error-prone process.  The system of Ilgun, Kemmerer and 
Porras [18], is an approach to detect intrusions in real time 
based on state transition analysis. The model is represented 
as a series of state changes that lead from an initial secure 
state to a target compromised state.  The authors developed 
USTAT which is a UNIX specific prototype of a state 
transition analysis tool (STAT) which is a rule based expert 
system that is fed with the diagrams.  In general, STAT 
extracts and compares the state transition information 
recorded within the target system audit trails to a rule based 
representation of known attacks that is specific to the 
system. 
 
I. Signature Analysis Or Pattern Matching 
 
In this approach the semantic description of an attack is 
transformed into the appropriate audit trail format 
representing an attack signature.  An attack scenario can be 
described, for example, as a sequence of audit events that a 
given attack generates. Detection is accomplished by using 
text string matching mechanisms.  Human expertise is 
required to identify and extract non conflicting elements or 
patterns from input data.  The system of Kumar’s [19] is 
based on the complexity of matching. Based on the desired 
accuracy of detection, he developed a classification to 
represent intrusion signatures and used different encodings 
of the same security vulnerability.  His pattern specification 
incorporated several abstract requirements to represent the 
full range and generality of intrusion scenarios that are: 
context representation, follows semantics, specification of 
actions and representation of invariants. 
 
J. State Machines 
 
State machines model behavior as a collection of states, 
transitions and actions. An attack is described with a set of 
goals and transitions that must be achieved by an intruder to 
compromise a system. Several systems have been developed 
using this technique. Sekar et al. [20] employ state-machine 
specifications of network protocols that are augmented with 
information about statistics that need to be maintained to 
detect anomalies. The protocol specifications simplified the 
manual feature selection process used in other anomaly 
detection approaches. The specification language made it 
easy to apply their approach to other layers such as HTTP 
and ARP protocols. Peng, Leckie and Ramamohanarao [20] 
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proposed a framework for distributed detection systems. 
They improved the efficiency of their system by using a 
heuristic to initialize the broadcast threshold and 
hierarchical system architecture. They have presented a 
scheme to detect the abnormal packets caused by the 
reflector attack by analyzing the inherent features of the 
reflector attack.  
 
K. Petri Nets 
 
The Colored Petri Nets are used to specify control flow in 
asynchronous concurrent systems. It graphically depicts the 
structure of a distributed system as a directed bipartite graph 
with annotations. It has place nodes, transition nodes and 
directed arcs connecting places with transitions.   In the 
system of Srinivasan and Vaidehi [22] a general model 
based on timed colored Petri net is presented that is capable 
of handling patterns generated to model the attack behavior 
as sequence of events. This model also allows flagging an 
attack, when the behavior of one or more processes matches 
the attack behavior. Their use of a graphical representation 
of a timed colored Petri net gives a straightforward view of 
relations between attacks. 
 
IV. CONCLUSION 
 
Choosing an IDS to be deployed in an environment would 
seem to be simple, however, with the different components, 
types and classifications such a decision is quite complex. 
There have been many attempts to classify IDSs as a mean 
to facilitate choosing better solutions. In this paper we 
classified IDSs according to the data processing techniques 
applied to input information. Careful design of an IDS may 
allow correct implementation of an IDS.  However, the 
actual merits and limitations of each approach, which is also 
discussed in this paper, indicate that obtaining complete 
security and different desirable system characteristics can 
not be achieved by employing only one type of an 
implementation approach. The data processing techniques 
were grouped into general (abstract) categories and were 
then further expanded into eleven more specialized 
techniques. 
We discussed and summarized the characteristics of each 
technique followed by examples of developed systems using 
each technique. Fig. 1, for example, helps us understand that 
we can use the state machine technique to build an IDS, and 
that we can add intelligence to it and use the expert system 
technique with added merits and costs. The merits are the 
ability to perform and provide intelligent actions and 
answers. Unrealistic actions or answers can be refuted or 
ignored. It also borrows from statistics the ability to detect 
intrusions without prior information about the security flaws 
of a system. Some of the incurred costs are the conflicting 
requirement of maintaining high volume of data which 
affects throughput and selecting the appropriate thresholds 
that lower false positive and negatives. To conclude, 
selecting the appropriate technique should be carried out 
carefully. Each organization should state prior to 
development the requirements of its agency and the 
acceptable costs. Accordingly, the selected system should be 
able to incorporate most of the requirements, as complete 
security can not be achieved. 
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