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1 Einleitung
1.1 Das Projekt „Data Mining Engineering”
Wissen als Unternehmensressource gewinnt zunehmend an Bedeutung. Un-
ternehmen verfügen im Allgemeinen über riesige Datenbanken. Das in die-
sen Datenbanken „versteckte” Wissen wird aber kaum genutzt. Als eines der
Wissenschaftsgebiete, die sich mit Wissensextraktion beschäftigen, hat sich
das Data Mining etabliert.
Die Arbeitsgruppe „KiWi - Künstliche Intelligenz in der Wirtschaftsin-
formatik” am Fachbereich Wirtschaft der Hochschule Wismar untersucht den
efﬁzienten Einsatz von Methoden der Künstlichen Intelligenz - insbesondere
auch des Data Mining - zur Lösung wirtschaftswissenschaftlicher Problem-
stellungen.
Als ein Anwendungsgebiet kristallisierte sich das Financial Engineering
heraus. Die Wettbewerbssituation der Kreditinstitute hat sich in den letzten
Jahren (nicht nur) in Deutschland zunehmend verschärft. Für den Erfolg ei-
nes Kreditinstitutes ist es überlebenswichtig, eine langfristige und proﬁtable
Kundenbindung aufzubauen. Dafür sind unter anderem eine individuelle Be-
treuung sowie passende Produkte (Konditionen, Banking-Software etc.) Vor-
raussetzung. Es wird vermutet, dass sich diese und andere Faktoren im Zah-
lungsverhalten eines Kunden widerspiegeln. Falls dem so ist, dann lassen sich
mit Hilfe von Data-Mining Modelle entwickeln, die eine negative Entwick-
lung, wie z. B. drohende Kundenabwanderung oder inefﬁziente (und für die
Bank kostspielige) Nutzung der Banking-Software, rechtzeitig erkennen.
In dem vom Ministerium für Bildung des Landes Mecklenburg-Vorpom-
mern geförderten Projekt „Data Mining Engineering” wird in Zusammenar-
beit mit derHypoVereinsbank(ehemalsVereins-undWestbank)unddem Me-
dienHaus Rostock untersucht, welche Methoden sich zur Analyse von Daten
ausdem ZahlungsverkehrderBankeignen.Dabeikannaufeine umfangreiche
Datenbank zurückgegriffen werden, die über einen Zeitraum von insgesamt 6
Jahren die monatlich kumulierten Umsätze aller Geschäftskunden umfasst.
Ziel ist, anhand der Umsatzentwicklung der Konten eines Kunden eine
Veränderung im Geschäftsumfeld zu erkennen. Auf dieser Grundlage kann
einKreditinstitutrechtzeitig MaßnahmenzurSicherungdesKundenbestandes
ergreifen. Mögliche Szenarien sind:5
￿ Entwicklung eines Modells zur Erkennungsigniﬁkanter Abweichungen
im Zahlungsverkehr eines Kunden anhand des bisherigen Zahlungsver-
laufes, um z. B. einer drohenden Kundenabwanderung rechtzeitig ent-
gegenzuwirken.
￿ Untersuchung des Zahlungsverhaltens zur Beurteilung der Nutzung der
Banking-Software des Kunden und des Online-Zugangs, um beidersei-
tig ein efﬁzientes Arbeiten zu fördern. So kann z. B. die Eignung einer
Software für einen Kunden beurteilt und ggf. ein passenderes Produkt
angeboten werden.
￿ Das übergeordnete Ziel ist eine bessere Auswertung vorhandener Da-
ten über Kunden, um eine aktivere und individuellere Betreuung zu ge-
währleisten und somit die Kundenbindung zu erhöhen.
￿ DaswissenschaftlicheForschungszielist,dieEignungklassischerData-
Mining-Verfahren für die Zeitreihenanalyse zu untersuchen und not-
wendige Schritte der Datenvorverarbeitung zu entwickeln.
1.2 Datengrundlage - Transaktionsdaten
DerbargeldloseZahlungsverkehrwirddurchBankenmitHilfevonComputer-
Systemen durchgeführt. Die bei jeder Transaktion anfallenden Daten werden
gespeichert und können zu einem späteren Zeitpunkt wieder abgerufen wer-
den. Der konkrete Datensatz einer Transaktion kann sich dabei von Kreditin-
stitut zu Kreditinstitut unterscheiden, weist aber immer folgende Informatio-
nen auf:
￿ Das von der Transaktion betroffene Konto;
￿ Die den Vorgang autorisierende Person, z. B. der Kontoinhaber oder
bevollmächtigte Mitarbeiter einer Firma;
￿ Datum und Uhrzeit der Transaktion;
￿ Die Höhe des Umsatzes;
￿ Die Art der Transaktion, Gutschrift oder Lastschrift;
￿ Die Art des Vorgangs, z. B. Überweisung oder Einzahlung.
Durch Verknüpfung mit einer Kundendatenbank lassen sich alle weiteren In-
formationen hinzufügen, die das Kreditinstitut über einen Kunden besitzt. In-
teressante Informationek können z. B. sein:
￿ Daten des Kontoinhabers (z. B. Name, Firma, Branche, Ort, Land);6
￿ Weitere Konten des Kunden, wenn vorhanden;
￿ Das Kundensegment oder die Kundengruppe (z. B. Großkunden, Pri-
vatkunden);
￿ Das verwendete Online-Banking Produkt;
￿ etc.
Werden die einzelnen Transaktionen zeitlich geordnet, lässt sich für jeden
Kunden und für jedes Konto ein Transaktionsproﬁl erstellen. Da die wirt-
schaftliche Tätigkeit eines Kunden immer Einﬂuss auf sein Zahlungsverhal-
ten hat, wird vermutet, dass sich für jeden Kunden bzw. jedes Konto typi-
sche Transaktionsmuster erkennen lassen, wie z. B. periodisch schwankende
Umsätze bei saisonabhängigen Unternehmen. Wenn ein solches Muster er-
kennbar ist, kann auch eine auftretende Abweichung im Zahlungsverhalten
festgestellt werden. Ist dies der Fall, kann das Kreditinstitut die Verhaltensän-
derung beurteilen und bei Bedarf z. B. durch einen Kundenbetreuer entspre-
chend reagieren. Aufgrund der Vielzahl von Konten und Transaktionen ist
es notwendig, die Analyse der Transaktionsdaten durch Computerprogramme
automatisch durchzuführen.
Die uns zur Verfügung stehenden Daten umfassen einen Zeitraum von
insgesamt sechs Jahren. Sie beinhalten die monatlich kumulierten Umsätze je
Kunde, Konto und Vorgang. Aus den Daten lassen sich ca. 406.000 Zeitreihen
über jeweils ein Jahr bilden.
Aus Gründen des Datenschutzes liegen uns die Daten nicht vollständig
und nur in anonymisierter Form vor. Die Attribute umfassen die Kundennum-
mer, Kontonummer,Vorgangsart,Kundensegment sowie die monatlich kumu-
lierten Umsätze. Auf die anderen der oben aufgeführten Informationen haben
derzeit nurunsereProjektpartner Zugriff.Daher ist einegenauereAuswertung
unsererErgebnissenurdurchmanuelleRecherchein demInformationssystem
der Bank vor Ort möglich.
1.3 Data Mining
Als ein Teilgebiet der Wissensextraktion aus Datenbanken (Knowledge Dis-
covery in Databases - KDD) befasstsich Data Mining mit der Gewinnung von
(neuem) Wissen aus vorhandenen Daten. Die in den Daten implizit enthal-
tenen Informationen werden durch Anwendung verschiedener Data-Mining-
Verfahren extrahiert und in explizites und damit nutzbares Wissen umgewan-7
delt. Dieses Wissen kann z. B. durch Regeln oder Diagramme ausgedrückt
und zur Lösung von Problemstellungen herangezogen werden.
Als „Data Mining” wird sowohl die Anwendung der Methoden auf Daten,
als auch das Forschungsgebiet bezeichnet. Data Mining ist ein stark experi-
mentelles Forschungsgebiet. Dazu gehört sowohl die Erforschung und Ent-
wicklung der Data-Mining-Methoden selbst als auch die Untersuchung, wie
diese in der Praxis angewandt werden können. Data Mining als Anwendung
ist ein Prozess, der in mehreren Phasen abläuft, wie in Abbildung 1 darge-
stellt.



















Eine strikte Trennung einzelner Phasen ist dabei kaum möglich, da sie
sich teilweise überschneiden und aufeinander aufbauen.
￿ Datenvorverarbeitung (Aufbereitung, Kodierung),
￿ Analyse,
￿ Datennachbearbeitung (Auswertung, Visualisierung),
￿ Interpretation.
Vor der eigentlichen Analyse der Daten ist eine Datenvorverarbeitung not-
wendig. Neben der inhaltlichen Bereinigung (Eliminieren von Fehlern, feh-
lendenWertenoderAusreißern;AuswählenvonUntermengen,Test-undTrai-
ningsdaten) müssen die Daten in eine Form gebracht werden, die durch die8
gewählte Data-Mining-Methode verarbeitet werden kann, zum Beispiel durch
Normalisierung, Skalierung, Intervallbildung oder Transformation.
Die Datenerhebung als Teil der Datenvorverarbeitung hat dafür Sorge zu
tragen, dass die einen Sachverhalt beschreibenden Informationen auch in der
Datenmenge enthalten sind und andererseits irrelevante, aber signiﬁkante In-
formationen die Datenmenge nicht verfälschen. Ebenso können ungenaue,
fehlende oder falsche Werte das Ergebnis beeinträchtigen oder unbrauchbar
machen. Die Datenvorverarbeitung hat entscheidenden Einﬂuss auf das Er-
gebnis der eingesetzten Methoden, da durch die Wahl ungeeigneter Vorverar-
beitungsverfahren die Daten verfälscht werden können. Es ist notwendig, bei
der Kodierung die Daten korrekt und reproduzierbar abzubilden und dabei
deren implizite Eigenschaften und Beziehungen zu berücksichtigen.
Die Datenanalyse bezieht sich auf die eigentliche Anwendung der Data-
Mining-Methoden. Je nach Zielstellung ﬁnden Methoden aus den Bereichen
Klassiﬁkation, Clustering, Prognose oder Assoziation Anwendung. Um die
für die zu analysierenden Daten optimale Methode aus dem jeweiligen Be-
reich zu ermitteln, sind umfangreiche Experimente mit verschiedenen Metho-
den und Parametern notwendig.
Die Validierung dient der Überprüfung des Data-Mining-Ergebnis auf tat-
sächliche Korrektheit. Dies geschieht meist durch Anwenden des erstellten
Modells auf ausgewählte Testdaten.
Datenvorverarbeitung (inkl. Datenerhebung) sowie die Validierung sind
dem Data-Mining-Prozess vor- bzw. nachgelagert. Beide sind stark anwen-
dungsbezogen und daher nur bedingt dem Data Mining selbst zuzuordnen.
Jedoch haben sie großen Einﬂuss auf den Erfolg des Data Mining.
Das CRISP-DM1 Vorgehensmodellbietet einenähnlichenAnsatz. Eswur-
de von dem CRISP-DM Konsortium, dem unter anderem Daimler-Chrysler,
SPSS und NCR angehören, entwickelt. Das Modell beschreibt Vorgehenswei-
se, Methoden und Ziele beim Data Mining vor allem aus Sicht des Projekt-
managements in Unternehmen.
1 CRISP-DM: CRoss-Industry Standard Process for Data Mining, siehe http://www.crisp-dm.org9
Abbildung 2: CRISP-DM Modell
Quelle: http://www.crisp-dm.org
2 Methoden und Algorithmen
Im Folgenden werden Methoden und Algorithmen dargestellt, die bei der
Analyse von Transaktionsdaten angewendet werden können. Dabei wird so-
wohl auf Algorithmen zur Erstellung von Modellen als auch für die Daten-
aufbereitung eingegangen.
2.1 Datenvorverarbeitung
Vor dem Einsatz der Data-Mining-Algorithmen ist es meist notwendig, die
Daten in eine Form zu bringen, die für den jeweiligen Algorithmus geeignet10
ist. Die üblichen Verfahren zur Angleichung von Wertebereichen von Daten-
sätzen wie Normierung oder Skalierung sind in der Literatur ausgiebig be-
schrieben und werden als bekannt vorausgesetzt. Aus diesem Grund wird im
Folgenden nur auf ein einziges - für unsere Experimente jedoch maßgebliches
- Verfahren zur Signaltransformation, die Fourier-Transformation, eingegan-
gen.
2.1.1 Grundlagen der Fourier-Transformation
Eine Fourier-Reihe2 besteht aus einer Anzahl von Sinus- und Cosinusschwin-
gungen. Durch additive Überlagerung ist es möglich, jede stetige periodische
Funktion annähernd nachzubilden. Die Frequenzen der einzelnen Funktionen
sind dabei ganzzahlige Vielfache der Grundfrequenz
￿ =2
￿ /T, wobei T dem























































Da eine Sinusfunktion einer phasenverschobenen Cosinusfunktion ent-





































Die Fourier-Reihe einer Schwingung oder Funktion kann durch die Fou-
rier-Transformation erzeugt werden. Je nach Eigenschaft der zu zerlegen-
den Funktionen kommen dabei spezielle Varianten der Fourier-Tranformation
zum Einsatz.
2.1.2 Diskrete Fourier-Transformation
Die diskrete Fourier-Transformation (DFT) ist Voraussetzung für viele An-
wendungen in der digitalen Signalverarbeitung. Sie erlaubt die Transformati-
on von Signalen, die durch Abtastung als Reihe diskreter reeller Messwerte
2 Entwickelt von Jean Baptiste Joseph Fourier11
vorliegen, vom Zeitspektrum in das Frequenzspektrum. Für die Erkennung
eines Signalanteils der Frequenz n sind mindestens 2n+1 Abtastpunkte not-
wendig.
Die Diskrete Fourier-Transformation entspricht der komplexen Multipli-
kation des Signalvektors mit dem Abtastsignal, in diesem Fall der Sinusfunk-
tionfürdenFrequenzanteil undderCosinusfunktionfürdenPhasenanteil.Der
Fourier-transformierte Vektor F eines gegebenen Signalvektors V der Länge

















































































Der resultierene Vektor enthält die Sinus- und Cosinusanteile als komple-
xe Fourier-Koefﬁzienten. Diese können leicht durch Trigonometrie in Paare
[Amplitude, Phase] überführt werden. Dabei ist zu beachten, dass die Koef-
ﬁzienten invers symmetrisch sind, da der Signalvektor überabgetastet wird.
￿
￿ entspricht dabei einer vertikalen Verschiebung des Signals und ist ge-






































Beispiel: Die Abbildung 3a zeigt eine Messreihe mit 12 Werten im Zeit-
spektrum. Die maximal detektierbare Frequenz in diesem Intervall beträgt
(12/2)-1=5Schwingungen. Die sich darausergebendeFourier-Transformierte
ist in Abbildung 3b im Frequenzbereich mit den jeweiligen Sinus-Anteilen
dargestellt. Die Symmetrie ist sehr gut erkennbar. Die Cosinusanteile wurden
nicht dargestellt, da in diesem Beispiel keine Phasenverschiebungen vorhan-
den sind.12
Abbildung 3: Beispiel Fourier-Transformation
(a) (b)
Quelle: Eigene Darstellung.
2.1.3 Algorithmus der Fourier-Transformation
Der folgende Pseudocodebietet einen einfachen Algorithmuszur Berechnung
der Fourier-Transformation des Vektors signal der Länge N.
vector S;
complex vector E;
for i=0 to N {






Dieser Algorithmus entspricht der im Abschnitt 2.1.2 dargestellten formalen





wird in der Praxis eine modiﬁzierte Version, die Fast-Fourier-Transformation13
(FFT), eingesetzt. Beidieser kanndurchAusnutzungderSymmetrie undWie-















2.2 Ausgewählte Data Mining Algorithmen
In der Literatur ist eine Vielzahl von Data-Mining-Algorithmen beschrieben,
von denen viele in der Praxis mit Erfolg eingesetzt werden. Die folgende Aus-
wahl ist auf Clustering-Algorithmen beschränkt, die relativ leicht einzusetzen
sind und einen hohen Verbreitungsgrad haben. Für weiterführende Recher-
chen sei auf [IW01, LC04, Läm03, Alp00, Nak98] verwiesen.
2.2.1 Allgemeine Klassiﬁkation der Algorithmen
Die AnwendungsmöglichkeitendesData Miningsind außerordentlichvielfäl-





Bei der Klassiﬁkation werden überwachte Lernverfahren eingesetzt. Es wird
anhand der Attribute von bereits klassiﬁzierten Objekten ein Klassiﬁkator er-
zeugt, der in der Lage ist, unbekannte Objekte ebenfalls korrekt zu klassi-
ﬁzieren. Als Klassiﬁkatoren können zum Beispiel Entscheidungsbäume, k-
Nearest-Neighbour oder Neuronale Netze zum Einsatz kommen. Typische
Anwendungen sind z. B. Klassiﬁkation von Kunden oder die Schrifterken-
nung.
Die Assoziation unterscheidet sich von der Klassiﬁkation dadurch, dass
nicht nur die Klasse, sondern die Ausprägungen beliebiger Attribute und At-
tributkombinationen eines Objektes prognostiziert werden können. Als Me-
thoden kommen hier der a-priori-Algorithmus oder wiederum Neuronale Net-
ze in Betracht. Beispielanwendungen ﬁndet man in der Warenkorbanalyse
oderbeimWiederherstelleneinesverrauschtenoderfehlerhaftenPixelmusters
anhand eines vorher trainierten Beispiels.
DasClustering,einunüberwachtesVerfahren,wirdzurBildungvonGrup-
pen (Cluster) einander ähnlicher Objekte aus einer Grundmenge eingesetzt.14
Dabei kommen verschiedene multivariate Verfahren zum Einsatz. Es kann
verwendet werden, um die Attribute herauszuﬁnden, die wesentliche Merk-
male einer Gruppe darstellen oder durch die sie sich von anderen Gruppen un-
terscheiden. Bekannte Clustering-Verfahren sind das K-Means-Verfahren und
die von Teuvo Kohonen entwickelten Selbstorganisierenden Karten (SOM3).
DiemathematischmotiviertenSupportVectorMachinesstellenebenfallseinen
erfolgversprechenden Clustering-Ansatz dar.
Die Vorhersage ähnelt der Klassiﬁkation. Sie dient der Bestimmung von
Zielgrößen anhand gegebener Attributausprägungen. Im Gegensatz zur Klas-
siﬁkation liefert die Vorhersage jedoch quantitative Werte.
2.2.2 Das Verfahren K-Means
Der K-Means-Algorithmus und dessen Derivat K-Medoid basieren auf der
Annahme, dass ähnliche Objekte sich durch einen möglichst geringen Ab-











schen dem Objekt und dem Clusterzentrum für Objekte innerhalb eines Clu-
sters. Die Anzahl k der zu bildenden Cluster kann beliebig gewählt werden.
Voraussetzung für die Anwendung ist, dass die Objekte numerisch als Vek-
toren der Dimension n beschrieben werden können. Der Algorithmus selbst
läuft wie folgt ab:
1. Es werden k Clusterzentren gebildet und zufällig innerhalb des Daten-
raumes platziert.











3. Für jedenClusterwird dasClusterzentrumalsSchwerpunktneuberech-
net.
4. Falls sich die ZuordnungderObjekte zu denClusterngeändert hat, wird
Schritt 2. wiederholt, ansonsten Ende des Algorithmus.
3 Self-Organizing Map; auch: Kohonen Feature Map.15















Der Unterschied zwischen K-Means und K-Medoid besteht darin, dass bei
K-Medoid immer das nächstgelegene Objekt als Repräsentant des Cluster-
zentrums dient, während das Clusterzentrum bei K-Means immer ein eigen-
ständiger Vektor - der Schwerpunkt - ist.
DerK-MeansAlgorithmusführtauchbeigroßenDatenmengensehrschnell
zu relativ guten Ergebnissen, er hat jedoch auch einige Nachteile:
￿ Das Ergebnis hängt sehr stark von der Anzahl der gewählten Cluster so-
wie deren Initialisierung zu Beginn des Algorithmus ab. Es ist möglich,
dass sich leere Cluster bilden, denen dann keine Objekte mehr zuge-
ordnet werden können, da sich kein Clustermittelpunkt mehr berechnen
lässt.
￿ Es ist nicht garantiert, dass der Algorithmus in endlicher Zeit konver-
giert, da Objekte theoretisch beliebig oft den Cluster wechseln können.16
2.2.3 Expectation Maximization
Der EM-Algorithmus (Expectation Maximization) baut auf dem K-Means
Algorithmus auf mit dem Unterschied, dass die Zuordnung der Objekte zu
den Clustern anhand einer Wahrscheinlichkeitsverteilung realisiert wird. Je-
des Objekt O gehört somit mit einer Wahrscheinlichkeit w(O,C) zum Cluster
C. Die Wahl der Wahrscheinlichkeitsfunktion hat entscheidenden Einﬂuss auf
das Ergebnis, da jedes Objekt die Bildung aller Cluster beeinﬂusst. Der Al-
gorithmus ist beendet, sobald die Zuordnung aller Objekte zu den Clustern
hinreichend genau ist, d. h. der Abstand der Zugehörigkeitsmaße (likelihood)
zwischen den Clustern für jedes Objekt ein zuvor gewähltes Maß übersteigt,
oder eine zuvor deﬁnierte Anzahl von Iterationen erreicht ist.
2.2.4 Neuronale Netze
KünstlicheneuronaleNetzesindeinestarkidealisierteNachbildungderFunk-
tionsweise von biologischen Neuronalen Netzen, wie beispielsweise Gehirne
oder Nervensysteme. Die Verarbeitung von Informationen erfolgt nicht durch
komplexe Algorithmen, sondern vielmehr durch sehr einfache Einheiten, die
allerdings in großer Zahl vorhanden sind und untereinander Informationen
austauschen.
Analog zu ihren biologischen Vorbildern bestehen künstliche neuronale
Netze aus Neuronen und einem Verbindungsnetzwerk. Die Informationsver-
arbeitung erfolgt mit Hilfe der Propagierungsfunktion, die für jedes Neuron
den Aktivierungszustand anhand der von anderen Neuronen eingehenden Si-
gnale und der Verbindungsgewichte errechnet. Ein daraus abgeleitetes Ausga-
besignal wird dann an andere Neuronen über das Verbindungsnetzwerk wei-
tergeleitet. Es kann als gerichteter Graph mit gewichteten Kanten angesehen
werden. Es deﬁniert, welche Neuronen miteinander kommunizieren. Die Ge-
wichte dienen der Hemmung oder Verstärkung von Signalen. Zusammen mit
dem Schwellwert (Bias) der Neuronen, der bestimmt, ab welchem Aktivie-
rungsgrad ein Neuron aktiv wird und Signale aussendet, sind es die Gewich-
te, in denen das „Wissen” des Netzes gespeichert wird. Durch diese verteilte
Repräsentationdes Wissen sindneuronale Netze relativ unempﬁndlich gegen-
über unvollständigen und verrauschten Eingabemustern.
Die Neuronen sind typischerweise in Schichten angeordnet. Auf die Neu-
ronen der Eingabeschicht werden die zu verarbeitenden Daten in geeigne-17
ter Kodierung als Aktivierungswerte übertragen. Diese Aktivierungen wer-
den dann durch das Netz verarbeitet. Das „Ergebnis” kann nach vollständiger
Propagierung an den Aktivierungen der Neuronen in der Ausgabeschicht ab-
gelesen werden.
Neuronale Netze sollten immer dann Anwendung ﬁnden, wenn andere
Lösungsansätze wie z. B. algorithmische Lösungen oder regelbasierte Wis-
sensdarstellungen nicht erfolgreich waren oder nur zu sehr aufwändigen Re-
sultaten geführt haben.
Unüberwachte Lernverfahren ﬁnden überall dort Anwendung, wo Daten-
mengen nach unbekannten Regeln zu klassiﬁzieren sind, was beim Data Mi-
ning meist der Fall ist. Ein gutes Beispiel für die Anwendung unüberwach-
ten Lernens sind die von Teuvo Kohonen entwickelten Selbstorganisierenden
Karten, auch Feature Maps genannt.
Eine SOM ist ein Neuronales Netz, dessen Neuronen typischerweise als
zweidimensionale Gitterstruktur angeordnet sind, wie in Abbildung 5 darge-
stellt. Die Anzahl der Neuronen beeinﬂusst die Genauigkeit und die Fähigkeit
zur Generalisierung der SOM. Jedes Neuron besitzt einen gewichteten Vektor
W als Verbindung mit den Neuronen der Eingabeschicht, deren Anzahl n der



























Das Trainieren der SOM beginnt mit der Initialisierung der Gewichtsvek-
toren durch Zufallszahlen im Intervall [-1,1]. Während des Trainings wird ein
zufällig gewählter Eingabevektor I mit dem Gewichtsvektore W jedes Neu-
rons der Kartenschicht verglichen. Das Neuron, dessen Gewichtsvektor der
Eingabe am ähnlichsten ist, wird das Gewinnerneuron (BMU, Best Matching






























Der Gewichtsvektor W des Gewinnerneurons wird anschließend so verändert,
dass er dem Eingabevektor I ähnlicher wird. Das gleiche gilt für die Neuro-
nen innerhalb eines Radius um das Gewinnerneuron. Der Grad der Beeinﬂus-
sung wird durch den Lernfaktor
￿ und die Distanzfunktion h (meist Gauss-18




























































Eine SOM hat die Eigenschaft einer topologieerhaltende Transformati-
on eines hochdimensionalen Eingaberaumes auf eine niedrigere Dimension.
Ähnliche Eingabevektoren werden dabei auf benachbarte Neuronen proje-
ziert. Da meist zweidimensionale SOMs zum Einsatz kommen, ist eine Vi-
sualisierung der Ergebnisse relativ einfach.




3 Experimente im Projekt
Die Experimente wurden auf Basis von ca. 406.000 Zeitreihen, die aus den
uns zur Verfügung gestellten Transaktionsdaten errechnet wurden, durchge-
führt. Die Experimente wurden zu einem großen Teil von studentischen Hilfs-
kräften durchgeführt.
Die Datensätze umfassen die in Tabelle 1 aufgeführten Felder.19







3.1 Erster Ansatz: Clustering der Originaldaten
3.1.1 Datenvorverarbeitung
Zunächst sind die für das Clustering zu verwendenden Attribute zu identiﬁ-
zieren. Diese sollen die Verhaltenseigenschaften des durch die jeweiligen Da-
tensätze repräsentierten Instanz (Kunde, Konto) widerspiegeln. Alle anderen
Attribute würden das Ergebnis verfälschen und sind folglich zu entfernen.
Die Attribute knd und knt sind nicht für das Clustering geeignet, da die
enthaltenen Ausprägungen keinen Bezug zu den jeweiligen Umsätzen haben.
Konto- und Kundennummern werden nicht nach festen Kriterien vergeben
und sind in den uns zur Verfügung stehenden Daten nur in anonymisierter
Form enthalten.
Das Attribut ks, das jeden Kunden einem Kundensegment zuordnet, ist
ebenfalls wegzulassen. Die Zuordnung erfolgt durch Mitarbeiter der Bank
nach festgelegten Kriterien, wie z. B. der Unternehmensgröße, die jedoch kei-
nen direkten Einﬂuss auf den Verlauf der Umsätze haben.
Das Attribut pro, das die jeweilige Art des Vorgangs als Binärschlüssel
enthält, hat ebenfalls keinen Einﬂuss auf den Umsatzverlauf.
Allerdings ist es denkbar, dass ein Zusammenhang zwischen bestimmten
Umsatzverläufe und Vorgängen oder Kundensegmenten existiert. Daher sind
die Attribute pro und ks für die spätere Analyse der Cluster wichtig. Denn
wenn es Zusammenhänge gibt, ist dies an einer signiﬁkanten Häufung be-
stimmter Vorgangs-Arten bzw. Kundensegmente in den Clustern zu erkennen.
Für die Clusteranalyse wurden Merkmalsvektoren gebildet, die aus je-
weils zwölf Attributen für die monatlich kumulierten Umsätze eines Jahres
M1 bis M12 bestehen. Die Zeitreihen wurden Jahresweise gruppiert und auf20
Tabelle 2: Übersicht über die Clusterbildung
Daten Datensätze Rechenzeit (Min.) Anzahl Cluster
1997 8410 81 8
1998 16780 318 14
1999 20132 37 2
2000 23404 287 11
2001 98052 281 2
2002 117386 336 2
2003 122477 351 2
den Wertebereich [0,1] normiert.
3.1.2 Clustering









Eine Übersicht der entstandenen Cluster ist in den nachfolgenden Tabellen
dargestellt. Tabelle 2 zeigt eine Übersicht über die Anzahl der entstandenen
ClusterproJahr.EineHäuﬁgkeitsverteilung derDatensätze innerhalbderClu-
ster ist in den Tabellen 3 und 4 aufgeführt.
Für die Analyse der entstandenen Cluster wurde eine graﬁsche Darstel-
lung aller Cluster durchgeführt. Drei Cluster sind beispielhaft in Abbildung
6 dargestellt. Es ist zu erkennen, dass die Clusterbildung hauptsächlich vom
Vorhandensein eines Umsatzmaximums zu einem bestimmten Zeitpunkt be-
einﬂusst wird. Eine derartige Spitze, wie in Abbildung 6a dargestellt, zeigt21
Tabelle 3: Häuﬁgkeitsverteilung nach Cluster/Jahr abs.
Cluster 1997 1998 1999 2000 2001 2002 2003
0 495 956 3627 1453 84195 16711 108548
1 438 930 16505 1423 13857 100675 13929
2 1258 834 - 2615 - - -
3 597 980 - 5770 - - -
4 796 819 - 2763 - - -
5 372 1912 - 1327 - - -
6 937 3689 - 1421 - - -
7 3517 1068 - 1299 - - -
8 - 879 - 1392 - - -
9 - 1050 - 1659 - - -
10 - 376 - 2282 - - -
11 - 846 - - - - -
12 - 882 - - - - -
13 - 1559 - - - - -
￿
8410 16780 20132 23404 98052 117386 122477
sich bei Zeitreihen aller Jahre auch in anderen Clustern zu jeweils unter-
schiedlichen Zeitpunkten. In den Darstellungen anderer Cluster wie 6b und
6c sind ähnliche Maxima zwar weniger ausgeprägt, aber dennoch deutlich
zu erkennen. Eine andere signiﬁkante Form der Umsatzkurven lässt sich bei
keinem Cluster feststellen.
Eine derartige Clusterbildung ist für unsere Zwecke nicht geeignet. Die
deutliche Gruppierung von Datensätzen anhand von Maxima lässt sich auch
ohneData-Mining-Verfahrenrealisieren.DesweiterenwirddieFormderUm-
satzkurve offensichtlich nur unzureichend berücksichtigt. So wäre z. B. die
Bildung von Clustern mit deutlichem Sinus-förmigem Verlauf zu erwarten,
wie er bei saisonabhängien Unternehmen vorkommt.
3.2 Zweiter Ansatz: Fourier-transformierte Daten
Unsere Experimente zeigen, dass die direkte Verwendung der Zeitreihen un-
geeignetist,umClustermitinderFormähnlichenZeitreihenzuerzeugen.Die22
Tabelle 4: Häuﬁgkeitsverteilung nach Cluster/Jahr rel.
Cluster-Nr. 1997 1998 1999 2000 2001 2002 2003
0 5,89 5,70 18,02 6,21 85,87 14,24 88,63
1 5,21 5,54 81,98 6,08 14,13 85,76 11,37
2 14,96 4,97 - 11,17 - - -
3 7,10 5,84 - 24,65 - - -
4 9,46 4,88 - 11,81 - - -
5 4,42 11,39 - 5,67 - - -
6 11,14 21,98 - 6,07 - - -
7 41,82 6,36 - 5,55 - - -
8 - 5,24 - 5,95 - - -
9 - 6,26 - 7,09 - - -
10 - 2,24 - 9,75 - - -
11 - 5,04 - - - - -
12 - 5,26 - - - - -
13 - 9,29 - - - - -
verwendeten Verfahren benutzen Abstandsmaße, die eine horizontale Ver-
schiebung in den Daten nicht berücksichtigen, da die Attribute unabhängig
voneinander betrachtet werden. Um dennoch ein Clustering zu ermöglichen,
ist es notwendig, die Daten in eine andere Darstellung zu transformieren, bei
der die Reihenfolge der Attribute nicht berücksichtigt werden muß. Dies lässt
sich durch die Fourier-Transformation erreichen.
Mit Hilfe der Fourier-Transformation kann eine Zeitreihe von der Form
[Zeitpunkt, Amplitude] in die Form [Frequenz, Amplitude, Phase] transfor-
miert werden. Jedes Element des Fourier-Vektors beschreibt ein Attribut der
Zeitreihe über das gesamte Intervall, wodurch gleichzeitig die Reihenfolge
der Elemente des Fourier-Vektors für das Data Mining unwichtig wird.
Die Abbildung 7 zeigt für verschiedene Konten die Umsatzkurven und
daraus abgeleitete Frequenzspektren. In Abbildung 7a ist für beide Konten
ein ähnliches Verhalten sowohl an den Umsatzkurven als auch am Frequenz-
spektrum leicht erkennbar. Beide Konten zeigen relativ konstante Umsätze
mit einem ausgeprägten Maximum am Jahresende. Für derartige Zeitreihen
liefern abstandsbasierte Clustering-Verfahren gute Ergebnisse. Beide Daten-23




sätze würden mit hoher Wahrscheinlichkeit ein und demselben Cluster zuge-
ordnet.
Wenn es sich jedoch um ähnliche, jedoch zeitlich Versetzte Umsatzver-
läufe handelt, so wie bei den in Abbildung 7b dargestellten Konten mit je-
weils genau einer Transaktion zu jeweils verschiedenen Zeitpunkten, wird
ein abstandsbasiertes Clustering-Verfahren die Datensätze als unterschied-
lich voneinander betrachten und mit hoher Wahrscheinlichkeit verschiedenen
Clustern zuordnen. Erst die Berechnung des Abstands der Frequenzspektren24
zeigt, dass die Zeitreihen in der Form einander ähnlich sind. Die horizontale
Verschiebung der Kurven resultiert aus unterschiedlichen, hier nicht darge-
stellten Phasenanteilen bei in der Amplitude ansonst gleichen Frequenzen.




Die Datenvorverarbeitung erfolgt durch das im Rahmen eines Projektes ent-
wickelteSXML-Data-Mining-System[Wis03].AusdenUmsatzdatendesJah-
res 2001 wurden 98.051 Zeitreihen gebildet. Die Umsätze der Monate Januar
bis Dezember wurden dazu in folgenden Schritten vorverarbeitet:
1. Normierung der Umsätze auf das Intervall [0,1],














































￿ wurde nicht verwendet, da diese nur eine Verschiebung
der Kurve in der Vertikalen darstellt.25
3.2.2 Clustering
Die durch Clustering erzielbaren Ergebnisse sollen beispielhaft anhand von
zwei Experimenten dargestellt werden. Die Experimente wurden unter WE-
KA mit dem K-Means-Algorithmus sowie mit dem SNNS und einer SOM
durchgeführt.
K-Means-Clustering
Die Vorgabe von 6 zu bildenden Clustern führte zu der in Tabelle 5 dar-
gestellten Verteilung. Die Tabelle 8 zeigt die zugehörigen Clusterzentren. Zur
besseren Visualisierung sind die Amplituden durch Linien verbunden.
Tabelle 5: Verteilung von 98051 Instanzen auf 6 Cluster








Die Möglichkeiten der Clusterung durch eine SOM soll anhand eines Ex-
perimentes gezeigt werden. Dazu wurde eine SOM mit folgenden Parametern
erstellt und trainiert:
￿ Eingabeschicht: 5 Neuronen für die Amplitudenanteile von 1
￿ bis 5
￿ ,
￿ Ausgabeschicht: 12 Neuronen, in einem 4x3 Gitter angeordnet,
￿ 1500 Trainingszyklen,
￿ Lernfaktor 0.2.
Die Datensätze wurden anhand der Nummer des jeweiligen Gewinnerneurons
gruppiert. Das Resultat ist in Abbildung 9 graphisch dargestellt. Die einem
Neuron zugeordneten Datensätze sind als Stapeldiagramm abgebildet, um die
Eigenschaften der Daten deutlich hervortreten zu lassen. Es ist eine deutliche
Gruppierung von Datensätzen mit speziﬁschen Umsatzverläufen zu erkennen.
Besonders auffällig sind hier die konstanten Umsätze aus N0, die deutlich26
Abbildung 8: Clusterzentren
Quelle: Eigene Darstellung.
saisonalen Ausprägungen von N4 und N7, sowie die 2 Zahlungsmaxima in
N10.
Die meisten Datensätze werden auf die Neuronen N1 (ca. 22.000) und
N11 (ca. 51.000) abgebildet. Auf die Neuronen N5 und N8 entfällt kein Da-
tensatz.
3.2.3 Interpretation der Ergebnisse
Es wurden Experimente mit verschiedenen Clustering-Verfahren unter Ver-
wendung der Fourier-transformierten Daten durchgeführt. Obwohl nur die
Amplituden für das Clustern verwendet wurden, sind die ersten Ergebnisse
sehr vielversprechend.
Es konnten in den entstandenen Clustern repräsentative Umsatzverläufe
festgestellt werden, die in Abbildung 9 beispielhaft als Stapeldiagramm dar-
gestellt sind. Durch stichprobenartiges Vergleichen der Umsatzverläufe mit
den zugehörigen Kunden und Konten wurde festgestellt, dass teilweise Zu-
sammenhänge mit der Art des jeweiligen Unternehmens bestehen. Die Ab-
bildung 10a zeigt einen Verlauf, wie er häuﬁg bei einem Neukunden nach ei-
ner Kontoeröffnung zu ﬁnden ist. Bei saisonabhängigen Unternehmen ist eine
ausgeprägte periodische Schwankung wie in 10b zu erkennen. Abbildung 10c27
Abbildung 9: Datenprojektion auf SOM
Quelle: Eigene Darstellung.
zeigt eine über das Jahr nur geringen schwankungen unterliegende Umsatz-
kurve, wie er für Konten mit regelmäßigem Zahlungsein- und Ausgangang
auftritt, z. B. bei Immobilienverwaltern oder Gehaltskonten.
3.2.4 Weiterführende Ansätze
Eine genauere Analyse der entstanden Cluster hat ergeben, dass die gezeigte
Lösung zwar gute Ergebnisse liefert, aber dennoch Verbesserungen notwen-
dig sind. Es gibt Datensätze, die aufgrund ihres Frequenzspektrums Clustern
zugeordnet wurden, obwohl deren Umsatzverläufe sich deutlich von denen
des Clusters unterscheiden. In diesen Fällen ist häuﬁg eine stark ausgeprägte
Phasenverschiebung in den Frequenzanteilen der Umsatzkurven zu erkennen,
die bei der Clusterung bisher berücksichtigt wurde. Zur Lösung des Problems
bieten sich folgende Optionen an:28
Abbildung 10: Schematische Darstellung typischer Umsatzverläufe
(a) (b) (c)
Quelle: Eigene Darstellung.
1. Die Anzahl der zu bildenden Cluster wird erhöht. Dadurch wird die
Abweichung der Datensätze innerhalb eines Clusters reduziert.
2. Das Phasenspektrum wird in das Clustern einbezogen. Durch geeignete
Filter sind nicht-signiﬁkante Phasenanteile zu unterdrücken.
Während Punkt 1. leicht umsetzbar ist, erfordert Punkt 2. deutlich mehr kon-
zeptionellen Aufwand. Denn es ist zu beachten, dass es einerseitzs durch-
aus notwendig sein kann, die Phasenanteile zu ignorieren, um ein verschie-
bungsinvariantes Clustern zu ermöglichen. Als Beispiel sei der in Abbildung
10a dargestellte Fall einer Signalspitze genannt. Derartige Zeitreihen werden
durch das bisherige Vorgehen sehr gut in einem Cluster zusammengefasst.
Die Berücksichtigung des Phasenspektrums würde in diesem Fall zu einem
erhöhten Abstand zwischen den Datensätzen führen, was das Clustering ne-
gativ beeinﬂussen kann. Andererseits gibt es Fälle, in denen gerade die Pha-
senanteile starken Einﬂuss auf die Form des Umsatzverlaufes haben. Eine
Möglichkeit zur Lösung des Problems wäre, das Phasenspektrum in Abhän-
gigkeit vom Frequenzspektrum durch den Einsatz von Filtern unterschiedlich
stark zu unterdrücken oder zu verstärken.
3.2.5 Möglichkeiten der Nutzung
Die Experimente haben gezeigt, dass ein Clustering von Umsatzverläufen
sinnvoll ist. Anhand der entstandenen Cluster kann ein Klassiﬁkator für pro-29
totypische Kunden-Klassen erstellt werden, der zur Klassiﬁkation neuer und
bestehender Kunden eingesetzt werden kann. Eine Veränderung im Zahlungs-
verkehr eines Kunden ließe sich feststellen, indem die Zuordnung eines Kun-
den/Kontos zu einem Cluster bei aufeinanderfolgenden Zeitintervallen unter-
sucht wird. Eine veränderte Cluster-Zuordnung ist dabei ein Hinweis auf eine
mögliche signiﬁkante Änderung des Zahlungsverhaltens eines Kunden. Dies
kann automatisch erfolgen und im Fall einer veränderten Cluster-Zuordnung
ein Signal auslösen, z.B in Form einer Nachricht an einen Kundenbetreuer,
das als Hinweis für eine notwendige, intensivere Befassung mit dem jeweili-
gen Kunden dient.
4 Zusammenfassung und Ausblick
Unsere Experimente zeigen, dass durch die Verwendung der Fourier-Trans-
formationein verschiebungsinvariantesClusteringvonZeitreihen durchData-
Mining-Algorithmen und Selbstorganisierende Karten möglich ist. Im kon-
kreten Fall bedeutete dies die erfolgreiche Bildung von Clustern, die Daten-
sätze mit ähnlichen Umsatzverläufen beinhalten.
Aus Gründen des Datenschutzes liegen uns die Umsatzdaten nur unvoll-
ständig und in anonymisierter Form vor. Die zur Verfügung stehenden At-
tribute umfassen die Kundennummer, Kontonummer, Vorgangsart, Kunden-
segment sowie die monatlich kumulierten Umsätze. Auf die anderen der in
Abschnitt 1.2 aufgeführen Informationen haben derzeit nur unsere Projekt-
partner Zugriff. Daher ist eine genauere Auswertung unserer Ergebnisse nur
durch manuelle Einzelrecherche für jeden Kunden oder jedes Konto in dem
Informationssystem der Bank vor Ort möglich. Dies ist ein extrem zeitauf-
wändiger Vorgang. Durch stichprobenartige Untersuchung unserer Ergebnis-
se vorOrt konnte jedoch die prinzipielle Tauglichkeit unsererVorgehensweise
festgestellt werden.
Im bereits begonnenenFolgeprojekt sollen zum einenweitere Testsdurch-
geführt werden. Zum anderen sollen Konzepte erarbeitet werden, die eine zu-
mindest Semi-Automatisierung der Datenanalysen mittels Data Mining erlau-
ben und somit eine Integration in die Prozessabläufe der Bank gestatten. Dies
betrifft z. B. die Anbindung an die bestehende Datenbank der HypoVereins-
bank und die Nutzbarkeit der Analyse-Techniken durch Mitarbeiter der Bank.30
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