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This study reports a continuous-time experimental test of evolutionary models in coordina-
ted attacker–defender games. It implements three experimental treatment conditions: one 
with strong coordination incentives, one with weak coordination incentives, and one with 
zero coordination incentives. Each treatment exhibits identical equilibrium predictions 
but distinct evolutionary predictions. Observed behavior was tightly clustered around 
equilibrium under both the zero coordination treatment and the weak coordination 
treatment but widely dispersed from equilibrium under the strong coordination treatment. 
This result was anticipated by explicitly dynamic models but not by conventional stability 
criteria. In contrast to the widely maintained assumption of sign-preservation, subjects 
frequently switched to lower earning strategies, suggesting that non-sign-preserving 
evolutionary models may provide a more accurate characterization of human behavior.
© 2018 The Author. Published by Elsevier Inc. This is an open access article under the CC 
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction
Classical game theorists often describe Nash equilibrium as the outcome of introspective reasoning prior to play.1 In con-
trast, evolutionary game theory explains Nash equilibrium as the long run outcome of an adaptive process.2 This paper tests 
the predictive validity of evolutionary stability criteria, evolutionary dynamics, and the key assumption of sign-preservation 
that underlies many evolutionary models. A clean separation between these theoretical models is obtained in coordinated 
attacker–defender games that yield distinct predictions from evolutionary models but identical predictions from equilibrium 
models.
In coordinated attacker defender games, each agent faces conﬂict with members of an opposing population and oppor-
tunities for coordination with members of their own population. The experiment implements three treatment conditions: 
✩ The author thanks the Texas A&M Humanities and Social Science Enhancement of Research Capacity Program and the College of Liberal Arts at Texas 
A&M and the Chapman University Economic Science Institute for their generous ﬁnancial support of this research. This research was supported by NSF 
grant SES-1458541. The author is grateful for the insightful comments from three anonymous reviewers, attendees of the 2015 North American Meeting of 
the Economic Science Association, and attendees of the 2016 Texas Experimental Economics Symposium. The author would also like to thank Alexander L. 




1 A thorough discussion of the epistemic conditions for Nash equilibrium in classical game theory can be found in Aumann and Brandenburger (1995).
2 This interpretation of Nash equilibrium as the long run outcome of an adaptive adjustment process is not a recent innovation. Notably, it was employed 
by Cournot (1838) and Nash (1950).
https://doi.org/10.1016/j.geb.2018.10.002
0899-8256/© 2018 The Author. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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one with strong coordination incentives, one with weak coordination incentives, and one with zero coordination incentives. 
Consistent with the continuous-time structure of dynamic evolutionary models, subjects could adjust their strategy con-
tinuously and earned continuous ﬂow payoffs throughout each experimental session. These continuous-time experimental 
protocols allow for the observation of dynamic behavioral phenomena that can be diﬃcult to identify under conventional 
discrete-time experimental protocols.3
Many theoretical models make identical predictions for all three treatments, including Nash equilibrium, logit quantal 
response equilibrium (McKelvey and Palfrey, 1995), level-k (Stahl and Wilson, 1994), and the time average of the Shapley 
polygon (Benaïm et al., 2009). In contrast, evolutionary models make distinct predictions for each treatment. Evolutionary 
stability criteria (Taylor, 1979) and positive deﬁniteness conditions (Hopkins and Seymour, 2002) predict weak stability 
under zero coordination incentives but strong instability under positive coordination incentives.
This experiment tests three widely employed evolutionary dynamics: the best response dynamic (Gilboa and Matsui, 
1991), the Smith dynamic (Smith, 1984), and the logit dynamic (Fudenberg and Levine, 1998). The widely employed as-
sumption of sign-preservation states that agents switch exclusively from lower performing strategies to higher performing 
strategies. The best response dynamic and the Smith dynamic satisfy sign-preservation. They predict convergence to equilib-
rium under zero coordination incentives but convergence to a stable limit cycle under nonzero coordination incentives. The 
logit dynamic does not impose sign preservation. It predicts convergence to equilibrium under suﬃciently weak coordination 
incentives but convergence to a stable limit cycle under suﬃciently strong coordination incentives. All three evolutionary 
dynamics predict that limit cycles will exhibit greater deviation from equilibrium under stronger coordination incentives.
In line with these predictions, subjects exhibited signiﬁcant cyclical behavior under all three experimental treatment 
conditions. Behavior remained tightly clustered around equilibrium in the zero coordination treatment and the weak coor-
dination treatment but exhibited signiﬁcantly greater deviation from equilibrium in the strong coordination treatment. This 
result is consistent with dynamic evolutionary models, but not with equilibrium models or evolutionary stability criteria, 
since these models classify the strong coordination treatment and the weak coordination treatment identically. In contrast 
to the assumption of sign-preservation, subjects frequently switched from higher earning strategies to lower earning strate-
gies, suggesting that non-sign-preserving evolutionary dynamics may provide a more accurate characterization of human 
behavior.
The remainder of this paper is organized as follows: Section 2 discusses the related literature. Section 3 describes the 
theoretical framework and Section 4 describes the experimental design. Section 5 covers the hypotheses, Section 6 presents 
the main results, and Section 7 concludes.
2. Related literature
This paper contributes to a growing body of experimental research testing evolutionary game theory in laboratory exper-
iments. Early experimental investigation of evolutionary game theory focused on testing evolutionary models of equilibrium 
selection. Van Huyck et al. (1990) observe strong convergence to ineﬃcient pareto dominated equilibria in minimum effort 
games with multiple equilibria. The authors suggested that the emergence of these particular equilibria may have been 
driven by the presence of strategic uncertainty rather than previously traditional equilibrium reﬁnement methods. Crawford 
(1991) later formalized this conjecture via evolutionary stability criteria.
Oprea et al. (2011) employ continuous-time laboratory procedures in testing evolutionary models in Hawk–Dove popu-
lation games with two asymmetric Nash equilibria and one symmetric Nash equilibrium. In accordance with evolutionary 
stability criteria, they found that subjects approximate one of the asymmetric equilibria under two population matching 
protocols, but approximate the symmetric equilibrium under the one population matching protocols. Their experiment pro-
vides empirical evidence for the ability of evolutionary models to help solve the equilibrium selection problem in games 
with multiple Nash equilibria.
Cason et al. (2013) implemented laboratory procedures where subjects select mixed strategies and continuously adjust 
strategies over time. They observed cyclical behavior in three rock-paper-scissors population games: one with a stable 
equilibrium and two with unstable equilibria. In these games, they tested predictions from the time average of the Shapley 
polygon (TASP) (Benaïm et al., 2009) against predictions from Nash equilibrium. The TASP describes the time-average of 
long run cyclical behavior under the best response dynamic. Their experiment provides empirical evidence for the ability of 
the TASP to characterize deviations from Nash equilibrium.
Lim and Neary (2016) conducted discrete-time experiments investigating stochastic adjustment dynamics in multi-
population coordination games with tension in preferences between populations. They ﬁnd that subject frequently select 
myopic best responses to population behavior in the previous period. They ﬁnd that the probability of deviations from this 
myopic best response was decreasing in the payoff from the best-response but independent of the payoff to other actions.
Benndorf et al. (2016) conducted continuous-time experiments investigating hawk–dove games that feature a mixture of 
both inter-population and intra-population interactions. If payoffs are primarily determined by inter-population interactions 
the evolutionary replicator dynamics predict convergence to the asymmetric pure strategy Nash equilibrium. Conversely, if 
payoffs are primarily determined by intra-population interactions, then behavior is predicted to converge to the symmetric 
3 See Friedman et al. (2015) and Oprea et al. (2011) for examples of such phenomena.
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mixed strategy Nash equilibrium. The authors also identify an intermediate parameter region under which behavior is 
predicted to exhibit a hybrid equilibrium where one population utilizes a pure strategy and the other a mixture. Their 
experiment tests the equilibrium selection predictions in each of these three distinct parameter regions.
Benndorf and Martinez-Martinez (2017) examine systematic behavioral deviations from predictions of the replicator dy-
namic in mixed population hawk–dove games. They observe a bias against the hawk strategy in the symmetric mixed 
conﬁguration and less polarization than predicted in the asymmetric conﬁguration, both of which are consistent with the-
oretical predictions from logit dynamics but inconsistent with theoretical predictions from replicator dynamics. They also 
observe signiﬁcant individual heterogeneity in the degree of behavioral noise across sessions.
In contrast to previous literature, this paper tests the theoretical predictions of evolutionary stability criteria against those 
of explicitly dynamic evolutionary models. It ﬁnds that subjects in coordinated attacker games exhibit signiﬁcant cyclical 
behavior with signiﬁcantly greater deviation from equilibrium under strong coordination incentives than weak coordination 
incentives. This result is consistent with dynamic evolutionary models, but not with equilibrium models or stability criteria.
3. Theory
This study tests evolutionary models in attacker–defender population games. Population games provide a theoretical 
framework for the analysis of strategic interaction between large numbers of agents. Subsection 3.1 introduces population 
games. Subsection 3.2 describes the class of coordinated attacker–defender games. Subsection 3.3 discusses stability criteria 
and Subsection 3.4 discusses evolutionary dynamics.
3.1. Population games
A population game is played by a society composed of one or more populations p ∈ P = {1, . . . ,p}. Each population p
contains agents who choose pure strategies from the set Sp = {1, . . . ,np}. The proportion of population p that employs 
the pure strategy i is denoted by xpi ∈ [0, 1]. Accordingly, a population state xp =
(




indicates the proportion of 
population p that employs each pure strategy i ∈ Sp . Let m =∑pi=1 np , so a social state x = (x1, . . . , xp) ∈ Rm describes the 
state of all populations p ∈ P . The payoff to an agent in population p who employs pure strategy i ∈ S p is given by the 
payoff function π pi (x). A social state x is said to be a Nash equilibrium if no agent in any population can increase her payoff 
by unilaterally adjusting her strategy. More formally, a social state x is a Nash equilibrium if, for every population p ∈ P and 
every pair of pure strategies i, j ∈ Sp such that xpi > 0, the payoff π pi (x) earned by agents in population p who employ 
the pure strategy i is greater than or equal to the payoff π pj (x) earned by agents in population p who employ the pure 
strategy j.
3.2. Coordinated attacker–defender games
This paper considers coordinated attacker–defender games played by a large population of attackers A and a large pop-
ulation of defenders D . Each defender chooses one of two symmetrically valued targets SD = {1, 2} to defend. Each attacker 
simultaneously chooses one of the two targets S A = {1, 2} to attack. Each defender is randomly matched against an opposing 
attacker. The attacker prefers to attack the undefended target, but the defender prefers to defend the target that is attacked. 
The payoff to an attacker from this conﬂict is proportional to the fraction of the defender population that does not defend 
the type of target she attacks. Conversely, the payoff to a defender from this conﬂict is proportional to the fraction of the 
attacker population that attacks the same type of target she chose to defend.
Each agent is also randomly matched with a partner from the same population. Agents prefer to coordinate their target 
with their partner. These intrapopulation coordination incentives represent positive externalities within the population. The 
payoff to a defender from these positive externalities is proportional to the fraction of other defenders who defend the same 
type of target she chooses to defend. Conversely, the payoff to an attacker from these positive externalities is proportional 
to the fraction of other attackers who attack the same type of target she attacks. Attackers prefer to coordinate their attacks 
on the same type of target as other attackers and defenders prefer to coordinate their defenses on the same type of target 
as other defenders. Formally, the payoff functions for the coordinated attacker defender game are given by
π A1 (x) = MxD2 + CxA1 π A2 (x) = MxD1 + CxA2
π D1 (x) = MxA1 + CxD1 π D2 (x) = MxA2 + CxD2
(1)
where M > C ≥ 0. The parameter M denotes the strength of the interpopulation conﬂict incentives and the parameter C
denotes the strength of the intrapopulation coordination incentives. The case with C = 0 is equivalent to matching pennies 
or the evolutionary battle of the sexes (Hofbauer and Sigmund, 1998). To the best of the author’s knowledge, this is the 
ﬁrst paper to consider the case with C > 0. Since the interpopulation conﬂict incentives (M) are strictly stronger than 
the intrapopulation coordination incentives (C), Proposition 1 states that there is a unique Nash equilibrium social state 
under which both populations are evenly divided between their two pure strategies. Accordingly, any ﬁnite repetition of the 
coordinated attacker defender game has a unique subgame perfect Nash equilibrium, since the stage game Nash equilibrium 
is unique.
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Proposition 1. The coordinated attacker defender game has a unique Nash equilibrium social state under which xA1 = xA2 = xD1 =
xD2 = 12 .
Proof. See appendix. 
3.3. Evolutionary stability
A Nash equilibrium is said to be evolutionarily stable if any suﬃciently small proportion of agents who deviate from 
equilibrium earn less than agents who maintain equilibrium behavior. More formally, a Nash equilibrium x is said to be 
evolutionarily stable if there exists some ε > 0 such that for any other social state y = x and any proportion α ∈ (0, ε) we 
have x ·π(z) > y ·π(z) where z = αy + (1 − α)x. The less restrictive condition of neutral stability is obtained by exchanging 
this strict inequality for the weak inequality x ·π(z) ≥ y ·π(z). These evolutionary stability criteria were originally developed 
for games played by a monomorphic population of agents by Smith and Price (1973) and were extended to the case of 
multiple polymorphic populations by Taylor (1979).
If a Nash equilibrium social state is not evolutionarly stable, then it is said to be evolutionarly unstable. If a Nash 
equilibrium is not even neutrally stable, then it said to be strictly unstable. If an equilibrium is strictly unstable then an 
arbitrarily small proportion of agents deviating from equilibrium can earn more than agents who maintain equilibrium 
behavior. More formally, a Nash equilibrium social state x is said to be strictly unstable if there exists some other social state 
y = x such that for all ε > 0 there exists some proportion α ∈ (0, ε) such that x · π(z) < y · π(z) where z = αy + (1 − α)x.
A fully mixed Nash equilibrium is said to be positive deﬁnite if any suﬃciently small deviation from equilibrium creates 
incentives that push behavior farther away from equilibrium. More formally, a fully mixed Nash equilibrium x is said to 
be positive deﬁnite if the linear approximation of the payoff function π ′(x) at the equilibrium point x is positive deﬁnite 
on Z = {z ∈ Rm :∑npi=1 zpi = 0}. Conversely, a fully mixed Nash equilibrium is said to be negative deﬁnite if any suﬃciently 
small deviation from equilibrium creates incentives that push behavior back towards equilibrium. More formally, a fully 
mixed Nash equilibrium x is said to be negative deﬁnite if the linear approximation of the payoff function π ′(x) at the 
equilibrium point x is negative deﬁnite on Z . A Nash equilibrium that is neither positive deﬁnite nor negative deﬁnite is 
said to be indeﬁnite. These dynamic instability criteria were originally described by Hopkins (1999) and were extended 
to more general payoff functions by Hopkins and Seymour (2002). Hopkins and Seymour (2002) show that these criteria 
characterize the stability properties of positive deﬁnite adaptive dynamics, while Hopkins (1999) shows that perturbed best 
response dynamics share stability properties with positive deﬁnite adaptive dynamics when the perturbation is suﬃciently 
small.
Proposition 2. Under zero coordination incentives, the unique Nash equilibrium of the coordinated attacker defender game is neutrally 
stable and indeﬁnite. Under positive coordination incentives, it is strictly unstable and positive deﬁnite.
Proof. See appendix. 
3.4. Evolutionary dynamics
Dynamic evolutionary models provide a system of differential equations that describe an adaptive process from which 
Nash equilibrium can emerge as a stationary point. A revision protocol ρ pi j (x) gives the rate at which agents in population p
switch from strategy i to strategy j as a function of the social state x. This method of describing evolutionary dynamics in 
population games is widely employed by evolutionary game theorists including Björnerstedtt and Weibull (1994), Sandholm 












i j (x) (2)
The ﬁrst summation in this expression describes the inﬂow of agents into strategy i from other strategies, while the 
second summation describes the outﬂow of agents from strategy i onto other strategies. The difference between these 
two summations yields the net rate of change x˙pi in the proportion of population p employing the pure strategy i. An 
evolutionary dynamic is said to be sign-preserving if agents exclusively switch from lower performing strategies to higher 
performing strategies. More formally, an evolutionary dynamic is said to be sign-preserving if, for every social state x and 
every population p, the conditional switch rate ρ pi j (x) is positive if and only if π
p
j (x) is strictly greater than π
p
i (x).
Evolutionary dynamics explicitly describe the adaptive process of behavioral adjustment from which equilibrium can 
emerge. While classical game theorists often describe Nash equilibrium as the outcome of introspective reasoning prior 
to play, dynamic evolutionary models explain Nash equilibrium as the long run outcome of an adaptive process. Table 1
provides the revision protocols for three widely employed evolutionary dynamics: the best response dynamic, the Smith 
dynamic, and the logit dynamic. Fig. 1 illustrates these revision protocols for populations with two pure strategies. The 
JID:YGAME AID:2915 /FLA [m3G; v1.246; Prn:26/10/2018; 13:09] P.5 (1-15)
D. Stephenson / Games and Economic Behavior ••• (••••) •••–••• 5
Table 1
Revision protocols for three evolutionary dynamics.
Name of dynamic Revision protocol








Smith ρ pi j (x) = max
{
0,π pj (x) − π pi (x)
}










Fig. 1. Conditional switch rates in populations with two pure strategies.
remainder of this section describes the underlying behavioral assumptions of these dynamics and highlights the key differ-
ences between their theoretical predictions.
In their analysis of Nash equilibrium social stability, Gilboa and Matsui (1991) consider an evolutionary dynamic under 
which agents myopically switch to their best response under the current social state. Since agents switch to inferior strate-
gies, the best response dynamic is sign-preserving. Since agents switch exclusively to best responses, the ﬁxed points of the 
best response dynamic always coincides with the set of Nash equilibria.
In his analysis of highway traﬃc congestion dynamics, Smith (1984) considered an evolutionary dynamic under which 
agents switch from lower performing strategies to higher performing strategies at a rate proportional to the difference in 
payoffs. The Smith dynamic is a pairwise comparison dynamic because the conditional switch rate from strategy i to strategy 
j in population p depends exclusively on the pairwise comparison π pj (x) − π pi (x). Sandholm (2009) proves that the ﬁxed 
points of sign-preserving pairwise comparison dynamics, such as the Smith dynamic, exactly coincide with the set Nash 
equilibria.
Fudenberg and Levine (1998) describe an evolutionary dynamic under which agents switch towards their perceived best 
response under a noisy perturbation of their payoffs. This logit dynamic is closely related to the logit quantal response equi-
librium described by McKelvey and Palfrey (1995). Under the logit dynamic, agents are more likely to switch to strategies 
that yield higher payoffs. Here η denotes the noise level in an agent’s perception of payoffs. As η becomes large, agents be-
come increasingly insensitive to payoff differences and the conditional switch rate approaches uniformly random behavior. 
Conversely, as η becomes small, agents perceive their payoffs more precisely, and the conditional switch rate approaches 
that of the best response dynamic. Unlike the Smith dynamic and the best response dynamic, the logit dynamic is not 
sign-preserving, so its ﬁxed points frequently fail to coincide with Nash equilibria.
Alos-Ferrer and Netzer (2010) characterize the stochastically stable states of the logit dynamic. They show that the logit 
dynamic converges to Nash equilibria in best-response potential games, but fails to select potential maximizers outside this 
class. In general, the ﬁxed points of the logit dynamic correspond to the set of logit quantal response equilibria (QRE). In 
coordinated attacker defender games, the unique logit QRE is identical to the unique Nash equilibrium since equilibrium 
mixing probabilities are equal across strategies. This feature of coordinated attacker defender games provides a clean sep-
aration between the logit dynamic and the logit QRE. Different coordination incentives induce different logit dynamics but 
identical logit QRE.
3.5. Coordinated attacker–defender dynamics
Fig. 2 depicts evolutionary dynamics in coordinated attacker defender games. The horizontal axis of each graph indicates 
the proportion of attackers attacking target 2 and the vertical axis of each graph indicates the proportion of defenders 
defending target 2. Since defenders have an incentive to defend the target that is most likely to be attacked and attackers 
have an incentive to attack the target that is least likely to be defended, evolutionary dynamics consistently predict cyclic 
behavior in the coordinated attacker defender game. Under zero coordination incentives, the social state gradually spirals 
inwards towards equilibrium. Under suﬃciently strong coordination incentives, small perturbations from equilibrium cause 
the social state to diverge from equilibrium to a stable limit cycle.
Fig. 3 depicts stable limit cycles in coordinated attacker defender games with positive coordination incentives. All three 
dynamics predict greater deviation from equilibrium under stronger coordination incentives. In contrast, conventional evo-
lutionary stability criteria classify all coordinated attacker defender games with positive coordination incentives identically. 
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Fig. 2. Evolutionary dynamics in the coordinated attacker defender game. Theoretical predictions for the zero coordination case where M = 5 and C = 0
are shown on the left. Theoretical predictions for the nonzero coordination case where M = 2.6 and C = 2.4 are shown on the right. These parameters are 
selected to reﬂect those implemented in the experiment. The ﬁrst row depicts the best response dynamics, the second row depicts the Smith dynamics, 
and the third row depicts the logit dynamics with η = 0.6.
Fig. 4 depicts the amplitude of the logit limit cycle as a function of the noise parameter η. As η becomes large, agents 
become increasingly insensitive to payoff differences, so agents switch to each strategy with closer to equal probability, 
pushing the social state towards the center of the state space. Accordingly, Proposition 3 states that the Nash equilibrium 
is globally asymptotically stable under the logit dynamic if the noise parameter η is suﬃciently large. The critical thresh-
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Fig. 3. Stable limit cycles in the coordinated attacker defender game. Theoretical predictions for the weak coordination case where M = 4.8 and C = 0.2
are shown on the left. Theoretical predictions for the strong coordination case where M = 2.6 and C = 2.4 are shown on the right. These parameters are 
selected to reﬂect those implemented in the experiment. The ﬁrst row depicts the best response dynamics, the second row depicts the Smith dynamics, 
and the third row depicts the logit dynamics with η = 0.6.
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Fig. 4. Mean distance from equilibrium in the stable limit cycle of the logit dynamic as a function of the noise parameter η. The blue line illustrates the 
predicted distance from equilibrium in the strong coordination case where M = 2.6 and C = 2.4. The green line illustrates the predicted distance from 
equilibrium in the weak coordination case where M = 4.8 and C = 0.2. These parameters are selected to reﬂect those implemented in the experiment.
Table 2
Parameter values for each of the three treatment conditions.
Treatment M C
No-coordination $5.00 $0.00
Weak coordination $4.80 $0.20
Strong coordination $2.60 $2.40
old is increasing in the coordination parameter C and is equal to zero when C = 0, so the logit dynamic exhibits global 
convergence to equilibrium if coordination incentives are suﬃciently weak.
Proposition 3. For every coordinated attacker–defender game there is η∗(M, C) > 0 such that the Nash equilibrium is globally asymp-
totically stable under the logit dynamic if η > η∗(M, C). Further, η∗(M, C) is strictly increasing in C with η∗(M, 0) = 0.
Proof. See appendix. 
4. Experimental design and procedures
The experimental design has three treatment conditions, each of which implements the coordinated attacker defender 
game with a different level of coordination incentives. The ﬁrst treatment has zero coordination incentives, the second 
treatment has weak coordination incentives, and the third treatment has strong coordination incentives. All three treatments 
exhibit identical Nash equilibrium predictions. Evolutionary stability criteria classify the zero coordination treatment as 
neutrally stable and the other two as strictly unstable. Evolutionary dynamics predict convergence to Nash equilibrium 
under suﬃciently weak coordination incentives and convergence to stable limit cycles under suﬃciently strong coordination 
incentives. Evolutionary dynamics consistently predict that limit cycles will exhibit larger deviations from equilibrium under 
stronger coordination incentives. Earnings per minute in each treatment were given by
π A1 (x) = MxD2 + CxA1 π A2 (x) = MxD1 + CxA2
π D1 (x) = MxA1 + CxD1 π D2 (x) = MxA2 + CxD2
(3)
where π gi denotes the payoff to a subject in group g who employs the pure strategy i and x
p
j denotes the proportion 
of other subjects in group p employing the pure strategy j. Table 2 provides the values of the coordination parameter C
and the conﬂict parameter M under each of the three treatment conditions. These treatment conditions implement the 
parameter values illustrated by Fig. 2 and Fig. 3 in the previous section. In equilibrium, these parameter values equalize the 
equilibrium earnings rate at $2.50 per minute across all three treatment conditions.
Each experimental session was conducted with twenty subjects and lasted for approximately thirty minutes. On average, 
each subject earned a total of $18.63, including a ﬁve dollar show-up payment. We employ a between-subjects design, so 
each subject participated in only one experimental session and each session implemented only one of the three exper-
imental treatments. Two of the six sessions implemented each of the three experimental treatments, for a total of 120 
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Fig. 5. Experimental decision interface. (For interpretation of the colors in the ﬁgure(s), the reader is referred to the web version of this article.)
distinct experimental subjects. At the beginning of each session, subjects were randomly divided into two equally sized 
population groups. Each group of attackers consisted of exactly 10 subjects and each group of defenders consisted of exactly 
10 subjects. Subjects stayed in the same population group for the duration of the session. Each session consisted of eight 
identical periods during which subjects played a coordinated attacker–defender game. Each period lasted for exactly forty 
seconds.
A screenshot of the full experimental display is provided by Fig. 5. Subjects could continuously adjust their mixed strat-
egy throughout each period. They were not restricted to exclusively selecting pure strategies. The horizontal position of the 
green bar represented a subject’s probability of selecting the pure strategy B . When the green bar was all the way on the 
right side of the graph, the subject employed the pure strategy B with certainty. Conversely, when the green bar was all 
the way on the left side of the graph, the subject employed the pure strategy A with certainty. When the green bar was 
in the interior of the graph, the subject employed a non-trivial mixed strategy. Throughout each period, subjects earned 
continuous ﬂow payoffs at a rate proportional to the expected payoff from their mixed strategy.
The diagonal black line illustrates the current earnings rate for each strategy. The height of the line at the left side of 
the graph indicates the current earnings rate for the pure strategy A. Similarly, the height of the line at the right side of the 
graph shows the current earnings rate for the pure strategy B . The height of the green bar indicates the subject’s current 
earnings rate. The subject’s current earnings rate and the subject’s accumulated earnings were also listed at the bottom of 
the decision interface. Subjects could directly observe their current strategy and their current payoff but not the payoffs or 
strategies of others. At the end of each session, subjects received their total accumulated earnings plus a ﬁve dollar show-up 
payment.
5. Hypotheses
Proposition 1 states that all three experimental treatment conditions have an identical unique Nash equilibrium. This 
feature of the coordinated attacker–defender game is part of what allows the experimental design to disentangle theoretical 
predictions of evolutionary models from those of other solution concepts. In contrast, evolutionary stability criteria classify 
the zero coordination treatment differently from the other two treatments. Proposition 2 states that the unique Nash equi-
librium is neutrally stable and indeﬁnite under zero coordination incentives, but strictly unstable and positive deﬁnite under 
positive coordination incentives. These stability criteria motivate the ﬁrst hypothesis.
Hypothesis 1. Subjects in the zero coordination treatment will exhibit smaller deviations from equilibrium than subjects in 
either of the other two treatments.
Dynamic evolutionary models consistently predict that the social state will exhibit convergence to equilibrium under 
zero coordination incentives, gradually spiraling inwards towards the Nash equilibrium as shown in Fig. 2. Under suﬃ-
ciently strong coordination incentives, evolutionary dynamics predict convergence to a stable limit cycle. As detailed in 
Subsection 3.5, different evolutionary dynamics yield different predictions regarding the convergence process. In particular, 
the widely employed class of sign-preserving dynamics predict that subjects will exclusively switch from lower earning 
strategies to higher earning strategies. These models motivate the second hypothesis.
Hypothesis 2. Subjects will exclusively switch from lower earning strategies to higher earning strategies.
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Fig. 6. The observed path of the social state over each period of each session. The left column depicts the ﬁrst half of each period. The right column depicts 
the second half of each period. Two of the six sessions implemented each of the three experimental treatment conditions. One is shown in green and the 
other is shown in blue. Grey lines depict the stable limit cycles predicted by the logit dynamics with η = 0.6.
Evolutionary stability criteria classify all coordinated attacker defender games with positive coordination incentives iden-
tically. In contrast, dynamic evolutionary models consistently predict that stable limit cycles will exhibit greater deviation 
from equilibrium under stronger coordination incentives. This theoretical prediction motivates the third hypothesis.
Hypothesis 3. Subjects will exhibit greater deviation from equilibrium in the strong coordination treatment than the weak 
coordination treatment.
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Table 3
Deviation from equilibrium as measured by the time average of the Euclidean distance between the Nash equilibrium 
social state and the observed social state over the entirety of each period.
Treatment Dev. from Eq.
Zero coordination 0.067 (0.0030)
Weak coordination 0.071 (0.0033)
Strong coordination 0.226 (0.0065)
(a) Mean deviation from equilibrium under all three 
treatments. Standard errors are given in parentheses.
Null hypothesis p-value
Zero = weak 0.539
Zero = strong <0.001
Weak = strong <0.001
(b) Nonparametric Mann–Whitney tests for 
treatment effects on deviation from equilibrium.
Coeﬃcient Estimate (s.e.) p-value
Constant 0.067 (0.005) <0.001
Weak coordination 0.003 (0.007) 0.644
Strong coordination 0.159 (0.007) <0.001
(c) A random effects regression where the dependent variable is the mean deviation
from equilibrium. The default treatment is the zero coordination treatment.
6. Results
Fig. 6 illustrates the observed path of the social state over every period of every experimental treatment. The path of the 
social state over each period of each session is depicted by a distinct line. The ﬁrst row depicts the observed behavior under 
the no coordination treatment, the second row depicts the observed behavior under the weak coordination treatment, and 
the third row depicts the observed behavior under the strong coordination treatment. The left column depicts observed 
behavior during the ﬁrst half of each period. The right column depicts observed behavior under second half of each period. 
The horizontal axis of each graph illustrates the proportion of attackers that chose to attack target 2 and the vertical axis in 
each graph illustrates the proportion of defenders that chose to defend target 2.
6.1. Deviation from equilibrium
The strong coordination treatment exhibited considerably greater deviation from equilibrium than either the weak coor-
dination treatment or the no coordination treatment. Table 3 provides the average deviation from equilibrium across each of 
the three treatment conditions and presents hypothesis tests for treatment effects. Deviation from equilibrium is measured 
as the time-average of the Euclidean distance between the Nash equilibrium social state and the observed social state over 
the entirety of each period. The unit of observation is one period. Both nonparametric Mann–Whitney tests and a parametric 
random-effects regression ﬁnd that strong coordination incentives signiﬁcantly increase deviation from equilibrium at the 
one percent level, while weak coordination incentives have no signiﬁcant effect.
Result 1. Subjects exhibited signiﬁcantly greater deviation from equilibrium under the strong coordination treatment than 
under the weak coordination treatment or the no coordination treatment.
Result 1 is consistent with dynamic evolutionary models but inconsistent with Nash equilibrium, logit QRE, and con-
ventional evolutionary stability criteria. Proposition 1 states that the unique Nash equilibrium is identical under all three 
experimental treatments. Since equilibrium mixing probabilities are equal across strategies, the logit QRE coincides with 
the Nash equilibrium in all three treatments. Proposition 2 states that the weak coordination treatment and the strong 
coordination treatment are classiﬁed identically by evolutionary stability criteria. In line with the experimental data, Fig. 3
shows that dynamic evolutionary models predict larger deviations from equilibrium under the strong coordination treatment 
than under the weak coordination treatment, so Result 1 provides empirical evidence for the ability of explicitly dynamic 
evolutionary models to predict relative stability more accurately than conventional evolutionary stability criteria. Further, 
Proposition 3 indicates that the logit dynamic predicts global convergence to equilibrium when coordination incentives are 
suﬃciently weak, consistent with the lack of a signiﬁcant difference in deviation from equilibrium under the no coordination 
treatment and the weak coordination treatment.
6.2. Cyclical behavior
Under all three treatment conditions, subject behavior exhibited signiﬁcant behavioral cycles orbiting the unique Nash 
equilibrium. Table 4 provides the average value of the cycle rotation index (Cason et al., 2013) under each treatment con-
dition and presents hypothesis tests for the presence of signiﬁcant cyclical behavior. The unit of observation is one period. 
Both nonparametric Wilcoxon sign-rank tests and a parametric random-effects regression ﬁnd that subjects in all three 
treatments exhibited signiﬁcant behavioral cycles orbiting the unique Nash equilibrium, consistent with theoretical predic-
tion from dynamic evolutionary models.
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Table 4
Cyclical behavior as measured by the cycle rotation index (CRI) under all three treatments.
Treatment CRI
Zero coordination 0.839 (0.043)
Weak coordination 0.857 (0.036)
Strong coordination 0.936 (0.035)
(a) Mean cycle rotation index under all three treatments. 





(b) Nonparametric Wilcoxon signed-rank 
tests for signiﬁcant behavioral cycling.
Coeﬃcient Estimate (s.e.) p-value
Constant 0.839 (0.052) <0.001
Weak coordination 0.018 (0.073) 0.801
Strong coordination 0.097 (0.073) 0.181
(c) A random effects regression where the dependent variable is the cycle rotation 
index. The default treatment is the zero coordination treatment.
Fig. 7. The solid blue line depicts the empirical switch rate. It illustrates the percentage of subjects who chose to switch from strategy i to strategy j
when the difference in payoffs was given by π pj − π pi . The dotted black line depicts the switch rate predicted by the logit dynamic under the estimated 
parameters.
Result 2. The social state exhibited signiﬁcant clockwise cyclical dynamics under all three treatment conditions.
6.3. Sign preservation
Fig. 7 illustrates the observed rate at which subjects switch from one strategy to another, conditional on the differ-
ence in payoffs. Subjects switched from lower performing strategies to higher performing strategies more often than they 
switched from higher performing strategies to lower performing strategies. However, in contrast to Hypothesis 2, subjects 
also frequently switched from higher performing strategies to lower performing strategies. This result is inconsistent with 
the assumption of sign-preservation which is maintained by both the Smith dynamic and the best response dynamic, but is 
consistent with theoretical predictions from the logit dynamic.
Result 3. The empirical switch rates did not satisfy the assumption of sign-preservation as subjects frequently switched from 
higher performing strategies to lower performing strategies.
Result 3 suggests that the widely maintained assumption of sign preservation may not be appropriate for modeling the 
adaptive process giving rise to Nash equilibrium in human behavior. Accordingly, dynamic evolutionary models that do not 
satisfy sign preservation may provide a more reliable characterization of human behavior than sign-preserving dynamics.
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Table 5
Maximum likelihood estimates for the logit dynamic and the implied deviations from equilibrium. 
Standard errors are obtained via bootstrap and are clustered at the subject level.
Parameter Estimate Standard error
Noise η 0.599 (0.034)
Speed β 0.674 (0.021)
Deviation from equilibrium
Strong coordination Weak coordination No coordination
Predicted Observed Predicted Observed Predicted Observed
0.411 0.226 0 0.070 0 0.067
Table 5 presents maximum likelihood estimates for the logit dynamic and compares the predicted deviation from equi-
librium to the empirically observed deviation from equilibrium under each treatment. Under the logit dynamic, the rate ρ pi j
at which agents in population p switch from strategy i to strategy j per unit time depends on the payoff to each strategy 









The noise parameter η denotes the level of noise in the perception of payoffs. Accordingly, the probability that an agent in 
population p switches from strategy i to strategy j is given by P pij = βρ pi j where β denotes the adjustment rate. Standard 
errors are obtained via bootstrap and are clustered at the subject level. As illustrated by Fig. 4, the logit dynamic’s predicted 
deviation from equilibrium under the estimated parameters is 0.411 in the strong coordination treatment, 0 in the weak 
coordination treatment, and 0 in the no coordination treatment. Consistent with these theoretical predictions, signiﬁcantly 
larger deviations from equilibrium were observed in the strong coordination treatment than in the other two treatments.
7. Conclusion
This study experimentally tests the predictive validity of evolutionary models in coordinated attacker–defender games. 
The experiment implements three treatment conditions, one with strong coordination incentives, one with weak coordina-
tion incentives, and one with zero coordination incentives. Evolutionary models yield distinct predictions for each treatment, 
but Nash equilibrium and several other behavioral models yield identical predictions under all three experimental treat-
ments. Evolutionary stability criteria classify the unique Nash equilibrium of the coordinated attacker–defender game as 
neutrally stable under zero coordination incentives but strictly unstable under all positive coordination incentives.
This paper investigates three widely employed evolutionary dynamics: the best response dynamic, the Smith dynamic, 
and the logit dynamic. The Smith dynamic and the best response dynamic satisfy the widely maintained assumption of 
sign-preservation. They predict global convergence to equilibrium under zero coordination incentives but convergence to a 
stable limit cycle under nonzero coordination incentives. The logit dynamic does not impose sign preservation. It predicts 
global convergence to equilibrium under suﬃciently weak coordination incentives but convergence to a stable limit cycle 
under suﬃciently strong coordination incentives. All three dynamics predict that stable limit cycles will exhibit greater 
deviation from equilibrium under stronger coordination incentives.
Under the zero coordination treatment and the weak coordination treatment, observed behavior was tightly clustered 
around the Nash equilibrium. Under the strong coordination treatment, behavior was widely dispersed from the Nash equi-
librium. This result was anticipated by evolutionary dynamics but not by evolutionary stability criteria, which classify the 
strong and weak treatments identically. This result suggests that evolutionary dynamics can characterize behavior with 
greater precision than evolutionary stability criteria. In contrast to the conventional class of sign-preserving dynamics, sub-
jects frequently switched to lower performing strategies, suggesting that non-sign-preserving dynamics may provide a more 
accurate characterization of human behavior.
Sign preservation is frequently assumed by dynamic evolutionary models because it helps ensure that the ﬁxed points of 
an evolutionary dynamic coincide with the set of Nash equilibria. The frequent violation of sign-preservation in the experi-
mental data suggests that long run behavioral outcomes may often fail to correspond with Nash equilibria. Further research 
is needed to determine the extent to which non-sign-preserving evolutionary dynamics can predict and explain deviations 
from Nash equilibrium in a wider class of strategic environments. These results have important policy implications for 
strategic environments that are commonly modeled by attacker–defender games such as network security (Ibidunmoye et 
al., 2013), property crime (Bruni et al., 2013), and counter-terrorism (Powell, 2007). They suggest that, in such environments, 
policy makers ought not to rely exclusively on equilibrium models and stability criteria, but should also employ explicitly 
adaptive models.
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Appendix
Proof of Proposition 1. Let x denote the social state under which both populations are evenly divided between their two 
pure strategies, so π A1 (x) = π A2 (x) = π D1 (x) = π D2 (x) = 12M + 12C and x is a Nash equilibrium social state. Now let y =
x denote some alternate social state under which at least one population is unevenly divided between their two pure 
strategies. Without loss of generality, suppose that a larger fraction of the attacker population chooses to attack target 
1, so yA1 > y
A
2 . Assume for contradiction that y is a Nash equilibrium social state. If y
A
1 = 1 then π D1 (y) = M + C yD1 >
C yD2 = π D2 (y) since M > C and yD ∈ [0, 1]2. Otherwise we have yA1 > yA2 > 0 so the payoff to attacking target 1 must 
equal the payoff to attacking target 2. In this case MyD2 + C yA1 = MyD1 + C yA2 and we have yD1 > yD2 since yA1 > yA2 . Then 
MyA1 + C yD1 > MyA2 + C yD2 and we still have π D1 (y) > π D2 (y). Thus, in either case, we must have yD1 = 1 since defenders 
earn a higher payoff by defending target 1. Thus π A2 (y) = M + C yA2 > C yA1 = π A1 (y) since M > C and yA ∈ [0, 1]2. But then 
attackers would earn a higher payoff by attacking target 2, contradicting the assumption that y is a Nash equilibrium social 
state. 
Proof of Proposition 2.
Neutral stability: Under zero coordination incentives we have C = 0. Let x denote the equilibrium social state under which 
both populations are evenly divided between their two pure strategies. For each population p ∈ {A, D} and strategy i ∈ {1, 2}
we have π pi (x) = 12M since C = 0. Let y denote some other social state. Now since C = 0 we have π A1 (y) = MyD2 , π A2 (y) =
MyD1 , π
D
1 (y) = MyA1 , and π D2 (y) = MyA2 . Thus x · π(y) = y · π(x) = y · π(y) = M since yD2 + yD1 = 1 = yA1 + yA2 . Now let 
α ∈ (0, 1) and z = αy + (1 − α)x. Then we have x · π(z) = y · π(z) = M , so if a fraction of the population deviates away 
from equilibrium to some alternate strategy they never earn a higher average payoff than agents who maintain equilibrium 
behavior.
Strict instability: Under positive coordination incentives we have C > 0. Let x denote the equilibrium social state under 
which both populations are evenly divided between their two pure strategies, so for each population p ∈ {A, D} and strategy 
i ∈ {1, 2} we have xpi = 12 and π pi (x) = 12M + 12C . Let y denote the social state under which attackers always attack target 
1 and defenders always defend target 1, so yA1 = yD1 = 1, yA2 = yD2 = 0, π A1 (y) = C , and π D1 (y) = M + C . Hence x · π(y) =
y · π(x) = y · π(y) = M + C , but y · π(y) = M + 2C . Now let α ∈ (0, 1) and z = αy + (1 − α)x. Then x · π(z) = M + C
but y · π(z) = M + C + αC , so if any fraction of the population deviates to a strategy under which all agents select the 
same target they never earn a lower average payoff than agents who maintain equilibrium behavior. Further, under positive 
coordination incentives we have C > 0 so x · π(z) = M + C < M + C + αC = y · π(z), so the deviating agents earn a strictly 
higher payoff than the agents who maintain equilibrium behavior.
Positive deﬁniteness: Let x = (xD1 , xD2 , xA1 , xA2 ) = ( 12 , 12 , 12 , 12 ) ∈ R4 denote the Nash equilibrium social state. So the linear 












C 0 M 0
0 C 0 M
0 M C 0
M 0 0 C
⎤
⎥⎥⎦ (5)
Let z = (zD1 , zD2 , zA1 , zA2 ) ∈ R4 such that zD1 + zD2 = 0 and zA1 + zA2 = 0. Then the corresponding quadratic form is given 
by zᵀπ ′(x)z = M (zD1 zA1 + zD2 zA2 + zA1 zD2 + zA2 zD1 )+ C∑2p=1∑2i=1 (zpi )2. Now since zD2 = −zD1 and zA2 = −zA1 we have zD1 zA1 +
zD2 z
A








. Thus π ′(x) is positive deﬁnite on Z when C > 0 and indeﬁnite 
on Z when C = 0. 
Proof of Proposition 3. Let ψ(y) = (1 +e−y/η)−1− 12 so ψ ′(y) = ηe−y/η(1 +e−y/η)−2, ψ(0) = 0, ψ ′(0) = 14η , and ψ ′(y) < 14η
for all y > 0. Hence ψ(y) < y4η for all y > 0. In the coordinated attacker defender game, the conditional switch rates are 
given by ρ pi j = ψ(π pj −π pi ) + 12 under the logit dynamic. Since ψ is an odd function, the difference between the conditional 
switch rates is given by ρ pi j − ρ pji = 2ψ(π pj − π pi ) = 2ρ pi j + 1. Let zA = xA1 − 12 and zD = xD1 − 12 so
z˙p = xp2ρ p21 − xp1ρ p12 = (1− xp1 )ρ p21 − xp1ρ p12 (6)
= (1− 2xp1 )ρ p21 + xp1 (ρ p21 − ρ p12) (7)
= (1− 2xp1 )ρ p21 + xP1 (2ρ p21 − 1) (8)
= ρ p21 − xp1 = ψ(π p1 − π p2 ) − zp (9)
In the coordinated attacker defender game π A1 −π A2 = 2CzA − 2MzD and π D1 −π D2 = 2CzA + 2MzD . Hence z˙A = ψ(2CzA −
2MzD) − zA and z˙D = ψ(2CzD + 2MzA) − zD . Let V (zA, zD) = z2A + z2D so
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= 2zA[ψ(2CzA − 2MzD) − zA] + 2zD [ψ(2CzD + 2MzA) − zD ] (11)
= 2[zAψ(2CzA − 2MzD) + zDψ(2CzD + 2MzA)] − 2(z2A + z2D) (12)
Let y = max(|zA |, |zD |). If C > 0, y > 0, and η > C + M then V˙ (zA, zD) ≤ 4yψ(2[C + M]y) − 2y2 < 0 since ψ(y) < y4η for all 
y > 0. If C = 0, y > 0, and η > 0 then V˙ (zA, zD) ≤ 4yψ(2My) − 2y2 < 0. 
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