In a data-shipping database system, data items are retrieved from the server machines, cached and processed at the client machines, and then shipped back to the server. Current cache consistency approaches typically rely on a centralized server or servers to enforce the necessary concurrency control actions. This centralized server imposes a limitation on the scalability and performance of these systems. This paper presents a new consistency protocol, Active Data-aware Cache Consistency (ADCC), that allows clients to be aware of the global state of their cached data via a two-tier directory. Using parallel communication with simultaneous clientserver and client-client messages, ADCC reduces the network latency for detecting data conflicts by 50%, while increasing message overhead by about 8% only. In addition, ADCC improves scalability by partially offloading the concurrency control function from the server to the clients. An optimization, Lazy Update, is introduced to reduce the message overhead for maintaining client directory consistency. We implement ADCC in a page server DBMS architecture and compare it with the leading cache consistency algorithm, Callback Locking (CBL), which is the most widely implemented algorithm in commercial DBMSs. Our performance study shows that ADCC has a similar or lower abort rate, higher throughput, and better scalability for important workloads and system configurations. Both the simulation results and the analytic study indicate that the message overhead is low and that ADCC produces better behavior compared to the traditional server-based communication under high contention workloads.
INTRODUCTION
In client/server DBMS architectures, there are two categories of systems, query-shipping and data-shipping. In query-shipping systems, such as a relational client/server DBMS, clients send a query to the server, which processes the query and sends the results back to the clients. In contrast, most commercial object-oriented database management systems (ODBMS) have adopted the datashipping technique. When a client wants to access data, it sends a request for the specific data items (e.g. objects or pages) to the server. The data items are shipped from the server to the clients, so that the clients can run applications and perform operations on cached data. More detailed information on the difference between these two DBMS architectures is available in [8] .
The data-shipping architecture is inspired by the dramatic improvements in computer price-performance and in the performance and availability of network communication. The technology advances have made it desirable and practical to offload more functionality from the server to the client workstations [13] . Typically, data-shipping systems can be structured either as page servers, in which clients and servers interact using physical units of data (e.g. pages or groups of pages), or object servers, which interact using logical units of data (e.g. objects). The granularity of the data transferred from the server to the clients is the fundamental difference between page and object servers.
Having the data available at the clients can reduce the number of client-server interactions to thereby free server resources (CPU and disks), thus decreasing client-transaction response time. Local caching allows copies of a database page to reside in multiple client caches. Moreover, when inter-transaction caching is used, a page may remain cached locally when the transaction that accessed it has completed. Concurrency control for cached pages must be enforced to ensure that all clients have consistent page copies in their caches and that they see a serializable view of the database.
(1) It is well known that the earlier discovery of data conflicts can improve performance and lower the abort rate/cost [9] . However, since the server is always on the critical path, this unavoidably increases the communication latency for detecting data conflicts.
(2) Excessive demands for pages from the server often limit the performance and scalability of traditional caching algorithms, such as CBL [7] [8] [17] . As the power of client workstations has increased dramatically, it is more desirable to transfer additional processing to the client machines [13] . The centralized server design limits this transition.
To address these problems, we propose an efficient client cache consistency algorithm, Active Data-aware Cache Consistency (ADCC), which employs both client-client (P2P) and server-based communications. Via a two-tier directory, ADCC allows not only the server but also the clients to track the global state of cached data. An optimization, Lazy Update, is introduced to reduce the message overhead for maintaining the client directory consistency. The primary contributions of this paper are:
(1) It proposes an algorithm, Active Data-aware Cache Consistency, that decreases the latency for detecting data conflicts by 50%, while increasing message overhead by only about 8%.
(2) This algorithm significantly reduces the potential interval for write/read and write/write conflicts.
(3) This algorithm relieves the server bottleneck by partially offloading some functionality for concurrency control (such as callback) from the server to the clients.
Since non-adaptive callback schemes are the best overall choices of existing schemes [8] , we compare ADCC with the leading cache consistency algorithm, Callback Locking (CBL), which is the most widely implemented algorithm in commercial DBMSs. Similar to previous work [9] , this study focuses on a page-server architecture with page level consistency, since a page-server architecture usually provides superior performance over an object-server architecture [13] . While security and robustness are important issues, they are beyond the scope of this work, which focuses primarily on performance.
The remainder of the paper is organized as follows. Section 2 describes the proposed ADCC algorithm. Section 3 describes the experimental setup. Section 4 presents the simulation results and discussion. Section 5 describes related work. Finally, Section 6 summarizes and concludes.
AN ACTIVE DATA-AWARE CACHE CONSISTENCY (ADCC) ALGORITHM
Before describing ADCC, we give a brief review of CBL [8] [9] . In CBL, clients can cache data across transaction boundaries. Locally cached page copies are always guaranteed to be valid, so clients can read them without contacting the server. However, clients need to obtain write permission from the server before they can proceed with a write operation. A server typically maintains a table to keep track of which clients have locks (read or write) for a page. If the page is cached at other clients, the server sends callback messages to other clients asking them to downgrade or relinquish their locks. Before receiving the acknowledgement from all related clients for its callback request, the server cannot grant write permission to the requesting client.
There are two major CBL variants, CBL-R and CBL-A. In CBL-R, write permissions are granted only for the duration of a single transaction. In CBL-A, in contrast, write permissions are retained at the clients until being called back, or until the corresponding page is dropped from the cache.
In contrast to CBL, ADCC allows not only the server but also the clients to maintain a directory for each cached page. The directory for a page is organized as a bit vector of p presence flags (p is the total number of clients that cache the same page), indicating which client has a copy of that page in its cache, together with the state information. The related directory information is tagged with the data page and sent to the requester. Figure 1 shows a schematic of the directory structures. 
Client States and Protocol Descriptions
A page in a client (e.g. client A) buffer may be in one of five valid states. Three of these are stable states: (1) exclusive-clean (excc) -only one unmodified (read-only) cached copy in the clients; (2) shared (shrd) -more than one read-only cached copy whose whereabouts are indicated by the presence vector; (3) modified (mdfd) -only one modified page is cached. The transition states are: (4) busy (bsy) -the transaction is in the process of updating the data; (5) speculative-busy (sbsy) -which is similar to the busy state except that it implies the update is speculative.
When client A updates a cached page, it changes the page state to one of the transition states and will not change the page state to a stable state until the transaction has committed or aborted. When a page is in one of the transition states, the client ignores any invalidation requests for this page from peers. The speculative-busy state converts to the busy state if the server grants the speculation, or the transaction aborts if the server finds that the speculation is incorrect. Figure 2 shows the simplified state transition diagram for a page in client A's buffer.
i) Handling A's read requests
If the desired page is in its local cache, client A accesses it without contacting the server. If the page is not in its cache (represented by inv in Figure 2 ), it sends a read request for the page to the server (shown in Figure 3 ). When the page first arrives at A, depending on the tagged directory information of the previous state of this page, A sets the state as exclusive-clean or shared (the state transits from inv to excc or shrd in Figure 2) .
ii) Handling A's write requests
If a page is in A's cache in the exclusive-clean or modified states, A changes the client page state to busy and updates the page without contacting the server. If the cached page is in the shared state, A continues the update, changes the state to speculative-busy, and sends a speculation request to the server and invalidation requests to the other sharing clients. When A receives an acknowledgement message (ack) from the server, A changes the page state to busy. A is not allowed to commit until it has received an ack message from all necessary clients. If the speculation is incorrect, A aborts the transaction. If the state is busy or speculative-busy, client A ignores any invalidation requests for that page from the other clients. Any race between multiple speculative updates is resolved at the server. If the page is not in A's cache, client A sends a write request for the page to the server (shown in Figure 3 ). When the page first arrives at A, A sets the state as busy and continues the update (the state transits from inv to bsy with Sdata/Awr in Figure 2 ). If multiple X/Y pairs are associated with an arc, it means that multiple inputs can cause the same state transition. "x2y" means that client A sends x to y. "A", "B" and "S" denote client A, client B and server, respectively. "swr", "abt" and "cmt" denote speculative write, abort, and commit, respectively. For example, "Brd/data2B" denotes that, when A receives a read request from client B for a page in the exclusive-clean or modified states, A forwards the data message to B and changes the page state to shared; "Aswr/req2S; inv2B" denotes that, when A wants to update a locally cached page which is also cached by B, A speculatively continues the update, changes the page state from shared to speculative-busy, sends a speculation request to the server, and sends an invalidation request to B. "Sdata/Ard" denotes that, when a data page which was requested by A arrives at client A from the server, depending on the original page state in the server buffer, A changes the page state to exclusive-clean or shared and conducts the rd operation.
iii) Handling data requests from other clients
If client A is the exclusive-owner of a page, A may receive a data request which requires A to provide the data page to client B. If B's intended operation is read and A is not updating the data, client A forwards the page to B, and changes the page state to shared. If B's intended operation is a write, then A forwards the page to B and invalidates its copy if there is no conflict. Otherwise, A forwards the page to B and informs the server of the conflict if A has read the page, or blocks the request and informs the server of the conflict if A has updated the page. If there is a conflict, B is not allowed to commit before A. These conflict scenarios are not shown in Figure  2 , but are discussed in Section 2.3.
iv) Handling invalidation requests
If client A is one of the sharing clients of a page, A may receive an invalidation request from another sharing client B or the server because of a speculative or non-speculative update. If A's transaction has read the page but not committed yet, A blocks the request and informs the server of the conflict. The remote client is not allowed to commit before A.
Server States and Protocol Descriptions
A page in the server buffer may be in one of five states. Three of these are stable states: (1) unowned -no cached copies in the clients; (3) exclusive -one read or write cached copy is in a client, indicated by the corresponding presence flag; (2) shared -two or more read-only cached copies whose whereabouts are indicated by the presence flags. Two of the states are transition states: (4) busyshared and (5) busy-exclusive, which correspond to read or write requests that might still be in progress, or the related transaction has not committed yet. The server directory also maintains an entry indicating which client is busy if the page is in a transition state. The transition states are used to avoid race conditions and to provide serialization. If a request for a page in the transition state arrives at the server, the server either blocks the request or informs the requesting client to abort if blocking would lead to a deadlock.
An exclusive directory state in the server means that the page may be in either the modified or exclusive-clean states in a client buffer. If a client requires a page which is cached exclusively by another client, the server forwards the request to the exclusive owner. On the other hand, the exclusive owner is allowed to modify the page without contacting the server. A simplified state transition diagram for pages in a server's buffer is shown in Figure 3 .
i) Handling data requests for read operations
When the server receives a page read request from client C, it checks the page state and owner information and responds to these requests as follows, given these possible states.
• unowned: the server returns the page and sets the state to exclusive.
• exclusive-B: the server forwards the request to client B, changes the state to busy-shared, and sets C to the busy client (we use the shorthand, busyShared-C). This shorthand means that the server thinks client C is in the process of receiving the page which is being provided directly by the previous exclusive owner. After receiving an ack message (via a piggyback message) from C indicating that it has received the data, the server changes the state to shared-C-B. • shared-A-B: the server returns the page to C and adds C into the directory. The server informs A and B by piggybacking the directory update on subsequent messages to these clients. This scenario is not shown in Figure 3 , but is discussed in Section 2.3.
ii) Handling data requests for write operations
When the server receives a page write request from client C, it checks the page state and owner information and responds to these requests as follows, given these possible states.
• unowned: the server returns the page and sets the state to busyExcl-C. The server keeps this busy state until C commits or aborts.
• exclusive-B: the server forwards the request to B, and changes the state to busyExcl-C.
• shared-A-B: the server changes the state to busyExcl-C, informs A and B to invalidate their copies, returns the page to C, and informs C to wait for ack messages for invalidation from A and B before C can commit (the state transits from shared-A-B to busyExcl-C in Figure 3 ). If a speculative write request from A or B arrives at the server while the page state is still in transition (busyExcl-C), the server sends a nack message to the requester informing it of the unsuccessful speculation. 
Scenario Descriptions
To assist in understanding the algorithm, we present several scenarios in Figure 4 that compare ADCC with CBL. These scenarios represent most write-related operations among the server and two or three clients, Scenarios 1, 2, 5 and 8 for a write without conflict, and Scenarios 3, 4, 6 and 7 for a write with write/read conflicts. Scenario 9 represents a read and is used to show an optimization in ADCC to remove the message overhead for maintaining client directory consistency. While we focus on the interaction among the server and two or three clients, the discussion is valid for any number of clients.
Scenario 1:
Client A wants to update page m which is only cached by itself. In ADCC, A continues the update without contacting the others.
In contrast, CBL requires A to send a message (wr) to the server to obtain a write lock if A has only a read lock on the page. Since no other clients cache page m, the server grants the write lock immediately to A. While A is waiting for a response from the server, A has to block, i.e. it must stop.
Scenario 2: Client A wants to update page m which is cached by both A and B. B does not use that page.
In ADCC, A speculatively conducts the update. At the same time, A sends speculation (spec) and invalidation (inv) requests to the server and B, respectively. The server grants the speculation (ack), and B responds (ack) and removes its cached copy.
In CBL, when the server receives the write request from A, the server sends a callback message (CB) to B. Since B is not using page m, B invalidates its copy and informs the server (ack). Then, the server grants a write lock (ack) to A. A must block until the server responds. The sending and receiving of the four messages are done sequentially.
Scenario 3: Page m is cached by both A and B. A wants to update it. B has read it, but the transaction has not committed yet.
In ADCC, A speculatively conducts the update. At the same time, A sends speculation and invalidation requests to the server and B, respectively. The server grants (ack) the speculation. B blocks the request and informs the server of the conflict (nack). After B commits (cmt) its transaction, the server piggybacks (pgybk ack) this information in a subsequent message to A. A is not allowed to commit before B commits.
When the callback message (CB) from the server arrives at B in CBL, B informs the server of the conflict (nack). The server does not grant a write lock to A until B commits (cmt) and relinquishes the page. A blocks while waiting for the server to respond.
Scenario 4: Page m is cached by both A and B. Both want to update it.
In ADCC, both A and B speculatively update the page, inform the server of the speculation (spec), and send an invalidation request (inv) to the other side. However, as A and B are both in the speculative-busy state, they ignore the incoming invalidation request. The race between the speculation requests is resolved by the server. If the request from A arrives at the server before B's request, the server grants A's speculation (ack). When B's request arrives, the server informs B of the incorrect speculation (nack). After B aborts (abort), the server piggybacks this information in a subsequent message (pgybk ack) to A. A is not allowed to commit before B invalidates its cached copy.
In CBL, if the write request (wr) from A arrives at the server earlier than B's request, the server sends a callback (CB) message to B. After B relinquishes its read lock and informs the server (ack), the
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Scenario 5: Page m is cached only by B, but B is not using it. A wants to update it.
In ADCC, A sends a request (wr) to the server. The server forwards the request (fwd req) to the exclusive owner, B, which forwards the data (fwd data) directly to A and invalidates its own copy.
In CBL, the server behavior is similar to Scenario 2, except that the server forwards the page (fwd data) to A after B responds (ack). Again, A blocks before the server responds.
Scenario 6: Page m is cached only by B. B has read it but the transaction has not committed. A wants to update it.
In ADCC, A sends a request (wr) to the server, which is forwarded to B (fwd req). B informs the server (nack) and A (rd-confl) of the read conflict, but still forwards the page (fwd data) to A immediately. However, A is not allowed to commit until the commit acknowledgement (ack) from B arrives.
In CBL, the server behavior is similar to Scenario 3, except that the server forwards the page to A after B commits. Again, A blocks while waiting for the server to respond.
Scenario 7:
A wants to update page m which is exclusively owned by B. B has updated the page, but has not committed it yet. In ADCC, this scenario is similar to Scenario 6, except B does not forward the data to A until B has committed.
In CBL, the server behaves the same as in Scenario 6.
Scenario 8: Page m is cached by both B and C, but neither uses it.
A wants to update it. In ADCC, when the server receives A's request (wr), it provides the data (fwd data) to A immediately and sends invalidation requests (inv) to B and C. A unblocks after the page arrives. However, A is not allowed to commit until the invalidation acknowledgements (ack) from both B and C arrive.
In CBL, the server does not grant a write lock to A until both B and C invalidate their copies. A blocks until the server responds.
Scenario 9: Page m is cached by both B and C, but neither is using it. A wants to read it.
In ADCC, when the server receives A's request (rd), it provides the data (fwd data) to A immediately and piggybacks the acknowledgement (pgybk ack) of having A as a new sharer on subsequent messages to B and C.
In CBL, the server responds to A immediately.
Deadlock Solution
Similar to CBL, we use a centralized approach for handling deadlocks. The server maintains a Conflict Log Table (CLT) to keep track of conflicts. When a client commits or aborts, the server removes all entries in the CLT related to that client. When the server receives a nack response from a client, or when the server receives a read or write request for a page whose server page state is busy-shared or busy-exclusive, the server performs deadlock detection.
When the server receives a nack response (for example, Scenarios 3, 6 and 7 in Figure 4 ) from client B indicating that there is a conflict on a request of page m from client A, it checks the CLT. If there are no deadlocks, the server adds an entry into the CLT, indicating that A is blocked by B for the request of page m. Consequently, A cannot commit before B. The busy-shared state occurs under the following scenario. When the server receives a read request from client A for page m which is only cached by client B, the server forwards the request to B, changes the directory state to busy-shared and sets the busy-client to A. We use the shorthand, busy-shared-A, to indicate that the server thinks A is in the process of receiving the page. The page state remains in busy-shared-A until A acknowledges (via a piggyback message) the server that it has received the requested page from the original exclusive owner. If the server receives a read or write request for page m from another client, say C, before the acknowledgement from A arrives, the server first checks in the CLT if A (the busy client) is blocked by B (the original exclusive owner). If A is not currently blocked by B, the server simply defers the request from C until the server page state turns to stable. Otherwise, the server conducts deadlock detection for C being blocked by B. If there are no deadlocks, the server updates the CLT with a new entry, i.e. C's request on page m is blocked by B. The server will not handle this request from C until B has committed.
The busy-exclusive state occurs under all scenarios in Figure 4 except Scenarios 1 and 9. When the server receives a write request from A, the server changes the page state to busy-exclusive and sets A as the busy client. The server keeps this busy state until A commits or aborts. If the server receives a read or write request from client D for page m, the server checks the CLT to see whether D being blocked by A leads to a deadlock. If there are no deadlocks, the server updates the CLT with a new entry, indicating that D is blocked by A on the request of page m. The server will not handle this request from D until A has committed.
If the server detects a deadlock (a cycle in the wait-for graph), it informs the requester to abort. To avoid starvation, we ensure that clients can be picked for abortion only a small finite number of times [17] .
Committing Process
At commit time, the client sends the logs to the server, changes the state of updated pages from busy to modified, and then activates the other client requests that are waiting for this client to commit.
When the server receives a commit message, it removes those entries in the CLT related to the committing transaction, changes the busy-exclusive state of those updated pages (with busy-client as the committing client) to exclusive, moves the logs on to a persistent storage area, and activates the other client transactions that are waiting for this client to commit.
Lazy Updates of the Client Directory
A potential drawback of ADCC is the additional messages used to maintain client directory consistency. The server needs to inform the necessary clients to update their directories when a client has removed its cached copy or has just cached a copy. An optimization used in ADCC is to have the server inform the related clients via a piggybacked message. The inherent message delay due to the piggybacking may cause situations where some clients have an inconsistent directory relative to the server for the same page. As a result, those clients may have outdated presence flags in their directories. However, the client page states are still shared, i.e. clients B and C in Scenario 9 may not know that A has cached page m. Such directory inconsistency causes a problem only when those clients want to update the page. However, as described in Section 2.3 (Scenarios 3 and 4), such updates are speculative. When the server receives a speculative update request for a shared page, the server compares its directory with that of the client. If the server detects that the client directory is outdated, it grants the speculation, but at the same time it informs the client of the discrepancy. If there are some new sharing clients, the speculative client is not allowed to commit before the new sharing clients invalidate their copies. Table 1 compares ADCC with CBL for the nine scenarios in Figure  4 . In this table, Par denotes "partially", # ttl msg means the total number of messages generated, blocked denotes whether the client has to wait when it wants to perform an operation, and # srv msg denotes the total number of messages sent and received by the server. The number in parentheses denotes the number of sequential steps in the longest communication path. In Scenario 3, for example, the longest path is between A and B in ADCC. A sends an inv to B (1st step). After receiving the inv, B sends a nack to the server (2nd step). After B commits, it sends a message to the server (3rd step). The server piggybacks this information on a subsequent message to A (4th step). Piggybacking does not generate an additional message. In CBL, in contrast, all of the five messages have to be sent and received in that particular order. The sending/receiving of the messages constitutes the five sequential steps shown in the table for CBL. Note that the number of sequential communication steps for ADCC is always less than or equal to the number of communication steps needed for CBL. Compared with CBL, ADCC provides several advantages: (1) ADCC reduces the number of sequential communication steps in seven scenarios; (2) it removes blocking for four scenarios, and reduces the blocking time for two scenarios; and (3) it typically reduces the total number of messages that are sent and received by the server (except in Scenarios 4 and 9), as the server is partially removed from the critical path.
Quantitative Comparison with CBL
In Scenario 6, ADCC requires an additional control message compared to CBL but it reduces the blocking time.
If T is the average one-way trip delay for a message between the client and the server or two clients, then in Scenario 4, it takes time T in ADCC, but 2T in CBL, for B to be aware of A's write intention. Although ADCC requires two additional messages, it reduces the latency for invalidation requests by 50%. As a result, ADCC reduces the potential conflict interval by approximately 50%. In addition, the two additional messages are small control messages. More importantly, most messages in ADCC are handled in parallel so that the critical path in ADCC is no longer than in CBL. ADCC requires more messages than CBL as the number of clients involved increases. However, the analysis in Section 4 shows that the expected message cost in ADCC is actually similar or lower than CBL for generic write/write conflicts.
It is worthwhile discussing a scenario for read requests which is not included in Figure 4 . When client A wants to read page m which is exclusively owned by client B but not in use by B, in ADCC the server forwards A's request to B and B then forwards the page to A and changes the page state to shared. ADCC requires 3 messages (2 control + 1 data). In contrast, CBL performs similar to Scenario 9 or Scenario 5, depending on if B has a read or write lock for page m, which generates 2 (1 control + 1 data) or 4 (3 control + 1 data) messages. CBL might outperform ADCC for this type of read operation. However, when the page is cached by more than one client, this advantage disappears. Similar to the design of CBL-R and CBL-A, whether to allow the exclusive owner to keep the write permission is a design choice. Since we focus on concurrency control under data sharing, the design in ADCC brings significant benefits for write requests, such as in Scenario 1. This approach also partially offloads the server from serving data, which is similar to the data forwarding used in global memory management [7] .
In general, ADCC reduces the network latency significantly but consumes slightly more network bandwidth due to additional control information (256 byte) and related directory information tagged with data messages. Compared to the typical message size of a data page (≥4 Kbyte), the bandwidth overhead is generally low. In addition, network technology has evolved from 10 Mbps in the early 1990s to Gigabits today. The bandwidth utilization in today's Gigabit networks is typically low [10] . A recent study shows that, with 2 GB networks, typically less than 20% of the peak bandwidth is used [15] .
A PAGE SERVER DBMS MODEL FOR PERFORMANCE EVALUATION

The System Model
We use a simulation model similar to those used in previous client cache consistency performance studies [ Figure 5 . The model consists of a single server and a varying number of client workstations, which are connected via a network. The number of clients is a parameter of the model. Each client node consists of: (1) a transaction generator, which submits transactions to the client one after another, (2) a buffer manager, which manages the buffer pool using an LRU page replacement policy, (3) a transaction manager, which coordinates the execution of client transactions, (4) a concurrency control manager, which implements consistency management functions and is algorithm dependent, and (5) a resource manager, which models CPU activity and provides access to the network. Transactions themselves are each modeled as a string of page references (i.e. page reads and writes) with a unique transaction ID. If a transaction aborts, it restarts the same transaction with a new ID. After a transaction commits, a new transaction is submitted after a specified thinking period.
The server model is similar to that of the clients except that the work for the server always arrives via the network. The resource manager models disk activity as well as CPU activity and network access. The server's transaction manager coordinates the server's operation based on the stream of incoming client requests.
The network manager models communication among the clients and server as a FIFO server with a specified bandwidth. The communication latency consists of a fixed CPU overhead for protocol processing at both the sending and receiving sites per message and a variable transmission delay on the network. To avoid network saturation, we simulate a network with the actual load at 80% of the nominal bandwidth. Similar to [2] , the unpredictable network delay is modeled by making the message provider wait for a specified time before sending the message. The delay probability and time are specified similar to [14] .
The simulated CPUs employ a two-level priority scheme for input queues. System requests, such as disk I/O and packaging of network messages, are given priority over client transaction requests. The high priority queue is managed as a FIFO queue and the low priority queue is managed using processor sharing among the user requests. Each disk has a FIFO queue of I/O requests, and the disk for each request is chosen uniformly from all of the server's disks. Disk access times are drawn from a uniform distribution between a specified minimum and maximum. Table 2 describes the parameters that are used to specify the costs of the different operations and the system configuration. These parameters are similar to the ones used in previous performance studies [9] . 
The Workload Model
The multi-user OO7 benchmark has been developed for object DBMS performance studies [4] . However, this benchmark is underspecified for cache consistency studies because it does not include the necessary data sharing patterns or transaction sizes for determining the data contention level of the system [5] [9] . Similar to [8] [9], we examine UNIFORM, HOTCOLD, PRIVATE, and HICON data sharing patterns. These cover a wide spectrum of data contention levels and are useful in assessing the robustness of the cache consistency algorithm [8] [9] . Table 3 summarizes the workloads that are examined in this paper.
In these workloads, transactions are represented as a string of page reference requests in which some are for reads and the others are for writes. There is a CPU instruction cost when a client performs a read or write operation. The database consists of a set of hot regions (one for each client), and a cold region. The hot region for a client is also treated as a private region for the client. The probability of an access to a page in the hot region is specified; the remainder of the accesses are directed to cold region pages. For both regions, the probability that an access to a page in the region will involve a write (in addition to a read) is specified.
The UNIFORM workload has no per-client locality and a high level of data contention. Each client accesses the data uniformly throughout the whole database. The HOTCOLD workload has a high degree of locality per client and a moderate amount of sharing and data contention among clients. Each client accesses the data from its private region (80% of the time) and the cold region (20% of the time). The clients can update pages in both regions. PRIVATE is a CAD-like workload with the highest per-client data locality and no contention. The only inter-client sharing in the workload involves read-only data. HICON is a skewed workload, which is unlikely in client-server DBMS environment. Nevertheless, it is typically used to expose the performance tradeoffs in a very high contention environment. 
RESULTS AND DISCUSSION
We use the cost and workload settings described in Tables 2 and 3 to obtain the following results. This paper uses CBL-A for the PRIVATE workload comparison since CBL-A performs slightly better than CBL-R for this workload [9] . For the other three workloads, we use CBL-R as the basis. The large client cache size assumption is not realistic in situations where the transaction size is very large or the client workstation buffer is shared by multiple transactions [14] . Consequently, we use a small client cache (5% of the active database size). We examine the impact of the relative gap among client/server CPU performance, server disk I/O performance, and network bandwidth under different workloads on the overall performance and scalability. [19] , the system throughput (transactions per second) and abort rate (aborts per commit) are the major performance metrics in this paper. To ensure the statistical validity of the results, the 90 percent confidence intervals for system throughput in commits/second were calculated using batched means. The confidence intervals were within a few percent of the mean. Each experiment was run ten times using ten different random number seeds.
The UNIFORM Workload
The UNIFORM workload has no per-client locality. Consequently, it does not benefit much from caching. As the fundamental difference between ADCC and CBL or the other protocols is P2P communication under the write/read and write/write data sharing, we first examine the impact of P2P communication under different levels of contention with the server CPU speed and network bandwidth as 400 MIPS and 80 Mbps, respectively. This configuration prevents the server/client CPU and network bandwidth from becoming a bottleneck as the client population increases. Therefore, we can focus on the impact of different levels of contention. Figure 6 shows that ADCC outperforms CBL for all configurations for this workload. When the contention increases, the throughputs of both protocols drop, but the gap between ADCC and CBL increases. As the client population increases from 8 to 40, the throughput gap ranges from 5% to 17% under low data contention (coldWrProb=0.10), changes from 11% to 21% under medium data contention (coldWrProb=0.20), and varies from 15% to 54% under high data contention (coldWrProb=0.40).
This performance trend can be explained from several aspects. First of all, when write/read and write/write sharing exists, the increasing client population intensifies the data contention, since the number of cached copies for any given page increases. This contention increases the overhead of client caching, i.e., the communication latency for callback when a client wants to update a page which is also cached at other sites. Compared with the traditional serverbased communication path in CBL, ADCC reduces this overhead using the direct P2P communication. Secondly, CBL relies on the server for callback handling, while ADCC partially offloads this function from the server to the clients. When the contention increases, the server in CBL has to handle more lock callbacks, while in ADCC, many more invalidations occur directly between the clients. Therefore, the server is more heavily loaded in CBL than in ADCC. When the contention is high, increasing the client population causes the performance to degrade further.
The P2P communication path in ADCC also reduces the potential conflict interval. Consider the example of Scenario 2 in Figure 4 , assuming that page m is not in use until A wants to update it at time t. On average, the invalidation request from A in ADCC reaches B at (t+T), while the corresponding callback message in CBL arrives at B at (t+2T). Therefore, in ADCC if B accesses the data during the interval [t, t+T], A's update will be blocked. However, this interval becomes [t, t+2T] in CBL. Figures 7 and 8 show the block rate and abort rate for the two protocols, which confirms that the reduction in the potential blocking window by ADCC produces less contention than CBL. Figure 4 shows that a significant portion of messages are handled in parallel in ADCC but sequentially in CBL. Due to the different overheads associated with the sequential and parallel message sending, the total number of messages sent is not an accurate metric for comparing the performance of these two schemes. Figure 9 shows that the highest contentious level of the UNIFORM workload (coldWrProb=0.4) results in ADCC sending approximately 8% more control messages (256 byte) than CBL across the range of the client population. Compared to the typical message size of a data page (≥4 Kbyte), this message overhead is low. Despite of this overhead, the shorter communication path make ADCC outperform CBL. From the above discussion, it can be seen that ADCC improves both performance and scalability compared to CBL. The increased data contention in the UNIFORM workload makes P2P communication an important aspect of producing these improvements.
The HOTCOLD Workload
The HOTCOLD workload has high per-client locality and moderate write/read and write/write sharing among the clients. Due to the presence of data contention, deadlock aborts are possible. By adjusting the server CPU and network bandwidth, we examine the impact of the relative gap among server/client CPU performance, network bandwidth, and disk I/O performance. For both ADCC and CBL, the throughput increases and then gradually drops as the number of clients varies from 1 to 40 ( Figure  10 ). The overhead for concurrency control gradually catches up with the gain due to client caching as the number of clients increases. Clearly, there exists an optimal number of clients to achieve the highest overall system throughput. This trade-off is more obvious in HOTCOLD than in UNIFORM because the perclient data locality in the HOTCOLD workload is reduced as the data contention increases.
P2P communication shortens the network latency when a client updates a locally cached page which is also cached on other sites. The asynchronous behavior reduces the message transmission overhead, which also helps ADCC outperform CBL. The shorter communication path for detecting data conflicts in ADCC also reduces the block rate ( Figure 11 ). In addition, ADCC increases the number of clients needed to obtain the highest overall throughput by offloading the concurrency control functions partially from the server to the clients. Therefore, ADCC scales better than CBL. Impact of a fast CPU: When the server CPU speed increases from 200 to 400 MIPS, both ADCC and CBL show improvements in throughput. The reduction in transaction execution time reduces the write/read conflict blocking time in both algorithms. Figure 10 shows that for 4 to 40 clients, doubling the server CPU speed increases the throughput in CBL around 20% on average, while the improvement in ADCC is only about 10%. With slow CPUs, the server CPU's utilization in CBL saturates when the number of clients exceeds 8 ( Figure 12 ), which explains why the fast server CPU helps CBL more than ADCC. Impact of a fast network: When the network bandwidth increases from 80 to 800 Mbps, both ADCC and CBL improve the throughput due to the reduced network latency. However, in CBL the server quickly saturates again with only 8 clients. On the other hand, the increased bandwidth improves the server CPU utilization in ADCC ( Figure 12 ). As a result, it displays significant 
Figure 9. Messages per commit (UNIFORM).
improvements in both throughput and scalability by moving the optimum number of clients to 16 ( Figure 10 ).
The server is often eventually the bottleneck for performance and scalability due to the excess demands for pages [8] [17] . However, because the server is always on the critical path for enforcing concurrency control in CBL, this server-based communication makes the situation even worse. From the simulation results, it can be seen that, due to the server-based communication path, ADCC will benefit more from expected technology advancements than CBL.
The PRIVATE Workload
The PRIVATE workload has the highest per-client locality among the four workloads. With this workload, the clients perform writes only on their private hot regions and there is no write/read or write/write data sharing. The lack of data contention leads to no transaction aborts. Figure 13 shows that ADCC outperforms the pessimistic, synchronous CBL for this workload. For the fast server CPU and the high-speed network, the network and processing latencies are small. Therefore, the two algorithms perform very similarly when the client population is small.
As no write/read or write/write data sharing exists, P2P communication does not produce a direct benefit for ADCC in this situation. However, the non-blocking behavior and lower message transmission overhead allow ADCC to slightly outperform CBL-A. ADCC allows a client to continue its update on its cached pages without delay, even if this page was brought into the cache due to a read operation in a previous transaction. The client does not need to contact the server if it is the exclusive owner. On the other hand, CBL-A requires a client to send a message to the server on every initial page update and blocks until the server responds, if the client does not have a cached copy or only has a read lock for the cached copy. Compared with CBL-A, as there is no data contention in the PRIVATE workload, ADCC has slightly lower overhead for updates on locally cached data.
The HICON Workload
The HICON workload displays a skewed data access pattern which is not usually present in data-shipping applications [9] . We include this workload primarily to examine the robustness of ADCC under extreme data contention situations. Figures 14 and 15 show that in the range of 1 to 2 clients, ADCC and CBL behave similarly. At 4 clients and beyond, the effects of increased data contention becomes apparent and ADCC outperforms CBL significantly since CBL suffers more from blocking. The shorter communication path in ADCC also reduces the blocking time. Both ADCC and CBL suffer from increased conflict rates as clients are added. An increase in data contention leads to high block and abort rates. Consequently, both schemes exhibit thrashing behavior when the number of clients increases beyond 2 for CBL and 4 for ADCC. For example, at 40 clients, CBL produces about 0.8 aborts per commit. The blocking overhead due to write/read conflicts dominates the other overhead. ADCC has a slightly lower abort rate than CBL. This is due to the efficient P2P communication that reduces the latency for detecting data conflicts by about 50%. Earlier discovery of data conflicts can lower the abort rate and improve the performance [8] [9].
Discussion
A key strength of ADCC is the use of P2P communication for detecting data conflicts. P2P communication reduces the communication path under read/write and write/write sharing workloads. Consequently, it reduces the potential blocking window due to write/read and write/write conflict. It is also important for scalability as an increasing client population leads to higher overheads with client caching. Similar to CBL, ADCC encounters deadlock related aborts. The shorter communication path leads to fewer deadlock related aborts and higher throughput in ADCC in a high contention environment.
The second strength of ADCC is that the functionality of concurrency control is partially offloaded from the server to the clients. As the power of client workstations is increasing rapidly, ADCC can better exploit client resources. In CBL, the server is the only source for enforcing cache consistency. ADCC removes the server partially from the critical path, which makes it scale much better than CBL.
Another feature of ADCC is that, similar to the detection-based NoWait Locking protocol [18] , it also has asynchronous behavior. In CBL, clients that are conducting update operations must remain blocked until the lock escalation message and the necessary callback messages have been processed at both the server and the clients. This message blocking delay increases in a heavily utilized server and network. The asynchronous behavior of ADCC, however, allows it to outperform CBL under the low contention environments.
Nevertheless, the advantages of ADCC are not free. ADCC tags some directory information into the data and speculation request messages. However, the total number of affected messages is limited. The size of related information depends on how many clients have cached the data. To ensure the performance gain due to client caching, the number of sharing clients is usually limited. Compared to the typical message size of a data page (≥4 Kbyte), the memory and bandwidth overhead for tagging the related directory information is low. For extreme situations which require a large number of clients to cache data, ADCC can reduce the overhead by using a coarse directory representation, i.e. using a flag to represent a group of clients [11] .
Additional control messages have to be generated to maintain the directory consistency. These messages are typically small (256 byte). An optimization, Lazy Update of the client directory, has been designed in ADCC in order to remove this overhead. Messages for directory updates are piggybacked with other messages to reduce communication costs. (2) where P i is the probability that this scenario occurs. Then
For the UNIFORM workload with the write probability (coldWrProb), p can be estimated as follows:
(1/databaseSize)(coldWrProb)∆T(throughput)(transactionSize) Recent measurements have shown that the one-way network latency T is typically less than 28 ms for communication within North America [12] . Assuming the same configuration and throughput for ADCC and CBL, Figure 16 shows the expected numbers of messages sent in ADCC and CBL, which are computed using equations (1), (2) and (3), and following system parameters. Counter to intuition, statistically ADCC has the lower message cost because the communication latency for detecting write/write conflicts in ADCC is much smaller than that in CBL. databaseSize=2000pages, T=28ms, throughput=60TPS, transactionSize=20pages, coldWrProb=0.4.
RELATED WORK
The idea of ADCC originated with the memory coherency protocol used in SGI Origin multiprocessor systems [11] . ADCC is distinguished from Origin memory coherency protocol in several important aspects. ADCC is software-based and employs a two-tier directory, while the protocol in Origin systems is hardware-based and uses a single-tier directory only. Another important difference is that the coherency protocol in multiprocessor systems maintains a consistent view of memory for every processor on each memory operation. ADCC has a coarser granularity of atomicity, which requires a sequence of operations to be executed as a whole. Therefore, ADCC must handle deadlocks and aborts at the transaction (a sequence of operations) level. Table 4 compares our algorithm, ADCC, with the algorithms proposed for data-shipping DBMS during the last decade. The algorithms can be classified into two categories according to their policy for invalid access prevention: avoidance-based and detection based [9] . All of the algorithms, except ADCC, completely rely on a centralized server for concurrency control. CBL is widely accepted as the leading algorithm due to its good performance and low abort rate [8] . In general, it has better performance than Caching TwoPhase Locking (C2PL) [18] , No-Wait Locking (NWL) [18] , Cache Locks [19] and Notify Locks [19] . Optimistic Two-Phase Locking (O2PL) [3] and Adaptive Optimistic Concurrency Control (AOCC) [1] have similar or higher throughput. However, the major drawback of these two optimistic approaches is the deferred consistency check, which leads to high abort rates. The abort rate is a critical issue for users in the highly interactive environments that are common for page servers. Asynchronous Avoidance-based Cache Consistency (AACC) [14] can lower the abort rate while maintaining high throughput. However, both AOCC and AACC were proposed for adaptive locking, which switches locking between the page and the object level.
It has been shown [8] that non-adaptive callback schemes are the best overall choices and so are the current system trend. Carey et. al. [5] showed that adaptive schemes have better performance for workloads that exhibit fine-grained read-write sharing. That study [5] also showed that, for workloads with high page locality, the nonadaptive callback schemes perform as well as the adaptive schemes, or even better than the adaptive schemes, when the probability of a write is high. Whether a non-adaptive scheme or an adaptive scheme is better depends on the page sharing granularity in the workload.
Franklin et al. [7] extended CBL with a global memory management concept that allows clients to obtain pages from other clients. Dahlin et al. [6] examined a similar concept, cooperative caching, in the context of distributed file system reads. ADCC differs from global memory management and cooperative caching in several important aspects. The most significant difference is that, in the global memory management or cooperative caching approaches, the server is still the only site with knowledge of where page copies are cached in the system and the only source for enforcing cache consistency. Therefore, clients are not able to detect data conflicts via the direct client-client (P2P) communication. In ADCC, in contrast, not only the server but also the clients each maintain a directory to track the global state of locally cached data. The direct P2P communication in ADCC decreases the communication latency for detecting data conflict. As a result, clients in ADCC are more actively involved in maintaining cache consistency and the server is partially removed from the critical path. By contrast, the primary goal of global memory management or cooperative caching is to reduce the server disk accesses by utilizing the remote client memory, while ADCC focuses on maintaining cache consistency with parallel communication (clientserver and client-client). To integrate ADCC with the concept of global memory management or cooperative caching is an important direction for future work. Another recent paper [16] related to cooperative consistency studied the coherency of time-varying data items in a set of repositories. This study is based on an architecture that consists of one or more sources, multiple repositories and several clients. Their approach describes how to replicate data across multiple repositories so that clients can access the repository that is best positioned to meet their data coherency goal. In addition, they used data fidelity as the evaluation metric. Our study, in contrast, focuses on transaction level concurrency control for a data-shipping DBMS with the goal of improving performance and scalability.
CONCLUSIONS
In order to reduce the latency for detecting data conflicts and to relieve the server bottleneck, an efficient cache consistency protocol, Active Data-aware Cache Consistency, has been proposed for highly-scalable data-shipping DBMS architectures. By allowing clients to be aware of the global state of their cached data, the clients are actively involved in maintaining the cache consistency. An optimization for the client directory consistency, Lazy Update, has been designed to reduce the message overhead for maintaining client directory consistency. Using P2P communication, ADCC reduces network latency for invalidation messages for write/read and write/write sharing by 50% compared to the server-based communication scheme, while increasing message overhead by only around 8%. Shortening the communication path not only improves throughput but also reduces the abort rate. By partially removing the server from the critical path for cache consistency, ADCC scales better than CBL. Both the simulation results and the analysis indicate that the overhead of ADCC is low. The experimental study shows that ADCC outperforms CBL under the four workloads tested. In particular, without per-client data locality, the increasing level of data contention leads to a higher performance gap between ADCC and CBL.
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