• Fisher's exact test is "exact" because it guarantees the α rate, regardless of the sample size
• Example, food additive and 14 mice Tumor None Total Old 4 3 7 New 2 5 7 Total 6 8
• p 1 = prob of a tumor for the old additive • p 1 = prob of a tumor for the new additive
• Can't use Z or χ 2 because SS is small • Don't have a specific value for p
Fisher's exact test
Under the null hypothesis we will show that every permutation is equally likely
Fisher's exact test uses this null distribution to test the hypothesis that p 1 = p 2
• X number of tumors for the old additive • Y number of tumors for the new additive
This is the hypergeometric pmf
Plug in an finish off yourselves
• More tumors under the old than the new additive
• Calculate an exact P-value • Use the conditional distribution = hypergeometric
• Fixes both the row and the column totals
• Yields the same test regardless of wheth the rows or columns are fixed
• Hypergeometric distribution is the same as the permutation distribution given before
Tables supporting H a
• Consider H a : p 1 > p 2 • P-value requires tables as extreme or more extreme (under H a ) than the one observed
• Recall we are fixing the row and column totals
• Observed table Calculations P (Table 1) 
Notes
• Two sided p-value = 2×one sided Pvalue (There are other methods which we will not discuss)
• P-values are usually large for small n • Doesn't distinguish between rows or col • The common value of p under the null hypothesis is called a nuisance parameter
• Conditioning on the total number of successes, X + Y , eliminates the nuisance parameter, p
• Fisher's exact test guarantees the type I error rate
• Exact unconditional P-value
Monte Carlo
Observed This proportion is a Monte Carlo estimate for Fisher's exact P-value
