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In this work, a simple and fundamental numeric scheme dubbed as ab-initio optimization principle (AOP) is
proposed for the ground states of translational invariant strongly-correlated quantum lattice models. The idea is
to transform a nondeterministic-polynomial-hard ground state simulation with infinite degrees of freedom into
a single optimization problem of a local function with finite number of physical and ancillary degrees of free-
dom. This work contributes mainly in the following aspects: 1) AOP provides a simple and efficient scheme to
simulate the ground state by solving a local optimization problem. Its solution contains two kinds of boundary
states, one of which play the role of the entanglement bath that mimic the interactions between a supercell and
the infinite environment, and the other give the ground state in a tensor network (TN) form. 2) In the sense of
TN, a novel decomposition named as tensor ring decomposition (TRD) is proposed to implement AOP. Instead
of following the contraction-truncation scheme used by many existing TN-based algorithms, TRD solves the
contraction of a uniform TN in an opposite clue by encoding the contraction in a set of self-consistent equations
that automatically reconstruct the whole TN, making the simulation simple and unified; 3) AOP inherits and
develops the ideas of different well-established methods, including the density matrix renormalization group
(DMRG), infinite time-evolving block decimation (iTEBD), network contractor dynamics, density matrix em-
bedding theory, and etc., providing a unified perspective that is previously missing in this fields; 4) AOP as
well as TRD gives novel implications to existing TN-based algorithms: a modified iTEBD is suggested and the
2D AOP is argued to be an intrinsic 2D extension of DMRG that is based on infinite projected entangled pair
state. This paper is focused on one-dimensional quantum models to present AOP. The benchmark is given on
transverse Ising Chain and 2D classical Ising model, showing a remarkable efficiency and accuracy of AOP.
PACS numbers: 02.70.-c, 02.60.-x, 75.40.Mg, 71.27.+a
I. INTRODUCTION
Incredible success has been achieved in, e.g. quantum
chemistry, condensed matter physics and material sciences,
benefiting from high unification and commercialization of
density functional theory and the first principle approaches1.
But these techniques suffer severe limitations, especially for
the quantum many-body systems with strong correlations,
which is one of the central but challenging topic in mod-
ern physics. For example, the two-dimensional (2D) Heisen-
berg models with geometrical frustration2,3, e.g., the kagome
anti-ferromagnet4,5, are believed to realize the exotic quan-
tum spin liquids, which has no symmetry breaking even at
zero temperature6 and may exhibit exotic topological orders7.
Hubbard model and its various extended versions8 are promis-
ing to provide theoretical explanations for high-temperature
superconductivity9. Unfortunately, analytical solutions for
such models are extremely rare, and numeric approaches be-
came fatally important in this field.
Since the Hilbert space increases exponentially with sys-
tem size, exact diagonalization can only handle small systems,
thus has strong finite size effects. Quantum Monte Carlo,
which has an extremely wide applications including calculat-
ing ground states, excitations, Green functions and dynamic
problems10–12. However, QMC suffers the notorious “sign”
problemwhen calculating frustrated quantum spin models and
fermion models away from half-filling, which is shown to be
nondeterministic polynomial (NP) hard13.
In recent years, theories and algorithms based on numeric
renormalization group14 and tensor network (TN) represen-
tation have been through a rapid development. Density ma-
trix renormalization group15 is remarkably accurate for one-
dimensional (1D) systems. As it is based on a matrix prod-
uct state (MPS)16 from that is essentially a 1D state repre-
sentation, DMRG becomes inefficient for large 2D systems.
Meanwhile, MPS-based algorithms such as (infinite) time-
evolving block decimation (TEBD) was proposed and gen-
eralized to 2D quantum systems using an intrinsic 2D state
representation named projected entangled pair state (PEPS)17
(also called tensor product state). PEPS can be regarded as
a tensor network (TN) that is defined as contractions of local
tensors, and can faithfully represent non-critical 2D quantum
states18. Then, the simulations mostly become the calcula-
tions of TN contractions. The related algorithms17,19–21,23–25
have no “sign” problem and are able to access infinite systems
by using translational invariance.
Beyond quantum many-body physics, amazing potential of
TN is demonstrated also in many other fields. For example, a
quantum algorithm was proposed to prepare injective PEPS26
in a quantum computer27. The contraction of a TN can be ap-
plied to solve fundamental computational tasks, such as search
problems28. Such an extreme wide range of TN applications
justifies the importance and usefulness of a general and uni-
fied numeric scheme of TN.
Normally, a TN-based algorithm follows a contraction-
truncation scheme in order to optimally solve targeted physi-
cal problems29. The goal of the simulation becomes contract-
ing the corresponding TN, which is usually NP-hard30. For
example, the time evolution is actually the contraction of a
2D TN formed by the local evolution operators23. The com-
putation of the fidelity between two PEPS’s becomes the con-
traction of the corresponding TN31.
2Many approaches have been proposed to deal with TN con-
tractions. One important way is based on tensor renormaliza-
tion group (TRG)19–21,32,33. The general idea is to transform
and contract the local tensors in the TN, so that the number of
the physical systems of one local tensor increases in a coarse-
graining way. In other words, local degrees of freedoms are
summed over in a specific order, so that several local tensors
are “coarse-grained” into one larger tensor which represents a
larger physical subsystem, and the total number of the tenors
in the TN decreases. In this process, truncations have to be
introduced since the bond dimensions of the local tensors in-
crease exponentially as the renormalization goes on.
Thus, one key ingredient of a TRG-based algorithm is how
to truncate optimally, which determines the complexity of
coding, computational cost and accuracy of the algorithm. For
instance, the simple update algorithm19 provides a local trun-
cation scheme that is extremely efficient and easy to imple-
ment, and the bond dimensions of the tensors can be very
large. The full update algorithms17,20–22, where in principle
the whole TN should be contracted to obtain globally optimal
truncations, are normally more accurate but expensive. It al-
lows a comparatively smaller bond dimension. Recently, sym-
metries are considered in the TN algorithms so that a much
larger bond dimension becomes tolerable34,35. However, how
to balance between the truncation scheme and the bond di-
mensions is still under debate.
Meanwhile, the error of a PEPS in the contraction-
truncation scheme comes from two aspects: the truncations
of the PEPS, and the truncations to obtain the environment of
the PEPS. Specifically speaking, to obtain each truncation (or
variation) in a full update, one needs to contract a TN where
more truncations are inevitable17,20–22. It makes the control
or estimate of the error a challenging issue. One typical way
to obtain the error estimate is to extrapolate the bond dimen-
sion to infinite under a reasonable assumption. A recent work
shows that a good estimate of the error can be achieved by a
polynomial fit against the bond dimension36.
Another issue of the contraction-truncation scheme rises
from the diversity of the geometries of 2D lattices. Since the
TN varies for different lattices, the contraction process can be
totally different, and so are the efficiency and computational
cost. In other words, the algorithm strongly relies on the de-
tails of the models, which hinders further development and
applications of TN-based algorithms, especially for the non-
specialists. Thus, an efficient, unified and simple scheme that
is less dependent on models’ details is urgently needed.
Recently, a new clue has been proposed to deal with TN’s
in the other way around. Instead of thinking about how to con-
tract an infinite TN to a local object with optimal truncations,
the key idea is to find a set of local self-consistent equations,
from which the TN itself can be automatically reconstructed
from such local equations to infinite. In other words, the clue
is to encode a uniform TN into local equations. This idea
can be traced back to the canonicalization of MPS37, where
a uniform MPS can be reconstructed from the self-consistent
canonical conditions. Its two-dimensional generalization was
proposed, where the optimal tree approximation of an infinite
PEPS is encoded in the super-orthogonal conditions24, which
implies a modified version of Tucker decomposition38. Then,
the theory of network contractor dynamics (NCD)25 was pro-
posed to generalize the encoding idea of PEPS to any uniform
TN, where the self-consistent equations are determined by the
rank-1 decomposition39 of the local tensor. Such schemes
largely simplify the calculations of TN’s, giving birth to novel
concepts and efficient algorithms which have been shown to
be greatly useful to, e.g., detecting criticality and calculat-
ing ground-state and thermodynamic properties of many-body
systems.
However, one can see that only the TN’s with no loops
(such as a 1D MPS or a tree TN) have been successfully
encoded. For a uniform TN with a regular geometry (e.g.
a square or cubic TN), the encoding just gives an optimal
“Bethe approximation” that contains no loops. It is still un-
known how to construct the self-consistent equations that di-
rectly encode a uniform 2D TN.
It is worth mentioning that building self-consistent equa-
tions is one of the most successful and important ideas in
physics, which is fundamental to, e.g., mean-field theories,
density functional theories and first principle approaches1,40.
Recently, density matrix embedding theory41,42 developed this
idea to strongly-correlated fermionic models, where an infi-
nite bulk system is self-consistently mapped into an impurity
model with an entanglement bath. Later, an extended version
of DMET for spin lattice models was proposed based on a
product cluster state43.
In this work, the ideas mentioned above are extended for
better considering the quantum entanglement in many-body
systems44, and a simple and unified scheme dubbed as the ab-
initio optimization principle (AOP) approach for simulating
the ground states of quantum many-body systems with trans-
lational invariance is proposed. With a given Hamiltonian Hˆ,
a set of self-consistent equations [Eqs. (10) - (12)] are built,
which transform the NP-hard ground state simulation30 prob-
lem |φ0〉 = min|φ〉〈φ|Hˆ |φ〉 to an optimization problem of a
local function F [Eq. (7)] that contains only finite degrees of
freedom. The solution of the optimization has two kinds of
boundary states, one of which gives the ground state in the
form of TN, and the other play the role of the “entanglement
bath”, providing an optimal approximation of the entangle-
ment between the supercell and the infinite environment.
The way to implement AOP is quite simple and generally
independent of the details of the models, where there are three
steps (Fig. 1). Step 1: choose a proper supercell that is con-
sistent with the translational invariance of the Hamiltonian Hˆ.
Step 2: construct the operator Fˆ (Fig. 2) of the supercell from
Hˆ . Fˆ determines the optimization function F that is to be
maximized. Step 3: start with a set of randomly initialized
boundary states and solve the optimization problem.
The robustness of AOP is justified by the TN scheme. From
the self-consistent equations, the optimization of F is equiva-
lent to the global optimization of the zero-temperature density
matrix, i.e. max|φ〉 limβ→∞〈φ|e−βHˆ |φ〉 under the assump-
tion that |φ〉 is in an infinite MPS (for 1D Hˆ) or PEPS (for
2D Hˆ) form. The tensor ring decomposition (TRD) is pro-
posed [Fig. 5 (a)], which amazingly encodes the infinite TN
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Figure 1. (Color online) Three steps to implement ab-initio optimiza-
tion principle approach.
in a local function. When the model is represented in a uni-
form TN, the only step to calculate its contraction is to decom-
pose the local tensor with TRD. AOP provides a wide connec-
tion among well-established methods, including mean-field
theory, infinite time-evolving block decimation (iTEBD)23,
density matrix renormalization group (DMRG)15 and network
contractor dynamics (NCD)25. A modified iTEBD and an in-
trinsic 2D version of DMRG are suggested in AOP. TRD is
shown to be closely related to rank-1 decomposition39 and
tensor-train decomposition45 in multi-linear algebra46.
The paper is organized as following. Firstly, by taking a 1D
quantum chain as example, I show how to obtain the optimiza-
tion functionF from Hˆ , where the relation between AOP and
the mean-field theory is discussed. Secondly, the construction
of the self-consistent equations is shown, where F is maxi-
mized. Then, AOP is discussed in the scheme of TN, where
the tensor ring decomposition is proposed and shown to lo-
cally encode the infinite TN. An alternating-least-square algo-
rithm is introduced to solve the optimization, which is bench-
marked on 1D transverse Ising chain and 2D classical Ising
model. The results show that the ground state is accurately
obtained at the critical point, indicating that AOP can pre-
cisely capture the strong correlations of the quantum many-
body system. An equivalence between the supercell size and
the dimension cut-off is proposed to physically explain the
“finite size effect” in AOP. The AOP as well as the TRD for
2D quantum models are presented. Finally, the algorithmic
implications of AOP are discussed, and a summary is given.
II. CONSTRUCT THE OPTIMIZATION FUNCTION WITH
BOUNDARY STATES
Below, I take an infinite quantum chain with nearest-
neighbor interactions as the example, whose Hamiltonian
reads
Hˆ =
∑
i
Hˆi,i+1. (1)
The optimization function will be constructed in such a way,
where the second-order Trotter-Suzuki decomposition of the
zero-temperature density matrix of the system e−βHˆ (β → 0)
is encoded in the self-consistent equations. Note that most
of the discussions below can be readily generalized to two or
higher dimensions.
First, choose the supercell which can simply be a finite
block with N sites. The operator Fˆ that determines the op-
timization function is formed by two parts: bulk and bound-
ary. Define the bulk Hamiltonian as HˆB = J
∑N−1
i=1 Hˆi,i+1.
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Figure 2. (Color online) (a) The operator Fˆ ∂(si, si+1) is written
as a summation of FˆL(si, a) and Fˆ
R(si+1, a) with eigenvalue de-
composition [Eq. (3)]. (b) Given by Eq. (4), Fˆ(S, aa′) with
S = (s1, · · · , sN) is obtained by acting FˆR(s1, a) and FˆL(sN , a′)
on the first and last sites of (Iˆ − εHˆB/2), respectively, with HˆB the
bulk Hamiltonian of a supercell. (c) The relation between the total
Hamiltonian Hˆ and the operator Fˆ(S, aa′) given by Eq. (5).
Minimizing just HˆB , i.e. min(〈φ|HˆB |φ〉), surely just gives
the result of exact diagnalization with N sites, which suffers
a strong finite-size effect. The problem is how to introduce a
proper boundary to mimic the interactions among the super-
cells.
The Hamiltonian on the boundary Hˆ∂(sN , sN+1) =
HˆN,N+1 is the interaction(s) between two adjacent supercells.
Make a shift of it as
Fˆ ∂(sN , sN+1) = Iˆ − εHˆ∂(sN , sN+1), (2)
with ε a small number. This shift will not change the ground
state. Introduce an ancillary particle a and rewrite Fˆ ∂ as a
sum of operators [Fig. 2 (a)] as
Fˆ ∂(sN , sN+1) =
∑
a
FˆL(sN , a)⊗ FˆR(sN+1, a). (3)
Eq. (3) can be easily achieved by eigenvalue decomposition.
Then the operator Fˆ(S, aa′), with S = (s1, · · · , sN ) repre-
senting the N physical particles in the super-cell, is defined
as
Fˆ(S, aa′) = H˜BFˆR(s1, a)†FˆL(sN , a)H˜B, (4)
where one has H˜B = Iˆ−εHˆB/2, FˆR(s1, a)† and FˆL(sN , a′)
act on the first and last sites of the super-cell, respectively
[Fig. 2 (b)]. One can see that Fˆ(S, aa′) contains N physical
particles in the supercell and two ancillary particles on the
boundaries. Fˆ(S, aa′) has a clear relation with Hˆ [Fig. 2 (c)]
that is
∑
aa′a′′···
· · · Fˆ(S, aa′)Fˆ(S′, a′a′′) · · · = Iˆ − εHˆ +O(ε2).(5)
One can see that Eq. (5) gives the second-order Trotter-Suzuki
decomposition of e−εHˆ47.
In fact, the ancillary particles {a} carry the quantum entan-
glement between different super-cells. To see this, I take the
Heisenberg model as an example, where {a} takes from 0 to
3. If one limits the number of the states of a in Eq. (3) as
one, i.e. Fˆ ∂ ≃ FˆL(si, 0)⊗ FˆR(si+1, 0)†, then the operators
4FˆL(si, 0) and Fˆ
R(si+1, 0)
† simply give a mean-field in Eq.
(5), i.e.
FˆL(R)(si, 0) =
∑
α
h˜αi sˆ
α
i , (6)
with sˆαi (α = x, y, z) the spin operators and h˜
α
i the mean-field
on the ith site. I shall remark that h˜αi is not obtained by sim-
ply taking the dominant eigenvectors in Eq. (3), but achieved
in a self-consistent way (by Eq. (15)). In this case, the wave
function of the whole system is just the tensor product of the
states of super-cells, thus there will be no quantum entangle-
ment among different supercells.
With the operator Fˆ(S, aa′), introduce the optimization
function F [Fig. 3 (a)] as
F = 〈La′µ′ν′ |〈ASνν′ |Fˆ(S, aa′)|ASµµ′ 〉|Raµν〉, (7)
where µ, ν, µ′, ν′ that take from 0 to χ− 1 (χ is a positive in-
teger dubbed as the ring rank) represent the ancillary particles
and are traced out in Eq. (7). The boundary states |ASµµ′〉,
|La′µ′ν′〉 and |Raµν〉 are three normalized vectors defined in
the corresponding ancillary and physical space. I will show
below whenF is maximized, the ground state can be given by
|ASµµ′ 〉 [see Eq. (13)].
III. AB-INITIO OPTIMIZATION PRINCIPLE WITH
TENSOR NETWORK SCHEME
The ground state of a 1D quantum many-body system ob-
tained by AOP approach is actually in the form of an MPS. To
see this, define two operators [Figs. 3 (b) and (c)] as
Mˆ(aa′µµ′νν′) = 〈ASνν′ |Fˆ(S, aa′)|ASµµ′〉. (8)
Hˆ(Sµµ′νν′) = 〈La′µ′ν′ |Fˆ(S, aa′)|Raµν〉, (9)
Then, F is maximized if the following self-consistent equa-
tions are fulfilled
〈La′µν |Mˆ(aa′µµ′νν′) = Fmax〈La′µ′ν′ |, (10)
Mˆ(aa′µµ′νν′)|Raµν〉 = Fmax|Raµ′ν′〉, (11)
Hˆ(Sµµ′νν′)|ASµµ′ 〉 ≃ Fmax|ASνν′ 〉, (12)
withFmax a constant giving the maximumofF . Eqs. (10-12)
mean that 〈La′µν | and |Raµν〉 are the left and right dominant
eigenstates of Mˆ(aa′µµ′νν′), respectively. For |ASµµ′〉, it
is the right dominant eigenstate of Hˆ(Sµµ′νν′) under a con-
straint, which will be immediately discussed in the follow-
ing part of this section using the language of TN and MPS.
The graphic illustrations of Eqs. (10-12) and a detailed de-
duction of these constrained eigenvalue problems are given in
Appendix B. graphic Note that 〈La′µν | and |Raµν〉 are con-
jugate to each other if there exists eigenvalue decomposition
of Mˆ(aa′µµ′νν′). This is usually true in a physical systems,
when it possesses the invariance under a spatial mirror reflec-
tion, i.e. Eq. (8) is Hermitian. The existence of the solution
for Eq. (11) is justified by the fact that the Hamiltonian (as
well as the density matrix of the system) is Hermitian.
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Figure 3. (Color online) Graphic representations of (a) the optimiza-
tion function F in Eq. (7) that is to be maximized, (b) the operator
Mˆ in Eq. (8), and (c) Hˆ in Eq. (9) that consists of (d) the bulk and
boundary parts.
In the TN language, the operator Fˆ(S, aa′) and the bound-
ary states |ASµµ′ 〉, 〈La′µ′ν′ | and |Raµν〉 are given by tensors
FSS′aa′ , ASµµ′ , La′µ′ν′ and Raµν . One has, for example,
Fˆ(S, aa′) = ∑SS′aa′ FSS′aa′ |a′〉|S′〉〈S|〈a| and |ASµµ′〉 =∑
Sµµ′ ASµµ′ |S〉|µ〉|µ′〉, where |∗〉 represents the local basis
in the corresponding physical or ancillary space. Then the
products of operators and vectors in the Hilbert space become
contractions of the corresponding tensor indexes.
Using Eqs. (10) and (11), one can add Mˆ(aa′µµ′νν′)’s in
Eq. (7), as shown in Fig. 4. This can be repeated for infinite
times, after which one gets F = 〈Φ| ˆ̺|Φ〉, where the operator
in the middle (green shadow) is actually ˆ̺ = (Iˆ − εHˆ) in Eq.
(5), and the state |Φ〉 has an MPS form16 (red shadow) that
reads
|Φ〉 =
∑
{S}
∑
{µ}
· · ·ASµµ′AS′µ′µ′′ · · · |{S}〉, (13)
with {S} = (· · · , S, S′, · · · ). Because |Φ〉 maximize
〈Φ| ˆ̺|Φ〉, such an MPS optimally gives the dominant eigen-
state of ˆ̺, which actually is the ground state of Hˆ .
The tensor A that gives the ground state MPS is the ground
state of Hˆ, which can be regarded as an “impurity”model41–43.
To be more specific, Hˆ consists of two parts: bulk and bound-
ary. The bulk part is the shift of the bulk Hamiltonian, and the
boundary part is formed by FˆL, FˆR [Eq. (3)] and the bound-
ary states 〈L| and |R〉, as shown by the green shadow in Fig.
3 (d).
Taking one step further, one can repeat for K → ∞ times
using the relation ˆ̺|Φ〉 = C|Φ〉 with C a constant and re-
construct an infinite 2D TN that is formed by the local tensor
FSS′aa′ (Fig. 4). This TN gives the Trotter-Suzuki decom-
position of e−KεHˆ . It means that maximizing F in Eq. (7)
realizes the global optimal contraction of the 2D TN with the
MPS.
AOP grows the infinite TN from a local function, which
is different from existing contraction & truncation schemes.
Taking Levin and Nave’s TRG32 as an example, each time af-
ter renormalization, the number of tensors is reduced to half of
it. But in AOP by following the arrows in Fig. 4, the number
5Figure 4. (Color online) From the self-consistent equations [Eqs.
(10-12)], the optimization function F in Eq. (7) can be written as
F = 〈Φ| ˆ̺|Φ〉, where one has ˆ̺ = Iˆ − εHˆ (green shadow) and |Φ〉
is the ground state in an MPS form (red shadow) given by Eq. (13).
Then from the eigen equation ˆ̺|Φ〉 = C|Φ〉, an infinite TN can be
constructed.
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Figure 5. (Color online) Graphic representations of (a) the tensor
ring decomposition (TRD) given by Eq. (14) and (b) the rank-1
decomposition25,39 by Eq. (16). The rank-1 decomposition is spe-
cial TRD with the ring rank χ = 1.
of tensors grows from one to infinite during the reconstruction
of the TN.
What is amazing is that the maximization of F only corre-
sponds to a specific decomposition of the local tensorFSS′aa′
[Fig. 5 (a)], which is dubbed as tensor ring decomposition
(TRD)
FSS′aa′ ≃ Fmax
χ∑
µµ′νν′=1
ASµµ′La′µ′ν′AS′νν′Raµν ,(14)
where |FSS′aa′ − Fmax
∑
µµ′νν′ ASµµ′La′µ′ν′AS′νν′Raµν |
is minimized and χ is the ring rank as mentioned above. The
TN reconstruction shown above indicates that TRD is an in-
trinsic higher-order tensor decomposition which encodes the
global contraction of the infinite TN.
The ancillary particles µ, µ′, ν and ν′ in Hˆ play the role of
carrying the entanglement between a supercell and its infinite
environment. In other words, the boundary states 〈La′µ′ν′ |
and |Raµν〉 provide an “entanglement bath”, which is shown
to be critically important to reduce the boundary effect cause
by the finiteness of the supercell.
To see this more clearly, one takes the dimension of the
ancillary particles as χ = 1. Then, Eq. (14) becomes
F = 〈La′ |〈AS |Fˆ(S, aa′)|AS〉|Ra〉. (15)
The maximization of Eq. (15) gives the so-called rank-1
decomposition39 of FSS′aa′ [Fig. 5 (b)] that reads
FSS′aa′ ≃ F˜ASLa′A∗S′Ra, (16)
with F˜ a constant. In this case, The ground state is the tensor
product of infinite number of |AS〉’s, and 〈La′ | and |Ra〉 de-
termine the mean-field in Eq. (6). Actually, Eq. (16) leads to
the network contractor dynamics (NCD)25. One can see that
the supercell corresponds to the unit cell in NCD. To increase
the accuracy, a renormalization procedure is utilized in NCD
to increase the unit cell size to infinite. Here in AOP, one
increases the ring rank χ instead, which is more simple and
unified. Comparing the physical pictures in AOP and NCD,
one can see that the self-consistent equations in NCD (which
can be obtained with those in AOP by taking χ = 1) result in
the optimal tree TN approximation with no loops, while those
of AOP lead to the infinite TN with all loops remaining intact.
One can also see that rank-1 decomposition is just a special
TRD with χ = 1.
IV. ALTERNATING-LEAST-SQUARE ALGORITHM WITH
A FIXED RING RANK
From the self-consistent equations Eqs. (10-12), an
alternating-least-square algorithm is proposed to efficiently
solved the maximization of F . Starting from a randomly
initialized La′µν and Raµν with a chosen χ, one calculates
Hˆ(Sµµ′νν′) as well as its dominant eigenstate that is ASµµ′ ;
then with the newly obtainedASµµ′ , calculate Mˆ(aa′µµ′νν′)
and update La′µν and Raµν with the left and right dominant
eigenstate of Mˆ(aa′µµ′νν′). Repeat this procedure until the
preset convergence is reached.
But if one simply uses the iteration procedure above, the
result may converge to a trivial fixed point given by Eq. (16)
with the ring rank χ = 1. This will bring instability to the
calculations. One way to stabilize the non-trivial fixed points
with a preset χ is to constrainLa′µν andRaµν to be rank-χ. In
detail, each time with updatedLa′µν andRaµν , one calculates
L˜a′µν and R˜aµν that fulfill the following optimizations
max
L˜a′µν
∑
a′µν
L˜∗a′µνLa′µν , while
∑
a′µ
L˜∗a′µνL˜a′µν′ = Iνν′ ,
max
R˜aµν
∑
aµν
R˜∗a′µνRa′µν , while
∑
aµ
R˜∗aµνR˜aµν′ = Iνν′ , (17)
with Iνν′ a (χ× χ) identity and ∗ means conjugate. It means
L˜a′µν and R˜aµν are the optimal isometries that maximize Eq.
(7). L˜a′µν and R˜aµν can be easily obtained by singular value
decomposition of L and R48, i.e. L = USV †, L˜ = UV † and
6similarly for R˜. In this way, one stabilize a non-trivial fixed
point with the preset χ.
Amazingly, important physical information of the system
can be extracted from L and R: the singular value spectrum
S is exactly the (bipartite) entanglement spectrum; the matrix
defined as X = USU † gives the dominant eigenstate of the
transfer matrix of 〈Φ|Φ〉 (see Appendix B). Note that X is
essentially related the the observables (see Appendix C).
Furthermore, such a way of stabilizing is the result of two
constraints in the optimization. In Fig. 4 following the first
two arrows, we use Eqs. (10) and (11) to extend the local
contraction to 〈Φ| ˆ̺|Φ〉 with |Φ〉 an infinite MPS formed by
tensor A. To do so, one should fulfill the constraint
∑
aµν
LaµνL
∗
aµν =
∑
aµν
RaµνR
∗
aµν = 1. (18)
Here, we assume there exists the eigenvalue decomposition of
Mˆ in Eq. (8), so that its left and right dominant eigenstates
are conjugate to each other. Such a constraint can be fulfilled
by directly solving Eqs. (10) and (11). Then following the
third arrow in Fig. 4, we obtain the whole TN by using the
fact that 〈Φ| ˆ̺|Φ〉 is minimized. There is another constraint
here, which is the normalization of the MPS
〈Φ|Φ〉 = 1. (19)
The second constraint leads to L˜a′µν and R˜aµν in Eq. (17) by
solving a generalized eigenvalue equation. The deduction in
detail can be found in Appendix B.
With this algorithm, there is only one step to optimally
solve the contraction problem of a uniform TN: decompose
the local tensor with TRD.
The AOP algorithm is essentially a variational method. In
AOP, it is the average of the density matrix that is maximized
(〈Φ| ˆ̺|Φ〉). One can look at the two main steps of the recon-
struction of the infinite TN. The first step is from the local
optimization function [Eq. (7)] to 〈Φ| ˆ̺|Φ〉. The purpose of
this step is to let the density matrix and the ground state ap-
pear in the formula. The second step is from 〈Φ| ˆ̺|Φ〉 to an
infinite 2D TN. The purpose is to guarantee 〈Φ| ˆ̺|Φ〉 is maxi-
mized, i.e. the energy is minimized, under the constraint that
|Φ〉 is normalized. In this sense, AOP is a variational method,
but the most significant difference is that AOP translates the
variational problem into a set of local eigenvalue equations.
To find the optimal solution of the variation is to solve the
eigenvalue equations. In this way, AOP makes calculations
simple and unified.
For the computational cost of each iteration on a 1D quan-
tum system, it is about O(2dNχ2 + 2dN+4χ2) for updating
ASµµ′ , where the first terms is from contracting twice the
sparse matrix HˆB and the second term is from contracting the
FˆR(s1, a) and Fˆ
L(sN , a
′) (d is the dimension of the physi-
cal Hilbert space on each local site). The computational cost
for updating La′µν and Raµν is about O(d
Nχ2 + dN+2χ4 +
d8χ4 + d4χ4) with a proper contraction order. Meanwhile,
the efficiency of the algorithm is very high, which only takes
O(102) iterations to reach the convergence (e.g. of the energy)
to 10−10.
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Figure 6. (Color online) (a) The bond energy Ei,i+1 = 〈Hˆi,i+1〉
versus position i at h = 0.5, χ = 6 and ε = 10−4 for different sizes
of the supercell N . Eexact is the exact solution of the infinite chain
by fermionization49. E0,1 (andEN,N+1) is the bond energy between
two adjacent supercells. In the middle of the chain, Ei,i+1 converges
to Eexact as N increases, where the error is about O(10
−7). (b)
For N = 10 and h = 0.5, E1,2 (on the boundary of the supercell)
and E5,6 (in the middle) versus χ at ε = 10
−3 and 10−4. One can
see that the boundary effect decay with χ, where E5,6 converges ac-
curately to Eexact. The systematic error of E1,2 is caused by the
Trotter-Suzuki error ∼ O(ε2). By fitting at ε = 10−4, an expo-
nential convergence E5,6 = Eexact− e−1.179χ−8.2704 is found. For
comparison, E1,2 andE5,6 obtained by exact diagonalization (ED) at
N = 12 with open and periodic boundary conditions are also shown.
V. BENCHMARK
First, the performance of AOP is tested on the infinite trans-
verse Ising chain. The Hamiltonian is written as
Hˆ =
∑
i
sˆxi sˆ
x
i+1 − h
∑
i
sˆzi , (20)
with h the magnetic field. This model was exactly solved by
fermionization49. At h = 0.5, a quantum phase transition
occurs, where the energy gap vanishes and the quantum en-
tanglement entropy scales logarithmically with the subsystem
size50.
To investigate the boundary effect caused by the finiteness
of the supercell, the bond energy Ei,i+1 = 〈Hˆi,i+1〉 versus
the position i at the critical point h = 0.5 for different sizes
of the supercell N are calculated and shown in Fig. 6 (a).
E0,1 (and EN,N+1) stands for the bond energy between two
adjacent supercells. I take χ = 6 and ε = 10−4. All bond
energies are remarkably accurate by comparing with Eexact
obtained by exact solution on the infinite chain, while in the
middle of the chain, Ei,i+1 converges greatly to Eexact as N
increase. The error is O(10−6) ∼ O(10−7). In Fig. 6 (b),
the bond energies E1,2 (on the boundary of the supercell) and
E5,6 (in the middle) versus χ at ε = 10
−3 and 10−4 are shown
with N = 10 and h = 0.5. One can see that as χ increases,
bothE1,2 and E5,6 converge to Eexact. E1,2 suffers a system-
atic error caused by the Trotter-Suzuki decomposition, which
decreases with ε. An exponential convergence is found, e.g.,
for ε = 10−4, one has E5,6 = Eexact − e−1.179χ−8.2704.
For comparison, E1,2 and E5,6 given by the exact diago-
nalization (ED) on a N = 12 chain with open and periodic
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Figure 7. (Color online) The relative error of the average energy per
site given by Eq. (21). By fitting, it is found that ∆E satisfies a
logarithmic relation withN [Eq. (22)].
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Figure 8. (Color online) The entanglement entropy S versus (a) the
ring rank χ with different supercell size N and (b) versus N with
different χ. One can see that S scales linearly with both log2 χ and
log2 N , consistent with the conformal field theory and the former
numeric results50–54.
boundary conditions are shown. The finite size effect of ED is
strong. Especially on the boundary, the error is ∼ 10−2. With
AOP, the error, even on the boundary, is only ∼ O(ε), which
is around 10−4 ∼ 10−6. It suggests that the boundary states
provide a good approximation of the interactions between a
supercell and its infinite environment.
Fig. 7 shows the error of the average energy per site
∆E = | 1
N
N−1∑
i=0
Ei,i+1 − Eexact|/|Eexact|. (21)
By fitting, it is found that as N increases, the error ∆E de-
creases in a logarithmic way
∆E = (−1.1 lnN + 4.8)× 10−6. (22)
It is amazing that even with χ fixed, the error still decreases
logarithmically, which will be later explained by the entangle-
ment.
It is known that one of the most important signatures of
quantum many-body systems is entanglement44. To see if
AOP can truly capture the many-body characteristics of the
system with an “entanglement bath”, the entanglement en-
tropy at the critical point h = 0.5 is calculated. The definition
of entanglement entropy is written as
S = −
χ∑
µ=1
λ2µ ln(λ
2
µ), (23)
with λ the entanglement spectrum between two infinite halves
of the chain. Here, the chain is cut at the boundary of the
supercells. It is known that at the critical point, S scales loga-
rithmically with both the size of the subsystem and the dimen-
sion cut-off of the MPS50–54. Figs. 8 (a) and (b) shows the χ-
and N -dependence of S, respectively. A logarithmic scaling
behavior of S versus χ andN is obtained, consistent with ex-
isting results. It suggests that the entanglement is accurately
captured by the boundary states with AOP. Such a behavior of
S also explains the scaling of the error shown in Fig. 7.
Recall that N (size of the supercell) is not the size of the
subsystem when calculating the (bipartite) entanglement. In
fact, the subsystem is one half of the infinite chain, thus its
size is infinite. The logarithmic scaling versus N implies an
equivalence between N and χ. Specifically speaking, the in-
crease of χ directly enables the state to carry more entangle-
ment, while the increase of N , which intuitively reduces the
“finite size effect” of the supercell, strengthens the entangle-
ment that a fixed χ can carry. Thus the larger N or χ is, the
more the entanglement can be captured, and the smaller the
error would be. In the limit of N → ∞, one can have the ex-
act result (with open boundary condition, precisely speaking)
with χ = 0. The argument above actually gives the physical
picture of the “finite size effect” in AOP.
Note that the error of energy away from the critical point
is O(10−10) with even a smaller number of iteration time to
reach the same convergence.
To demonstrate its performance on contracting a 2DTN, the
TRD is used to calculate classical 2D Ising model on square
lattice at the critical temperature. The obtained free energy is
compared with the exact solution by Bethe ansatz55.
As shown in Fig. 9 (a), the TN of the partition function of
2D Ising model is formed by one inequivalent local tensor F
defined as
Fsuslsdsr = e
−(susl+slsd+sdsr+srsu)/T, (24)
where su, sl, sd and sr are the four spins located on four cor-
ners of a square, and T is temperature. By using TRD on
tensor clusters with different (Lx, Ly), the χ-dependence of
the error of free energy (per site) at the critical temperature
Tc = 2/ ln(1 +
√
2) is shown in Fig. 9 (b). One can see that
the larger Lx or Ly is, the better the precision will be. Dif-
ferent from the exponential scaling at the critical point for 1D
quantummodel, the log-log plot of the error versusχ indicates
an algebraic scaling in critical 2D classical systems.
Tab. I shows the errors with iTEBD37, NCD25 and AOP by
fixingχ = 16. Note that in all these three algorithms, χ stands
for the dimension of the MPS. For iTEBD, canonicalization
of MPS is employed to reach the optimal truncations of the
MPS. For NCD, the cell tensor that is decomposed by rank-1
decomposition is renormalized so that its size reaches infinite.
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Figure 9. (Color online) (a) The TN of the partition function of 2D
Ising model on square lattice is formed by one inequivalent local
tensor F given in Eq. (24). The yellow shadow shows a tensor cluster
withLx = 3 and Ly = 2. (b) For different (Lx, Ly), the log-log plot
of the error of free energy (per site) versus χ is shown at the critical
temperature Tc = 2/ ln(1 +
√
2), indicating an algebraic scaling
between the error and χ.
Table I. Errors of free energy (per site) of 2D Ising model with dif-
ferent methods at the critical temperature. Here, I fix χ = 16. For
iTEBD, canonicalization of MPS is employed. For NCD, renormal-
ization is used to increase the cell tensor size to infinite. For AOP, I
choose (Lx, Ly) = (1, 1) and (3, 3).
iTEBD37 NCD25 AOP (1,1) AOP (3,3)
Error 1.1 × 10−7 3.7 × 10−8 3.1× 10−8 1.5× 10−8
For AOP, I choose tensor clusters with (Lx, Ly) = (1, 1) and
(3, 3) to do the TRD. One can see that AOP bears the best
accuracy. A convergence of O(10−12) is reached after O(10)
times of iteration, implying a great efficiency.
VI. AB-INITIO OPTIMIZATION PRINCIPLE FOR
TWO-DIMENSIONAL QUANTUM SYSTEMS
Considering that AOP in 1D quantum systems actually re-
alizes the global contraction of a 2D TN (Fig. 4), it can be
used directly to contract 2D TN’s regardless of their physi-
cal meanings. For this reason, AOP can be used to calcu-
late the observations and the optimal truncations of a PEPS
in real/imaginary time evolutions, which are essentially TN
contraction problems. Note that since the whole TN is en-
coded, such a truncation scheme actually realizes the full
update17,20,21 of the PEPS, even with a finite supercell.
Except using its TN contraction scheme to observe or
evolve, there is an intrinsic AOP approach for 2D (or higher-
dimensional) quantum models, benefiting from the fact that
most of the discussions given above are independent of di-
mensionality. It corresponds to the TRD that encodes a 3D
uniform TN. There are also three steps: choose a supercell,
construct the optimization function F , and solve the self-
consistent equations.
Fig. 10 (a) gives the construction of the optimization func-
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Figure 10. (Color online) (a) Sketch of the optimization function F
for a 2D quantum system, where the operator Fˆ is located in the cen-
ter. The x and y denote the two spatial dimensions of the 2D model.
The black bonds in z-direction represent the physical indexes of the
operator Fˆ , and the ground state is a PEPS formed by the blue tensor
A. The four red tensorsXI ,XII , Y I and Y II are the boundary ten-
sors with ancillary indexes that play the role of “entanglement bath”.
(b) The operator Fˆ of a 2D quantum system on square lattice is con-
structed by choosing a square as the supercell. (c) The sketch of ten-
sor ring decomposition (TRD) of a 3D TN, where the optimization
function F is maximized.
tion F for a 2D quantum system, which is formed by an op-
erator Fˆ in the center surrounded by five boundary tensors.
The tensors in red (XI , XII , Y I and Y II ) provide the “en-
tanglement bath” that mimic the interactions between a su-
percell and its environment. Fig. 10 (b) shows the sketch of
the operator Fˆ of 2D quantum model on square lattice, where
the supercell is chosen as a square. The maximization of F
leads to the TRD for a 3D TN shown in Fig. 10 (c). One
can then define three operators and obtain five self-consistent
equations in a way similar to Eqs. (9) - (8) and Eqs. (10) -
(12), respectively. For example, Hˆ [similar to Eq. (9)] is de-
fined by taking away |A〉 and 〈A| from F . Repeatedly using
the self-consistent equations in a similar way as in 1D quan-
tum systems, one can readily see that TRD encodes an infinite
3D TN, i.e. the 3D TN can be reconstructed. Meanwhile, the
ground state is in the form of a PEPS formed by the tensor in
blue A. Considering the existence of the solution to the self-
consistent equations, it is similar to the AOP for 1D quantum
systems: it requires the 2D system to be invariant under spatial
mirror reflections, which is usually true for physical models.
The TRD (AOP) for a 3D TN (2D quantum systems) self-
consistently contains the TRD for a 2D TN (1D quantum sys-
tem). Specifically speaking, the optimization function F for a
3D TN in Fig. 10 (a) is a contraction of a 3D tensor cluster.
After contracting the black bonds in z-direction, it becomes a
2D object that has the same form as that in Fig. 5 (a). The
boundary tensors satisfy the consistent equations of the TRD
9in a 2D TN. For the computational cost by taking square lat-
tice as an example, the leading terms is from the TRD of such
a 2D TN, which scales as O(χ8d2Lx+2Ly), where χ is the
ring rank, Lx and Ly give the size of the supercell, and d is
the dimension of a physical particle.
VII. ALGORITHMIC IMPLICATIONS OF AB-INITIO
OPTIMIZATION PRINCIPLE
AOP brings useful and novel implications to iTEBD23 and
DMRG15,56. In iTEBD, one usually follows the evolution-
truncation procedure. Specifically speaking, each time after
evolving the MPS, the bond dimension increases. Then, one
finds the optimal isometry to truncate the bond dimension so
that it is limited to a preset cut-off. AOP implies a more ef-
ficient way to do this by showing that the local tensor ASµµ′
is actually the dominant eigenstate of a matrix formed by the
local projector and the isometries [Eq. (9)]. In detail, with a
given ASµµ′ , one calculates the optimal isometries La′µν and
Raµν using iTEBD. Then, one updates ASµµ′ by solving the
eigen problem given by Eq. (12). At the second step, in the
language of iTEBD, one evolves the MPS for infinite times
till it converges without renewing the isometries.
In this sense, AOP (in 1D) is similar to iTEBD with a su-
per block of N sites23. Normally, one only takes N = 2 in
iTEBD. One essential difference between these two schemes
is that AOP avoids the imaginary time evolution-truncation of
theMPS, and unified everything to a more efficient and simple
local optimization problem. Note that the high complexities
of the existing TN-based algorithms originates mostly from
the evolution and truncation tricks, which are strongly relies
on the details of the model. AOP largely simplified such com-
plexities.
Considering that iTEBD is essentially a power algorithm
where the projector e−εH is plainly acted on a give state to
drive it to the ground state, it is not an efficient eigenvalue
problem solver. For a given ε (with a Trotter-Suzuki error
O(ε2)), the computational cost is approximately ∼ 1/ε. In
AOP where the matrices that are to be explicitly dealt with
just have small dimensions [Eqs. (9) and (8)], one can use
mature techniques (such as the Lanczos algorithm57) to ef-
ficiently solve the eigenvalue problems. Consequently, the
costs with different ε are approximately the same. That is one
reason for AOP to have a higher efficiency.
Meanwhile, the tensors La′µ′ν′ (and alsoRaµν ) in AOP ac-
tually gives the left (right) dominant eigenstate in an MPS that
extends in the vertical direction of the TN, which have been
proved to be useful in calculating time evolutions58.
Besides its high efficiency, it should be emphasized that
AOP has a more elegant and natural generalization in 2D
quantum systems. Note that the complexity of the evolution-
truncation scheme in 2D largely relies on the geometry of the
lattice, while in AOP, one avoids such a evolution-truncation
scheme and just handles a single optimization problem, which
brings great simplification and unification to the simulation in
2D.
As to DMRG15 one can access to the infinite chain by utiliz-
ing the MPO representation of the 1D Hamiltonian56,59. The
boundary tensorsLa′µν andRaµν is analog to the reducedma-
trices of the left and right environments. Eq. (9) corresponds
to the effective Hamiltonian in DMRG. One key difference
between (1D) AOP and DMRG is how to obtain the boundary
tensors as well as how to reconstruct the translational invari-
ant MPS from the local tensor, which is essential to the algo-
rithms. Besides, in 2D DMRG60, one still transfers the system
into a chain with long-range interactions, and the ground state
is in an 1D MPS form that violates the area law of 2D quan-
tum states61. In this sense, the 2D AOP can be treated as an
intrinsic 2D version of infinite DMRG. The key is to properly
introduce certain ancillary particles in the optimization prob-
lem that leads to a uniform PEPS.
As to TRD, what it can provide is far more than rank-1 de-
composition. One can see that TRD is similar to the so-called
tensor train decomposition (TTD)45, but the boundaries, algo-
rithms and properties are essentially different with each other.
Specifically speaking, TTD decomposes a tensor into an MPS
with an open boundary, meaning the first and last tensors in
the MPS do not directly share any indexes. With TRD, the
tensor is decomposed into an periodic MPS formed by the
boundary tensors [Figs. 5 (a) and 10 (c)]. TTD is reached
by a sequence of singular value decompositions, while TRD
is realized by recursively solving the self-consistent equations
to locate the dominant eigenstates of corresponding matrices.
TTD is a local decomposition of the tensor itself, while TRD
can be regarded as a global decomposition of the infinite TN
that is formed by the local tensor.
VIII. SUMMARY AND OUTLOOK
A simple and fundamental numeric approach named as ab-
initio optimization principle (AOP) is proposed to simulate the
ground states of translational invariant quantum lattice mod-
els with strong correlations. The simulation that contains in-
finite degrees of freedom is transformed to a local optimiza-
tion problem in a supercell, where the entanglement between a
supercell and the infinite environment are optimally approxi-
mated by the boundary states. In AOP, tensor ring decomposi-
tion (TRD) is proposed, which is local but encodes the global
contraction of the infinite TN.
AOP relies little on the details of the model and has a
unified form with TRD. Thus, it is easy to be implemented
or commercialized. The current discussions suit spins and
bosons. For fermions, the “entanglement bath” in AOP should
be modified by combining with the density matrix embedding
theory41–43.
AOP provides a fundamental picture for existing many-
body methods, providing novel connections among the mean-
field theory, iTEBD, DMRG, NCD, DMET, rank-1 decom-
position and TTD. More properties and applications of AOP
as well as TRD in the fields of both many-body physics and
multi-linear algebra46 are to be explored in the future.
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Appendix A: Ab-initio optimization principle in practice
For those who intend to use AOP to solve physical prob-
lems, a practical introduction of how to implement AOP is
given below. This is especially for those who are not familiar
with TN algorithms. Steps 1 and 2 are for initialization. Steps
3 to 7 are to calculate TRD. Step 8 is to compute physical
quantities.
Step 1. From the Hamiltonian in Eq. (1), choose a supercell
and write the shift of bulk Hamiltonian H˜B = Iˆ − εHˆB/2 as
a matrix in local basis. Do the same thing with the bound-
ary Hamiltonian Fˆ ∂ = Iˆ − εHˆ∂ . Note that HˆB contains all
interactions inside a supercell, and Hˆ∂ contains all interac-
tions between two adjacent supercells. The supercell should
be chosen so that there is no interaction among non-adjacent
supercells.
Step 2. Use singular value decomposition (SVD) to calcu-
late FˆL and FˆR, as shown in Eq. (3). Calculate the operator
Fˆ as Eq. (4) [also see Fig. 2 (b)] and restore it as a forth-order
tensor.
Step 3. Give an initial guess of the boundary state |A〉,
which is a third-order tensor. While its elements can be totally
random, it is better to be symmetrical for the two ancillary
indexes, i.e. ASµµ′ = A
∗
Sµ′µ, to guarantee the existence of
the eigenstates of Mˆ in Eq. (8).
Step 4. Calculate Fˆ in Eq. (8) [also see Fig. 3 (b)] and
its left and right dominant eigenstates 〈L| and |R〉, and re-
shape them into third-order tensors. To compute this eigen-
value problem, one can use 〈L| and |R〉 obtained from the last
iteration as the initial guess.
Step 5. Calculate the orthogonal parts of 〈L| and |R〉 that
fulfill Eq. (17) using SVD [one can see Eqs. (A8) and (A9) in
Appendix B] ,and update them.
Step 6. Calculate the effective Hamiltonian Hˆ using Eq. (9)
[also see Fig. 3 (c)] and its right eigenstate |A〉. Again, one
can use |A〉 obtained in the last iteration as the initial guess.
Step 7. Check if |A〉 converges. If it does, proceed to Step
8. If not, go back to Step 4.
Step 8. Use the tensor |A〉 to construct an MPS, which
gives the ground state of the system, and calculate the inter-
ested physical quantities, such as energy and entanglement.
According to the deductions in Appendix B, there is a simple
way to calculate observables in AOP. See Appendix C about
the computations of observables.
For choosing the value of ε to shift the Hamiltonian, it
depends on the request of precision, since ε determines the
Trotter-Suzuki error that is approximatelyO(ε2). Meanwhile,
the smaller ε is, the more time it will take to do Steps 5 and
6. Luckily, Hˆ and Mˆ are local matrices, and their dominant
eigenvector can be efficiently found by existing eigenvalue al-
gorithms. In practice, a suggested value would be 10−3 to
10−6.
The efficiency of AOP algorithm is shown to be remarkably
high. One fundamental progress in AOP is the employment of
eigenvalue equations, instead of the contractions and trunca-
tions of the TN. Comparing with iTEBD where one only con-
tracts one layer of MPO to the MPS and then truncates (also
see Sec. VII), while in AOP, one solves the eigenvalue equa-
tions. Fig. A shows the comparison of the efficiency between
these two schemes. In Fig. A (a), the standard AOP algorithm
is used, where the eigenvalue equations given by Eqs. (10)-
(12) are solved in each iteration. In Fig. A (b), the results
are calculated in a way similar to iTEBD, i.e. a contraction-
truncation way. In each iteration, L and R are updated by
solving Eqs. (10) and (11), which is analog to the canonical-
ization of MPS aiming at obtaining the environment, and A
is updated as A ← HˆA, which is analog to contracting one
layer of MPO with the truncation determined by the canon-
icalization. The bond energy in the middle of the supercell
∆E3,4 against iteration time is given as an example. Here, I
take h = 0.5 (critical point), χ = 8, N = 6 and ε = 10−4.
One can see in Fig. A (a) that with AOP, it only takes about
30 times of iterations for ∆E3,4 to reach O(10
−6). For the
contraction-truncation scheme in Fig. A (b), it takes 104 times
of iterations to converge to O(10−4). For the total CPU time,
AOP is faster almost by two orders of magnitude.
Appendix B: Constraints in ab-initio optimization principle
The purpose of this section is to prove that the local eigen-
value equation that A satisfies is the one given in Sec. IV, i.e.,
to prove why L˜ and R˜ can be chosen as the optimal isome-
tries obtained from the SVD of L and R. Meanwhile, the
deduction below will show how the entanglement spectrum
naturally appears in AOP. I will use graphic representations of
the equations to present.
From the algorithm shown in Sec. IV (also in Appendix A),
one can see that 〈L| and |R〉 satisfies
A
†
A
R
L
A
†
A
L
R
) )
The arrow means after contracting all shared bond on the
left-hand-side, the result is given by the object on the right-
hand-side multiplied by a constant. Eqs. (A1) and (A2) are
fulfilled under the constraint Eq. (18) while optimizing the
function Eq. (7).
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Figure A. (Color online) The the convergence of the relative error
of the bond energy in the middle of the supercell ∆E3,4 along with
iteration time. The parameters are h = 0.5, N = 6, χ = 8 and
ε = 10−4. One can see in (a) that with the standard AOP,∆E3,4 con-
verges to O(10−6) with only about 30 times of iterations. For com-
parison, in the contraction-truncation scheme (see the details in the
main text in Appendix A), it takes O(104) times of iterations to con-
verge approximately to O(10−4). The iterations are stopped when
the change of ∆E3,4 after one iteration is smaller than 10
−10. To
reach such a convergence, the CPU time that AOP and contraction-
truncation scheme takes are 69 and 3557, respectively.
From the constraint given by Eq. (19), it is easy to find
that the optimization of the tensor A results in a generalized
eigenvalue problem
A
L R
)
A
X Y
= .const.
For simplicity, we set the constant in Eq. (A3) as 1. X and
Y are the left and right dominant eigenvector of the matrix
formed by A and its conjugate, which read
A
†
A
X
X
A
†
A
Y Y
) )
Normally,X and Y are Hermitian (because of the structure
of the matrix formed by A and A†). It is not convenient and
easy to directly solve Eq. (A3). One possible problem is that
X and Y might be singular, and the generalized eigenvalue
problem cannot be transformed into a regular one by simply
taking their inverses. Here, we suppose that the local (regular)
eigenvalue equation ofA with the constraint Eq. (19) fulfilled
is given by L˜ and R˜, which reads
A
~ ~
A
)6
One needs to find out what L˜ and R˜ are. To this end, sub-
stitute Eq. (A6) into the right-hand-side of Eq. (A3)
A
X Y
A
L
~
R
~
X Y
A
L R
=
)
Compare the first and last expressions in Eq. (A7), one has
L
X
=
L
~
=
R
~
Y
R
) )
Note that any constants appearing on the right-hand-side of
Eqs. (A8) or (A9) can be absorbed into X or Y . Substituting
Eqs. (A8) and (A9) into Eqs. (A1) and (A2), respectively, one
has
R
~
Y
L
~
A
†
A
A
†
A
0) 1)
X
L
~
X
R
~
Y
By multiplying R˜ on both sides of Eq. (A10), and multi-
plying L˜ on both sides of Eq. (A11), one uses Eq. (A6) again
and obtains
A
†
A
X
A
†
A
Y
Y
2) 3)
X
L
~
R
~
R
~
L
~
By comparing Eqs. (A12) and (A13) with the eigenvalue
equations of X and Y given by (A4) and (A5), one has the
restriction for L˜ and R˜, which is
L
~
R
~= I 4)
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Under the assumption that L˜ and R˜ are conjugate to each
other, Eq. (A14) directly leads to the orthogonal conditions
given by Eq. (17) in Sec. IV.
With the knowledge that L˜ and R˜ are orthogonal isometries,
one can readily see that Eqs. (A8) and (A9) can be reached by
singular value decomposition (SVD) of L and R that read
L = USV †, R = USV†.
Then, one has
L˜ = UV †, L = XL˜, X = USU †,
R˜ = UV†, R = Y R˜, Y = USU†.
It can be also seen that since S (note S = S) is singular spec-
trum that is real, X and Y are naturally Hermitian, which
is consistent with the AOP theory. In fact, S is the entan-
glement spectrum of the ground state. This is because S is
the eigenvalue spectrum of X and Y , which are the left and
right dominant eigenstate of the transfer matrix that forms
〈MPS|MPS〉 (with |MPS〉 the ground state). Thus,X and
Y represent the reduced density matrix (in the ancillary space)
of the left and right infinite halves of the system, respectively.
The entanglement spectrum S is obtained by diagonalizing
such reduced density matrices with U (or U).
Appendix C: Calculations of observables
It is very easy to calculate observables in AOP. Knowing
that the ground state |Φ〉 is actually an MPS, the observable
〈Oˆ〉 becomes the contraction of the operator, the ground state
MPS and its conjugate, i.e. 〈Oˆ〉 = 〈Φ|Oˆ|Φ〉/Z with the nor-
malizing factor Z = 〈Φ|Φ〉. In AOP, one in fact does not
have to calculate the whole contraction. From the deductions
in Appendix B, we know that with the SVD of L and R, one
already has the dominant left and right eigenstates of the trans-
fer matrix of 〈Φ|Φ〉, as shown in Eqs. (A4) and (A5). Taking
the supercell size N = 4 as an example, the bond energy in
the middle of the supercellE2,3 and that between two adjacent
supercells E0,1 can be written as
A
†
A
X Y
2,3
A
†
A
X Y
A
†
A
0,1
E
2,3
= E
0,1
=
5) 6)
A
†
A
X Y
A
†
A
X Y
A
†
A
Eqs. (A15) and (A16) can be easily generalized to other
observables.
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1 K. Burke. J. Chem. Phys. 136, 150901 (2012); Axel D. Becke, J.
Chem. Phys. 140, 18A301 (2014).
2 A. P. Ramirez, Annu. Rev. Mater. Sci. 24, 453C480 (1994).
3 R. Moessner and A. P. Ramirez, Phys. Today 59, 24-29 (2006).
4 V. Elser, Phys. Rev. Lett. 62, 2405 (1989); J. B. Marston, C. Zeng,
J. Appl. Phys. 69, 5962 (1991); S. Sachdev, Phys. Rev. B 45,
12377 (1992); P. W. Leung and V. Elser, Phys. Rev. B 47, 5459
(1993).
5 H. C. Jiang, Z. Y. Weng, and D. N. Sheng, Phys. Rev. Lett. 101,
117203 (2008); S. Yan, D. Huse, and S. R. White, Science 332,
1173-1176 (2011); H. C. Jiang, Z. H. Wang and L. Balents, Nat.
Phys. 8, 902-905 (2012); G. Evenbly and G. Vidal, Phys. Rev.
Lett. 104, 187203 (2010); D. Poilblanc and N. Schuch, Phys. Rev.
B 87, 140407(R) (2013).
6 L. Balents, Nature 464, 199 (2010).
7 X. G. Wen, Phys. Rev. B 40, 7387 (1989); X. G. Wen and Q. Niu,
Phys. Rev. B 41, 9377 (1990); X. G. Wen, Int. J. Mod. Phys. B 4,
239 (1990); X. G. Wen, Adv. Phys. 44, 405 (1995).
8 E. Dagotto, Rev. Mod. Phys. 66, 763-840 (1994).
9 J. G. Bednorz and K. A. Miller, Z. Phys. B 64, 189 (1986).
10 D. M. Ceperley and M. H. Kalos, in Monte Carlo Methods in Sta-
tistical Physics, Springer-Verlag, Berlin, (1979); K. E. Schmidt
and M. H. Kalos, in Applications of the Monte Carlo Method in
Statistical Physics, 2nd ed. , Springer-Verlag, Berlin, (1984).
11 W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Rajagopal, Rev.
Mod. Phys. 73, 33 (2001).
12 E. Gull, A. J. Millis, A. I. Lichtenstein, A. N. Rubtsov, M. Troyer,
and P. Werner Rev. Mod. Phys. 83, 349 (2011).
13 M. Troyer and U.-J. Wiese, Phys. Rev. Lett. 94, 170201 (2005).
14 K. G. Willson, Rev. Mod. Phys. 47, 773 (1975).
15 S. R. White, Phys. Rev. Lett. 69, 2863 (1992), Phys. Rev. B 48,
10345 (1993).
16 U. Schollwo¨ck, Anal. of Phys. 326, 96 (2011).
17 F. Verstraete and J. I. Cirac, arXiv:cond-mat/0407066; J. Jordan,
R. Oru´s, G. Vidal, F. Verstraete, and J. I. Cirac, Phys. Rev. Lett.
101, 250602 (2008).
18 F. Verstraete, V. Murg and J.I. Cirac, Advances in Physics, 57,
143-224 (2008).
19 H. C. Jiang, Z. Y. Weng, and T. Xiang, Phys. Rev. Lett. 101,
090603 (2008);
20 Z. Y. Xie, H. C. Jiang, Q. N. Chen, Z. Y. Weng, and T. Xiang,
Phys. Rev. Lett. 103, 160601 (2009); Z. Y. Xie, J. Chen, M. P.
Qin, J. W. Zhu, L. P. Yang, and T. Xiang, Phys. Rev. B 86, 045139
(2012).
21 T. Nishino and K. Okunishi, J. Phys. Soc. Jpn. 65, 891 (1996); R.
Oru´s and G. Vidal, Phys. Rev. B 80, 094403 (2009).
22 H. N. Phien, J. A. Bengua, H. D. Tuan, P. Corboz, and R. Oru´s,
Phys. Rev. B 92, 035142 (2015).
23 G. Vidal, Phys. Rev. Lett. 91, 147902 (2003); Phys. Rev. Lett. 98,
070201 (2007); R. Oru´s and G. Vidal, Phys. Rev. B 78, 155117
(2008).
13
24 S. J. Ran, W. Li, B. Xi, Z. Zhang, and G. Su, Phys. Rev. B 86,
134429 (2012).
25 S. J. Ran, B. Xi, T. Liu, and G. Su, Phys. Rev. B 88, 064407
(2013).
26 N. Schuch, I. J. Cirac, D. Prez-Garcła, Ann. Phys. 325,
2153C2192 (2010).
27 M. Schwarz, K. Temme, and F. Verstraete, Phys. Rev. Lett. 108,
110502 (2012).
28 T. H. Johnson, J. D. Biamonte, S. R. Clark, and D. Jaksch, Scien-
tific Report, 3, 1235 (2013).
29 M. Lubasch, J. I. Cirac and M.-C. Ban˜uls, New J. Phys. 16,
033014 (2014).
30 N. Schuch, M. M. Wolf, F. Verstraete, and J. I. Cirac, Phys. Rev.
Lett. 98, 140506 (2007).
31 H. Q. Zhou, R. Oru´s, and G. Vidal, Phys. Rev. Lett. 100, 080601
(2008).
32 M. Levin and C. P. Nave, Phys. Rev. Lett. 99, 120601 (2007).
33 Z. C. Gu, M. Levin, and X. G. Wen, Phys. Rev. B 78, 205116
(2008); Z.C. Gu and X. G. Wen, Phys. Rev. B 80, 155131 (2009).
34 S. Singh, R. N. C. Pfeifer, and G. Vidal, Phys. Rev. B 83, 115125
(2011); B. Bauer, P. Corboz, R. Oru´s, and M. Troyer, Phys. Rev.
B 83, 125106 (2011).
35 A. Weichselbaum, Anna. of Phys. 327, 2972C3047 (2012).
36 P. Corboz, Phys. Rev. B 93, 045116 (2016).
37 R. Oru´s and G. Vidal, Phys. Rev. B 78, 155117 (2008).
38 L. De Lathauwer, B. De Moor, and J. Vandewalle, SIAM. J. Ma-
trix Anal. and Appl. 21, 1324-1342 (2000).
39 L. De Lathauwer, B. De Moor, and J. Vandewalle, SIAM. J. Ma-
trix Anal. and Appl. 21, 1253-1278 (2000).
40 A. Georges, G. Kotliar, W. Krauth, and M. J. Rozenberg, Rev.
Mod. Phys. 68, 13 (1996).
41 G. Knizia and G. K.-L. Chan, Phys. Rev. Lett. 109, 186404
(2012); J. Chem. Theor. Comp. 9, 1428-1432 (2012).
42 I. W. Bulik, G. E. Scuseria, and J. Dukelsky, Phys. Rev. B 89,
035140 (2014).
43 Z. Fan and Q.-L. Jie, Phys. Rev. B 91, 195118 (2015).
44 L. Amico, R. Fazio, A. Osterloh and V. Vedral, Rev. Mod. Phys.
80, 517 (2008).
45 I. V. Oseledets, SIAM. J. Sci. Comput. 33, 2295C2317 (2011).
46 T. G. Kolda and B. W. Bader, SIAM Rev. 51, 3 (2009).
47 M. Suzuki and M. Inoue, Prog. Theor. Phys. 78, 787 (1987); M.
Inoue and M. Suzuki, Prog. Theor. Phys. 79, 645 (1988).
48 G. Evenbly and G. Vidal, Phys. Rev. B 79, 144108 (2009).
49 P. Pfeuty, Ann. Phys. 57, 79-90 (1970).
50 C. Holzhey, F. Larsen, and F. Wilczek, Nucl. Phys. B 424, 443
(1994).
51 G. Vidal, J. I. Latorre, E. Rico, and A. Kitaev, Phys. Rev. Lett. 90,
227902 (2003).
52 L. Tagliacozzo, T. R. de Oliveira, S. Iblisdir, and J. I. Latorre,
Phys. Rev. B 78, 024410 (2008).
53 F. Pollmann, S. Mukerjee, A. M. Turner, and J. E. Moore, Phys.
Rev. Lett. 102, 255701 (2009).
54 S. J. Ran, C. Peng, W. Li, G. Su, arXiv:1311.1502.
55 L. Onsager, Phys. Rev. 65, 117 (1944).
56 I. P. McCulloch, arXiv:0804.2509; G. M. Crosswhite, A. C. Do-
herty, and G. Vidal, Phys. Rev. B 78, 035116 (2008); V. Neben-
dahl and W. Du¨r, Phys. Rev. B 87, 075413 (2013).
57 C. Lanczos, J. Res. Natl Bur. Std. 45, 225-282 (1950).
58 M. C. Ban˜uls, M. B. Hastings, F. Verstraete, and J. I. Cirac, Phys.
Rev. Lett. 102, 240603 (2009).
59 U. Schollwo¨ck, Anal. of Phys. 326, 96 (2011).
60 E. M. Stoudenmire and S. R.White, Annu. Rev. Condensed Matter
Phys. 3, 111 (2012).
61 J. Eisert, M. Cramer, and M. B. Plenio, Rev. Mod. Phys. 82, 277
(2010).
