We present the Opportunistic Source Routing (OSR), a scalable and reliable downward routing protocol for large-scale and heterogeneous wireless sensor networks (WSNs) and Internet of Things (IoT). We devise a novel adaptive Bloom filter mechanism to efficiently encode the downward source route in OSR, which significantly reduces the length of the source route field in the packet header. Moreover, each node in the network stores only the set of its direct children. Thus, OSR is scalable to very large-size WSN/IoT deployments. OSR introduces opportunistic routing into traditional source routing based on the parent set of a node's upward routing in data collection, significantly addressing the drastic link dynamics in low-power and lossy networks (LLNs). Our evaluation of OSR via both simulations and real-world testbed experiments demonstrates its merits in comparison with the state-of-the-art protocols.
I. INTRODUCTION
In WSNs and IoT, data collection is the basic application scenario, where sensor nodes periodically sample and transmit data packets upward to one or multiple network sink(s). On the other hand, delivering control packets downward from the sink to individual sensor/actuator nodes is also essential for actuating target actuator(s), reconfiguring node parameters, or querying data from specific node(s). However, the WSN downward routing is significantly less studied than the upward routing. The major downstream protocols, such as Drip [15] and Glossy [4] are flooding based and disseminate control packets to the entire network, which is very inefficient in low-power, large-scale, and heterogeneous WSNs/IoT deployments. While the standard RPL, the IPv6 routing protocol for LLNs [17] , offers the capacity of downward routing, it essentially suffers from the severe scalability problem for downward routing [1] , [6] . Although approaches such as ORPL [3] and CBFR [12] attempted to address the scalability issue, their improvements are limited regarding highly resource-constrained wireless devices (see [7] , for example).
In this work, we present the Opportunistic Source Routing (OSR) protocol to achieve desirable scalability and reliability for heterogeneous WSNs/IoT actuation, where upward routing topology tomography [9] is used for downward routing paths. OSR introduces opportunistic routing into the source routing based on the parent set [10] of a node's upward routing, to exploit alternative downward paths to address wireless link dynamics. We devise a novel adaptive Bloom filter mechanism to efficiently encode and compress the source route path. The probabilistic nature of the Bloom filter passively enables opportunistic routing for downward packet forwarding. In addition, when a downward link between a parent node and its child node is broken, active opportunistic routing is activated to find one or more other parent(s) in the child's parent set for the downward forwarding. OSR only requires each node to store its direct child set rather than its entire subgraph of descendants as in RPL (storing mode) or in ORPL (compressed entire subgraph); therefore, OSR is extremely scalable for resource-constrained WSNs/IoT.
II. OSR DESIGN
The core mechanisms of OSR include path representation, direct child set, and opportunistic routing.
A. Adaptive Bloom Filter for Path Encoding
To make source routing scalable in WSNs/IoT, path encoding is a necessity given that a maximum IEEE 802.15.4 link layer frame is only 127 bytes. OSR exploits the Bloom filter [13] to encode a source route path in the packet header instead of storing the raw path.
Bloom filter [13] is a space efficient probabilistic data structure that supports insertion and membership query. To insert an element into a Bloom filter of m bits, k independent hash functions are applied to deterministically generate k hash values h i ∈ {0, 1, ..., m−1}, and the corresponding bits are set to 1 in the Bloom filter. For membership query, the queried element is hashed using the same set of hash functions. If all the k bits are matched in the Bloom filter, the element is considered being included/matched. A membership query may result in false positive, but never in false negative. The false positive (FP) rate of a Bloom filter can be calculated as following [13] :
where m is the length of the Bloom filter in bits, k is the number of hash functions, and n is the number of elements encoded in the Bloom filter.
Since the path length varies for each downward packet, we devise an adaptive path Bloom filter whose length m (in bits) is proportional to the hop count H of the route:
where L is the maximum Bloom filter length (in bytes) of any encoded source route. With a minimum node address length of two bytes, the devised Bloom filter (2) for path encoding leads to at least 50% space saving compared to the use of raw source route in RPL (non-storing mode). For each downward packet, its source route is encoded in a Bloom filter by ORing the Bloom filters of all the node addresses in the source route. Upon reception of a downstream packet, a node performs membership query for each of its direct child, which can be done efficiently by an AND operation. If the check of any direct child is positive, the packet is forwarded downward to the matched child node(s).
B. Direct Child Set
Existing approaches such as RPL [17] (storing mode), CBFR [12] , and ORPL [3] require each node to store/encode its entire subgraph of descendants for downward routing, causing the inherent scalability problem for large WSNs/IoT. In contrast, OSR only requires each node to store its onehop direct children, referred to as the direct child set, for downward routing. Therefore, OSR is scalable with respect to node's memory.
OSR takes advantage of the underlying data collection protocol to establish the direct child set. When a node receives an upstream packet, it inspects the packet header and adds the sender's address to its direct child set. To address the link dynamics, each direct child is associated with a time-tolive (TTL) flag, which decreases periodically and resets upon packet inspection. When a child's TTL reaches 0, the child will be removed from the parent's direct child set.
C. Opportunistic Routing
During data collection, a node may have multiple candidate parents to forward its data packets, forming a parent set [10] of the node. The nodes in the same parent set have a high probability being in the transmission range of each other. Based on these observations, OSR introduces opportunistic routing (passively and actively) into the traditional source routing to improve the reliability of downward routing in dynamic WSNs/IoT. Fig. 1 illustrates how opportunistic routing is conducted in OSR. The passive opportunistic routing, a consequence of the false positives of Bloom filter, is shown in Fig. 1a . The source route specifies [· · · P → C 1 → T ]. Assume that nodes C 1 , C 2 , and C 3 are children of node P which are matched in the path Bloom filter. In addition to (C 1 → T ), node C 2 is also in the parent set of node T , hence (C 2 → T ) is an alternative path which can be exploited through the passive opportunistic routing. The active opportunistic routing is illustrated in Fig. 1b . Node T is the child of node P in the source route. When P fails to deliver the packet to T , it broadcasts the packet to its neighbors. Three neighbors have received the broadcast; whereas neighbor U is not in the parent set of T and will ignore the packet, neighbors P A and P B will forward the packet to T because they are in the parent set of T . Thus, the obsolete link from P to T can be successfully bypassed by the active opportunistic routing issued by node P .
D. Downward Routing Decision
Unicast is the basic MAC transmission scheme used in OSR to deliver a downward packet. If any unicast fails after its maximum retransmissions, broadcast is used for active opportunistic routing. If a node has multiple direct children included in the source route, it uses local multicast to deliver the packet to all the matched children. Multicast is realized using broadcast if the MAC lacks the support (i.e., in TinyOS), hence requiring the receiving node to check its membership.
We have devised Algorithm 1 for downward forwarding at each intermediate node. Each node keeps a history of recently received downstream packets to detect and drop duplicates. A time-to-live (TTL) field is associated with each packet to avoid infinite forwarding loops.
III. EVALUATION
We implemented OSR in TinyOS 2.1.2, working in concert with CTP [5] . We performed a series of simulations and realworld WSN testbed experiments to evaluate OSR against Con-tikiRPL (both storing and non-storing modes) [16] , TinyRPL (storing mode only) [14] , and ORPL.
A. Evaluation in Cooja
We first conducted simulations in Cooja [11] using TelosB platform to evaluate the scalability of the protocols.
Inspired by [7] , we evaluated the scalability of the protocols in a quasi-linear network topology with small twigs, which may be quite common for smart cities. The adopted quasilinear network consisted of 74 nodes and built up to 68 hops, with the sink being at one end (as illustrated in Fig. 2) . We used the Unit Disk Graph Medium (UDGM) with exponential distance loss as radio model with a maximum link quality of 90%. A node sent upward data packets every 10 minutes if (local ID is NOT included in path bf lt) then 9: Ignore the packet and return 10: end if 11: end if 12: Check children for match 13: if (matched count > 1) then 14: Multicast the packet 15: else if (matched count > 0) then 16: Unicast the packet 17: if (unicast fails) then 18:
if (tx type is not Broadcast) then on average. After 20 minutes network initialization, the sink started to send an actuation packet every 10 seconds to a randomly selected target node. The routing table size of ContikiRPL (storing) and TinyRPL was 50 since the TelosB RAM cannot caintain all the 74 nodes. A total of 1320 downward packets were sent.
The results are shown in Table I . OSR has successfully reached all the nodes (up to the longest path of 68 hops) along the quasi-linear topology with 99.86% downward packet delivery ratio (PDR). In contrast, all RPL implementations suffer scalability problems. ContikiRPL (non-storing) only reached as far as 32 hops from the sink, far less than the RPL (nonstoring) theoretical threshold of 64 hops and consequently had a poor PDR. On the other hand, the maximum reachable hop count in ContikiRPL (storing), TinyRPL, and ORPL was ad hoc, depending on the dynamics in the establishment of nodes' limited routing table. Their PDR performances were also significantly lower than that of OSR.
To better understand the protocols' scalability, we show in Fig. 3 the network PDR up to the first 25 hops in the down- To summarize, ContikiRPL (non-storing and storing) and TinyRPL suffer from the scalability. IP fragmentation harms the performance of ContikiRPL (non-storing) significantly. ORPL also suffers from the scalability. In contrast, OSR scales significantly better than all the RPL implementations and ORPL.
B. Evaluation in Indriya
Next, we evaluate the reliability and energy efficiency of OSR in comparison with TinyRPL in the Indriya testbed [2] . ContikiRPL and ORPL were not included since they are based on the Contiki MAC layer which is very different from that of TinyOS platform. As we know, energy efficiency is heavily dependent on the platform in addition to the routing protocol.
The testbed was configured to low power with a sleep interval of 1 second using the default TinyOS MAC. Node 31 at the corner on the first floor was selected as the sink which was always on. The MAX BFLT LEN was 16 bytes.
Since TinyRPL could not work on the entire Indriya testbed, we conducted several experiment trials (30 minutes each) only using a half of the testbed (i.e., 47 nodes with odd IDs at the experiment time). The sink sent downward packets to a randomly selected node every 10 seconds after 10 minutes network initialization. A pure CTP experiment without any downward packets was conducted as the baseline. Table II shows the comparison averaged on four trials. OSR (with CTP) performed significantly better than TinyRPL on both the downward PDR and the duty cycle (DC). TinyRPL's high duty cycle was mainly caused by its high DAO packet rate. We believe a careful tuning of the DAO rate could benefit TinyRPL's performance, however, it requires a systematic adjustment and is not the focus of this work. In particular, OSR itself only added a very little to the duty cycle compared with the CTP baseline, demonstrating its energy efficiency.
C. Evaluation in TOSSIM
We further conducted simulations using TOSSIM [8] to evaluate OSR for much larger network sizes and higher dynamics. Two uniformly distributed networks of sizes 225 and 400 nodes were generated with the sink at a corner. The network diameters were 11.58 hops and 19.07 hops, respectively.
The results are shown in Table III . Both tests achieved PDR above 98%, which was not affected by the expansion of the network. The link unicast retransmission ratio for both tests were around 50%, indicating a noisy and dynamic network condition. Regarding opportunistic routing, 3.33% and 4.33% of the packets experienced at least one active opportunistic routing occurrences (due to link failure) in the 225-node and 400-node simulations, respectively. On the other hand, we observed that for 225-node network, 13.33% of the downward packets have experienced passive opportunistic routing (due to false positives), whereas for the 400-node network the ratio was 36.33%, about 3 times of that in the 225-node network test, due to the longer downward path length. The opportunistic routing introduced about 15% to 18% duplicate traffic compared to the traditional source routing, which is inevitable due to the probabilistic nature of the Bloom filter (e.g., 9% to 50% duplicate traffic as in ORPL fig. 6(d) [3] ).
IV. CONCLUSION
OSR provides reliable and scalable downward actuation in large-scale WSN/IoT systems. The unique opportunistic nature of OSR effectively addresses the drastic wireless link dynamics in noisy and resource-constrained LLNs. Effectively encoding the source route and only storing the direct child set at each intermediate node, OSR has small memory overhead and achieves great scalability. The evaluation on both simulations and real-world WSN testbed experiments demonstrates that OSR significantly outperforms RPL both storing mode and non-storing mode on two most widely used implementations as well as ORPL. We believe OSR provides a significant and practical solution to wireless actuation for large-scale and resource-constrained WSN/IoT deployments.
