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Since $Hudson\wedge$-Parthasarathy [2], the quantum stochastic integrals of It6 type have been
studied $eHensively$) by many authors, see the books by Mcyer [10] and Parthasarathy [14], and
their extensions to non-adapted quantum stochastic integrals by Belavkin [1], Lindsay [8],
among others. In his note, using the fimctional analytic method (kemel $Aeorem$ and dual-
ity), we introduce the quantum stochastic gtzudients and thereby define the Hitsuda-Skorohod
quantum stochastic integrals for non-adapted integrands.
The (classical) Hitsuda-Skorohod integral is defined by means of the adjoint action of the
stochastic gradient (also called the Malliavin gradient) and provides a method of generalizing
the It\^o integral for non-adapted integrands, see e.g., Kuo [7], Malliavin [9], Nualart [11]. Let
us explain slightly more in detail in terms of white noise $\mathbb{A}eory$ (see Section 2). Let
$(E)\subset\Gamma(H)=\Gamma(L^{2}(R))\subset(E)$
be the $h$da-Kub -Takenaka space of white noise functions. The stochastic gradient $\nabla$ is
defined for a white noise ftnction $\phi$ (in a suitable domain) by
$\nabla\phi(t)=a_{t}\phi$,
where $a_{t}$ is the annihilation operator at a point $t\in$ R. Then $\nabla$ becomes a linear map from
a suitable domain of white noise frnctions into a space of $L^{2}$-functions with values in white
noise functions, i.e., a space of stochastic processes. The adjoint map $\delta$ of V maps an $L^{2_{-}}$
fimction O With values in white noise functions (i.e., a stochastic process) to a whuite noise
fimction. We call $\delta(\Phi)$ the Hitsuda-Skorohod integral, see Sections 3.1 and 4.1.
In the quantum context there are three quantum stochastic integrals, namely, against the
annihilation, creation and conservation processes. Accordingly, we need to introduce three
stochastic gradients. Our idea is based on the kemel theorem that ensures the isomorphism
$\mathcal{L}((E),(E))\underline{\approx}(E)\otimes(E)^{*}$ .
Here an element in $t((E),(E))$ is called awhite noise operator. A time-indexed white noise
operator: $=\iota_{-}^{-}(\iota);t\in R$} is our quantum stochastic process for which we define integrals.
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Thanks to the canonical isomorphi$sm$, we may define quantum stochastic gradients for




Through the canonical isomorphism, each $\nabla^{e}$ is regarded as a linear map from a certain space
ofwhite noise operators into an $L^{2}$-space with values in white noise operators (i.e., a space of
quantum stochastic processes). These maps are called the annihilation, creanon and conser-
vation $g\prime ud\dot{\varphi}ms$, respectively. The precise definition will be given in Section 3.
The adj\’oint map of $\nabla^{\epsilon}$, denoted by $\delta^{\epsilon}$ , maps an $L^{2}$-function: with values in white noise
operators (a quantum stochastic process) to a white noise operator. We call $\delta^{+}(--),$ $\delta^{-}(--)$
and $\delta^{0}(--)$ the creation, annihilation and conservation integrals, respectively. The details will
be found in Section 4. Our approach is expected to be $advantag\infty us$ to systematic study of
regularity properties of quantum stochastic integrals and quantum martingales, for relevant
study see Ji [3], Ji-Obata $[5, 6]$ .
2 Quantum White Noise Calculus
2.1 White Noise Distributions
Let $L_{R}^{2}(R,dt)$ be the Hlbert space ofR-valued square-integrable ftnctions on the real line
$\mathbb{R}$, which is often considered as the time axis. Let $S(R)$ be the space of rapidly decreasing
functions equipped with the canonical topology, and $S’(\mathbb{R})$ its dual space, i.e., the space of
so-called tempered distnibutions. The real Gelfand triple:
$S(R)\subset L_{R}^{2}(\mathbb{R},dt)\subset S’(R)$ (2.1)
is our starting point. Since the inner product of $L_{R}^{2}(\mathbb{R},dt)$ and the canonical bilinear form on
$S’(\mathbb{R})xS(R)$ are compatible, they are denoted by the same symbol $\langle\cdot, \cdot\rangle$ . For simplicity, the
$complexific\hat{\dot{\mathfrak{W}}}on$ of (2.1) is denoted by
$E\subset H=L^{2}(R)\subset E^{\cdot}$.
(Throughout this paper $L^{2}(\ldots)$ means the complex $L^{2}$-space.) The canonical C-bilinear form
on $E^{*}xE$ is denoted again by $\langle\cdot, \rangle$ so the norm of $H$, denoted by $|\cdot|_{0}$ , satisfies $|\xi|_{0}^{2}=\langle\xi,\xi\rangle$
for $\xi\in H$.
It is well known that the topology of $E$ is defined by means of the differential operator
$A=1+t^{2}-d^{2}/dt^{2}$ acting in $H$. For each $p\geq 0,$ $E_{p}=Dom(A^{p})$ becomes a Hilbert space
with norm $|\xi|_{p}=|A^{p}\xi|_{0}$ and $E_{-p}$ denotes the completion of $H$ with respect to the norm
$|\xi|_{-p}=|A^{-p}\xi|_{0}$ . Then we obtain a chain ofHilbeIt spaces:
... $cE_{p}\subset\cdots\subset H\subset\cdots\subset E_{-p}\subset\cdots$ .
Note that $E_{-p}$ is identified with the strong dual space $ofE_{p}$ through the canonical $\mathbb{C}$-bilinear
form. Finally, we have topological isomorphisms:
$cE\underline{\approx}proj\lim E_{p}parrow\infty$ $E^{\cdot} \cong ind\lim_{arrow p\infty}E_{-p}$ .
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There exists an orthonormal basis $\{e_{j}\}_{i=0}^{\infty}\subset E$ of $H$ such that $Ae_{l}=(2i+2)e_{l},$ $i=0,1,2,$ $\ldots$ .
Hence $A^{-1}$ is ofHilbert-Schmidt $\mathfrak{h}^{r}pe$ and $E$ is a countably Hilbert nuclear space. The constant
number
$\rho=||A^{-1}$ lop $= \frac{1}{2}$
plays an important role in norm estimates in white noise calculus.
The (Boson) Fock space over $E_{p}$ is defined by
$\Gamma(E_{p})=\{\phi=(f_{n})_{n=0}^{\infty}$ ; $f_{n}\in\hat{P}_{p}^{n},$ $|| \phi||_{p}^{2}=\sum_{n=0}^{\infty}n!|f_{n}|_{p}^{2}<\infty\}$ .
Then we obtain a chainn ofFock spaces:
$...\subset\Gamma(E_{p})\subset\cdots$ \subset r( )\subset ... $\subset\Gamma(E_{-p})\cdots$
and, as limit spaces we define
$(E)= proj\lim_{\infty parrow}\Gamma(E_{p})$
, $(E)= in_{P}\underline{d}\lim_{\infty}\Gamma(E_{-p})$.
It is known that $(E)$ is a countably Hilbert nuclear space. Consequently, we obtain a complex
Gelfand triple:
$(E)\subset\Gamma(H)\subset(E)$ ,
which is $ref\varphi ed$ to as $\bm{i}e$ i&-Kilb -Takenaka space. The dual space $\Gamma(H)$ is identifi$ed$ with
itself through the canonical $\mathbb{C}$-bilinear form.
By definition the topology of $(E)$ is defined by the norms
$|| \phi||_{p}^{2}=\sum_{n\triangleleft}^{\infty}n!|f_{n}|_{p}^{2}$ , $\phi=(f_{n})$ ,
where $p$ runs over R. On the other hand, for each $\Phi\in(E)^{*}$ there exists $p\geq 0$ such that
$\Phi\in\Gamma(E_{-p})$ and
$|| \Phi||_{-p}^{2}\equiv\sum_{n=0}^{\infty}n!|F_{n}|_{-P}^{2}<\infty$, $\Phi=(F_{n})$ .
${\rm Re}$ canonical $\mathbb{C}$-bilinear form on $(E)\cross(E)$ takes the form:
$\langle\langle\Phi, \phi\rangle\rangle=\sum_{n=0}^{\infty}n\downarrow\langle F_{n}, f_{n}\rangle$ , $\Phi=(F_{n})\epsilon(E)$ , $\phi=(f_{n})\epsilon(E)$ .
2.2 White Noise Operators
A continuous linear operator from $(E)$ into $(E)$ is called a white noise operator. The
space of wlute noise operators is denoted by $\mathcal{L}((E), (E)^{*})$ and is equipped with the bounded
convergence topology. The white noise operators cover a wide class ofFock space operators,
for example, $l((E),(E)),$ $\mathcal{L}((E)^{*},(E))$ and L(\Gamma ( ), $\Gamma(H)$) are subspaces of $l((E),(E))$. Note
that $\mathcal{L}$($\Gamma(H)$ ,\Gamma ( )) is the space ofbounded operators on $\Gamma(H)$ .
Since $(E)$ is a nuclear space, by the kemel $th\infty rem$ we have the canonical isomorphism:
$K:\mathcal{L}((E),(E))arrow\approx(E)^{*}\otimes(E)$ , (2.2)
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which is defined by
$\langle\langle--\phi, \psi\rangle\rangle=\langle\langle K_{-}^{-}, \psi\otimes\phi\rangle\rangle$ , $\phi,\psi\in(E)$ .
In (2.2) the symbol $\otimes$ means the $\pi$-tensor product of topological vector spaces. As restrictions
$ofK$ we obtain similar isomorphisms such as
$\mathcal{L}((E)^{*},(E))\underline{\approx}(E)\otimes(E)$ , $l((E), (E))\underline{\approx}(E)\otimes(E)$ ,
$\mathcal{L}((E), (E))\underline{\approx}(E)^{*}\otimes(E)$ , $\mathcal{L}$($(E)^{*}$ , r( ))\cong r( )\otimes (E), etc.
Particular attention should be paid to l(\Gamma ( ), $\Gamma(H)$). Note that the Hlbert space tensor prod-
uct r( )\otimes r(H) is isomorphic to the space ofMlbert-Schmidt operators $\mathcal{L}_{2}(\Gamma(H),\Gamma(H))$ .
For each $x\in E^{\cdot}$ we define
$a(x)$ :\phi =(fn) $\mapsto((n+1)x\otimes_{1}\int;_{+1})_{n*0}^{\infty}$ ,
where $x\otimes_{1}f_{n}$ stands for the contraction. It is well known that $a(x)\in \mathcal{L}((E).(E))$ . We call
$a(x)$ the amihilation operator associated with $x$. The adjoint operator $a(x)\in \mathcal{L}((E),(E)^{*})$ is
given by
$a(x):\phi=(f_{n})_{n\overline{-}0}^{\infty}\}arrow(x@f_{n-1})_{n\cdot 0}^{\infty}\wedge$, (understanding $f_{-1}=0$),
and is called the creation operator associated with $x$. In particular, for each $t\in R$ we put
$a_{t}=a(\delta_{t})$ , $a \int=a(\delta_{t})$ .
${\rm Re}$ pair $\{a_{t},a_{t} ; t\in \mathbb{R}\}$ is called he quantum white noise, for a survey see e.g., Ji-Obata [4].
3 QuantUm Stochastic Gradients
3.1 Classical stochastic gradient
For a suitable $\phi$ in $\Gamma(H)$ or in alarger space the (classical) stochastic gradient is defined by
$\nabla\phi(t)=a_{t}\phi$, $t\in \mathbb{R}$,
whenever the map $t\succarrow a_{t}\phi$ is given a meaning according to a context. Our ffamework has a
significant advantage for avery regular property of the quantum white noise.
Lemma 3.1 The map $t$ \rightarrow at is an $L((E),(E))$-valued rapidly decreasingfunction, $i.e.$ , belong
to $S(\mathbb{R})\otimes l((E),(E))\approx \mathcal{L}((E),S(\mathbb{R})\otimes(E))\underline{\approx}S(\mathbb{R},\mathcal{L}((E).(E)))$.
As a result, the stochastic gradient
$\nabla$ : $(E)arrow S(\mathbb{R})\otimes(E)\underline{\simeq}S(\mathbb{R}, (E))$ (3.1)
becomes a continuous linear map. For applications we need to extend the domain of V in
(3.1). For $\phi=(f_{n})\in(E)$ we set
$|| \phi||_{D}^{2}=\sum_{n\cdot 0}^{\infty}(n+1)n!|f_{n}|_{0}^{2}$ .
Then $D=\{\phi\in(E)^{*} ; ||\phi||_{D}<\infty\}$ is a subspace of \Gamma ( ) and becomes a Hilbelt space equipped
with the norm $||\cdot||_{D}$ . The dual space is identified with $D=\{\Phi\in(E)^{*};$ $||\Phi||_{D}\cdot<\infty$ ), where
$||\Phi||_{D}^{2}$. $= \sum_{n=0}^{\infty}(n+1)^{-1}n!|F_{n}|_{0}^{2}$ , $\Phi=(F_{n})\in(E)^{*}$ . (3.2)
Then we have
(E)\subset D\subset \Gamma ( )\subset DI $\subset(E)$ .
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Lemma 3.2 The map V in (3.1) is extended uniquely to a continuous linear $m\varphi\ovalbox{\tt\small REJECT} mD$ into
$L^{2}(\mathbb{R})\otimes\Gamma(H)$ er $L^{2}(\mathbb{R},\Gamma(H))$ . Denoting the extension by the same symbot we have
$||\nabla\phi||_{L^{2}(R,\Gamma(H))}\leq||\phi||_{D}$ , $\phi\in D$ .
PROOF. For $\phi=(f_{n})\in(E)$ we have
$|| \nabla\phi||_{L^{2}(R,\Gamma(H))}^{2}=\int_{R}||a_{t}\phi||_{0}^{2}dt=\sum_{n\simeq 0}^{\infty}n!\int_{R}|(n+1)f_{n+1}(t, \cdot)|_{0}^{2}dt$
$= \sum_{n=0}^{\infty}(n+1)(n+1)!|f_{n+1}|_{0}^{2}\leq\sum_{n=0}^{\infty}(n+1)n!|f_{n}|_{0}^{2}=||\phi||_{D}^{2}$ ,
which proves the asserion. 1
A further extension is possible.
Lemma 3.3 The map $\nabla$ in (3.1) is exten&d uniquely to a continuous linear mapfrom r( )
into $L^{2}(R)\otimes D^{\cdot}\underline{\simeq}L^{2}(R,D^{\cdot})$. Denoting the extension by the same symbol we have
$||\nabla\phi||_{L^{2}(R.D)}\leq||\phi||_{\Gamma\langle H)}$ , $\phi\in\Gamma(H)$ . (3.3)
hoop. For $\phi=(f_{n})\in(E)$ we have
$|| \nabla\phi||_{L^{2}(R.D)}^{2}=\int_{R}||a_{t}\phi||_{D^{*}}^{2}dt$ . (3.4)
In view of (3.2) we have
$||a_{t}\phi||_{D}^{2}$. $= \sum_{n\cdot 0}^{\infty}(n+1)^{-1}n!|(n+1)f_{n+1}(t, \cdot)|_{0}^{2}=\sum_{n\cdot 0}^{\infty}(n+1)!|f_{n+1}(t, \cdot)|_{0}^{2}$ ,
so (3.4) becomes
$|| \nabla\phi||_{L^{2}(Rn\cdot)}^{2}=\sum_{n=0}^{\infty}(n+1)!\int_{R}|f_{n+1}(t, \cdot)|_{0}^{2}dt=\sum_{n=0}^{\infty}(n+1)!|f_{n+1}|_{0}^{2}\leq||\phi||_{\Gamma(H)}^{2}$ .
This proves (3.3). $\blacksquare$







$S(\mathbb{R},(E))$ $arrow$ $L^{2}(R,\Gamma(H))$ $arrow$ $L^{2}RD^{\cdot}$),
where the right arrows are continuous injections (inclusions) and the down arrows are contin-
uous linear maps which differ in domains but are denoted by the symbol $\nabla$ . We refer to V as
the (classical) stochastic gradient. The stochastic gradient V with the domain $D$ appears often
in literatures, see e.g., Kuo [7], Nualart [11].
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Proposition 3.4 Let $;\in L^{2}(\mathbb{R})$. Then we have
$a( \zeta)\phi=\int_{R}\zeta(t)\nabla\phi(t)dt$ , $\phi\in D$ , (3.6)
and
$\langle\langle a(\zeta)\phi, \psi\rangle\rangle=\langle\langle\nabla\phi,\zeta\otimes\psi\rangle\rangle$, $\phi eD$ , $\psi\in\Gamma(H)$ . (3.7)
A similar statement is truefor $\phi\in\Gamma(H)$.
PROOF. Let $\psi\in$ r( ) and $\zeta\in$ . If $\phi\in(E)$, we have
$\int_{R}\zeta(t)\langle\langle\nabla\phi(t),\psi\rangle\rangle dt=\int_{R}\zeta(t)\langle\langle a_{t}\phi,\psi\rangle\rangle dt=\int_{R}\langle\langle\zeta(t)a_{t}\phi,\psi\rangle\rangle dt=\langle\langle a(\zeta)\phi,\psi\rangle\rangle$ . (3.8)
We know by elementary calculation that $a(\zeta)\in l(D,\Gamma(H))$ . Hence the right-hand side is
continuous in $\phi\in D$. On the other hand, for $\phi\in D$ the function $t\ovalbox{\tt\small REJECT}\mapsto\langle\langle\nabla\phi(t),\psi\rangle\rangle$ belongs to
$L^{2}(R)$ and
$\int_{R}\zeta(t)\langle\langle\nabla\phi(t),\psi\rangle\rangle dt=\int_{R}\langle\langle\nabla\phi(t),\zeta(t)\psi\rangle\rangle dt=\leq\langle\nabla\phi, ; \otimes\psi\rangle\rangle$,
which is continuous in $\phi\in D$. Therefore, we see from (3.8) that
$\int_{R}\zeta(t)\langle\langle\nabla\phi(t),\psi\rangle\rangle dt=\langle\langle a(\zeta w,\psi\rangle\rangle$
is valid for all $\phi\in D$, which proves (3.6). During the above discussion (3.7) has been already
shown. 1
3.2 Creation gradient
We first define $\tilde{\nabla}^{+}$ by compositions of continuous maps as follows:
$\tilde{\nabla}^{+}:$ $\Gamma(H)\otimes(E)arrow^{\nabla\Phi I}L^{2}(R,D^{\cdot})\otimes(E)arrow-L^{2}(\mathbb{R},D^{\cdot}\otimes(E))$, (39)
where (3.5) is taken into account. The above isomorphism needs clarification. It follows from
a general property of a coumtably Hilbert nuclear space [12, Proposition 1.3.8] we have




where the right hand sides are the Hilbert space tensor products. Taking in mind $4ie$ isomor-
phisms:




whichjustifies the isomorphism in (3.9).
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$= proj\lim_{\infty parrow}L^{2}(R.l_{2}(\Gamma(E_{-p}),D^{\cdot}))$ ,
where $l_{2}$ denotes the space of Hilbert-Schmidt operators between Hilbert spaces. It then
follows from (3.3) that
$||\nabla^{+-}-||_{L^{2}(R.X_{2}\{\Gamma(E_{-p}).D))}\leq||\Xi||x_{2(\Gamma(E_{-p}).\Gamma(H))}$ . (3.11)
In a similar fashion we can define the creation gradient on different domains. Among
others, we note the following:
$\nabla^{+}:$ $\mathcal{L}((E),\Gamma(H))arrow\approx\Gamma(H)\otimes(E)^{*}arrow^{\nabla\Phi I}L^{2}(R,D^{*})\otimes(E)$
$arrow\underline{\simeq}L^{2}(\mathbb{R},D^{\cdot}\otimes(E))arrow\cong L^{2}(\mathbb{R}.\mathcal{L}((E),D^{\cdot}))$ , (3.12)
where the last two spaces are defined by
$L^{2}( \mathbb{R},t((E),D’))\underline{\approx}L^{2}(\mathbb{R},D^{\cdot}\otimes(E)^{*})=ind\lim_{arrow p\infty}L^{2}(\mathbb{R},D^{\cdot}\otimes\Gamma(E_{-p}))$.
Having defined the creation gradient with two different domains (3.10) and (3.12), we can
summarize into the following diagram:
$l((E),\Gamma(H))$ $arrow$ $\mathcal{L}((E),\Gamma(H))$
$\nabla^{+}\downarrow$ $\downarrow v+$ (3.13)
$L^{2}(R,\mathcal{L}((E),D^{*}))arrow L^{2}(\mathbb{R},\mathcal{L}((E),D^{\cdot}))$ .
It is also interesting to discuss the creation gradient acting on Hilbert-Schmmidt operators.
Note that $\mathcal{L}_{2}(\Gamma(H),\Gamma(H))$ is a subspace of $l((E),\Gamma(H))$ .
Proposition 3.5 $n_{ecoea\hslash on}$ graxiient gives nse to a continuous linearmap:
$\nabla^{+}:$ $l_{2}(\Gamma(H),\Gamma(H))arrow L^{2}(R,\mathcal{L}_{2}(\Gamma(H).D^{\cdot}))$ .
Moreover, it holds that
$||\nabla^{+-}-||_{L^{2}G.l_{2}(\Gamma(H).n\cdot))}\leq||\Xi||_{\mathcal{L}_{2}(F(H).\Gamma(H))}$ , $–\epsilon l_{2}(\Gamma(H),\Gamma(H))$.
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The proof is similar to the argument of (3.10) and (3.12). The next result shows a role of
the creation gradient, cf Proposition 3.4 for the classical case.
Theorem 3.6 $Let–\in \mathcal{L}((E),\Gamma(H))$. Then, for $\zeta\in H=L^{2}(\mathbb{R})$ the $composi\hslash ona(\zeta)_{-}^{-}is$
defined as a continuous operator in $\mathcal{L}((E), D)$ and admits the integral expression:
$a( \zeta)\Xi=\int_{R}\zeta(t)\nabla^{+-}-(t)dt$. (3.14)
Similar statements remain validfor: $\epsilon l((E).\Gamma(H))$ and $\Xi\in$ L2(r( ). $\Gamma(H)$).
PROOF. That the composition $a(\zeta)_{-}^{-}$ is defined and belongs to $t((E).D^{\cdot})$ is verified by
definition and an elementary norm estimate of annihilation operators.
We show (3.14). Let $\Phi\in(E)$ and $\psi\in D$ . Then $t\ovalbox{\tt\small REJECT}\mapsto\langle\langle\nabla^{+}\Xi(t)\Phi,\psi\rangle\rangle$ belongs to $L^{2}(\mathbb{R})$ . In
fact, $ch\infty singp\geq 0$ such that $\Phi\in\Gamma(E_{-p})$ , we see ffom (3.11) that
$|\langle\langle\nabla^{+}\Xi(t)\Phi,\psi\rangle\rangle|\leq||\nabla^{+}\Xi(t)\Phi||_{n}\cdot||\psi||_{D}\leq||\nabla^{+-}-(t)||_{\mathcal{L}_{l}(\Gamma(E_{-p}).0)}||\Phi||_{-P}||\psi||_{D}$.
Since $\nabla^{+}\Xi\in L^{2}(\mathbb{R}\mathcal{L}_{2}(\Gamma(E_{-p}), D‘))$ by (3. 11), we have
$\wedge:\int_{R}|\langle(\nabla^{+}\Xi(t)\Phi.\psi\rangle\rangle|^{2}dt\leq||\Phi||_{-P}^{2}||\psi||_{D}^{2}\int_{R}||\nabla^{+-}-(t)||_{l_{2}(\Gamma(E_{-p})D)}^{2}dt<\infty$.






We see from Proposition 3.4 that the last expression becomes $\langle\langle a(\zeta)\Xi\Phi,\psi\rangle\rangle$. Consequently,
$\int_{R}\zeta(t)\langle\langle\nabla^{+}\Xi(t)\Phi,\psi\rangle\rangle dt=\langle\langle a(\zeta)_{-}^{-}\Phi,\psi\rangle\rangle$ ,
which proves the assertion. 1
3.3 Annihilation gradient
We define $\nabla^{-}$ by $\infty mposi\dot{u}ons$ of continuous linear maps as follows:
$\nabla^{-}:$ $l(D^{\cdot},(E))arrow-(E)^{*}\theta Darrow^{I\otimes\nabla}(E)\otimes L^{2}(\mathbb{R},\Gamma(H))$
$arrow-\mathcal{L}(L^{2}(R\Gamma(H)).(E))arrow-L^{2}(\mathbb{R},l(\Gamma(H),(E)^{*}))$,
where the last space is defined by
$L^{2}(\mathbb{R},\mathcal{L}(\Gamma(H).(E)^{*}))\underline{\approx}L^{2}(\mathbb{R}(E)\otimes\Gamma(H))$ cr $in_{P}d\lim_{arrow\infty}L^{2}(\mathbb{R},\Gamma(E_{-p})\otimes\Gamma(H))$.
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$W_{1}th$ parallel argument for $\mathcal{L}(D^{*}, (E))$ we obtain
$l(D^{\cdot}, (E))$ $arrow$ $l(D^{\cdot}, (E))$
$\nabla^{-}\downarrow$ $\downarrow\nabla^{-}$ (3.15)
$L^{2}(\mathbb{R},\mathcal{L}(\Gamma(H),(E)))arrow L^{2}(\mathbb{R},\mathcal{L}(\Gamma(H), (E)))$ .
We call $\nabla^{-}$ he annihilation gradient. As for Hilbert-Schmidt operators,
$\nabla^{-}:$ $\mathcal{L}_{2}(D^{*},\Gamma(H))arrow L^{2}(\mathbb{R},\mathcal{L}_{2}(\Gamma(H).\Gamma(H))$
becomes a continuous linear map.
Theorem 3.7 Let $\Xi\in \mathcal{L}(D^{\cdot},(E))$. Then, for $\zeta\in H=L^{2}(\mathbb{R})$ the composition $–a^{*}(\zeta)$ is defined
as a continuous operator in $X(\Gamma(H), (E))$ andadmits the integral expression:
$\overline{arrow}(\zeta)=\int_{R}\zeta(t)\nabla^{-}\Xi(t)dt$.
Moreover, it holds that
$\nabla^{--}-(t)=(\nabla^{+}\Xi^{*}(t))$ fir $a.e$. $t\in R$ .
Similar sutements remain validfor $\Xi\in l(D^{\cdot}, (E))$ and $\Xi\in \mathcal{L}_{2}(D‘, \Gamma(H))$.
The proof of the first half is similar to that of $Th\infty rem3.6$ . For the second half we need
only to note that
$\overline{(};)=(a(\zeta)\Xi\cdot)^{*}=(\int_{R}\zeta(t)\nabla^{+}\Xi\cdot(t)dt)=\int_{R}\zeta(t)(\nabla^{+-}-(t))^{*}dt$ .
3.4 Conservation gradient
We need the “diagonalized” tensor product V $\emptyset\nabla$ of the stochastic gradients. We begn
with the following.
Lemma 3.8 For any $p\geq 0$ and $q>0$ with $p+q>5/12$ thene exists a constant $C(\sim p.q)>0$
such that
$\sup_{1\epsilon R}||\nabla\psi(t)||_{p}^{2}\leq C(p,q)||\psi||_{p+q}^{2}$ , $\psi\epsilon(E)$ .
PROOF. We first note that
$\sup_{t\epsilon R}|\delta_{t}|_{-r}<\infty$
, $r> \frac{5}{12}$ ,
which is verified by mimicking the argument in Obata [13, Apprdix]. Then, for any pair of
$p.q$ satisfying the assumption, we have
$C( \sim p.q)=\max\{\rho^{2\varphi}(n+1)|\delta_{t}|_{-(\rho+q)}^{2}$ : $t\in \mathbb{R},$ $n=0.1,2,$ $\ldots\}<\infty$ . (3.16)
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Taking (3.16) into accoumt, we obtain
$||\nabla\psi(t)||_{p}^{2}\leq C(\sim p,q)||\psi||_{p+q}^{2}$ ,
which completes the proof. $\blacksquare$
For each $\phi\in D$ and $\psi\in(E)$ we define
$[(\nabla\otimes\nabla)\phi\otimes\psi](t)=\nabla\phi(t)\otimes\nabla\psi(t)$ , for a.e. $t\in R$ .
Then, with $ffie\neg$ help ofLemmas 3.2 and 3.8 one can show easily that
$\int_{R}||[(v\otimes\nabla)\phi\Phi\psi](\iota)||_{\Gamma(H)\Phi(E_{p})}^{2}dt\leq C(p,q)||\phi||_{D}^{2}||\psi||_{p+q}^{2}$ .
We then see that
V $\otimes\nabla$ : $D\otimes(E)arrow L^{2}(R,\Gamma(H)\otimes(E))$
is a continuous linear map. The conservation grudient is now defined by compositions of
continuous linear maps:
$\nabla^{0}$ : $\alpha \mathcal{L}((E)^{*},D)arrow-D\otimes(E)arrow L^{2}(\mathbb{R},\Gamma(H)\otimes\nabla\otimes\nabla(E))arrow-L^{2}(R,l((E),\Gamma(H)))$.
In a similar manner,
$\nabla^{0}$ : $\mathcal{L}((E),\Gamma(H))arrow\approx$ r( ) $\otimes(E)-\nabla\otimes\nabla L^{2}(\mathbb{R},D^{\cdot}\otimes(E))arrow\approx L^{2}(\mathbb{R},\mathcal{L}((E),D^{\cdot}))$




4 Quantum Stochastic Integrals
4.1 The Hitsuda-Skorohod integral
The classical stochastic integral of Hitsuda-Skorohod type is defined by means of the
adjoint action ofthe classical stochastic gradient. Let $\delta$ denote the adjoint map of the classical
stochastic gradient V: $Darrow L^{2}(\mathbb{R},\Gamma(H))$, see (3.5). Then,
$\delta=\nabla\cdot$ : $L^{2}(R,\Gamma(H))arrow D^{*}$
152
becomes a continuous linear map, which is sometimes called the divergence operator. By
definition it holds that
$\langle\langle\delta(\Psi), \phi\rangle\rangle=\int_{R}\langle\langle\Psi(t), \nabla\phi(t)\rangle\rangle dt$, $\phi\in D$, $\Psi\in L^{2}(\mathbb{R},\Gamma(H))$ . (4.1)
Then $\delta(\Psi)$ is called the $Hitsuk-Skorohod$ integral.
The quantum stochastic integrals ofHitsuda-Skorohod type are defined in the same spirit,
where the quantum stochastic gradients play a role.
4.2 Creation integral
The credtion integral $\delta^{+}$ is by definition the adjoint map of the creation gradient $\nabla^{+}$ . From
(3.13) we obtain easily he following diagram:
$L^{2}(\mathbb{R},\mathcal{L}((E)^{*},D))arrow L^{2}(R,\mathcal{L}((E),D))$
$\delta^{+}\downarrow$ $\downarrow\delta^{\dagger}$
$\mathcal{L}((E)^{*},\Gamma(H))$ $arrow$ $l((E),\Gamma(H))$ .
Similarly ffom Proposition 3.5 we obtain a continuous linear map:
$\delta^{+}:$ $L^{2}(\mathbb{R},l_{2}(\Gamma(H),D))arrow \mathcal{L}_{2}(\Gamma(H),\Gamma(H))$.
The creation integral is expressible in terms of the (classical) Hitsuda-Skorohod integral.
Proposition 4.1 For $\Xi\in L^{2}(R,\mathcal{L}((E),D))$ it holds that
$\delta^{+}(--w=\delta(--\phi), \phi\in(E)$ , (4.2)
where $–\phi\in L^{2}(R,\Gamma(H))$ is defined by $(–\phi)(t)=\Xi(t)\phi$.
PROOF. Taking $\delta^{+}(--)\in \mathcal{L}((E),\Gamma(H))$ into accoumt, we consider
\langle$\langle\delta^{+}(--)\phi,\psi$ , \phi \in ( ), $\psi\in\Gamma(H)$. (4.3)
Let V‘ : $\Gamma(\hat{\dot{H}})\otimes(E)arrow L^{2}(\mathbb{R}.D^{*}\otimes(E))$ be the same as in (3.9) and
$\tilde{\delta}^{+}:$ $L^{2}(KD\otimes(E)^{*})arrow\Gamma(H)\otimes(E)^{*}$
its adjoint operator. Comparing with (3.10) we see that
$\nabla^{+}=K^{-1}o\tilde{\nabla}^{+}oK$, $\delta^{+}=K^{-1}o\tilde{\delta}^{+}oK$
With these notations we calculate (4.3):
$(5$ ( )\phi , $\psi\rangle\rangle$ $=$ $K$( $5$ ( )), $\psi\otimes\phi\rangle\rangle$ $=\langle\langle 6$ (K( )), $\psi\otimes\phi\rangle\rangle$
$=\langle\langle K_{-}^{-},\tilde{\nabla}^{+}(\psi\otimes\phi)\rangle\rangle=\langle\langle K_{-\prime}^{-}(\nabla\psi)\otimes\phi\rangle\rangle$
$= \int_{R}\langle\langle K_{-}^{-}(t),\nabla\psi(t)\otimes\phi\rangle\rangle dt=\int_{R}\langle\langle--(t)\phi.\nabla\psi(t)\rangle\rangle dt$.
${\rm Re}$ last integral is the Hitsuda-Skorohod integral, see (4.1). Thus,
$\langle\langle\delta^{+}(--)\phi,\psi\rangle\rangle=\int_{R}\langle\langle--(t)\phi,\nabla\psi(t)\rangle\rangle dt=\int_{R}\langle\langle(--\phi)(t),\nabla\psi(t)\rangle\rangle dt=\langle\langle\delta(--\phi),\psi\rangle\rangle$ ,
which proves (4.2). $\blacksquare$
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4.3 Annihilation Integral
The $annihilation\wedge$ integral $\delta^{-}$ is by definition the adjoint map of the $\bm{r}nihila\dot{b}on$ gradient
$\nabla^{-}$ . In view of (3.15) we obtain
$L^{2}$($\mathbb{R}$,l(\Gamma ( ), $(E))$) $arrow L^{2}(\mathbb{R},l(\Gamma(H), (E)))$
$\delta^{-}\downarrow$
$\downarrow 5^{-}$
$l(D.(E))$ $arrow$ $l(D, (E)^{*})$ .
For Hilbert-Schmidt operators we have
$\delta^{-}$ : $L^{2}(\mathbb{R},l_{2}(\Gamma(H),\Gamma(H)))arrow \mathcal{L}_{2}(D,\Gamma(H))$ .
In a similar fashion as in Proposition 4.1 we have the following
Proposition 4.2 For $\Xi\in L^{2}(R\mathcal{L}(\Gamma(H).(E)))$ it holds that
$\delta^{-}(\Xi)\phi=\int_{R}\Xi(t)(\nabla\phi(t))dt$, $\phi\in D$ . (4.4)
Remark It is interesting to compare the results in Propositions 4.1 and 4.2 in the following
forms:
$\langle\langle\delta^{+}(\Xi)\phi,\psi\rangle\rangle=\int_{R}\langle\langle--(t)\phi,\nabla\psi(t)\rangle\rangle dt$ . (4.5)
$\langle\langle\delta^{-}(--)\phi,\psi\rangle\rangle=\int_{R}\langle\langle\Xi(t)(\nabla\phi(t)),\psi\rangle\rangle dt$ . (4.6)
Then one can expect a direct $rela\dot{b}on$ between the creation and annihilation integrals, namely,
($\delta$ ( )). $=\delta^{+}(\Xi\cdot)$ .
In fact, the above relation is true for several classes of $\Xi$ . However, for the proofthe domains
for the creation and annihilation integrals introduced in this note is not sufficient and we need
to introduce their complementary domains. ${\rm Re}$ full details will appear in the forthcoming
paper Ji-Obata [6].
4.4 Conservation Integral
The conservation integral is defined to be the adjoint map of the conservation yadient.





In a similar fashion as in Proposiuons 4.1 and4.2 we have the following
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Proposition 4.3 For $\Xi\in L^{2}(\mathbb{R},l((E),\Gamma(H)))$ it holds that
$\delta(--)\phi=\delta(\Xi\nabla\phi)$, $\phi\in(E)$ , (4.7)
$whe\prime e--\nabla\phi\in L^{2}(\mathbb{R},\Gamma(H))$ is defnedby $\Xi\nabla\phi(t)=\Xi(t)(\nabla\phi(t))$.
Remark For $comp\dot{\bm{t}}son$ with (4.5) and (4.6) we record the following
$\langle\langle\delta^{0-}(-)\phi,\psi\rangle\rangle=\int_{R}\langle\langle\Xi(t)\nabla\phi(t),\nabla\psi(t)\rangle\rangle dt$ .
Remark The results in Propositions 4.1-4.3 clarify the relation to the works by Belavkin
[1] and Lindsay [8]. In their approaches, using the classical stochastic integrals for suitably
chosen $\Xi=\{\Xi(t)\}$ and $\phi$, the quantum $stochas\dot{u}c$ integrals are defined by the right-hand sides
of (4.2), (4.4) and (4.7). Our quantum stochastic integrals are defined directly for $\Xi=t_{-}^{-}(t)$}.
These tvvo approaches yield the same quantum $stochasf\dot{l}c$ integrals for a common domain.
Remark In some literatures the $Etsuda-Skorohod$ integral is denoted by
$\delta(\Psi)=\int_{R}\Psi(t)\delta B_{t}$ ,
where $\{B_{t}\}$ is the standardBrownian motion, see e.g., Nualart [11]. It wouldbe then reasonable
to wnite
$\delta^{+}(--)=\int_{R}-AtpA_{t}^{\cdot}$ , $\delta^{-}(\Xi)=\int_{R}--(t)\delta A_{t}$ , $\delta^{0}(--)=\int_{R}--(t)\delta\Lambda;$ ,
where $\{A_{t}^{\cdot}\},$ $\{A_{t}\}$ and $\{\Lambda_{t}\}$ are the creation, annihilation and conservation processes.
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