Estimation procedure of the finite population proportion and distribution function is considered. Based on a logistic regression model, an approximately modeloptimal estimator is defined and conditions for the estimator to be design-consistent are given. Simulation study shows that the model-optimal design-consistent estimator defined under a logistic regression model performs well in estimating the finite population distribution function.
Introduction
One of the common finite population parameters of interest in practice is the population proportion. In designing a survey, many questions are designed to use a nominal scale to estimate the proportion of the subpopulation that has a certain characteristic of interest. Because the finite population proportion can be expressed as a population mean of the dichotomous variable that takes a value 0 or 1, the study on the population proportion estimation has been done as a special case of the population mean estimation. One of a few studies focusing on finite population proportion estimation is from Valliant et al. (2000) . They considered the logistic regression model to obtain a maximum likelihood type predictor and investigated model properties of the estimator. But the design properties of the estimator were not investigated.
Estimation of the population mean of a dichotomous variable has been intensively studied to obtain an efficient estimator of the population distribution function. The distribution function at |t| < ∞, F N (t) = N model. Wu and Sitter (2001) considered a nonlinear model as well as a linear model to describe the relationship between the variable of interest and auxiliary variables. They derived a regression type estimator using the distribution of the predicted values of unobserved observations. Recently Harms and Duchesne (2006) suggested a regression type estimator where the population distribution function of the auxiliary variables is used as an auxiliary information. Many theoretical and empirical studies show that there is no single sharp winner among the estimators developed in estimating the population distribution function. See, Chambers et al. (1992) .
In this paper, we consider a model-optimal estimation procedure in estimating the population proportion under a logistic regression model. We give the condition under which the model-optimal estimator is also design consistent. An approximation of the estimator is derived to obtain a reasonable variance estimator. Through a simulation study, we compare the small sample performance of the estimators in estimating the population proportion and the population distribution function.
Model-Optimal Prediction
Assume that the finite population of binary variables, y i , i = 1, . . . , N , is a random sample from a superpopulation model
and 
Let β N denote the MLE obtained by solving the likelihood equation
where
and asymptotically model-efficient estimator of the superpopulation parameter β. With a sample of size n, we obtain a design consistent estimator of β N ,β, by solving the weighted likelihood equation
(2.5)
i , π i is an inclusion probability and A is a set of indices in the sample. Note that i∈A α i g(z i : β) is design unbiased to i∈U g(z i : β).
Under the assumption that auxiliary variable x i is known for all i ∈ U , consider the predictor of the population proportion based on the MLE of p i ,
where U \A is a set of indices that are not selected in the sample andp j is defined as (2.5). Valliant et al. (2000) suggested an estimator of the form (2.6) and investigated the properties of the estimator using a prediction approach.
In a large scale survey, design consistency is often required to an estimator for the protection from model failure. Under the assumptions on the sequence of populations, samples and sampling designs described in Isaki and Fuller (1982) or Park and Yang (2008) , we define a sequence of estimatorsθ N of the population parameter θ N to be de-
, where the notation indicates that the N th finite population,
, is held fixed and the probability depends only on the sampling design. If the sampling design and the superpopulation model satisfy certain conditions, the estimator (2.6) is design-consistent.
Result: Assume z i = (x i , y i ) is a sequence of independent and identically distributed random vectors with finite fourth moment. Assume that the sequence of the finite populations and samples satisfies
where V zz,N is positive semi-definite a.s.. Assume for all β in a closed set B containing β N as an interior point,
lim 10) where β N andβ are solutions of (2.4) and (2.5) respectively. If there exist a column vector γ N such that
(2.12)
Proof : By assumption (2.11) and the fact thatβ is the solution of (2.5),
(2.13)
Note that |g(·)| < |x i | and functions g(·) and H(·) are continuous in β for all β in a closed interval B containing β N as an interior point, where β N is the solution of (2.4) and | · | is a norm of a vector. By assumption (2.8) and Theorem 1.3.8 in Fuller (2008) ,
(2.14)
Forβ ∈ B, by a Taylor expansion,
(2.15)
Note that function g(·) in (2.4) and (2.5) is a vector of the derivative of the objective function (2.3) and its design unbiased quantity and thus, assumption (2.10) is obtained by using a property of the objective function. See also Gallant (1987) . The conditions (2.7) and (2.8) are the conditions for the Horvitz-Thompson estimator (Horvitz and Thompson, 1952) of the population mean of a finite variable to be design consistent. For details on condition (2.7), see Isaki and Fuller (1982) . If the column of ones is in the column space of X N , the condition (2.11) is equivalent such that the column of inclusion probabilities is in the column space of X N . If we select a stratified random sample and stratum indicators are used as a set of auxiliary variables, a common practice, then condition (2.11) is satisfied. Also condition (2.11) is satisfied for equal probability sampling designs. Thus, if the design and model satisfy condition (2.11), then a model-optimal estimator (2.6) is also robust to model failure in a large sample framework. That is, the estimatorȳ mle converges in probability toȳ N even when the logistic regression model fails to describe the finite population. A design consistent estimator of the variance ofȳ mle can be obtained using the expression (2.16). One variance estimator is the Horvitz-Thompson variance estimator of N −1 i∈A α iêi , whereê i = y i −p i . For details, see Särndal et al. (1992) .
Simulation Study
To investigate the performance of the estimation procedures, we first considered the finite population generated from a logistic regression model. The two binary variables, Y 1 and Y 2 , were generated from the Bernoulli distribution, y i ∼ Bernoulli(p i ), where
x 1i ∼ N (2, 1) and x 2i ∼ N (1, 1). For the variable Y 1 , we used β = (−2, 2, 0) and β = (−0.5, 1, −0.5) was used for the variable Y 2 . A finite population of size N = 1, 000 was generated for the variables Y 1 and Y 2 . For the simulation study, 10,000 simple random samples of size n = 100 were selected from the finite population. We considered four estimators for the population mean of Y .
The Horvitz-Thompson estimator
2. The regression estimator
where z i = (1, x 1i ),z N is the population mean of z i andz HT = n −1 i∈A z i . 3. The model calibration estimator (Wu and Sitter, 2001) y mc =ȳ HT + p N −p HT γ, (3.4) 
] × 100 and the relative MSE is the Monte Carlo MSE of the estimators relative to that ofȳ HT . Generally, the regression estimator shows the best performance when the variable of interest has a linear relationship with auxiliary variables. However, the variable of interest is an indicator variable in our simulation study so the regression estimator has the large bias, although the largest one is less than 0.2%. Because the estimators are constructed based on x 1 only, the MSEs of the estimators for the Y 2 are larger than the MSEs of the estimator for Y 1 . For both variables Y 1 and Y 2 ,ȳ mc andȳ mle that are based on a logistic regression model show the better performances thanȳ reg andȳ HT .
We also considered an estimation of the population distribution function to investigate the small sample performance of the estimators. The variable of interest for the estimation of the population distribution function is a dichotomous variable and thus the estimator based on the logistic regression model could be a reasonable choice. In many previous studies, the performances of the population distribution function estimators were compared when the variable of interest has a linear relationship with auxiliary variables. We also considered a regression superpopulation model for y
where e i ∼ N (0, 4). To define a symmetric population distribution, we generated x i from the normal distribution with a mean of zero and a variance of nine. Let denote the symmetric population based on normal x as Y 3 . For the variable Y 4 having a skewed distribution, we generated x i from the χ 2 distribution with two degrees of freedom. For each variable Y 3 and Y 4 , we define seven indicator variables variable (3.6) is the population distribution function. To define a model calibration estimator of the form (3.4), we modified the estimator as Wu and Sitter (2001) did in their simulation such that the estimator satisfies the property of calibration. That is, if the estimator is applied to estimate the population distribution function of an auxiliary variable, it gives the true population distribution function of the auxiliary variable. The modified model calibration estimator is defined as (3.4) by replacingp k with I(δ 0 +δ 1 x k < q iP ), where (δ 0 ,δ 1 ) is the ordinary least squares estimator of the linear regression coefficient. For a simulation study, 10,000 simple random samples of size 100 were selected. Table 3 .2 shows the Monte Carlo properties of the estimators for the normal population. The relative bias is [P −1 (Ê(ȳ) − P )] × 100. For the middle or large value of P , all estimators have the negligible bias. For P = 0.05 and P = 0.10, regression estimator has the significant bias. The bias ofȳ mle is smaller thanȳ mc for all small P s. The relative MSE is the Monte Carlo MSE of the estimator relative to that ofȳ HT . For this symmetric population,ȳ mle is the most efficient estimator for all values of P . Table 3 .3 shows the Monte Carlo properties of the estimators in estimating the distribution function of a skewed distribution. In this skewed population,ȳ mc is not defined for P = 0.05 and P = 0.10 because no observation in the sample satisfies I(δ 0 +δ 1 x k < q iP ). Alsoȳ mc did not have solution in 3776 samples for P = 0.25, 95 samples for P = 0.90 and 702 samples for P = 0.95. For P =0.25, 0.90 and 0.95, we usedȳ HT whenȳ mc did not have a solution. Becauseȳ mc =ȳ HT when no solution forȳ mc is available, the estimatorȳ mc for P =0.25, 0.90 and 0.95 has a large MSE. For all P ,ȳ HT andȳ mle have a bias of less than 0.4%. The regression estimator has a significant bias for P = 0.05 and P = 0.10. Because the population is skewed to the right, simple random sample tends to have less units that are quite far from the mean and thus we have many negative biases. Regression estimator has the relatively large absolute bias for all P except P = 0.90 and P = 0.95. For a skewed distribution,ȳ mle has the smallest MSE in all P except for P = 0.05. For this skewed population, the regression estimator shows a better performance thanȳ mc with respect to MSE.
Discussion
As an estimator of the population proportion, we consider the approximately modeloptimal estimator based on the MLE of the logistic regression coefficient. Under the reasonable conditions on the sampling design and model, the efficient estimator obtained under the logistic regression model is also design-consistent. Simulation study shows that the defined estimator performs well in estimating the population proportion even when the significant auxiliary variable is missed in defining the estimator. The model-efficient design-consistent estimator also shows a better performance in estimating the population distribution than other estimators. However one should be cautious in generalizing the simulation results because the performances of the estimators were compared in a limited simulation set up. More general sampling designs and different parameters can be considered in the future study. Due to the poor performance in a simulation study, it is not recommended to use the model calibration estimator in predicting the skewed population distribution function.
