Abstract-This paper proposes an optimized LSB matching steganography based on Fisher Information. The embedding algorithm is designed to solve the optimization problem, in which Fisher information is the objective function and embedding transferring probabilities are variables to be optimized. Fisher information is the quadratic function of the embedding transferring probabilities, and the coefficients of quadratic term are determined by the joint probability distribution of cover elements. By modeling the groups of elements in a cover image as Gaussian mixture model, the joint probability distribution of cover elements for each cover image is obtained by estimating the parameters of Gaussian mixture distribution. For each sub-Gaussian distribution in Gaussian mixture distribution, the quadratic term coefficients of Fisher information are calculated, and the optimized embedding transferring probabilities are solved by quadratic programming. By maximum posteriori probability principle, cover pixels are classified as the categories corresponding to sub-Gaussian distributions. At last, in order to embed message bits, pixels chose to add or subtract one according to the optimized transferring probabilities of the category. The experiments show that the security performance of this new algorithm is better than the existing LSB matching.
I. INTRODUCTION
The aim of steganography is to hide secret message imperceptibly into a cover, so that the presence of hidden data cannot be diagnosed. But steganogrpahy faces the threaten of steganalysis. Steganalysis aims to expose the presence of hidden data. How to improve the security of steganography is an important problem.
In Least Significant Bit (LSB) replacement algorithm, the LSBs of cover elements are replaced with message bits. Some structural asymmetry (never decreasing even pixels and increasing odd pixels when hiding message bit) is introduced. It is easy to detect the existence of hidden message. A trivial modification of LSB replacement is LSB matching, which randomly increases or decreases pixel values by one to match the LSBs with the message bits. LSB matching is much harder to detect than LSB replacement algorithm. The embedding in LSB matching is similar to adding an independent and identically distributed (IID) noise sequence independent of cover. It is well known that values of neighboring pixels in natural images are not independent. Further more, there are complex dependences in the noise component of neighboring pixels [1] . These dependences are violated by LSB matching. Many steganalysis methods utilized this fact [1] [2]. The LSB matching also needs to be improved.
There are two kinds of approaches to improve steganography. The first approach is to preserve a chosen cover model in steganographic methods, such as modelbased (MB) steganography [3] [4], OutGuess [5] , the statistical restoration based steganographic algorithms [6] [7] , which preserve the first and second order statistics. Another strategy is to minimize a heuristically-defined embedding distortion. The steganography using tri-way pixel-value differencing [8] reduces the quality distortion of stego-image. Matrix embedding methods [9] [10] [11] minimize the change number of cover elements by linear codes, and the change number is predefined as embedding distortion. Many other syndrome codes steganographic methods, such as steganography using wet paper codes [12] , steganographic algorithms using syndrome trellis codes [13] [14] [15] [16] , minimize the more complex embedding distortion. According to experiments, the above steganographic methods have the better performance.
In this paper, we propose an optimized LSB matching steganography based on Fisher information. It can National Nature Science Foundation of China (Grant No.60970141, 60903220) corresponding author: Yi-feng Sun, yfsun001@163.com. demonstrate the security improvement in the sense of Kullback Leibler (KL) divergence. Firstly, we introduce the relation between KL divergence and Fisher information, and explain why Fisher information can be used to improve steganographic security. Then we present an embedding optimization framework based on Fisher information. In the framework, an embedding algorithm is designed to solve the optimization problem whose objective is minimizing the Fisher Information. The optimized LSB matching algorithm is an instance of the framework. We assume that the groups of pixels in the cover image submit Gaussian mixture distributions. After obtaining the Gaussian mixture distribution of pixel group for each cover image, the optimized embedding transferring probabilities are solved by quadratic programming for each sub-Gaussian distribution. Cover pixels are classified as the categories corresponding to sub-Gaussian distributions. The embedding is operated by the optimized embedding transferring probabilities. The experimental results show that the optimized LSB matching steganography is better than the existing LSB matching in the aspect of security performance.
II. STEGANOGRAPHIC SECURITY AND FISHER

INFORMATION
KL divergence between cover and stego distributions can be used to measure the stganographic security [17] . Let the distribution of cover objects be 0 P , and the distribution of stego objects be P λ , where the parameter λ denotes the relative payload, and 0 1 λ ≤ ≤ . The KL divergence between 0 P and P λ is denoted as 0 ( || ) D P P λ .The smaller the 0 ( || ) D P P λ is, the more secure the steganography will be. If 0 ( || ) D P P λ is equal to 0, stego-system is perfectly secure.
The physical interpretation of cover objects is not discussed in [17] . We think that each statistic from a cover can represent the cover object. Here the elements sequence of cover, such as the sequence of the pixel value, or the sequence of Discrete Cosine Transform (DCT) coefficients, is selected as the presentation of the cover object. The elements sequence is denote by 1 2 ( , , , )
, where N is the number of the elements that can be used to embed secret information in a multimedia cover. In the following, we use as steganographic Fisher Information (FI) [18] . It is denoted by (0)
When relative payload λ is fixed, Fisher Information is smaller, and KL divergence will be smaller. Thus Fisher Information can be used for evaluating steganographic security.
Assuming that embedding operations are mutually independent (MI) [19] , Fisher Information can be calculated. The probability of cover element being x and stego element being y is denoted by the conditional probability ( | ) , , 
Here 1 2 ( , , , )
, where 
We often simplify the model of the covers in order to calculate KL divergence. For example, the elements of cover objects are IID. But it ignores the correlation among the elements of cover objects. Hence, we suppose that the cover is composed of IID element groups. The elements in a group are correlated, and the number of elements in a group is n. If a group is composed of two elements, we can take the impact of second-order correlation into account. If it includes more elements, we can analyze the influence of "higher order" correlation. For cover 1 2 ( , , , )
, starting from the first element 1 C , every n adjacent elements are divided into a group, whose n-dimensional joint distribution is denoted by (2) and (3), we can obtain the calculation formula about n-dimensional Fisher information corresponding to the element groups. The n-dimensional Fisher information is denoted by ( 
with the constraints 1,
We expand the formula as follows:
i j a y b y y denotes the sequence
From ( 
IV. OPTIMIZED LSB MATCHING EMBEDDING EALGORITHM IN SPATIAL DOMAIN
In this paper, we optimize the LSB matching algorithm in image spatial domain. To get the optimized xy b , we must know the n-dimensional joint distribution ( ) 0 n P of the pixel group made of adjacent pixels. The distribution of pixel group in spatial domain is complex. But Gaussian mixture model (GMM) can describe many complex distributions approximately [21] . We take GMM as the distribution model of the n-dimensional pixel group in spatial domain.
GMM is the sum of weighted sub-Gaussian distributions. It can fit very complex distribution by adjusting the parameters of GMM. The small local areas of an image often correspond to a particular object or belong to the same background. Therefore, we can think that the pixel groups in a local area have the same distribution characteristics. Sub-Gaussian distributions in GMM can reflect these local characteristics. The pixel groups in an image are instances of these sub-Gaussian distributions in GMM.
For GMM composed of K sub-Gaussian distributions, pixel groups can be divided into K categories, and each sub-Gaussian distribution associates to a separate category. Different pixel groups belonging to different categories have different distribution characteristics. The embedding matrix B should be optimized according to the local distribution properties of the cover image. Denote the optimized embedding matrix corresponding to
, where
For a pixel which is selected to embedding message bit, if it belongs to the category of k subGaussian distribution, we should modify it according to optimized
The whole framework of the optimized embedding algorithm is shown in Figure 1 . Firstly, we estimate the GMM parameters for the pixel groups in a cover image. Secondly, we obtain the optimized embedding matrix for each sub-Gaussian distribution in GMM. Then we should judge the sub-Gaussian distribution category of the pixels which is selected to embedding message bit. At last, if the LSBs of those pixels don't equal to message bits, the 
A. Estimating GMM for each cover image
For pixel groups 1 2 ( , , , ) n y y y = y L in a cover image, we assume that they submit to the following Gaussian mixture distribution
where K is the amount of sub-Gaussian distributions in GMM. Here k m and k R represent the mean vector and covariance matrix of sub-Gaussian distribution respectively, and k π denote the weights of the subGaussian distributions, where 1, 2, , k K = ⋅⋅⋅ . In the following, we discuss how to estimate the parameters
The pixel group is made up of two adjacent pixels in order to reduce computational complexity in our scheme. But in a cover image, the horizontal adjacent pixels, the vertically adjacent pixels, and the adjacent pixels in main diagonal direction or in vice diagonal direction reflect different second-order statistical properties. In order to embody these second-order properties in GMM, we get pixel group samples as follows: Assume that an image C has 
With the above
samples, we use the MDL algorithm of Purdue University [21] to estimate the parameters of GMM. The MDL algorithm is an extension of Expectation Maximum (EM) algorithm. Please refer to the literature [22] . Note that GMM is the continuous distribution. We need the discrete distribution in optimization problem (4) . In order to reduce computation complexity, the values of the sub-Gaussian probability density 0, ( ) k p y replace the discrete values directly.
B. Obtaining the optimized LSB matching embedding matrix for each sub-Gaussian distribution
Here we embed information into spatial pixel groups in grayscale image, then {0,1, , 255} = χ L . The embedding matrix of LSB matching is adjusted as follows: Use x , 1, 2, , 254 x = L , to represent the value of the selected cover pixel. If the secret message bit is different with the LSB of x , and x is not equal to 0 or 255, we add 1 with the probability , 1 
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For each sub-Gaussian distribution of GMM, we need to obtain the corresponding optimized LSB matching embedding matrix, denoted as optimized
Here the pixel group is made up of two adjacent pixels, and the optimization problem is simplified as
P y u y a P y a y v P y a y a P y u y P y v y b b P y a y
The constraints are 
C. Judging the category of Pixels
In the existing LSB matching algorithm, if the message bit does not match the LSB of the cover pixel, one is randomly either added or subtracted from the value of the cover pixel. In our optimized LSB matching algorithm, if the message bit does not match the LSB of the cover pixel, we need judging the category to which the pixel belongs at first. The embedding matrix of the kth category is optimized k
B
. We add or subtract 1 by the probability , 1
Now we explain the method of judging the category the pixels , 
The pixel , i j C is categorized according to maximum posteriori probability principle
where optimal k denotes the category of pixels , i j C to be determined.
D. Embedding and Extraction Algorithm
The embedding process of the optimized LSB matching steganography is summarized as follows:
Input: cover image Step(i): Model the two-dimensional probability distribution of two spatial adjacent pixels as GMM, and estimate the parameters of GMM according to the pixel group samples from cover image
Step(ii): For each sub-Gaussian distribution 0, ( ) to embed message bits;
Step(iv): For each selected pixel , i j C , if its LSB is equal to the message bit, do not change it, otherwise, turn to the next step;
Step ( Step ( 
The extraction embedding process of the optimized LSB matching steganography is summarized as follows:
Input: stego-image , { } i j S which has 1 2 N N N = × pixels, the rate λ of pixels used for embedding, and stego-key 1 k . Output: secret message.
Step Step(ii): Select the LSB in each selected pixel , i j C , and combine them into the secret message. In summary, for a cover image, we should calculate K optimized embedding matrices corresponding to each sub-Gaussian distribution. Then the message bits are embedded by adding or subtracting 1 according to the probability indicated by the embedding matrix corresponding to the category the pixel belonging to.
V. EXPERIMENT AND ANALYSIS
In this section, we present some experimental results to demonstrate the effectiveness of our proposed optimized LSB matching steganography compared with the existing LSB matching methods. A common way of testing steganographic schemes is to report the detection metric of some steganalysis methods empirically estimated from a database of cover and stego images where each stego image carriers a fixed relative payload [16] .
Here the cover image database consists of 1000 images which were downloaded from USDA NRCS Photo Gallery [23] . The images are of very high resolution TIF files (mostly 2100×1500) and appear to be scanned from a variety of film sources. For testing, the images were resampled to 614×418 and converted to grayscale (The tool used is Advanced Batch Converter 3.8.20, and the selected interpolation filter is bilinear).
Firstly, the cover images were used to generate 3 groups of 1000 stego images of the existing LSB matching with the relative payload of steganography with the same relative payload and the corresponding cover images were used to build a training set and a test set. The training and the test sets were built randomly, both containing 50% cover and 50% stego images. The training sets are used to train some steganalysis detector. The security of two kind steganography with the same relative payload is compared by the detection performance on test sets.
The steganalysis detector makes two types of errorseither detect the cover image as stego (false alarm, or false positive) or recognize the stego image as cover (missed detection, or false negative). The corresponding probabilities are denoted P FA and P MD . The receiver operating characteristic (ROC) curve is obtained by plotting 1-P MD (P FA ) as a function of P FA . The ROC curve can be reduced into a scalar detection measure called the mimimum error probability:
Both the ROC curve and the mimimum error probability E P can be used as the detection performance metrics of the steganalysis method for some steganography with the fixed relative payload.
A. ROC curves metric
In the experiments, the first steganalytic detector [2] adopts the Difference Characteristic Function Moments as the features, and Fisher linear discriminator (FLD) as the classifier. The detection performance for the existing LSB matching is excellent [2] .
We adopt ROC curves to evaluate the security performances of two steganography methods. The ROC curves of detector show how the detection probability (true positive rate, the fraction of the stego images that are correctly classified) and the false alarm probability (false positive rate, the fraction of the cover images that are misclassified as stego images) vary as detection threshold is varied. The lower the curve is, the more difficult the detector is. It means that the corresponding steganography is more secure. Figure 2 shows the ROC curves of the existing LSB matching and the optimized LSB matching with the relative payload 1 λ = . Figure 3 shows the ROC curves with 0.75 λ =
. Figure 4 shows the ROC curves with 0.5 λ =
. From the figures, the ROC curves of the optimized LSB matching are higher than those of the existing LSB matching. Thus the optimized LSB matching is more secure than the existing LSB matching. Further more, the distinctions between the ROC curves of two steganography become small with the decrease of the relative payload. It means that the improvement of security performance is more obvious when λ is larger.
B. Minimum error probability metric
We also use the steganalysis detector in the literature [1] to compare the security of two steganography methods. The steganalysis detector is famous in the realm of steganalysis and steganography. We use the second-order SPAM features with T=3 and first-order SPAM features with T=4 respectively. There are 686 dimensions in the second-order features, and 162 dimensions in the firstorder features. With regards to machine learning, we use soft-margin SVMs with a Gaussian kernel of width γ .
Soft-margin SVMs penalize the error on the training set through a hyper-parameter C . In this section, the minimum error probability in (15) is used to evaluate the security. The steganography, with larger E P , is more secure than that with smaller E P .
In the experiment, the parameters 300 C = and 5 γ = .
Note that we didn't using a grid-search with five-fold cross-validation on the training set to obtain the best C and γ as in [1] . The reason is that we only need to find out which steganography has larger E P . We needn't the best detector with the best C and γ . The grid-search is time consuming. As a result, the values of E P in our experiments is larger than that in the literature [1] . But it is trivial to compare the security of two steganographic methods. Table I demonstrates the security performances of the existing LSB matching steganography and the optimized LSB matching steganography. From table I, with each relative payload, the minimum error probability E P of the optimized LSB matching is larger than that of the existing LSB matching. So the optimized LSB matching is more secure than the existing one. On the other hand, the distinction of the minimum errors of two steganography decreases when the relative payload become small. Thus the larger the λ is, the more the security improvement of the optimized LSB matching is. The results are consistent with the results in V-A section.
VI. SUMMARY
We present an optimized LSB matching algorithm. The probabilities of adding or subtracting one for embedding, which is also named as the embedding transferring probabilities, are determined by solving an optimization problem. We demonstrate that Fisher information is the quadratic function of the embedding transferring probabilities. Assuming that the groups of pixels in the cover image can be modeled as GMM, we obtain Gaussian mixture distribution of pixel group for each cover image. Based on it, the optimized embedding transferring probabilities are solved by quadratic programming for each sub-Gaussian distribution. The experiments show that the security performance of this new algorithm is better than the existing LSB matching.
Furthermore, the principle of improving the security in our optimized LSB matching algorithm is different with that of stegnography using syndrome coding. The optimized embedding method here can be combined with them. The reason is that many steganographic algorithms based on syndrome coding [12] [13] don't define the specific modification operation (adding or subtracting 1) on cover elements, and our optimized LSB matching algorithm can be utilized to decide which operation to be selected. The combination of two kinds of algorithms may further improve the security.
