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a b s t r a c t
In conventional data envelopment analysis (DEA)models, a performancemeasurewhether
as an input or output usually has to be known. Nevertheless, in some cases, the type of a
performance measure is not clear and some models are introduced to accommodate such
flexible measures. In this paper, it is shown that alternative optimal solutions of these
models has to be considered to deal with the flexible measures, otherwise incorrect results
might occur. Practically, the efficiency scores of a DMU could be equal when the flexible
measure is considered either as input or output. These cases are introduced and referred as
share cases in this study specifically. It is duplicated that share casesmust not be taken into
account for classifying inputs and outputs. A newmixed integer linear programming (MILP)
model is proposed to overcome the problem of not considering the alternative optimal
solutions of classifier models. Finally, the applicability of the proposed model is illustrated
by a real data set.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Data envelopment analysis (DEA), first introduced by Charnes et al. [1], is one of the well-known nonparametric
mathematical approaches for evaluating the relative efficiency of a set of congruent decision making units (DMUs). DMUs
may include banks, hospitals, universities, public libraries, airplanes or their components such as jet engines and etc. In
DEA, the single-output to single-input ratio definition of the efficiency is extended to multiple inputs and outputs. Indeed,
in the original DEA model, CCR,1 the relative efficiency of a DMU is equal to the maximum of a ratio of weighted outputs
to weighted inputs, subject to the condition that the same ratio for all DMUs must be less than or equal to one. With the
rapid growth ofDEA applications duringmore than 30 years, thismethodhas become an increasingly important approach for
researchers inmany fields, such asmanagement science, operational research, appliedmathematics, industrial engineering,
and economics.
DEA as a data-oriented approach assumes that each performance measure can be assigned as an input or output.
Nevertheless, in some cases, some flexible measures exist that can be considered as either input or output. It should be
noticed that some measures cannot be considered as flexible measures, such as cost or staff. In [2], to calculate the research
productivity of 50 universities, research income is considered as a flexible measure. Also, in [3,4] the number of high-value
customer’s factor can play either in input or output roles for evaluating bank branch operations. Bala and Cook [5] proposed
an improved measurement tool for evaluating the performance in the banking industry with flexible measures. Cook and
Zhu [6] modified the standard constant return to scale DEA model and introduced a mixed integer linear programming
problem (MILP) to handle such flexible measures. While including a large positive number in the previous model leads to
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incorrect efficiency score in some cases, Toloo [7] modified the model to a new MILP problem which does not need such a
large positive number.
In this paper, it is shown that although Toloo’s [7] model can correctly measure the efficiency score of DMUs in the
presence of flexible measures; some incorrect results may occur due to the existence of the alternative optimal solution of
the model. For example, Cook and Zhu [6] in their application, claimed that flexible measure must consider as an output
but we will illustrate that it should have considered as an input. Generally, we deal with share cases and as will be seen
subsequently, it must not be taken into account for classifying inputs and outputs; however it is not easy to recognize these
cases in the classifiermodels. To address this problem the data set of Beasley [2] is used and a newMILP problem is proposed
to overcome this disadvantage.
The rest of the paper is organized as follows: Section 2 contains a literature review of the previous classifier models and
their drawbacks. In Section 3 a new MILP model is proposed and after that usefulness of the model is shown and finally
conclusions and remarks are discussed in the last section.
2. Literature review
Suppose the evaluation of the efficiency scores of n DMUs is desirable. Each DMUj, j = 1, 2, . . . , n consumes m inputs
xij (i = 1, 2, . . . ,m) to produce s outputs yrj(r = 1, 2, . . . , s). The following multiplier form of CCR model can be applied to
assess the efficiency score of DMU0:
max
s
r=1
uryro
s.t.
m
i=1
vixio = 1
s
r=1
uryrj −
m
i=1
vixij ≤ 0 j = 1, 2, . . . ., n
ur , vi ≥ 0 ∀r, i.
(1)
Suppose also that there exist L flexible measures wlj (l = 1, 2, . . . , L). Cook and Zhu [6] proposed the following classifier
MILP program to determine the status of L flexible measures:
max
s
r=1
µryro +
L
l=1
δlωlo
s.t.
m
i=1
νixio +
L
l=1
γlωlo −
L
l=1
δlωlo = 1
s
r=1
µryrj + 2
L
l=1
δlωlj −
m
i=1
νixij −
L
l=1
γlωlj ≤ 0 j = 1, 2, . . . ., n
0 ≤ δl ≤ Mdl
δl ≤ γl ≤ δl +M(1− dl)
dl ∈ {0, 1}, δl, γl ≥ 0 ∀l
µr , νi ≥ 0 ∀r, i
(2)
whereM is a large positive number. For each L, a binary variable dl ∈ {0, 1} is introduced to identify that factor l is an input,
dl = 0, or an output dl = 1.
Toloo [7] showed that in some casesmodel (2), due to the inappropriate selection forM , may produce incorrect efficiency
scores and applied constant return to scale property of CCR model to prove that there exists a scale of data such that
model (2) is equivalent to the following revised MILP model:
max
s
r=1
µryro +
L
l=1
δlωlo
s.t.
m
i=1
νixio +
L
l=1
γlωlo −
L
l=1
δlωlo = 1
s
r=1
µryrj + 2
L
l=1
δlωlj −
m
i=1
νixij −
L
l=1
γlωlj ≤ 0 j = 1, 2, . . . ., n
0 ≤ δl ≤ dl
δl ≤ γl ≤ δl + (1− dl)
dl ∈ {0, 1}, 0 ≤ δl, γl ≤ 1 ∀l
0 ≤ µr , νi ≤ 1 ∀r, i.
(3)
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Table 1
University data set [2].
DMU General expenditure Equipment expenditure UG students PG teaching PG research Research income
Uni 1 528 64 145 0 26 254
Uni 2 2605 301 381 16 54 1485
Uni 3 304 23 44 3 3 45
Uni 4 1620 485 287 0 48 940
Uni 5 490 90 91 8 22 106
Uni 6 2675 767 352 4 166 2967
Uni 7 422 0 70 12 19 298
Uni 8 986 126 203 0 32 776
Uni 9 523 32 60 0 17 39
Uni 10 585 87 80 17 27 353
Uni 11 931 161 191 0 20 293
Uni 12 1060 91 139 0 37 781
Uni 13 500 109 104 0 19 215
Uni 14 714 77 132 0 24 269
Uni 15 923 121 135 10 31 392
Uni 16 1267 128 169 0 31 546
Uni 17 891 116 125 0 24 925
Uni 18 1395 571 176 14 27 764
Uni 19 990 83 28 36 57 615
Uni 20 3512 267 511 23 153 3182
Uni 21 1451 226 198 0 53 791
Uni 22 1018 81 161 5 29 741
Uni 23 1115 450 148 4 32 347
Uni 24 2055 112 207 1 47 2945
Uni 25 440 74 115 0 9 453
Uni 26 3897 841 353 28 65 2331
Uni 27 836 81 129 0 37 695
Uni 28 1007 50 174 7 23 98
Uni 29 1188 170 253 0 38 879
Uni 30 4630 628 544 0 217 4838
Uni 31 977 77 94 26 26 490
Uni 32 829 61 128 17 25 291
Uni 33 898 39 190 1 18 327
Uni 34 901 131 168 9 50 956
Uni 35 924 119 119 37 48 512
Uni 36 1251 62 193 13 43 563
Uni 37 1011 235 217 0 36 714
Uni 38 732 94 151 3 23 297
Uni 39 444 46 49 2 19 277
Uni 40 308 28 57 0 7 154
Uni 41 483 40 117 0 23 531
Uni 42 515 68 79 7 23 305
Uni 43 593 82 101 1 9 85
Uni 44 570 26 71 20 11 130
Uni 45 1317 123 293 1 39 1043
Uni 46 2013 149 403 2 51 1523
Uni 47 992 89 161 1 30 743
Uni 48 1038 82 151 13 47 513
Uni 49 206 1 16 0 6 72
Uni 50 1193 95 240 0 32 485
There is no large positive number,M , in this model and also multipliers are less than or equal to 1.
Now, a real data set is used to illustrate the drawback of the previous classifier models.
Consider the real data set in Table 1 which contains 50 universities and first used by Beasley [2]. This real application
involves General Expenditure and Equipment Expenditure as two inputs and UG Students, PG Teaching, and PG Research as
three outputs. Also the flexible measure here is the Research Income (RI).
The second and third columns of the following table, Table 2, show the efficiency scores of DMUs when RI is considered
as an input and an output, respectively. The fourth column indicates the optimal objective value of Toloo’s [7] model which,
as we expected, is equal to the maximum of the efficiency scores. The fifth column specifies all optimal values of d and the
last column is equal to the minimum of the efficiency scores.
Table 2 indicates that 18% of cases are share cases and there exist alternative optimal solutions in related models.
Practically, it is not too easy to predetermine which model has alternative optimal solutions via the classifier model.
However,whenevermin{C2, C3} is known, obviously a share casewill be achievedwhenmin{C2, C3} = 1(=max{C2, C3}).
Hence, universities 1, 6, 7, 19, 33, 34, 35, 41, and 44 are share cases. In other words, the efficiency scores of these nine DMUs
when RI is as an input or an output are equal and consequently logic dictates that these DMUsmust not be taken into account
for classifying inputs and outputs. Considering this fact, 21 out of the 41 remaining universities treat RI as an output and 20
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Table 2
The comparison of max and min of efficiency scores.
DMU Efficiency, RI as input Efficiency, RI as output Toloo’s model max{C2, C3} d∗ min{C2, C3}
Uni 1 1 1 1 0 or 1 1
Uni 2 0.615 0.640 0.640 0 0.615
Uni 3 0.837 0.663 0.837 0 0.663
Uni 4 0.645 0.686 0.686 1 0.645
Uni 5 1 0.893 1 0 0.893
Uni 6 1 1 1 0 or 1 1
Uni 7 1 1 1 0 or 1 1
Uni 8 0.750 0.812 0.812 1 0.750
Uni 9 1 0.658 1 0 0.658
Uni 10 0.892 0.907 0.907 1 0.892
Uni 11 0.890 0.747 0.890 0 0.747
Uni 12 0.691 0.709 0.709 1 0.691
Uni 13 0.803 0.772 0.803 0 0.772
Uni 14 0.768 0.702 0.768 0 0.702
Uni 15 0.704 0.688 0.704 0 0.688
Uni 16 0.543 0.520 0.543 0 0.520
Uni 17 0.536 0.819 0.819 1 0.536
Uni 18 0.593 0.628 0.628 1 0.593
Uni 19 1 1 1 0 or 1 1
Uni 20 0.858 0.898 0.898 0 0.858
Uni 21 0.700 0.669 0.700 0 0.669
Uni 22 0.664 0.717 0.717 1 0.664
Uni 23 0.617 0.560 0.617 0 0.560
Uni 24 0.484 1 1 0 0.484
Uni 25 0.952 1 1 1 0.952
Uni 26 0.425 0.565 0.565 0 0.425
Uni 27 0.853 0.855 0.855 1 0.853
Uni 28 1 0.809 1 0 0.809
Uni 29 0.775 0.825 0.825 1 0.775
Uni 30 0.831 0.930 0.930 0 0.831
Uni 31 0.728 0.776 0.776 1 0.728
Uni 32 0.896 0.841 0.896 0 0.841
Uni 33 1 1 1 0 or 1 1
Uni 34 1 1 1 0 or 1 1
Uni 35 1 1 1 0 or 1 1
Uni 36 0.837 0.735 0.837 0 0.735
Uni 37 0.782 0.831 0.831 1 0.782
Uni 38 0.833 0.806 0.833 0 0.806
Uni 39 0.791 0.789 0.791 0 0.789
Uni 40 0.740 0.741 0.741 1 0.740
Uni 41 1 1 1 0 or 1 1
Uni 42 0.847 0.835 0.847 0 0.835
Uni 43 0.921 0.643 0.921 0 0.643
Uni 44 1 1 1 0 or 1 1
Uni 45 0.883 0.889 0.889 0 0.883
Uni 46 0.848 0.851 0.851 0 0.848
Uni 47 0.655 0.688 0.688 1 0.655
Uni 48 0.939 0.883 0.939 0 0.883
Uni 49 1 0.637 1 0 0.637
Uni 50 0.842 0.835 0.842 0 0.835
treat it as an input and hence RI has to be considered as an output. Without considering the alternative optimal solutions of
Toloo’s model, the results are different: 21 out of the 50 universities treat RI as an output and the majority of 29 treat it as
an input. Therefore if share cases are not considered, then RI has to be considered as an input, otherwise the result will be
reversed.
This critical difference illustrates the necessity of considering the share cases in classifying inputs and outputs. In the
next section a new MILP model is introduced to overcome this problem.
3. Proposed method
As it has been mentioned before, the main problem of classifier models is the existence of alternative optimal solutions
and practically it is not reasonably plain to recognize them and then to identify share cases via these models. On the other
hand, a share case will be happened just for the efficient DMUs and consequently one method to verify them is to run a
classifier model for all DMUs and then run the CCR model twice for all efficient DMUs, one for the flexible measure as an
input and another one as an output. Nevertheless, in this section we introduce a new classifier model that identifies share
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cases and accommodate the flexible measure of unshared cases simultaneously in one phase. The main idea is hidden in the
last column of Table 2: if min{C2, C3} = 1, then max{C2, C3} = 1 as well and hence the corresponding case is a share case.
Consider the dual of the multiplier from of CCR which is called as envelopment form:
min θ
s.t.
n
j=1
λjxij ≤ θxio i = 1, 2, . . . ,m
n
j=1
λjyrj ≥ yro r = 1, 2, . . . , s
λj ≥ 0 ∀j.
(4)
Suppose also that there exist L flexible measures wlj (l = 1, 2, . . . , L). Either nj=1 λjwlj ≤ θwlo or nj=1 λjwlj ≥ wlo
constraints has to be added to Model (4), depending whether lth flexible measure is considered as an input or an output,
respectively. The following auxiliary binary variable is introduced to transform the either-or constraints to a simultaneous
constraint:
d¯l =

0, ifwl is an input
1, ifwl is an output.
ForM sufficiently large, the either-or constraints are converted to the following simultaneously constraints:
n
j=1
λjwlj ≤ θwlo +Md¯l and
n
j=1
λjwlj ≥ wlo −M(1− d¯l)
Hence, the following MILP problem is proposed to determine the status of L flexible measures:
min θ
s.t.
n
j=1
λjxij ≤ θxio i = 1, 2, . . . ,m
n
j=1
λjyrj ≥ yro r = 1, 2, . . . , s
n
j=1
λjwlj ≤ θwlo +Md¯l l = 1, 2, . . . , L
n
j=1
λjwlj ≥ wlo −M(1− d¯l) i = 1, 2, . . . , L
d¯l ∈ {0, 1} ∀l
λj ≥ 0 ∀j.
(5)
The conversion guarantees that only one of the two constraints can be active at any one time. If d¯l = 0, then the constraintn
j=1 λjwlj ≤ θwlo is active and the constraint
n
j=1 λjwlj ≥ wlo is redundant; otherwise the first constraint is redundant
and the last one is active. In other words, measure lwill end up either as an input, d¯l = 0, or an output, d¯l = 1.
It is easy to verify that model (5) has units invariance and constant return to scale properties.
Similarly, the following MILP model can be introduced which is an output-oriented version of model (5):
max ϕ
s.t.
n
j=1
µjxij ≤ xio i = 1, 2, . . . ,m
n
j=1
µjyrj ≥ ϕyro r = 1, 2, . . . , s
n
j=1
µjwlj ≤ wlo + Mˆdˆl l = 1, 2, . . . , L
n
j=1
µjwlj ≥ ϕwlo − Mˆ(1− dˆl) i = 1, 2, . . . , L
dˆl ∈ {0, 1} ∀l
µj ≥ 0 ∀j
(6)
where Mˆ is a large positive number. Models (5) and (6) are closely related together.
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Theorem 1. Let (θ∗,λ∗, d¯∗) be an optimal solution of model (5), then an optimal solution of model (6) is obtained from
ϕ∗ = 1
θ∗
, µ∗ = λ
∗
θ∗
, dˆ = d¯.
Proof. As Mˆ is a sufficient large positive, if we select Mˆ > M
θ∗ then clearly (ϕ
∗,µ∗, dˆ∗) is a feasible solution of model (6).
Suppose on the contrary that (ϕ′,µ′∗ , d′∗) be the optimal solution of model (6) with ϕ′ > ϕ∗. Similarly, (θ ′ = 1
ϕ′ ,λ
′ =
µ′∗
ϕ′ , d
′∗) is a feasible solution of model (5) with θ ′ < θ∗, which violates optimality of θ∗. This leads to a contradiction and
hence (ϕ∗,µ∗, dˆ∗) is an optimal solution of model (6). 
Indeed,model (3) andmodel (5) are based onmultiplier and envelopment forms of CCRmodel, respectively. Although the
multiplier form of CCR model is the dual of the envelopment form of CCR model with equal optimal objective value, model
(5) is not the dual of model (3) and consequently can have different optimal objective values. Model (3), as a maximization
problem, verifies the existence or non-existence of a flexible measure multiplier (variable); whereas in model (5) either-or
constraint of a flexible measure constraint is considered as a minimization problem. As a result, model (3) and (5) classify
inputs and outputs for the best and the worst situations, respectively. It can be verified that regarding Table 2, the optimal
objective value of model (3) is equal to max{C2, C3}, while the optimal objective value of model (5) is equal to min{C2, C3}.
Let θ∗j be the optimal objective value of model (5), also d¯
∗
l and d
∗
l be the optimal values of the binary variables
corresponding to flexible measure l in models (5) and (3), respectively.
Now the following method can be applied to handle the flexible measure by model (5):
• If θ∗j = 1, thenmin{C2, C3} = 1 which implies that max{C2, C3} = 1 and hence the flexible measure is a share case and
must not be taken into account for classifying inputs and outputs.
• If θ∗j < 1 and d¯∗l = 0, then d∗l = 1 and consequently flexible measure l has to be designated as an output. Because in this
case minimum efficiency score will occur if we consider flexible measure l as an input.
• If θ∗j < 1 and d¯∗l = 1, then d∗l = 0 and similarly flexible measure l has to be selected as an input.
Now, for flexible measure l, let
Js = {j : θ∗j = 1, j = 1, 2, . . . , n}
Jo = {j|θ∗j < 1, d¯∗l = 0 , j = 1, 2, . . . , n}
Ji = {j|θ∗j < 1, d¯∗l = 1 , j = 1, 2, . . . , n}.
It is clear that these sets form a partition of the set of indices of whole DMUs.
Mathematically, flexible measure l has to be designated as an output if |Jo| > |Ji| and otherwise it has to be chosen as an
input. There is another issue that should bementioned in this point. If |Jo| = |Ji|, then there will be no difference in selecting
the flexible measure as an input or an output at all. In this case, essentially, some other appropriate criteria, such as the
number of efficient DMUs or the average of the efficiency scores of all DMUs, could be considered as proper criteria.
According to these definitions and the optimal objective value of model (5) in Table 2 we have:
|Js| = 9, |Ji| = 20, |Jo| = 21
Hence |Jo| > |Ji| and as it is mentioned before, in contrast with the claim of Cook and Zhu [6], RI has to be designated as an
output.
At the end of this section, we should emphasize that at the first glance the following approach might be applicable:
Phase 1. Run model (3) for all DMUs.
Phase 2. Run the CCR model for all efficient DMUs obtained from Phase 1.
But this point of view may have the following failure:
Consider the real data set in Table 1. After running phase I, 15 efficient DMUs are determined. Before running Phase 2,
notice that on the average the simplex method for the multiplier form of the CCR model, requires roughly on the order
3(n + 1) iterations [8]. Hence, to run the CCR model for 15 efficient DMUs we must run almost 15 × 3 × 16 = 720 more
iterations. Also in each iteration of the simplex method for this data set, we need 697 multiplications and 656 additions.
Totally, almost 0.5 × 106 more multiplications and 0.4 × 106 more additions are needed to apply the proposed approach
instead of model (6). On the other hand, the degeneracy of the multiplier form of the CCR model leads to run much more
iterations.
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4. Conclusion
In conventional DEA models it is assumed that each measure has to be identified whether it is an input or output.
Nevertheless, in some cases flexiblemeasures can exist which can play the role of either an input or output and somemodels
are proposed to accommodate such flexible measures. In this study, it has been shown that some improper results, like the
result that is obtained in [6], can be achieved due to the existence of the alternative optimal solutions of these classifier
models. Indeed, for some DMUs the results of selecting a flexible measure as an input or an output are the same i.e. share
cases. We showed that share cases must not be taken into account in classifying inputs and outputs.
Cook and Zhu [6] and Toloo [7] introduced amodel based onmultiplier form of CCRmodel whereas we proposed amodel
based on envelopment form of CCR. We also indicated that our model, similar to Cook and Zhu’s model, can classify inputs
and outputs for the best situation. The ability to recognize share cases in ourmodel is themost advantage of it. The usefulness
of the proposed method is illustrated by a real data set of 50 universities.
It has been proposed that if after ignoring the share cases the number of cases that a flexible measure can be considered
as an input is equal to the number of cases of output, then some other appropriate criteria can be contemplated. Discussion
about these suitable criteria can be considered as a further research topic.
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