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The nonlinear electron dynamics in metallic nanoparticles is studied using a hydrodynamic model that
incorporates most quantum many-body features, including spill-out and nonlocal effects as well as electron
exchange and correlations. We show that, by irradiating the nanoparticle with a chirped laser pulse of modest
intensity (autoresonance), it is possible to drive the electron dynamics far into the nonlinear regime, leading to
enhanced energy absorption and complete ionization of the nanoparticle on a time scale of the order of 100 fs.
The accompanying radiated power spectrum is rich in high-order harmonics.
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Introduction. Metallic nanoparticles [1] are mesoscopic
systems composed of a relatively small number of atoms, typi-
cally between a few tens and several millions. With properties
that are intermediate between those of molecules and bulk
solids, metallic nanoparticles present an intrinsic fundamental
interest as large objects that still display quantum features [2–
5]. Their potential technological applications are far reaching,
ranging from the recent field of nanophotonics [6,7] to physical
chemistry [8], and even biology and medicine [9,10].
Experimentally, the electron dynamics in a metallic
nanoparticle can be probed with great precision using ultrafast
spectroscopy techniques in the femtosecond regime [11,12].
From the theoretical point of view, the linear response has been
the object of intense investigations in the past decades [13,14].
In contrast, the nonlinear regime is much harder to assess
using many-body approaches such as the time-dependent
density functional theory (DFT) [15,16] or Wigner function
methods [17,18]. A possible alternative relies on the use of
macroscopic models based on a set of quantum hydrodynamic
(QHD) equations [19,20], which were successfully used
in the past to model the electron dynamics in molecular
systems [21], metallic nanoparticles [22–25], thin films [26],
and semiconductor quantum wells [27].
A further degree of simplification can be achieved by
means of a variational approach [24], which expresses the
QHD model in terms of a Lagrangian function. By postulating
a reasonable ansatz for the electron density, it is possible
to obtain a set of ordinary differential equations for some
macroscopic quantities, such as the center of mass and the
radial extension of the electron gas.
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Using this approach, we will study the dynamics of
collective electron modes (surface plasmons) excited with laser
pulses in the visible range. Using chirped pulses with slowly
varying frequency (autoresonance), it is possible to drive the
plasmon mode far into the nonlinear regime, leading to the
emission of electromagnetic radiation with a power spectrum
rich in high-order harmonics.
The autoresonant technique [28–32] is very flexible
and efficient—the required laser intensities are modest
(∼1010 W/cm2) and no feedback mechanism is needed to
match the driving frequency with the oscillator frequency.
Further, this technique is expected to work even in the case
of nanoparticles of unequal sizes, which is the most common
situation in the experiments [33]. Thus the electron response
of an assembly of metallic nanoparticles could be excited well
into the nonlinear regime, leading to a dramatic increase of the
absorbed energy.
Quantum hydrodynamic model. In order to study the
electron dynamics in a metal nanoparticle, we make use of a
QHD model [19,20] that governs the evolution of the electron
density n(r,t), mean velocity u(r,t), and pressure P (r,t). The
QHD equations read as (all quantities are expressed in atomic
units unless otherwise stated)
∂n
∂t
+ ∇ · (nu) = 0, (1)
∂u
∂t
+ u · ∇u = ∇VH − ∇VX − ∇P
n
+ 1
2
∇
(∇2√n√
n
)
. (2)
Equation (1) is the continuity equation representing con-
servation of mass, while Eq. (2) is an Euler equation that
provides the evolution of the mean velocity under the action of
the forces that appear on the right-hand side. The mean-field
part of the electron-electron interactions is taken into account
by the Hartree potential VH , which obeys Poisson’s equation:
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∇2VH = 4π (n − ni), where ni is the ion density. The potential
VX represents the exchange interaction:
VX = − (3π
2)1/3
π
n1/3 − 4β
3
(∇n)2
n7/3
+ 2β (∇n)
2
n4/3
, (3)
where the first term is the local density approximation (LDA)
and the other two terms constitute a gradient correction.
The prefactor β is a free parameter that we set equal to
β = 0.005, which is a best fit frequently used in atomic-
structure calculations [34]. For P , we use the expression
of the Fermi pressure for a zero-temperature electron gas:
P = (3π2)2/3n5/3/5. The last term (Bohm potential) takes
into account quantum diffraction effects. Note that the Bohm
potential and the exchange gradient correction are nonlocal
effects. The details of the derivation of the QHD model can be
found in Ref. [20].
Correlation effects have been ignored so far, but will be
included later in the form of a density-dependent correlation
potential VC[n(r,t)]. In practice, they yield only minimal
corrections.
We shall consider spherical gold nanoparticles of radius
R, composed of N electrons and N singly ionized ions. The
ions are fixed and form a homogeneous positive charge density
equal to ni = n0 = ( 43πr3s )−1 inside the nanoparticle, and zero
outside, where rs = 3.01 a.u. is the Wigner-Seitz radius of
gold.
Variational method. The hydrodynamic model (1) and (2)
can be derived from the Lagrangian density [24,27]
L = n
[
∂S
∂t
+ (∇S)
2
2
]
+ (∇n)
2
8n
+ 3
10
(3π2)2/3n5/3
− 3
4π
(3π2)1/3n4/3 − β (∇n)
2
n4/3
− (∇VH )
2
8π
+ (ni − n)VH .
(4)
This Lagrangian density depends on three scalar fields, namely
the density n(r,t), the Hartree potential VH (r,t), and the phase
function S(r,t), which is related to the mean velocity u by the
expression u = ∇S.
Our purpose is to derive, using a variational approach, a set
of differential equations for a small number of macroscopic
quantities that characterize the electron density profile [24,27].
This can be achieved by positing a reasonable ansatz for the
above scalar fields and integrating the Lagrangian density (4)
over space.
We start with the electron density, which, to a good
approximation, is flat and equal to n0 inside the nanoparticle
FIG. 1. (Color online) Schematic view of the ion and electron
densities according to (5) for different values of the spill-out
parameter σ0.
(r  R) and decreases smoothly to zero near r = R (see
Fig. 1). Some electrons are present beyond the nominal radius
R, an effect know as the spill-out. In order to reproduce
qualitatively such a density profile, we assume that the electron
density has the following form:
n(r,t) = A
{
1 + exp
[(
s
σ (t)
)3
−
(
R
σ0
)3]}−1
, (5)
where A is chosen to satisfy the normalization condition∫
n dr = N , and s is a displaced radial coordinate defined
as s(t) =
√
x2 + y2 + [z − d(t)]2. In the above expression,
we introduced two macroscopic dynamical variables, namely
(i) the center of mass of the electron gas d(t), which can be
displaced along the z axis, and (ii) the thickness of the spill-out
effect σ (t). At equilibrium d = 0 and σ = σ0. Of course, the
above ansatz precludes the possibility to observe higher-order
modes (quadrupole, octupole). Although these modes may be
excited nonlinearly, we restrict our analysis to the lower-order
dipole and monopole (breathing) modes.
Making use of Eq. (5) together with the continuity and
Poisson equations, it is possible to obtain exact expressions
for the two other fields, S and VH , as a function of the
dynamical variables d(t) and σ (t). With these expressions,
we can integrate the Lagrangian density (4) over space in
order to obtain the Lagrangian function L(d,σ, ˙d,σ˙ ), where
a dot denotes differentiation with respect to time. The
integration can be performed analytically only by expanding
the Lagrangian in a power series in the variable d/R. We
obtain, up to order O(d5/R5),
L = −1
N
∫
L dr
= M(a)σ˙
2
2
− U (σ ) +
˙d2
2
− 
2
d (σ )d2
2
+ K(σ )d4, (6)
where a = exp(−R3/σ 30 ) and M(a) > 0 is a fictitious mass. The functions d (σ ) and K(σ ), which are both positive definite,
correspond respectively to the second- and fourth-order terms in the development of the electron-ion interaction energy. The
pseudopotential U (σ ) is a complicated function expressed as the sum of many integral terms, which possesses a single minimum
located at σ0. All the details of the calculations leading to Eq. (6) are provided in the Supplemental Material [35].
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Using the Euler-Lagrange equations for L, we obtain the following coupled equations of motion:
σ¨ = 1
M(a)
{
− dU (σ )
dσ
+ 3Nd
2
2σ 4 ln(1 + 1/a)
1
1 + a exp(R3/σ 3)
− 27NRa exp(R
3/σ 3)d4
40 ln(1 + 1/a)σ 10
[1 − a exp(R3/σ 3)]R3 + 2[1 + a exp(R3/σ 3)]σ 3
[1 + a exp(R3/σ 3)]3
}
, (7)
¨d = −2d (σ )d + 4K(σ )d3, (8)
which describe respectively the breathing and dipole
oscillations.
In summary, we have reduced the formidable problem of
the quantum electron dynamics in a metallic nanoparticle
to a simple set of two coupled differential equations, which
can be easily solved even for large systems containing many
electrons, where DFT methods are too costly. No assumptions
of linearity were made so far, so that Eqs. (7) and (8) can
be used to study the nonlinear response (as long as d is
not too large). Further, compared to simple “rigid sphere
models” [36], our approach incorporates many more effects,
including quantum nonlocality, spill-out, exchange, and (as
shown later) correlations [37].
Ground state and linear response. In order to validate the
above model, we first present an analysis of the ground state
and linear response of the system, for which well-established
results, both theoretical and experimental, already exist. The
ground state of the system is obtained by setting the time
derivatives equal to zero in Eqs. (7) and (8). Equation (8) is
satisfied automatically for d = 0 (i.e., the centers of mass of
the ions and the electrons should coincide). Setting d = 0 in
Eq. (7), the stable equilibrium is the value σ0 that minimizes
the pseudopotential U (σ ). For instance, for a gold nanoparticle
with N = 200, we find a diameter 2R = 2rsN1/3 = 1.86 nm
and spill-out width σ0 = 0.44 nm (more values are given in
the Supplemental Material [35]).
In the linear response regime, one can identify two elec-
tronic modes, corresponding to oscillations of σ (t) (breathing
mode) and oscillations of d(t) (dipole, or surface plasmon,
mode). We first consider the breathing mode. Setting d = 0
in Eq. (7) and expanding U (σ ) around σ0 up to first order,
we obtain M(a)σ¨ = −U ′′(σ0)(σ − σ0). The linear breathing
frequency is therefore b =
√
U ′′(σ0)/M(a), which can be
easily evaluated numerically.
For the dipole mode, assuming that σ = σ0 and d  R,
Eq. (8) yields immediately the linear dipole frequency d (σ0).
For large nanoparticles, the latter tends to the bulk Mie
frequency [1,38] ωMie = ωp/
√
3 (where ωp =
√
4πn0 is the
plasmon frequency), as can be checked directly by taking the
limit R/σ0 → ∞.
In general, both the dipole and breather frequencies should
depend on the size of the nanoparticle in the following
fashion [39–41]: d,b(N ) = ∞(1 − kd,bN−1/3), where kd,b
are positive constants, and ∞ is equal to ωMie for the dipole
mode and to ωp for the breathing mode. Our model reproduces
very well these scalings, as can be seen from Fig. 2. The
extrapolation at N → ∞ gives the Mie or plasmon frequency
for the bulk.
Correlations. Electron correlations can be introduced
through an appropriate functional of the density. Here, we
use the functional proposed by Brey et al. [42], which yields
the following correlation potential: VC = −γ ln[1 + δn1/3],
with γ = 0.033 49 and δ = 18.376. This potential can be
included in our Lagrangian formalism (details are given in
the Supplemental Material [35]). For all the cases we studied,
the effect of the correlations was almost negligible, as can
be seen from Fig. 2. Indeed, a quick estimate shows that
the ratio between the exchange (LDA) and the correlation
potentials is very small, VC/VX,LDA ≈ 0.084. This is also in
agreement with early results obtained with DFT and Hartree-
Fock methods [43].
Nonlinear response and autoresonant excitation. We now
turn our attention to the excitation of the electron dynamics by
means of electromagnetic waves (laser pulses). First, it should
be noted that the relevant linear frequencies computed in the
preceding section are of the order of a few electron volts.
For instance, for N = 200, d = 0.1841 a.u. = 5 eV. These
frequencies fall within the visible or near-ultraviolet (UV)
spectrum, which is encouraging since visible and near-UV
lasers are commonly employed in ultrafast optics experiments.
For such lasers, the wavelength is several hundred nanometers
long, i.e., much larger than the size of a typical metallic
nanoparticle. This means that the laser pulse can only couple
to the dipole mode.
We assume that the electron gas in the nanoparticle is
excited via an oscillating electric field directed along the z
FIG. 2. (Color online) Linear dipole (a) and breathing (b) fre-
quencies for gold nanoparticles as a function of N−1/3. Blue circles
and red squares represent respectively the results with and without
correlations. The straight lines are linear fits.
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axis, E = Ez(t)ez. The effect of the laser can be included by
adding a term Ezd to the Lagrangian L. If the laser frequency
is equal to the dipole frequency, the excitation is resonant: the
dipole oscillations grow initially, but then decrease after some
time. This is because the effective dipole force is not harmonic
and the resonant frequency actually depends on the amplitude
of the oscillations.
The above limitation can be overcome by resorting to
autoresonant excitation [28]. Basically, autoresonance occurs
when a classical nonlinear oscillator is externally excited
by an oscillating field with slowly varying frequency. In
our notation, Ez(t) = E0 cos
[
d (t − t0) + α(t − t0)2
]
, where
E0 is the excitation amplitude, t0 is the time when the
instantaneous frequency of the laser is equal to the linear
frequency of the dipole mode, and α is the rate of variation of
the laser frequency. For |α|  2d and E0 above a certain
threshold, the instantaneous oscillator frequency becomes
“locked” to the instantaneous excitation frequency, so that
the resonance condition is always satisfied. In that case, the
amplitude of the oscillations grows indefinitely and without
saturation, until of course some other effect kicks in. The
threshold behaves as Eth0 ∼ |α|3/4, so that the amplitude can
be arbitrarily small provided that the external frequency varies
slowly enough [28].
In Fig. 3, we display the results of an autoresonant
excitation of the electron gas, for two realistic (but still very
modest) [44] values of the laser intensity I0 = 12cε0|E0|2 that
are either below or above the autoresonant threshold. For an
intensity I0 = 4.5 × 1010 W/cm2 [below threshold, Fig. 3(a)],
the dipole oscillations grow initially and then saturate at a
rather low level. Figure 3(c) shows the instantaneous laser
frequency and the dipole frequency of the electron gas. The
two frequencies stay close together initially, but then diverge
for the below-threshold case.
FIG. 3. (Color online) Autoresonant excitation of a gold
nanoparticle with N = 200, for two values of the laser intensity,
I0 = 4.5 × 1010 W/cm2 (below threshold, red curves) and I0 =
5.4 × 1010 W/cm2 (above threshold, blue curves). The top panels
show the time evolution of the dipole d(t) (a) below threshold and
(b) above threshold. (c) Laser frequency (black straight line) and
instantaneous dipole frequency of the electron gas for the below
threshold (red) and above threshold (blue) cases. (d) Energy absorbed
by the electron gas, for both cases.
In contrast, when I0 = 5.7 × 1010 W/cm2 (just above
threshold), the amplitude of the dipole oscillations increases
virtually without limits, reaching 80% of the size of the
nanoparticle [Fig. 3(b)]. Thus, in practice, all the electrons
have been ejected from the nanoparticle (although they are
still accounted for by our dynamical model) on a time scale
of the order of a few hundred femtoseconds. The laser and
the electron gas frequencies are locked in resonance during
the entire duration of the simulation [Fig. 3(c), blue line],
which is the hallmark of the autoresonant excitation. This leads
to strongly enhanced absorption of the laser energy by the
nanoparticle, as is evident from the plot of the total absorbed
energy in Fig. 3(d).
It must be noted that, since we expanded the Lagrangian
in d/R, the force acting on the dipole in Eq. (8) becomes
repulsive for d exceeding a certain value dmax (which depends
on σ ), thus making the model invalid for d > dmax. This value
reaches its minimum for σ ≈ σ0, where dmax 
 0.65R. Even
with this limitation, our simulations constitute a clear proof of
principle that strongly nonlinear plasmon modes can be excited
using an autoresonant laser pulse of relatively low intensity.
It is also interesting to compute the total power radiated
by the electron gas, for cases above and below the critical
threshold. Far from the nanoparticle, the electron gas can be
viewed as an electric dipole of charge −Ne and displacement
d(t) oscillating along the z axis. In this case we can apply
the Larmor formula [45] for the total radiated power: P (t) =
e2/(6π0c3)| ¨d(t)|2.
Below threshold, the total power spectrumP (ω) is localized
around the surface plasmon frequency [Fig. 4(a)]. In contrast,
the spectrum is rich in high-order harmonics in the above-
threshold regime [Fig. 4(b)], for which the electron gas
explores the nonlinear part of the confining potential [46].
Such difference in the observed spectrum could be used as
an experimental signature to assess the effectiveness of the
autoresonant excitation. High-harmonic generation is also a
crucial issue for the production and shaping of attosecond
laser pulses [47].
Conclusion. We showed that by irradiating a metallic
nanoparticle with an autoresonant chirped laser pulse, it
is possible to drive the collective electron modes (surface
FIG. 4. Frequency spectrum of the total radiated power in a gold
nanoparticle with N = 200, for two cases, below the autoresonance
threshold (a) and above the threshold (b).
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plasmons) far into the nonlinear regime, leading to enhanced
energy absorbtion and complete ionization of the nanoparticle
on a time scale of the order of 100 fs. Thanks to the
autoresonant technique, the required laser intensity is rather
modest (∼ 1010 W/cm2). Such enhanced absorption may be
used, for instance, to improve the efficiency of nanoparticle-
based radiotherapy [10].
The autoresonant mechanism is extremely flexible, since
it requires no feedback as in usual control theory. Further,
the laser does not need to be perfectly matched to the linear
frequency (the only requirement is that the linear frequency
be crossed during the excitation). This feature means that
a whole assembly of nanoparticles [33] could be excited
autoresonantly, even if they have different sizes and thus
different plasmon resonances.
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