We present efficient cache-oblivious algorithms for several fundamental dynamic programs. These include new algorithms with improved cache performance for longest common subsequence (LCS), edit distance, gap (i.e., edit distance with gaps), and least weight subsequence. We present a new cache-oblivious framework called the Gaussian Elimination Paradigm (GEP) for Gaussian elimination without pivoting that also gives cache-oblivious algorithms for Floyd-Warshall all-pairs shortest paths in graphs and 'simple DP', among other problems.
Introduction
Memory in modern computers is typically organized in a hierarchy with registers in the lowest level followed by L1 cache, L2 cache, L3 cache, main memory, and disk, with the access time of each memory level increasing with its level. The two-level I/O model [1] is a simple abstraction of this hierarchy that consists of an internal memory of size M , and an arbitrarily large external memory partitioned into blocks of size B. The I/O complexity of an algorithm is the number of blocks transferred between these two levels. The cache-oblivious model [9] is an extension of this model with the additional feature that algorithms do not use knowledge of M and B. A cache-oblivious algorithm is flexible and portable, and simultaneously adapts to all levels of a multi-level memory hierarchy. A well-designed cacheoblivious algorithm typically has the feature that whenever a block is brought into internal memory it contains as much useful data as possible ('spatial locality'), and also that as much useful work as possible is performed on this data before it is written back to external memory ('temporal locality').
Dynamic programming is a widely-used algorithmic technique [3, 21, 7] . However, standard implementations of these algorithms often fail to exploit the temporal locality of data which leads to poor I/O performance.
In this paper we present several results that significantly improve the I/O complexity of dynamic programming algorithms through techniques that take full advantage of both spatial and temporal locality.
The problem of finding the longest common subsequence (LCS) of two sequences has a classic dynamic programming solution [7] that runs in Θ(mn) time, uses Θ(mn) space and performs Θ mn B I/Os when working on two sequences of lengths m and n. Linear space implementations of this algorithm [13, 18, 2] also have I/O complexity Ω mn B . The LCS problem arises in a wide range of applications, and is especially prominent in computational biology in sequence alignment.
We present a cache-oblivious implementation of the classic dynamic programming LCS algorithm. Our algorithm continues to run in O(mn) time, but uses O (m + n) space and performs only O mn BM block transfers. Experimental results show that this algorithm runs two to six times faster than the widely used linear-space LCS algorithm by Hirschberg [13] . We show that our algorithm is I/O-optimal in that it performs the minimum number of block transfers (to within a constant factor) of any implementation of the dynamic programming algorithm for LCS. This algorithm can be adapted to solve the edit distance problem [17, 7] within the same bounds; this latter problem asks for the minimum cost of an edit sequence that transforms a given sequence into another one with the allowable edit operations being insertion, deletion and substitution of symbols each having a cost based on the symbol(s) on which it is to be applied.
We also consider the gap problem [11, 12, 26] which is a natural generalization of the edit distance problem, and which arises in molecular biology, geology, and speech recognition. Unlike the edit distance problem, however, in this problem a sequence of inserts (or deletes) is treated as a single event and is assigned a cost that is not necessarily equal to the sum of the costs of the individual inserts (or deletes) in the sequence. For m = n, the standard dynamic programming solution runs in O(n 3 ) time, uses O(n 2 ) space and in- I/Os without changing its running time and space complexity. We use GEP to obtain a cache-oblivious algorithm for Gaussian elimination without pivoting. Our algorithm is in-place, and is arguably simpler than the known cache-oblivious algorithms for solving this problem [27, 4] , since it is not based on LU decomposition and does not perform matrix multiplication. We also show that GEP not only gives the cache-oblivious Gaussian elimination algorithm, but it also gives cacheoblivious algorithms for LU decomposition without pivoting, Floyd-Warshall's APSP [8, 25] , matrix multiplication, and sequence alignment with gaps; with some modification, it also gives a cache-oblivious algorithm for a class of dynamic programs termed as 'simple-DP' [6] which includes dynamic programming algorithms for RNA secondary structure prediction [19] , matrix chain multiplication and optimal binary search trees. The I/O-complexity of each of these algorithms matches the best I/O bound known for the corresponding problem.
Related Work. The linear-space LCS algorithm of Hirschberg [13] , when analyzed as a cache-oblivious algorithm, performs O BM , which is the bound we achieve. If only the length of the LCS is needed, the technique for stencil computation [10] can achieve the same bound as our algorithm. However, that technique does not extend to computing an actual sequence.
Known cache-oblivious algorithms for Gaussian elimination for solving systems of linear equations are based on LU decomposition. In [27, 4] [24] , is given for simple-DP.
A cache-oblivious algorithm for Floyd-Warshall's APSP algorithm is given in [20] . The algorithm runs in O(n 3 ) time and incurs O The rest of the paper is organized as follows. In section 2 we describe and analyze our cache-oblivious algorithm for the LCS problem and present some experimental results. We consider the gap problem in section 3. Finally in section 4 we introduce GEP and show its use in designing cache-oblivious algorithms for various problems.
Longest Common Subsequence
A sequence Z is a common subsequence of sequences X and Y if Z is a subsequence of both X and Y . In the Longest Common Subsequence (LCS) problem we are given two sequences X and Y , and we need to find a maximum-length common subsequence of X and Y .
Given two sequences X = x 1 , x 2 , . . . x m and Y = y 1 , y 2 , . . . y n , we define c[i, j] (0 ≤ i ≤ m, 0 ≤ j ≤ n) to be the length of an LCS of x 1 , x 2 , . . . x i and y 1 , y 2 , . . . y j . Then c[m, n] is the length of an LCS of X and Y , and can be computed using the following recurrence relation (see, e.g., [7] ): , n) ) space, and thus the length of an LCS can be computed in linear space, but the algorithm needs Θ(mn) space to compute an actual LCS sequence. Hirschberg [13] gives an O(min (m, n)) space algorithm, which finds an LCS in O 
Output. The output is (B, R) where B (R) is the bottom (resp. right) output boundary of Q[1 . . . r, 1 . . . r].
1. if r = 1 then compute the output boundary directly using equation 2.1
Computing output boundary of an LCS matrix cache-obliviously. 
and return the appropriate values for i and j In this section we present an optimal cacheoblivious implementation of the LCS dynamic program. Our algorithm uses a procedure LCS-OutputBoundary that computes LCS-lengths at the 'boundary' of the subproblem being considered. This procedure is used in an algorithm Recursive-LCS that computes an actual LCS. The algorithm performs O mn BM I/Os, and we also show that this is optimal for any implementation of the dynamic programming algorithm for LCS. In the following, for convenience we assume that n = m = 2 p where p is a nonnegative integer; the two input sequences are X and Y . Analysis. Let I 1 (n) be the I/O complexity of LCSOutput-Boundary on an input of size n. Then
where α is the largest constant sufficiently small that an input of size αM fits completely in the cache. Hence
Computing the Elements of an LCS. Recall that if all entries of c[1 . . . n, 1 . . . n] are available, one can trace back the sequence of decisions that led to the value computed for c[n, n], and thus retrieve the elements on an LCS of X and Y . We can view this sequence of decisions as a path through c that starts at c[n, n] and ends at the input boundary of c[1 . . . n, 1 . . . n]. We call this path an LCS Path. Our algorithm traces an LCS path without storing all entries of c; instead it only stores the boundaries of certain subproblems. It uses a recursive function Recursive-LCS (given in Figure 3 Analysis. Recall that I 1 represents the number of I/Os performed by LCS-Output-Boundary. Let I 2 (n) be the I/O complexity of Recursive-LCS on an input of size n. Since an LCS path can intersect at most three quadrants of the input submatrix, we have:
where α is the largest constant sufficiently small that an input of size αM fits completely in the cache. Hence [16] in order to obtain this lower bound. First we construct a computation DAG G given by the computation of the algorithm. Figure 4(a) shows an example of the computation DAG given by equation 2.1. Nodes in G represents operations, and edges represent the data-flow of the algorithm. Nodes with no incoming edges are inputs and those with no outgoing edges are outputs. In Figure  4 (a) the nodes in the top row and the far left column represent inputs, and those in the bottom row and the far right column represent outputs. In this Figure the output nodes form an extra lair, and the edges to the output nodes represents simple copy operations. Figure  4(b) shows a decomposition of G into vertex-disjoint paths from inputs to outputs. These paths are called lines. Now for any two nodes u and v in G that lie at least a distance d apart on the same line, the information speed function F G (d) is defined as the number of nodes in G no two of which lie on the same line and each of which belongs to a path connecting u and v. The following theorem gives a lower bound on the number of I/O operations Q required to execute G. Theorem [16] . For any graph G where all inputs can reach all outputs through vertex-disjoint paths, if the information speed function is Ω (F (d) ), where F is monotonically increasing and F −1 exists, then
where L is the total number of vertices on the vertex-disjoint paths or lines.
This theorem assumes that data is transferred to the cache in blocks of size 1. Therefore, for block size B, we will have, Q = Ω 
Experimental Results.
We implemented three variants of our algorithm: (i) 4-way partitioning as described above, (ii) 2-way partitioning along the longer dimension, and (iii) triangular partitioning. All three methods have the same asymptotic bounds, but the triangular partitioning gave the best performance experimentally. For comparison we coded the widely used linear-space algorithm of Hirschberg [14] . Both algorithms were tested on both random and real-world sequences consisting upto 2 million symbols each, and timing and caching data were obtained on three stateof-the-art architectures: Intel Xeon, AMD Opteron and SUN UltraSPARC-III+. Detailed results of our experiments can be found in [5] . Below we summarize our results, where CO and Hi denote the new cache-oblivious algorithm and Hirschberg's algorithm, respectively:
• CO incurred considerably fewer cache misses compared to Hi. In Table 1 we tabulate the L1 cache misses incurred by the algorithms on the Intel Xeon and the Sun UltraSPARC-III+.
• CO ran a factor of 2 to 6 times faster than Hi on random sequences. In Table 2 we tabulate running times on the AMD Opteron for CFTR DNA sequences [22] , where again, CO performs approximately twice as fast as Hi.
• CO executed 40%-50% fewer instructions than Hi.
• Unlike Hi, CO was able to conceal the effects of caches on its running time; its actual running time could be predicted quite accurately from its theoretical time complexity.
Recursive-Gap(C)
(We assume that C is a square submatrix of D, and the top-left cell of C corresponds to D[i, j] for some 0 ≤ j ≤ n. We also assume that the dimension of C is a power of 2. This function recursively computes the entries of C according to equation 3.2.)
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5.
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The Edit Distance Problem.
Given two strings X = x 1 x 2 . . . x m and Y = y 1 y 2 . . . y n over a finite alphabet Σ, the edit distance of X and Y is the minimum cost of an edit sequence that transforms X into Y [17] . The edit operations are: delete(x i ) of cost D(x i ) that deletes x i from X, insert(y j ) of cost I(y j ) that inserts y j into X, and substitute(x i , y j ) of cost S(x i , y j ) that replaces x i with y j in X. Our LCS algorithm can be adopted directly to solve this problem cache-obliviously in O(mn) time and O mn BM I/Os provided that Σ is small enough so that S can be stored in internal memory, or S(x i , y j ) can be computed on the fly in constant time and without incurring any additional cache misses.
The Gap Problem
The gap problem [11, 12, 26] is a generalization of the edit distance problem that arises in molecular biology, geology, and speech recognition. When transforming a string X = x 1 x 2 . . . x m into another string Y = y 1 y 2 . . . y n , a sequence of consecutive deletes corresponds to a gap in X, and a sequence of consecutive inserts corresponds to a gap in Y . In many applications the cost of such a gap is not necessarily equal to the sum of the costs of each individual deletion (or insertion) in that gap. In order to handle this general case two new cost functions w and w ′ are defined, where w(p, q) (0 ≤ p < q ≤ m) is the cost of deleting x p+1 . . . x q from X, and w 
where
Assuming m = n, this problem can be solved in internal memory [11] in O(n 3 ) time using O(n 2 ) space;
this algorithm incurs Θ Cache-Oblivious Algorithm. The Recursive-Gap function given in Figure 5 is a cache-oblivious algorithm for the gap problem. When called with matrix D it computes the entries of D recursively assuming that m = n = 2 p for some integer p ≥ 0. It splits the input matrix C into four quadrants, and solves each quadrant recursively in the following order: top-left (C 11 ), topright (C 12 ), bottom-left (C 21 ) and bottom-right (C 22 ). This order of processing ensures that no entry
{a problem specific function} Figure 6 : General dynamic program in GEP.
{F can be any of the nine functions (A, Figure 9 .} (X is a square submatrix of c such that
The top-left, top-right, bottom-left and bottom-right quadrants of X are denoted by X 11 , X 12 , X 21 and X 22 , respectively. The function calls in lines 4 and 5 are determined from Figure 9 .)
Figure 7: Cache-oblivious implementation of the dynamic program in Figure 6 . Figure 8 : Processing order of quadrants of X by F (processing function in parentheses): (a) forward pass, (b) backward pass. Figure 9 : Function specific recursive calls.
Figure 10: Function specific pre-condition P (F ).
used to update some other entry before completing the computation of D[i, j] itself. The function Apply-E (Apply-F) is used to update the entries of a quadrant using the entries of another one based on the equation
I/O Complexity. Let I(n) and I ′ (n) be the I/O complexities of Recursive-Gap and Apply-E/Apply-F, respectively, on an input of size n × n. Then
′ n 2 otherwise;
and
where α ′ and α are suitable constants. Solving the recurrences we obtain
, assuming a tall cache, i.e., M = Ω(B 2 ).
The Least Weight Subsequence Problem. The least weight subsequence problem [15, 12] which arises in optimum paragraph formation and in finding minimum height B-trees, can be solved cache-obliviously in O(n 2 ) time, O(n) space and O( n 2 BM ) I/Os using a 1-dimensional version of Recursive-Gap, where n is the length of the input sequence.
The Gaussian Elimination Paradigm (GEP)
In this section we present a general cache-oblivious framework for problems that can be solved using a triply-nested for loop as shown in Figure 6 . In view of the structural similarity between this construct and the computation in Gaussian elimination without piv-
(b) Figure 11 : (a) System of equations as a matrix, (b) First phase of Gaussian elimination.
oting, we will refer to this paradigm as the Gaussian Elimination Paradigm or GEP. Many practical problems fall in this category, for example: all-pairs shortest paths, LU decomposition, and Gaussian elimination without pivoting. Other problems can be solved using GEP through structural transformation, for example: the gap problem, simple dynamic program [6] , and matrix multiplication.
In the triply-nested loop of Figure 6 the range of i in step 2 is a function of k, and that of j in step 3 is a function of k and i. We assume w.l.o.g. that the smallest value taken by any of i, j or k is 1, and the largest value taken is n = 2 p for some integer p ≥ 0. Therefore, the running time of the dynamic program is O(n 3 ) provided f can be computed in constant time.
A General Cache-Oblivious Implementation. In Figure 7 , we give a template for a recursive function F which can be instantiated to any of the nine functions (A, Figure 10 ) The base case occurs when k 1 = k 2 , and the function updates c[i
Otherwise it splits X into four quadrants (X 11 , X 12 , X 21 and X 22 ), and recursively updates the entries in each quadrant in two passes: forward (line 4) and backward (line 5). The processing order of the quadrants and the processing function for each quadrant in each pass are shown in Figures 8 and 9 , respectively. A given computation need not necessarily make all recursive calls in lines 4 and 5. Whether a specific recursive call to a function F ′ (say) will be made or not depends on P (F ′ ) and the dynamic program at hand. For example, if the for loop in line 2 of Figure 6 starts with i ← k, then we do not make any recursive call to function C 2 since the indices of the dynamic program cannot satisfy P (C 2 ).
The function call A(c, 1, n) (F instantiated to A) solves the dynamic program in Figure 6 .
I/O Complexity. Let I(n) be an upper bound on the number of I/O operations performed by any of the nine functions on an input of size n × n. Since all functions have the same base case, we have,
where α is the largest constant sufficiently small that four αM × αM submatrices fit in the cache.
The solution to the recurrence is
(assuming a tall cache).
I/O Lower Bound. Later in this section we show that the problem of multiplying two n × n matrices (i.e., computing C = A × B, where A, B and C are n × n matrices) can be cast as a problem in GEP. Since any algorithm that executes Θ(n 3 ) operations given by the definition of matrix multiplication ( [16] , the same lower bound holds for GEP, too.
Gaussian Elimination without Pivoting. Gaussian elimination without pivoting is used in the solution of systems of linear equations and LU decomposition of symmetric positive-definite or diagonally dominant real matrices [7] . We represent a system of n − 1 equations in n − 1 unknowns (x 1 , x 2 , . . . , x n−1 ) using an n × n matrix c as shown in Figure 11(a) , where the i'th (1 ≤ i < n) row represents the equation a i,1 x 1 + a i,2 x 2 + . . . + a i,n−1 x n−1 = b i . The method proceeds in two phases. In the first phase, as shown in Figure 11 I/Os. The first phase is an instantiation of the GEP dynamic program in Figure 6 . Observe that we always have i > k and j > k when we reach line 4 in Figure  11 (b). Therefore, comparing these indices with the preconditions in Figure 10 , we can eliminate all recursive function calls except those to the following four: A, B 1 , C 1 and D 1 . Thus this phase can be executed in
cache misses by calling A(c, 1, n) with the reduced set of function calls. A similar method solves LU decomposition without pivoting within the same bounds. Both algorithms are in-place. Our algorithm for Gaussian elimination is arguably simpler than existing algorithms since it does not use LU decomposition as an intermediate step, and thus does not invoke subroutines for multiplying matrices or solving triangular linear systems, as is the case with other cache-oblivious algorithms for this problem [27, 4, 23] .
All-pairs Shortest Paths. The Floyd-Warshall algorithm [8, 25] for computing all-pairs shortest paths (see Figure 12 (a)) is another instance of a dynamic program in GEP. In this case, however, we cannot eliminate any recursive function calls, and a little inspection reveals that all 9 functions are actually the same. Therefore, we can take only one function, say A, and substitute A for each recursive call it makes. The resulting algorithm is exactly the same as that in [20] .
Matrix Multiplication. We consider the problem of computing C = A × B, where A, B and C are n × n matrices. Though standard matrix multiplication does not fall into GEP, it does after the small structural modification shown in Figure 12 (b) (index k is in the outermost loop in the modified algorithm, while in the standard algorithm it is in the innermost loop). The cache-oblivious algorithm we obtain for this modified algorithm by applying the transformations in this section is similar to that obtained for Floyd-Warshall's algorithm except that we need to pass all three matrices (A, B and C) to the recursive functions instead of one.
The Gap Problem. We presented a cache-oblivious algorithm for the gap problem (section 3). Here we show that we can obtain an alternate cache-oblivious algorithm for this problem by casting it as a dynamic program in GEP. In Figure 13 (a) we give an alternate implementation of equation 3.2 assuming that row 0 and column 0 of D[i, j] have already been initialized. Though the dynamic program in Figure 13 (a) does not exactly match the pattern given in Figure 6 (for example: some of the indices are off by a constant, and additional functions w, w ′ and S are used), the GEP method continues to apply, and we obtain an O Simple Dynamic Programs. In [6] , the term Simple dynamic program was used to denote a class of dynamic programming problems over a nonassociative semi-ring (S, +, ·, 0) which can be solved in O(n 3 ) time using the dynamic program shown in Figure 13(b) . Its applications include RNA secondary structure prediction, optimal matrix chain multiplication, construction of optimal binary search trees, and optimal polygon triangulation. An O [24] was given in [6] for this class of problems.
We can transform a simple dynamic program into a dynamic program in GEP using the decomposition technique given in [12] . The upper triangular matrix D is decomposed into (forward) diagonal strips of horizontal width n 
