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ABSTRACT
The next generation of adaptive optics (AO) systems will require tomographic recon-
struction techniques to map the optical refractive index fluctuations, generated by
the atmospheric turbulence, along the line of sight to the astronomical target. These
systems can be enhanced with data from an external atmospheric profiler. This is
important for Extremely Large Telescope scale tomography. Here we propose a new
instrument which utilises the generalised SCIntillation Detection And Ranging (SCI-
DAR) technique to allow high sensitivity vertical profiles of the atmospheric optical
turbulence and wind velocity profile above astronomical observatories. The new ap-
proach, which we refer to as ‘Stereo–SCIDAR’, uses a stereoscopic system with the
scintillation pattern from each star of a double-star target incident on a separate de-
tector. Separating the pupil images for each star has several advantages including:
increased magnitude difference tolerance for the target stars; negating the need for
re-calibration due to the normalisation errors usually associated with SCIDAR; an
increase of at least a factor of two in the signal-to-noise ratio of the cross–covariance
function and hence the profile for equal magnitude target stars and up to a factor of 16
improvement for targets of 3 magnitudes difference; and easier real-time reconstruc-
tion of the wind-velocity profile. Theoretical response functions are calculated for the
instrument, and the performance is investigated using a Monte-Carlo simulation. The
technique is demonstrated using data recorded at the 2.5 m Nordic Optical Telescope
and the 1.0 m Jacobus Kapteyn Telescope, both on La Palma.
Key words: atmospheric effects – site testing
1 INTRODUCTION AND THEORY
Several techniques have been implemented to estimate the
atmospheric turbulence profile, measured as the refractive
index structure constant, C2n (h), and wind velocity, both as
a function of altitude. The most widely exploited are MASS
(Multi Aperture Scintillation System, Tokovinin & Kornilov
2007), SCIDAR (SCIntillation Detection And Ranging,
Vernin & Roddier 1973) and SLODAR (SLOpe Detection
And Ranging, Wilson 2002). MASS is not intended as a
high vertical-resolution technique. It has a limited logarith-
mic vertical resolution and the high altitude response is
very broad (Tokovinin & Kornilov 2007). Here, we only ad-
dress high altitude-resolution techniques and therefore we
⋆ E-mail: james.osborn@durham.ac.uk (JO)
will only discuss SLODAR and SCIDAR. Both SLODAR
and SCIDAR are triangulation techniques in which the at-
mospheric turbulence profile is recovered from either the cor-
relation of wavefront slopes in the case of SLODAR, or scin-
tillation intensity patterns in the case of SCIDAR, for two
target stars with a known angular separation. A simplified
schematic is shown in figure 1.
For the next generation of Extremely Large Telescopes
(ELT) the knowledge of the turbulence profile will become
essential to the efficient running of the observatory and
adaptive optics (AO) systems. Tomographic AO systems
combine information from several off-axis wavefront sensors
to estimate the optical phase aberrations in the volume of
turbulence in a given target direction or field of regard.
These multi-wavefront sensor systems can build an atmo-
spheric profile using the internal wavefront sensor data using
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Figure 1. If a turbulent layer at height, h, is illuminated by two
stars of angular separation, θ, then two copies of the aberration
will be made on the ground separated by a distance hθ. By cross
correlating either the centroid positions from a Shack–Hartmann
wavefront sensor (SLODAR) or the intensity patterns (SCIDAR)
we can triangulate the height of the turbulent layer and the am-
plitude of the correlation peak corresponds to the strength of the
layer.
the SLODAR method (Cortés et al. 2012). External profil-
ers can provide information which is always of the highest
altitude resolution irrespective of the ELT AO wavefront
sensor configuration and is independent of the AO system.
Externally generated profiles can be used to augment
information derived from internal WFS data and assist ob-
servatory operations. These tasks could include validation
of the performance of the AO instrumentation; compari-
son of performance with calculated error budgets; diagno-
sis of system performance issues at an early stage; collec-
tion of site statistics; validation and feedback into mete-
orological forecasting models (Masciadri & Lascaux 2012);
pre-optimisation of AO control matrices to minimise tele-
scope down-time between observations; construction of AO
control matrices for fields without any bright targets and
potentially the scheduling of AO observations. However, the
precise role of external profilers in the ELT era is still an
area of active research and is outside the intended scope of
this paper.
Turbulence profilers such as SLODAR or SCIDAR can
also supply wind velocity measurements which will allow
the tomographic reconstructors to use temporal information
in the reconstruction process. Several smart reconstructors
(for example, Linear Quadratic Control, Folcher & Carbillet
2011) require real time wind velocity profiles to optimise the
AO control algorithms. The combined atmospheric turbu-
lence strength and velocity profile can be used to calculate
atmospheric parameters important for the real time opti-
misation of AO systems, such as the isoplanatic angle and
coherence time.
In this paper we discuss the SCIDAR technique. SCI-
DAR has the capability to determine the atmospheric pro-
file to a higher resolution than SLODAR because the auto–
covariance function of the scintillation pattern from a single
turbulent layer is narrower than that of the wavefront slopes,
i.e. the spatial scale of the scintillation is smaller than the
minimum wavefront sensor sampling of the phase, allowing
for higher altitude resolution profiling. SCIDAR was orig-
inally proposed by Vernin & Roddier (1973), in which the
turbulence profile is determined by processing short expo-
sure images of the scintillation pattern observed from a dou-
ble star. SCIDAR is limited in that it is insensitive to tur-
bulence at the ground, due to lack of propagation distance
required to develop scintillation. Fuchs, Tallon & Vernin
(1994) introduced generalised–SCIDAR with the suggestion
that the analysis plane did not necessarily need to be at the
telescope pupil. A conjugate position larger than 1 km below
the pupil was suggested by Fuchs, Tallon & Vernin (1998)
and even larger distances were used in the first implementa-
tion of generalised–SCIDAR by Avila, Vernin & Masciadri
(1997). This extends the propagation distance of the light
path and therefore allows the phase aberrations induced by
the surface turbulent layer to develop into intensity fluctu-
ations, which can be measured.
The theoretical resolution for SCIDAR is defined by the
Fresnel zone size for a given altitude of the turbulent layer
and is given by (Prieur, Daigne & Avila 2001),
δh (z) = 0.78
√
λz
θ
, (1)
where z is the propagation distance to the layer and is given
by z = |h − hconj|, where hconj is the conjugate altitude of
the detector, or analysis plane, and h is the altitude of the
turbulent, λ is the wavelength and θ is the angular separa-
tion of the target stars. Throughout this paper the analysis
assumes a zenith angle, θz = 0. To generalise to other zenith
angles, one would replace z by z sec θz. The altitude resolu-
tion for SCIDAR is a function of the propagation distance
and target star separation. For larger propagation distances
the spatial scale of the intensity speckle patterns is larger,
reducing the altitude resolution. Stars with a wider sepa-
ration will increase the altitude resolution but also reduce
the maximum profiling altitude, as we can only recover the
profile up to an altitude where the projected pupils from
the two stars overlap. The maximum altitude that we can
observe a layer is therefore,
hmax =
D
θ
, (2)
where D is the diameter of the telescope pupil. The max-
imum altitude will actually be lower than this in the case
where the analysis plane is positioned away from the tele-
scope pupil. In this case diffraction through the pupil will
distort the intensity distribution at the edge of the pupil
(outer, secondary and spiders) and will need to be blocked.
This will effectively reduce the diameter of the telescope.
The width of the primary diffraction ring is independent
of telescope size and is given by the Fresnel radius, rF =√
λhconj. This ring is substantially larger than the others
and so only this outer one is blocked in order to retain
a large fraction of the telescope size (Osborn et al. 2011).
Equation 2 is modified to,
hmax =
(D − rF )
θ
. (3)
For a given telescope, θ should be selected so that hmax
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Figure 2. A schematic layout of the Stereo SCIDAR instrument.
The reflecting pickoff in the centre directs the light from each
star to one arm of the instrument. The light in each arm is then
collimated, and the resulting intensity pattern is imaged onto the
CCD detector. Each CCD detector is attached to a linear stage
which controls the altitude of the alaysis plane imaged by the
detector.
is approximately 20 km, the maximum expected altitude of
the tropopause and hence the maximum altitude for any
optical turbulence.
To improve the sensitivity, efficiency and resolution of
generalised–SCIDAR we have designed and built a new in-
strument with two cameras, one for each target star, named
stereo–SCIDAR. Separating the intensity patterns from each
star on to two independent cameras increases the signal to
noise ratio of the profile, allows a greater magnitude differ-
ence of the targets and circumvents known normalisation
issues with conventional single camera generalised–SCIDAR
data reduction (Avila & Cuevas 2009).
Section 2 describes the Stereo–SCIDAR technique in-
cluding the opto-mechanical design, the theoretical deriva-
tion of the response functions and an overview of the as-
sociated advantages. Section 3 explains the data reduction
algorithm and the profile fitting. Section 4 presents a selec-
tion of on-sky results. We conclude in section 5.
2 STEREO–SCIDAR
2.1 Opto–Mechanical Design
Conventionally, SCIDAR is implemented with a single cam-
era, which records the overlapping pupil images. Stereo–
SCIDAR utilises a separate camera for each pupil image.
The prototype Stereo–SCIDAR instrument has been de-
ployed on the 2.5 m Nordic Optical Telescope (NOT) during
March 2013 and the 1 m Jacobus Kapteyn Telescope (JKT)
in May, July and September 2013. The instrument uses a re-
flective glass wedge to separate the beams from each of the
two stars onto two separate CCD detectors. One of the im-
ages is inverted in software to ensure that both images have
the same on–sky orientation. A sketch of the instrumental
design is shown in figure 2. In this implementation two An-
dor Luca S EMCCD detectors were used. The cameras have
a maximum frame rate of ∼90Hz and we use an exposure
time of 2 ms. The NOT has an aperture diameter of 2.5 m
and an effective focal length of 28.2 m. A collimating lens of
focal length 32 mm leads to a beam diameter of 2.8 mm.
A two camera system can emulate any functionality
of a single camera system by simply adding together the
two images. However, there are several advantages to the
Figure 3. The cross–covariance function for the two stereo–
SCIDAR frames results in a single peak offset by θh (left).
The auto-covariance function of single camera SCIDAR results
in three peaks for each layer. One at the centre of the auto–
covariance and one at plus and minus θ|h− hconj|. (right)
two camera system at the cost of a more complicated opto-
mechanical and electronic design.
2.2 Cross–covariance functions
Using two cameras instead of one changes the profile restora-
tion process for SCIDAR. When using a single camera, the
pupil images from each target star overlap on the CCD, with
an offset depending on the conjugate altitude of the anal-
ysis plane and on the angular separation of the targets (at
the telescope pupil the two images will be completely su-
perimposed). One calculates the auto–covariance function
of the image which is normalised by the auto–covariance of
the mean image. Each turbulent layer will contribute three
peaks to the auto–covariance function, as the intensity pat-
tern from each star correlates with the intensity pattern with
the other star and with itself (figure 3, right). The profile
can be restored by fitting the 1D cut of the covariance peaks
in the direction between the two stars with the theoretical
response functions of the instrument. The response func-
tions map the atmospheric optical turbulence profile onto
the covariance function (i.e what the instrument actually
measures).
For a two camera system we normalise each pupil im-
age to have the same mean intensity and then calculate
the cross–covariance of the two individual intensity pat-
terns. This cross–covariance can be normalised by the cross–
covariance of the mean pupil images. In this way the Stereo–
SCIDAR cross–covariance function only has one set of corre-
lation peaks from the centre outwards in the direction par-
allel to the position angle of the two binary target stars
(figure 3, left). Figure 4 shows example simulated covari-
ance functions for Stereo–SCIDAR and for single camera
SCIDAR.
The spatio-temporal covariance (cross or auto) can be
computed by calculating the covariance function with in-
creasing offsets in the frame number. If we correlate one
frame with itself, this gives us the dt = 0 plane. The cor-
relation of one frame with the subsequent frame would be
c© 0000 RAS, MNRAS 000, 000–000
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Figure 4. 2D covariance plots for Stereo–SCIDAR (upper) and
single camera Generalised–SCIDAR (lower) for an atmospheric
simulation containing six equal strength turbulent layers at 2 km
spacing between 0 and 10 km, inclusive. A vertical cut through
each covariance function is shown on the right. δs is the position
in the covariance function. We see that for single camera SCI-
DAR we have two sets of spatially separated peaks and one set
of overlapping peaks at the centre. For Stereo–SCIDAR we only
have one set. Both plots have the same grey scale, the correlation
peaks for Stereo-SCIDAR are larger in magnitude than that of
single camera Generalised–SCIDAR.
the dt = 1 plane and with the preceding frame would be the
dt = −1 plane in the spatio-temporal covariance.
2.3 Theoretical Background
2.3.1 Kolmogorov Turbulence
The propagation of starlight through a turbulent layer in
the atmosphere leads to an intensity distribution at the tele-
scope aperture. If we assume that the turbulence has a Kol-
mogorov power spectrum then the spatial intensity power
spectrum at the ground is given by,
ΦI (f) = 3.9 × 10−2k2f−11/3∫
∞
0
C2n (z) sin
2 (πλzf2) dh, (4)
where k is the wave-number of the light from the star,
and f the spatial frequency of the atmospheric turbulence
(Roddier 1981). For Kolmogorov turbulence this is valid over
the inertial range 1/L0 6 f 6 1/l0, where L0 and l0 are the
outer and inner scales of the turbulence respectively.
The above equation forms the basis of the SCIDAR re-
sponse functions. It should be noted that it is only valid for
weak-scintillation conditions and in the monochromatic light
approximation. In SCIDAR techniques, scintillation only oc-
casionally fails to be weak. In such cases, the power spectrum
of the actual scintillation has lower maximum values and
presents a noisy aspect, as shown by Tokovinin & Kornilov
(2007) from numerical simulations. Essentially, in the strong
fluctuation regime, the effect of each independent turbulent
layer can no longer be assumed to be additive.
The validity of the monochromatic approximation has
been well justified for SCIDAR-like techniques (Tokovinin
2003). Here we use polychromatic light, only filtered by the
wavelength dependent quantum efficiency of our camera. All
SCIDAR systems use polychromatic light, in order to col-
lect sufficient photons for the analysis. We have developed a
Monte-Carlo simulation to compare the monochromatic co-
variance function with a polychromatic one. The simulation
included a test atmosphere containing six layers separated
by 2 km and all having equal turbulence strength, this was
to confirm that the effect of several turbulent layers was ad-
ditive (weak fluctuation regime), as is assumed by SCIDAR.
The polychromatic pupil images were generated by summing
together six images generated with wavelengths between 500
and 800 nm, outside of this range the quantum efficiency of
the cameras ensure that the throughput is negligible. The
images were weighted by the wavelength dependent quan-
tum efficiency of the camera and the stellar spectral emis-
sion. The transmission spectrum of the atmosphere in the
visible was assumed to be uniform. The wavelength weights
are as shown in table 1.
We compared the simulated polychromatic covariance
functions with the monochromatic case (at λ = 500 nm).
The simulation showed negligible difference between the two
covariance functions meaning that it is indeed appropriate to
use the monochromatic equations to generate the response
functions of SCIDAR.
2.3.2 SCIDAR response functions
The response function is the response of the instrument to
a thin layer at a given altitude and maps the output of
the instrument (i.e the covariance function) to the actual
turbulence profile. The Stereo–SCIDAR response functions
are identical to those of conventional SCIDAR, the difference
between the techniques is in how the covariance function is
generated and normalised.
The quantity measured by the Stereo-SCIDAR instru-
ment is the normalised scintillation spatial auto–covariance
function B (~r),
B (~r) =
〈[I1 (~x)− 〈I1〉] [I2 (~x+ ~r)− 〈I2〉]〉
〈I1〉 〈I2〉 , (5)
where In (~x) is the normalised intensity distribution in the
analysis plane for a single star, n. The angled brackets de-
note an ensemble average.
As the power spectrum of the intensity variations for
both stars are identical, the auto–covariance of the intensity
patterns can be related to the power spectrum of the scin-
tillation using the Wiener-Khintchine theorem. This states
that the auto–covariance corresponds to the Fourier trans-
form of the power spectrum. As the power spectrum is rota-
tionally symmetric, this can be taken to be a Hankel trans-
form (Roddier 1981),
B (~r) = 2π
∫
∞
0
fΦI (f) J0 (2πrf) df, (6)
where J0 is a Bessel function of the first kind. By combining
equations 4 and 6, a single turbulent layer at propagation
distance z will give,
B (~r, z) = 3.9× 10−22πk2C2n (z) dh∫
∞
0
f−8/3 sin2
(
πλzf2
)
J0 (2πrf) df. (7)
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Table 1. Wavelength weights for polychromatic simulation
Wavelength (nm) Andor Luca QE % Stellar flux / maximum Weight
500 0.52 1.00 0.21
550 0.5 0.92 0.19
600 0.49 0.86 0.17
650 0.45 0.78 0.15
700 0.38 0.77 0.12
750 0.29 0.75 0.09
800 0.22 0.73 0.07
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Figure 5. A sub-sample of SCIDAR response functions corre-
sponding to five propagation distances equally spaced between 2
and 10 km. Here we plot the propagation distance and not abso-
lute altitude and so, for example, the result is identical for a layer
at 2 km whilst conjugate to 0 km and for a layer at 0 km whilst
conjugate to -2 km.
This is the intensity fluctuation auto–covariance density per
unit altitude produced by a layer located at a distance z.
We also define a further quantity B′(~r, z), corresponding to
B(~r, z) for unit turbulence strength (i.e. B(~r, z)/C2n(h)dh).
We define this quantity to be the Stereo–SCIDAR response
function for unit turbulence at altitude z.
The measured star auto–covariance (B (~r, θ)) corre-
sponds to
B (~r, z) =
∫
C2n (z)B
′ (~r, z) dz. (8)
Example SCIDAR response functions are shown in fig-
ure 5 for five propagation distances. As the propagation dis-
tance increases, the cross–covariance signal increases, but
also becomes wider, decreasing the altitude resolution.
2.3.3 Single camera SCIDAR auto-covariance functions
In single camera SCIDAR the measured auto–covariance
function can be written as (Tokovinin 1997),
B(~r, ~θ) =
∫
A1B(~r) + A2
(
B
(
~r − ~θz, z
)
+B
(
~r + ~θz, z
))
dz, (9)
where,
A1 =
1 + γ2
(1 + γ)2
, (10)
A2 =
γ
(1 + γ)2
, (11)
and
γ = 10−0.4∆m, (12)
where ∆m is the relative magnitude difference of the target
stars and B(r) is the scintillation auto–covariance function.
Each term within the integral of equation 9 corresponds to
a set of peaks in the auto–covariance function (figure 4).
To recover the turbulence profile we take either of the lat-
eral sets of peaks from the triplet (B(r − θ|h − hconj|) or
B(r+θ|h−hconj|)) leading away from the centre and fit them
to the response functions of the instrument. From equa-
tion 9 we see that the amplitude of these peaks, and hence
the visibility, are multiplied by A2. It can be shown that
the uncertainty in the optical turbulence profile ∝ A1/A2
(Prieur, Daigne & Avila 2001). Therefore, for larger magni-
tude differences the visibility of the correlation peaks is re-
duced, hence reducing the signal to noise ratio. If both stars
have the same brightness then A1 = 0.5 and A2 = 0.25.
However, if there is a two magnitude difference in bright-
ness then γ = 0.16, A1 = 0.76 and A2 = 0.12.
2.4 Advantages of Stereo–SCIDAR
2.4.1 Normalisation
In conventional single camera generalised-SCIDAR the pupil
patterns from the two target stars overlap. This overlap re-
sults in a lack of contrast in the combined pupil image and
hence a loss of information. The loss of contrast means that
the peaks in the covariance function that are used to recover
the profile are reduced in amplitude.
If the analysis plane is conjugate to the ground, then the
pupil images are entirely overlapping and it can be shown
that the amplitude of the lateral peaks is proportional to
A2. When the pupils are fully superimposed the covari-
ance is underestimated by a factor of four. As the analysis
plane is moved away from the ground the images separate
on the detector leading to a more complicated, height de-
pendent contrast adjustment. This has been addressed in
detail by Avila & Cuevas (2009). They show that using the
auto–covariance of the average overlapping pupil images to
normalise the individual auto–covariance can actually intro-
duce an error of the order of tens of percent depending on the
c© 0000 RAS, MNRAS 000, 000–000
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telescope aperture geometry and the altitude of the layers.
This is now understood and can be corrected using theo-
retical approximations. However, this issue can be entirely
avoided by separating the pupil images in Stereo–SCIDAR.
It is worth noting that the normalisation error only ap-
plies when the defocused pupil images are superimposed,
which is the case for most Generalised–SCIDAR systems in
use. Low-Layer SCIDAR (LOLAS, Avila et al. (2008) is a
variation of the SCIDAR method in which the pupils are
also entirely separated, but still on one detector, and so also
negates the aforementioned issue. High vertical-resolution
Generalised–SCIDAR (Masciadri et al. 2010) also bypasses
this normalisation issue by re-distributing the measured tur-
bulence strength into discrete altitudes defined in the spatio-
temporal auto–covariance.
2.4.2 Improved target magnitude difference range
The stellar magnitude difference for the targets for
generalised–SCIDAR when the defocused images
are superimposed is limited to ∼2.5 magnitudes
(García-Lorenzo & Fuensalida 2011) at most and often
only one magnitude (Masciadri et al. 2010).
The equivalent A2 value for Stereo–SCIDAR is 1.0 (sec-
tion 2.3.1, equation 8) and is independent of magnitude dif-
ference, ∆m, of the target stars. Stereo–SCIDAR is limited
only by signal. This means that the signal-to-noise ratio is
independent of the magnitude difference. Therefore, larger
stellar magnitude differences can be tolerated and hence a
greater number of targets are available. This is particularly
important on smaller telescopes. For example on the JKT
(1 m, La Palma), using single camera SCIDARwe have a gap
in the right accession (RA) angle of 5 hours in which there
are no suitable targets (∆m < 1.5). Using Stereo-SCIDAR
we have valid targets for all RA angles.
Figure 6 shows the 1D cut of simulated cross–
covariance functions for Stereo–SCIDAR and for conven-
tional Generalised–SCIDAR. The simulation was for a 2.5 m
telescope, 30 arcsec target separation, -3000 m conjugate
altitude and one minute of data. We show the covariance
function for equal magnitude stars and for targets with 2
and 3 magnitudes difference in brightness. The generalised–
SCIDAR covariance peaks becomes smaller and hence in-
creasingly more noisy for larger magnitude differences, due
to contrast reduction explained in section 2.3.3. The reduc-
tion in amplitude can be tolerated and included in the theo-
retical correction described above, however the lower signal
to noise ratio is a fundamental problem and limits the pos-
sible magnitude difference of the targets for single camera
Generalised–SCIDAR.
2.4.3 Sensitivity
The sensitivity of the SCIDAR method is well documented
in the literature (Tokovinin 1997; Prieur, Daigne & Avila
2001; Prieur et al. 2004). The approach taken is to calculate
the sensitivity at a position j in the covariance function,
corresponding to a layer at altitude hj , in the presence of
an assumed turbulent atmosphere with a dominant layer at
altitude H0.
The statistical rms noise of B(~r) for a single frame can
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Stereo-SCIDAR
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Figure 6. 1D cut of simulated covariance functions for Stereo–
SCIDAR and single camera SCIDAR. The solid lines are for
the case where the two target stars have the same magnitude,
dashed lines indicate a 2 magnitude difference (m1=4, m2=6)
and the dotted lines indicate a 3 magnitude difference in bright-
ness (m1=4, m2=7). Note that for the Stereo–SCIDAR case the
three lines are co-incident. There is no loss of contrast for increas-
ing magnitude difference.
be approximated by dividing the sum of the independent
noise variances (scintillation, readout and shot noise in this
case, but others can be included), by the square root of
the number of speckles in the overlapping area of projected
pupils at altitude hj . The number of speckles in the area of
overlap is equal to the area of overlap of the projected pupils
divided by the area of the dominant speckle size,
AF =
f(r/D)π(D/2)2
πr2F
, (13)
where f(x) = arccos (x) − x(1 − x2)1/2 is the fraction of
overlapping area of two full disks separated by a distance x
in diameter units where, x = r/D and rF =
√
λH0/2 is the
Fresnel zone radius of the most significant speckle scale, i.e.
the speckle with the largest σ2I , from a layer at altitude H0
(Tokovinin 1997). Therefore,
∆B(r) =
(A1B(0) + (R/Nγ)
2 + 1/Nγ)√
D2f(r)
λH0
, (14)
where A1B(0) is the scintillation variance, σ2I , and is equal
to the amplitude of the central peak in the auto-covariance
function, R is the rms readout noise per scintillation speckle
and Nγ is the number of photons received during the expo-
sure per scintillation speckle.
This can be converted into the sensitivity in the tur-
bulence profile by dividing by the scintillation variance
of a layer with unit strength at altitude hj (σ2I,j =
19.12λ−7/6h
5/6
j ), using,
∆J˜j = (15)
5.23 × 10−2λ5/3h−5/6j H1/20 (A1B(0) + (R/Nγ)2 + 1/Nγ)
A2D
√
f(x)T/τc
,
(16)
where J =
∫ h2
h1
C2n(h)dh, is the integrated turbulence
c© 0000 RAS, MNRAS 000, 000–000
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strength over some altitude range and has units m1/3. To
calculate the rms noise of the profile, ∆J˜j , at position j, for
the recovered profile we must include the number of inde-
pendent realisations used to generate the profile. This can
be approximated by T/τc, where T is the integration time
and τc the frame rate.
The above equations are valid for completely overlap-
ping pupils, i.e. hconj = 0, for targets of equal magnitude
A1 = 0.5 and A2 = 0.25. In the extreme of fully separated
pupils, as with stereo–SCIDAR and LOLAS, A1 = A2 = 1.
As the sensitivity of SCIDAR is proportional to A1/A2,
stereo–SCIDAR can achieve double the sensitivity. This is
due to the increase in contrast in the analysis plane image
and hence the covariance function.
For partially separated pupils, the amplitude of the co-
variance peak for a particular layer depends on the separa-
tion of the pupils in the analysis plane, hconjθ, and the posi-
tion of the peak in the auto-covariance, hθ. Avila & Cuevas
(2009) show exact expressions and approximations for the
relative reduction of the covariance peaks, ǫ(hθ).
The relative amplitude of the lateral covariance peak
is given by A2(hθ) = A2(1 + ǫ(hθ)) and the central peak
is A1(hθ) = A1(1 + ǫ(hθ)/3). For overlapping pupils, the
coefficients A1(hθ) and A2(hθ) collapse to A1 and A2 re-
spectively and are as shown in equations 10 and 11. For
separated pupils they both converge to unity.
To calculate the sensitivity of generalised-SCIDAR with
partially separated pupils we can replace A1 and A2 in equa-
tion 16 with A1(hθ) and A2(hθ).
In a standard generalised–SCIDAR set-up, we would ex-
pect to conjugate the analysis plane to approximately 2 km
below the ground, this generally results in a shift of ∼10%
of the telescope diameter in the position of the two lateral
set of peaks, hconj.θ. The sensitivity is then altitude depen-
dent with high layers having different A1(hθ) and A2(hθ)
coefficients to the lower layers. The actual values can be
calculated using the equations found within Avila & Cuevas
(2009). Figure 7 shows the sensitivity as a function of layer
altitude for the three cases of completely overlapping, com-
pletely separated and 90% overlapping pupil images in the
analysis plane. For this example, D = 1 m, H0=17 km,
C2n = 100
−15 m−2/3 and the target stars are assumed to be
the same magnitude.
Although LOLAS also separates the pupil images of the
target stars, stereo–SCIDAR still has an advantage when it
comes to observing targets with a larger difference in bright-
ness. Having two cameras permits the EM gain to be indi-
vidually set for each camera, allowing for optimum gain for
both targets regardless of stellar magnitude. This allows us
to maximise the dynamic range for each pupil image without
saturation.
2.4.4 Wind velocity estimation
The wind velocity (speed and direction) of the strongest tur-
bulent layers can be estimated by measuring the movement
of the correlation peak of each layer in the spatio-temporal
covariance function. If we assume ‘frozen’ flow of the turbu-
lence then the scintillation pattern will cross the telescope
pupil with the same velocity as the layer. By comparing
subsequent frames of the spatio-temporal covariance func-
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Figure 7. RMS noise of the turbulence profile, ∆J , as a function
of layer altitude for a single independent frame. The telescope
diameter is 1 m and θ = 10′′. The solid line shows the completely
overlapping pupil case. The dashed line is the completely sepa-
rated case, with a factor of two reduction in the noise floor. The
dotted line is the rms noise for the pupils with a 10% shift (i.e.
90% overlap). In this case low altitude layers have the sensitiv-
ity of the overlapping case and for higher layers the sensitivity
converges to that of the fully separated case. The initial drop in
the curves is due to the strong altitude dependance of the ampli-
tude of the covariance peak, higher layers have larger scintillation
signals and so lower noise levels. The increase in noise at higher
altitudes is due to the reduction in overlap of the projected pupils,
increasing the statistical noise.
tion the covariance peak will also move allowing estimation
of the wind velocity.
Wind velocity profiling is difficult with single cam-
era SCIDAR. This is because each layer contributes
three peaks to the covariance function which quickly be-
come spatially confused in the spatio–temporal covari-
ance function. This prohibits the use of geometric algo-
rithms and instead one must identify the layers using a
spatio–temporal Fourier analysis. The wavelets approach of
García-Lorenzo & Fuensalida (2006) relies on measuring the
spatial frequencies inherent in the separation of the corre-
lation peaks. Prieur et al. (2004) developed an automatic
algorithm based on a modified CLEAN method. Both proce-
dures require fine parameter tuning and are computationally
intensive making an automatic algorithm difficult.
For Stereo–SCIDAR we use a geometric algorithm to
trace the peaks and calculate vectors between temporally
adjacent frames. This is possible due to the lower noise in
the covariance function and the fact that we only have one
covariance peak per turbulent layer, reducing the possibility
of confusion. We calculate the spatio-temporal covariance
functions with temporal delays, δt, from -3 frames up to
+3 frames and the peaks are identified using a Laplacian
of Gaussian filter. This involves smoothing the covariance
function by convolution with a Gaussian kernel and then a
Laplacian operator is used to calculate the second order spa-
tial derivative of the 2D function, effectively selecting regions
with high gradients of intensity. We then select covariance
peaks by recording the co-ordinates of the brightest pixel in
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the covariance and then subtracting the scaled Gaussian ker-
nel and repeating until there are no peaks above three times
the standard deviation of the covariance. This has been au-
tomated and we calculate the wind profile along with the
turbulence profile for all of our data in real-time. Using the
Andor Luca EMCCD cameras with windowing we attain a
frame rate of approximately 90 Hz. For the instrument in-
stalled on the 1 m JKT we have 80 pixels across the pupil
and we can therefore achieve a wind speed scale of ∼1 ms−1
per pixel. However, this accuracy can be improved by cen-
troiding the correlation peaks to sub-pixel accuracy. In order
to calculate the wind velocity of a layer the covariance peak
for that layer must appear in three consecutive frames of the
spatio–temporal cross–covariance. Therefore, the maximum
wind velocity that can be measured with the 1 m JKT is
36 m/s and with the 2.5 m NOT is 90 m/s. The worst case
is a high layer where the wind direction is such that it is
travelling at an angle perpendicular to the line joining the
two stars. In this case we would see the layer in the dt=0
frame but it is possible that it will not appear in any other
frame. Therefore, it is possible that high layers will exist
for which we can not obtain velocity estimates. This can be
improved by using larger telescopes or narrower targets, in-
creasing the maximum profiling altitude. These high layers
will be seen in the spatio-temporal auto-covariance and so
wind velocities can still be deduced although the altitude
information would then be lost.
It is possible to use the wind profile to further enhance
the resolution of the optical turbulence profile. Two layers
that are unresolved in the turbulence profile may separate
in the spatio-temporal cross–covariance due to a difference
in wind velocities. Egner & Masciadri (2007) show that this
method can be very effective.
3 DATA REDUCTION
In existing SCIDAR systems the intensity patterns from
each target overlap on a single detector and the profile is
retrieved from the auto–covariance function of the combined
image. As each pupil image is recorded separately for Stereo–
SCIDAR the images can be normalised in a way which is
not possible with conventional SCIDAR. The images are
independently background subtracted, offset to zero mean
and scaled to have unit integrated covariance strength. This
ensures that despite differing magnitudes of the stars, one
does not dominate the other in the cross–covariance. Unlike
single-camera generalised–SCIDAR (using the image auto–
covariance), in Stereo–SCIDAR each layer only contributes
one peak in the cross–covariance. To retrieve the turbulence
profile we are required to solve the inverse problem, written
in matrix form,
B∗∗ (~r, z) = Kz (~r, h)C
2
n (h) + n(~r), (17)
where B∗∗ (~r, z) is the measured scintillation cross–
covariance, Kz (~r, h) is the matrix of Stereo–SCIDAR re-
sponses to unit turbulence at different heights, for a given
conjugate altitude z and n(~r) is the noise in the cross–
covariance. The inverse problem is solved using a non–
negative least squares inversion (Lawson & Hanson 1974),
to retrieve an estimate for the C2n (h) profile. A cut of the
cross–covariance function from the centre in the direction
joining the two target stars is used as the input.
The value of the wavelength used for simulation and
data reduction is λ = 500nm, which corresponds approxi-
mately to the peak of the spectral sensitivity of the detector.
4 RESULTS
Stereo-SCIDAR was operated on the JKT and NOT for a
total of 25 nights between February and September 2013.
The results from these observations will be analysed and
presented in a future publication. Here we present a selection
of interesting examples collected using this system.
4.1 Example profile
Figure 8 shows the turbulence profile from the JKT,
recorded on the night of the 15th/16th September, 2013.
The analysis plane was set to 0 m to remove any contri-
bution from the dome and ground and hence increase the
SNR of the higher layers. Two targets were observed dur-
ing the night, the first had a stellar magnitude difference
of ∆m = 0.7, the second ∆m = 2.7, both had an angular
separation of ∼ 10′′. The upper plot shows only the optical
turbulence profile. The wind profiles are overlaid on a sep-
arate plot for clarity. We do not analyse the profiles in any
way here but simply point out a few interesting features that
we have seen in the data collected to date. Qualitatively, we
see several branching points where a turbulent layer seems
to split into two layers and diverge in altitude. We also see
the temporal evolution of these turbulent layers, which of-
ten seem to be correlated in altitude. The line delineating
the maximum altitude is an artefact in the cross-covariance
function.
4.2 Wind velocity profiling
Figure 9 shows the spatio-temporal cross–covariance func-
tions for delays in the range -2 frames up to +2 frames. If
we add the central three frames together (b, c and d from
figure 9) then it becomes easier to see the velocity of each
layer (figure 10). To build a wind profile we assume frozen
flow and implement a geometric algorithm. We make a least
squares fit between equi-spaced peaks in adjacent frames.
We then do the same for several sets of three frames (pos-
itive and negative temporal offsets) so that we can detect
layers even if they leave the scope of the cross–covariance
function. To detect the velocity of a layer we require it to
be seen in at least one set of three frames.
Figure 11 shows an example distribution of wind speeds
as a function of altitude for 160 profiles taken throughout
the night of 13th September 2013, from the JKT, La Palma.
The dashed line indicates the maximum wind speed that can
be measured with the current instrument on the 1 m JKT,
with a framerate of ∼72 Hz, this is 36 m/s (section 2.4.4).
4.3 Dome seeing estimates
We are able to estimate and remove the contribution of
the dome seeing from the covariance function using an ex-
tension of the method explained in Avila, Vernin & Cuevas
c© 0000 RAS, MNRAS 000, 000–000
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Figure 8. Example turbulence profile from the JKT, La Palma, 15th September 2013. The upper plot shows the profile of the optical
turbulence as a function of time. The lower plot is the same but with the layer wind velocities overlaid. The length of the arrows denote
the relative wind speed and the direction corresponds to the turbulent layer direction as defined by the cardinal directions shown in the
top right of the lower plot. The conjugate altitude of the analysis plane was set to 0 m.
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Figure 9. Spatio–temporal cross–covariance functions for the data taken at a conjugate altitude of -2 km (intensity scale inverted for
clarity). The plots show cross–covariance functions generated with temporal delays equal to 1 frame (∼10 ms) from -2 frames (a) to
+2 frames (e). The case of no temporal delay is shown in (c). By examining the position of these peaks in subsequent frames the wind
velocity (magnitude and direction) can be calculated.
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Figure 10. The sum of three consecutive spatio-temporal cross–
covariance frames. We show the sum on one image to demonstrate
the wind velocity estimation process. The arrows indicate the
detected layers and velocities.
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Figure 11. Example distribution of wind speeds as a func-
tion of altitude for the night of 13th September 2013, JKT, La
Palma. The dashed line indicates the maximum wind speed that
can be measured with the current instrument on the JKT. The
tropopause can clearly be identified at an altitude of ∼10 km.
(1998). For dome seeing estimates the conjugate altitude of
the analysis plane must be a few kilometres away from the
telescope pupil. Any turbulent layer in the atmosphere will
be blown across the pupil of the telescope with some wind
speed. Dome seeing will develop slowly and will therefore re-
main as a peak in the spatio-temporal covariance even with
several frames temporal offset. The amplitude of this central
peak will slowly decay as the dome seeing decorrelates.
By looking at the amplitude of this central peak as a
function of time we will see that only the first few frames
will also include the contribution from the surface turbulent
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Figure 12. The central value of the auto–covariance as a func-
tion of temporal delay between the two images. The central spike
visible in two of the three curves corresponds to the strength of
the external surface layer turbulence. This moves away from the
centre of the auto–covariance with a velocity given by the wind
velocity. The remnant covariance that lingers in the central peak
is due to the seeing in the dome of the telescope and decorrelates
slowly. The solid curve is for the NOT, anecdotally known for
its low dome seeing. We see here that the remnant is extremely
small. The dash-dot JKT curve was observed at a time when we
did not experience much dome seeing, we do however observe a
strong surface layer. By extrapolating the decay of the remnant
covariance back to the centre we can estimate the covariance due
to the dome seeing (marked by a dotted line and a cross). The
dashed curve demonstrates a scenario when we observed very lit-
tle external turbulence and very strong dome seeing. This was at a
time when that outside windspeed was effectively zero and shows
that the SCIDAR, as with many remote sensing instruments, fails
in these conditions.
layer which will move away from the central position with
the velocity of the wind. We can then extrapolate back to
zero offset covariance and estimate a value for the covariance
value of the dome seeing. Using this technique we are able
to remove the dome seeing contribution from the surface
turbulent layer strength.
Here we use the spatio-temporal auto–covariance func-
tion (the covariance of each pupil image with itself). In
the auto-covariance function any altitude information is re-
moved and all layers appear as covariance peaks at the
centre of the covariance function. They then move radially
away from the central point in the spatio-temporal auto-
covariance, with a velocity determined by the velocity of the
turbulent layer. The auto-covariance is more useful than the
cross-covariance for this analysis, as in the spatio-temporal
cross–covariance high altitude layers can move through the
central peak, adding noise to the dome seeing estimate. As
we are only using the auto-covariance this method could be
utilised while observing a single star and thus increase the
number of targets available. This would also allow us to use
a smaller telescope dedicated for dome seeing measurements.
Figure 12 shows measurements of the dome seeing at both
the JKT and NOT telescopes.
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5 CONCLUSION
We have developed and tested a new generalised-SCIDAR
remote sensing instrument for the characterisation of opti-
cal turbulence above astronomical sites. In this technique,
which we refer to as stereo–SCIDAR, the light from each
component of a target double star is imaged on a separate
detector. Separating the light from each star allows us to
avoid the normalisation issue of generalised–SCIDAR, and
increases the useable magnitude difference of the targets,
resulting in 100% time coverage for La Palma on a 1 m
telescope. It also achieves an increase in the signal-to-noise
ratio of a factor of 2 for a target pair of stars of the same
magnitude, a factor of 3 for ∆m = 1 and a factor of 6.3 if
there is two magnitudes difference in the brightness of the
targets. We have successfully used stereo–SCIDAR with 2.7
magnitudes difference in the target brightness. This yields
an increase of a factor of 12 in the sensitivity over single
camera SCIDAR. Stereo–SCIDAR also provides a simple,
automatic, technique for the detection of the velocity of the
atmospheric turbulent layers and the dome seeing.
A limited on–sky test demonstrated the key concepts
of the technique. We show several examples from the on-
sky data, including an example turbulence profile complete
with wind velocity measurements and estimates of the dome
seeing for the NOT and JKT.
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