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摘 要: 结合模糊关系的理论,对粗糙集理论的属性约简算法进行研究,提出了一个新的属性约简算法,并给出
了一个应用实例。
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随着数据挖掘 ( data m in ing, DM )和知识发现 ( know ledge
d iscove ry in database, KDD )的概念在 1989年被提出, 随之出现











解最小属性约简是 NP-hard问题 [ 2]。不过在实际应用中, 得出
相对属性约简就可以了。










统也被称为信息系统。形式上四元组 S = (U, A, V, f )是一个
信息系统。其中: U是对象的非空有限集合, 称为论域 U =
{ x1, x2, , xn } ; A是属性的非空有限集合, A = { a1, a2, ,
am }; V=
a A
Va是属性的值域集, Va是属性 a A的值域; f是
信息函数, f: U A V, 它为每个对象的每个属性赋予一个信
息值, 即 a A, x U, f ( x, a ) V
a
。







设 R是 U上的一个等价关系, U /R 表示 R 的所有等价类
构成的集合, [ x ]R 表示包含元素 x U的 R等价类。对于属性
子集 R A, 则 R 在 U上的不可分辨关系定义为 IND (R ) = { ( x,
x ) U U | a R, a (x ) = a ( x ) }。
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U /IND (R )表示 U的所有等价类。对于元素 x U, 它的等价




给定一个信息系统 S = (U, A ) , 对于任意一个对象集合
X U以及属性集合 R A。X 的 R 下近似定义为 R _ (X ) =
{ x U | [ x ] R X }; X 的 R 上近似定义为 R (X ) = { x U |
[ x ]R X }。X 的 R下近似表示所有一定属于 X 的对象集
合; X 的 R 上近似表示所有可能属于 X 的对象集合。X 的边界
区定义为 BN R (X ) = R (X ) - R _(X ), 这表示既不能确定又不
能划入 X对象的集合。如果 BNR (X )非空,则称 X 是粗糙集。
粗糙集的精度定义为 R = |R _(X ) | / |R (X ) |。其中,
| |表示集合的基数。对有限集合来说, 集合基数就是集合中
元素的个数, 即可将 X 对等价关系集 R 的粗糙程度用 R 下近
似集合成员个数与 R上近似集合成员个数的比值来量度。显
然 0 R 1。如果 R = 1,则称集合 X 相对于 R 是清晰的 ;如
果
R
< 1, 则称集合 X 相对于 R是粗糙的。
1 4 信息约简
信息约简有两个基本概念, 即约简 ( reduction ) 和核
( core)。对于信息系统 S = (U, A ), 任何最小集 R A 且 IND
(R ) = IND ( A )定义为信息系统的一个约简。记 RED(A ) 表示
所有的约简集, 所有约简的交称为信息系统的核。
对于决策系统 S = ( U, C D ), C 为条件属性集合, D为
决策属性集合。B C, 定义 B相对于 D 的正域为 POSB (D ) =








为此需要将模糊相似关系 R 改造成模糊等价关系 t(R ); 然后
在适当的阈值上截取 ,便可得到所需 U的一个分类。
可用传递闭包的方法将 R 改造成 t(R )。此时 t(R )满足
了传递性, 于是模糊相似矩阵 R 就被改造成了一个模糊等价
关系矩阵 t(R ) [ 7]。
定义模糊相似矩阵为 R = ( rij ) n n。其中: ri j [ 0, 1] , rij =
rji, rii = 1( i, j= 1, 2, , n)。用数 rij来刻画对象 xi, xj 的相似程
度。在实际中关键是如何确定 xij的值。本文主要采用文献
[ 8]中的绝对减数法来构造 r ij = 1- c
m
k= 1
|x ik - x jk |。其中, c > 0























b)计算每个属性 a i的一组数字取值集合, 设属性 ai有 n
个不同的属性取值,根据这 n个不同的属性取值, 确定对论域
U的划分 U / IND ( ai ), U /IND ( a i ) = {E1i, E2i, , Eni }。属性 ai
的数字取值集合为 { |E1i |, , |Eni | }。其中运算符 | |是求集
合中元素的个数。
c)用上面求得的属性 a i的数字取值集合, 采用绝对值减
数法, 求得它们之间的相似矩阵 R = ( rij ) n n。其中 ri j用来刻
画对象 xi, xj之间的相似程度。
d)使用模糊理论中矩阵复合运算用平方法求出相似矩阵
[ R ]的传递闭包 [ t(R ) ]。 [R ] 2 = [R ] [R ] , [ t (R ) ] = [R ] n。
其中 n= 2k ( k= 1, 2, 3, )。
e)对于矩阵依据属性间的关联强度, 适当选取阈值 , 得
到主条件属性集。 [ t(R ) ] = [ r ij ( ) ] n n; ri j ( ) =
1 r ij







理和离散化后如表 1所示。有 20个汽车样本, 5个条件属性
(分别为汽车排气量、汽车的车体、汽车的加速性能、汽车的最
高时速、汽车的耗油量 )和 1个决策属性为汽车价格。
表 1中包含了 20个目标对象及其属性, 论域 U = { 1, 2,
3, , 20}表示目标集, 条件属性 C = { a1, a2, a3, a4, a5 }, 决策
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度; 3为较快速度 ; 4为很快速度。
a5表示汽车的耗油量 1为低耗油量; 2为较低耗油
量; 3为中等耗油量; 4为高耗油量。

















1 2 2 4 1 3 1
2 3 3 3 1 3 2
3 2 2 4 2 2 1
4 4 1 1 4 3 3
5 2 3 3 3 1 2
6 1 2 3 2 4 1
7 4 4 4 2 4 3
8 4 4 3 2 3 3
9 4 4 2 3 4 3
10 3 3 2 3 2 3
11 3 2 2 3 4 2
12 3 3 2 3 4 2
13 2 3 2 4 4 2
14 2 1 1 2 3 2
15 1 1 3 2 1 1
16 1 1 3 1 2 1
17 4 3 1 2 1 1
18 3 3 2 1 1 2
19 2 2 3 1 2 1
20 1 3 2 2 1 2
根据表 1中的数据可以得出属性集合 C的各属性取值集
合: a1 = ( 4, 6, 5, 5), a2= ( 4, 5, 8, 3), a3 = ( 3, 7, 7, 3), a4 = ( 5,
8, 5, 2) , a5 = ( 5, 4, 5, 6)。然后就是建立相应的模糊相似矩阵。
此时可取 c= 0. 1, 用绝对值减数法。
[R ] =
1 0. 4 0. 4 0. 4 0. 6
0. 4 1 0. 6 0. 2 0. 2
0. 4 0. 6 1 0. 4 0
0. 4 0. 2 0. 4 1 0. 2
0. 6 0. 2 0 0. 2 1
[ t (R ) ] =
1 0. 4 0. 4 0. 4 0. 6
0. 4 1 0. 6 0. 4 0. 4
0. 4 0. 6 1 0. 4 0. 4
0. 4 0. 4 0. 4 1 0. 4
0. 6 0. 4 0. 4 0. 4 1
如果取 0. 4< 0. 6有 [ t(R ) ] =
1 0 0 0 1
0 1 1 0 0
0 1 1 0 0
0 0 0 0 0
1 0 0 0 1
。此时
C可以分为 { a1, a5 } , { a2, a3 }, { a4 } 3类。如果把 C = { a1, a5 }
作为主要属性时可以把样本分成 14类 U /C = { U1, U2, ,
U14 }。其中: U 1 = { u1, u 14 }, U 2 = { u3, u 19 }, U 3 = { u4, u8 }, U 4 = { u7,
u 9 }, U5 = { u11, u12 }, U 6 = { u15, u20 }, U7 = { u2 }, U 8 = { u5 }, U 9 =
{ u6 }, U 10 = { u10 }, U 11 = { u13 }, U12 = { u16 }, U13 = { u17 }, U14 = { u18 }。
U /D = { Y1, Y2, Y3 }。其中: Y1 = { u 1, u3, u6, u 15, u 16, u17, u19 }, Y2 =
{ u2, u5, u 11, u12, u13, u14, u18, u20 }, Y3 = { u4, u7, u8, u9, u 10 }。
经归纳可以得到如下决策规则:
a)确定性的规则有 r1: ( a1 = 2 a5 = 2 ) ( a1 = 1 a5 = 4)
( a1 = 1 a5 = 2) ( a1 = 4 a5 = 1 ) d = 1; r2: ( a1 = 2 a5 = 1)
( a1 = 2 a5 = 4 ) ( a 1 = 3 a5 = 1) ( a1 = 3 a5 = 3) ( a1 = 3
a 5 = 4 ) d= 2; r3: (a 1 = 3 a5 = 2) ( a1 = 4 a5 = 3 ) ( a1 = 4
a 5 = 4 ) d= 3。
b)不确定的规则有 r4: ( a1 = 1 a5 = 1) ( a1 = 2 a5 =
3) d = 1, 规则的确定性因子为 0. 5; r5: ( a1 = 1 a5 = 1 )
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