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The environmental impacts of medium to large scale buildings receive substantial attention in research,
industry, and media. This paper studies the energy savings potential of a commercial soccer stadium during
day-to-day operation. Buildings of this kind are characterized by special purpose system installations like
grass heating systems and by event-driven usage patterns. This work presents a methodology to holisti-
cally analyze the stadium’s characteristics and integrate its existing instrumentation into a Cyber-Physical
System, enabling to deploy different control strategies flexibly. In total, seven different strategies for con-
trolling the studied stadium’s grass heating system are developed and tested in operation. Experiments in
winter season 2014/2015 validated the strategies’ impacts within the real operational setup of the Com-
merzbank Arena, Frankfurt, Germany. With 95% confidence, these experiments saved up to 66% of median
daily weather-normalized energy consumption. Extrapolated to an average heating season, this corresponds
to savings of 775 MWh and 148 t of CO2 emissions. In winter 2015/2016 an additional predictive nighttime
heating experiment targeted lower temperatures, which increased the savings to up to 85%, equivalent to
1 GWh (197 t CO2) in an average winter. Beyond achieving significant energy savings, the different control
strategies also met the target temperature levels to the satisfaction of the stadium’s operational staff. While
the case study constitutes a significant part, the discussions dedicated to the transferability of this work
to other stadiums and other building types show that the concepts and the approach are of general nature.
Furthermore, this work demonstrates the first successful application of Deep Belief Networks to regress and
predict the thermal evolution of building systems.
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1. INTRODUCTION
Throughout the world, buildings are major consumers of energy producing significant
amounts of Green House Gas emissions. According to [D&R International, Ltd 2012],
residential and commercial buildings jointly accounted for 41% of the US’ primary
energy use in 2010. Fossil fuels served close to 75% of this consumption, with space
heating (37%), water heating (12%), space cooling (10%), and lighting (9%) jointly ac-
counting for more than two-thirds of the building consumption. In conventional build-
ings, irrespective of the type of construction, up to 90% of energy is used during their
operational phase [Chau et al. 2015]. There are two complementary approaches to ad-
dress the lion’s share of building lifetime energy consumption: (i) refurbishments with
better materials, components, and systems and (ii) improving operational strategies.
Buildings already equipped with some level of automation infrastructure are partic-
ularly suitable for the latter approach by adopting a Cyber-Physical Systems (CPS)
approach. In this approach “computers and networks monitor and control the physical
processes, usually with feedback loops where physical processes affect computations
and vice versa” [Lee 2008].
This work studies the energy savings potential of intelligent control strategies when
applied to a commercial soccer stadium. Concretely, this work shows how the CPS con-
cept can improve the operation of a special-purpose stadium system: the grass heating
system of a German Bundesliga soccer stadium, the Commerzbank Arena in Frank-
furt am Main. This stadium was completely rebuilt for the FIFA World Cup 2006 TM.
Its age, installations, and capacity (≈50,000 spectators) make it a typical representa-
tive of German stadiums. The stadium’s grass heating system keeps the soccer pitch
in high-quality condition throughout the winter season. Systems of this type account
for a considerable share of the stadium’s total thermal energy demand, but current
natural gas prices in the range of e0.05/kWh make them commercially viable. The
alternative to heating the soccer pitch is to replace it during winter due to wear and
tear with associated costs of e100,000 [Partecke 2011].
Based on the holistic analysis of data obtained from the Commerzbank Arena’s au-
tomation system, we build a closed loop CPS controlling the grass heating system.
This work documents the outcome of a series of experiments executed in two consec-
utive winters to validate the methodology applied in daily operation. The automated
control strategies realize substantial savings in energy, associated cost, and CO2 emis-
sions while meeting requirements for grass growth to the staff ’s satisfaction. While the
case study demonstrates the methodology’s viability and the strategies’ effectiveness,
we also discuss the transferability of this work to other stadiums and other buildings.
The remainder of the paper is organized as follows: Section 2 introduces the prob-
lem statement, formulates the hypotheses underlying this work, and discusses related
work. Section 3 presents the methodology and the concrete methods applied. Section 4
introduces the Commerzbank Arena’s heating system, derives the requirements spe-
cific to grass heating, and describes the communication platform deployed to interact
with the stadium. Section 5 details the analysis of operational heating system data
that makes predictive control possible. Section 6 introduces seven heating strategies
of various levels of complexity. Section 7 quantifies the experiments’ impacts based on
collected data. It also discusses the results and the potential limitations of this study,
as well as the transferability to other stadiums and buildings in general. The paper
concludes with a summary and an outlook on future work in Section 8.
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2. PROBLEM STATEMENT AND HYPOTHESES, RELATED WORK AND CONTRIBUTION,
TERMINOLOGY
2.1. Problem Statement and Hypotheses
A modern sports stadium has high energy requirements to provision systems like flood
lighting, interior lighting, and catering, as well as supplying the event-specific media
centers. Heating, ventilation, and air conditioning (HVAC) systems serve lounges and
meeting spaces. Specific to lawn sports such as soccer, professional staff waters, lights,
and cuts the grass throughout the year to meet the high pitch quality requirements -
the stadium’s prime target. For this purpose, the staff has access to information from
sensors, the building systems, and services such as weather forecasts. In colder re-
gions, it is common to heat the soccer pitch to maintain the grass at growth conditions
throughout winter. Grass heating offers business value as it helps to avoid (i) pitch re-
placement during the season and (ii) costly match cancellations due to low pitch qual-
ity. As the heating also reduces the risk of player injuries, the German soccer regula-
tions mandate the use of grass heating systems in the two top leagues [DFL Deutsche
Fußball Liga GmbH 2016]. There are installations in other countries, e.g. France, Rus-
sia, the UK, and the US in soccer, rugby, and American football stadiums.
During the heating season (October - March), the Commerzbank Arena’s total heat
demand can exceed the capacity of the main heating supply (a gas boiler-based hy-
dronic system). As the grass heating system consumes up to 50% of the peak output of
the supply, it is the chief cause of heating shortages. When these occur, the stadium’s
heating distribution circuit serves the grass heating system with priority and sacri-
fices the service quality and thermal comfort of other areas like offices, the conference
center, and meeting rooms. The current best practice to avoid shortages is to run the
grass heating system only during nighttime and rely on the soil’s thermal inertia dur-
ing the day. However, on cold days that does not suffice and the stadium has to resort
to daytime grass heating to ensure grass quality, causing the described shortages.
The objectives of this work are to improve energy efficiency, to maintain grass qual-
ity, and to mitigate heating shortages. In the status quo operation, staff monitors the
soccer pitch’s quality visually and by using spot checks of the pitch’s soil tempera-
tures. Occasionally, staff adjusts heating system parameters manually. The frequency
of checking varies with the workload, but usually, there are daily checks. In times of
leave or of high workload, system operation is set to conservative settings to ensure
grass growth even in the case of adversely changing weather conditions. This work
explores the automation of adopting the staff ’s supervisory control decisions through
reactive, predictive, and context-aware strategies by developing data-driven CPS ca-
pabilities, that leverage the stadium’s Building Management System (BMS).
In summary, this work has two hypotheses:
(1) The automation of currently manual supervisory control decisions improves effi-
ciency in daily operation as less conservative operational settings are needed.
(2) Predictive and context-aware control strategies can mitigate heating shortages and
further improve the building’s operational efficiency.
2.2. Related Work, Relation to Earlier Work
In theory, the grass heating system and the associated soil can be modeled based on
physical parameters. However, [Holmes et al. 2008] argues that the standard soil tem-
perature models [Wijk and de Vries 1963; Guaraglia et al. 2001; Elias et al. 2004]
are not sufficiently precise to estimate the soil temperature near the surface. For this
reason, the meteorology and geoscience communities provide several works on data-
driven approaches for soil temperature prediction at different depths. Unfortunately,
their focus lies on meteorological influences without discussing the possibility of under-
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soil heating systems. For example, [Tabari et al. 2015] concentrates on day-ahead mean
temperatures, whereas [Bilgili 2010] and [Wu et al. 2013] predict monthly mean tem-
peratures. These works show that the daily mean air temperature is the dominant
meteorological parameter impacting the soil temperature - solar radiation, relative
humidity, wind speed, and precipitation play minor roles. Several studies focus on es-
timating soil temperatures at different depths by using either nearby weather stations’
soil temperatures [Bilgili et al. 2013] or local meteorological data [Tabari et al. 2011;
Kim and Singh 2014; Kisi et al. 2015]. All of the cited works study neural networks
for predicting soil temperatures. In [Bilgili et al. 2013; Tabari et al. 2011; Tabari et al.
2015] neural networks achieve higher regression accuracies when compared to linear
or non-linear regression. Further, [Kim and Singh 2014] shows that neural networks
outperform an adaptive inference system-based regression approach. The cited works
focus on forecasting soil temperatures on timescales of one day or larger. However,
to predictively operate the grass heating system, an intra-day prediction horizon is
crucial.
Stadium operation strongly depends on scheduled events, making it distinct from
other medium or large-scale buildings studied in the building energy efficiency liter-
ature. Also, to the best of our knowledge, the recent research addresses neither the
modeling nor the optimization of under-soil heating systems. However, the literature
provides guidance on the methods and techniques to apply, as well as magnitudes of
effect sizes to expect. As outlined in the following, current research on predictive build-
ing control strategies achieves high increases of performance by relying on predictive
models learned from sensor data.
[Wei et al. 2015] optimizes the operation of a multi-zone Heating, Ventilation and
Air Conditioning (HVAC) system for room temperature and energy consumption, tak-
ing relative humidity, room temperature and indoor CO2 levels as the input. Com-
pared to seven other regression models, a neural network ensemble performed best.
A modified Particle Swarm Optimization algorithm solves for Pareto-optimal solutions
of indoor air quality, comfort, and energy consumption by controlling the supply air’s
static pressure set-points. Different weightings of these objectives lead to different
Pareto-optimal trade-offs. Regression models created from a recorded two week period
indicate average estimated electricity savings of 12-17%.
[Ruano et al. 2016] uses neural networks and multi-objective optimization for HVAC
operation to minimize economic cost while ensuring user comfort. The study takes
into account indoor temperatures, schedule information, cost, and weather variables.
It documents energy consumption for three out of a total of six experiments conducted
in winter and summer seasons at University of Algarve, Portugal. The experiments’
lengths are relatively short with a maximum of two days. The results suggest financial
savings while spending more energy to ensure minimized comfort violation: “savings
in the order of 50% are to be expected”.
Starting from a thermal building simulation, [Yuce and Rezgui 2015] proposes to
use neural networks to learn building behavior regarding energy and comfort subject
to control actions. The Genetic Algorithm then derives building control rules. A knowl-
edge base stores these, enabling facility managers e.g. to strive for energy savings
targets. The approach is verified in a care home in the Netherlands where heating
supply, window opening, the degree of shading, and light levels can be controlled by
using three months of simulation and two months of experimentation. Energy savings
are normalized for weather influences using the Degree Day method and reach 25%.
[Costanzo et al. 2016] uses an ensemble of neural networks to assist Reinforcement
Learning in creating an HVAC demand response controller able to control on-off de-
cisions. A simulation of 40 days with different temperature regimes validates the ap-
proach. A shorter experiment in a living lab verifies the findings qualitatively.
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The references indicate that neural networks are a popular regression technique in
the meteorological, the geoscience, and the building optimization communities. The
energy efficiency works show that validation is typically computational, or in case ex-
perimentation is used, it usually is limited to short periods of a few days or weeks.
Furthermore, of the referenced works only [Yuce and Rezgui 2015] uses weather nor-
malization. None of the works uses methods of statistical inference. That, however,
limits the generalizability and robustness of the results. The work in this paper relies
on a prolonged observation and experimentation period spanning across three win-
ters, accounts for weather influences on collected energy data, and applies methods of
statistical inference to draw robust and reliable conclusions.
The lack of literature on intra-day soil temperature predictions subject to grass heat-
ing systems and the absence of accurate physical models advocate the application of
a data-driven approach to the stadium’s operational data. To extract the operational
data needed and to also communicate control decisions to the grass heating system,
this work creates a CPS leveraging the existing building instrumentation as much
as possible. In larger facilities such as the Commerzbank Arena arena, staff typically
relies on automation systems to operate building systems efficiently. Usually, the au-
tomation system architecture is three-layered [Merz et al. 2009]:
(1) The lowest layer, the Field Layer, consists of sensors and actuation devices.
(2) The middle layer, the Automation Layer, consists of controllers implementing con-
trol loops to meet configured set-points.
(3) The top layer, the Management Layer, usually consists of the computer hosting
the BMS. That allows monitoring building system operation and configuring set-
points. Typically, these BMS provide basic means of configuration, e.g. simple su-
pervisory control rules and schedules.
We develop a CPS by extracting information from the Commerzbank Arena’s automa-
tion infrastructure via the stadium’s BMS and by accessing an internet weather fore-
cast service. The information provides insights into the building operation and the
associated physical processes of concern. That enables predictive or reactive control of
building system operation parameters. The CPS issues appropriate control commands
to the BMS to enact these using the lower automation infrastructure layers.
This paper builds on earlier findings in [Schmidt et al. 2015b; Schmidt et al. 2015a]
and extends these as follows:
— The present work describes the overall methodology that guided earlier work. Over
the course of three years, its application formed an efficient and effective data-driven
CPS integrating the Commerzbank Arena’s BMS and enabling flexible execution of
different supervisory control algorithms.
— [Schmidt et al. 2015b] provides a description of the arena and its heating system.
It provides the first analysis of data collected from the Commerzbank Arena’s grass
heating system captured in winter 2013/2014 by data aggregation platform deployed
on top of the stadium’s BMS. The analysis confirms literature in that air tempera-
ture is the primary meteorological parameter of interest impacting the soil temper-
ature evolution in the absence of under-soil heating systems. The strong effect size
allows reducing the number of the predictive models’ input variables by neglecting
other meteorological parameters than air temperature.
Based on the collected operational data, the current work contributes the intervals
of 95% confidence for the grass heating system’s energy consumption. Further, this
work provides the accuracies of neural networks trained with the data to predict
grass root temperature evolution in response to the heating system operation.
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— [Schmidt et al. 2015a] formulates the seven different algorithms to control the sta-
dium’s grass heating system and provides their experimental validation - the winter
2014/2015 experiments. It provides descriptive statistics of weather-normalized en-
ergy use and grass root temperatures, demonstrating significant savings compared
to the status quo operation.
This work documents an additional experiment executed in winter 2015/2016 to
quantify the effect of lowering the target soil temperature band. Further, for ro-
bust interpretation, it infers intervals of 95% confidence of median normalized daily
energy consumption for all Commerzbank Arena experiments and also infers the
pairwise differences among the strategies’ energy impacts. That allows the robust
quantification of the differences in the strategies’ effect sizes, i.e. to reliably identify
the most effective strategies.
2.3. Notation
Table I summarizes the different variables used in this paper.
Param. Description BMS ID Unit
ℎ A specific dimension of ⃗^𝑦. Identifies a specific {1, .. 𝐻}
𝑇𝑟𝑜𝑜𝑡 point estimate, ℎ time steps in the future
𝐻 Prediction horizon, depends on time resolution, ∈ N+
defines dimensionality of ⃗^𝑦
𝐻𝐷𝐷7 HDD for base temperature of 7∘C DD
HDI Grass heating system Heat Demand Indicator, H004-ST02 1/0
indicates if system operates or not
𝑄𝑔𝑟𝑎𝑠𝑠 Measured energy use of grass heating system H004-ZM UG1 MWh
?˜?𝑔𝑟𝑎𝑠𝑠 Median of 𝑄𝑔𝑟𝑎𝑠𝑠 MWh
𝑄𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 HDD7-normalized 𝑄𝑔𝑟𝑎𝑠𝑠 using Equation 1 MWh/DD
?˜?𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 Median of 𝑄𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 MWh/DD
RMSE Root Mean Squared Error K
𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 Air temperature measured at time 𝑡 H004-YB01 ∘C
𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 Daily mean air temperature ∘C
𝑇𝐺𝑠𝑒𝑡 Grass heating supply temperature set-point H004-XS05 ∘C
Δ 𝑇𝐺𝑠𝑒𝑡,𝑟𝑜𝑜𝑡 𝑇𝐺𝑠𝑒𝑡 − 𝑇𝑟𝑜𝑜𝑡 K
𝑡𝑛𝑜𝑤 Current time Time
𝑡𝑂𝐹𝐹 Time of grass heating system deactivation Time
𝑡𝑂𝑁 Time of grass heating system activation Time
𝑇𝑟𝑜𝑜𝑡 Grass root temperature measured H004-ME20 ∘C
Δ 𝑇𝑟𝑜𝑜𝑡 Root temperature difference, e.g. since 𝑡𝑂𝑁 K
Δ 𝑇𝑟𝑜𝑜𝑡,𝑒𝑥𝑡 𝑇𝑟𝑜𝑜𝑡 − 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 K
𝑇𝑠𝑢𝑝𝑝𝑙𝑦 Main arena supply circuit temperature WMZ01-ME3 ∘C
⃗^𝑦 Predictions of grass root temperatures in ∘C, ∈ R𝐻
defined forecast horizon
Table I. Variables used. The column BMS ID specifies the BMS variable available to the CPS, if any.
3. METHODOLOGICAL APPROACH
3.1. Methodology
This work develops a data-driven CPS to improve grass heating operation within its
normal operational environment. The proposed approach makes sure to understand
the requirements a control strategy needs to address and describes the process to build,
deploy, and validate the CPS. The following steps form an understanding of the system
encountered and the current best practice operation:
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(1) Understanding the overall system, its operation, and data available. Discussions
with the arena’s operational staff lead to a technical understanding of the grass
heating system, its purpose, the thermal supply system, the ways of controlling
operation, and the relevant data points available.
(2) Identification of requirements. By literature review and discussions with expert
staff, a thorough understanding of the use case specific requirements is formed.
(3) Establishment of communication for data extraction and actuation. This work pur-
sues a data-driven approach relying on a data aggregation platform that supports
the appropriate communication protocols to provide BMS access. That allows ex-
tracting building operation data and enacting actuation commands. As these influ-
ence the physical process, they impact future operational data and affect the future
computational representation. Hence, this step creates a closed-loop CPS.
(4) Data analysis and modeling of system characteristics. Monitoring the system in
routine operation establishes a reference baseline and allows analyzing current
control strategies to reveal inefficiencies. Moreover, the data allows modeling the
soil characteristics for use in predictive control strategies.
(5) Development of improved control strategies. Based on discussions with staff, the
analyzed data, and the operational insights, control strategies are formulated.
(6) Validation by experimentation. These experiments execute the different control
strategies via the deployed platform within the real operational environment for
prolonged periods of time. Data is recorded, analyzed, and discussed to extrapolate
and generalize the results.
3.2. Methods for Analysis and Inference
This subsection provides information about the methods to be applied in the presented
methodology steps 4 and 6. Sections 5 and 7 document their application.
3.2.1. Weather Normalization. This work uses the Heating Degree Day (HDD) normal-
ization technique to account for changing weather conditions across different years. It
normalizes energy consumption 𝑄 by dividing it by a normalization factor 𝐻𝐷𝐷 that
captures the extent to which the measured outside air temperature 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 is below
a use case specific base temperature 𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒. This work follows the German stan-
dard [Verein Deutscher Ingenieure 2012] by relying on daily mean air temperature
(𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙) for approximating HDD:
𝐻𝐷𝐷 ≈
{︂
𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒 − 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒 > 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙
0 𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒 ≤ 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 (1)
Usually, 𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒 is defined as the outside air temperature below which the stud-
ied building requires heating. As the grass heating system is outdoors and the Com-
merzbank Arena’s standard system configuration activates it only when 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 ≤
7∘𝐶, this work uses 𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒 = 7∘𝐶 for normalization. When calculating daily energy
statistics, days with 0 HDD are excluded.
Degree-day-based calculations are especially sensitive to the choice of 𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒
as it has a big effect on the proportional difference between different periods’ HDDs
(e.g. days or winter seasons). Additionally, on days where 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 is close to the build-
ing’s 𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒, the building will often require little or no heating possibly leading to
misleading or erroneous energy consumption statistics. We choose 𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒 equal to
the grass heating activation temperature. The stadium operations team, which is re-
sponsible for the arena’s energy consumption, confirms this choice as appropriate. For
robustness against multiplicative effects of HDD values close to 0, this work discusses
energy-related effects using the median, not the mean, as described in the next section.
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Situations of intermittent heating, e.g. around occupancy hours or as in the case
of nighttime-only heating, are another aspect requiring consideration when applying
HDD normalization. In these situations, the HDD value covering the full period (e.g. a
day) may not be a suitable representation of the air temperatures most relevant to
the energy consumption. However, the thermal energy stored in and lost from the
soccer pitch over the day is a result of 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 and the soil’s thermal inertia, i.e. a
multi-hour period. In particular, on days without daytime heating, i.e. the days with
mild temperatures on which best practice relies on nighttime-only heating, the grass
heating system needs to counter daytime cool-down effects when the nighttime starts.
Thus, considering the full-day HDD is appropriate for describing the grass heating
system’s behavior even on days with nighttime-only heating.
3.2.2. Descriptive Statistics and Statistical Inference. For robustness against outliers, this
work discusses effects on energy consumption and thermal behavior based on the me-
dian. This measure of descriptive statistics describes the properties of the observed
data but does not assume that the observations are samples of a larger population.
However, this work interprets a change to control strategies as changing the underly-
ing population’s characteristics. Hence, to derive generalizable results from measured
data, statistical inference for a single median is used to characterize the data sets of the
individual control strategies. This work uses statistical inference for two medians to
calculate a robust estimate of the pairwise differences between two strategies’ effects
while accounting for stochastic uncertainty.
Specifically, this work applies inferential statistics using the Student’s t-distribution
to construct intervals of 95% confidence in those cases that satisfy the underlying re-
quirements of independence and normality of the collected data samples. While the
former condition requires careful reasoning, the latter is tested using the Shapiro-Wilk
test of normality. Where this test rejects the normality assumption, common statisti-
cal bootstrapping is used to construct the confidence intervals, using the percentile
method with 10,000 bootstrap replicates. This work explicitly points out the situations
of applying bootstrapping.
3.2.3. Assessing Grass Quality. After discussions with staff, the control problem is to
keep the grass root temperature 𝑇𝑟𝑜𝑜𝑡 within defined temperature bands as much as
possible. For this work, violations of minimum temperature levels are particularly crit-
ical as these affect the grass quality negatively. Thus, we assess the extent to which
the control strategies fail to keep 𝑇𝑟𝑜𝑜𝑡 above a defined minimum temperature by rely-
ing on the service level Key Performance Indicator Under-Performance Ratio (UPR). It
represents the fraction of (operating) time the system does not meet minimum service
level requirements. Other environmental parameters such as the soil’s humidity are
not monitored and thus unavailable for automated grass health monitoring. Through-
out the three winters, spot checks by experts ensure that the pitch quality stays satis-
factory. Section 7 incorporates the experts’ feedback into its discussions.
3.3. Methods for Data-Driven Grass Root Temperature Prediction
[Schmidt et al. 2015b] identifies the dominant influencing variables for short term 𝑇𝑟𝑜𝑜𝑡
prediction. These are 𝑇𝑟𝑜𝑜𝑡 itself, 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙, information whether the heating system is
being active (𝐻𝐷𝐼), and the grass heating system’s supply temperature (controlled by
the corresponding set-point 𝑇𝐺𝑠𝑒𝑡 when the system is active). That study also char-
acterizes the 𝑇𝑟𝑜𝑜𝑡 heating and cooling trends as non-linear, resembling a saturation
curve. The current work applies the following two non-linear regression techniques,
using fivefold cross-validation during model training.
ACM Transactions on Cyber-Physical Systems, Vol. 1, No. 1, Article 1, Publication date: January 2017.
Cyber-Physical System For Energy Efficient Stadium Operation 1:9
— We focus on neural networks as [Wei et al. 2015] indicates that they outperform
other non-linear standard regression techniques for thermal predictions. Section 2.2
shows that in particular, the feed-forward Multi-Layer Perceptron (MLP) is popular
when modeling thermal characteristics.
— For comparison, this work also applies a Deep Belief Network (DBN) [Hinton et al.
2006]. As shown in [Salakhutdinov 2015] and the references therein, DBNs have
been applied successfully to visual object recognition, natural language processing,
information retrieval, and robotics. This category of neural network consists of mul-
tiple stacked Restricted Boltzmann Machines that can be composed into deep net-
work structures. During an unsupervised initialization phase, DBNs learn feature
representations from inherent characteristics of the input data before learning to
regress in a supervised way. To the best of our knowledge, these networks have not
been applied to the field of predictive control of building systems, yet.
As not only a point estimate of the future is of interest, but also the temperature
trajectory until that point, a vector ⃗ˆ𝑦 of 𝑇𝑟𝑜𝑜𝑡 predictions is regressed. With a given
time resolution, the length of prediction horizon 𝐻 defines the dimensionality of ⃗ˆ𝑦.
Both methods are implemented in Python with Theano [Bastien et al. 2012]. For
both, the input data is standardized by shifting each feature datum by its training
data mean and dividing by its training data standard deviation. 60% of the data serves
as the training set. The validation set and the validation set each use 20% of the
data. By using the same periods to train, validate, and test the regression models,
weather parameters affect all models equally. A grid search identifies the different
models’ hyper-parameter combination (e.g. number of neurons, data history length,
learning rate) performing best on the test set to tune the models to best performance.
The standard Root Mean Squared Error (RMSE) metric assesses for each dimension
of ⃗ˆ𝑦 the regression model performance on the test set. 𝑅𝑀𝑆𝐸ℎ =
√︁
1
𝑛
∑︀𝑛
𝑖=1 (𝑦
ℎ
𝑖 − 𝑦ℎ𝑖 )2,
where 𝑛 is the number of predictions, 𝑦ℎ𝑖 is the 𝑖th value predicted by the model for the
ℎth time step into the future, and 𝑦𝑖 the 𝑖th true value.
4. COMMERZBANK ARENA: THE THERMAL SYSTEM, REQUIREMENTS, AND
COMMUNICATION ASPECTS
4.1. Methodology Step 1: System Understanding and Available Data
Fig. 1 depicts the Commerzbank Arena’s hydronic heating distribution system. Two
gas boilers with a total capacity of 2.4 MW supply the stadium with thermal energy.
The main distribution circuit serves hot water to six different sub-systems. These are
two domestic hot water systems (athletes’ showers and kitchen); two radiator-based
static heating systems for east and west offices, lodges, and meeting rooms; the HVAC
to supply warm air to all spaces with air conditioning; and the grass heating system.
Waste heat is recovered from cooling machines and supplied to the hot water systems,
primarily in summer. In the event of heating supply bottlenecks, the main circuit’s
temperature 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 drops below required levels.
A 1.4 MW heat exchanger connects the stadium’s grass heating system shown in
Fig. 2 to the main heating distribution network. Its multiple pipe loops distribute the
water-glycol fluid under the playing field longitudinally. As indicated in Section 3.2.3,
𝑇𝑟𝑜𝑜𝑡 is the primary variable of concern to monitor the grass conditions. The corre-
sponding sensor measures this variable in a depth of 15 cm. The BMS also monitors
𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙, but it does not monitor other soil parameters such as humidity. When the
heating system is active (𝐻𝐷𝐼 = 1), 𝑇𝐺𝑠𝑒𝑡 controls the temperature of the fluid pumped
through the pipe loops. That affects 𝑇𝑟𝑜𝑜𝑡 and consumes energy 𝑄𝑔𝑟𝑎𝑠𝑠. The system has
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Fig. 1. The Com-
merzbank Arena’s
thermal distribution
system, including
the grass heating
system H04.
Fig. 2. Grass heating system H04
with sensor installations.
a configurable fail-safe to protect the grass from overheating: the system deactivates
if the fluid’s temperature exceeds 40∘𝐶 to avoid damaging the grass roots. Table I in-
dicates the stadium’s relevant BMS variables. [Weather Underground 2016] provides
weather forecasts for a nearby weather station (Frankfurt airport).
4.2. Methodology Step 2: Grass Root Temperature Requirements
To identify the requirements for grass heating, botanical literature and discussions
with the arena’s green keepers provide an understanding of the biological needs that
drive the target 𝑇𝑟𝑜𝑜𝑡. In Germany, the Landscape Development and Landscaping Re-
search Society e.V (Forschungsgesellschaft Landschaftsentwicklung Landschaftsbau
e.V.) defines standard seed mixtures (“Regel-Saatgut-Mischungen”, RSM) for use in
landscaping. German DIN 18035 [Deutsches Institut fu¨r Normierung 2014] recom-
mends RSM categories 3.1 and 3.2 for sports use, consisting of a mixture of Lolium
perenne and Poa pratensis. For these weeds, [Beard 2001] recommends 10∘𝐶 ≤ 𝑇𝑟𝑜𝑜𝑡 ≤
18∘𝐶 for optimal growth. In coordination with the arena’s experts, the 𝑇𝑟𝑜𝑜𝑡 target band
for the winter 2014/2015 control experiments is defined as 12∘𝐶 to 14∘𝐶. This choice
leaves a safety margin of 2K to the recommended minimum. For winter 2015/2016, the
𝑇𝑟𝑜𝑜𝑡 target is lowered to 10∘𝐶 to 12∘𝐶 to study the effects associated with removing
the safety margin.
Note that in Germany, the different stadiums’ staff meets several times per year to
exchange experiences and best practices. Thus, we consider the Commerzbank Arena’s
best practice for 𝑇𝑟𝑜𝑜𝑡 regimes as representative.
4.3. Methodology Step 3: Establishment of Communication for Data Extraction and Actuation
The data aggregation platform [Schu¨lke et al. 2013] addresses Step 3 of the pre-
sented methodology. The distributed and modular platform interacts with the Com-
merzbank Arena’s BMS through the BACnet/IP protocol, enabling the development of
data-driven CPS while maximally reusing the building automation infrastructure. The
platform is designed to holistically study the operational schemes and energy profiles
of buildings by unifying data from different sources. A harmonized application inter-
face serves the modules analyzing the data and implementing the control strategies.
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(a) 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙, the dashed line indicates
𝑇𝐻𝐷𝐷,𝑏𝑎𝑠𝑒 = 7
∘𝐶.
(b) 𝑇𝑟𝑜𝑜𝑡 evolution, 𝑇𝐺𝑠𝑒𝑡 decided by stadium
staff. Dashed lines indicate the first experiments’
target band of 12∘𝐶 ≤ 𝑇𝑟𝑜𝑜𝑡 ≤ 14∘𝐶.
Fig. 3. Air and root temperatures observed in the stadium in reference winter 2013/2014.
The BMS manages approximately 13,500 variables. These include readings from sen-
sors and meters, as well as values of set-points, status flags, and internal values, pro-
viding a detailed snapshot of the entire building state and its operation. Since August
2013, the platform accesses the BMS every 10 minutes. Table I indicates the subset of
BMS variables relevant for this work.
5. METHODOLOGY STEP 4: DATA ANALYSIS, MODELING OF SYSTEM CHARACTERISTICS
5.1. Current Control Schemes
In winter 2013/2014 the status quo grass heating operation consumed 795 MWh. Fig. 3
depicts this reference period’s recorded air and grass root temperatures. The status quo
strategy is driven by manual operation as illustrated in Fig. 4(a):
(1) For days with mild temperatures, 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 and time define the heating control.
Heating is active only during nighttime (18:00 and 06:00) when 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 / 7∘𝐶.
That operation schedule is best practice to avoid the reported shortages.
(2) Staff manually adjusts control parameters in several ways. For example, the data
of February 2014 shows a regularly alternating 𝑇𝐺𝑠𝑒𝑡. On freezing days, staff
changes from nighttime-only to daytime heating causing heating shortages in of-
fices.
(3) Staff tends to choose conservative values for 𝑇𝐺𝑠𝑒𝑡, i.e. higher values than neces-
sary, as it cannot constantly monitor the system operation nor the grass conditions.
The observed control schemes’ effects are visible in Fig. 3(b) showing higher than
needed 𝑇𝑟𝑜𝑜𝑡. Fig. 4(b) focuses on 𝑇𝑟𝑜𝑜𝑡 for active grass heating only. Out of the total
1956 hours operating time, 𝑇𝑟𝑜𝑜𝑡 ≥ 17∘𝐶 for more than 400 hours and 𝑇𝑟𝑜𝑜𝑡 ≥ 15∘𝐶 for
more than 1,600 hours. That presents an opportunity for significant savings.
5.2. The Effects of Heating Activation
5.2.1. Statistical Considerations, Defining Heating Events. The intention of this subsection
is to understand the effects associated with an extended operation of the grass heating
system. Its energy consumption, as well as its effect on 𝑇𝑟𝑜𝑜𝑡, are bigger after a pro-
longed cooling period than when the system had been heating shortly before. That es-
tablishes a time dependency among the data samples of 𝑇𝑟𝑜𝑜𝑡 prohibiting to apply sta-
tistical inference techniques to the samples directly. To establish independence among
the samples and to capture prolonged heating effects, this work focuses on heating
activation events at time 𝑡𝑂𝑁 meeting the following criteria.
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(a) Grass heating control in February 2014: temperature variables and
grass heating operation indicator 𝐻𝐷𝐼.
(b) 𝑇𝑟𝑜𝑜𝑡 distribution when grass
heating active. Dashed lines in-
dicate the target band of 12∘𝐶 ≤
𝑇𝑟𝑜𝑜𝑡 ≤ 14∘𝐶.
Fig. 4. Status-quo operation resulted in wasteful heating in reference winter 2013/2014.
— The events start a period of active grass heating of 6 hours or longer.
— A period of inactive heating precedes the events, so that heat from the earlier heat-
ing cycle has been lost. That allows viewing the events as mutually independent.
Considering the second aspect, this work considers two alternatives of defining the
period preceding 𝑡𝑂𝑁 . Both ensure heating event independence to study the effects
on predictive accuracy. Definition 5.1 is more restrictive than Definition 5.2. While
Definition 5.1 selects 87 heating system activation events during winter 2013/2014
(resulting in regression model training sets of 52 events), Definition 5.2 selects 117
events (leading to a training set size of 70 events).
Definition 5.1. Uniform Cooling History: The grass heating system was inactive
the full 6 hours before 𝑡𝑂𝑁 .
Definition 5.2. Intermittent Cooling History: The grass heating system was inter-
mittently active for at most 3 hours during the 6 hours before 𝑡𝑂𝑁 .
5.2.2. Energy Consumption. Using the heating events of each definition, Fig. 5 and 6
depict the intervals of 95% confidence for the estimate of the true median energy con-
sumption (?˜?𝑔𝑟𝑎𝑠𝑠) per heating activation event derived by bootstrapping. Overall, Def-
inition 5.1 yields slightly narrower confidence intervals than Definition 5.2 as the cor-
responding data set is more uniform. The figures exhibit a clear increase of energy for
higher 𝑇𝐺𝑠𝑒𝑡 and higher ∆ 𝑇𝐺𝑠𝑒𝑡,𝑟𝑜𝑜𝑡. For both event history definitions, there is signifi-
cant overlap of the confidence intervals. Thus, while the intervals are suitably narrow
for heating control strategies to take informed heating operation decisions, numerical
optimization cannot be applied to select 𝑇𝐺𝑠𝑒𝑡. The underlying trend of the confidence
intervals concerning ∆ 𝑇𝑟𝑜𝑜𝑡,𝑒𝑥𝑡 is less pronounced. The application of regression mod-
els (MLP, DBN) to heating event energy data did not produce satisfactory results. The
corresponding analysis is omitted for brevity.
5.2.3. Thermal Effects. Statistical inference for the evolution of 𝑇𝑟𝑜𝑜𝑡 (denoted ∆ 𝑇𝑟𝑜𝑜𝑡)
related to heating system activation at time 𝑡𝑂𝑁 does neither produce sufficiently nar-
row confidence intervals for Definition 5.1 nor for Definition 5.2 to formulate control
strategies. This section omits the associated analysis for brevity and focuses on MLP
and DBN trained with the available heating activation events for both definitions. Un-
der the assumption that weather forecast information helps regression accuracy, the
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(a) In relation to 𝑇𝐺𝑠𝑒𝑡. (b) In relation to Δ 𝑇𝑟𝑜𝑜𝑡,𝑒𝑥𝑡. (c) In relation to Δ 𝑇𝐺𝑠𝑒𝑡,𝑟𝑜𝑜𝑡.
Fig. 5. Confidence intervals of median energy consumption for 6 hour heating events using Definition 5.1.
(a) In relation to 𝑇𝐺𝑠𝑒𝑡. (b) In relation to Δ 𝑇𝑟𝑜𝑜𝑡,𝑒𝑥𝑡. (c) In relation to Δ 𝑇𝐺𝑠𝑒𝑡,𝑟𝑜𝑜𝑡.
Fig. 6. Confidence intervals of median energy consumption for 6 hour heating events using Definition 5.2.
effect of a perfect forecast of 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 is studied for the MLP and DBN models. That
leads to a total of 8 different combinations of the conceptual choices. For each con-
cept ({MLP,DBN}×{uniform, intermittent}×{perfect forecast,no forecast}), the grid
search results in several regression models with similar performance. Fig. 7 presents
results of an MLP of two hidden layers with 50 nodes each, and of a DBN with two
hidden layers of 100 and 50 nodes, respectively. The MLP learning rate is 0.1. The
DBN pre-training learning rate is 0.001, the learning rate 0.1. Both models rely on
the 36 preceding 𝑇𝑟𝑜𝑜𝑡 and 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 measurements to predict the next 36 ∆ 𝑇𝑟𝑜𝑜𝑡 from
𝑡𝑂𝑁 . The models taking weather forecast information into account use the next 6 hours
of 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 (downloaded from [Weather Underground 2016], interpolated to 10-minute
intervals) as additional input features. The figure illustrates the regression accura-
cies for uniform and intermittent cooling histories and whether or not using perfect
forecast information. From Fig. 7 follows:
— the DBN consistently outperforms the MLP over H, but by less than 0.1𝐾;
— the lowest RMSE for a 6-hour heating point estimate (ℎ = 𝐻 = 36) is 0.4𝐾 using
uniform cooling history data;
— the delayed impact of 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 on 𝑇𝑟𝑜𝑜𝑡 limits the effect of using accurate air temper-
ature forecasts on the RMSE, hence the small accuracy improvements;
— even for small ℎ all 𝑅𝑀𝑆𝐸 > 0𝐾, which we attribute to (a) the fact that poten-
tially interesting soil parameters such as humidity are not measured and (b) the
temperature sensor’s measurement resolution;
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Fig. 7. 𝑅𝑀𝑆𝐸ℎ for up to 6 hours
(𝐻=36) of heating for MLP (circle,
hexagon, pentagon, square) and DBN
(triangles), with and without using
perfect weather forecast, in relation
to cooling history definition. Black
solid lines represent the best per-
forming MLP (circle) and DBN (tri-
angle down): using weather forecast
and uniform cooling history. The red
dashed lines represent the MLPs and
DBNs achieving lower accuracies.
— using uniform cooling history improves regression accuracy as the data is more uni-
form despite reducing the data sets’ sizes.
As the DBN exhibits a slightly lower and less variable RMSE than the MLP, the pre-
dictive heating strategies use a DBN with 6 hours of uniform cooling history, taking
into account weather forecast information. Relative to the temperature target band’s
width of 2K, the resulting RMSE is acceptable - especially the first 3 hours of predic-
tions (ℎ ≤ 18) exhibit a relative RMSE / 10% compared to the target band’s width.
Moreover, it is feasible to execute the regression models each time step (10 minutes),
which mitigates possible prediction errors of earlier time steps.
5.3. The Effects of Heating Deactivation
5.3.1. Statistical Considerations, Defining Cooling Events. Similar to Section 5.2, the inten-
tion of this subsection is to build an understanding of the soil temperature dynamics
when heating deactivates at 𝑡𝑂𝐹𝐹 . The following characteristics establish indepen-
dence among data samples of heating deactivation events.
— 𝑡𝑂𝐹𝐹 marks the start of a period with inactive grass heating of 6 hours or longer.
— A period of active heating precedes 𝑡𝑂𝐹𝐹 to mitigate any previous cool-down period.
That allows considering the events as mutually independent.
Considering the second aspect, this subsection studies two alternate ways of defining
the period preceding 𝑡𝑂𝐹𝐹 , both ensuring event independence. Definition 5.3 selects
72 heating system deactivation events (the regression model training set contains 43
events). Definition 5.4 selects 99 events (leading to a training set size of 60).
Definition 5.3. Uniform Heating History: The grass heating system was active the
full 6 hours before 𝑡𝑂𝐹𝐹 .
Definition 5.4. Intermittent Heating History: The grass heating system was inter-
mittently inactive for at most 3 hours during the 6 hours before 𝑡𝑂𝐹𝐹 .
5.3.2. Thermal effects. Statistical inference for ∆ 𝑇𝑟𝑜𝑜𝑡 in relation to 𝑡𝑂𝐹𝐹 does neither
produce sufficiently narrow confidence intervals for Definition 5.3 nor for Definition 5.4
to formulate control strategies. The associated analysis is omitted for brevity. In anal-
ogy to the scenario of heating activation, this subsection describes the performance of
MLP and DBN models for predicting ∆ 𝑇𝑟𝑜𝑜𝑡 under the assumption of a heating switch-
off event. The parameter grid search returned several models of similar performance.
Fig. 8 presents the results of an MLP consisting of two hidden layers with 60 and 50
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Fig. 8. 𝑅𝑀𝑆𝐸ℎ for up to 6 hours
(𝐻=36) of cooling for MLP (circle,
hexagon, pentagon, square) and DBN
(triangles), with and without using
perfect weather forecast, in relation
to heating history definition. Black
solid lines represent the best per-
forming MLP (circle) and DBN (tri-
angle down): using weather forecast
and uniform heating history. The red
dashed lines represent the MLPs and
DBNs achieving lower accuracies.
nodes, and a DBN with two hidden layers of 90 and 55 nodes. The MLP learning rate is
0.13. The DBN’s pre-training learning rate is 0.001, its learning rate 0.08. Both models
rely on the 36 preceding 𝑇𝑟𝑜𝑜𝑡 and 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 measurements to predict the next 36 ∆ 𝑇𝑟𝑜𝑜𝑡
from 𝑡𝑂𝑁 . Analogous to Section 5.2.3, the models relying on weather forecast informa-
tion additionally use 6 hours of 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 prediction. The figure presents the accuracies
for predicting 6 hours of continuous cooling using both Definition 5.3 and Definition
5.4 for heating history data, with and without taking perfect 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 forecasts into
account. It shows that MLP and DBN models are comparable in accuracy. Moreover,
the figure illustrates that
— accurate air temperature forecasts tend to reduce the RMSE, in particular when
using intermittent heating history data;
— using uniform heating history data leads to the best cooling predictions for
ℎ = 𝐻 = 36 (𝑅𝑀𝑆𝐸 ≈ 0.28𝐾);
— similar to Section 5.2, even for small ℎ all 𝑅𝑀𝑆𝐸 > 0𝐾 for both model types;
— compared to heating predictions (Fig. 7), cooling predictions exhibit a lower RMSE.
Considering the temperature target band’s width of 2K, the resulting RMSE is suffi-
ciently small to predictively take heating system deactivation decisions - especially the
first 3 hours of predictions (ℎ ≤ 18) exhibit a relative RMSE below 10% compared to
the target band’s width. As the best MLP and DBN models are of similar performance,
the predictive strategies use the latter. The DBN relies on uniform heating history
data and takes weather forecast information into account.
6. METHODOLOGY STEP 5: HEATING STRATEGIES
This section summarizes the different control strategies developed in [Schmidt et al.
2015a] for reference. As mentioned in Section 5.2 neither the statistical inference mod-
els nor the neural networks achieved satisfactory accuracy for heating event energy
predictions. Therefore, we avoid using computational optimization methods in the
heating strategies. Every 10 minutes, the CPS control strategies have access to the
past and current BMS variables of Table I and to the forecast of 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 provided by
[Weather Underground 2016]. The strategies control whether the grass heating system
should be active or inactive, as well as the value of 𝑇𝐺𝑠𝑒𝑡.
In coordination with staff, based on the ranges of glycol supply temperatures ob-
served in the reference winter, the strategies are allowed to choose 𝑇𝐺𝑠𝑒𝑡 ≤ 22∘𝐶. The
lower 𝑇𝑟𝑜𝑜𝑡 target temperature defines the minimum 𝑇𝐺𝑠𝑒𝑡 permissible. This approach
is implemented by a failsafe mechanism in each control strategy after e.g. executing
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the predictive regression models of Section 5. That software failsafe ensures that re-
gression model errors do not cause excessively high or low 𝑇𝐺𝑠𝑒𝑡 choices. The grass
heating system’s failsafe described in Section 4 provides an additional level of protec-
tion against overheating and consequently damaging the grass.
6.1. Basic Control Strategies
6.1.1. Basic Strategy B1: Static Supply, On/Off. This simplest of strategies uses a fixed
𝑇𝐺𝑠𝑒𝑡 during the nighttime. It activates heating when 𝑇𝑟𝑜𝑜𝑡 < 12∘𝐶 and deactivates
heating when 𝑇𝑟𝑜𝑜𝑡 > 14∘𝐶.
6.1.2. Basic Strategy B2: Variable Supply. Strategy B2 continuously heats during the
nighttime with varying 𝑇𝐺𝑠𝑒𝑡. This way, it can gradually react to the system’s envi-
ronmental context - the weather impact on 𝑇𝑟𝑜𝑜𝑡. The strategy relies on the empiric
findings of thermal behavior [Schmidt et al. 2015b] to vary 𝑇𝐺𝑠𝑒𝑡 ∈ [12∘𝐶, 22∘𝐶]. Specif-
ically, steps 3 and 4 modify the steepness of the heating and cooling curves to avoid
violating the target band due to the heating system’s (and the soil’s) thermal inertia:
(1) Set 𝑇𝐺𝑠𝑒𝑡 = 22∘𝐶, if 𝑇𝑟𝑜𝑜𝑡 < 12∘𝐶
(2) Set 𝑇𝐺𝑠𝑒𝑡 = 12∘𝐶, if 𝑇𝑟𝑜𝑜𝑡 > 14∘𝐶
(3) Increase 𝑇𝐺𝑠𝑒𝑡 by 0.5𝐾, if 𝑇𝑟𝑜𝑜𝑡 < 12.5∘𝐶 ∧ 𝑇𝐺𝑠𝑒𝑡 < 22∘𝐶
(4) Decrease 𝑇𝐺𝑠𝑒𝑡 by 0.5𝐾, if 𝑇𝑟𝑜𝑜𝑡 > 13.5∘𝐶 ∧ 𝑇𝐺𝑠𝑒𝑡 > 12∘𝐶
6.1.3. Basic Strategy B3: Pre-Heating. This strategy focuses on countering day cool-down
due to the operational condition that the heating is inactive during the daytime. The
intention is to ensure that 𝑇𝑟𝑜𝑜𝑡 is near the upper limit of the target band at the end
of each nightly heating phase. The strategies B1 and B2 do not explicitly account for
this. In essence, B3 mimics the current best practice of nighttime pre-heating, but with
a much faster reaction time than the human control during the reference period. The
strategy reuses B2 during the first hours of heating. Taking into account the cooling
speeds observed, B3 modifies the third and fourth steps of B2 between 04:00 and 06:00
based on empirical observations about the heating system’s inertia, resulting in the
desired pre-heating at the end of each night: 𝑇𝑟𝑜𝑜𝑡 ∈ [13.5∘𝐶, 14∘𝐶].
(3) Increase 𝑇𝐺𝑠𝑒𝑡 by 2.0𝐾, if 𝑇𝑟𝑜𝑜𝑡 < 13.50∘𝐶 ∧ 𝑇𝐺𝑠𝑒𝑡 ≤ 20∘𝐶
(4) Decrease 𝑇𝐺𝑠𝑒𝑡 by 2.0𝐾, if 𝑇𝑟𝑜𝑜𝑡 > 13.75∘𝐶 ∧ 𝑇𝐺𝑠𝑒𝑡 ≥ 14∘𝐶
6.2. Advanced Control Strategies: Operational Context and Predictive Control
6.2.1. Strategy D: Introducing Daytime Heating. Daytime heating is delicate as the heating
capacity constraints are known to negatively affect some of the attached thermal sub-
systems such as the office heating. That happens when the output of the stadium’s gas
boilers is insufficient for the overall heating demand, causing the main supply circuit’s
temperature 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 to drop. As a consequence, the Commerzbank Arena’s physical
heating distribution system prioritizes the grass heating system over other heating
systems. Therefore, the control strategy must take into account the grass heating sys-
tem’s operational context, i.e. the operational situation of other systems to avoid ther-
mal supply scarcity when changing the grass heating paradigm to include the day-
time. In this specific setting, 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 is a good indicator for situations of thermal peak
demand, and thus, the grass heating system’s operational context is sufficiently well
captured by that single variable. Discussions with staff defined a threshold value of
𝑇𝑠𝑢𝑝𝑝𝑙𝑦 = 80
∘𝐶, which ensures the standard operation of the other heating systems.
When 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 undercuts the threshold during the daytime, the strategy deactivates
the grass heating immediately and reduces 𝑇𝐺𝑠𝑒𝑡 to the minimum. After this kind of
deactivation, when 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 ≥ 80∘𝐶, 𝑇𝐺𝑠𝑒𝑡 is slowly increased again. This slow ramp
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up mechanism in response to peak demand prevents oscillations of grass heating sys-
tem operation that would unnecessarily stress the system. In other words, the control
strategy addresses a limitation of the physical heating distribution system in case 𝑇𝑟𝑜𝑜𝑡
is sufficiently high: it reacts to scarcity and limits the grass heating consumption ac-
cordingly. As the heating demand of offices and other arena areas peaks at office hour
start, the strategy reuses B3 during the nighttime. That ends each night with a pre-
heat cycle resulting in higher 𝑇𝑟𝑜𝑜𝑡, enabling a safe deactivation of the grass heating
at office day start without risking under-performance. For daytime operation when
𝑇𝑠𝑢𝑝𝑝𝑙𝑦 > 80
∘𝐶, the variable supply logic B2 is reused.
6.2.2. Strategy Dmod: Modified Daytime Heating. After introducing the paradigm change
to daytime heating in D, this subsection describes a more aggressive strategy Dmod.
Its aim is to increase the amount of heating energy used during the day even further to
keep 𝑇𝑟𝑜𝑜𝑡 in the middle of the target band. That flattens the temperature curves and
relieves nighttime operation from mitigating cool-down effects, which reduces overall
energy consumed. During daytime, it differs from D twofold:
(a) Dmod applies a lower 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 threshold of 75𝑜𝐶.
(b) If 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 ≥ 5∘𝐶, it uses an even lower 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 back-off threshold of 70∘𝐶.
6.2.3. Strategy PA1: Predictive Pre-heating. This strategy is intended to study the effect
of using weather forecast information in addition to sensor readings. The heating ap-
proach is reverted to the nighttime heating paradigm to isolate the energy gains due
to improved forecast accuracy. During nighttime, PA1 uses the trained DBN cooling
model of Section 5.3 to predict a first 6-hour ∆ 𝑇𝑟𝑜𝑜𝑡 trend. The combination of this
first ∆ 𝑇𝑟𝑜𝑜𝑡 forecast with another subsequent 6-hour ∆ 𝑇𝑟𝑜𝑜𝑡 forecast leads - due to
the saturation effect of cooling curves - to a pessimistic 12-hour ∆ 𝑇𝑟𝑜𝑜𝑡 prediction. If
this prediction indicates 𝑇𝑟𝑜𝑜𝑡 undercutting the required minimum temperature, PA1
uses the heating DBN of Section 5.2 to predict 𝑇𝑟𝑜𝑜𝑡 for 6 hours in different 𝑇𝐺𝑠𝑒𝑡 heat-
ing scenarios. PA1 selects the heating scenario resulting in the highest 𝑇𝑟𝑜𝑜𝑡 without
violating the maximum temperature during the next 6 hours. If the remaining time of
the nightly heating phase is shorter, PA1 considers only the first ℎ 𝑇𝑟𝑜𝑜𝑡 predictions,
where 𝑡𝑛𝑜𝑤 + 10min × ℎ ≤ 06:00. This strategy implies a pre-heating effect similar to
B3: as the prediction horizon shortens towards the end of the night, PA1 checks less
of the predicted 𝑇𝑟𝑜𝑜𝑡 for violating the target band’s upper threshold. Therefore, higher
𝑇𝐺𝑠𝑒𝑡 are selected automatically. In winter 2015/2016, another experiment with a 𝑇𝑟𝑜𝑜𝑡
target band lowered by 2K was executed (denoted PA1*).
6.2.4. Strategy PA2: Predictive Pre-heating with Longer Forecast Horizon. Based on PA1, the
slightly varied strategy PA2 directly produces a 12-hour 𝑇𝑟𝑜𝑜𝑡 cooling trend with a
single trained DBN (𝑅𝑀𝑆𝐸 = 0.65 ± 0.2𝐾, not presented in Section 5 for brevity)
instead of forecasting two consecutive 6-hour horizons.
7. METHODOLOGY STEP 6: EXPERIMENTAL VALIDATION AND DISCUSSION
7.1. Experiments’ Impacts
Reference winter 2013/2014 accumulated HDD7 = 327 DD, while the 5-year average
HDD7 = 574 DD [Weather Underground 2016]. Fig. 3 shows the reference period’s
𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 and 𝑇𝑟𝑜𝑜𝑡. During this time, the Commerzbank Arena’s grass heating system
consumed 795 MWh, representing 20% of the stadium’s overall gas consumption. That
is equivalent to 152 t CO2 emissions [Bundesministerium fu¨r Wirtschaft und Energie
2015]. Fig. 3(b) shows that 85.9% of the time 𝑇𝑟𝑜𝑜𝑡 violated the target band by exceed-
ing 14∘𝐶. According to Fig. 4(b) there was much wasteful heating operation presenting
savings potential. The wasteful operation stems from the grass heating control sys-
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Data Set ?˜?𝑔𝑟𝑎𝑠𝑠 ?˜?𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 # Experiment UPR HDD7± 𝑠
[MWh] [MWh/DD] Time Frame [DD]
Reference Period [5.70,6.60] [2.12,2.88] 2013/11/01-2014/02/28 0% 2.17± 1.92
B1 [2.60,4.60] [0.83,1.48] 2014/11/24-2014/12/04 11.1% 3.34± 1.46
B2 [3.00,5.20] [0.91,1.11] 2014/12/04-2014/12/11 12.5% 4.37± 1.02
B3 [4.60,6.20] [1.17,3.01] 2014/12/11-2015/01/16 7.1% 3.67± 2.86
D [5.80,6.80] [1.02,1.41] 2015/01/16-2015/02/11 2.3% 5.55± 1.81
Dmod* [4.80,6.10] [1.00,1.29] 2015/02/11-2015/03/11 0% 4.13± 1.45
PA1 NA NA 2015/03/11-2015/03/18 5.4% 2.00± 0.98
PA2 NA NA 2015/03/18-2015/03/31 0.3% 1.23± 1.19
(B1,B2,B3,D,Dmod*) [4.60,5.60] [1.06,1.33] 2014/11/24-2015/03/11 5.2% 4.07± 2.40
(D,Dmod*) [4.80,6.10] [1.00,1.28] 2015/01/16-2015/02/28 1.5% 5.02± 1.81
PA1* [1.09,1.40] [0.57,0.77] 2015/12/21-2016/01/12 4.5% 2.03± 1.63
Table II. Confidence Intervals (95% level) for median daily grass heating energy consumption and with median
normalized daily grass heating energy consumption for HDD7 > 0. As the Shapiro-Wilk test rejected the
normality hypothesis for most of the data series, bootstrapping was applied to all cases for consistency. For
experiment Dmod, only the February 2015 data is used for confidence interval calculations due to warm
weather. This warm weather also prevented PA1 and PA2 to be interpreted from an energy perspective.
(a) Winter 2014/2015. (b) Winter 2015/2016.
Fig. 9. Recorded 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 of experiment winters. The dashed horizontal lines indicate the grass heating
switch-on threshold temperature of 7∘𝐶.
tem being mostly driven by 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 instead of 𝑇𝑟𝑜𝑜𝑡, by inconsistent control strategy
changes, and by the staff ’s preference for conservative operation settings as it cannot
continuously monitor and adapt the heating system operation. However, throughout
the reference winter, the minimum temperature was not violated, i.e. UPR=0%.
Fig. 9 and 10 depict the measured 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 and 𝑇𝑟𝑜𝑜𝑡 during the winters 2014/2015
and 2015/2016. Further, they indicate each experiment’s execution period. While the
heating season officially lasts from October to March, Fig. 9(a) shows that experiments
of winter 2014/2015 could only start towards the end of November 2014 due to warm
weather. In Winter 2014/2015, pre-heating (B3) and daytime heating (D, Dmod) were
prioritized and received more experimentation time as indicated in Fig. 9(a) and 10(a).
With HDD7 = 479 DD the experimental period 2014/2015 was colder than the refer-
ence period but still warmer than the average Frankfurt winter. Fig. 9(b) and 10(b)
show the PA1 re-execution between 2015-12-21 and 2016-01-12 to confirm the UPR
results of using predictive heating and also to quantify the effect of lowering 𝑇𝑟𝑜𝑜𝑡 on
energy consumption. For this experiment, the 𝑇𝑟𝑜𝑜𝑡 target band was lowered by 2K to
10∘𝐶 ≤ 𝑇𝑟𝑜𝑜𝑡 ≤ 12∘𝐶.
Table II summarizes the collected data. It details energy consumption confidence in-
tervals inferred for a single median for reference winter 2013/2014, the experiments of
winter 2014/2015, and for PA1*. Experiments Dmod, PA1, and PA2 suffered from warm
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(a) Winter 2014/2015 𝑇𝑟𝑜𝑜𝑡 evolution, 𝑇𝐺𝑠𝑒𝑡 de-
cided algorithmically.
(b) Winter 2015/2016 𝑇𝑟𝑜𝑜𝑡 evolution, 𝑇𝐺𝑠𝑒𝑡 de-
cided algorithmically.
Fig. 10. Grass root temperatures during experiments. The dashed horizontal lines indicate the temperature
target bands.
weather in February and March 2015. That precludes an interpretation of the energy
consumption of experiments PA1 and PA2, as well as the second half of experiment
Dmod. Thus, the table presents B1, B2, B3, D, and the February sub-period of Dmod
(indicated by *) as the seasonal aggregate statistics (denoted (B1,B2,B3,D,Dmod*)) of
winter 2014/2015. The table also singles out the effect of the heating paradigm change
towards daytime heating by aggregating D and Dmod*. Table II also provides the UPR
observed, the HDD normalization factor (mean and standard deviation) from [Weather
Underground 2016], and the different experiment execution periods. As days with
switching experiments do not affect UPR statistics, these are calculated by taking the
accurate experiment activation and deactivation times. As the energy considerations
rely on the median daily consumption, days with experiment switch-over are excluded
from the confidence interval calculations as well as from the statistics of HDD7.
Fig. 10 confirms the low UPR values in Table II for the experiments: most of the
time, the supervisory control strategies met the grass root temperature bands. Fig. 11
supports this by presenting 𝑇𝑟𝑜𝑜𝑡 during the reference period and the two experimen-
tal winters. The boxplots show that the supervisory control experiments (second and
third groups) kept 𝑇𝑟𝑜𝑜𝑡 in a much tighter band than the staff-controlled heating op-
eration (leftmost and rightmost groups). For the experiments, 𝑇𝑟𝑜𝑜𝑡 is predominantly
inside the respective target band. Both the aggregate of winter 2014/2015 experiments
(B1,B2,B3,D,Dmod*), as well as the winter 2015/2016 experiment PA1* achieve a low
UPR of approximately 5%. The subset of experiments implementing the paradigm
change to daytime heating, enabled by being aware of the grass heating system’s oper-
ational context, reported even lower UPR: the strategies combine nightly pre-heating
with the ability to draw on unused thermal supply capacity during the day.
Experiment B3 demonstrates that the current best practice of human-controlled
nighttime pre-heating is reproducible with higher energy efficiency while keeping UPR
below 10%. Similarly, experiments D and Dmod* prove that control strategies being
aware of a systems operational context can have extremely positive effects. They save
energy and exhibit a more consistent consumption (i.e. fewer outliers), expressed by
narrower confidence intervals of normalized median energy than the reference pre-
heating strategy. Additionally, this context awareness enables a heating paradigm
change while avoiding well-known operational problems of heating bottlenecks neg-
atively affecting other arena heating systems.
While Fig. 10, Fig. 11, and Table II show that the experiments mostly met the grass
root temperature bands, it is important to understand the reasons for its violation:
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Fig. 11. Boxplots of 𝑇𝑟𝑜𝑜𝑡 re-
gardless of HDI status flag (”to-
tal”), for active grass heating
(”HDI=1”) and for inactive grass
heating (”HDI=0”) of reference
period (first group), experimental
winter 2014/2015 (second group),
of experiment PA1* (third group),
and of winter 2015/2016 exclud-
ing PA1* (fourth group). Dashed
horizontal lines indicate the re-
spective 𝑇𝑟𝑜𝑜𝑡 target ranges.
— Strategies B1 and B2 do not implement pre-heating. Thus, daytime cool-down in-
creased these experiments’ UPRs. In particular, B1 produced too steep heating
curves for higher 𝑇𝐺𝑠𝑒𝑡 at the beginning of mild nights. That resulted in early heat-
ing deactivation during the nights so that at the respective night-ends 𝑇𝑟𝑜𝑜𝑡 was too
low for the soil’s thermal inertia to keep 𝑇𝑟𝑜𝑜𝑡 ≥ 12∘𝐶 over daytime.
— On request of operational staff, experiments were partially interrupted on match
days: 2014-12-07, 2015-01-24, and 2015-02-03. That could be addressed reflecting
the match schedule in the pre-heating strategy. For example, D achieved UPR=0%
when excluding the days with a delayed start from the analysis.
— On freezing days, e.g. during the period of several days around 2014-12-29, the
nightly pre-heating towards 14𝑜C did not suffice. This situation could be remedied by
switching to daytime heating, or by increasing the permissible target band’s upper
limit depending on weather forecast information.
— In some cases, the temperature predictions of PA1* underestimated cool-down ef-
fects for the coming day - partly because of inaccurate weather forecasts, but also
due to the DBN models’ RMSEs.
Feedback from the Commerzbank Arena’s staff on the PA1* experiment with a 2K
reduced temperature target band indicated that due to a very wet winter 2015/2016,
grass health worsened despite satisfactory levels of UPR. To reduce the high levels of
moisture by evaporation, PA1* was stopped and temperature targets were increased
in January 2016 (see Fig. 10(b)). That shows that UPR may not suffice as grass quality
indicator in certain environmental conditions.
Statistical inference on two population medians allows studying the experiments’
effect sizes by quantifying the pairwise differences. Bootstrapping establishes the fol-
lowing findings with 95% confidence.
(1) Compared to the winter 2013/2014 period’s median daily normalized energy con-
sumption:
(a) The winter 2014/2015 experiments aggregate of (B1,B2,B3,D,Dmod*) reduced
?˜?𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 by 1.13-1.35 MWh/DD (39.2-63.7% compared to the reference pe-
riod’s confidence interval bounds). In an average winter, savings are expected
to amount to 648.6-774.9 MWh, confirming earlier findings. The equivalent of
CO2 emissions saved is 123.9-148.0 t.
(b) The nighttime pre-heating strategy inspired by the status quo operation (B3)
reduced ?˜?𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 by 0.44-0.83 MWh/DD (15.3-39.2%). That highlights the
positive impacts of algorithmic control mimicking best practices. In an average
winter, savings of 252.6-476.4 MWh (48.2-91.0 t CO2) can be expected.
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(c) The daytime heating (D,Dmod*) reduced ?˜?𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 by 1.19-1.40 MWh/DD
(41.3-66.0%). That demonstrates the power of a paradigm change to daytime
heating, enabled by taking system operational context into account. 683.1-
803.6 MWh (130.5-153.5 t CO2) of savings can be expected in an average winter.
(d) The predictive nighttime pre-heating with lowered 𝑇𝑟𝑜𝑜𝑡 target band PA1* re-
duced ?˜?𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 by 1.57-1.80 MWh/DD (54.5-84.9%). In an average winter,
savings are expected to reach 901.2-1,033.2 MWh (172.2-197.3 t CO2). That
provides a quantification of the effect of a lowered temperature target band
while using only predictive nightly pre-heating. Even stronger effects are an-
ticipated when used in combination with daytime heating.
(2) Compared to a simple automated best practice strategy (B3), the benefits of a
daytime heating strategy aware of the grass heating system’s operational con-
text (D,Dmod*) can also be inferred. The inference shows the change of heating
paradigm towards daytime heating reduced ?˜?𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7 by 0.53-0.76 MWh/DD
(17.6-65.0%, 304.2-436.2 MWh, 58.1-83.3 t CO2 in an average winter). These sav-
ings are comparable to the savings of B3 over the current status-quo operation.
Additionally, daytime heating improved the UPR.
(3) Experiment PA1* provides an indication of the magnitude of the additional energy
savings potential associated with lowering the target temperature band by 2K.
PA1* reduced daily ?˜?𝑔𝑟𝑎𝑠𝑠,𝐻𝐷𝐷7:
(a) by 0.37-0.52 MWh/DD, compared to (B1,B2,B3,D,Dmod*) ;
(b) by 0.33-0.45 MWh/DD, compared to (D,Dmod*);
(c) by 0.90-1.16 MWh/DD, compared to B3.
During the daytime heating experiments D and Dmod, the control strategies deac-
tivated the grass heating 51 and 48 times due to violations of the 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 threshold.
Because of this reactivity to peak load conditions no other stadium heating system
suffered from heating shortages. Thus, the grass heating system could be served satis-
factorily without adversely impacting other systems. In theory, these strategies should
already be able to control the grass heating also on days with soccer events satisfac-
torily. By integrating match plan information e.g. to result in higher nighttime pre-
heating temperatures, also pro-active load shedding should be feasible.
The reported experimental results are of practical and statistical significance. The
energy savings have been achieved consistently in two consecutive winters by applying
data-driven strategies using a cyber-physical system that integrates existing building
automation infrastructure. The control strategies activated neither the software nor
the system’s failsafe. The achieved savings are complementary to refurbishment mea-
sures. For example, [Smulders 2012] suggests two measures for the Commerzbank
Arena’s grass heating system to save energy:
(1) serving the heat exchanger by the arena wide thermal return circuit instead of the
supply circuit; and
(2) dividing the grass heating system into four sub-circuits for higher temperature
control resolution of the soccer pitch.
In combination, these could save approximately 8% of annual thermal energy (381
MWh/year). While the first measure is fully compatible with the presented CPS ap-
proach, the second would require a minor adaptation of the control strategy definitions
to operate all four grass heating system circuits individually.
7.2. Hypotheses
The experiments confirmed the formulated hypotheses in Section 2.1 as follows:
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(1) The automation of currently manual supervisory control decisions improves effi-
ciency in daily operation as less conservative operational settings are needed.
Statistical inference of two medians shows with 95% confidence that experiment
B3 reduced energy consumption by 15.3-39.2%.
(2) Predictive and context-aware control strategies can mitigate heating shortages and
further improve the building’s operational efficiency.
The experiments with predictive and context-aware control strategies mitigated
negative effects of heating shortages on other heating sub-systems, saved energy,
and achieved satisfactory UPR.
7.3. Limitations
The grass heating system’s energy meter could not be modeled with satisfactory accu-
racy, preventing the use of optimization techniques in control strategies. It remains for
future work to evolve the strategies using optimization.
As a result of prior work, the strategies account for weather through 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙. Ad-
ditional studies are needed to identify possible efficiency improvements by reflecting
other parameters such as humidity, solar radiation, or wind speed. Also, more investi-
gation is required whether to use additional soil parameters in the algorithmic consid-
eration of grass quality.
As mentioned in Section 4.2, the German best practice stadium operation does not
account for the biologically required 𝑇𝑟𝑜𝑜𝑡 range. However, comparing the reference
period’s energy consumption to the experiments may be considered inappropriate be-
cause the biggest share of the experiments’ savings stems from lowering 𝑇𝑟𝑜𝑜𝑡. There-
fore, the comparison to B3 provided in Section 7.1 provides valuable insights: the day-
time heating experiments (D,Dmod*) show substantial savings of 300-400 MWh in an
average winter. That quantifies the additional benefit of moving from an automated
best practice control strategy to a control strategy aware of the system’s operational
context. The associated additional savings are as large as those of moving from manual
best practices to automating these.
The available data for training, validating, and testing the MLP and DBN is small
due to the event definition used in sections 5.2 and 5.3. Hence, the models’ test set per-
formances might improve with access to more data. However, the potential of increas-
ing energy efficiency associated with improved regression performance is considered
small, because the achieved RMSE relative to the 𝑇𝑟𝑜𝑜𝑡 target band’s width is below
10% for the first hours of prediction. Moreover, as the data sampling time (10 minutes)
exceeds the regression model execution time (sub-second) by orders of magnitude, inac-
curate model predictions and control strategy actions can be rectified in the next time
step. Besides, the control strategies could also be evolved to take the predicted ∆ 𝑇𝑟𝑜𝑜𝑡
trajectory into account to increase the stability of control decisions. Hence, tuning the
model performance is of low priority.
7.4. Transferability
The presented methodology is transferable to other buildings equipped with BMS that
can be enabled with standard communication protocols as required. The approach to
leverage existing building automation infrastructure and develop CPS control strate-
gies on top is feasible, flexible, and economically as well as ecologically appealing. The
preparatory steps to understand the wider system context and the requirements paved
the way to identify savings potential and to formulate suitable control strategies. These
strategies lead to lower, yet suitable temperature regimes while accounting for oper-
ational context to address limitations and shortages intrinsic to the arena’s heating
system encountered. Depending on the building and its BMS, the appropriate proto-
cols may need to be added to the communication platform [Schu¨lke et al. 2013].
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Typically, heating supply systems are dimensioned based on the coincidence factor
at design time, i.e. by estimating the fraction of total sub-system peak demand ex-
pected to coincide. When usage patterns change, sub-systems are upgraded, or control
strategies are modified, heating shortages may be the unintended consequences. The
approach of CPS control strategies (D,Dmod) being reactive to operational context in-
formation is an effective means to address this.
The German soccer grass mixture is standardized. Hence, the control strategies’
concepts and their target bands are easily transferable. The target temperature range
needs adaptation when encountering other mixtures, e.g. due to different regions’ cli-
matic conditions. As the current best practice of stadium operation does not rely on
automated control of root temperatures (Section 4.2), this work’s savings is consid-
ered as potential savings for other arenas subject to local climatic conditions. For the
daytime heating strategies, the 𝑇𝑠𝑢𝑝𝑝𝑙𝑦 thresholds depend on the individual thermal
distribution system. However, they are straightforward to adjust based on operational
experience or system specifications.
Assuming similar grass heating system dimensioning (1.4 MW), a similar thermal
exchange between piping and soil, and similar grass root temperature targets as in
the Commerzbank Arena, it should be possible to reuse the trained regression models.
However, it should be verified that the climatic parameters other than 𝑇𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 have
little influence on 𝑇𝑟𝑜𝑜𝑡.
8. CONCLUSION
Experiments executed in two winter seasons in the Commerzbank Arena in Frank-
furt, Germany, yielded results of statistical significance and practical relevance. They
present a strong case study validating the concept of developing a CPS that integrates
pre-existing building instrumentation. That concept enables the realization of a range
of different strategies on top of the stadium’s BMS to control the major heat-consuming
system and assess the associated impacts. The experiments were integrated with daily
stadium routine operation and produced high levels of weather-normalized energy sav-
ings while maintaining satisfactory grass root temperature levels. In relation to the
status quo operation, winter 2014/2015 experiments saved 39.2-63.7% energy. In av-
erage weather conditions, these savings are expected to amount to 650-775 MWh - an
equivalent of 124-148 t CO2 emissions. Out of these experiments, daytime heating en-
abled by the awareness of the heating system’s operational context achieved the best
results - from the perspective of UPR, energy consumption (savings of 41.3-66.0%),
and from the operational perspective as these experiments mitigated the adverse ef-
fects of heating supply shortages. Another branch of strategies focusing on predictive
nighttime-only heating control is to our knowledge the first application of Deep Belief
Networks to a building’s operational data. In this work, these networks outperform
standard feed-forward Multi-Layer Perceptrons in heating prediction accuracy and al-
low formulating predictive grass heating control strategies that operate satisfactorily.
Compared to the human controlled status quo operation, the bulk of this work’s savings
stems from lowered and tightly controlled grass root temperatures. However, when
compared to a strategy mimicking human best practice heating, smarter strategies
still reduce consumption significantly: in average winter conditions savings of 304.2-
436.2 MWh (58-83 t CO2) are expected. Lowering the grass root temperature targets by
2K in winter 2015/2016 increased savings to 54.5-84.9%. These savings are anticipated
to reach 0.9-1.03 GWh (172-197 t CO2) in an average heating season.
Beyond saving energy, the experiments also provide evidence for the proposed
methodology’s feasibility. The approach of deploying reactive and predictive control
strategies for thermal system operation using a data-driven CPS approach leveraging
existing building instrumentation applies to a wide range of other thermal systems
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and buildings. The analysis of the wider heating system, the application’s require-
ments, and the appropriate definition of a suitable Key Performance Indicator enabled
energy savings even in cases where strategies merely mimic the current human op-
eration. The savings stem from the faster reaction times and regular temperature
monitoring intervals. When control focuses on individual building systems, aggres-
sive strategies can achieve savings while avoiding adverse effects on other systems -
provided that the strategies appropriately take the operational context into account.
Taking the Commerzbank Arena as representative soccer stadium, grass heating sys-
tem operation has a significant savings potential. It is possible to reduce consumption
while meeting temperature targets most of the time and keeping the soccer pitch’s
grass quality at satisfactory levels. In Germany and Austria, professional stadiums
are required to use grass heating systems. On an international scale, several stadiums
for soccer, rugby, and American football are also known to use grass heating systems.
The crucial parts of this work are transferable to these with little or no adaptation.
It is for future work to study the combined effects of daytime heating with low-
ered target temperatures and predictive nighttime pre-heating. Further, a flexible
adaptation of the target band’s upper limit should be studied to account for very low-
temperature weather forecasts. Another promising direction is to evolve the strategies
to using optimization techniques when choosing set-points. That, however, requires
further study to improve the heat meter regression accuracies. Finally, novel ways to
monitor the grass quality directly rather than exclusively focusing on the root temper-
ature should ensure optimal grass quality at lowered temperature levels.
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