Abstract. In this note, by using the fixed point method, we prove the generalized stability for a mixed type functional equation in random normed spaces of which the general solution is either cubic or quadratic.
Introduction
The study of stability problems for functional equations originated from a question of S.M. Ulam [23] concerning the stability of group homomorphisms and it was affirmatively answered for Banach spaces by D.H. Hyers [8] . Hyers' theorem was generalized by T. Aoki [2] for additive mappings and Th.M. Rassias for linear mappings [18] .
Since then, a great deal of work has been done by a number of authors (for instance, [4, 6, 19] ).
Consider the functional equation
f (x + y) + f (x − y) = 2f (x) + 2f (y).
The quadratic function f (x) = qx 2 is a solution of this functional equation, and so one usually calls the above functional equation to be quadratic [1, 5, 11, 12] .
The Hyers-Ulam stability problem of the quadratic functional equation was first proved by F. Skof [22] for functions between a normed space and a Banach space. Afterwards, her result was extended by P.W. Cholewa [4] and S. Czerwik [5] .
The cubic function f (x) = cx 3 Here, let us consider the following functional equation:
It is easy to see that all the real-valued functions f : R → R of mixed type of cubic and quadratic, i.e., either f (x) = cx 3 Almost all proofs in this topic used the Hyers' direct method [8] . In 2003, V. Radu [17] proposed a new method for obtaining the existence of exact solutions and error estimations, based on the fixed point alternative. This method has recently been used by many authors(see, e.g., [3, 15, 16] ).
In this note, we provide the generalized stability problem for the functional equation (1.2) in probabilistic setting by using the fixed point approach as in [15] .
Preliminaries
For explicitly later use, we first state the following theorem: 
There exists a natural number n 0 such that
• The sequence (J n x) is convergent to a fixed point y * of J;
• y * is the unique fixed point of J in the set ∆ = {y ∈ Ω : (i) T is commutative and associative;
(ii) T is continuous;
Definition 2.3. Let X be a real vector space, F be a mapping from
The triple (X, F, T ) is called a random normed space iff the following conditions are satisfied:
where
for all u ∈ X and T M is the minimum t-norm. This space is the induced random normed space.
Definition 2.4. Let (X, F, T ) be a random normed space.
(i) A sequence {x n } in X is said to be convergent to x in X(we denote
(iii) (X, F, T ) is said to be complete if every Cauchy sequence in X is convergent.
The usual terminology, notations and conventions of the theory of random normed spaces are due to [7, 20, 21] .
The Main Result
Let X be a real vector space and (Y, F, T M ) be a complete random normed space, where
where, as usual, inf ∅ = +∞. In [15] , it was proved that d G is a complete generalized metric on E. 
for all x, y ∈ X and t > 0. If f : X → Y is a mapping with f (0) = 0 such that
for all x, y ∈ X and t > 0, then there exist a unique cubic function
for all x ∈ X and t > 0.
and
for all x, y ∈ X and t > 0. In fact, we observe that
for all x, y ∈ X and t > 0. That is,
for all x, y ∈ X and t > 0. Since the identity F Dg(x,y) (t) = F Dg(−x,−y) (t) holds for all x ∈ X and t > 0, it follows from the above inequality and
for all x, y ∈ X and t > 0.
Putting y = x in (3.6) yields
which, by setting x = x 4 in (3.7), gives
for all x ∈ X and t > 0. Let
for all x ∈ X and t > 0, where U is a mapping from
As before, we see that the mapping
is a complete generalized metric on E. Consider the linear mapping
It is easy to see that J is a strictly contractive self-mapping of E with the Lipschitz
for all x ∈ X and t > 0. Hence we see that
for all x ∈ X and t > 0. From (3.1) with k = 3, it follows that
whence we get U (2x, α 3 t) ≥ U (x, t) for all x ∈ X and t > 0. Thus we obtain
This means that
So, using the fixed point alternative, we deduce the unique existence of a fixed point C of J, i.e., the existence of a mapping C : X → Y such that C(2x) = 8C(x) for all x ∈ X. Also,
implies the inequality
from which we obtain
for all x ∈ X and t > 0 (recall that U is left continuous in second variable). This gives us that
for all x ∈ X and t > 0, whence we get the estimation (3.4). Since it holds that
We claim that the function C is cubic. Since T M is continuous, the function z → F z is continuous (cf. [20, Chapter 12] ). Therefore, for t > 0,
so that we have for all x, y ∈ X. Let us replace x by −x in (3.8). Then it follows from the oddness of g that C is odd, and hence interchanging x and y in (3.9)
(3.10)
Then it follows from [13] that C is cubic.
for all x, y ∈ X and t > 0. For, we have
for all x, y ∈ X and t > 0. Since the identity
is valid for all x, y ∈ X and t > 0, the above inequality and (3.2) yield
By setting x = 0 in (3.12) and then letting y = x, we get (3.12) Replacing x by x 2 in (3.13), we obtain
for all x ∈ X and t > 0, where V is a mapping from
We also consider the linear mapping S :
It is immediate to see that S is a strictly contractive self-mapping of E with the Lipschitz constant
16 . Indeed, let , η in E be given such that d V ( , η) < , where d V is a complete generalized metric on E. Then we get
for all x ∈ X and t > 0. From (3.1) with k = 4, we deduce that
which implies that V (4x, α 4 t) ≥ V (x, t) for all x ∈ X and t > 0. Therefore we see that
that is,
Again using the fixed point alternative, we arrive at the unique existence of a fixed point Q of S, i.e., the existence of a mapping Q :
for all x ∈ X and t > 0 (recall that V is left continuous in second variable). This means that
for all x ∈ X and t > 0, whence we obtain the inequality (3.5). Since we see that
We will show that the function Q is quadratic. Since T M is continuous, the function z → F z is continuous. Thus, for almost all t, for all x, y ∈ X. Then it follows from [10] that Q is quadratic.
Since we have f (x) = g(x) + h(x) for all x ∈ X, we see that
for all x ∈ X and t > 0. Hence, from (3.4) and (3.5), we obtain the inequality (3.3), i.e.,
for all x ∈ X and t > 0. We complete the proof of the theorem.
Except for some modifications, we follow the process in the proof of 
Proof. Putting x = x 8 in (3.7), we have
for all x ∈ X and t > 0, where U is a mapping from X × R into [0, 1] such that U (x, ·) ∈ D + for all x ∈ X. We define a mapping J : E → E by Jρ(x) = 8ρ( for all x ∈ X and t > 0, where V is a mapping from X × R into [0, 1] such that V (x, ·) ∈ D + for all x ∈ X.
We also consider a mapping S : E → E defined by S (x) = 16 ( for all x, y ∈ X, our theorems represent the stability in the sense of Hyers [8] and Aoki [2] .
