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В данной работе рассматривается задача реконструкции трёхмер-
ной поверхности лица по единственной фотографии с использованием
морфированной модели BFM [1]. Результатом её решения является вы-
сокополигональная трёхмерная модель, максимально соответствующая
лицу реального человека. Существует масса примеров применения та-
ких моделей на практике, начиная с использования их при анимации
лиц в фильмах [3, 22], заканчивая видеомэппингом (3D mapping) [17].
Однако для того, чтобы получать такие модели в обычной ситуации
необходимо дорогостоящее оборудование (лазерные сканеры, фотоап-
параты, вспышки и прочее), квалифицированный персонал и специаль-
ное помещение. Далеко не все и не всегда располагают достаточными
для решения этой задачи ресурсами.
К счастью, с развитием методов оптимизации и компьютерного зре-
ния стало возможным восстановление трёхмерной геометрии лица без
использования специализированной техники, а посредством анализа ко-
роткого фрагмента видео [23] или единственной фотографии [4]. При-
чиной этому стал сформулированный Бланцом и Веттером метод по-
строения гладкой аппроксимированной модели лица (морфированной
модели) [4] на основе большого количества трёхмерных моделей муж-
ских и женских лиц. Такая морфированная модель позволяет генери-
ровать новые лица, как линейную комбинацию имеющихся, благодаря
чему, задача реконструкции сводится к поиску небольшого количества
необходимых коэффициентов.
Для повышения скорости реконструкции в большинстве случаев под-
гонка трёхмерной модели к изображению осуществлятся только по осо-
бым точкам, которые детектируются с помощью специальных алгорит-
мов [11], [16], [24]. Детекторы находят два типа точек: точки первого
типа имеют малую погрешность обнаружения вне зависимости от кон-
кретного лица и ракурса съёмки, в то время как точки второго типа
детектируются не очень точно, что приводит к высоким ошибкам рекон-
струкции при использовании их в алгоритмах восстановления модели
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лица.
Уже предпринимались попытки к решению этой проблемы [12, 20],
однако эти подходы двухступенчатые и не предполагают оптимизации
единой функции стоимости.
Поэтому целью данной работы является разработка алгоритма ре-
конструкции трёхмерной поверхности лица по единственной фотогра-
фии, устойчивого к поворотам головы, на основе оптимизации одной
функции стоимости.
В связи с этим были поставлены следующие задачи:
• реализовать алгоритм решения задачи;
• разработать среду для проведения тестирования работы алгорит-
ма;
• провести тестирование работы алгоритма.
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1. Обзор
1.1. Реконструкция лица по особым точкам
Ключевой составляющей всех рассматриваемых нами методов явля-
ется использование трёхмерной морфированной (гладкой аппроксими-
рованной) модели лица. По своей сути морфированная модель – это па-
раметризация человеческого лица, предложенная Бланцом и Веттером[4]
для синтеза новых лиц.
Применение морфированной модели в задаче восстановления гео-
метрии лица по фотографии позволяет переформулировать задачу в
терминах задачи оптимизации, – поиска необходимых коэффициентов
морфированной модели, минимизирующих заранее заданную функцию
энергии, чаще всего отражающую тем или иным способом разницу меж-
ду проекцией модели и поданной на вход фотографей.
Лицо представляется как вектор, состоящий из 3P координат для P
вершин:
s = (x1; y1; z1; : : : ; xP ; yP ; zP )
T 2 R3P : (1)
Чтобы получить новое лицо, достаточно задать M коэффициентов
 2 RM :
s = s+ Sdiag() : (2)
Здесь s – среднее лицо, хранящееся в морфированной модели, S 2
R3PM – собственные вектора морфированной модели, которым соот-
ветствуют собственные числа  2 RM .
Далее мы рассмотрим работы, в которых морфированная модель
подгоняется используя небольшой, постоянный для всех фотографий
набор точек. Эти точки называют особыми, ключевыми точками
лица, такие как точки в уголках и вокруг глаз, на линии губ, на контуре
лица и так далее. Существует целый набор специальных алгоритмов,
цель которых находить такие точки на изображении, однако они не
являются предметом нашего исследования.
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1.1.1. Фиксированный подход
Использовать особые точки для реконструкции модели лица с помо-
щью морфированной модели впервые предложили в работе [26]. Поль-
зователю предлагалось вручную отметить точки на фотографии и соот-
ветсвующие вершины на моделе. Затем для нахождения оптимальных
коэффициентов лица максимизируется заранее заданая функция прав-
доподобия.
В статье [6] авторы задались целью автоматизировать процесс ре-
конструкции с использованием особых точек, а так же сделать его как
можно более быстрым, подходящим к использованию в приложениях
реального времени. Эта цель была достигнута путём построения Active
Appearance Model (AAM) [5] под морфированную модель.
Значительно повысить качество реконструкции удалось авторам ста-
тьи [2] путём подсчёта и включения дисперсии для каждой из особых
точек на изображении в процесс минизации функции стоимости.
Тем не менее во всех этих работах считается, что нам известно F
особых точек на фотографии лица, F  P . Координатами этих точек
r 2 R2F определяются следующие параметры:
- параметры морфированной модели модели ;
- матрица проецирования ;
- функция , сопоставляющая особую точку точке 3D модели;
такие что в идеальной ситуации имеет место равенство:
r = (s) = (s+ Sdiag()) : (3)
Для восстановления геометрии лица по особым точкам минизиру-
ют разницу между координатами особых точек лица на фотографии и
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k(s+ Sdiag())  rk22 + kk22
= argmin

k(s) + (Sdiag())  rk22 + kk22
= argmin

k(Sdiag())  (r   (s))k22 + kk22
= argmin

kQ  yk22 + kk22 :
(4)
Здесь коэффициент  предотвращает проявление такого явления,
как переобучение модели – ситуации, когда модель лица идеально про-
ецируется в особые точки, но ведёт себя совершенно непредсказуемо в
остальных местах.
1.1.2. Проблемы фиксированного подхода
Устанавливая в формуле (3) взаимно-однозначное соответствие 
между индексами морфированной модели и номерами особых точек,
мы ограничиваем применимость подхода в ситуациях, когда лицо на
фотографии изображенно под углом.
В самом деле, допустим мы указали, что особой точке номер N ,
находящейся на контуре лица, соответствует вершина на модели под
номер M . Тогда даже при малейших поворотах головы, вершина соот-
ветствующая индексуM перекрывается частью головы. Это разумеется
ведёт к снижению качества реконструкции в определенных случаях.
Более того в [20] заметили, что такие несоответствия характерны не
только при повороте лица, но и без него. Объясняется это тем, что в
отличие от особых точек, детектируемых ”внутри” лица, особые точки
на контуре не обладают настолько яркими, отличительными характе-
ристиками. Это вновь вызывает колебания в их расположении от фо-
тографии к фотографии даже на изображениях с лицами ”в фас”, что
также ведёт к снижению качества результатов работы.
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1.1.3. Адаптивный подход
В адаптивном подходе, как и в фиксированном, всё, что известно об
объекте, для которого строится модель, это координаты особых точек.
Однако в этот раз, в виду проблем описанных в секции 1.1.2, исследо-
ватели так или иначе ”не доверяют” точкам на контуре лица.
В [12] авторы стараются автоматически определить и избавиться от
нестабильных точек на лице. Для этого, в первую очередь, определяет-
ся ракурс лица на фотографии, путём использования цилиндрической
модели лица, впервые предложенной [18] для определения направления
взгляда водителя. Затем на основе этой информации отбрасываются пе-
рекрытые частью лица точки и запускается процесс оптимизации.
Хотя в [8] рассматривается задача распознавания лиц, а не их рекон-
струкции, в процессе определения положения головы, с целью получить
нормализованное изображение лица и сопоставить его с базой, они так
же, как и мы, заинтересованы в избегании использования нестабиль-
ных особых точек. Для этого они обучают несколько AAM при различ-
ных поворотах модели головы, а затем, в процессе сопоставления AAM
изображению, определяют среди них них те, которые больше всего со-
ответствуют установленным критериям.
В [20] авторы поступают с особыми точками следующим образом: до
начала реконструкции для каждой особой точки на контуре лица вруч-
ную выбирается по 20 вершин на морфированной модели, образующих
цепочку к носу лица.
Затем, когда на вход алгоритму поступает набор координат осо-
бых точек, они разделяют их на множество стабильных и нестабиль-















+ kk22 : (5)
Координаты нестабильных точек соединяются алгоритмом Брезен-
хэма [25], образуя пиксельный контур. Теперь во время оптимизации
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за ошибку считается минимальное расстояние от проекции одной из за-
ранее отмеченных вершин модели до пиксельного контура в то время,






kQi;нест.  yj;нест.k22 + kQст.  yст.k22 + kk22 : (6)
Угол, под которым находится лицо, выражается матрицей поворота
камеры R и eё вектором переноса t (входят в матрицу проецирования
). Они могут быть известны заранее или приближены специальными
алгоритмами оценки ракурса: в условиях перспективной проекции это
алгоритмы, решающие задачу Perspective-n-Point [21, 13]. Кроме этого,
для определения параметров проецирования (в частности, ортографи-
ческого) может быть использован Gold Standard алгоритм [9].
В любом случае, после того, как известен ракурс камеры, из каждого
набора в 20 точек выбирается та точка, в которой наилучшим образом
выполняется следующее свойство: нормаль к поверхности в этой точке
при проецировании на ось Z должна быть минимальна. Эта важная
часть алгоритма, которая позволяет адаптироваться к повороту голо-
вы.
Для оптимизации этой функции используется алгоритм Левенберга-
Марквардта [15], на каждой итерации которого применяется итератив-
ный алгоритм ближайшей точки (LM-ICP) [7]. То есть сначала при фик-
сированном коэффициенте морфированной модели  в качестве значе-
ния ошибки принимается расстояние до ближайшей точки на пиксель-
ном контуре, и только потом обновляется параметр .
Чтобы ускорить работу алгоритма в [20] вычисляют карту рассто-
яний (distance map, distance transform) [14]. На этой карте в каждой
клетке указано кратчайшее расстояние до пиксельного контура, по-
строенного ранее. Так как эти значения не зависят от параметра , эту
карту достаточно посчитать один раз и использовать в дальнейшем.




kD(Qi;нест.)k22 + kQст.  yст.k22 + kk22 ; (7)
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здесь функция D, используя посчитанную карту расстояний, возращает
минимальное расстояние между проекцией подходящих точек морфи-





Реконструкция трёхмерной поверхности лица будет производиться
в условиях ортографического проецирования. Также в процессе рекон-
струкции необходимо восстановить положение лица, что эквивалент-
но нахождению матрицы поворота камеры R и вектора переноса t. За
основу для решения задачи взят алгоритм [20], описанный в разделе
1.1.3. Было решено внести следующие изменения: вместо того, чтобы
во время оптимизации выбирать конкретную точку из заранее сформи-
рованного множества, предлагается построить по этим точкам интер-
полирующий сплайн, параметризовать положение на нём и включить
этот параметр в процесс отимизации.
2.2. Алгоритм
В первую очередь, необходимо заранее отметить точки на модели. В
нашем случае следует сохранить информацию об этих точках таким об-
разом, чтобы по ним можно было построить интерполирующий кубиче-
ский сплайн. Мы не можем сохранять координаты этих точек, так как
они меняются в зависимости от текущего параметра морфированной
модели . Также в большинстве случаев во время выделения этих то-
чек, мы не будем всегда попадать конкретно в вершины модели, что не
позволяет нам просто сохранить индексы контрольных точек. Поэтому
было принято решение сохранять координаты ключевых точек сплайна
в барицентрических координатах треугольников, в которые они попа-
дают, вместе с индексами вершин этих треугольков.
Перед началом оптимизации, как и в 1.1.3, необходимо из поданных
на вход особых точек выбрать те, которые относятся к контуру лица
и построить по ним пиксельный контур алгоритмом Брезенхэма, для
которого также вычисляется карта расстояний.
Начальное значение R установлено в единичную матрицу, t – ну-




Рис. 2: Последствие низкого значе-
ния параметра регуляризации 
лицо, то есть лицо полученное из морфированной модели с коэффици-
ентом  равными нулю.
Далее необходимо построить путь на лице в виде интерполяционно-
го кубическего сплайна по сохранённым ключевым точкам. Для этого
точки из барицентрических координат пересчитываются в евклидовых.
Положение на каждом таком сплайне, то есть пути на лице, параметри-
зуется параметром pi. Начинать процесс оптимизации будем из средней
точки на пути.
Далее, для точек на путях мы имеем два ограничения: первое, при
проецировании они должны лежать на построенном пиксельном конту-
ре; второе – нормаль n на контуре должна быть ортогональна вектору
(0, 0, 1):
n(;R; t)T (0; 0; 1) = 0 : (8)
Все эти параметры вместе с коэффициентами морфированного лица
 являются частью следующей функции энергии:
E(;R; t; p) = 
X
i
kD(Qpi;нест.)k22 + kQст.  yст.k22 + kk22 ; (9)
значение этой функции мы минимизируем с помощью алгоритма Леве-
берга – Марквардта.
Таким образом для решения задачи предлагается алгоритм (1).
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Алгоритм 1 Реконструкция модели лица по единственной фотографии
Вход:
1: Fs = f(x1; y1); : : : ; (xN ; yN)g – стабильные особые точки
2: Fu = f(x1; y1); : : : ; (xM ; yM)g – нестабильные особые точки
3: Ключевые точки в барицентрических координатах для каждого из
M путей на лице
4: Морфированная модель лица
Инициализация:
1: Вычислить пиксельный контур K по нестабильным точкам Fu ал-
горитмом Брезенхэма
2: 0 = 0 (”среднее” лицо)
3: Инициализировать R0, t0, p0
Оптимизация (Левенберг-Марквардт)
На каждой итерации:
1: Построить модель лица в текущей 
2: Для Fs вычислить ошибки перепроецирования
3: Построить сплайны для каждого из путей
4: Вычислить условие (8) на нормаль в точке pi
5: Вычислить расстояние от проекции точки pi до контура K
3. Реализация
Построение собственной морфированной трёхмерной модели – тру-
доёмкий процесс, требующий дорогостоящего оборудования и несколь-
ко сотен людей, которые согласились бы на сканирование и использова-
ние своих лиц. Поэтому мы решили использовать существующую, сво-
бодную для некоммерческого использования морфированную модель
BFM [1]. Количество вершин модели равняется 53490, что даёт 160470
полигонов. Для построения модели было просканировано 100 мужских
и 100 женских лиц людей, средний возраст которых составлял 24.97
лет. Для генерации лиц доступно 199 коэффициентов.
Среда для тестирования алгоритма оптимизации параметров мор-
фированной модели лица была реализована на языке программирова-
ния Python. Для визуализации моделей была использована одна из ре-
ализаций OpenGL [19] для Python.




Среднее 1.03 1.95 3453
Медиана 0.79 1.68 2975Предложенный
Отклонение 0.81 1.19 2390
Среднее 1.14 2.46 4348
Медиана 0.89 1.73 3551Фиксированный
Отклонение 0.88 1.64 2854




Среднее 2.03 9.5 15605
Медиана 2 6.16 11136Предложенный
Отклонение 0.98 9.29 14111
Среднее 1.95 10.07 17021
Медиана 1.73 8.86 15592Фиксированный
Отклонение 0.94 6.66 10927
Таблица 2: Усредненные по всем углам ошибки для случайных лиц из
199 компонент c оптимальными параметрами для 10 компонент
MATLAB: первый – подход с фиксированными ключевыми точками,
описанный в параграфе 1.1.1, функция энергии которого соответствует
уравнению (4), и второй – алгоритм, описанный в параграфе 2.2.
Для детекции особых точек на лицах используется алгоритм [10],
реализация которого доступна в С++ библиотеке DLib [11] с возмож-
ностью запуска из Python.
Точки, необходимые для построения сплайна, собирались следую-
щим образом: сначала под удобным углом визуализировалось ”среднее”
лицо, затем в графическом редакторе на нём проводился путь (рис.
1). Длина этого пути должна быть такой, чтобы при дальнейшем те-
стировании всегда существовала точка на пути, которая попадала бы
на контур лица. Затем отмеченные пиксели проецировались обратно в
точки в координатах модели, находились объемлющие вершины тре-
угольника, относительно их высчитывалось положение точки. В итоге
вся информация о пути сохраняется в отдельный файл.
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Рис. 3: Общая схема проведения экспериментов
4. Эксперименты
Для сравнения результатов работы реализованных методов была за-
фиксирована следующая схема проведения экспериентов (рис. 3).
В начале устанавливаются параметры эксперимента, ими могут вы-
ступать: количество визуализируемых лиц N , дисперсия коэффициен-
тов , пределы поворота лица и другие. Затем, на втором шаге, гене-
рируются N файлов эксперимента, в которых содержится вся необхо-
димая информация для работы методов и их оценки. В конце концов,
на третьем шаге, на вход тестируемому методу последовательно пода-
ются эти файлы. Метод выдаёт 0, R0 и t0, по которым затем считается
средние ошибки, формируется отчёт.
Для всех экспериментов ширина и высота выходных изображений
была установлена в значения 1200 и 900 соответственно.
В качестве метрик, по которым сравниваются результаты рекон-
струкции лиц и восстановления положения камеры между алгоритма-
ми, были использованы: ошибка между реконструированными и истин-
ными значениями коэффициентов морфированной модели (10), ошибка
между реконструированными и истинными значениями вектора пере-
носа (11) и матрицы поворота (12) (из-за ортогрфического проецирова-
ния только по осям X и Y), средний угол между нормалями в плоско-
стях реконструированной и истинной моделей (13), где N – количество
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(a) Фиксированный подход (b) Предложенный алгоритм
Рис. 4: Влияние коэффициента регуляризации на качество реконструк-
ции (искусственные лица)
треугольников в моделях, а также пиксельная ошибка между сдетек-
тированными особыми точками и соответствующими им спроецирован-
ными вершинами реконструированной модели (14), гдеM – количество
особых точек, Li – координаты особой точки i, Xi – спроецированная































Перед тем как тестировать работу алгоритмов на реальных лицах,
было проведено тестирование на искусственных лицах, то есть тех, ко-
торые были получены путём визуализации морфированной модели со
случайными коэффициентами.
Сначала была протестирована работа на лицах, полученных с ис-
пользованием первых десяти параметров морфированной модели, так
как им соответствуют наибольшие собственные числа и, как следствие,
в них выражаются наибольшие изменения в генерируемых лицах. Ис-
пользование небольшого количества параметров также ускорило про-
цесс нахождения оптимальных параметров.
Опытным путём были найдены оптимальные параметры , , затем
оба алгоритма были запущены для оценки влияния параметра регуля-
ризации  и нахождения его оптимального значения.
Как видно из рис. 4, в алгоритме с использованием только фик-
сированных особых точек при небольших значениях параметра  на-
блюдается сильное переобучение. Это выражается в том, что ошибка
перепроецирования Errproj держится на низком уровне (3-4 пикселя), в
то время как ошибка по альфе Erralpha наоборот крайне большая. При-
мер лица получаемого при такой  можно видеть на рис. (2). При по-
степенном увеличении  ошибка реконструкции уменьшается, достигая
оптимального значения (в райноне 10 3, 10 2), а затем вновь увеличи-
вается вслед за ошибкой перепроецирования. Последнее связанно с тем,
что лицо приближается к среднему лицу. Для предложенного алгорит-
ма ситуация аналогична в плане приближения к среднему лицу после
прохождения оптимальной точки.
После того, как для обоих алгоритмов были найдены оптимальные
параметры, было сгенерировано 20 случайных лиц с использованием 10
коэффициентов морфированной модели. Лица были визуализированы
под углами от -30 до 30 градусов с шагом в 10 градусов. Для них были
посчитаны средние значения ошибок по альфе для каждого из углов
(рис. 6), а так же общие средние ошибки по всем углам (таб. 1). В сред-
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(a) Фиксированный подход (b) Предложенный алгоритм
Рис. 5: Влияние коэффициента регуляризации на качество реконструк-
ции (реальные лица)
нем предложенный алгоритм показывает лучшие результаты по всем
ошибкам.
Затем с теми же коэффициентами были запущены тесты на ли-
цах, сгенерированных используя все 199 коэффициентов морфирован-
ной модели. Средние ошибки указаны в таблице (2), как видно в этот
раз предложенный алгоритм ведет себя хуже. Это означает, что оп-
тимальные параметры регуляризации не сохраняются с увеличением
размерности альфы. Данный факт, был учитан при тестировании на
реальных лицах.
4.2. Реальные лица
Морфированная модель [1] предлагает 10 моделей лиц, которые не
участвовали в её построении. Для них неизвестны истинные значения
параметров , поэтому для оценки качества реконструкции считается
ошибка по нормалям (13), а не по альфам.
Перед тем как тестировать алгоритмы под различными углами, про-
велась оценка влияния коэффициента регуляризации  на результат
реконструкции и найдено его оптимальное значение (рис. 5).
Используя найденные оптимальные значения , оба алгоритма бы-
ли запущены на реальных лицах, визуализированных под углами к ка-
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Рис. 6: Средние ошибки для искусственных лиц (альфа размерности
10)
Errnorm ErrR Errt
Среднее 10.70 5.85 10156
Медиана 10.52 5.33 8326Предложенный
Отклонение 1.98 3.13 5662
Среднее 13.11 11.50 20368
Медиана 12.28 9.61 17162Фиксированный
Отклонение 3.80 8.34 14655
Таблица 3: Реконструкция на реальных лицах, используя все 199 ком-
понент альфы
мере от -30 до 30 градусов с шагом 10, результаты вновь усреднены.
Как видно из таблицы (3), работа предложенного алгоритма в сред-
нем показывает лучшие результаты по всем показателям. Из графиков
на рис. (7) видно, что предложенный алгоритм работает стабильнее и
устойчивее фиксированного подхода. Однако среднее значение Errnorm
предложеного алгоритма на реальных лицах равняется 10.7, что хуже,




Рис. 7: Средние ошибки параметров морфированной модели, поворота
и переноса в зависимости от поворота лица
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Заключение
В результате работы были достигнуты все поставленные задачи:
• реализован адаптивный алгоритм реконструкции трёхмерной по-
верхности лица по единственной фотографии, устойчивый к пово-
ротам головы на изображении;
• реализована среда для проведения тестирования работы алгорит-
мов реконструкции;
• протестирована работа алгоритма.
В качестве дальнейших действий предлагается расчитать якобиан
функции энергии и передать его в алгоритм Левенберга-Марквардта
для ускорения работы метода. Более того, это облегчит процесс тести-
рования и, как следствие, поможет найти возможно более оптимальные
параметры , , . Также предлагается исследовать зависимость каче-
ства реконструкции лиц предложенным алгоритмом при использовании
других, возможно более стабильных детекторов особых точек. Не менее
важно пересмотреть процесс установки начальных значений R0, t0, p0.
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