We study the problem of designing support vector machine (SVM) classifiers that minimize the maximum of the false alarm and miss rates. This is a natural classification setting in the absence of prior information regarding the relative costs of the two types of errors or true frequency of the two classes in nature. Examining two approaches -one based on shifting the offset of a conventionally trained SVM, the other based on the introduction of class-specific weightswe find that when proper care is taken in selecting the weights, the latter approach significantly outperforms the strategy of shifting the offset. We also find that the magnitude of this improvement depends chiefly on the accuracy of the error estimation step of the training procedure. Furthermore, comparison with the minimax probability machine (MPM) illustrates that our SVM approach can outperform the MPM even when the MPM parameters are set by an oracle.
INTRODUCTION
In a typical classification setting we are given a sample of training vectors x1, . . . , xn ∈ R d each belonging to one of two classes, along with corresponding labels y1, . . . , yn ∈ {−1, +1} indicating the class for each training vector. Our task is then to find a function f : R d → {+1, −1} that "accurately" predicts the label when presented with a new sample, where accuracy is usually equated with having a small probability of error. However, there is a significant problem with this approach: in assuming that a classifier which has a small error rate on the training data will have a small probability of error when applied to the larger population we are implicitly assuming that the class frequencies in the training data accurately reflect the true prior probabilities in nature, which is frequently not the case. Moreover, in many cases the training data is unbalanced -meaning that we have many more samples from one class than from the other. Without knowledge of the true prior probabilities and the relative costs of the two types of errors, we have no reason to favor one class over the other. However, an algorithm that attempts to minimize the probability of error will tend to emphasize a class in proportion to its representation is the training set, which may reflect neither the true prior probability of the class nor the actual cost of the errors from that class.
For these reasons, many researchers prefer to use classifiers operating at the the break even point (BEP) or equal error rate (EER), meaning that PF (f ) = PM (f ), where PF (f ) = Pr(f (x) = +1|y = −1) and (1) PM (f ) = Pr(f (x) = −1|y = +1) (2) * Supported by NSF, DARPA, AFOSR, ONR, and the Texas Instruments Leadership University Program.
Email: {md,richb}@rice.edu, cscott@eecs.umich.edu Web: dsp.rice.edu denote the false alarm and miss rates of f , respectively. See, for example, [1, 2] . Of course, if an algorithm is sufficiently flexible, it is possible that many classifiers will satisfy PF (f ) = PM (f ). We seek the best one possible, which we shall denote the minimax classifier. 1 Specifically, the minimax classifier is defined as
Traditional wisdom holds that we should be able to estimate the minimax classifier by simply applying the "cost-sensitive" extensions that exist for many common classification algorithms. These algorithms seek to minimize a more general "misclassification cost" rather than the probability of error. However, assigning the costs appropriately in practical settings is often difficult (see [5, 6] ). In this work we emphasize the importance of accurate error estimation in solving these problems -it is precisely the ability of an algorithm to leverage accurate error estimation techniques to tune the free parameters appropriately that will determine whether an algorithm will be able to give us the desired performance. This paper studies support vector machines (SVMs) for minimax classification. We evaluate two approaches for adjusting the false alarm and miss rates. One involves shifting an offset parameter, resulting in an affine shift of the decision boundary, and the other entails introducing an additional parameter to control the relative weight given to each class. It is clear that both approaches affect the desired tradeoff between false alarms and misses. As might be expected, we find that shifting the offset does not perform as well as introducing an additional parameter to control the relative weights. However, optimizing over this additional parameter significantly increases the training time, and thus we also evaluate a method for greatly reducing the complexity of the expanded search with no significant loss in performance. We also suggest a method for decreasing the variance of the error estimates -which significantly affects the performance of our algorithms -highlighting the importance of accurate error estimation in minimax classification. We then compare the proposed algorithms to the minimax probability machine, showing that the 2ν-SVM can outperform the MPM even when the MPM parameters are set by an oracle. Our code (based on the LIB-SVM packaged [7] ) is available at www.dsp.rice.edu/software.
SUPPORT VECTOR MACHINES
SVMs are among the most effective methods for classification [8] . Conceptually, we construct a support vector classifier in a two step process. In the first step, we transform the training vectors xi via a mapping Φ : R d → H where H is a high (possibly infinite) dimensional Hilbert space. Our intuition is that we should be able to more easily separate the two classes in H than in R d . For algorithmic reasons, Φ is chosen so that we can compute inner products in H without explicitly evaluating Φ through the use of a kernel operator k(x, x ) = Φ(x), Φ(x ) H.
In the second step, we determine a hyperplane in the induced feature space according to the max-margin principle. In the case where we can separate the two classes by a hyperplane, the SVM chooses the hyperplane that maximizes the margin -the distance between the decision boundary and the closest point to the boundary. When we cannot separate the classes by a hyperplane, we relax the constraints through the introduction of slack variables ξi. If ξi > 0, this means that the corresponding xi lies inside the margin and is called a margin error. If w ∈ H and b ∈ R are the normal vector and affine shift defining the max-margin hyperplane, then the support vector classifier is given by f w,b (x) = sgn(k(w, x) + b). The offset parameter b is often called the bias.
One possible SVM formulation is the so-called ν-SVM [9] :
where ν ∈ [0, 1] is a parameter set by the user. This formulation implicitly penalizes any error equally regardless of its class. However, as described in the introduction, this is not desirable in minimax classification. To address this issue, we consider the cost-sensitive extension of the ν-SVM -the 2ν-SVM [10] :
where γ ∈ [0, 1] is a parameter for trading off the two types of errors. An equivalent parametrization replaces ν and γ with ν+ = νn/(2γ|I+|) and ν− = νn/(2(1 − γ)|I−|). This parametrization has the benefit that (P2ν ) is feasible if and only if ν+ ≤ 1 and ν− ≤ 1 (see [11] ), and thus we focus on this parametrization.
MINIMAX LEARNING
We now return to the problem of minimax classification. We consider two main strategies for controlling false alarms. The first is to use the 2ν-SVM to achieve the desired false alarm and miss rates by adjusting ν+ and ν− appropriately. The second approach is to train a ν-SVM and then shift b (the bias) to achieve the desired false alarm and miss rates. In what follows PF (f ) and PM (f ) denote empirical estimates of PF (f ) and PM (f ).
2ν-SVM Approach to Minimax Classification
As described in Section 2, the 2ν-SVM has two possible parameterizations. The (ν+, ν−) parameterization has the benefit that the dual formulation of (P2ν ) is feasible if and only if ν+ ≤ 1 and ν− ≤ 1, with a trivial solution if ν+ ≤ 0 or ν− ≤ 0 (see [11] ). Therefore, to search over the parameters of the 2ν-SVM it suffices to conduct a search over a uniform grid of (ν+, ν−) in [0, 1] 2 . Hence, the full algorithm for minimax classification with the 2ν-SVM is to search over ν+, ν−, and any kernel parameters, obtain estimates of PF (f ) and PM (f ) using an error estimation technique such as cross-validation, and select the parameter combination minimizing max{ PF (f ), PM (f )}.
Smoothing the error estimates.
We have observed across a wide range of datasets that PF (f ) and PM (f ) tend to display a slowly varying (low-frequency) trend when plotted as functions of (ν+, ν−). However, these estimates also appear somewhat "noisy". Without smoothing, some grid points will look much better than they actually are, due to chance variation. Thus, a heuristic offering potential improvement for the full grid search over (ν+, ν−) is to smooth both PF (f ) and PM (f ) with a low-pass filter after estimating the error at each point on the grid. In our experiments we consider two smoothing strategies: we can either apply a twodimensional smoothing filter (we use a simple Gaussian window) to the error estimates for (ν+, ν−)
2 separately for each value of the kernel parameter, or we can apply a three-dimensional smoothing filter to the error estimates, smoothing across different kernel parameter values. Both strategies effectively reduce the variance of the error estimates. This approach is especially effective for high variance estimates like cross-validation. This technique illustrates another advantage of the (ν+, ν−) parametrization since the ability to discretize the parameter space of the 2ν-SVM with a uniform grid plays a key role in justifying this heuristic.
Coordinate descent: Speeding up the 2ν-SVM. The additional parameter in the 2ν-SVM renders a full grid search somewhat time consuming, especially for large data sets. Fortunately, a simple speed-up is possible. Again inspired by the smoothness of PF (f ) and PM (f ) as functions of (ν+, ν−), instead of conducting a full grid search over (ν+, ν−) we propose a coordinate descent search. Several variants are possible, but the ones we employ run as follows: For a fixed value of the kernel parameter, find the best parameters on grids placed along the lines ν+ = 1/2 and ν− = 1/2. From then on, conduct a line search in the direction orthogonal to the previous line search, at each step selecting the parameters minimizing max{ PF (f ), PM (f )}, repeating this procedure for each kernel parameter value. Just as before, a simple three-dimensional extension of this algorithm is also considered, along with various approaches to smoothing PF (f ) and PM (f ).
estimate when the set of classifiers is complex; however, once we fix a normal vector w, the set of possible shifted hyperplanes is a class with low complexity, and so resubstitution is in fact a reasonable error estimate. Note that we can apply the same technique to an SVM trained using the 2ν-SVM approach described above in the hope that it will improve the performance of that method as well.
Balanced ν-SVM. A common motivation for minimax classification is that some datasets are unbalanced in the sense that they have many more samples from one class than from the other. In this scenario, another possible algorithm is to apply the strategy described above for the ν-SVM, but instead to use a 2ν-SVM with ν+ = ν−. We refer to this method as the balanced ν-SVM. Since ν+ and ν− are upper bounds on the fractions of margin errors from their respective classes, we might expect that this method will be superior to the traditional ν-SVM. Note that this method has the same computational complexity as the traditional ν-SVM.
Minimax probability machine. The minimax probability machine (MPM) is a kernel-based alternative to the SVM that is specifically designed for minimax classification [12] . The general idea is to use the training data to estimate the mean and covariance matrices for each of the two classes, and then select the (hyperplane) classifier that minimizes max{ PF (f ), PM (f )} for the worst-case over all possible choices of class-conditional densities whose (classconditional) means and covariance matrices match those estimated from the training data. Since the means and covariance matrices estimated from the training data will be subject to some error, the user must set up to four parameters that reflect the uncertainty in these estimates. The MPM can be kernelized in a similar manner to the SVM, and the two algorithms have similar computational complexity, although the MPM has a greater number of free parameters to tune.
EXPERIMENTS 4.1. Experimental setup
We ran our algorithms on a collection of benchmark datasets that are available online with documentation. 2 The datasets comprise a mixture of synthetic datasets and datasets based on real data collected from various repositories on the web. The datasets are summarized in Table 1 . For each of the first 9 data sets, we have 100 permutations of the training and test data, and for the last two ("image" and "splice") we have 20 permutations.
In all of our experiments we used a radial basis function (Gaussian) kernel and searched for the bandwidth parameter σ over a logarithmically spaced grid of 50 points from 10 −4 to 10 4 . For the ν-SVM method we searched over a uniform grid of 50 points of the parameter ν, and for the balanced ν-SVM we searched over a uniform grid of 50 points of the parameter ν+ = ν−. For the 2ν-SVM methods we considered a 50 × 50 regular grid of (ν+, ν−) ∈ [0, 1] 2 . For each parameter combination, we estimated PF (f ) and PM (f ) using 5-fold cross-validation. In adjusting the bias for any of these methods we selected the optimal bias according to the resubstitution estimate. We applied a 3 × 3 Gaussian window to the error estimates to implement 2-dimensional smoothing, and we applied a 3 × 3 × 3 Gaussian window to the error estimates to implement 3-dimensional smoothing. The standard deviation of the Gaussian window was set to the length of one grid interval. Different window sizes and widths were tried, but without much change in performance. For the coordinate descent methods we used the same grid structure described above. In our experiments with the ν-SVM we used the LIBSVM package [7] . For the 2ν-SVM we implemented our own version that is available online at www.dsp.rice.edu/software. For each permutation of each dataset we ran our algorithms on the training data and estimated the false alarm and miss rates using the test data. On any given permutation, our performance metric is max{ PF (f ), PM (f )}, where PF (f ) and PM (f ) now denote the false positive and miss rates estimated using the test data. To generate a more reliable performance estimate, we repeat this for each permutation and then average the minimax scores over all permutations -a procedure known as Monte Carlo cross-validation [13] . To evaluate performance on unbalanced datasets, we repeated these experiments retaining only 10% of the negatively labeled training data.
We use two main statistical tests to compare the algorithms described above, as advocated in [14] . In the case where we want to make a direct comparison between only two algorithms, we use the Wilcoxon signed-ranks test, which ranks the differences in performances of the two classifiers over the 11 datasets, and then compares the ranks for the positive and negative differences to test if the observed differences between the two algorithms is statistically significant. When reporting results from the Wilcoxon signed-ranks test, we will give the p-value, or probability of obtaining the observed differences by chance.
When we wish to compare more than two algorithms on multiple datasets, we use a two-step procedure. First we use the Friedman test, which is a statistical test similar to the Wilcoxon signed-ranks test in that it allows us to determine the probability of obtaining the observed performances by chance. Next, once we have rejected the null-hypothesis (that the differences have occurred by chance) we apply the Nemenyi test which involves computing a ranking of the algorithms for each dataset, and then an average ranking for each algorithm. Along with these rankings, we provide the so-called critical difference for a significance level of 0.05. (If the average ranking of two algorithms differs by more than this value, the performance of the two algorithms is significantly different with a p-value of 0.05.) See [14] for a more thorough discussion of and motivation for these techniques.
Results
Preliminary results. We begin by evaluating the performance of the 2ν-SVM. Perhaps somewhat surprisingly, bias-shifting actually Table 2 ). As we will see again in our discussion of the balanced ν-SVM and the ν-SVM, bias-shifting only leads to improved performance when the SVM parameters have been selected to minimize the error rate. When the SVM parameters are selected to minimize max{ PF (f ), PM (f )}, bias-shifting has a negative impact on overall performance. On the other hand, smoothing and coordinate descent are extremely effective. The results of smoothing are shown in Table 3 , and they clearly indicate that 2-D and 3-D smoothing offer a statistically significant gain in performance, with 3-D smoothing offering a slight edge. Similarly, the results in Table 4 show that 3-D smoothing combined with either 2-D or 3-D coordinate descent offer gains in performance as well, which is particularly helpful since these methods speed up the parameter selection process considerably.
Before we directly compare the smoothing and coordinate descent methods, we note that for the balanced ν-SVM and the traditional ν-SVM there are three main strategies: (1) adjust the SVM parameters to minimize max{ PF (f ), PM (f )}, and do not adjust the bias, (2) adjust the SVM parameters to minimize max{ PF (f ), PM (f )}, and do adjust the bias, or (3) adjust the SVM parameters to minimize the misclassification rate, and adjust the bias to minimize max{ PF (f ), PM (f )}. We refer the reader to [11] for a detailed comparison of these approaches. In general we find that strategy (2) always performs worst. For the traditional ν-SVM, we find that strategy (3) is most effective, while for the balanced ν-SVM the results indicate that the best method is to follow strategy (1) . In all cases it is again beneficial to smooth the error estimates. Thus, we will compare the 2ν-SVM methods to the balanced ν-SVM without bias-shifting and the ν-SVM with bias-shifting. Overall results. We are now in a position to compare the 2ν-SVM strategies to the balanced ν-SVM and traditional ν-SVM. In Tables  5 and 6 we give the minimax error rates for the 3-D smoothing approach (labeled 3D-GS), the 2-D and 3-D coordinate descent methods (labeled 2D-CD and 3D-CD -both use 3-D smoothing), the balanced ν-SVM (labeled Bν-SVM), and the traditional ν-SVM with bias-shifting (labeled ν-SVM). Table 5 shows the performance of each algorithm on each dataset averaged over the permutations, and Table 6 shows the same for the unbalanced datasets. Table 7 gives the results of the Nemenyi test for these algorithms. In the balanced dataset experiments, the 2ν-SVM methods appear to exhibit stronger performance, but according to the Nemenyi test this difference is not statistically significant. However, for the unbalanced datasets, there is a statistically significant difference with the 2ν-SVM methods being clearly superior. The 3D-GS method appears to be the best performing overall, but the coordinate descent methods exhibit very similar performance. Finally, we also compare the 2ν-SVM with the MPM. Recall that the parameters for the MPM represent the uncertainty in our knowledge of the class-dependent means and covariance matrices. We can calculate this uncertainty exactly by calculating the differences between the means and covariances based on the training set and those based on the test set, which allows us to realize the best performance possible with the MPM. To make a fair comparison, we only set two free parameters -we follow [12] and assume that the uncertainty in the means and covariances is the same for both classes, and thus the MPM and 2ν-SVM would require roughly the same computational complexity to set the parameters in a practical setting. We have also observed that the MPM algorithm is somewhat unstable with regard to kernel parameters, so we limit our experiments to the linear kernel, which also simplifies the comparison somewhat. We then compare this to the performance of the 2ν-SVM where the parameters for the 2ν-SVM are chosen via cross-validation. The results are given in Table 8 . In the unbalanced case we do not see a significant difference, with each algorithm doing better on roughly half the datasets, although in this case we do see that when the 2ν-SVM outperforms the MPM it tends to do so by a large amount compared to cases where the MPM outperforms the 2ν-SVM. However, in the balanced case we get a clear difference in performance. Furthermore, in a more practical setting, in which the parameters for the MPM are set imperfectly, the 2ν-SVM would likely out-perform the MPM by an even greater margin.
CONCLUSIONS
We have evaluated several strategies for minimax classification with SVMs. As might be expected, the offset-shifting strategy does not perform as well as introducing an additional parameter to control the relative weights. This difference is especially pronounced in the case where the dataset is unbalanced -a particularly natural setting for minimax classification. A key insight from our study is that the performance of these algorithms is significantly affected by the accuracy of the error estimates. As we have demonstrated, simple heuristics for decreasing the variance of these estimates can significantly improve the overall performance. Hence, future work on minimax classification should focus on understanding how to improve these heuristics further.
