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ABSTRACT
The formation, evolution and eruption of solar active regions is a main theme
in solar physics. Ultimately the goal is predicting when, where and how an erup-
tion will occur, which will greatly aid space weather forecasting. Special kinds of
S-shaped active regions (sigmoids) facilitate this line of research, since they provide
conditions that are easier to disentangle and have a high probability for erupting as
flares and/or coronal mass ejections (CME). Several theories have been proposed for
the formation, evolution, and eruption of solar active regions. Testing these against
detailed models of sigmoidal regions can provide insight into the dominant mech-
anisms and conditions required for eruption. This thesis explores the behavior of
solar sigmoids via both observational and magnetic modeling studies. Data from the
most modern space-based solar observatories are utilized in addition to state-of-the-
art three-dimensional data-driven magnetic field modeling to gain insight into the
physical processes controlling the evolution and eruption of solar sigmoids. We use
X-ray observations and the magnetic field models to introduce the reader to the un-
derlying magnetic and plasma structure defining these regions. By means of a large
comprehensive observational study we investigate the formation and evolution mech-
anism. Specifically, we show that flux cancellation is a major mechanism for building
vi
the underlying magnetic structure associated with sigmoids, namely magnetic flux
ropes. We make use of topological analysis to describe the complicated magnetic
field structure of the sigmoids. We show that when data-driven models are used in
sync with MHD simulations and observations we can arrive at a consistent picture of
the scenario for CME onset, namely the positive feedback between reconnection at
a generalized X-line and the torus instability. In addition we show that topological
analysis is of great use in analyzing the post-eruption flare- and CME-associated
observational features. Such analysis is used to extend the standard 2D flare/CME
models to 3D and to find potentially large implications of topology to understanding
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increased by factor 10 to be shown on the same axes. The CME times
are shown as the vertical blue lines. . . . . . . . . . . . . . . . . . . 160
6.8 The same as in Figure 6.7 but for the December 2007 sigmoid. . . . . 161
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(down) in the left column. The same field lines are shown in pro-
jection in a cross section of the current density (right column) taken
at the location of the dark green line. The points where the field lines
cross the plane of the cross section are marked in the corresponding
colors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
xxix
6.17 Co-aligned MDI photospheric magnetograms (upper panels) and the
overlay of STEREO/EUVI 195A emission (lower panels) on the MDI
magnetic field distribution for the 2007 February 7 eruption. The first
EUVI overlay is at 18:06 UT just before the eruption, the second one
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emission is observed, and the last one at 19:36 UT is when the flare
arcade is well developed. This eruption involves only the southern-
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marked with pink arrows. . . . . . . . . . . . . . . . . . . . . . . . . 183
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Hinode/XRT overlay (lower panels) showing the changes in the lower
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panel shows the pre-eruption corona, the second panel shows the very
early stages of the flare when the first brightenings are seen and the
third panel shows the flare when the flare loops are well developed
across the PIL. The flare loops are marked with pink arrows. . . . . 185
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6.20 The same as in Figure 6.17 but for the 2007 December 8 eruption. The
first panel shows the pre-eruption corona, the second panel shows the
very early stages of the flare when the first brightenings are seen and
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7.1 XRT images (left column) of different days of the evolution of the
sigmoid. Sample field lines traced from the best fit model for the
corresponding XRT observation. The colors of the field lines are used
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be determined for them. The JQ plot in panel d) is a product of the
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corresponding XRT image - one can notice that the field lines match
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section through the flux rope at the location of the blue line are shown
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the locations of the horizontal lines - a) under the HFT, b) at the
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7.10 JQ plots for Feb 7 and Feb 12 corresponding to the model just pre-
ceding the eruptions on those two days. Both maps are at z = 6. The
corresponding XRT images are shown in the right column. The in-
ferred locations of the two flares are inside the green box on all panels. 208
7.11 The same JQ plots as in Fig. 7.10. Two vertical cross section for each
model are taken at the location of the blue lines on the horizontal JQ
maps. The first and the third cross sections are at the location of the
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7.12 Current density plot at z = 12 (upper panel) and cross section at the
location of the dark blue line (lower panel). Characteristic field lines
have been traced from the four domain in the cross section. The same
field line in corresponding colors are shown on the horizontal plot. The
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8.1 A plot of positive magnetic flux with time between Feb 6, 06:00 UT
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8.2 An XRT image of the sigmoid taken at 06:41UT, Feb 12, 2007 (left).
Sample field lines traced from the corresponding best fit NLFFF
model. The grayscale image correspond to the distribution of the ver-
tical component of the magnetic field in the observer frame. The pink
and cyan isocontours around the white and black patches respectively
correspond to Bz = [30, 150, 475] (resp. [−30,−150,−475]) G. The
cyan field lines belong to the potential arcade. The yellow J-shaped
and the green S-shaped field lines are part of the flux rope, and the
short red field lines lie under the flux rope. . . . . . . . . . . . . . . 224
8.3 Progressive diffusion of the polarities in the MHD simulation at t =
0, 40, 65, & 90 Alfve´n times. The pink (resp. cyan) isovalues of the
vertical component of the magnetic field are the same for each time
and equal to Bz = [2, 4, 6, 8, 10, 12, 14, 16] (resp. [−2,−4,−6]). While
the green field lines rooted close to the polarity inversion line (orange
continuous line) are strongly sheared the yellow potential field lines
are less affected by the boundary drivers. . . . . . . . . . . . . . . . 228
8.4 Distribution of bald patches (plotted in yellow) on the photosphere
(left panel) and field line dips at Z = 6 Mm. The background distri-
bution of Bz and the corresponding isocontours for the NLFFF model
is the same as in Fig. 8.2. One distance unit corresponds to 1043 km.
The left panel demonstrates that there are numerous BPs in the pho-
tosphere that are not associated with the flux rope, while the flux rope
dips lie above the photosphere (right panel). . . . . . . . . . . . . . 231
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8.5 Top views (top panels) and side views (bottom panels) of represen-
tative field lines for the best fit NLFFF model (left panels) and the
MHD simulation (right panels). The distribution of Bz and the corre-
sponding isocontours for the NLFFF model (resp. MHD simulation)
is the same as in Fig. 8.2 (resp. equal to ±[0.5, 2, 7]).The S-shaped
field lines are given in green, the J-shaped one in yellow, the potential
arcade is in blue and the short field lines that lay under the flux rope
are given in red. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
8.6 Distribution of logQ in different horizontal slices for the NLFFF model
(left), the MHD simulation (center), the TD model (right). The height
at which the maps are calculated are given on the plots. The saturation
level for the plot of Q is equal to 1013 for the NLFFF model, 106 for
the MHD simulation and 105 for the TD model. . . . . . . . . . . . 238
8.7 QSL maps (right panels) for two different heights and corresponding
current density, j distributions (left panels) for the MHD simulation
(upper four panels) and the NLFFF model (lower four panels). The
color scaling of Q is similar to Fig. 8.6. The saturation level for the
plot of Q is equal to 1013 for the NLFFF model and 106 for the MHD
simulation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243
8.8 Distribution of the current density (top row) and logQ (middle row)
in cross sections through the flux rope at the location of the HFT for
the NLFFF model (right) and the MHD simulation (left). The cross
section is identified as ”flare cut” in Fig. 8.10. A blow-up of the area
around the HFT is given in the bottom row. The color scaling of Q
and j is similar to Fig. 8.7. . . . . . . . . . . . . . . . . . . . . . . . 245
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8.9 Same as Fig. 8.8 but for a cross section in the lower elbow. The cross
section is identified as ”elbow cut” in Fig. 8.10. . . . . . . . . . . . . 247
8.10 Same as the top panels of Fig. 8.5 with overlaid black lines at the
locations of the two cross sections: ”flare cut” for Fig. 8.8 and ”elbow
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8.11 Upper row: Plot of the magnitude of the total magnetic field including
the flux rope for the NLFFF model (left) and the MHD simulation
t = 90 (right). The dotted lines mark the the axis of the flux rope,
i.e. where the derivative of the the total magnetic field changes sign.
Central row: Plot of the magnitude of the total magnetic field in the
potential arcade vs. height for the NLFFF model (left) and the MHD
simulation t = 90 (right). The corresponding decay index is given in
lower row. The dotted lines mark the height at which the decay index
reaches the critical value of 1.5. . . . . . . . . . . . . . . . . . . . . . 252
9.1 Three snapshots from STEREO showing the progression of the flare
features in the 2007/02/12 flare. The left image is taken in 304A˚ and
shows the flare ribbons, the middle image is taken in 195A˚ and shows
the transient coronal holes that develop at the feet of the flux rope, the
right panel shows a 195A˚ image of the post-flare loops that connect
the flare ribbons, the transient coronal holes are still visible. . . . . . 264
9.2 Two snapshots from STEREO 195A˚ showing the progression of the
flare features in the 2007/12/07 flare. The left image shows the flare
ribbons and the right panel shows the post-flare loops that connect
the flare ribbons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266
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9.3 Three snapshots from AIA showing the progression of the flare features
in the 2010/04/08 flare. The upper left image is taken in 304A˚ and
shows the flare ribbons shortly after the beginning of the flare, the
upper right image shows the ribbons after have they spread over some
distance. The bottom panel depicts the post-flare loops that connect
the flare ribbons and the transient coronal holes in the 193A˚ channel. 267
9.4 A time sequence of AIA 171A˚ images centered at the sigmoid from
2010/08/07. The spreading motion of the ribbons is clear in the first
5 panels. Another representation of the dynamics in the ribbons is
shown in the last panel in the bottom right, where we have detected the
ribbons and plotted their color coded time evolution. Time progresses
as shown in the color bar. . . . . . . . . . . . . . . . . . . . . . . . . 269
9.5 The partial HMI magnetogram used for the further analysis in the
2010/08/07 region (left). The same magnetogram with overlaid color
coded ribbon evolution (right). Notice that ribbons spread faster and
reach farther away in the weaker positive (white) region, where they
cover most of its area, as opposed to the ribbons in the negative (black)
region which are longer but cover smaller area. . . . . . . . . . . . . 270
9.6 Three snapshots from AIA showing the progression of the flare features
in the 2012/05/08 flare. The upper left image is taken in 304A˚ and
shows the flare ribbons shortly after the beginning of the flare, the
upper right image shows the ribbons after they have spread over some
distance. The bottom panel depicts the post-flare loops that connect
the flare ribbons and the transient coronal holes in the 193A˚ channel. 271
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9.7 QSL maps for all regions studied here. The QSL maps are computed
with the high resolution calculation and the maps are in logarithmic
scal in Q. Notice the J and S-shaped QSLs associated with the flux
ropes. In the lower left corner we have given schematic of how the
main QSLs would look like if the map is taken at different position
through the flux rope. . . . . . . . . . . . . . . . . . . . . . . . . . . 275
9.8 Two snapshots of the running difference data cube showing only the
flare ribbon fronts. These images are used to produce the plot of
velocity shown in Fig. 9.9. . . . . . . . . . . . . . . . . . . . . . . . . 277
9.9 An example of a stack distance-time plot from a series of difference im-
ages for a cross section at the location of the first blue line in Fig. 9.14.
The distance is plotted on the y-axis and time on the x. The ribbons
move with mostly constant velocity of about 20 km s−1. The North-
ern ribbon starts moving much later than the Southern ribbon and
it moves for a shorter period of time in accordance with what the
evolution of the ribbons shows in the movies. . . . . . . . . . . . . . 278
9.10 Overlays between the flare ribbons shortly after the beginning of the
flare and the QSL maps showin in Fig. 9.7. All QSLs with Q > 105
are shown in the figure. It is evident that the flare ribbons well match
the main flux-rope associated QSLs. . . . . . . . . . . . . . . . . . . 281
9.11 QSL maps overlaid on four different images of the flare ribbons in the
2010/08/07 sigmoid. The images are taken at four consecutive times
showing the progression of the ribbons in the region. The QSL maps
are taken at four different moments in the iteration procedure – spaced
by 15 000 iterations. Notice that the QSLs move in the same manner
as the flare ribbons, which is most obvious in the southern flare ribbon. 282
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9.12 A horizontal map of the current density at a height of 5100 km (left).
The position of the five vertical cross sections are marked with blue
lines. The positions of these cross sections coincide with the location
where we measure the ribbon properties in the subsequent analysis. A
cross section at the location of the west-most blue line is shown in the
right panel. Notice the well defined HFT appearing as an X-point in
this cross section. The location of the HFT is highest at this location
– at a height of about 35 000 km. . . . . . . . . . . . . . . . . . . . . 284
9.13 An image with post-flare loops visible in the region after 18:40 UT.
We have overlaid several well matching field lines from the 90, 000
iteration of the NLFFF model in color. The magnetic flux distribution
is shown with red (positive) and green (negative) contours. The same
field lines are shown in cross section of the current through the middle
of the bundle. It is obvious that these field lines lie under the HFT as
is expected for post-flare loops. . . . . . . . . . . . . . . . . . . . . . 285
9.14 The same QSL map as shown in Fig. 9.7 for the 2010/08/07 sigmoid
with the location of the cross sections for determining the ribbon ve-
locities shown in black. . . . . . . . . . . . . . . . . . . . . . . . . . 288
9.15 A collection of ribbon parameters that we have determined at the
location of the first cross section given in Fig. 9.14. The maximum in
the Poynting flux and the local reconnected flux occur during the rise
phase of the GOES lightcurve shown in Fig. 9.16. . . . . . . . . . . . 289
9.16 GOES X-ray light curve in two different channels. It is evident that
the flare has the characteristic lightcurve of flares with an exponential
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9.17 AIA 171A˚ images for four different times with overlaid RHESSI hard
X-ray contours in the energy range 6-25 keV. The contours are at the
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The Sun is the closest star to the Earth and provides the necessary energy
output for the existence and stable development of life. Most life on our planet relies
on the constant flow of energy from the Sun and its stability as a regular, not too
active, G2 dwarf star. However, this relatively quiet star rebels from time to time
and then plasma originating on the Sun can penetrate through the magnetospheric
shield of our planet and play an important role for human affairs.
The close connection between the quiet and active Sun and the Earth has led to
the development of solar and heliospheric science, the foundations of which were laid
many centuries ago with the first observations of solar eclipses in China and Babylon
and sunspots by Galileo Galilei. These first observations showed that the Sun is much
more complicated than what is observed with a naked eye under everyday conditions.
The observations of solar eclipses pointed to the presence of other diffuse layers in
the outer atmosphere of the Sun - the chromosphere and the corona that had not
been previously observed by other means at the time. Galileo’s observations on the
other hand showed that the Sun is not a perfect sphere but rather it displays spots
and activity and rotates around its axis, which provided additional evidence against
the geocentric system with a perfect static Sun circling around the Earth.
Starting with these early observations and the invention of coronographs (tele-
scope that occult the disk of the Sun to study its upper atmosphere) and other
specialized solar telescopes in the late 19th and early 20th century has led to a
2significant build up of knowledge about the structure of the Sun’s interior and atmo-
sphere. Broadly speaking, the Sun’s structure is as follows (also shown in Fig. 1.1): A
core in the center where all thermonuclear reactions take place; radiative zone where
the energy from the core is transfered radiatively to the upper layers; a convection
zone where the energy from the radiative zone reaches the bottom of the solar at-
mosphere via convection; a photosphere - the lowest layer of the solar atmosphere,
characterized by temperature of 5750 K (this layer is defined as the surface where the
visible light optical depth becomes one), and visible with a naked eye in the visual
part of the spectrum; a chromosphere - a hotter (15 000 K) layer of the atmosphere
situated above the photosphere, seen as red material above the limb of the Sun dur-
ing solar eclipses; a transition region where the temperature of the plasma increases
from chromospheric values to several million degrees and ; a corona - the topmost
layer of the solar atmosphere with temperature of a few million degrees observed in
X-rays and extending into interplanetary space via the solar wind (a constant flow
of charged particles from the corona through the solar system).
Currently, solar and heliophysics research includes the study of phenomena in
the Sun’s interior, such as the solar dynamo, and the the solar atmosphere, such as
granulation, sunspots and active regions; studies of the solar wind and its interac-
tions with other bodies in the solar system; and reaching as far out as the edge of the
heliosphere where the solar wind encounters the interstellar medium. Part of helio-
physics is the study of space weather in the solar system, especially the environment
around Earth in terms of the plasma and magnetic field conditions brought about
by the steady state solar wind and episodic solar eruption in the near-Earth space.
Some of the most challenging topics in solar physics include coronal heating,
the sources and acceleration of the solar wind, and active region (AR) dynamics,
and more specifically the initiation of solar eruptions. In this dissertation we address
3Fig. 1.1: A schematic showing the different layers in the solar interior and atmosphere
in the order described in the text. Some features in the solar atmosphere are shown as
well. The image is adopted from http://www.nasa.gov/mission_pages/Hinode/
solar_020.html
the last of those big questions. Solar active regions are the hosts of various solar
eruptions, such as flares and coronal mass ejections (CME). During a flare magnetic
energy gets converted into radiation increasing the X-ray output of the Sun by several
orders of magnitude, and energetic particles that propagate through the solar wind
and can interact with the Earth’s atmosphere. Flares are often accompanied by large
expulsions of plasma and magnetic fields from the the solar surface (CMEs) that can
interact with the magnetic field of the Earth and cause reconnection (see section 1.8)
in the magnetosphere thus causing a magnetic storm.
4The study of the evolution of active regions from their formation to eruption
is essential for understanding the storage of magnetic free energy in the corona and
the process in which this energy is released to power flares and CMEs. Following
the evolution of ARs and studying them around the time of major flares and CMEs
provides insight into the environments and conditions for these violent explosions.
Ultimately, one aims at being able to predict the approximate location, time, and
strength of major eruptions in order to aid space weather predictions of the radiation
environment around Earth and various other space weather effects such as the effect
on power grids, satellite and GPS technology, and manned space or commercial
flights.
Gaining insight into how these energetic events come about on the Sun will
not only advance our knowledge about a major phenomenon on our closest star,
but also allow us to transfer this knowledge to understanding other stars. We can
now observe the Sun with enormous spatial and temporal resolutions which were not
reachable until less than a decade ago. On the other hand, other stars are observed by
integrating over the entire surface and with a much poorer temporal resolution, due
to the long exposures needed to capture the faint light of the distant stars. Hence,
what has been done traditionally is to apply knowledge obtained through our detailed
observations of the Sun to develop detailed theories about the behavior of other stars.
For example, the studies of the solar dynamo have been applied extensively to stars
with similar structure (Hubrig 2010), and used as starting point for new dynamo
theories to explain the magnetic fields on fully convective stars (Browning 2008), such
as M dwarfs. The knowledge of the structure and long-term behavior of sunspots
has been employed to disentangle the complicated light curves of other stars and
to infer the the dynamo action and activity levels coming from magnetic star spots
(Katsova et al. 2003). The initial Parker solutions and more complicated treatments
5of the solar wind have been widely applied to determine stellar mass loss rates and
study the wind properties across all stellar types (Cranmer & Saar 2011) as well as
those of exotic systems such as accretion disks (Waters & Proga 2012). The study of
magnetic flux-X-ray luminosity relations in other stars which have implications for
the environments of extrasolar planets, has begun with establishing such relations
for the Sun. The value of applying solar theory and observed properties of solar
eruptions to other stars has just started to be realized with the works of Cohen et al.
(2009, 2010, 2011); Vidotto et al. (2009, 2011). The effect of the stellar winds and
CME/flare activity of stars harboring extrasolar planets can have significant effect
on planets in close-in habitable zones, such as those around M dwarfs for example.
This in turn can be a substantial factor for determining the habitability criterion on
such planets, which has implication for the Origins of Life studies, one of the central
NASA objectives.
Due to the major impact of solar active region studies on understanding how
solar eruptions come about, in this dissertation we concentrate on studying the for-
mation, evolution, and eruption mechanisms in such highly active areas of the Sun.
In order to gain insight into the behavior of these regions and to attempt to gain
some predictive capabilities we utilize X-ray and EUV observations together with
models of the magnetic field structure of a special kind of solar active regions, called
sigmoids (Rust & Kumar 1996).
1.1 Solar Active regions and Sigmoids - An Overview
1.1.1 Solar Active Regions in General
Solar active regions represent areas with intense magnetic field in the atmo-
sphere of the Sun - hundreds to thousands of Gauss as compared to the week global
solar magnetic field of 1-2 G. They arise from the emergence of magnetic flux tubes
6from the convection zone through the photosphere. The magnetic field in the con-
vection zone is wound about the axis of rotation due to differential rotation and
convective motions. As a consequence strong concentrations of magnetic field lines
form (magnetic flux tubes) which are made buoyant due to the fact that the magnetic
pressure should balance the thermal pressure inside and outside the tube as explained
in detail in Parker (1955). Hence, the stronger magnetic field in the tube creates a
density depletion in the tube with respect to the ambient plasma and it rises to the
surface, where it penetrates the photosphere at two anchor points usually associated






+ noutRTout , (1.1)
where Bin and Bout are the magnetic field intensities inside and outside of the tube, nin
and nout are the number densities respectively, and Tin and Tout are the temperatures
inside and outside.
The strong magnetic field suppresses convection and as a result the heat trans-
port to the surface is weaker in sunspots (T=4500 K) making them appear darker
due to the contrast with the surrounding photosphere (T=5750 K) (Cameron et al.
2011). In Figure 1.2 we show a collection of images of solar active regions in different
wavelengths and different parts of the solar atmosphere. In the upper left image we
show a snapshot of the photosphere with dark sunspots.
Above the photosphere, the chromosphere is usually observed in CaII H and K,
HeII, and Hα lines, which show bright areas of material close to the active regions.
The structures associated with magnetically active areas in the chromosphere are
highly complex (see Fig. 1.2 upper right). This arises from the fact that the plasma
beta, defined as the ratio of thermal pressure to magnetic pressure (β = nRT
B2/2µ
),
is close to unity, meaning that magnetic field and fluid dynamics are both equally
7Fig. 1.2: A summary of active region observations in different wavelengths showing
the photosphere with sunspots in visible light (upper left); the chromosphere with
filaments and prominences in the HeII line from SOHO/EIT (upper right); transition
region in 171 A˚ filter of SOHO/EIT (lower left); the X-ray corona from Hinode/XRT
in the Aluminum polyamid filter (lower middle); magnetogram showing the strength
of the radial magnetic field in the photosphere from SOHO/MDI (lower right) - light
areas have positive magnetic field, and dark – negative. The SOHO images are
adapted from http://sohowww.nascom.nasa.gov/data/realtime-images.html.
important. In addition, the chromosphere is partially ionized, so if we would like
to understand chromospheric dynamics we need to model both the behavior and
interaction of the plasma and magnetic fields, and radiation transport in a partially
ionized medium.
This complexity is significantly reduced when one gets to the transition region
and the corona where β  1 and the magnetic field dominates and determines the
dynamics of the plasma. Although magnetic field can have different amounts of
complexity, as we will see in section 1.2.2, the appearance of the extreme ultraviolet
8(EUV) and X-ray emission coming from the corona is significantly more ordered. The
emission comes mostly from closed field structures where the plasma follows magnetic
field lines and forms distinct structures called coronal loops. The loops are closely
situated close to their footpoints (where they are anchored to the surface) and they
fan out in height (see Fig. 1.2 lower left and middle). This effect is most prominent
when the magnetic field is open or in its lowest energy state, when the loops possess
no shear or twist. While processes in the chromosphere may be important for coronal
heating in strong-field regions, the structure of the corona is controlled mainly by
the global properties of the magnetic field and any instabilities that may arise in the
field.
To model the behavior of the solar upper atmosphere, we need information
about the magnetic field structure. It is difficult to measure coronal magnetic fields
directly since this requires measuring the polarization of light 106 fainter than the
surface of the Sun (Dove et al. 2011). Although, progress is being made and big ad-
vance in this field has come with the operation of Coronal Multi-Channel Polarimeter
(CoMP; Darnell et al. 2003), the best method to observe magnetic fields in the Sun
is to observe them in the photosphere. In this cas either Zeeman splitting is used
to determine the strength of the radial component of the magnetic field or Stokes
polarimetry to obtain the components of the vector magnetic field. Vector magnetic
fields still suffer from considerable noise problems and they are best measured in the
strong magnetic field areas, like in sunspots, and usually have very limited field of
view, only capturing one small sunspot group (e.g. spectropolarimetric observations
by Hinode/SOT). On the other hand, high-quality line-of-sight (LoS) magnetograms
have been taken regularly over the part fifteen years with SOHO/MDI (Domingo
et al. 1995), and more recently with SDO/HMI with a cadence of 45 s. However, the
quality of LoS magnetograms is best close to disk center where most of the field is
9in the LoS direction, but these magnetograms suffer from a large amount of noise
and artifacts close to the limb and in sunspot penumbrae where the field is mostly
horisontal. In Fig. 1.2 lower right, we show a map of the LoS component of the
surface photospheric field obtained with the Zeemen effect from SOHO/MDI. Notice
the small concentrated area of positive (white) or negative (black) magnetic flux that
represent the sunspots, embedded in more dispersed areas of weaker flux.
1.1.2 Sigmoids
The magnetic structure of solar active regions can be highly complex. However,
there exists a type of active region observed in X-rays in the corona which has a
specific S or inverted S shape, termed sigmoids by Rust & Kumar (1996). Flares
and CMEs are due to magnetic eruptions, i.e., the explosive release of magnetic free
energy efficiently stored in a twisted and/or highly sheared magnetic field configura-
tions. (Priest & Forbes 2002). It has been noted based on images from the Yohkoh
Soft X-ray Telescope (SXT; Tsuneta et al. 1991) that many sinuous structures pro-
duce solar eruptions, usually located near or in active regions (Acton et al. 1992;
Moore et al. 2001; Canfield et al. 1999). Canfield et al. (1999, 2007) show that 68%
of the erupting active regions have develop this specific shape before an eruption and
that if an AR develops a sigmoidal shape it has 87% chance of erupting. Since most
sigmoids are connected to CMEs or flares and these events are of great interest to
the solar physics and space weather communities, it is important to understand the
behavior and magnetic field structure of sigmoids prior to eruptions, which is the
main aim of this dissertation.
Sigmoids are generally classified as transient (appearing tens of minutes to hours
just before an eruption; Sterling & Hudson 1997; Moore et al. 2001) or long-lasting
(days or weeks; Leamon et al. 2003), and appearing in active or quiescent regions. All
sigmoids have an S- or inverse-S shape with two elbows curved in opposite directions
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Fig. 1.3: Example full disk images from Hinode/XRT taken in the Titanium
Polyamid filter. On the left there are two inverted-S sigmoids in the southern hemi-
sphere, and on the right there is one S-shaped sigmoid in the North.
as shown in Fig. 1.3. Sigmoids are located above the polarity inversion lines (PIL)
in the photosphere, which divides the positive and negative magnetic flux regions.
One elbow is rooted in the positive magnetic polarity and the other in the negative
polarity, while in the middle of the sigmoid the loops are aligned with the PIL. It is
now known that sigmoids are composed of multiple loops that run low and parallel to
the central part of the sigmoid and curve at the elbows (McKenzie & Canfield 2008).
The arms of the elbows come close together in the middle of the sigmoid where they
can interact (Moore et al. 2001).
Sigmoids contain highly sheared magnetic fields (significantly aligned with the
PIL) embedded in overlaying envelope fields that are considerably more potential
(Moore & Roumeliotis 1992) - see the discussion of potential fields in section 1.2.3.
Canfield et al. (1999, 2007) studied 107 sigmoids in Yohkoh/SXT images and found
that most of the sigmoids in the Southern hemisphere are S-shaped and composed
of right-bearing loops, and those in the North are inverse S-shaped and consist of
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left-bearing loops (also see Rust & Kumar 1996; Zirker et al. 1997; Pevtsov et al.
2001) as shown in Fig. 1.3.
Fig. 1.4: On the left, a full disk Hα image where one can clearly distinguish the
elongated dark filaments. The image is adapted from solarmonitor.org. In the right
a blow up of a filament associated with a sigmoidal region observed in the 304 A˚
channel of SDO/AIA on 2012/05/07.
Some active region sigmoids are associated with Hα filaments (Rust & Kumar
1996; Pevtsov 2002). Filaments1 are composed of cold and dense chromospheric
material suspended high above the surface against gravity in the dips of magnetic
field lines by the magnetic tension force. A magnetic flux rope configuration is usually
invoked to explain the dips in the field lines (Rust & Kumar 1994) as we will see
in Section 1.2.2. In Fig. 1.4 we show filaments in Hα and the 304 A˚ channel of the
Atmospheric Imaging Assembly (AIA) on the Solar Dynamics Observatory (SDO) –
they appear in emission in 304 A˚ when seen above the limb and in absorption on the
disk due to their optically thick nature (appear darker). Both the filament and the
sigmoid lie above the PIL. In the case of an erupting sigmoid the standard model of
1Filaments and prominences are the same phenomenon – filaments are observed in projection
on the disk and prominences are observed on the limb edge on.
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a two ribbon flare (see Section 1.2.2; Shibata 1999) can be employed to explain the
existence of sigmoidal loops under the rising filament.
Filaments lie above filament channels in the chromosphere (Gaizauskas 1998),
and can be classified as either dextral or sinistral depending on the direction of
the magnetic field along the channel as seen from the positive polarity side of the
channel (Martin et al. 1992). S-shaped sigmoids are typically associated with sinistral
channels and right-helical twist of the flux rope, and inverse-S sigmoids are associated
with dextral channels and left-helical twist of the flux rope. Pevtsov et al. (1997)
finds 90% positive correlation between the orientation of the S and the sign of the
helicity. A hemispheric pattern has also been observed for filaments (Martin 1998;
Pevtsov et al. 2003). The helicity is defined as:
H =
∫
(A ·B) dV , (1.2)
where B is the magnetic field and A is the vector potential satisfying the equation
B = ∇×A.
The study of sigmoids as a class of AR alleviates several modeling challenges that
are present in active region studies. For example, if a region harbors a complicated
group of sunspots or the region is multipolar there are loops that interconnect all
members of the group and all pairs of polarities. This creates two sets of problems
– the magnetic field structure may be too complicated for a model and a high-
resolution large field of view vector magnetogram is needed; and the emission of
the coronal structures is difficult to disentangle due to its optically thin nature. In
this sense, long-lasting sigmoids, and sometimes transient ones, present less of a
challenge – they most often appear in ARs with no or one simple sunspot which are
often bipolar regions. Although, complicated ARs and multipolar configurations host
transient sigmoids. Here we concentrate mostly on long-lasting sigmoids and make
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use of these prominent features when conducting the different studies described in
the following chapters.
1.2 Sigmoid Observations and Models
The understanding of the structure and evolution of sigmoidal regions crucially
depends on the spacial, temporal, and spectral resolution of the instruments used to
observe them as well as the quality of the modeling, being either a magnetic field
extrapolation from the photosphere to corona or an magnetohydrodynamic (MHD)
simulation. In this section we review the main observational studies of sigmoids and
the models used to understand their magnetic and plasma structure.
1.2.1 Observations
As mentioned above, sigmoids were discovered in images by Yohkoh SXT in the
early 1990s (Acton et al. 1992; Rust & Kumar 1994; Rust & Kumar 1996). The
SXT instrument provided sufficient spatial resolution (pixel size 2.5-5′′) to identify
these relatively large structures in the solar corona, but it was not until the launch
of Hinode (Kosugi et al. 2007) in late 2006 that the first sigmoids were observed
with the X-ray Telescope (XRT; Golub et al. 2007) and were shown to be composed
of multiple strands that display both J- and S-shaped loops in different times of
the evolution of the sigmoid (McKenzie & Canfield 2008; Green et al. 2011). XRT
improved the resolution in soft X-ray images by 2.5-5 times with its current resolu-
tion of 1.0286′′/pixel, which corresponds to ∼750 km linear resolution in the corona.
XRT takes partial frame images with the region of interest centered in the field of
view (FoV) or full disk images in as many as seven filters with temperature response
covering from 1 to 10-15 million K (MK). XRT has two modes of operation – mor-
phology and dynamics. The first consists in taking a sequence of images in different
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filters with the idea of performing a differential emission measure (DEM) analysis,
which gives the temperature distribution in the region along the LoS. The other is a
mode in which smaller FoV images in one or two filters are taken with a cadence of
10-30 s. This provides improved temporal resolution over that of SXT, which could
only reach cadences of a few minutes. Using these two complementary modes of
observation gives us both the spatial structure of the loops composing the sigmoids
and the temporal evolution to capture the moments preceding an eruption and the
time of the flare in great detail. McKenzie & Canfield (2008) studied the first well-
observed XRT sigmoid that crossed the disk of the Sun in February 2007. This region
will be analyzed in great detail in the following chapters. This first sigmoid obser-
vation showed the great advantage of XRT as compared to SXT for observing these
regions. For the first time a sigmoid was resolved to multiple loops that brightened
at different times during the evolution of the sigmoid. McKenzie & Canfield (2008)
argued that the sigmoid was composed of two-J loops coming together in the middle
of the sigmoid that later reconnected to form single S-shaped loops. Green et al.
(2011) also studied one XRT sigmoid from December 2007 in great detail, which we
also analyze in Chapter 6. The high spatial and temporal resolution of XRT gave
them the opportunity to study the connectivity of separate loops in the XRT images
with time and to associate these events with the behavior of the magnetic flux in the
magnetogram data.
The EUV transition region and the X-ray corona are currently imaged at 2-5
times higher resolution than in the early 1990s – 0.6′′, ∼500 km for the EUV telescopes
on TRACE (The Transition Region and Coronal Explorer; Handy et al. 1999) and the
Atmospheric Imaging Assembly (AIA) on the Solar Dynamics Observatory (SDO).
Although TRACE provided such high resolution observations, sigmoids were not
detected with it since its three pass bands were at too cool temperatures – only 0.5-
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1 MK and sigmoids emit at above 1 MK. The advantage of AIA is that it observes the
full disk of the Sun constantly at full resolution, so that all events on the whole disk
can be captured. In addition, these observations are made with a temporal cadence of
consistent 12 s, which provides great data to study the dynamics in sigmoid loops and
around the time of flares and CMEs. A significant advantage of AIA as compared to
TRACE is that AIA has an array of seven EUV filters with a temperature coverage
from less that 1 MK (the 304 A˚ channel) to about several MK in the 94 A˚ , which
make it suitable for the study of sigmoids. Again, the existence of so many filters
can provide temperature information via filter ratio analysis or the DEM technique,
discussed in Chapter 1.2.6. No sigmoid studies have been published so far using AIA
data. We present the first such analysis in Chapter 9.
When seeking temperature and density information, the best option is to use
observations from the Extreme Imaging Spectrometer (EIS; Culhane et al. 2007)
on Hinode, which is sensitive to a large suite of temperature and density sensitive
Fe lines in the spectral ranges 170-210 and 250-290 A˚ corresponding to a broad tem-
perature range of log T = 4.7− 7.3. The first multi-temperature studies of sigmoids
have been carried out earlier with SOHO/CDS by Gibson et al. (1999, 2002) and
Tripathi et al. (2006). Gibson et al. (2002) observed the disk passage of a sigmoid
in August 1999 with several instruments including SOHO, TRACE, and Yohkoh.
They estimated an increased temperature and density at the top of the structure of
2-8 MK and 1010 cm−3. They interpreted these observations as hot coronal material
sitting on top of a cool filament during the gradual rise of the structure through the
corona and final equilibration with the overlaying field. The usage of a large range of
temperatures gives the opportunity to study the 3D structure of the sigmoid-filament
system observationally. Such a 3D temperature tomography was performed by Tri-
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pathi et al. (2009) with the EIS instrument. They have shown the co-existence of
two-J and S-shaped loops at different temperatures.
The studies described above all aimed at getting the best possible handle on the
observed structure of sigmoids and its evolution in time. However, for the first time
we have the opportunity to make use of the increased spatial and temporal resolution
of XRT, EIS, and AIA give us the unprecedented chance to constrain the behavior
of sigmoids.
1.2.2 Models
In the cases when an erupting AR is seen edge-on on the limb of the Sun, we
can directly observe the geometry, configuration, and properties of coronal loops
in and around it. The knowledge of which loops take part in the eruption, what
their configurations are before and after the event, and the location of energy release
gives us an idea of the magnetic field structure and how it evolves before and after
the event. This scenario can be addressed mainly observationally, especially with
the new instruments we have available, However, for eruptions close to the limb,
magnetograms cannot give us detailed information about the surface magnetic field.
On the other hand, when flaring ARs are seen in projection on the solar disk, we lack
the ability to observe the geometry and configuration of the coronal loops directly.
Because of the optically thin nature of the corona these loops overlay each other
and their structure is difficult to disentangle in projection. However, we do have
reliable information about the photospheric magnetic flux distribution from LoS or
vector magnetograms. In those cases, we can analyze the erupting regions by looking
at MHD models and simulations, or field extrapolations of the coronal magnetic
field. So far, many such models have been employed for studying flaring ARs that
are based on some information about the magnetic field in the regions. Generally,
these methods belong to four distinct classes in increasing level of sophistication:
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potential (e.g. Demoulin et al. 1993) field extrapolations (sec. 1.2.3); linear force-
free extrapolation (e.g. Wang et al. 2000; Baker et al. 2009) (§1.2.4); non-linear force
free field models from LoS magnetograms (NLFFF; e.g. Savcheva & van Ballegooijen
2009; Su et al. 2011; Wiegelmann et al. 2012) and NLFFF extrapolations from vector
magnetograms (for review see Schrijver et al. 2008) (§1.2.5); time-dependent MHD
models based on a variety of driving mechanisms - footpoint motions (e.g. Aulanier
et al. 2010), photospheric flux cancellation (e.g. Aulanier et al. 2010) or flux rope
emergence (e.g. Fan & Gibson 2007; Archontis et al. 2009) (§1.3 and §1.4).
The behavior of the corona is described by the MHD equations. Outside the
times of major solar eruptions and other dynamic events the plasma can be regarded
as being in equilibrium since the dynamic timescale of the plasma is much longer
that the time it takes for Alfve´n and sound waves to cross the region of interest.
We therefore can neglect the velocity of the plasma. This certainly holds true for
long-lasting coronal sigmoids, which can be stable over several days and which are
the main object of study in the current dissertation. The momentum equation of the








+ V · ∇V
)
= −∇p+ ρg + j×B + Fvisc + Ffriction = 0 (1.3)
Since the corona is in the low-β regime, we can neglect the pressure effects of the
plasma. And if the height of the structure is much less than the scale height, H =
50(T/106 K) Mm (in units of megameters), all forces on the right hand side can be
neglected and what remain is the Lorentz force. Therefore, in order for the system
to be in equilibrium the Lorentz force must be small: j ×B ≈ 0, where B(r) is the
magnetic field and j(r) is the electric current density. This means that the magnetic
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(B · ∇) B = 0 , (1.4)
where the first term is the gradient of the magnetic pressure and the second term is
the magnetic tension.
Using Ampere’s law (∇×B = µ0J), the force-free condition can be expressed
by the fact that the electric currents must flow parallel or antiparallel to the field
lines B||J and B ∼ J with a proportionality parameter α. Ampere’s law can then
be written in the following form ∇ × B ≈ αB, where α(r) is the so-called torsion
parameter. The values that α can have determine what kind of magnetic field we
have as we will see in the next three sections. Most generally, we aim at solving
this equation of the magnetic field in different configurations which gives us the 3D
magnetic field and current structure in the corona.
1.2.3 Potential Field
In the case when α = 0 we have the so-called potential field, which is the lowest
energy state configuration of a magnetic field. No currents are associated with this
field and since the field is divergence-free and curl-free, the field contains no relative
helicity by definition, which means that the field lines are not twisted or sheared. The
relative helicity is the difference of the full helicity and the helicity of the potential
field. Defined properly with the proper boundary conditions the relative helicity of
the field is a conserved quantity in the solar corona (for details see Berger 1984).
The potential field in the corona can be computed as an extrapolation of the ra-
dial component of the magnetic field in the photosphere given by LoS magnetograms
as discussed earlier. For practical purposes we use that the magnetic field B at any
point can be expressed as the curl of the vector potential, A, and as the Laplacian
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of a scalar potential, ψ (B = −∇ψ). Since ∇ ·B = 0 and ∇×B = 0 for a potential
filed, it follows that ∇2ψ = 0 and ∇·A = 0. This leads to the expression for Ax = ∂ψ∂y
and Ay = −∂ψ∂x , assuming that Az = 0. Here we use the two boundary conditions -
at the photosphere ∂
2ψ
∂z2
= Bz(x, y, 0), and at the outer boundary, called the source
surface, where the field lines become radial, ∂ψ
∂z
= 0. These equations can fully solve
for the potential field in the whole volume in Cartesian coordinates. The method for
solving potential fields in spherical geometry is covered in the next chapter.
1.2.4 Linear Force Free Field
When there is some current contained in the volume and the proportionality
parameter α 6= 0 and is constant in the whole volume we have a linear force-free field
(LFFF). In this case the Laplacian of the magnetic field can be expressed by taking
the curl of the Ampere’s law:
∇× (∇×B) = ∇× (αB) = α2B = ∇(∇ ·B)−∇2B (1.5)
Since ∇ ·B = 0 always, the Laplacian of B becomes ∇2B = −α2B, which is called
the Helmholtz equation.
LFFF have the major disadvantage that the torsion parameter is constant ev-
erywhere, meaning that all field lines carry the same amount of magnetic field-scaled
current j/B. This does not provide a lot of freedom to describe different kinds of
field lines. In addition the magnetic free energy defined below is unphysical in the
case of a LFFF if the whole sun is considered, because the torsion parameter in the




















energy contained in the potential field. In this sense the free energy that is available
for the eruption is the excess above the potential energy. LFFF cannot be used in
large regions since they cannot accurately describe the field at various heights and
distances from the AR core, where most of the non-potential structures are located.
If a large region is considered the measure of the free energy or helicity in the volume
is overestimated and does not describe the observed configuration.
1.2.5 Non-linear Force Free Field
Sigmoids have been generally described by a core field of twisted and sheared
magnetic field lines composing a twisted magnetic flux rope, held down by a potential
arcade of field lines (Moore & Roumeliotis 1992). The field gradually transitions
between a highly twisted and sheared state, carrying a lot of current, to a potential
field, carrying less and less current. The only field that can describe this configuration
is a field where α is a function of position - a non-linear force-free field (NLFFF).
In a NLFFF the energy and helicity have a physical meaning and are often used to
judge if a region possesses enough free energy to power a flare, and whether helicity
is conserved.
In a NLFFF α may vary between the different field lines but must be constant
along field lines. This can be seen if we take the dot product with the Ampere’s law:
∇ · (∇×B) = B · ∇α + α∇ ·B (1.7)
Since ∇ · (∇ × B) = 0 is a vector identity and the divergence of B is always zero,
then the gradient of α in the direction of B must be zero leading to B ·∇α = 0. The
Laplacian of the magnetic field in the NLFFF case can be derived by taking the curl
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of the Ampere’s law:
∇× (∇×B) = α(∇×B) +∇α×B = α2B +∇α×B (1.8)
which using vector identities leads to
∇2B = B×∇α− α2B (1.9)
LFFF models cannot accurately describe both the sheared field of the sigmoid
and the unsheared field in its surroundings, so we must resort to NLFFF mod-
els. Many authors have developed NLFFF models by “extrapolating” vector mag-
netograms from the photosphere into the corona. Most of these methods rely on
extrapolating the coronal field from vector magnetograms, which provide the three
components of the magnetic field at the photosphere. The major methods for ex-
trapolating a NLFFF from vector magnetograms are the optimization methods of
Wheatland et al. (2000) and Wiegelmann (2004), the magnetofrictional method im-
plemented by Valori et al. (2005) and also addressed in the next chapter, the iterative
boundary integral method of Yan & Sakurai (2000), and the iterative Grad-Rubin
method for solving a well-posed boundary problem by Amari et al. (1999). For a dis-
cussion of these extrapolation methods and various optimization techniques, please
refer to Schrijver et al. (2006); Schrijver et al. (2008), Metcalf et al. (2008) and De
Rosa et al. (2009). In these works, the authors performed a quantitative comparison
of the above methods and determined that the optimization method with weighting
functions by Wiegelmann (2004) is the best performing one. It is the method that is
most widely used in the community for reconstruction of NLFFFs, so we give here
the basics of the method.
The Wiegelmann (2004) method seeks to minimize the joint measure (L) of the
Lorentz force and the divergence of the magnetic field as given below, since in the
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definition of a NLFFF the Lorentz force must me approximately zero and the field







−2|∇ ×B|2 + ωd(r)|∇ ·B|2]dV , (1.10)
where B = |B|, the first term is the Lorentz force and the second is the divergence of
the magnetic field and the integration is performed over the computational domain,
subject to boundary conditions. The weighting functions ωf (r) and ωd(r) control the
boundary layers in the computation, where the magnetic field in the box must meet
the boundary conditions. The measure L is iterated toward an increasingly force-free











where F ∼ ∂B
∂t
is given by:
F = ∇× (Ω×B)−Ω× (∇×B)−∇(Ω ·B) + Ω(∇ ·B) + (Ω ·Ω)B , (1.12)
with Ω being a function of the Lorentz force and the divergence of B:
Ω = B−2[(∇×B)×B− (∇ ·B)B] . (1.13)
The torsion parameter is fully specified at the lower boundary by the three com-












which can be derived from the force-free condition.
All of the methods for obtaining NLFFF models from vector magnetograms
suffer from severe limitations and need to tackle problems which are not easily or
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even sometimes possible to solve unambiguously. The above boundary condition for
α presents the first such problem with these methods. Obviously, following (1.14)
α can be specified exactly on the whole lower boundary. However, when field lines
are traced from the extrapolated field, the two footpoints of field lines likely are
rooted in areas with different values of α, and as we saw earlier, α is required to be
constant along a given field line. This problem is intrinsic to the magnetograms used,
which possess significant noise and different sensitivity for the two perpendicular
components of the field. It has been alleviated by specifying the boundary torsion
parameter in only one of the polarities. However, this is not an ideal solution to the
problem, since as Schrijver et al. (2006) showed different NLFFF solutions are found
if α is specified in the positive or negative polarity.
An additional problem is the inversion of the polarization signal to obtain the
map of B, bearing in mind the different sensitivities of the vector magnetograph to
the LoS and transverse magnetic fields. To do this a model of the atmosphere of
the Sun is assumed and know the calibration of the instrument very well. Of course,
the results depend on this model atmosphere and the calibration of the instrument.
Also, the polarization signal does not intrinsically allow for discriminating between
the two directions of the transverse field. Therefore, to resolve this 180◦ ambiguity,
different methods are employed, which also change the outcome of the modeling.
Another problem is achieving a force-free state when taking the boundaries of
the computational volume into account. The force-free condition requires that the
Lorentz force and torque must be zero, as well as the net flux in the domain. Besides
the photospheric boundary condition, the computational domain has side boundary
conditions, which are usually obtained by imposing potential field at the sides, which
is usually a good approximation away from the cores of ARs. Unfortunately, the FoV
of vector magnetograms are usually not big enough to cover the outskirts of ARs, so
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potentiality may not be a good enough approximation for the boundaries of larger
ARs. The bottom and side boundaries together must contribute to the force-free
condition, which is usually not achieved without some amount of preprocessing to
adjust the magnetic field at the photosphere, i.e. change the bottom boundary in
correspondence with the field in the volume. The particular method of preprocessing
and the amount of preprocessing also give different solutions for the NLFFF of the
same region.
As Schrijver et al. (2006) and De Rosa et al. (2009) showed the number of
degrees of freedom introduced by choosing one method or another for solving the
above problems produces a suite of NLFFF solutions, no two of which are alike.
Many of them can be discounted because they do not give a good representation of
the observed coronal features, but one cannot discriminate between the ones that
give a good match. The “good” NLFFF extrapolations differ in the locations and
amount of currents in the corona, the values of the free energy and helicity. The latter
are necessary to determine whether one region has enough energy for eruption and
to ascertain where the current distribution is suitable for an eruption. In addition,
most of the methods discussed above, with the exception of the Wiegelmann (2004)
method, suffer from the disadvantage that they cannot accurately reproduce magnetic
flux ropes in the corona, which are an essential element of most AR eruption models
- see section 1.4.
When vector magnetograms are not available or alternatively to surpass the
complicated and ambiguous treatment of the above problems, we use a different
method in which the NLFFF models are constrained directly only by LoS magne-
tograms. The method, called the the flux rope insertion method, involves inserting
a coronal flux rope into a potential field extrapolation of an active region, and then
relaxing the field to a force-free state using magneto-frictional relaxation (van Bal-
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legooijen 2004). This is the only method we use for constructing NLFFF models in
this dissertation and is described in great detail in the next chapter, where we also
discuss its advantages and limitations.
1.2.6 Flux Ropes
A magnetic flux rope is defined as a bundle of twisted helical field lines wrapped
around a central axial field line. The degree of twist varies from weekly twisted flux
ropes (<1.5 turns per the length of the rope) to strongly twisted. In situ observa-
tions have shown that CMEs propagating in the interplanetary medium can be well
described by a magnetic flux rope configuration (Jian et al. 2006), in agreement with
all CME models which require a flux rope to be present after the eruption onset
(Green & Kliem 2009, and references therein). In Figure 1.5 we show a schematic
representation of a CME flux rope in the interplanetary medium.
Fig. 1.5: A schematic of an interplanetary flux rope adapted from Mulligan et al.
(2000). One can see the twisted core of helical field lines. This flux rope has been
carried away and stretched by a CME. A scaled down version of this is observed in
the corona in sigmoidal regions.
The direct detection of a magnetic flux rope in the lower corona is currently
not possible due to the lack of coronal magnetic field measurements. In order to
determine when a magnetic flux rope has formed, indirect observational support
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must be used. An observational signature of a flux rope in an AR is the existence
of S- or inverted S-shaped features seen in soft X-rays or EUV. One can infer the
presence of a flux rope from S-shaped loops which cross the PIL in the middle of
the sigmoid in the inverse direction - from negative to positive - as they twist under
the body of the flux rope (Green & Kliem 2009; Green et al. 2011). In these ARs
one can observationally infer the presence of a flux rope, composed of sheared and
twisted field lines, from the X-ray emission and magnetogram data.
Several models have been developed to explain the shape of sigmoids and the
associated eruptions (Titov & De´moulin 1999; Kliem et al. 2004; Fan & Gibson 2004;
Kusano 2005). These will be described in some detail in the following sections. For
a summarized description of sigmoid models, one can refer to Green et al. (2007).
The Titov & De´moulin Flux Rope Model
Flux ropes are a central feature of most flare/CME models as we will see in
section 1.4. As mentioned earlier, coronal sigmoids contains highly sheared and/or
twisted magnetic field that is embedded in a more potential envelope field (Moore &
Roumeliotis 1992). The sheared field can be modeled as a flux rope that is held down
by an overlying coronal arcade as in the analytical prototype of this configuration
described by Titov & De´moulin (1999). We present here this basic model in more
detail, which has served as a basis of numerous simulations, and analytical and
numerical analysis of the CME/flare process.
The Titov & De´moulin (1999) flux rope configuration (TD flux rope hereafter)
is in intrinsic force-free equilibrium by construction, and since we expect AR flux
ropes to be close to a force-free state, this is a good toy model representing flux
ropes on the Sun. A schematic of the configuration is shown in Figure 1.6. The
magnetic configuration of a flux rope embedded in the potential arcade of a simple
AR is given by the interaction of two current systems and two magnetic charges.
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Fig. 1.6: A schematic of a flux rope embedded in a potential arcade adapted from
Titov & De´moulin (1999). The point magnetic charges q and −q create the potential
arcade, the submerged line current I0 produces the axial field (along the axis of the
flux rope) in the flux rope, the ring current I produces the poloidal field in the flux
rope. The shaded region represents the photosphere and the large axis of the flux
rope is submerged a distance d below it.
The current I flows in a ring with constant cross section with large radius R, and
cross sectional radius a. It is assumed that the ring is thin, i.e. a/R  1, and that
the current fills uniformly the whole cross section. This current creates the poloidal
magnetic field (BI) which wraps around the axis of the ring. The axial field in the
ring, Bθ, is produced by the line current I0 which flows along the principal axis of
the ring, which is submerged a distance d below the z = 0 plane (the photosphere).
The flux rope field then is a linear combination of the axial and poloidal components
creating helical field lines that wrap around the axis of the flux rope, represented
by the ring in the figure. The flux rope is held down by the potential field of two
submerged magnetic charges, q and −q, which mimic the two dispersed polarities in
an AR divided the primary PIL, and the anchor points of the flux rope represent the
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sunspots. They create purely bipolar field, Bq, and the field lines run perpendicular
to the axis of the flux rope.
The flux rope is in two types of equilibria, which Titov & De´moulin (1999)
call internal and external. The internal equilibrium of the flux rope is given by
the balance of the magnetic pressure inside a straight rope and the tension in the
helical field lines in it, which is essentially the force-free condition. However, the
rope is curved to mimic solar flux ropes that are anchored at two locations in the
photosphere and arch up in the corona. That is why we need to satisfy the external
equilibrium as well, which is given by the balance of the Lorentz force Fq of the
interaction of I and Bq, and the Lorentz self-force FI coming from the fact that the
tube is bent, and if not restrained it would want to increase its radius of curvature.
This external equilibrium condition is well known in tokamak plasma physics as the
Shafranov equilibrium (Shafranov 1966). The interaction force, Fq, is given by the
following equation:
Fq = − 2qLInˆ
(R2 + L2)3/2
, (1.15)











+ ln 8− 3/2 + li/2
)
nˆ , (1.16)
where li is the internal self-inductance and is taken to be li = 1/2 for the case of a
uniform distribution of the current in the cross section of the flux rope. From the
force balance between these two forces we obtain the equilibrium current in the flux
rope which flows in the corona:
I =
8piLR(R2 + L2)−3/2
µ0[ln (8R/a)− 3/2 + li/2] . (1.17)
This equilibrium configuration will be addressed in sections 1.4.5 and 1.4.6, when we
analyze further its stability with respect to the ideal kink and torus instabilities.
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Titov & De´moulin (1999) consider the flux rope configuration with a varying
depth of the principal axis of the flux rope. The flux tube is initially fully submerged,
the top of the flux rope just touching the plane, and gradually emerges while the
principal axis stays constantly submerged. This mimics very well the emergence of
flux tubes from the convection zone, as we will see in the next section, where the two
sunspots are seen to emerge close together and then spread out as time progresses
in the same way as the feet of the TD flux rope spread out with the elevation of the
flux rope.
Titov et al. (1993) define a special kind of field lines that appear in an emerging
TD flux rope. These are the helical field lines which at some moment from the
emergence just graze the photosphere and are concave-up. At this location these
field lines are seen to cross the PIL in the inverse direction as it happens in the
middle of sigmoids. These field lines are called bald patch (BP) field lines since if
filaments observed in Hα have fibrils, which are usually vertical, appear horizontal,
no material is sticking out. The condition for one field line to be a BP field line is
given by:
Bh · ∇hBz|PIL > 0 , (1.18)
where the subscripts h and z stand for the horizontal and normal components of the
field and PIL states that the Bz is evaluated at the inversion line.
The nature of BPs in emerging flux rope configurations is such that in the
beginning of the emerging process there exists one long BP in the middle of the
configuration. As time progresses, the bottom part of the apex of the flux rope no
longer touches the photosphere. Then two BPs appear on both sides, where part of
the flux rope is still touching the photosphere – this is referred to as bifurcation of
the BP (Titov & De´moulin 1999; Titov et al. 1993). With time, these BPs migrate
towards the feet of the rope and after the flux rope is emerged beyond some point,
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where the the angle between the feet and the photosphere is larger that the pitch
angle of the helical field lines in the rope, the BPs disappear. These BPs have been
indirectly observed close to the feet of prominences (Aulanier & Demoulin 1998) and
in sigmoids (Green & Kliem 2009; Green et al. 2011). We will make use of this
terminology and analysis in Chapters 4, 6, 7, and 8.
A semi-analytical implementation of the TD flux rope configuration was de-
scribed in van Ballegooijen & Cranmer (2008), where they parametrized the configu-
ration in terms of the flux function A. The coordinate system (r, φ, x) is a cylindrical
one, oriented in such a way that r is the distance from the cylinder’s axis and x is
the distance along the axis, assuming the same cylindrical symmetry as in the TD
configuration. The boundary condition for A is A(1, x) = 0.8 exp (−x2) and the flux













+ α0(A)B(A) = 0 , (1.19)
which describes the flux rope profile. α0 = dB/dA and B(A) = β[1− exp−A5] give
the distribution of the potential field, with β being a parameter giving the strength



































The resultant TD-like field represented by some randomly selected field lines is shown
in Figure 1.7. The nature of the twisted field lines is well visible. The flux rope with
this choice of parameters is weakly twisted with about one turn per the length of
the flux rope. This realization of the TD notion is useful to demonstrate how this
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Fig. 1.7: Field lines traced from the semi-analytical construction of a TD flux rope
configuration discussed in van Ballegooijen & Cranmer (2008). The magnetic field
strength in the two polarities providing the constraining potential field are displayed
as red (positive) and green (negative) flux contours. The twisted nature of the field
lines is visible, as well as some field lines that lie above the flux rope and are part of
the transition to the potential arcade.
flux rope configuration looks in terms of 3D magnetic field lines. Notice the overall
S-shape, which has been the reason to use this configuration to describe the structure
of sigmoids.
1.2.7 MHD Simulations
The methods discussed above for studying the 3D magnetic field structure of
sigmoids and solar AR in general all rely on either static magnetic field extrapolations
or analytic representation of the flux rope structure. A more sophisticated approach
that has been employed by many authors to study the formation, evolution, and
eruption of sigmoidal regions relies on dynamically solving the equations of MHD
introduced here.
In the case of the solar corona where the lengthscales of the phenomena, outside
the times of solar eruptions, are much larger than the mean free path (typically about
30 km) the dynamics is governed by the MHD equations. These equations include
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the continuity equation which basically states the conservation of mass:
∂ρ
∂t
+∇ · (ρu) = 0 , (1.22)
where ρ and u are the density and velocity of the plasma. The momentum (or Euler)
equation describes the acceleration of the plasma by the forces that commonly act





+ u · ∇
)
u = −∇p+ j×B + ρg + Ffric + Fvisc (1.23)
where j = 1
µ
∇ × B and Ffric and Fvisc are friction and viscous forces which most
often are set to zero.
The energy equation is given in terms of the specific energy density  = p
(γ−1)ρ




+∇ · (ρu) = −p∇ · u +Qjoule +Qvisc , (1.24)
where the first term on the left hand side has to do with the flux of the thermal energy,
Qjoule is the Joule heating due to resistive losses, and Qvisc is the viscous dissipation.
Radiative losses and heat conduction are also sometimes included. Alternatively to
the energy equation one can complete the system using the polytropic gas law.
In (1.23) and (1.24) the zero-beta approximation is often made, neglecting the
effect of pressure in the plasma, which also valid for large magnetic fields. This
still gives the simulations a density field, but pressure effects are neglected. This
approximation simplifies the equations significantly, while keeping some information
about the plasma dynamics. The initial state of the density field in such simulations
is usually prescribed in an ad hoc way, usually scaled with the magnetic field. The
quantity that is best described in these simulations is the magnetic field. In this
sense the zero-beta approximation is justified since coronal dynamics is generally
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determined by the global behavior of the magnetic field. If one wants to look at
the behavior of the plasma and study radiative effects, reconnection, or non-ideal
instabilities during an eruption the full effect of the plasma must be included.
The MHD equations also include the Maxwell equations, but most commonly
we use the induction equation:
∂B
∂t
= −∇× E = ∇× (u×B)− 1
σ
(∇× j) , (1.25)
where we have used Ohm’s law stating that the current density in the frame moving
with the plasma is j = σ(E + u×B), with σ being the electric conductivity. Then,





= ∇× (u×B)− 1
µσ
∇× (∇×B) (1.26)
The quantity η = 1
σµ
is the magnetic diffusivity that enters the final form of the
induction equation after we make use of the vector identity ∇ × (∇ × B) = ∇(∇ ·
B)− (∇ · ∇)B and the fact that ∇ ·B = 0.
∂B
∂t
= ∇× (u×B) + η∇2B (1.27)
This equation includes the effects of the transport of magnetic field lines by the
plasma and their diffusion through it. The diffusivity η is usually small in the corona,
except in current sheets where the resistivity is enhanced. In addition, close to thin
current sheets (of the order of tens of kilometers) the gradients in the magnetic field
are also large, which greatly increases the importance of the diffusion term.
We have written the above equations only in terms of B since the current,
j, and the electric field, E, are given in terms of B. In addition, the important
quantities that determine the connectivity and topology of magnetic field lines in the
volume are u and B, and not j and E. The quantity that is usually measured in
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the photosphere and extrapolated to the corona is the magnetic field, and then the
current is calculated from it. The current distribution also matters since it determines
where the energy can be released as we discuss in the next section.
Although the NLFFF models used to study solar ARs are static, they represent
the observed coronal structures to a large extent at a given moment in time. On
the other hand, the MHD simulations are usually constrained by highly idealized
boundary and initial conditions, and dynamical drivers. They are useful for studying
general cases with particular ideas about the evolution and eruption of ARs, but
they cannot be generally used to represent particular events. In the next two sec-
tions, MHD simulations play a central role since they are very successful at testing
particular configurations and mimicking the main characteristics of a large set of
phenomena on the Sun.
1.2.8 Magnetic Reconnection
As mentioned already the main process that governs solar eruption is the con-
version of magnetic free energy into kinetic energy of the plasma, radiation, and
particle acceleration. This conversion happens in the process of the reorganization of
the magnetic field in regions where the gradients of the magnetic field are large and
enhanced coronal resistivity exists close to a current sheet. This process is known as
reconnection. It is schematically presented in Figure 1.8, which is the popular picture
of the so-called separator2 reconnection. In the process of reconnection, field lines
diffuse towards the central region in response to the increased resistivity on which
the diffusion coefficient depends as can be seen from (1.25) and (1.26). In the central
region, a current sheet exists where the field lines can slip through the plasma and
2This term refers to the topology of the field (discussed in detail in Chapter 3) in which the
field is divided in four connectivity domains as shown in the figure - the four ends where field lines
converge.
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change their connectivity when they interact with the magnetic flux on the other side
of the current layer. The reconnected field lines in the two side domains are then
pulled outward under the effect of magnetic tension, which aims at strengthening the
field lines. The field lines carry plasma with them and hence, a deficit of pressure
forms in the middle of the reconnection region, which pulls more field lines and the
process is thus self-sustained.
Fig. 1.8: A schematic of separator reconnection. The magnetic field lines are drown
in black. The directions of the inflow and outflow are marked with blue arrows. The
current sheet is in green and the current is in the direction out of the page for this
configuration of the magnetic field.
This kind of reconnection is the basic type that has been traditionally ex-
plored by the canonical 2D reconnection models of Sweet (1958), Parker (1957),
and Petschek (1964) as well as laboratory experiments (Yamada et al. 2010). In
reality, reconnection is almost never of the this type since it requires a high degree
of symmetry, which is rarely the case for 3D fields. On the Sun, reconnection below
a flux rope is the so-called guide field reconnection, where the magnetic field compo-
nents are opposing in one plane, but the magnetic field has a predominant direction
in the third dimension (the guide field).
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1.3 Mechanisms for Sigmoid Formation and Evolution
A long-standing and heavily debated question in solar physics is at what stage of
an eruption does the flux rope play a central role, i.e. does it form some time before
the eruption (Green et al. 2007, 2011; To¨ro¨k & Kliem 2005; Forbes & Isenberg 1991)
or does it form in the process of the eruption itself (Antiochos et al. 1999; Moore
et al. 2001)? These two alternatives suggest two different roles that the flux rope
might have in the energy storage and eruption processes.
In the case of transient sigmoids, the S-shape may develop as a result of the
eruption. For example, as plasma is heated in an S-shaped current sheet which
develops in a kinking flux rope; the X-ray emission reveals a sigmoid only after the
kinking has begun (e.g. Kliem et al. 2004; Fan & Gibson 2004). On the other hand,
long lasting sigmoids need to survive in a stable state for days before the eruption,
despite the underlying magnetic configuration being highly sheared and twisted and
hence storing magnetic free energy in the corona.
Which of the mechanisms for eruptions are dominant depends to some extent on
the formation mechanism of the flux rope and the overall evolution of the magnetic
configuration. The presence of flux ropes in the atmosphere must result either from
their bodily emergence as a coherent structure from the convection zone, or through
their formation in situ in the solar atmosphere.
1.3.1 Magnetic Flux Emergence
One method for producing flux ropes relies on magnetic flux emergence of a
twisted flux rope originating from the convection zone and rising through the photo-
sphere (e.g. Magara & Longcope 2001; Fan & Gibson 2004, 2006; Gibson et al. 2004;
Archontis et al. 2009; Hood et al. 2012). The process of flux emergence as observed
proceeds as follows, which is illustrated in Fig. 1.9.
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Fig. 1.9: A schematic of flux emergence adopted from Schrijver (2008). The main
polarities with sunspots are shown as the shaded regions in the plane that represents
the photosphere. Some overlying field lines are shown emanating from one of the
sunspots and connecting the other, which are the product of the first flux emergence.
Two stages of the flux rope emergence are shown - one while it is still in the convection
zone, and one when parts of it are above the photosphere and it is still connected to
the surface in the middle.
First, the main polarities of an AR emerge already carrying some twist, as can
be seen by the rotating motions of forming sunspots in response to the magnetic
torque. Then, a magnetic flux rope emerges either coherently or as a fragmented
bundle of field lines as part of the initial flux that created the AR or a separate
event. The flux rope may stay anchored at several points along its length to the
sub-surface convection zone as shown in the figure. Then plasma may drain down
to the photosphere in these undulations. The connections of the flux rope with the
sub-surface field can be broken in the process of reconnection, which may allow the
rope to raise as one structure in the corona. The study of this process is especially
important since the majority of the largest flares - M and X class flares on the GOES
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classification scheme, seem to be associated with emerging flux regions with strong
gradients of the the magnetic field at their PILs and strong non-potentiality in the
field. The simulations that bring flux from below the photosphere should aim at
reproducing the observed characteristics of this process as much as possible, but
they suffer from a range of problems.
The first class of simulations, bring flux ropes from below the photosphere into
the corona directly, skipping the fact that the flux rope must first pass through the
stratified large-β atmospheric layers that are the photosphere itself and the chromo-
sphere, and hence ignore the effects of plasma, gravity, etc. (Fan & Gibson 2003;
Fan & Gibson 2004, 2006; Magara & Longcope 2001; Kliem et al. 2004). In Fan &
Gibson (2004) the authors show that the direction of the field in the flux rope with
respect to the orientation of the overlaying arcade is crucial. If the magnetic field
in the emerging flux rope is oriented anti-parallel to the overlaying potential arcade,
reconnection constantly happens and does not allow the configuration to build up
energy for an eruption. Hence, the interesting cases are those in which the flux rope
emerges with the same orientation as that of the overlaying field.
If the gravitational effects of the plasma are not included in the process of
crossing the photospheric boundary, these simulations produce a successful emer-
gence, which almost immediately develops strong current sheets (Archontis et al.
2009) or kinks (e.g. Fan & Gibson 2004) producing an eruption. These simulations
use a the TD flux rope as a main configuration and aim at studying its behavior
in the process of a coherent emergence, which does not possess any of the effects
of the real emergence events (i.e. not coherent emergence), but rather just change
what part of the torus is located above the photosphere and where the its axis is.
These simulations have been useful to address another suite of problems, those of
the stability of the TD flux rope as we will cover in the next section.
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Numerical simulations of the flux emergence process that fully including the
effects of the plasma indicate that a flux rope is unable to completely pass across
the photospheric boundary due to plasma gathered in the dips of the field. These
simulations introduce a flux rope in the convection zone and create a density de-
pletion which makes it buoyant, and it naturally starts to rise through a stratified
atmosphere. The drag of the plasma stops the emergence as the axis of the rope
reaches the photosphere so that only a sheared arcade forms in the corona (Fan
2001). However, if a toroidal flux rope with sufficiently large field emerges, more
flux can cross the photosphere as compared to the classical straight cylindrical case
(Hood et al. 2009; MacTaggart & Hood 2009). In any case, these studies show that
a new flux rope forms from internal reconnection in the corona from the field of the
not fully emerged original one. Another problem is that the emerging flux ropes have
to be much more twisted than the observed configurations in order to preserve at
least some remnants of the emerging flux rope. This is explained by the fact that the
magnetic tension has to be significant in order for the gathered plasma not to shred
the emerging flux rope. Observations have shown that the angle of the transverse
field measured from vector magnetograms of emerging flux regions is very dissimilar
to the one that all emerging flux simulations derive.
In these models, as the flux rope emerges a filamentary current sheet is formed as
can be seen from the simulation performed by Archontis et al. (2009) – see Figure 1.10.
When this current is integrated along the line of sight the region appears sigmoidal
in simulated X-rays. However, claimed observations of direct emergence are open to
multiple interpretations (Vargas Domı´nguez et al. 2011). The studies that performed
magnetic reconstruction of emerging flux regions have never reported fully emerged
twisted structures (Canou et al. 2009; Guo et al. 2010).
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Fig. 1.10: A figure showing the filamentary current sheet (left) and some field
lines (right) adopted from Archontis et al. (2009). The three rows represent different
stages from the emergence of the flux rope. Notice the sigmoidal shape in the current
distribution and magnetic field lines.
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In numerical models the flux emergence tends to develop too fast to account
for the observations, i.e. a few hours in the simulation versus a couple of days on
the Sun. Although the subsequent formation of a twisted flux rope in the corona
is possible (Manchester et al. 2004; MacTaggart & Hood 2009; Archontis & Hood
2010), these numerical models have not found any stable equilibrium for these flux
ropes. Thus, flux emergence models may be more suitable for describing transient
filaments and sigmoids (Lim et al. 2010) rather than long lasting.
1.3.2 Magnetic Flux Cancellation and Shearing Footpoint Motions
The other main type of model for the formation of twisted flux ropes is based
on the cancellation of magnetic flux at the PIL and/or shearing of arcade field lines
(van Ballegooijen & Martens 1989; van Ballegooijen 1999; Amari et al. 2000; Mackay
et al. 2000; Mackay & van Ballegooijen 2001, 2005; Mackay & van Ballegooijen 2006;
Aulanier et al. 2005a, 2006, 2010; DeVore et al. 2005; Yeates et al. 2007, 2008).
These models use shearing or twisting motions of initially potential arcade-like or
multipolar fields and flux cancellation to create different types of twisted flux ropes
which can be stable or eruptive. An example of the flux cancellation simulation of
Aulanier et al. (2010) is shown in Figure 1.11. In their simulation the two idealized
magnetic polarities are slowly diffusing and in addition they rotate with rotation
rate depending on the distance to the center of the polarity. Such shearing motions,
provided either by rotating polarities, linear motion, or random footpoint motions,
are readily employed in the simulations listed above. Such models are able to store
energy in sigmoidal structures for long periods of time - days to weeks (Amari et al.
2003).
The occurrence of long-lasting flux ropes in the solar atmosphere must therefore
be a product of their in situ formation, likely following the process proposed by
van Ballegooijen & Martens (1989) and elaborated on in Green et al. (2011). The
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famous flux cancellation cartoon of van Ballegooijen & Martens (1989) is shown in
Figure 1.12. In this picture, converging motions in a sheared arcade lead to the
collision of magnetic fragments of opposite polarity. Reconnection then takes place
Fig. 1.11: A figure adopted from Aulanier et al. (2010) showing the process of
shearing by means of rotation of the magnetic polarities (white – positive and dark –
negative) applied in their simulation of flux cancellation. The shearing of the initial
potential arcade is important ingredient of the flux cancellation model. The right
panel shows the profile of the shearing. The contours of the magnetic field strength
are shown in purple in the positive polarity, and cyan – in the negative. Field lines
traced from the outer ring of the positive polarity are shown in red, and the ones
from the outer portion of the negative polarity are in blue.
low in the solar atmosphere producing short field lines connecting between the collid-
ing polarities, which are submerged under the photosphere due to magnetic tension.
Thus flux measured in the photosphere at the PIL is reduced (Martin et al. 1985)
in events known as flux cancellation. The second product of the reconnection events
are long field lines connecting at the distant magnetic polarities which relax upward
and are highly sheared along the PIL. Once sufficient flux has accumulated along
the PIL, further reconnection events produce field lines which are twisted around
this flux bundle, forming the flux rope. However, the amount of the canceled flux
at the photosphere is unlikely to be equal to the amount of flux being built into the
flux rope. The exact flux content depends on the level of shear in the arcade and on
the length of the PIL which experiences reconnection events as discussed by Green
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et al. (2011). This process can potentially build flux ropes over a period of days and
provide an observational method to investigate the flux content of the flux rope. The
necessary converging motions at the PIL can be easily supplied by supergranular
flows in the photosphere, which makes the flux cancellation episodes a natural part
of the long-term evolution of active regions, although the flux cancellation generally
occurs at discrete locations along the PIL.
Fig. 1.12: The famous flux cancellation cartoon of van Ballegooijen & Martens
(1989). In panel (a) we start with a potential arcade - field lines exactly perpendicular
to the PIL; in (b) shearing motion is applied to the footpoints of the two field lines;
in (c) converging motions are applied to the now sheared arcade of field lines; in (d)
guide field reconnection happens between points B and C in panel (c) which creates
a long axial field line and a short one that is submerged under the surface; in (e)
we see the axial field line and some new field lines from the sheared arcade; in (f)
another reconnection event creates a helical field line, which winds up around the
first helical field line.
The flux cancellation idea, which governs the execution of above simulations,
independent on the specific prescribed mathematical form of the flux diffusion or
shearing process, is able to reproduce the observed behavior of the corresponding
class of solar ARs much more successfully than the flux emergence simulations. This
is not surprising since the flux cancellation can proceed entirely in the corona, and
hence the complications introduced by the more complicated plasma dynamics in the
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photosphere and chromosphere are omitted directly. As mentioned these simulations
are able to produce long lasting structures that contain large amounts of free energy in
a stable state before an eruption. This behavior of ARs has been observed. Moreover,
many of the observed solar eruptions appear in decaying active regions (e.g. De´moulin
et al. 2002; van Driel-Gesztelyi et al. 2003; Green & Kliem 2009), which are regions
that well past the flux emergence phase, but nonetheless seem to be able to build
prominent flux ropes and spawn eruptions. In addition, the flux ropes built in this
way appear as coherent stable structures, which is the case of long-lasting sigmoids.
1.4 Solar Eruption Models
Flares and coronal mass ejections are the most powerful eruptions on the Sun.
As discussed above, one of the main questions that solar physics aims at answering
is what are the triggers and drivers of these phenomena, and what conditions must
exist prior to and during the eruptions to facilitate them. For a review of flux rope
and CME initiation models one can turn to Forbes et al. (2006) and Green et al.
(2007). We discuss the standard flare model, which gives the general picture of so-
lar eruptions, but the question of how a CME can form and lift off are addressed
by multiple models relying on reconnection or the development of some kind of in-
stability. Some models employ the development of kink instability (when the flux
rope is unstable against additional helical displacement) in highly twisted flux ropes
(e.g. Fan & Gibson 2004; Kliem et al. 2004; To¨ro¨k & Kliem 2005) and other take
into account the properties of the restraining overlying potential field in terms of the
torus instability (when the tension in the arcade cannot restrain the rising of the
flux rope) (Kliem & To¨ro¨k 2006; De´moulin & Aulanier 2010; Aulanier et al. 2010).
These mechanisms will be addressed separately in the last four subsections starting
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from the least relevant models to solar sigmoids and building up to the most central
one for this dissertation - the torus instability.
1.4.1 Observational Overview of Flares and Coronal Mass Ejections
During solar minimum conditions the whole Sun can spawn about a couple of
CMEs and flares per week, whereas during solar maximum several events can be
observed per day, with the number of powerful flares and CME increasing towards
solar max. Flares and coronal mass ejections are often observed in association with
each other and sometimes together with filament ejections or prominence (filament
seen on the limb of the Sun) eruptions. It has been thought that these phenomena are
the manifestation of the same process that requires the destabilization of the magnetic
field in which magnetic reconnection may play a central role. In Fig. 1.13 we have
shown a famous schematic of a flare and CME by Shibata (1996) accompanied by
images of different flare and CME features observed on the Sun.
The first ever observed flare by its appearance in visible light was the so-called
Carrington flare observed by Carrington and Hodgson in 1858 (Schrijver 2008). Dur-
ing a flare, the solar output in X-rays is temporarily raised with by few orders of
magnitude. The flare is thought to originate in reconnection under a lifting flux
rope, in the process of which large quantity of gamma, hard X-ray, and radio radia-
tion is emitted together with energetic particles. The reconnected loops that lie close
to the reconnection site form the cusp-shaped loops shown in the figure and in the
schematic. These loops have temperatures of a few million Kelvin and are observed
in soft X-rays (by XRT for example) since they are most closely associated with the
reconnection site where the temperatures are enormous. Hard X-ray sources have
been detected by the RHESSI mission at the footpoints and apexes of these loops,
where energetic electrons become trapped. These loops cool off in time and relax
to the so-called post-flare arcade shown in green in Fig. 1.13. The term post-flare,
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although traditionally used, is a misnomer since the conversion of energy in the flare
process proceeds during the formations of these arcade systems. The flare arcade
lies along the length of the reconnected portion of the flux rope and always has this
characteristic look of multiple loops brightening up in sequence. The footpoints of
the post-flare loops form the flare ribbons in the low parts of the solar atmosphere.
They are seen to separate in time as the reconnection region rises up dragged up
by the escaping flux rope. The partially or fully lit-up fronts of the flare ribbons
are always parallel to the PIL as is the arcade of post-flare loops. The flare ribbons
shown on the figure are formed by energetic particles accelerated by reconnection,
propagating along the post-flare loops and hitting the low dense layers of the solar
atmosphere. In this manner, or alternatively by heat conduction from the post-flare
loops the chromosphere is temporarily heated.
The CME is thought to be composed of the escaping flux rope lying above the
reconnection site. It carries plasma and magnetic field with it. Many CMEs display
the well known three-part structure - a bright core, a cavity, and a bright front, as
it can be seen from the CME image in Fig. 1.13. The filamentary plasma lies in
the bright core of the observed CME, but it does not fill the whole flux rope, it is
just accumulated in the dips of the field lines. The amount of plasma that a CME
can carry reaches 1013 kg. The rest of the volume of the flux rope is with much
lower density, which gives this characteristic cavity look to the CME. The bright
front is formed when the escaping CME sweeps up plasma from the solar wind in
its direction of motion. The velocity with which CMEs propagate through the solar
wind are between several tens of km s−1 to several thousand ( 3200 km s−1). The
CME also leaves signs in the lower corona - the escaping flux rope evacuates plasma
from some coronal volume. This deficit of plasma leaves a region with decreased
coronal density and hence decreased emission, which appears dark on the coronal
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Fig. 1.13: A schematic of the standard flare/CME configuration adopted from Shi-
bata (1996). The main features in the configuration are labeled on the schematic.
We also show typical images corresponding to the main flare and CME-associated
features: A CME with clearly visible three-part structure from LASCO (top); a cusp-
shaped flare flare loop from Yohkoh/SXT in the middle; a post-flare arcade imaged
with TRACE in 171A˚ i green (right); coronal dimmings in green (bottom left); and
flare ribbons from Hinode/SOT. The images are taken from the image galleries of
the corresponding instruments.
background. These regions are associated with the two points where the flux rope
is anchored to the surface of the Sun and are called coronal dimmings or transient
coronal holes, due to their transient nature.
The association of flares and CMEs is such that not all small flares are accom-
panied by CMEs and vice verse, while large flares (M and X class) almost always
appear together with CMEs, which in addition are the more energetic ones (faster
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and carrying more material Yashiro et al. 2005). In addition, large flares and CMEs
are always produced by solar ARs as opposed to eruptions of quiet-Sun filaments
that are sometimes observed. The distribution of flare intensities and CME widths
is known to follow a power law with the majority of flares and CMEs at low energies
and sizes. Moreover, Yashiro et al. (2006) have shown that the power low is steeper
for flares without CMEs then for those with CMEs.
1.4.2 The Standard Unified Flare-CME Model
The standard flare model was brought forward by several authors independently,
who determined separate features of the model in a series of papers. It is some-
times referred to as the CSHKP model by the names of the contributing individuals
(Carmichael 1964; Sturrock & Coppi 1966; Hirayama 1974; Kopp & Pneuman 1976).
Later on the works of Moore & Roumeliotis (1992); Moore et al. (2001), Shibata
(1996, 1999), Priest & Forbes (1990), and Lin et al. (2004) unified the standard flare
model with the CME model, which we have presented in Figure 1.14 taken from Lin
et al. (2004). This picture incorporates most of the features and processes that are
currently thought to take place in joint flare-CME event. Most of the observational
features connected to these two phenomena were already discussed in the previous
section and hence many of the main characteristics of the model became clear.
To reiterate in more detail here, this unified model requires a magnetic flux rope
embedded in a potential or to some extent sheared field. It is important that the
main feature is a flux rope since a large amount of magnetic free energy is required
which can be obtained only in highly non-potential structures. The flux rope has
been produced by any of the methods discussed above and it has been destabilized by
either removal of flux from the overlaying field or by some instability in the flux rope
(see next section for the different options). In the process of lift off of the flux rope
the overlaying field gets pinched under the flux rope into a thin layer with intense
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current (current sheet), on both sides of which the magnetic field points in different
directions. These are suitable conditions for reconnection as discussed previously.
Fig. 1.14: A schematic of the unified flare-CME model adopted from Lin et al.
(2004). The main features are labeled on the figure.
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The product of the reconnection are reconnected field lines both below and
above the current sheet. Below the current sheet, arcade loops having a characteris-
tic cusp shape appear first. The shocks created by the reconnection, as proposed by
Petschek (1964), accelerate energetic particles propagating within the reconnection
jet of plasma outflowing from the reconnection region. Some of these particles get
trapped in the cusp of the loop, which emit hard X-ray radiation often found at the
top of these loops. Additionally, particles and radiation flow down the loops and
when they hit the chromosphere create an evaporation flow from the chromosphere
up (i.e. heated chromospheric material rises up), which populates the flare arcade
with plasma and illuminates up the loops. These loops cool down in time and we
successively see them first in X-rays, then in EUV, UV, and finally Hα. As the mo-
tion of the flux rope continues upwards more field lines are pinched in the middle and
diffuse towards the central current sheet, which grows the current sheet in length and
sustains reconnection for some time. As mentioned above, the upward motion of the
reconnection site creates more loops with larger sizes, in correspondence with which
the flare ribbons are seen to separate in time. We discuss these flare features in asso-
ciation with the topology of the magnetic field in observed flux rope configurations
in Chapter 9.
The other product of the reconnection is the creation of the so-called plasmoid
represented by the escaping flux rope. The flux rope can become detached from the
surface of the Sun in which case these disconnection events reduce the helicity on the
Sun. The removal of magnetic helicity on the Sun is a well-known problem. The only
process that can change the helicity that is known so far is reconnection in flares.
This model suggests the opening up of the field lines stretched by the escaping flux
rope. However Aly (1991) and Sturrock (1991) showed that the energy of a fully
open field is larger than the energy of any LFFF or NLFFF, which in turn is larger
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than the potential field energy. The so-called Aly-Sturrock criterion says that since
the open field lines have to be stretched to infinity they must posses more energy
than any closed NLFFF. This poses a problem with the standard model, that can
potentially be alleviated if some part of the field remain closed or if reconnection
plays an important role, which seems to be the case for all successful simulations and
analytical models of solar eruptions.
1.4.3 The Breakout Model
The breakout model of Antiochos et al. (1999) for the production of CMEs takes
place in quadrupolar magnetic configurations - with two positive and two negative
polarities. In this sense it is not relevant for sigmoids which most often appear in
bipolar regions with one PIL. The model is presented in a few snapshots from the
recent simulation of Karpen et al. (2012) shown in Figure 1.15. The model relies
on shearing of a potential arcade that lies under a null point (first panel), where
the magnetic field in 3D vanishes, i.e. the field lines on the four sides on the null
point in different directions. A potential arcade is sheared by means pf photospheric
footpoint motions. This increases the axial flux in the arcade and it expands upward.
This arcade presses on the null point from below and creates a thin enough current
sheet where reconnection can take place (second panel). This process removes the
restraining arcade and the sheared arcade underneath can expand further. Then a
second current sheet is formed under the expanding arcade (third panel) reconnection
at which creates helical field lines from the sheared arcade.
In addition to the fact that such quadrupolar magnetic configurations seldomly
appear on the sun, null points are also a phenomenon that in reality is very difficult
to sustain since they require such a high degree of symmetry. It has been shown by
Mandrini et al. (1995) and De´moulin et al. (1994) that many eruptions happen in
configurations without null points or separators. Moreover, the flux rope is created
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Fig. 1.15: A figure adopted from a recent simulation of Karpen et al. (2012) demon-
strating the steps involved in the breakout model of Antiochos et al. (1999). The
shades on the surface of the Sun represent the strength of the magnetic polarities.
The trans-connecting loops, that pass over the null point are shown in red. Green
field lines are the ones that reconnect, and blue are the sheared arcade and the field
lines that are a product of the reconnection.
in the process of eruption which is in contrast with the observations of filaments and
sigmoids in many regions that speak of the presence of flux ropes in the corona for
days before the eruptions.
1.4.4 Catastrophic Loss of Equilibrium
The catastrophe model of solar eruptions is a 2D model developed by Priest &
Forbes (1990) and Forbes & Priest (1995). In their model converging photospheric
motions or flux emergence create a flux rope contained in a sheared arcade. The
stability analysis of the configuration is schematically shown in Figure 1.16. The
photospheric sources that create the overlaying field are situated at x = ±λ and the
flux rope axis is at x = 0. Initially, as the value of λ is decreased the height of the flux
rope also decreases but its free energy increase. In the absence of reconnection it is
possible that the flux rope reaches a new equilibrium if it lies of the dashed curve on
the figure. However, the other route is catastrophic loss of equilibrium where no new
equilibrium can be found at a larger height. In this case the escaping flux rope leads
to the creation of a thin current sheet underneath where reconnection takes place
and allows the flux rope to escape. The disadvantage of this model is that since it
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Fig. 1.16: A schematic of the stability analysis for the catastrophe model adopted
from Forbes & Priest (1995). On the left, the stability curve of the height of the flux
rope axis (h) is shown versus the distance between the sources of the arcade (λ) and
on the right there are three configurations corresponding to three locations on the
stability curve.
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is 2D, the flux rope is not anchored to the surface (we see only the evolution of the
cross section of the flux rope). However, it has been shown that such an anchor,
called line-tying, can be essential for the stability analysis. However, the model is
analytic and it has been useful for demonstrating the role of reconnection in solar
eruptions and completing the unified flare/CME model discussed above.
Whatever its exact role in driving the eruption, magnetic reconnection plays a
key role during the flare. Part of the free energy stored in the field can be released in
an explosive manner by reconnection and power a flare, eventually relaxing the system
to the minimum energy state given by the post-eruption magnetic helicity content
(Low 2001). In 2D experiments (Lin & Forbes 2000) reconnection allows a CME to go
beyond another high altitude equilibrium position and potentially lose equilibrium.
To determine the precise action and consequence of reconnection on the evolution
of erupting systems it is important to identify the location of the reconnection sites,
their properties, and whether they can sustain fast enough reconnection to allow full
eruption (Lin & Forbes 2000). The presence of high current densities is viewed as
one of the necessary conditions which facilitate the reorganization of the magnetic
field in the process of reconnection. Consequently, identifying strong current sheets,
or other proxies for reconnection, in models of observed magnetic field configurations
is extremely useful for forecasting solar eruptions.
1.4.5 Loss of Equilibrium by Ideal Kink Instability
As mentioned before in the standard flare model, some kind of destabilization
of the flux rope is required, which is often achieved by the development of ideal in-
stabilities in the magnetic field configuration. The question of which instabilities are
responsible for letting the CME develop is a long-standing problem in solar physics.
Depending on the particular model, the conditions that facilitate the eruptions also
vary.
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The question whether the kink instability is important in sigmoid eruptions
takes a central place in the discussion of sigmoid models. The kink instability is the
conversion of a kinking motion of a flux rope into writhe. This means that there is
a threshold in the amount that a flux rope can be twisted, above which the built-in
torsion results in a deformation of the flux rope. Technically, the condition for the
instability is usually derived by the variational energy method, where we introduce
a helical (kinking) displacement and look at how the energy of the configuration
changes. We look for a displacement, ζ, for which there exist at least one perturbation
to the energy δW < 0, meaning that a given displacement will create a more energy-
favorable configuration. We aim at finding a displacement perturbation that produces
the suitable second order perturbation to the energy (the first order perturbation is
zero). We do this by expressing the perturbation to the energy as the work done by




ζ · F dV (1.28)





ζ · ∇p1 − ζ · ρ1g − ζ · (j1 ×B0 + j0 ×B1) (1.29)
In the force free condition we can drop the plasma and gravity terms and express the
Lorentz force as a pressure and tension term, with the idea that the perturbation to





B21 −B1 · ζ × (∇×B0) dV (1.30)
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And assuming a form for the helical magnetic field and a kinking displacement per-
turbation, ζ, we look for a twist which can give δW < 0 for some ζ.
Thus, one of the important questions of the discussion of the kink instability is
the value of the twist angle at which a kink instability can develop in different flux
rope configurations. This value highly depends on the configuration of the flux rope
and the ambient coronal field. The value of 2pi is often mentioned but it is important
to note that this is a too low of a value since it is based on non-line tied magnetic
fields which is not the case for the coronal flux ropes. Models of flux ropes in an
external field give values closer to 3.5pi for the critical twist (Fan & Gibson 2003; Fan
& Gibson 2004; To¨ro¨k et al. 2004). This value even increases with increasing aspect
ratio of the loops involved (Baty 2001; To¨ro¨k et al. 2004).
Y. Fan and S. Gibson published a series of papers in which they numerically
model an emerging flux rope in a potential coronal arcade (Fan & Gibson 2004, 2006;
Gibson & Fan 2006; Fan & Gibson 2007). In some of their models they found that
the kink instability plays an important role in the eruption of the flux rope (Fan
& Gibson 2004, 2007) and in these cases their models are suitable for describing
transient sigmoids that brighten up minutes to hours before the eruption and quickly
die out afterwards (Sterling & Hudson 1997; Moore et al. 2001).
These models predict that when a sufficient amount of twist is transported into
the corona from the points where the flux tube is anchored in the photosphere, the
flux tube writhes and a current sheet is formed, which appears as the sigmoid. They
find that the field lines that compose the flux rope have the opposite handiness for
the given hemisphere in accordance with he hemispheric rule of helicity (positive in
the South and negative in the North). However, the current sheet that forms has the
right S- shape for the given hemisphere, which makes their model applicable if the
emission is coming from the current sheet rather than plasma flowing along magnetic
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Fig. 1.17: A figure adapted from Fan & Gibson (2003) that shows the development
of the kink instability in their simulation in time (the first 4 rows). The kink of the
flux rope is apparent in the third and fourth panels. The current sheet associated
with the kinking flux rope is shown in the bottom two panels. The right column is a
side view of the flux rope, and the left one is a top down view. The potential arcade
field lines are red, the outer shell of the flux rope is green, and the flux rope itself is
blue.
58
field lines, in which case the result is the opposite. The kink simulation of Fan &
Gibson (2003) is shown in Figure 1.17.
The kinking and rotating motions in erupting filaments have been observed nu-
merous times, but in many cases the magnetic configuration does not possess enough
twist to become kink unstable (e.g. Gilbert et al. 2007). In addition, a flux rope rota-
tion is not necessarily due to a kink (Isenberg & Forbes 2007). Although many MHD
simulations focus on kink unstable flux ropes as a mechanism for eruption, a series of
papers (Bobra et al. 2008; Savcheva & van Ballegooijen 2009; Savcheva et al. 2012c;
Su et al. 2009a, 2011) show that the flux ropes that best match the observations are
less twisted, possessing 1-1.5 turns, which is well below the threshold for the kink
instability of 1.75 turns (3.5pi) as derived by To¨ro¨k et al. (2004).
Leamon et al. (2003) measured the twist angles of 191 sigmoidal active regions
and reported that most often the twist in these structures is much less than 2pi for
erupting active regions. They concluded that the kink instability does not play an
important role in the eruptions. However, Leamon et al. (2003) estimated the twist
based on the average α value from linear force-free models of the whole active regions.
According to Leka et al. (2005) this approach yields systematically lower twists and
instead one should use the peak α on the axis of the flux rope in order to give a more
realistic estimate. See Leamon et al. (2003) and Leka et al. (2005) for details.
1.4.6 Loss of Equilibrium by Ideal Torus Instability
As mentioned before, the configuration of the ambient field also matters for
letting the eruption proceed. Continuous flux cancellation can weaken the potential
arcade that holds down the flux rope or cause torus instability of an elevated flux
rope (e.g. Kliem & To¨ro¨k 2006; De´moulin & Aulanier 2010). The stability of TD
flux ropes to the ideal torus instability has been analyzed by Kliem & To¨ro¨k (2006)
and De´moulin & Aulanier (2010) for line-tied flux ropes with toroidal shape. They
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employ the Shafranov equilibrium condition that balances the tension in the overlay-
ing arcade with the hoop force of the bent flux rope, which arises from the fact that
the magnetic field lines are more dense on the underside of the bent flux rope than
the ones on the top side. One can write the equation of motion of the cross section
















where R is the distance of the center of the flux rope to the surface, a is the cross
sectional radius of the flux rope as in the TD case, for which the approximation
b R holds, I is the current in the flux rope, L is the inductance of the half torus,
and Bex(R) is the field of the restraining potential arcade. A linear perturbation to
R is introduced and we look for positive acceleration for a given decay index of the
overlying field. The decay index of the arcade is defined as d lnBex/d lnR. The torus
instability in different flux rope configurations was intensively studied by Kliem &
To¨ro¨k (2006) and De´moulin & Aulanier (2010). They showed that if the potential
arcade, which restricts the flux rope from rising, falls off with height with a decay
index ranging from 1.1 for thick flux ropes to 1.5 for thin ones, the arcade is no longer
able to restrain the rising flux rope. The result of a torus instability simulation by
Fan & Gibson (2007) is shown in Figure 1.18
Alternatively, loss of equilibrium may also be achieved by explosive reconnection
in current sheets connected to the flux rope as indicated by Archontis et al. (2009).
It is probable that more than one of these mechanisms is involved in bringing the
flux rope to the edge of stability and producing a CME. Hence, it is important to
concentrate on identifying the driver(s) of the eruption in sigmoidal regions.
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Fig. 1.18: A figure adapted from Fan & Gibson (2007) that shows the development of
the torus instability in their simulation in time. The torus instability is in progress in
the last panel. No current sheet develops in this case and no reconnection is involved
in letting the CME proceed. The left column is a side view at the flux rope, and the
right one is a top down view. The potential field lines are shown in red, the outer
shell of the flux rope is green, and the core of the flux rope is blue.
1.5 Main Questions and Structure of the Dissertation
Based on the main topics outlined above and the questions that solar physics
is attempting to answer with respect to the formation, evolution, and eruption of
sigmoidal active regions on the Sun, we compile a list of main questions that motivate
this dissertation. Thus, we aim at contributing to these main areas of research by a
unique methodology that we apply to the study of sigmoidal regions on the Sun. The
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overall aim of this dissertation is to provide detailed understanding of how sigmoidal
regions evolve and erupt, and to identify criteria for pre-flare behavior that can
enhance the development of predictive methods for forecasting solar eruptions. All of
the main results of the studies are focused on answering the following questions. The
new information gained by answering these questions provides deeper understanding
into how eruptions happen in this important subclass of solar active regions.
Q1. How do long-lived sigmoids form? How is the flux rope built up?
Q2. What is the magnetic field structure and topology of sigmoids?
Q3. What is the free energy content and how is it stored?
Q4. What instabilities play a role in the eruptions? What are the conditions and
locations of such instabilities?
Q5. Is reconnection important? If so, what are probable sites for reconnection?
Q6. How can we put sigmoid eruption into the standard unified model of
flare/CMEs?
Aimed at studying the above issues, this dissertation will explore the behav-
ior of long-lasting sigmoidal active regions (as a subclass of solar ARs) from their
formation and evolution, and then through the eruption and post-eruption phases.
The method we develop here for studying sigmoidal regions and answering the above
questions relies on utilizing observations and data-driven magnetic field modeling
combined with field topology analysis of several sigmoidal regions. Throughout the
dissertation we discuss the roles of analytical models, observations, data-driven mag-
netic models, and MHD simulations in different parts of the analysis, and the role
of topological analysis in tying the methods together. Our results provide evidence
that has implications for constraining existing and future MHD simulations.
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This research is heavily based on forward modeling of solar sigmoids, i.e. match-
ing magnetic models and topological features to observations. This method has the
enormous advantage can use observations to constrain the models, which is not the
case for the majority of MHD simulations and NLFFF models found in the litera-
ture. However, the magnetic models we produce are static and cannot represent the
dynamical nature of the events, unless when they are not produced for a sequence
of snapshots, representing the time evolution of the regions. In the cases when the
dynamical nature is captured for example close to the time of an eruption in the
case of unstable models, the models are not self-consistent, we we will see in the last
chapters of this dissertation.
In the next two chapters we introduce the tools used for the analysis in subse-
quent chapters and for obtaining the main results. The flux rope-insertion method
used to obtain the 3D magnetic field structure of several sigmoids in the corona is
discussed extensively in Chapter 2, where we discuss both its advantages and limita-
tions. In Chapter 3 we discuss how from the 3D magnetic field structure topological
information can be obtained – we define different topological features and we concen-
trate on the computation of the locations of the so-called Quasi Separatrix Layers.
Throughout the dissertation we utilize mainly high-quality observations from the
X-ray Telescope on the Hinode spacecraft and the Atmospheric Imaging Assembly
on the Solar Dynamics Observatory, which as discussed above, have the advantage
of the highest ever spatial and temporal resolution. The observational studies and
the data used to constrain the 3D magnetic field in the models are described in the
corresponding chapters. We dedicate Chapter 4 to the structure of sigmoids in time
by looking both at the magnetic field and plasma structure in a couple of regions (Q2
and Q3). Our main observational study is described in Chapter 5, where we present
a statistical study of sigmoid observational properties over the whole duration of the
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Hinode and SDO missions. Multiple sigmoids were followed for their entire lifetime
using XRT, AIA, and magnetogram data to associate the major behaviors of sig-
moids with the magnetic flux distribution on the photosphere (Q1). In Chapter 6,
we present a specific study that looks specifically at photospheric flux cancellation
as a mechanism for building sigmoidal flux ropes (Q1). We turn to topology analysis
and identify robust topological features that precede the eruptions in one sigmoid
in Chapter 7, thus answering partially questions 4, 5, 6. The same models are then
compared to an MHD simulation of a sigmoidal region in Chapter 8 in order to build
a consistent picture of the evolution and eruption of the region and pinpoint probable
sites for instabilities and reconnection (Q4, Q5). In the latter two chapters we show
the importance of the torus instability and reconnection, which as part of a feed-
back loop cause and drive the eruptions and let a CME develop. Finally, in Chapter
9, we consider flare- and CME-associated features in a topology context for several
sigmoids in order to more firmly place sigmoid eruption in the standard flare/CME
picture (Q6 and Q7). The summary of the results and the main conclusions are
presented in Chapter 10 along with a description of future efforts.
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Chapter 2
The Flux Rope Insertion Method
The optically thin nature of the corona means that the X-ray loops are seen
in projection on top of one another. This line of sight confusion means that the
best way to gain insight into the magnetic field structure of solar ARs is to build a
magnetic model constrained by the observed photospheric magnetic flux distribution.
We model the core field of the sigmoid, composed of sheared and twisted magnetic
field lines, as a weakly twisted flux rope, embedded in a potential arcade as it has
been traditionally done (Titov & De´moulin 1999). Unlike in the Titov & De´moulin
flux rope model, the potential arcade and the flux rope configuration are determined
by the global photospheric magnetogram, rather than by idealized subphotospheric
sources. The magnetic tension in the potential arcade counteracts the magnetic pres-
sure in the flux rope and equilibrium is possible for a range of flux rope parameters.
Observationally, the long-lived sigmoids are stable for over a week, so we require
that our final models are in equilibrium as well. A NLFFF model is constructed by
inserting a weakly twisted coronal flux rope into a potential field model of the region,
and relaxing the field to a force-free state using magneto-frictional relaxation (van
Ballegooijen 2004). The flux-rope insertion method is described in detail in Bobra
et al. (2008), Savcheva & van Ballegooijen (2009), Savcheva et al. (2012a); Savcheva
et al. (2012b).
To construct 3D magnetic field models of sigmoids, we consider a high-resolution
wedge-shaped domain covering a large area surrounding the sigmoid and extending
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from the solar surface (r = R) to r ≈ 2R, the so-called source surface where
the field is assumed to be radial. For most regions that we analyze in the following
chapters we use a domain that has the following dimensions – 384×384×50 cells. The
magnetic field B(r) in the domain is expressed in terms of the vector potential A(r),
so that the condition∇·B = 0 is automatically satisfied. The numerical computation
uses a 3D grid with variable grid spacing that goes as δ cos theta−1, where the theta
is the heliographic angle between the given grid cell and the central cell. The same
scaling is applied in both horizontal directions. The cell size on the photosphere is
δφ = 1.5×10−3 R (about 1Mm) in the center of the lower base of the domain for all
models. In order for the model to be able to reach the source surface and still retain
high resolution in the part of the domain where the flux rope is located, there are
two more layers of successively lower resolution in height. This way the number of
cells is minimized while the spatial resolution in the low corona is maximized (Bobra
et al. 2008). Similarly, the regions farther away from the sigmoid are modeled with
a lower resolution global potential field derived from a SOLIS synoptic map of Br.
The radial component of the magnetic field on the lower boundary, Br(R, λ, φ)
as function of latitude λ and longitude φ, is specified by MDI or HMI magnetograms.
We assume that Br = B‖/ cos θ, where B‖ is the observed line-of-sight magnetic field
and θ is the heliocentric angle. This method is most accurate when the observed
photospheric field is radially oriented (as is usually the case outside sunspots), or
the object is close to disk center (so that Br ∼ B‖). The method fails in sunspot
penumbrae away from disk center because penumbral fields are significantly inclined
with respect to the radial direction. However, for this work we have avoided regions
with sunspots.
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2.1 The Potential Field Extrapolation
Once the radial field Br(R, λ, φ) is known, the potential field Bpot(r) can be
computed. A global potential field extrapolation is carried out based on the synoptic
Carrington magnetogram for the given solar rotation. This global potential field ex-
trapolation provides the side boundary conditions for a high resolution extrapolation
based on the partial MDI or HMI magnetogram centered at the region. The upper
boundary is left open, which is the so-called Potential Field Source Surface (PFSS)
model.
In Section 1.2.3 we showed a derivation of the potential field in Cartesian co-
ordinates. However, here the problem is more complicated since we need to work in
spherical coordinates both for the global potential field extrapolation and the higher
resolution wedge-shaped domain that is the high resolution domain centered at the
sigmoid. We work in vector potential notation with the components of the initial
vector potential at the lower boundary expressed as follows:
A0,r = 0 (2.1)




















+∇2⊥Ψ = 0 (2.4)













The above equations can be written as a superposition of eigenmodes, the amplitudes
of which are chosen to satisfy the boundary conditions: B0 matches the radial field in
the photosphere as given by the magnetogram and ∂Ψ/∂r = 0 at the source surface.
2.2 Flux Rope Insertion
The next step is to specify the parameters of the flux rope, including its path
on the solar surface and its axial and poloidal fluxes. The flux rope path is manually
selected. The path starts in the positive polarity on one side of the PIL, follows the
PIL along an observed dark filament in Hα or EUV, and ends on the negative polarity
on the other side of the PIL. Other parameters are the initial height and width of the
flux rope path, the axial flux of the flux rope, Φaxi (in Mx), and the poloidal flux per
unit length along the flux rope, Fpol (in Mx/cm). We then modify the surface field
Br(R, λ, φ) by inserting two magnetic sources at the ends of the selected path with
fluxes equal ±Φaxi. This modification is necessary to ensure that, upon inserting the
flux rope into the 3D model, the original observed flux distribution is recovered.
We then compute the partial higher resolution and global potential fields of the
modified magnetic map, and we further modify this field so as to create a “cavity” in
the region above the selected path. In essence, the field lines immediately above the
path are pushed upward, creating a region with B ≈ 0. The flux rope is inserted into
this cavity by making appropriate changes to the vector potentials. The axial flux
is represented by a thin tube that runs horizontally along the length of the selected
path (at a small height above the photosphere). At the two ends of the path the
tube is anchored in the photosphere via two vertical sections. The poloidal flux is
inserted as a set of closed field lines that wrap around this tube.
The transverse to the line of sight current at the photosphere is enforced to be
zero, so the flux rope cannot be allowed to touch the photosphere since the current
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in the flux rope is nonzero. This condition still allows the flux rope to be anchored
to the photosphere with nonzero vertical current. Hence a small boundary upflow
is applied in the first couple of cells of the model in order not to let the flux rope
relax down to the lower boundary. This induces various artifacts in the current and
magnetic field distributions associated with the flux rope, so we generally do not use
the lowest two layers of grid cells in the model.
2.3 Magnetofriction
The above field configuration is not in equilibrium, so the next step is to relax it
to a force-free equilibrium state using a process called magneto-frictional relaxation
(e.g., Yang et al. 1986; van Ballegooijen 2004). The vector potentials A(r, t) above
the photosphere are evolved according to the magnetic induction equation with a
plasma velocity v(r, t) that is proportional to the Lorentz force. Here we give a
quick derivation of the method. It relies on using the Induction equation:
∂B
∂t
= −∇× E, (2.6)
where the electric field is expressed by the the resistive MHD condition:
E = −v ×B + ηj, (2.7)
where η is the resistivity. We add an extra term to the induction equation containing
hyperdiffusion (Boozer 1986; Bhattacharjee & Hameiri 1986), a type of magnetic dif-
fusion, which conserves helicity. This has the effect of suppressing numerical artifacts
while preserving the topology of the magnetic field. We arrive at the following form











where we have used that j = 1/µ∇ × B, and η4 is the hyperdiffusion with the
torsion parameter being expressed as α = B·∇×B
B2
. We can write the above induction




= υ ×B− ηi∇×B + B
B2
∇ · (η4B2∇α) +∇(ηd∇ ·A), (2.9)
where the last term has been included in order to suppress numerical artifacts coming
from ∇ ·A 6= 0. At the lower boundary only the last term is present, and thus the
radial field in the photosphere remains unchanged during the relaxation process, as
it should be since it is given by the boundary condition.
The velocity in the induction equation is given by the fact that the Lorentz
force in the momentum equation must be proportional to a friction force, assuming
all other forces are zero.
υ = (f j− υ1rˆ×B)× B
B2
, (2.10)
where f is the coefficient of magnetofriction. The second term contains the velocity
υ1 which is only present in the first layer of the domain, simulating the effect of
magnetic buoyancy in the photosphere, where the field is not expected to be force-
free.
We use 60 000 iterations of the magneto-frictional method to relax the magnetic
configuration to a force-free state. The first 100 iterations are performed with or-
dinary diffusion (ηi) switched on and hyperdiffusion (η4) off. This is done to speed
up the process of the diffusion of the cavity edges that was artificially created when
inserting the flux rope. The next 4900 iterations are done with no ordinary diffusion
and gradually scaling down the hyperdiffusion from 0.005 to 0.001. The next 25000
iterations are done with this final value of the hyperdiffion, and the next 30000 iter-
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ations are done with no diffusion at all in order to numerically sharpen the currents
so that the locations of current sheets are more distinguished.
Magnetofriction has the effect of expanding the flux rope until its magnetic
pressure balances the magnetic tension applied by the surrounding potential arcade.
In this process the edges of inserted flux rope diffuse significantly and it gradually
transitions to the overlaying more potential field. The current distribution, simply
calculated as 1/µ∇×B, becomes diffused and smooth as well. We have found that the
magneto-frictional evolution has two possible outcomes: either the flux rope settles
into a force-free state, or the field expands indefinitely and never reaches a force-free
state. The lack of equilibrium occurs when the axial and poloidal fluxes are larger
than a certain value (the stability limit). The stability limit will be discussed in
the following sections. We perform additional stability and convergence diagnostics
of the model. We seek that α converges to nearly a constant (to within 10%) with
strongest deviations near the footpoints with subsequent iterations as it is required
by the NLFFF condition.
In Figure 2.1 we have shown the steps of the modeling process for the 12 Feb
2007 sigmoid discussed in the following chapters. In Fig. 1(a) we show some field
lines traced from the global potential field model, which provides a context for the
sigmoid. In Fig. 1(b) we show the path of the flux rope overlaid on a STEREO
image of the dark EUV filament. Selected coronal loops, used for fitting the models
are shown on Fig. 1(c) and example field lines from the best fit model are given in
Fig. 1(d).
2.3.1 Fitting Model Parameters to Observations
For each observation we construct a grid of NLFFF models by varying the
amount of the axial and poloidal fluxes in the inserted flux rope. After we have
determined that all models are converged and relaxed to a force-free state, we de-
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Fig. 2.1: A diagram demonstrating the modeling process for achieving a NLFFF
model. Some field lines traced from a global potential model overlaid on an MDI
magnetogram - upper left. Flux rope path inserted on the location of dark EUV fila-
ment (blue line), the distribution of magnetic flux on the photosphere is shown with
green (negative) and red (positive) contours - upper right. Coronal loops selected
from an XRT image used to fit the models to the data - lower right. Sample field
lines from the best fit model - lower left.
termine which of these models best fits the observed coronal loop structures. The
path of the flux rope is the same for all models from a given time and the initial
height and width of the cavity are kept constant. For each relaxed NLFFF model
we compute a number of parameters: total magnetic, potential energy, free energy
(difference between force-free and potential energy), and relative magnetic helicity.
The latter is a measure of the linkage of magnetic flux in the NLFFF (Berger 1984),
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and is closely related to the amount of axial flux (and to a lesser degree the poloidal
flux) that has been inserted into the model. The method for computing the relative
helicity was described in Section 1.2.3.
After computing the grid (axial, poloidal fluxes) of NLFFF models and and
computing the energies and helicity, we compare every model with the XRT observa-
tions and find the best fit model for each time of observation. The method involves
tracing field lines through the 3D models and comparing these field lines with coronal
loops seen in the XRT images. The fitting uses a 3D visualization tool that displays
field lines in projection on the plane of the sky as seen from XRT, overlaid on an
XRT image. First, the image is aligned with the model using the limb of the Sun.
Then we trace several loops from the XRT image and save their (x, y) coordinates
relative to Sun center (in units of R). The loops are chosen to be prominent and to
sample the sigmoid as fully as possible. We select loops that are part of the elbows
(more potential), sheared loops comprising the spine, as well as loops that cross the
PIL at about 30◦-45◦. This was specifically done so we can constrain the axial and
poloidal fluxes of the flux rope as well as possible.
We then compare each selected loop with a set of 100 field lines traced through
the 3D magnetic model. The field lines are traced from 100 starting points that
lie along a LoS that intersects the observed loop. The starting points are equally
spaced along the LOS, and cover the full height range in the corona. If the model
matches the observations, one of the projected field lines should match the observed
loop. Therefore, we search for the field line that best matches the observed loop
as projected onto the image plane. If none of the field lines match very well, the
model must be wrong. To determine how well a field line matches the observations,
we consider a set of points (x, y) along the observed loop, and for each point we
compute the distance d to the nearest point on the projected field line. We then
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average these distances over all points to obtain an average distance d¯. The value of
d¯ is calculated for all 100 field lines, and the line with the smallest d¯ is provisionally
selected as the best-fit field line for that loop. Sometimes the projection of the
selected field line is much longer than the observed loop, indicating that the height
of the selected field line is too large. In such cases we manually select another field
line (with slightly larger d¯) that better fits the overall shape of the observed loop.
The value of d¯ for the best-fit field line is a measure of how well the model fits
the shape of one particular loop. To obtain a measure of the overall goodness of fit,
we then take the quadratic average of these d¯-values for all loops observed at a given
time. The resulting “average distances” (AD) are compared and a best-fit model
is found. We estimate the uncertainty in the best-fit model parameters (energies,
helicties, fluxes) by looking at the closest model in AD space and its parameters.
The analysis in the following chapter demonstrates this idea. What we have found
in this dissertation and ?Su et al. (2011) the models are somewhat degenerate with
respect to poloidal flux, models with the same axial flux, but different poloidal fluxes
would have very similar ADs. In fact the poloidal fluxes that we use are a small
fraction of the axial flux which speaks to low amount of twist that will be discussed
in the following chapters. So, the more important parameter is the axial flux.
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Chapter 3
Tools for Topology Analysis
3.1 Overview of Topology
Magnetic field topology refers to features in the magnetic field that remain
present under smooth deformations of the field lines. These topological features
separate the volume into magnetically disparate regions connected by bundles of
field lines. Looking at the field topology is useful when one wants to disentangle the
structure of magnetically complex regions, such as the ones modeled here based on
observed distributions.
Early field topology analysis was conducted on idealized analytical configura-
tions, or basic potential (or linear force-free) extrapolations based on sample magnetic
charge distributions (Demoulin et al. 1993; De´moulin et al. 1996a, 1997). This analy-
sis was used to identify significant features that lead to eruptive behavior. The main
topological features of the magnetic field that have been associated with preferred
sites for formation of current sheets in ideal MHD are null points (NP), separatrix
surfaces and separator field lines (Priest & Forbes 1989; Low & Wolfson 1988). We
show an example quadrupolar configuration with the separator field lines and a null
point in Figure 3.1. The straight lines passing diagonally are the separator field lines
and the point at which they cross is the null point, where the magnetic field vanishes.
These topological features separate the magnetic field volume in different connectiv-
ity domains. Field lines in those domains always connect to the same two magnetic
sources and thus the field line linkage across separatrix surfaces is discontinuous. As
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in the figure, field lines that start on opposite sides of the same flux element (one of
the corners) connect to two different flux elements in this quadrupolar configuration.
Null points and seperatrices are the dominant sites for reconnection in 2D and 2.5D.
However, they require special conditions of symmetry to remain present in 3D mod-
els (Hesse & Schindler 1988) - even the slightest misalignment of the magnetic field
vectors in 3D leads to the disappearance of these topological features. Indeed, after
modeling the magnetic topology of several flaring ARs, De´moulin et al. (1997) showed
that not all of the studied magnetic configurations contain NPs or separatrices that
could explain the eruptions.
Fig. 3.1: A schematic representation of a quadropolar configuration with its topo-
logical features. The four flux elements composing the magnetic field distributions
are marked as F1-F4. Field lines starting from the two positive magnetic elements
connect to the negative ones. The separator field lines are the two diagonal straight
lines shown in red, which intersect in the middle at the bull point (NP).
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The generalization of separatrices in 3D are the so-called Quasi-Separatrix Lay-
ers (QSLs, Priest & Forbes 1992; Priest & De´moulin 1995; De´moulin et al. 1996b).
They are confined parts of the magnetic volume over which the field line linkage
experiences dramatic changes but is nonetheless continuous, i.e. two field lines that
start off close together in one flux element, diverge with distance but still connect to
the same flux element at the other end. Like their 2D analogues, the locations and
strength of QSLs carry information about the global topology of the magnetic field.
However, they are much more common than separatrix layers and are insensitive
to small variations in the 3D magnetic field, they are robust topological features.
This makes them suitable tracers of the field linkage and topology that can be used
always. Observationally, it has been shown (De´moulin et al. 1997) that even when
NPs or sepatrices are not present, one can always find strong QSLs close to the lo-
cation of flare-associated Hα kernels or soft X-ray brightenings (Wang et al. 2000;
De´moulin et al. 1997; Mandrini et al. 1997). Wang et al. (2000) and Baker et al.
(2009) showed that AR outflows and heating are associated with main QSLs. These
results demonstrate that QSLs are indeed ubiquitous topological features and find-
ing the locations of prominent QSLs is as important for understanding the magnetic
topology of flaring regions, as are the NPs and separatrices.
Parker (1972) showed that in the presence of smooth photospheric footpoint
motions tangential discontinuities can form spontaneously in the coronal magnetic
field (also see Parker 1983, 1987, 1994; Janse & Low 2009, 2010). Priest & Forbes
(1989) considered steady magnetic reconnection in three dimensions, and suggested
that imposed boundary flows can produce reconnection at a so-called singular line
with an X-type topology (similar to a NP stretched in the third dimension) in a
plane perpendicular to it. De´moulin et al. (1996b) discuss the same concept in
the resistive case, where QSL field lines are forced to slip through the plasma at
77
speeds of the order of the local Alfve´n speed, thus causing the formation of a current
sheet (see also slip-running reconnection Aulanier et al. 2005a). It has been debated
whether random small-scale footpoint motions (magnetic flipping; Priest & Forbes
1992; De´moulin et al. 1996a) or special stagnation flows (Titov et al. 2003) are re-
quired for producing these current sheets. When such current sheets become thin and
concentrated enough, break-down of ideal MHD can occur at small scales when the
resistive or magnetic turbulence scales become important. De´moulin et al. (1996b)
showed that the thickness of quasi-separatrix layers (related to the thickness of the
associated current sheets) is inversely proportional to the strength of the QSL. In
this sense, thin and strong QSLs can be used as markers of where fast reconnection
can possibly occur. The energy stored in the surroundings of the current sheet at
the location of the QSL can be released during reconnection. The MHD simulations
of Aulanier et al. (2005b) demonstrate that energy can accumulate around broader
QSLs. The current distributions steepen with time (with continued boundary mo-
tions) and finally when a limiting thickness is reached explosive reconnection can
release the energy. One might think that the exact limiting thickness may depend
on the local plasma properties and the global field structure in the region, although
such analysis has not been carried out yet.
3.2 The QSL Computation in CMS
QSLs are places where the linkage of magnetic field lines changes drastically.
Thus, the severity of this change is a measure of the strength of QSLs. The pioneering
work of Priest & De´moulin (1995) showed that the gradient of the field line mapping
from one set of footpoints to the other can be generally used to quantify the change
in linkage. One footpoint with Cartesian coordinates (x1, y1) maps to the other
footpoint with coordinates (x2, y2) in another part of the photosphere. The difference
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between the the coordinates of the two footpoints is X = x2 − x1 and Y = y2 − y1
In general, (X, Y ) are some functions of (x, y) and this defines the mapping. The












Generally, one can pick a set of footpoints that lie on a circle. Then, the Jacobian
matrix describes the mapping of this circle of footpoints (at the launching point) into
an ellipse of footpoints at the target point. The ellipse can be rotated, squashed in a
different degree, and/or have different area from the initial circle (Titov et al. 2002).
When the circle is mapped into a line segment, we obtain a separatrix layer. The
determinant of the Jacobian matrix (the Jacobian, ∆) describes the change of the
area spanned by the footpoints. The norm, N of the matrix, M , gives the degree of
stretching and compression (”squashing”) along the two perpendicular axes. Initially,
a norm much larger than unity (large amount of stretching along one axis) was used
to characterize a QSL, providing the degree of divergence of two field lines that start
off within some small distance from each other (Priest & De´moulin 1995). However,
the norm is not invariant with respect to the direction of the mapping, i.e. the
norm of the Jacobian matrix that maps (x1, y1) into (x2, y2) can be different from
the norm of the inverse operation. In order to overcome this deficiency of N , Titov
et al. (2002) proposed the usage of the so-called squashing factor, Q, defined first
only for rectangular coordinates and plane boundaries of the configuration volume.
The covariant form of Q, applicable to any system of coordinates and shapes of the
boundaries, was derived by Titov (2007). The squashing factor, Q, quantifies the
strength of a QSL and is given by Q = N2/|∆|, where N2 ≡ a2 + b2 + c2 + d2 and
the Jacobian ∆ ≡ ad− bc. Assuming flux conservation, the Jacobian is also the ratio
79
of the normal field components at the two footpoints, ∆ = Bz/B
∗
z , where Bz is at
(x1, y1) and B
∗
z is at (x2, y2).
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Fig. 3.2: A schematic representation of the QSL calculation process. The central
field is selected to pass through the green grid point in a given horizontal slice. six
neighboring field lines are traced from the six red dots down to the photosphere.
The shaded plane is defined to be approximately perpendicular to the magnetic field
vector at the green point. The gradient of the mapping of the projection of the field
line footpoints in the shaded plane to the photosphere is determined.
It is evident from the above discussion that in order to calculate Q at a given
point one needs to trace neighboring field lines from the 3D magnetic field. We have
developed such a computation of Q, which was incorporated in CMS. We use the best-
fit NLFFF model for each observation to determine the properties of the mapping,
from a series of models we can study the time evolution of the field topology. We
perform 2D QSL calculations for different horizontal slices at different heights in the
corona. A separate finer grid than the original model grid is defined for the QSL
calculation. At each fine grid point in the horizontal slice we trace a central field
line and six neighboring field lines back to their footpoints on the photosphere. The
method is schematically presented in Fig. 3.2. Four points are in the same horizontal
plane as the central one (green dot), one directly above and one below it (6 red dots).
In the figure we have shown the central field line and one of the six neighboring field
lines. All six points are projected in the shaded plane, perpendicular to the local
magnetic field vector at the central point. We calculate the Jacobian matrix M1,
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describing the gradient of the mapping of the six points in the plane (u, v) to one set
of footpoints on the photosphere by performing a least-squares fit of the elements of
the matrix. Similarly, we calculate M2 (Fig. 3.2) to the other set of footpoints. The
Jacobian matrix of the mapping from the first set of footpoints to the other is then
given by M = M2M
−1
1 . The least-squares fitting allows us to determine whether
M1 and M2 are accurately measured, i.e. whether they accurately reproduce the six
footpoint positions. We require that these positions must be reproduced to within
one cell size of the finer grid. When an accurate measurement of M1 and M2 cannot
be made we set Q equal to a maximum value of 100. By using six starting points
that do not all lie in a horizontal plane, we avoid the problems that would otherwise
arise when the field lines are tangent to the plane. Finally Q is calculated using the
formalism of Titov et al. (2002). The norm is calculated from the Jacobian matrix
M , but instead of dividing by the Jacobian to obtain Q we directly measure the
vertical components of the magnetic field at the two ends of the central field line and
take their ratio. This way we introduce less computational error when calculating Q.
We compute the squashing factor in 25 different horizontal slices at different heights
in our models from 2 (≈ 2100 km) to 50 (≈ 52500 km) cells above the photosphere,
covering an area of 200′′ × 140′′ around the sigmoid.
The grid size for the QSL calculation is 1/5 of the original model grid. The
magnetic field between the original grid points is linearly interpolated to get down to
the new grid size. This grid size is the minimum distance between two neighboring
field lines at the launching point which in turn determines the maximum reliable
value of Q which can be achieved. Minimum spacing of 3 × 10−4R corresponds to
a maximum reliable Q of a few hundred. The work of De´moulin et al. (1996a) and
De´moulin et al. (1997) infers that when the norm reaches values of the order of at
least 103 or more (or about 106 in Q) the thickness of the QSLs (inversely proportional
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to N) is small enough to allow reconnection to take place. Since the calculation of Q
and the production a QSL map is computationally extremely expensive, we restrict
ourselves to small values of Q (Q < 100). A QSL calculation reaching much higher
Q values is shown in the next section and it is applied to data in Chapters 8 and 9.
The disadvantage of looking at lower values of Q is that there are many QSLs with
the same values that show up.
Identifying the important QSLs requires further analysis. In order to determine
which QSLs are important for the topology of the region, we conjecture that volumes
that have both high values of Q and the current density, J , are the locations of
significant QSLs. Parts of the domain that have relatively high Q in our calculations
and low current density correspond to a volume where the field is nearly potential,
away from the flux rope. On the other hand, the places where J is high corresponds
to highly non-potential fields associated with the flux rope. The field in these volumes
possesses high free energy which can be released in reconnection at the QSLs located
in these areas provided that Q gets high enough. The X-ray emission also seems to
come from high-J areas, as discussed later. On the other hand, examining the whole
QSL map with relatively high Q areas everywhere, it is apparent that away from the
flux rope these high-Q areas do not produce considerable emission in the X-rays, and
hence they are not as relevant from observational stand point. This method is far from
exact since the relationships between the underlying diffuse current system and the
presence of strong QSLs has not yet been determined theoretically or experimentally.
Nonetheless, it can be seen in Chapter 7 that the JQ maps are successful at defining
the QSLs that outline the flux rope, on which we concentrate our analysis.
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3.3 The Alternative QSL Computation
For the coronal field, in which field lines are anchored at the photosphere, the
computation of Q is relative to this natural boundary. Traditionally, Q has been
derived at this layer. However, QSLs are 3D structures and it is interesting to study
the distribution of Q in the whole 3D volume. The best way to represent the complex
structures of the 3D QSL is to compute Q on 2D section (Q-maps) of the 3D volume.
In order to do so, Pariat & De´moulin (2012) studied several methods and analytically
derived the most proper formulation of Q for such Q-maps. In the present study we
follow their methodology and used Equation (20) of Pariat & De´moulin (2012) to
determine Q in vertical and horizontal cuts across the domain. Here we present a
quick derivation of the method.
This method is similar to the above method in that it considers the mapping of
field lines from some point in the corona rc with coordinates (xc, yc) in the plane Pc
to the two footpoints at the photosphere in the planes P1 and P2 with coordinates
(x1, y1) and (x2, y2). Similarly to previous method, the Jacobian of the mapping from
P1 to P2 is expressed in terms of the Jacobian matrices of the two mappings with
respect to Pc.
D12 = Dc2D1c (3.2)
For computational purposes it is more precise to computeD1c in terms of the Jacobian

















is expressed in terms of the field strengths normal to the planes Pc and P1, which is
also in the z-directions since P1 is the photosphere. Hence, we can write an expression
for the Jacobian D12 which contains only derivatives with respect to the coordinates





























































The computation of the squashing factor in the vertical cuts of the domain is
done with the reference boundary at Z = 0. The actual computation is done in two
steps. First, a squared mesh is defined, over which Q is computed at each point.
Even though the resolution is ∼ 78 km (resp. ∼ 1.56× 10−3 spatial units) for these
plots, it is sufficient to correctly evaluate the value of Q in the core of the highest-Q
region.
A convergence procedure is then performed similar to the one presented in
Section 3.2 of Aulanier et al. (2005b). In places where Q is highest, it is re-evaluated
at each point by increasing the resolution by a factor of 2 for the next computation
of Q, i.e. dividing by 2 the distance, δ, at which neighboring field lines are traced
(see Pariat & De´moulin 2012). This computation is done in neighboring points of
the mesh and only the largest values are kept. If the relative difference with the
previous value is smaller than 10% the convergence process is stopped. Otherwise,
the computation is recursively done by increasing the resolution by 2 each time.
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This procedure can be done up to 6 times. This allows us to precisely determine the
highest value of Q at each QSL.
The same two-step procedure is performed to produce square horizontal Q maps
at different heights above the photosphere, keeping the same reference boundary. For
these we do not use the photospheric boundary in the NLFFF reconstruction, where
relatively low magnetic field intensities are presents. Hence, there is a very large
number of small scale polarities that do not necessarily extend far up in the solar
atmosphere. A very large number of BPs are indeed present. These nests of QSLs
are an intrinsic consequence of the intermittency of the field. They can eventually
play a role in generating multiple small scale current sheets and participate to the
coronal heating mechanism.
However, when one wants to focus on the QSLs at higher altitude, these low-
altitude QSLs represent a challenge for the computation of Q. If one uses the pho-
tospheric boundary as a reference boundary, these small scale polarities dominate
the computation of Q. Most of this magnetic flux does not reach the solar corona.
This can lead to a poorer evaluation of Q, in addition of being time consuming. It
becomes more difficult to determine the localization of the QSL in the coronal do-
main. We have thus used the boundary at Z = 2.089 Mm (2 pixels above the bottom
boundary) as the reference boundary for the computation of Q. At this layer, which
corresponds to the top of the chromosphere, the distribution of the magnetic field is
far less intermittent, i.e. smoother while preserving most of its complexity.
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Chapter 4
The Structure of Sigmoids
In this chapter we aim at answering Questions 2, 3 identified in Chapter 1
about the magnetic and plasma structure of sigmoids the storage of magnetic free
energy. This discussion an the figures in this chapter are adopted from Savcheva
& van Ballegooijen (2009) and Savcheva et al. (2013a, in prep). For the first time
here we make use of a time sequence of static NLFFF models heavily constrained
by observations to look at the structure and evolution of the magnetic field in a
sigmoidal region. The study of the structure, evolution, and eruption of sigmoids is
made possible by the unprecedented spatial and temporal resolution of Hinode/XRT.
McKenzie & Canfield (2008) observed a long-lasting sigmoid in February 2007. They
found that the Titov & De´moulin (1999) model best matches the observations of this
sigmoid. In this chapter we further analyze the XRT observations of this sigmoid, and
we develop NLFFF models describing its three-dimensional (3D) magnetic structure.
In addition, we look at the plasma properties of another sigmoid observed with XRT
and EIS in December 2007. We analyze temperatures, density and line width maps
in conjunction with NLFFF models in order to associate the hottest and densest
structures with particular locations in the 3D magnetic field structure.
The purpose of the NLFFF modeling is to determine whether the observed fine
structures of the sigmoid can be explained in terms of stable quasi-static models
(as suggested by the long lifetime of the sigmoid). We test the hypothesis by Titov
& De´moulin (1999) that the most prominent coronal loops are located near a bald
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patch separatrix surface (BPSS). We also investigate how electric currents are dis-
tributed within the sigmoid, which is important for understanding whether the kink
instability plays a significant role in its eruption. A series of NLFFF models covering
a seven-day period for the February 2007 and a three-day period for the December
2007 are constructed. Using these models, we investigate how the parameters of the
magnetic configuration (axial and poloidal fluxes, magnetic energies) and the plasma
properties change in time. The NLFFF models are constructed using the flux-rope
insertion method (van Ballegooijen 2004; van Ballegooijen et al. 2007; Bobra et al.
2008; Su et al. 2009a) described in Chapter 2 with some modification described be-
low. This method involves inserting a weakly twisted flux rope into a potential
field and then allowing the field to relax to a force free state. The models are con-
strained by the observed shapes of coronal loops seen in the XRT images. For the
photospheric boundary conditions the flux-rope insertion method only requires line-
of-sight magnetograms (as opposed to extrapolation methods, which require vector
magnetograms).
The chapter is organized as follows. In §4.1 we discuss the magnetic field struc-
ture. In §4.1.1 we show the observations of the sigmoid. We consider the question
of how the sigmoid was formed, and whether it evolved into a 2-J or S-shape at its
most prominent. We were able to identify single loops from the elbows and arms of
the sigmoid that can be used as observational constraints on the NLFFF models. In
addition we use images from the Transition Region and Coronal Explorer (TRACE;
Handy et al. 1999) to constrain the position of the flux rope, and full-disk line-of-sight
magnetograms from the Michelson Doppler Imager (MDI) on the Solar and Helio-
spheric Observatory (SOHO) to obtain the radial magnetic field at the photosphere.
In §4.1.2 we describe the modeling. The magnetic field structure of the sigmoid, is
discussed in §4.1.3. In §4.1.4 we show the evolution of the flux rope parameters over
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seven days. In §4.1.5 we discuss the distribution of electric currents and the stability
of the magnetic configurations. In §4.2 we discuss the plasma structure of the sig-
moid. In §4.2.1 we describe the observations and the EIS analysis and in §4.2.2 we
show the results from the plasma diagnostics and the NLFFF modeling. In §4.3 we
present the conclusions of this part of the dissertation.
4.1 Magnetic and Current Structure
4.1.1 Observations
During the period 2007 Feb 6 - 12, Hinode/XRT performed high resolution
(1′′) observations of a long-lasting coronal sigmoid (McKenzie & Canfield 2008).
Between Feb 11 06:11 UT and Feb 12 05:30 the cadence of the images was about
30s, and the rest of the time the evolution of the sigmoid could be followed using
full-disk synoptic images taken every 6 hours. The field of view of the high cadence
images is 384′′ × 384′′. The primary filter for these observations was the “thin-
Aluminum/polyimide” (Al/poly) filter, but images taken at lower cadence with the
“Titanium/polyimide” (Ti/poly) filter were also used. These XRT observations give
us an opportunity to study the evolution of the sigmoid’s multiple loops. In addition,
we obtain MDI full-disk magnetograms (resolution 1.92′′) for the period Feb 6 to 12.
Figure 4.1 shows a comparison of XRT images and MDI magnetograms for Feb 7
and Feb 12.
The MDI data indicate that in the early days of the observation (Feb 6 and 7)
two bipolar regions have come close together but are still separate (see upper right
panel of Fig. 4.1). The region emerged on the far side of the Sun, so we do not
have data on the formation of these regions. In the later days these two regions
seem to merge and form a larger one with a single PIL. Estimates of the magnetic
flux in the 384′′ × 384′′ region on the magnetogram are not conclusive on the issue
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Fig. 4.1: XRT Ti/poly images (left) and corresponding MDI magnetograms (right).
The first set is for Feb 7, 12:14 UT, and the second one is for Feb 12, 05:32 UT.
The upper magnetogram shows two bipolar regions, and the lower one shows them
merged together into one. White is positive polarity, and black is negative.
of flux emergence or cancellation due to high noise levels close to the limb. On
the other hand, close inspection of an MDI movie1 encompassing the whole period
that the sigmoid region is on the disk, shows that there might be some evidence of
photospheric flux cancellation. The two separate regions move toward each other
along the SE-NW direction and during this motion the opposite polarity sections
of the two regions meet and at this place flux cancellation may take place. This
observation is interesting because it has been suggested that magnetic reconnection
associated with flux cancellation plays an important role in the formation of flux
ropes in the solar atmosphere (e.g., Mackay et al. 2008).
1See http://hea-cfa.harvard.edu/~savcheva/sigmoid.html
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The XRT images from Feb 6 and 7 show that on these dates the sigmoid is not
yet clearly defined. Only the southern region shows evidence for non-potential struc-
ture, while the northern region contains loops that are consistent with a potential
field (see upper panels of Fig. 4.1). However, over the course of the next several days
the merged region develops a clear S-shape. From Feb 9 until its eruption on Feb
12 the sigmoid is remarkably stable. The length of the sigmoid as measured on the
XRT images from Feb 12 is about 182 Mm, and the elbow separation is about 106
Mm.
On most days the sigmoid clearly consists of a collection of S-shaped coronal
loops. However, a closer inspection of the XRT images from Feb 12 indicates that
there are faint S-shaped loops together with two J-like structures composed of multi-
ple loops and curved in opposite directions at the elbows. The overlap of the J-shape
and the faint S-shape coronal loops creates the impression that the X-ray emission
comes from a two J-like structure which has been proposed by McKenzie & Canfield
(2008). From the bottom magnetogram on Fig. 4.1 one can notice two opposite po-
larity magnetic elements near the bend of the PIL, which most likely are the locations
where the J-like loops start. We will explore this issue further when we consider the
NLFFF models for this date and time.
Around 6:00 UT on Feb 12 the first signs of an eruption appear with an onset
of a series of large-scale motions. Then a faint diffuse linear structure, almost as
long as the sigmoid, appears to lift off from the central part, where the two J’s come
together (McKenzie & Canfield 2008). Around 7:40 UT a low-lying sheared arcade
of X-ray loops starts to brighten, which signifies the moment when the X-ray flare
begins1. By the end of the next day (Feb 13) no S-shape remains distinguishable.
Similar motions of coronal structures before and during X-ray flares in sigmoids have
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Fig. 4.2: Two TRACE 171 A˚ images taken on 2007 Feb 11, 06:41UT (left) and on
2007 Feb 12, 04:00 UT (right). The field of view is 384′′×384′′. The dark filament as
well as some bright coronal loops are clearly visible. On Feb 11 the filament consists
of two parts that nearly touch in the middle of the region, while on Feb 12 it is one
whole filament.
been reported by other authors (Rust & Kumar 1996; Sterling et al. 2000; Moore
et al. 2001).
We utilize images from the Global High-Resolution Hα Network2 to determine
whether a filament is present below the sigmoid. A thin filament can be seen in
the Hα images from Observatoire de Paris (Meudon), and from Kanzelho¨he Solar
Observatory for the period Feb 7-14. The filament is located above the PIL in the
magnetograms. The position of the observed filament provides a constraint on the
location and length of the flux rope in the NLFFF models. It is interesting to note
that the filament is most prominent on Feb 11 and 12. Then, it gets disrupted by
the eruption of the sigmoid and reappears again on Feb 13. This can be an evidence
that the flux rope has only partly erupted at the time of the flare and the remaining
part is still able to support a filament. Gibson & Fan (2006) construct a numerical
simulation that shows the partial eruption of a flux rope and the formation of post-
flare loops after the departure of the erupting part and on top of the remaining
2See http://www.bbso.njit.edu/Research/Halpha.
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Fig. 4.3: Transient coronal holes at the two ends of the sigmoid. On the left is a
TRACE 171 A˚ images taken on 2007 Feb 12, 10:05 UT, and on the right an XRT
Ti/poly image from the same time.
part. A large number of observational cases of partly expelled flux ropes have been
reported by Pevtsov (2002).
We also use TRACE 171 A˚ images taken on Feb 11 and 12 to further constrain
the position of the filament. Figure 4.2 shows that a faint dark filament is visible in
the TRACE images from those days. On Feb 11, the filament seems to be composed of
two parts that meet in the middle and on Feb 12 the filament is one entire structure.
At the north-western and south-eastern ends of the filament are regions of bright
diffuse “moss”, which represent the footpoints of the hot S-shaped coronal loops
seen in the XRT images. In addition, TRACE and XRT images from Feb 12 after
the eruption (Fig. 4.3) show the presence of two transient coronal holes at the two
ends of the sigmoid. Similar structures have been observed by Zarro et al. (1999).
A possible explanation is that coronal material has been evacuated by the eruption
(possibly by the lifting off of the long diffuse cloud) and thus lowering the density in
the corona on both sides of the sigmoid.
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Fig. 4.4: The selected path of the flux rope (blue line) is overlaid on the MDI
magnetogram for Feb 12, 05:32 UT. The two circles at the ends of this path indicate
where the axial flux of the flux rope is anchored in the photosphere. White is positive
polarity.
4.1.2 NLFFF Modeling
The NLFFF models in this chapter are produced with an earlier version of the
flux rope insertion method than the one discussed in Chapter 2. The main difference
is in the side boundary conditions of the high resolution domain. In this version, no
global potential field extrapolation is performed based on synoptic magnetogram. In-
stead the wedge-shaped high-resolution region is considered alone with periodic side
boundary conditions. The top boundary at the source surface is still left open. The
flux rope is inserted in the same manner as described in Chapter 2 – the path of the
flux rope for 2007 Feb 12, 05:32 UT overlaid on the corresponding MDI magnetogram
is shown in Fig. 4.4. We have performed fewer diagnostics of convergence than de-
scribed in Chapter 2. Although we have used a less sophisticated technique here to
obtain the NLFFF models, they still can provide useful insight into the structure of
the modeled sigmoid.
Table 4.1 gives a summary of the model parameters for all stable models for
Feb 12 05:32 UT. Based on convergence diagnostics (see Chapter 2), we can say
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Table 4.1: Model grid parameters for 2007 Feb 12, 05:32UT.
Φaxi Fpol Etot Efree hrel AD
[1020 Mx] [1010 Mx cm−1] [1031 erg] [1031 erg] [1041 Mx2] [R]
1 1 3.78 0.27 3.24 0.0190
3 1 4.31 8.07 9.74 0.0063
5 1 4.80 1.29 16.2 0.0164
1 3 3.79 0.29 3.31 0.0169
3 3 4.37 0.86 9.93 0.0062
5 3 4.99 0.45 15.7 0.0057
1 5 3.82 0.31 3.37 0.0143
3 5 4.43 0.92 10.1 0.0060
that all of these models converge to an equilibrium state with j ‖ B, and the axial
flux is below or close to the stability limit (about 5 × 1020 Mx). We conclude that
the overlying arcade succeeds in holding the flux rope, and the models are stable
against flux rope eruption. For the period Feb 6 to Feb 11, we choose a grid of 7
models, which provides enough choice to find a good fit to the observations before
the eruption. For Feb 12 we constructed a larger and finer grid of models in order
to explore more combinations of the free parameters and to obtain a better fit to
the observations around the time of the flare. The choice of the axial and poloidal
fluxes used in these models was motivated by previous works (Bobra et al. 2008; Su
et al. 2009a). The bold values correspond to the best fit model that was picked for
subsequent analysis.
Table 4.2 lists date and time of the best-fit models, the axial and poloidal fluxes
of the flux rope (as inserted), the value of the “average distance” indicating the
quality of fit for the final model, the number of loops used in the fitting, the length L
of the flux rope, and the twist angle Φ. The bold values are the best-fitting models
for the corresponding date. Figure 4.5 shows a comparison of the best-fit models
with the observations for five different times. One can see the XRT images (first
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column), the selected coronal loops (second column), the best-fit field lines to these
loops (third column), and a selection of field lines (last column). Comparison of
columns 2 and 3 indicates that the NLFFF models fit the XRT observations quite
well for all times.
Table 4.2: Summary of best fit models.
Date Φaxi Fpol AD # loops L Φ
[1020 Mx] [1010 Mx cm−1] [R] [Mm] [rad]
Feb 06, 06:11UT 3 1 0.0055 3 80 1.7
Feb 06, 06:11UT 3 10 0.0057 3 80 16.7
Feb 07, 12:14UT 3 10 0.0062 6 80 16.7
Feb 07, 12:14UT 3 5 0.0066 6 80 8.4
Feb 07, 12:14UT 3 0.5 0.0066 6 80 0.8
Feb 08, 11:29UT 5 1 0.0039 5 95 1.2
Feb 09, 11:22UT 3 1 0.0041 5 95 2.0
Feb 09, 11:22UT 5 1 0.0043 5 95 1.2
Feb 10, 17:59UT 5 1 0.0091 6 119 1.5
Feb 11, 06:27UT 3 1 0.0067 6 119 2.5
Feb 11, 06:27UT 3 5 0.0069 6 119 12.5
Feb 12, 05:32UT 5 3 0.0057 7 99 3.7
Feb 12, 05:32UT 3 5 0.0060 7 99 10.4
Feb 12, 06:41UT 5 3 0.0079 6 142 5.4
Feb 12, 08:38UT 3 0.5 0.0050 6 144 1.5
Feb 12, 08:38UT 3 10 0.0057 6 144 30.1
Feb 12, 09:26UT 5 0.5 0.0042 4 123 0.8
Feb 12, 09:26UT 5 5 0.0046 4 123 8.0
Feb 12, 11:15UT 5 0.5 0.0057 5 133 0.8
Feb 12, 11:15UT 5 5 0.0066 5 133 8.0
4.1.3 Magnetic Structure of the Sigmoid
The models shown in Figure 4.5 were constructed by inserting a single S-shaped
flux rope into the 3D model. The resulting magnetic structure can be described as
follows: (1) The magnetic field in the core of the sigmoid is highly sheared in the
direction along the PIL. (2) There exist S-shaped field lines in these models that
extend along the full length of the sigmoid. (3) The core field is only weakly twisted
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Fig. 4.5: XRT Ti/poly images for the different dates (left column), selected coronal
loops from these images (second column), best fit field lines to the selected coronal
loops (third column), and general view of the field configuration (right). Red is
positive polarity, and green is negative.
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and exhibits less than one full turn as we follow the field lines from one end of the
sigmoid to the other. (4) Surrounding the core is an arcade of field lines that are
much less sheared and closer to the potential field. The configuration is similar to
that found in previous models (e.g., Titov & De´moulin 1999; Fan & Gibson 2004).
Figure 4.6 shows magnetic field lines in the model for Feb 12, 5:32 UT. Here
we have selected a series of field lines that range from the interior of the flux rope to
the overlying arcade. The left panel shows the field lines in a vertical cross section
through the flux rope, and in the central panel the same field lines are plotted on
top of the magnetogram as seen from Earth. From these panels it is apparent that
field lines that lie close to the core of the flux rope run parallel to the flux rope axis,
and with increasing height they become more and more perpendicular and finally
transition to the overlying arcade. This is supported by the right panel of the figure
where the model is rotated to the limb and one can see that high-altitude field lines
are perpendicular to the flux rope axis. Such differential shear was previously ob-
served by Schmieder et al. (1996), and is exactly what is expected from the magnetic
configuration of a flux rope inserted in a potential arcade. Note that the sheared
core field extends only a few hundredths of R above the solar surface, it is therefore
difficult to detect the flux rope in coronagraph observations.
As mentioned above, the single flux-rope models contain S-shaped field lines
that extend the full length of the sigmoid. However, on Feb 12, the overall shape
of the sigmoid is reproduced in our model solely by J-like field lines. On the other
days we can see S-shaped coronal loops in the images which match the S-shape field
lines from the models. In addition, in the elbows there are J-like field lines that
add to the X-ray emission. Therefore, our conclusion differs from the idea presented
in McKenzie & Canfield (2008) that the sigmoid is always composed of two J-like
structures and is not a single S-shape. From our models we conclude that in cases
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Fig. 4.6: Different views of the flux rope on Feb 12, 05:32 UT. The left panel shows
several field lines projected onto a vertical cross-section of the flux rope; the black
circles indicate where these field lines cross the vertical plane. The gray-scale image
shows the distribution of α with lighter gray meaning higher positive value of α. The
center panel shows the same field lines in a view from Earth, plotted on top of the
magnetogram. Note how the shear angle of the field lines changes with height from
parallel to the PIL at low heights to perpendicular at large height. On the right, the
scene is rotated to the west limb in order to demonstrate the extent of the field lines
in height. Red is positive polarity.
where the sigmoid seems to be composed of two J-like structures only, the S-shape
field lines are more sheared and lie a bit lower than the more potential J-like ones.
In Fig. 4.7, one sheared S-shaped field line and two J-like field lines (left) are show,
and a vertical cross section along the axis of the sigmoid gives an impression of the
relative height of the three field lines. The overlapping of the J-like field lines with
the ends of the S-shaped ones builds up the X-ray emission and the sigmoid acquires
a more distinct 2-J shape.
Pevtsov et al. (1996) and Moore et al. (2001) discuss brightenings develop-
ing in the center of the sigmoid around the time of eruption. The authors explain
these brightenings as resulting from tether-cutting reconnection between two J-like
structures. To determine whether a 2-J configuration gives a better fit to the XRT
observations prior to eruption, we constructed additional models for Feb 11 by in-
serting two flux ropes into the model instead of a single one. This modeling was also
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Fig. 4.7: Three model field lines - one S-shaped and 2 J-like face-on view (left) from
08:21 UT, Feb 12, 2007, and the same field lines in a cross section along the axis of
the sigmoid (right).
inspired by TRACE images that showed the presence of two dark filaments instead
of just one at that time. The flux ropes almost touch each other in the center of
the sigmoid. We constructed a series of models with different values of the axial and
poloidal fluxes, and compared the models to the observations. The average distances
were found to be similar to those for the single flux-rope models and S-shaped field
lines still can be seen in the model as a consequence of the interaction of the two
flux ropes. We conclude that the 2-J model does not provide a significantly better
fit to the observations and thus, we decided to use the single flux-rope model for
simplicity.
We could identify the BPSS in our best fit model fields. Bald patches are parts
of filed lines that have low-lying dips and graze the photosphere. The top panel of
Fig. 4.9 shows bald patches (light and dark blue features) and associated field lines
for Feb 12, 05:32 UT (other dips at larger height are not shown). The bottom panel
shows a vertical cross section along the bundle of field lines. Some of the field lines
have a well defined dip and/or a plateau that reaches well under the flux rope base.
All the field lines shown in this figure define a warped surface that can be identified
with a BPSS - for comparison see Fig. 4.8 adopted from Titov & De´moulin (1999).
The coronal loops that make up the sigmoid lie close to this surface. Based on this
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Fig. 4.8: BPSS traced from the Titov & De´moulin model associated with two bald
patch areas – BP1 and BP2 in panels a) and b). Some characteristic field lines
associated with the two BPSSs – field lines pertaining to the flux rope in panel c),
and field lines outside the flux rope in d). This figure is adopted from Titov &
De´moulin (1999).
figure we can infer that most of the X-ray emission of our sigmoid originates from the
region near the BPSS, consistent with the Titov & Demoulin model. Cool filament
plasma may accumulate in the dips of the field lines. The position of the dips near
the PIL is consistent with the location of filaments along the PIL.
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Fig. 4.9: Field lines in the best-fit model for Feb 12, 05:32 UT. In the top panel, the
light- and dark blue features show the locations of bald patches, which are low-lying
dips in the field lines (here drawn at a height of 2-5 Mm). The field lines are traced
from these dips. The field lines outline the bald patch separatrix surface (BPSS) that
separates the flux rope from the surrounding arcade. The different colors of the field
lines help to easily distinguish them. The bottom panel shows a side view of the field
lines in a vertical cross section along the length of the sigmoid, demonstrating the
dips and plateaus of the field lines. The white field lines correspond to the colored
ones from the top panel. The green and red contours represent the positive and
negative magnetic field.
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4.1.4 Evolution over Seven Days
Figure 4.5 shows the evolution of the observed sigmoid and the modeled mag-
netic field from Feb 9, 11:22 UT to Feb 12, 11:16 UT. On Feb 9 (first row in Fig. 4.5)
the flux rope is shorter as compared with later days, and the sigmoidal shape is not
entirely developed. On Feb 11 (second row) the sigmoid has reached its final length
of about 182 Mm. On Feb 12 at 5:32 UT (third row) the sigmoid is fully formed, and
the axial flux Φaxi of the flux rope is estimated to be (5± 2)× 1020 Mx. The fourth
row of Figure 4.5 represents the sigmoid around the time of the eruption that started
at about 6:00 UT on Feb 12. The XRT image from 8:21 UT shows an arcade of short
bright loops that cross the PIL in the middle of the sigmoid, similar to post-flare
loops. The corresponding magnetic model (shown in column 4) indicates that the
axial flux is about (3± 2)× 1020 Mx. This is lower than the value for 5:32 UT, but
given the large uncertainties in the axial fluxes it is not clear that the difference is
real. The last row in Figure 4.5 shows the post-eruption corona at 11:16 UT when
the X-ray sigmoid has largely disappeared. Our modeling indicates that a flux rope
is still present at this time.
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In Figure 4.10 we summarize the results of the best fit models for all times. As
we mentioned it is possible to follow the evolution of the sigmoid by means of static
models, if these models are produced for a sequence of different times for which we
have X-ray observations. The axial and poloidal fluxes of the flux rope, as well as
the potential, free, and total magnetic energies and the relative magnetic helicity, are
plotted as functions of time. The error bars have been estimated based on the average
distances of the best-fit field lines that we determined for each model. Sometimes we
find that more than one model can fit the data very well; in this case the error bars
encompass the parameters of all good models. The data points without bars have
only one model that is significantly better than the rest, so it is difficult to estimate
the errors for such models.
The potential energy plot shows that the potential energy is smaller on Feb 6
and 7 while the two regions are separate and the sigmoid is not fully formed. Then
it reaches a maximum value and then decreases toward the moment of the eruption.
The total energy plot shows the same decrease in time as the potential energy with
lowest value just before the flare brightenings begin (Feb 12, 06:41 UT). The data
points on the free energy plot have large error bars and the behavior of the curve is
very erratic which makes it difficult to reach a conclusion based on this curve. Within
the error bars the free energy might just as well be constant. On the other hand the
relative helicity plot shows relatively consistent behavior. The relative helicity seems
to build up toward the eruption and then it is suddenly released just before the
flare. There is an indication that the helicity increases shortly after the eruption,
but then our data stop and we cannot say if this is an intrinsic and prolonged effect.
In general, we decide to put less weight on the data points from Feb 6 and 7 when
the region is still far from disk center and the method for estimating the radial field
Br from the MDI magnetogram is questionable.
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Fig. 4.10: A summary of the model parameters for each observation: axial flux
(upper left), poloidal flux (upper right), total energy (middle left), potential energy
(middle right), free energy (bottom left), and relative magnetic helicity (bottom
right). The start time is Feb 06, 2007, 06:11 UT
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However, based on Figure 4.10 we can infer that the sigmoid stays remarkably
stable throughout the length of the observation that comprises the formation and
evolution. At the end the system is disrupted with the appearance of the flare, but
there are no clearly identifiable changes in the flux rope parameters associated with
the flare.
4.1.5 Discussion
In order to obtain more insight into the structure of the field, we look at the
distribution of α(r) in the vicinity of the sigmoid. In Figure 4.11 (left panel) we have
shown this distribution in a horizontal surface at height 21 Mm above the photosphere
for Feb 12, 05:32 UT. The brighter regions correspond to areas with higher values
of α. Note that there are two ribbons of higher α on either side of the path (white
curve) where the flux rope was originally inserted. The right panel of this figure
shows the α distribution in a vertical cross-section of the flux rope at the location
of the yellow line in the left panel. The highest values of α occur at the interface
between the flux rope and the envelope field, i.e., the field-aligned currents have
a “hollow core” distribution (Bobra et al. 2008; Su et al. 2009a). The reason for
this hollow core distribution is that the magnetic field changes rapidly with position
across the interface, whereas in the central parts of the flux rope the field changes
gradually because the flux rope is only weakly twisted. Such current sheets at the
boundary of the flux rope were also found in earlier models (Titov & De´moulin 1999;
Kliem et al. 2004).
We now consider the stability of our solutions with respect to the ideal-MHD
(MHD with no resistivity, and no thermal conduction) kink mode. Since the solutions
were obtained by magneto-frictional relaxation, one expects them to be stable to
the kink mode, otherwise the instability would already have developed during the
relaxation process. Therefore, we may compare our results with criteria for the kink
105
Fig. 4.11: Distribution of the torsion parameter α in a horizontal cross-section
through the flux rope at height of 21 Mm (left), and in vertical cross section (right)
at the location of the yellow line in the left panel. Bright is higher value of α;
the maximum value is 95 R−1 . The white curve is the flux rope path used in the
construction of the model. The hollow core distribution of the electric currents can
be seen on both plots.
instability published in the literature. The most relevant works are those in which
the arcade surrounding the flux rope is taken into account. Hood & Priest (1980)
considered several arcade-like configurations and found that photospheric line-tying
has a dominant stabilizing effect. One of these configurations consists of a large flux
tube, anchored at its ends and surrounded by an arcade, so that the field transverse
to the PIL contains a magnetic island. Such a configuration is found to become
unstable if either the length of the structure, the twist of the flux tube, or the height
of the magnetic island becomes too great. Instability requires that the twist angle Φ
of the flux rope is greater than some critical value, but for Φ < 2pi the configuration
is definitely stable (see Appendix B in Hood & Priest 1980).
For the present models the twist angle can be estimated as Φ = 2piFpolL/Φaxi,
where Φaxi is the axial flux of the flux rope (in Mx), Fpol is the poloidal flux per unit
length along the rope (in Mx/cm), and L is its length. These parameters are listed
in Table 4.2 for the different models. The bold face model parameters refer to the
best fit models in terms of average distance. In addition, in attempt to estimate the
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error on these values we also present the closest in AD models with the corresponding
twist. Except for Feb 7, the twist angles Φ (last column of Table 4.2) are less than 2pi
radians, which is due to the low value of α in the center of the flux rope as compared
to the edge (see Fig. 4.11). There appears to be an increase in Φ from Feb 11,
06:27 UT until Feb 12, 06:41 UT (just before the eruption), when Φ ∼ 2pi. However,
the fact that Φ is less than any of the discussed limits (see Chapter 1) for the kink
instability suggests that the magnetic configuration is stable against the kink mode.
The eruption of the sigmoid occurs between 7:20 UT and 8:20 UT on Feb 12.
While our model does not include the eruption, the XRT observations on the other
hand support the standard model of ejective flares (Moore & Labonte 1980; Moore
et al. 2001). According to this model, the two arms of the sigmoid come together
in the middle and reach underneath the core field, creating a small region with
strong electric currents where reconnection can occur. Magnetized plasma flows
horizontally toward the reconnection site, and is ejected in the vertical direction.
During an eruption this reconnection becomes a runaway process, creating a vertical
current sheet that spreads both in height and in position along the sigmoid. Below
the current sheet lies an arcade of “post-flare” loops, and above it lies an elongated
structure that lifts off along the entire length of the sigmoid. The reconnection causes
the axial field of the sigmoid to split into two parts: an upper part that is ejected
and a lower part that remains behind in the low corona (also see Su et al. 2006). In
the early stages of the eruption, the post-flare loops are highly sheared because they
are formed in an environment where there is a significant component of magnetic
field along the PIL. Later on, the reconnection begins to draw in the envelope field,
which is less strongly sheared, so the post-flare loops are less sheared as well. In
the present case the less sheared loops are not seen, perhaps because they are too
faint in the late phases of the eruption (Feb 12, 11:16 UT). Several hours after the
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eruption there is no sign of the sigmoid, indicating that the coronal field has been
significantly reconfigured.
4.2 PART II – The Plasma Structure
As discussed in Chapter 1, the best way to obtain plasma diagnostics of an
active region is to use spectral observations. In this case we make use of the imaging
spectrograph EIS on Hinode which has a broad range of temperature and density
sensitive lines in the EUV. We perform temperature, density, Doppler velocity, and
line-width analysis of a region observed in December 2007. This is the sigmoid with
the best EIS coverage over two days of its evolution. We put the prominent plasma
features in the context of the 3D magnetic field structure obtained using the same
method as described in Chapter 2. More detail on these NLFFF models and the
observations of the region will be provided in Chapter 6, where the region’s evolution
is studied in detail.
4.2.1 EIS Observations and Analysis
AR 10977 was a forward S-shaped sigmoid observed in the Southern hemisphere
in the period 4-8 December 2007. The region is characteristic with the fact that it
displays considerable flux cancellation over its evolution. It produced two CMEs –
on Dec 7 at 04:20 UT and Dec 08 shortly after 17:00 UT. The region’s evolution is
followed in detail in partial and synoptic XRT images, which are used for alignment
with EIS when putting the EIS maps in the context of the NLFFF models.
We analyze 11 EIS datasets of AR 10977 obtained on 6-7 December 2007 for
all plasma diagnostics, except the temperature diagnostics, which is performed on a
subset of these. The observations consist of rasters using the 1′′ slit in scanning mode,
which cover the whole region and parts of the quiet Sun. Table 4.3 summarizes the
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EIS raster details including location, field-of-view, exposure time, total raster time
and study number.
Date Start Location Study Exposure Field of View Raster
Time X Y Time X×Y Time
(2007) (UT) (arcsec) (arcsec) (No.) (s) (arcsec) (min)
06 Dec 02:14 -177 -120 180 50 180 × 512 52 (s)
06 Dec 05:28 -147 -120 180 50 180 × 512 52 (s)
06 Dec 12:03 -86 -119 180 50 180 × 512 52 (s)
06 Dec 15:18 -53 -118 233 10 360 × 512 71
06 Dec 16:30 -42 -118 233 10 360 × 512 71
07 Dec 00:18 30 -118 180 50 180 × 512 52 (s)
07 Dec 03:27 60 -117 180 50 180 × 512 52 (s)
07 Dec 10:34 127 -117 180 50 180 × 512 52 (s)
07 Dec 11:26 135 -117 180 50 180 × 512 52 (s)
07 Dec 16:35 184 -116 233 10 360 × 512 71
07 Dec 18:08 198 -116 233 10 360 × 512 71
Table 4.3: EIS study details. Both studies employ the 1′′ slit, however, their scan
step sizes are different. Study 180 is designed to use a sparse raster (s), where the
target region is sampled by moving the 1′′ slit in 3′′ intervals.
Each dataset was processed with EIS PREP using the standard options recom-
mended on the EIS wiki1. Raw spectral data were corrected for cosmic rays, dark
current, hot, warm and dusty pixels. Instrumental effects including CCD detec-
tor offset, slit tilt and orbital variation in the line centroid position due to thermal
drift were removed. The emission lines were fit separately with a single Gaussian
at each spatial pixel in the rasters using the routine EIS AUTO FIT, available in
the Solarsoft distribution, in order to obtain the line center for each spectral profile.
Reference wavelengths were taken from an average value of a quiescent Sun region
of each raster.
The Doppler velocities are determined based on the spectral shift with respect
to the rest wavelengths of the lines. Doppler velocities are used to identify flows in the
plasma along the LoS – upflows or downflows that happen along coronal loops. The
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Doppler shifted lines also have an associated thermal width, denoted by VD. On the
other hand, one can look at non-thermal velocities of the plasma, which originate
in non-thermal processes such as reconnection, that heat the plasma additionally.




4 ln 2(VD)2 + (VNT )2, (4.1)
Where λ0 is the rest wavelength of the given line, and VNT is the non-thermal velocity.
The larger the width of the line the more additional energy is input by small-scale
reconnection events. Equation 4.1 assumes that the instrumental width, which varies
with CCD Y-pixel position, has been removed from the line profile and that all
broadening mechanisms are Gaussian. In Fig. 4.12 we show a sample of maps –
intensity maps (equivalent to an image), Doppler velocity, and non-thermal width
maps in Fe XIII for selected Dec 6 and 7 observations.
Density diagnostics were carried out by selecting appropriate ratios of emission
lines from the same ion that are sensitive to the electron density of the emitting
plasma. The populations of ions that produce these lines in meta-stable ion states
that can only get collisionally de-excited. Unfortunately, there were no common
line pairs from the spectral line lists of the two studies, #180 and #233 that cover
the evolution of the region. In the case of Study #180, the well-known Fe XIII
λ((203.80+203.83)/202.04) A˚ line pair was selected and for Study #233, the Fe XII
λ((186.85+186.89)/195.12) A˚ line pair. Densities were derived using CHIANTI v7.0
atomic database and EIS Software Note No.15. The Fe XII and Fe XIII diagnostic
line pairs yield broadly similar densities across active regions, however, there can
be variations of up to 0.5 dex in derived log Ne values with Fe XII density values
typically greater than those of Fe XIII (Young et al. 2009). This must be considered
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Fig. 4.12: Fe XIII intensity maps (left panel), Doppler velocity maps of flows in
the range (-20, 20) km s−1 (middle panel), non-thermal width maps in the range (0,
40) km s−1 for selected observations on 6 and 7 Dec 2007.
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Fig. 4.13: Fe XIII density maps in the range 108−10 cm−3 for selected observations
on 6 and 7 Dec 2007 as part of EIS Study 180.
when comparing density maps of different rasters. In Fig. 4.13 we show selected
density maps for Dec 6 and 7.
For the temperature diagnostics we take the ratio of Fe XVI λ262.99A˚ to Fe XV
λ284.16A˚ , which is the most suitable line ratio since the core of an active region is
typically around 4 MK. From CHIANTI the theoretical ratio can be derived, and is
shown in Fig. 4.14. The temperature is determined from the point where the observed
and theoretical ratio curves cross. The ratio is weakly sensitive to density for typical
active region densities, and so will be ignored for this work.
A subset of the observations discussed above are analyzed that had raster start
times at 02:14 UT (Dec 6), 12:03 UT (Dec 6), and 00:18 UT (Dec 7). Intensity arrays
for each line were then obtained from the Gaussian fits, and the Fe XVI λ262.99/Fe
XV λ284.16 ratio array derived. A correction was made for the spatial offset in
the Y-direction between the two lines that arises from a mis-alignment between the
grating and the detector of the instrument (Young et al. 2009).
Fig. 4.15 shows the Fe XV and Fe XVI intensity maps, and the derived Fe XVI
λ262.99/Fe XV λ284.16 ratio map for each of the three data-sets. Contours of the
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Fig. 4.14: Predicted variation of the Fe XVI λ262.99/Fe XV λ284.16 intensity ratio
as a function of temperature, as derived from CHIANTI 7.
ratio are over-plotted on each of the Fe XV and Fe XVI intensity maps. The contour
levels correspond to temperatures log T = 6.40, 6.44 and 6.47, as derived from the
curve shown in Fig. 4.14. The mean intensity ratios for each dataset are 0.0399,
0.0386 and 0.397, respectively, corresponding to temperatures log T = 6.39-6.40.
4.2.2 Plasma Diagnostics
These observations in combination with understanding of the formation con-
ditions for the different EIS lines allow us to have a thorough look at the plasma
structure of the sigmoid, which can be put in the context of its 3D magnetic struc-
ture when used in conjunction with the NLFFF models in time for this region. For
this purpose we have computed NLFFF models for five times during the evolution of
this region, which will be described in detail in Chapter 6. The times of the models
are within one hour of the corresponding EIS raster, but since the region is stable
this is not a bad set-up. The models evolve from a state of a sheared arcade – having
some amount of axial flux, and almost no poloidal, towards a fully developed flux
rope, containing more axial and poloidal fluxes. As we will discuss in Chapter 6 the
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Fig. 4.15: The top, middle and bottom rows show images derived from the tem-
perature datasets with start times 02:14 UT (Dec 6), 12:03 UT (Dec 6), and 00:18
UT (Dec 7), respectively. The middle panels show the Fe XVI/Fe XV intensity ratio
(scaled between 0 and 0.075 for each panel). The left panels show the Fe XV intensity
maps, with the ratio maps over-plotted as contours. The right panels show the Fe
XVI intensity maps, with the ratio maps overplotted as contours. The contour levels
are set at 0.040, 0.055 and 0.070.
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flux rope in this case gets build up by the process of photospheric flux cancellation
where sheared field lines brought close to each other by converging surface flows re-
connect to form long helical field lines that compose the flux rope. This evolving
structure of the magnetic flux rope is represented by the evolution towards more and
more defined S-shape. This region produces two CMEs, one of which on Dec 7 at
04:20 UT. So, in this sense the models that we present here lead towards this eruption
starting early on Dec 6.
Doppler Velocities
In Fig 4.16 and 4.17 we see an overlay between field lines traced from the middle
of the downflow region (warm colors) from the best fit NLFFF models closest to the
time of the EIS maps. The Doppler velocity maps show downflows of about 8-
10 km s−1 along the length of the sigmoid and its more potential elbow surroundings,
and significant upflows of about -20 km s−1 in the potential arcade surrounding the
flux rope on the east and west. Such upflow regions have been observed in the
outskirts of active regions in previous EIS studies targeting ordinary ARs (Doschek
et al. 2007; Hara et al. 2008; Brooks & Warren 2009; Peter 2010). These authors
report similar values for the upflow velocity. In terms of their magnetic structure the
upflow regions are identified as areas from which field lines leave and connect farther
away. These regions contain field lines that are significantly potential (crossing the
PIL at right angles) and long, reaching to larger heights, as opposed to the loops in
the core of developed ARs, which are more confined to the PIL and lie lower down.
It can be seen that the most sheared and twisted loops lie in the core of the
sigmoid as expected and they exhibit plasma downflow. The value of the Doppler
velocity in these regions is generally less than 10 km s−1, which has been reported
before by Doschek et al. (2007) and Peter (2010). As in our case, these authors show
loops that are totally immersed in downflows, i.e. downflows are observed over the
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Fig. 4.16: Doppler velocity maps for the three model times on Dec 6 (left) with
overlaid field lines from the best fit NLFFF model closest in time to the corresponding
EIS raster (right). The spectral lines which have been used to derive the velocities
are marked on the plot. The color scale is the same for all panels. In the last panel,
the path of the inserted flux rope is marked with red with two circles representing
the anchor points of the rope.
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Fig. 4.17: Doppler velocity maps for the two model times on Dec 7 (left) with overlaid
field lines from the best fit NLFFF model closest in time to the corresponding EIS
raster (right). The color scale is the same as in Fig. 4.16.
whole loop length. In fact, as can be seen from Fig 4.16 and 4.17 the left footpoints
of most loops are located in the left upflow region, while the rest of the loop and its
other footpoint show downflows. Although the shape of the sigmoid is nicely outlined
by the downflow areas, we have to mention that a value of 10 km s−1 for the Doppler
velocity is at the edge of the sensitivity of EIS – within the null point calibration,
which is usually taken to be about 5-10 km s−1. For example the downflow regions
located at the edge of the image are probably spurious.
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Densities
The density maps show density enhancements of the order of 109.5−9.7 cm−3 in
the core of the sigmoid, shown in Fig 4.18 and 4.19. This density enhancement is
associated with the most sheared and twisted field lines in the region, as can be seen
from the figure. The flux rope path is shown for reference on the last panel. It is
widely thought that the dips of the twisted field lines or dents in sheared loops provide
the magnetic support against gravity so that cool dense material can accumulate and
be suspended at some height in the corona. In the standard filament models such
dips exist along the whole length of the flux rope, which is generally highly twisted.
However, our models show that the flux rope is weakly twisted as we saw before,
having 1-1.5 turns along its length, which is supported by the fact that it is not kink
unstable (we do not observe evidence of kinking in this filament). In this case the
bald patches, or the dips computed at some low height in the corona do not span
the whole length of the sigmoid as can be seen from Fig. 4.20. The dips in the figure
do lie close to the path of the flux rope in its northern part. The dips outside the
region, at the edges of the image are due to the intrinsic magnetic complexity of the
quiet Sun. The dips in the other models are even patchier. However, the flux rope
dips are definitely associated with density enhancement in the core of the sigmoid.
Another prominent dense feature is located in the loops in the southern elbow.
These potential loops are visible in all rasters, even the first one which is associated
with the sheared arcade structure of the region. While the density of the flux rope
starts to blend with the background in the times preceding the eruption on the
7th, this dense southern loop feature remains prominent. As we discuss in detail
in Chapter 6, our models show that conditions for reconnection exist under the flux
rope since 14 UT on the previous day. In fact, the sigmoid is most prominent in
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Fig. 4.18: Density maps for the three models times on Dec 6 (left). Field lines from
the best fit NLFFF model are overlaid (right). The color scaling is the same in all
panels. The flux rope path for the last raster (model) is shown for reference in red.
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Fig. 4.19: Density maps for the two model times on Dec 7 (left) with overlaid field
lines from the best fit NLFFF model (middle) closest in time to the corresponding
EIS raster. The color scale is the same as in Fig. 4.19. The same field lines are
overlaid on the horizontal map of the current density (right).
density, its whole length together with the potential elbows being dense, in the map
at 13:18 UT on the 6th. We suggest that it is possible that slow reconnection takes
place under the flux rope since the previous day which would be associated with the
slow rise of the filament in STEREO. Unfortunately, in late 2007 the two STEREO
spacecrafts were not separated in a suitable way as to detect the 3D structure of
the filament, although some analysis on this sort can be possible for a future study.
However, as we will see in Chapter 6 the flux rope at least in our models does rise in
time to the point where enough flux is transported into the flux rope by reconnection
under it that it becomes torus unstable. If this process is taking place, it is possible
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Fig. 4.20: Density map for Dec 7 15:18 UT with overlaid path of the flux rope (red)
and the locations of dips at height 3000-5000 km above the photosphere. Note that
the flux rope path lines up well with the dips. The color scale is the same as in
Fig. 4.19.
that in the process of rising the flux rope drains material down as the BP areas move
towards the anchor points. Indeed, the enhancements in the density associated with
the flux rope in the two maps just preceding the eruption on the 7th are located at
the two ends of the flux rope, which is especially clear in the map at 03:27 UT.
Temperature
The temperature maps for all times with available line ratio are shown in
Fig. 4.21 with overlaid field lines from the best fit models and the paths of the flux
ropes. It can be seen that the flux rope is hottest in the first two rasters on Dec 6
indicated by the flux rope path. On Dec 6 02:14 UT the enhancement in the tem-
perature coincides with the loop tops of the sheared arcade loops in the core of the
region. This part becomes significantly hotter in the second raster, when the flux
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Fig. 4.21: Temperature maps for Dec 6 and Dec 7 (left), the same smoothed maps
with overlaid field lines (cyan, magenta, blue) and flux rope path (red) (middle), the
same field lines from the middle panels overlaid on the current distribution taken
at at height 6 000 km for the first two maps and 10 000 km for the last map on Dec
7. The red and green contours represent the positive and negative magnetic flux
distribution at the photosphere. The x-axis is 100 Mm long.
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rope is fully formed and the temperature enhancement overlaps with most of the
length of the flux-rope associated loops. The 12:03 UT (Dec 6) and 00:18 UT (Dec 7)
datasets both show unresolved bundles of hot loops with comparable temperatures of
about log T = 6.45-6.50 (2.8-3.2 MK). The loop in the 12:03 UT dataset runs north-
south and is in the northern part of the active region. The loop in the 00:18 UT
map runs east-west and is in the southern part of the active region, coinciding with
the southern part of the flux rope, where it bends towards the positive polarity
(red contours). Note that the latter is physically distinct from a nearby loop that is
brighter in intensity in both the Fe XV and Fe XVI lines as evident from the intensity
maps shown in Fig. 4.15.
These hot features coincide with enhancements in the current density as shown
in the right panel of Fig. 4.21. It is not easy to show this correspondence since the
nature of the magnetofrictional method intrinsically provides very broad and smooth
current distributions. However, one can use the field lines that correspond in both
panels to guide the eye. In the first two models the enhancement of the current is
seen at the left side of the region where the sheared field lines are rooted and slightly
towards the middle of the flux rope. The correspondence is most clear for the hot
southern feature in the last set of panels. The current is enhanced at the bend of the
field lines and at their footpoints in the positive polarity. We have to mention that
the currents shown in these plots are relatively weak and have little in common with
the sharp small-scale current sheets, reconnection, at which is supposedly involved in
heating the coronal loops. However, these currents still fill in the flux rope and can
be responsible for some Joule heating. Perhaps, it is not surprising that the current
enhancements and the corresponding hot features appear at the interface between
the flux rope and the strong positive polarity fields in west.
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Non-thermal Widths and Topology
In Fig. 4.22 we show maps of the non-thermal widths (NTW) in the region for
Dec 6. Enhancements in the NTW of about 30-40 km s−1 are seen on both sides
of the sigmoid. These areas lie on the edge of the cavity of the flux rope with the
surrounding field, which is evidenced by the flux rope path given on the maps for
the later part of Dec 6. These areas also overlap with the ares of strong AR outflows
as seen in Fig 4.16. Such values of the NTW have been reported before by Peter
(2010) and Hara et al. (2008). These authors propose that because of this overlap,
the spread in velocity along the different loops belonging to this area causes the
additional width above the thermal width, which shows up as NTW. However, the
outflow regions are more localized and circular, located in the strong polarity regions,
and the enhancements in the NTW are more distributed.
Here we explore the possibility that non-thermal widths arise by additional
heating in the process of reconnection that takes place at the edge of the flux rope,
where it borders the surrounding arcade. This hypothesis is based on the fact that
field lines that lie above the flux rope and transition towards the potential arcade are
rooted in the enhanced NTW regions. This effect can be seen from Fig. 4.23, where
field lines traced from progressively larger heights above the flux rope are shown.
The current plot shows the location of the flux rope and the location of the apex
of the field lines. As we go up in height the field lines turn more potential, which
is evidenced by their inclination angle with respect to the PIL becoming closer and
closer to 90◦. The footpoints of these field lines are clearly located in the enhanced
NTW regions.
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Fig. 4.22: Fe XII Non-thermal width maps for Dec 6 with overlaid contours of the
magnetic flux distribution (left) and QSL maps at height 12 000-16 000 km derived
form the corresponding best fit models, with the same contours overlaid. The red and
green contours represent the positive and negative magnetic flux distribution at the
photosphere. The color scale of the QSL maps is such that blue is small value of the
squashing factor, whiter hues are progressively larger Q, and yellow is the maximum
value reached in our computation (Q = 100). Green areas are where one footpoint
of the field lines traced from this region lies outside the computational domain and
Q cannot be computed.
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One way to resolve the question whether the NTW are produced by reconnection
is to identify the locations of relatively sharp current sheets at the edge of the flux
rope. As can be seen from Fig. 4.23, the current distribution in the flux rope is quite
smooth, which is to be expected from the nature of the relaxation process used to
obtain this model. However, as discussed in Chapter 3, locations of potentially sharp
current sheets are evidenced by the presence of QSLs in the volume. Thus, we look
at QSL maps through the middle of the flux rope at a height of about 16 000 km to
look for QSLs that bound the NTW regions. These QSL maps are shown in the right
column of Fig. 4.22. These are only low resolution QSL maps, but if we look at the
yellow curves, we get a sense of where the squashing factor is potentially high. In
any case, we do not expect Q to be very high in these current sheets since in order
to produce the NTW, reconnection should not proceed in an explosive manner, but
rather progress slowly and at small scales. The NTW areas are much wider than the
QSLs, which makes the comparison a bit harder. However, if one uses the contours
of the magnetic flux, which correspond, one can see that there are definitely QSLs
that overlap with the NTW areas. To aid the comparison we have drawn black lines
next to the relevant QSLs that correspond to the enhancements in the NTW. Based
on this analysis, we conclude that it is possible that the source of the NTW at the
edge of the flux rope is slow small scale reconnection happening at the locations of
the QSLs bounding the flux rope from the surrounding field.
4.3 Conclusions
The magnetic configuration of a long-lasting quiescent coronal sigmoid is inves-
tigated. NLFFF models of the sigmoid are constructed for several different obser-
vations between 2007 Feb 6 and Feb 12. The modeling uses the flux-rope insertion
method (van Ballegooijen 2004; Bobra et al. 2008). A grid of models with different
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Fig. 4.23: Fe XII Non-thermal width maps for Dec 6 15:18 UT with overlaid contours
of the magnetic flux distribution, flux rope path (red), and field lines traced from
different height above the flux rope (cyan, blue, magenta). A cross section through
the flux rope is shown in the right panel where the flux rope is identified as the
dark inverted tear-drop shaped distribution. Field lines with progressive height are
overlaid that correspond to the field lines shown in the left panel.
combinations of axial and poloidal fluxes of the flux rope is developed, and each
model is checked against the Hinode/XRT observations. We find that the observed
features of the sigmoid can be reasonably well fit. We infer that the magnetic field
of a sigmoid is highly sheared along the PIL. The configuration can be described as
a weakly twisted flux rope surrounded by a potential-field arcade. The axial flux
of the flux rope is close to the stability limit, which is about 5 × 1020 Mx for this
active region. The field-aligned currents (as indicated by α) are concentrated near
the boundary between the flux rope and its surroundings. This current layer more or
less coincides with the BPSS (Titov & De´moulin 1999). Most of the X-ray emission
appears to come from this current layer.
We also study how the axial and poloidal fluxes, magnetic free energy, and
magnetic helicity vary with time. All of these quantities have large uncertainties,
and it is difficult to discern clear trends. However, the relative magnetic helicity
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seems to build up towards the eruption, and a similar trend is found for the twist
angle Φ of the field lines inside the flux rope. Although Φ increases with time, we
find that the twist angle is less than any of the limits for the kink instability. This
is consistent with the observed long-term stability of the magnetic structure. We
conclude that the eruption is most likely not due to the kink instability, and another
kind of eruption mechanism must be explored in order to explain the X-ray flare.
In addition, we look at the plasma structure of another sigmoid, which has
the best known EIS dataset combined with XRT observations covering the time
leading towards the eruption. The EIS analysis is done in conjunction with NLFFF
models, giving us the 3D magnetic and current structure in the corona for several
times during the evolution of the region. We present the first comprehensive EIS
analysis of a sigmoidal region, and maybe also any other region, including a study
of the Doppler velocity and non-thermal width distributions, as well as temperature
and density maps of the region in time. We show that the sigmoid region has a
standard active region structure with AR upflows in the flanks of the region with
values characteristic of active regions. The core of the region displays clear downflow
regions, which well outline the sigmoidal shape in the intensity images. The density
and temperature maps show that the location of the flux rope, which we infer from
the NLFFF model coincide with hot and dense loops in the core of the region. We
suggest that the heating in the flux rope might be due to Joule heating from current
sheet dissipation at the edge of the flux rope. The locations of dips in the flux rope
field lines are aligned with the density enhancements, which leads us to conclude that
this is reminiscent of the standard filament formation scenario. We see that density
is being evacuated from the flux rope in the hours preceding the eruption, which we




Sigmoids – A Statistical Study
In this chapter we attempt to give an observational overview of sigmoids and
contribute to answering questions 1, 2, and 3 from the Introduction. This discussion
and the figures are adopted from Savcheva et al. (2013b, in prep). In the previous
chapter we analyzed the characteristics of two sigmoids in the context of their 3D
magnetic field structure. The disadvantage of this kind of modeling is that we can
study only limited number of case studies. Moreover, the models that we obtain are
static, and although representative the magnetic evolution of the regions, significant
insight can be gained from looking at the properties and evolution of a large number
of sigmoids observationally. In this case we can study these properties statistically
by assembling a large sample of observed sigmoids. Although, sigmoids were widely
observed with Yohkoh/SXT and a database of Yohkoh sigmoids exists, a systematic
analysis of the observed properties of sigmoids have never been performed. SXT’s
spatial resolution was 2.5-5 times lower that current X-ray observations with Hin-
ode/XRT and even lower than the coronal observations by SDO/AIA. Hence, now we
have the advantage to study sigmoidal ARs with unprecedented spatial and tempo-
ral resolution provided by these instruments. In addition, the time covered by XRT
and AIA observations covers almost a full 11-year solar cycle – from late 2006, when
Hinode was launched, until 2013, when this study is conducted. Here we present
a sigmoid catalog compiled from the lifetime of the Hinode and SDO missions up
to now in order to study the bulk properties and evolution of solar sigmoids. In
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addition, this catalog can be used in the future for event selection for further case
studies. For this purpose the catalog has already been provided to two separate
groups of researches conducting sigmoid analysis. This catalog will be used to ver-
ify the AIA feature finding team’s automatic sigmoid detection and to help develop
another automatic detection and characterization by a group in India.
The Chapter is organized as follows: In §5.1 we present the analysis of the
observations and a summary of what observations we collect for the sigmoid catalog.
In §5.2 we describe the sigmoid catalog and in §5.3 we show some basic statistical
studies that we have done with it. In §5.3 we look at our preliminary analysis of the
evolution of the magnetic flux in several sigmoidal regions and what implications this
might have for arriving at a consistent picture of the sigmoid formation mechanism.
In §5.4 we present our conclusions of the this line of research.
5.1 Observations Analysis
The first step is to select the events for the duration of the Hinode and SDO
missions. We used mission long XRT movie composed of synoptic full disk images in
the Ti poly filter with cadence of 6-12 hours that runs until March 2012 to select most
of the sigmoids. When XRT data was not available we used full disk monthly movies
from AIA in the 335A˚ channel to select the rest of the events. The temperature
response of the 335A˚ AIA channel peaks at 2.5 MK, which makes it close to XRT,
although some cooler plasma is visible. All regions were selected by eye by a trained
observer.
Based on these movies we selected 72 sigmoids, which we gave a 1 to 4 star
rating based on the prominence of the S-shape as determined by eye, and which
might have better observations for further studies. In Fig. 5.1 we show examples of
different rated sigmoids using this processes. This measure is subjective and thus,
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Fig. 5.1: Examples of star rated sigmoids. The star rating is given in the lower left
corner.
we refrain from using it in further analysis. Although we did use it as a guide to
determine which sigmoids to process first. In this sense, the catalog at this stage
is most complete for the 3 and 4 star rated sigmoids that have both XRT and AIA
data, although it is almost complete for the rest of the events. A selection of sigmoids
is shown in Fig. 5.2. It is obvious that the characteristic shape is more pronounced
for some of the regions and the sizes vary significantly, although we have selected a
larger number of larger sigmoids to display in the figure.
For all regions we collect all available XRT and AIA data. We make movies of
the XRT datasets when available. When high cadence XRT images are not available,
we make a note of existing synoptic observations. We make a note of whether mul-
tifilter XRT observations exist that can aid further emission measure analysis. The
AIA data is a constant stream of 12 s-cadence images that cover the whole sun all
the time, so AIA data always exists for the regions observed after the launch of AIA.
In this case we make a low cadence (0.5 hours) full disk movie covering the evolution
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Fig. 5.2: A collection of sigmoid cutout images from Hinode/XRT in the Ti poly
filter. Some of the sigmoids are S-shaped and some have an inverted S-shape. These
sigmoids vary in size and the field of view on all images is the same – 256′′ × 256′′.
of the region from the moment it appears on the solar disk to when it disappears,
which does not necessarily coincide with the period over which a sigmoidal shape
is observed. These movies are useful for studying the evolution of the regions and
to identify other potentially interesting features that lie close to the sigmoid, like
coronal holes, trans-connecting loops, and other ARs. In addition, we make high
cadence (30 s) movies for each flare observed with AIA in these regions, starting 2
hours before and ending 2 hours after the end of the flares. Inspection of these movies
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provides insight into the flare process and helps to identify suitable flaring regions
for further case studies. They are also useful for identifying the presence of other
flare-related features that are often studied – like flare ribbons and transient coronal
holes (see Chapter 9).
In addition, we collect Hα, white light, and magnetogram data over the evolu-
tion of the regions. The Hα data is useful for noting the presence of filaments and
sunspots in the regions. We collect screenshots from www.solarmonitor.org that
show the full disk with marked NOAA region numbers, which we also record. The
white light images are useful for co-alignment and spot detection. The magnetogram
data is taken from SDO/HMI after the launch of SDO, and from SOHO/MDI before
that. The magnetogram data is full disk and is useful for having an idea of how the
flux is distributed in the region, whether the region has a simple bipolar configura-
tion or is more complex. Partial magnetograms are used further in this analysis in
deriving the evolution of the magnetic flux over the lifetime of the regions.
We also look at the CACTUS database proving SOHO/LASCO images of the
Sun up to 30 R on the CACTUS website1. The CACTUS project automatically
detects CMEs in LASCO data (Robbrecht & Berghmans 2004). We examine the
movies and identify CMEs that originate from the approximate direction of the sig-
moid and appear shortly after one of the GOES flare times. We link our catalog to
these movies of CMEs. So far, we have looked at the CACTUS data for nine regions,
most of which with a three star rating.
5.2 The Sigmoid Catalog
The catalog consists of two parts: Collections of screenshots and information
about how given data product can be found (the means to obtain the data is listed in
1sidc.oma.be/cactus/
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the comments section of the catalog), and the determination of various parameters.
We determined a number of parameters listed in Table 5.1. Here we describe how
we determine each one of them. As can be seen from Table 5.1, this catalog is very
comprehensive, holding the full information on the observed structure and evolution
of the regions in a large wavelength range and in different parts of the solar atmo-
sphere – from the chromosphere (Hα observations) to the upper corona/solar wind
(CME observations from LASCO). The online catalog is hosted at the Smithsonian
Astrophysical Observatory at aia.cfa.harvard.edu/sigmoids.shtml. The website
is not entirely complete and will be updated in the near future, but gives a sense of
how it will look when finished.
We identify the times when the region hosting the sigmoid appears and disap-
pears from the solar disk from an inspection of the XRT and AIA movies. In most
cases the sigmoids observed appear in regions that are seen to cross the entire disk of
the sun – they appear on the eastern limb already formed and set while still bright.
In this sense many regions are observed for about two weeks. In contrast, the sig-
moidal shape is observed only for a portion of the time, which is also determined by
visual inspection of the movies. We show a histogram of the sigmoid lifetimes in the
bottom right panel of Fig. 5.3. It can be seen from the figure that the sigmoids have
a large spread in lifetimes, but most of them last for 2-2.5 days, which is a relatively
short time as compared to the lifetime of the host region. If sigmoids are a direct
observational evidence of a flux rope (Green et al. 2011) that means that the flux
rope survives for just 2-3 days of the evolution of the region. When a sigmoid disap-
pears either a CME occurs disrupting the flux rope, which is likely what occurs in the
more prominent regions, or the flux rope does not manage to erupt and decays. This
statistical result (based on 72 regions) might be important for constraining future
global simulation containing ARs with flux ropes.
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Table 5.1: A compilation of the sigmoid parameters recorded in our catalog.
Parameter Units Example
Sigmoid ID - S65
Rating - 3
NOAA AR - 11471
AR start date (when region appears on disk) YYYY.MM.DD 2012.04.27
AR start time HH:MM 17:00
AR end date (when region disappears on disk) YYYY.MM.DD 2012.05.11
AR end time HH:MM 11:00
Sigmoid start date (when S-shape develops) YYYY.MM.DD 2012.05.04
Sigmoid start time HH:MM 05:30
Sigmoid end date (when S-shape disappears) YYYY.MM.DD 2012.05.09
Sigmoid end date HH:MM 15:30
Peak sigmoid date (when sigmoid is most prominent) YYYY.MM.DD 2012.05.05
Peak sigmoid time HH:MM 12:00
X coordinate (from sun center at peak sigmoid time) Arcsec 176
Y coordinate (from sun center at peak sigmoid time) Arcsec -303
Lifetime days 5.4
Straight/Inverted S - S
Hemisphere - S
Size (along long axis) Arcsec 230
Aspect ratio - 2.7
EUV Filament? - Yes
Hα filament? - Yes
Sunspots (number) - Yes, multiple
Flux emergence - Yes
Flux cancellation - Yes
Peak flux ×1021 Mx 16
Flare date YYYY.MM.DD 2012.04.30
Peak flare time HH:MM 02:53
Flare class (from GOES) - C2.4
CME start time YYYY.MM.DD HH:MM
CME duration -
Filament eruption - None
Transient coronal holes - None
Flare ribbons - No
Post-flare loops - No
Nearby coronal holes - Yes
Nearby ARs - AR 11470, 11472
XRT frames -
XRT synoptic - Yes
Comments -
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Fig. 5.3: Histograms of different parameters measured in the sigmoid catalog. The
properties of these histograms are discussed in the text.
Another property that we record based on visual inspection of the X-ray and
EUV images is whether the sigmoid is S-shaped or inverted S. During the same period
we record in which hemisphere the sigmoid appears. These two pieces of information
help us confirm the hemispheric rule for sigmoids (Zirker et al. 1997; Pevtsov et al.
2001), which states that sigmoids in the Northern hemisphere are predominantly
inverted S, and those in the South are straight S. This rule is created by the fact that
the leading polarity is one side of the PIL in one hemisphere and on the opposite
side in th other. The shear applied at the PIL is in opposite directions in the two
cases. And if one refers back to the flux cancellation catoon in Fig. 1.12 one can see
that the handedness of the field lines changes in such a way that the North has left-
handed twisted loops and the South has right-handed, which in projection produce
the inverted and straight S of the sigmoids. From our statistical study we determine
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that 88% of the sigmoids in the North are inverted S-shaped, and 78% on the ones in
the South are S-shaped, which is in good agreement with previous results. There are
of course exceptions to this rule, which come mostly from complex active regions that
have multiple inversion lines and not a simple leading/trailing polarity configuration.
In our sample most of the sigmoids appear in southern hemisphere (46) versus
only 25 in the North. This is a significant difference since one would expect mostly an
even distribution, and it is still not clear if this effect is intrinsic or a selection effect.
The results of the automatic sigmoid detection in AIA provided by the AIA Feature
finding team’s sigmoid sniffer on the Heliophysics Events Knowledgebase (HEK)can
be used to test our selection methods.
We look at the size distribution of sigmoids as well. In Fig. 5.3 upper right, we
show a histogram of the sizes of all 72 sigmoids. The histogram peaks at about 130′′
and is relatively broad. There is a large number of small sigmoids, mostly with rating
below 3. The far end of the tail of the distribution towards large sizes is provided by
the presence of large quiet sun sigmoids, associated with long faint loops, appearing
as fuzzy emission in XRT. These sigmoids most probably have a different mechanism
of formation and evolution than the AR sigmoids, but is worth while keeping such
events for further studies.
We measure the ratio of the long to short axis of the sigmoid and compute the
aspect ratio. In the lower left panel of the figure, we have plotted the histogram of
the aspect ratio, which peaks prominently at 2.5. This result has implications for
constraining sigmoid models. For example, Aulanier et al. (2010) produce a very
thin sigmoid in their MHD simulation, which has a very large aspect ratio. As we
will discuss in Chapter 8 this is achieved by making a very thin shear layer between
two rotating polarities. Our result is an indication that the shearing layer in such a
simulation should be thicker.
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Another important characteristic of sigmoids is their high eruption rate. Stud-
ies of the flaring and CME-producing activity of sigmoids observed with the
Yohkoh/SXT have been conducted in the past (Canfield et al. 1999, 2007). These
studies determine that if a region develops a sigmoidal shape it has a high proba-
bility of eruption (67%). In this study we confirm this result – we find that 64%
of the sigmoids produce GOES class flares. However, GOES does not always de-
tect all flares in a region. For example, inspection of the AIA movie found about
ten additional flares that were not classified by GOES. So, it is likely that this per-
centage will increase when we inspect all events prior to SDO launch for flares by
looking at SOHO/EIT data. We also find that most of the regions that produce
flares produce more than one flare – 49% of the total number of sigmoids or 76%
of the flare-producing sigmoids. We determine that the lifetime of the regions that
produce more than one flare is increased from the mean value to 3.8 days, which is
not surprising since energy has to build up in between events and this takes time.
The average size of the sigmoids producing more than one flare is also higher than
the peak of the histogram – 209′′. This is also not surprising since more complex
regions tend to display this behavior and they are generally larger. We have a very
high association rate of flares with CMEs (89%) for the ones that we have looked at
the CACTUS data.
Sigmoids are thought to be associated with filaments most of the time, so we
test this assumption. We can determine the association with filaments unambigu-
ously only for 54 regions. We find that 35 of them (65%) are associated with Hα
filaments that run parallel to the PIL, and 19 are not. Out of the 42 regions that we
can unambiguously determine the presence of EUV filaments, 14 (33%) have EUV
filaments, and 28 do not. These percentages are relatively low having in mind that
the flux ropes in the sigmoids should collect material, which would show up as fila-
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ments. This discrepancy can be explained by the fact that we have only looked at
screenshots of Hα and EUV data (from AIA) for a fraction of the filaments, so it
is possible that we miss many filaments, especially the EUV ones since we have not
studied SOHO/EIT and STEREO EUV images yet. In addition, many sigmoids in
our sample are small – the resolution of the binned images that we use to determine
the location of filaments is not sufficient to fully resolve them. Some sigmoids that
we selected for our catalog are in the stage what would be called a sheared arcade, so
it is possible that they are not associated with filaments. We plan a detailed study
of the filaments in sigmoidal active regions to determine whether the filaments grow
with time in the case when continual flux cancellation is observed as suggested by
the standard flux cancellation cartoon (van Ballegooijen & Martens 1989).
We also record whether a region contains a sunspot or a group of sunspots. We
find that 31 (43%) sigmoids regions contain one or more sunspots. This information
is useful mostly for modeling purposes, and to understand the complexity in the
regions. In addition, after each flare we detect the presence of various flare- and
CME-associated features, which can make the particular event useful for further
studies. These features include flare ribbons, transient coronal holes, and post-flare
loops. The detection of these features requires a careful inspection of the AIA flare
movies for the events that we have AIA data for, and STEREO and EIT movies
of the events from before the launch of SDO. Another set of features that we are
concerned with are the locations of the sigmoids on solar disk in a global context,
i.e. the position of sigmoids in relation to other regions on the sun, such as coronal
holes and other active regions. These can help identify potentially interesting case
studies for interchange reconnection (when close to a coronal hole), or sympathetic
eruptions, triggered by eruption in nearby ARs. The full disk movies covering the
lifetime of the regions are useful for this purpose.
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5.3 Sigmoid Evolutionary Histories
A big undertaking in this project is to obtain a complete picture of the evolution
of sigmoids. This is obtained on two fronts – utilizing the data described in the pre-
vious section of the shape, size, lifetime, and flare properties of the observed sigmoids
in a large wavelength range, and by placing these observations in the context of the
magnetic evolution of the regions. For this purpose we compose animated sequences
of full disk magnetograms taken from SDO/HMI when available, and SOHO/MDI
when not. These movies show the evolution of the magnetic flux over the lifetime
of the sigmoid hosting regions. These movies can be used to gain insight into the
dynamics in the particular region – the motion of particular magnetic flux elements,
and the overall distribution of the flux.
We measure the magnetic flux in the regions over their lifetime. This is done by
manually selecting the region containing the sigmoid on each magnetogram from a
series of magnetograms covering the lifetime of the regions with 3 hour cadence. We
aim at enclosing the primary flux concentration. We measure the angular distance
of each pixel in this partial region with respect to disk center, and correct for area
foreshortening by dividing the area of the pixel by cos θ, where θ is the angular
distance from disk center. We apply cos θ correction once more to correct for the
fact that away from disk center the LoS magnetic field (which is measured in the









where, a is the area of a single pixel at disk center, and BLoS,i is the magnetic field
as measured from the magnetogram for a given pixel. We plot the value of the flux,
F , in time and look for signs of decreasing (flux cancellation) or increasing flux (flux
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emergence). In Fig. 5.4 we have shown examples of four such magnetic flux evolution
plots. Two of the plots show definite flux cancellation and two show flux emergence.
We mark the central meridian passage, which is useful for modeling purposes, i.e.
knowing when the region passes closest to disk center and hence the LoS magnetic
field measurements have the best quality.
Fig. 5.4: Four examples of magnetic flux measurements with time for the whole
lifetime of the regions. Two plots show clear flux cancellation (decreasing flux with
time) for sigmoids S39 and S52b, and two show flux emergence (increasing flux with
time) for sigmoids S45a and S46. There is also some flux cancellation preceding the
flux emergence in these regions owing to their complexity. The thick vertical black
line marks the central meridian passage. The dashed lines mark the flare times, and
the green shaded regions mark when sigmoid shape is observed.
We mark the times of the flares (dashed lines) and the period when sigmoid
shape is observed (green shaded region), so we can put them in relation with each
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other. We aim at studying when flares appear with respect to flux cancellation
or emergence episodes, and how the sigmoid shape is produced. We explore the
possibility that sigmoid shape appears in the beginning of flux emergence episodes,
although some time has to pass since the beginning of the flux cancellation until an
S-shape is observed. We have made 12 such plots so far, which are not sufficient to
conclusively explore this question. We also aim to determine which mechanism is
more dominant for producing sigmoids – flux cancellation or emergence. We have
detected 8 sigmoids which display flux cancellation, and 6 with flux emergence. Based
on this analysis we would conclude that the two mechanisms are basically equal in
producing sigmoids, but we have to keep in mind that we have produced flux plots
for a fraction of the 3 and 4-star rated sigmoids. It is possible that in this case we
will detect more flux emergence events since the regions are larger and more complex.
We have a large number of smaller and fainter regions, which likely display more flux
cancellation. To answer this question more definitely we need to process all datasets.
Since, we suggest that flux cancellation would be a more prominent mechanism for
building sigmoidal regions and flux ropes, in the next chapter we study in detail three
regions that show clear flux cancellation and look at the process by which the flux
ropes are built in these regions. We hope that the sigmoid catalog can be used in
the future for more such case studies.
5.4 Conclusions
Here we present the compilation and first preliminary statistical analysis of a
sigmoid catalog covering the duration of the Hinode and SDO missions. It consists
of data for 72 sigmoids that appeared on the Sun from December 2006 to December
2012. Such catalogs with data, although without the measured sigmoid properties
exists for the Yohkoh era. Canfield et al. (1999) and Canfield et al. (2007) have
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used it to derive the eruption rate in sigmoids. However, the catalog here is a much
more comprehensive one, covering the appearance of the sigmoids in all layers of the
atmosphere – from the photosphere to the far corona (during CMEs). We measure
a large set of parameters, including the sizes and lifetimes of sigmoids. The mean
values and their scatter can be potentially useful for constraining global model of
flux rope evolution such as the ones by Yeates et al. (2007, 2008). We also derive the
flaring activity of sigmoids in the sample, which confirms the results of Canfield et al.
(1999, 2007). The breath of the datasets featured for each sigmoid can be potentially
very useful for selecting events for future case studies.
In addition, we create a set of evolutionary histories for each sigmoid. This
is done by measuring the LoS photospheric flux in a region enclosing the sigmoid
and following its evolution over the lifetime of the sigmoid hosting region. On top
of the flux curve, we overplot different major events from the observed evolution of
the region, such as when the S-shape appears and disappears, the times of flares,
the appearance of flare features, the times of CMEs, the crossing of the central
meridian. We try to put these events in the context of the magnetic flux evolution,
and to conclude whether sigmoids are formed and evolve predominantly in response
to flux cancellation or emergence. So far, we have processed only 12 regions out of
the 72, and found that the fractions of flux cancellation and emergence events are
basically similar. However, we caution that this might be an effect of the fact that
we have processed only the more prominent sigmoids from the AIA era, which might
bias our result towards unproportionally high numbers of flux emergence events.
Finishing this task should give a definitive answer to the important question of flux
rope formation in the corona prior to eruptions. In the next chapter, we explore in
detail the possibility of how flux cancellation builds sigmoidal flux ropes. The other
possibility – emerging flux ropes from below the photosphere has been explored more
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broadly by multiple authors (Archontis et al. 2009; Fan 2001; Fan & Gibson 2003;
Fan & Gibson 2007). Alternatively, even during a large flux emergence event, a flux
rope may be formed post factum in the corona from the converging flows towards
the PIL that the emergence creates, which gives conditions for flux cancellation at
the PIL during the emergence event.
Future tasks of this project includes the correlation between largest flare energy
and the sizes and other parameters of thye sigmoids. Also such a correlation can be
sought between the energetics of the largest flares and CMEs and the amount of flux
at the photosphere and the amount of emerged or canceled flux prior to an eruption.
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Chapter 6
The Effect of Flux Cancellation on the
Buil-up of Sigmoidal Flux Ropes
In this chapter we address Q2 and Q3 from the Introductions by using a sequence
of static models to follow the evolution of three decaying active regions in the process
of flux cancellation. For the first time manage to show in data-driven NLFFF models
that flux cancellation builds a flux rope from a sheared arcade state, something that
has been addressed so far only by cartoons (van Ballegooijen & Martens 1989) and
MHD simulations (e.g. Aulanier et al. 2010). This Chapter is adopted from Savcheva
et al. (2012c).
There are three major methods for studying the formation, evolution and erup-
tion of flux ropes in sigmoidal regions: purely observationally; by means of static
magnetic field models and extrapolations; and by dynamic magnetohydrodynamical
(MHD) simulations. The first method requires high resolution observations which
cover coronal plasma structures over a range of temperatures as well as high reso-
lution magnetogram data. Green et al. (2011) demonstrated that the simultaneous
analysis of X-ray images and line of sight (LoS) magnetograms are useful for iden-
tifying the connectivity of separate loops and how this connectivity changes with
flux cancellation events. In that work, without the help of magnetic field models,
they identified that the region transitions from a state of a sheared arcade to a flux
rope which exhibits J- and S-shaped loops. On the other hand, in Chapter 4 we
showed that the specific X-ray loops observed in a sigmoid can be identified with
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field lines traced from a 3D NLFFF model based on the flux rope insertion method
(van Ballegooijen 2004). The evolution of the sigmoid in this case was followed by
building independent static NLFFF models for different times over the 7-day evo-
lution of the region. The advantage of this method is that it directly provides the
3D structure of the region while it can still be tied to the observations. In this way,
the evolution of the sigmoid from a simpler state to a fully developed flux rope was
tracked and the associated free energies, helicities, and topological structures, were
measured. In Chapter 4 we suggested that the evolution of this region is driven by
flux cancellation, which is explored in this work.
In this chapter we study flux cancellation as a mechanism for sigmoid formation
and evolution. In Chapter 5 we demonstrated that this might be the dominant pro-
cess governing the evolution of sigmoidal active regions. Here we concentrate on the
flux cancellation scenario in detail by looking at three case studies of sigmoidal active
regions and following their evolution in soft X-rays, EUV and LoS photospheric mag-
netogram data. We construct NLFFF models at several times during the evolution
of the regions based on the flux rope insertion method (van Ballegooijen 2004) to de-
termine the magnetic field structure. We study the effect of flux cancellation events
on the observed and modeled structure of the ARs. We follow the evolution of the
ARs through a sheared arcade and flux rope phases and show the importance of flux
cancellation in building the flux ropes and their evolution toward eruption. In §6.1
we discuss the observations and describe the observed evolution of the regions. §6.2
shows the specifics of the NLFFF modeling. In §6.3, §6.4, §6.5 we present our results
from comparing of the observations and the models for inferring the importance of
flux cancellation. In §6.6 we show the contribution of flux cancellation towards an




For both the observational study and the modeling effort we utilize soft X-ray
and EUV data as well as LoS magnetograms. The evolution of the photospheric
magnetic field is studied using SOHO/MDI (Scherrer et al. 1995), which measures
the LoS component of the magnetic field in the mid-photosphere. Consecutive full
disk 96-min data with pixel size of 2′′ are used for the observational study. The
high resolution of MDI allows us to resolve all significant size flux elements for our
subsequent analysis. The 96 minutes cadence is sufficient for tracking the evolution
of the field since it usually takes a few hours for one flux element to cancel. The
MDI data are corrected for area foreshortening that occurs away from disk center
and the radial field is estimated using the IDL Solar Software routine ZRADIALIZE
following the method in Green et al. (2003). The evolution of the photospheric flux
is measured by defining a contour around the active portion of each polarity. The
contour is adjusted to compensate for the spatial evolution of the polarity over time,
and the small-scale field that connects within the contour boundary rather than
across the PIL is removed from the flux value.
The evolution of the coronal loop structure is studied using Hinode/XRT mainly
using the Al Poly, Ti Poly and C Poly filters. High cadence data is used when
available. The high spatial (1′′ per pixel) and temporal (30 s-1 min) resolution allows
us to study both the fine morphological features in the regions and to follow their
evolution in time. Full disk images in the same filters are also utilized for alignment
purposes between the different instruments and for building the NLFFF models.
When XRT images are not available, STEREO/EUVI data are used especially for
constraining the locations of flare associated coronal loops. The occurrence of coronal
mass ejections is also studied in SOHO/EIT, STEREO/EUVI and Hinode/XRT
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images using the lower coronal signatures of EUV waves, coronal dimming and long
duration flares.
6.1.1 The February 2007 sigmoid
In February 2007 an already dispersed and decaying active region was observed
on the solar disk. Due to a lack of strong concentrations of magnetic flux the region
was not assigned a NOAA active region number. The region appeared over the east
limb on 2007 February 3 with a bipolar configuration, which was maintained during
its disk passage, and crossed the central meridian on 2007 February 10. This active
region is probably the best studied sigmoidal region observed with XRT (McKenzie
& Canfield 2008; Archontis et al. 2009; Aulanier et al. 2010).
As mentioned in Chapter 4, the region seemed to be composed of two semi-
detached bipolar areas which came together over time. The dispersed nature and
proximity of the polarities means that it is highly likely that flux cancellation along
the PIL occurred while the region was on the far-side of the Sun. The flux in the
positive and negative polarities is initially balanced when it rotates over the East
limb. However, on February 8 the magnitude of the positive flux begins to decrease
more rapidly than that of the negative polarity and a flux imbalance begins. This
appears to be due to reconnection events that take place along the northern edge of
the positive polarity with small-scale quiet sun field. In light of this, the decreasing
magnitude of the negative polarity of the active region better reflects the flux cancel-
lation events occurring at the active region’s internal PIL. Flux cancellation occurred
in the active region throughout the disk passage at six discrete locations along the full
length of the PIL. Flux cancellation episodes were seen in the southern-most bipole
during the whole disk transit, whereas flux cancellation events in the northern-most
bipole began later, on February 7. Strong and prolonged flux cancellation occurred
at the interface between the two semi-detached bipolar regions (around -80′′ to -100′′
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Fig. 6.1: Contours around the two polarities in two sample MDI magnetograms for
9 and 12 February 2007 (upper panel), used to measure the total flux in the region.
Plot of the total flux in the region for its whole disk passage (lower panel) with solid
curve for positive flux and dashed curve for the absolute value of the negative flux.
The times of the models (red dashed lines) and the CME times (blue dashed lines)
are overlaid. The solid vertical line signifies central meridian passage.
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in the Y direction) between February 6 and 11. Figure 6.1 shows a plot of the total
flux measured within the selected contours around the flux canceling part of the AR
(lower panel). The contours used to measure the flux for a sample of two days of the
evolution are shown in the upper panel. No significant elongation of the active region
along the PIL occurred during the disk passage, presumably due to the already very
dispersed nature of the active region at the start of the observation sequence.
The soft X-ray data show that the loops in the two semi-detached bipoles evolve
on different timescales, eventually building up a sigmoid structure that encompasses
both regions. In the southern part (southern-most of the two bipoles), the coronal
loops exhibit high shear from February 7 whereas the northern part (northern-most
of the two bipoles) stayed relatively potential until February 9 after which time the
loops become sheared and start to build into the body of the sigmoid (Fig. 6.4 first
column). This evolution is in line with the observations of the progression of flux
cancellation in the active region and overall leads to the development of two sets of
J-shaped loops early on February 11. Then, by late February 11 the region takes on
an overall S shape with continuous S-shaped threads seen. It should be noted though
that due to the active region’s proximity to the east limb on February 6, 7 and 8, it
is extremely difficult to identify sigmoidal field lines occurring in the southern-most
bipole. Sigmoidal field lines are identified most easily from a top-down perspective.
The sigmoid has a forward S shape indicating that the coronal field has positive
helicity. The evolution of all regions studied here can be best understood via an
animated sequence of the XRT and MDI images 1. During its disk passage, the
active region is the source of three flares followed by CMEs on February 7 at 18:40
UT (which involved only the sheared field of the southern-most bipole), February
1http://hea-www.harvard.edu/~savcheva/sigmoid_cancel.html
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12 at 07:15 UT and February 18 at 18:30 UT (times are indicated in Fig. 6.1) as
evidenced by dimming regions and post-eruption coronal loops.
6.1.2 The December 2007 sigmoid
NOAA active region 10977 was a small bipolar active region that emerged onto
the solar disk on 2007 December 3 and crossed the central meridian on 2007 December
7. The full evolution of the active region was followed from birth to decay and is
described in detail in Green et al. (2011).
The flux content peaked late on December 4 after which time the region was
subject to fragmentation and dispersion by super-granular flows which narrowed and
elongated the region in the north-south direction. Throughout its lifetime, the flux
in the region is unbalanced. Initially, this is due to projection effects when, during
the emergence phase which took place in the eastern hemisphere, the presence of
horizontal field gives rise to a stronger detection of flux in the following (positive)
polarity. Cancellation of the positive flux along both the internal polarity inversion
line and with small-scale surrounding field then decreases this flux more rapidly
than that of the negative field which mainly cancels only at the internal PIL. The
cancellation of the negative polarity involves mainly one fragment as detailed in
Green et al. (2011) from late on December 4 to early on December 7 in the location
-50′′ to -100′′ in the Y-direction. That work found that ∼ 7× 1020 Mx was canceled
at the internal PIL. Figure 6.2 shows the evolution of the total flux within the
contours selected for the flux measurement. During its disk passage, the active
region underwent a significant elongation along the direction of the PIL by almost a
factor of three between 2007 December 2 and 7.
The AR loops as seen in soft X-rays exhibited an arcade structure that looked
close to potential during the flux emergence phase. The loops then became increas-
ingly sheared as the region evolved and appeared sigmoidal by 15:51 UT on 2007
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Fig. 6.2: The same as in Figure 6.1 but for 2007 December 4 and 6.
December 6 (Fig. 6.5 first column). Continuous threads with a forward S shape were
seen indicating that the coronal field had positive helicity. The central part of the
sigmoid which crosses the inversion line in the inverse direction is co-spatial with
the location of main flux cancellation site discussed above. During this time the
southernmost part of the region retained mostly potential coronal loops.
During its disk passage the active region was the source of two CMEs. The
first on December 7 at 04:20 UT, which produced an EUV wave as seen by
STEREO/EUVI and a flare arcade. The second on December 8 beginning shortly
after 17:00 UT. STEREO/EUVI data for this eruption showed an EUV wave and
a flare arcade (in the same location as the flare arcade on December 7), and also
dimming regions.
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6.1.3 The February 2010 sigmoid
NOAA active region 11047 was a bipolar active region that rotated over the
east limb on February 7 and crossed the central meridian on 2010 February 14. The
region was fairly compact when first observed, indicating that the emergence phase
was likely to be only just completed. Data from the EUVI on the STEREO Behind
spacecraft indicate that the region began its emergence phase very early on February
6. During the disk passage the following, positive, polarity remained fairly compact
during February 9-10, whereas the leading negative polarity started to fragment
through the action of moving magnetic features on February 10. After this time,
both polarities began to be influenced by the action of super-granular flows which
further dispersed the flux. Flux cancellation was seen along the PIL throughout the
disk transit, although there were MDI data gaps between February 10 15:17 and
February 11 01:39 UT, and also February 11 20:22 to February 12 06:27 UT. The
flux cancellation occurred at seven closely spaced locations along the PIL. Together,
the flux cancellation locations span 80′′ and include two patches on February 11
at y∼ −170′′ and y∼ −210′′, one patch on February 12 at y∼ −200′′, one patch
on February 13/14 at y∼ −190′′, another patch on February 14 at y∼ −230′′, one
patch on February 17 at y∼ −220′′ and lastly at y∼ −250′′ on February 16/17. The
evolution of the flux is shown in Fig. 6.3. During its disk passage, the active region
exhibited a strong elongation along the direction of the PIL by almost a factor of
two between 2010 February 9 and 15.
In soft X-rays, the region exhibited a very elongated sigmoid already on Febru-
ary 10 at 17:40 UT. The continuous S shaped threads had a forward S structure
indicating that the coronal field had positive helicity. During its disk passage the
active region was the source of three CMEs. The first CME occurred on February 11
at 03:00 UT and produced twin dimmings in EUV data. It seems that the continu-
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Fig. 6.3: The same as in Figure 6.1 but for 2010 February 11 and 14. The sporadic
activity on February 14 is marked with red shaded box.
ous sigmoid that was observed on February 10 was disrupted by this CME so that
afterwards the coronal loops looked more like a sheared arcade. The active region
continued to evolve and a sigmoidal shape was observed again by February 12 when
the active region also contained oppositely directed J-shaped loops; the southern ones
being much brighter than the northern ones (Fig. 6.6 first column). Small and faint
eruptions occurred on February 16 at 16:48 UT, which originated in the southern
portion of the active region evidenced by expanding loops and EUV dimming, and
on February 18 at 18:30 UT also involving the southern section of the active region.
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The region also appears to be active on February 14, producing a small bright-
ening which traces out a S-shaped structure and faint material which is seen slowly
expanding and moving out from the region during the day. The EUV and X-ray
loops change from being sheared to less sheared on 14th, suggesting that an eruption
occurred but which was too slow and faint to see. A purple shaded region has been
added into the plot in Fig. 6.3 to indicate that minor activity took place during the
day and that it is not possible to give a confident identification and timing of any
eruption.
6.2 The NLFFF Modeling
In order to compute the NLFFF models for this study we use the full method-
ology described in Chapter 2. We have computed a grid of 16 models ranging from
5×109 Mx cm−1 to 1×1011 Mx cm−1 in poloidal flux, and 1×1020 Mx to 7×1020 Mx in
axial flux. We have considered all models including the marginally stable ones since
we specifically look at models representing regions ready to erupt a few hours before
a major CME. We have used STEREO/EUVI images to trace the dark filaments in
order to pick out the path of the flux rope.
Figures 6.4, 6.5 and 6.6 show a summary of the best fit models for several
times over the evolution of the three regions. The XRT images corresponding to
the times of the models are shown in the first column together with a selection of
field lines traced from the best-fit models in the second column, horizontal current
maps over the domain (third column), and current cross sections at the locations of
the blue lines (fourth column) for the February 2007, December 2007 and February
2010 sigmoids respectively. A summary of the input and output model parameters
is given in Figures 6.7, 6.8 and 6.9. There is a good agreement between the observed
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Fig. 6.4: XRT images for different times during the evolution of the February 2007
sigmoid (first column). Corresponding NLFFF models with sample field lines (sec-
ond column), the positive polarity is marked with red and the negative with green
contours. A dark red quadrangle is overlaid to show the region that is shown in the
horizontal current density maps (third column). Current density maps at 10500 km
above the photosphere with a blue line marking the location of the cross sections,
given in the fourth column. The coordinates on the current density plots are in
model coordinates (number of cells). The maximum value of the torsion parameter,
α in cm−1 in the domain above 3000 km is given on the horizontal current plots. The
models closest to the CME times are the first one (closest to the CME on February
7 at 18:40UT) and the last one (closest to the CME at 07:15UT on February 12).
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Fig. 6.5: The same as in Figure 6.4 but for the December 2007 sigmoid. The model
closest to the CME time is the fifth one (closest to the CME on December 7 at
04:20UT). The model closest to the second CME (at 17:00UT on December 8) is not
shown, the previous one is shown as the last model.
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Fig. 6.6: The same as in Figure 6.4 but for the February 2010 sigmoid. The models
closest to the CME times are the third one (closest to the activity on February 14)
and the last one (closest to the CME at 18:30UT on February 16.)
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X-ray loops and the sample field lines traced from the models. The models for the
February 2007 sigmoid cover some time before the first CME on February 7, the time
between the two CMEs, and some time after the second one (on February 12). The
models for the December 2007 sigmoid cover a time range beginning before the first
CME on December 7 and up to the second CME on December 8. After this time,
models are not possible due to lack of suitable coronal loops for fitting. The models
for the February 2010 sigmoid only cover the time between the CMEs on February
11 and 16 (which includes the eruptive behavior on February 14) due to restrictions
imposed by the lack of suitable loops for comparison.
Overall, the ARs evolve from a state of a sheared arcade towards a flux rope.
Here, we take a sheared arcade to mean a collection of sheared field lines (or loops)
that are highly aligned with the PIL and do not have any significant dips. The flux
rope is then defined as a collection of field lines that wrap around an axis and hence
display dips, including field lines that graze the photosphere and are concave up –
BPs (Titov et al. 1993). In our definition field lines with 1-1.5-turns can still be part
of a flux rope, it is not necessary that the flux rope is highly twisted. Highly twisted
fields are unlikely since the ideal kink instability sets in at 1.75 turns (To¨ro¨k et al.
2004). Having these definitions in mind, the overall properties of the 3D magnetic
and current structures showed in the figures will be discussed in detail in the next
sections.
6.3 Flux Comparisons
The best-fit NLFFF models enable us to determine the axial and poloidal fluxes
in the flux ropes at each model time. Information that is not possible from the
observations. The flux rope insertion method works with vector potentials which has
the advantage of preserving the initial axial flux, but not the poloidal flux which may
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change significantly in the process of the magneto-frictional relaxation by small scale
numerical reconnection between the expanding flux rope field and the surrounding
potential arcade. In light of this, and as suggested by Su et al. (2011), we perform
an additional analysis to determine the final poloidal flux per unit length. The
process involves determining where the center and bottom of the flux rope are in a
cross section perpendicular to the PIL, and calculating the amount of poloidal flux
passing through the line joining these two points. We perform this measurement at
several cross sections along the length of the flux rope and pick the one that has
the most well defined center and bottom. In the cases when the flux rope shows a
clear BP topology or an inverted teardrop shape this process is relatively reliable.
However, when the flux rope is less defined its center becomes uncertain and errors
can be accumulated in determining the poloidal flux. Most input poloidal fluxes are
1010Mx cm−1, with a few exceptions of 5× 1010Mx cm−1 and 0.5× 1010Mx cm−1, but
these values change significantly in some cases. The final values of the poloidal flux
per unit length are given on Figures 6.7, 6.8, and 6.9 for the three active regions as
the black curve in the top panels.
The total poloidal flux (blue curve in the bottom panels of Fig. 6.7, 6.8, and 6.9)
is determined by multiplying the poloidal flux per unit length with the estimated
length of the flux rope path. We remark here that the path of the flux rope is chosen
based on the presence of a dark EUV filament in STEREO images, so the length of the
path reflects the size of the filament associated with the AR. There is an uncertainty
in determining the exact path, which is hard to quantify, coming from the fact that
in many cases the filament blends into the background in the STEREO images. The
red curve in the top panels of Fig. 6.7, 6.8, and 6.9 shows that the length of the flux
rope path, on the whole, appears to increase with time. This is not surprising since
the ongoing flux cancellation is able to create longer field lines with dips in which
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Fig. 6.7: Plot of the model parameters for the February 2007 sigmoid. Top panel -
flux rope path length (red) and poloidal flux per unit length (black). Middle panel -
potential (black) and free (green) energies and relative helicity (red). Bottom panel
- total (black), canceled (green), axial (red), and total poloidal (blue) flux. The total
poloidal flux is increased by factor 10 to be shown on the same axes. The CME times
are shown as the vertical blue lines.
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Fig. 6.8: The same as in Figure 6.7 but for the December 2007 sigmoid.
filament material can be supported against gravity. Increases in the total poloidal
flux in the regions occur mainly as a consequence of the increased length of the flux
rope rather than an increased value of the poloidal flux per unit length. However,
the uncertainty in the determination of the final poloidal flux per unit length and
the length of the flux rope path, makes the total poloidal flux probably the most
uncertain quantity of all the fluxes in this discussion, although the exact uncertainty
is hard to quantify.
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Fig. 6.9: The same as in Figure 6.7 but for the February 2010 sigmoid.
The overall lengthening of the flux rope occurs with a decrease in poloidal flux
per unit length for the February 2007 sigmoid, resulting in almost constant total
poloidal flux with time. However, a peak in the poloidal flux per unit length is seen
at the times of both eruptions. The first CME on 2007 February 7 occurred while the
region was still assembling and only involved the southern-most bipole of the region.
The length of the flux rope in the February 2007 region grows significantly between
the time it rotates over the East limb to mid February 8. This corresponds to the
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period in which flux cancellation events spread from involving only the southern-
most bipole to include also the northern-most bipole. After February 8 the flux
rope length remains fairly constant and then increases again close to the eruption on
February 12. The length of the flux rope in the December 2007 region increases by a
factor 2.5 over 24 hours, with a slight deviation from this trend early on December
7. For this region the poloidal flux per unit length increases significantly before the
first CME, after which it drops and increases again before the second CME. This
lengthening mirrors the significant north-south elongation of the active region driven
by the photospheric plasma motions. The flux rope in the February 2010 region
experiences a small increase in length (35%) during the time of the models. This
increase is very consistent until February 15 with the last model preceding the second
CME showing a lower value. However, as discussed in section 6.1.3 by that time the
sigmoid structure had largely disintegrated as a result of the activity on February
14.
As described in section 6.1, the observations show that the coronal magnetic
field of all three regions evolves from a sheared arcade to a structure containing
continuous S-shaped loops over a period of several days, which we take to be the
observational indication of the formation of a flux rope. This is evident both from
the animated sequence of X-ray images and from Fig. 6.4, 6.5, and 6.6. This process
occurs while the magnetograms show a continual dispersal and fragmentation of the
field, and flux cancellation events occur mostly at localized sections in the middle
of the PIL but also with surrounding quiet sun field. From an observational point
of view the evolution of the coronal field appears to be driven by the photospheric
evolution which includes flux cancellation events that gradually build a flux rope
in the solar atmosphere following the mechanism proposed by van Ballegooijen &
Martens (1989) and discussed in Chapter 1.
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The van Ballegooijen & Martens (1989) and Green et al. (2011) treatments of the
flux cancellation idea propose that long-lived flux ropes are formed via reconnection
in a sheared arcade in two stages. The first reconnection events create long and
highly sheared field lines that become mainly the axial flux of the rope. The second
step is that subsequent reconnection forms field lines that twist around this axial
flux bundle and produce the sigmoidal field lines which are observed in EUV and
X-ray emission. In this way, reconnection events both increase the length of the
field lines and create twisted field lines, which would show as a flux rope that is
growing in length and poloidal flux per unit length. Each reconnection episode is
accompanied by a flux cancellation event in the photosphere. This means that the
amount of canceled flux represents the maximum total poloidal and axial flux in the
rope. Whether a reconnection event produces an equal amount of flux that builds
into the rope, or whether no new flux is added to the rope, is dependent on details
of the reconnection. Specifically, this depends on whether flux cancellation occurs at
one or both ends of the field lines at the PIL (see Green et al. 2011, for discussion).
In addition, the axial flux can also contain a contribution from arcade field lines that
have been sheared initially by the motion between the two polarities and not as a
result of flux cancellation. There is also the issue of how the poloidal flux is counted
and whether simply summing the axial and poloidal components introduces double
counting of some of the flux. After all, the poloidal and axial flux are both associated
with the same field lines, only poloidal flux is computed across the field line and the
axial flux goes along it.
As discussed in section 6.1, the total flux in each AR has been measured from
line-of-sight magnetograms during its disk passage (Fig. 6.1, 6.2, 6.3) and is shown for
the times of the models as the black curve in the bottom panels of Fig. 6.7, 6.8, and
6.9. The change in active region flux is assumed to be the result of flux cancellation
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and is shown in green in the same panels along with the axial (red curve) and total
poloidal (blue curve) fluxes determined from the models. The amount of canceled
flux is counted from the time of maximum flux and hence it does not start at zero
but some finite value. The results show an increase in absolute value and of the axial
and total poloidal fluxes and a percentage-wise increase with respect to the total flux
and the canceled flux in the regions. Both the absolute value of the poloidal flux
and the poloidal flux per unit length increase toward the times of the eruptions in
all three regions (with the exception of the middle models for February 2007), as
detailed in the previous section. Overall, this indicates that more twist is being built
into the flux rope in the time period leading up to the eruptions. This is consistent
with the prediction given above. In terms of the percentage of the total flux content
of the regions, the poloidal flux peaks for the models just preceding the eruptions,
except for the CME on 2007 December 7 when the value in this model is lower, but
the trend before that is consistent. It is interesting to note that in this region, which
is the only one studied for its entire lifetime, the development of sigmoidal field lines
(observed on December 6 at 15:15 UT) corresponds to the time when a significant
increase in poloidal flux per unit length is found in the models.
As mentioned, the first step in the flux cancellation process is the accumulation
of sheared field lines along the PIL, which could be expected to contribute mainly
to the axial flux of the flux rope, before subsequent flux cancellation events create
the twisted field lines that add to the poloidal flux. In all three regions the models
show relatively high amounts of axial flux right from the first model. This is to be
expected as in all three cases the first model is constructed after the regions have
already undergone several days of flux cancellation and developed a sheared arcade.
This two-step process is well shown in the models of the December 2007 region where
the first model already shows significant axial flux, but the poloidal flux starts low
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and builds substantially during December 6 and close in time to when the continuous
sigmoid is first observed (Green et al. 2011). The percent of axial flux from the total
flux is also consistently higher than that of the poloidal for all three regions, which is
to be expected since only a fraction of the sheared field lines manage to reconnect to
form twisted ones. For most of the models for the February 2007 and February 2010
sigmoids, the values of the axial flux are higher than the canceled flux in the region.
This might be due to the fact that significant flux cancellation has taken place before
the regions appear on the front side of the Sun. As mentioned in section 6.1, these
two regions appeared already in a sheared arcade state as they rotated over the limb.
Overall, the effect of flux cancellation on the total poloidal flux, several days into
the decay of each region, is much more significant than on the axial flux, which stays
mostly constant with a slight trend of increase towards the times of the eruptions.
All sigmoids show that the percentage of axial and total poloidal flux is less than
50% of the total flux in the regions, the sum of which generally amounts to between
30% and 80%. The last few models for the February 2007 regions and all of the
models for the December 2007 region show that the sum of the poloidal and axial
flux amounts to 60-70% of the canceled flux. This is consistent with the original flux
cancellation idea, where flux cancellation is the source of the flux in the flux rope
and flux not participating in flux cancellation events is left as the arcade field. In
the later stages of the evolution of the December 2007 region, the total flux in the
active region becomes less than that lost through flux cancellation - it is the region
with most significant flux cancellation where almost half of the total flux is lost. The
other two regions show up to a 30% decrease in active region flux during their disk
passage, in addition to the fact that part of the cancellation activity most probably
took place while the regions were behind the limb.
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The models allow the determination of how much flux in the flux rope is axially
directed and how much is poloidal. For all regions, Φpol/Φaxi  1 for all models,
except the models close to the eruption times. The initial poloidal fluxes for all
regions are significantly less than the axial fluxes, as demonstrated by the blue curves
in the bottom panels of Fig. 6.7, 6.8, and 6.9. The flux is multiplied by factor of ten
in order to fit the axis scaling. This ratio increases, though it stays less than one,
for the models just preceding the eruptions in all three regions indicating that up
until the time close to the eruption, most of the flux rope field is axially directed.
This is a reflection of the fact that in all cases the flux ropes possess less than two
turns making them stable to the kink instability. All previous studies using the flux
rope insertion method (Chapter 4 and Su et al. 2011) show results where the axial
flux dominates the regions pointing to highly sheared but weakly twisted flux ropes.
In order for the total poloidal flux to be comparable to the axial would require a
model with poloidal flux per unit length close to 1011 Mx cm−1, but we find that such
models are not consistent with the observations and are not stable against the kink
instability.
A significant amount of the flux in the February 2010 region is contained in the
flux rope, which makes the last two models (on February 14 and 15) marginally stable.
In fact as discussed in section 6.1.3 the region is episodically ejecting material in a
less-defined fashion than a developed CME, but nonetheless leading to the destruction
of the sigmoidal shape after February 14. In this sense, a marginally stable model
may well account for the marginally eruptive behavior of this AR on 2010 February
14. In these events some of the filament material is expelled while remnants of the
flux rope remain. This could be the case if the reconnection point is located well
within the body of the flux rope as proposed by Fan & Gibson (2006).
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6.4 Magnetic Field Structure at the Flux Cancellation Sites
The construction of NLFFF models allows for investigations of the detailed
magnetic configuration of the flux ropes and the determination of the locations of
field line dips and bald patches, where the field lines graze the photosphere and are
concave-up. Figures 6.4, 6.5, and 6.6 show that the sample field lines traced from the
best-fit models match the observed X-ray loops very well. The trend in the magnetic
field structure of all three active regions is a transition from a sheared arcade to a
flux rope following the definitions we set up earlier. Parts of the regions that start as
potential evolve to merge into the overall S-shape by the end of the evolution. This
matches an inspection of the animated XRT images which show a transition from an
arcade of loops that pass at a small angle with respect to the PIL to S-shaped loops
that cross the PIL in the inverse direction. The models that we identify as having
flux ropes match the observations with either a sheared arcade or S-shaped loops.
This, of course, is expected since the most prominent loops, including the S-shaped
ones were selected to make the fits of the models to the data. Hence, the best-fit
model has field lines that in projection lie on top of the the most prominent loops in
X-rays.
Green et al. (2011) describe in great detail the evolution of the loops in conjunc-
tion with prominent flux cancellation events in AR 10977 (2007 December 4-8), which
have the role of changing the connectivity of the participating field lines (loops). Here
we perform similar analysis, but from the point of view of the 3D magnetic field struc-
ture as given by the NLFFF models. We have performed the most thorough study
for this sigmoid since it displays the most prominent flux cancellation and shows best
clearly defined trends in its parameters, as discussed in the previous subsection. The
analysis for the other two regions is carried out in a similar way.
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Fig. 6.10: A series of three magnetograms (first row) for the times of three con-
secutive models showing three separate flux elements that participate in the flux
cancellation marked with cyan, yellow and magenta in the order they cancel. In
the second row we have shown three field lines traced from the models with their
footpoints in the positive polarity kept fixed (red dots). Third and fourth row show
field lines with their launching points in the corona kept fixed in the middle flux
element, and the three consecutive elements respectively. The colors of the field lines
are preserved across the different panels.
Figure 6.10 (first row) shows a sequence of three magnetograms, corresponding
to the first three models on 2007 December 6, where we have marked in color a set of
three negative flux elements. These flux elements take part in the flux cancellation
that takes place at the central section of the PIL. These three regions flow towards
the PIL in a consecutive manner. The first flux element, colored in cyan, cancels
some of the positive flux on the other side of the PIL. It is partially canceled in the
second magnetogram. The second flux element (yellow) also moves towards the PIL
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and eventually cancels. The magenta element is stable on December 6 but undergoes
cancellation on December 7 with a new bipole that emerges. During most of the
evolution the positive polarity stays mostly compact while the negative one gets
fragmented and pushed around by the flow of an emerged supergranular cell.
We have the ability to trace field lines from either of their footpoints or from
points in the corona, which we call launching points. Fig. 6.10 (bottom panel of three
rows) shows a set of three field lines with their footpoints and launching points in
the corona indicated as red dots. The same flux elements as described above are
visible in the underlying contours of the magnetic field strength. Accordingly, the
first model is made when all three flux elements are present, the second is when
the first element has half canceled, and the third is when it has fully canceled.
The connectivity of these field lines is approximately tracked between the different
models for the three different times. It is important to stress that these NLFFF
models are produced completely independently from each other, i.e. a new flux rope
with different parameters is inserted every time in a changed boundary condition.
Hence, we cannot exactly track the same field lines in the different models. For this
purpose we trace field lines from the approximately the same footpoints or launching
points in all three models provided that the connectivity in the vicinity does not
change noticeably. We have kept the height of the launching points in the corona
the same in all three cases (14000 km). By keeping the footpoints or the launching
points the same we can see how the connectivity of these field lines changes as parts
of the negative polarity disappear in the flux cancellation event. In the second
row, the footpoints in the positive polarity are kept the same while the other set of
footpoints are left to vary as the connectivity of the field lines change. In the third
row all launching points are kept the same at three locations spanning the middle
flux element (yellow). The launching points in the last row are fixed in the middle of
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the three flux elements. Generally, all panels show that field lines belonging initially
to the sheared arcade in the first model change their connectivity as they become
longer and are rooted further north. It is evident from the first two models in the
middle two panels that during that time what has built up is mainly shear, which is
consistent with the first step in the flux cancellation process. We can also observe
this shearing from the animated XRT images. In the third model in all three cases
twist has accumulated and all field lines have become S-shaped and J-shaped as it
is expected for the magnetic structure of sigmoids. Moreover, the single turn in the
S-shaped field lines is located at the place where these flux elements cancel. This is
identified by the inverse crossing of the PIL that the dark blue field lines make in
all three cases. This is in accordance with the flux cancellation cartoons discussed
earlier (van Ballegooijen & Martens 1989; Green et al. 2011) where sheared field
lines reconnect to produce a long S-shaped field lines and short ones. Again, this
happens immediately after a flux element has fully canceled which has contributed
significantly to the build-up of twist.
The turns in the S-shaped field lines are associated with dips in these field lines.
The February 2007 sigmoid displays such dips where the S-shaped field lines just
graze the photosphere at the BPs. However, due to the intrinsic complexity and
small-scale fragmentation of the coronal field close to the photosphere, an extremely
large number of BPs exist and it is hard to determine which ones belong to the flux
rope topology. Hence, here we look at BPs which are defined as dips that graze the
lower boundary between z = 2 (2085 km) and z = 4 (4170 km above the photosphere).
These areas are shown in blue in Figure 6.11 for one model per active region. As can
be seen from comparing the animated sequence of the magnetogram data2 and these
sample magnetograms, the BP areas are located close to the active part of the PIL
2http://hea-www.harvard.edu/~savcheva/sigmoid_cancel.html
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Fig. 6.11: Photospheric magnetic maps (red-positive, green-negative) for 2007 Febru-
ary 10 (top), 2007 December 6 (middle), 2010 February 13 (down) with the locations
of flux-rope associated field line dips overlaid in blue.
where the majority of the flux cancellation takes place in accordance with the flux
cancellation cartoon. Short field lines are correspondingly created underneath these
dips which get submerged, removing flux from the photosphere.
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6.5 Free Energy Input
As discussed above, the changing configuration of the field lines in the consec-
utive models leads to a more sheared and twisted configuration. This implies that
free energy and current are built up in the domain. Although the potential (black
curves in the middle panels of Fig. 6.7, 6.8, and 6.9) and total energy in the regions
are decreasing in response to the flux cancellation, the fraction of the free energy
as compared to the total energy increases and peaks close to the time of the erup-
tions. This is demonstrated by the fact that the green curve (free energy in these
panels) is increasing (February 2010) or decreasing much more slowly than the black
curves (potential energy) for the other two cases. The relative helicity (red curves)
behaves in a similar way to the free energy and overall is seen to either increase or
stay roughly constant over the time prior to the eruptions. This is mostly due to the
model-derived energies and helicities having significant error bars owing to the fitting
process and the fact that the modeling process is not very sensitive to the poloidal
flux in the flux ropes (Su et al. 2011). We have estimated that the error bars on the
parameters plotted in Fig. 6.7, 6.8, and 6.9 are about 20-30% based on the nearest
model in the goodness-of-fit space. Hence, as we have pointed out in Chapter 4 the
free energy alone cannot be a good enough tracer of the evolution of the regions.
Instead, we explore the locations where free energy is input into the system
by looking at 2D maps of the LoS-integrated free energy in analogy with Mackay
et al. (2011). In Figure 6.12 (left column) we have shown such maps for the three
regions for a time close to a flux cancellation event. The maps are overlaid on top
of the photospheric magnetic field intensity contours. The darker the area the more
free energy there is along the LoS. From these plots it can be seen that the two-
dimensional free energy is concentrated close to the active part of the PIL where
the majority of the flux cancellation takes place. Of course, our models are static so
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they cannot capture the dynamics of this process, so what we see in these maps is a
consequence of the non-potentiality of the magnetic fields in the vicinity of the PIL.
And as discussed, field lines close to the PIL are most sheared and twisted. However,
the dark spots in the free energy do not lie exactly on the PIL. To demonstrate that
the concentrations in the free energy are not distributed according to the strength of
the polarities, in the right column of Figure 6.12 we have shown the LoS integrated
total energy, where one can see that the grayscale distribution matches the contours
of the field intensity much better. This is obvious for the February 2007 sigmoid
in the first row, which is also the region with most dispersed polarities. The maps
for the other two regions require a closer inspection to notice the same effect since
the stronger more concentrated parts of the polarities lie in the middle of the region
where we find the most flux cancellation. If fact, if one looks closely at the second
and third rows of the figure, one can notice that the maxima (the darkest areas)
of the total and free energies are located on opposite sides of the PIL. In addition,
for the December 2007 region, the concentration of the free energy lies across the
PIL, over the canceling flux elements, while the total energy is concentrated in the
stronger positive polarity.
In Figure 6.13 we have shown vertical cross sections through the PIL, where
the total (above) and free (below) energies integrated along the PIL are shown in
shades of gray - again darker areas are larger LoS free energy. For all three regions,
it is evident that the free energy is confined to slightly lower altitudes than the
corresponding total energy. In addition, the free energy is concentrated closer to the
PIL, while the total extends more in the x-direction, which is to be expected since it
is sourced by the major flux concentrations in the main polarities. Thus, the most
of the free energy is confined close to the central part of the flux ropes where most
of the flux cancellation takes place.
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Fig. 6.12: Line-of-sight integrated free (left) and total (right) energy maps for 2007
February 11 (top), 2007 December 6 (middle), 2010 February 14 (down) with concen-
tration of the free and total energies shown in shades of gray. The positive polarity
contours are shown in orange, and the negative ones are in blue.
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Fig. 6.13: PIL-integrated total (top) and free (down) energy maps for the same
models as in Figure 6.12. The concentrations are shown in shades of gray, where
one can clearly notice that the free energy is concentrated closer to the PIL than the
total.
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Both the horizontal (Figure 6.12) and vertical maps (Figure 6.13) of the LoS-
integrated free energy point to locations where the field most significantly deviates
from potential. This happens close to the PIL where the sheared and twisted field
lines are concentrated. In addition, these concentrations of free energy coincide with
major flux canceling elements, reconnection at which produces the twist in the field
lines, and hence increase the non-potentiality. As we will see in the next section, the
same locations are associated with the eruptions in the three regions, in the process
of which this accumulated free energy is liberated.
6.6 Flux Cancellation and the Flare Configurations
The effect of the evolution of the regions from a sheared arcade to a twisted
flux rope state is reflected also in the current distributions. As can be seen from
Figures 6.4, 6.5, and 6.6 the current concentrations close to the PIL in the horizontal
maps increase in the time period leading up to the eruptions. This is expected since
the non-potentiality of the field is increasing in time. The maximum values of the
torsion parameters (α is proportional to the current) in the 3D volume are marked on
the corresponding plots and the trend is more clearly shown in Fig. 6.14, where α is
shown in red. One can see that there is a weak tendency for α to increase towards the
time of the eruptions, including leading up to the possible (weak) eruption occurring
on 2010 February 14. In addition, the shape of the diffuse current regions become
more and more S-shaped in time. S- and J-shaped field lines are aligned with these
S-shaped current distributions. No matter how one decides to reconstruct the X-ray
emission from the model - either integrating the current density along the line of sight
or taking bundles of S-shaped loops, one would still obtain a prominent S-shape in
qualitative agreement with the observations.
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Fig. 6.14: The maximum torsion parameter (α) in the domain is shown in red, flux
rope axis height (black) and height at which the decay index of the overlaying arcade
reaches 1.5 (blue) for February 2007 sigmoid (top panel), December 2007 (middle),
and February 2010 (bottom). The times of the CMEs are shown as vertical blue
lines.
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The corresponding evolution of the flux rope configuration is also seen in the
vertical cross sections through the flux ropes. In the beginning, the flux ropes are
confined low down and just before the flares they develop an inverted tear-drop shape
when the current structure extended in the vertical direction. As discussed in Su
et al. (2011) such a specific configuration of the enhancement of the current density
distribution is indicative of a pre-flare configuration. As we will show in Chapters 7
and 8, the bottom parts of the inverted teardrops are related to strong changes in
connectivity. These parts of the magnetic volume are called hyperbolic flux tubes
(HFT; Titov et al. 2002), which represent the self-crossing of quasi-separatrix layers
(QSLs; Priest & De´moulin 1995; De´moulin et al. 1996a; Titov et al. 2002; Titov 2007)
under the flux rope at an X-line type configuration. To demonstrate the topology
of the HFT in Fig. ?? we show a QSL surface that folds on itself producing an
HFT at the crossing point, which has this characteristic 4-way saddle shape. These
QSLs confine the flux rope from its surrounding field and encircle the volume of
high current in the flux rope. These inverted teardrop current distributions in cross
section are located in the central part of the flux ropes, but their most developed
parts are cospatial with the locations of intense flux cancellation. At these locations
the restraining potential arcade is most probably weaker, allowing the flux rope to
expand more into the overlaying field.
Fig. 6.15: A QSL surface defining the outer edge of the flux rope which folds on
itself. A hyperbolic flux tube (HFT) is produced at the crossing point that extends
for some portion of the flux rope, below it. The HFT is the core of the QSL with
highest value of Q in the domain.
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The field lines associated with these current distributions have a specific shape
and connectivity. Figure 6.16 shows plots of sample field lines (left column) at the
location where the teardrop shape is most elevated in each region. From a topological
point of view the domain around the bottom of the flux rope is separated in quasi-
connectivity domains with specific field lines linked in these domains. As can be
seen in the figure the three specific kinds of field lines are long S-shaped, pairs of
J-shaped and short field lines. The S-shaped field line belongs to the inside of the
flux rope, the two J-shaped field lines connect on both sides of the HFT under the
flux rope, and the short field line lies just under the flux rope at the location of the
cross section. The location of the cross section is shown with a dark green line which
just intersects all field lines simultaneously. The cross sections at these locations are
shown in the right column of the figure. The field lines are overlaid on top of the
current distribution in cross section. The points where the field lines intersect the
vertical plane are shown in the corresponding color. From these representations one
can notice that the turn in the S-shaped field lines, the apex of the short field lines
as well as the footpoints of the two J’s all lie in the plane of the cross section. The
cross section was taken at the location of most vigorous flux cancellation which as
discussed coincides with the inverted tear drop shape in the current distribution and
the inverse crossing of the PIL by the S-shaped loops.
A few things occur at the sites of flux cancellation that facilitate the appearance
of the HFT and the specific types of field lines associated with it. First of all, the flux
cancellation process transfers magnetic flux from the sheared arcade to the inside of
the flux rope in the form of S-shaped field lines. This increases the flux in the flux
rope while decreasing the strength of the overreaching sheared arcade field lines. This
creates a situation in which low lying dips (potentially real BPs) form together with
short field lines underneath. The increased flux in the flux rope and the straightening
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Fig. 6.16: Sample S-shaped (cyan), J-shaped (blue and magenta) and short sheared
(blue) field lines traced from the NLFFF models for 2007 February 12 (top), 2007
December 6 (middle), 2010 February 14 (down) in the left column. The same field
lines are shown in projection in a cross section of the current density (right column)
taken at the location of the dark green line. The points where the field lines cross
the plane of the cross section are marked in the corresponding colors.
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of the newly formed S-shaped field lines as a results of magnetic tension cause the
further expansion and elevation of the flux rope into the surrounding field. This in
turn causes the sharpening of the current distributions in the bottom part of the flux
rope, eventually leading to the formation of an HFT. The black curves on Fig. 6.14
show how the height of the flux rope axis (taken at the location of flux cancellation)
changes in time for all three regions. The trends are not very strong but there is a
general increase of the height of the axis prior to a CME.
We will discuss in Chapters 7 and 8 that the bottom of the inverted teardrop
current distribution (the HFT) represents the location where reconnection may read-
ily occur as lines of different connectivity can be located very close together. The
situation of tether-cutting reconnection between two J-shaped field lines will be dis-
cussed, the product of which would be the further transfer of flux into the flux rope
via the formation of S-shaped field lines, and the creation of short ones under the flux
rope. Looking at the current cross sections and the specific types of field lines at the
location of flux cancellation supports this idea. In Chapter 7, we propose a scenario
for the development of the CME in the February 2007 region, where reconnection
at the HFT was in positive feedback loop with the torus instability. As shown by
De´moulin & Aulanier (2010) the torus instability develops when the strength of the
overlying arcade falls off with height with a decay index n = 1.5. If this condition is
reached close to the flux rope axis the configuration becomes torus unstable and can
allow the full development of a CME. Hence, in Fig. 6.14, in addition to the height
of the flux rope axis, we plot the height where the decay index of the arcade n ≥ 1.5
(blue curve) at the location of most vigorous flux cancellation. It can be seen that
these two values are closest in the models just preceding the CMEs for the February
2007 region (top panel). The flux rope axis lies above the n = 1.5 point for most
models of the December 2007 sigmoid (except the first two). This instability is shown
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by the fact that all of these models are marginally unstable - the flux rope slowly
expands with subsequent iterations of the relaxation process. For the February 2010
sigmoid (bottom panel) the flux rope axis is higher than the height where n = 1.5
only on February 14 and 16 when the region was observed to be eruptive.
The above discussion is strongly supported by the fact that the flares develop
at approximately the same location as the sites of flux cancellation. This can be seen
from Figures 6.17, 6.18, 6.19, and 6.20, where we have shown magnetograms (upper
panels) for the models just before the eruptions and overlays between X-ray or EUV
loops and the same magnetograms (lower panels).
Fig. 6.17: Co-aligned MDI photospheric magnetograms (upper panels) and the over-
lay of STEREO/EUVI 195A emission (lower panels) on the MDI magnetic field
distribution for the 2007 February 7 eruption. The first EUVI overlay is at 18:06
UT just before the eruption, the second one at 18:55 UT is in the early phase of the
eruption when the first flare emission is observed, and the last one at 19:36 UT is
when the flare arcade is well developed. This eruption involves only the southern-
most bipole of the active region. The flare ribbons and flare loops are marked with
pink arrows.
Figure 6.17 shows MDI magnetograms (top row) and magnetograms overlaid
with STEREO/EUVI 195A˚ data for the flare and CME on 2007 February 7. The
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Fig. 6.18: The same as in Figure 6.17 but for the 2007 February 12 eruption. The
first EUVI panel is at 05:45 UT just before the eruption starts, the second at 07:55
UT in the early phase of the eruption as the twin dimmings begin to be observed
and the first flare loops/ribbons are seen. The last panel is at 09:06 UT when the
dimmings and flare loops are more developed. The flare ribbons and flare loops are
marked with pink arrows.
data are co-aligned and show the active region just before the eruption (first column),
in the early phase of the eruption when flare ribbons are visible (second column) and
when the flare arcade is well developed (third column). The last EUVI panel shows
that the flare loops span the southern part of the region beginning in the center of the
region, where the majority of the flux cancellation has been detected, and covering
the PIL southward of this point. The flux rope for this model is inserted only in the
southern part of the region where the flare loops are observed.
Figure 6.18 shows the second eruption from the February 2007 sigmoid when the
sigmoid has grown to include both the north and south bipoles making up the active
region. The second and third lower panels show the location of the flare ribbons and
loops as seen in STEREO/EUVI 195A˚ . They are located in the middle of the region
and rooted in the negative and positive polarities on both sides of the active part of
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Fig. 6.19: Co-aligned MDI photospheric magnetograms (upper panels) and the Hin-
ode/XRT overlay (lower panels) showing the changes in the lower corona associated
to the eruption on 2007 December 7. The first XRT panel shows the pre-eruption
corona, the second panel shows the very early stages of the flare when the first
brightenings are seen and the third panel shows the flare when the flare loops are
well developed across the PIL. The flare loops are marked with pink arrows.
the PIL. A crude comparison of the location of the flare ribbons and the QSL maps
given in Chapter 8 and 9 shows that they are most probably associated with the
flux rope-bounding QSLs on both sides of the HFT. This is confirmed further in the
right column of Figure 6.18 where the flare loops (rooted in the flare ribbons from
the previous panel) are seen to brighten up in the middle of that region.
As discussed in Green et al. (2011), the first flare and CME in the 2007 December
7 sigmoid is preceded by the brightening up of shorter S-shaped loops (left and middle
column Figure 6.19), the south end of which is rooted in the positive polarity where
several flux elements have already canceled. This loop system seems to play a major
role in this eruption. The flare arcade again is seen to extend over the same active
part of the PIL (right column) with the first loops appearing there and extending
north. This region produced another flare and CME, on December 8, which was not
modeled in the current study. However, from Figure 6.20, where we have shown the
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Fig. 6.20: The same as in Figure 6.17 but for the 2007 December 8 eruption. The
first panel shows the pre-eruption corona, the second panel shows the very early
stages of the flare when the first brightenings are seen and the third panel shows the
flare when the flare loops are well developed across the PIL. The a flare loops are
marked with pink arrows.
flare brightenings (first two columns) and the flare arcade (third column), the loops
in the core of the flare and the flare loops clearly connect to the middle of the region,
where the flux cancellation had been noticed to proceed the previous few days.
6.7 Conclusions and Discussion
Understanding the formation and evolution of solar active regions is vital for
gaining insight into the mechanisms that produce CMEs and their associated flaring.
Here we study one aspect of this question formulated for a sub-set of active regions
– those that possess a pronounced S-shape known as sigmoids. In particular, we
utilize both observational data and modeling of the magnetic field structure to test
the idea that flux cancellation is the mechanism by which flux ropes form in situ in
the solar corona in sigmoidal regions. We are led by the cartoon of how the process
of photospheric flux cancellation can build shear and twist into the magnetic field
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lines in a decaying active region. The details of this idea are given in Fig. 1 from van
Ballegooijen & Martens (1989) and are elaborated on in Fig. 11 from Green et al.
(2011). Multiple numerical simulations have been performed to apply this process to
idealized magnetic configurations (van Ballegooijen 1999; Mackay & van Ballegooijen
2001, 2005; Mackay & van Ballegooijen 2006; Amari et al. 2000; Aulanier et al. 2005a,
2010). While magnetic flux cancellation has been observed, and the coexistence of
disappearing flux and increasing complexity of the loop systems in sigmoids have
been shown (Green & Kliem 2009; Green et al. 2011), such detailed comparison
between data-driven magnetic models and observations has not yet been performed.
Our interpretation of the process of flux cancellation occurs in two steps both
involving reconnection low in the solar atmosphere and converging flows toward the
PIL. The first reconnection episodes build longer loops from already sheared loops
that are significantly aligned with the PIL. These loops do not possess any dips and
will also be subject to photospheric flows that further shear the field. The second
step of the process brings footpoints of overlying loops very close together at the PIL
which reconnect to produce long field lines which are twisted around the sheared field.
In both steps, the reconnection also produces short field lines that get submerged
under the photosphere due to magnetic tension so that whilst a flux rope is forming
in the corona there is a corresponding disappearance of flux in the photosphere. In
this case we take the flux rope to be composed of field lines with dips and turns
that lie over the flux cancellation sites. In this scenario axial flux gets built-up first,
followed by poloidal flux, and the two fluxes sum to at most the total canceled flux.
The relationship between the axial and poloidal fluxes and the canceled flux still
depends of the initial shear and how one accounts for the poloidal flux.
We test these predictions by utilizing magnetogram, X-ray and EUV data, as
well as data-driven magnetic field models for three decaying sigmoidal regions, which
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display significant flux cancellation during their disk passage. We measure the total
and canceled fluxes in the regions based on the magnetogram data, and identify
particular flux cancellation sites and the flux fragments that take part. We infer
that all flux ropes are dominated by axial flux at all times and all regions start off
with relatively high axial flux content. The poloidal flux in the flux ropes is built by
both increasing the poloidal flux per unit length and the length of the EUV filament.
In some models the axial flux in the flux rope is more than a 100% of the canceled
flux. The reason is most probably that we underestimate the canceled flux due to
the fact that significant fraction of the evolution of the regions in February 2007 and
February 2010 has been missed due to their location behind the limb. With these
exceptions the sum of the poloidal and axial flux in the regions amounts to less than
80% from the canceled flux and less than 30-50% of the total flux. The above is in
agreement with the proposed flux cancellation idea. It is worth noting that Green et
al. (2011) made an attempt to measure the flux cancellation for the December 2007
region which occurred only at the internal PIL throughout the lifetime of the active
region. Good agreement is found between the flux measured from flux cancellation
and the model flux rope in this study.
The agreement with the flux cancellation idea is further enhanced when one
compares the observed X-ray images and the magnetic models for different instances
in time. We see a very good match between the observed X-ray loops and magnetic
field lines from the models, that all show a transition from a sheared arcade to a flux
rope. Moreover, we have demonstrated that the appearance of S-shaped loops in the
model for 2007 December 6 is linked to the cancellation of one particular set of flux
elements, identified from the magnetograms. The turns in these S-shaped field lines,
and the dips, identified by bald-patch-type of analysis, also show up at the location
of this flux cancellation site.
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We analyze the models just preceding the eruptions in all three cases and show
that the three regions develop a marginally stable configuration at the sites of most
vigorous flux cancellation, identified by the presence of an inverted teardrop shape in
cross sections of the current distribution. This kind of special pre-eruptive topology,
a hyperbolic flux tube (HFT) is extensively discussed in Chapters 7, 8, 9 and in
Savcheva et al. (2012a) and Savcheva et al. (2012b). There we show to be linked to
the eruptions in the February 2007 sigmoid. We do not perform the same topology
analysis as in these previous studies, but from the correspondence between the current
distributions in cross section and the quasi-separatrix layers, we can comfortably
extend the same analysis to the other two regions. In addition, we have shown that
oppositely directed J-shaped field lines come together at the HFT at the sites of flux
cancellation, together with dips in the S-shaped field lines and short field lines that
lie under the flux rope. We speculate that reconnection at the HFT can liberate the
free energy, that has been shown to concentrate at the locations of flux cancellation,
and aided by the torus instability produce an eruption. Thus, we obtain a consistent
picture of how photospheric flux cancellation can build sigmoidal flux ropes and




Field Topology Analysis of a Long-lasting
Coronal Sigmoid
MHD models (Aulanier et al. 2005a, 2010), and potential and linear force-free
field extrapolations (e.g. De´moulin et al. 1997; Wang et al. 2000) have been used
to deduce the locations of prominent QSLs. These studies have been reasonably
successful in modelling bipolar or quadrupolar configurations. However, when a
region consists of sheared and twisted field lines overlaid by potential ones, it can be
best understood by means of NLFFF models, since we need different values of the
torsion parameter, α, throughout the magnetic configuration. Traditionally, sigmoids
have been envisioned as having a twisted and sheared core field embedded in a
potential envelope field (Moore & Roumeliotis 1992), which stabilizes the core field
against eruption. Consequently, sigmoids have often been modeled as a twisted flux
rope embedded in a potential arcade (Titov & De´moulin 1999). The process of
flux rope creation differs from model to model. MHD simulations have employed
flux rope emergence from below the photosphere (Fan & Gibson 2004, 2006, 2007;
Archontis et al. 2009) or build-up of twist by flux cancellation (van Ballegooijen 1999;
Mackay & van Ballegooijen 2006; Yeates et al. 2008) or shearing footpoint motions
(Amari et al. 2000; Aulanier et al. 2005a, 2010). Generally, the question of sigmoid
formation and stability should be considered separately for emerging flux sites and
long-lived sigmoids since the timescales and energetics involved in these two processes
are significantly different.
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Observationally, it is evident that the hot S-shaped loops run on top of a curved
polarity inversion line (PIL). This is not surprising since the sheared and twisted loops
in these regions can store magnetic energy in stable structures and as the sigmoid
evolves the energy grows (Chapter 4). If one wants to understand the structure
and evolution of erupting regions, it is prudent to concentrate on sigmoidal regions
since they have higher probability for producing eruptions. As a first step, it is most
beneficial to concentrate on eruptions appearing in quiescent sigmoids, where the
magnetic field configuration has not been utterly complicated by the presence and
dynamics of sunspots, and the observed coronal loops are rather ordered. In those
cases gaining insight into the magnetic topology of such regions (via QSL analysis)
and its evolution towards an eruption can prove to be a significant stepping stone for
understanding CME- and flare-producing ARs. In addition, since sigmoids can be
modelled as flux ropes, direct comparison can be made with the topology appearing in
analytical flux rope configurations (Titov & De´moulin 1999; De´moulin et al. 1996b).
In this chapter we analyze the magnetic topology and its evolution in the de-
velopment of a long-lasting quiescent sigmoid in a decaying active region. We apply
the methodology developed in Chapters 2 and 3 to study the questions identified in
Chapter 1 (Questions 2, 4, 5, 6 about topology of sigmoids, and pinpointing sites for
instabilities and reconnection). More specifically we obtain QSL maps of a sigmoidal
region in order to identify specific topological features that are used to disentangle
the complex magnetic field structure of an observed erupting AR. The region is ob-
served with the unprecedented spatial and temporal resolution of XRT in over its one
week long evolution in February 2007. The region was first described by McKenzie
& Canfield (2008). In Chapter 4 we presented a detailed description of the NLFFF
models used to study the evolution of the magnetic field of the region over seven
days leading to the B-class flare on Feb 12, 2007. Here we repeat this analysis and in
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addition include more careful modeling of the region preceding its first eruption on
Feb 7, which was not considered in Chapter 4. The NLFFF models are based on the
flux rope insertion method (van Ballegooijen 2004) and provides the 3D magnetic
and current structure of the region. The topology analysis is conducted based on
stable NLFFF models for all days of the evolution of the region.
Here for the first time we show QSL maps from a data-driven NLFFF model
and show the complexity in the QSL map derived from the complexity of the ob-
served field. This Chapter is based on Savcheva et al. (2012a). In §7.1 we give the
specifics of the NLFFF modeling and the QSL calculation. §gives an overview of the
general properties of the QSL maps. Section 6 includes the main results about the
QSL topology and evolution for the whole lifetime of the region. In Section 7 we
concentrate on the models just before the two eruptions and show how QSLs can
be utilized for pinpointing the location of both B-class flares and subsequent CMEs
that the sigmoid produced. We present our discussion and conclusions in Section 8.
7.1 The NLFFF Model and the QSL Calculation
In this section we consider the evolution of the February 2007 sigmoid, the
observations of which were described in detail in Chapters 4 and 6. For the purposes
of this study, we repeat the NLFFF modeling done in Chapter 4, but now with the full
methodology described in Chapter 3, using a global potential field extrapolation from
a synoptic SOLIS magnetogram for the given Carington rotation, as side boundary
conditions for the high-resolution domain. We use STEREO/EUVI 195 A˚ images,
which show the dark filaments in order to constrain the path of the flux ropes for
the different models. We choose a grid of 16-20 models covering the same model
parameters as discussed in Chapter 6. A summary of the input flux rope parameters
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(axial and poloidal fluxes) and the output parameters (energies and helicities) are
given in Table 7.1.
Table 7.1: Summary of best fit models.
Date Φaxi Fpol Pot. energy Free energy Relative Helicity
[1020 Mx] [1010 Mx cm−1] [1031 erg] [1031 erg] [1041 Mx2]
Feb 06, 06:11UT 3 0.5 7.87 0.86±0.1 6.3±1.1
Feb 07, 12:14UT 7 1 6.22 1.32±0.3 10.9±2.2
Feb 08, 11:29UT 3 1 4.31 2.25±0.8 12.1±2.1
Feb 09, 11:22UT 5 1 4.79 1.28±0.4 10.4±1.9
Feb 10, 17:59UT 5 1 4.15 1.1±0.2 8.3±2.8
Feb 11, 06:27UT 5 1 4.01 0.91±0.1 7.4±2.5
Feb 12, 05:32UT 3 1 3.52 0.72±0.1 5.8±1.2
Feb 12, 06:41UT 5 5 3.64 1.47±0.3 10.9±3.9
Feb 12, 08:38UT 5 1 3.49 1.04±0.4 8.9±4.6
Selected XTR observations and field lines traced from the best-fit models are
shown in Fig. 7.1. It can be seen that the models are very good representation of
the XRT observations. These models are qualitatively similar to the ones shown in
Chapter 4. This is to be expected since the region of interest is in the middle of a
larger domain, the sides of which are relatively far away, thus reducing any boundary
effects.
These NLFFF models are used to obtain QSL maps in different horizontal cross
sections at different height in the corona. The methodology described in detail in
Chapter 3.1 is used for this purpose. We computer 25 different horizontal maps at 25
different heights in the corona - between 2 and 50 cells in the vertical direction. As
discussed in Chapter 3, our QSL calculation can pick up QSL with squashing degree
up to a 100. In this case in order to pick out the prominent QSLs we apply mask,
which we show in the next section.
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07 Feb 07 12:20
Fig. 7.1: XRT images (left column) of different days of the evolution of the sigmoid.
Sample field lines traced from the best fit model for the corresponding XRT observa-
tion. The colors of the field lines are used to easily distinguish between the different
field lines. The magnetic flux distribution is shown with green and red contours.
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7.2 General Properties of the QSL Maps
In this section we discuss several basic properties of the QSLs in relation to
other quantities, such as the magnetic field and current density. This is necessary
for understanding how one can use the QSL analysis for gaining insight into how the
topology of the sigmoid changes in time and what this implies about the structure
and evolution of the AR. Our calculations are based on data-driven NLFFF models,
which are characterized by large field complexity, an intrinsic property of observed
magnetic fields. While some of the properties we discuss here are in general agreement
with known analytical characteristics, most have not been discussed in the context of
real magnetic fields and modeled current distributions. It is important to note that
the QSL positions are very stable against small changes in the field and they reflect
the global properties of the field, which makes their positions weakly dependent
on the grid resolutions. The maximum strength that can be resolved in a given
QSL depends on the grid resolution, which can be improved with adaptive mesh
algorithms, as described in Chapter 3.
In Fig. 7.2 we have shown a contour map of the radial component of the magnetic
field (a), map of the absolute value of the current density (b), an original QSL map
(c), and a JQ plot (d) of the same region around the sigmoid. The vectors on the
upper two panels show the direction of the magnetic field and current respectively.
All four maps are given for height of z=6 cells above the photosphere. High values
of the current density are dark areas in the upper right plot. In the QSL map Q is
plotted in different shades of blue, going from dark blue for the almost Q = 0 areas
to lighter blue and white for the higher values of Q. The yellow curves are QSLs
where the value of Q is larger than what our calculation can resolve. Green areas are
patches where the field lines leave the map domain at one end and hence Q cannot
be calculated for them. The JQ plot in the lower right is obtained by multiplying
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the corresponding current density and QSL maps in the same figure, as discussed in
Chapter 3.
Fig. 7.2: Magnetic field distribution in the computation domain for the QSL maps
for Feb 12, 06:41UT is shown in the panel a). The distribution is shown at height
z = 6 cells with green (negative) and red (positive) contours. The current density
distribution in the same region at the same height is shown in panel b), darker areas
have higher current density. The corresponding QSL map is shown in panel c). Blue
areas have low Q values, lighter areas have higher Q, and yellow QSLs have the
maximum Q that can be resolved by our calculation, green areas have field lines
leaving the computation domain and Q cannot be determined for them. The JQ
plot in panel d) is a product of the distributions in panels b) and c). Darker areas
are characterized by both high current density and high Q.
The first striking property is that the magnetic field and the QSL distributions
are both highly fragmented and complex. This is in contrast to the smooth magnetic
field distributions and the small number of sharp strong QSLs obtained from theoret-
ical considerations (De´moulin et al. 1996b; Titov 2007), MHD simulations (Aulanier
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et al. 2005a, 2010), and potential and linear force-free extrapolations (Demoulin et al.
1993; De´moulin et al. 1997; Mandrini et al. 1997). As the fragmentation of the mag-
netic field decreases with height, the complexity of the QSLs also decreases. Fig. 7.3
is analogous to Fig. 7.2 but for a different height - z = 12. From comparing Fig. 7.2
and 7.3 one can notice the transition to smoother magnetic field and Q distribu-
tions. In fact, going up in height the magnetic field vectors (and the main QSLs)
become more and more misaligned with the PIL in the smooth transition between
the flux rope core and the overlaying potential arcade and eventually turn perpendic-
ular when the field is potential in the upper part of the computational domain. This
transition of the shape, size, and orientation of the main QSLs can be best seen in
the animated sequence of consecutive QSL maps going up in height 1, accompanied
by similar animations of the magnetic field and current density.
By comparing the upper two panels of Fig. 7.2 (and Fig. 7.3) one can notice
that the vectors of magnetic field and current are aligned which is expected since
the current is required to be parallel to the magnetic field for a NLFFF. The current
density is higher close to the PIL since it is concentrated in the flux rope which
lies along the PIL. Higher values of the current density are not necessarily associated
with maxima in the magnetic field flux distribution. The main QSLs are also parallel
to the magnetic field and current directions. This is much more apparent in the JQ
plot. Also notice that the JQ product shows less variation in height. This further
confirms the usefulness of this mask in highlighting important structures.
Magnetic field lines closely follow prominent QSLs along the length of the QSL
and diverge at the footpoints by definition. It is still an open issue of whether this
bunching up of field lines at the main QSLs is associated with the accumulation of
bright coronal loops in XRT images. Such an investigation is planned for a future
1http://hea-www.harvard.edu/~savcheva/sigmoid_qsl.html
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Fig. 7.3: All panels are analogical to Fig. 7.2 but for height z = 12.
work. A basic assumption of our model is that the soft X-ray emission outlines
magnetic field lines. The soft X-ray emission in the sigmoid overlays characteristic
S-like field lines traced from the prominent structures in the JQ maps. In Fig. 7.4
we have shown a set of field lines overlaid on the JQ map, and the same field lines
overlaid on an XRT image of the sigmoid for 06:41UT, Feb 12. The S-like field lines
in the observation clearly coincide with X-ray shape of the region.
It has been proposed that main QSLs have to coincide with peaks in the current
density as mentioned in Chapter 3. However, this is only proven to be true in
the presence of footpoint motions. Our model is static and thus it is intrinsically
impossible to recreate this effect. Instead, our current distributions are smooth as
a result of the diffusion applied in the relaxation process. Nonetheless, the main
QSLs coincide with somewhat sharp ridges in the current density and both outline
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Fig. 7.4: JQ analogical to Fig. 7.3d is shown in the left panel. Some field lines are
traced from the main QSLs on both sides of the PIL, they posses the characteristic
S-shape. The same field lines are overlaid on the corresponding XRT image - one
can notice that the field lines match the X-ray emission of the sigmoid.
the flux rope. In Fig. 7.2 (z=6) the ridges in the current and the QSLs are closer
together than in Fig. 7.3 (z=12). For larger height they separate even more, later
they start to come back together and shorten. The main QSLs (and the ridges in
the current) lie on the outside of the flux rope, which can be seen better in the
flux rope cross sections shown on Fig. 7.5. The upper two panels show a horizontal
slice through the current at z=12 and a cross section through the flux rope at the
location of the blue line. The lower panel shows the equivalent JQ horizontal slice
and cross section. Currently we do not have the ability to perform high resolution
three dimensional QSL calculation. Rather, the vertical cross section is composed of
stacking 25 different horizontal maps and making a cut at the location of the blue
line. Thus, the vertical resolution is poor but nonetheless the main characteristics
are captured. The shapes of the QSLs in the horizontal maps for different heights
and in vertical cross sections are schematically shown in Fig. 7.6 where it can be seen
how the QSLs outline the cavity of the flux rope.
The flux rope in our model has finite length and hence one can transition con-
tinuously from the envelope field to the core of the flux rope. As a consequence it
is topologically separated from the surrounding field by QSLs instead of true sepa-
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Fig. 7.5: Current density and JQ plots analogical to Fig. 7.3 b) and d). Cross section
through the flux rope at the location of the blue line are shown in the left column.
The cuts are the same location demonstrating the similarity between the current and
Q distributions in the flux rope.
ratrices (as in the case of infinitely long flux ropes, see Schindler et al. 1988; Lau &
Finn 1991). In addition, the region we are modeling is bipolar, so even though two
neighboring field lines can have vastly different lengths and orientations (e.g. one
belonging to the flux rope and one above it), they always start and end at the same
extended magnetic polarities. To visualize that high values of JQ (darker curves) are
the locations where the field line connectivity drastically changes, Fig. 7.7 shows a
set of neighboring field lines traced from the model that are launched close together






















Fig. 7.6: Schematic representation of the QSL topology in cross section (upper left),
side view of the flux rope (lower left), and top views (right) at the locations of the
horizontal lines - a) under the HFT, b) at the HFT, c) above the HFT.
start close together on both sides of a prominent QSL diverge with distance and
connect to very different parts of the same major flux distribution. The short field
line is part of the northern elbow of the sigmoid where the field is more potential,
and the longer one runs close to the axis of the flux rope.
The shape of the main QSLs on the JQ plots are characteristic of a flux rope
magnetic configuration. For comparison, we draw attention to the work of De´moulin
et al. (1996b), Fig. 1, and Titov (2007), Fig. 4 (shown in Fig. 7.8 for convenience),
where they discuss the shape of the QSLs associated with weakly twisted flux ropes.
The characteristic QSL shapes at different heights are also shown on the schematic
in Fig. 7.6. Notice that although our QSL maps show more complexity, the general
shape of the main QSLs outlining the flux rope is similar to the analytical config-
urations discussed in those two papers. This is not surprising since the QSL shape
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Fig. 7.7: A JQ map for Feb 10, z = 10. Three sample field lines have been traced
from the blue dots on the figure on different sides of prominent QSLs. Although
the field lines are launched close together they diverge significantly with distance to
where they connect to the photosphere.
reflects the global properties of the region and hence they should display similar
characteristics for similar type of magnetic configurations. All QSL configurations
discussed in the literature so far are given at the photosphere, where they show a
characteristic hooked shape. In this sense, an important difference is that our QSLs
at the bottom layer (z = 2) form a continuous S-shaped cavity instead of the two
horseshoe-like hooks at the locations where the flux rope is rooted in the photo-
sphere in the analytical models. As discussed in Titov (2007), the value of Q along
the main QSLs separating the flux rope from the surroundings varies substantially -
from 102 to 106 in his model and hence when displaying only the highest values of
Q one would obtain just the hook-like shape of those QSLs. Since we do not have a
way of distinguishing between the values of Q in the range 103 to 106 our JQ plots
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Fig. 7.8: QSL maps from the TD flux rope model. The flux rope apex is different
amount of the major radius above the photosphere. This figure is similar to Fig. 7.6
in that it demonstrates the different arrangements of the QSLs with height.
effectively display the whole QSL regardless of the exact value. A higher resolution
QSL calculation, included in the next chapter, will be able to distinguish between
different high values of Q and show a more similar shape to those in Titov (2007).
7.3 Pre-eruptive Evolution of the Region
The February 2007 sigmoid has been observed to consistently evolve towards
a coherent S-shape over a period of one week. After the joining of the two bipolar
regions into a more extended region, the southern part of the region shows signs of
large shear and some twist early on, while the northern part remains more potential
until the full sigmoidal shape develops. This evolution of the type of field lines that







Fig. 7.9: Sample current density (left column) and JQ (right column) maps for Feb
8, 9, 10, 11 (preceding the eruption), and Feb 12 08:39UT (just after the eruption).
All maps are et height z = 10.
205
shown model field lines for several days. Fig. 7.9 shows representative current density
(left column) and JQ (right column) maps for the different days of the evolution of
the region. The maps for Feb 7 and 12 are discussed in the next section. We have
already discussed that the shape of main field lines follows closely the shape of the
prominent QSLs. By following the evolution in the corresponding panels of Fig. 7.1
and Fig. 7.9 one can see that the main QSLs in the earlier days have a slight S-shape
which becomes more and more pronounced as we approach the eruption on Feb 12.
The first set of maps are for Feb 8 - a day following the eruption on Feb 7. The
sigmoid has started to develop S-shaped QSLs associated with the flux rope. This
model is characterized by the highest axial flux while the poloidal flux in the region
at the time of this model is 1010 Mx/cm as the majority of the rest of the models
(see Table 7.1). At the same time, the flux distribution and the initial flux rope path
produce a longer cavity which encompasses the previously more potential part of the
region. On Feb 8 the flux rope is held down low by the potential arcade and at height
z = 12, at which the horizontal slices are taken, the QSLs have started to shorten
and straighten.
On Feb 9, the two regions have fully merged and some flux cancellation has taken
place at the location where the two initial regions meet, as discussed in Chapter 6.
This has removed one flux element that gave the characteristic curved shaped to the
QSLs on Feb 8. As a consequence the PIL on Feb 9 is almost straight and the QSLs
outlining the flux rope are also much straighter. Instead of having a hollow core
distribution, as the later models, the flux rope on Feb 9 is filled with current and
this is also reflected in the JQ map - the area inside the flux rope is filled with many
almost parallel QSLs. Feb 9 is the first day that we find comparatively extended
areas along the flux rope that contain bald patches. The BP areas are aligned with
the central QSLs in the flux rope. A much higher resolution calculation must be able
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to show that the Q value on these QSLs is highest and they may even be considered
true separatrices. These BPs persist along the length of the sigmoid for the following
3 days and it is most likely that persistent reconnection at the BPSS heats the plasma
on those field lines to coronal temperatures and gives the characteristic shape of the
sigmoid as discussed in Titov & De´moulin (1999). In addition, during this time
the region is characterized by the presence of dark EUV and Hα filaments. This is
consistent with the observations and interpretations given in Aulanier & Demoulin
(1998) where BPSS explains the existence of Hα filaments. We can speculate that the
continued reconnection at the BPSS and the flux cancellation in the region eventually
elevate the flux rope away from a BPSS configuration as we discussed in Chapter 6.
As we approach the eruption on Feb 12, the main QSLs and the associated
coronal X-ray emission has acquired a pronounced S-shape. In response to continued
flux cancellation, the PIL has become curved again and the flux rope and associated
QSLs are also curved. The flux ropes in these models are more elevated in response
to the decreased strength of the potential arcade. Intense current concentration have
started to develop on one edge of the flux rope. These current concentration exist for a
couple of days before the eruption. However, because of the limited time resolution of
the models and the accuracy in the fitting, we cannot say whether these strong QSLs
develop into the ones that characterize the pre-eruption configuration, as discussed
in the next section, since the models for the different days are independent of each
other. We can say that the location where these QSLs are strongest is approximately
the location of the flare cross section shown in the following figures.
As direct output of the modeling process we obtain the relative helicity (as
defined in Chapter 1), total, potential, and free energy of the system. In Table 7.1
we have listed these values together with the errors determined on the basis of the
parameters of neighboring models in the goodness-of-fit space. As in Chapter 4,
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our conclusion is still that although the amount of free energy, as percentage of the
total, increases slightly towards the eruptions, this behavior is not consistent and
cannot be used as a tracer of a possible eruption alone. The fact that our models
are more sensitive to the axial flux in the flux rope than to the poloidal flux leads to
uncertainty in the determined energies and helicities. For instance, the free energy
on Feb 8, after the CME on Feb 7, is the highest, while the free energy is definitely
higher on Feb 12, before the flare, as compared to the preceding days. Thus, one
needs, in addition, to invoke information about the current distributions and the
topology of the region in order to determine which configuration is likely to erupt.
7.4 Magnetic Configuration at the CME Onset
On Feb 7 and Feb 12 the region produced B-class flares followed by CMEs.
In Chapter 4 we had knowledge only about the eruption on Feb 12. Our previous
modeling revealed that the AR shows signs of pre-eruption behavior, such as slight
building-up of helicity and free energy, before the event of Feb 12. Independently
from the observations, our present modeling has shown that the model preceding the
eruption on Feb 7 also shows indications of a pre-eruption configuration. Here we
identify the characteristics of the system that point to possible loss of equilibrium.
In Fig. 7.10 we have shown the JQ plots together with the corresponding XRT
images for Feb 7 and 12. The location of the flares in the images have been determined
approximately based on the first loops that brighten in the beginning of the flares.
Green squares encompassing the inferred location of the flares are shown on both the
JQ maps and the images. The JQ plot for Feb 7 in the upper left panel of Fig. 7.11
shows that the main QSLs associated with the flux rope are pinched in the northern
part where they come together in a stronger QSL at a height of z = 6. Similarly,
the main QSLs in the JQ plot for Feb 12 (lower panel) come together at a height of
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Fig. 7.10: JQ plots for Feb 7 and Feb 12 corresponding to the model just preceding
the eruptions on those two days. Both maps are at z = 6. The corresponding XRT
images are shown in the right column. The inferred locations of the two flares are
inside the green box on all panels.
z = 4. We made cross sections through the flux rope, approximately perpendicular to
its axis, and at several locations along the main QSL. The QSL cross section through
the flux rope at the location of both flares shows a characteristic fully-developed
inverted tear drop shape (Fig. 7.11). In 3D the QSL crosses itself at an X-line-like
configuration (similar to Fig. 6.15). This is characteristic of the so-called Hyperbolic
Flux Tube (HFT, Titov 2007) since the profile of the QSL layer, and consequently
of the current layer that can potentially form there, has a hyperbolic 4-way saddle
shape (Fig. 2, Titov 2007). In Titov’s work, in the absence of separatrices, the HFT
represents the part of the magnetic volume where Q is highest. In this sense, it is the
place where the sharpest current sheets can develop and reconnection is most likely
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Fig. 7.11: The same JQ plots as in Fig. 7.10. Two vertical cross section for each
model are taken at the location of the blue lines on the horizontal JQ maps. The
first and the third cross sections are at the location of the flares of Feb 7 and Feb 12.
The other two cross sections are taken away from the flare sites but before the flux
rope starts to descent significantly towards the photosphere.
to occur in an explosive manner. The current density distributions in the same cross
sections (Fig. 7.5) show similar shape, as discussed above, but they are much more
diffuse than the QSLs. Here we suggest that the existence of an HFT is a topological
tracer of a pre-flare configuration. Indeed, we show here that in our models both
flares begin where the QSL cross sections show the typical HFT configuration. For
Feb 12 we purposefully studied the cross sections around the inferred location of the
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flare. However, for Feb 7 the presence of an HFT in the model prompted us to look
back to the observations and discover the CME on Feb 7. In this sense, the presence
of an HFT on Feb 7 forecasts the appearance of a flare and CME at the inferred
location.
Fig. 7.12 shows the connectivity of the field lines around the HFT. Generally
there are 4 types of field lines that show up when one explores the four domains
around the HFT as shown on Fig. 1 of De´moulin et al. (1996b). The twisted long
helical field lines that compose the body of the sigmoidal flux rope are located in
domain (I) on the upper panel of Fig. 7.12. These field lines appear S-shaped and
run over the whole length of the sigmoid when projected on a horizontal view (lower
panel). Field lines that are launched close to the photosphere on the left and the
right sides of the HFT (domain II and IV) appear J-shaped on the lower panel. Field
lines that are rooted in the lower domain III, effectively below the HFT are short,
low lying and slightly inclined with respect to the PIL. This system of field lines is
enveloped by a potential arcade which lies above the flux rope.
Tether cutting reconnection (Moore & Labonte 1980) between the J-like field
lines is likely to occur at the HFT, which involves transfer of magnetic flux from
domains II and IV into domains I and III. Observationally, this process forms short
post-flare loops (similar to those in domain III) which run across the PIL at an angle
and connect the flare ribbons which outline the main QSLs on the photosphere. The
HFT in the model for Feb 7 is formed only in small portion of the region where the
main QSL cavity pinches. This is also the location where the two-J-like field lines
come together and can be subject to tether cutting. For Feb 12 an HFT configuration
exists over a larger portion of the flux rope, although the flare coincides with where
the two oppositely directed J-like field lines come together at the most complete and
elevated part of the HFT.
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Fig. 7.12: Current density plot at z = 12 (upper panel) and cross section at the
location of the dark blue line (lower panel). Characteristic field lines have been
traced from the four domain in the cross section. The same field line in corresponding
colors are shown on the horizontal plot. The purple field line belongs to the potential
arcade. The two light blue field lines, launched from domains II and IV are J shaped.
The green field line belongs to the inside of the flux rope (domain I) and has a
characteristic S shape. A short red field line is located below the HFT in domain III.
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Both HFT configurations appear in models that precede the flare within 8 hours
in the case of the Feb 7 event and 1 hour for the Feb 12 event. The HFT is based
on a best-fit model for the given day which happens to be also the last stable model,
with a combination of flux rope magnetic fluxes that can just keep the system in
balance with the potential arcade. This result points to the fact that at least in our
static models, an HFT configuration forms well before the eruption and it persists
until the balance is destroyed and the flare occurs.
The kink or torus instability are two options, we have considered, via which the
system can lose equilibrium. In Chapter 4 we have addressed the stability of this
sigmoid with respect to the ideal kink instability and we found that the twist in the
flux rope is below the threshold for instability as determined by To¨ro¨k et al. (2004).
Instead, suitable conditions for torus instability seem to exist in the region. In the
case of Feb 12 we determine that the rate of decay of the potential arcade in height,
as defined by Kliem & To¨ro¨k (2006) reaches a critical value of n = ∂ lnB/∂ ln z =1.5
(De´moulin & Aulanier 2010) at the edge of the flux rope. Hence it is conceivable
that continued reconnection at the HFT can allow the flux rope axis to rise into the
torus instability domain. At this point the flux rope will not be restricted and will
continue to rise which will sharpen the vertical current sheet at the HFT and cause
more reconnection to take place. In this sense the reconnection in the HFT and the
ideal instability enter a positive feedback loop which eventually causes the CME in
the region. In fact for Feb 12, we obtain a similarly good model which is already
slightly unstable an hour before the eruption, which may indicate that the process
of the rising of the HFT could have started some time before the eruption.
Away from the location of the flare the QSL cross sections do not show an
HFT configuration (Fig. 7.11). This is most obvious when looking at a cross section
through the southern part of the flux rope on Feb 7. Since we are dealing with real
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magnetic flux distributions, it is possible that the potential arcade is weaker at places
where it allows the flux rope to expand more into the corona during the relaxation
process, while at other places it is held low down. In looking along the flux rope axis
we have stretches with BPSSs and HFT topology. For Feb 12 we have intermittent
BPSS close to the location of the HFT. As mentioned above BPSSs are present in
the sigmoid long before the HFT develops and although the region shows strong
current concentrations, it remains stable over few days before it erupts again on Feb
12. We do not have such observations for the time before the first eruption, since
our first model is on Feb 6, just after the AR has rotated over the limb. Based on
the above we infer that, in this case, the HFT is the topological feature that signifies
a ready-to-erupt magnetic configuration, rather than a BPSS. We elaborate more on
this conclusion in the §7.6.
7.5 A Scenario for CME Initiation
We suggest the following scenario for the onset of a CME in a decaying active
region containing a flux rope. Initially, the magnetic configuration is in mechanical
equilibrium: the magnetic pressure of the flux rope is balanced by the magnetic
tension of the overlying coronal arcade. The configuration evolves slowly in response
to the motions of magnetic elements in the photosphere and the cancellation of
magnetic flux at the PIL. Slow reconnection will occur at the BPSS between the
flux rope and its surroundings. Such tether-cutting reconnection (Moore & Labonte
1980; Moore et al. 2001) will slowly transfer magnetic flux from the surrounding
arcade to the flux rope, progressively elevating and strengthening the flux rope at
the expense of the arcade. This slow evolution phase may last many days. During
this phase the system is stable to ideal-MHD perturbations, and the magnetic field
evolves quasi-statically through a series of force-free equilibrium states.
214
After some time the flux rope will become so elevated that it no longer touches
the photosphere and an HFT forms in the low corona below the flux rope. The HFT
may form only along certain sections of the PIL. Tether-cutting reconnection will
continue to occur at the HFT, causing the height of the HFT to slowly increase with
time. During this phase the flux rope is still stable, but gradually approaches the
marginally stable state where the system transitions from a stable to an unstable
state. This slow evolution phase may last several hours, and is consistent with the
observed slow rise of filaments before they erupt (Sterling et al. 2007).
Eventually, the system reaches the marginally stable state and enters into the
unstable regime, causing a loss of equilibrium of the magnetic configuration. The
type of instability involved may depend on the degree of twist of the flux rope: kink
instability for highly twisted ropes (e.g. Fan & Gibson 2004) or torus instability
for less twisted ones (e.g. Kliem & To¨ro¨k 2006). In principle such instabilities can
occur in ideal MHD, but on the real Sun magnetic reconnection is likely to play an
important role in the dynamics. The fast evolution following loss of equilibrium is
characterized by positive feedback between the tether-cutting reconnection at the
HFT and the (ideal) instability of the system. The upward motion of the flux rope
accelerates, causing a large increase in the rate of reconnection (at an ever thinner
current sheet) compared to the slow-rise phase.
According to the present model, the reconnection at flare onset involves J-
shaped field lines that are transported to the reconnection site from the two sides.
This is consistent with the standard model for solar flares (see Figure in Moore et al.
2001). The only difference is that we explicitly identify the reconnection site as
an HFT. The above scenario is further supported by the 3D MHD simulations of
Aulanier et al. (2010). The similarities between their MHD model and the models
presented here will be further discussed in the next chapter.
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7.6 Conclusions and Discussion
Sigmoids have been shown to be the preferred sites for flares and CMEs (Canfield
et al. 1999, 2007). Thus, it is prudent to study the evolution and eruption behavior
of these regions. The sigmoidal shape is defined when the regions are observed in
projection against the solar disk. In this case due to the optically thin nature of the
coronal plasma we see the coronal loops that compose the sigmoid projected on top of
each other. The only way to disentangle the magnetic field structure of such regions
is to build NLFFF models which are most accurate in describing both the sheared
and twisted core of the sigmoid and the overlaying potential arcade. In this work we
determine the 3D coronal structure of a quiescent long-lasting sigmoid observed with
XRT between Feb 6 and 12, 2007. The 3D field is provided by NLFFF models, based
on the flux rope insertion method. One of the main advantages of the method is that
field lines from a grid of models with different combinations of flux rope parameters
can be fit to observed coronal loops.
A direct output of the models is the magnetic free energy and helicity contained
in the region. Traditionally, the build-up of free energy in ARs has been associated
with regions in a pre-eruption phase. When the magnetic free energy reaches values
similar to the typical energies released in flares, the region may become unstable and
erupt. However, in Chapter 4 and 7 we showed that the magnetic free energy cannot
be used as an indicator of pre-eruption configuration alone. In the case of the studied
sigmoid the region produces a flare and a CME when the free energy reaches about
20% of the total energy and then the free energy and the relative helicity continue to
increase, not very consistently, towards the second eruption. Moreover, our models
show that the region may become unstable when the magnetic free energy reaches
above 15%, but the exact value at which the sigmoid loses equilibrium cannot be
constrained. The build-up of free energy can also halt at about the same value for
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days or keep building-up. Thus, we turn to topological analysis of the field in order
to identify other features that can point to probable pre-eruption configuration and
to identify the location of probable reconnection sites.
Null points and separatrix layers had been traditionally invoked as locations for
build-up of sharp current sheets where the magnetic free energy can be released in an
explosive manner in a massive reconnection process. However, De´moulin et al. (1997)
has shown that just some part of the erupting ARs have these specific topological
features present before the eruption. The region we model in this work also does not
posses any of the above special topologies although it produces two CMEs. So, we
turn to analysing QSL maps of the region. Since QSLs are ubiquitous parts of the
volume where the field line linkage changes drastically, sharp current sheets can still
accumulate in the presence of footpoint motions. We have shown that places with
high values of the squashing factor, Q, in combination with other characteristics, can
prove to be a good tracer of critical magnetic configurations.
Our present codes are not designed for fast QSL calculations and as a conse-
quence our QSL maps reach only small values of the squashing factor (Q=100). 2D
QSL maps were computed at 25 different heights in the corona and stacked to obtain
QSL cross sections through the flux rope for different days during the evolution of
the region. We discussed some of the general properties of the QSL maps and the
JQ plots, designed to bring out prominent QSLs at locations where the underlying
extended current distribution peaks. We showed that the magnetic field and current
vectors are aligned with prominent QSLs. Despite the fact that our models are static
and cannot produce the much necessary sharp current sheets, the main QSLs coincide
with peaks in the current density in our models. Both the main QSLs and the ridges
in the current density outline a hollow core flux rope configuration. The shape of
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the QSLs is characteristic of flux rope configuration as discussed by De´moulin et al.
(1996b).
We used the JQ plots to pick out prominent QSLs and to follow how the topol-
ogy of the region evolves before the CMEs. We have shown that the main flux-rope-
associated QSLs become more S-shaped in time which in combination with increased
poloidal flux and helicity gives the characteristic S-shape and two-J field lines com-
posing the sigmoid. Some strong current concentrations and high-Q areas are seen in
the region a couple days before the eruption on Feb 12. BPSSs also exist at several
location along the flux rope for a few days but they seem to be stable and not cause
the eruptions.
We show that when the topology of the AR becomes dominated by a hyperbolic
flux tube on Feb 7 and Feb 12, the flux rope becomes unstable and erupts. The
HFT is the location with highest Q and it is the most likely place where explosive
reconnection can take place in this topology. In addition, the two oppositely directed
J-like field lines come close together in the vicinity of the HFT and can possibly be
subject to tether cutting reconnection after the lift-off of the HFT. For both the Feb
7 and Feb 12 CMEs the place in the model where we find a fully-developed slightly
elevated HFT is also the inferred location of the first flare loops that are seen in XRT
and STEREO. Thus, we show that in this sigmoid, the HFT rather than the BPSS
topology is characteristic of these eruptions.
Titov & De´moulin (1999) suggest that BPSSs are also likely places for the
development of eruptive behavior since they represent true separatrices where recon-
nection can take place. Although several papers have relied on BPSS to explain the
appearance of sigmoids (Magara 2006; Green et al. 2007, 2011; Fan & Gibson 2004),
as we do for the days preceding the eruptions, we find only the simulation of Fan
& Gibson (2004) to support eruptive behavior of a sigmoid facilitated by reconnec-
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tion at BPSS-associated current sheet. However, the series of simulations by Fan
and Gibson all are concerned with emerging flux ropes and best describe transient
sigmoids which erupt by means of kink instability. On the other hand, Aulanier
et al. (2010) and Su et al. (2011) have modeled decaying active regions with photo-
spheric flux cancellation and they find the existence of characteristic inverted tear
drop shapes in their current distributions in cross section just before the eruptions.
Moreover, in the simulation of Aulanier et al. (2010) torus instability ensues which
supports well our interpretation given above. In a purely observational study Green
et al. (2011) invoke the work of Gibson & Fan (2006) to infer that since the observed
sigmoid is destroyed in the eruption it must have had an HFT topology. According
to Gibson & Fan (2006) reforming sigmoids and filaments that remain after the erup-
tion are associated with BPSS flux rope configurations where part of the sigmoid,
and associated filament, remain behind close to the photosphere. In events where
the sigmoid is destroyed in the process of the eruption the flux rope is carried away
after reconnection at the X-line under it. Observationally, as discussed in Chapter 4,
this sigmoid gets destroyed and the filament in the Hα images disappears after the
eruption on Feb 12 (although the filament reappears a day later).
We propose a scenario where reconnection at the HFT is in positive feedback
with a possible ideal torus instability, and this interplay allows the eruption to hap-
pen. Further, we show that the HFT first appears a few hours before the eruption.
From the present analysis it is unclear what brings the system over the edge of sta-
bility In this sense, we can use this type of modeling and topology analysis to point
out that a flare might occur within a few hours to a day after this feature appears.
A more statistical approach and the processing of more erupting sigmoidal regions
may prove to be useful in solidifying the main conclusion from this work that the
appearance of an HFT, in conjunction with suitable conditions for an instability, is
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the field configuration that leads to an imminent eruption. In addition, such a study
with higher time resolution of the models can help in identifying the period over
which an HFT can exist before the region becomes unstable. In the two eruptions
seen in this region, the location of the HFT matches very well the location of the
flare and hence we suggest that it can be used as a promising tracer of whether an
eruption might occur in the near future and where. Moreover, if an HFT exists for
large portion of the flux rope, we propose that the location where the HFT is most
elevated might be the most probable location for reconnection.
220
Chapter 8
A Sigmoidal Active Region: Comparison
between an MHD Simulation and a
NLFFF Model
In this chapter we elaborate more on the questions addressed in the previous
chapter, specifically examining the pre-eruptive topology of an observed region and
aim at identifying robust topological features that can be used as tracers of an un-
stable configuration. This together with a better knowledge of the instability that
develops in the field, provides a fuller picture of the eruption of sigmoidal regions.
We achieve this by an elaborate topological comparison between a NLFFF model
and an MHD simulation. The chapter is based on Savcheva et al. (2012b).
In order to study the these questions, models of the 3D magnetic field struc-
ture are required. This can be achieved by two main categories of methods: static
magnetic field models and extrapolations, or dynamic MHD simulations. Although
almost all dynamical MHD simulations are based on idealized magnetic field flux
distributions and are not particularly constrained by specific observations, they aim
at qualitatively reproducing observed situations and emulating solar eruptions. We
have the advantage of observing the characteristics of the eruptions and how the
magnetic configuration and plasma properties evolve in time, e.g. current-sheet ge-
ometry and locations, conditions for magnetic and plasma instabilities, etc. On the
other hand, the data-driven and observationally-constrained field extrapolations and
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NLFFF models are static or quasi-static. In this process, separate independent ob-
servations of the same region need to be analyzed to build a satisfactory picture of
the 3D magnetic field structure of a particular region and provide only basic insight
on the conditions for an eruption. Magnetic field extrapolations and models have
the advantage that they use observed photospheric magnetic flux distributions to
constrain the coronal magnetic field.
NLFFF models and MHD simulations are two very different methods for study-
ing the evolution and pre-eruption behavior of sigmoids. However, insight can be
gained from the comparison between static data-driven NLFFF models and dynam-
ical MHD simulations. There are a few points of comparison that can be made to
ensure a consistent picture between a method that allows just a glimpse at the actual
magnetic field structure and one that can follow the whole evolution of the sigmoid
in time until its eruption. Reaching a consensus about the general field topology and
current distributions in the two methods makes sure that the flux rope is defined in
the same way in the magnetic field volume. It is equally important to compare the
mechanisms through which the sigmoid evolves and finally produces an eruption.
In this chapter we answer the above stated questions by a comparison between
the MHD simulation of Aulanier et al. (2010, ATDD10 hereafter) and the NLFFF
model for 2007 Feb 12, 06:41 UT obtained in Chapter 7. The comparison is made at
several levels and we find numerous similarities despite the intrinsic vast differences
in the two model setups. Both models contain a weakly twisted flux rope, which
is our starting point for the comparison. We address the flux cancellation idea for
building the flux rope and weakening the potential arcade in time. We compare the
current and squashing factor distributions in the two flux ropes and identify common
topological features, including some that identify the pre-eruption configuration of
the system. We also identify common factors that lead to the development of torus
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instability and the subsequent CME. For the purpose of this comparison we single
out one snapshot of the dynamical MHD simulation that precedes the eruption, and
one static NLFFF model of 1 hour before the actual flare and CME in the observed
sigmoid on Feb 12, 2007.
The chapter is organized as follows: In §8.1 we describe the observations of the
region. In §8.2 we give a brief overview of how the NLFFF model is setup and in
§8.3 we discuss the basic processes that underlay the dynamical MHD simulation. In
Section 8.4, we present our results of the main comparison points. In Section 5 we
give our conclusions and discussion of the results.
8.1 Observations
We use the same XRT and STEREO observations described in Chapters 4 and 6
in order to constrain the NLFFF models. The radial photospheric magnetic flux dis-
tribution for the whole period is provided by full-disk 96-minute SoHO/MDI (Scher-
rer et al. 1995) magnetograms. In addition, the low-resolution Carrington-rotation
2053 synoptic magnetogram, from SOLIS (Wampler 2002) is used to provide the con-
text for the higher resolution MDI partial field of view centered at the sigmoid. We
estimate the magnetic flux based on a 192′′ × 192′′ region centered on the sigmoid,
just encompassing the main flux distribution. We smooth the magnetograms with
Gaussian filter with σ = 3 MDI pixels to reduce slightly the variation in the noise
level between the different magnetograms. The radial field strength is corrected for
the longitudinal position of the region by dividing by cos θ, where θ is the heliocen-
tric angle of the region. Such measurements are performed every 12 hours during the
whole period and extending one day after the eruption. A plot of the positive mag-
netic flux versus time is given in Fig. 8.1. The flux imbalance in the region is a few
1020 Mx depending on the day. Flux cancellation is observed over the week-long evo-
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lution of the region as two semi-detached bipolar regions come together to ultimately
form a pronounced sigmoidal structure on Feb 11. After the eruption on Feb 12 the
flux stays constant within the scatter caused by the noise in the magnetograms.
Fig. 8.1: A plot of positive magnetic flux with time between Feb 6, 06:00 UT and
Feb 13, 18:00 UT, 2007. The flux is measured in a 192′′ × 192′′ area centered at the
sigmoid.
8.2 The NLFFF Model
We use the same model for Feb 12, 06:41 UT as obtained in Chapter 7. In order
to obtain the best fit between the model and the observations, we ran a grid of 20
different initial sets of parameters, with different combination of axial and poloidal
fluxes, ranging from 1−7×1020 Mx and 0.05−1×1011 Mx cm−1 in axial and poloidal
flux respectively. Each of these models is matched to the XRT image at 06:41UT on
Feb 12 by comparing field lines from the model along the line of sight to observed X-
ray loops in the XRT image. A best fit model is issued this way. For the model used
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in this analysis the axial and poloidal fluxes are 5× 1020 Mx and 5× 1010 Mx cm−1
respectively. Representative field lines traced from the best fit model are shown in the
right panel of Fig. 8.2. One can notice the presence of distinct S-shaped (green) and
J-shaped (yellow) field lines as well as some field lines that belong to the potential
arcade (blue) or lie under the flux rope (red).
Fig. 8.2: An XRT image of the sigmoid taken at 06:41UT, Feb 12, 2007 (left). Sample
field lines traced from the corresponding best fit NLFFF model. The grayscale image
correspond to the distribution of the vertical component of the magnetic field in the
observer frame. The pink and cyan isocontours around the white and black patches
respectively correspond to Bz = [30, 150, 475] (resp. [−30,−150,−475]) G. The cyan
field lines belong to the potential arcade. The yellow J-shaped and the green S-
shaped field lines are part of the flux rope, and the short red field lines lie under the
flux rope.
As our topological analysis (Chapter 3) is performed in Cartesian coordinates
we have transformed the original spherical wedge domain. For simplicity, and to
avoid performing imprecise interpolations, we have directly assumed that the original
domain was Cartesian. The longitudinal, latitudinal and radial axes were assumed
to be exactly equivalent respectively to the x, y and z axes while the three spherical
components of the magnetic field were directly equaled to the three components in
the corresponding Cartesian coordinates. In the horizontal direction, as the latitude
and longitude are taken as-is, the grid is slightly non-uniform in x and y with pixel
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size ranging from 0.97 Mm to 1.04 Mm. In the vertical direction, we use the same non
uniform grid as in the spherical domain, with a minimum grid size of 1.04 Mm. At
higher altitude (z > 54 Mm), as we need to work on a structured Cartesian grid, we
linearly interpolate the missing values of the original lower resolution spherical grid.
We eventually end up with a mesh of 213× 213× 73 pixels representing a Cartesian
domain of 221 Mm×215 Mm×122 Mm. The actual QSL computations of the NLFFF
model were done on a subdomain no bigger than 214 Mm×214 Mm×70 Mm. At this
altitude the resolution in the vertical grid is equal to 2.3 Mm. The hypothesis that
the Cartesian domain is equivalent to the spherical one corresponds to a monotonous
and homotetic transformation. The geometry of the domain changes as a portion of
a spherical shell becomes a parallelepiped. It implies that the real domain would be
larger at the top. The effect is that, at higher altitude, the field lines would diverge
slightly more than what we see in the plots hereafter. At a height of 122 Mm, for a
half width of 107 Mm the horizontal error is about 17 Mm, hence the highest field
lines would expand by 16%.
We have not performed any advanced remapping as it was not necessary given
the type of the computation and the volume in which they were done. Indeed, as
the bald-patch analysis is based on the local curvature of the magnetic field lines the
results are strictly equivalent as the difference on the divergence in both coordinate
systems does not modify the sign of the B⊥ · ∇⊥Bz operator.
The QSL computation would only be changed in a minor way. A difference
would appear in the geometry of the distribution of Q. The QSL maps presented
hereafter would only be slightly distorted but only linearly, e.g. the Q map at
z = 46 Mm would be 5% bigger. Similarly the vertical cut in the NLFFF model
should appear as a section of a disk instead of a rectangle. In addition, because the
components of the magnetic field are equaled and the heights are kept identical, only
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the horizontal distances are transformed. It implies a small difference in the vertical
magnetic flux. Some small variations are thus likely induced when performing the
field line integration and therefore in the mapping. As the QSL computation is indeed
based on connectivity gradients and since the difference on field line connectivity
induced by the transformation is mostly linear, we believe that the variations in Q
between the original data set and the transformed one are only minor. We indeed
observe that the magnetic field configuration in the transformed data set present very
little variations relative to the original one studied in SBD12. In addition, as the
currents are computed relative to this transformed magnetic field, the comparison
done in section is done consistently. Overall, if our study had been performed on the
original spherical data, we believe that only very minor differences would be observed
that would not change the results of our study.
8.3 The MHD simulation
The NLFFF model is compared with the output of the MHD simulation pre-
sented in ATDD10 of an eruption in a decaying-like active region. The zero-β Carte-
sian 3D MHD numerical code is described in detail in Aulanier et al. (2005a). It
solves the basic MHD equations of magnetic induction, mass and momentum con-
servation using explicit viscosity and magnetic diffusion tensors. The simulation is
performed on a highly non-uniform mesh with line-tied lower boundary condition
and five open boundaries.
In ATDD10, the simulation is initiated by a potential field configuration created
by two unbalanced smooth magnetic flux sources (see Fig. 8.3, top). The flux imbal-
ance in the simulation creates an asymmetric magnetic configuration which is closer
to the flux distributions in observed active regions. Magnetic diffusion is explicitly
applied at the photospheric bottom boundary, in order to simulate the decay of the
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magnetic field: it results in a spreading of the two polarities and a decrease of their
peak intensity. This can be observed in Fig. 8.3 by looking at the decreasing number
of isocontours of the vertical component of the field. This expansion leads to an
apparent converging flow of the magnetic flux at the PIL. Photospheric cancellation
of the magnetic flux is induced, reproducing the behavior observed in decaying active
regions (De´moulin et al. 2002; van Driel-Gesztelyi et al. 2003). In addition to the
flux cancellation, horizontal sub-Alfve´nic shearing flows are prescribed on each side
of the PIL at the photospheric boundary: they appear as two clockwise annular flows
of different magnitudes for different strengths of the magnetic field (cf. Figure 1 of
ATDD10). These flows shear the magnetic field lines that are rooted between the
magnetic polarities (see Fig. 8.3). These motions, in combination with the flux can-
cellation, produce an accumulation of twist, shear, and electric currents in a narrow
volume close to the PIL. The result is a quasi non-linear force-free field with sheared
high current areas in the middle overlaid by more potential field lines that are rooted
farther from the PIL, which have a stabilizing effect to the sheared arcade. In Fig. 8.3
one can see three consecutive snapshots of the polarities and some overlaid field lines
for t = 0, 40 & 90 Alfve´n times: it shows the progressive diffusion of the polarities
and the increase in the twist and shear of the field lines rooted close to the PIL.
In terms of topology, the sheared arcade induces the formation of a Bald Patch
(BP, Titov et al. 1993) after t = 23 Alfve´n times. BPs are regions of the PIL where
the field lines are concave up, i.e. the field lines tangentially graze the photosphere
while crossing the PIL in the inverse direction of what a potential arcade would do.
At this time the field lines are J-shaped and contribute to the sigmoidal shape of the
region. The separatrix surface associated with the BPs (called the BPSS), surrounds
the sheared field (as in Gibson et al. 2004; Gibson & Fan 2006; Archontis et al. 2009).
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Fig. 8.3: Progressive diffusion of the polarities in the MHD simulation at t =
0, 40, 65, & 90 Alfve´n times. The pink (resp. cyan) isovalues of the verti-
cal component of the magnetic field are the same for each time and equal to
Bz = [2, 4, 6, 8, 10, 12, 14, 16] (resp. [−2,−4,−6]). While the green field lines rooted
close to the polarity inversion line (orange continuous line) are strongly sheared the
yellow potential field lines are less affected by the boundary drivers.
A current sheet spontaneously forms at the location of the BPSS due to the shearing
footpoint motions. Tether-cutting reconnection ensues at the BPSS, which transfers
flux into the flux rope. This leads to the rise of the flux rope and the formation of
a strong (high Q) QSL. At t = 76 Alfve´n times, the BPSS completely disappears.
This is different from the results of Archontis et al. (2009): in their flux emergence
simulation, as the flux rope rises in the solar atmosphere, the BPSS evolves in a
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BP-BP separator. This type of separator line, which forms at the interface of two
separatrix surfaces of two distinct BP regions, had been identified as a possible
topology for adequate choice of parameters in the TD model (Titov & De´moulin
1999). In ATDD10, there is no more pure separatrix surface in the domain. Finally
the configuration develops an HFT. Reconnection at the HFT between two J-shaped
field lines creates longer S-shaped field lines.
In the present study we will focus on the topological configuration at time t = 90
Alfve´n times. The choice of this time is driven by the similarities with the structure
of the AR in NLFFF model. As discussed before, at this time no BPs are present.
However, the configuration is still stable. Stability analysis in ATDD10 showed that
the system could reach a stable equilibrium for t ≤ 110 Alfve´n times. In both the
MHD simulation and in the NLFFF model, we picked a time preceding the eruption,
in which free energy has been accumulated, but which is still stable.
8.3.1 Bald Patches and QSL Calculation
Relative to the corona, the solar photosphere is an extremely dense and inert
layer, which is little influenced by coronal activity. Under the line-tied hypothesis, the
dynamics of field line footpoints in the photosphere is de-correlated. As mentioned,
BPs are regions in the photosphere, where the field is horizontal and the magnetic
field lines are curved upward:
~B · ∇Bz(z = 0;Bz = 0) ≥ 0 (8.1)
In the frame of coronal physics, the field line passing through a BP is anchored
at the photospheric level at three points. A BP field line is thus a separator which
separates the volume in three connectivity domains. In the light of the line-tied
hypothesis (which validity is discussed in Grappin et al. 2008), BP field lines are
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associated with regions where thin currents sheets can easily develop (Low & Wolfson
1988; Titov et al. 1993; Billinghurst et al. 1993; Pariat et al. 2009).
BPs are typical structures associated with twisted flux ropes. In the TD model,
BPs can be found under the flux rope for certain parameters of the model (Titov &
De´moulin 1999). BPs are also observed in emerging flux simulations of flux ropes
(Magara & Longcope 2001; Archontis et al. 2009). In the present study, no BPs
are present in the MHD simulation at the time studied (see discussion in ATDD10).
For the NLFFF model, a large number of BPs are presented in Fig. 8.4, left panel.
The BPs have been computed on a mesh of 4000 × 4000 points in the domain
[225; 425] × [−225;−75]. The magnetic field is linearly interpolated on this grid.
The left panel of Fig. 8.4 shows that an extremely large number of BPs are present
at the photospheric level. All of these BPs are very localized. They result from
the high spatial-resolution observations which highlight an important intermittence
of the magnetic field distribution. In addition, the noise level in the MDI magne-
tograms is on the order of 10G which can conceivably contribute to the presence of
short loops that appear as BPs in the photosphere. No extended BPs are observed,
as predicted by the TD model or as reported in Archontis et al. (2009). This is
because the flux rope in the NLFFF model, as in the MHD simulation is located
above the photospheric level. Unlike the NLFFF rope, the MHD simulation does
not enforce zero transverse current at the photosphere. The flux rope is elevated
above the photospheric level due to its previous quasi-static evolution. The flux rope
in the NLFFF model is also significantly elevated, especially in its central part, as
a consequence of the relaxation process and not because of the imposed boundary
condition. Nevertheless, it is possible to determine the position of the dips associated
with the flux rope in the NLFFF model by computing equation (8.1) at Z = 6 Mm
231
(see Fig. 8.4). Long extended dip regions are present, above and roughly-aligned with
the photospheric PIL, tracing the upward-bent section of the twisted flux rope.
Fig. 8.4: Distribution of bald patches (plotted in yellow) on the photosphere (left
panel) and field line dips at Z = 6 Mm. The background distribution of Bz and
the corresponding isocontours for the NLFFF model is the same as in Fig. 8.2. One
distance unit corresponds to 1043 km. The left panel demonstrates that there are
numerous BPs in the photosphere that are not associated with the flux rope, while
the flux rope dips lie above the photosphere (right panel).
Given that no extended BPs are observed at the photospheric level, it is not
clear whether or not there is another topological structure which characterizes the
magnetic field in both the observed and numerical data. We therefore explore if
QSLs are present.
The computation of the squashing factor in the vertical cuts of the domain is
done with the reference boundary at Z = 0, i.e. using the bottom boundaries of
both models. The actual computation is done in two steps. First, a squared mesh of
513×513 points, corresponding to a size of 70×70 Mm (resp. 1.4×1.4 spatial units)
is defined for the NLFFF model (resp. MHD simulation), over which Q is computed
at each point. For the zoomed-in maps the number of points is 257 × 257 while
the size is 20× 20 Mm (resp. 0.4× 0.4 spatial units). Even though the resolution is
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∼ 78 km (resp. ∼ 1.56×10−3 spatial units) for these plots, it is sufficient to correctly
evaluate the value of Q in the core of the HFT.
The same two-step procedure is performed to produce square horizontal Q maps
at different heights above the photosphere, keeping the same reference boundary.
For the initial mesh 423 × 423 (resp. 513 × 513) points are used with a size of
214 × 214 Mm (resp. 10.2 × 10.2 spatial units) for the NLFFF extrapolation (resp.
MHD simulation). While the reference boundary for the MHD model is the bottom,
we have not used the photospheric boundary in the NLFFF reconstruction. Indeed,
in the studied region, relatively low magnetic field intensities are presents. Hence,
there is a very large number of small scale polarities which do not necessarily extend
far up in the solar atmosphere. A very large number of BPs are indeed present.
These nests of QSLs are an intrinsic consequence of the intermittency of the field.
They can eventually play a role in generating multiple small scale current sheets and
participate to the coronal heating mechanism.
Note that Q has traditionally been computed for smooth fields derived from
analytical fields or numerical fields. In the few observational examples (e.g. De´moulin
et al. 1997; Mandrini et al. 2006; Chandra et al. 2011) where Q has been computed,
the resolution of the magnetograms used was usually much poorer than in the present
case. It is the first time that such a QSL computation has been done at this level of
resolution.
In Chapter 7 we showed a topological analysis of the same sigmoid with a QSL
calculation reaching only small values of Q for the whole evolution of the region.
Here, this analysis is repeated with the best-fit NLFFF model for 06:41UT, Feb 12
with values of Q reaching 1022, using the technique descried in Chapter 3.2. In this
calculation the main QSLs that are associated with the flux rope reach values for Q
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of 1010 and higher, thus containing values that can facilitate reconnection according
to De´moulin et al. (1996a).
8.4 Comparison of the MHD and NLFFF Models
By comparing the NLFFF model and the MHD simulation we aim at compos-
ing a consistent picture of the formation, evolution, and stability of the sigmoid. We
look at what processes are important for the formation of the region. We identify
specific topologies that characterize the observed and simulated magnetic configura-
tions and pinpoint probable sites for magnetic reconnection. In addition, we look at
the instability that can be in part responsible for the eruption of the two sigmoids
and finally facilitates the CMEs.
8.4.1 Flux Cancellation and the Structure of the Flux Rope
As mentioned, the MHD simulation and the NLFFF model are built upon very
different ideologies. While the MHD model is dynamic and follows the development
and the eruption of the flux rope over time, the NLFFF model is static and can
provide snapshots of the evolution of the sigmoidal region up until its eruption on
Feb 12. The process in which the flux rope is developed is intrinsically different. The
MHD simulation builds the flux rope dynamically from shearing an initially potential
field while the NLFFF model is constructed via the insertion of an explicit flux rope
in a potential field. Thus, in the MHD simulation the magnetic field evolves in the
pre-eruptive phase as a whole generating a sequence of quasi-force-free states while
in the NLFFF model the custom-inserted flux rope is relaxed to a force-free state, in
the process of which it reaches an equilibrium with the overlaying potential arcade.
Although the NLFFF model is static, we infer that the flux rope in reality is
most probably developed in the process of flux cancellation at the PIL following the
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cartoon of van Ballegooijen & Martens (1989), as discussed in Chapter 6. The initial
stages of the sigmoid development take place while two neighboring bipolar regions
come together at an angle as discussed in the Chapters 4 and 6. In this process
the magnetic field is subject to flux cancellation and relative shearing motion of
the two semi-detached pairs of polarities. In this sense the actual evolution of the
magnetic flux in the XRT sigmoid is similar to that in the MHD simulation. The
flux cancellation that is observed in the region is about 50% while the amount of
canceled flux in the MHD simulation is only about 10%. A possibly substantial
difference in the behavior of the two systems comes from the type of shearing motion
- the shearing motion in the MHD simulation is provided by the rotation of the two
polarities, while the shearing motion in the observed magnetograms come from the
relative linear motion along the PIL.
Different types of field lines are present in both the NLFFF reconstruction and
in the MHD simulation. Both models share the same morphological structures of
the magnetic field despite their distinct origin. Using the QSLs computation we
will show that these field lines belong to different quasi-connectivity domains of the
respective model, and that they have the same topological organization. As discussed
by Chapter 4, at 06:41 UT, before the eruption, both S- and J-shaped field lines are
present in the XRT images. The S-shaped field lines, drawn in green in Fig. 8.5
lie in the core of the flux rope and traverse its whole length. In the right panel of
Fig. 8.4 we have shown the dips in the S-shaped field lines at height of 6 Mm above
the photosphere. The J-shaped field lines drawn in yellow (Fig. 8.5), start in the
elbows of the sigmoid and connect back to the photosphere under the middle part of
the flux rope. In both models, potential-arcade-like field lines, plotted in cyan, are
located above the flux ropes. The tension of these curved field lines likely help to
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stabilize the twisted flux rope. Finally, under the flux rope there are short field lines,
represented in red in Fig. 8.5.
Fig. 8.5: Top views (top panels) and side views (bottom panels) of representa-
tive field lines for the best fit NLFFF model (left panels) and the MHD simulation
(right panels). The distribution of Bz and the corresponding isocontours for the
NLFFF model (resp. MHD simulation) is the same as in Fig. 8.2 (resp. equal to
±[0.5, 2, 7]).The S-shaped field lines are given in green, the J-shaped one in yellow,
the potential arcade is in blue and the short field lines that lay under the flux rope
are given in red.
Owing to the different conditions for the formation of the sheared and twisted
field in the two models, the flux rope in the NLFFF model is qualitatively much
wider than the one in the MHD simulation. The flux contained in the NLFFF flux
rope is 20% of the total flux in the region. In this case we can make such an estimate
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because the flux rope is inserted separately into the potential field. Due to the
nature of the magnetofriction, however, the initial flux is slightly reduced due to
reconnection during the relaxation. Therefore, we only provide the initial fluxes to
describe the flux rope. Unfortunately, it is difficult to make the same estimate for
the flux rope in the MHD simulation since the flux rope is dynamically built from
the initial potential field. In addition, there is no strict topological boundary, e.g. a
separatrix surface, between the simulation flux rope and its surrounding. As we will
see in the next section, the twisted flux rope is separated from its environment by
a QSL of finite width. This QSL does not even define a completely closed area in
cross section (similarly to the QSL of the TD flux rope in Figure 5 of Titov 2007).
It is therefore not possible to easily bound the flux rope in the MHD simulation
and hence quantitatively compute its flux. Therefore, we can be only qualitative in
this discussion. The flux rope in the MHD simulation is much thinner relative to
its length than the one in the NLFFF model. The difference in the aspect ratios
of the two flux ropes can be seen in Fig. 8.5 – the twisted and sheared field lines
in the MHD simulation are clustered much closer to the PIL than in the NLFFF
model. This is mostly due to the fact that the field experiences the largest shear in a
thin layer around the PIL due to the distribution in the shearing velocity flow. The
substantially larger flux cancellation extending over a large area in the data lead to
the building-up of a thicker flux rope.
8.4.2 QSLs
The horizontal distribution of logQ at four different heights are presented in
Fig. 8.6 for the NLFFF model, the MHD simulation, and a sample TD flux rope. The
TD model has been constructed with the following normalized parameters: R = 2,
a = 0.6, d = 1, |L| = 1, and |q| = 4, I0 = 2, giving a configuration with a twist of
Nt = 4/3 in the domain where R and a are the large and small radius of the torus,
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d and q are the depth below the photospheric plane (z = 0) and the magnitude of
the magnetic sources, L is half the horizontal distance between the sources, and I0
is the current intensity of the line current, respectively (see Section 2.1 in Titov &
De´moulin 1999).
In Fig. 8.6, the upper panels are QSL maps at the reference level for the Q
computation (Z = 2 Mm for the NLFFF model, Z = 0 for the domain of the MHD
model, and Z = 0.1 for the TD model. The second row shows cuts at the HFT
(Z = 3 Mm for the NLFFF, Z = 0.1 for the MHD model, and Z = 0.2 for the TD
model). The third row gives cuts in the bottom part of the flux ropes (Z = 6 Mm
for the NLFFF, Z = 0.3 for the MHD model, and Z = 0.3 for the TD model) and
the last row represents cuts in the middle of the rope (Z = 26 Mm for the NLFFF,
Z = 0.6 for the MHD model, and Z = 0.8 for the TD model).
There are several very sharp QSLs from the NLFFF model that have values of
Q above 1010, while the MHD model displays only one relatively diffuse QSL with Q
in the most part of 103−105. Regions where the field lines are not closed, where they
do not reach back the reference bottom boundary, are given a value of 1, and hence
appear uniformly pink in the figures. The complexity in the QSL map of the NLFFF
model is intrinsic to the large amount of fragmentation in the observed photospheric
flux distribution, while the field in the MHD simulation is created by two smooth
extended polarities. Hence, one expects many small QSLs between the separate flux
elements composing the real photospheric distribution while in the diffuse polarities
one can transition more smoothly between neighbouring field lines. This is even more
apparent in the QSL maps presented in Chapter 7, that are much lower resolution in
Q. The separate flux elements in the magnetogram have sharp edges relative to the
background field while the idealized polarities blend smoothly into the background
which leads to sharp QSLs in the NLFFF model and much more diffuse ones in the
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Fig. 8.6: Distribution of logQ in different horizontal slices for the NLFFF model
(left), the MHD simulation (center), the TD model (right). The height at which the
maps are calculated are given on the plots. The saturation level for the plot of Q is
equal to 1013 for the NLFFF model, 106 for the MHD simulation and 105 for the TD
model.
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MHD simulation. The complexity in the QSL maps decreases with increasing height
– from the top to the bottom panel in the left column of Fig. 8.6. This property of
the QSL maps for different heights in the corona was discussed in Chapter 7 and
it reflects the decreasing level of fragmentation of the magnetic field distribution in
height, which becomes progressively smoother.
For the NLFFF model, at Z = 26 Mm (see Fig. 8.6, lower left panel) the most
striking QSL is continuous and encircles an S-shaped cavity filled with lower Q values.
This QSL highlights the difference of connectivity between the twisted flux rope
(inside the S) and the potential like arcade. While the green field lines of Fig. 8.5,
left panels, lie inside this QSL, the blue field lines pass through the surrounding
region. At lower altitude (e.g. Z = 6 Mm), while the S-shaped QSL is still present,
the distance between the two sides of the QSL gets smaller as the section of the flux
rope is reduced. At Z = 3 Mm, the QSL reduce to a single central S line. The yellow
field lines (in Fig. 8.5) are on each side of this central QSL. At the reference boundary
(Z = 2 Mm, Fig. 8.6, upper left panel) this central S-shaped QSL is still present but
is formed from a succession of slightly wider islands. These islands correspond to
a series of several quasi-connectivity domains located right under the twisted flux
rope. The red field lines of Fig. 8.5 are embedded in these regions. We also note in
the rest of the domain the large number of small scale QSL which are related to the
fragmentation of the magnetic field.
The difference of maximum values of Q reached at the central QSLs, the dif-
ference in shape, and the difference of sharpness of the QSLs, between the models
can be explained by the fundamental difference in how the flux ropes are built up.
As indicated in section earlier, the initial setup of the NLFFF model involves the
insertion of the flux rope into a cavity in the magnetic field. At that instance the
flux rope is separated from the surrounding field by a pure separatrix surface, i.e., an
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asymptotically strong and thin QSL. During the process of relaxation, the edges of
the flux rope are smoothed: the separatrices no longer exist and the flux rope is now
instead bounded by very sharp and strong (finite) QSLs which are a remnant of the
insertion process. The situation in the MHD model is different. There, the flux rope
is formed by smooth shearing motions and the diffusion of the two smooth polarities.
In the beginning the flux rope is surrounded with a QSL of very mild Q values. As
the shearing and cancellation progress, the flux rope builds-up, stronger connectivity
gradients are present between the inside of the flux rope and the outside and the
values of Q increases. The difference of Q between the NLFFF and the MHD model
is thus a consequence of this difference of treatment.
In the MHD simulation the QSL distribution is simpler, because of the smoother
distribution of the field. It is however not as simple and symmetric as in the TD
model, owing to the initial asymmetry of the intensity of the magnetic polarities and
the asymmetric shearing flows applied. At Z = 0, the QSL footprints display an
asymmetric double-J shaped pattern. As noted in Schrijver et al. (2011) the hooked
section of each J surrounds the flux rope, and the nearly straight parts of the Js
surround the short red arcades field lines (Fig. 8.5 right panels) rooted on each side
of the PIL. Let us also note that the straight branch of the left J is located on the left
side of the straight branch of the right J-shaped QSL. At Z = 0.1, the two J’s have
merged in a single QSL with a S shaped structure. Above, at Z = 0.3 and Z = 0.6,
(see Fig. 8.6, lower right panels), the double-J shaped pattern reappears. However
the relative position of the ’J’ has changed. The straight branch of the left J is now
located on the right side of the straight branch of the right J.
The distributions of the QSLs in the NLFFF and MHD models therefore have
strong similarities with a single S-shaped contour in the center and wider structures
above and below. At low altitude, and in particular just below the twisted flux rope
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at Z = 3 Mm and Z = 0.1, a similar S-shaped dominant QSL is observed in models.
The effect of asymmetries are also respected as in both cases, the right hook is less
extended than the left hook. This is due to the fact that the right magnetic polarity
(the positive for the MHD model and negative one for the NLFFF model) is more
compact than the left one.
As one can see from the Q distribution at higher altitude, in both cases a region
of low Q values appears in the center, corresponding to the inside of the twisted flux
rope, bounded by a thin QSL, which highlights the sudden change of the connectivity
properties. The separation in the QSL maps for the MHD simulation remain small
since the flux rope is thin, as discussed in the previous section. The main difference is
related to the fact that, at higher altitude, QSLs in the NLFFF model are continuous
while in the MHD model they consist of two ’Js’. However, if one imagines that one
could link the hook of the ’J’ with the straight part of the opposite ’J’, the QSL
distribution in the MHD model would be extremely similar to that in the NLFFF
model. Indeed one can see in the QSL distribution at Z = 26 Mm of the NLFFF
model, two regions of lower Q along the main QSL: one is located on the right part,
around x = 360 and y = −140 and the other on the left branch around x = 300 and
y = −160. This QSL can be thus described as two ’J’ shaped structure of high Q
linked by two branches of lower values of Q. The QSL thus assume the same overall
distribution in the two models at high altitude. The reason for the difference might
be due to the fact that the flux rope in the MHD simulation is not as fully developed
as in the NLFFF model.
The distribution of Q can be easily interpreted in the frame of the TD model.
The main QSLs are similar to those found earlier for symmetric flux rope models
by De´moulin et al. (1996b); Titov (2007). In Fig. 8.6, the logQ distribution of the
NLFFF and the MHD models are directly compared with QSL maps from a TD flux
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rope in an HFT configuration (left column). The polarities in the TD model are
also smooth and diffuse which gives the diffuse appearance of the QSLs. Here also,
one observes the transition from a two-’J’ footprint at the photospheric level, to an
S-shaped structure above, which again splits into another two ’J’ shape at a larger
height, similar to the MHD model and the NLFFF extrapolation. The shape of the
TD QSL resembles more the QSL from the MHD model. Nonetheless, more twisted
TD models (e.g. with Nt = 2) present a complete QSL which fully surround the
twisted flux rope. The TD models tend to confirm the above hypothesis that the
difference of distribution of Q at higher altitude between the NLFFF and the MHD
models is linked with the carried amount of twist. Below the HFT (top panel) the
two J’s of the QSLs are separated slightly in the TD and the MHD model while this
is not so obvious for the QSLs in the NLFFF model due to large complexity low
down in the domain. One can notice the similarity between the QSL maps shown in
the second panel of Fig. 8.6 given at the bottom boundary, and Figure 7 of De´moulin
et al. (1996b) and Fig. 7.8 of Titov (Fig. 4 of 2007).
8.4.3 QSL and Current Distributions
As noted in Chapter 3, QSLs are known to be the preferential sites for the for-
mation of dense current layers. In Chapter 7, the correlation between the distribution
of Q and currents was already reported for the NLFFF model. However, the method
employed highlighted a very large number of QSLs. Fig. 8.7 and Fig. 8.8 present the
distribution of j together with the distribution of logQ in different horizontal and
vertical cuts for both data sets.
While in the MHD simulation the currents are induced dynamically by the
boundary motions in a line-tied atmosphere, in the NLFFF model, the current dis-
tribution is a product of the magnetofrictional relaxation process, which tends to
diffuse the currents very well. The NLFFF model is static and hence the increased
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Fig. 8.7: QSL maps (right panels) for two different heights and corresponding current
density, j distributions (left panels) for the MHD simulation (upper four panels) and
the NLFFF model (lower four panels). The color scaling of Q is similar to Fig. 8.6.
The saturation level for the plot of Q is equal to 1013 for the NLFFF model and 106
for the MHD simulation.
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current density observed at the locations of the QSLs is solely a consequence of the
equilibrium torsion parameter along these field lines that results from the relaxation
process. The smoothness of the current distribution increases in height. The current
density is far from smooth low down in the corona corresponding to the higher degree
of fragmentation in the magnetic field. In fact below height of z=2 the current density
is highly influenced by the boundary flow imposed to support the flux rope. The
currents are much more diffuse in the NLFFF model while in the MHD simulation
they are sharper and more concentrated, which is to be expected for such a dynamical
setup.
In Fig. 8.7 we also observe a very good agreement between the morphology of
the distributions of the squashing degree and the currents, at every height, in both
models. In both cases, the most intense current concentrations are located at a QSL.
As noted by Wilmot-Smith et al. (2009, 2010), there is not however a one-to-one
correspondence. Many QSLs are not necessarily associated with a specific current
sheets. This is expected as QSLs are only preferential sites for current accumulation.
However, a specific stress must be present at the QSL for currents to accumulate.
For a similar reason, more intense currents can be present where no high value of Q
is present and vice versa. The QSLs and current distributions match better in the
MHD model, while the NLFFF model displays strong QSLs where no strong current
is present (e.g. Fig. 8.7, lower panel, upper right corner). The particular properties
of the field motions play a dominant role in inducing current intensification at a
specific QSLs. However, overall, the distribution of j follows the shape of the QSLs.
Currents highlight the location of the flux rope, since they lie at the boundary of
that structure in both cases. In both models, both for the QSL and the current
distribution, we observe that the current (and Q value) is stronger on the outside
part of the curved sigmoid elbows. The sigmoid shape is directly observed in the
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Fig. 8.8: Distribution of the current density (top row) and logQ (middle row) in
cross sections through the flux rope at the location of the HFT for the NLFFF model
(right) and the MHD simulation (left). The cross section is identified as ”flare cut”
in Fig. 8.10. A blow-up of the area around the HFT is given in the bottom row. The
color scaling of Q and j is similar to Fig. 8.7.
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current distribution. This can help to interpret the specific shape of the observed
emission of these structures by integrating the current density along the line of sight
(as it was done in Archontis et al. 2009, ATDD10).
The link between currents and QSLs can also be seen in the vertical cross
sections through the flux ropes. The locations of the cross sections for both models
is shown in Fig. 8.10. In the right panels of Fig. 8.8, the cross section for the NLFFF
model is taken in the plane of equation: y + 163 = 0.6(x − 305) Mm, while the left
panels correspond to the plane y = 0 of the MHD model. These cuts correspond to
the central section of the twisted flux rope in both models. In Fig. 8.9, the cut is
done in the plane of equation: y + 180 = 0.9(x − 290) Mm for the NLFFF model
while for the MHD model it is of equation: y + 2.4 = 0.2(x+ 0.1). They correspond
to a section in the left part of the flux rope, close to the ”hook” of the S shape. It
is obvious from Figures 8.8 & 8.9 that the strong QSLs for both models lie on the
edge of the flux rope at the boundary between the flux rope and the surrounding
field. In the vertical current cross section for the NLFFF model exceptions are the
strong current in the bottom couple of cells in the plot - this is the remnant effect
of the vertical velocity imposed on the bottom boundary in the NLFFF model. The
current distribution in both models has a characteristic hollow core shape. Such
current distributions in cross section have been reported by Bobra et al. (2008); Su
et al. (2011) in addition to Chapters 4, 6, and 7.
The shape of the current distribution follows the most intense QSLs. In the
NLFFF model one observes several QSLs. In Figures 8.8 & 8.9, the QSL with the
largest values of Q (> 1011) is located in the center of the domain and presents
an inverse teardrop shape in cross section. In the MHD simulation, this tear drop
structure is only partial, as the upper part only presents lower values of Q. In
Fig. 8.8 there is a clear correspondence between the shape of this teardrop QSL and
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Fig. 8.9: Same as Fig. 8.8 but for a cross section in the lower elbow. The cross
section is identified as ”elbow cut” in Fig. 8.10.
the distribution of the currents. In both the MHD and the NLFFF models this
inverse-teardrop-shaped QSL, and the associated currents, trace the limits of the
quasi-connectivity domain associated with the twisted flux rope. Hence, computing
the map of Q is a possible way to localize a flux rope in a complex magnetic field. In
Fig. 8.9 there is also a good correspondence even though in the MHD model there is
not a complete match. The broad currents on the left are related to very mild values
of Q, while there is little current on the right side where a QSL with a median value
of Q is present.
One can also notice that the current concentration is stronger on one side of
the flux rope, and that the whole flux rope is slanted to one side in both cases (see
Fig. 8.8). This is most probably a result of the asymmetry in the intensity and extent
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Fig. 8.10: Same as the top panels of Fig. 8.5 with overlaid black lines at the locations
of the two cross sections: ”flare cut” for Fig. 8.8 and ”elbow cut” for Fig. 8.9.
of the magnetic polarities. A common feature in most observed active regions, the
asymmetry in the magnetic field distributions has been achieved purposefully in the
setup of the MHD simulation (c.f ATDD10). The sharper current concentrations are
surrounded by more diffuse current which is associated with the blue haze in the QSL
maps. As mentioned, the current system in the NLFFF model is diffuse by nature,
while the diffuse envelope of current in the MHD simulation is associated with the
strongest parts of the diffuse polarities.
8.4.4 Hyperbolic Flux Tube
An interesting feature of the QSL and current maps in cross section is the
inverted tear drop shape of the flux rope. The main QSL wraps around the flux rope
and crosses itself in the bottom part of the flux rope at an HFT, which is essential
for identifying this configuration.
In Fig. 8.8, the most prominent currents are present just under the flux rope,
at the base of the tear-drop structure. One can see that these currents precisely
correspond to the region of the highest value of Q, the HFT at positions x ' −0.2
and z ' 0.1 for the MHD model and x ' −0.5 and z ' 3.5 for the NLFFF model.
249
The squashing degree Q reaches 1022 and 108 at the HFT for the NLFFF and MHD
models respectively. As introduced in Titov (2007), for some parameters of the TD99
model, the HFT is present under the twisted flux rope. The distribution of Q in such
a vertical cut of such an idealized flux rope is presented in Pariat & De´moulin (2012).
Aulanier et al. (2005b) presented an HFT from an MHD simulation resulting from a
quadrupolar-like magnetic field. The existence of the HFT in the MHD simulation
was already noted in Aulanier et al. (2010) and we present here the distribution of Q
associated to this structure. An HFT, reaching such high values of Q, is presented
here for the first time in an NLFFF model based on observed data. The bottom
panel of Fig. 8.8 highlights this structure: the HFT divides the domain in four quasi
connectivity domains in both cases. The different type of field lines of Fig. 8.5 are
located in different quasi-connectivity domains. While the green lines of the twisted
flux rope are above the HFT, the red field lines are lying under it and the yellow
field lines are located on both side. This is similar to Fig. 7.12 where this specific
arrangements of the field lines in the vicinity of the HFT is also discussed.
The second row of Fig. 8.7 presents horizontal cuts at the height of the HFT in
both models. We observe that it is at the HFT that the QSL adopts an S-shaped
pattern. The transition from an S-shaped QSL to J-shaped QSLs above and below
the HFT when observed in horizontal slices on Fig. 8.7 is related to the diverging
branch of the QSL above and below the HFT on the vertical cuts of Fig. 8.8. In
Fig. 8.9, the shape of the main QSL is presented away from the central region. In
both the MHD and the NLFFF model, instead of an X-shaped structure, only a
main QSL is observed with weaker-Q branches extending from each side. This is in
agreement with the ideal shape of a HFT as presented in the cartoon of Equation
(42) of Titov (2007): because of the convergence of field lines inside the HFT, the
width of two opposite high-Q branches of the HFT are shrinking when the HFT is
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observed away from the center. The other two branches keep a high value of Q and
the HFT appears mostly as a single QSL. While this feature is clearly observed in
the MHD model, it is a bit more difficult to notice it in the NLFFF model because
of the complexity of the field.
In the NLFFF model, several other HFTs, in addition to the one below the
flux rope are present. Indeed, in a similar-but-more-general way than separatrices
(De´moulin et al. 1996b), HFTs lie at the intersections of two QSLs, at the junction
of four quasi-connectivity domains. In the bottom-right panel of Fig. 8.9, on the left
side of the flux rope, around x ∼ −10, z ∼ 25, as well as in the top of the teardrop
QSL in Fig. 8.8, (middle right panel), around x ∼ −5, z ∼ 40, such QSLs crossing
are observed. In both cases, one can notice that higher values of Q, relatively to the
crossing QSLs, are present at these minor HFTs. Interestingly, one observes that in
conjunction with these HFTs, currents of higher intensities are also present.
The main HFT is nonetheless the one located below the twisted flux rope. This
HFT indeed clearly corresponds to the most intense currents in both the NLFFF
model and in the MHD simulation. Therefore this HFT is likely to be associated with
explosive reconnection. Aulanier et al. (2010) report that tether-cutting reconnection
takes place between the J-shaped field lines in the MHD simulation which pushes the
flux rope higher up. This is demonstrated also in figures 7 and 12 in Mackay & van
Ballegooijen (2006). The flux rope eruption in the simulation eventually occurs at
the location where the HFT is most elevated above the lower boundary. Although,
the NLFFF model is static we can also say that the HFT is lifted up the most in
the middle of the flux rope, where the B-class flare occurs as discussed extensively
in Chapter 7.
BPSS have also been extensively employed to explain current sheets in flaring
sigmoids (e.g. Gibson et al. 2004; Archontis et al. 2009). From an observational point-
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of-view, the identification of BPs is more straightforward than the identification of
an HFT in flux rope configurations (e.g. Green et al. 2011). However BPSS seem
to appear more readily in emerging flux simulations or with dataset with smooth
magnetic field (e.g. analytical fields, field reconstruction using low-spatial resolution
magnetograms).
The existence of an HFT has been discussed by Kliem et al. (2004) in the context
of an erupting kinking flux rope. Green et al. (2011) employ the analysis done by
Gibson & Fan (2006) to analyze a flaring sigmoid. According to these authors an
HFT is the probable configuration underlying a region that undergoes a full flux rope
expulsion. This is not surprising in the context of the standard flare models (Moore
et al. 2001). Although the important feature was not specifically identified as an
HFT, this standard X-line-like configuration appears in every standard flare cartoon.
In Chapter 7 we reported that the sigmoid produced an earlier flare on Feb
7. Although the sigmoid had just started to build-up and the free energy was still
increasing, the region produced an eruption a few hours after an HFT topology
appeared in the models. Su et al. (2011) reported similar inverted tear drop shape
in their current distributions in a marginally stable NLFFF model just preceding a
flare in a non-sigmoidal region.
Here, we show that QSL analysis proves to be useful for identifying HFTs. We
argue that the HFT is really the feature that identifies the pre-eruption topology for
both systems. The fact that it is the preferential site for formation of the strongest
current sheets supports the conclusion that it is the most probable location for re-
connection.
8.4.5 The Torus Instability
In the MHD simulation, the tether-cutting reconnection at the HFT is not
directly responsible of the eruption but increases the flux in the twisted rope and
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Fig. 8.11: Upper row: Plot of the magnitude of the total magnetic field including
the flux rope for the NLFFF model (left) and the MHD simulation t = 90 (right).
The dotted lines mark the the axis of the flux rope, i.e. where the derivative of the
the total magnetic field changes sign. Central row: Plot of the magnitude of the
total magnetic field in the potential arcade vs. height for the NLFFF model (left)
and the MHD simulation t = 90 (right). The corresponding decay index is given in
lower row. The dotted lines mark the height at which the decay index reaches the
critical value of 1.5.
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enhances further its elevation. As the flux rope rises it enters a domain where the
strength of the overlying potential field falls-off quickly with height. In this region
the upward motion of the flux-rope cannot be restrained any more by the magnetic
tension of the arcade. ATDD10 showed that when the flux rope axis reaches the
height at which the decay index of the arcade n = −∂lnB/∂ln z is above a certain
threshold, it becomes unstable. ATDD10 found that the threshold was equal to
ntresh = 1.5, in agreement with the theoretical calculation of the Torus instability
(Kliem & To¨ro¨k 2006). Fig. 8.11 (right) presents the profile of the magnetic field in
the potential arcade and the decay index versus height at t = 120tA in the MHD
simulation, when the flux rope axis is located at z = 1.9 and the decay index n = 1.5
is reached at z = 2 (one cell size is 1.05 Mm). At this time, the flux rope is already
in the torus instability domain as discussed by ATDD10. Our present analysis of the
MHD simulation is based on the t = 90tA at which time the height of the axis of the
flux rope is equal to z = 0.8. This height is deduced from the plot of the magnetic
field intensity versus height in the center of the domain (Fig. 8.11). We assume that
the flux rope axis is at the height where the magnetic intensity has a local maximum
(∂Btot/∂z changes sign). At t = 90tA the flux rope is lower than the domain of the
Torus instability regime.
As the NLFFF model is not dynamic it is not possible to determine when and
if the flux rope enters the torus instability domain during the eruption. Also, it is
unclear where the axis of the flux rope is located relative to the height where n = 1.5.
However, we can still perform the same torus instability diagnostic of the envelope
potential field. The potential field is calculated prior to the insertion of the flux
rope from the LoS magnetogram and the cut shown in the figure is at x = 300 and
y = −170. Fig. 8.11 (left) shows the variation of the arcade field intensity and the
decay index with height for the NLFFF model. The decay index becomes larger
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than n = 1.5 for z > 39 Mm. The vertical cross sections through NLFFF flux rope,
Fig. 8.8, show that the apex of the strong teardrop QSL which bounds the twisted
flux rope is at z = 40 Mm. In Fig. 8.11, upper row, one can see a vertical cut through
the flux rope field taken at the same position as the cut through the potential field.
Note that the local maximum of the field intensity in the flux rope is at z = 19 Mm.
We find that, at 06:41 UT, one hour before the beginning of the eruption, the axis
of the flux rope is below the torus unstable domain. However, the upper part of the
flux rope is already within the height range at which the torus instability can set off.
ATDD10 states that the 10% of flux cancellation that the system experiences
before the eruption is not sufficient to diminish the magnetic energy in the arcade
sufficiently. In the observed region, we observed a cancellation that concerns 50% of
the magnetic flux, which is enough to sufficiently reduce the strength of the overlying
arcade. However, the cancellation stops a few hours before the eruption, which
implies that the profile of the potential arcade has been suitable for torus instability
for many hours before the eruption, just requiring an expanding flux rope. We have
inferred that the HFT exists in the region about an hour before the eruption. So,
as discussed Chapter 7, reconnection at the HFT can potentially raise the flux rope
into the torus instability domain. The combination of the reduced overall strength
of the potential arcade and the suitable decay index at the edge of the flux rope
lead us to infer that the torus instability is the most likely condition that allows the
subsequent ascent of the flux rope and the development of a CME following the flare
at 7:40UT. This has been dynamically shown in the MHD simulation, as discussed
in ATDD10, where reconnection at the HFT enters a dynamical feedback with the
torus instability in allowing the flux rope to erupt into a CME.
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8.5 Discussion and Conclusions
Numerous MHD models have been employed to explain the observed X-ray
structure of sigmoidal regions and to understand what conditions lead to their devel-
opment and eruptive behavior. Many of these models rely on the presence of twisted
flux ropes as discussed in the Chapter 1. The Titov & De´moulin (1999, TD) con-
struction of flux rope embedded in potential field is particularly useful since it offers
simple analytical framework to compare to the more complex structures obtained by
numerical studies relying on this model. These models do not agree about the process
through which the flux rope develops or what instability leads to loss of equilibrium
and an eruption. Although just loosely constrained by the main observed traits in
solar active regions, dynamic MHD simulations have the strong advantage that they
can follow the evolution of the simulated configuration and identify the factors that
facilitate the production of a flare or CME. On the other hand, static data-driven
magnetic models and extrapolations, although constrained by magnetogram data,
provide only glimpses into the magnetic field structure of sigmoidal regions. These
two main methods for studying the structure and dynamics of solar active regions
cannot be easily reconciled since they rely on very different initial assumptions. How-
ever, if these methods are made to work together, this can be beneficial to arriving at
a consistent picture for the evolution and eruption behaviour of solar active regions.
We have presented a comparison between the dynamical MHD simulation of
Aulanier et al. (2010, ATDD10) and a static NLFFF model from Chapter 4 of the
2007 February 12 sigmoid. These models, although based on fundamentally different
ideas, study long-lasting sigmoids in decaying active regions that undergo a flaring
event and produce CMEs. While the sigmoidal flux rope in the MHD simulation
is produced from shearing a potential arcade, the flux rope in the NLFFF model
is inserted into a potential field and subsequently relaxed to a force-free state. In
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the process of comparison we aimed at addressing long-standing questions of sigmoid
studies, i.e. how sigmoids are formed, how they evolve and what conditions lead
to their eruptions. One one hand, we use the MHD simulation as the context to
provide information about the dynamics of the system, and the observations and the
NLFFF model provide specific observables on the other hand. In the process, we
managed to arrive at a consistent picture about the evolution of a sigmoidal region
and identify specific topological tracers of the magnetic configuration which can be
used to pinpoint probable reconnection sites.
First, the observations and the MHD model showed that flux cancellation and
shearing motions must play an important role in the formation of the sigmoidal
structure in the process of which the sigmoids builds shear and magnetic helicity
(Green & Kliem 2009; Green et al. 2011; van Ballegooijen & Martens 1989). Major
part of the current study was concerned with the magnetic field topology and current
distributions in both systems. We first examined the existence of Bald Patch regions
(Titov et al. 1993) - see Section 8.3 . While in the MHD model no BPs were present,
the NLFFF extrapolation presented a extremely large number of such topological
structures. The intermittency of the BPs is partly due to the noise in the MDI
magnetogram and partly to the large degree of fragmentation in the photospheric
field distribution. Idealized model and simulation of sigmoid regions based on twisted
flux tube (Titov & De´moulin 1999; Gibson et al. 2004; Gibson & Fan 2006; Archontis
et al. 2009) focus on the possible existence of extended Bald Patch regions. We
argue that with higher and higher resolution observations, it may become difficult
to actually detect BP and HFT structures in photospheric vector magnetograms due
to the intrinsic complexity in the photospheric flux distribution and the noise in the
magnetograms. Also, once an HFT is formed, BP regions will no longer be present.
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In order to have a complete picture of the topology in the full domain we
have computed the distribution of the squashing factor, Q (Titov et al. 2002) in
different cross sections of the domain, following the methodology put forward by
Pariat & De´moulin (2012). Regarding the NLFFF model, this study presents the
first computation at high spatial resolution (Section 3.2), at high-Q resolution, of
the topological structure of an NLFFF describing an observed sigmoid. Despite their
very different approaches, we revealed that both models present multiple topological
similarities.
The first result of our study is that, thanks to vertical and horizontal cuts, it
becomes simple to detect the location of the twisted flux rope in the domain. In both
models, similarly to the TD model, the main QSL (high Q value) lie on the edge of the
flux rope and separates it from the surrounding field. In the NLFFF model, despite
the complexity of the magnetic field, the 3D shape of the QSL follows a similar pattern
to the MHD simulation, which recalls the idealized structure analyzed in the TD
model by Titov (2007). In models, the photospheric QSL presents a double ’J’-shape
which can explain the shape of the flare ribbons associated with such structures (e.g.
Schrijver et al. 2011). At higher altitude, the main QSL, in horizontal cuts, takes the
shape of a single QSL which eventually evolves in a ”connected-J” structure higher
up.
The underlying reason for this 3D geometry is the presence of an HFT (Titov
et al. 2002) just under the twisted flux rope. The existence of this structure was
originally suggested in both the MHD and NLFFF models, respectively in ATDD10
and SBD12. The vertical cross sections of the distribution of Q in both the MHD
model and the NLFFF model allow us to very clearly identify this structure. The
HFT is therefore a robust topological feature present in two models close to eruption.
In Chapter 7, we inferred the existence of the HFT in this configuration based on
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low resolution calculation of Q. However, here for the first time we demonstrate
the existence of the HFT (in terms of being a locus of extremely high Q values) as a
consequence of the much higher resolution calculation of the squashing factor Q. The
MHD model directly shows that reconnection takes place at the HFT, but the values
ofQ that are reached at the HFT in the NLFFF model speak to probable reconnection
as well (tentatively Q > 106 for reconnection, De´moulin et al. 1996a). In both the
MHD and the NLFFF models, the HFT exists in the configuration some time before
the eruption - one hour for the NLFFF model, and ∼ 30tA in the MHD simulation.
It is not clear what conditions on the real Sun lead to the start of reconnection at
the HFT and for how long it may be stable before explosive reconnection sets in. In
the presence of suitable plasma parameters, the thinning of the current sheets at the
HFT and the torus instability as a consequence of the expanding flux rope, will turn
this configuration from a storage to a release location.
We then showed that maxima in the current distributions coincide with main
QSLs in both cases, although the origin of these currents is different in both models.
As theoretically expected, we observe a good correspondence between the distribution
of electric currents and the squashing degree in different type of cross section of the
numerical domains. The most intense currents are observed to be located in the close
vicinity of the HFT. The HFT presumably plays an important role in the dynamic
of the eruption.
As it was discussed in Chapter 7, where the whole evolution of the observed
sigmoid over one week was analyzed, the field showed BP topology for many days until
the flux rope was elevated into an HFT configuration and extended BPs ceased to
exist. Reconnection at such BPs was observed in the MHD simulation at earlier times,
but this reconnection is not responsible for the eruption. Eventually reconnection at
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the HFT causes the continued elevation of the flux rope but seems not to be the sole
contributor to the eruption of the flux rope.
Finally we compare the elevation of the NLFFF flux rope with the magnetic field
decay index, identified as a key element for the development of the torus instability
(Kliem & To¨ro¨k 2006). At some height, which we determine in this work, the elevated
flux rope enters the torus instability domain where the decay index of the potential
arcade becomes 1.5. This was already shown in ATDD10, but here we demonstrate
that such conditions are nearly reached within the flux rope in the NLFFF model.
Together, these models suggest that the reconnection at the HFT and the torus
instability act together for producing an eruption.
In this chapter for the first time we showed a high resolution QSL computation
that could resolve values of the squashing factor sufficient for reconnection to take
place and to help us identify these locations. However, since our models are static,
we can only assume what the dynamic process of eruption is. By using the dynamic
MHd simulation of a very similar configuration to provide us with the dynamic con-
text, where we observe the scenario for eruption actually occurring, we can say that
the same process is probably happening on the Sun, which our NLFFF models better
describe. In addition, topology analysis has been performed before on MHD simu-
lations and analytical Titov & Demoulin flux ropes, and this what the community
is familiar with, so by performing the topology comparison between something com-
pletely new (the NLFFF model) and the well studied MHD simulations, it helps the
demonstrating the properties of the data-driven QSLs and put them in context.
Here we have shown that models we use begin to approach the complexity of
the real solar atmosphere. However, we still use the two models separately and
infer the connections between them in order to build a more consistent picture of
the evolution of a sigmoid. In this sense, a future improvement involves bridging
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the gap between idealized dynamical MHD simulations and magnetic models based
on actual data. One approach might be for an MHD simulation to use realistic
time-dependent boundary conditions based on observed photospheric magnetic field
distributions. The initial condition and time evolution of such a simulation may
vary which will also vary the mechanism for producing, evolving, and erupting the
flux rope. Topology analysis of such a model combined with the observed properties
of active regions may then provide constrains on which features indicate probable
eruptive behavior and where an eruption might occur. The increased resolution and
dynamic range of EUV, X-ray, and magnetogram data (e.g. the Solar Dynamics
Observatory Su et al. 2011) will also provide much better constrained models which
represent the 3D magnetic field structure of solar active region more realistically.
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Chapter 9
The Relation between CME Topologies
and Observed Flare Features
In this Chapter we present a novel approach to understanding observed flare
and CME related features in a topological context. By doing this we can extend the
standard 2D flare/CME model to 3D and apply it to the concept of 3D reconnection
and its products. This chapter is based on Savcheva et al. (2013c, 2013d, in prep).
The existence of various flare and CME-related features in the context of the
standard flare model was discussed in detail in Chapter 1. These features include
flare ribbons represented by the chromospheric footpoints of newly reconnected field
lines; transient coronal holes, or dimmings, produced by the coronal evacuation of
plasma in the process of the expanding flux rope during a CME; and post-flare loops
representing the cooling reconnected field lines lying under the reconnection site
at the base of the escaping flux rope. The overlap between flare ribbons and the
topological features separating the CME domain into four connectivity domains as
shown in Chapter 7 has been demonstrated before in the existence of true separatrices
in the volume (Mandrini et al. 1995; van Driel-Gesztelyi et al. 1994; De´moulin et al.
1994). However, as discussed in the previous two chapters, separatrices not always
exist in the coronal volume, in which case we have to resort to analyzing the topology
of the field in the context of their 3D generalizations, namely QSLs.
Here we present a preliminary study of the association of flare and CME features
with QSL at low heights in the corona, and a study the evolution of these features in
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a topological context. In addition, we compute various reconnection characteristics
and relate their values at different locations along the flux rope to the Q factor.
Throughout this chapter we identify ares where additional analysis is needed in the
future to solidify these results. This research has potentially very large implications to
developing the theory of 3D reconnection. Most of our knowledge about reconnection
comes from effectively 2D reconnection experiments, and very little is known about
actual reconnection processes on the Sun. Many authors have studied the global and
local reconnection rates and timescales of solar reconnection during solar flares based
on analysis of the ribbon motions in the chromosphere (Fletcher & Hudson 2001; Xie
et al. 2009; Qiu et al. 2010; Miklenic et al. 2007; Qiu et al. 2002; Saba et al. 2006;
Isobe et al. 2005; Jing et al. 2005). However, these studies are purely observational,
and cannot extract the important information about the coronal magnetic field. For
example, to calculate the energy release rate from reconnection one needs to combine
observation with knowledge of the location and size of the reconnection current sheet,
which can only be provided by data-driven magnetic models. Aulanier et al. (2000,
2012) and Schrijver et al. (2011) utilize MHD simulations to interpret the appearance
of the flare ribbons, but although such studies are valuable for determining the basic
topology of the region, no actual estimates of the reconnection parameters can be
obtained. Here, we offer a much fuller treatment of the flare reconnection process by
incorporating observations, magnetic models, and topology analysis. Although Chen
et al. (2011) offers a topology analysis of a flaring region based on a NLFFF model
derived from vector magnetograms, the work presented here is the first comprehensive
study of this kind.
The chapter is organized as follows: In §9.1 we present the observations of the
erupting active regions. In §9.2 we discuss the specifics of the magnetic modeling
and the QSL calculation. In §9.3 we demonstrate the tools for analyzing the motion
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of the flare ribbons. In §9.4 we present our main results about the association of
QSL with flare ribbons both in space and time. In addition, we derive reconnection
parameters and show a correlation between Q and the reconnection parameters along
the length of the reconnection current sheet. In §9.5 we give our conclusions.
9.1 Observation
9.1.1 The February 2007 Sigmoid
This sigmoid was well studied in Chapters 4, 5, 7, 8 – it is probably the best
studied sigmoid in the literature. The dataset of this sigmoid consists of XRT high-
cadence observation in the Ti poly filter and synoptic images used for alignment. The
XRT images together with the MDI images are used to constrain the NLFFF models
as described in the previous chapters. We use the XRT image and magnetogram at
06:41 UT on 2007/02/12 to produce the corresponding magnetic model. A GOES B-
class flare is inferred to start at 7:20 UT since no high-cadence XRT data is available
at time. After 7:00 UT we have only synoptic images every 20 minutes until 12:00 UT.
The flare features are thus studied mostly in STEREO data. The STEREO
dataset consists of 304A˚ , 171A˚ and 195A˚ from STEREO-A covering the period 06:45-
12:00 UT with 5 minute cadence. The first sign of flare ribbons appear at 07:37 UT
in 304A˚ in the middle of the sigmoid. Because of the low cadence we cannot observe
the spreading of the flare ribbons to encompass the southern foot of the flux rope,
but in the next images this is clearly visible. A snapshot of the flare ribbons is shown
in Fig. 9.1 left panel. Remnants of the flare ribbons stay visible until 09:52 UT when
the first post-flare loops in STEREO appear. These ribbons are not of the standard
type since there is no visible spreading motion away from the PIL, just lengthening
along the flux rope. They also look more like moss associated with the hot loop
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footpoints rather than ribbons. The initial location of the ribbons coincides with the
location of the HFT as shown in Chapters 7 and 8.
The evolution of the event can be found online at http://hea-www.harvard.
edu/~savcheva/ribbons.html, where we have put the movies for all events consid-
ered here. The second feature that appears are the transient coronal holes (CH) at
the locations where the flux rope is anchored to the solar surface. During the CME
the flux rope lifts off and carries plasma with it, which leaves a density deficit in
the corona. These dimmings are visible between 07:55 UT and 11:55 UT. A snapshot
showing two round transient CH is visible in the middle panel of Fig. 9.1. This long
duration may indicate the slow development of the CME. Further CME analysis from
LASCO can confirm this conclusion.
Fig. 9.1: Three snapshots from STEREO showing the progression of the flare features
in the 2007/02/12 flare. The left image is taken in 304A˚ and shows the flare ribbons,
the middle image is taken in 195A˚ and shows the transient coronal holes that develop
at the feet of the flux rope, the right panel shows a 195A˚ image of the post-flare loops
that connect the flare ribbons, the transient coronal holes are still visible.
The third feature are the post-flare loops. The first post-flare loops appear in
XRT at 08:01 UT, which shows plasma of a few million degrees. Then, at 09:52 UT
these loops cool down enough as to become visible in the cooler EUV channels of
STEREO. They remain visible until 10:35 UT. The post-flare loops appear at an
angle with respect to the PIL indicating that they posses some remnant shear of the
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pre-reconnection field lines as discussed in Aulanier et al. (2012). They connect the
two flare ribbons across the HFT. The post-flare loops can be seen in the right panel
of Fig. 9.1.
9.1.2 The December 2007 Sigmoid
This sigmoid was also extensively studied with EIS and XRT in Chapters 4 and
6. It is one of the best sigmoids in the pre-AIA era since it has very complete high-
cadence XRT data and detailed EIS rasters. We use the partial and synoptic XRT
images, along with MDI magnetograms for constraining the NLFFF model. The first
hot post-flare loops are also well-observed with XRT.
The extensive Hinode dataset is complemented with STEREO-A EUV observa-
tions, since the flare ribbons cannot be seen in XRT, they are a chromospheric Hα or
EUV feature. The STEREO dataset covers the period 03:00-09:00 UT on 2007/12/07.
The flare ribbons appear along the the upper part of the sigmoid at 04:26 UT, a few
minutes after the GOES flare detection, and are visible until 04:48 UT. The flare
ribbons are visible in the left panel of Fig. 9.2, and it can be seen that they are
saturated in STEREO 195A˚. Because of the 5-minute STEREO cadence we cannot
see clearly their motion, but it is relatively small. This is also a small flare as in the
previous case, so is it possible that flare ribbons do not move significantly if they are
associated with a small B-class flare?
The region displays post-flare loops that are first visible in XRT at 04:33 UT,
and then they cool down to EUV temperatures at 04:48 UT. They remain visible
until 08:01 UT. The post-flare loops are significantly sheared in the beginning of their
evolution in XRT and they become more and more potential in time. This effect of
the strong-to-weak shear transition has been reported and modeled by Aulanier et al.
(2012). There are no clear dimmings in the region, although the brightness in the
northern part of the region does fall off over a relatively large area.
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Fig. 9.2: Two snapshots from STEREO 195A˚ showing the progression of the flare
features in the 2007/12/07 flare. The left image shows the flare ribbons and the right
panel shows the post-flare loops that connect the flare ribbons.
9.1.3 The April 2010 Sigmoid
This event was studied extensively by Su et al. (2011), where they modeled it
and looked at its 3D magnetic field structure before the flare. The region produces
a GOES B3.7 flare at 02:20 UT on 2010/04/08. This region appeared during the
commissioning phase of SDO/AIA, so we were ale to use AIA 335A˚ images and HMI
magnetograms to constrain the NLFFF model, although this early in the mission
the images are not well aligned The dataset consists of all AIA wavelengths (1600A˚,
304A˚, 211A˚, 193A˚, 211A˚, 335A˚, 131A˚, and 94A˚) covering the period 00:00-06:00 UT
on the 8-th.
The high cadence of AIA (12 s) and the multiple channels allow us to have
a very good coverage of the dynamics of the event at different temperatures and
part of the solar atmosphere. The flare ribbons are visible in most channels, except
94A˚ but the chromspheric 304A˚ and 1600A˚ channels are most suitable for studying
the ribbons. The ribbons appear at 02:30 UT and remain visible until 04:54 UT. The
ribbons display clear sideways motion away from the PIL as expected in the standard
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Fig. 9.3: Three snapshots from AIA showing the progression of the flare features
in the 2010/04/08 flare. The upper left image is taken in 304A˚ and shows the flare
ribbons shortly after the beginning of the flare, the upper right image shows the
ribbons after have they spread over some distance. The bottom panel depicts the
post-flare loops that connect the flare ribbons and the transient coronal holes in the
193A˚ channel.
two-ribbon flare scenario. The ribbons start in the middle of the sigmoid and spread
along the PIL. The biggest excursion is observed in the middle of the sigmoid. Two
snapshots of the ribbon evolution are shown in Fig. 9.3 top row - the first time is
shortly after the ribbons appear and the second is towards the end of the sequence.
The high cadence of AIA allows us to study the motion of the ribbons in detail and
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to determine their velocities at different location along the PIL. Such analysis is left
for a future study, although it is done here for the next sigmoid.
This event displays very nicely outlined transient CHs, which can be seen in
the bottom panel of Fig. 9.3. The eastern CH is round and more confined, while the
western one is more spread out. This again is an indication of the development of
a CME, which can be confirmed by looking at the LASCO images for the event. In
the middle of the region, where the flare ribbons appear, the first post-flare loops
show up, which are seen in the same 193A˚ image. The loops start with some shear
and they relax to a more potential state in time. Predominantly, there are loops that
connect the centers of the flare ribbons, but there also loops that connect from the
middle of the ribbon to the side lobes where the edges of the dimmings are.
9.1.4 The August 2010 Sigmoid
This sigmoidal region has not been studied before. We chose to perform all sub-
sequent analysis on this sigmoid since it displays the best sigmoidal shaped filament
and clear flare ribbons with relatively simple and systematic motions. The dataset
consists of 171A˚ AIA channel data with cadence 12 s, although the data in the rest of
the channels have been requested. The dataset covers the period 17:00-20:00 UT on
2010/08/07, from an hour before the start of the M1 flare to after the last post-flare
loops disappear. We also utilize XRT synoptic images and HMI magnetograms to
constrain the NLFFF models.
First a spiral-shaped flare ribbon appears to the side of the sunspot in the
region, associated with the lift off of a higher laying filament that precedes the main
event. This flare ribbon is not very dynamic and remains visible for most of the time.
During the main event the southern flare ribbon appears first along the whole length
of the dark filament seen in Fig. 9.4 at 18:00 UT and remains visible until 18:36 UT.
Then the northern ribbon appears at 18:03 UT in the middle of the sigmoid and
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Fig. 9.4: A time sequence of AIA 171A˚ images centered at the sigmoid from
2010/08/07. The spreading motion of the ribbons is clear in the first 5 panels.
Another representation of the dynamics in the ribbons is shown in the last panel in
the bottom right, where we have detected the ribbons and plotted their color coded
time evolution. Time progresses as shown in the color bar.
grows in length until 18:15 UT. During that time both the southern and northern
flare ribbons move apart away from the PIL. Several snapshots from the evolution
of the ribbons are shown in Fig. 9.4, which are taken from the online movie. The
dynamical nature of the ribbons is shown in the bottom right panel of the figure,
where we have overlaid a pre-flare 171A˚ image with a color-coded evolution of the
ribbons by time. From this figure it can be seen that the southern flare ribbon moves
much more away from the PIL as compared to the northern one, which on the other
hand shows more prominent elongation. The location of the flare ribbons at each
time is taken from a running difference sequence of images. We have also shown the
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Fig. 9.5: The partial HMI magnetogram used for the further analysis in the
2010/08/07 region (left). The same magnetogram with overlaid color coded rib-
bon evolution (right). Notice that ribbons spread faster and reach farther away in
the weaker positive (white) region, where they cover most of its area, as opposed to
the ribbons in the negative (black) region which are longer but cover smaller area.
magnetic flux distribution used for the subsequent analysis with and without overlaid
color-coded flare ribbons in Fig. 9.5. It can be seen from the figure that while the
southern ribbon covers significant part of the positive polarity, the northern ribbon
lies at the edge of the negative polarity.
The region does not display dimmings, but of course it shows post-flare loops.
The first flare loops are seen as early as 18:05 UT in an XRT synoptic image. In
AIA 171A˚ the post-flare loops appear at 18:36 UT and a few loops remain visible
beyond the end time of the dataset. Exploring lightcurves of the post-flare loops
in different channels can give us an idea of the characteristic cooling time and the
cooling mechanism. The post-flare loops show a clear strong-to-weak shear transition
especially in the west part of the region. Some loops reaching from the sunspot and
connecting to the middle of the sigmoid show a significant shear for most of the time.
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9.1.5 The May 2012 Sigmoid
This sigmoid has also not been studied before. We currently have a complete
Fig. 9.6: Three snapshots from AIA showing the progression of the flare features
in the 2012/05/08 flare. The upper left image is taken in 304A˚ and shows the flare
ribbons shortly after the beginning of the flare, the upper right image shows the
ribbons after they have spread over some distance. The bottom panel depicts the
post-flare loops that connect the flare ribbons and the transient coronal holes in the
193A˚ channel.
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dataset of all AIA channel from 09:00-13:00 UT. The region produced a C-class flare
at 08:26 UT, unclassified by GOES. We use AIA 335A˚ and HMI data to constrain
the magnetic models discussed in the next section.
The region showed a clear sigmoidal shape in the days leading to the eruption
and shows clear 2-J flare ribbons as shown in Fig. 9.6. The ribbons appear at 09:27 UT
and remain visible until 11:59 UT. The ribbons appear first in the very middle of
the sigmoid and spread along the PIL to finally encompass the whole length of the
filament in the middle. The motion of the flare ribbons, in this case as well, is well
observed by the high cadence of AIA. We use the 304A˚ channel to track the motion
of the ribbons. The ribbons move much farther apart in the northern part of the
region.
The region shows a clear dimming region to the south of the arcade which is
visible between 10:19 UT and 11:59 UT – it can be seen in the bottom panel of Fig. 9.6
showing a 193A˚ AIA image. It spreads from the southern footprint of the flux rope
and to the west. The corresponding northern dimming is not visible maybe because
it is overlaid with the bright post-flare loops and the remnants of the original loop
system. The post-flare loops appear first at 09:56 UT in the middle of the region and
are significantly sheared. They are shown in the same image. The shear does not
change significantly until they disappear at 12:29 UT.
9.2 Magnetic Modeling and QSL Calculation
For all regions we have used the flux rope insertion method as described in
Chapter 2 to produce NLFFF models for times preceding the eruptions by about one
hour. For all regions we have calculated a grid of magnetic models covering the usual
range of flux rope fluxes given in the previous chapters. We issued best fit models
that closely match the observed loop configuration in XRT synoptic images and AIA
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335A˚ and 193A˚ channels when available. This showed that our models are robust
enough to withstand the challenges of the dramatically increased resolution of AIA,
a test that was necessary to show that our model do not fit only the cases when the
coronal emission is sufficiently fuzzy. The first such NLFFF model constrained by
AIA observations was provided by Su et al. (2011).
Although in previous studies we were concerned with the best fit models that
represented the equilibrium coronal magnetic field preceding flares, here we are more
interested in dynamic flare features. The flux rope insertion method assumes that
all velocities in the corona must vanish in order to produce a stable relaxed model,
but the method is still capable of producing unstable models. These models pass
the threshold of stability by having more axial flux than the flux rope can contain
and still be stably bound by the overlaying arcade. The flux rope in these unstable
models continues to expand and rise in height with continued iterations. Although
they are not self-consistent, we choose to use unstable models to represent the flaring
configurations. There are no coronal loops during a flare that can be used to match
the unstable model to the data, except the post-flare loops. We choose the closest
unstable model to the best-fit model and further relax it in additional 90 000 iterations
beyond the point that we usually stop the iterations for stable models, which is 30 000
iterations. We save every 15 000th iteration so we can use them as snapshots in the
time evolution of the rising flux rope. Although we do not use any real time units
in our relaxation procedure, the subsequent iterations represent time since the flux
rope is definitely observed to rise in subsequent iterations. A sense of time can be
obtained by matching observed features like flare ribbons and post-flare loops with
the different iterations of the model. In Table 9.1 we have given the times and input
and output parameters of the used unstable models for all regions. We have also
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Table 9.1: Model parameters for all regions studied here.
Time Unsigned flux in Axial Flux Poloidal Flux Potential Energy Free Energy Helicity
region [1021 Mx] [1020 Mx] [1010 Mx cm−1] [1031 erg] [1031 erg] [1041 Mx2]
2007/02/12 18.3 5 5 3.65 1.7 15
06:41 UT
2007/12/07 6.6 0.5 7 1.28 0.55 3.3
06:41 UT
2010/04/08 17.8 1 6 5.3 1.85 18.5
06:41 UT
2010/08/07 37 -0.5 15 29 8.2 -68.8
06:41 UT
2012/05/08 18.6 -1 7 10.5 2.86 -25.3
06:41 UT
included the total unsigned flux in the region for comparison with the rest of the
derived parameters.
As mentioned earlier we expect that the flare ribbons match the QSLs in the
low corona. For this purpose for each iteration that we saved of the unstable models
for all regions we calculate the QSL maps at four heights in the corona – 2100 km,
3150 km, 4200 km, and 5250 km. The first QSL map is within the chromosphere,
but we refrain from using anything below it since the QSLs display too complex a
structure reminiscent of the intrinsic complexity of the magnetic field at these low
heights as discussed in Chapter 8. To compute these maps we use the low resolution
calculation described in Chapter 3.2. We then overlay each of these QSL maps with
an image of the flare ribbons when they first appear since our models are supposed
to match the data best in the very first moments after the system loses equilibrium.
The overlay is performed in such a way that the Cartesian QSL map is projected on
a sphere and the height at which the QSL map is calculated is taken into account
in the projection. This way we select a map that best matches the flare ribbons. At
this point we have already shown that such a match is possible. However, the QSL
maps calculated with this method contain lots of unimportant QSLs which make the
comparison harder. So, we perform a high-resolution computation for this one map
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Fig. 9.7: QSL maps for all regions studied here. The QSL maps are computed with
the high resolution calculation and the maps are in logarithmic scal in Q. Notice
the J and S-shaped QSLs associated with the flux ropes. In the lower left corner we
have given schematic of how the main QSLs would look like if the map is taken at
different position through the flux rope.
per region and then do the matching again. These best fitting maps are shown in
Fig. 9.7 in logarithmic scale – note that we reach values of 1010−12 in Q in these maps
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and a lot of the unimportant features that appear at the 50-100 level in Q are left
out. The color scale shows the important QSLs but to guide the eye we have marked
the QSLs that bound the flux rope and separate it from the surrounding field in
black. In some cases the QSLs are S-shaped and in other 2J-shaped as expected.
This is also shown in the schematic in the lower left in he figure.
9.3 Tools for Flare Ribbon Analysis
As mentioned above in addition to using the magnetic models that give the 3D
magnetic field and current structure in the corona and the consequent topological
features, we also explore the regions purely observationally. Quantifying reconnection
requires that we study the behavior of the flare ribbons in detail. This includes
determining the velocity of the ribbons at different locations along the PIL, and
finding the front of the ribbons – the so-called newly brightened pixels (e.g. Miklenic
et al. 2007).
For determining the velocity of the flare ribbons in a segment perpendicular to
the PIL we make use of running difference images. These images are obtained by
taking the difference between each pair of consecutive images. For this purpose the
images have to be aligned by compensating for the solar rotation. The images move
only 8 pixels over 220 12 s-frames for the 2010/08/07 sigmoid, but correcting for this
is essential for producing a clean running difference image sequence. Example of two
snapshots of this sequence are given in Fig. 9.8. The newly brightened areas show up
in white and the ares that have gone darker show up in black.
In order to calculate the velocity we take rectangles of 10×100 px perpendicular
to the PIL at several locations and form a time-distance stack plot. The stack plot is
produced by collapsing all columns into one 100 px-long column of pixels by taking the
mean of neighboring pixels in a row. One such column is produced for each difference
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Fig. 9.8: Two snapshots of the running difference data cube showing only the flare
ribbon fronts. These images are used to produce the plot of velocity shown in Fig. 9.9.
image. Then the columns are stacked next to each other, the x axis represents time
with a step equal to the cadence (12 s), and the y-axis is distance. Such a stack plot
is shown in Fig. 9.9. The velocity is then determined by manually clicking on the
edge of the outlined feature and taking the derivative of distance with respect to
time at each point. We plan to make this process automatic by edge-detecting the
slope in the time-distance plot.
This way one can track the front of the ribbon which are the only bright ares in
the image. The upper half of the image gives the stack plot North of the PIL, and
the lower half gives the evolution of southern ribbon. One can measure the distance
the front has passed over the evolution of the flare ribbon. From this plot alone
it is obvious that the Northern ribbon in the August 2010 sigmoid appears at that
location a few minutes later than the southern ribbons and moves less distance with
approximately similar velocity.
We also determine the position and number of newly brightened pixels in the
image by setting a threshold of 1000 image digital units and recording all pixels that
are above this threshold. The threshold has been chosen by eye in order to fit only
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Fig. 9.9: An example of a stack distance-time plot from a series of difference images
for a cross section at the location of the first blue line in Fig. 9.14. The distance is
plotted on the y-axis and time on the x. The ribbons move with mostly constant
velocity of about 20 km s−1. The Northern ribbon starts moving much later than the
Southern ribbon and it moves for a shorter period of time in accordance with what
the evolution of the ribbons shows in the movies.
the flare ribbons while leaving out other bright features. We set all these pixels equal
to unity and set everything else to zero, thus forming a mask. Then we subtract
each two consecutive masks and retain only the pixels that still equal unity after
the subtraction. We record the positions and number of these pixels. The 171A˚
images show some saturation and a cross-shaped diffraction pattern shows up in the
masks. This problem can be alleviated if one uses 304A˚ or 1600A˚ images, where the
flare ribbons are not saturated. However, the event that we choose to process here
in detail, the 2010/08/07 flaring sigmoid has only 171A˚ data for now. We estimate
that about 1/3 of the pixels that we detect this way lie in saturated ares or the
corresponding diffraction pattern. We have also tried detecting the newly brightened
pixels in the difference data. Both methods give very similar results, which for the
purpose of the following order of magnitude analysis it does not make a difference
which method we use. Both of these methods provide automated detection of the
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flare ribbons which captures most of the ribbon pixels, unlike when the flare ribbons




Only one previous study has shown the correspondence of flare ribbons with
QSLs from a NLFFF model based on a vector magnetogram – that of Chen et al.
(2011). However, in their model they do not find a clear flux rope and only a part
of one of the ribbons matches the QSLs. While such NLFFF methods are useful for
studying magnetically complex regions that do not show a clear flux rope evidence,
they are largely limited in their applicability as discussed in Chapter 1, and they are
intrinsically tied to the pre-flare configuration, since the surface magnetograms do not
usually change significantly in response to the flare. On the hand, in our approach
we have the ability to follow the rise of the flux rope as the flare (reconnection)
progresses, although we caution that this is a not self-consistent approach. We simply
use it as a toy model that maps the dynamics of the observed phenomena surprisingly
well. To be fully consistent, one needs to use a data-driven MHD simulation or a
time dependent magnetofrictional approach, which is planned for a future study to
confirm this result.
Here, for the first time we show good-quality matches between QSLs and flare
ribbons in five regions analyzed with this approach. In Fig. 9.10, we have shown these
matches. The height at which the best-matching QSL maps are taken vary from 2100
to 4200 km. It can be seen that the QSLs for the 2007/02/12 flare do not match very
well in the lower portion of the sigmoid, which is probably due to the fact that the
flux rope path that we insert is too long, since it could not be constrained by the
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STEREO images very well. For a future study we plan to use the round transient
CHs to constrain the anchor points of the flux rope and to repeat the analysis. All
other QSLs match the flare ribbons very well having in mind the actual complexity
in the QSL maps and the fact that these models are only constrained to some extent
by the observed pre-flare loops. For a future study we have left to explore whether
the dimming regions also match the QSLs outlining the footprints of the flux ropes.
Such a match can be vaguely noticed in the overlay for 2007/12/07 event, where in
the northern part of the region we see decreased emission which is bound by QSLs.
This analysis has large implication to extending the standard flare model discussed
in Chapter 1 to 3D in realistic coronal magnetic fields.
We suggest that the subsequent iterations of our unstable model capturing the
rising flux rope can represent time is true, than we should see a match between the
QSL maps taken at the same height in the subsequent iteration and the spreading
motion of the ribbons. We show such overlays for four different iterations of the
unstable model for 2010/08/07 in Fig. 9.11. There is very good match in the southern
ribbon and somewhat a match in the northern one. The important ribbons are
outlined in pink since here we have used the low-resolution maps to do the overlays.
For a future study we have planned to calculate high-resolution maps for all iterations
of each region at the corresponding height.
This motion of the QSLs in conjunction with the flare ribbons has been shown
here for the first time. We have shown the dynamic nature of the QSLs as well,
which is to be expected since the reconnection point rises in the corona and hence
more and more volume is contained in post-reconnection field lines laying in the
domain under the flux rope and bound by the QSLs. To our knowledge, topological
features have been regarded as stationary and the flare features have been considered
to pass over them (e.g. Chen et al. 2011). This is certainly true for the positions of
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Fig. 9.10: Overlays between the flare ribbons shortly after the beginning of the flare
and the QSL maps showin in Fig. 9.7. All QSLs with Q > 105 are shown in the
figure. It is evident that the flare ribbons well match the main flux-rope associated
QSLs.
reconnecting field lines, which footpoints have been shown to move along the QSLs
in the photosphere (Aulanier et al. 2012).
Since we have demonstrated the presence of different connectivity domains in
cross section of this event, we show a plot of the current density in cross section
through the HFT (see Chapters 7 and 8). In Chapters 7 and 8 we demonstrated that
the numerically sharpened current sheet that lies on the boundary between the flux
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Fig. 9.11: QSL maps overlaid on four different images of the flare ribbons in the
2010/08/07 sigmoid. The images are taken at four consecutive times showing the
progression of the ribbons in the region. The QSL maps are taken at four different
moments in the iteration procedure – spaced by 15 000 iterations. Notice that the
QSLs move in the same manner as the flare ribbons, which is most obvious in the
southern flare ribbon.
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rope and the arcade coincides with the same bounding QSL in a perpendicular cross
section through the flux rope. We have shown the horizontal current distribution
at height of 5300 km in the left panel of Fig. 9.12 with the locations of the cross
sections that we look at, which coincide with the cuts that we take to measure the
velocity. These locations are chosen so that they represent different Q values. The
cross section at the location of the first blue line is shown in the right panel. One
can clearly see the 4-way separation of the domain represented by the X-like HFT
in the middle. This is the 90 000th iteration for this unstable model so the HFT is
very high in the corona at this location – about 35 000 km (well in the corona). By
looking at the edges in the current at this horizontal plot one can definitely pick out
the ribbon shape shown in the previous figures. The height of the HFT in this case is
highest at the north-western end of the flux rope and decreases substantially towards
the south-eastern end – to about 5000 km. This is also evidenced by the fact that
flare ribbons move the farthest where the HFT has had an opportunity to rise more
and they stay more confined to the flux rope where the HFT lays low.
According to the standard flare picture discussed in Chapter 1, the post-flare
loops should lie under the HFT in the volume bound by the QSLs. So, in Fig. 9.13
we have shown some reconnected field lines traced from the 90 000th iteration of the
unstable model, which have been overlaid on a 171A˚ image of post-flare loops. The
match is qualitatively good in the northern part of the region, although the field
lines are somewhat more potential than the observed loops, and they do not match
well away from this location. This is probably due to the fact that we have used
the final iteration, in which as Aulanier et al. (2012) suggests, the field lines have
already transitioned to a lower shear stage. In the right panel of the figure these
same field lines lie under the HFT in the domain suggested by the standard flare
picture and Aulanier et al. (2012) simulation. For a future study we plan to explore
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Fig. 9.12: A horizontal map of the current density at a height of 5100 km (left). The
position of the five vertical cross sections are marked with blue lines. The positions of
these cross sections coincide with the location where we measure the ribbon properties
in the subsequent analysis. A cross section at the location of the west-most blue line
is shown in the right panel. Notice the well defined HFT appearing as an X-point in
this cross section. The location of the HFT is highest at this location – at a height
of about 35 000 km.
this strong-to-weak shear transition in the post-flare loops by fitting field lines from
different iterations. We need to also extend relaxation of the model even further to
be able to describe the most potential loops that are seen towards the end of the
online movie.
9.4.2 Reconnection Parameters
Multiple studies have derived reconnection parameters, like the reconnection
rate and the local current sheet electric field (Miklenic et al. 2007; Xie et al. 2009;
Jing et al. 2005; Isobe et al. 2005; Saba et al. 2006; Qiu et al. 2002, 2010). These
measurements are all based on the 2D theory of reconnection put forward by Priest
& Forbes (2000). In their book they derive the local and global reconnection rates,
the local electric field at the reconnection current sheet, the Poynting flux, and the
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Fig. 9.13: An image with post-flare loops visible in the region after 18:40 UT. We
have overlaid several well matching field lines from the 90, 000 iteration of the NLFFF
model in color. The magnetic flux distribution is shown with red (positive) and green
(negative) contours. The same field lines are shown in cross section of the current
through the middle of the bundle. It is obvious that these field lines lie under the
HFT as is expected for post-flare loops.
energy release rate based on four observed parameters – the velocity of the ribbons,
the magnetic flux in the photosphere from LoS magnetograms, time, and the size
of the reconnection current sheet, which could not be obtained previously and some
assumptions had to be made. Now, we can obtain the size of the current sheet our
from our magnetic models. This theory is very simple and can be derived from basic
order-of-magnitude dimensional analysis considerations alone, which is good enough
in our case since we would like to look at these values only from an order of magnitude
standpoint.
The local reconnected flux (at a given point of the neutral line) in this theory
is equal to the local electric field in the reconnection current sheet.
Ecs = υribBLoS (9.1)
This quantity is calculated at each point where we have a ribbon velocity measure-
ment and the magnetic field is taken at that point from LoS magnetogram. We can
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compute this in time to get how the electric field changes as the current sheet changes
position with time.
The global reconnected flux over the whole reconnection event is simply taken
by integrating over the area covered by the ribbon front over the duration of the
event times the corresponding magnetic flux at each pixels. It can also be taken by






where Bnew is the magnetic field at the newly brightened pixels, calculated in the
previous section. In the 2D theory the positive and negative global reconnected fluxes
should equal each other, although a significant imbalance has been noted by these
authors.
The Poynting flux into the reconnection region helps evaluate the flow of energy
out of the reconnection region. The Poyning flux is given by S = (E × B)/µ. We
have already measured these quantities, so in terms of the observables the Poynting
flux is given by:








where Bc is the magnetic field at the reconnection point. In the 2D case when no
magnetic model is available the inflow velocity in the reconnection diffusion region
and Bc fulfill that υinBc = υribBLoS. The constant a is invoked to scale the magnetic
field from the photosphere to the corona where reconnection takes place, and is
usually taken to be a = 0.2 (Asai et al. 2004). It follows that the energy release rate
from the reconnection region is W˙ = S ·A, where A is the area of the current sheet,
if we assume that the the Poynting flux does not change along the current sheet. In
our magnetic modeling we have the ability for the first time to estimate the vertical
extent and the length of the reconnection current sheet, although we cannot resolve
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its thickness. We can either use current density plots as the ones shown in Fig. 9.12,
or use the more precise high-resolution QSL calculation, assuming that the size and
extent of the HFT in the QSL cross sections is approximately the current sheet size.
We determine all of the above quantities at several locations along the PIL,
which lie in areas with different Q values. The locations of the cross sections are
shown in Fig. 9.14. We use the methods for determining the velocity and the newly
brightened pixels discussed in the previous section. We calculate that the total posi-
tive reconnected flux is 6×1021 Mx, which is a significant fraction of the total positive
flux in the region of 1.8 × 1022 Mx. This is not surprising since the magnetogram
in Fig. 9.5 shows that the southern ribbon covers most of the positive polarity. The
negative reconnected flux is 1.5× 1021 Mx, which represents a large imbalance. This
is not surprising either since the magnetogram shows that the northern ribbon covers
only a small fraction of the negative flux in the region.
The time evolution of the local quantities calculated at the location of cut 1 in
Fig. 9.14 are shown in Fig. 9.15. There is a definite peak in the Poynting flux and
the local electric field, which corresponds to a peak in the local magnetic flux in
the photosphere. Similar range of values of the Poynting flux have been reported
before by Miklenic et al. (2007). This peak also corresponds to the rise phase of
the flare as evidenced by the GOES plot given in Fig. 9.16. In fact, it corresponds
to the slight bump in the curve, the significance of which is not certain. The local
reconnected flux shown in the lower right panel of Fig. 9.15 has to be divided by 1000
to convert the units to V/cm and we arrive at typical values of the electric field in
the range 0.5-20,V/cm. Such values have been reported by many authors (Miklenic
et al. 2007; Xie et al. 2009; Jing et al. 2005; Saba et al. 2006; Qiu et al. 2002, 2010).
We estimate the energy release rate to be 1029 erg/s and if we estimate that the flare
ribbons are visible for 40 minutes, we get 2.4 × 1031 erg released for the duration
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Fig. 9.14: The same QSL map as shown in Fig. 9.7 for the 2010/08/07 sigmoid with
the location of the cross sections for determining the ribbon velocities shown in black.
of the flare. As a comparison the free energy in the region, which comes from our
modeling, is 8.2× 1031 erg, meaning that the flare has released a significant fraction
of the free energy content in the region. We should not forget that this is an order
of magnitude analysis and the end value depends on how well we measure the size of
the current sheet and the duration of the flare. A careful error analysis is planned
for a future study. We will also extend this analysis to more flares of different classes
and examine at the values of the parameters described above in relation to to the
GOES flare X-ray flux.
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Fig. 9.15: A collection of ribbon parameters that we have determined at the location
of the first cross section given in Fig. 9.14. The maximum in the Poynting flux and
the local reconnected flux occur during the rise phase of the GOES lightcurve shown
in Fig. 9.16.
We calculate the local electric field and Poynting flux for the five cuts shown
in Fig. 9.14, which have been chosen to represent areas with different values of Q at
the main QSL. The measured quantities are shown in Table 9.2 for the corresponding
value of the squashing factor. From the values in Table 9.2 we see that the measured
maximum Poynting flux and electric field along the cut correlate well with the value
of Q. This is not surprising since the thinner the current sheet the more effective
reconnection. As we discussed in Chapter 3 the thickness of the current sheet is most
probably related to the value of the squashing factor at the given location. For a
future study, we have planed to automatize the determination of these parameters
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Fig. 9.16: GOES X-ray light curve in two different channels. It is evident that the
flare has the characteristic lightcurve of flares with an exponential rise and a slower
decay.
Table 9.2: Reconnection parameters at different location along the flux rope in order
of decreasing Q.
Cut logQ Max. Poynting flux Electric field
[MW/m2] [V/cm]
2 12 1 11
1 11 0.35 7
4 11 0.024 5
3 10 0.02 2
5 8.5 0.001 1
at many more locations along the main QSL, so that we can explore the correlation
found here with more certainty.
9.4.3 Hard X-rays and QSLs
In addition to the EUV observations presented above, we perform Hard X-ray
(HXR) analysis based on RHESSI HXR data for the 2010/08/07 and 2012/05/08
regions. For the August 2010 sigmoid we have RHESSI data covering the periods
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18:01-18:12 UT and 18:40-18:44 UT on the 7th, and for the May 2012 sigmoid we
have HXR data for 09:34-09:46 UT. Looking at the HXR emission is important since
it is directly connected with the flux of accelerated non-thermal electrons flowing
from the reconnection site along reconnected field line towards the footpoints in the
chromosphere. Based on the HXR emission we can determine the acceleration of the
electrons and the non-thermal contribution to the released energy in the process of
reconnection as done by Krucker et al. (2011).
Fig. 9.17: AIA 171A˚ images for four different times with overlaid RHESSI hard
X-ray contours in the energy range 6-25 keV. The contours are at the 65% 75%, 85%,
and 95% levels for the 2010/08/07 sigmoid. The contours are taken from one minute
averages of the RHESSI signal and the AIA images are taken at the beginning of
the interval. Notice that the contours lie closely to the Southern flare ribbon. No
RHESSI contours are found in the Northern flare ribbon.
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In Fig. 9.17 we have shown overlays of contours of RHESSI intensity over 171A˚
AIA images, using the standard Solarsoft IDL routines of RHESSI, AIA, and the
mapping software by Dominic Zarro. The RHESSI 256 by 256, 1-arcsec pixel images
were generated using the automated imaging CLEAN algorithm (175 iterations per
image), with 8-second image cadence, averaged over 1 minute. The energy range is
6-25 keV. The contours represent 65%, 75%, 85%, and 95% of the maximum intensity
for every image. The evolution of the position and intensity in the contours can be
seen in Fig. 9.17. The HXR contours clearly lie along the southern flare ribbon. The
most prominent location that always shows an enhancement of the HXR emission is
located in the north-western part of the ribbon. Comparison with the QSL map given
in Fig. 9.14, we see that this is the location of the strongest Q (1012). In addition, this
is the location where the HXR emission is seen for the longest time. The location of
the HFT is most elevated at the highest-Q section, so reconnection could potentially
have been going on for the longest period of time.
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Fig. 9.18: RHESSI light curves at the location of the Northern-most contours in
Fig. 9.17. The maximum at this location is taken to represent the hard X-ray flux
and it is plotted in time.
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In Fig 9.18 we show the light curve of the maximum RHESSI intensity in the
same contour discussed above. The curve gradually rises and peaks at 18:09 UT on
2010/08/07 which is during the flare rise phase according to the GOES X-ray curve in
Fig. 9.16. It also coincides with the peak in the local reconnected flux and Poynting
flux at that location as evidenced in Fig. 9.15. The hard X-ray emission gives further
evidence that reconnection is most effective at location where Q is highest.
Fig. 9.19: AIA 171A˚ images for four different times with overlaid RHESSI hard
X-ray contours in the energy range 6-25 keV. The contours are at the 65% 75%, 85%,
and 95% levels for the 2012/05/08 sigmoid. The contours are produced in the same
manner as those in Fig. 9.17.
The other event for which we have RHESSI data is the 2012/05/08 sigmoid.
It also shows confined RHESSI HXR contours over one of the flare ribbons – the
eastern one. This event is interesting because the flare ribbons start off with a clear
2J shape, which is the canonical shape shown to exist in the Aulanier et al. (2012)
MHD simulation. This is expected if the HFT has already risen to some height in the
corona at the time of the flare, as is the case for 2012/02/12 sigmoid as discussed in
Chapters 7 and 8. Comparison with the QSL maps in Fig. 9.7 shows that this contour
also occurs in the area just opposite the the highest Q area in the very middle of
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the sigmoid where the two Js meet. As discussed in Chapter 7 this is the location
where the flare begins, which is also evidenced by the fact that the flare ribbons start
spreading out along the PIL at the location in the middle. This can also be seen
from the online movie. Additional analysis of the reconnection parameters at this
location will shed more light on this configuration.
9.5 Conclusions
In this Chapter we showed the first comprehensive study of a selection of flaring
sigmoidal active regions that display flare ribbons, transient coronal holes, and post-
flare loops during the time of major solar flares. For the first time we put these
features in a topological context, utilizing QSL maps obtained based on data-driven
magnetic models. Schrijver et al. (2011) and Aulanier et al. (2012) attempted to
classify the observed flare features in flaring active regions, but used an idealized
MHD simulation to obtain the topology analysis, and hence show only a qualitative
similarity. Instead, here we show an almost exact match between QSL maps taken
at low height in the corona and chromosphere and the locations and extent of flare
ribbons at the beginning of the flare. We also show for the first time that the main
flux-rope bounding QSLs evolve in time together with the spreading flare ribbons –
a novel result. This analysis has potentially very strong implications for the study of
3D reconnection in realistic coronal magnetic fields, which lack the usual symmetry
that many reconnection simulations and laboratory experiment employ.
In addition to the topology analysis, we perform measurements of the ribbon
motion and derive reconnection properties for one of the regions – the 2010/08/07
sigmoid. We derive the global positive reconnected flux which we show is about
30% of the total positive flux in the region, and the global reconnection rate of
4 × 1018 M/s. Similar values have been reported before by Isobe et al. (2005) and
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Jing et al. (2005). We show how these parameters can be determined purely based
on observations. However, in order to derive the energy release rate, we have to
measure of the size and extent of the reconnection current sheet. For the purposes
of this study we determine the size of the current sheet from our magnetic models,
although a 3D high resolution QSL calculation would likely be better suited for this
purpose. Our estimate likely overestimates the energy release rate. For the entire
length of the current sheet and the duration of the flare, which we take to be the
time over which the flare ribbons are visible, we obtain a total released energy in
the process of reconnection of about 25% of the total free energy in the region, as
measured from the unstable NLFFF model. The inflow velocity into the reconnection
region can also be determined by combining observations and knowledge of the 3D
magnetic field in the corona, a value useful for constraining reconnection models and
experiments.
We also determine the Poynting flux and the current sheet electric field at several
locations along the PIL and correlate these values with the value of the squashing
factor, Q, at that location – we obtain a good correlation of the five location we have
analyzed, but additional points are needed to make this conclusion more robust.
This analysis, together with the fact that the most long-lasting and strong hard X-
ray sources lie in the highest Q area, lead us to draw the preliminary conclusion that
reconnection is more effective in higher Q regions, which is not surprising since the
thickness of the reconnection current sheet should scale anti-proportionally to Q, and
the thinner the current sheet the more efficient and explosive reconnection is.
The observational analysis assumes 2D reconnection geometry, and our future
task will be to determine deviations from the 2D assumptions and test the 2D pre-
dictions. These include the fact that the flare ribbons should move faster in low field
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regions, and that the flare ribbons are more prominent is low field regions due to the
lower effectiveness of the magnetic mirror effect.
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Chapter 10
Summary and Future Work
10.1 Summary and Conclusions
In this dissertation we explore the mechanism of formation, evolution, and erup-
tion of solar sigmoidal active regions. We show that a synergy between observations
and magnetic field modeling is valuable for understanding some of the longest stand-
ing problems in solar physics, i.e. how solar active regions evolve towards an unstable
state and what conditions bring about eruptions. We study this problem in the con-
text of one specific kind of active region – a long-lived sigmoidal active region that
possesses a specific S-shape. These regions are thought to contain magnetic flux ropes
and are shown to possess high probability of eruption. These two features make them
especially suitable because, first of all, flux ropes are at the basis of almost all flare
and CME models, and second, the high eruption rate points to the fact that the there
exists a process in which the flux rope gets destabilized and an eruption ensues.
We explore the questions outlined in the Introduction by combining extensive
observations from the best space observatories, such as Hinode and SDO. In addition,
we obtain the 3D magnetic and current structure in the corona of several sigmoidal
active regions. More specifically, we obtain data-driven non-liner force-free field
(NLFFF) models since they are the only kind of magnetic extrapolation that is able
to capture both the highly sheared and twisted core of the sigmoids and the overlying
more potential fields. We use the flux rope insertion method to construct these
models, which is described in detail in Chapter 2. The advantage of the method is that
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the models are highly constrained by observations, i.e. a line of sight magnetogram is
used to extrapolate the field to the corona, and XRT and EUV observations of coronal
loops are used to choose a best fit model. In addition, we perform topological analysis
based on tracing field lines from the NLFFF models. The topology analysis gives us
the opportunity to classify and disentangle the complicated observed 3D magnetic
field structure of the regions, and to pinpoint the locations of sharp current sheets,
where reconnection can take place. The tools for topology analysis, for obtaining
quasi-separatrix layer (QSL) maps are descried in Chapter 3.
In Chapter 4 we show the first NLFFF model of a sigmoidal region observed
with Hinode/XRT in February 2007. We use the NLFFF models to show its 3D
magnetic and current field structure, to identify locations of bald patches, and to
show how its magnetic field evolves over time. Although the NLFFF models are
static, a sequence of models can be build for different instances of time, which can
represent the time evolution. We show that approaching the eruption, the free energy
and helicity in the region increase with time, although we have significant error bars
on these quantities and these values alone cannot be used to identify a pre-eruption
configuration. In addition, we show a preliminary study of the plasma structure in
another active region based on analysis of spectral observations from Hinode/EIS in
conjunction with NLFFF model for several times over the pre-eruption evolution of
the December 2007 region. We show that the sigmoidal region shows the canonical
flow structure in maps of the Doppler velocity. We find enhancements in density and
temperature associated with the flux rope in the core of the region. We hypothesize
that additional energy is input at the edge of the flux rope, where it borders the
overlaying arcade, by reconnection at the sharp current sheets at QSLs, which is
evidenced by the increased non-thermal widths at these locations.
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After we have examined what the magnetic and plasma structure of sigmoids,
which was shown here for the first time, we studied their formation and evolution
mechanisms in Chapters 5 and 6. We produced a catalog of sigmoid regions for the
duration of the Hinode and SDO missions until December 2012. We showed some
preliminary statistics of the properties of sigmoidal regions, which might have impli-
cation in constraining global models of active regions with flux ropes. We showed
that flux cancellation and emergence are equally important processes for the for-
mation of large prominent sigmoids, although we conjecture that flux cancellation
might be the dominant process in smaller active regions. In Chapter 6 we explored
in detail how flux cancellation builds the flux ropes in decaying sigmoidal active re-
gions – we showed that the studied regions evolve from a state of a sheared arcade
towards a developed flux rope in response to flux cancellation episodes. In addition,
we showed that flux cancellation is responsible for putting more flux in the flux rope
and bringing it to the point of instability, when the free energy accumulated at the
flux cancellation sites can be released to power an eruption.
In Chapter 7 and 8 we applied topology analysis to one sigmoidal active re-
gion. We showed the first QSL maps derived from data-driven NLFFF models and
discussed their characteristics. We showed that the main QSLs coincide with the lo-
cations of sharp current sheets. We concentrated on one robust topological feature, a
hyperbolic flux tube (HFT), which has the property that the value of the squashing
factor, Q, is highest in the volume. We identified this topological features as a tracer
of a configuration, ready to erupt, which appears a few hours before an eruption.
The role of the HFT has been conjectures in a series of papers by Titov that address
the analytical model, and the MHd simulations by Aulanier et al. (2010). However,
here for the first time, we demonstrated its role in data-driven model of an observed
erupting region. We showed that the HFT is the location where reconnection can
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take place in the corona, which conclusion is strengthen by the fact that in an MHD
simulation of an idealized sigmoid configuration, this is observed to happen. We also
arrived at a scenario for CME onset, that states that reconnection at the HFT puts
more flux into the flux rope, which makes it expand. Continual reconnection makes it
expand to the point when the flux rope enters the torus instability domain when the
potential arcade cannot restrain its upward motion anymore. This causes the further
elevation of the rope, which additionally stretches and thins the current sheet at the
HFT and explosive reconnection ensues. This scenario is successful at explaining the
observed slow rise of filaments before eruption, and the explosive release of energy
in the initial acceleration of the CME and the production of a flare in the process of
reconnection.
Having this scenario in mind together with the 2D flare/CME picture discussed
in Chapter 1, in Chapter 9, we proceed to study the observed flare and CME feature
in this context aided by topology analysis. We show for the first time that QSL maps
obtained at low coronal heights match very well the observed flare ribbons in five
sigmoidal regions. We obtained these QSL maps from unstable models constrained by
observations prior to the eruption. We showed that we can use successive iterations
of our unstable models, obtained during the relaxation process, to represent time.
This is evidenced by the good match between the QSLs from different iterations
and the progression of the flare ribbons. We also obtained the reconnected flux
and electric field in the current sheet by measuring the ribbon velocities and the
photospheric magnetic field. We showed that reconnection is efficient at locations
with high values of Q. We also demonstrated that an order of magnitude analysis
indicates that the released energy in the current sheet is a significant fraction of the
free energy contained in the field. This type of analysis has significant implications for
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understanding how 3D reconnection proceeds in realistic magnetic fields, something
that cannot be explored easily by reconnection experiments that are mainly 2D.
All of the above analysis leads to a unified picture of the sigmoid development
and eruption processes. Such a systematic study can assist in answering the questions
outlined in the introduction, which is a major step in aiding predictive capabilities
aimed at forecasting when and where an eruption might occur – a problem long
sought by the space weather community, since knowing the eruptive behavior of active
regions beforehand is the first step in understanding the space weather environment
at Earth.
10.2 Future Work
10.2.1 3D Reconnection in the Solar Corona
We plan to extend the analysis presented in Chapter 9 to all five active regions
and find more suitable cases observed with AIA, making use of its high spatial and
temporal resolution. We plan to automate the velocity determination, the calculation
of the Poynting flux and local electric field, so we can easily obtain the values of these
quantities along the entire length of the reconnection current sheet. Lastly, we plan
to develop tools for 3D QSL calculation and 3D visualization of the coronal magnetic
field and current structure. We will work with the Princeton Plasma Physics Lab-
oratory to provide our results as constraints to their reconnection simulations and
experiments.
10.2.2 NLFFF model in MHD Simulation
We have shown that our NLFFF models are good representations of the observed
structure of solar active regions. However, our models are static and cannot be used
to study the dynamics of the evolution and eruption fully. On the other hand, MHD
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simulations are fully dynamic but they show us the evolution of idealized magnetic
field configuration, which although useful for representing classes of eruptions, are
not constrained by observations in any way. This leads us to believe that if we use
realistic boundary and initial conditions to MHD simulations, we can get the most out
of both methods. We plan to use the MHD simulation described in detail in To¨ro¨k
& Kliem (2003) and provide time-dependent boundary conditions given by a time
series of magnetograms. The initial conditions will be a NLFFF models constrained
by observations. We will evolve this initial state over several days to study the effect
of flux cancellation. We will have a direct view of the conditions that bring the
configuration over the threshold of stability and look at any instabilities and sites
of reconnection that exist in the volume. The final unstable configuration can be
used as an initial condition to one of the global MHD codes, like the Space Weather
Modeling Framework, to propagate a realistic CME and predict the direction of the
CME magnetic field at Earth – a result important for predicting the space weather
efficiency of a given event.
Incorporating data-driven NLFFF models into MHd simulations with time-
dependent boundary conditions is a logical continuation of the research presented
in this dissertation. It will overcome some of the drawbacks presented by the fact
that these models are static and will help confirm the conclusions of this dissertation.
In addition this method of data-driven MHD simulations has additional advantages
in providing predictive capabilities for forecasting solar eruptions.
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