We solve the Cauchy problem for a kinetic quantum Boltzmann model that approximates the evolution of a radial distribution of quasiparticles in a dilute gas of bosons at very low temperature with a cubic kinetic transition probability kernel. We classify some relevant qualitative properties of such solutions which include the propagation and creation of polynomial and Mittag-Leffler tails. We develop the existence and uniqueness result by means of abstract ODE's theory in Banach spaces by characterizing an invariant bounded, convex, closed subset S of the positive cone associated with the Banach space
Introduction
After the first Bose-Einstein Condensate (BEC) was produced by Cornell, Wieman, and Ketterle, which led them to the 2001 Nobel Prize in Physics [3, 4, 10] , there has been an explosion of research on BECs and cold bosonic gases. Above the condensation temperature, the dynamic of a bose gas is determined by the Uehling-Uhlenbeck kinetic equation introduced in [43] ; see for instance [19, 22] for interesting results and list of references. Below the condensation temperature, the bosonic gas dynamics is also governed by a kinetic equation that was first derived by Kirkpatrick and Dorfmann in [33, 34] using a combination of mean field theory, kinetic theory, and Green's function methods.
This latter regime is the object of study in the present paper, more specifically, we are interested in the dynamics of dilute Bose gases at very low temperature under the assumption of reference [20] , that is, the BEC is very stable and contains a sizeable number of atoms, the interaction between excited atoms is small, being the dominant interaction the one between excited atoms and the BEC. The evolution of the density distribution function f := f (t, p), with (t, p) ∈ [0, ∞) × R 3 , of such Bose gases can be described by the following bosonic quantum Boltzmann equation [18, 20, 28, 44] ,
where the interaction operator is defined as Q[f ] := R 3 R 3 dp 1 dp 2 R(p, p 1 , p 2 ) − R(p 1 , p, p 2 ) − R(p 2 , p 1 , p) ,
(1.2)
Here above, the term M(p, p 1 , p 2 ) is the transition probability, ω(p) is the Bogoliubov dispersion law:
where p ∈ R 3 is the momenta, m is the mass of the particles, g is the interaction coupling constant and n c is the density of particles in the BEC. The collision operator Q describes the interaction between the condensed and the excited atoms. Now, since ω(p) and M(p, p 1 , p 2 ) are complicated functions, we further restrict the range of our analysis supposing that the temperature T , the condensate density n c , and the interaction coupling constant g are such that k B T is much smaller than gn c . Under this condition, the quantity ω(p) is approximated by the phonon dispersion law, see [14, 18, 30] ω(p) = c|p|, where c := gn c m , (1.4) and M is usually approximated as
Here κ > 0 is an explicit constant that can be found for instance in [18, 20, 30] . We stress that this approximation is valid at low temperature regime where only low momentum excitations are relevant. Different from previous mathematical works [6, 7, 8, 9] , we do not truncate the transition probability |M| 2 from above, or assume that it is cut-off near the origin, however, we restrict ourself to an analysis of radially symmetric solutions for the model. Thus, we perform the analysis in the whole momentum space, not in a piece of it or the torus [40] , requiring a detailed control of the solution's tails.
After the pioneering work of Kirkpatrick and Dorfmann, there have been a large number of works trying to derive a kinetic theory for the BEC using different approaches: two fluid hydrodynamic description [28, 44] , quantum kinetic master equation [17, 25, 26, 27, 31, 32] , mean field theory [29] , Stoof's approach [41] where pseudo-potential methods at the quantum level are avoided since such methods fail near the condensate. In all these works, equation (1.1) is used to characterize the growth of the BEC. Moreover, the kinetic equation (1.1) is also used to describe phonon interactions in anharmonic crystal lattices, first derived in this context by Peierls [38, 39] , then by several other authors [14, 40] .
The equilibrium distribution f ∞ of Equation (1.1) has the form 6) where β := 1 k B T > 0 is a given physical constant depending on the Boltzmann constant k B , and the temperature of the quasiparticles T at equilibrium. Considering the linearization f (t, p) = f ∞ (p) + f ∞ (p) 1 + f ∞ (p) Ω(t, p), (1.7) plugging this expression into (1.1) and keeping only the linear terms, the following linearized equation of (1.1) was obtained in [21] f ∞ (p) 1 + f ∞ (p) ∂Ω ∂t (t, p) = −M (p)Ω(t, p) + R 3 dp ′ U (p, p ′ )Ω(t, p ′ ), (1.8) for some explicit function M (p) and measure U (p, p ′ ). The Cauchy problem and the convergence toward equilibrium of such linearized model (1.8) were addressed in the aforementioned reference. The discrete theory of the equation, based on a dynamical system approach, was done in [15] . In reference [37] , it has been proved that positive classical solutions of the model have a Gaussian barrier from below.
In our current work, we solve the Cauchy problem for (1.1) in the context of radial solutions by showing that they possess qualitative properties such as creation and propagation of polynomial and Mittag-Leffler moments. The argument is based on techniques developed previously for the classical Boltzmann equation in [2, 11, 23, 24, 42] . Thanks to the propagation of polynomial moments, we are able to provide a natural space to show existence and uniqueness of solutions for equation using abstract ODE theory.
Similar to the classical Boltzmann collision operator, the quantum collision operator Q can be separated in a gain and a loss operators
The gain operator is defined by
(1.10)
The loss operator
, and where ν[f ](t, p), referred as the collision frequency or attenuation coefficient, is defined by
is nonlocal in f (t, p).
Remark 1.1
In order to grant the split of the collision operator in gain and loss part, it is necessary that ν[f ](t, p) is well defined. This is granted if radial solutions have at least the second moment finite throughout the evolution. This property will be secured by the creation and propagation of statistical moments in Section 4 and the corresponding existence theorem in Section 5.
A technical difficulty in the analysis is the fact that the natural conservation law for the model is energy conservation, that is, the solution's first moment, whereas the homogeneity of the kinetic potential kernel in the model is 3. Due to this fact, it is essential to perform high moment analysis which, in contrast, it is not central for the Cauchy problem in the classical Boltzmann equation, refer to [5, 36, 24] .
The organization of the paper is as follows, all in the context of radially symmetric solutions:
· In Section 2 we recall the main conservation laws of (1.1). We also present the natural decomposition of Q into the sum of a gain and a loss term.
· Section 3 is devoted to a key a priori estimate on the moments of equation (1.1) which will be used several times along the paper, Proposition 3.1.
· Using Proposition 3.1, we prove the creation and propagation of polynomial moments, Theorem 4.1 in Section 4.
· Using the a priori estimates of Section 4, we prove, in section 5, existence and uniqueness of solutions of radially symmetric solutions for equation (1.1) under natural conditions. Existence is based on a Hölder estimate and a condition of the sub-tangent type for Q, see Theorem 5.2. Uniqueness is based on a one-side Lipschitz estimate.
· Theorems 6.1 and 6.2 are the main results of Section 6. They address the propagation and creation of Mittag-Leffler moments for solutions to (1.1).
Conservation of energy and momentum
For notational convenience, we will usually omit the time variable t unless some stress is necessary in the context.
Proposition 2.1 (Weak Formulation)
For any suitable test function ϕ, the following formula holds:
dp dp 1 dp 2 |p
Proof. In this proof we use the short-hand := R 9 dp dp 1 dp 2 . First, observe that
Second, interchanging variables p ↔ p 1 and p ↔ p 2 ,
and
Finally, combining (2.2), (2.3), (2.4), we get (2.1).
Corollary 2.1 (Conservation laws)
If f is a solution of (1.1), it formally conserves momentum and energy R 3 dp f (t, p) p = R 3 dp f 0 (p) p , (2.5)
A radially symmetric equilibrium of the equation has the following form
Proof. We observe that
In addition, we can rewrite
Choosing ϕ(p) = log
f (p)+1 we obtain, in the case of equality, that
The fact that h(·) is radially symmetric yields h(p) = −α ω(p), for all p ∈ R 3 and some positive constant α. This proves the claim.
Remark 2.1 We can observe from the above proof that if the function h is not radially symmetric, the constant α will be a function of the direction p |p| of the line containing the vector p. Therefore, it is not clear if the equilibrium is uniquely determined for non-radial solutions. Moreover, it is clear that in order for ν[f ](p, t) to be well-defined, the integral of f on any lines starting from the origin needs to be well-defined. As a consequence, we need the condition that f is bounded from above by an integrable radial function. The above two reasons imply that working with radial solutions seems to be a natural choice for us.
A priori estimates on a solution's moments
The scope of this paper limits to the case of radially symmetric solutions
Furthermore, we consider solutions of (1.1) that lie in C [0, ∞); L 1 (R 3 , |p| k dp) where
That is, in sections 3 and 4 the a priori estimates assume the existence of a radially symmetric solution enjoying time continuity in such Lebesgue spaces for k sufficiently large. Define the solution's moment of order k as
Using spherical coordinates, the integral with respect to dp on R 3 can be reduced to an integral on R + with respect to d|p|. Therefore, we also use the line-moment on R +
We are going to use the definition of moments in two contexts: In one hand, in sections 3, 4 and 6 we always consider the moment applied to a given radial solution of the equation. Thus, there is no harm to omit the function dependence and just write M k (t), M k , m k (t) or m k (t) to denote moments and line-moments for simplicity. In the other hand, in section 5 we will use moments as norms of the spaces L 1 (R 3 , |p| k dp), as a consequence, the functional dependence will be important. In addition, time dependence will not be key in this section, thus, we will write line-moments as m k · . Note that, for radially symmetric functions, M k and m k+2 are equivalent. Then, according to the conservation law (2.6) and assuming initial energy finite, the following estimate hold
we have the following a priori estimate on the moments valid with some universal constants C 1 and
In order to prove Proposition 3.1, we first need the following lemmata. 
Proof. For simplicity we omit the t-time variable in this proof. Using |p| k−2 as a test function in (1.1) and recalling that the line-moment m k is equivalent to M k−2 , we obtain d dt m k (t) = C R 3 R 3 R 3 dp dp 1 dp 2 |p
where C is some positive constant varying from line to line. The above integral, thanks to the Dirac measure δ(p − p 1 − p 2 ), can be reduced from an integral on R 3 × R 3 × R 3 of dp dp 1 dp 2 to an integral on R 3 × R 3 of dp 1 dp 2 d dt m k (t) = R 3 R 3 dp 1 dp
Using spherical coordinates one has dp 2 = |p 2 | 2 sin γ d|p 2 | dγ dρ, with γ ∈ [0, π], ρ ∈ [0, 2π], and
Thus, we can reduce the integral of dp 2 on R 3 to an integral of d|p
This implies, by a similar change of variables, that one is able to reduce dp 1 to d|p 1 |. More specifically,
This estimate completes the proof of this Lemma 3.1.
denote the integer part of k+1 2 . Then for all a, b > 0, the following inequality holds
Proof. (of Proposition 3.1) For simplicity we omit t, the time variable, in the argument of this proof. From (3.4), we eliminate the negative term −2f (t, r 1 )f (t, r 1 + r 2 ) and take into account the fact that
By applying the inequality
In order to obtain (3.14), we estimate the two terms on the right hand side of (3.8). Using Lemma 3.2 with a = r γ 1 and b = r γ 2 , the first term can be estimated as follows
which, by a simple expansion process, can be bounded by
Note that in the above inequality, we only use the definition of m iγ+3 , m iγ+4 , m (k−i)γ+3 , and m (k−i)γ+4 . Regarding the second term on the right side of (3.8), we rewrite it using the change of variables r 1 + r 2 → r and r 1 → r − r 2
(3.10)
Then, by (3.7), I ≤ 0. By the change of variables r 2 → r − r 2 , one gets the following identity
, which implies the equality
Develop (r − r 3 ) 3 in the above integral, the following equality holds
where the last equality follows by evaluating the integral of dr 2 in (0, r).
Since I ≤ 0, the constant C is explicit and positive. Combining (3.10), (3.11), (3.12), we get the following equation for the second term on the right hand side of (3.8)
Putting together (3.6),(3.9) and (3.13), we obtain the ordinary differential line-moments inequality
(3.14)
The proof of Proposition 3.1 is now complete.
Creation and propagation of polynomial moments
Let us write the main result of this section.
Then, there exists a constant C k (h 3 ) that depends only on h 3 := h 3 (m 3 (0)), and on k such that we have the following creation of the k th line moment
Moreover, if m k (0) < ∞, we have the following propagation of the k th line moment
where the positive constants ρ, ρ 1 , ρ 2 , γ satisfy 0 < ρ 1 ≤ ρ ≤ ρ 2 , 0 < γ < 1,
Proof. The proof of this statement is straightforward. Indeed, Hölder's inequality imply
Proof. (of Theorem 4.1) In this proof, we will use Lemma 3.1 with γ = 1 which reduces to
where C 1 and C 2 are some universal positive constants. For the sake of simplicity, we shift k + 2 → k in the above inequality to get
(4.4) From (4.4), our goal is to construct a differential inequality for m k = m k (t) from which the boundedness of m k could be deduced. In order to do that, we will estimate the right hand side of(4.4) by some function of m k , which leads to a uniform in time upper bound of m k . First, let us start bounding the right hand side of (4.4) by estimating the term m i+4 m 1+k−i with Hölder's inequality,
where we notice that, by the conservation of energy (2.6), m 3 and m k+1−i k+2 3 are constants. Multiplying m i+4 by m 1+k−i and using Young's inequality
We set q = 
Therefore, from (4.5) and the aforementioned bound on m 1+k−i , we obtain the estimate for the term m i+4 m 1+k−i on the right side of (4.4)
an interpolation argument applied to inequality (4.6) leads to
where C is some positive constant that can vary from line to line. Second, we continue estimating the right side of (4.4) by controling the term m i+3 m 2+k−i . We consider two cases: (1) i ≥ 2 (then 2 + k − i ≤ k), and (2) i = 1 (then i + 3 = 4 ≤ k). Let us start with the latter. Case (2). Using Hölder inequality (4.3) and the conservation of momentum on m 3
k+6 . Multiplying the this inequality by m i+3 and employing Hölder's inequality again, we have 
One concludes that
(4.9)
For Case (1) a similar argument is made to conclude that
Multiplying m i+3 by m 2+k−i and using Young's inequality
where we set r ′ = 
Therefore, we obtain the estimate for the term m i+3 m 2+k−i for the right side of (4.4)
we can interpolate to conclude that
Combining (4.4), (4.5), (4.9) and (4.10), we get
11) where C(ǫ) and C ′ (ǫ) are positive constants satisfying C(ǫ) → 0 and C ′ (ǫ) → ∞ as ǫ → 0, and C ′′ is a positive constant depending only on h 3 := m 3 (0).
Notice also that C(ǫ) and C ′ (ǫ) also depend on k. For ǫ > 0 sufficiently small, the constant C(ǫ) is absorbed by C ′′ and we infer from (4.11) that
for some C k > 0 depending only on k > 3. In order to obtain a differential inequality for m k , it remains to estimate m k+6 . Indeed, using Hölder's inequality (4.3)
k . As a consequence, from (4.12) we finally arrive
By Young inequality, there are positive constants C(ǫ) and ǫ such that
and by Cauchy inequality
Combining the above inequalities, for ǫ small, with (4.13) we conclude that there are positive constants, still denoted by C k and C ′′ /2, such that
By comparing (4.14) with the solution of the Bernoulli equation
which is
, where
is a constant, since C ′′ depends only on h 3 = m 3 (0) and C k only on k. Hence inequality (4.1) holds. In addition, if the initial k th line-moment m k (0) is finite, then clearly the bound may be improved at t = 0, and m k (t) clearly satisfies inequality (4.2).
The Cauchy Problem
This section is devoted to show existence and uniqueness of positive solutions of the initial value problem associated to equation (1.9), (1.10) and (1.11), which corresponds the to solutions of the initial value problem for equation (1.1) where the collision operator has a transition probability given by |M| 2 = κ|p||p 1 ||p 2 | from (1.
The approach we use is based on an abstract framework for solving ODE's in Banach spaces applied in this context to find uniqueness of nonnegative homogeneous radially symmetric solutions of the quantum Boltzmann equation for bosons at very low temperature in L 1 R 3 , |p|dp , the set of measurable functions, integrable w.r.t. the measure |p|dp.
More specifically, we have the following theorem, whose proof can be found in the Appendix 7.
Theorem 5.1 Let E := (E, · ) be a Banach space, S be a bounded, convex and closed subset of E, and Q : S → E be an operator satisfying the following properties:
Hölder continuity condition
Sub-tangent condition lim inf
and, one-sided Lipschitz condition
where ϕ, φ :
Then the equation
This theorem was proved in [13] Indeed, choosing E = L 1 R 3 , |p|dp , the choice of the subspace S, defined below in (5.5), specifically depend on the estimates to solutions of the quantum Boltzmann equation (1.9), (1.10) and (1.11), whose collisional operator satisfy conditions (5.1), (5.2) and (5.3) when the transition probability (1.
More specificallly, such subset S ⊂ L 1 R 3 , |p|dp is characterized by the Hölder continuity and sub-tangent conditions (5.1) and (5.2), respectively, (to be shown next in subsection 5.2), and it is defined as follows: 5) where h 3 is an arbitrary initial energy, and the specific h 10 is defined below in (5.29). We are now in conditions to state and prove the existence and uniqueness theorem. 
Proof. The proof of this theorem consists of verifying the three conditions (5.1), (5.2), and (5.3) in Subsections 5.1, 5.2, and 5.3, respectively. We start first with the Hölder continuity condition.
Hölder Estimate for Q
Recall the definition of m k f , the k th -line-moment of a radially symmetric
and observe that m 3 |f | is equivalent to the usual norm for a radially symmetric function in L 1 R 3 , |p|dp .
Lemma 5.1 (Hölder continuity) The collision operator
is Hölder continuous, with the following Hölder estimate
valid for all f, g ∈ S. The constants A i , for i = {1, 2}, depend only on h 3 and h 10 .
Proof. We first observe that for any f ∈ S, properties i. and ii. in (5.5) yield the interpolation estimates shown in (4.3) for moments m 5 f ≤ C 5 and m 6 f ≤ C 6 , with γ = 2 7 and γ = 3 7 and positive constants depending only on h 3 and h 10 , respectively.
Next, in order to estimate the L 1 R 3 , |p|dp -norm of the difference of the collision operator on any pair of functions f and g in S, we use the weak formulation shown in Proposition 2.1 applied to the test function
So, using the triangle inequality, it follows R 3 dp Q[f ] − Q[g] (p)|p| ≤ R 9 dp dp 1 dp 2 |p
Hence, using the same change of coordinates (3.10) used to obtained the a priori moment's estimates, now applied to the above inequality (5.9), yields
where C is a explicit positive constant that varies from line to line. Now, since |r| + |r − r 2 | + |r 2 | = 2r in the 0 ≤ r 2 ≤ r domain of integration, the simplified expression follows
− g(r − r 2 )g(r 2 ) + 2g(r 2 )g(r) + g(r)
where the Q i , with i ∈ {1, 2, 3}, are defined by
12)
Therefore, the proof of the Hölder estimate for the collision operator follows from estimating these three terms.
Estimating Q 1 . First, splitting f (r − r 2 )f (r 2 ) − g(r − r 2 )g(r 2 ) as the sum of f (r − r 2 )(f (r 2 ) − g(r 2 )) and g(r 2 )(f (r − r 2 ) − g(r − r 2 )) and applying the triangle inequality from (5.12) yields
Exchanging variables r − r 2 → r 1 , the right side of (5.15) is bounded by
Next, using the inequality (r 1 +r 2 ) 2 ≤ 2(r 2 1 +r 2 2 ), the right hand side integral is simplifies to where last inequality holds by the propagation of moments estimate
Finally, using Hölder inequality
, leads to estimate for the term Q 1 as follows,
where, we recall, the constants C 5 and C 6 are controlled by h 3 and h 10 . Estimating Q 2 . Expressing f (r 2 )f (r) − g(r 2 )g(r) as the sum of (f (r 2 ) − g(r 2 ))f (r) and g(r 2 )(f (r) − g(r)) we estimate (5.13) as
Since |r − r 2 | ≤ |r|, we obtain from (5.19) that
where we have used in the last inequality (5.17) . By the same argument as (5.18), we get
Estimating Q 3 . Integrating in r 2 , we can rewrite (5.14) as an integral in r only
where C is some other universal constant. Thus, using Hölder inequality as in (4.3) on |f − g|(r) with γ = 6 7 , one obtains 
Sub-tangent condition
This condition, jointly with the Hölder continuity, characterize the subset S ⊂ L 1 R 3 , |p|dp defined in (5.5). First, we show that the collision operator Q can be split as the sum of a gain and a loss operators, as mentioned earlier in (1.9)
is finite whenever f ∈ S. Indeed, this property follows by the nature of the interaction law (i.e. the form of the singular mass term in the integrand) and transition probability M, since 24) and, therefore, Proof. First, set χ R (p) the characteristic function of the ball of radius R > 0 and introduce the truncated function f R (p) := χ R (p)f (p), then set
We can control w R from below to show it is possible to find an h 1 such that w R remains non-negative for as long 0 < h < h 1 . Indeed, for any f ∈ S its truncation f R (p) ∈ S as well, and since Q + is a positive operator,
, |p|dp by Lemma 5.1, and, as a consequence, w R ∈ L 1 R 3 , |p|dp as well. Moreover, by conservation of energy R 3 dp Q[f R ] |p| 3 = 0 , yielding 27) with h 3 independent of the parameter R. In particular, w R satisfies,uniformly in R, property i. in the characterization of the S defined in (5.5).
Finally we need to show that w R also satisfies property ii. in the set S. First, recall the a priori estimate for developed in (4.13) for the line-moment inequalities, namely
holds for any k > 3 and C k only depending on k, and C ′′ only depending on m 3 f = h 3 . Note that the map L k : [0, ∞) → R has only one root, denoted as h k * , at which L k changes from positive to negative for any k > 3. Note that this root only depends on h 3 and k. Thus, it is always the case that
Fix k = 10 and define For any f ∈ S, we have two possibilities: m 10 f ≤ h 10 * , or m 10 f > h 10 * . For the former, it readily follows that m 10 w R = R 3 dp w R (|p|)|p| 10 =
where in the last inequality we have assumed h ≤ 1 without loss of generality.
For the latter, we can choose R := R(f ) sufficiently large such that m 10 f R ≥ h 10 * , and therefore,
As a consequence,
The conclusion is that for any f ∈ S, it is always the case that 30) which ensures that w R satisfies property ii. of the set S in (5.5). We infere, thanks to (5.26), (5.27) and (5.30) , that w R ∈ S for any 0 < h < h * where
The argument ends using the Hölder estimate from Lemma 5.1 to obtain
for R := R(ǫ) sufficiently large. Then, w R ∈ B(f + hQ[f ], hǫ) for this choice. Thus, choosing R = max{R(f ), R(ǫ)} and
The proof of Proposition 5.1 is now complete.
One-side Lipschitz condition
Using dominate convergence theorem one can show that ϕ, φ ≤ R 3 dp ϕ(p)sign(φ)|p| .
Thus, the one-side Lipschitz condition is met after proving the following lemma showing a Lipschitz condition for quantum-Boltzmann operator. The following proof, which yields a uniqueness results, is in the same spirit of the original Di Blassio [16] uniqueness proof for initial value problem to the homogeneous Boltzmann equation for hard spheres, using data with enough initial moments.
Lemma 5.2 (Lipschitz condition) Assume f, g ∈ S. Then, there exists constant C := C(h 3 , h 10 ) > 0 such that
Proof. We start with the identity valid for radial functions f := f (|p|) and ϕ := ϕ(|p|)
where
Thus,
where, by definition
Now, let us particularize for ϕ := ϕ k = | · | k sign(f − g), with k ∈ {1, 2}, and control each of the natural 3 terms appearing in the right side of (5.32). For the first, use simply
Similar argument for the second term, together with the change of variable r 1 + r 2 → r 2 , leads to
Now, the absorption (third) term is nonpositive for k = 1 since
In addition, for k = 2 it follows that
In turn, this leads to
for some universal C > 0. Gathering (5.33), (5.34) and (5.35) we conclude that for f, g ∈ S 6 Mittag-Leffler moments
Propagation of Mittag-Leffler tails
In this section we are interested in studying the propagation and creation of the Mittag-Leffler moments of order a ∈ [1, ∞) and rate α > 0. In terms infinite sums, see [42] , this is equivalent to control the integral
We have excluded the term k = 0 to account for the fact that equation (1.1) does not conserves mass. For convenience define for any α > 0 and a ∈ [1, ∞) the partial sums
This notation will be of good use throughout this section.
Theorem 6.1 (Propagation of Mittag-Leffler tails) Let f be a solution of (1.1) in S associated to the initial condition f 0 ≥ 0, a ∈ [1, ∞), and suppose that there exists positive α 0 such that
Then, there exists positive constant α := α(M 1 (0), α 0 , a) such that
for some constant C a depending on a.
Lemma 6.2 (Moment interpolation)
Remark 6.1 Contrary to section 4, we will work in this section with the moments M k rather than work with the line-moments m k . It turns out to be clearer in terms of notation.
. Then, the following estimate holds
with universal constant C a depending only on a.
Proof. First, we estimate the sum of the left side of (6.5) by controlling the sum
This can be done using Hölder's inequality (6.4)
Thus, the product of these terms is controlled by
Similarly, from (6.4), the following inequalities also hold
which lead to the estimate
Therefore, it readily follows that
.
Using the following identities for the Beta and Gamma functions
and the identity α ak = α αi α a(k−i) , we deduce from (6.6) that
Since Γ(ak +2) = (ak +1)Γ(ak +1), the term
Γ(ak+1) in (6.7) can be reduced to ak + 1. That is,
Also, each component in the sum on the right side of (6.8) can be bounded as
which implies, by Lemma 6.1, that
Combining (6.8) and (6.9) yields the estimate on J J ≤ 2C a n k=k 0
Notice that ak+1 (ak) 1+a decreases towards 0 as k increases to infinity. Therefore, from (6.10) one concludes that
(6.11)
Lemma 6.4 The following control is valid for any α > 0 and a ∈ [1, ∞)
(6.12)
Proof. Observe that
Note that in the set {|p| ≥
In the set {|p| <
estimate (6.12) follows. Proof. (of Theorem 6.1) The proof consists in showing that for any a ∈ [1, ∞), there exists positive constant α such that
For this purpose we define for sufficiently small α > 0, chosen in the sequel, the sequence of times
and prove that T n = +∞. This sequence of times is well-defined and positive. Indeed, for any α
Since each term M k (t) is continuous in t, the partial sum E n a (α, t) is also continuous in t. Therefore, E n a (α, t) ≤ 2 in some nonempty interval (0, t n ) and, thus, T n is well-defined and positive for every n ∈ N. Now, let us establish a differential inequality for the partial sums that implies T n = +∞. Note that (3.14), with γ = 1, implies that
Multiplying the above inequality by α k Γ(ak+1) and summing with respect to k in the interval k 0 ≤ k ≤ n, with k 0 ≥ 1 to be chosen later on sufficiently large,
(6.14)
We observe that the sum on the left side of (6.14) will become
to this expression. The latter inequality holds due to the choice α ≤ α 0 and the control of moments (3.14). Therefore, from (6.14) and (6.15), we obtain the differential inequality
Let us now estimate the sum on the right side of (6.16). We deduce from Theorem 4.1 that
which leads to the following estimate for (6.16)
By the definition of I n a,6
Thus, thanks to Lemma 6.3, we have the control on (6.18)
We now estimate the right hand side of (6.19) starting with the term I n a,3 . Using Cauchy inequality |p| 3 ≤ 1 2 + 1 2 |p| 6 , then
Multiplying this inequality with α ak Γ(ak+1) and summing with respect to k in the interval 0 ≤ k ≤ n yields
Since we are considering t ∈ [0, T n ] one has E n a ≤ 2 and, as a result, the following inequality is valid This implies from (6.19) the estimate on
Choosing k 0 sufficiently large, the term 2C a ak 0 +1 2(ak 0 ) 1+a I n a,6 is absorbed by
Recall that C 2 only depends on the energy M 1 = M 1 (0), thus, k 0 only depends on the initial energy and a. Let us estimate the right side of (6.21) in terms of E n a . Lemma 6.4 provides a lower bound on I n a,6 in terms of E n a which can be used in (6.21) to obtain
Integrating the differential inequality
Given the continuity of E n a (α, t) with respect to t, estimate (6.22) contradicts the maximality of T n , unless T n = +∞. Therefore, E n a (α, t) ≤ 2 for t ∈ [0, ∞) and n ∈ N\{0}. Now taking the limit as n → ∞ yields
This concludes the argument.
Creation of exponential tails
Theorem 6.2 Let f be a positive solution of (1.1) in S. Then, there exists constant α > 0 depending only on m 3 (0) such that R 3 dp f (t, p)|p|e
Proof. Thanks to equation (4.1) we have the control
and the definition of T n , it follows from (6.26)
to conclude from (6.27) that Together with (6.28), this leads finally to
Thus, using a comparison principle for ode's, we can choose α > 0 sufficiently small, say
to deduce that E n 1 < t 1 6 . That is, R 3 dp f (t, p)E n 1 (t 1 6 α|p|) < t , 0 ≤ t ≤ T n .
Time continuity of E n 1 and the maximality of T n imply that T n = 1 for all n ≥ 1 and ϑ ∈ (0, 1]. In particular, sending ϑ → 0 and, then, n → ∞ one arrives to R 3 dp f (t, p)E 1 (t 1 6 α|p|) ≤ t Furthermore, this estimate shows that R 3 dp f (1, p)E 1 (α|p|) ≤ 1.
Then, using Theorem 6.1, the exponential moment propagates for t > 1, and choosing α > 0 sufficiently small R 3 dp f (t, p)E 1 (α|p|) ≤ 1 , t ≥ 1 .
The result follows after noticing that E 1 (t 7 Appendix: Proof of Theorem 5.1
We recall the proof of Bressan in [13] for the sake of completeness. The proof is divided into three steps:
Step 1. Since S is bounded, there exists a uniform bound C Q of Q(u), for all u in S. Let u be in S there exists h u > 0 such that for 0 < h < h u and for all ǫ > 0 sufficiently small, the intersection B(u + hQ(u), ǫ) ∩ S\{u + hG(u)} is non-empty. We also suppose that Q(u)− Q(v) ≤ for all s in [0, h] and ǫ < 1.
Step 2. From Step 1, we have proved the existence of solution ρ to the equation (7.1) on an interval [0, h] . From this solution, we carry on the following process.
(1) We start with the solution ρ, defined on [0, h] of (7.1).
(2) Suppose that the solution ρ of (7.1) is constructed on [0, τ ]. Since ρ(τ ) ∈ S, by the same process as in Step 1, the solution ρ could be extended to [τ, τ + h τ ]. Since G(ρ) is bounded by C G on [τ n , τ n+1 ] for all n ∈ N,ρ is bounded by ǫ + C G on [0, τ ). Therefore, we can define ρ(τ ) satisfying
which implies that ρ is a solution of (7.1) on [0, τ ].
By (3) of this process, we can see that if the solution ρ, constructed as above, is defined on [0, T ), it could be extended to [0, T ]. Suppose that [0, T ] is the maximal closed interval that ρ could be constructed, by
Step 2 of the process, ρ could be extended to a larger interval [T, T + T h ], which means that ρ can be constructed on the whole interval [0, ∞).
Step 3. Let us now consider two sequences of approximate solutions u ǫ , w ǫ , where ǫ tends to 0. Taking the derivative of the difference u ǫ (t) − w ǫ (t) gives
≤ L u ǫ (t) − w ǫ (t) + 2ǫ, which yields u ǫ (t) − w ǫ (t) → 0 as ǫ → 0 , and we have the convergence u ǫ → u uniformly on [0, T ]. The function u is, then, a solution of our equation.
