By using the Calkin-Wilf tree, we prove the irrationality of numbers of the form α =
Introduction
In 2000, N. Calkin and H. S. Wilf [CW00] have defined a binary tree in the following way:
• the root of the tree is In other words, the two children of a positive rational number x are In their article, Calkin and Wilf have shown that every positive rational number appears once and only once in reduced form in this tree. Therefore, by following the breadth-first order, one obtains an explicit enumeration of the positive rationals. The first few terms of this sequence, called the Calkin-Wilf sequence, are: [Nor10] ).
In this paper, we consider, for any real number x, the analogue of the Calkin-Wilf tree with root x. We call it the Calkin-Wilf tree of x. We are particularly interested in the case x = √ N +p q where N is a positive integer which is not a perfect square, p is a rational integer such that p 2 < N and q is a positive integer which divides N − p 2 . In this case, the Calkin-Wilf tree of x allows us to prove that x is irrational by considering a special path which satisfies remarkable properties of periodicity and symmetry. A careful study of this path reveals close links with continued fraction expansion and leads us to give new proofs of theorems due to Legendre and to Galois.
Two examples
Irrationality of √ 2 The first few levels of the Calkin-Wilf tree of √ 2 are:
Assumes that √ 2 is rational. Then √ 2 appears somewhere in the Calkin-Wilf tree and so the Calkin-Wilf tree of √ 2 is a subtree of the Calkin-Wilf tree. But, we see that √ 2 appears twice in the Calkin-Wilf tree of √ 2: once at the top-level and once as the right child of √ 2 − 1 at the fourth level. This is impossible since the labels in the Calkin-Wilf tree are all different. We conclude that √ 2 is irrational.
One can remark two interesting facts:
• it is easy to prove by induction that a positive rational x and its reciprocal 2 is two levels below √ 2 in the Calkin-Wilf tree of √ 2, we obtain an other contradiction which yields the irrationality of √ 2.
• In some proofs of the irrationality of √ 2, one shows, more or less explicitly, that if √ 2 = a b is a rational in reduced form then 2b−a a−b = √ 2 which contradicts the minimality of b since 0 < a−b < b (see [Bog, Proof 8] ). By following the path from √ 2 to √ 2 2 in the above tree, it yields:
or, in the reverse order,
, which yields the same contradiction.
Irrationality of

General case
Throughout this paper, N is a positive integer which is not a perfect square, p is a rational integer such that p 2 < N and q is a positive integer which divides N − p 2 . Furthermore, we put
Note that α > 0 and so, by definition, all the numbers in the Calkin-Wilf tree of α are positive too. As in previous proofs, to derive the irrationality of α, it suffices to show that the Calkin-Wilf tree of α contains the same number twice. We can note that in the above examples the repeated number lies in a path descending from the root of the tree. We call this kind of path an irrationality path. We will now show that one can always find an irrationality path -which proves the irrationality of α -and we will describe a very simple algorithm to find it. Proposition 1. -Every number in the Calkin-Wilf tree of α can be written in the form
where ε ∈ {−1, 1}, c is a rational integer and d is a positive integer which divides N − c 2 .
Proof. -The property is true at the top-level with ε = 1, c = p and d = q. Assume that any number x at a certain level n in the tree can be written
where ε ∈ {−1, 1}, c is a rational integer and d is a positive integer such that d | N − c 2 . The right child of x is
The left child of x is
and otherwise we put
In both cases,
where ε ℓ ∈ {−1, 1}, c ℓ is a rational integer and d ℓ is a positive integer (since d divides N − c 2 ). Moreover,
Hence, the property is true at level n + 1 and Proposition 1 is proved by induction.
Remark 1.
1. We do not claim yet that the previous form is unique (even if it is true as we will see in Lemma 1) so when we refer to ε, c or d, one should understand the values as they are defined in the constructive proof of Proposition 1. Remark 2.
1. Since a step right keeps the value of ε, ε = 1 for every number in the LPP of α.
2. If p = 0 and N > q 2 then N − (p + q) 2 > 0 so the LPP of α begins with a step to the right.
For example, the beginning of the LPP of √ 5 is:
We can note that this path is an irrationality path for √ 5.
In the following, we denote (x n ) n 0 the sequence of numbers in the LPP of α in order of appearance and (c n ) n 0 and (d n ) n 0 the sequences of integers defined by Proposition 1 such that
n for every non negative integer n. Note that, by definition, for every non negative integer n,
and
Furthermore, for every non negative integer n, we put s n := ℓ if x n+1 is the left child of x n and s n := r if x n+1 is the right child of x n . Thus, the sequence (s n ) encodes the successive steps in the LPP of α. For example, if α = √ 5, one has
The first few terms of (c n ) are 0, 1, 2, 1, 0, −1, −2, −1, 0, ... the first few terms of (d n ) are 1, 1, 1, 4, 5, 4, 1, 1, 1, ... and the first few terms of (s n ) are r, r, ℓ, ℓ, ℓ, ℓ, r, r, ...
Proposition 2. -For every non negative integer n, N > c 2 n . Proof. -Since c 0 = p, the property is true for n = 0 by definition. Assume that the property is true for a certain non negative integer n. If x n+1 is the right child of x n then, by (1),
. Proposition 2 is proved by induction.
Corollary 1. -The LPP of α is an irrationality path and so α is irrational.
Proof. -For every non negative integer n, |c n | < √ N by Proposition 2 and d n | N − c 2 n by Proposition 1 so 0 < d n N − c 2 n N . Hence, (c n ) and (d n ) are both bounded sequences of integers so there are two positive integers n < m such that c n = c m and d n = d m . Thus, x n = x m and so the LPP of α is an irrationality path.
Periodicity and symmetry
Corollary 1 shows that the LPP of α contains at least two equal numbers x n et x m . So, if we denote n 0 the index of the first number that appears at least twice in the LPP of α and n 1 the first index after n 0 such that x n 0 = x n 1 then sequences (c n ) n n 0 and (d n ) n n 0 are periodic with least period n 1 − n 0 and the LPP of α is periodic from x n 0 . We have seen in previous examples it seems that n 0 = 0. Thus, the LPP of α seems to be purely periodic, i.e., it seems there is a positive integer T such that x n+T = x n for every non negative integer n. We will now show it.
Lemma 1. -Every number in the Calkin-Wilf tree of α has a unique representation in the form 
Lemma 2. -Let x n and x m be two numbers in the LPP of α. Assume that x n+1 is the right child of x n and x m+1 is the left child of x m . Then,
Proof. -Assume by contradiction x n+1 = x m+1 . By (1), (2) and Lemma 1,
Proposition 3. -The LPP of α is purely periodic.
Proof. -Assume that the first index n 0 such that x n 0 appears at least twice in the LPP of α is not 0 and denote n 1 the second index in the path such that x n 1 = x n 0 . By Lemma 2, x n 0 and x n 1 are both either left children or right children of their parents. Furthermore, the maps x → x + 1 and x → x x+1 are clearly injective so x n 0 −1 = x n 1 −1 which contradicts the minimality of n 0 . Thus, n 0 = 0 and so the path is purely periodic. .
In the following, we denote T the least period of the LPP of α, i.e., the least positive integer such that x T = α. Note that T 2 since right and left children of an irrational number x cannot be equal to x. One can observe in the above Calkin-Wilf tree of √ 5 some kind of symmetry in the pattern between x 0 and x T . This is what we will now investigate.
Lemma 3. -Let n be a positive integer. If x n is the right child of x n−1 then
If x n is the left child of x n−1 then
Proof.
-If x n is the right child of x n−1 then x n = x n−1 + 1 so
Thus, by Lemma 1, c n−1 = c n − d n so, by Proposition 2, (c n − d n ) 2 < N . If x n is the left child of x n−1 then x n = x n−1
x n−1 +1 so
Since d n > 0, Lemma 1 yields (c n − d n ) 2 − N > 0 and
as announced.
Recall that if α and β are two rational numbers, the algebraic conjugate of x := α √ N + β is
Since √ N is irrational, rational numbers α and β are unique as in Lemma 1 so x * is well-defined. Moreover, it is well-known that for every rational numbers γ and δ, Proposition 4. -If m ∈ {1, 2, ..., T } is such that x m = −α * then for every n ∈ {0, 1, ..., m}, x m−n = −x * n and x n+1 and x m−n are both either left children or right children of their parents.
Proof. -Suppose that m ∈ {1, 2, ..., T } is an index such that x m = −α * . Then, by definition,
are both either greater or less than N and so, by (1), (2) and Lemma 3, x 1 and x m are both either left children or right children of their parents.
Assume the property is true for a certain integer n ∈ {0, 1, ..., m − 1}. Then, x m−n = −x * n so c m−n = −c n and
If x n+1 is the right child of x n and x m−n is the right child of x m−n−1 then, by (3) and (1),
If x n+1 is the left child of x n and x m−n is the left child of x m−n−1 then, by (4) and (2),
Moreover, (c m−n−1 −d m−n−1 ) 2 = (−c n+1 −d n+1 ) 2 = (c n+1 +d n+1 ) 2 so, as previously, x n+2 and x m−n−1 are both either right children or left children of their parents. Thus, Proposition 4 is proved by induction.
Corollary 2. -Assume x m = −α * for a certain positive integer m. 3. For every n ∈ {0, 1, ..., T }, there exists k(n) ∈ {0, 1, ..., T } such that −x * n = x k(n) .
Proof. -Statements 1 and 2 immediately follow from Proposition 4 and Lemma 1. Proposition 4 also yields statement 3 if n ∈ {0, 1, ..., m}. Moreover, if one considers the sequence (x ′ n ) related to the LPP of x m = −α * , clearly x ′ n = x m+n for every non negative n. Thus, since x ′ T −m = x T = −x * m = −(x ′ 0 ) * , by Proposition 4, for every n ∈ {0, 1, ..., T − m}, −(x ′ n ) * = x ′ T −m−n , i.e., for every n ∈ {m, m + 1, ..., T }, −x * n = x T −(n−m) . Remark 4.
1. There are numbers α such that −α * does not appear in the LPP of α. Such is the case, for instance, of
whose LPP is:
2. If p = 0, i.e., α = √ N q then −α * = α so x T = −α * and m = T is the least index such that x m = −α * . Moreover, in this case, the list (s 0 , s 1 , ..., s T −1 ) is palindromic.
Relationship with continued fractions
The proof of periodicity of sequence (x n ) has strong similarities to the proof of periodicity for the continued fraction expansion of quadratic surds due to Lagrange (see [Lag70] and [RS92, pp. 41-44]). Furthermore, periodicity and symmetry of sequence (s n ) remind properties of the continued fraction expansion of square roots established by Legendre (see [Leg08, and [RS92, p. 47]) and of reduced quadratic surds due to Galois (see [Gal29] and [RS92, p. 45]). We will now explicit this similitude and show that the previous results lead to Legendre and Galois theorems.
Introduction
We define a subsequence (y n ) of (x n ) by putting y 0 = x 0 = α and, for every non negative integer n, y n+1 is the first number after y n in the LPP of α where the direction changes, i.e., the first number x ϕ(n) after y n such that s ϕ(n)−1 = s ϕ(n) . For every positive integer n, we say that y n is LR (left to right) if s ϕ(n)−1 = ℓ and s ϕ(n) = r and y n is RL (right to left) if s ϕ(n)−1 = r and s ϕ(n) = ℓ. Furthermore, for every non negative integer n, we denote t n the number of steps between y n and y n+1 in the LPP of α, i.e., if y n = x j and y n+1 = x k then t n = k − j. Thus, for every positive integer n, if y n is RL then t n counts steps left and if y n is LR then t n counts steps right. The first few terms of (y n ) are
and y 1 is LR, y 2 is RL, y 3 is LR and so on. The first few terms of (t n ) are 8, 2, 1, 3, 1, 2, ...
Note that for every non negative integer k, x k+1 = x k + 1 if x k+1 is the right child of x k and
is the left child of x k . Thus, for every non negative integer n, y n+1 = y n + t n if y n+1 is RL and
Proposition 5. -For every positive integer n, 0 < −y * n < 1 < y n if y n is RL and 0 < y n < 1 < −y * n if y n is LR.
Proof. -Let n be a positive integer and write y n = √ N +c d as in Proposition 1. If y n is RL then, by (3) and (2)
Moreover, by Proposition 2, c 2 < N so −y * n > 0. If y n is LR then, by (1) and (4), (c + d) 2 < N < (c − d) 2 so 2cd < −2cd which implies c < 0. Therefore, c + d |c + d| < √ N < |c − d| = d − c so, similarly, −y * n > 1 and 0 < y n < 1.
If x is a real number, we denote ⌊x⌋ the integer part of x that is to say the greatest integer not exceeding x.
Corollary 3. -For every non negative integer n, t n = ⌊−y * n ⌋ if y n+1 is RL and
Proof. -Let n be a non negative integer. If y n+1 is RL then, by (6), y n+1 = y n + t n so, by (5), −y * n = −y * n+1 + t n . But, by Proposition 5, 0 < −y * n+1 < 1 so ⌊−y * n ⌋ = t n . If y n+1 is LR then, by (6), Let [a 0 , a 1 , a 2 , . ..] be the (regular) continued fraction expansion of α that is to say a 0 , a 1 , a 2 , . .. are all positive integers (since α > 0) such that α = a 0 + 1
Square roots and Legendre theorem
The sequence (a n ) n 0 is defined by the following recursion:
for every integer n 0, ζ n+1 = 1 ζ n − a n and a n+1 = ⌊ζ n+1 ⌋ .
The auxiliary sequence (ζ n ) n 0 is the sequence of the complete quotients.
Proposition 6. -Assume p = 0 and N > q 2 . Then, for every non negative integer n,
• ζ n = −y * n if n is even and ζ n = − 1 y * n if n is odd;
• a n = t n .
Proof. -By Remark 2, the LPP of α begins with a step right. Thus, by Corollary 3, for every non negative integer, t n = ⌊−y * n ⌋ if n is even and t n = − 1 y * n if n is odd.
= t 0 , the property is true for n = 0. Assume it is true for a certain non negative integer n. If n is even then y n+1 = y n + t n so, by (5) and (6),
If n is odd then y n+1 = yn tnyn+1 so, by (6) and (5),
so ζ n+1 = −y * n+1 and, since n + 1 is even, a n+1 = ⌊ζ n+1 ⌋ = ⌊−y * n+1 ⌋ = t n+1 . Proposition 6 is proved by induction.
We deduce the following generalization of a theorem due to Legendre (see [Leg08, p. 47] for original statement and [RS92, p. 47] for generalization). Theorem 1. -Let R > 1 be a rational number that is not the square of a rational number. The continued fraction expansion of √ R has the form √ R = a 0 , a 1 , a 2 , ..., a 2 , a 1 , 2a 0 .
Proof. -Let us write R = f g in reduced form and put N = f g and q = g. Then, √ R = √ N q and, since R > 1, N > q 2 . Moreover, N cannot be a perfect square. Otherwise, since f and g are coprime, f and g would be perfect squares and so R would be the square of a rational number.
Denote y m the last term of (y n ) that appears before periodic and (s 0 , s 1 , . .., s T −1 ) is a palindrome, there are t 0 steps right between y m and x T and t 0 steps right between x T and y m+1 so t m = 2t 0 . It follows that the sequence (t n ) is periodic from t 1 and is in the form t 0 , t 1 , t 2 , · · · , t 2 , t 1 , 2t 0 , t 1 , t 2 , , · · · , t 2 , t 1 , 2t 0 , ...
One concludes by Proposition 6.
Remark 5.
Since
.., a 2 , a 1 so this expansion is purely periodic. It is a special case of a theorem due to Galois (see below).
2. It is well known (see [RS92, p. 40] ) that for every non negative integer n,
where pn qn is the reduced form of the convergent R n = [a 0 , a 1 , ..., a n ] (with convention p −2 = q −1 = 0 and q −2 = p −1 = 1). It follows from Proposition 6 that, if α = √ N q with N > q 2 then, for every non negative integer n,
if n is even and
if n is odd.
Reduced quadratic surds and Galois theorem
Let us recall that an irrational number x is said to be a reduced quadratic surd if x is a root of a quadratic polynomial with integer coefficients P such that x > 1 and its conjugate x * satisfies −1 < x * < 0. For example, the golden ratio ϕ = √ 5+1 2 and the number
studied above are reduced quadratic surds.
Lemma 4. -Let x be a reduced quadratic surd. Then, x can be written in the form
where N is positive integer which is not a perfect square, p is a positive integer such that p 2 < N and q is a positive integer which divides N − p 2 . Moreover, (p − q) 2 < N < (p + q) 2 .
Proof. -Let P = aX 2 + bX + c be a quadratic polynomial with integer coefficients such that P (x) = 0. Without loss of generality, one can assume that a > 0. Put ∆ := b 2 − 4ac the discriminant of P so that x = −b± √ ∆ 2a
. Since x is an irrational number, ∆ is not a perfect square and x * is the other root of P . Since x > 0 and x * < 0, 
From now on, we assume that x is a reduced quadratic surd. Then, α := − 1 x * is also a reduced quadratic surd so one can write α = √ N +p q as in Lemma 4. We consider sequences (ζ n ) and (a n ) related to the continued fraction expansion of x and sequences (x n ), (y n ), (s n ) and (t n ) related to the LPP of α (and not those related to x).
Proposition 7. -For every non negative integer n,
if n is even and ζ n = −y * n if n is odd;
Proof. -By Lemma 4, (p + q) 2 > N so, by (2), the LPP of α begins with a step left. Hence, by Corollary 3, for every integer n 0, t n = − 1 y * n if n is even and t n = ⌊−y * n ⌋ is n is odd.
Assume that the property is true for a certain integer n 0. If n is even then by (5) and (6),
So, Proposition 7 is proved by induction.
We deduce the following theorem due to Galois (see [Gal29] . By Lemma 4, (p − q) 2 < N < (p + q) 2 so, by (3) and (2), the path changes direction at x T from right to left. Thus, there is a positive integer m such that α = x T = y m and y m is RL. The sequence (t n ) is so periodic with period m and one deduces from Proposition 7 that (a n ) is also periodic with period m. Moreover, since y m is RL, the pattern between y 0 and y m begins with a step left and ends with a step right so m has to be even. Denote (y ′ n ) and (t ′ n ) the sequences related to the LPP of x. Let us prove by induction that for every non negative n, y ′ n = − Remark 6.
1. The complete Galois theorem states the converse is true: if the continued fraction expansion of a number x is purely periodic then x is a reduced quadratic surd.
2. With previous notations, it follows from Proposition 7 and Theorem 2 that sequences (a n ) and (t ′ n ) related to x have same period m and, for every integer n ∈ {0, 1, ..., m − 1}, a n = t ′ m−n−1 . Hence, if one wants to read the continued fraction expansion of x directly from the LPP of x, it suffices to take values of (t ′ n ) in the reverse order. For example, the LPP drawn at the beginning of this section shows that = 3, 2, 1, 3, 2, 1 so the least period is actually 3.
