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Resumo Este trabalho enquadra-se na a´rea de Electro´nica para Telecomunicac¸o˜es.
A alterac¸a˜o dinaˆmica da fonte de alimentac¸a˜o do amplificador de poteˆncia
e´ uma das actuais soluc¸o˜es para ultrapassar o compromisso linearidade
rendimento. A construc¸a˜o do modulador para gerar a alimentac¸a˜o dinaˆmica
e´ crucial para a obtenc¸a˜o de um conjunto que cumpra os requisitos de
linearidade e rendimento. Os requisitos chave deste bloco sa˜o a largura de
banda e rendimento.
Neste trabalho foi feito o estudo das diversas abordagens e te´cnicas para
melhoramento da eficieˆncia num amplificador de poteˆncia para ra´dio
frequeˆncia em particular as que recorrem a modelac¸a˜o da amplitude da
fonte de Alimentac¸a˜o (Seguidor de envolvente (SE), eliminac¸a˜o e restauro
de envolvente (EER) e modulac¸a˜o polar).
Efectuou-se o estudo dos moduladores de amplitude, seus requisitos chave
e te´cnicas de construc¸a˜o.
Foi implementado um modulador de amplitude capaz de fornecer 12W,
uma largura de banda para sinal fraco de 6MHz e um rendimento me´dio
para um sinal de CDMA2000FW de 57%. Este modulador permite a sua
utilizac¸a˜o em outros standart’s tais como o EDGE e CDMA2000RV com
rendimento respecivamente de 73% e 67% respectivamente.
Keywords Power Amplifier , linearity, Switching, Envelope Tracking, Envelope
Elimination and Restoration, PWM,Dc-Dc converter , envelope modulator,
polar modulation, EER, ET, Polar modulation.
Abstract This work is included in the area of electronics for telecommunications.
The dynamic shifting of the supply source of the power amplifier is
one of the nowadays solutions to overcome the efficiency linearity com-
promise. The modulator construction to generate the dynamic supply
is crucial to obtain a set that meets the linearity and efficiency requirements.
A study of several approaches and techniques for improvement of efficiency
in a radio frequency power amplifier, particularly the ones that use the
power supply amplitude modulation (envelope tracking (ET), envelope
elimination and restoration (EER) e Polar modulation) was made.
The study of the amplitude Modulators, its key requirements and construc-
tion techniques was be made.
An amplitude modulator able to supply 12W, a small signal bandwidth
of 6MHz and a 57% average efficiency for a CDMA2000RV signal was
implemented. This modulator allows it application in other standards like
EDGE and CDMA2000RV with respectably efficiency of 73% e 67%.
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Os sistemas de comunicac¸a˜o desempenham um papel crucial na sociedade de hoje
em dia. A crescente exigeˆncia de acesso a` informac¸a˜o leva a que haja uma crescente
procura de sistemas que proporcionem ao utilizador uma total liberdade de acesso a
informac¸a˜o. A mobilidade tem sem du´vida um peso crucial quando falamos num sistema
de comunicac¸a˜o. O grande desafio do passado era poder transmitir voz, hoje o grande
desafio e´ o acesso a conteu´dos multime´dia.
1.1 Motivac¸a˜o
Sa˜o impostos aos provedores de servic¸os de telecomunicac¸o˜es novas exigeˆncias, for-
necer aos utilizadores maiores taxas de transmissa˜o. Como hoje em dia o espectro
electromagne´tico e´ um bem escasso, foram, adoptadas formas de codificar a informac¸a˜o
mais eficientemente. Estas te´cnicas de codificac¸a˜o eficientes a n´ıvel espectral utilizam
uma modulac¸a˜o em fase e amplitude como e´ disso exemplo o Quadrature Phase-Shift
Keying (Q.P.S.K.) e 8 P.S.K. usados no Wide-Band Code Devision Multiple Access
(W.C.D.M.A.) e no Enhanced Data-rates for Global Evolution (E.D.G.E.), permitindo
uma transmissa˜o de mais bit’s de informac¸a˜o com o uso de menor largura de banda. O
grande sena˜o destas novas te´cnicas e´ na˜o possu´ırem uma envolvente constante (o sinal
e´ modelado em amplitude), isto provoca uma maior diferenc¸a entre a poteˆncia ma´xima
e a poteˆncia media de sa´ıda ou seja um Peak to Average Power Ratio (PAPR) mais
elevado. Logo a maior parte do tempo os amplificadores encontram-se a operar numa
zona abaixo do seu limite ma´ximo, numa zona em que o seu rendimento e´ inferior ao seu
rendimento ma´ximo. Como se na˜o bastasse estas codificac¸o˜es necessitam que os ampli-
ficadores de poteˆncia de ra´dio frequeˆncia (AP) sejam lineares para na˜o deteriorarem as
constelac¸o˜es de sa´ıda e na˜o causarem um maior bit error rate. O problema e´ que tipica-
mente amplificadores lineares, tal como iremos ver no cap´ıtulo 2, teˆm baixo rendimento.
Isto tem implicac¸o˜es quer no tempo de durac¸a˜o da bateria no caso dos equipamentos
porta´teis mas tambe´m nos custos de operac¸a˜o das estac¸o˜es base. Que no caso na˜o e´
so´ a dissipac¸a˜o de poteˆncia provocada pelo Amplificador de Poteˆncia (AP) que tem de
ser tida em conta, mas tambe´m, os custos elevados com a aquisic¸a˜o de aparelhos de ar
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condicionado, com a finalidade de dissiparem o calor gerado. Estes equipamentos veˆem
ainda deteriorar mais o rendimento das estac¸o˜es base, provocando grandes despesas para
o operador como podemos ver na tabela 1.2. Existem ainda outras motivac¸o˜es (ver ta-
bela 1.1) para que o AP de uma estac¸a˜o base tenha um rendimento elevado, sa˜o elas:
acre´scimo do consumo de poteˆncia, isto e´, maior consumo de energia ele´ctrica leva a
necessidade de maiores fontes de alimentac¸a˜o, equipamentos de entrada de energia mais
caros exemplo transformadores e/ou encargos de poteˆncia, tambe´m a deteriorac¸a˜o dos
semicondutores e sua performance (envelhecimento precoce) e a maior dimensa˜o final
de todos os equipamentos (que e´ critico a quando da instalac¸a˜o em pre´dios e quando se
decide implementar o AP junto a antena).
Estac¸o˜es Base Dispositivos mo´veis




Deteriorac¸a˜o dos semicondutores Deteriorac¸a˜o da Bateria
Prec¸o final das comunicac¸o˜es Prec¸o final dos equipamentos
Preocupac¸o˜es Ambientais Preocupac¸o˜es Ambientais




Unidade de Radio 4,16KW
Banda Base 2,19KW
Fonte de Alimentac¸a˜o 1,17KW
Alimentac¸a˜o da Antena 120W
Poteˆncia de Sa´ıda 120W
( 3 sectores duas portadoras, 20W por portadora)
Rendimento da BS 1,16 %
dados de [9]
Tabela 1.2: Exemplo do consumo de poteˆncia numa Estac¸a˜o Base da Ericsson.
1.2 Objectivos
Alguns autores propo˜em, que a construc¸a˜o de um AP linear e com um rendimento
elevado, passe pela sobreimposic¸a˜o da envolvente de RF na alimentac¸a˜o do AP [11]. O
objectivo principal deste trabalho e´ a construc¸a˜o de um modulador de Amplitude para
sinais CDMA2000. O objectivo principal pode ser dividido nos seguintes passos:
• Compreensa˜o das te´cnicas para melhorar o compromisso linearidade rendimento,
em particular a te´cnica de Eliminac¸a˜o e Restauro de Envolvente EER, Se-
guidor de Envolvente SE e Arquitectura Polar;
• Avaliac¸a˜o quantitativa das necessidades de largura de banda, e slew-rate para
o sinal de CDMA2000;
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• Estudo das poss´ıveis implementac¸o˜es e perdas de eficieˆncia associadas.
• Desenho, simulac¸a˜o e teste do modulador de amplitude.











Buck 12kHz 200kHz 60%-95% [33]
Buck-Boost IS95-CDMA 20kHz 500kHz 10%@0.4V-
65%@4V
[26]
Delta NADC 100kHz CLK-10MHz 80% [31]
Buck QPSK 160kHz 800kHz 90% [17]




Buck EDGE 1MHZ 4.3MHz [13]
Boost IS95-CDMA 1.22MHz 10MHz 65%**@0.2W
74%@1W
[10]
Buck IS95-CDMA 1.5MHz 16MHz 85%@95mA,1,25V [27]
Hı´brido-Buck OFDM 20MHz me´dia 7MHZ 50%-60% [32]
Tabela 1.3: Alguns trabalhos reportados na a´rea;
Existem alguns trabalhos ja´ efectuados nesta a´rea. Pode-se fazer desde ja´ uma divisa˜o
clara nestes trabalhos os que apresentam moduladores de amplitude (MA) com baixa
largura de banda e os que apresentam moduladores de amplitude com largura de banda
elevada. E´ vis´ıvel que os MA com elevada largura de banda tem uma eficieˆncia baixa e
moduladores de amplitude com reduzida largura de banda teˆm uma eficieˆncia elevada.
1.4 Estrutura da dissertac¸a˜o
Para a construc¸a˜o do MA e para se cumprirem os objectivos desta tese ela encontra-se
organizada em cinco cap´ıtulos.
• No primeiro cap´ıtulo e´ feito o enquadramento da dissertac¸a˜o e a motivac¸a˜o que
conduz a realizac¸a˜o deste trabalho.
• O cap´ıtulo 2 e´ enquadrado o trabalho nos sistemas de comunicac¸a˜o Radio. Sa˜o
apresentadas as classes de amplificac¸a˜o tradicionais. E´ apresentado o compromisso
eficieˆncia espectral-rendimento. E´ efectuada tambe´m uma breve descric¸a˜o das
te´cnicas Feedfroward, Feedback, Doherty, Sistema de desfasamento de Chireix’s,
Eliminac¸a˜o e Restauro de Envolvente (EER), Seguidor de Envolvente (SE), e os
moduladores polares.
• O cap´ıtulo 3 e´ focado nos requisitos do modulador de amplitude (MA), nomea-
damente largura de banda, slew rate e factor de qualidade do filtro.
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• O cap´ıtulo 4 e´ focado na construc¸a˜o do MA e principais dificuldades que surgem
na sua implementac¸a˜o. E retratado neste capitulo as va´rias topologias dos conver-
sores DC-DC (Linear, Comutados, Ressonantes e quasi-ressonantes). Sa˜o descritas
limitac¸o˜es e caracter´ısticas dos componentes utilizados que provocam uma reduc¸a˜o
de eficieˆncia dos conversores comutados.
• No cap´ıtulo 5 e´ descrita a implementac¸a˜o efectuada, resultados de simulac¸a˜o da
mesma e resultados pra´ticos.
• Cap´ıtulo 6. Este cap´ıtulo completa a dissertac¸a˜o, apresenta um resumo do tra-
balho realizado, efectua uma ana´lise final dos resultados obtidos e termina com a






Hoje em dia podemos dizer que quase todo o ser humano usou um sistema de comu-
nicac¸a˜o ra´dio. Algo que no inicio do se´culo XX era apenas uma novidade tecnolo´gica,
hoje e´ ja´ um dos “pilares” da sociedade moderna. A sua crescente importaˆncia no nosso
quotidiano e a forma como modificou os limites da comunicac¸a˜o humana sa˜o noto´rios.
2.2 Sistemas de comunicac¸a˜o ra´dio
Um sistema de comunicac¸a˜o ra´dio e´ um sistema que utiliza a propagac¸a˜o de ondas
electromagne´ticas, para permitir ao utilizador de um dispositivo a possibilidade de se
mover no espac¸o f´ısico sem a utilizac¸a˜o de cabo, seja ele telefo´nico, coaxial, ou o´ptico.
Nas figuras 2.1 e 2.2 sa˜o apresentados os diagramas de blocos t´ıpicos de um receptor e
transmissor ra´dio, respectivamente.
Figura 2.1: Diagrama de blocos de um receptor ra´dio;
Uma das principais problema´ticas da transmissa˜o, e´ vencer as chamadas perdas em
espac¸o livre. E´ justamente a func¸a˜o do amplificador de poteˆncia (AP), amplificar o sinal,
por forma a que a poteˆncia do sinal de entrada no receptor seja tal que o sinal possa
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Figura 2.2: Diagrama de blocos de um transmissor ra´dio;
ser desmodulado com uma relac¸a˜o sinal ru´ıdo adequada. A poteˆncia de sinal necessa´ria
depende da codificac¸a˜o utilizada, bem como a distaˆncia entre o receptor e o transmissor.
2.3 Me´todos de amplificac¸a˜o-Classes de Operac¸a˜o
Figura 2.3: Esquema tradicional de um Amplificador de Ra´dio Frequeˆncia, amplificador
em modo corrente;
Tradicionalmente, os AP subdividem-se em va´rias classes A, AB, B, C, D, E, F
[6]. Nas classes mais tradicionais(ver figura 2.3) em que um amplificador e´ uma fonte
de corrente controlada (A,AB,B,C), esta classificac¸a˜o depende do chamado aˆngulo de
conduc¸a˜o, ou seja, a porc¸a˜o de sinal de entrada em que o elemento amplificador (BJT,
MOSFET, etc) esta´ na sua zona activa. A classe A opera na totalidade da gama de
entrada (aˆngulo de conduc¸a˜o 2pi) sendo assim a classe mais linear contudo esta classe de
operac¸a˜o tem uma grande contrariedade, e´ a classe de operac¸a˜o com menor rendimento.
O seu baixo rendimento e´ resultante do amplificador no ma´ximo entregar a carga metade
da corrente de polarizac¸a˜o. Assim, existe sempre dissipac¸a˜o de poteˆncia no elemento
activo. A eficieˆncia ma´xima desta configurac¸a˜o e´ 50%.
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Na classe B, o amplificador apenas conduz corrente em metade da amplitude de
entrada. O aˆngulo de conduc¸a˜o e´ pi dado que o elemento activo se encontra na sua zona
inactiva na outra metade do ciclo. Isto permite a esta classe ter um rendimento melhor
que a classe A. Contudo existe distorc¸a˜o provocada no sinal devido a` impossibilidade
de polarizar o elemento activo exactamente no limiar da conduc¸a˜o, e aos efeitos na˜o
lineares caracter´ısticos da regia˜o de inversa˜o fraca. Efeitos estes que sa˜o caracter´ısticos
de quaisquer dispositivos activos, em zonas perto do seu limiar de conduc¸a˜o. A eficieˆncia
ma´xima desta configurac¸a˜o e´ de 78,5%.
A Classe AB e´ um compromisso entre a linearidade e a eficieˆncia, o seu aˆngulo de
conduc¸a˜o situa-se entre pi < θ < 2pi. Nesta classe os efeitos de entrada em conduc¸a˜o
na˜o sa˜o ta˜o vis´ıveis, uma vez que o elemento activo ja´ se encontra polarizado com uma
corrente estaciona´ria. A eficieˆncia desta classe e´ superior a` da classe A, 50%, mas inferior





sin(θ/2)− (θ/2) cos(θ/2) (2.1)
Na classe C o elemento activo e´ polarizado numa zona em que este conduz em menos
de metade do ciclo do sinal de entrada, ou seja, o seu aˆngulo de conduc¸a˜o e´ inferior
a pi. Evidentemente que a conduc¸a˜o em menos de metade do ciclo provoca a perda da
informac¸a˜o, mas como vantagem esta configurac¸a˜o tem um rendimento bastante superior.
A` medida que o aˆngulo de conduc¸a˜o se aproxima de 0, o rendimento aproxima-se de 100%
como podemos ver pela fo´rmula 2.1. No entanto, e´ preciso ter em conta que a` medida
que o aˆngulo de conduc¸a˜o se aproxima de 0 a poteˆncia de sa´ıda tambe´m tende para zero,




Figura 2.4: Formas de onda das diferentes classes de Operac¸a˜o;
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A premissa comum para as classes A, B, e C e´ que a formas de onda de tensa˜o
de sa´ıda e´ sinusoidal, ver figura 2.4. Isto limita a sua eficieˆncia, uma vez que existem
sempre pontos onde a onda de corrente se sobrepo˜e a` onda de tensa˜o, logo, a poteˆncia
dissipada pelo dispositivo activo e´ diferente de 0. Na base das classes D,E,F esta´ a ideia
de na˜o sobrepor a onda de corrente e onda de tensa˜o no dispositivo activo para que a
eficieˆncia deste seja idealmente 100%. Usualmente, estas configurac¸o˜es sa˜o chamadas de
classes comutadas porque o elemento activo apenas se pode encontrar em dois estados
“ao corte”ou em plena conduc¸a˜o.
A classe D usa tipicamente dois dispositivos activos para criar a onda quadrada e um
filtro com um elevado factor de qualidade (Q) para regenerar a forma de onda final. Os
problemas para esta classe sa˜o as perdas resistivas quando da conduc¸a˜o do dispositivo
activo e as perdas associadas a` carga e descarga da capacidade de sa´ıda do dispositivo
activo. Isto leva a que a sua frequeˆncia ma´xima de funcionamento tipicamente na˜o
exceda os 100MHz.
A classe E e´ uma classe importante dos amplificadores comutados que necessita
apenas de um u´nico dispositivo activo. Nesta configurac¸a˜o, um RF-Choke e´ usado
como dispositivo de “pull up”/fonte de corrente. A malha de adaptac¸a˜o de sa´ıda num
amplificador de classe E e´ desenhada para ser ressonante juntamente com a capacidade
de dreno do MOSFET, para que a capacidade de dreno esteja totalmente descarregada no
comec¸o de cada ciclo. Como resultado disto ocorre o conhecido zero-voltage-switching
(ZVS) e zero-voltage-derivative-switching (ZVDS) do elemento activo. Como ocorre
ZVS, a eficieˆncia desta classe e´ pro´xima dos 100%. Esta classe tem um aspecto negativo
a realc¸ar: a tensa˜o de pico Vp pode ser 3-5 vezes superior a` tensa˜o de alimentac¸a˜o [6].
retirado de [22]
Figura 2.5: Diagrama gene´rico da classe F ;
A classe F apoia-se nas caracter´ısticas da malha de sa´ıda para reduzir o produto
da tensa˜o pela corrente no dispositivo activo. Um filtro do tipo “bandstop” e´ usado
para bloquear algumas ou idealmente todas as harmo´nicas ı´mpares da corrente de sa´ıda.
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No limite o trans´ıstor opera em on/off tendo assim um rendimento teo´rico de 100%.
A grande desvantagem desta configurac¸a˜o e´ a complicada malha de sa´ıda. A principal
vantagem da classe F sobre a classe E e´ a tensa˜o inversa ma´xima sobre o elemento activo,
ja´ que no caso da classe F na˜o passa duas vezes a tensa˜o de alimentac¸a˜o [22]. A sua
eficieˆncia pra´tica e´ determinada essencialmente pelas caracter´ısticas do filtro FL1 da
figura 2.5 [22].
Podemos enta˜o concluir que as classes de operac¸a˜o que teˆm um comportamento
aproximadamente linear, teˆm um uma eficieˆncia baixa (Classes A, AB, B). As restantes
classes sa˜o eficientes mas na˜o teˆm um comportamento linear (Classe D, E, F).
2.4 Todos os Amplificadores sa˜o na˜o lineares
Como vimos, a principal func¸a˜o de um AP e´ adicionar poteˆncia ao sinal de entrada,
de forma a este poder “vencer” as perdas em espac¸o livre. Para poder fornecer poteˆncia
a` sa´ıda, o AP tem de ir buscar essa energia a` fonte DC [11]. Pela lei da conservac¸a˜o
da energia vemos facilmente que a relac¸a˜o de poteˆncias final da figura 2.6 e´ a dada pela
equac¸a˜o 2.3.
retirado de [12]
Figura 2.6: Balanc¸o de Poteˆncias no AP;
Pdc + Pin = Pout + Pdiss (2.3)
Onde Pdc e´ a poteˆncia fornecida ao amplificador pela fonte, Pin e´ a poteˆncia do sinal
de entrada, Pout e´ a poteˆncia entregue a` carga e Pdiss e´ a poteˆncia dissipada no ampli-








Facilmente chegamos a` conclusa˜o que para uma fonte de alimentac¸a˜o com poteˆncia
limitada e o AP com uma poteˆncia dissipada nula, havera´ um ponto no qual Pout na˜o
conseguira´ acompanhar Pin e deste modo existira´ uma compressa˜o de ganho. Usualmente
opera-se o AP na regia˜o um pouco abaixo desta compressa˜o. Defini-se usualmente um
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valor aceita´vel para este recuo operando normalmente abaixo do ponto de compressa˜o
1-dB,ou seja, abaixo do ponto em que o ganho de poteˆncia e´ inferior em 1dB ao ganho
esperado em sinal fraco.
Em 2.5 vemos a definic¸a˜o de rendimento de poteˆncia adicionada. Esta definic¸a˜o
fornece uma melhor perspectiva da forma como o PA lida com a poteˆncia uma vez que
a anterior definic¸a˜o de rendimento na˜o tinha em conta Pin, podendo, em casos em que o





2.5 Efeito da na˜o linearidade dos AP na transmissa˜o
A resposta do AP pode enta˜o ser aproximada por uma expansa˜o em se´rie de poteˆncias






Sabendo que no domı´nio da frequeˆncia a multiplicac¸a˜o e´ traduzida por uma convulsa˜o
com n termos, ocorre enta˜o uma regenerac¸a˜o de componentes na frequeˆncia que na˜o
estavam presentes no sinal original[12]. O feno´meno anteriormente descrito e´ apelidado
de regenerac¸a˜o espectral e e´ exemplificado na figura 2.7
Figura 2.7: Exemplo do efeito da na˜o linearidades do AP no domı´nio espectral;
Na figura 2.7 e´ poss´ıvel ver que o sinal recebido pelo amplificador e´ mais confinado
espectralmente que o sinal que depois e´ transmitido. Este alargamento pode facilmente
sobrepor-se a canais adjacentes. Assim sendo e´ importante definir o ra´cio de densidade
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de poteˆncia entre o canal e a canal adjacente. Para isso, define-se o Ra´cio de Poteˆncia


















Os efeitos das na˜o linearidades do Ap tambe´m poderem ser vistos na constelac¸a˜o. A
figura 2.8 mostra de que modo as na˜o linearidades afectam a constelac¸a˜o.
Figura 2.8: Exemplo do efeito da na˜o linearidades do AP na constelac¸a˜o; a)Constelac¸a˜o
de entrada; b)constelac¸a˜o de sa´ıda;
Este efeito de dispersa˜o em relac¸a˜o a constelac¸a˜o central pode ser medido atrave´s do
vector de magnitude do erro (EVM) como se pode ver na figura 2.9.
Figura 2.9: Exemplo do EVM
Em alguns pontos deste trabalho foi adoptado o chamado raw-EVM ou erro me´dio
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onde y(n) e´ a sa´ıda actual, yˆ(n) e´ a sa´ıda desejada.
2.6 Efeitos das modulac¸o˜es na eficieˆncia espectral e no ren-
dimento de poteˆncia
De uma onda electromagne´tica sinusoidal pode-se retirar, usualmente, dois tipos de
informac¸a˜o: a informac¸a˜o de fase e a informac¸a˜o de amplitude. Assim, uma modulac¸a˜o
eficiente do ponto de vista espectral devera´ utilizar esses dois graus de liberdade poss´ıveis
para codificar a informac¸a˜o. Quando codificamos a informac¸a˜o em amplitude, estamos
tambe´m a variar o valor me´dio como se pode ver na figura 2.10. Usualmente, define-se
o coeficiente entre o valor me´dio da poteˆncia do sinal e o seu valor de pico (PAPR)
segundo 2.9, sendo que uma codificac¸a˜o espectralmente eficiente enta˜o tera´ um valor de








onde Max[Pout] e ¯Pout representam as poteˆncias de pico e me´dia, respectivamente.
retirado de [30]
Figura 2.10: Forma de onda de um sinal de RF modelado em amplitude;
Este aspecto e´ bastante importante para caracterizar a forma como o amplificador
utiliza a poteˆncia [23] uma vez que o seu rendimento me´dio estara´ a baixo do seu ren-




Figura 2.11: Rendimento do AP em func¸a˜o do ra´cio entre a energia de pico poss´ıvel e
a energia instantaˆnea ;
importante porque o AP necessita de uma gama de amplitudes de sa´ıda maior, vendo
portanto o seu rendimento me´dio diminu´ıdo.
Isto e´ ainda agravado pelo facto dos sistemas de comunicac¸a˜o ra´dio serem desenhados
de maneira a que as distaˆncias, entre o dispositivo mo´vel e as estac¸o˜es ra´dio Base,
bem como uma se´rie de contrariedades ambientais, que afectam a propagac¸a˜o do sinal
ra´dio na˜o seja problema. Esta necessidade implica variac¸a˜o na poteˆncia de sa´ıda que e´
caracterizada pela densidade de probabilidade de poteˆncia de sa´ıda do transmissor [28].
retirado de [23]
Figura 2.12: Exemplo da func¸a˜o densidade de probabilidade de poteˆncia do Ap;
Como podemos ver pela figura 2.12, a maioria do tempo o AP na˜o se encontra a
funcionar na sua poteˆncia ma´xima. Dado que como vimos anteriormente o rendimento
ma´ximo do AP e´ conseguido pro´ximo da saturac¸a˜o, assim, se o AP opera a maioria
do tempo abaixo da sua poteˆncia de sa´ıda ma´xima, este vai ter um rendimento me´dio
13
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Onde ¯Pout e´ a poteˆncia entregue a carga, Pout e´ a poteˆncia instantaˆnea entregue a
carga, g(Pout) e´ a probabilidade de acontecer essa poteˆncia. Assim sendo a poteˆncia
me´dia sera´ muito inferior a poteˆncia ma´xima para a qual o amplificador sera´ projectado
levando a que o rendimento seja bastante deteriorado. Na tabela 2.1 temos os diferentes
sistemas em uso actual.















1G (AMPS) 0.03 FM 0 0 28 25 -26*
Ansi-136 0.03 pi/4-DQPSK 3.5 19 28 35 -26*
GSM 0.2 GMSK 0 0 33 30 -60+
GPRS 0.2 GMSK 0 0 33 30 -60+
EDGE 0.2 3pi/8-DQPSK 3.2 17 27 30 -54+
UMTS 3.84 HPSK 3.5-7 ∞ 24 80 -33*
IS-95B 1.23 OQPSK 5.5-12 26-∞ 24 73 -42**
CDMA2000 1.23 HPSK 4-9 ∞ 24 80 -42**
TETRA 0.025 pi/4-DQPSK 3.5 19 36 45 -60*
Bluetooth 1 GFSK 0 0 20 - -20++
802.11b 11 QPSK 3 ∞ 20 - -30*+
802.11a/g 18 OFDM 6-17 ∞ 20 - -20*+
PMPR-Peak to Minimum Power Ratio.
Notas da Qualidade Espectral:
*Poteˆncia no canal Adjacente, medido na mesma largura de banda que o canal principal.
**Poteˆncia no canal Adjacente, offset de 885-kHz medido numa largura de banda de 30khz.
+Mascara de transmissa˜o nos 400kHz.
++Mascara de transmissa˜o nos 500kHz.
*+Mascara de transmissa˜o nos 1MHz.
Tabela 2.1: Exemplos dos diferentes Standards em uso actual;
Figura 2.13: Densidade de probabilidade de poteˆncia para diferentes codificac¸o˜es (retirado
de [23]);
Como podemos ver na tabela 2.1, os standards de primeira gerac¸a˜o (1G) AMPS, Glo-
bal system for mobile communication (GSM) e General packet radio service GPRS teˆm
um PAPR = 0dB. Logo o AP trabalha sempre na ma´xima poteˆncia de sa´ıda. Verifica-se
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tambe´m pela tabela que a terceira gerac¸a˜o (3G) dos sistemas wireless ( Code division
multiple access (CDMA, Universal mobile telephone service UMTS, Interim Standard
95B IS-95B), oferecem uma significativa melhoria em termos de largura de banda, no
entanto o seu PAPR tambe´m bastante superior. Tambe´m podemos ver na figura 2.13 a
probabilidade de poteˆncia de sa´ıda de cada forma de codificac¸a˜o.
2.7 Me´todos de optimizac¸a˜o do compromisso linearidade
rendimento de poteˆncia
Existem algumas te´cnicas que pretendem ultrapassar o compromisso linearidade ren-
dimento. Estas te´cnicas podem subdividir-se nas que tentam melhorar a linearidade dos
sistemas(FeedBack, FeedFordward, Pre´-distorc¸a˜o), e nas que pretendem melhorar o ren-
dimento(Doherty, Chireix’s, seguidor de envolvente, eliminac¸a˜o e restauro da envolvente
e Modulac¸a˜o Polar).
2.7.1 FeedBack
Figura 2.14: Feedback Cartesiano;
As te´cnicas de feedback sa˜o globalmente utilizadas em electro´nica. Contudo, a sua
aplicac¸a˜o em RF na˜o e´ trivial pois, para se compensar um AP altamente na˜o linear, e´
necessa´rio o uso de um ganho de malha fechada elevado, uma tarefa complicada (sobre-
tudo a altas frequeˆncias), que pode levar facilmente a` instabilidade do circuito. So o
feedback resultante das capacidades parasitas ou do acoplamento magne´tico basta para
que os AP oscilem a diversas frequeˆncias mesmo sem a existeˆncia explicita de uma ma-
lha de feedback, com a aplicac¸a˜o de feedback externo e´ ainda mais dif´ıcil de conseguir
estabilidade.
Os citados problemas do feedback podem ser eliminados se o feedback for feito a
baixas frequeˆncias ou na frequeˆncia interme´dia (IF). Num transmissor, isto e´ poss´ıvel
porque a forma de onda resultante da sa´ıda do AP e´ origina´ria de uma translac¸a˜o em
frequeˆncia do sinal em banda base ou de uma frequeˆncia interme´dia (IF). Enta˜o, se o
processo for invertido, e o sinal resultante for comparado com o sinal original, em banda
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base e´ poss´ıvel obter-se uma malha de feedback negativo, tal como ilustra a figura 2.14.
Uma vez que o desfasamento total da malha excede pi, o excesso de fase e´ adicionado
a um dos osciladores locais de forma a garantir a estabilidade. O correcto acerto do
desfasamento e´ dif´ıcil uma vez que este varia com a temperatura poteˆncia de sa´ıda e
paraˆmetros do processo. Normalmente, esta te´cnica e´ apelidada de feedback Cartesiano.
As principais desvantagem sa˜o, a complexidade adicional resultante do desmodulador
necessa´rio para a malha de feedback, a introduc¸a˜o de amplificadores de erro e o maior
custo devido a` utilizac¸a˜o de um maior nu´mero de componentes.
2.7.2 FeedFordward
Figura 2.15: Diagrama gene´rico do FeedForward;
A operac¸a˜o do FeedFordward baseia-se na criac¸a˜o de um sinal que permita eliminar
as componentes em frequeˆncia geradas pelo AP na˜o linear. Assim, no ramo auxiliar
e´ calculado o erro, amplificado e inserido no sinal de sa´ıda com sinal contra´rio. Isto
torna o conjunto linear. Na figura 2.15 e´ demonstrado o diagrama gene´rico de funcio-
namento. Na pra´tica, os dois amplificadores do circuito geram desfasamentos entre os
dois brac¸os, obrigando a utilizac¸a˜o de linhas de atraso para compensar este desvio. A
grande vantagem destes sistemas e´ o facto de serem esta´veis se cada bloco base o for.
Infelizmente esta topologia tem alguns problemas. Primeiro a implementac¸a˜o de
atrasos requer a implementac¸a˜o de dispositivos passivos, sendo que o atraso ∆2 e´ parti-
cularmente cr´ıtico, uma vez que a maioria da poteˆncia passa por este ramo. Segundo o
circuito subtractor da sa´ıda tem de ter baixas perdas de poteˆncia para que o rendimento
total do circuito na˜o seja fortemente degradado. Finalmente a linearizac¸a˜o proveniente
desta te´cnica depende da correspondeˆncia de ganhos e fases para cada subtractor.
Idealmente, esta te´cnica permite enta˜o a utilizac¸a˜o de um APmais eficiente, tornando-
o mais linear. No entanto e´ necessa´rio um certo grau de linearidade ao AP para que o
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amplificador de erro consiga gerar as componentes inversas eficazmente.
2.7.3 Pre´-distorc¸a˜o
Figura 2.16: Exemplo de Pre´-distorc¸a˜o;
A pre´-distorc¸a˜o modifica a entrada do AP para que o conjunto das distorc¸o˜es do
pre´-distorc¸or e do AP se anule. Esta te´cnica e´ limitada uma vez que na˜o consegue
ultrapassar os efeitos da saturac¸a˜o do elemento de poteˆncia, permitindo apenas melhorar
a linearidade na zona de operac¸a˜o, e ir um pouco mais ale´m, antes de a compressa˜o de
ganho se tornar dominante. Mais uma vez a pre´-distorc¸a˜o na˜o consegue lidar com um
AP com fortes na˜o linearidades, limitando assim as classes de operac¸a˜o aplica´veis as
classes lineares. Na pra´tica, esta te´cnica e´ bastante utilizada(por vezes em conjunto
com outras) uma vez que na˜o altera a estabilidade do circuito e e´ relativamente fa´cil de
aplicar.
2.7.4 Amplificador de Doherty
O amplificador de Doherty e´ uma das primeiras te´cnicas a utilizar mu´ltiplos amplifi-
cadores para resolver o problema do rendimento. Foi apresentada pela primeira vez em
1936[7].
A amplificac¸a˜o, em regime linear, ate´ n´ıveis de poteˆncia de sa´ıda pro´ximos das
ma´ximas permitidas pelos dispositivos activos, exige impedaˆncias de carga significa-
tivamente menores que as correspondentes a` ma´xima permitidas pelos dispositivos acti-
vos, significativamente menores as correspondentes a` ma´xima transfereˆncia de poteˆncia.
Como tal, o ganho de sinal fraco e´ usualmente baixo, o que impo˜em um tambe´m baixo
valor de rendimento de poteˆncia adicionada. Para observar este compromisso entre a
impedaˆncia de carga de ma´ximo ganho e a que garante linearidade ate´ maiores n´ıveis
de poteˆncia de sa´ıda, o amplificador de Doerty comec¸a por operar sobre uma carga re-
lativamente elevada para a depois baixar quando a excursa˜o de sinal assim o requer.
Esta variac¸a˜o dinaˆmica da carga e´ conseguida a` custa de uma carga activa criada com
base na corrente de sa´ıda do amplificador auxiliar. Este, usualmente polarizado para
operar em classe C, encontra-se ao corte na zona de sinal fraco e entra em funcionamento
17
18 Cap´ıtulo 2. Amplificadores de Ra´dio Frequeˆncia 2.7
Figura 2.17: Diagrama t´ıpico de um amplificador Doherty ;
quando se pretende que a impedaˆncia de carga do amplificador principal comece a bai-
xar. Aumentando o rendimento de poteˆncia adicionada para n´ıveis de sinal bastante
Figura 2.18: Rendimento do amplificador de doherty em func¸a˜o da Poteˆncia de sa´ıda
(retirado de [23]);
abaixo do ma´ximo, mas exactamente os de maior probabilidade (como se veˆ na figura
2.18), o amplificador de Doerty consegue assim um significativo aumento de rendimento
me´dio.
Como esta te´cnica utiliza transformadores de λ4 e´ imposta a sua utilizac¸a˜o a uma
u´nica frequeˆncia central o que na˜o vai no mesmo sentido que o actual esforc¸o para
construc¸a˜o de sistemas que se possam reconfigurar/adaptar. Assim o Amplificador de
Doherty mostra-se menos atractiva para a realizac¸a˜o deste tipo de sistemas.
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Figura 2.19: Diagrama do funcionamento do Chirex
2.7.5 Sistema de desfasamento de Chireix
Esta te´cnica e´, por vezes, chamada de amplificac¸a˜o linear com o recurso a compo-
nentes na˜o lineares (LINC)[5]. O seu nome e´ devido a sua capacidade de utilizar dois
amplificadores na˜o lineares para amplificar sinais desfasados entre si mas de amplitude
constante, que sa˜o finalmente combinadas na sa´ıda, sendo a totalidade do sistema linear
(figura 2.19). Desta forma gera um sinal modelado em fase e amplitude. O conceito
desta te´cnica foi proposta em 1935 por chireix [4] e posteriormente em 1974 por Cox [5].
O conceito principal comec¸a com a relac¸a˜o trigonome´trica 2.11:











Se as entradas de cada amplificador forem:
S1/2(t) = cos(ωt± cos−1[A(t)]) (2.12)
Se a entrada for Sin(t) = A(t) cos(ωt); E A(t) e´ a amplitude do sinal de entrada. Se
o ganho de cada amplificador for G o sinal a sa´ıda destes pode ser somado e ficara´:
Sout(t) = G{S1(t) + S2(t)} (2.13)
Sout(t) = 2GA(t) cos(ωt) (2.14)
em que 2G e´ o ganho do sistema. Se o valor inicial for tambe´m modelado em fase,
pela relac¸a˜o 2.14, a informac¸a˜o de fase estara´ tambe´m presente na sa´ıda sem qualquer
alterac¸a˜o. Desta forma AP na˜o lineares podem ser utilizados desde que as suas carac-
ter´ısticas de sa´ıda sejam ideˆnticas. A ideia principal subjacente a esta te´cnica e´ o que o
Modelador AM-PM tem de gerar os sinais S1(t) e S2(t), enquanto a informac¸a˜o contida
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na amplitude e´ codificada na fase. A principal dificuldade desta te´cnica e´ o design da
sa´ıda uma vez que a utilizac¸a˜o de um misturador tradicional (misturador de Walkinson)
na˜o e´ adequada pois os sinais na˜o sa˜o s´ıncronos em fase. A complexidade desta te´cnica,
o seu dif´ıcil projecto e os erros na constelac¸a˜o provocados pelas na˜o linearidades dos dois
AP sa˜o as suas principais desvantagens.
2.7.6 Eliminac¸a˜o e Restauro da Envolvente (EER)
Figura 2.20: Eliminac¸a˜o e Restauro da Envolvente;
Esta te´cnica foi introduzida por Kahn em 1952 [14]. A figura 2.20 mostra o diagrama
funcional do sistema. Utiliza o princ´ıpio que um sinal de RF modulado pode ser descrito
pela forma RFin = A(t) cos(ωc+φ(t)), em que A(t) e´ a amplitude e φ(t) e´ a fase. Enta˜o o
sinal de entrada pode decompor-se, em envolvente e fase, amplificando-os separadamente
e combinando-os no final. Com isto, o AP apenas necessita ser linear em termos de fase.
Logo as classes D,E e F, podem ser utilizadas melhorando o rendimento do AP. Os
problemas te´rmicos da dissipac¸a˜o de poteˆncia tambe´m sa˜o repartidos entre a fonte dc-dc
e o AP em si [9].
Contudo e´ importante igualar os diferentes tempos de atraso entre a fase e a ampli-
tude do sinal [2]. Isto e´ bastante dif´ıcil de conseguir, sobretudo em circuitos a operar
a frequeˆncias distintas como e´ o caso. Em segundo lugar, limitadores de amplitude in-
corporam elementos activos como pares diferenciais que teˆm um comportamento na˜o
linear a altas frequeˆncias, corrompendo assim a informac¸a˜o de fase. E´ preciso ter em
conta que no caso da utilizac¸a˜o de um MOSFET, as capacidades de dreno-porta e dreno-
fonte variam com a amplitude da tensa˜o provocando tambe´m variac¸o˜es na diferenc¸a de
tempos de atraso entre a fase e a amplitude do sinal. E´ necessa´rio contar ainda com
o rendimento do modulador de amplitude, que degrada a performance total do sistema
sobretudo para poteˆncias de sa´ıda pro´ximas da poteˆncia ma´xima do AP. Esta te´cnica,
pelo menos em teoria pode aproximar o rendimento do circuito a 100%.
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Em 2.5 vemos a definic¸a˜o de rendimento de poteˆncia adicionada. Esta equac¸a˜o pode
ser reescrita na forma de 2.15 como e´ demonstrado em [19]:
PAE = (G− 1)Pin
Pdc
(2.15)
Assim sendo podemos chegar a` conclusa˜o que para se obter grande rendimento e boa
linearidade, Pdc tem de variar em func¸a˜o de Pin. E´ este o principio que se encontra na
base do EER, ou seja o modulador de amplitude apenas fornece a poteˆncia que o AP
necessita. Por isso se diz que, nesta te´cnica, o AP opera sempre em privac¸a˜o de tensa˜o
de polarizac¸a˜o.
2.7.7 Seguidor de Envolvente
Este esquema aparece na literatura como “envelope tracking” ou “envelope following”
e e´ bastante parecido com o esquema explicado no ponto anterior. Contudo, o limitador
e´ desnecessa´rio. Em vez do uso de um amplificador na˜o linear, o AP opera em modo
linear. A alimentac¸a˜o deste e´ modulada com a envolvente do sinal de entrada. Assim o
amplificador tera´ menos poteˆncia que aquela que teria se fosse directamente alimentado
por uma fonte DC, mas mais do que aquela que teria se fosse o EER, ver figura 2.21.
Figura 2.21: Comparac¸a˜o das Perdas do EER, ET e a polarizac¸a˜o fixa;
Esta te´cnica e´ mais flex´ıvel que a EER, uma vez que a coincideˆncia temporal entre
os dois circuitos na˜o e´ ta˜o cr´ıtica. Isto permite que o projecto seja mais simples. Infe-
lizmente existe um reveˆs. O amplificador tem de preservar a informac¸a˜o de amplitude e
portanto ser linear (classe A, AB, B). Consequentemente tera´ um rendimento inferior ao
do EER onde podemos usar uma classe saturada. Tambe´m aqui o projecto do modulador
DC de alto rendimento e´, como explicamos anteriormente, e´ dif´ıcil e cr´ıtico. Contudo
as caracter´ısticas de largura de banda e precisa˜o deste sa˜o mais relaxadas em relac¸a˜o
ao EER. A implementac¸a˜o desta te´cnica e´ mais simples e pode ser implementada em
sistemas que ja´ operam tornando-os mais eficientes.
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2.7.8 Transmissores Polares
Muito embora esteja incorporada nesta tese junto das te´cnicas para ultrapassar o
chamado compromisso linearidade rendimento, na˜o e´ bem uma te´cnica de linearizac¸a˜o
mas sim uma arquitectura total do sistema de transmissa˜o. Esta arquitectura devido
ao seu interface digital analo´gico proporciona-se a` utilizac¸a˜o em sistemas que se possam
reconfigurar/adaptar. Esta te´cnica usufrui do facto de existir ja´ um DSP no circuito
(ver figura 2.22) que pode assim gerar as componentes em fase e amplitude necessa´rias.
Sendo de resto em tudo semelhante ao EER.
Figura 2.22: Modulac¸a˜o Polar;
2.8 Concluso˜es
Podemos concluir que existe um compromisso linearidade rendimento nos AP de
ra´dio frequeˆncia. Este compromisso e´ ainda agravado pelas te´cnicas de codificac¸a˜o actu-
ais. Existem algumas te´cnicas para ultrapassar o compromisso linearidade rendimento.
As te´cnicas de ERR, Modulac¸a˜o polar e Seguidor de Envolvente sa˜o bastante promis-




Rendimento e largura de banda
em EER/Modulac¸a˜o Polar
3.1 Introduc¸a˜o
Figura 3.1: Diagrama gene´rico: A) Modulac¸a˜o Polar; B)Te´cnica de EER;
As te´cnicas de amplificac¸a˜o com recurso a EER ou de transmissa˜o polar teˆm o objec-
tivo de melhorar o compromisso linearidade rendimento. Porem, tais te´cnicas tanto aqui,
como em qualquer ramo da engenharia, colocam os seus pro´prios desafios. Analisando
ambas as te´cnicas, chega-se a` conclusa˜o que o desafio principal se encontra no modulador
de amplitude, ja´ que este tera´ caracter´ısticas muito restritivas, quer de linearidade quer
de eficieˆncia. O objectivo deste cap´ıtulo e´ identificar as caracter´ısticas de desempenho
necessa´rias do Modulador de Amplitude (MA) para se cumprirem os requisitos impostos
pelos standards, em particular CDMA2000 FordWard(CDMA2000FW).
23
24 Cap´ıtulo 3. Rendimento e largura de banda em EER/Modulac¸a˜o Polar 3.2
3.2 Rendimento
Para se falar de rendimento em amplificadores EER ou transmissores polar e´ preciso
ter em conta que uma PAE de 100% requere uma PAE de 100% do AP e uma PAE
de 100% do Modulador de Amplitude (MA). Sabendo enta˜o que nem o AP nem o
MA possuira˜o tal rendimento, vamos analisar o rendimento do conjunto, assumindo um
rendimento gene´rico abaixo do ideal. Assim, o rendimento do conjunto e´ mostrado em
3.1 a 3.3 onde ηtotal e´ o rendimento total do circuito, ηAP e´ o rendimento do amplificador

















ηtotal = ηMAηAP (3.3)
Conclu´ımos, enta˜o, que para que o rendimento do conjunto seja alto, o rendimento de







Figura 3.2: Rendimento total em func¸a˜o do Rendimento do MA e do rendimento do AP;
Para o AP, a escolha facilmente recai sobre uma classe comutada (D,E e F). Nesse
caso, e´ de esperar um rendimento do AP da ordem de uns 65%-70%. Assim, e para
que o conjunto tenha um rendimento final pro´ximo de, pelo menos, 50% e´ de esperar
que o MA tenha um rendimento acima dos 65%-70%. Para possuir tal rendimento o
MA tera´ de ser algo semelhante aos conversores dc-dc comutados, ou aos amplificadores
de a´udio digitais. Infelizmente, os amplificadores comutados sofrem de limitac¸o˜es de
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largura de banda, bem como de um compromisso entre esta e o rendimento. A primeira
destas e´ a imposta pela natureza discreta do processamento. Na verdade, a desejada
rejeic¸a˜o da frequeˆncia de comutac¸a˜o, mantendo fidelidade ao sinal desejado, exige que
esta seja muito maior que a largura de banda do sinal. O compromisso entre a largura
de banda(e, portanto, a frequeˆncia de comutac¸a˜o) e o rendimento devido ao facto de que
um comutador na˜o ideal com uma capacidade parasita C, as perdas por comutac¸a˜o sa˜o
proporcionais a esta capacidade e a` frequeˆncia de comutac¸a˜o. Posto isto, percebe-se a
importaˆncia de analisar o comportamento do MA face a`s suas limitac¸o˜es de velocidade,
nomeadamente no que diz respeito a largura de Banda e ao Slew-Rate.
3.3 Largura de banda
Um sinal de Ra´dio Frequeˆncia pode ser escrito na forma :
S(t) = Re[A(t)ej(ωc(t)+φ(t))] (3.4)
Reescrevendo:
S(t) = Re[A(t)ej(φ(t))ej(ωc(t))] (3.5)
e fazendo Sb = A(t)e
j(φ(t)) , a chamada envolvente complexa,
S(t) = Re[Sbe
j(ωc(t))] (3.6)
Sb pode ser usado para descrever o sinal de RF sem atender a` existeˆncia de portadora
ej(ωc(t)) de muito alta frequeˆncia. Isto e´ u´til para a simulac¸a˜o e para a caracterizac¸a˜o do
sinal, quando se esta´ a tratar apenas do MA.













S(t) = Iin(t) + j ∗Qin(t) (3.8)
Enta˜o o sinal A(t) e´ resultante da passagem dos sinais Iin(t) e Qin(t) da envolvente de
RF por uma forte na˜o linearidade. Como consequeˆncia, o sinal A(t) tem uma largura de
banda infinita em oposic¸a˜o, ao espectro confinado do sinal de RF, como mostra a figura
3.3 .
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Figura 3.3: Espectro da envolvente complexa e da amplitude da envolvente de um sinal
CDMA2000FW;
No domı´nio temporal podemos ver que as componentes de alta frequeˆncia sa˜o geradas
na passagem das amplitudes negativas e positivas da envolvente de RF, a amplitudes
positivas apenas, gerando assim zonas de variac¸a˜o ra´pida e, portanto, componentes de
maior frequeˆncia (figura 3.4 e 3.5).


















Figura 3.4: Exemplo da envolvente de Amplitude de um sinal CDMA2000FW no domı´nio
temporal;
Felizmente, e embora amplitude da envolvente na˜o seja limitada em frequeˆncia, a
densidade espectral de poteˆncia decresce rapidamente com a frequeˆncia,(ver figura 3.3).
Assim, e´ importante definir a velocidade que e´ necessa´ria para o MA para uma correcta
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Figura 3.5: Exemplo da envolvente Complexa de um sinal CDMA2000FW no domı´nio
temporal;
operac¸a˜o. Este requisito de velocidade pode ser definido em dois termos: a necessidade
largura de banda linear e a necessidade de “slew rate”. E´, enta˜o, necessa´rio especificar
os valores mı´nimos destas grandezas, a`s quais o AM deve obedecer, para que o conjunto
final, AP e MA, cumpra as especificac¸o˜es.
3.3.1 Largura de Banda Linear
Figura 3.6: Esquema utilizado para extracc¸a˜o da necessidade de Largura de Banda
Linear;
Para o estudo das necessidades de largura de banda linear, considerou-se um modela-
dor de amplitude ideal, em que as u´nicas limitac¸o˜es de largura de banda sa˜o as impostas
por um filtro LC de segunda ordem. Foi escolhido este tipo de filtro, pois, normalmente,
e´ o utilizado em amplificadores de a´udio digitais [20], fontes de alimentac¸a˜o comutadas
e em alguns dos trabalhos realizados nesta a´rea [24, 18, 33]. Comec¸ou-se por extrair a
amplitude da envolvente de um sinal de CDMA2000FW e filtrou-se o sinal utilizando
o filtro LC, sendo o resultado dessa operac¸a˜o H[A(t)], em que H[ ] e´ a operac¸a˜o de
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ACPR  em função da largura do MA





Figura 3.7: ACPR em func¸a˜o da largura de banda normalizada a` largura de Banda da











NMSE em função da largura do MA






Figura 3.8: NMSE em func¸a˜o da largura de banda normalizada a` largura de Banda da
Envolvente complexa, LB= 1,25MHz;
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filtragem linear. Depois disso, e considerando que o AP era ideal, obteve-se a envolvente
complexa de RF outra vez. Finalmente, para qualificar a distorc¸a˜o, mediu-se o ACPR
figura 2.7 e o NMSE figura 2.8. A figura 3.6 e a figura 3.7 mostram os resultados obtidos.
Pode-se enta˜o inferir que, para um ACPR de 45dB e um NMSE de -35dB, e´ necessa´rio
que o AM tenha uma largura de banda de, pelo menos, 5 vezes a largura de banda do
sinal de RF.
3.3.2 Factor de qualidade do Filtro LC









ACPR em funcao do Q do filtro





Figura 3.9: ACPR em func¸a˜o do Q do filtro para uma Largura de Banda Normalizada
de 5,2;
Um AP e, em particular, um a operar em Classe E pode ser modelado, do ponto de
vista do AM como uma carga resistiva [21]. A escolha do factor de qualidade, usualmente
designado Q do filtro de reconstruc¸a˜o LC, e´ tambe´m um factor a ter em conta no projecto.
Alguns autores utilizam filtros do tipo Butterworth, enquanto outros escolhem uma
topologia Bessel [16]. Assim, neste trabalho, e utilizando o mesmo esquema anterior,
fizeram-se simulac¸o˜es para perceber qual era o melhor Q do filtro de modo a cumprir as
especificac¸o˜es. Os resultados sa˜o apresentados nas figuras 3.9 e 3.10.
Conclu´ı-se que as topologias tradicionais: Butterworth (Q=0,7) e Bessel (Q=0,577),
na˜o sa˜o as mais apropriadas. A topologia de filtro que minimiza o NMSE e ACPR e´
Q ≈ 1, 22 e Q ≈ 1, 04, respectivamente.
Sabendo que a compensac¸a˜o do atraso entre os diferentes ramos e´ bastante impor-
tante nas te´cnicas de EER/Modulac¸a˜o polar [2], optou-se por introduzir um compensador
digital como a figura 3.11 mostra. Este compensador, identificado na figura 3.11 como
“delay”, no caso de uma implementac¸a˜o em modulac¸a˜o polar, poderia ser facilmente
implementado no DSP.
Obtiveram-se as seguintes figuras: 3.12 e 3.13. Nelas nota-se que o Q o´ptimo do filtro
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NMSE em função do  Q do Filtro






Figura 3.10: NMSE em func¸a˜o do Q do filtro para uma Largura de Banda Normalizada
de 5,2;
Figura 3.11: Esquema utilizado para extracc¸a˜o da necessidade de Largura de Banda
Linear com compensac¸a˜o do atraso;
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Figura 3.12: ACPR em func¸a˜o do Q do filtro para uma Largura de Banda Normalizada
de 5,2 com compensac¸a˜o do atraso provocado pela filtragem;






NMSE em função do Q do filtro com compensação do Atraso






Figura 3.13: NMSE em func¸a˜o do Q do filtro para uma Largura de Banda Normalizada
de 5,2 com compensac¸a˜o do atraso provocado pela filtragem;
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continua a ser diferente para o ACPR e NMSE. Contudo, em geral, o valor diminuiu,
aproximando-se das topologias tradicionais (Butterworth e Bessel). Para um Q ≈ 0, 63,
obteve-se o menor valor de ACPR, contudo, para o NMSE, a melhor opc¸a˜o e´ utilizar
um Q ≈ 0, 93. E´ assim aconselha´vel o uso de um valor de Q acima do da topologia
Butterworth. O formato em “dente de serra” do gra´fico do NMSE e´ consequeˆncia de
a compensac¸a˜o de atraso so´ ser feita atrasando amostras em tempo discreto (tal como
aconteceria num DSP), na˜o sendo poss´ıvel atrasar se na˜o um nu´mero inteiro de amos-
tras. Assim, e´ de prever que, aumentando a frequeˆncia de amostragem, este formato se
desvanecesse. Foi implementado desta forma para que o cena´rio de simulac¸a˜o fosse o
mais pro´ximo poss´ıvel da realidade encontrada num transmissor polar.
3.3.3 Slew-Rate
Vamos agora abordar outro requisito de velocidade, o slew-rate, que e´ muitas ve-
zes alvo de atenc¸a˜o em electro´nica, em particular quando se fala em amplificadores de
poteˆncia [1]. O slew-rate mede a ma´xima derivada temporal de tensa˜o poss´ıvel na sa´ıda
do amplificador. Acima desta derivada o amplificador responde com a ma´xima derivada
poss´ıvel, ou seja, com um slew-rate de SR(V/s). Isto converte qualquer onda de sa´ıda
numa rampa positiva ou negativa. Assim sendo, o slew-rate e´ um processo inerentemente
na˜o linear. E contrariamente a` largura de banda linear, so´ se manifesta para grandes
amplitudes de sa´ıda e frequeˆncias elevadas, que e´ justamente o caso MA pretendido.
Este tera´ de ser capaz de fornecer a poteˆncia necessa´ria ao AP de uma estac¸a˜o base,
como os que sa˜o projectados actualmente em tecnologias Si LDMOS ou em GaN HEMT.
Neste caso, os valores de slew-rates necessa´rios sa˜o da ordem das dezenas/centenas de
V/µs. Para o estudo dos efeitos do slew-rate, utilizou-se o mesmo processo utilizado em
3.3.2, mas substitui-se agora o filtro pelo algoritmo seguinte:
ay(1) = ax(1)
for n = 2 to n do
erro = Av.ax(n)− ay(n− 1)
if |erro|/Ts > SR then





em que, Av e´ o ganho de tensa˜o do amplificador e ax(n) e ay(n) sa˜o as amplitudes de
entrada e a de sa´ıda, respectivamente, amostradas no instante n e com o per´ıodo de
amostragem Ts.
A figura 3.14 mostra um exemplo da limitac¸a˜o imposta pelo slew rate num sinal de
30V de pico e um AM limitado a um slew rate de 45V/µs.
Depois de testarmos va´rios valores de SR e calcularmos os correspondentes NMSE e
ACPR, chegou-se a`s figuras 3.15 e 3.16. Pode-se enta˜o concluir que, para um sinal de
CDMA2000FW, e´ necessa´rio um slew rate de 55V/µs para garantir as especificac¸o˜es de
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Figura 3.14: Entrada e sa´ıda no domı´nio temporal de um AM com uma tensa˜o de pico
de aproximadamente 30V e com um slew rate ma´ximo de 45V/µs













Figura 3.15: ACPR em func¸a˜o do SR;
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Figura 3.16: NMSE em func¸a˜o do SR;
45 dbc de ACPR e -35dB de NMSE, isto e´, cerca de uma vez e meia o ma´ximo valor da
derivada de tensa˜o cujo valor e´ aproximadamente 86V/µs.
3.4 Concluso˜es
Neste cap´ıtulo foram identificadas alguns dos principais requisitos necessa´rios ao
MA. Por isso, foi testado o factor de qualidade do filtro de reconstruc¸a˜o, para ale´m
das necessidades de largura de banda, e slew-rate para um sinal de CDMA2000FW em
func¸a˜o do ACPR e NMSE obtidos num transmissor polar em que todos os blocos sa˜o
ideais excepto o modulador de amplitude.
Em primeiro lugar, pode-se concluir que o melhor factor de qualidade do filtro de
reconstruc¸a˜o, quando ele e´ um LC passa-baixo, com um u´nico par de po´los complexos
conjugados. No que respeita a` largura de banda, conclu´ı-se ser necessa´rio uma largura
de banda para o MA superior a, aproximadamente, 5 vezes a largura de banda de RF,
de modo a cumprir as especificac¸o˜es de 45 dBc de ACPR e -35dB de NMSE.
Finalmente, concluiu-se que e´ necessa´rio um slew rate elevado por parte do MA (de
cerca de 55V/µs para as mesmas especificac¸o˜es), quando a ma´xima derivada do sinal





Este cap´ıtulo aborda as diferentes possibilidades de implementac¸a˜o dos modulado-
res de amplitude, sendo estes componentes extremamente importantes em te´cnicas de
EER, seguidor de envolvente e Modulac¸a˜o Polar. Quando se trata a construc¸a˜o de um
modulador de amplitude, e´ importante identificar, na˜o so´ as arquitecturas base, como
as te´cnicas de controlo e as limitac¸o˜es de eficieˆncia inerentes a`s opc¸o˜es adoptadas.
4.2 Arquitecturas de Moduladores
Os moduladores de amplitude na˜o sa˜o mais que tradicionais reguladores DC-DC,
normalmente usados em electro´nica de poteˆncia. Podem, enta˜o, subdividir em dois
grupos: os lineares e os comutados.
4.2.1 Moduladores Lineares
O princ´ıpio de funcionamento dos reguladores lineares e´ em tudo semelhante a`s clas-
ses lineares dos AP’s. Pode-se ver na figura 4.1, que os reguladores lineares utilizam o
dispositivo activo como uma resisteˆncia varia´vel para regular a tensa˜o de sa´ıda. Nor-
malmente, neste tipo de configurac¸a˜o, e´ utilizado feedback para garantir o n´ıvel DC
desejado a` sa´ıda. A poteˆncia de perdas e´ proporcional a` queda de tensa˜o que ocorre na








onde Vout e´ a tensa˜o de sa´ıda pretendida, VDD e´ a tensa˜o de alimentac¸a˜o e Iload e´ a
corrente na carga. Este tipo de moduladores so´ atinge rendimentos elevados em regimes
onde a tensa˜o de sa´ıda e´ muito pro´xima da alimentac¸a˜o. As principais desvantagens deste
tipo de reguladores sa˜o a eficieˆncia baixa e a grande dimensa˜o. As grandes vantagens
deste tipo de conversores sa˜o a sua elevada linearidade e o seu tempo de resposta. Estes
35
36 Cap´ıtulo 4. Moduladores de Amplitude 4.2
Figura 4.1: Esquema de um regulador linear;
atributos permitem aos moduladores lineares ter alguma importaˆncia quando associados
a te´cnicas mais eficientes.
4.2.2 Moduladores Comutados
Figura 4.2: Diagrama gene´rico dos MA comutados;
•
Moduladores Comutados tradicionais
Os reguladores comutados sa˜o a opc¸a˜o lo´gica quando se visa atingir um rendimento
alto. Da amplificac¸a˜o comutada adve´m um rendimento teo´rico de 100%. Como e´ im-




Os reguladores tradicionais sa˜o o equivalente a` classe D dos AP. Esta configurac¸a˜o
gera uma onda quadrada de valor me´dio, Vout, sendo isto efectuado atrave´s de dois
elementos activos (comutadores). De seguida, usando um filtro passa baixo, a onda e´
filtrada para que reste apenas o valor me´dio. Na figura 4.2 pode-se ver o diagrama
gene´rico dos reguladores comutados em que Vref e´ a tensa˜o de refereˆncia e Fsw e´ a
frequeˆncia de comutac¸a˜o utilizada.
Existem va´rias configurac¸o˜es de moduladores comutados tradicionais, sendo que as
suas principais diferenc¸as se observam na relac¸a˜o entre a tensa˜o de entrada e a de sa´ıda.
Assim, se a tensa˜o de sa´ıda for inferior a` de entrada, tem-se o Buck; O Boost ter-se-
a´ quando se a tensa˜o de sa´ıda for superior a` tensa˜o de entrada, finalmente, tem-se o
Buck-Boost se a tensa˜o de sa´ıda tiver sinal contra´rio a tensa˜o da entrada. A figura 4.3
apresenta cada uma dessas configurac¸o˜es.
Figura 4.3: Reguladores comutados tradicionais a)Buck b) Boost c) Buck-Boost.
Neste tipo de conversores e´ usual definir-se o factor de conduc¸a˜o, D (duty-cycle), este






Num buck, a relac¸a˜o entrada-sa´ıda e´ a mais linear, como se pode ver pelas fo´rmulas,
(Boost) 4.3 (Boost-Buck) 4.4, (Buck) 4.5 e pela figura 4.3. Estas fo´rmulas apenas sa˜o
va´lidas para uma operac¸a˜o em modo cont´ınuo onde D representa o factor de conduc¸a˜o
(duty-cycle). O modo cont´ınuo e´ definido como sendo o regime de operac¸a˜o em que a
corrente na bobine L das figuras, nunca se anula. Em modo descont´ınuo as relac¸o˜es
entrada sa´ıda na˜o dependem apenas do tempo em que cada MOSFET esta´ ligado [25],
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Figura 4.4: Comparac¸a˜o em termos de linearidade das diferentes topologias de conver-
sores, para operac¸a˜o em modo cont´ınuo;
Estes conversores teˆm um rendimento teo´rico de 100%. Contudo, a existeˆncia de
elementos parasitas nos MOSFET’s, bobines e capacidades, limita, quer a sua ma´xima
eficieˆncia, quer a ma´xima frequeˆncia de operac¸a˜o. Seria de esperar que a ma´xima largura
de banda fosse imposta pela largura de banda do caminho para a frente. Todavia, devido
ao uso da realimentac¸a˜o, na pra´tica, isso na˜o acontece e a largura de banda e´ limitada
pela malha de controlo [25]. De facto, isto e´ comum a todos os sistemas realimentados
que, para atingirem linearidade, reduzem a largura de banda do circuito que passa a ser
dominada pela largura de banda da malha de realimentac¸a˜o.
Moduladores Comutados ressonantes
Esta te´cnica tenta eliminar as perdas nos instantes de comutac¸a˜o derivadas da sobre-
posic¸a˜o das ondas de tensa˜o e corrente, consequeˆncia da carga e descarga dos elementos
parasitas dos MOSFET’s. Para tal, utiliza-se um circuito ressonante com um factor de
qualidade elevado (ver figura 4.5). Assim, os valores das formas de onda nos instantes de
comutac¸a˜o sa˜o quase nulos, minimizando assim as perdas de poteˆncia nos instantes de
comutac¸a˜o. A regulac¸a˜o da tensa˜o de sa´ıda e´ obtida atrave´s da variac¸a˜o da frequeˆncia
de comutac¸a˜o em torno da frequeˆncia natural do filtro, como mostra a figura 4.6.
As caracter´ısticas desta topologia sa˜o muito semelhantes a`s da classe E dos AP. O
stress ele´ctrico dos componentes aumenta e a tensa˜o de pico aumenta para cerca de 3-5
vezes em relac¸a˜o a tensa˜o de alimentac¸a˜o. Em termos comparativos com o buck, as
perdas por conduc¸a˜o deveriam ser semelhantes, uma vez que a corrente me´dia e´ igual.
Apesar disso, o real valor da corrente que atravessa o dispositivo e´ maior, dado que
existe uma troca constante de energia entre a fonte de alimentac¸a˜o e o filtro, levando a
que as perdas por conduc¸a˜o sejam superiores. As perdas relativas a` carga e descarga da
38
4.2 39
Figura 4.5: Diagrama de funcionamento dos conversores ressonantes;
Figura 4.6: a)Espectros de entrada do comutador e do filtro tanque; b)Espectro de sa´ıda;
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capacidade de entrada do MOSFET sa˜o menores uma vez que a carga do condensador
entre a porta e o dreno, que e´ tradicionalmente “aumentado” por efeito de Miller, ja´ na˜o
ocorre visto ambos estarem ao mesmo potencial. Infelizmente, a necessa´ria introduc¸a˜o
de um esta´gio de rectificac¸a˜o a` sa´ıda introduz perdas e contribui para o aumento da
complexidade de todo o circuito.
Como a principal vantagem desta topologia e´ a diminuic¸a˜o das perdas nos instantes de
comutac¸a˜o, este tipo de configurac¸a˜o pode operar a uma frequeˆncia muito superior a` dos
PWM tradicionais, aumentando assim a escala de integrac¸a˜o poss´ıvel. O facto de a forma
de onda da corrente ser aproximadamente sinusoidal, diminui, tambe´m, as interfereˆncias
electro-magne´ticas (EMI). A sua principal desvantagem esta´ no controlo da tensa˜o de
sa´ıda. Esta e´ controlada pela frequeˆncia de comutac¸a˜o Fsw. Desta forma, o ponto de
mı´nimas perdas deste tipo de circuitos so´ pode ser definido para um ponto de operac¸a˜o
no qual a frequeˆncia de comutac¸a˜o e´ igual a` frequeˆncia de ressonaˆncia do circuito tanque.
E´ enta˜o, apenas definido para uma u´nica carga e tensa˜o de sa´ıda. O rendimento para
cargas baixas e´ deteriorado, pois ocorre um aumento significativo da corrente entre o
circuito ressonante e a fonte de alimentac¸a˜o, o que provoca maiores perdas resistivas. O
projecto deste tipo de circuitos e´ mais dif´ıcil, uma vez que as caracter´ısticas na˜o lineares
sa˜o bastante mais acentuadas e o controlo necessa´rio tem de ser efectuado atrave´s da
variac¸a˜o da frequeˆncia de comutac¸a˜o. Assim, este tipo de conversores e´ utilizado para
poteˆncias elevadas e normalmente para uma largura de banda pequena[25].
Moduladores Comutados quasi-resonantes
Figura 4.7: Diferentes topologias de circuitos ressonantes usualmente aplicados em subs-
tituic¸a˜o dos elementos de comutac¸a˜o tradicionais, em cima ZCS e em baixo ZVS;
Este tipo de conversores DC-DC tentam ultrapassar as limitac¸o˜es das topologias an-
teriores, no que se refere a comutac¸a˜o dos elementos de poteˆncia, MOSFET, atrave´s
da introduc¸a˜o de elementos de comutac¸a˜o que incluem na sua estrutura circuitos res-
sonantes. Estas topologias permitem, um pouco a` semelhanc¸a da classe E, que ocorra
comutac¸a˜o num zero de tensa˜o, zero voltage switching(ZVS), ou num zero de corrente,
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Zero current switching (ZCS). Na figura 4.7, veˆm-se as va´rias configurac¸o˜es que substi-
tuem os elementos de comutac¸a˜o nas topologias tradicionais. No primeiro, tem-se uma
bobine em se´rie com o interruptor. Obrigando, a comutac¸a˜o a dar-se quando a corrente
na bobine for nula, temos enta˜o ZCS. No segundo caso, e´ colocado um condensador logo
a` sa´ıda do interruptor. Este impede que a tensa˜o varie bruscamente aos seus terminais,
sendo assim, a comutac¸a˜o pode apenas ser realizada quando e´ atingida a tensa˜o nula
aos seus terminais, ZVS. Existe uma terceira topologia em que ocorrem tanto ZVS e
ZCS. A este tipo de configurac¸o˜es dos circuitos ressonantes e interruptor sa˜o chamadas
vulgarmente verso˜es de onda completa. Nas verso˜es de meia onda e´ adicionado um d´ıodo
adicional ao circuito de comutac¸a˜o, o qual impede que a onda de corrente se torne menor
que 0, isto apenas se aplica no caso das topologias em que ocorre ZCS.
A frequeˆncia natural (fres) destes circuitos e´ maior que a frequeˆncia de comutac¸a˜o










O resultado disto e´ um circuito que combina tanto as propriedades de um conversor
ressonante como as dos tradicionais. O controlo e a ana´lise, relativamente aos conversores
ressonante anteriormente descritos, e´ mais simples uma vez que se pode substituir a raza˜o






As verso˜es de meia onda, sa˜o no entanto mais dif´ıceis de controlar, uma vez que
a raza˜o passa a ser dependente da carga em questa˜o [25]. Na versa˜o de meia onda
existe mais tempo para que ocorra a comutac¸a˜o, existe enta˜o, uma maior certeza de
ocorreˆncia de ZCS e portanto esta topologia, em teoria possibilita um melhor rendimento.
Conclui-se, enta˜o que as te´cnicas ressonantes, sobretudo a versa˜o quasi-ressonante, sa˜o
promissoras. Infelizmente, acarretam maiores dificuldades de projecto e controlo e, ale´m
disso, na˜o e´ claro que paro o caso em questa˜o as melhorias sejam significativas em
relac¸a˜o a`s verso˜es tradicionais dos conversores comutados. Podendo ser alvo atenc¸a˜o
num trabalho futuro.
4.3 Te´cnicas de Digitalizac¸a˜o/Controlo
A raza˜o por esta secc¸a˜o tratar tambe´m do controlo e´ porque e´ comum que, a te´cnica
de Codificac¸a˜o e a te´cnica de controlo estejam de tal forma unidas, que e´ muito dif´ıcil
dizer-se quais sa˜o os elementos de uma e os de outra. Neste trabalho, procedeu-se a`
investigac¸a˜o de qual a te´cnica que se adequaria melhor a` utilizac¸a˜o em moduladores
de amplitude. O facto dos amplificadores comutados utilizarem uma onda quadrada
para “representarem” a amplitude de sa´ıda num determinado instante, leva a que, em
determinado ponto do circuito, ocorra a “transformac¸a˜o” do sinal analo´gico numa forma
de onda com apenas dois valores, que pode ser vista como a quantificac¸a˜o do sinal com
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“0”-”1”, ou seja, uma codificac¸a˜o bina´ria de um bit. Assim sendo, sabe-se da electro´nica
tradicional que a relac¸a˜o sinal ru´ıdo(SNR) de uma conversa˜o Analo´gico-Digital e´ dada
por 4.8, em que N e´ o numero de bit utilizados ( ou seja 2N n´ıveis)
SNRdB = 6.02N + 1, 76 (4.8)
De forma a aumentar esta relac¸a˜o sinal ru´ıdo, e´ usual utilizar-se, para ale´m do sinal
original, um outro de caracter´ısticas bem conhecidas, para que ocorram mais transic¸o˜es
do que aquelas que ocorreriam se se usasse apenas o sinal original (sobreamostragem).
Este sinal adicionado e´ frequentemente chamado de sinal de “Dithering”.
Figura 4.8: Exemplo do quantificador de N bit a partir de um quantificador de 1-bit
utilizando “Dithering”;
E´ importante que o sinal de Dithering tenha me´dia nula e uma densidade de proba-
bilidade de tensa˜o uniforme, para que no final uma filtragem passa-baixo (me´dia) retire
o sinal original sem distorc¸a˜o na˜o linear. Normalmente, pode-se obter um ganho de
3dB, por cada duplicac¸a˜o da frequeˆncia de amostragem. Conclu´ı-se, que as diferenc¸as
na forma da densidade espectral do sinal de Dithering podem influenciar os ganhos de
sobreamostragem obtidos. Efectuou-se enta˜o, neste trabalho, o estudo do tipo de quan-
tificac¸a˜o que, para o tipo de sinais em causa, melhor desempenho oferece. Para tal,
desenvolveu-se em MATLAB, diversas implementac¸o˜es destes codificadores.
Figura 4.9: Ru´ıdo de quantificac¸a˜o;
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4.3.1 Quantificac¸a˜o com Ru´ıdo Branco
Esta te´cnica, que utiliza o ru´ıdo branco como sinal de Dithering e´ a base da sobre-
amostragem. A densidade espectral de poteˆncia do ru´ıdo e´ a demonstrada na figura
4.9.
4.3.2 Modulac¸a˜o PWM
Figura 4.10: Diagrama da implementac¸a˜o em MATLAB do AP com um Modulador que
utiliza PWM;
O PWM e´ utilizado, largamente, em fontes DC-DC. Este e´, normalmente, gerado
atrave´s da comparac¸a˜o de uma onda triangular (sinal de Dithering) com o sinal original.
Gera-se, assim, uma onda quadrada, em que o valor me´dio de um ciclo corresponde ao
valor que se quer quantificar.
Implementou-se em MATLAB, e de acordo com o diagrama presente na figura 4.10
um modulador polar/EER para estudar o impacto do modulador utilizando PWM
tem nestes sistemas de transmissa˜o. A figura 4.11 mostra o ru´ıdo de quantificac¸a˜o,
verificando-se a existeˆncia de picos elevados de poteˆncia a`s harmo´nicas da onda trian-
gular. Esses picos limitam a efica´cia da filtragem e levam que aparec¸a alguma desta
poteˆncia a` sa´ıda. Correspondendo a presenc¸a de uma flutuac¸a˜o residual na sa´ıda que e´
determinada pela comutac¸a˜o, normalmente da-se o nome de “ripple” a este flutuac¸a˜o.
43
44 Cap´ıtulo 4. Moduladores de Amplitude 4.3




Esta te´cnica tem por base a modulac¸a˜o ∆, que se baseia na quantificac¸a˜o da va-
riac¸a˜o do sinal, amostra a amostra. Em teoria, se a ma´xima frequeˆncia do sinal de
entrada for pelo menos duas vezes inferior a` frequeˆncia de amostragem, e´ poss´ıvel obter
o sinal a` sa´ıda sem qualquer erro. O bloco integrador, neste caso, transforma o sinal
digital em analo´gico, para se proceder a` comparac¸a˜o com o sinal de entrada e o sinal
de realimentac¸a˜o, de forma a ter-se um erro a` sa´ıda nulo. Como a integrac¸a˜o e´ uma
operac¸a˜o linear, pode ser passada para a entrada. Enta˜o, pode-se substituir os dois
integradores por apenas um, assim, como o quantificador de 1-bit pelo respectivo ru´ıdo
de quantificac¸a˜o introduzido, como mostra a figura 4.13.
Figura 4.12: Evoluc¸a˜o da Modulac¸a˜o Σ∆ a partir da Modulac¸a˜o Delta; A)Modulac¸a˜o
Delta; B)Modulac¸a˜o Σ∆; C) Modulac¸a˜o Σ∆ com a simplificac¸a˜o dos integradores;
Esta alterac¸a˜o na posic¸a˜o do integrador na˜o cria diferenc¸as na func¸a˜o de transfereˆncia
para a frente do bloco, mas cria diferenc¸as significativas na func¸a˜o de transfereˆncia do
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Figura 4.13: Diagrama de fluxo de Sinal do Σ∆ com a substituic¸a˜o do quantificador
pelo respectivo ru´ıdo de quantificac¸a˜o;
A principal vantagem e´, justamente, a func¸a˜o de transfereˆncia ser do tipo passa
baixo para o sinal e passa alto para o ru´ıdo. Isto permite, a este tipo de conversores,
uma reduc¸a˜o efectiva do ru´ıdo de quantificac¸a˜o presente a` sa´ıda. Normalmente, esta
propriedade e´ chamada de “noise shaping”, e e´ ilustrada na figura 4.14.
Figura 4.14: Noise shaping de um modulador Σ∆ de 1 primeira ordem;
As propriedades de ru´ıdo deste conversor sa˜o extremamente interessantes. Contudo,
a frequeˆncia de sa´ıda do modulador na˜o e´ a frequeˆncia de amostragem do sinal e depende
da frequeˆncia do sinal de entrada. A modelac¸a˜o e´ semelhante ao PWM, pois gera uma
onda quadrada, em que o seu valor me´dio e´ igual ao sinal de entrada. Na modelac¸a˜o Σ∆,
esta me´dia e´ tirada ao longo de va´rios ciclos. Assim sendo, para sinais de mais baixa
frequeˆncia esta te´cnica tem menos transic¸o˜es, o que leva a pensar que tera´ rendimentos
mais elevados que o PWM, pois na˜o obriga a comutac¸o˜es desnecessa´rias.
Implementou-se de novo em MATLAB o esquema 4.15 para o estudo do impacto da
Modulac¸a˜o Σ∆.
Na figura 4.16 pode-se ver o resultado da simulac¸a˜o do codificador Σ∆ implementado.
Tal como seria de esperar, e´ vis´ıvel o chamado “noise shaping” que se traduz numa
pequena densidade espectral de poteˆncia de ru´ıdo a baixas frequeˆncias.
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Figura 4.15: Diagrama da implementac¸a˜o em MATLAB do AP com um Modulador que
utiliza Sigma Delta;
Figura 4.16: Espectro da codificac¸a˜o Σ∆ 1 primeira ordem;
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4.3.4 PWM com FeedBack
Figura 4.17: Diagrama da implementac¸a˜o em MATLAB do AP com um Modulador que
utiliza PWM com feedback;
Figura 4.18: Espectro da codificac¸a˜o PWM com FeedBack,;
E´ usualmente utilizado o feedback para eliminar, ou reduzir, erros resultantes do
processo de quantificac¸a˜o, e melhorar o tempo de resposta, e a rejeic¸a˜o a`s variac¸o˜es
fonte de alimentac¸a˜o. Normalmente, e´ usado um compensador do tipo proporcional
integrador derivativo PID.
Implementou-se em MATLAB este modulador de acordo com o diagrama 4.17
A figura 4.18 mostra o resultado desta codificac¸a˜o. Pode-se ver que ocorre uma
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espe´cie de “noise shaping” e que continua a existir uma poteˆncia elevada a`s harmo´nicas.
Na˜o obstante, esta´ e´ menos intensa que a do PWM tradicional.
4.3.5 Controlo por Comparador com Histerese
O controlo histere´tico e´ utilizado em muitos ramos da electro´nica. Recentemente,
alguns amplificadores de a´udio digitais utilizaram este tipo de controladores para pro-
duzir um sinal bina´rio [20], com resultados muito promissores, levando a pensar nesta
te´cnica como uma possibilidade para a implementac¸a˜o do MA.
O esquema de um conversor Buck controlado por histerese consiste num comparador
que regula o “ripple” de sa´ıda para que este se encontre dentro da “janela” de histerese.
Isto e´ efectuado atrave´s da variac¸a˜o, quer da frequeˆncia de comutac¸a˜o, quer do factor
de operac¸a˜o D duty-cycle.
Pode, tambe´m, entender-se esta te´cnica como um amplificador comutado, em que o
comparador com histerese obriga a que a malha tenha uma margem de fase zero, o que
lembra os osciladores. As oscilac¸o˜es assim geradas esta˜o limitadas, a` entrada, a` ampli-
tude da janela de histerese. O controlo por histerese pode ser visto como um esquema
em que a tensa˜o do condensador e a corrente na bobine sa˜o controladas simultanea-
mente. Isto permite que o controlador por histerese possua uma grande estabilidade
e uma ra´pida resposta a transientes, quase independente das caracter´ısticas do filtro
LC e sem o uso de circuitos de compensac¸a˜o. Qualquer alterac¸a˜o dos valores do filtro
e´ compensada por uma alterac¸a˜o do atraso da malha que o comparador com histerese
provoca.
Figura 4.19: Diagrama da implementac¸a˜o em MATLAB do AP com um Modulador que
utiliza controlo por comparador com histerese;
A 4.19 mostra o diagrama da implementac¸a˜o em simulac¸a˜o que foi feita.
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Figura 4.20: Espectro da codificac¸a˜o do controlo histere´tico
4.3.6 Comparac¸a˜o das va´rias te´cnicas
Figura 4.21: Esquema implementado para comparac¸a˜o das va´rias te´cnicas
PWM PWM com FeedBack Σ∆ Histerese
NMSE(dB) -26.9 -27.6 -26.9 -35.3
ACPR(dB) 43.1 44.3 42.3 51.3
Tabela 4.1: Resultados do ACPR e NMSE para as diferentes te´cnicas de Modulac¸a˜o;
Procedeu-se ao teste das diferentes te´cnicas de codificac¸a˜o num esquema, como mos-
tra a figura 4.21. Ajustou-se, para todas as te´cnicas, uma frequeˆncia me´dia de comutac¸a˜o
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Codificação PWM com FeeBack
Codificação Histerese
Figura 4.22: Espectro de sa´ıda das diversas codificac¸a˜o num esquema de EER
de 40MHz. Em seguida, utilizou-se um atraso no ramo do sinal modulado em fase para
compensar o atraso provocado pelo filtro de reconstruc¸a˜o e, portanto, na envolvente de
amplitude. Os resultados obtidos de NMSE e ACPR sa˜o os mostrados na tabela. A
figura 4.22 mostra os diferentes espectros de sa´ıda. Conclui-se, enta˜o, que a codificac¸a˜o
mais apropriada e´ a por comutador com histerese, quer pela sua simplicidade, quer pelos
resultados de NMSE e ACPR.
4.4 Perdas de Eficieˆncia e limitac¸o˜es dos esta´gios comuta-
dos
Como o rendimento e´ uma das principais necessidades, e´ importante saber quais os
factores que levam o amplificador a na˜o possuir o rendimento teo´rico de 100%. As perdas
de rendimento podem ser divididas em perdas por comutac¸a˜o e perdas por conduc¸a˜o.
As perdas por conduc¸a˜o sa˜o proporcionais a` corrente me´dia pedida pela carga e podem




em que I¯L e´ a corrente me´dia na carga e RS e´ a resisteˆncia se´rie equivalente do circuito.
As principais fontes desta resisteˆncia sa˜o a resisteˆncia de canal na zona de tr´ıodo do
MOSFET (RDSon) e a resisteˆncia se´rie da bobine, a qual, em implementac¸o˜es discretas,









k′W (VGS − VT ) @ VGS > VT ∧ VDS < (VGS − VT ) (4.12)
51
52 Cap´ıtulo 4. Moduladores de Amplitude 4.4
em que Id e´ a corrente de dreno do MOSFET, VDS e´ a tensa˜o entre o dreno e a source,W
e L sa˜o, respectivamente, a largura e o comprimento do MOSFET, k′ e´ o paraˆmetro de
transcondutaˆncia do processo, VGS e´ a tensa˜o de porta-fonte e VT e´ a tensa˜o de limiar do
MOSFET. Como se pode ver pela expressa˜o 4.12, a RDSon e´ inversamente proporcional
a` tensa˜o da porta-fonte e a` largura do MOSFET.
Por sua vez as perdas, devidas a` comutac¸a˜o, sa˜o proporcionais a` frequeˆncia e podem
ser descritas por:
Psw = Esw.fsw (4.13)
em que Esw e´ a energia correspondente a` soma de todas as perdas proporcionais a`
frequeˆncia. Um dos factores dessas perdas para os MOSFET’s adve´m da carga e descarga






onde Eporta e´ a energia total acumulada na porta, Cporta capacidade de porta e Vporta
e´ a tensa˜o da porta. Como se pode verificar, as perdas dependem da tensa˜o de porta e
da largura e comprimento do MOSFET (Cporta). Assim sendo, e´ crucial uma correcta
escolha da tensa˜o de porta e dimenso˜es do MOSFET. Pode-se enta˜o concluir que, para
determinada tecnologia, as perdas aumentam com a frequeˆncia. Existe um ponto o´ptimo
e portanto, mı´nimo de perdas, no qual as perdas de comutac¸a˜o e as perdas de conduc¸a˜o
sa˜o iguais, como mostra a figura 4.23.
(retirado de [3])
Figura 4.23: Relac¸a˜o entre as perdas dos MOSFET;
Um outro, e tambe´m importante factor de perdas dependentes da frequeˆncia, sa˜o as
perdas realmente devidas a transic¸a˜o do MOSFET entre estados “on” e “off” (ver figura
4.24). Esta poteˆncia e´ devida a sobreposic¸a˜o da onda de tensa˜o e de corrente como pode




Figura 4.24: Formas de onda aquando da comutac¸a˜o dos MOSFET;
linear, pode-se obter a seguinte expressa˜o:










.(Tr + Tf )IDS(max).VDS(max) (4.16)
em que Ptrans sa˜o as perdas por conduc¸a˜o, fsw e´ a frequeˆncia de comutac¸a˜o , Tr e Tf sa˜o
os tempos de descida e subida do MOSFET, IDS(max)e´ a ma´xima corrente que atravessa
o MOSFET quando este conduz e VDS(max)e´ a ma´xima tensa˜o entre o dreno e fonte do
dispositivo.
Da ana´lise acima, conclu´ı-se que o rendimento de um esta´gio comutado diminui muito
rapidamente com a frequeˆncia. Assim, existe tambe´m um compromisso entre precisa˜o
(que se traduz em ma´xima frequeˆncia de comutac¸a˜o) e rendimento, tal foi constatado
em [35].
4.5 Moduladores Hı´bridos
Os reguladores h´ıbridos tentam ultrapassar o problema da queda do rendimento em
func¸a˜o da frequeˆncia tirando partido do facto do sinal de envolvente ter a sua poteˆncia
concentrada em frequeˆncias baixas. E´ enta˜o poss´ıvel optimizar o funcionamento e o ren-
dimento se as baixas frequeˆncias utilizarem um esta´gio comutado de alto rendimento mas
baixa largura de banda e as altas frequeˆncias forem amplificadas utilizando um esta´gio
linear de baixo rendimento mas alta largura de banda [34]. Este tipo de moduladores
tambe´m pode ser vantajoso no caso em que a tensa˜o de sa´ıda e´ pro´xima da tensa˜o de
entrada. Nesta zona, tal como pode ser visto na figura 4.25, o regulador linear teˆm um
rendimento melhor ate´ que o regulador comutado.
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Figura 4.25: Eficieˆncia dos reguladores lineares e comutados em func¸a˜o de Vout/Vin
4.5.1 Split-Band
A abordagem adoptada em [34] e [35] consiste em dividir estas bandas utilizando
filtragem. Esta arquitectura e´ denominada split-band, pois existe uma divisa˜o clara
entre a gama de frequeˆncias que deve ser amplificada por cada ramo.
Figura 4.26: Diagrama do split-band
Para uma exacta reconstruc¸a˜o do sinal e´ necessa´rio que os filtros da figura sejam
correctamente projectados para que a func¸a˜o de transfereˆncia final seja igual para toda
a gama de operac¸a˜o do conjunto[35], o que na˜o e´ simples de se realizar.
4.5.2 Amplificadores compostos
Os amplificadores compostos [36] utilizam dois amplificadores em que um deles e´ o
principal e o segundo e´ um escravo do primeiro. Isto permite ultrapassar o problema
de realizac¸a˜o dos filtros uma vez que estes sa˜o realizados intrinsecamente ao circuito
usualmente por realimentac¸a˜o.
No caso da figura, o amplificador principal e´ o amplificador linear e e´ auxiliado pelo
amplificador comutado. Este tenta que a corrente que o amplificador linear fornec¸a seja
0, para o que utiliza um controlo por histerese como se descreve no diagrama da figura
4.27. Sera´ enta˜o esta a topologia eleita para a utilizac¸a˜o no Modulador de Amplitude
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Figura 4.27: Amplificador composto;
que sera´ implementado. O funcionamento detalhado e a implementac¸a˜o deste circuito e´
discutida no cap´ıtulo seguinte.
4.6 Conclusa˜o
Da discussa˜o deste cap´ıtulo poˆde conclui-se que a te´cnica de modulac¸a˜o por histerese
e´ a menos complexa ao n´ıvel da implementac¸a˜o e a que apresenta melhores resultados
quando utilizada em esquemas de EER/modulac¸a˜o polar.
Concluiu-se ainda que, uma vez que as te´cnicas de moduladores h´ıbridos podem ter
um rendimento final melhor que as te´cnicas de modulares comutados, esta sera´ a melhor





teste do Modulador de Amplitude
5.1 Introduc¸a˜o
Como e´ referido no cap´ıtulo anterior a implementac¸a˜o do MA com os dois tipos
de reguladores/amplificadores, comutados e lineares, permite obter tanto uma elevada
largura de banda como um elevado rendimento. Este cap´ıtulo apresenta a implementac¸a˜o
do modulador de amplitude, a sua simulac¸a˜o e resultados pra´ticos.
5.2 Concepc¸a˜o
Figura 5.1: Diagrama do amplificador h´ıbrido;
A concepc¸a˜o deste tipo de MA pode-se dividir em duas partes constituintes: a linear
e a comutada. Ambas esta˜o interligadas atrave´s do sensor de corrente do circuito, tal
como se descreve na figura 5.1. O circuito foi desenhado para uma tensa˜o ma´xima de
alimentac¸a˜o de 30V e uma corrente de 1A. Todavia, e por problemas de dissipac¸a˜o de





Figura 5.2: Implementac¸a˜o do esta´gio linear;
As caracter´ısticas necessa´rias ao esta´gio linear sa˜o, como e´ referido em [8], baixa im-
pedaˆncia de sa´ıda e grande largura de Banda. A baixa impedaˆncia de sa´ıda e´ necessa´ria
para reduzir, idealmente eliminar, o ripple provocado pelo amplificador comutado. A
elevada largura de banda e´ necessa´ria para que este amplificador fornec¸a as componentes
de alta frequeˆncia necessa´rias para as te´cnicas de amplificac¸a˜o com o recurso EER ou de
transmissa˜o polar.
O amplificador linear e´ o amplificador principal, tal como foi visto no Cap´ıtulo 3 e´
necessa´rio que este tenha um SR elevado. Para se conseguir tais objectivos, implementou-
se o amplificador utilizando um opamp ra´pido, THS3062 da Texas. Este possui uma
largura de Banda de 300MHz, para ganho unita´rio, e um SR de 7kV /µs. Como a corrente
ma´xima fornecida por este opam na˜o e´ suficiente elevada para o 1A de sa´ıda desejado,
foi tambe´m implementado um buffer de corrente em classe AB. Para tal foram utilizados
os trans´ıstores BC327 e BC337 e uma resisteˆncia de 1kΩ, para fornecer a polarizac¸a˜o aos
trans´ıstores FZT694B e FZT795A. Deveriam ter sido escolhidos para substituic¸a˜o destes
trans´ıstores, uns com elevado ganho de corrente(por exemplo darlingtons), para permitir
resisteˆncias R7 e R8 de maior valor e consequente corrente de polarizac¸a˜o menor e assim
obter um melhor rendimento.
Como o ganho necessa´rio e´ elevado foi tambe´m incorporado um pre´-amplificador
com um ganho de tensa˜o de aproximadamente 11, implementado utilizando o mesmo
amplificador ra´pido, THS3062. A figura 5.2 mostra o esquema final do amplificador
linear.
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5.2.2 Esta´gio Comutado
Figura 5.3: Implementac¸a˜o do esta´gio comutado
Para a implementac¸a˜o do esta´gio comutado e´ necessa´rio implementar os seguintes
componentes fundamentais: Sensor de corrente, Comparador de histerese e circuito de
ataque as portas dos MOSFET’s. O sensor de corrente foi implementado utilizando uma
resisteˆncia de um 1Ω e um circuito de amplificac¸a˜o da Analog Devices que e´ especialmente
desenhado para o efeito AD8273. Para o comparador de histerese foi utilizado o circuito
comercial, ADCMP601 que e´ um circuito com um tempo de atraso de 3,5ns e com uma
histerese ajustada para aproximadamente 7mV. O circuito de ataque das portas escolhido
foi o LTC4442 da Linear Tecnologies. Os MOSFET utilizados foram os IRF6665, da
International Rectifiers, especialmente desenhado para classe D. Utilizou-se os d´ıodos
ra´pidos, Zlls400 para evitar os que os d´ıodos do dreno - fonte do MOSFET entrem em
conduc¸a˜o. Foi tambe´m desenhado um conjunto de snubers RC para cada MOSFET
para diminuir EMI e as oscilac¸o˜es na alimentac¸a˜o. Foi criado um circuito para carregar
o condensador de bootstrap, C15, este e´ constitu´ıdo por uma fonte de tensa˜o, no caso
zener D6 e R24 e um super d´ıodo, 1N5819 e TL081.
Um factor a ter em conta no projecto do esta´gio comutado e´ o atraso da malha.
Este deve ser pequeno para que o atraso provocado pela histerese seja o dominante na
malha. Felizmente os componentes utilizados permitem um atraso da malha baixo cerca
de 44ns.
5.3 Simulac¸a˜o
A implementac¸a˜o do MA possui fortes na˜o linearidades, devidas sobretudo a co-
mutac¸a˜o de elementos , assim para uma correcta simulac¸a˜o deste tipo de circuitos
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utilizou-se a te´cnica de time-step-integration. Para a simulac¸a˜o foi escolhido o pro-
grama Simulated Program with Integrated Circuits Emphasis, SPICE, no caso o LTSpice
da Linear Tecnologies. A figura 5.4 mostra as principais formas de onda do circuito para
uma entrada sinusoidal com 20khz e 15V de amplitude.
Legenda: azul-Corrente na resisteˆncia de sensing;
vermelho-PWM Gerado;
verde-Onda de sa´ıda;
Figura 5.4: Principais formas de onda do circuito simuladas
5.3.1 Resultados
Na figura 5.5 apresenta-se os gra´ficos do rendimento simulado, com uma onda si-
nusoidal de entrada com valores de tensa˜o entre 0 e Vpico e tenso˜es de alimentac¸a˜o de
+V=+17V +40V=17V. O rendimento foi definido como 0 quando a onda de sa´ıda apre-
sentava distorc¸a˜o elevada. Constata-se que o rendimento diminui com o aumento da
frequeˆncia. Isto deve-se a que a frequeˆncias mais elevadas o esta´gio linear fornece a
maioria da poteˆncia pois tem de compensar a perda de precisa˜o, resultante de um menor
nu´mero de comutac¸o˜es do esta´gio comutado. O atraso da comutac¸a˜o tem um grande
peso na ma´xima frequeˆncia poss´ıvel e consequentemente na divisa˜o esta´gio linear esta´gio
comutado. O valor obtido no caso da simulac¸a˜o foi aproximadamente 58ns.
Testou-se, tambe´m o MA implementado com sinais de EDGE, CDMA200RV e CDMA-
200FW. Os valores de rendimento obtidos para os diferentes sinais sa˜o os representados
na tabela 5.1.
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Tabela 5.1: Rendimentos simulados para diferentes standart’s
5.4 Implementac¸a˜o-Resultados




Figura 5.6: Foto da implementac¸a˜o do esta´gio linear;
Figura 5.7: Foto da implementac¸a˜o do esta´gio comutado;
Na figuras 5.8 a 5.15 pode-se ver algumas das formas de onda no circuito. A` medida
que a frequeˆncia de comutac¸a˜o vai-se tornando maior verifica-se tambe´m que o esta´gio
comutado deixa de conseguir acompanhar o sinal com a precisa˜o necessa´ria e e´ auxiliado
pelo esta´gio linear.
61
62 Cap´ıtulo 5. Concepc¸a˜o, implementac¸a˜o e teste do Modulador de Amplitude 5.4
Figura 5.8: Exemplo do PWM gerado para uma sa´ıda sinusoidal de 10KHz e 20V de
Amplitude;




Figura 5.10: Forma de onda na entrada do comparador histere´tico. Em cima forma de
onda de tensa˜o de entrada no comparador histere´tico, Em baixo forma de onda de sa´ıda;
Figura 5.11: Exemplo do PWM gerado para uma sa´ıda sinusoidal de 50KHz e 20V de
Amplitude. Em cima onda quadrada gerada pelo comparador histere´tico, Em baixo
forma de onda de sa´ıda;
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Figura 5.12: Exemplo do PWM gerado para uma sa´ıda sinusoidal de 62,5KHz e 20V
de Amplitude. Em cima onda quadrada gerada pelo comparador histere´tico, Em baixo
forma de onda de sa´ıda;
Figura 5.13: Exemplo do PWM gerado para uma sa´ıda sinusoidal de 100KHz e 20V
de Amplitude. Em cima onda quadrada gerada pelo comparador histere´tico, Em baixo
forma de onda de sa´ıda;
O circuito responde a uma onda quadrada um bom tempo de subida e consequente
slew-rate (ver figura 5.14), e´ ainda noto´rio pelo sinal de erro, que a corrente necessa´ria aos
64
5.4 65
flancos e´ maioritariamente fornecida pelo esta´gio linear, enquanto que na parte cont´ınua
da onda quadrada a corrente e´ em grande parte fornecida pelo esta´gio comutado.
Figura 5.14: Exemplo da onda de entrada do comparador histere´tico para uma sa´ıda
quadrada de 20KHz e 20V de sa´ıda. Em cima forma de onda de tensa˜o de entrada no
comparador histere´tico, Em baixo forma de onda de sa´ıda;
Figura 5.15: Exemplo do PWM do comparador para uma sa´ıda quadrada de 20KHz e
20V de sa´ıda; Em cima onda quadrada gerada pelo comparador histere´tico, Em baixo
forma de onda de sa´ıda;
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Na figura 5.16 apresenta-se os gra´ficos do rendimento para um teste com uma onda
sinusoidal de sa´ıda com valores de tensa˜o entre 0 e Vpico e tenso˜es de alimentac¸a˜o de
+V=+17V +40V=17V . Foi considerado que o rendimento do circuito era 0 quando

























Figura 5.16: Rendimento na pra´tica do MA para uma onda sinusoidal de entrada
Testou-se, tambe´m o MA implementado com sinais de EDGE, CDMA200RV, CDMA-
200FW e com valores ma´ximos de tensa˜o de 15V e 20V. Os valores de rendimento obtidos





Tabela 5.2: Tabela com os rendimentos pra´ticos para os diferentes standard’s e com uma





Tabela 5.3: Tabela com os rendimentos pra´ticos para os diferentes standard’s e com uma
tensa˜o de pico igual a 15V;
Verifica-se que existe uma ligeira diferenc¸a entre o rendimento simulado e o rendi-
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mento pra´tico, sendo que o simulado e´ sempre superior, possivelmente devida a na˜o
contabilizac¸a˜o de algum paraˆmetro parasita no circuito e a uma fraca dissipac¸a˜o te´rmica
do circuito levando a que as polarizac¸o˜es sejam maiores que aquelas consideradas no
simulador. Verifica-se que sinal CDMA2000RV possui um rendimento me´dio muito su-
perior ao CDMA2000FW. Isto deve-se ao seu “buraco” no centro da constelac¸a˜o, na˜o
tendo assim passagens por 0 de tensa˜o na amplitude da envolvente de ra´dio frequeˆncia
diminuindo assim as componentes de maior frequeˆncia geradas.
5.5 Concluso˜es
Neste cap´ıtulo e´ apresentada a implementac¸a˜o do Modulador de amplitude. Este
permite a utilizac¸a˜o de mu´ltiplos standards e apresenta um rendimento acima de 50%
para a amplitude ma´xima. Possui uma largura de banda para sinal fraco de aproxi-
madamente 6MHz. Observa-se que sinais com transic¸o˜es por 0 na sua amplitude de
envolvente apresentam pior rendimento me´dio que outras que possuem um buraco no
centro da constelac¸a˜o, no caso, CDMA2000FW e CDMA2000RV respectivamente. O
modulador de amplitude permite, tambe´m a utilizac¸a˜o, de mu´ltiplos standards EDGE,





Neste trabalho de dissertac¸a˜o foram identificadas algumas das principais limitac¸o˜es
do MA. Testou-se o factor de qualidade do filtro de reconstruc¸a˜o que melhores resulta-
dos de NMSE e ACPR apresenta num amplificador de poteˆncia com recurso a EER ou
modulac¸a˜o polar, para ale´m disso foram vistas as necessidades de largura de banda, e
slew-rate, ambos os testes para um sinal de CDMA2000FW. Em primeiro lugar, pode-se
concluir que o melhor factor de qualidade do filtro de reconstruc¸a˜o, quando ele e´ um
LC passa-baixo, com um u´nico par de po´los complexos conjugados. No que respeita a`
largura de banda, conclu´ı-se ser necessa´rio uma largura de banda para o MA superior
a aproximadamente, 5 vezes a largura de banda de RF, de modo a cumprir as especi-
ficac¸o˜es de 45 dBc de ACPR e -35dB de NMSE. Concluiu-se que e´ necessa´rio um slew rate
elevado por parte do MA (de cerca de 55V/µs para as mesmas especificac¸o˜es), quando
a ma´xima derivada do sinal testado em simulac¸a˜o era de aproximadamente 86V/µs.
Observou-se que te´cnica de controlo/modulac¸a˜o utilizando um comparador com histe-
rese e´ a menos complexa ao n´ıvel da implementac¸a˜o, apresenta boa precisa˜o e presta-se
a uma implementac¸a˜o do conversor h´ıbrido. A necessa´ria precisa˜o, largura de banda e
rendimento do modulador de amplitude conduz a uma soluc¸a˜o h´ıbrida, na qual se com-
binam as propriedades principais dos moduladores lineares(precisa˜o e largura de banda)
e dos comutados(rendimento). Foi desenhado um modulador h´ıbrido, recorrendo apenas
a componentes comerciais que suporta CDMA2000FW com rendimento superior a 50%
e largura de banda 6MHz para sinal fraco, permite tambe´m a utilizac¸a˜o de mu´ltiplos
standards EDGE, CDMA2000RF e CDMA2000FW com eficieˆncias de 73%, 67% e 57%
respectivamente.
6.2 Trabalho Futuro
A consequente evoluc¸a˜o dos standards vai exigir ainda mais largura de banda para
o modulador de envolvente. O seguimento do estudo presente nesta dissertac¸a˜o, deve
evoluir no sentido de satisfazer essa demanda. Assim, de seguida, sa˜o apresentadas
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algumas sugesto˜es que podem ser objecto de estudo futuro.
Existem algumas topologias multi-n´ıvel apresentadas em [8] a explorac¸a˜o destas per-
mite uma menor poteˆncia fornecida pelo esta´gio linear e assim um melhor rendimento
do modulador h´ıbrido.
Em [15]e´ apresentado tambe´m uma topologia em que o esta´gio linear e´ substitu´ıdo por
um esta´gio comutado com uma frequeˆncia de comutac¸a˜o muito superior permitindo assim
grande largura de banda. Como a poteˆncia fornecida e´ baixa os MOSFET utilizados
podem ter capacidades inferiores e consequentemente as perdas resultantes da comutac¸a˜o
sa˜o menores.
Uma outra linha de investigac¸a˜o e´ tentar produzir um esquema de controlo que possa
incorporar mais do que dois amplificadores adaptando assim a frequeˆncia de comutac¸a˜o
a utilizar para os n´ıveis de poteˆncia a utilizar.
Tal como foi visto no cap´ıtulo 4 o uso de conversores quasi-resonantes tambe´m devera´
ser avaliado em trabalho posterior.
E´ tambe´m de explorar a utilizac¸a˜o de melhores tecnologias de semicondutores como
o Nitreto de Galium - GaN estes permitira˜o maiores frequeˆncias de comutac¸a˜o com
perdas equivalentes e assim melhor rendimento e/ou largura de banda do modulador de
amplitude.
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Script de MATLAB desenvolvidos
A.1 Introduc¸a˜o
Este apeˆndice apresenta os script e func¸o˜es de MATLAB desenvolvidos para produzir
os resultados do cap´ıtulo 3 e 4.
A.2 Func¸o˜es de transformac¸a˜o de Polar para I e Q ; I e Q
em Polar
function [ I ,Q]= IQ2AP (Ap,Ph)
%Func¸a˜o que a p a r t i r da moduc¸a˜o I Q devolve o s i n a l de amplitude Ap e f a s e
%Ph
%F i l i p e Rodrigues 2009
I=Ap.∗ sin (Ph ) ;
Q=Ap.∗ cos (Ph ) ;
function [Ap,Ph]= IQ2AP ( I ,Q)
%Func¸a˜o que a p a r t i r da moduc¸a˜o I Q devolve o s i n a l de amplitude Ap e f a s e
%Ph
%F i l i p e Rodrigues 2009
Ap=abs ( I ∗ j+Q) ;
Ph=angle ( I ∗ j+Q) ;
A.3 Func¸o˜es de calculo do NMSE e ACPR
A.3.1 Calculo do NMSE
function [NMSE] = NMSE funct (y , x )
kk = mean( y .∗ conj ( x ) ) . / mean( ( x ) .∗ conj ( x ) ) ;
NMSE = 10∗ log10 ( sum( abs (y−kk∗x ) . ˆ 2 ) . / sum(abs ( kk∗x ) . ˆ 2 ) ) ;
A.3.2 Calculo do ACPR
function ACPR = ACPRCALC( time , IN , LBi ,ACL,LBo)
% usage ACPR = ACPRCALC( time , IN , LBi ,ACL,LBo)
%This func t i on c a l c u l a t e s the ADJACENT CHANEL POWER RATIO of the s i g n a l IN




% | | | | | |
% FC ACL
% |<LBi>| |<LBo>|
%time i s the imput vector and must have the same lenght o f in
75
76 APEˆNDICE A A.4
%vector IN i s the input vector
%LBi i s the in − chanel bandwithd o f mesurement in Hz
%LBo i s the Adjacente chanel bandwithd o f mesurement Hz usualy 30khz




% ACPR = ACPRCALC( time , CDMA signal ,1 .23∗10ˆ6 ,885∗10ˆ3 ,30∗10ˆ3)
Tamos= time ( 2 : end)−time ( 1 : end−1);
Tamos=Tamos ( 1 ) ; %Calculo do tempo de amostragem
famos = 1/Tamos ;
Tmax=Tamos(1)∗ length ( time ) ;
Df = 1/Tmax;
f r e q = −famos /2 : Df : famos/2−Df ; %Vector f r e qu enc i a s
% Calculo dos i n d i c e s n e c e s s a´ r i o s no vector f r e qu enc i a s
IND FC=find ( f r e q ==0);%ind i c e da portadora que e s t a r a´ l o c a l i z a d a no ponto de f r equenc i a 0
IND LB2i=round( LBi /(2∗Df ) ) ; %numero de amostras que tem Lb/2
IND LB2o=round(LBo/(2∗Df ) ) ;
IND FADJ=IND FC+round(ACL/Df ) ;
f f t s i g n a l=abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( IN ) .∗ hanning ( length ( IN ) ) . ’ ) ) ) . ˆ 2 / 2 / 5 0 ;
%10∗ l og10 ( IND LB2o/IND LB2i )
%f f t s i g n a l
%sum( f f t s i g n a l ( ( IND FADJ−IND LB2o ) : ( IND FADJ+IND LB2o ) ) )
%sum( f f t s i g n a l ( ( IND FC−IND LB2i ) : ( IND FC+IND LB2i ) ) )
ACPR=10∗log10 (sum( f f t s i g n a l ( ( IND FC−IND LB2i ) : ( IND FC+IND LB2i ) ) ) /sum( f f t s i g n a l ( ( IND FADJ−IND LB2o ) : ( IND FADJ+
A.4 Script’s desenvolvidos para o cap´ıtulo 3
A.4.1 Script’s desenvolvidos para a Largura de Banda linear
%Scr ip do Ampl i f i cador de RF com modelac¸a˜o de amplitude para t e s t e
close a l l ;
clear a l l ;
load ( ’ ./ C D M A F W _ V S G . mat ’ ) ;
Tamos= time ( 2 : end)−time ( 1 : end−1);
famos = 1/Tamos ( 1 ) ;
Tmax=Tamos(1)∗ length ( time ) ;
Df = 1/Tmax;
f r e q = −famos /2 : Df : famos/2−Df ;
CDMAFW I=CDMAFW I( 1 : length ( time ) ) ;
CDMAFWQ=CDMAFWQ(1 : length ( time ) ) ;
[Ap,Ph]=IQ2AP(CDMAFW I,CDMAFWQ) ;
%f i g u r a do e spec t ro da envolvente
plot ( f req ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( (Ap) .∗ hanning ( length (CDMAFW I) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ - d ’ , f r e q
axis ([−1∗10ˆ7 1∗10ˆ7 −100 50 ] )
grid on ;
t i t l e ( ’ C o m p l e x e n v e l o p e and a m p l i t u d e e n v e l o p e s p e c t r a ’ )
xlabel ( ’ F r e q u e n c y ( Hz ) ’ )
ylabel ( ’ P o w e r S p e c t r a l d e n s i t y ( dBm / Hz ) ’ )
legend ( ’ A m p l i t u d e ’ , ’ C o m p l e x e n v e l o p e ’ )
f igure
plot ( time ,Ap, ’ L i n e W i d t h ’ , 2 ) ;
axis ([2.50∗10ˆ−4 2.70∗10ˆ−4 0 140 ] )
grid on ;
t i t l e ( ’ time - d o m a i n a m p l i t u d e e n v e l o p e of a C D M A 2 0 0 0 s i g n a l ’ )
xlabel ( ’ T i m e ( s ) ’ )
ylabel ( ’ V o l t a g e ( V ) ’ )
legend ( ’ A m p l i t u d e ’ )
[ fCut ]=[1 2 3 4 4 .5 5 .5 6 .5 10 15 75 100 ]∗10ˆ6 ;
%fCut= 5∗10ˆ6;
ACPR=zeros (0 , length ( fCut ) ) ;
NMSE ER=zeros (0 , length ( fCut ) ) ;
for i =1: length ( fCut ) ;
[Ap,Ph]=IQ2AP(CDMAFW I,CDMAFWQ) ;
s = tF ( ’ s ’ ) ;
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f c=fCut ( i )
LC=(1/(2∗pi∗ f c ) ) ˆ 2 ;
Rload=30;
Q=1.4;
L=Rload /(2∗pi∗ f c ∗Q) ;
H=1/(1+(L/Rload )∗ s+LC∗ s ˆ 2 ) ;
C=LC/L ;
Ap f=ls im (H, Ap , time ) ;
%p lo t ( time , Ap f , time , Ap ) ;
[ I ,Q]=AP2IQ(Ap f ’ ,Ph ) ;
temp=zeros ( 1 , 1 0 ) ;
temp2=zeros ( 1 , 1 0 ) ;
for delay=1:10
CDMAFW I FFT = c i r c s h i f t (CDMAFW I’ , de lay ) ’ ;
CDMAFWQFFT = c i r c s h i f t (CDMAFWQ’ , de lay ) ’ ;
I FFT=c i r c s h i f t ( I ’ , de lay ) ’ ;
Q FFT=c i r c s h i f t (Q’ , de lay ) ’ ;
%p lo t ( f req ,30+10∗ l og10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( (CDMAFW I FFT∗ j+CDMAFWQFFT) .∗ hanning ( l ength (CDMAFW I) ) . ’ ) ) ) ) . ˆ 2
%hold on
f f t s i g n a l=abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I FFT∗ j+Q FFT) .∗ hanning ( length ( I FFT ) ) . ’ ) ) ) . ˆ 2 / 2 / 5 0 ;
%p lo t ( f req ,30+10∗ l og10 ( f f t s i g n a l ) , ’− r ’ )
%hold o f f
temp2 ( delay )=10∗ log10 (sum( f f t s i g n a l (47876 :49126) )/sum( f f t s i g n a l ( 4 9219 : 5 0469 ) ) ) ;%ACPR;
%f i g u r e ; p l o t ( I ∗ j+Q)
%nmse data
IN I = CDMAFW I( 1 : end−(delay −1));
IN Q = CDMAFWQ(1 : end−(delay −1));
IN = IN I + j ∗IN Q ;
OUT I = I ( de lay : end ) ;
OUT Q = Q( delay : end ) ;
OUT = OUT I + j ∗OUT Q;
time = time ;
% NMSE Calcu la t i on
temp( delay ) = NMSE funct (OUT, IN ) ;
end
find ( temp==min( temp ) )
NMSE ER( i )=min( temp)
ACPR( i )=temp2 ( find ( temp==min( temp ) ) )
end
FcutN=fCut . / (1 . 25∗10ˆ6 )
f igure ; plot (FcutN ,ACPR, ’ L i n e W i d t h ’ , 2 )
grid on ;
t i t l e ( ’ A C P R as a f u n c t i o n of s u p l y m o d u l a t o r b a n d w i d t h ’ )
xlabel ( ’ N o r m a l i z e d E n v e l o p e B a n d w i d t h ’ )
ylabel ( ’ A C P R ( dB ) ’ )
axis ( [ 0 . 8 80 15 85 ] )
f igure ; plot (FcutN ,NMSE ER, ’ L i n e W i d t h ’ , 2 )
grid on ;
t i t l e ( ’ N M S E as a f u n c t i o n of s u p l y m o d u l a t o r b a n d w i d t h ’ )
xlabel ( ’ N o r m a l i z e d E n v e l o p e B a n d w i d t h ’ )
ylabel ( ’ N M S E ( dB ) ’ )
axis ( [ 0 . 8 80 −50 −10])
f igure ; plot ( fCut ,NMSE ER, ’ + ’ , ’ L i n e W i d t h ’ , 2 )
A.4.2 Script’s desenvolvidos para o Slew Rate
%Scr ip do Ampl i f i cador de RF com modelac¸a˜o de amplitude
close a l l ;
clear a l l ;
load ( ’ ./ C D M A F W _ V S G . mat ’ ) ;
Tamos= time ( 2 : end)−time ( 1 : end−1);
famos = 1/Tamos ( 1 ) ;
Tmax=Tamos(1)∗ length ( time ) ;
Df = 1/Tmax;
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f r e q = −famos /2 : Df : famos/2−Df ;
CDMAFW I=CDMAFW I( 1 : length ( time ) ) ;
CDMAFWQ=CDMAFWQ(1 : length ( time ) ) ;
%SR=[45 ]∗10ˆ6 ;
SR=l inspace (30 ,80 ,25)∗10ˆ6 ;
%fCut=logspace (1 .25∗10ˆ6 , 250∗10ˆ6 ,100) ;
ACPR=zeros (0 , length (SR ) ) ;
NMSE ER=zeros (0 , length (SR ) ) ;
for i =1: length (SR) ;
[Ap,Ph]=IQ2AP(CDMAFW I,CDMAFWQ) ;
Ap=30∗Ap/max(Ap ) ;
Ap F=s l ewra t e (Ap,SR( i )∗Tamos ( 1 ) ) ;
plot ( time , Ap F , ’ + ’ , time , Ap ) ;
[ I ,Q]=AP2IQ(Ap F ,Ph ) ;
f igure
plot ( f req ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( (CDMAFW I∗ j+CDMAFWQ) .∗ hanning ( length (CDMAFW I) ) . ’ ) ) ) ) . ˆ 2
hold on
xx t = CDMAFW I∗ j+CDMAFWQ;
f f t s i g n a l=abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) . ˆ 2 / 2 / 5 0 ;
plot ( f req ,30+10∗ log10 ( f f t s i g n a l ) , ’ - r ’ )
hold o f f
ACPR( i )=10∗ log10 (sum( f f t s i g n a l (47876 :49126) )/sum( f f t s i g n a l ( 4 9219 : 5 0469 ) ) ) ;
%nmse data
IN I = CDMAFW I;
IN Q = CDMAFWQ;
IN = IN I + j ∗IN Q ;
OUT I = I ;
OUT Q = Q;
OUT = OUT I + j ∗OUT Q;
time = time ;
% NMSE Calcu la t i on
NMSE ER( i ) = NMSE funct (OUT, IN ) ;
end
figure ; plot (SR./ (10ˆ6 ) ,ACPR, ’ L i n e W i d t h ’ , 2 )
grid on ;
t i t l e ( ’ A C P R as a f u n c t i o n of SR ’ )
xlabel ( ’ SR ( V / us ) ’ )
ylabel ( ’ A C P R ( dB ) ’ )
axis ( [ 3 0 75 25 85 ] )
f igure ; plot (SR./ (10ˆ6 ) ,NMSE ER, ’ L i n e W i d t h ’ , 2 )
grid on ;
t i t l e ( ’ N M S E as a f u n c t i o n of SR ’ )
xlabel ( ’ SR ( V / us ) ’ )
ylabel ( ’ N M S E ( dB ) ’ )
axis ( [ 3 0 75 −45 −15])
f igure
plot ( time ,Ap, ’ - ’ , time , Ap F , ’ - - ’ , ’ L i n e W i d t h ’ , 1 . 5 ) ;
axis ([2.85∗10ˆ−4 2.89∗10ˆ−4 0 30 ] )
grid on ;
t i t l e ( ’ I n p u t and o u t p u t time - d o m a i n s a m p l e s of a s u p p l y m o d u l a t e d v o l t a g e ’ )
xlabel ( ’ T i m e ( s ) ’ )
ylabel ( ’ V o l t a g e ( V ) ’ )
legend ( ’ I n p u t ’ , ’ O u t p u t ’ )
Func¸a˜o Slew Rate
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function y=Slewrate (x , SL)
y=zeros (1 , length ( x ) ) ;
for i =2: length ( x )
e r ro=x( i )−y ( i −1);
i f abs ( y ( i−1)−x ( i ))>SL
y( i )=y( i−1)+sign ( e r ro )∗SL ;
else y ( i )=x( i ) ;
end
end
A.4.3 Script’s desenvolvidos para o factor de qualidade do filtro
%Scr ip do Ampl i f i cador de RF com modelac¸a˜o de amplitude
close a l l ;
clear a l l ;
load ( ’ ./ C D M A F W _ V S G . mat ’ ) ;
Tamos= time ( 2 : end)−time ( 1 : end−1);
famos = 1/Tamos ( 1 ) ;
Tmax=Tamos(1)∗ length ( time ) ;
Df = 1/Tmax;
f r e q = −famos /2 : Df : famos/2−Df ;
CDMAFW I=CDMAFW I( 1 : length ( time ) ) ;
CDMAFWQ=CDMAFWQ(1 : length ( time ) ) ;
[Ap,Ph]=IQ2AP(CDMAFW I,CDMAFWQ) ;
%f i g u r a do e spec t ro da envolvente
plot ( f req ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( (Ap) .∗ hanning ( length (CDMAFW I) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ - d ’ , f r e q ,30+10∗ l
axis ([−1∗10ˆ7 1∗10ˆ7 −100 50 ] )
grid on ;
t i t l e ( ’ C o m p l e x e n v e l o p e and a m p l i t u d e e n v e l o p e s p e c t r a ’ )
xlabel ( ’ F r e q u e n c y ( Hz ) ’ )
ylabel ( ’ P o w e r S p e c t r a l d e n s i t y ( dBm / Hz ) ’ )
legend ( ’ A m p l i t u d e ’ , ’ C o m p l e x e n v e l o p e ’ )
f igure
plot ( time ,Ap, ’ L i n e W i d t h ’ , 2 ) ;
axis ([2.50∗10ˆ−4 2.70∗10ˆ−4 0 140 ] )
grid on ;
t i t l e ( ’ time - d o m a i n a m p l i t u d e e n v e l o p e of a C D M A 2 0 0 0 s i g n a l ’ )
xlabel ( ’ T i m e ( s ) ’ )
ylabel ( ’ V o l t a g e ( V ) ’ )
legend ( ’ A m p l i t u d e ’ )
QLC=l inspace ( 0 . 4 , 4 , 2 0 ) ;
fCut= 6 .5∗10ˆ6 ;
ACPR=zeros (0 , length (QLC) ) ;
NMSE ER=zeros (0 , length (QLC) ) ;
ACPR2=zeros (0 , length (QLC) ) ;
for i =1: length (QLC) ;
[Ap,Ph]=IQ2AP(CDMAFW I,CDMAFWQ) ;
s = tF ( ’ s ’ ) ;
f c=fCut ;
LC=(1/(2∗pi∗ f c ) ) ˆ 2 ;
Rload=30;
%Q=1.4;
L=Rload /(2∗pi∗ f c ∗QLC( i ) ) ;
H=1/(1+(L/Rload )∗ s+LC∗ s ˆ 2 ) ;
C=LC/L ;
Ap f=ls im (H, Ap , time ) ;
plot ( time , Ap f , time , Ap ) ;
[ I ,Q]=AP2IQ(Ap f ’ ,Ph ) ;
temp=zeros ( 1 , 1 0 ) ;
temp2=zeros ( 1 , 1 0 ) ;
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temp3=zeros ( 1 , 1 0 ) ;
for delay=1:10
CDMAFW I FFT = c i r c s h i f t (CDMAFW I’ , de lay ) ’ ;
CDMAFWQFFT = c i r c s h i f t (CDMAFWQ’ , de lay ) ’ ;
I FFT=c i r c s h i f t ( I ’ , de lay ) ’ ;
Q FFT=c i r c s h i f t (Q’ , de lay ) ’ ;
%p lo t ( f req ,30+10∗ l og10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( (CDMAFW I FFT∗ j+CDMAFWQFFT) .∗ hanning ( l ength (CDMAFW I) )
%hold on
f f t s i g n a l=abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I FFT∗ j+Q FFT) .∗ hanning ( length ( I FFT ) ) . ’ ) ) ) . ˆ 2 / 2 / 5 0 ;
%p lo t ( f req ,30+10∗ l og10 ( f f t s i g n a l ) , ’− r ’ )
%hold o f f
temp2 ( delay )=10∗ log10 (sum( f f t s i g n a l (47876 :49126) )/sum( f f t s i g n a l ( 4 9219 : 5 0469 ) ) ) ;%ACPR;
temp3 ( delay)=ACPRCALC( time , [ I FFT∗ j+Q FFT] , 1 . 288∗10ˆ6 , 1 . 36∗10ˆ6 , 1 . 2∗10ˆ6 ) ;
%f i g u r e ; p l o t ( I ∗ j+Q)
%nmse data
IN I = CDMAFW I( 1 : end−(delay −1));
IN Q = CDMAFWQ(1 : end−(delay −1));
IN = IN I + j ∗IN Q ;
OUT I = I ( de lay : end ) ;
OUT Q = Q( delay : end ) ;
OUT = OUT I + j ∗OUT Q;
time = time ;
% NMSE Calcu la t i on
temp( delay ) = NMSE funct (OUT, IN ) ;
end
find ( temp==min( temp ) )
NMSE ER( i )=min( temp)
ACPR( i )=temp2 ( find ( temp==min( temp ) ) )
ACPR2( i )=temp3 ( find ( temp==min( temp ) ) )
end
FcutN=fCut . / (1 . 25∗10ˆ6 )
f igure ; plot (QLC,ACPR, ’ L i n e W i d t h ’ , 2 )
grid on ;
t i t l e ( ’ A C P R as a f u n c t i o n of F i l t e r Q ’ )
xlabel ( ’ F i l t e r Q ’ )
ylabel ( ’ A C P R ( dB ) ’ )
f igure ; plot (QLC,NMSE ER, ’ L i n e W i d t h ’ , 2 )
grid on ;
t i t l e ( ’ N M S E as a f u n c t i o n of F i l t e r Q ’ )
xlabel ( ’ F i l t e r Q ’ )
ylabel ( ’ N M S E ( dB ) ’ )
A.4.4 Script’s desenvolvidos para o factor de qualidade do filtro com
compensac¸a˜o do atraso
%Scr ip do Ampl i f i cador de RF com modelac¸a˜o de amplitude
close a l l ;
clear a l l ;
load ( ’ ./ C D M A F W _ V S G . mat ’ ) ;
Tamos= time ( 2 : end)−time ( 1 : end−1);
famos = 1/Tamos ( 1 ) ;
Tmax=Tamos(1)∗ length ( time ) ;
Df = 1/Tmax;
f r e q = −famos /2 : Df : famos/2−Df ;
CDMAFW I=CDMAFW I( 1 : length ( time ) ) ;
CDMAFWQ=CDMAFWQ(1 : length ( time ) ) ;
[Ap,Ph]=IQ2AP(CDMAFW I,CDMAFWQ) ;
%f i g u r a do e spec t ro da envolvente
plot ( f req ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( (Ap) .∗ hanning ( length (CDMAFW I) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ - d ’ , f r e q
axis ([−1∗10ˆ7 1∗10ˆ7 −100 50 ] )
grid on ;
t i t l e ( ’ C o m p l e x e n v e l o p e and a m p l i t u d e e n v e l o p e s p e c t r a ’ )
xlabel ( ’ F r e q u e n c y ( Hz ) ’ )
ylabel ( ’ P o w e r S p e c t r a l d e n s i t y ( dBm / Hz ) ’ )
legend ( ’ A m p l i t u d e ’ , ’ C o m p l e x e n v e l o p e ’ )
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f igure
plot ( time ,Ap, ’ L i n e W i d t h ’ , 2 ) ;
axis ([2.50∗10ˆ−4 2.70∗10ˆ−4 0 140 ] )
grid on ;
t i t l e ( ’ time - d o m a i n a m p l i t u d e e n v e l o p e of a C D M A 2 0 0 0 s i g n a l ’ )
xlabel ( ’ T i m e ( s ) ’ )
ylabel ( ’ V o l t a g e ( V ) ’ )
legend ( ’ A m p l i t u d e ’ )
QLC=l inspace ( 0 . 1 ,3 ,50) ;
fCut= 6 .5∗10ˆ6 ;
ACPR=zeros (0 , length (QLC) ) ;
NMSE ER=zeros (0 , length (QLC) ) ;
p e ak c o r r e l a t i o=zeros (0 , length (QLC) ) ;
for i =1: length (QLC) ;
[Ap,Ph]=IQ2AP(CDMAFW I,CDMAFWQ) ;
s = tF ( ’ s ’ ) ;
f c=fCut ;
LC=(1/(2∗pi∗ f c ) ) ˆ 2 ;
Rload=30;
%Q=1.4;
L=Rload /(2∗pi∗ f c ∗QLC( i ) ) ;
H=1/(1+(L/Rload )∗ s+LC∗ s ˆ 2 ) ;
C=LC/L ;
Ap f=ls im (H, Ap , time ) ;
plot ( time , Ap f , time , Ap ) ;
temp=zeros ( 1 , 1 0 ) ;
temp2=zeros ( 1 , 1 0 ) ;
%ca l c u l o do at ra so
[ a , de lay ]= max( xcorr (Ap, Ap f ’ ) ) ;
de lay=abs ( length ( Ap f)−delay )
Ph Atraso=c i r c s h i f t (Ph ’ , de lay ) . ’ ; %Compensac¸a˜o do at ra so na f a s e
[ I Atraso , Q Atraso ]=AP2IQ(Ap f ’ , Ph Atraso ) ;
[ I ,Q]=AP2IQ(Ap f ’ ,Ph ) ;
%CDMAFW I FFT = c i r c s h i f t (CDMAFW I’ , de lay ) ’ ;
%CDMAFWQFFT = c i r c s h i f t (CDMAFWQ’ , de lay ) ’ ;
f igure
plot ( f req ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I Atraso ∗ j+Q Atraso ) .∗ hanning ( length ( I Atraso ) ) . ’ ) ) ) ) . ˆ 2
%hold on
f igure
f f t s i g n a l=abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) . ˆ 2 / 2 / 5 0 ;
%p lo t ( f req ,30+10∗ l og10 ( f f t s i g n a l ) , ’− r ’ )
%hold o f f
10∗ log10 (sum( f f t s i g n a l (47876 :49126) )/sum( f f t s i g n a l (49219 :50469) ) )%ACPR;
%f i g u r e ; p l o t ( I ∗ j+Q)
%nmse data
f f t s i g n a l=abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I Atraso ∗ j+Q Atraso ) .∗ hanning ( length ( I ) ) . ’ ) ) ) . ˆ 2 / 2 / 5 0 ;
%p lo t ( f req ,30+10∗ l og10 ( f f t s i g n a l ) , ’− r ’ )
%hold o f f
ACPR( i )= 10∗ log10 (sum( f f t s i g n a l (47876 :49126) )/sum( f f t s i g n a l ( 4 9219 : 5 0469 ) ) ) ;%ACPR;
%f i g u r e ; p l o t ( I ∗ j+Q)
%nmse data
[ a , de lay ]= max( xcorr (CDMAFW I, I ) . /max( xcorr ( I , I ) ) ) ;
de lay=abs ( length ( I )−delay )
p e ak c o r r e l a t i o ( i )=a
IN I = CDMAFW I( 1 : end−(delay −1));
IN Q = CDMAFWQ(1 : end−(delay −1));
IN = IN I + j ∗IN Q ;
OUT I = I ( de lay : end ) ;
OUT Q = Q( delay : end ) ;
OUT = OUT I + j ∗OUT Q;
time = time ;
% NMSE Calcu la t i on
NMSE funct (OUT, IN)
IN I = CDMAFW I( 1 : end−(delay −1));
IN Q = CDMAFWQ(1 : end−(delay −1));
IN = IN I + j ∗IN Q ;
OUT I = I Atraso ( de lay : end ) ;
81
82 APEˆNDICE A A.5
OUT Q = Q Atraso ( de lay : end ) ;
OUT = OUT I + j ∗OUT Q;
time = time ;
% NMSE Calcu la t i on
NMSE ER( i )= NMSE funct (OUT, IN ) ;
end
FcutN=fCut . / (1 . 25∗10ˆ6 )
f igure ; plot (QLC,ACPR, ’ L i n e W i d t h ’ , 2 )
grid on ;
t i t l e ( ’ A C P R as a f u n c t i o n of F i l t e r Q ’ )
xlabel ( ’ F i l t e r Q ’ )
ylabel ( ’ A C P R ( dB ) ’ )
f igure ; plot (QLC,NMSE ER, ’ L i n e W i d t h ’ , 2 )
grid on ;
t i t l e ( ’ N M S E as a f u n c t i o n of F i l t e r Q ’ )
xlabel ( ’ F i l t e r Q ’ )
ylabel ( ’ N M S E ( dB ) ’ )
A.5 Script’s desenvolvidos para o cap´ıtulo 4
A.5.1 Script’s desenvolvidos para o Modulador que usa PWM
%Scr ip do Ampl i f i cador de RF com modelac¸a˜o de amplitude
close a l l ;
clear a l l ;
load ( ’ ./ C D M A F W _ V S G . mat ’ ) ;
time=time−time ( 1 ) ;
Tamos= time ( 2 : end)−time ( 1 : end−1);
time=time+Tamos ( 1 ) ;
famos = 1/Tamos ( 1 ) ;
Tmax=time (end ) ;
f s = 1∗10ˆ9;Ts=1/ f s ;
T = Tmax;
[F ,R]=rat (Tamos(1)/Ts ) ; % resample ra t e
Df = 1/T;
Dfmax=1/time (end ) ;
t=Ts : Ts :Tmax;
f r e q = − f s /2 : Df : f s /2−Df ;
f2=−famos /2 : Df : famos/2−Df ;
CDMAFW I=CDMAFW I( 1 : ( length ( time ) ) ) ;
CDMAFWQ=CDMAFWQ(1 : length ( time ) ) ;
CDMAFW I A=resample (CDMAFW I,F ,R) ;
CDMAFWQA=resample (CDMAFWQ,F,R) ;
CDMAFW I A=CDMAFW I A( 1 : ( length ( t ) ) ) ; %Tmax nao s e r o t o t a l
CDMAFWQA=CDMAFWQA(1 : length ( t ) ) ;
% p lo t ( f req ,10∗ l og10 ( abs (1/ length ( t )∗ f f t s h i f t ( f f t ( (CDMAFW I A∗ j+CDMAFWQA) .∗ hanning ( l ength (CDMAFW I A) ) . ’ ) ) ) )+3
[Ap,Ph]=IQ2AP(CDMAFW I A,CDMAFWQA) ;
%%Ampl i f i cador de Amplitude ;
ganho=30/max(Ap ) ;
Ap=30.∗Ap./max(Ap ) ;
%%F i l t r o
QLC=1;
f c =5∗10ˆ6;
s=t f ( ’ s ’ ) ;
LC=(1/(2∗pi∗ f c ) ) ˆ 2 ;
Rload=30;
L=Rload /(2∗pi∗ f c ∗QLC) ;
H=1/(1+(L/Rload )∗ s+LC∗ s ˆ 2 ) ;
C=LC/L ;
%%%PWM real imentado−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
X w = 2/ length ( t )∗ f f t s h i f t ( f f t (Ap))+5e−15;
Tt = 1/40 e6 ; %f r equenc i a de sample da t r i a n gu l a r
t r i a n g l e t = abs (mod(2∗pi/Tt∗t ,2∗ pi)−pi )/pi ;
t r i a n g l e t = 30∗( t r i a n g l e t /max( t r i a n g l e t ) ) ;
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%f i g u r e (3 ) , p l o t ( t , t r i a n g l e t , ’−+ ’) , ax i s ( [ 0 T −1 3 0 ] ) ;
Tr iangle w = 2/ length ( t )∗ f f t s h i f t ( f f t ( t r i a n g l e t ))+5e−15;
%f i g u r e (4 ) , p l o t ( f req ,20∗ l og10 ( abs ( Triangle w ) ) ) ;
PWMAp = (30/2)∗ ( sign (Ap−t r i a n g l e t )+1);
%f i g u r e (5 ) , p l o t ( t ,PWMAp, t ,Ap, ’ r ’ ) , ax i s ( [ 0 T −1 30 ] )
PWMApW = 2/ length ( t )∗ f f t s h i f t ( f f t (PWMAp))+5e−15;
f igure ( 6 ) , plot ( f req ,20∗ log10 (abs (PWMApW)) , ’ - db ’ , f r eq ,20∗ log10 (abs (X w) ) , ’ -^ g ’ , f r eq ,20∗ log10 (abs ( Triangle w ) ) , ’ - > k ’ ) ;
axis ([−6∗10ˆ7 6∗10ˆ7 −100 50 ] )
grid on ;
t i t l e ( ’ E s p e c t r o da C o d i f i c a c¸ ~a o com o PWM ’ )
xlabel ( ’ F r e q u e n c i a ( Hz ) ’ )
ylabel ( ’ D e n s i d a d e e s p e c t r a l de p o t e n c i a ( dBm / Hz ) ’ )
legend ( ’ C o d i f i c a c¸ ~a o com PWM ’ , ’ E s p e c t r o I n i c i a l ’ , ’ E s p e c t r o da t r i a n g u l a r ’ )
f igure ;
PWM f Ap=ls im (H,PWMAp, t ) ;
fcomutacaomed=t r an s i c o e s (PWMAp)/(2∗T)
[ a , de lay ]= max( xcorr (Ap,PWM f Ap ’ ) ) ; %
delay=abs ( length (Ap)−delay )%+1
Ph Atraso=c i r c s h i f t (Ph ’ , de lay ) . ’ ;
PWM f Ap=30.∗PWM f Ap./max(PWM f Ap ) ;
[ I ,Q]=AP2IQ(PWM f Ap ’ , Ph Atraso ) ;
% CDMAFW I A=resample (CDMAFW I A,R,F ) ;
% CDMAFWQA=resample (CDMAFWQA,R,F ) ;
% I=resample ( I ,R,F ) ;




% save ( ’ . /PWMFB.mat ’ , ’CDMAFW I A’ , ’CDMAFWQA’ , ’ t ’ , ’ I ’ , ’Q’ ) ;
%
[ a , de lay ]= max( xcorr (CDMAFW I A, I ) . /max( xcorr ( I , I ) ) ) ; %
delay=abs ( length ( I )−delay )+1
IN I = CDMAFW I A(1 : end−(delay −1));
IN Q = CDMAFWQA(1 : end−(delay −1));
IN = IN I + j ∗IN Q ;
OUT I = I ( de lay : end ) ;
OUT Q = Q( delay : end ) ;
OUT = OUT I + j ∗OUT Q;
I=resample ( I ,R,F ) ;
Q=resample (Q,R,F ) ;
% NMSE Calcu la t i on
NMSE ER = NMSE funct (OUT, IN)
ACPR=ACPRCALC( time , [ I ∗ j+Q] ,1 .23∗10ˆ6 ,885∗10ˆ3 ,30∗10ˆ3)%u t i l i z e i as normas
plot ( f2 ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ ^ g ’ )
ACPR=ACPRCALC( time , [ I ∗ j+Q] , 1 . 23∗10ˆ6 ,1 . 5∗10ˆ6 ,1 . 23∗10ˆ3)%u t i l i z e i as normas
SevPWM=30+10∗log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) ;
f PWM=f2 ;
plot ( f2 ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ * y ’ )
save ( ’ ./ PWM . mat ’ , ’ f _ P W M ’ , ’ S e v P W M ’ ) ;
A.5.2 Script’s desenvolvidos para o Modulador que usa PWM com
feedback
%Scr ip do Ampl i f i cador de RF com modelac¸a˜o de amplitude
%Modulador de Amplitude u t i l i z a PWM
close a l l ;
clear a l l ;
load ( ’ ./ C D M A F W _ V S G . mat ’ ) ;
time=time−time ( 1 ) ;
Tamos= time ( 2 : end)−time ( 1 : end−1);
time=time+Tamos ( 1 ) ;
famos = 1/Tamos ( 1 ) ;
Tmax=time (end ) ;
f s = 0 .4∗10ˆ9 ;Ts=1/ f s ;
T = Tmax;
[F ,R]=rat (Tamos(1)/Ts ) ;
Df = 1/T;
Dfmax=1/time (end ) ;
t=Ts : Ts :Tmax;
f r e q = − f s /2 : Df : f s /2−Df ;
f2=−famos /2 : Df : famos/2−Df ;
83
84 APEˆNDICE A A.5
CDMAFW I=CDMAFW I( 1 : ( length ( time ) ) ) ;
CDMAFWQ=CDMAFWQ(1 : length ( time ) ) ;
CDMAFW I A=resample (CDMAFW I,F ,R) ;
CDMAFWQA=resample (CDMAFWQ,F,R) ;
CDMAFW I A=CDMAFW I A( 1 : ( length ( t ) ) ) ; %Tmax nao s e r o t o t a l
CDMAFWQA=CDMAFWQA(1 : length ( t ) ) ;
% p lo t ( f req ,10∗ l og10 ( abs (1/ length ( t )∗ f f t s h i f t ( f f t ( (CDMAFW I A∗ j+CDMAFWQA) .∗ hanning ( l ength (CDMAFW I A) ) . ’ ) ) ) )+3
[Ap,Ph]=IQ2AP(CDMAFW I A,CDMAFWQA) ;
%%Ampl i f i cador de Amplitude ;
ganho=30/max(Ap ) ;
Ap=(30.∗Ap) . /max(Ap ) ;
X w = 2/ length ( t )∗ f f t s h i f t ( f f t (Ap))+5e−15;
grid on
%%F i l t r o
QLC=1;
f c =5∗10ˆ6;
s=t f ( ’ s ’ ) ;
LC=(1/(2∗pi∗ f c ) ) ˆ 2 ;
Rload=30;
L=Rload /(2∗pi∗ f c ∗QLC) ;
H=1/(1+(L/Rload )∗ s+LC∗ s ˆ 2 ) ;
C=LC/L ;
%%%PWM real imentado−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
xd t2=zeros (1 , length ( t ) ) ;
xsd t2 = zeros (1 , length ( t ) ) ;
codesd x t2 = zeros (1 , length ( t ) ) ;
Tt = 1/40 e6 ; %f r equenc i a de sample da t r i a n gu l a r
t r i a n g l e t = abs (mod(2∗pi/Tt∗t ,2∗ pi)−pi )/pi ;
t r i a n g l e t = 30∗( t r i a n g l e t /max( t r i a n g l e t ) ) ;
%f i g u r e (3 ) , p l o t ( t , t r i a n g l e t , ’−+ ’) , ax i s ( [ 0 T −1 3 0 ] ) ;
Tr iangle w = 2/ length ( t )∗ f f t s h i f t ( f f t ( t r i a n g l e t ))+5e−15;
%f i g u r e (4 ) , p l o t ( f req ,20∗ l og10 ( abs ( Triangle w ) ) ) ;
for i =2 :1 : ( length ( t ) )
xd t2 ( i ) = Ap( i )−codesd x t2 ( i −1);
xsd t2 ( i ) = xsd t2 ( i−1)+xd t2 ( i −1);
codesd x t2 ( i ) = (30/2)∗ ( sign ( xsd t2 ( i )− t r i a n g l e t ( i ) )+1) ;
end
c od e s d x t f=ls im (H, codesd x t2 , t ) ;
codet X w = 2/ length ( t )∗ f f t s h i f t ( f f t ( codesd x t2 ))+5e−15;
f igure ( 9 ) , plot ( f req ,20∗ log10 (abs ( codet X w ) ) , ’ - db ’ , f r eq ,20∗ log10 (abs (X w) ) , ’ -^ g ’ ) ;
axis ([−9∗10ˆ7 9∗10ˆ7 −100 50 ] )
grid on ;
t i t l e ( ’ E s p e c t r o da C o d i f i c a c¸ ~a o com o PWM com F e e d B a c k ’ )
xlabel ( ’ F r e q u e^ n c i a ( Hz ) ’ )
ylabel ( ’ D e n s i d a d e e s p e c t r a l de p o t e^ n c i a ( dBm / Hz ) ’ )
legend ( ’ C o d i f i c a c¸ ~a o do PWM com F e e d B a c k ’ , ’ E s p e c t r o I n i c i a l ’ )
f igure ;
f igure ;
fcomutacaomed=t r an s i c o e s ( codesd x t2 )/(2∗T)
[ a , de lay ]= max( xcorr (Ap, c ode sd x t f ’ ) ) ; %
delay=abs ( length (Ap)−delay )%+1
Ph Atraso=c i r c s h i f t (Ph ’ , de lay ) . ’ ;
%
[ I ,Q]=AP2IQ( code sd x t f ’ , Ph Atraso ) ;
% CDMAFW I A=resample (CDMAFW I A,R,F ) ;
% CDMAFWQA=resample (CDMAFWQA,R,F ) ;
% I=resample ( I ,R,F ) ;




% save ( ’ . /PWMFB.mat ’ , ’CDMAFW I A’ , ’CDMAFWQA’ , ’ t ’ , ’ I ’ , ’Q’ ) ;
[ a , de lay ]= max( xcorr (CDMAFW I A, I ) . /max( xcorr ( I , I ) ) ) ; %
delay=abs ( length ( I )−delay )+1
IN I = CDMAFW I A(1 : end−(delay −1));
IN Q = CDMAFWQA(1 : end−(delay −1));
IN = IN I + j ∗IN Q ;
OUT I = I ( de lay : end ) ;
OUT Q = Q( delay : end ) ;
OUT = OUT I + j ∗OUT Q;
I=resample ( I ,R,F ) ;
Q=resample (Q,R,F ) ;
% NMSE Calcu la t i on
NMSE ER = NMSE funct (OUT, IN)
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ACPR=ACPRCALC( time , [ I ∗ j+Q] ,1 .23∗10ˆ6 ,885∗10ˆ3 ,30∗10ˆ3)%u t i l i z e i as normas
plot ( f2 ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ DK ’ )
SevPWMF=30+10∗log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) ;
f PWMF=f2 ;
plot ( f2 ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ * y ’ )
save ( ’ ./ P W M _ F B . mat ’ , ’ f _ P W M F ’ , ’ S e v P W M F ’ ) ;
ACPR=ACPRCALC( time , [ I ∗ j+Q] , 1 . 23∗10ˆ6 ,1 . 5∗10ˆ6 ,1 . 23∗10ˆ3)%u t i l i z e i as normas
A.5.3 Script’s desenvolvidos para o Modulador que usa Sigma Delta
%Scr ip do Ampl i f i cador de RF com modelac¸a˜o de amplitude
close a l l ;
clear a l l ;
load ( ’ ./ C D M A F W _ V S G . mat ’ ) ;
time=time−time ( 1 ) ;
Tamos= time ( 2 : end)−time ( 1 : end−1);
time=time+Tamos ( 1 ) ;
famos = 1/Tamos ( 1 ) ;
Tmax=time (end ) ;
f s = 0 .3∗10ˆ9 ;Ts=1/ f s ;
T = Tmax;
[F ,R]=rat (Tamos(1)/Ts ) ;
Df = 1/T;
Dfmax=1/time (end ) ;
t=Ts : Ts :Tmax;
f r e q = − f s /2 : Df : f s /2−Df ;
f2=−famos /2 : Df : famos/2−Df ;
CDMAFW I=CDMAFW I( 1 : ( length ( time ) ) ) ;
CDMAFWQ=CDMAFWQ(1 : length ( time ) ) ;
CDMAFW I A=resample (CDMAFW I,F ,R) ;
CDMAFWQA=resample (CDMAFWQ,F,R) ;
CDMAFW I A=CDMAFW I A( 1 : ( length ( t ) ) ) ; %Tmax nao s e r o t o t a l
CDMAFWQA=CDMAFWQA(1 : length ( t ) ) ;
% p lo t ( f req ,10∗ l og10 ( abs (1/ length ( t )∗ f f t s h i f t ( f f t ( (CDMAFW I A∗ j+CDMAFWQA) .∗ hanning ( l ength (CDMAFW I A) ) . ’ ) ) ) )+30 , ’ g ’ )
[Ap,Ph]=IQ2AP(CDMAFW I A,CDMAFWQA) ;
%%Ampl i f i cador de Amplitude ;
ganho=30/max(Ap ) ;
Ap=30.∗Ap./max(Ap ) ;
X w = 2/ length ( t )∗ f f t s h i f t ( f f t (Ap))+5e−15;
grid on
%%F i l t r o
QLC=1;
f c =5∗10ˆ6;
s=t f ( ’ s ’ ) ;
LC=(1/(2∗pi∗ f c ) ) ˆ 2 ;
Rload=30;
L=Rload /(2∗pi∗ f c ∗QLC) ;
H=1/(1+(L/Rload )∗ s+LC∗ s ˆ 2 ) ;
C=LC/L ;
%%%PWM real imentado−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
xsd t = zeros (1 , length ( t ) ) ;
code sd x t = zeros (1 , length ( t ) ) ;
xd t=zeros (1 , length ( t ) ) ;
for i =2:1: length ( t )
xd t ( i ) = Ap( i )− code sd x t ( i −1);
x sd t ( i ) = xsd t ( i−1)+xd t ( i −1);
code sd x t ( i ) = (30/2)∗ ( sign ( xsd t ( i )−5)+1);
end
figure (11 ) , plot ( t , codesd x t , t ,Ap, ’ r ’ ) , axis ( [ 0 1e−4 −0.1 30 ] )
codesd X w = 2/ length ( t )∗ f f t s h i f t ( f f t ( code sd x t ))+5e−15;
c o d e s d x t f=ls im (H, codesd x t , t ) ;
plot ( t , c ode sd x t f , t ,Ap, ’ r ’ ) , axis ( [ 0 1e−4 −0.1 30 ] )
%f i g u r e (8 ) , p l o t ( t , c od e sd x t f , t ,Ap, ’ r ’ ) , ax i s ( [ 0 T −1 30 ] )
codet X w = 2/ length ( t )∗ f f t s h i f t ( f f t ( code sd x t ))+5e−15;
f igure ( 9 ) , plot ( f req ,20∗ log10 (abs ( codet X w ) ) , ’ - db ’ , f r eq ,20∗ log10 (abs (X w) ) , ’ -^ g ’ ) ;
axis ([−9∗10ˆ7 9∗10ˆ7 −100 50 ] )
grid on ;
t i t l e ( ’ E s p e c t r o da C o d i f i c a c¸ ~a o do S i g m a D e l t a ’ )
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xlabel ( ’ F r e q u e^ n c i a ( Hz ) ’ )
ylabel ( ’ D e n s i d a d e e s p e c t r a l de p o t e^ n c i a ( dBm / Hz ) ’ )
legend ( ’ C o d i f i c a c¸ ~a o do S i g m a D e l t a ’ , ’ E s p e c t r o I n i c i a l ’ )
f igure ;
fcomutacaomed=t r an s i c o e s ( code sd x t )/(2∗T)
c od e s d x t f =30.∗ c od e s d x t f . /max( c o d e s d x t f ) ;
[ a , de lay ]= max( xcorr (Ap, c ode sd x t f ’ ) ) ; %
delay=abs ( length (Ap)−delay )%+1
Ph Atraso=c i r c s h i f t (Ph ’ , de lay ) . ’ ;
[ I ,Q]=AP2IQ( code sd x t f ’ , Ph Atraso ) ;
% CDMAFW I A=resample (CDMAFW I A,R,F ) ;
% CDMAFWQA=resample (CDMAFWQA,R,F ) ;
% I=resample ( I ,R,F ) ;
% Q=resample (Q,R,F ) ;
%normal iza c¸ a˜o
% save ( ’ . /PWMFB.mat ’ , ’CDMAFW I A’ , ’CDMAFWQA’ , ’ t ’ , ’ I ’ , ’Q’ ) ;
[ a , de lay ]= max( xcorr (CDMAFW I A, I ) . /max( xcorr ( I , I ) ) ) ; %
delay=abs ( length ( I )−delay )+1
IN I = CDMAFW I A(1 : end−(delay −1));
IN Q = CDMAFWQA(1 : end−(delay −1));
IN = IN I + j ∗IN Q ;
OUT I = I ( de lay : end ) ;
OUT Q = Q( delay : end ) ;
OUT = OUT I + j ∗OUT Q;
I=resample ( I ,R,F ) ;
Q=resample (Q,R,F ) ;
% NMSE Calcu la t i on
NMSE ER = NMSE funct (OUT, IN)
ACPR=ACPRCALC( time , [ I ∗ j+Q] ,1 .23∗10ˆ6 ,885∗10ˆ3 ,30∗10ˆ3)%u t i l i z e i as normas
plot ( f2 ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ + r ’ )
ACPR=ACPRCALC( time , [ I ∗ j+Q] , 1 . 23∗10ˆ6 ,1 . 5∗10ˆ6 ,1 . 23∗10ˆ3)%u t i l i z e i as normas
SevSD=30+10∗log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) ;
f SD=f2 ;
plot ( f2 ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ * y ’ )
save ( ’ ./ S_D . mat ’ , ’ f _ S D ’ , ’ S e v S D ’ ) ;
A.5.4 Script’s desenvolvidos para o Modulador que usa um compara-
dor com histerese
%Scr ip do Ampl i f i cador de RF com modelac¸a˜o de amplitude
close a l l ;
clear a l l ;
load ( ’ ./ C D M A F W _ V S G . mat ’ ) ;
time=time−time ( 1 ) ;
Tamos= time ( 2 : end)−time ( 1 : end−1);
time=time+Tamos ( 1 ) ;
famos = 1/Tamos ( 1 ) ;
Tmax=time (end ) ;
f s = 4∗10ˆ9;Ts=1/ f s ;
T = Tmax;
[F ,R]=rat (Tamos(1)/Ts ) ;
Df = 1/T;
Dfmax=1/time (end ) ;
t=Ts : Ts :Tmax;
f r e q = − f s /2 : Df : f s /2−Df ;
f2=−famos /2 : Df : famos/2−Df ;
CDMAFW I=CDMAFW I( 1 : ( length ( time ) ) ) ;
CDMAFWQ=CDMAFWQ(1 : length ( time ) ) ;
CDMAFW I A=resample (CDMAFW I,F ,R) ;
CDMAFWQA=resample (CDMAFWQ,F,R) ;
CDMAFW I A=CDMAFW I A( 1 : ( length ( t ) ) ) ; %Tmax nao s e r o t o t a l
CDMAFWQA=CDMAFWQA(1 : length ( t ) ) ;
% p lo t ( f req ,10∗ l og10 ( abs (1/ length ( t )∗ f f t s h i f t ( f f t ( (CDMAFW I A∗ j+CDMAFWQA) .∗ hanning ( l ength (CDMAFW I A) ) . ’ ) ) ) )+3
[Ap,Ph]=IQ2AP(CDMAFW I A,CDMAFWQA) ;
%%Ampl i f i cador de Amplitude ;
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ganho=30/max(Ap ) ;
Ap=30.∗Ap./max(Ap ) ;
X w = 2/ length ( t )∗ f f t s h i f t ( f f t (Ap))+5e−15;
grid on
%%F i l t r o
QLC=1;
f c =5∗10ˆ6;
s=t f ( ’ s ’ ) ;
LC=(1/(2∗pi∗ f c ) ) ˆ 2 ;
Rload=30;
L=Rload /(2∗pi∗ f c ∗QLC) ;
H=1/(1+(L/Rload )∗ s+LC∗ s ˆ 2 ) ;
C=LC/L ;
s t a t e =0;
H=0.01; %l i n s pa c e (0 .00625 ,0 . 3 , 10 ) ;% jane l a de h i s t e r e s e
CodeH=zeros (1 , length ( t ) ) ;
e r ro=zeros (1 , length ( t ) ) ;
Vi=zeros (1 , length ( t ) ) ;
Vout=zeros (1 , length ( t ) ) ;
Vl=zeros (1 , length ( t ) ) ;
I l=zeros (1 , length ( t ) ) ;
I c=zeros (1 , length ( t ) ) ;
for i =1 :1 : ( length ( t )−1)
e r ro ( i )= (Ap( i )−Vout ( i ) ) ;
s t a t e=comparador h i s t e r e s e ( e r ro ( i ) ,H, s t a t e ) ;
%ganho
Vi ( i )=30∗ s t a t e ;
%f i l t r o
I c ( i )= I l ( i )−Vout ( i )/ Rload ;%( i )
Vl ( i )=Vi ( i )−Vout ( i ) ;
I l ( i+1)= I l ( i )+Ts/L∗Vl ( i ) ;
Vout ( i+1)=Vout ( i )+Ts/C∗ I c ( i ) ;
end
codeH=Vi ;
fcomutacaomed=t r an s i c o e s ( codeH )/(2∗T)
codet X w = 2/ length ( t )∗ f f t s h i f t ( f f t (Vi ))+5e−15;
f igure ( 9 ) , plot ( f req ,20∗ log10 (abs ( codet X w ) ) , ’ - db ’ , f r eq ,20∗ log10 (abs (X w) ) , ’ -^ g ’ ) ;
axis ([−9∗10ˆ7 9∗10ˆ7 −100 50 ] )
grid on ;
t i t l e ( ’ E s p e c t r o da C o d i f i c a c¸ ~a o H i s t e r e s e ’ )
xlabel ( ’ F r e q u e^ n c i a ( Hz ) ’ )
ylabel ( ’ D e n s i d a d e e s p e c t r a l de p o t e^ n c i a ( dBm / Hz ) ’ )
legend ( ’ C o d i f i c a c¸ ~a o H i s t e r e s e ’ , ’ E s p e c t r o I n i c i a l ’ )
f igure ;
[ I ,Q]=AP2IQ(Vout ,Ph ) ;
% CDMAFW I A=resample (CDMAFW I A,R,F ) ;
% CDMAFWQA=resample (CDMAFWQA,R,F ) ;
% I=resample ( I ,R,F ) ;
% Q=resample (Q,R,F ) ;
%
% %normal iza c¸ a˜o
%
%
% save ( ’ . /PWMFB.mat ’ , ’CDMAFW I A’ , ’CDMAFWQA’ , ’ t ’ , ’ I ’ , ’Q’ ) ;
I = resample ( I ,R,F ) ;
Q = resample (Q,R,F ) ;
IN I = CDMAFW I;
IN Q = CDMAFWQ;
IN = IN I + j ∗IN Q ;
OUT I = I ;
OUT Q = Q;
OUT = OUT I + j ∗OUT Q;
% NMSE Calcu la t i on
NMSE ER = NMSE funct (OUT, IN)
ACPR=ACPRCALC( time , [ I ∗ j+Q] ,1 .23∗10ˆ6 ,885∗10ˆ3 ,30∗10ˆ3)%u t i l i z e i as normas
SevHis=30+10∗log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) ;
plot ( f2 ,30+10∗ log10 ( ( abs (1/ length ( time )∗ f f t s h i f t ( f f t ( ( I ∗ j+Q) .∗ hanning ( length ( I ) ) . ’ ) ) ) ) . ˆ 2 / 2 / 5 0 ) , ’ * y ’ )
save ( ’ ./ h i s t e r e s e . mat ’ , ’ f2 ’ , ’ S e v H i s ’ ) ;






AP Amplificador de Poteˆncia de Radio Frequeˆncia
PAPR Peak to average power ratio
EER Envelope Elimination and Restoration
ET Envelope Tracking
SE Seguidor de Envolvente
ACPR Adjacent channel power ratio
EVM Error Vector Magnitude
RBS Radio Base Station
QPSK Quadrature phase-shift keying
WCDMA Wide-Band Code Division Multiple Access
EDGE Enhanced Data-rates for Global Evolution
p/4-DQPSK p/4-Differential Quadrature Phase Shift Keying
3p/8-8PSK 3p/8-8 Phase Shift Keying
GFSK Gaussian Frequency Shift Keying
GMSK Gaussian Minimum Shift Keying
FM Frequency Modulation
GPRS Global Packet Radio Service
GSM Global System for Mobile Communication
HPSK Hybrid Phase Shift Keying
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IS-95B Interim Standard 95B
OFDM Orthogonal Frequency Division Multiplex
OQPSK Offset Quadrature Phase Shift Keying
TETRA Terrestrial Radio Access
UMTS Universal Mobile Telephone Service
1G Primeira Gerac¸a˜o
AMPS Advanced Mobile Phone Service
AM Amplitude Modulation
PM Phase Modulation
SPICE Simulation Program with Integrated Circuit Emphasis
IF Intermediate frequency
MA Modulador de Amplitude
Fsw Frequeˆncia de comutac¸a˜o
LB Largura de Banda
LBN Largura de Banda Normalizada
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