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Abstract With the aim to improve the performance of
feature matching, we present an unsupervised approach
to fuse various local descriptors in the space of homo-
graphies. Inspired by the observation that the homogra-
phies of correct feature correspondences vary smoothly
along the spatial domain, our approach stands on the
unsupervised nature of feature matching, and can se-
lect a good descriptor for matching each feature point.
Specifically, the homography space serves as the com-
mon domain, in which a correspondence obtained by
any descriptor is considered as a point, for integrating
various heterogeneous descriptors. Both geometric co-
herence and spatial continuity among correspondences
are considered via computing their geodesic distances in
the space. In this way, mutual verification across differ-
ent descriptors is allowed, and correct correspondences
will be highlighted with a high degree of consistency
(i.e., short geodesic distances here). It follows that one-
class SVM can be applied to identifying these correct
correspondences, and boosts the performance of fea-
ture matching. The proposed approach is comprehen-
sively compared with the state-of-the-art approaches,
and evaluated on four benchmarks of image matching.
The promising results manifest its effectiveness.
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1 Introduction
Image matching aims to identify common regions across
images. As a key component of image content analysis,
image matching has attracted great attention for sev-
eral years. It is one of the critical stages in widespread
image processing and computer vision applications,
such as panoramic stitching (Szeliski and Shum, 1997),
object recognition (Lowe, 2004), image retrieval (Datta
et al., 2008), and common pattern discovery (Liu and
Yan, 2010).
Coupling interest points with local feature descrip-
tors has been proven to be an effective way of image
matching (Mikolajczyk and Schmid, 2005; Mikolajczyk
et al., 2005). Although the development of powerful de-
scriptors (e.g., Bay et al., 2006; Belongie et al., 2002;
Berg and Malik, 2001; Hauagge and Snavely, 2012;
Lowe, 2004; Tola et al., 2010; Wang et al., 2011) has
gained significant progress, there is in general no a
single descriptor that is sufficient for dealing with all
kinds of variations and deformations in feature match-
ing. Most descriptors are designed on the trade-off be-
tween distinctiveness and invariance. The more distinc-
tive the descriptor is, the higher precision but the lower
recall it may get. On the contrary, descriptors with high
degrees of invariance often result in high recall but low
precision. It implies that the goodness of a descriptor
is usually image-dependent. Without any prior knowl-
edge about images, using only one descriptor becomes
insufficient and unreliable to conquer the wild image
matching problems.
Fig. 1 shows the matching results on two image
pairs, magic cube and car, by using three descrip-
tors, SIFT (Lowe, 2004), raw intensities, and geometric
blur (Berg and Malik, 2001), and our approach, respec-
tively. The strong color coherence presents in the case
of magic cube, so the color-based descriptor, raw in-
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(a) SIFT (e) SIFT
(b) Raw intensities (f) Raw intensities
(c) Geometric blur (g) Geometric blur
(d) Ours (h) Ours
Fig. 1 Feature matching on two image pairs, (a) ∼ (d) magic
cube and (e) ∼ (h) car. The matching results by using three
different descriptors, including SIFT, raw intensities, and ge-
ometric blur, are shown in the first three rows, respectively.
While correct correspondences are drawn in a specific color,
wrong ones are in black. In magic cube, color/intensity infor-
mation is important for matching owing to the high degree of
color coherence. In contrast, shape and gradient features are
more reliable in car. This example indicates that the perfor-
mance of a descriptor varies from image to image. In addition,
the deficiency of using a single descriptor is revealed. Our
approach instead makes use of multiple, complementary de-
scriptors, and can achieve superior matching results, as shown
in (d) and (h).
tensities, gives good results. On the other hand, better
performance is achieved by the shape-based descriptors,
SIFT and geometric blur, in the case of car. However,
none of the three descriptors perform well in both the
two cases. This example points out not only the per-
formance fluctuation of a descriptor among images but
also the deficiency of using a single descriptor.
In view of these issues, we aim at improving the
quality of image matching with the aid of multiple, com-
plementary descriptors. Two challenges arise in this sce-
nario. First, features extracted by different descriptors
are usually of different dimensions and with different
scales of statistics. Even their adopted metrics for sim-
ilarity measure are diverse. How to effectively fuse het-
erogeneous descriptors becomes a challenging problem.
Second, image matching in general is an unsupervised
task. The goodness of descriptors is hard to evaluate
without ground truth. When feature matchings by dif-
ferent descriptors present, how to identify correct ones
from them is another problem. In this paper, we present
an unsupervised approach that can effectively overcome
the two problems, and generate accurate and dense cor-
respondences by leveraging complementary descriptors.
The idea of our approach is illustrated through
Fig. 2. Fig. 2(a) and 2(b) show two input images for
matching. The matching results by three descriptors,
including SIFT, raw intensities, and geometric blur, are
plotted in Fig. 2(c), 2(d), and 2(e), respectively. Wrong
correspondences are drawn in black. Each correct cor-
respondence is displayed with a specific color according
to the common object that it resides in. Despite the va-
rieties, a correspondence by any descriptor can be spec-
ified by its geometric transformation (or homography)
in the same way. It implies that correspondences by all
descriptors can be treated as points in the homography
space, which can then serve as the common domain for
fusing heterogeneous descriptors. We compute the pair-
wise distances among points (correspondences), and
show them in Fig. 2(f) via multi-dimensional scaling
(MDS) (Cox and Cox, 1994), which summarizes high-
dimensional data in a low-dimensional space by taking
the pair-wise distances as input. The circle, square, and
diamond markers denote correspondences obtained by
using SIFT, raw intensities, and geometric blur, respec-
tively. It can be observed in Fig. 2(f) that correct (col-
ored) correspondences on the same object share similar
homographies no matter by which descriptors they are
established. They hence gather together in the homog-
raphy space, while incorrect correspondences distribute
irregularly. This observation suggests that geometric
consistency among correspondences is highly relevant
to their correctness. Moreover, Fig. 2(f) also indicates
that correct correspondences are spatially correlated,
since only correct correspondences within the same ob-
jects are geometrically consistent. The details of the
adopted homography space and the similar measure be-
tween correspondences will be introduced later.
Inspired by the observation in Fig.2, this work car-
ries out feature matching with multiple descriptors,
and can distinguish itself with the following three main
contributions. First, we propose to use the homogra-
phy space as a unified domain, for fusing photometric
and geometric information caught by descriptors, where
correspondences obtained by all descriptors are repre-
sented as points. In this way, the unified representation
of correspondences enables geometric checking across
diverse descriptors. To our knowledge, this is novel in
the field. Second, we present an approach that stands on
the unsupervised nature of image matching. It can de-
termine the correctness of correspondences, and choose
an appropriate descriptor for matching each feature
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(a) (b)
(c) SIFT
(d) Raw intensities
(e) Geometric blur (f)
Fig. 2 (a) & (b) Two input images for feature matching. (c) Matching results by using SIFT. (d) Matching results by using
raw intensities. (e) Matching results by using geometric blur. Each wrong correspondence is drawn in black, while each correct
one is in a specifical color depending on the common object that it resides in. (f) The 2D visualization of correspondences in
the homography space via multi-dimensional scaling (MDS). The circle, square, and diamond markers denote correspondences
obtained by SIFT, raw intensities, and geometric blur, respectively. This figure demonstrates that not only geometric coherence
but also spatial continuity are highly relevant the correctness of correspondences.
point without any training data. Specifically, we esti-
mate the geometric and spatial consistency among cor-
respondences via computing geodesic distances (Tenen-
baum et al., 2000) on a designed graph to smoothly
transfer the carried information in the homography
space. Through this process, correct correspondences
are highlighted with strong coherence with each other.
It follows that one-class SVM (Scho¨lkopf et al., 2001)
can be applied to picking these correct correspondences.
Third, our approach is comprehensively evaluated on
four benchmarks of image matching, and jointly takes
five descriptors into account, including SIFT (Lowe,
2004), LIOP (Wang et al., 2011), DAISY (Tola et al.,
2010), geometric blur (GB) (Berg and Malik, 2001) and
raw intensities (RI). Our approach is compared with
four image matching baselines and four baselines of de-
scriptor fusion. It achieves significantly better results
than those by the best descriptors and baselines in
most cases. We hence term our approach Descriptor
Ensemble in the sense it combines multiple, comple-
mentary descriptors, and improves the performance of
image matching.
The rest of this manuscript is organized as follows.
A review of the related works is given in Section 2.
The problem we address is stated in Section 3. We de-
scribed the adopted homograph space and the used sim-
ilarity measure between correspondences in Section 4.
The proposed approach is specified in Section 5. The
experimental setup and results are given in Section 6
and Section 7, respectively. Finally, we conclude this
work in Section 8.
2 Related Work
The literature on image feature matching is quite ex-
tensive. Our review focuses on those crucial to the de-
velopment of the proposed approach.
2.1 Local Feature Descriptors
Local feature descriptors (Mikolajczyk and Schmid,
2005) have been extensively studied, especially since the
seminal works by Schmid and Mohr (1997) and Lowe
(2004). Various descriptors have been designed to be
robust to noises while invariant to particular types of
deformations in matching. For example, SIFT (scale-
invariant feature transform) (Lowe, 2004) describes im-
age regions in the gradient domain, constructing an
128-dimensional histogram, and is known to be robust
to scale and orientation changes. LIOP (local intensity
order pattern) (Wang et al., 2011) encodes both the
local and global ordinal information, and can allevi-
ate the unfavorable variations caused by the changes
of lighting conditions. DAISY (Tola et al., 2010) is
featured with fast feature extraction, while keeps in-
variant to viewpoint changes. In addition, diverse vi-
sual cues have been explored in descriptor construc-
tion, such as color characteristics (Abdel-Hakim and
Farag, 2006), shapes (Berg and Malik, 2001), internal
self-similarities (Shechtman and Irani, 2007), topologi-
cal information (Lobaton et al., 2011), and local sym-
metries (Hauagge and Snavely, 2012). These descriptors
are designed on the trade-off between distinctiveness
and invariance. Thus, there does not exist an optimal
descriptor in a wide range of test images. By contrast,
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we introduce our approach into image matching by em-
ploying multiple descriptors to complement one another
and, thus solve this problem.
Instead of using handcrafted descriptors, a branch of
research efforts has been made to automatically derive
discriminative descriptors by machine learning tech-
niques (e.g., Carneiro, 2010; Hua et al., 2007; Varma
and Ray, 2007; Winder and Brown, 2007). Hua et al.
(2007) introduced discriminant learning into construct-
ing feature descriptors by minimizing the distances of
correct matching pairs and maximizing the distances
of non-matched ones. Varma and Ray (2007) found
an optimal tradeoff for a given classification problem
and proposed a kernel learning method of learning
transformations of features from training image pairs.
Carneiro (2010) proposed a universal feature trans-
form that maps patches into robust descriptors. The
universal feature transform can be incrementally up-
dated, and hence expand its applicability. However, ad-
ditional training data are required in these approaches.
Moreover, since the optimal descriptors for matching
vary from image to image, the performances of these
learned descriptors highly rely on the consistency be-
tween training images and test images. Instead, our
approach provides a fully unsupervised way to select
proper descriptors. Neither additional training data nor
prior knowledge about the images are needed.
2.2 Correspondence Verification
Identifying correct feature correspondences from can-
didates is an important step in image matching. Geo-
metric layout checking is one of the most effective ways,
because the geometric layout of feature correspondences
often reveals their correctness. RANSAC (Fischler and
Bolles, 1981) is a classic method for removing outliers
through geometric verification. It estimates a global
transformation and rejects outliers simultaneously. A
correspondence is considered as an outlier and deleted
if it is inconsistent with the transformation that the
majority agree. One advantage of RANSAC is its easy
implementation to fulfill geometric verification. How-
ever, RANSAC is not able to deal with multiple object
matching and non-rigid transformations, and would be
computationally expensive when the number of outliers
becomes large.
Chui and Rangarajan (2003); Ma et al. (2014)
and Pang et al. (2014) relaxed the geometric assump-
tion of correspondences from obeying a global trans-
formation to a smooth feature mapping function. The
feature points are linked to their corresponding points
through a smooth mapping function, which makes a
non-rigid transformation expressible. Ma et al. (2014)
and Pang et al. (2014) have demonstrated an effective
way to determine the parameter values of the mapping
function with the vector field. They can identify the cor-
rect correspondences. However, owing to the smooth-
ness assumption of the mapping function, these meth-
ods are not very robust in matching multiple objects,
especially when the transformations of multiple objects
vary greatly.
Instead of deriving the transformations involved in
matching, non-rigid deformations can be dealt with
via measuring the similarities between correspondences,
since correct correspondences tend to be consistent with
each other. Both the photometric information given by
descriptors and the geometric relationship of correspon-
dences can be used in similarity computation. Some ex-
amples of similarity measures can be found in works
by Choi and Kweon (2009); Leordeanu and Hebert
(2005); Zheng and Doermann (2006) and Liu and Yan
(2010). With the similarities between correspondences,
a branch of research efforts (Cho et al., 2010; Choi
and Kweon, 2009; Cour et al., 2006; Leordeanu et al.,
2012; Li et al., 2013; Zheng and Doermann, 2006) cast
the task of correct correspondence identification as an
optimization problem over the matching score. Graph
matching (Cho et al., 2010; Cour et al., 2006; Leordeanu
et al., 2012) is one of the representative techniques
in optimizing the matching score. Although it is an
NP hard problem, various graph matching algorithms
have been proposed to get the approximate solutions.
Nonetheless, these approaches are sensitive to outliers,
and are less robust in multiple object matching.
Clustering based techniques for grouping correspon-
dences with geometric constraints have been explored.
Cho et al. (2009) established a linkage model of cor-
respondence clusters, and iteratively merged the clus-
ters based on their geometric consistency. Zhang et al.
(2012) refined and reformulated the linkage model as a
directed graph to further eliminate ambiguousness. The
computational efficiency might be an issue due to the
iterative algorithms. Liu and Yan (2010) found local
maximizers on the matching score and merged them
if any two of them are similar enough. The cluster-
ing framework can handle multiple transformations, but
the parameter values of the developed models are diffi-
cult to determine, such as the thresholds of identifying
the correct clusters, the criteria of merging clusters and
the scale factor in (Liu and Yan, 2010).
Voting schemes can be used for measuring the
consistency between correspondences. The corre-
spondences are checked by the pair-wise geomet-
ric consistency via mutual voting among correspon-
dences. Avrithis and Tolias (2014) transformed corre-
spondences into Hough space and the voting results
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are collected efficiently with a pyramid structure. Chen
et al. (2013) cast the voting process as a kernel density
estimation problem in the transformation space. These
approaches can identify multiple objects effectively.
However, voting methods would become less powerful
to find correct correspondences when the number of
correct matchings is so less that votes from them are
not dominant during voting. Our proposed approach in
spirit follows the idea of project correspondences into
transformation space, but we use the geodesic distance
to include the spatial layout for improving the geomet-
ric consistency measurement. The most important fea-
ture of our approach is that multiple descriptors are
considered. The proposed approach increases the num-
ber of correct matchings, and can avoid the situation
mentioned above.
2.3 Multiple Descriptor Fusion
Since different descriptors can catch diverse visual cues,
using multiple descriptors has been a feasible way for
improving performance. A number of approaches (such
as Bosch et al., 2007; Brox and Malik, 2011; Harada
et al., 2010; Mortensen et al., 2005; Weinzaepfel et al.,
2013; Zhang et al., 2007) have been developed to fuse
diverse descriptors for improving image matching, clas-
sification and alignment. Mortensen et al. (2005) pro-
posed to concatenate SIFT (Lowe, 2004) and shape con-
text (Belongie et al., 2002), and reported good results
in matching. However, simple feature concatenation ig-
nores the possible variations of feature dimensions and
feature value scales among descriptors. It may lead to
suboptimal performance, especially when less powerful
descriptors have dominant feature dimensions or val-
ues. To address this problem, Bosch et al. (2007) repre-
sented images under each descriptor as a kernel matrix.
The works by Brox and Malik (2011) and Weinzaepfel
et al. (2013) integrated descriptor matching for han-
dling large displacement in optical flow, and combined
multiple visual evidences represented in form of energy
functions. Although kernel matrices and energy func-
tions can serve as the unified domains for descriptor
fusion, these approaches tune or learn fixed weights for
descriptor combination. It may not be suitable for im-
age matching, because the optimal descriptors change
from image to image. Furthermore, using brute force
search to determine descriptor weights may become in-
feasible, when there are a large number of descriptors
to be considered. Besides, image matching is an unsu-
pervised task, and no training or validation data are
available for determining descriptor weights in general.
Our approach tackles these issues, and has the fol-
lowing two advantages: 1) Multiple descriptors are rep-
resented by their homographies in matching so that we
can work with complementary descriptors without wor-
rying about their diversities of feature dimensions or
feature value scales; 2) Our approach allows geomet-
ric checking across descriptors, and consensus corre-
spondences will reveal through the process. It means
that the plausible correspondences by various descrip-
tors can be jointly identified in a fully unsupervised
manner.
3 Problem Statement
We aim to match two given images IP and IQ,
which come with the sets of detected feature points,
UP = {uPi }N
P
i=1 and U
Q = {uQi }N
Q
i=1, respectively.
The support region of each feature ui ∈ UP ∪ UQ
is assumed to an ellipse in this work. These feature
points can be obtained by using off-the-shelf detec-
tors, such as Harris-Affine (Mikolajczyk and Schmid,
2004), Hessian-Affine (Mikolajczyk and Schmid, 2004),
the salient region detector (Kadir et al., 2004), or their
combinations. We use Hessian-Affine detector for its
efficiency and high repeatability. Multiple descriptors
are employed to characterize each feature point. The
center and the described appearances of feature ui are
respectively denoted by xi and {fi,m}Mm=1, where M
is the number of the employed descriptors. The set
C˜ = UP×UQ covers all possible feature correspondences
(or matchings). Our goal is to detect correct correspon-
dences in C˜ as many as possible.
The number of the detected feature points in a im-
age, i.e., NP or NQ, is often in the order of 103. Directly
searching correct correspondences in C˜ may be ineffi-
cient. Hence we start from compiling a reduced set C
of C˜ by filtering out correspondences that are unlikely
to be correct. For each feature uPi ∈ IP , we find the
set of the most similar r matchings, Ci,m = {(uPi , uQik ∈
IQ)}rk=1, with descriptor m and the yielded distance
‖fPi,m − fQik,m‖. Since total M descriptors are adopted,
at most r × M matchings of uPi are kept in C after
removing the duplicates. Namely,
C =
NP⋃
i=1
Ci, where Ci =
M⋃
m=1
Ci,m. (1)
We will work on the reduced candidate set C. The value
of r controls the trade-off between efficiency and accu-
racy. It is empirically set as 5 in all our experiments.
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4 Homography Space: A Common Domain for
Descriptor Fusion
In this section, we first introduce how to compute
the geometric transformations of correspondences and
how to measure their geometric dissimilarity. Then, we
show how to fuse diverse descriptors in the homogra-
phy space, where correspondences obtained by different
descriptors are treated in a unified manner.
4.1 Homographies of Feature Correspondences
The elliptical region of feature ui can be specified by
mapping a circular region centered on the origin via
the affine transformation:
T (ui) =
[
A(ui) xi
0> 1
]
∈ R3×3, (2)
where xi ∈ R2×1 is the feature center, and A(ui) ∈
R2×2 is a non-singular matrix which accounts for
the scale, the shape, and the orientation of ui. Af-
ter normalization with transformation T (ui)
−1, all the
adopted descriptors can be applied to ui, and generate
{fi,m}Mm=1. Refer to work by Mikolajczyk and Schmid
(2004) for the details.
A homography in this work refers to the geomet-
ric transformation of a feature correspondence. For a
correspondence between uPi ∈ UP and uQj ∈ UQ, the
transformation from the support region of uPi to that
of uQj can be derived as
Hij = T (u
Q
j ) ∗ T (uPi )−1 ∈ R3×3. (3)
Hij is a 6-dof (degrees of freedom) affine transfor-
mation. Thus, it can be viewed as a point in the 6-
dimensional homography space H.
Consider two correspondences c = (uPi , u
Q
j ) ∈ C and
c′ = (uPi′ , u
Q
j′) ∈ C. We use the reprojection error to
measure their geometric dissimilarity. Specifically, the
homography matrices, Hij and Hi′j′ , of the two corre-
spondences are firstly computed by Eq. (3). The pro-
jection error of (uPi , u
Q
j ) with respect to Hi′j′ is then
calculated by
derr(u
P
i , u
Q
j , Hi′j′) = ‖xQj − ρ(Hi′j′
[
xPi
1
]
)‖, (4)
where function ρ : R3 → R2 is defined as
ρ(
ab
c
) = [ ac
b
c
]
. (5)
The projection error derr(u
P
i , u
Q
j , Hi′j′) is the induced
error when changing the homography from Hij to Hi′j′
on correspondence (uPi , u
Q
j ). The reprojection error be-
tween correspondences c and c′ is then defined as
d(c, c′) =
1
4
(
derr(u
P
i , u
Q
j , Hi′j′) + derr(u
Q
j , u
P
i , H
−1
i′j′)
+ derr(u
P
i′ , u
Q
j′ , Hij) + derr(u
Q
j′ , u
P
i′ , H
−1
ij )
)
.
(6)
We will use the reprojection error to measure the geo-
metric dissimilarity between correspondences in C.
4.2 Homography as A Unified Representation
In view of the complexity of feature matching, we con-
sider characterizing each feature point ui with total M
kinds of different descriptors, i.e., {fi,m ∈ Fm}Mm=1, and
each descriptor is associated with a measure of photo-
metric dissimilarity dm : Fm ×Fm → R.
The resulting representations by these descriptors
are typically of various dimensions and even in diverse
forms, such as vectors, histograms, and pyramids. The
associated dissimilarity measures may be also different,
such as Euclidean distance, χ2 distance or negative co-
sine similarity. To avoid the difficulties caused by these
varieties, a unified representation of these descriptors is
preferred.
It can be observed that the homography of a feature
correspondence in Eq. (3) is descriptor-independent,
and can hence serve as the domain for descriptor fu-
sion. That is, each descriptor determines its own candi-
date correspondences as shown in Eq. (1), while all the
candidate correspondences are represented by the cor-
responding homographies, each of which can be treated
as a point in the homography space H of six dimen-
sions. In this way, the dissimilarity between correspon-
dences that are generated by different descriptors can
be measured through Eq. (6). It implies that knowl-
edge, such as the geometric distribution of matchings,
can be transferred across descriptors. The proposed ap-
proach will leverage this nice property to work with
complementary descriptors, and boost the performance
of image matching.
5 The Proposed Approach
We formulate the task of image matching as finding
an appropriate matching for each feature point uPi in
image IP , i.e., picking the most plausible correspon-
dence from Ci in Eq. (1). In this work, multiple de-
scriptors collaborate in the sense that they jointly de-
termine candidate correspondences with diverse region
characteristics and different kinds of invariance, so the
probability that the correct correspondence resides in
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Ci largely increases. The goal at this stage is to deter-
mine the correct correspondence for each uPi , if it exists.
The unsupervised nature of image matching makes this
task very challenging, because no prior knowledge or
relevant training data are available.
We tackle this issue based on the observation
that the homographies of correct correspondences vary
smoothly along the spatial locations in the image.
Specifically, we firstly employ a graph to encode the
spatial arrangement among correspondences, and com-
pute the geodesic distances (Tenenbaum et al., 2000) on
the graph for geometric coherence estimation. Then, we
utilize one-class SVM (Scho¨lkopf et al., 2001) to iden-
tify correct correspondences, since it can effectively sep-
arates alike (both geometrically and spatially coherent
here) data from the outliers. The two steps are respec-
tively described in the following.
5.1 Geometric and Spatial Coherence Estimation
To jointly consider the geometric and spatial relation-
ships among correspondences, we construct a graph
G = (V, E), in which each correspondence ci ∈ C is
associated with a vertex vi ∈ V, while an undirected
edge eij ∈ E is added to connect vertices vi and vj if
the end points in image IP of ci and cj are near enough.
That is, the number of vertices in G, |V|, is the same as
the number of correspondences in C. In our implemen-
tation, we consider two feature points in IP are nearby
if one point belongs to the k spatial nearest neighbors
of the other point. Weight wij assigned to edge eij is
defined as
wij =
{
d(ci, cj), if eij ∈ E ,
∞, otherwise, (7)
where the geometric dissimilarity d(ci, cj) between cor-
respondences ci and cj is given in Eq. (6). With the
weighted graph, we compute the geodesic distance be-
tween each pair of vertices (i.e., correspondences). We
denote the geodesic distance between correspondences
ci and cj by dgeo(ci, cj) hereafter. It can be seen that
graph G integrates the spatial continuity into the esti-
mation of geometric coherence. The use of geodesic dis-
tance catches the phenomenon that the homographies
of correct correspondences on the same object may
change smoothly along their spatial locations. There-
fore, the resulting dissimilarity measure can deal with
possible deformations in matching.
Suppose there are N correspondence candidates,
i.e., C = {c1, ..., cN}. We compute the pair-wise geodesic
distances {dgeo(ci, cj)}Ni,j=1. The correct correspon-
dences will be highlighted with strong geometric and
spatial coherence (short geodesic distances) with other
correct correspondences. It is worth pointing out that
compared with d(ci, cj) in Eq. (6), the geodesic distance
dgeo(ci, cj) can more faithfully measure the dissimilarity
between ci and cj , since the spatial information is taken
into account to remove the noises, i.e., incorrect corre-
spondences whose homographies happen to be consis-
tent with those of the correct ones. The performance
gain of using geodesic distances over reprojection er-
rors will also be evaluated in each of the used dataset
in the experiments.
5.2 Correct Matching Identification by One-class SVM
At this stage, we apply one-class SVM to distinguishing
the correct correspondences from candidate set C. One-
class SVM is one of the state-of-the-art methodologies
for unsupervised classification. It separates positive and
negative data in an asymmetrical scenario: it assumes
that positive data are similar to each other, while neg-
ative data are different in their own ways.
In our case, the correct correspondences are usually
geometrically and spatially consistent with each other,
i.e., short geodesic distances among them. On the other
hand, the wrong matchings are caused by various fac-
tors, so their homographies often irregularly distribute.
It results in that the homography of a wrong correspon-
dence tends to be dissimilar to most homographies of
all the other correspondences. Thus, our case closely
meets the scenario of one-class SVM: the correct and
incorrect matchings respectively correspond to positive
and negative data. For the set of correspondence can-
didates, C = {c1, ..., cN}, one-class SVM predicts their
labels by solving the following constrained optimization
problem
min
w,{i}
1
2
||w||2 + 1
Co ·N
N∑
i=1
i − ν (8)
subject to w>φ(ci) ≥ ν − i, for 1 ≤ i ≤ N,
i ≥ 0, for 1 ≤ i ≤ N,
where Co and ν are the two parameters of one-class
SVM. We tuned and fixed them as Co = 1 and ν = 0.5
for all the experiments. As a kernel machine, one-class
SVM can work on nonlinearly mapped data. The func-
tion φ maps the data, correspondences here, to a Repro-
duced Kernel Hilbert Space (RKHS), which is implicitly
defined by the adopted kernel. The optimization of one-
class SVM can be accomplished by referencing only the
inner products of pairs of the mapped data, and the in-
ner product can be efficiently computed via the kernel
trick, i.e., k(ci, cj) = 〈φ(ci), φ(cj)〉.
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Note that we don’t explicitly define the feature rep-
resentation of correspondences in C, but their pair-wise
dissimilarity through dgeo. A kernel function is used to
encode the similarity among data. In this work, the ker-
nel matrix K ∈ RN×N and the kernel function k(·, ·) are
defined as follows:
K(i, j) = k(ci, cj)
= exp (−d
2
geo(ci, cj)
σ2
), for 1 ≤ i, j ≤ N, (9)
where σ is the hyperparameter. We set σ as twice of the
average geodesic distance from each correspondence to
its nearest neighbor. It follows that each correspondence
ci is predicted via sign(f(ci)), where score f(ci) is in
form of:
f(ci) = w
>φ(ci)− ν =
N∑
j=1
αjk(ci, cj)− ν, (10)
and {αj}Nj=1 are the optimized coefficients of the sup-
port vectors. Note that the results of image matching
are often jointly measured by precision and recall. For
each feature point uPi in image I
P , we pick its corre-
spondence as the one that has the highest prediction
score in Ci (cf. Eq. (1)). All picked correspondences
are further sorted according to their prediction scores.
Precision-recall analysis can then be carried out with
the sorted list and a set of thresholds.
Our approach is featured with its high degree of flex-
ibility in matching images with multiple descriptors.
First, any elliptical interest region detectors or their
combination can be used to locate feature points. Sec-
ond, any region descriptors can be applied and fused.
No assumption about their feature representations, di-
mensions, the associated similarity measures has been
made. Third, motivated by the observation that the
optimal descriptor for matching is image-dependent or
even region-dependent, our approach allows each fea-
ture point to select its correspondence obtained by any
descriptor only if the resulting homography is geomet-
rically and spatially consistent. Besides, our approach
is easy to implement. The geodesic distances can be
computed via Dijkstra’s algorithm with an approximate
version to only update 200 times on each distance for
computational efficiency, and a few packages of one-
class SVM are available, such as LibSVM (Chang and
Lin, 2001) which is adopted in this work. The time com-
plexity of our method is between O(N2) to O(N3), i.e.,
the complexity of one-class SVM, where N is the num-
ber of correspondences. Note that in this work, N grows
linearly with respect to the number of descriptors used
for fusion.
6 Experimental Setup
In this section, we introduce the details of our experi-
mental setting, including the used feature detector, de-
scriptors, baselines, datasets, and evaluation criteria.
6.1 Feature Detector and Feature Descriptors
The Hessian affine invariant detector (Mikolajczyk and
Schmid, 2004) is used in our experiments to detect in-
terest points and their surrounding elliptical support
regions. Each detected region is normalized and rotated
to the principal orientation. We apply all the feature de-
scriptors to the normalized patches except for geometric
blur. We will explain it later. The average number of
detected interest points in an image is around 103.
In the experiments, we adopt five feature descrip-
tors, because they capture diverse image characteristics
and tend to complement each other. They are listed be-
low in bold and in abbreviation:
SIFT: The SIFT (Lowe, 2004) descriptor constructs
a 3D histogram on the gradient map, and stacks the 3D
histogram as a 128-dimensional vector. This descriptor
is known to be rotation and scale invariant.
LIOP: The LIOP (Wang et al., 2011) descriptor
models the intensity relationship of a patch, and thus is
able to handle monotonic intensity changes. The LIOP
features are represented by a 144-dimensional vector.
DAISY: The DAISY (Tola et al., 2010) descriptor
is known for its computational efficiency and invari-
ance to viewpoint changes. It employs spatially varied
kernels, and puts high weights on the region near the
feature center. The dimension of a DAISY descriptor is
136.
RI: The Raw intensity (RI) descriptor is repre-
sented by the pixel intensities in a raster scan order.
It is the most distinctive descriptor among the five de-
scriptors, but is also the most sensitive to noises and
variations. We normalize each support region to 31×31
pixels. Thus, a 961-dimensional RI descriptor is con-
structed.
GB: The geometric blur (GB) descriptor (Berg and
Malik, 2001) is widely used for shape matching. Like
DAISY, it uses spatially varied kernels to deal with the
possible deformation. To make the GB descriptor more
complementary to others, we enlarge each detected sup-
port region by three times, and apply it to the enlarged
region to capture shape information with a wider range.
Euclidean distance is used to measure the distance
between two regions under each descriptor.
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6.2 Baselines
For performance comparison, we implemented eight
baselines of image feature matching. Four of them
are the state-of-the-art feature matching algorithms,
including spectral matching (SM) (Leordeanu and
Hebert, 2005), agglomerative correspondence clustering
(ACC) (Cho et al., 2009), Hough voting (HV) (Chen
et al., 2013), and vector field consensus (VFC) (Ma
et al., 2014). The other four are the baselines that fuse
multiple descriptors, including concatenation (CAT),
concatenation with Hough voting (CAT+HV), ranking,
and ratio. The following describes the eight baselines.
SM: Leordeanu and Hebert (2005) employed a
graph structure to realize geometric checking. Their
method relaxes the formulation of an integer quadratic
programming problem for feature matching, and ob-
tains an approximate solution by solving an eigenvalue
problem. In our implementation, the affinity matrix
among correspondences is computed by using a mod-
ified RBF function in which Euclidean distance is re-
placed with the reprojection error.
ACC: Cho et al. (2009) proposed to iteratively
group correspondence clusters based on geometric con-
sistency. The reprojection error is used to measure the
geometric consistency, as used in (Cho et al., 2009).
HV: Chen et al. (2013) conducted Hough transform
for every correspondence and verified its geometric co-
herence with nearby correspondences in the transfor-
mation space. The reprojection error is used in kernel
density estimation for geometric verification.
VFC: Ma et al. (2014) proposed to identify outliers
by modeling inliers with a vector field. We used the
implementation provided by Ma et al. (2014) in the
experiments.
CAT: This baseline fuses multiple descriptors by
concatenating all the feature descriptors. Before con-
catenation, the standard deviation of pair-wise dis-
tances between feature points under each descriptor is
firstly computed, and each descriptor is normalized by
dividing by the standard deviation. The nearest neigh-
bor search is applied to finding the possible matching
candidates.
CAT+HV: This baseline uses the initial candi-
dates constructed by baseline CAT as the input of HV.
Compared with CAT, CAT+HV additionally realizes
geometric checking by Hough voting.
Ranking: In this baseline, we compute the near-
est neighbors of all feature points in image Ip with a
specific descriptor, and assign the ranks to these points
according to their distances to the nearest neighbors.
The procedure is repeated for each descriptor. For each
feature point in Ip, we determine its correspondence
based on the descriptor that has the highest rank at
this point.
Ratio: For each point in Ip, we find its first two
nearest neighbors with a specific descriptor, and com-
pute the distance ratio between the first two neighbors.
The smaller the ratio is, the more confident the descrip-
tor is at this point. The procedure is repeatedly done
for each descriptor. For this feature point, we deter-
mine its correspondence by using the descriptor with
the smallest distance ratio.
It is worth mentioning that baselines CAT and
Ranking consider all the descriptors are equally impor-
tant, so their feature vectors or ranks can be directly
concatenated or compared. However, the performances
of these descriptors in fact vary from image to image.
The performance of baseline Ratio degrades when there
is high variation among the distance distributions of all
the descriptors. The reason is that the distance ratios
cannot be compared across different descriptors in that
situation.
The first four baselines take one descriptor into ac-
count at a time, while the other four baselines and our
approach consider all the adopted descriptors jointly.
For fair comparison, all the baselines and our approach
use the same detected interest regions, descriptors, and
evaluation criteria in the experiments.
6.3 Datasets
The performance of our approach is evaluated on
four benchmarks of image matching, including Co-
recognition (Co-reg for short) dataset (Cho et al., 2008),
Object dataset (Cho et al., 2010), Symfeat (SYM for
short) dataset (Hauagge and Snavely, 2012) and VGG
dataset (Mikolajczyk and Schmid, 2005). To get preem-
inent performance on all of them is very challenging, be-
cause the four datasets contain a variety of variations,
such as diverse kinds of deformation, various types of
scenes, and different numbers of common objects. They
jointly serve as a good test bed for performance evalu-
ation.
Co-reg dataset: It consists of six image pairs.
There are multiple common objects in every pair. Large
changes in viewpoints, rotations and scales combined
with noises coming from the clutter backgrounds and
occlusions make matching quite difficult on this dataset.
Object dataset: It gathers 30 pairs of images.
Each pair contains different object instances of the same
category. The performance of a descriptor fluctuates a
lot between different image pairs of this dataset due to
the diversity of intra-class variations.
SYM dataset: It is composed of 46 image pairs
of architectural scenes. The dramatic variations of this
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dataset range from lighting conditions (day/night),
ages (old/nowadays scene) to rendering styles (photo-
graph/drawing).
VGG dataset: It contains eight image sets, each
of which contains images with five different degrees of
a specific type of variation. Total five types of variation
are included in the dataset, namely viewpoint changes,
scale changes, image blur, JPEG compression, and il-
lumination changes. For each image set, we carry out
image matching with two different degrees of variation
in the experiment, i.e., the first image vs. the second one
and the first one vs. the fourth one, which represent the
slight and drastic variations in matching, respectively.
6.4 Evaluation criteria
For performance measure, the evaluation metrics used
in the experiments are introduced. For datasets VGG
and SYM, we follow Mikolajczyk and Schmid (2005),
and consider that a correspondence is correct if the
overlap error is less than 50%. For datasets Object
and Co-reg where manually annotated ground truth is
available, a correspondence is correct if the distance be-
tween the matched feature point and the ground truth
is within eight pixels.
After determining the correctness of correspon-
dences, the performance of a matching algorithm can
be measured by jointly taking precision and recall into
account. While precision is the fraction of detected cor-
respondences that are correct, recall is the fraction of
correct correspondences that are detected. Specifically,
the two terms are respectively defined as
precision =
ntp
ntp + nfp
, (11)
and
recall =
ntp
ntp + nfn
, (12)
where ntp and nfp are the numbers of correctly
and wrongly detected correspondences by a matching
method, respectively. nfn is the number of correct cor-
respondences that are not detected.
For each matching approach, including ours and
the eight adopted baselines, all the detected correspon-
dences are sorted by its own criterion, such as the ele-
ment values of the eigenvector in baseline SM, the ra-
tio values in baseline Ratio, and the prediction score,
Eq. (10), in our approach. By sampling on the sorted
lists, the performance of each approach can then be
represented by a precision-recall curve or mean average
precision (mAP).
7 Experimental Results
The performance of the proposed approach is evaluated
and analyzed in this section. Totally, three sets of exper-
iments are conducted. First, the transformation space
is visualized to verify that correct correspondences es-
tablished by all the descriptors gather together in that
space, while incorrect ones distribute irregularly. We
also visualize the homography spaces when the repor-
jection error and the proposed geodesic distance serve
as the distance functions, respectively. Second, our ap-
proach is compared with the eight baselines on the four
benchmarks of feature matching. The obtained quanti-
tative results of all methods are presented in the form
of mAPs and precision-recall curves. Third, we show
the matching results to demonstrate that our approach
can leverage multiple, complementary descriptors to
achieve remarkable performance improvement in fea-
ture matching.
7.1 Homography Space Visualization
To check whether the homography space is qualified
to serve as a uniform domain for descriptor fusion, we
visualize it by multi-dimensional scaling (MDS) (Cox
and Cox, 1994), which can approximate the pair-wise
distances between data in a 2D space.
Fig. 3(a) and Fig. 3(b) show the sets of the initial
matching candidates, via Eq. (1), by using SIFT and
by using all the five descriptors, respectively. There are
four common objects in this pair of images. The cor-
rect matchings are colored according to the objects that
they lie on. By using the geodesic distance presented in
Section 5.1, the two sets of matchings are visualized
in Fig. 3(c) and Fig. 3(d), respectively. It turns out
that no matter how many descriptors are used, the cor-
rect (colored) correspondences gather together, while
wrong matchings distribute irregularly. This example
also points out that using multiple descriptors helps to
find out the correct correspondences that are sparsely
detected with a single descriptor and may be neglected,
such as the purple correspondences in Fig. 3(c). In
Fig. 3(d), the purple correspondences given by diverse
descriptors can mutually support in both geometric and
spatial coherence estimation. It implies that they are
more probably predicted as correct correspondences by
one-class SVM.
As described in Section 5.1, the developed geodesic
distance computed over the designed graph takes both
geometric consistency and spatial continuity into ac-
count. We compare the geodesic distance with the re-
projection error by visualizing the homography spaces
that they induce. In Fig. 4(a), two images to be matched
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(a) (b)
(c) (d)
Fig. 3 (a) The matching candidates given by SIFT on im-
age pair Minnies of the Co-reg dataset. (b) The matching
candidates given by all the five descriptors on the same im-
age pair. (c) 2D visualization of the homograph space of the
matchings in (a). (d) 2D visualization of the homograph space
of the matchings in (b).
(a) (b)
(c) (d)
Fig. 4 (a) An image pair, Books of the Co-reg dataset. (b)
The initial correspondences. (c) 2D visualization of these cor-
respondences in the homography space when the reprojection
error is used. (d) 2D visualization of these correspondences in
the homography space when the developed geodesic distance
is used.
are shown. The initial correspondence candidates are
given in Fig. 4(b). We calculate the dissimilarity be-
tween these correspondences by using the reprojection
error and the geodesic distance, and show their distri-
butions in the homography space in Fig. 4(c) and 4(d),
respectively. It can be observed in Fig. 4(c) that the
correct correspondences on an object may mix with the
correct correspondences on the other objects. On the
other hand, the correct correspondences on an object
tightly assemble in Fig. 4(d), and are well separated
from the rest. It implies that the developed geodesic
Table 1 The accuracy in mAP of using the reprojection error
and the geodesic distance in our approach
mAP (%) Co-reg Object SYM VGG
Reprojection Error 73.13 35.97 32.05 88.25
Geodesic Distance 78.46 40.88 37.31 88.39
distance can effectively consider both geometric and
spatial consistency to better discover object-aware ho-
mographies. This property facilitates correct correspon-
dence identification by one-class SVM.
7.2 Quantitative Results
Following the previous discussion, we evaluate the per-
formance of using the proposed geodesic distance and
using the reprojection error in our approach, and report
the accuracies in mAP in Table 1. The mAPs on the
four datasets are improved when the geodesic distance
is used. It indicates that the geodesic distance more
faithfully grasps the intrinsic relationships between cor-
respondences by exploring the graph which encodes
both the spatial and geometric consistency. The per-
formance gains, about 5%, on the first three datasets,
i.e., Co-reg, Object, and SYM, are remarkable. The
main reason is that the multiple common objects in Co-
reg and the foregrounds and backgrounds in Object and
SYM typically have diverse transformations in match-
ing, but each of these transformations tends to vary
smoothly in the spatial domain. Hence, modeling spa-
tial coherence is helpful. On the other hand, all interest
points in each image of dataset VGG almost undergo
the same transformation in matching. Giving additional
spatial information does not help much in the cases.
We evaluate and compare our approach, Descriptor
Ensemble or DE for short, with the eight baselines. Five
different descriptors, including SIFT, LIOP, DAISY,
RI, and GB, are considered. Table 2 summarizes the
performances in mAP of all the approaches on the four
benchmarks. The first four approaches to image match-
ing, i.e., SM (Leordeanu and Hebert, 2005), ACC (Cho
et al., 2009), HV (Chen et al., 2013), VFC (Ma et al.,
2014), consider a single descriptor at a time. Their per-
formances with each of the five descriptors as well as
the average performances are reported. The other four
baselines and our approach can jointly take multiple
descriptors into account, so only the performances of
descriptor fusion are reported. In Table 2, the best per-
formance on each benchmark is given in bold, while the
best performance by using a single descriptor is given
in italic and comes with a star sign.
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Fig. 5 The precision-recall curves on 12 image pairs. (a) ∼ (f) Six image pairs of the Co-reg dataset. (g) and (h) Two image
pairs of the Object dataset. (i) and (j) Two image pairs of the SYM dataset. (k) and (l) Two image pairs of the VGG dataset.
We firstly focus on the cases where a single descrip-
tor is used. SIFT gives the best performance in dataset
Co-reg, while LIOP performs best in dataset VGG. The
experimental results show that the five descriptors com-
plement each other and no single descriptor can get the
best performance on all the four datasets. The optimal
descriptor for matching vary from image to image. It
hence points out that fusing multiple descriptors can
be a feasible way for improving performance. As for
the performances of the image matching algorithms,
baseline HV averagely gets the superior results, since
it fully supports multiple object matching, and stably
works with various descriptors.
The four baselines for descriptor fusion, i.e., CAT,
CAT+HV, Ranking and Ratio, perform diversely. Base-
lines CAT and CAT+HV give poor performance. Even
their accuracies in mAP fall behind those by the first
four image matching algorithms that work with a sin-
gle descriptor. It reveals that concatenation is not a
good strategy for descriptor fusion, because worse de-
scriptors degrade the discriminative power of the con-
catenated descriptor. Baselines Ranking and Ratio, es-
pecially Ratio, lead to much better matching results.
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Table 2 The performances in mAP of the eight baselines
and our approach on the four datasets
method descriptor
dataset
Co-reg Object SYM VGG
SIFT 47.59 21.90 16.31 60.93
LIOP 21.16 14.61 15.96 70.06
SM DAISY 35.76 20.91 17.85 71.43
RI 14.61 10.37 15.35 67.60
GB 9.75 14.18 16.91 65.57
Average 25.77 16.40 16.48 67.12
SIFT 60.28* 21.81 21.73* 77.96
LIOP 29.83 7.41 19.27 81.92
ACC DAISY 36.49 17.88 20.85 81.63
RI 15.10 7.51 18.21 77.29
GB 8.88 16.16 19.53 74.02
Average 30.12 14.15 19.92 78.56
SIFT 60.12 23.73 18.73 77.95
LIOP 43.97 15.44 17.28 82.41
HV DAISY 50.06 22.32 18.84 82.74
RI 37.14 14.55 16.78 78.69
GB 12.08 30.24* 19.18 76.40
Average 40.67 21.25 18.16 79.64
SIFT 31.11 21.44 18.77 79.67
LIOP 11.79 9.26 15.25 84.24*
VFC DAISY 16.29 18.74 16.37 83.40
RI 4.51 4.46 13.40 74.54
GB 1.77 21.60 15.42 72.19
Average 13.09 15.10 15.84 78.81
CAT All 19.62 6.20 7.22 58.76
CAT+HV All 39.70 15.75 11.90 70.62
Ranking All 48.48 19.38 23.00 82.05
Ratio All 53.61 18.62 23.62 85.07
DE (Ours) All 78.46 40.88 37.31 88.39
The two baselines averagely outperform the four image
matching algorithms, but still fall behind them if the
best descriptor in each dataset is chosen. For instance,
baseline Ratio gives 53.61% in Co-reg and 18.62% in
Object, while baseline ACC with SIFT achieves 60.28%
in Co-reg and baseline HV with GB achieves 30.24%
in Object. In contrast, our approach allows mutual
verification across different descriptors in an unsuper-
vised manner, and correct correspondences will distin-
guish themselves with high coherence to each other.
The quantitative results show that our approach can
make the most of fusing various feature descriptors, and
achieve significant performance gains over all the base-
lines on the four datasets.
The mAP summarizes the performances of match-
ing approaches on the whole dataset. To look inside how
they work on individual images, precision-recall curves
(precisely 1−precision vs. recall curves here) are used.
The Co-reg dataset consists of six image pairs. The
resulting precision-recall curves by all the approaches
are shown in Fig. 5(a) ∼ 5(f). Note that we manu-
ally pick the best descriptor for baselines SM, ACC,
HV and VFC to draw their curves for the sake of clear-
ness. Thus, their performances may be overestimated in
this sense. Baselines ACC and HV can deal with mul-
tiple object matching, while baseline VFC and SM are
less robust in the cases. Ranking and ratio can increase
the recall with the aid of multiple descriptors in most
cases, but their precision is unsatisfactory. Our method
can effectively match multiple objects, and consider-
ably boost both the recall and precision by leveraging
multiple descriptors.
We also select two pairs of images from each of
the other three datasets, and plot the corresponding
precision-recall curves in Fig. 5(g) ∼ 5(l), respectively.
The three datasets have different types of variations
in matching, such as intra-class variations in dataset
Object, combined changes in dataset SYM, and imag-
ing condition changes in dataset VGG. Our approach
can deal with these variations by adaptively picking ap-
propriate descriptors in matching interest points, and
result in the superior performance. The exceptions are
shown in Fig. 5(k) grafiti and 5(l) tree, two examples
from dataset VGG. As can be seen in Table 2, descrip-
tor LIOP achieves satisfactory results, and dominates
the other descriptors on dataset VGG. Hence, the per-
formance gain of our approach is not significant in the
cases.
7.3 Visualization of Matching Results
To gain insight into the quantitative results, we show
the matching results by our approach and the adopted
baselines on a few images. Fig. 6 displays the matching
results as well as the recalls by our approach, on im-
age pair Books of the Co-reg dataset, with each of the
five adopted descriptors and all of them. The correct
correspondences are colored with their colors indicat-
ing the descriptors by which they are established, i.e.,
SIFT in orange, LIOP in blue, DAISY in green, RI in
magenta, and GB in cyan. Descriptor SIFT finds the
most correct matchings in this example. As shown in
Fig. 6(f), our approach indeed selects most correspon-
dences established by SIFT. Similar observation can be
found in Fig. 7, in which the matching results on im-
age pair dragonfly of the Object dataset are plotted.
In this example, descriptor GB performs best, and our
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(a) SIFT (355/494) (b) LIOP (245/494) (c) DAISY (273/494)
(d) RI (175/494) (e) GB (145/494) (f) All (419/494)
Fig. 6 The matching results by our approach, on image Books of the Co-reg dataset, with (a) the SIFT descriptor, (b) the
LIOP descriptor, (c) the DAISY descriptor, (d) the RI descriptor, (e) the GB descriptor, and (f) all the five descriptors. The
recalls are shown in brackets. The correct correspondences are colored, and their colors indicate the descriptors by which they
are established.
(a) SIFT (61/461) (b) LIOP (38/461) (c) DAISY (77/461)
(d) RI (3/461) (e) GB (132/461) (f) All (168/461)
Fig. 7 The matching results by our approach, on image dragonfly of the Object dataset, with (a) the SIFT descriptor, (b)
the LIOP descriptor, (c) the DAISY descriptor, (d) the RI descriptor, (e) the GB descriptor, and (f) all the five descriptors.
The recalls are shown in brackets. The correct correspondences are colored, and their colors indicate the descriptors by which
they are established.
approach also finds most correspondences by GB. The
results in Fig. 6 and Fig. 7 show why our approach can
leverage multiple, complementary descriptors to boost
the matching performance: It adaptively determines the
correct correspondences established by the better de-
scriptors.
In Fig. 8, the matching results by our approach (DE)
and the four image matching algorithms on two im-
age pairs, paintedladies12 and trevi02, of the SYM
dataset are shown. Our approach yields more dense and
accurate matchings (red correspondences), and outper-
forms the four matching algorithms even if their respec-
tive best descriptors on this dataset have been manu-
ally chosen. In Fig. 9, our approach and the four base-
lines for descriptor fusion are compared on two image
pairs, wall and grafiti, of the VGG dataset. Our ap-
proach in both cases carries out geometric verification,
and effectively reduces the numbers of false positives
(black correspondences) yielded by individual descrip-
tors. Therefore, it achieves more satisfactory results.
To summarize, the visualization of the matching re-
sults demonstrates that our approach can effectively
leverage multiple descriptors: On the one hand, it al-
lows geometric layout verification across heterogeneous
descriptors, and hence results in higher precision. On
the other hand, it increases the number of correct cor-
respondence candidates with the aid of complementary
descriptors, and leads to higher recall. These proper-
ties enable our approach to alleviate the unfavorable
issues in image matching, such as multiple objects with
dramatic perspective variations in the Co-reg dataset,
large intra-class variations in the Object dataset, the
combined changes of lighting conditions and render-
ing styles in the SYM dataset, and imaging condition
changes in the VGG dataset.
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(a) SM (323/661) (b) ACC (306/661) (c) DE (441/661)
(d) HV(652/1546) (e) VFC (616/1546) (f) DE (859/1546)
Fig. 8 The matching results by our approach and the four image matching algorithms on two image pairs of the SYM dataset,
including (a) ∼ (c) image pair paintedladies12 and (d) ∼ (f) image pair trevi02.
(a) CAT (160/1151) (b) CAT+HV (198/1151) (c) DE (929/1151)
(d) Ranking (521/821) (e) Ratio (537/821) (f) DE (649/821)
Fig. 9 The matching results by our approach and the four baselines for descriptor fusion on two image pairs of the VGG
dataset, including (a) ∼ (c) image pair wall and (d) ∼ (f) image pair grafiti.
8 Conclusion
We have presented an effective approach that can lever-
age multiple, complementary descriptors, and boost the
performance of image feature matching. Specifically,
the correspondences yielded by all descriptors are firstly
projected into the homography space, in which both ge-
ometric and spatial consistency among the correspon-
dences are measured by computing the geodesic dis-
tance on a designed graph. One-class SVM is then em-
ployed to rank the correspondences according to their
consensus with each other. The proposed approach is
featured with high flexibility in the sense that it can
work with any elliptical region detectors as well as het-
erogeneous descriptors. Besides, it selects plausible cor-
respondences across descriptors in a fully unsupervised
way: no prior knowledge about images to be matched is
required. Our approach has been comprehensively eval-
uated on four benchmark datasets, and compared with
both the state-of-the-art approaches to feature match-
ing as well as the baselines for descriptor fusion. The ex-
perimental results demonstrate that our approach can
significantly boost the matching quality in both pre-
cision and recall, and is superior to the existing ap-
proaches and the baselines. In the future, we plan to
generalize and apply this work to computer vision and
image processing applications where accurate and dense
matchings are appreciated, such as image alignment,
object recognition, and motion estimation.
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