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We introduce an equivalence relation between functions from  to . By
describing a symbolic dynamical system in terms of forbidden words, we prove that
the-equivalence class of the function that counts the minimal forbidden words
of a system is a topological invariant of the system. We show that the new invariant
is independent from previous ones, but it is not characteristic. In the case of sofic
systems, we prove that the -equivalence of the corresponding functions is a
decidable question. As a more special application, we show, by using the new
invariant, that two systems associated to Sturmian words having ‘‘different slope’’
are not conjugate.  2000 Academic Press
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1. INTRODUCTION
In this paper, we present a new topological invariant for symbolic
dynamics. The techniques we use, and some complementary results, are
from combinatorics on words and from the theory of automata and formal
languages. Indeed, there are deep connections between these theories and
Ž   .symbolic dynamics cf. 6 and references therein . Several notions from
symbolic dynamics have a natural interpretation in terms of formal lan-
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guages, and conversely. Each theory can benefit, in terms of ideas, con-
cepts, and techniques, from the results in the other one.
One of the classical ways of describing a symbolic dynamical system is by
using forbidden words. A symbolic dynamical system is the set of all two
sided-infinite or bi-infinite sequences that do not contain as factors words in
Ž  .a fixed set F cf. 24 . The set F may be finite or infinite. Several different
sets of forbidden words can lead to the same symbolic dynamical system
S . If one of such sets is finite, then S is called of finite type. Given a
symbolic dynamical system S , it is possible to associate to S the set
Ž .M S of the forbidden words that have no proper factor that is forbidden.
Ž .The elements of M S are called minimal forbidden words. Sometimes it is
more useful to describe and to study a symbolic dynamical system by
specifying and analyzing the words that are allowed rather than the ones
Ž .that are forbidden. We denote by L S the set of all allowed factors of
Ž .sequences of S . It is possible to prove that L S is a factorial and
Ž . Ž .extensible language cf. Section 2.1 . Moreover, L S uniquely character-
Ž  .izes the symbolic dynamical system S cf. 24, Proposition 1.3.4 . In
Ž . Ž .Section 2, we see that there is a strong relation between L S and M S .
Two symbolic dynamical systems S and T are conjugate if there exists a
conjugacy from S into T, i.e., a k-block map that is bijective. A property
of a system S that is preserved under conjugacy is said to be a topological
inariant or conjugacy inariant of S . The conjugacy problem or isomor-
phism problem consists in deciding whether two given symbolic dynamical
systems are conjugate or not, and it is still an open problem even for
systems of finite type. If there exists a topological invariant that is different
for two symbolic dynamical systems, then they are not conjugate. Several
topological invariants have been found, such as topological entropy and
Ž .growth rate of complexity function, that are related to L S , and zeta
function that takes into account the elements of a given period.
Ž .In this paper, we show a new invariant that is related to M S .
Moreover, our main theorem has as a particular case the classical result
that the notion ‘‘of finite type’’ is a topological invariant.
If f and g are two functions from  to , we write f g if there exists
a constant K 0 such that
K
n K , f n  K g n	 i .Ž . Ž .Ý
i
K
We say that f and g are linearly equialent, and we write f g, if
f g and g f .
It is easy to verify that is an equivalence relation.
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Ž . Ž .We denote by F n the function that counts the elements of M S ofS
length n. Our main result states that if two symbolic dynamical systems S
and T are conjugate, then the two functions F and F , that count,S T
Ž . Ž .respectively, the elements of M S and M T , are linearly equivalent. In
other words, we prove that the -equivalence class of F is a topologicalS
invariant of S . This result provides a new tool to show that some systems
Ž .are not conjugate. In the case of sofic systems cf. Section 2.1 , we prove
that it is decidable to establish whether, given two symbolic dynamical
systems S and T, the functions F and F are linearly equivalent.S T
Moreover, we prove that the new invariant is independent from previous
ones; indeed, we give examples of sofic systems such that the functions of
minimal forbidden words are not linearly equivalent but they have the
same well-known topological invariants such as zeta function, topological
entropy, and growth rate of complexity function of allowed words. Never-
theless, this new invariant is not characteristic. This means that there exist
systems S and T that are not conjugate but that have the same -
equivalence class of F and F . As a more special application of our mainS T
result, we give a combinatorial proof that two systems associated to
Sturmian words having ‘‘different slope’’ are not conjugate.
In view of the relationship between symbolic dynamics and the theory of
automata and formal languages, we note that the new topological invariant
suggested the idea of a data compression scheme based on forbidden
   words and described in 13 . Moreover, in 12 is shown a close relation
between forbidden words and factor automata. Minimal forbidden words
have been also considered in the study of complexity in the framework of a
Ž  .hierarchical modeling of physical systems cf. 2 . The sketch of some of
 the results of this paper also appears in 5 .
2. SYMBOLIC DYNAMICS
Symbolic dynamics is a field born at the beginning of the 1920s with the
Ž  .work in topology of Marston Morse cf. 26 . Later, the theory was
developed as a branch of ergodic theory. There are deep connections
between the theory of automata and formal languages and symbolic
Ž   .dynamics cf. 27, 6 and references therein . Several results from symbolic
dynamics have a natural interpretation in terms of formal languages and
conversely.
We present in this section a short introduction to the basic concepts
of symbolic dynamics and to their relations with the theory of formal
languages and finite automata. Basic definitions and notations are from
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  24 . For any other notations not explicitly defined here, we refer to 3, 8,
24, 25 .
Let A be a finite alphabet and A* the set of finite words of letters from
	  4A, the empty word  included. We denote by A the set A*   .
Let A be the set of bi-infinite sequences of letters of A. An element of
 Ž . A , x
 x , x  A, is called a two sided-infinite word. The set A isi i Z i
also called the full A-shift.
The shift map  is a function defined on A. It associates to x the
Ž .element y
  x defined by the rule y 
 x for any integer i.i i	1
A two sided-infinite word x A aoids a set of words F A* if no
factor of x belongs to F. We denote by S the set of all y A whichF
avoid F. Therefore, we can think of F as the set of forbidden factors of
the words of S .F
A symbolic dynamical system or shift space is a subset S of A such that
S
 S for some F A	.F
The set F may be finite or infinite. In any case, it is at most countable
since A	 is countable.
The shift map  is the restriction to S of the shift map  on the fullS
shift.
If a symbolic dynamical system X is contained in a symbolic dynamical
system Y, we say that X is a subshift of Y. For example, the full A-shift
 Ž .A is a symbolic dynamical system we can take F
 . Another less
trivial example is the following.
 4EXAMPLE 1. Let S be the set of two sided-infinite words on A
 a, b
such that the letter b is always followed by the letter a. Then S
 S isbb4
a shift space often called golden mean shift.
2.1. Symbolic Dynamics and Formal Languages
Given a symbolic dynamical system S , it is possible to associate two
languages: the set
M S 
 F such that S
 S 4Ž .   F

Ž .and the set L S of all factors of sequences in S , i.e.,
 4L S 
 w A* such that x S  w is factor of x .Ž .
Ž .It is easy to prove that S
 S and that any element of M S has theM Ž S .
Ž .property that any proper factor of it belongs to L S . The elements of
Ž .M S are called minimal forbidden words. By definition, we observe that
Ž .any symbolic dynamical system S is uniquely specified by M S .
FORBIDDEN WORDS IN SYMBOLIC DYNAMICS 167
Ž .It is easy to prove that L S is a factorial language, i.e.,
u ,   A*, u  L S  u ,   L S ,Ž . Ž .
and, furthermore it is an extensible language, i.e.,
  L S ,Ž .
there exist x , y A such that x  L S and y L S .Ž . Ž .
Ž . Ž So the language L S also uniquely characterizes the system S cf. 24,
.Proposition 1.3.4 . Hence, it is possible to describe the system S by
specifying the forbidden words or the allowed factors. The following two
Ž . Ž .remarks show that there are strong connections between L S and M S .
Ž .REMARK 2. From an algebraic point of view, we observe that A*L S
Ž .is a two sided ideal of the free monoid A* and M S is the base of this
ideal, i.e.,
A*  L S 
 A*M S A*.Ž . Ž .
Hence,
L S 
 A*  A*M S A*, 1Ž . Ž . Ž .
Ž . Ž .and so M S uniquely characterizes L S .
Ž .Conversely, the following remark shows that L S also uniquely charac-
Ž .terizes M S .
Ž .REMARK 3. A word  
 a a . . . a belongs to M S if and only if the1 2 n
two conditions hold:
 Ž Ž .. is forbidden i.e.,  L S ,
 Ž . Ž . Žboth a a . . . a  L S and a a . . . a  L S the prefix and1 2 n1 2 3 n
Ž ..the suffix of  of length n 1 belong to L S .
Hence, we have that
M S 
 AL S  L S A A*  L S . 2Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž . Ž .From the equalities 1 and 2 , it follows that M S uniquely character-
Ž . Ž . Ž .izes L S and L S uniquely characterizes M S , respectively.
Recall that a language L A* is rational if it is recognized by a finite
Ž  . Ž . Ž .state automaton cf. 17 . From the equalities 1 and 2 , one also derives
Ž . Ž . Ž .that L S and M S are simultaneously rational, i.e., L S is rational if
Ž .and only if M S is a rational language.
BEAL ET AL.´168
A symbolic dynamical system S is of finite type if S
 S for someF
finite set F A	. An equivalent definition is that S is of finite type if and
Ž .only if M S is finite.
A symbolic dynamical system S is sofic if S
 S for some rational setF
	 Ž .F A . Since S
 S , S is sofic if M S is rational or, according toM Ž S .
Ž . Ž . Ž .relations between L S and M S , if L S is rational. It is clear that a
system of finite type is sofic. The converse is not true, as shown by the
following example.
EXAMPLE 4. Let S A be the set of two sided-infinite words on
 4A
 a, b such that between any two b’s there are an even number of a’s.
We can take
 2 n	1 4F
 ba b: n 0 
M S .Ž .
Then S is sofic but, since F is infinite, it is not of finite type. The system
is also called een shift.
2.2. Symbolic Dynamics and Finite Automata
In this subsection, we introduce the notion of conjugacy and we show
certain deep connections between symbolic dynamics and the theory of
finite automata.
ŽLet k be an integer greater than or equal to 1. A k-block map or
.k-local function  from a system S into a system T is defined by a
k Ž .partial function f from A into B, by two integers m for memory and a
Ž .for anticipation with m	 a
 k, and satisfies, for any integer i,
 a 
 f a a . . . a a a . . . a .Ž . Ž .Ž .n im	1 im	2 i1 i i	1 i	anZ i
A k-block map  : S T is a conjugacy from S to T if it is invertible,
i.e., if there exists a block map 	 from T to S such that
	  x 
 x for all x S and  	 y 
 y for all y T .Ž . Ž .Ž . Ž .
In this case, we say that the two systems are conjugate. It is easy to prove
that the shift map  is a conjugacy.
Ž .We denote by Q, E a finite automaton, where Q is the set of the states
and E is the set of the edges labeled in a finite alphabet. Moreover, we
suppose that all states are both initial and terminal.
It is obvious that a sofic system can be also defined as the set of
bi-infinite labels of bi-infinite paths on a finite automaton. In this case, we
say that the system is recognized by the automaton.
Ž .A transducer is an automaton Q, E with a set of edges E labeled by
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A B, where A and B are two finite alphabets. We, as usual, write a label
Ž .a  b, a A, b B, instead of writing the ordered couple a, b . The input
of the transducer is the automaton labeled by A and obtained from the
transducer after removing the second components of the labels of the
edges. The output of the transducer is obtained from the transducer after
removing the first components of the labels of the edges. It is an automa-
ton labeled by B.
ŽWithout loss of generality eventually by using a composition with a
.power of the shift , we can assume that a k-block map  defined by a
partial function f from Ak into B, has memory k and no anticipation.
Ž .Hence,  can be represented, for any integer n with n k 1 , by a
Ž . Ž .transducer labeled by A B, T 
 Q, E , where Q
 a a . . . a , a n 1 2 n i
4A and E is the set of the edges
Ž .cf a . . . a cnk	2 n a a . . . a a a . . . a c ,Ž . Ž .1 2 n 2 3 n
for all a , c A.i
Ž .We can remark that if u   is the label of a bi-infinite path of a
Ž Ž . Ž ..transducer, then  u    also. We say that T is a representation ofn
Ž . Ž . : any bi-infinite path of T labeled u   with u S verifies  
  u .n
2.3. Topological Inariants
It is interesting and useful that the combinatorial notions of symbolic
dynamics such as symbolic dynamical system, k-block map, conjugacy, have
a natural topological interpretation.
Let us endow A with the discrete topology and A with the product
topology. Therefore, A is a compact space. This topology can be defined
by the distance
k  42 if x y and k
max n 0  x 
 y ,n i n ,i id x , y 
Ž . ½ 0 if x
 y ,
with x, y A and using the convention that k
1 if x  y .0 0
Ž  . It is known cf. 24 that a subset X of A is a symbolic dynamical
system if and only if it is closed for the previous topology and invariant
under the shift  .X
A homomorphism between two systems S and T is a map 	 : S T
which is continuous and commutes with the shift, i.e., such that
 	
 	 .T S
A k-block map is continuous and commutes with the shift. The
Ž    .CurtisLyndonHedlund theorem cf. 24 , also in 22 assures that any
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continuous map from A into B that commutes with the shift is a
k-block map for some integer k.
If a homomorphism is one-to-one and onto, its inverse map is continu-
ous. Then it is called a topological conjugacy or topological isomorphism.
From the CurtisLyndonHedlund theorem, it follows that the notion of
topological conjugacy and the combinatorial notion of conjugacy are
equivalent. Hence, in the sequel we will use the term topological conjugacy
as well as conjugacy.
A property of a system S that is preserved under conjugacy is said to be
a topological inariant or conjugacy inariant of S . The conjugacy problem
or isomorphism problem consists in deciding whether two given symbolic
dynamical systems are conjugate or not. It is still an open problem even for
systems of finite type. If there exists a topological invariant that is different
for two symbolic dynamical systems, then they are not conjugate. Several
topological invariants have been found, such as topological entropy, growth
rate of complexity function of allowed words, and zeta function.




 lim sup log f n ,Ž . Ž .Ž .2 Snn

Ž . Ž Ž . n. Ž .where f n 
 Card L S  A is called a complexity function of L S .S
Ž .Since L S is a factorial and extensible language, lim sup can be substi-
tuted by lim.
Ž .  Another topological invariant related to L S is given in 18 . It is
stated that if S and T are conjugate, then there exists a constant c 0
such that, for n c,
f n c  f n  f n	 c .Ž . Ž . Ž .T S T
Ž .Hence, the growth rate of complexity function of L S is preserved by
topological conjugacy. Moreover, it is possible to observe that this last
invariant is stronger than topological entropy, but it is the same in the case
of sofic systems which have a nonzero entropy.
The zeta function is a topological invariant of symbolic dynamical
systems which takes into account the number of elements of a given
period. In fact, let S be a symbolic dynamical system and let P 
 xn
nŽ . 4S :  x 
 x be the set of points of period dividing n. The zeta function
of S is defined as
pn n z 
 exp z ,Ž . ÝS nn0
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Ž .where p 
 Card P . It is possible to prove that the zeta function isn n
stronger than topological entropy for sofic systems.
However, none of the previous invariants is characteristic. For instance,
there exist systems S and T that are not conjugate but that have the same
topological entropy, the same zeta function, and the same growth rate of
Ž .complexity function of allowed words cf. Example 21 .
3. LINEARLY EQUIVALENT FUNCTIONS
In this section, we introduce an equivalence relation between functions
from  to , the linear equivalence, and we show some properties of
this relation. In particular, in the special case of functions corresponding
to -rational series, we give an effective characterization of the pairs of
linearly equivalent functions. Further, we show that the notion of linear
equivalence is strictly weaker than the classical notion ‘‘to have the same
rate of growth.’’
Let f , g be two functions from  to . We write f g if there exists a
constant K 0 such that
K
n K , f n  K g n	 i .Ž . Ž .Ý
i
K
We say that f and g are linearly equialent and we write f g if
f g and g f .
It is easy to verify that is an equivalence relation. Moreover, we can
observe that satisfies some properties.
PROPOSITION 5. Let f , f , g , g , f be functions from  to .1 2 1 2
Ž .i If f  f and g  g , then f 	 g  f 	 g .1 2 1 2 1 1 2 2
Ž .ii If c is a positie constant, then f cf.
Ž .Proof. i As f  f , there exists K such that1 2 f
K f









Since g  g , there exists K such that1 2 g
K g





g n  K g n	 i .Ž . Ž .Ý2 g 1
i
K g
 4Let us set K
max K , K . Hence, n K,f g
K Kf g





 K f n	 i 	 g n	 i .Ž . Ž .Ž .Ý 2 2
i
K
Analogously, one can prove the other inequality.
Ž .ii If c 1, then it is sufficient to take K
 c; if c 1, then we can
take K
 1c.
We now recall the notion of -rational sequence. A sequence of
Ž .nonnegative integers f is said to be -rational if f is the number ofn n n
paths of length n going from an initial state to a final state in a finite
Ž .automaton. The series f associated to a sequence f is defined byn n
Ž . nf z 
Ý f z . The series associated to an -rational sequence is said ton
be -rational. By a slight abuse of notation, we also denote by f the
Ž .function from  to  which associates f to n. With this convention, f nn
and f denote the same nonnegative integer. The following result can ben
 found in 30, Theorem 10.1, p. 61 . This theorem is proved for the set of
Ž  . -rational series see 30 that contains the set of -rational series.	
PROPOSITION 6. Let f be an -rational series which is not a polynomial.
The poles of f of minimal modulus are of the form r, where r is a strictly
positie real and  is a root of unity. The number r is one of these poles and
the multiplicity of any pole r is at most the multiplicity of r.
The following proposition and corollary can be found in 30, Theorem
  10.2, p. 62 , also in 9 . Both these two results are proved for  -rational	
series; therefore, they also hold for -rational series. The following propo-
sition says that any -rational series is a merge of -rational series which
FORBIDDEN WORDS IN SYMBOLIC DYNAMICS 173
have a dominating root. Notice also that this result characterizes the
Ž  .-rational series cf. 30, Theorem 10.5, p. 64 .
Ž .PROPOSITION 7. Let f be an -rational sequence. Then there aren n
natural numbers m, p such that, if 0 j p 1, then
f 
 P n  n	 P n  n ,Ž . Ž .Ým	 j	n p j j ji ji
i
 where  is a nonnegatie real,  i  max  , and the P ’s and the P ’sj j i ji j ji
are nonzero polynomials. Furthermore, m, p, and P ’s and the P ’s, the  ’sj ji j
and the  ’s are computable.ji
 Proof. We briefly recall the proof given in 30, Theorem 10.2, p. 62 .
Ž .Let f be the series associated to f . If f is not a polynomial, theren n
Ž .is a computable integer m such that
f 
 Q n n ,Ž .Ým	n i i
i
where the Q ’s are computable polynomials in , and where the 1 arei i
the poles of the series. Furthermore, the degree of Q is the multiplicity ofi
1 Ž  the root  as pole of the series f minus one see 30, Lemma 9.7, p. 56i
 .or 9, p. 58 . This decomposition of f is called the decomposition in
exponential polynomials. Let p be the smallest positive integer such that
p   p 
  , for every index i. Let  , . . . ,  be the distinct values of thei i 1 K
numbers  p. Theni
K
j nf 






 Q n  .Ž .Ý jk k
k
1
The numbers  such that Q is nonzero are the inverses of the poles ofk jk
Ž . nthe series f z 
Ý f z , which is -rational. We use then Proposi-n m	j	n p
tion 6 to conclude: every number  such that Q is nonzero and whosek jk
modulus is maximal is of the form , where  is a positive real and  is
a root of unity. By the definition of the number p, we get 
 1.
Ž .COROLLARY 8. Let f be an -rational sequence. Then there is an n
computable positie integer p such that
f  c nl j n as n 
 j
 0, . . . , p 1 ,Ž .j	n p j j
where c  0, l , and  is a nonnegatie real. Furthermore,  and lj j j j j
are computable.
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Ž . Ž .We now order the pairs  , l with the lexicographic order:  , l j j j j
Ž . Ž . , l iff    or  
  and l  l . The maximal pair  , l isk k j k j k j k j j
Ž . Ž .named the maximal pair of the sequence f . This pair  , l charac-n n
l Ž1 p.n Ž .terizes the maximal growth rate n of the sequence f .n n
Ž . Ž .COROLLARY 9. Let f and g be two -rational sequences.n n n n
Ž . Ž .The two functions from  to , f : n f n and g : n g n , are linearly
equialent iff they hae the same maximal pair.
Ž . Ž . Ž .Proof. Let  , l be the maximal pair of f and  , l be then n
Ž . Ž . Ž .maximal pair of g . Let us assume that  , l   , l . Then theren n
are integers m, m, p, p, j, j and positive reals c, c such that
f  cnl n as n 
,j	n p
and
g  cnl n as n 
.j	n p
Ž . Ž .Then f and g cannot be linearly equivalent. Conversely, if  , l 
  , l ,
there is a constant K such that, for great enough n, we have
p1
f  K g .Ýn n	i
i
0
Then f g. By symmetry, we get g f.
COROLLARY 10. It is decidable whether two functions that define -
rational sequences are linearly equialent.
REMARK 11. As a particular case, we get the following result. If f and
g are two -rational series that have a dominating root, that is a unique
Ž .real pole of minimal modulus, then the corresponding functions are
linearly equivalent iff they have the same dominating root and the same
degree of this dominating root.
REMARK 12. It is easy to prove that if two functions f and g from  to
Ž Ž . Ž .  Ž .  have the same rate of growth the notation is f n  g n , i.e., f n 
 Ž .   Ž .   Ž . C g n and g n  C f n for some constant C and for large values of
 .n, cf. 20 , then they are linearly equivalent. The converse is not true. In
Žfact, the following two -rational functions i.e., they define -rational
.sequences
1 if n is a multiple of 5,
f n 
Ž . ½ 0 otherwise,
1 if n is a multiple of 7,
g n 
Ž . ½ 0 otherwise,
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Ž Ž ..are linearly equivalent they have the same maximal pair 1, 0 but they
have different rate of growth.
4. MAIN RESULT
In the following, we will consider two systems S and T, S over the
Ž . Ž .alphabet A, and T over the alphabet B. Let F n and F n be theS T
Ž . Ž .functions that count, respectively, the elements of M S and M T of
length n, i.e.,
F n 
 Card M S  An ,Ž . Ž .Ž .S
F n 
 Card M T  B n .Ž . Ž .Ž .T
We can now state our main result.
THEOREM 13. If two symbolic dynamical systems S and T are conjugate,
then the two functions F and F are linearly equialent.S T
In other words, our main result states that the -equivalence class of
F is a topological invariant of S .S
Let us first remark that, if S and T are conjugate, then there exists a
k-block map  partially defined from A to B such that  is a conjugacy
Žbetween S and T. Without loss of generality eventually by using a
.composition with a power of the shift , we can assume that the map has
memory k and no anticipation. Hence,  can be represented, for any
Ž .integer n with n k 1, by a transducer labeled by A B, T 
 Q, E ,n
Ž . 4where Q
 a a . . . a , a  A and E is the set of the edges1 2 n i
Ž .cf a . . . a cnk	2 n a a . . . a a a . . . a c ,Ž . Ž .1 2 n 2 3 n
Ž .for all a , c A. Any bi-infinite path of T labeled u   with u Si n
Ž .verifies  
  u . Of course, it is not true that any input label of a
bi-infinite path of T belongs to S .n
Recall that an automaton is local if it does not admit two distinct
equally labeled cycles. For any local automaton, there exist two integers m
Ž .and a m for memory and a for anticipation such that two equally labeled
paths of length m	 a go through the same state after their beginnings of
Ž .length m. Such an automaton is said to be m, a -local. Remark that the
Ž .input automaton of the transducer T is a n, 0 -local automaton. Thisn
input automaton is usually known as a De Brujin graph.
We now define, for any n k 1, the transducer T  obtained from Tn n
by removing all states defined by forbidden words of length n of S . Let us
denote by S the sofic system recognized by the input automaton of T .n n
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In order to give the proof of Theorem 13, we will first state and prove
the following five lemmas.
LEMMA 14. For any state of T , there exists a bi-infinite path of T  goingn n
through it.
Proof. Let u
 a . . . a be a state of T . The word u is a factor of a1 n n
bi-infinite word w of S . There exists a path of T labeled by w in itsn
input. Then there exists also a path of T  labeled by w in its input since wn
belongs to S . This path goes through the state u at a time because u is a
factor of length n of w. This proves also that any finite path of T  can ben
extended to infinity on the left and on the right.
LEMMA 15. Let  be a conjugacy between S and T. Then there exists an
integer n such that, for any n n , T  has a local output.0 0 n
  Proof. By 3, Proposition 3.5 , in order to show that T has a localn
output, it is sufficient to prove that the k-block map  is one-to-one
on S .n
By contradiction, let us suppose that for each n  k 1, there exists0
n n such that  is not one-to-one on S . Then there exists an0 n
increasing sequence of indices n , n , . . . such that  is not one-to-one on1 2
S for all i. Hence, there exist x , y  S , x  y , such thatn i i n i ii i
Ž . Ž .  x 
  y . As A is a compact metric space, there exists a subse-i i
Ž . Ž . Ž .quence x convergent to x, and y has a subsequence yi k i k i hk k k h Ž .convergent to y, with x, y A . Obviously, x converges to x, too.i hk h Ž .If we renumber opportunely the indices, we can write that x con-i i
Ž .verges to x and y converges to y. We are going to prove that x S .i i
Ž .   Ž . 4For all  0, let us denote by I x the set z A  d x, z   . As
Ž . Ž .x converges to x, there exists i such that for all i i, x  I xi i i 2
Ž .and x  S . As the central factor of x of length n is a block of L S ,i n i ii
there exists a word x S which has such block as factor and, without
Žloss of generality eventually by using the invariance by the shift transfor-
.mation , we can assume that this factor is central. Hence, by definition of
Ž . Žni1 .2 	the distance, it follows that d x , x  12 . Let us choose i largei
Žni1 .2 	 Ž .enough such that 12  2; hence, d x, x   and so x
Ž .I x . As S is closed, then x S . Analogously, it is possible to prove that
Ž . Ž . Ž .y S . As  is continued, and for all i,  x 
  y , then  x 
i i
Ž . y . This contradicts the fact that  is one-to-one from S to T.
 Ž .LEMMA 16. We assume that T has an m, a -local output, where m andn0
a are chosen greater than or equal to k and n . Then for each integer n n ,0 0
 Ž Ž . .T has an m	 n n , a -local output.n 0
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 Ž .Proof. We fix an integer n n . We assume that T is k , k -local in0 n 1 2
its output. We assume that k and k are greater than or equal to k and1 2
that k is greater than or equal to n. We just have to prove that T  is1 n	1
Ž .k 	 1, k -local in its output.1 2
We consider two paths of T  of length k 	 1	 k , with the word un	1 1 2
Ž .as output label. We assume that the first path resp. the second one goes
Ž .through state p resp. p after the first k 	 1 symbols. We want to show1
that p
 p. These two finite paths can be extended to two bi-infinite
 Ž . Ž .paths of T by Lemma 14 . The first bi-infinite path is labeled by w, z ,n	1
Ž .the second one by w, z . We have u
 z . . . z and u
i	1 i	k 	k 	11 2  Ž . Ž .z . . . z for some index i. The labels w, z and w, z are alsoi	1 i	k 	k 	11 2
labels of paths of T  because all labels of path of T  are labels of pathsn n	1
  Ž . of T . As T is k , k -local in its output, the two bi-infinite paths of T gon n 1 2 n
through the same state q after the symbol of index i	 k , and they also go1
through the same state r after the symbol of index i	 k 	 1. Let1
q
 a . . . a and r
 a . . . a . By definition of T , the input symbols of1 n 2 n	1 n
length n	 1, w . . . w and of w . . . w are thei	k n	1 i	k 	1 i	k n	1 i	k 	11 1 1 1  Ž .same word a . . . a . Back to T , as T is n	 1 -local, we also have1 n	1 n	1 n	1
w . . . w 
 p and w . . . w 
 p. We geti	k n	1 i	k 	1 i	k n	1 i	k 	11 1 1 1
p
 p.
LEMMA 17. Any word of length n k	 1 which is an output label of a
path of T  is a factor of a word in T.n
Proof. We consider a word u of length n k	 1, output label of a
path of T . Then by Lemma 14, there exists a bi-infinite path of T  labeledn n
Ž .w, z such that, for an index i, we have u
 z . . . z . The wordi	k i	n
w . . . w is a word of length n input label of a path of T . It is then ai	1 i	n n
 Ž .factor of a word in S . Then there exists a path in T , labeled w, z withn
w S and such that w . . . w 
 w . . . w . As w belongs to S ,i	1 i	n i	1 i	n
 Ž .z belongs to T. By definition of T , we have z 
 f w . . . w ,n i	k	j i	j	1 i	j	k
for j
 0, . . . , n k. We get u
 z . . . z 
 z . . . z . Then u is ai	k i	n i	k i	n
factor of a word in T since z belongs to T.
We have now all notations and elements to prove the fundamental
lemma:
LEMMA 18. If S and T are conjugate, for each integer n greater than n ,0
we hae
m	an0
F n  C F n	 i ,Ž . Ž .ÝLŽ S . LŽT .
i
k	1
Ž Ž .. lwhere C
 2 Card B and l
m	 a n 	 k 1.0
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Proof. Let x be a minimal forbidden word of length n of S . It is an
 Ž .input label of a path of T labeled w, z , which is not the label of an1
path of T . Let us assume that x
 w w . . . w . We consider the part ofn 1 2 n
the output label of this path y
 z . . . z z . . . z z . . . z .Ž mn 1. 0 1 n n	1 n	a0
Ž .The word y is of length m	 n n 	 a. Let us assume that y is a0
factor of a word in T. Therefore the word y represents the output label of
 Ž .a path of T labeled w, z withn1
w S , z T , and y
 z . . . z z . . . z z . . . z .Ž mn 1. 0 1 n n	1 n	a0
 Ž Ž . .   As T is m	 n 1 n , a -local in its output, we have w w . . . wn1 0 1 2 n

 w w . . . w 
 x. This contradicts the fact that x is not a factor of a word1 2 n
in S . Then y is not a factor of a word in T. To each minimal forbidden
word x of length n, we associate a word y defined as above. The previous
argument shows also that the words y associated to two distinct words x
are themselves distinct. By Lemma 17, we know that each word of length
n k, which is an output label of a path of T  , is a factor of a word inn1
T. So each factor of length n k of y is a factor of a word in T, and y is
not, a factor of a word in T. Each word y can be obtained with a minimal
forbidden word m of T of length between n k	 1 and n	m	 ay
n , completed left or right by symbols of B. Now the number of such words0
y, greater than or equal to the number of minimal forbidden words of S
of length n, is less than or equal to
m	an0
C F n	 i .Ž .Ý LŽT .
i
k	1
This gives the announced formula.
We can now prove our main result.
Proof of Theorem 13. We have to prove that there exists a constant K
such that
Ž . Ž . K Ž .1 For any n K, F n  K Ý F n	 i .LŽ S . i
K LŽT .
Ž . Ž . K Ž .2 For any n K, F n  K Ý F n	 i .LŽT . i
K LŽ S .
By previous lemma, by exchanging the roles played by S and T, we have
Ž . m	an0 Ž .that there exists M such that F n MÝ F n	 i . Let usLŽT . i
k	1 LŽ S .
 4 set K 
max C, m	 a n , k 1 and K 
max M, m	 a n , k1 0 2 0
4  4 Ž . Ž .1 . If we set K
max K , K , then inequalities 1 and 2 follow.1 2
Let us remark that, as a particular case of Theorem 13, we obtain the
following well-known result of symbolic dynamics concerning systems of
finite type. Recall that a system S is of finite type if the set F of
forbidden factors is finite.
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COROLLARY 19. Let S be a system of finite type and let T be a system
conjugate to S . Then T is also of finite type.
It is well known that the entropy of a system is a topological invariant.
Theorem 13 allows us to state that the entropy of minimal forbidden words
is an invariant, too.
5. SOFIC SYSTEMS
In this section, we are interested in sofic systems. In fact, it is known
that, for these symbolic dynamical systems, the previously described invari-
ants such as topological entropy, zeta function, and growth rate of com-
plexity function of allowed words are computable. In this section, we prove
that the -equivalence is a decidable question for sofic systems. More-
over, we give examples that show that the new invariant is independent
from previous ones, but it is not characteristic.
Recall that a symbolic dynamical system S is sofic if S
 S for someF
	 Ž .rational set F A . It is easy to prove that S is sofic if and only if M S
Ž . Ž .is rational. According to relations between M S and L S , we have that
Ž . Ž .M S is rational if and only if L S is rational; then it follows that S is
Ž .sofic if and only if L S is a rational language. Hence, it is obvious that a
sofic system S can be also defined as the set of bi-infinite labels of
bi-infinite paths on a finite automaton A, and we say that S is recognized
by A.
If M is the adjacency matrix of the finite automaton A and  is theA A
 largest eigenvalue of M , it is proved, cf. 24 , that the topological entropyA
Ž .of the sofic system S is computable and h S 
 log  . Moreover, it has2 A
been proved by Manning and Bowen that the zeta function of a sofic
   system S is a rational function. See 24 or 4 for an exposition. A method
to compute it by an operation on finite automata, the external power, is
 there explained. More recently, Reutenauer 29 has obtained new results
showing that the zeta function of a sofic system is not only rational but
even -rational. He has also extended his results to more general symbolic
dynamical systems, introduced by Fried under the name of finitely pre-
Ž  .sented systems cf. 19 .
The growth rate of complexity function of allowed words is easily
computable because the complexity function f of the sofic system S isS
Ž . r Ž n.given by f n 
Ý M , where A is an unambiguous finite automa-S i, j
1 A i j
ton that recognizes S and M is the r r adjacency matrix of A.A
It is an important question to establish whether our topological invariant
is also computable, i.e., given two symbolic dynamical systems S and T, to
decide whether F and F are linearly equivalent or not.S T
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THEOREM 20. Let S and T be two sofic systems and let F and F beS T
their functions of minimal forbidden words. It is decidable whether F and FS T
are linearly equialent.
Ž . Ž .Proof. If S and T are sofic systems, then M S and M T are rational
Ž . Ž .sets. Then the sequences F n and F n are -rational. Accord-S n T n
ing to Corollary 10, it is decidable whether F and F are linearlyS T
equivalent.
In the rest of this section, we report some examples of sofic systems
showing that the new invariant is independent from previous ones, but it is
not characteristic. Recall that a symbolic dynamical system S is of finite
type if S
 S for some finite set F. Moreover, it is known that a systemF
is of finite type if and only if it is recognized by a local automaton, i.e., an
automaton that does not admit two distinct equally labeled cycles.
EXAMPLE 21. In this example, we show two systems that are not
conjugate because their functions of minimal forbidden words are not
linearly equivalent, but they have equal growth rate of complexity func-
Žtions of allowed words and the same zeta function and also the same
.entropy . The two sofic systems S and T are defined by the automata AS
and A that recognize S and T, respectively, and that are illustrated inT
Figures 1 and 2, respectively.
We have that
0 if n
 0 and n
 1,
F n 
Ž .S n2½ 18 2 if n 2,
0 if n
 0 and n
 1,
F n 
Ž .T n2½ 2 4 if n 2.
Ž . Ž .It is easy to prove that F n and F n are not linearly equivalent, butS T
the two languages have equal growth rate of complexity function of
Žallowed words and also the same entropy recall that the growth rate of
.complexity function of allowed words is stronger than topological entropy .
Moreover, they have the same zeta function.
Ž . n n Ž .In fact, it is possible to prove that f n 
 2 5  2 and f n 
 2S T
 5n 4n. These two complexity functions have the same growth rate.
Hence, the two systems have the same entropy. The two corresponding
dynamical systems have the same zeta function. Indeed, the zeta functions
can be computed by using the external powers of the two automata
Ž  .recognizing S and T see 4 . As the commutative images of these
external powers are the same, the two zeta functions are equal.
 EXAMPLE 22. This example can be found in 24, Section 7.3, p. 235 .
We consider two symbolic dynamical systems of finite type with the same
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Ž . Ž .FIG. 1. Automata recognizing languages L S and M S , respectively.
zeta function and which are not conjugate. As they are of finite type, their
functions of minimal forbidden words are linearly equivalent. The two
symbolic dynamical systems are S and S , where A and B are theA B
adjacency matrices of the systems of finite type,
4 1 3 2A
 , B
 .ž / ž /1 0 2 1
The zeta function of both systems is
12 z 
 1 4 z z .Ž . Ž .
This example shows that the zeta function and the -equivalence class of
the function of minimal forbidden words are not complete conjugacy
invariants of a symbolic dynamical system.
EXAMPLE 23. We show that there exist sofic systems that have different
Ž .entropy and also different zeta function and hence are not conjugate but
that have linearly equivalent function of minimal forbidden words. Let us
consider two systems of finite type S and S , where A and B are theA B
adjacency matrices. As they are of finite type, their functions of minimal
forbidden words are linearly equivalent,
1 1 2 1A
 , B
 .ž / ž /1 0 1 0
It is possible to prove that, if A is the adjacency matrix of the symbolic
Ž .dynamical system S , then H 
 log  , where  is the largestA S 2 A AA 'Ž  . Ž . eigenvalue of A cf. 24 . Hence, H 
 log 1	 5 2 and H 
S 2 SA B'Ž .log 1	 2 . The zeta functions are also different because zeta functions2
are stronger than entropy for sofic systems.
EXAMPLE 24. We show two systems of finite type S and S , where AA B
and B are the adjacency matrices, that have linearly equivalent functions
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Ž . Ž .FIG. 2. Automata recognizing languages L T and M T , respectively.
of minimal forbidden words and the same growth rate of complexity
functions of allowed words but different zeta functions,
2 1 2 3A
 , B
 .ž / ž /1 2 1 0
The two previous matrices have the same largest eigenvalue, then S andA
Ž .S have the same growth rate of complexity functions. Indeed,  z 
B SA
Ž 2 .1 Ž . Ž 2 .13 z  4 z	 1 and  z 
 3 z  2 z	 1 .SB
From the previous examples, it is easy to deduce that none of the
considered invariants is characteristic; moreover, each of them is indepen-
dent of the other.
It is easy to prove that the class of sofic systems is closed under image
and inverse image by a homomorphism. Then the notion of ‘‘sofic’’ is
invariant under conjugacy in the sense that any system that is conjugate to
a sofic system is again sofic. A long-standing open problem of the theory
Ž  .cf. 31, 23, and 27 is the conjugacy problem for sofic systems, i.e., to
decide whether two given sofic systems are conjugate or not. We should
also mention that there is a strong connection between sofic systems and
Ž  .the theory of constrained coding, a subfield of coding theory cf. 1 .
Ž .Moreover, one has cf. Corollary 19 that the notion ‘‘of finite type’’ also is
invariant under conjugacy. We recall that the conjugacy problem is open
even for the systems of finite type.
6. STURMIAN SYSTEMS
In this section, we consider symbolic dynamical systems associated to
Sturmian words. By using the new topological invariant, we show that two
systems associated to Sturmian words having ‘‘different slope’’ are not
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conjugate. In order to obtain this result, we state in Section 6.1 some
general relations between minimal forbidden words and bispecial factors
of an arbitrary factorial and extensible language of words over a binary
alphabet.
In Section 6.2, we introduce Sturmian words and their geometrical
interpretations in terms of intersections of a square-lattice with lines
having slopes which are irrational numbers. The symbolic dynamical sys-
tem associated with a Sturmian word x , corresponding to the irrational
number  , depends only on the number  . We also recall a classical
method to construct a Sturmian word x , called the standard method,
which is based on the construction of an infinite sequence of finite words.
Then we prove a fundamental bijection between the set of minimal
forbidden factors of a Sturmian word and the corresponding set of stan-
dard words. This bijection is used in Section 6.3 in order to prove that two
symbolic dynamical systems associated with Sturmian words having differ-
ent slope are not conjugate.
6.1. Forbidden Words and Bispecial Factors
 4Let A be a binary alphabet, A
 a, b , and let L be a factorial
language. A word   L is special on the left if a and b belong to L. In
a similar way, we define words special on the right. We say that a word
  L is bispecial if it is special on the left and special on the right.
The notion of bispecial factors plays an important role in combinatorics
Ž  .on words cf. 11, 15 and it can be also extended to the case of language
Ž  .of words over a more-than-two-letters alphabet cf. 5 .
Ž . Ž .Let us denote by B L the set of bispecial elements of L and by M L
the set of minimal forbidden words of L, i.e., the set of all words w such
that w L and any factor of w is in L.
Ž  .EXAMPLE 25. Let us consider the Fibonacci infinite word cf. 7
x
 abaababaabaababaaba. . . .
Let L be the set of factors of x. Then
 4B L 
    is a palindrome prefix of xŽ .
 4
  , a, aba, abaaba, abaababaaba, abaababaabaababaaba, . . . .
It is possible to prove that
 4M L 
 w  w
 bb ,  is the nth palindrome prefix of x, n is evenŽ .
 4 w  w
 aa,  is the nth palindrome prefix of x, n is odd

 bb, aaa, babab, aabaabaa, babaababaabab,
4aabaababaabaababaabaa, . . . .
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Ž . Ž .As can be seen by previous example, the sets M L and B L are
‘‘similar.’’ This fact is explained by the following proposition, which relates
bispecial and minimal forbidden words. Recall that a language L is
extensible if, for any   L, there exist x, y A such that x  L and
y L.
PROPOSITION 26. Let L be a factorial and extensible language. For any
word u A*, the following conditions are equialent:
Ž .i u is bispecial and xuy L for some x, y A,
Ž . Ž .ii xuyM L .
Proof. If u is bispecial, then xu L and uy L. Since xuy L, by
Ž . Ž .Remark 3, xuyM L . Let w
 xuyM L , x, y A; we prove that u
is left special. A symmetric argument proves that u is right special. Since
Ž .xuyM L , uy L. Since L is extensible, there exists a better z such
that zuy L. This letter z is different from x because xuy L.
REMARK 27. The previous result can be extended to words over a
more-than-two-letters alphabet, and moreover, the necessary condition
Ž  .holds even if L is not an extensible language cf. 5 .
6.2. Sturmian Words
A Sturmian word is an infinite word over a binary alphabet that has
exactly n	 1 factors of length n. Recall that a Sturmian word can also be
defined by considering the intersections with a square-lattice of a semiline
Ž  .having a slope which is an irrational number  0 cf. 10, 14 . A vertical
intersection is denoted by the letter a, a horizontal intersection by b, and
the intersection with a corner by ab or ba. If the semiline, having slope  ,
starts from the origin, the corresponding Sturmian word is called character-
istic and it is denoted by x . It is possible to prove that the language of
factors of a Sturmian word defined in this way depends only on the slope 
Ž .of the line. Let us denote this language by L x .
The characteristic Sturmian words can be constructed by the standard
method: we define a family of finite words, called standard words, and
every characteristic Sturmian word is the limit of a sequence of standard
words.
 4  4Consider two functions  and  from a, b * to a, b *:1 2
 u ,  
 u , u ,Ž . Ž .1
 u ,  
 u ,  .Ž . Ž .2
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Ž .We can construct the infinite sequence of pairs of words u ,  , n 0,n n
as follows:
u ,  
 a, b ,Ž . Ž .0 0
 4u ,  
  u ,  , i 1, 2 .Ž . Ž .n	1 n	1 i n n
Recall that an irrational number  0 is characterized by its develop-
 ment in continued fraction q , q , q , . . . with q  0 and q  0 if i 00 1 2 0 i
Ž  .cf. 21 .
REMARK 28. From the theory of continued fractions, it follows that,
 given an irrational number  1 with q , q , q , . . . as development in0 1 2
 continued fraction, q  1, the irrational number 1 has 0, q , q , q , . . .0 0 1 2
as development in continued fraction.
 Let  be an irrational number and let q , q , q , . . . be its develop-0 1 2
Ž  .ment in continued fraction. It has been proved cf. 28 that if one applies
q times the function  , q times the function  , q times the function0 1 1 2 2
 4  4 , and so on, then the sequences u ,  converge to the same1 n n 0 n n 0
infinite Sturmian word x that is associated to the semiline that has slope
Ž . and that starts from the origin. The pair u ,  is called the nthn n
  Ž   . Ž .approximating pair. Moreover, if u  2 resp.   2 , then u resp. n n n n
is a prefix of x . Therefore, given the infinite Sturmian word x , the 
infinite Sturmian word x is obtained from the precedent interchanging1
a with b.
Let x be an infinite Sturmian word constructed by the standard method
 and let q , q , q , . . . be the development in continued fraction of the0 1 2
irrational number  .




 u ,1 0
s 
 sqn 1 s for n 1.n	1 n n1
It is easy to verify that, for all n 0,
s 
 ,2 n q 	q 	   	q0 1 2 n2
s 
 u .2 n	1 q 	q 	   	q0 1 2 n1
Ž .  For each n 0, let us set  n 
 s . Hence, n
 n	 1 
 q  n 	  n 1 .Ž . Ž . Ž . n1  
Ž .Notice that, since  n  0 for any n and since q  0 whenever n 0, n
Ž .the above equation implies that the sequence of the  n is a nondecreas-
ing sequence that is strictly increasing starting from n 2.
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REMARK 29. It is easy to verify by induction that if  1, then for all
Ž . Ž . Ž .n 1,  n 
  n 1 and  0 
 1.1  
Ž .Let u ,  be the sequence of pairs obtained by the standardn n n 0
method corresponding to the irrational number  .
Let us define
 4  4U 
 u  n 0  a , n
 4  4V 
   n 0  b , n
W 
U  V .  
W is the set of standard words corresponding to the Sturmian word x . 
It is easy to verify that
U  A*ba,
V  A*ab.
Ž .Therefore, U  V 
 and the pair U , V is a partition of W .    
Ž  .Moreover cf. 14 , a word u is a palindrome prefix of x if and only if
either ubaU or uab V . 
The following fundamental result states that there exists a bijection
Ž .between the set M x of minimal forbidden words of x and the set W .  
Moreover, this bijection preserves the length of the words.
THEOREM 30. Let x be a characteristic Sturmian word and let W be the 
corresponding set of standard words. Then there exists a bijectie map f
Ž .between W and M x defined as 
ubaU  f uba 
 auaM x ,Ž . Ž . 
uab V  f uab 
 bubM x .Ž . Ž . 
Such corresponding preseres the length of the words.
   Proof. Let wW , w  2. By 14, Proposition 7 , we have that
w
 uba or w
 uab with u a palindrome prefix of x . Let us consider
 w
 uba. As ub is also a prefix, by 14, Proposition 9 , we have that bu is
Ž . special on the right, and so bua and bub are in L x . By 14, Proposition
 Ž .9 , we have that aub is also a factor of x . We can prove that auaM x . 
      In fact, we observe that aua  bub 
 2; then, by 16, Theorem 3.1, p.a a
 Ž386 , we conclude that aua is not a factor of x analogously, one can
Ž ..prove that if  
 uab; then bubM x . We call  this forbidden word.
Ž .In this way, we can define a map f between W and M x such that 
Ž .f w 
 . By construction, this map preserves the lengths. Conversely, let
Ž .   be a word in M x ; then   2. We can write  
 xuy with x,
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 4  4 Ž .y a, b and u a, b *. By Proposition 26, u is bispecial in L x . By
 14, Proposition 9 , it is easy to prove that u is bispecial if and only if u is a
 palindrome prefix of x . Hence, by 14, Proposition 7 , ubaU or 
uab V . It is easy to prove that, for every n 2, there exists at most a
word in W that has length n. Therefore, only one between the two words
uba and uab belongs to W . We call w this word. A function h is defined
Ž . Ž .between M x and W such that h  
 w. Indeed, it is easy to prove that 
h is the inverse map of f.
The following corollary gives a method to find the minimal forbidden
factors of a Sturmian word x .
Ž .COROLLARY 31. The element of M x are of the form xux, where u is a
palindrome prefix of x and x A. Conersely, if u is a palindrome prefix of
Ž .x , there exists x A such that xuxM x . 
6.3. Conjugacy in Sturmian Systems
Ž .It is possible to prove that L x is a factorial and extensible language
Ž  .cf. 14 . Therefore, we can associate to the Sturmian words x the
symbolic dynamic system S . We call S a Sturmian system. 
Let S , S be the dynamical systems associated to two Sturmian words 
such that   and  1. It is possible to verify that the entropy of
both systems is zero. However, in this subsection, as a consequence of
Theorem 13, we prove in a purely combinatorial way that S , S are not 
conjugate.
Before stating the next theorem, we need some preliminary lemmas.
LEMMA 32. Let n 1. Then
Ž .    1 if u   , then u 
 u and  
 u  ,n n n n1 n n1 n1
Ž .    2 if u   , then  
 and u 
 u .n n n n1 n n1 n1
Proof. This result can be easily proved by induction on n. Indeed, it is
    Ž .clear that, if u   , then the nth approximating pair u ,  has beenn n n n
obtained applying the first rule, and so, u 
 u and  
 u  . Onn n1 n n1 n1
   the contrary, if u   , then the second rule has been applied, and so,n n
 
 and u 
 u .n n1 n n1 n1
REMARK 33. We can observe that for each n 0, there always exists
Ž    . Ž . Ž    .an integer k 0 such that min u ,  
  k , and if min u , n n  n	1 n	1
Ž    . Ž    . Ž .min u ,  , then min u ,  
  k	 1 . In fact, at everyn n n	1 n	1 
step, if we apply the same rule, the minimal element is the same concern-
ing the previous step. Instead, if we change the rule, then the longest
element becomes the smallest element concerning the previous step, and
Ž .the length of this element is  k	 1 .
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Recall that W 
U  V . For any integer k 2, define  
 I k 
 p  there exists uW such that u 
 p k . 4Ž . 
Ž Žk .. Ž .Let r be the sequence of the elements of I k written in thei i 
natural increasing order.
Ž . Ž . Ž .REMARK 34. For all k 2, I k  I 2 . Furthermore, let r be  i i
Ž .the sequence of the elements of I 2 , then
       r 
max u ,  , . . . , r 
max u ,  .Ž . Ž .1 1 1 n n n
 Therefore, if n is the smallest positive integer such that u  k orn
  Ž . Ž .  k, then the elements of I k are r .n  n n n
 Recall that, given a development in continued fraction q , q , q , . . . of0 1 2
 4an irrational number  , it is possible to define two sequences P andn n
 4Q as follows:n n
P 
 q , P 
 q q 	 1, P 
 q P 	 P for n 2,0 0 1 1 0 n n n1 n2
Q 
 1, Q 
 q , Q 
 q Q 	Q for n 2.0 1 1 n n n1 n2
  Ž  .Then it is possible to prove that P Q 
 q , q , q , . . . , q cf. 21 .n n 0 1 2 n
 4Hence, the sequence P Q converges to  when n goes to infinity,n n n
and it is called the nth conergent to  .
PROPOSITION 35. Let z and t be, with z t and t 1, two consecutie
Ž Ž ..alues of the sequence  n associated with an irrational number  . n
There exists a nonnegatie integer k such that:
Ž .1 if  1, z and t determine uniocally the initial k	 1 elements of
deelopment in continued fraction of  , where k is the integer such that
P 	Q 
 t and P Q is the kth conergent to  .k k k k
Ž .2 if  1, z and t determine uniocally the initial k	 2 elements of
deelopment in continued fraction of  , where k is the integer such that
P 	Q 
 t and P Q is the kth conergent to  .k	1 k	1 k	1 k	1
Ž .Proof. One can easily verify by induction that, for all n 0,  n	 2
Ž . Ž .
 P 	Q . Let  1. Hence, for all k 1,  k	 1   k . By then n  
previous remark, one has that there exists an integer k 1 such that
Ž .t
  k	 2 
 P 	Q . Let us consider tz and let us find its develop- k k
ment in continued fraction. Then
t  k	 2  k  kŽ . Ž . Ž .  
 
 q 	 ,  1.kz  k	 1  k	 1  k	 1Ž . Ž . Ž .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 	Let b 
 tz ; therefore, tz
 b 	  , 0   1. Let us remark that0 0 0 0
 k  kŽ . Ž . 
q 	 is an integer  
 1  k
 0;k  k	 1  k	 1Ž . Ž . 
 	therefore, q 
 tz 1. Let us assume k 0 and let b 
 1 . There-0 1 0
fore, 1 
 b 	  . Since tz is rational, there exists an integer s 00 0 1
such that  
 0, i.e., 1 
 b 	  
 b . One can easily verify bys s1 s s s
Ž . Ž .induction that  
  k s  k s	 1 ; therefore,s  
1  k s	 2  k sŽ . Ž . 
 
 q 	 ,ks  k s	 1  k s	 1Ž . Ž .s1  
and so
 k sŽ .
 
 0   k
 s.s  k s	 1Ž .
It follows that b 
 q 	 1; then q 
 b  1, q 
 b , . . . , q 
 b . Sos 0 0 s 1 s1 k 0
the first k	 1 elements of development in continued fraction are found.
Let us consider now  1. By the previous remark, it follows that z and t
Ž Ž ..are also consecutive in the sequence  n , with 1 1. Accord-1 n
Ž .ing to what is proved in point 1 , we can determine the first k	 1
Ž .elements, q , q , . . . , q , of the development in continued fraction of0 1 k
Ž .1 . So, by Remark 28, 0, q , q , . . . , q are the first k	 2 elements of0 1 k
the development of  .
In the following,  and  are two positive irrational numbers.
 ŽLEMMA 36. If there exist l, l 2 and k such that for all s 0,  l	
. Ž . s   l	 s  k and q 
 q , then l	s2 l	s2
Ž . Ž .1. for all s 0,  l	 s 
  l	 s , 
2. 
  or 
 1.
Ž . Ž .Proof. For all s 0, let us set d 
  l	 s   h	 s . We ares  
proving that, for all s 0, d 
 0. Obviously, d 
 q d 	 d . It iss s	2 l	s s	1 s
easy to verify that if, for some i, d and d are nonzero and have thei i	1
 same sign, then the sequence d diverges. By contradiction, let t 0 bes
the first index such that d  0. If t
 0 and d  0, then d 
t t	1 t	3
 q d . According to what we said previously, d diverges and so thel	 t	1 t	2 s
hypothesis is contradicted. If t
 0 and d 
 0, then d and d havet	1 t	2 t	1
the same sign. Let us now consider t 0. In this case, d and d havet	1 t
Ž . Ž .the same sign. Hence, we get  l	 s 
  l	 s . We are proving now 
Ž . Ž .that 
  or 
 1. From Proposition 35, it follows that  l 
  l 
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Ž . Ž .and  l	 1 
  l	 1 determine univocally the first k	 1
 l
 l 
terms of the development in continued fractions of  and  if they are
both greater than 1, the first k	 2
 l
 l terms of the development of 
and  if they are both less than 1. If, for example,  1 and  1, then
Ž .l
 l 1 the case  1 and  1 is analogous . In the case l
 l, the
two developments in continued fraction are equal and so 
 . In the
 case l l 
 1, the two developments coincide except the first term of
one or the other that is zero. Hence, 
 1.
PROPOSITION 37. For all m 2, if r and r are consecutie integers ini i	1
Ž .I m , then there exists a positie integer k, depending on i, such that
Ž .r  r 
  k . If k is the greatest such integer, we can also determine twoi	1 i 
Ž .consecutie numbers r and r , with j i, such that r  r 
  k	 1 .j j	1 j	1 j 
Ž .Besides, if k 2 and i is the smallest index such that r  r 
  k and ji	1 i 
Ž .is the smallest index such that r  r 
  k	 1 , thenj	1 j 
Ž .1. j i
 q , where q is the k 1 th element of the deelop-k1 k1
ment in continued fraction of  .
Ž .2. for all integer j such that i j j, r  r 
  k .j	1 j 
Ž    .Proof. From Remark 34, it follows that r 
max u ,  and r 
i i i i	1
Ž    .   Ž  max u ,  . Let us assume that r 
 u the case r 
 i	1 i	1 i	1 i	1 i	1 i	1
.    can be proved analogously . According to Lemma 32, as u   ,i	1 i	1
  Ž    . Ž . 
 and u 
 u . Therefore, u  r 
min u ,  
  ki	1 i i	1 i i i	1 i i i 
for some k. The existence of k comes from Remark 33, and the fact that
there exists a greatest one that satisfies the equality derives from the strict
Ž .monotonicity of the sequence  n with n 2. Therefore, r  r 
 i	1 i
Ž . Ž . k . In the same way, r  r 
  d , for some positive integer d. i	2 i	1 
Ž   .As a consequence of the previous argument, r 
max u ,  andi	2 i	2 i	2
Ž . Ž    . Ž .so  d 
min u ,  . According to Remark 33, if the i	 1 th i	1 i	1
pair has been obtained by applying the previous rule, then
Ž    . Ž    . Ž . Ž .min u ,  
min u ,  , and so  k 
  d . From the choicei	1 i	1 i i  
of k and d, it follows that k
 d. On the contrary, if we change the rule,
Ž    . Ž    . Ž .then min u ,  min u ,  . By Remark 33, we have that  di	1 i	1 i i 
Ž .
  k	 1 , and so d
 k	 1. So, in order to find r , we only need to j
Ž .take the smallest number in I m greater than r such that r  r  i j	1 j
Ž    . Ž . Ž .min u ,  
  k with r consecutive to r in I m . This argumenti i  j	1 j 
Ž . Ž .proves the point 2 . The proof of the point 1 follows from the remark
Ž .that the number of indices j with i j j such that r  r 
  kj	1 j 
is exactly the number of times that we applied the same rule to obtain
s , a number that is q .k	1 k1
THEOREM 38. If S is conjugate to S , then 
  or 
 1. 
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Proof. According to Lemma 36, we are proving that there exist h, h,
 Ž . Ž . and k such that  h	 s   h	 s  k. 
It follows from the hypothesis that, by Theorem 13, F and F areS S 
linearly equivalent. Therefore, there exists k 0 such that
Ž . k Ž .1. n k, F n  kÝ F n	 i .S i
k S 
Ž . k Ž .2. n k, F n  kÝ F n	 i .S i
k S 
Ž .From Theorem 30, it follows that for n 2, F n is a zero-one functionS
Ž .that coincides with the characteristic function of the set I 2 . Hence, the
following two properties are true:
Ž . Ž .a. according to 1 , for all n k, if F n 
 1, then there exists nS
  Ž .such that n n  k and F n 
 1;S
Ž . Ž .b. according to 2 , for all n k, if F n 
 1, then there exists nS
  Ž .such that n n  k and F n 
 1.S
Ž Ž .. Ž Ž .. Ž .Let r  and r  be the sequences of the elements of I 2i i j j 
Ž .and I 2 . By Proposition 37, there exists m 4k such that, for all i such
Ž . Ž . Ž . Ž .that r  m, r   r   4k and, for all j such that r  m,i i	1 i j
Ž . Ž . Ž .r   r   4k. Corresponding to r   2m, there exists, accord-j	1 j i
Ž . Ž .  Ž . Ž . ing to a , an index i such that r   k and r   r   k. Byi i i
Ž . Ž .property b , corresponding to r  , there exists i such that r m andi i
 Ž . Ž .   Ž . Ž . r   r   k. Besides, we can easily verify that r   r  i i i i
2k and so i
 i.
Ž . Ž .Consequently, there exists a bijection h from I 2m to I m . Further- 
more, it is easy to verify that h preserves the natural order; that is, if
Ž . Ž Ž .. Ž . Ž Ž ..r  
 h r  , then r  
 h r  . According to Proposition 37,j i j	1 i	1
Ž .let i be the first index such that r   2m and such that there exists ani
Ž . Ž . Ž .integer l 2 such that r   r  
  l	 1 , and let i be thei	1 i 
Ž .smallest index such that r  and such that there exists an integer l 2i
Ž . Ž . Ž .such that r   r  
  l	 1 . We can easily verify thatj	1 j 
r   r  
  l	 2Ž . Ž . Ž .i	2 i	1 
 r   r  
  l	 2 .Ž . Ž . Ž .i	2 i	1 
Ž . Ž . Ž . Ž . Ž .By contradiction, if r   r  
  l	 1 and r   r i	2 i	1  i	2 i	1
Ž .  Ž . Ž .   Ž .
  l	 2 , then  l	 2   l	 1  2k and  l	 1    
Ž .  Ž . Ž . l	 1  2k, and so  l	 2   l	 1  4k. But, by definition,  
 l	 2   l	 1Ž . Ž . 

 q  1  l	 1   l   l  4k .Ž . Ž . Ž . Ž .Ž .l   
Ž . Ž . Ž .Let j be the smallest index such that r   r  
  l	 2 andj	2 j	1 
Ž . Ž . Ž .let j be the smallest index such that r   r  
  l	 2 .j	2 j	1 
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According to previous reasoning, j i
 j i, and consequently, by
Proposition 37, q 
 q . In the same way, it is possible to prove thatl l
 Ž . Ž . q 
 q for all s 0. Furthermore,  l	 s   l	 s  2k. Byl	s l	s  
Lemma 36, we can affirm that 
  or 
 1.
Remark that if 
 1 , then x is obtained from x by exchanging 
letter a with letter b. Hence, S and S are trivially conjugate. 
REFERENCES
1. R. Adler, D. Coppersmith, and M. Hassner, Algorithms for sliding-Block codes, IEEE
Ž .Trans. Inform. Theory IT-29 1983 , 522.
2. R. Badii and A. Politi, ‘‘Complexity, Hierarchical Structures and Scaling in Physics,’’
Cambridge University Press, 1997.
3. M.-P. Beal, ‘‘Codage Symbolique,’’ Masson, Paris, 1993.´
4. M.-P. Beal, Puissance exterieure d’un automate deterministe, application au calcul de la´ ´ ´
Ž .fonction zeta d’un systeme sofique, RAIRO Inf. Theor. Appl. 29 1995 , 85103.ˆ ` ´
5. M.-P. Beal, F. Mignosi, and A. Restivo, Minimal forbidden words and symbolic dynamics,´
Ž .in ‘‘STACS’96’’ C. Puech and R. Reischuk, Eds. , Lecture Notes in Computer Science,
Vol. 1046, pp. 555566, Springer-Verlag, Berlin 1996.
6. M.-P. Beal and D. Perrin, Symbolic dynamics and finite automata, in ‘‘Handbook of´
Ž .Formal Languages’’ G. Rozenberg and A. Salomaa, Eds. , Vol. 2, Chap. 10, Springer,
New York, 1997.
Ž7. J. Berstel, Fibonacci wordsa survey, in ‘‘The Book of L’’ G. Rozenberg and A.
.Salomaa, Eds. , Springer-Verlag, Berlin, New York, 1986.
8. J. Berstel and D. Perrin, Finite and infinite words, in ‘‘Algebraic Combinatorics on
Ž .Words’’ M. Lothaire, Ed. , Chap. 1, Cambridge University Press, to appear. Available at
http:www-igm.univ-mlv.fr berstel.
9. J. Berstel and C. Reutenauer, ‘‘Rational Series and their Languages,’’ Springer, New
York, 1998.
Ž10. J. Berstel and P. Seebold, Sturmian words, in ‘‘Algebraic Combinatorics on Words,’’ M.´
.Lothaire, Ed. , Chap. 2, Cambridge University Press, to appear. Available at http:www-
igm.univ-mlv.fr berstel.
Ž .11. J. Cassaigne, Complexite et facteurs speciaux, Bull. Belg. Math. Soc. 4 1997 , 6788.´ ´
12. M. Crochemore, F. Mignosi, and A. Restivo, Automata and forbidden words, Inf. Process.
Ž .Lett. 67 1998 , 111117.
13. M. Crochemore, F. Mignosi, A. Restivo, and S. Salemi, Data compression using antidic-
tionaries, Proc. ICALP’99, Lecture Notes in Computer Science, Vol. 1644, pp. 261270,
Springer-Verlag, Berlin, 1999.
14. A. de Luca and F. Mignosi, Some combinatorial properties of Sturmian words, Theoret.
Ž .Comput. Sci. 136 1994 , 361385.
15. A. de Luca and L. Mione, On bispecial factors of the ThueMorse word, Inf. Process.
Ž .Lett. 49 1994 , 179183.
16. S. Dulucq and D. Gouyou-Beauchamps, Sur les facteurs des suites de Sturm, Theoret.
Ž .Comput. Sci. 71 1990 , 381400.
17. S. Eilenberg, ‘‘Automata, Languages and Machines,’’ Vol. A, Academic Press, New York,
1974.
FORBIDDEN WORDS IN SYMBOLIC DYNAMICS 193
Ž .18. S. Ferenczi, Rank and symbolic complexity, Ergod. Theory & Dynam. Syst. 16 1996 ,
663682.
Ž .19. D. Fried, Finitely presented dynamical systems, Ergod. Theory & Dynam. Syst. 7 1987 ,
489507.
20. R. L. Graham, D. E. Knuth, and O. Patashnik, ‘‘Concrete Mathematics,’’ Addison-Wes-
ley, Reading, MA, 1989.
21. G. H. Hardy and E. M. Wright, ‘‘An Introduction to the Theory of Numbers,’’ 1st ed.,
Oxford University Press, 1938.
22. G. A. Hedlund, Endomorphisms and automorphisms of the shift dynamical system, Math.
Ž .Systems Theory 3 1969 , 320375.
23. K. H. Kim and F. W. Roush, Williams Conjecture is false for reducible subshifts, J.
Ž .Amer. Math. Soc. 5 1992 , 213215.
24. D. Lind and B. Marcus, ‘‘An Introduction to Symbolic Dynamics and Coding,’’ Cambridge
University Press, 1995.
25. M. Lothaire, ‘‘Combinatorics on Words,’’ Addison-Wesley, Reading, MA, 1983.
26. M. Morse, Recurrent geodesics on a surface of negative curvature, Trans. Amer. Math.
Ž .Soc. 22 1921 , 84110.
27. D. Perrin, Symbolic dynamics and finite automata, in Proc. MFCS’95, Lecture Notes in
Computer Science, Vol. 969, Springer-Verlag, Berlin, 1995.
Ž28. G. Rauzy, Mots infinis en arithmetique, in ‘‘Automata on Infinite Words’’ M. Nivat and´
.D. Perrin, Eds. , Lecture Notes in Computer Science, Vol. 192, Springer-Verlag, Berlin,
1984.
Ž .29. C. Reutenauer, -rationality of zeta functions, Ad. in Appl. Math. 18 1997 , 117.
30. A. Salomaa and M. Soittola, ‘‘Automata-Theoretic Aspects of Formal Power Series,’’
Springer-Verlag, Verlag, Berlin, 1978.
Ž .31. R. Williams, Classification of shifts of finite type, Ann. Math. 98 1973 , 120153.
