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Abstract
Systems of language equations of the form Xi = ϕi (X1, . . . , Xn) (1 6 i 6 n) are studied. Here every ϕi may contain the
operations of concatenation and complementation. The properties of having solutions and of having a unique solution are given
mathematical characterizations. As decision problems, the former is NP-complete, while the latter is PSPACE-hard and is in
co-RE, and its decidability remains, in general, open. Uniqueness becomes decidable in the case of a unary alphabet, where it is
US-complete, and in the case of linear concatenation, where it is L-complete.
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1. Introduction
Systems of equations with formal languages as unknowns have been studied since the early 1960s, when Ginsburg
and Rice [6] found an equivalent representation of context-free grammars as systems of the form
X1 = α11 ∪ · · · ∪ α1m1
...
Xn = αn1 ∪ · · · ∪ αnmn
where αi j is a concatenation of variables and symbols of the alphabet. For example, the equation X = aXb ∪ {ε}
with the unique solution {anbn | n > 0} corresponds to a context-free grammar with two rules, S → aSb and S → ε.
This equational semantics is in some sense more natural than the operational approach represented by Chomskian
derivation, and it became an important tool in the study of the context-free languages [9,18].
The study of more general types of language equations began only in the 1990s. Motivated by problems from
description logic, Baader and Narendran [2] and Baader and Ku¨sters [1] studied the computational complexity of
I Supported by Academy of Finland grants 206039 and 118540, CRDF Grant RM1-2543-MO-03 and RFBR Grant 05-01-00988. A preliminary
version of this paper was presented at the Developments in Language Theory conference (DLT 2006) held in Santa Barbara, USA, June 26–29,
2006.
∗ Corresponding author at: Department of Mathematics, University of Turku, Yliopistonma¨ki, Turku, FIN-20014, Finland.
E-mail addresses: alexander.okhotin@utu.fi (A. Okhotin), yakimova@mpim-bonn.mpg.de (O. Yakimova).
0304-3975/$ - see front matter c© 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.tcs.2007.01.016
A. Okhotin, O. Yakimova / Theoretical Computer Science 376 (2007) 112–126 113
the main decision problems for equations of the form ϕ(X1, . . . , Xn) = ψ(X1, . . . , Xn) with union and one-sided
concatenation. Complexity of equations with union, unrestricted concatenation and constant left-hand sides was
studied by Bala [3], while Okhotin [17] investigated the case of arbitrary right- and left-hand sides and the associated
decidability issues. Spectacular examples of computational universality in language equations of an extremely simple
form were discovered by Kunc [10,11].
Let us mention the equations of Ginsburg and Rice equipped with all Boolean operations: Charatonik [5] showed
the undecidability of solution existence for such equations; later Okhotin [14] carried out a detailed study of the
hardness of different decision problems. The languages representable by unique solutions of these equations are
exactly the recursive languages [14]. Besides the cases of union only and of all Boolean operations, other interesting
variants of equations of Ginsburg and Rice have been considered. Equations with union and intersection were found
to share many theoretical properties of those with union only [13]. This study led to natural generalizations of context-
free grammars known as conjunctive grammars and Boolean grammars [15,16].
Systems of equations of the same form X i = ϕi (X1, . . . , Xn) (1 6 i 6 n), in which ϕi use concatenation
and complementation only, form another natural case. These equations have been considered by Leiss [12] in the
special case of a unary alphabet and right-hand sides of a restricted form that guarantees existence and uniqueness
of a solution. He proved that this unique solution is always context-sensitive, but it need not be context-free, as
demonstrated by the following equation
X = {a} · X2
22
, (1)
which has a unique solution {an | ∃k > 0, such that 23k 6 n < 23k+2} [12].
Our goal is to study this kind of equations in the general case, without the simplifying assumptions made by Leiss
[12]. The only known more general class to which these equations belong is the aforementioned class of language
equations with all Boolean operations [14], for which all common decision problems are undecidable. In this paper
we show that decision problems for equations with only complementation admit a simpler solution.
The basis of our approach is the following result, which we establish in Section 3: for a system of equations
{X i = ϕi (X1, . . . , Xn)}ni=1 with complementation and concatenation, a solution modulo any finite nonempty language
can be extended to a solution. From this there follows a transparent characterization of the property of having a
solution. In Section 4, we develop a more involved necessary and sufficient condition of solution uniqueness, which
takes a simple form in the case of a unary alphabet. The complexity of testing these conditions is addressed in
Section 5: solution existence is NP-complete; solution uniqueness in the case of a unary alphabet is US-complete,
where US (unique satisfiability) is a complexity class studied by Blass and Gurevich [4]; the general case of solution
uniqueness is PSPACE-hard and in co-RE, while its decidability remains open. In Section 6, we consider a particular
case of our equations, in which concatenation is restricted to linear, and we show that both existence and uniqueness
problems are L-complete.
2. Languages and equations
Let Σ ∗ denote the set of finite words over an alphabet Σ and ε the empty word. A word y ∈ Σ ∗ is a subword of
w ∈ Σ ∗, if w = xyz for some x, z ∈ Σ ∗; if in addition xz 6= ε, then the subword y is said to be proper. A language
L ⊆ Σ ∗ is said to be subword-closed, if all subwords of all w ∈ L are also words of L . We say that two languages
K , L ⊆ Σ ∗ are equal modulo a third language M ⊆ Σ ∗ if K ∩ M = L ∩ M and denote this by K = L (mod M).
Two vectors of languages, (L1, . . . , Ln) and (L ′1, . . . , L ′n), are said to be equal modulo M , if L i = L ′i (mod M). For
any set X let |X | denote its cardinality and 2X the set of its subsets.
Let n > 1 and let (X1, . . . , Xn) be a vector of variables, which assume values of languages over Σ . A resolved
system of language equations, also called an explicit system [12], is a system of the following general form:
X1 = ϕ1(X1, . . . , Xn)
...
Xn = ϕn(X1, . . . , Xn)
(2)
Each ϕi is an expression that contains variables and constant languages from some predefined language family
(such as all singletons, all regular languages or all languages), connected with arbitrarily nested concatenation and
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complementation. A vector of languages (L1, . . . , Ln) is said to be a solution of (2), if a substitution of L j for X j for
all j turns each equation into an equality. For any subword-closed language M ⊆ Σ ∗, a vector (L1, . . . , Ln), where
L j ⊆ M for all j , is a solution of (2) modulo M , if the above substitution turns each equation into an equality modulo
M . Let us say that a solution (L1, . . . , Ln) modulo M can be extended to a solution modulo M ′ ⊃ M , if there exists
a solution (L ′1, . . . , L ′n) modulo M ′, such that (L1, . . . , Ln) = (L ′1, . . . , L ′n) (mod M).
It is convenient for our study to assume a fixed simple form of the right-hand sides of the equations in (2). It is easy
to see that there is no loss of generality in the assumption that every equation is X = Y Z or X = const. Formally we
need the following statement, which can be proved by a straightforward transformation of the given system.
Lemma 2.1. For every system of language equations X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) with concatenation and
complementation and with any set of constants there exists and can be effectively constructed a system in variables
(X1, . . . , Xn, Xn+1, . . . , Xn+m), in which every i-th equation is of the form X i = X j Xk ( j, k ∈ {1, . . . , n + m}) or
X i = C, where C is a constant used in the original system or the constant {ε}, such that the set of solutions of the new
system modulo every subword-closed M ⊆ Σ ∗ is{(
L1, . . . , Ln, η1(L1, . . . , Ln) ∩ M, . . . , ηm(L1, . . . , Ln) ∩ M
) ∣∣
(L1, . . . , Ln) is a solution of the original system modulo M
}
,
(3)
where each ηi is a composition of concatenation and complementation of variables and constants.
Some restrictions on concatenation will also be considered: concatenation in (2) is said to be linear, if for every
subexpression ξ ·η in every ϕi either ξ or η is a constant language. Concatenation is further said to be one-sided linear,
if in every subexpression ξ · η it is always ξ (or always η) that is a constant.
3. Criterion of solution existence
In general, a language equation may have or not have solutions. For some classes of equations, such as resolved
systems with concatenation, union and intersection [6,13], the existence of a solution is always guaranteed. However,
for equations with complementation the property of having solutions is nontrivial even in the most restricted case:
consider an equation X = aX with the unique solution (a2)∗, another equation X = X with every language as a
solution, and one more equation X = X which has no solutions.
The following criterion of solution existence holds for a general class of systems with concatenation and all Boolean
operations:
Proposition 3.1 (Okhotin [14]). A system ϕi (X1, . . . , Xn) = ψi (X1, . . . , Xn) (1 6 i 6 m) with concatenation and
all Boolean operations has a solution if and only if it has a solution modulo every finite subword-closed language.
Existence of a solution modulo any given finite language can be checked by a straightforward search, so in order to
test the existence of a solution it is sufficient to repeat this procedure for countably many languages. It has also been
shown that this infinite search is in some sense necessary, because the problem is undecidable [5,14] — to be exact,
Π1-complete [14]. We shall see that in our case of language equations with concatenation and complementation the
statement of Proposition 3.1 can be refined.
The following statement is the key element in the proof of Proposition 3.1:
Proposition 3.2 (Okhotin [14]). Let X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) be a system of language equations over
Σ with concatenation, all Boolean operations, and with any constant languages. Let (L1, . . . , Ln) be a solution
modulo a finite subword-closed language M ⊂ Σ ∗, such that for every subword-closed language M ′ ⊃ M there
exists a solution (L ′1, . . . , L ′n) modulo M ′, which is equal to (L1, . . . , Ln) modulo M. Then the system has a solution
(L̂1, . . . , L̂n) that coincides with (L1, . . . , Ln) modulo M.
The condition on the existence of extension to every M ′ is essential. For instance, the system {X = X, Y = Y∩aX}
[14] has a solution ({a},∅) modulo {ε, a}, but none of its solutions modulo {ε, a, a2} contain a in the X component.
That is, ({a},∅) is a solution modulo M = {ε, a} that cannot be extended to any M ′ ⊃ M .
If we consider language equations with monotone operations only, then “wrong” partial solutions of this kind
cannot exist, and a solution modulo M can always be extended to any M ′ ⊃ M . Thus Proposition 3.2 degenerates to
the following unconditional statement.
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Proposition 3.3 (Okhotin [16]). Let X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) be a system of language equations over Σ
using union, intersection, concatenation and its logical dual [16], as well as any constant languages. Let M be a finite
possibly empty subword-closed language, let (L1, . . . , Ln) be a solution modulo M. Then the system has a solution
(L̂1, . . . , L̂n) that coincides with (L1, . . . , Ln) modulo M.
Our equations with complementation apparently have nothing in common with this monotone case, and one
could naturally expect all the difficulties with non-extendable solutions outlined above. On the contrary, we obtain
a statement almost like Proposition 3.3:
Lemma 3.4. If a system X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) over Σ with concatenation and complementation and
with any constant languages has a solution (L1, . . . , Ln) modulo some finite nonempty subword-closed language M,
then the system has a solution (L̂1, . . . , L̂n), which is equal to (L1, . . . , Ln) modulo M.
The only difference between Proposition 3.3 and Lemma 3.4 is the requirement of nonemptiness of M :
Proposition 3.3 allows one to obtain a solution out of the air by taking M = ∅, while Lemma 3.4 requires at least a
solution modulo {ε}.
The proof of Lemma 3.4 is based upon the following property:
Lemma 3.5. Let a system X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) over Σ with concatenation and complementation and
with any constant languages have a solution (L1, . . . , Ln) modulo some finite nonempty subword-closed language
M ⊆ Σ ∗. Then, for every w ∈ Σ ∗, such that w /∈ M and all its proper subwords are in M, the system has a solution
modulo M ∪ {w}, which is equal to (L1, . . . , Ln) modulo M.
Proof. Our goal is to construct a vector (L ′1, . . . L ′n), where each L ′i is either L i or L i ∪{w}, which is a solution of the
system modulo M ∪{w}. Every vector (L ′1, . . . L ′n) is uniquely defined by a Boolean vector (x1, . . . xn), where xi = 1
if and only ifw ∈ L ′i . Because (L1, . . . , Ln) is a solution modulo M , (L ′1, . . . L ′n) is a solution modulo M∪{w} if and
only if xi = 1 whenever w ∈ ϕi (L ′1, . . . L ′n) and xi = 0 whenever w 6∈ ϕi (L ′1, . . . L ′n), i.e., (x1, . . . , xn) is a solution
of a certain system of Boolean equations. We give a precise description of this system and prove that it has a solution.
By the assumptions M is nonempty and subword-closed. Therefore ε ∈ M . Let (e1, . . . en) be a Boolean vector
such that ei = 1 if and only if ε ∈ L i . Due to Lemma 2.1, we can assume that each ϕi is either a constant function or
X j Xk . Then the Boolean system contains only equations of the following form
xi = (e j ∧ xk) ∨ (ek ∧ x j ),
xi = ci ,
where ci is a Boolean constant. Equations of the latter form xi = ci arise in two different cases: either ϕi
is a constant function, or ϕi (X1, . . . , Xn) = X j Xk and w ∈ L j Lk . Depending on e j and ek , each equation
xi = (e j ∧ xk) ∨ (ek ∧ x j ) reduces to xi = xk ∨ x j , or xi = x j , or xi = 1. Let us say that xi is of type two if
the equation for xi is xi = xk ∨ x j , xi is of type one if xi = x j , and xi is of type zero if xi = const.
Suppose xi is of type two and ϕi (X1, . . . , Xn) = X j Xk . Then ek = e j = 1 and, hence, ei = e jek = 0. Note that
neither xk nor x j is of type two. Now suppose that xt is of type one and ϕt (X1, . . . , Xn) = XsXr , where es = 1,
er = 0. Then et = 1 and the equation for xt is xt = xr . Since er = 0, xr is either of type two or of type zero. Replacing
all occurrences of variables of type one in right-hand sides by constants and variables of type two (and rearranging
the numbering of variables), we get the following equivalent Boolean system:xi = ψi (x1, . . . , xm), for 1 6 i 6 m;x j = xi( j), for m < j 6 m + k, 1 6 i( j) 6 m;xs = const, for m + k < s 6 n;
where ψi (x1, . . . , xm) is either xt xr , or xt , or constant. The right parts of the first m equations depend only on the
variables x1, . . . , xm and each ψi is a monotonic function. Therefore, the whole system has a solution. 
Proof of Lemma 3.4. Let us first prove that the system has a solution modulo every finite subword-closed M ′ ⊇ M ,
which coincides with (L1, . . . , Ln)modulo M . The proof is an induction on the cardinality of M ′: the basis, M ′ = M ,
holds by assumption, while the induction step is given in Lemma 3.5. By Proposition 3.2, this finite extension implies
an infinite extension, which proves the lemma. 
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Now we can prove a necessary and sufficient condition of having a solution for our class of language equations. In
contrast to the case of equations of the general form, see Proposition 3.1, here it is sufficient to check the existence of
a solution modulo just one finite language:
Theorem 3.6 (Existence Criterion). A system X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) with concatenation and
complementation and with arbitrary constant languages, has a solution if and only if it has a solution modulo {ε}.
Proof. (⇒) Immediate. (⇐) Given by Lemma 3.4 for M = {ε}. 
This property is definitely decidable in nondeterministic polynomial time. Its NP-completeness will be established
in Theorem 5.2 below.
4. Criterion of solution uniqueness
Let us move to the property of having exactly one solution. First we present some interesting examples of systems
with multiple solutions.
Example 4.1. For every non-empty alphabet Σ , the system of two equations {X = YY , Y = XX} has exactly two
solutions, namely, (Σ ∗,∅) and (∅,Σ ∗).
Indeed, modulo {ε} this system has two solutions (∅, {ε}) and ({ε},∅). Suppose (K , L) is a solution and ε 6∈ K ,
ε ∈ L . Assume that L 6= Σ ∗ and let w be one of the shortest words not in L . Since L = KK , we have w = w1w2,
where w1, w2 ∈ K . According to our choice, ε 6∈ K , hence, w1 and w2 are proper subwords of w. Thereby
w1, w2 ∈ L . But ε ∈ L and L ⊆ L2. Thus w1, w2 ∈ K . A contradiction.
Example 4.2. Let Σ = {a}. Then the system {X = XY , Y = XX} has the set of solutions{
X = Xk, Y = Xk
∣∣ Xk = {ank | n > 0}, k ∈ N} ∪ {X = X∞ = {ε}, Y = X∞},
i.e., there are countably many solutions.
It is not difficult to see that XkXk = Xk , Xk · Xk = Xk and X∞X∞ = X∞, X∞ · X∞ = X∞. Let us prove that
these are all possible solutions.
First note that modulo {ε} this system has a unique solution ({ε},∅). Suppose that (L ,M) is a solution of this
system and L 6= {ε}. Let k > 0 be the least positive number such that ak ∈ L , i.e., L ∩ {am | 0 6 m 6 k} = {ε, ak} =
Xk ∩ {am | 0 6 m 6 k}. We show by induction on n ∈ N that L = Xk modulo each {am | 0 6 m 6 nk}. This will
prove that L = Xk .
Suppose that n > 1 and L = Xk modulo {am | 0 6 m 6 nk}. Then akn+1, . . . , akn+k−1 6∈ LL = M , but
ak(n+1) ∈ LL . Hence
akn+1, . . . , akn+k−1 ∈ M ⊆ LM = L (using ε ∈ L and the equation X = XY )
and ak(n+1) /∈ M . It remains to show that a(n+1)k ∈ L . Assume that a(n+1)k ∈ L . Since L = LM and a(n+1)k 6∈ M ,
there is some ` 6 n such that a`k ∈ M . But by the inductive hypothesis a`k ∈ L ⊆ L2, i.e., a`k ∈ M . A contradiction.
Thus indeed L = Xk modulo {am | 0 6 m 6 (n + 1)k}.
Remark 4.3. If |Σ | > 1, then the system from Example 4.2 has uncountably many solutions.
Indeed, set M := a∗ · {ε, b}. Then each L ⊆ M such that L ∩ a∗ = {ε} gives rise to a solution (L , L) modulo M .
We do not know any systems with countably many solutions over Σ = {a, b}.
Let us now devise a necessary and sufficient condition of having a unique solution. For language equations of a
more general form, the following criterion of solution uniqueness is known:
Theorem 4.4 (Okhotin [14]). A system X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) with concatenation and all Boolean
operations has a unique solution if and only if for every finite subword-closed language M there exists a finite
subword-closed language M ′ ⊃ M, such that all solutions modulo M ′ coincide modulo M.
By virtue of Lemma 3.4, for our systems this condition simplifies as follows.
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Corollary 4.5. A system with concatenation and complementation has a unique solution if and only if it has a unique
solution modulo every finite subword-closed language M.
Indeed, if there are multiple solutions modulo some M , then each of them can be extended to a full solution, and
these solutions are distinct.
Let us try to obtain a criterion of solution uniqueness based upon the structure of a system. Consider a system of
equations:
X1 = ϕ1(X1, . . . , Xn)
...
Xn = ϕn(X1, . . . , Xn)
(4)
where ϕi is constant for 1 6 i 6 m0 and if m0 < i 6 n , then ϕi equals X j Xk for some j, k. Assume that it has a
unique solution (L1, . . . , Ln) modulo {ε} and define a Boolean vector (e1, . . . , en), such that ei = 1 if ε ∈ L i and
ei = 0 otherwise. By Theorem 3.6, System (4) has a solution. To give a criterion of its uniqueness, we need rather
involved machinery. Let (L ′1, . . . L ′n) be a solution modulo {ε, a}, where a ∈ Σ . Since each L ′i ∩ {ε} is determined by
ei , (L ′1, . . . , L ′n) is uniquely defined by a Boolean vector (x1, . . . , xn), which satisfies the following equations:
for m0 < i 6 n : xi = (e j ∧ xk) ∨ (ek ∧ x j ), where ϕi (X1, . . . Xn) = X j Xk;
for 1 6 j 6 m0 : x j = c j , where c j is a constant.
Here we have used the facts that L j Lk ⊆ {ε} and a 6∈ L j Lk .
This system of Boolean equations can be represented by an oriented graph Γ = Γ ({ε}, a) with vertices {1, . . . , n},
where each vertex i corresponds to a variable xi , and an arc (i, j) belongs to Γ if and only if there is k such that
ek = 1 and ϕi (X1, . . . Xn) equals either X j Xk or XkX j . Let us say that the initial system of language equations is
rigid if it has a unique solution modulo {ε} and Γ is acyclic.
We give a purely syntactical sufficient condition of the solution uniqueness:
Lemma 4.6. Suppose System (4) is rigid. Then it has a unique solution.
Proof. Keep the above notation. We prove that the system has a unique solution modulo every subword-closed M ,
using induction on |M |. Suppose the system has a unique solution (K1, . . . , Kn) modulo some M 6= ∅. Take w ∈ M
such that all proper subwords ofw are in M . Let (K ′1, . . . K ′n) be a solution modulo M∪{w}. Then K ′i = Ki (mod M)
and (K ′1, . . . K ′n) is defined by a Boolean vector (x1, . . . xn) satisfying the following equations:
for m0 < i 6 n with ϕi = X j Xk :
[
xi = 0, if w ∈ K jKk,
xi = (e j ∧ xk) ∨ (ek ∧ x j ) otherwise;
for 1 6 j 6 m0 : x j = c j , where c j is a constant.
By the same principle as above, we can construct a graph Γ (M, w) corresponding to the arising system of Boolean
equations. Clearly, Γ (M, w) is a subgraph of Γ ({ε}, a). Thereby it contains no cycles and the Boolean vector
(x1, . . . , xn) is uniquely defined. 
However, this sufficient condition is not necessary, and a non-rigid system with Γ containing cycles can still have
a unique solution.
Example 4.7. Let Σ = {a, b} and let L0 be any language such that {ε} ⊆ L0 ⊆ Σ ∗. Then the system
X1 = {ε, a}
X2 = {ε} ∪ ba∗
X3 = L0
X4 = X4X5
X5 = X1X6
X6 = X3X7
X7 = X8X2
X8 = X5X3 (5)
has a unique solution modulo {ε}, which is ({ε}, {ε}, {ε}, {ε},∅, {ε},∅, {ε}), and the corresponding graph Γ is shown
in Fig. 1. The graph contains a cycle 5→ 6→ 7→ 8→ 5, and hence the system is not rigid. However, it still has a
unique solution
({ε, a}, {ε} ∪ ba∗, L0,Σ ∗,∅,Σ ∗,∅,Σ ∗). (6)
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Fig. 1. The graph Γ corresponding to Example 4.7.
Fig. 2. An appropriate cycle.
Proof. Let (L1, . . . , L8) be a solution of System (5). Then ε ∈ L1, L2, L3, and ε 6∈ L5, since otherwise the equality
L4 = L4L5 is not possible. Hence ε ∈ L4, L8, L7, L6. Taking into account Lemma 3.4, we conclude that System (5)
has a unique solution modulo {ε}, which is shown on Fig. 1 by the white and black circles.
Suppose that L5 = ∅ modulo some non-empty subword-closed language M . Then L8 = L4 = ∅ = Σ ∗ modulo
M , L7 = Σ ∗ · {ε} = ∅ modulo M , and similarly L6 = Σ ∗ modulo M .
Assume that L5 6= ∅. Let w be one of the shortest words not in L5, and let M be the set of all proper subwords of
w. Note that L5 = ∅ modulo M . As we have just seen, L6 = L8 = Σ ∗ modulo M , and L7 = ∅ modulo M .
Suppose that the first symbol of w is a, that is, w = au for some u ∈ M . Since u ∈ M , we have u ∈ L6,
w ∈ {a} · L6, and, thereby, w 6∈ L5.
Now suppose that the first symbol of w is b. Then w can be decomposed as w = ubai for some u ∈ M and i > 0.
Since u ∈ M , we have u ∈ L8, w ∈ L8 · ba∗, and w 6∈ L7, i.e., L7 = ∅ modulo M ′ := M ∪ {w}. It is not difficult to
see that L6 = ∅ = Σ ∗ modulo M ′ and L5 = {ε} · Σ ∗ = ∅ modulo M ′. In particular, w 6∈ L5.
Thus, we have proved that L5 = ∅ and System (5) has a unique solution. 
Let us note that the proof is based upon the fact that every word w ∈ Σ ∗ has a nonempty prefix from the constant
X1 or a nonempty suffix from the constant X2; in other words, X∗1X∗2 ≡ Σ ∗. We shall now see that the exact condition
of having a unique solution is that an equality of this kind holds for every cycle in Γ .
A variable X i (the index i) is said to be perishable if there is a path in Γ from vertex i to any cycle. Let us say that
a simple cycle S in Γ is appropriate if there is no arc (i, j), such that i ∈ S, j 6∈ S and j is perishable. For instance, in
Example 4.7 the set of perishable variables is {X4, X5, X6, X7, X8}, and therefore the cycle 5→ 6→ 7→ 8→ 5 is
appropriate. The general form of an appropriate cycle is shown in Fig. 2: whenever a path leaves such a cycle, it should
not lead to any cycle. We label the vertices according to the unique solution modulo {ε}. White circles correspond to
variables that contain ε, and black circles to ones that do not. Each black circle must always have two white successors,
while a white circle can have either no successors or one black successor.
Suppose S ⊆ Γ is an appropriate cycle. Set
J (S) := { j | j 6∈ S, ∃i ∈ S : (i, j) is an arc in Γ },
J`(S) := { j | j 6∈ S, ∃i ∈ S : ϕi (X1, . . . , Xn) = X j Xk and ek = 1},
Jr (S) := { j | j 6∈ S, ∃i ∈ S : ϕi (X1, . . . , Xn) = XkX j and ek = 1}.
By our assumptions, there is no j in J (S) such that X j is perishable. But all i ∈ S are perishable. Suppose j ∈ J (S)
and (i, j) is an arc in Γ . Then there is k ∈ S such that ϕi (X1, . . . , Xn) = X j Xk or ϕi (X1, . . . , Xn) = XkX j , where
ek = e j = 1, i.e., either j ∈ J`(S) or j ∈ Jr (S). Therefore J (S) = J`(S) ∪ Jr (S). Recalling Example 4.7, the only
cycle there has J`(S) = {1} and Jr (S) = {2}.
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There are no arcs coming out of a vertex j with 1 6 j 6 m0. Therefore X j is not perishable for 1 6 j 6 m0.
There is no harm in assuming that the set of the perishable i equals {m + 1, . . . , n}, where m > m0. Let us say that a
solution (L1, . . . , Ln) of System (4) is distinguished if L i ∈ {Σ ∗,∅} for each i > m.
Lemma 4.8. If System (4) has a unique solution modulo ε, then it has a unique distinguished solution.
Proof. 1. First we show that such a solution exists. Let {Xm+1, . . . , Xn} be the set of perishable variables. For each
i > m set L i := Σ ∗ if ei = 1; L i := ∅ if ei = 0. Consider the following system:
X1 = ϕ1(X1, . . . , Xm, Lm+1, . . . Ln)
...
Xm = ϕm(X1, . . . , Xm, Lm+1, . . . Ln).
(7)
Clearly, its unique solution modulo {ε} is given by the Boolean vector (e1, . . . , em). By Theorem 3.6, this system has
a solution. Let Γ˜ := Γ˜ ({ε}, a) be the graph associated to System (7) by the above principle. It is a subgraph of the
graph Γ associated to (4), restricted to variables {X1, . . . , Xm}. Since Γ contains no cycles over these vertices, Γ˜ is
acyclic, System (7) is rigid and, by Lemma 4.6, has a unique solution (L1, . . . , Lm).
Take i > m and assume that ϕi (X1, . . . , Xn) is either X j Xk or XkX j . The variable X i is perishable. Hence, either
e j = 1, ek = 0 and Xk is perishable, or e j = ek = 1 and, say, X j is perishable. In the former case, Lk = ∅ and
ϕi (L1, . . . , Ln) = Σ ∗, and if the latter case takes place, then L j = Σ ∗, ε ∈ Lk and ϕi (L1, . . . , Ln) = ∅. Thus
(L1, . . . , Lm, Lm+1, . . . , Ln) is a solution of System (4).
2. Let (L ′1, . . . , L ′n) be another distinguished solution. By our assumptions, (e1, . . . , en) defines the unique solution
modulo ε. Since L ′i ∈ {Σ ∗,∅} for i > m we get that L ′i = L i for i > m. Hence (L ′1, . . . , L ′m) is a solution of the
rigid system (7) and L ′j = L j for all j . 
Corollary 4.9. If (L1, . . . , Ln) is the unique solution of System (4), then L i ∈ {Σ ∗,∅} for each perishable index i .
Lemma 4.10. Suppose System (4) has a unique solution modulo {ε} and (L1, . . . , Ln) is its distinguished solution.
Let S ⊆ Γ be an appropriate cycle with J`(S) = {`1, . . . , `t } and Jr (S) = {r1, . . . , rs}. Suppose that K :=
(L`1L`2 . . . L`t )
∗(Lr1Lr2 . . . Lrs )∗ 6= Σ ∗, w /∈ K, and M is the set of all proper subwords of w. Then System (4)
has at least two distinct solutions modulo M ∪ {w}.
Proof. By virtue of Lemma 3.4, we may assume that w is one of the shortest words not in K , i.e., M ⊆ K . Since
ε ∈ K by the construction, w 6= ε and M is nonempty and subword-closed. Thus, we can deal with solutions modulo
M . Consider the following system:{
X i = ϕi (X1, . . . , Xn) for all i 6∈ S,
X i = L i ∆{w} for all i ∈ S, (8)
where ∆ denotes symmetric difference of sets. Clearly, (L1 ∩ M, . . . , Ln ∩ M) is its solution modulo M . Let
(L ′1, . . . , L ′n) be a solution of System (8) such that L ′i = L i (mod M). Set M ′ := M ∪ {w}. Let Γ ′(M, w) and
Γ (M, w) be the graphs associated with (L1, . . . , Ln) and Systems (8) and (4), respectively. Then the subgraphs of
Γ (M, w) and Γ ′(M, w) reachable from vertices in J (S) coincide, and thus L ′k = Lk (mod M ′) for each k ∈ J (S).
On the contrary, L i 6= L ′i modulo M ′ for each i ∈ S. Let us prove that (L ′1, . . . , L ′n) is a solution of System (4)
modulo M ′. We have only to show that L ′i = ϕi (L ′1, . . . , L ′n) modulo M ′ for each i ∈ S.
First, take i ∈ S such that ε 6∈ L i . Then L i = ∅ and hence L ′i ∩ M ′ = {w}, while ϕi (X1, . . . , Xn) can be assumed
to be X j Xk with ε ∈ Lk , ε ∈ L j , j ∈ S and k ∈ J (S) (the case XkX j is proved symmetrically). By the assumptions,
L j = Σ ∗ and thus L ′j ∩ M ′ = M . Hence, M ⊆ L ′j L ′k = ϕi (L ′1, . . . , L ′n). Suppose w ∈ L ′j L ′k ; then there are
w1 ∈ M ⊆ K and x ∈ L ′k = Lk such that w = w1x , and since K Lk ⊆ K by the definition of K , we obtain w ∈ K , a
contradiction. Thereby w ∈ L ′j L ′k = ϕi (L ′1, . . . , L ′n) and ϕi (L ′1, . . . , L ′n) = {w} = L ′i modulo M ′.
Consider now i ∈ S with ε ∈ L i . Here L ′i ∩ M ′ = M . Again, assume without loss of generality that
ϕi (X1, . . . , Xn) = X j Xk , where j ∈ S, ε 6∈ L j , and ε ∈ Lk . Since L j = ∅, and hence L ′j = {w} modulo M ′,
we have L ′j L ′k = {w} modulo M ′, i.e., ϕi (L ′1, . . . , L ′n) = L ′i modulo M ′. 
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Theorem 4.11 (Uniqueness Criterion). System (4) with a unique solution modulo {ε}∪Σ has a unique solution if and
only if for the distinguished solution (L1, . . . , Ln) and for each appropriate cycle S ⊆ Γ with J`(S) = {`1, . . . , `t },
Jr (S) = {r1, . . . , rs} we have (L`1L`2 . . . L`t )∗(Lr1Lr2 . . . Lrs )∗ = Σ ∗.
Proof. (⇐) Follow the same strategy as in the proof of Lemma 4.6. Let M ⊆ Σ ∗ be a subword-closed language
and w /∈ M a word such that all proper subwords of w are in M ; assume |w| > 2, since the uniqueness of solution
modulo {ε} ∪ Σ is already given. Suppose (L1 ∩ M, L2 ∩ M, . . . , Ln ∩ M) is the unique solution modulo M . Take
any solution (K1, . . . , Kn) modulo M ∪ {w}. Since Ki = L i modulo M , it is uniquely defined by a Boolean vector
(x1, . . . , xn) which satisfies a certain system of Boolean equations. Let Γ (M, w) be the graph of this Boolean system.
Then Γ (M, w) is a subgraph of Γ . Therefore x1, . . . , xm (all variables except the perishable ones) are uniquely
defined, that is, Ki = L i modulo M ∪ {w} for 1 6 i 6 m. Our goal is to prove that x j = e j for j > m, that is,
Ki = M ∪ {w} if ε ∈ L i and Ki = ∅ otherwise.
We first demonstrate that every cycle in Γ contains a vertex j , for which x j = e j . Consider an appropriate cycle
S ⊆ Γ with J`(S) = {`1, . . . , `t }, Jr (S) = {r1, . . . , rs}. Since w ∈ (L`1L`2 . . . L`t )∗(Lr1Lr2 . . . Lrs )∗, there is
a decomposition w = w1zw2, where w1 ∈ L p for some p ∈ {`1, . . . , `t }, w2 ∈ Lq for some q ∈ {r1, . . . , rs},
and either w1 or w2 (let us assume that w1) is not equal to ε. By definition of J`(S) there is i ∈ S such that
ϕi (X1, . . . , Xn) = X pX j and ep = e j = 1. Since p 6∈ S, we have j ∈ S. Because p is not perishable, K p = L p
modulo M ∪ {w}. For j we can say only that L j = Σ ∗ and hence M ⊆ K j . Since w1 6= ε, zw2 is a proper subword
of w and zw2 ∈ M , hence, zw2 ∈ K j . Besides, w1 ∈ M ∪ {w} and w1 ∈ L p, hence, w1 ∈ K p. Thus w ∈ K pK j and
xi = 0 = ei .
Consider a cycle S that is not appropriate. Then there is i ∈ S such that ϕi (X1, . . . , Xn) = XkX j , j and k are
perishable, and the arcs (i, j) and (i, k) are in Γ ; the latter implies ek = e j = 1 and ei = 0. Since |w| > 2, there is a
partition w = w1w2, where w1, w2 ∈ M . By our assumption, Kk = K j = Σ ∗ modulo M . Therefore w ∈ KkK j and
xi = 0 = ei .
Let us now propagate this property over the graph, showing that if j is perishable, x j = e j , and i is a direct
predecessor of j , then xi = ei . Indeed, there is k such that ek = 1 and ϕi (X1, . . . , Xn) equals either X j Xk or XkX j .
If e j = 0, then K j = ∅ modulo M ∪ {w}. Therefore NK j = K jN = ∅ modulo M ∪ {w} for any language N and
w ∈ Ki , i.e., xi = 1 = ei . If e j = 1, then K j = Σ ∗ modulo M ∪ {w}. Therefore NK j = K jN = Σ ∗ modulo
M ∪ {w} for any language N containing ε. Since ek = 1 we have w 6∈ Ki , i.e., xi = 0 = ei .
The above proof covers all perishable vertices, by their definition.
(⇒) Suppose (L1, . . . , Ln) is the unique solution of System (4). Then the system has a unique solution modulo
{ε} ∪ Σ . Assume that the condition (L`1L`2 . . . L`t )∗(Lr1Lr2 . . . Lrs )∗ = Σ ∗ is not satisfied for some appropriate
cycle S. Then, by Lemma 4.10, the system has two distinct solutions modulo some subword-closed language M , and,
by Corollary 4.5, System (4) has at least two solutions. A contradiction! 
An important question is whether the condition of Theorem 4.11 can be tested algorithmically. Testing it requires
deciding whether (L1 . . . Lm)∗(L ′1 . . . L ′n)∗ = Σ ∗ for any languages L i , L ′j , which are given by unique solutions of
rigid systems. Our present knowledge on the form of such solutions is insufficient to resolve this question.
Let us consider a particular case, in which the decidability can be established. This is the case of a unary alphabet:
here our criterion of uniqueness is simplified to the following clear condition that reminds us of Theorem 3.6.
Theorem 4.12. Let Σ = {a}. A system X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) over Σ , with concatenation and
complementation and with arbitrary constants, has a unique solution if and only if it has a unique solution modulo
{ε, a}.
Proof. (⇒) Given by Corollary 4.5.
(⇐) Let us prove that if such a system has a unique solution modulo {ε, a}, then the condition of Theorem 4.11
is met. Construct the graph Γ as stated above and suppose that the solution of the system is not unique. Then there
exists an appropriate cycle S ⊆ Γ , with J`(S) = {`1, . . . , `t } and Jr (S) = {r1, . . . , rs}, such that
L S = (L`1L`2 . . . L`t )∗(Lr1Lr2 . . . Lrs )∗ 6= a∗
It is easy to see that a /∈ L S : indeed, if we assume the contrary, then a ∈ L`1L`2 . . . L`t or a ∈ Lr1Lr2 . . . Lrs , and
in either case L S = a∗. Therefore, by Lemma 4.10, the solution modulo {ε, a} is not unique, which contradicts the
assumption. 
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5. Testing existence and uniqueness of a solution
Having established mathematical criteria of solution existence and uniqueness, let us investigate their decidability
and computational complexity. Our hardness arguments will use the following representation of a Boolean formula
by a language equation.
Lemma 5.1. Let f : {0, 1}n → {0, 1} be a Boolean function, let Σ be an alphabet and for every L ⊆ Σ ∗ denote
e(L) = 1 if ε ∈ L, e(L) = 0 otherwise. Then there exist:
(I) An expression ϕ(X1, . . . , Xn) with concatenation and complementation, such that, for every vector of languages
(L1, . . . , Ln), ε ∈ ϕ(L1, . . . , Ln) if and only if f (e(L1), . . . , e(Ln)) = 1.
(II) An expression ϕ′(X1, . . . , Xn, T ), such that the language equation
T = ϕ′(X1, . . . , Xn, T ) (9)
has the set of solutions
{(L1, . . . , Ln, η(L1, . . . , Ln)) | L1, . . . , Ln ⊆ Σ ∗, f (e(L1), . . . , e(Ln)) = 1},
for some function η : (2Σ∗)n → 2Σ∗ .
Given a formula that implements f , the expressions ϕ and ϕ′ can be constructed in polynomial time.
Proof. Part I. Assume that the formula f (x1, . . . , xn) uses two propositional connectives, conjunction and negation.
Induction on the structure of f .
Basis f (x1, . . . , xn) = xi . Define ϕ(X1, . . . , Xn) = X i . Then ε ∈ ϕ(L1, . . . , Ln) = L i if and only if
e(L i ) = f (e(L1), . . . , e(Ln)) = 1.
Induction step (conjunction). Let f = g(x1, . . . , xn) ∧ h(x1, . . . , xn), let ψ(X1, . . . , Xn) be the expression
corresponding to g, let ξ(X1, . . . , Xn) correspond to h. Define ϕ = ψξ . Then ε ∈ ϕ(L1, . . . , Ln) if and
only if ε ∈ ψ(L1, . . . , Ln) and ε ∈ ξ(L1, . . . , Ln). By the induction hypothesis twice, this is equivalent to
g(e(L1), . . . , e(L1)) = 1 and h(e(L1), . . . , e(L1)) = 1, which holds if and only if f (e(L1), . . . , e(L1)) = 1.
Induction step (negation). Let f = ¬g and let ψ correspond to f . Define ϕ = ψ . Then ε ∈ ϕ(L1, . . . , Ln) if and
only if ε /∈ ψ(L1, . . . , Ln), which, by the induction hypothesis, holds if and only if g(e(L1), . . . , e(Ln)) = 0. This is
equivalent to f (e(L1), . . . , e(Ln)) = 1.
Part II. Define
ϕ′(X1, . . . , Xn, T ) = T · ϕ(X1, . . . , Xn).
Let (L1, . . . , Ln) be any vector of languages and let L0 = ϕ(L1, . . . , Ln). Consider the equation T = T L0. If
ε ∈ L0, then ε ∈ T if and only if ε /∈ T , and hence the equation has no solution. If ε /∈ L0, then the equation has
a solution modulo {ε}, and hence, by Theorem 5.2, there exists a language L , such that L = LL0. To see that L is
uniquely defined, it is sufficient to rewrite the equation as a system {T = TU , U = L0}, notice that it is rigid and use
Lemma 4.6.
We have thus established that for every vector (L1, . . . , Ln), if ε ∈ ϕ(L1, . . . , Ln), then there exists a unique
language L , such that (L1, . . . , Ln, L) is a solution of (9), and if ε /∈ ϕ(L1, . . . , Ln), then (9) has no solutions. This
defines the mapping η and proves the lemma. 
Using this construction and Theorem 3.6, let us establish the complexity of testing solution existence.
Theorem 5.2. Let L be any effectively enumerated countable set of constant languages, such that the membership of
ε in constants can be tested in polynomial time relative to the length of the notation for a constant. Then the problem
of testing whether a given system X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) with concatenation and complementation and
with the above constants has a solution is NP-complete.
Proof. Membership in NP: According to Theorem 3.6, it is sufficient to check the existence of a solution modulo {ε}.
First, determine the membership of ε in constants. Then nondeterministically guess the membership of ε in variables;
the guessed vector is a candidate for being a solution modulo {ε}. Finally, verify that this vector is indeed a solution
modulo {ε}.
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NP-hardness: Reduction from the Boolean formula satisfiability problem, stated as “given a formula f (x1, . . . , xn),
determine whether there exists a Boolean vector (b1, . . . , bn), such that f (b1, . . . , bn) = 1”.
Construct an expression ϕ′(X1, . . . , Xn, T ) on the basis of f as in Lemma 5.1, and consider the following system
of language equations over Σ :
X i = X i (for all i = 1, . . . , n) (10a)
T = ϕ′(X1, . . . , Xn, T ). (10b)
Now Lemma 5.1(part II) directly implies that (10) has a solution if and only if f has a satisfying assignment of
variables. Indeed, if (10) has a solution (L1, . . . , Ln, L), then, according to the lemma, f (e(L1), . . . , e(Ln)) = 1.
Conversely, if f (b1, . . . , bn) = 1 for some Boolean vector (b1, . . . , bn), then (Lb1 , . . . , Lbn , η(Lb1 , . . . , Lbn )), where
L0 = ∅ and L1 = {ε}, is a solution of (10). This proves the correctness of the reduction. 
The uniqueness of a solution in the case of a unary alphabet can be tested according to Theorem 4.12, and the
problem is complete for the complexity class US studied by Blass and Gurevich [4]. The name of this class stands for
unique satisfiability, and it consists of all languages representable in the form {w | ∃! x : R(w, x)} for a polynomial-
time computable predicate R. Another definition of US is by polynomial-time nondeterministic Turing machines, for
which one considers the set of input words that have exactly one accepting computation.
Theorem 5.3. Let Σ = {a} and let L be an effectively enumerated countable set of constant languages over Σ , such
that the membership of ε and a in constants can be tested in polynomial time. Then the problem of testing whether a
system of the form X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) with concatenation and complementation and with the above
constants has a unique solution is US-complete.
Proof. Membership in US: The predicate R(w, x) in the definition of US is defined as follows: w is a system of
language equations, x is a vector of subsets of {ε, a}, and R(w, x) if and only if x denotes a solution modulo {ε, a} of
the system denoted by w. Then the condition “∃! x : R(w, x)” specifies exactly the uniqueness of a solution modulo
{ε, a}, which, by Theorem 4.12, is equivalent to the uniqueness of a solution.
US-hardness: Reduction from the Boolean formula unique satisfiability problem, stated as “given a formula
f (x1, . . . , xn), determine whether there exists exactly one Boolean vector (b1, . . . , bn), such that f (b1, . . . , bn)”,
which is the basic problem complete for US [4].
Using Lemma 5.1, construct a language expression ϕ′ corresponding to the formula f . Consider the following
system of language equations over Σ in variables {X1, . . . , Xn, Y1, . . . , Yn, T }:
X i = YiYi (for all i = 1, . . . , n) (11a)
Yi = X i X i (for all i = 1, . . . , n) (11b)
T = ϕ′(X1, . . . , Xn, T ). (11c)
For every i , the two equations ((11a) and (11b)) are as in Example 4.1, and hence have two solutions: either X i = ∅
and Yi = Σ ∗, or X i = Σ ∗ and Yi = ∅. Accordingly, the set of vectors satisfying the first 2n equations ((11a) and
(11b)) is
{(L1, . . . , Ln, L1, . . . , Ln, K ) | for each i , L i = ∅ or L i = Σ ∗; K ⊆ Σ ∗}. (12)
Next, as stated in Lemma 5.1(part II), the set of vectors of languages satisfying (11c) is
{(L1, . . . , Ln, K1, . . . , Kn, η(L1, . . . , Ln) | f (e(L1), . . . , e(Ln)) = 1}. (13)
The set of solutions of (11) is the intersection of (12) and (13), which is of the following form:{
(Kx1 , . . . , Kxn , Kx1 , . . . , Kxn , η(Kx1 , . . . , Kxn ))
∣∣ xi ∈ {0, 1} : f (x1, . . . , xn) = 1}, (14)
where K0 = ∅ and K1 = Σ ∗. It is easy to see that there are as many solutions in (14) as there are satisfying
assignments to f , and thus (10) has a unique solution if and only if f has a unique satisfying assignment, which
proves the correctness of the reduction. 
As for the complexity of testing solution uniqueness in the general case, Corollary 4.5 easily implies that the
problem is co-recursively-enumerable, while its decidability remains open. Let us establish a certain lower bound.
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Theorem 5.4. The problem of testing whether a system of language equations of the form X i = ϕi (X1, . . . , Xn)
(1 6 i 6 n) with concatenation and complementation and with regular constants given by deterministic finite
automata (DFAs) has a unique solution is PSPACE-hard.
Proof. Reduction from the union-universe problem for DFAs, stated as “Given DFAs A1, . . . , An over a common
alphabet Σ , determine whether L(A1) ∪ · · · ∪ L(An) = Σ ∗”, which, as shown by Holzer, Salomaa and Yu [8], is
PSPACE-complete.
Let \ be a new symbol not in Σ , and, for every i , construct a new DFA Bi over Σ ∪ {\}, such that L(Bi ) =
L(Ai )\∪ {ε}. Consider one more DFA C that recognizes the language Σ . Construct the following system of language
equations:
X2i−1 = X2i (1 6 i 6 n) (15a)
X2i = L(Bi )X2i+1 (1 6 i 6 n) (15b)
X2n+1 = X2n+2 (15c)
X2n+2 = X1L(C) (15d)
T = T X1 (15e)
By Theorem 4.11, (15) has a unique solution if and only if
(
L(B1) · . . . · L(Bn)
)∗
(L(C))∗ = (Σ ∪ {\})∗, i.e.(
(L(A1)\ ∪ {ε}) · . . . · (L(An)\ ∪ {ε})
)∗ · Σ ∗ = (Σ ∪ {\})∗. (16)
It is left to prove that (16) holds if and only if L(A1) ∪ · · · ∪ L(An) = Σ ∗.
(⇐) Assuming (16), let us show that every w ∈ Σ ∗ is accepted by some Ai . Consider the word w\, which, by
(16), belongs to its left-hand side. This means w\ ∈⋃i L(Ai )\ and therefore w ∈ L(Ai ) for some Ai .
(⇒) Let ⋃i L(Ai ) = Σ ∗ and consider any word over Σ ∪ {\}, which is of the general form w = u1\ . . . u`\v,
where ` > 0 and ui , v ∈ Σ ∗. Every u j is accepted by some Ai j , hence the entire word w is in
L(Ai1)\ · . . . · L(Ai`)\ · Σ |v| ⊆
(
(L(A1)\ ∪ {ε}) · . . . · (L(An)\ ∪ {ε})
)∗ · Σ ∗
Since w has been chosen arbitrarily, this proves (16). 
6. The case of linear concatenation
Let us consider a restricted class of equations, in which, for every occurrence of concatenation in the right-hand
sides, one of the operands must be a constant. The general form of such equations is
X i = Ki1 · Ki2 · . . . · Kimi · Xki · L imi · . . . · L i2 · L i1 (where Ki j , L i j are constants)
X i = C.
Note that each variable directly depends on at most one variable.
If this system is considered modulo {ε}, the following system of Boolean equations is obtained:
xi =

xki , if ε ∈ Ki j , L i j and mi is even
¬xki , if ε ∈ Ki j , L i j and mi is odd
0 if the least j , such that ε /∈ Ki j L i j , is odd; or if X i = C with ε /∈ C
1 if the least j , such that ε /∈ Ki j L i j , is even; or if X i = C with ε ∈ C .
(17)
The dependencies of variables in this Boolean system can be represented by a graph with variables as vertices and with
arcs labelled by {+,−}. This graph contains an arc (xi , xki ,+) for an equation xi = xki and an arc (xi , xki ,−) for
xi = ¬xki . Using this graph, we can give the following characterization of solution existence and solution uniqueness
for the original system of language equations.
Lemma 6.1. The system of language equations has a solution if and only if the above graph has no cycles with an
odd number of negative arcs. The system has a unique solution if and only if the graph has no cycles at all.
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Proof. By construction, the solutions of the Boolean system (17) correspond to solutions modulo {ε} of the system of
language equations.
Suppose the graph contains no cycles at all. Then the path from each Boolean variable xi goes to a constant, and
the value of xi is completely determined by this constant and by the number of negative arcs in the path. The Boolean
system (17) thus has a unique solution, and the system of language equations has a unique solution modulo {ε}. To see
that the system of language equations has a unique solution, one can decompose the equations to the form X = Y Z ,
obtaining a rigid system (since the graph defined in Section 4 will be acyclic), and then use Lemma 4.6.
Consider another case when the constructed graph contains a cycle with an odd number of negative arcs going
through a variable xi . Then the equations in (17) forming this cycle imply xi = ¬xi , and therefore there are no
solutions.
Now suppose that the constructed graph has some cycles, but the number of negations in every cycle is even. For
every cycle, consider a variable xi in this cycle and set either xi = 0 or xi = 1: in each case we can assign values to
all remaining Boolean variables in this cycle, obtaining multiple solutions of (17). Therefore the system of language
equations has multiple solutions as well. 
Since the constructed graph is of out-degree one, its cycles can be analyzed in deterministic logarithmic space, and
thus the properties of the system of language equations can be decided efficiently, as long as it is computationally easy
to determine the membership of ε in constant languages.
Lemma 6.2. For any effectively enumerated countable set of constant languages L, for which the ε membership is
complete for some complexity class X , the problem of testing whether a system X i = ϕi (X1, . . . , Xn) (1 6 i 6 n)
with linear concatenation and complementation and with the above constants has a solution (has a unique solution)
is (I) decidable in logarithmic space using an oracle for X ; (II) co-X -hard, even if concatenation is restricted to
one-sided; (III) L-hard with respect to one-way logspace reductions, even if concatenation is completely disallowed.
For the solution uniqueness problem in the case (III) it is further assumed that L 6= ∅.
One-way logspace reductions were introduced by Hartmanis et al. [7], who established L-completeness of the
accessibility problem for directed graphs of out-degree one with respect to such reductions. To prove Lemma 6.2(part
III), we need the following adaptation of their result to acyclic graphs:
Lemma 6.3. The following problem is L-complete with respect to logspace reductions: “Given an acyclic graph with
a set of vertices {1, . . . , n} and a set of arcs A, in which for every i there exists at most one j such that (i, j) ∈ A,
determine whether there exists a path from the vertex 1 to the vertex n”.
Proof. The membership in L is clear. To prove the hardness, let us reduce the basic problem of Hartmanis et al. to our
problem. Given a graph of out-degree one with the set of vertices V = {1, . . . , n} and with the set of arcs A, construct
a new graph with the set of vertices V ′ = V × {1, . . . , n} and with the set of arcs
A = {((i, k), ( j, k + 1)) ∣∣ (i, j) ∈ A, i 6= n, 1 6 k < n} ∪ {((n, k), (n, k + 1)) ∣∣ 1 6 k < n}.
Then the former graph contains a path from 1 to n if and only if the latter graph contains a path from (1, 1) to (n, n).
The constructed graph is always acyclic. 
Proof of Lemma 6.2. (I) The algorithm is very similar for the cases of solution existence and solution uniqueness.
It walks over the implicitly constructed graph by analyzing the equations. Every time a vertex xi is considered, the
equation for X i is parsed, and the membership of ε in constants is tested using the oracle for X , thus determining
whether there is an arc from xi to xki or not.
The algorithm attempts to start from each vertex xi and traces its successors, keeping count of the parity of the
number of negations and of the total number of variables visited (bounded by n). If the computation returns to xi after
an odd number of negations, then the system has no solutions, because this cyclic dependence implies xi = ¬xk . If
the computation gets back to xi after an even number of negations, then these variables have two possible solutions. If
a constant is reached, then all variables visited are completely determined by this constant. Finally, if over n variables
are visited, this means that a cycle was found, but xi does not occur in it: this cycle can be disregarded for the moment,
since its parity is checked when the algorithm considers any of its internal vertices.
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(II) Co-X -hardness. Reduction from the ε membership problem for languages in L. Given L ∈ L, construct an
equation X = LX . If ε ∈ L , then, modulo {ε}, the equation states that ε ∈ X if and only if ε /∈ X , and hence there
are no solutions. If ε /∈ L , then X = LX has a solution X = {ε} (mod {ε}), which implies the existence of a solution.
This system is rigid (to see that, one needs to transform it to X = Y X , Y = L), and therefore its solution is in this
case unique.
(III) L-hardness (one-way logspace reductions). Reduction from the reachability problem for acyclic directed
graphs of out-degree one, see Lemma 6.3. To show the hardness of the solution existence problem, construct a system
of language equations over Σ in variables (X1, . . . , Xn), which contains the following equations:
X i = Xki (where (i, ki ) ∈ A, for all 1 6 i < n) (18a)
X i = X i (if no arcs go out of i) (18b)
Xn = X1. (18c)
It is easy to see that the system has a solution if and only if the original graph contains no path from 1 to n. For the
case of solution uniqueness, construct the same system (18) as above, replacing the equation (18b) with
X i = C (if no arcs go out of i ; for any C ∈ L) (18b′)
Then, if there is a path from 1 to n, the system has no solutions, and if there is no such path, then the solution is
unique, because the graph is acyclic. 
It follows that if testing the membership of ε in constants is computationally easy, then solution existence and
solution uniqueness problems are easy as well.
Theorem 6.4. Let L be an effectively enumerated countable set of constant languages, for which the membership
of ε is decidable in L. Then, given a system X i = ϕi (X1, . . . , Xn) (1 6 i 6 n) with linear concatenation and
complementation and constants from L, the problems of whether it has a solution and whether it has a unique solution
are L-complete with respect to one-way logspace reductions. Both problems remain L-complete if concatenation is
disallowed.
For instance, this holds for singleton constants, for regular constants given by DFAs, for context-free constants
given by grammars in Chomsky normal form, for constants given by context-sensitive grammars, etc. On the other
hand, if determining the membership of ε in constants is harder, then the solution existence and solution uniqueness
problems become as hard. If constants are given by NFAs or by regular expressions, then Lemma 6.2 implies NL-
completeness of both problems, while constants given by context-free grammars make the problems P-complete,
etc.
7. Conclusion
We have started a systematic study of resolved systems of language equations with concatenation and
complementation. In Lemma 3.4 we gave a key property of these equations, that any solution modulo {ε} can be
extended to a solution. This property led us to characterizations of the main decision problems for these equations.
We obtained a clear criterion of solution uniqueness and its NP-completeness, cf. co-RE-completeness for
equations with all Boolean operations [14]. We also obtained a more sophisticated criterion of solution uniqueness,
which is testable in co-RE, cf. Π2-completeness in the case of all Boolean operations [14] and co-RE-completeness
in the monotone case [16]. The decidability of the solution uniqueness problem is left open: our criterion reduces it to
checking a certain identity on components of solutions, but we could not find an algorithm to check such an identity.
This question is proposed for future research.
We also did not address some other natural decision problems, such as the existence of a finite or a regular solution,
or the existence of finitely many solutions, which can also be suggested for a further study.
The class of languages representable by unique solutions of language equations with concatenation and
complementation will be a subject of a follow-up paper.
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