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9.1
Introduction
The focus of this chapter is on describing procedures for the optimal design
and operation of microfabricated power generation processes. In contrast to
the problem of selection of alternatives, as described earlier in Chapter [Selec-
tion of Alternatives and Process Design], a fixed process structure is consid-
ered throughout this chapter.
In many applications, the power demand remains essentially constant dur-
ing the operation, with rapid changeovers, and, therefore, steady-state opera-
tion must be considered thoroughly. For a given power demand, or a power
demand varying in a specified range, the design and steady-state operation
problem is to determine values of the design variables (e.g., sizes of the in-
dividual components such as fuel processing reactor and fuel cell) as well as
operational variables (e.g., fuel flow rates and operating temperature) so as to
maximize its (steady-state) performance, in light of safety, reliability, as well
as other considerations.
In other applications, the power demand may change rapidly and the de-
vices may be operated periodically, with frequent start-ups and shut-downs.
In this case, special attention must be paid to the dynamics of these processes,
in addition to their steady-state operation. Ideally, one would like to optimize
the design and operation over an entire operation cycle, including start-up,
steady-state operation, and shut-down. However, because the duration and
power demand profile of a mission is rarely known in advance, such an op-
timization is hardly tractable. Instead, the start-up phase can be optimized
separately from the subsequent steady-state operation. For start-up purpose,
the devices will most likely be coupled with a small battery or ultra-capacitor,
whose role will be to ensure that the power demand is met when the fuel
cell is unavailable or can only satisfy part of the demand, and to provide the
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energy needed to heat the fuel cell stack up to a temperature at which chem-
ical and electrochemical reactions are fast enough. That is, the objective of
the optimal start-up problem is to bring the fuel cell to a desired operating
point (steady state), in a manner that minimizes the mass of fuel and battery
required, while meeting the nominal power demand at all times, along with
operational restrictions and safety requirements.
At the micro scale, a different paradigm to the unit-operations paradigm of
macro-scale process design and operation is necessary. The reason for this is
that the different units constituting a microfabricated system are tightly spa-
tially integrated and can no longer be considered to operate independently
from each other. Accordingly, operational decisions must be taken at an early
stage of development, together with design decisions. For example, increas-
ing the operating temperature of a microfabricated reactor increases the heat
losses per unit surface area, but because the reaction rates are also enhanced,
the volume needed to achieve a given conversion is reduced. In the case where
the latter effect dominates, one then obtains the counter-intuitive result that in-
creasing the operating temperature lowers the overall heat losses for the sys-
tem. In other words, it is of paramount importance to determine the operation
policy simultaneously with the design and sizing of the units.
Because the underlying physicochemical phenomena are complicated and
intrinsically coupled, one cannot rely only on engineering intuition to find
out the optimal design and operation. The use of mathematical models along
with systematic optimization methods based on mathematical programming
is clearly warranted. Because optimization algorithms may require hundreds,
or even thousands, of iterations to converge, fast, reliable and robust solution
of the models is needed. These considerations proscribe the use of computa-
tionally expensive models based on Computational Fluid Dynamics (CFD), as
described earlier in Chapter [Reaction Engineering and Detailed Modeling].
System-level models, as presented in Chapter [Selection of Alternatives and
Process Design], are not adequate either, because they cannot represent the
couplings between design and operational decisions.
In this chapter, the focus is on the so-called intermediate-fidelity models. These
models are spatially distributed, rely on validated kinetic expressions, and
allow optimization of unit sizes and operation for a given process structure
without the need to specify a detailed geometry. This level of modeling detail
is especially useful for technologies with a demonstrated proof of principle.
In the remainder of this chapter, first the formulation of intermediate-
fidelity models is discussed (Section 9.2). Then, the problem of optimal design
and operation is addressed, both in the case of a nominal power demand (Sec-
tion 9.3) and of a variable power demand (Section 9.4). The emphasis is placed
on explaining the problem formulations and illustrating the benefit of these
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approaches through a number of case studies; the concrete techniques used to
solve these problems are not explained.
9.2
Models for Optimal Design and Operation
The devices that are considered for man-portable power generation involve
complex geometries, multiple scales, time dependence, and parametric un-
certainty. Therefore, with current computational capabilities and available
algorithms, the optimal design and operation problem cannot be solved in
a single step. The system-level approach described earlier in Chapter [Selec-
tion of Alternatives and Process Design] (see also [19,20]), allows to compare
between many different technology alternatives for man-portable power gen-
eration based on a process superstructure, including thousands of different
designs. Although it allows identifying conditions under which the technolo-
gies considered are a promising alternative to batteries, such an approach has
currently the limitation that it requires values to be set for some modeling
parameters that in principle can be calculated, e.g., fuel cell efficiency, conver-
sions, etc. Furthermore, it cannot predict optimal values for several key op-
erating parameters, such as the operating temperature and the fuel/air ratios,
nor does it consider emissions of trace components, such as carbon monoxide,
ammonia, or nitric oxide.
At the other extreme, the development of CFD models is a very versatile tool
for detailed analysis (see Chapter [Reaction Engineering and Detailed Mod-
eling]; compare [11,14]) as well as justification of modeling assumptions [17].
However, CFD requires comprehensive knowledge of the detailed geometric
design, and an extensive modeling effort. Moreover, it can be very computa-
tionally expensive. Consequently, the applicability of CFD to optimization of
the design and operation is currently rather limited.
The foregoing considerations motivate the development of models of an
intermediate detail level to study the optimal sizing of units and optimal op-
eration. In order for the couplings between the design and operational de-
cisions to be accurately represented, these models rely on first principles and
include detailed kinetic mechanisms. Spatial dependence is considered when-
ever necessary, but, unlike CFD, a fully defined geometry is not required.
Rather, a minimal number of design parameters needs to be specified, such
as the volume and the surface-area-to-volume-ratio of the units. Intermedi-
ate fidelity models have been initially developed in the context of steady-state
operation [8, 27], which results in models that are comprised of mixed sets of
differential and algebraic equations (DAEs). In the case of transient operation,
integration through time must be considered in addition to the spatial dis-
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tribution, which leads to models that consist of partial differential-algebraic
equations (PDAEs) [4, 9]. Only steady-state aspects shall be discussed in this
chapter. The design, operation, and control issues associated with the tran-
sient operation of man-portable power generation processes are addressed in
subsequent Chapters [Design of Hybrid Electrochemical Devices] and [Con-
trol].
Obviously, the nature of intermediate-fidelity models is dependent on the
class of devices considered. Valid approximations can be established by de-
tailed modeling, scaling analysis, and experimental evidence. Typical sim-
plifications, which are valid for a specific class of devices only, are given for
illustrative purpose next. For high-temperature systems with maximal char-
acteristic dimensions in the order of millimeters and high thermal conductiv-
ity, a good approximation is to assume a spatially uniform temperature. In
practice, the use of silicon, together with the presence of a catalyst support,
ensures such a high thermal conductivity [17]. Yet the approximation of uni-
form temperature may not be adequate for all microstructured reactors, e.g.,
in the case of combustion [21]. Besides temperature, a one-dimensional dis-
tribution of the species balance appears to be an adequate approximation for
reactors that are made of thin tubes, e.g., for tubes with diameters in the order
of 100µm [16].
The formulation of an intermediate-fidelity model for a simple man-portable
power generation process is presented in the following case study.
Case Study
A micro power generation process that consists of a fuel processing reaction,
a solid-oxide fuel cell (SOFC) and two burners, microfabricated into a single
silicon stack fed with ammonia and butane fuels is studied. This technol-
ogy alternative satisfies three important criteria, namely: (i) the potential for
high performance, which is ascertained from system-level considerations; (ii)
a demonstrated proof of concept; and (iii) the availability of validated chem-
ical kinetics. Here, the SOFC is chosen because of the long-term promise for
fuel flexibility [23]. Although butane partial oxidation combined with a SOFC
is expected to have higher energy density, the corresponding chemistry has
not yet been sufficiently demonstrated in microreactors. On the other hand,
ammonia decomposition has been successfully performed with conversions
exceeding 90% [2, 11]. This motivated the choice of ammonia as primary fuel,
despite the limitation of potential applications due to its toxicity. Moreover,
butane is chosen as secondary fuel because of its high energy density, which
makes it a suitable heat source.
The process is arranged in two lines (Fig. 9.1). The ammonia line begins with
a reactor for the catalytic decomposition of ammonia (NH3) to produce hydro-
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Fig. 9.1: Conceptual process flow-sheet.
gen (H2). H2 is fed to the SOFC anode while air is fed to the SOFC cathode,
and electrical power is produced from the electrochemical reaction. The efflu-
ents from the anode and cathode compartments of the SOFC are then passed
to Burner I for catalytic oxidation of residual H2 and NH3. The butane line
consists of Burner II, which is fed with a mixture of butane (C4H10) and air in
order to produce heat from catalytic oxidation.
A summary of the main assumptions used to formulate an intermediate-
fidelity model for this process is given hereafter. For a complete statement of
the model equations, please refer to [8, 27].
Intermediate-Fidelity Model The main assumptions used in the model formu-
lation are the following:
A1. The pressure inside the stack is uniform and equals the atmospheric pres-
sure
This assumption requires that the pressure drop along the gas channels remain
relatively small, which is typically the case for characteristics length as small as
50 µm in the radial direction and a few cm in the axial direction.
A2. The gas phase is ideal
This assumption appears to be reasonable when the stack operates at elevated
temperature and atmospheric pressure.
A3. The stack operates at a spatially uniform temperature
This assumption requires that heat transfer is fast enough, which is typically
the case at the micro scale for silicon-based reactors due to the high thermal
conductivity of silicon and the small length scales involved.
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A4. The molar fluxes in the gas channels of the four units are convective in
the flow direction (no axial diffusion) and radial gradients are neglected
This last assumption asserts that microfabricated units such as reactors or fuel
cells can be approximated well by an idealized model using 1-D distributed
models. Neglecting axial diffusion is motivated by the fact that the Peclet num-
ber in the axial direction is relatively large; neglecting radial gradients, on the
other hand, appears to be a legitimate assumption since the characteristic time
for diffusion is generally smaller than the characteristic time for reaction.
Based on Assumptions A1-A4, the mass and species equations for each unit
can be written as that of a plug-flow reactor (PFR) at steady-state [13]:
dF
dη
= V
nr
∑
j=1
∑
i∈Is
νi,jrj (9.1)
dzi
dη
=
V
F
nr
∑
j=1
[
νi,j − zi ∑
k∈Is
νk,j
]
rj, i ∈ Is. (9.2)
In these equations, η ∈ [0, 1] stands for the dimensionless coordinate in
the flow direction; V is the volume of the unit; T is the operating temper-
ature; F is the total molar flow; zi is the mole fraction of species i; rj is
the reaction j; νi,j is the stoichiometric coefficient for species i in reaction j;
Is := {NH3, C4H10, H2, H2O, O2, N2, NO, CO2}; and nr is the number of reac-
tions. In addition to the differential equations (9.1,9.2), the unit models contain
algebraic equations to calculate the reaction rates r j as a function of the mo-
lar fractions zi, i ∈ Is, as well as operational variables such as the operating
temperature T or the fuel cell voltage U; some of these algebraic equations are
explicit (e.g., the reaction rates), and some are implicit (e.g., the Butler-Volmer
equations). Overall, each unit is thus described by a set of DAEs.
By putting the DAEs describing each unit together, one obtains a global
model for the fuel cell stack in the form of multi-stage DAEs, wherein each
stage corresponds to a given unit. The solutions of the equations for each
stage in the ammonia line are coupled: the mole fractions at the exit of the
reactor affect the initial conditions for the DAEs describing the SOFC; in turn,
the mole fractions at the exit of the SOFC affect the initial conditions for the
DAEs describing Burner I.
The steady-state operation and decision variables in each unit of the fuel
cell stack can be summarized as follows:
Ammonia Line:
1. Reactor: NH3 is endothermically decomposed using a catalyst according
to the overall reaction:
NH3 →
3
2
H2 +
1
2
N2.
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The reduced kinetic rate expressions proposed by [10] for ammonia de-
composition over ruthenium (temperature dependent) can be used as a
first approximation. In the reactor model, the reactor volume, Vr, is a
design decision variable; the optimal NH3 inlet flow rate, Frin, together
with the operating temperature are operational decision variables.
2. SOFC: The solid-oxide fuel cell consists of a cathode and an anode that
are separated by a solid electrolyte. In the cathode compartment, oxygen
from the air is converted to oxygen ions. The oxygen ions migrate to the
anode side through the ion-conducting electrolyte. In the anode com-
partment, hydrogen reacts with oxygen ions to produce water. Electrons
flow back to the cathode via an external circuit. The half cell reactions of
the process are:
cathode:
1
2
O2 + 2e− → O2−, anode: H2 + O2− → H2O + 2e−.
The open-circuit potential for the SOFC is taken as the Nernst potential.
Given the operating voltage of the fuel cell, U, one can then calculate the
electrical current density, j. This can be done by accounting for the ir-
reversibilities arising from both ohmic losses through the electrolyte [5]
and activation polarizations at the anode and cathode sides [1]; on the
other hand, it was shown that irreversibilities in the form of concen-
tration overpotentials at both the anode and cathode sides can be ne-
glected [8]. The rate of electrochemical reaction is obtained from the
electrical current density per Faraday’s law. Further, the electrical power
generated by the fuel cell, P , can be calculated as:
P :=
AfcVfc
2
U
∫ 1
0
j dη, (9.3)
with Vfc standing for the fuel cell volume, and Afc being the surface-
area-to-volume ratio of the anode and cathode compartments for the
electrochemical reaction. In the SOFC model, the fuel cell volume is a
design decision variable; the air inlet flow rate, Fcain , the fuel cell voltage
and the operating temperature are operational decision variables.
3. Burner I: The effluents from the SOFC anode and cathode are passed
to burner I, possibly with an additional air stream. Catalytic oxidation
of the residual H2 and NH3 can provide heat to balance heat losses as
well as the endothermic decomposition of NH3 in the reactor; part of
the residual NH3 is also decomposed into H2. The overall reactions oc-
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curring in Burner I are:
NH3 +
5
2
O2 → NO +
3
2
H2O, NH3 +
3
2
NO →
5
4
N2 +
3
2
H2O,
NH3 →
1
2
N2 +
3
2
H2, H2 +
1
2
O2 → H2O.
The kinetic rate expressions proposed by [22] (temperature dependent)
can be used to model these reactions as a first approximation. At the
temperatures of operation of the fuel cell (around 1000-1300K), the uni-
molecular decomposition of NO is not experimentally observed, there-
fore it is ignored in the model. In the burner I model, the burner volume,
VbI , is a design decision variable; the burner inlet air flow rate, FbIin , and
the operating temperature are operational decision variables.
Butane Line:
4. Burner II: The combustion of C4H10 supplies additional heat to balance
the heat losses to the ambient and the endothermic decomposition of
NH3. A premixed butane/air mixture is fed to the burner, with an oxy-
gen stoichiometry value of 1.2 so that the combustion occurs with excess
air. Butane combustion is modeled as a homogeneous irreversible, one-
step reaction:
C4H10 +
13
2
O2 → 4 CO2 + 5 H2O.
As a first approximation, the kinetic rate expression proposed by [26]
can be used. In the burner II model, the volume of the burner, VbII , is
a design decision variable; the inlet flow rate of butane, FbIIin , and the
operating temperature are operational decision variables.
For simulation of the intermediate-fidelity model, in addition to all chemi-
cal and thermodynamical properties, inlet compositions and parameters (for
which the values as in [8] are used herein), one needs to specify ten degrees
of freedom. Four of them correspond to design decisions: the volumes Vr,
Vfc, VbI and VbII of the reactor, fuel cell, burner I and burner II, respectively;
the remaining six degrees of freedom correspond to operational decisions: the
operating temperature T, the fuel cell voltage U, the ammonia inlet flow rate
Frin to the reactor, the air inlet flow rates F
ca
in to the fuel cell cathode and F
bI
in to
burner I, and the butane inlet flow rate FbIIin to burner II.
Steady-State Simulations Simulation results are presented to illustrate the
operation of the ammonia line. The following unit volumes are used: Vr =
VbI = 9.6 × 10−10 m3 and Vfc = 9.6 × 10−8 m3. Observe that the fuel cell
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volume (i.e., the sum of both anode and cathode compartments) is taken to
be a hundred times larger than either the reactor and burner I volumes since
the electrochemical reactions are much slower than the ammonia decomposi-
tion and hydrogen/ammonia oxidation reactions. Furthermore, the inlet flow
rates of ammonia to the reactor and air to the cathode and burner I are set to:
Frin = 15 sccm, F
ca
in = 100 sccm, and F
bI
in = 0 sccm. This latter value indicates
that no additional air is fed into burner I, assuming that the fuel cell is op-
erated at a high oxygen excess and thus enough residual oxygen remains in
burner I’s feed. Finally, an operating temperature T = 1300 K and a cell volt-
age U = 0.65 V are considered. These specifications were chosen since they
correspond to a production of electrical power close to P = 1 W.
The component mole fractions along the gas channels in the reactor, anode,
cathode and burner I are presented in Fig. 9.2. Based on the gas molar flow
rates (not shown on Fig. 9.2) and compositions, performance factors can be
easily calculated for each unit of the device. It should be mentioned that these
factors can be used as parameters at the system level (see Chapter [Selection
of Alternatives and Process Design]), and the intermediate-fidelity model can
thus be used as a tool to estimate their values or for validation purposes.
◦ The conversion of ammonia in the reactor is calculated to be ζrNH3 ≈
0.987. This value indicates that most of the ammonia is being converted
into hydrogen.
◦ The micro SOFC operation can be monitored by considering three per-
formance factors, namely the hydrogen conversion in the anode com-
partment, ζan, the air excess number in the cathode compartment, Φca,
and the fuel cell efficiency, ηfc. The latter factor accounts for the losses
induced by the irreversibilities in the fuel cell (i.e., ηfc = 100% when no
current is passed through the fuel cell). The following values are ob-
tained for the conditions shown in Fig. 9.2: ζan ≈ 0.503, Φca ≈ 3.76, and
ηfc ≈ 0.688. These values indicate that neither the available hydrogen
nor the supplied oxygen are limiting for the electrochemical reaction,
but the hydrogen conversion is low, mainly due to an insufficient res-
idence time in the anode compartment. Furthermore, the high SOFC
efficiency indicates that the irreversibilities remain limited.
◦ The conversions of hydrogen and ammonia in burner I are calculated
to be ζbIH2 ≈ 0.516 and ζ
bI
NH3
≈ 0.999. The latter value shows that the
conversion of ammonia is nearly complete, whereas only approximately
half of the residual hydrogen is converted from the former.
This rapid analysis reveals that the process does not operate very efficiently
under these specific conditions, as a large fraction of the hydrogen produced
in the reactor is discarded from the device without being used. Moreover,
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the residual mole fraction of nitric oxide is relatively high, in the order of
1500 ppm, hence greatly exceeding the currently allowed safe level (neither
the concentration of NH3 nor that of NO are represented in Fig. 9.2 because
their values are much lower than those obtained for the other components H2,
H2O, N2 and O2). Accordingly, the process performance could be greatly im-
proved under the specification of more suitable design and operational vari-
able values. These aspects are the focus of the following two sections.
9.3
Optimal Design and Steady-State Operation for Nominal Power Demand
Intermediate-fidelity models are invaluable tools in the design of man-portable
power generation systems since they provide a picture of the gas composition
and velocities, potential and current density in the system for various process
configurations and operating conditions. Not only can such models be used
to examine the sensitivity of the system with respect to relevant design pa-
rameters and operational variables, but this sensitivity information can also
be used to improve the system performance through the application of sys-
tematic optimization methods.
Qualitatively, the optimization problem for optimal design and steady-state
operation of man-portable power generation processes can be stated as fol-
lows:
“Determine the design and operational decisions that maximize the device perfor-
mance, while meeting the nominal power demand, guaranteeing autothermal opera-
tion, and respecting the safety and operational constraints.”
Because intermediate fidelity models are comprised of multistage DAEs,
this formulation gives rise to challenging, constrained dynamic optimization
problems. Efficient methods exist for the numerical solution of such prob-
lems [6], yet their description lies beyond the scope of this chapter.
A number of remarks are in order:
◦ The decision variables in the optimization problem correspond to the
design and operational variables in the intermediate-fidelity model (see
Section 9.2). In particular, optimal values for both sets of variables are
determined simultaneously.
◦ Important metrics for the comparison of different design and opera-
tional alternatives are those expressed in terms of the energy density of
the system (see Chapter [Selection of Alternatives and Process Design];
compare [18]). Typically, the fuel energy density – defined as the electrical
energy produced per unit mass of fuel, is considered as the performance
metric for optimal design and operation. Note that neither the weights
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of the power generation device nor fuel containers are taken into ac-
count in this metric, which is therefore best suited for systems where the
mass of the fuel dominates (e.g., for long mission durations). Of course,
the proposed design and operation methodology is flexible enough that
it allows optimization of other metrics [18], such as the overall system
energy density for a given mission duration, or the energy efficiency –
defined as the power output divided by the product of heating values
and molar flow rates.
◦ Implicit to the optimization formulation is the ability of the intermediate-
fidelity model to predict (i) the electrical power produced by the fuel cell,
and (ii) the total heat load on the device, for given values of the design
and operational variables. Besides meeting the nominal power demand
and operating autothermally, the device is typically required to satisfy a
number of safety and/or operational constraints. Safety constraints can
be defined to limit the emissions of trace components, such as ammonia
or nitric oxide, that have potential impact either on human health or on
the environment. For example, these limits can be defined by follow-
ing the U.S. Occupational Safety and Health Administration (OSHA)
regulations2 or the American Conference of Governmental Industrial
Hygienists (ACGIH) recommendations3. For structural stability rea-
sons (see Chapter [Structural Considerations] and [25]), the maximum
allowable operating temperature may be constrained. Operational con-
straints may also include limits on the gaseous flow rates in the micro
channels, as well as restrictions on the cell potential depending on the
application.
Once an optimal design and operation strategy has been determined that
maximizes the device performance and satisfies the constraints, a rather nat-
ural question that arises is how much confidence can be placed into that strat-
egy? Many sources of uncertainty can indeed invalidate an optimal strategy.
Typically, the mathematical expressions used to calculate the reaction rates in
an intermediate-fidelity model carry a lot of uncertainty. Moreover, because
the geometry of the units is usually not known precisely, certain model pa-
rameters may be highly uncertain, such as the catalyst support surface-area-
to-volume ratios or the overall heat transfer and emissivity coefficients. Post-
optimal sensitivity analysis is a systematic way of analyzing the influence of
uncertainty on an optimal strategy [7, 12]. The idea therein is to calculate the
variation in the system performance and the optimal design and operation
variables incurred by (infinitesimally small) variations in the uncertain pa-
rameters. Also, when large parameter variations are considered, parametric
2) http://www.osha.gov/SLTC/.
3) http://www.acgih.org/TLV/.
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programming techniques can be used to monitor the change in optimal solu-
tion over the entire parameter range [3].
Besides analyzing the effect of uncertain parameters, parametric studies
also prove useful for studying the influence of various design choices or op-
erating conditions [8]. For example, by varying the nominal power demand
and monitoring the corresponding change in performance, one can identify
the applications for which the considered technology will most likely be best
suited. Regarding design choices, parametric studies can help answer out-
standing questions such as: Which reaction kinetics are to be improved in pri-
ority for enhancing the system performance? Does the electrolyte thickness
have a large influence on the system performance? Is heat recovery between
inlet and outlet streams a worth considering option?
The aforementioned considerations are illustrated by a case study subse-
quently, which is the continuation of the case study presented in Section 9.2.
Case Study (Continued)
Consider the micro power generation process shown in Fig. 9.1, for which an
intermediate-fidelity model has already been described. The optimal design
and operation problem is to determine values of the design variables Vr, Vfc,
VbI and VbII and operational variables T, U, Frin, F
ca
in , F
bI
in , F
bII
in that
maximize : fuel energy density
subject to : nominal power demand
autothermaloperation
maximum NH3 and NO emissions.
The objective and constraint functions in this optimization problem are as fol-
lows:
◦ The fuel energy density, efueldens, is calculated as:
efueldens =
Pnom
MWNH3 F
r
in + MWC4H10 F
bII
in
, (9.4)
wherePnom denotes the nominal power demand; MWNH3 and MWC4H10
are the molecular weights of ammonia and butane, respectively. Ob-
serve, in particular, that maximizing the fuel energy density is equiva-
lent to minimizing the inlet mass flow of ammonia and butane in the
system (approx. Frin + 3.4 F
bII
in ).
◦ The nominal demand constraint simply reads:
P − Pnom = 0, (9.5)
with the electrical power P produced by the SOFC calculated per (9.3).
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◦ The autothermal operation constraint is given by:(
H˙rin + H˙
ca
in + H˙
bI
in − H˙
bI
out
)
+
(
H˙bIIin − H˙
bII
out
)
− Q˙loss −P = 0. (9.6)
Here, H˙rin, H˙
ca
in , H˙
bI
in , H˙
bI
out stand for the inlet and outlet enthalpy flows
along the ammonia line, and H˙bIIin , H˙
bII
out, for the inlet and outlet enthalpy
flows along the butane line. They are calculated from the molar en-
thalpies for pure components and the gas composition and velocities
determined by the intermediate-fidelity model. It is assumed that heat
recovery between the inlet and outlet gas stream is possible. E.g. in the
case of half heat recovery, the outlet stream temperature, Tout, is equal
to 12 (T − T
amb), with Tamb = 298 K the ambient temperature. Although
difficult, note that heat recovery has already been demonstrated in mi-
cro chemical systems [2].
Q˙loss stands for the overall heat losses to the environment, which ac-
counts for conductive/convective as well as radiative heat losses. In the
calculation of Q˙loss, a fixed aspect ratio, Adev, is assumed for the device,
e.g., Adev = 6(Vr + Vfc + VbI + VbII )2/3 in the case of a cubic box.
◦ The emission constraints on NH3 and NO read:
ybINH3,out ≤ y
max
NH3 (9.7)
ybINO,out ≤ y
max
NO , (9.8)
where the residual molar fractions ybINH3,out and y
bI
NO,out are calculated via
the intermediate-fidelity model. The OSHA imposes threshold values
of ymaxNH3 = 50 ppm and y
max
NO = 25 ppm, respectively, for these species.
However, the ACGIH recommends a tighter Time Weighted-Average
(TWA) value of ymaxNH3 = 25 ppm in regard to ammonia emissions, which
is used instead. It should be noted that the aforementioned threshold
limit values are very conservative since they correspond to exposure lev-
els in a typical work environment.
Optimal design and operation results for this process are described below.
Optimal Design and Operation for a Nominal Power Demand For Pnom = 1 W
and in the absence of constraints on the operating temperature, it is found
the fuel energy density is maximized for T = 1445 K. Operating at such a
high temperature is however unrealistic from a practical point of view, mainly
because of material stability considerations [25]. Therefore, the operating
temperature is removed from the list of decision variables, and a paramet-
ric study is carried out by varying its value in a more appropriate range,
T ∈ [1000 K, 1300 K].
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Fig. 9.3: Maximum fuel energy density (left plot), optimal heat-losses-to-electrical-power ratio
(right plot), and optimal fuel cell volume (right plot) vs. operating temperature, for P nom = 1 W.
The left plot of Fig. 9.3 shows the maximal fuel energy density that is achiev-
able by the process, at steady-state, as a function of the operating tempera-
ture. Observe that the maximum achievable energy density is very sensitive
to the operating temperature as it varies from 840 Whr · kg−1 at 1000 K, up to
1150 Whr · kg−1 at 1300 K. For the sake of comparison, recall that state-of-the-
art primary batteries reach up to 700 Whr · kg−1 and rechargeable batteries up
to 300 Whr · kg−1 [15]. It is also found that, for all operating temperatures
in the range 1000-1300 K, the threshold value of 25 ppm for NO is attained,
whereas the residual concentration of ammonia is negligible.
The effect of temperature on the performance of the system results from a
trade-off between the heat losses and the chemical/electrochemical kinetics.
On one hand, as temperature increases, so do the chemical/electrochemical
reaction rates. In other words, increasing the operating temperature allows
one to obtain the same conversions while significantly reducing the size of the
units. This behavior is illustrated by the blue dotted curve on the right plot of
Fig. 9.3, where only the optimal fuel cell volume has been represented since it
is much larger than the volumes of the other three units at all temperatures.
On the other hand, the heat losses per unit area are substantially increased by
operating the system at a higher temperature. In this case study, it is found
that an increase in the operating temperature actually decreases the heat losses
of an optimized device in the range 1000-1300 K, as illustrated by the red curve
on the right plot of Fig. 9.3. In other words, the additional heat losses per
unit area incurred by a higher operating temperature are compensated by a
reduction in the optimized device size. This rather counter-intuitive result
explains why a higher operating temperature is beneficial to the fuel energy
density achievable by the system. Note also the very large values of heat-
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losses-to-electrical-power ratio (the device produces 7 W of heat losses for 1 W
of electrical power at 1000 K!), which indicates that a large part of the fuel mass
is used to maintain the stack at the prescribed operating temperature.
Regarding operational variables, the optimal value of the air flow rate FbIin in
burner I is found to be zero, irrespectively of the stack temperature; in other
words, it is more efficient to provide all the oxygen needed for the oxidation
reactions in burner I through the fuel cell cathode. It is also found that the
optimal flow rates of ammonia, air and butane are relatively unaffected by the
operating temperature in comparison to the unit volumes; these values de-
crease by 22%, 35% and 37%, respectively, between 1000 K and 1300 K – which
should be compared to the 4-fold decrease of the device volume. The higher
consumption of ammonia and butane fuels at lower operating temperatures
is directly linked to the decrease of the fuel energy density.
Effect of the Nominal Power Demand The results presented previously are all
relative to an electrical power production of 1 W. It is however legitimate to
raise the question how the optimal design and operation of the system scales
when a power production as low as 0.1 W or, conversely, as high as 10 W is
considered. This paragraph provides an overview of that important aspect
of the process; compare also Chapter [Selection of Alternatives and Process
Design].
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Fig. 9.4: Fuel energy density (left plot) and heat-losses-to-electrical-power ratio (right plot) vs.
nominal power demand, for various operating temperatures.
The effect of the nominal power demand Pnom on the fuel energy density
is shown in the left plot of Fig. 9.4, within the range [0.1 W, 10 W]. The three
curves in this plot correspond to operating temperatures of 1100 K, 1200 K and
1300 K. One first sees that the nominal power specification has a very large ef-
fect on the performance of the system. At T = 1300 K, for instance, the fuel en-
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ergy density varies from 700 Whr · kg−1 (Pnom = 0.1 W) up to 1600 Whr · kg−1
(Pnom = 10 W). It is also seen from this figure that operating the system at
1300 K always yields the highest energy densities, irrespectively of the nomi-
nal power demand.
The relative increase of the heat losses at lower nominal power demands
(Fig. 9.4, right plot) is directly related to the size of the device itself. In fact, the
optimal values of the unit volumes Vr, Vfc, VbI , and VbII scale nearly linearly
with Pnom, whereas the heat losses vary proportionally to (Vr + Vfc + VbI +
VbII)2/3. Overall, the the heat-losses-to-electrical-power ratio of the device
thus varies proportionally to (Vr + Vfc + VbI + VbII )−1/3.
Regarding operational variables, the flow rates of ammonia (in the reac-
tor) and air (in the fuel cell cathode) are found to be nearly proportional to
the power demand. It is also found that the increase in the butane flow rate
(vs. the power demand) is slower than that of the ammonia flow rate; this is
because relatively more butane is needed at lower power demands to com-
pensate for the additional heat losses.
According to the above considerations, it appears that man-portable power
generation systems based on high temperature fuel cells, such as the one
shown in Fig. 9.1, will most likely be best suited for applications above 1 W.
Below this limit, the relative heat losses indeed become so important that these
systems may no longer be competitive with existing batteries. These results
corroborate those obtained from system-level analysis (see Chapter [Selection
of Alternatives and Process Design]).
Sensitivity to Uncertain Kinetic Rates and Resource Allocation The math-
ematical expressions used to estimate the kinetic rates in the different unit
operations are among the principal sources of uncertainty carried by an
intermediate-fidelity model. The following case study considers the influ-
ence of uncertain kinetic rates on the optimal design and performance of the
fuel cell stack. Here, uncertainty in the kinetic rates is simply represented
by varying the pre-exponential factors in the kinetic expressions relative the
chemical/electrochemical reactions in the fuel-processing reactor, the anode
and cathode compartments of the SOFC, and the two burners. The nomi-
nal power demand is set to Pnom = 10 W and the operating temperature to
T = 1100 K.
Post-optimal sensitivity analysis is used to quantify the effect of this uncer-
tainty on the optimal values of the unit volumes. The results are presented on
Fig. 9.5 in the form of histograms. For example, in the histogram labeled ‘In-
fluence of NH3 decomposition’, each bar represents the variation of a given unit’s
optimal volume in response to a variation in the kinetic rate, rr, of NH3 decom-
position (e.g., r
r∂Vr
Vr∂rr ). Note that the sensitivity coefficients for the unit volumes
are typically negative, since an increase in kinetic rate usually allows to reduce
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Fig. 9.5: Influence of uncertain reaction rates on the optimal values of the decision variables,
for a nominal power demand Pnom = 10 W and operating temperature T = 1100 K.
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the volume needed to achieve a given conversion; positive sensitivity coeffi-
cients are however possible, such as the influence of NH3 decomposition on
VbI since a larger production rate of H2 leads to a larger H2 residual concen-
tration at the anode outlet, which in turn justifies a larger burner to generate
more heat from the catalytic oxidation of H2. It is seen that a variation in the
kinetic rates of NH3 decomposition, H2 and NH3 oxidation, or C4H10 oxida-
tion, has a very large effect of the optimal volume of the reactor, burner I, or
burner II, respectively, but its influence on the volume of other units is very
low. On the other hand, a variation in the kinetic rates of electrochemical reac-
tion either at the anode or cathode of the SOFC has a large influence, not only
on the optimal volume of the SOFC, but also on the optimal volumes of the
reactor, burner I, and burner II. Accordingly, more emphasis should be placed
on obtaining accurate chemical kinetics for the micro SOFC than for the other
unit operations.
Post-optimal sensitivity analysis is also useful to monitor the influence of
the kinetic rates in terms of the system performance. These results are re-
ported in the histogram labeled ‘Influence on fuel energy density’ on Fig. 9.5. For
example, the green bar represents the variation in energy density incurred by
a variation in the kinetic rate of electrochemical reaction at the cathode side
of the SOFC. The largest sensitivity coefficients, in the order of 13-14%, cor-
respond to the kinetic rates at both the anode and cathode of the SOFC. The
other sensitivity coefficients are found to be very small, with values less than
1%. Consequently, if one wants to obtain a reliable estimate of the optimal fuel
energy density that can be achieved by the process, special care should clearly
be taken for developing accurate kinetic models for either half-cell reactions
in the SOFC.
The foregoing sensitivity results also provide useful insight to guide the re-
source allocation problem for component optimization. Suppose, for example,
that we be asked to identify which catalyst should be improved in priority to
enhance the system performance. Note first that the main reason for improved
performance is that faster kinetics result in smaller residence time require-
ments and, therefore, lower heat losses, because of the decreased device size.
And because sensitivity analysis has shown that the process performance is
mostly sensitive to the fuel cell kinetics, the priority should obviously be given
to improving both electrodes simultaneously.
9.4
Optimal Design and Steady-State Operation for Variable Power Demand
Most portable electronic devices are not operated at a constant power de-
mand. Not only the magnitudes, but also the durations of operation at dif-
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ferent levels vary. For example, a cellular phone on stand-by mode expends
only a small fraction of the power needed during a conversation; the power
demand of a portable computer can range between 5W and 30W depending
on usage; the electronic equipment of the dismounted soldier is expected to
require 20W of power with a peak demand of 50W.
In this section, the optimal design and steady-state operation of devices
having a variable power demand is addressed. For simplicity, it is assumed
that the power demand can be approximated well through a small number
of discrete power demands and associated demand frequencies; such an ap-
proximation can be made in many practical applications, e.g., in the list of
applications reported previously.
In a variable power demand problem, the demand, in addition to stringent
requirements on the operation of the device stemming from reliability and
safety considerations, need to be satisfied for all foreseeable power demand
scenarios. In particular, a design based on a single nominal power demand
(e.g., as determined previously in Section 9.3) cannot guarantee that such re-
quirements are met for multiple power levels. A conceptually simple way to
account for this power variation is to consider the time profile and formu-
late a dynamic optimization problem based on a transient model. However,
this approach is computationally expensive. A more elegant and computa-
tionally more tractable approach based on two-stage stochastic programming is
used subsequently [27]. This formulation has the advantage that only the av-
erage time spent at each power demand is needed, in contrast to a detailed
transient power profile. A limitation, however, is that the penalty incurred
by switching from one power output level to another must be negligible as
well as the duration of transient operation compared to steady-state opera-
tion. It is well known that fuel cell based power generation systems are not
responsive enough to meet rapid demand changes and, consequently, batter-
ies and/or super-capacitors need to be deployed to work in tandem to meet
this deficiency (see Chapter [Design of Hybrid Electrochemical Devices]). In
such hybrid electrochemical systems, microfabricated fuel cells are therefore
intended to operate mostly at steady state, which justifies the foregoing as-
sumptions.
In a two-stage programming formulation, a distinction is made between the
design decision variables and the operational decision variables. Essentially,
the design decision variables (also called first-stage variables) represent prop-
erties of the system that cannot be altered after fabrication of the device (e.g.,
volume of reactor or fuel cell), while the operational decision variables (also
called second-stage variables) represent properties of the system that can be
adapted to the current power demand (e.g., operating temperature, cell volt-
age or flow rates).
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• For a given power demand scenario and a specified process design, op-
timal values for the operational variables can be determined by solving
an optimization problem of the form:
“Determine the operational decisions that maximize the system performance
subject to safety and operational constraints.”
Note that the latter problem is similar to those solved in Section 9.3 for a
nominal power demand, as if the design variables were fixed.
• Optimal values for the design variables, on the other hand, can be deter-
mined from the solution of a higher-level optimization problem of the
form:
“Determine the design decisions that maximize the system performance over the
set of all possible power demand scenarios, and such that feasible operational de-
cisions can be found for each power demand scenario.”
Typically, the performance to be maximized in this problem consists of
two contributions: (i) a design cost dependent only on the design vari-
ables; (ii) an operating cost obtained by averaging the operating costs for
all foreseeable power demand scenarios. Note that, for each scenario, a
set of optimal operational variables is to be determined. In particular,
all these operational strategies must satisfy the safety and operational
constraints (as described earlier in Section 9.3). Therefore, solving the
design and steady-state operation problem in the context of a variable
power demand is much more involved than in the nominal case.
Once an optimal design and operation strategy has been identified, paramet-
ric studies based either on post-optimal sensitivity analysis (local analysis) or
parametric programming (global analysis) can be applied to assess the level
of confidence that can be placed in that strategy.
Optimal design and steady-state operation for variable power demand is
illustrated by a case study below.
Case Study (Continued)
The man-portable power generation process shown in Fig. 9.1 is considered,
along with the intermediate-fidelity model described earlier in Section 9.2.
It is supposed here that a finite number of possible power demands, Pnomi ,
i = 1, . . . , Nd, can occur during the time frame of interest, with corresponding
frequencies of occurrence, ωnomi . The two-stage programming formulation
for optimal design and steady-state operation is to determine the values of
the design variables Vr, Vfc, VbI and, for each possible power demand Pnomi ,
i = 1, . . . , Nd, the values of the operational variables Ti, Ui, Frin,i, F
ca
in,i, F
bI
in,i, F
bII
in,i
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that
maximize : mission fuel energy density
subject to : nominal power demand
autothermal operation
maximum NH3 and NO emissions

 for each scenarioi = 1, . . . , Nd.
A number of remarks are in order:
◦ The mathematical expressions for the constraints are the same as those
given by Equations (9.5) to (9.8).
◦ The mission fuel energy density, emissiondens , is defined as the ratio of total
energy produced to the amount of fuel required, normalized by the mis-
sion duration. Letting Mi denote the mass flow rate of fuels in the de-
vice corresponding to the power demand Pnomi , one has:
emissiondens :=
Nd
∑
i=1
ωnomi P
nom
i
/ Nd
∑
i=1
ωnomi Mi. (9.9)
This objective is appropriate for applications where the mass of the fuel
to be carried dominates over the total mass of the device, or where re-
fueling is infrequent due to logistic restrictions. The numerator of (9.9)
being constant for given frequencies and values of the power demand,
maximizing emissiondens is equivalent to minimizing the sum of mass flow
rates weighted by the frequencies.
In this case study, the design of a system to power the electronic equipment
of the dismounted soldier is considered. The power demand can take two pos-
sible values: 20 W and 50 W, with the former occurring 90% of the time [24].
Moreover, the maximum operating temperature for the system is set to 1100 K.
The performance of a design for nominal power demand is first considered,
then the results obtained with the two-stage programming approach are pre-
sented and compared to other design approaches.
Performance of Nominal Power Demand Design In this paragraph, the system
is designed based on nominal power demand considerations: first, a nominal
power demand is selected and the system is designed for that particular de-
mand disregarding operation at any other demand; then, this design is fixed
and optimal operational decisions are determined for the various power de-
mand scenarios. The following approaches are investigated:
◦ Design for Average Power Demand The system is designed for the
power demand Pave := 1Nd ∑
Nd
i=1P
nom
i = 35 W.
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◦ Design for Maximum Power Demand The system is designed for the
power demand Pmax = 50 W.
For performance assessment, the resulting designs are compared to the ideal
design, which represents a design where the component volumes can be ad-
justed optimally for each possible power demand. Clearly, this ideal design
has the best performance, but it is not realizable.
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Fig. 9.6: Performance of fuel cell stack designs for average power demand (35 W) and maxi-
mum power demand (50 W), for the dismounted soldier application.
The results are shown in Fig. 9.6. Note that the performances of the designs
for average and maximum power vary significantly over the power demand
range of interest. As expected, the curves for these designs intersect the ideal
design curve at 35 W and 50 W demands, respectively. In either case, however,
performance degrades to unacceptable levels when the actual demand and the
design demand differ significantly.
In case the actual demand is less than the design demand, the total volume
of the device is larger than the volume of the optimal design for that demand.
More heat losses occur than is ideal during operation to meet the actual de-
mand and a larger amount of butane than ideally required is thus needed to
keep the stack at a constant operating temperature. Accordingly, a decrease in
the performance is observed.
In case the actual demand is higher than the design demand, the volumes
are smaller than the optimal volumes for that demand. Smaller volumes lead
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to lower conversions in the reactor and fuel cell. In turn, lower conversions are
compensated by a higher flow rate of ammonia to provide the necessary H2
to meet the power demand. The mole fractions of NH3 and NO in the effluent
increase as higher flow rates and smaller volumes result in lower residence
times in the units. Larger air flow rates are then required to dilute the mole
fraction of NH3 and NO to acceptable and safe levels. Even though heat losses
decrease, more C4H10 is therefore required in order to heat up this additional
air. Overall, the flow rates of ammonia and butane increase, and a decrease
in the performance is obtained. Even more problematic, as the efficiency of
the butane burner decreases with increased C4H10 flow rate (due to shorter
residence times), a demand is reached eventually for which the emission con-
straints on NH3 and NO can no longer be met by increasing the air flow rates
while operating autothermally. For this reason, it not feasible to produce, e.g.,
50 W of electrical power with a 20 W nominal power demand design.
Performance of Two-Stage Programming Design The significant degradation
in performance of a nominal power demand design when the actual demand
is far from the nominal one motivates the application of the two-stage pro-
gramming approach to determine design and operational decision variables.
The comparison of the two-stage programming approach with the fore-
going nominal power demand designs, in terms of the mission fuel energy
density (9.9), is presented in Fig. 9.7. Also shown on this figure is the per-
formance of the so-called conservative design for mean power demand, which
aims to optimize the mean power demand during the mission, Pmean :=
∑
Nd
i=1 ω
nom
i P
nom
i = 23 W, while guaranteeing that the selected design is fea-
sible at all the power demand levels.
The difference between the ideal design and the two-stage design is only
100 Whr · kg−1. In particular, the two-stage design allows to recover a sig-
nificant portion of the best theoretical possible performance. It is found that
this design results in 25% lower fuel expenditure than the maximum power
demand design, and 13% lower fuel expenditure than either the conservative
mean power demand or the average power demand design. More precisely, it
appears that the reduction in fuel expenditure due to the two-stage design is
significantly better than at lower power demands than it is at higher power de-
mands. This is a direct result of the fuel energy density varying more rapidly
with demand at lower power demands.
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