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Preface 
Latent  v a r i a b l e s ,  though not observed, a re  considerably 
use fu l  i n  explaining r e l a t i o n s h i p s  among observable va r i ab les  
and a r e  f requent ly  used i n  econometrics and psychometrics. 
This paper d iscusses  the  genera l  mul t ip le  i n d i c a t o r  - mult ip le  
cause model with severa l  l a t e n t  va r i ab les .  

The Plul t ip le  I n d i c a t o r  - Mult ip le  Cause Model 
With Severa l  Latent  Var iab les  
Abstract  
A model i n  which one observes m u l t i p l e  i n d i c a t o r s  and 
m u l t i p l e  causes  of s e v e r a l  l a t e n t  v a r i a b l e s  i s  cons idered .  
The parameters of t h i s  model a r e  e s t i n a t e d  by maximum l i k e -  
l ihood and r e s t r i c t e d  rank r eg re s s ion  approaches.  Also a  
l i k e l i h o o d  r a t i o  t e s t  s t a t i s t i c  f o r  t e s t i n g  t h e  v a l i d i t y  of 
t h e  r e s t r i c t i o n s  i n  t h e  above model i s  de r ived .  
1 .  In t roduc t ion  
La ten t  v a r i a b l e s ,  though no t  observed,  a r e  u s e f u l  i n  
expla in ing  r e l a t i o n s h i p s  among observable  v a r i a b l e s .  Jdreskog 
and Goldberger ( 1  9 7 5 )  u t i l i z e  maximum like]-ihood and va r ious  
o t h e r  procedures f o r  e s t ima t ion  of a  model. i n  which one observes 
m u l t i p l e  i n d i c a t o r s  and m u l t i p l e  causes  of a  s i n g l e  l a t e n t  v a r i -  
-- 
a b l e .  In t h i s  paper we extend t h e i r  a n a l y s i s  t o  cover t h e  ca se  
of s e v e r a l  l a t e n t  v a r i a b l e s .  
In i t s  most g e n e r a l  form, our model i s  s p e c i f i e d  a s  fo l lows:  
The s t r u c t u r a l  equa t ions  a r e  
where 
51 = ( Y , ~ . . . , Y ~ ) '  observable  endogenous i n d i c a t o r s ,  
x = ( x l  ,. . . , x k )  I observable  exogenous causes  of 
- l a t e n t  v a r i a b l e s ,  
z = 
- 
( z l  1 - .  , Z S )  observable  a d d i t i o n a l  exogenous 
v a r i a b l e s  d i r e c t l y  a f f e c t i n g  t h e  
i n d i c a t o r s ,  
Y* - = (Y; ! . - .  1~:)' latent variables, 
and 
are the disturbances (error variables). The coefficient matrices 
are : B = {Bij1 r ={yij} A = {aij} . 
[mxr I [mxsl [kxrl 
We make the following assumptions about the disturbances: 
The diagonal elements of o2 are displayed in the vector 
Hence the reduced form of the model is given by 
where 
Then 
ll' = BA' and ~ = B E + u  . 
- - - 
Several special cases of this general model have already 
been discussed in the literature: Zellner (1970) considers the 
generalized and modified least square estimation of a model with 
one latent variable (r=l), two observable endogenous indicators 
(m=2) and no observable, exogenous variables directly affecting 
the indicators (r=0). Furthermore he assumes that the exogenous 
c a u s e s  are n o t  s u b j e c t  t o  s t o c h a s t i c  e r r o r s .  Wi th  m > 2 ,  
G o l d b e r g e r  ( 1 9 7 2 )  a n d  J a r e s k o g  and  G o l d b e r g e r  ( 1  975 )  d i s c u s s ;  t h e  
maximum l i k e l i h o o d  (ML) e s t i m a t i o n  o f  a mode l  whe re  r = 0,  r = 1  
a n d  t h e  e x o g e n o u s  c a u s e s  are s u b j e c t  t o  s t o c h a s t i c  e r r o r s .  
Hauser  ( 1 9 7 2 )  e x t e n d s  t h e  a n a l y s i s  t o  c o v e r  t h e  s i t u a t i o n  whes r e  
a d d i t i o n a l  c a u s a l  v a r i a b l e s  d i r e c t l y  a f f e c t  t h e  i n d i c a t o r s  ( T ~ o ) .  
With  O2 n o t  r e s t r i c t e d  t o  b e  d i a g o n a l ,  H a u s e r  d i s c u s s e s  t h e  csl.se 
o f  o n e  l a t e n t  v a r i a b l e  ( r = l ) .  H e  shows t h a t  t h e  o b s e r v a b l e  ad -  
d i t i o n a l  e x o g e n o u s  v a r i a b l e s  d i r e c t l y  a f f e c t i n g  t h e  i n d i c a t o r s  , - a n  
b e  s w e p t  o u t  by r e p l . a c i n g  y  a n d  x  by t h e  r e s i d u a l s  f r om t h e  re- 
- - 
g r e s s i o n  o f  y  o n  z  a n d  x  o n  z  r e s p e c t i v e l y .  Robinson  (1974 )  c o v e r s  
- - - - 
2  t h e  case o f  s e v e r a l  l a t e n t  v a r i a b l e s  (r  > 1 ) w i t h  O n o t  r e s t r i c : t e d  
t o  b e  d i a g o n a l .  
S i n c e  t h e  r e d u c e d  f o r m  of  t h e  g e n e r a l  mode l  r e m a i n s  unchanged  
when B i s  p o s t m u l t i p l i e d  by a  n o n s i n g u l a r  r x r  m a t r i x  H a n d  A '  i s  
-1 p r e m u l t i p l i e d  by H , we have  a n  i n d e t e r m i n a n c y  of  t h e  s t r u c t u r a l  
p a r a m e t e r s .  To remove t h i s  i n d e t e r m i n a n c y  w e  a d o p t  t h e  n o r m a l i z a -  
t i o n  G = I .  F u r t h e r m o r e ,  f o l l o w i n g  H a u s e r  ( 1972 )  and  Robinson  
( 1 9 7 4 ) ,  we see t h a t  i f  r i s  u n r e s t r i c t e d ,  t h e  a d d i t i o n a l  c a u s a l  
v a r i a b l e s  wh ich  d i r e c t l y  a f f e c t  t h e  i n d i c a t o r s  c a n  b e  r e d u c e d  by 
s weep ing  o u t .  Hence f o r  u n r e s t r i c t e d  r t h e r e  i s  n o  l o s s  o f  gen-  
e r a l i t y  i n  d r o p p i n g  z  f r o m  t h e  g e n e r a l  model .  
- 
A g r a p h i c a l  i n t e r p r e t a t i o n  o f  t h e  mode l  i s  g i v e n  i n  t h e  
f i g u r e  below.  F u r t h e r m o r e  we i l l u s t r a t e  t h e  model  by way o f  t w o  
c o n c e p t u a l  e x a m p l e s :  
o b s e r v a b l e  l a t e n t  o b s e r v a b l e  
e x o g e n o u s  v a r i a b l e s  - e n d o g e n o u s  
c a u s e s  ( c a n  n o t  b e  i n d i c a t o r s  
o b s e r v e d )  
Example 1 :  R e l a t i o n s h i p  between s o c i a l  s t a t u s  and s o c i a l  p a r t i c -  
-- 
i p a t i o n  ( J b r e s k o g  and Goldberger  (1  9 7 5 )  ) . 
Y 1  t Y 2 t U  t Y m  ( church  a t t e n d a n c e ,  membership, f r i e n d s  s e e n ,  . . . )  
a r e  viewed a s  i n d i c a t o r s  of  a  l a t e n t  v a r i a b l e  y* ( s o c i a l  p a r t i c -  
i p a t i o n )  which i s  l i n e a r l y  de te rmined  by t h e  o b s e r v a b l e  exogenous 
c a u s e s  x I , x ~ ~ - - .  , x k  measur ing  s o c i a l  s t a t u s  ( income,  o c c u p a t i o n ,  
e d u c a t i o n , . . . ) .  
Example 2 :  R e l a t i o n s h i p  between income d i s t r i b u t i o n  and hunger .  
I n  t h i s  example hunger i s  viewed a s  l a t e n t  v a r i a b l e  and y 1 , y 2 , . . . ,  
Ym a r e  t h e  i n d i c a t o r s  o f  t h i s  l a t e n t  v a r i a b l e ,  such a s  o c c u r r e n c e  
of  m a l n u t r i t i o n  d i s e a s e s ,  p r o t e i n  and c a l o r i e  i n t a k e  below standzrl5 
l e v e l s .  The l a t e n t  v a r i a b l e  y* i s  l i n e a r l y  de termined by t h e  ob- 
s e r v a b l e  exogenous c a u s e s  x 1 , x 2 ,  ... ,xk  r e f l e c t i n g  t h e  income d i s -  
t r i b u t i o n  of  a  c o u n t r y  ( p e r c e n t a g e  of  peop le  below average  income, 
p e r c e n t a g e  of farms below a v e r a g e  farm s i z e , . . . ) .  
2 .  S ~ e c i f i c a t i o n  o f  t h e  model 
Thus ,  o u r  r e d u c e d  s p e c i f i c a t i o n  i s  
y = By* + u 
y* = A ' x  + E 
where 
w i t h  
2 E ( E E ' )  = I I E ( E u ' )  = 0 I E ( u u l )  = O ( d i a g o n a l )  . 
- - - - - - 
Hence t h e  r e d u c e d  form i s  
y = n l x + v  - - - I 
where  
n '  = BA'  2 I V - = BE - + u - I E ( v v ' )  - - = BB'  + O = Q . 
W e  n o t i c e  two k i n d s  o f  r e s t r i c t i o n s  on  t h e  p a r a m e t e r s  o f  t h e  
r e d u c e d  form:  
( i )  The m a t r i x  n h a s  r a n k  r ;  t h e  km e l e m e n t s  o f  n a r e  
e x p r e s s e d  i n  terms of  r ( k + m )  e l e m e n t s  of  A and B . .  T h i s  
i s  t h e  t y p e  o f  r e s t r i c t i o n  one  e n c o u n t e r s  i n  t h e  r e d u c e d  
fo rm o f  c o n v e n t i o n a l  s i m u l t a n e o u s  e q u a t i o n  models .  
(ii) The m(m+1)/2 distinct elements of R are expressed in 
2 terms of the m(ri-1) elements of B and 0 . This is the 
type of restriction which arises in conventional factor 
analysis models. It is also to be noted that the same 
matrix B appears both in II and Q. 
We observe that there is an infinity of choices for B: 
The reduced form II' = BA' and 52 = BB' + o2 will remain unchanged 
if we replace y* by hly*, - B by BM', and A by AM', where M is any 
orthogonal matrix. In the terminology of factor analysis this 
corresponds to a rotation of factors. Hence, following Lawley 
and Maxwell (1 971) , without loss of generality we choose B such 
-2 -2 that B'O B = G , say, is diagonal. Then 
We consider two alternative specifications concerning the 
stochastic nature of x. In case 1, x is taken as fixed and y 
- - - 
has a multivariate normal distribution, whereas in case 2, (x,y) 
- - 
are jointly multivariate normal. In both cases successive ob- 
servations are assumed to be independent. 
3. Maximum Likelihood Estimation 
Now consider a sample of T joint observations x(t), y(t) 
- - 
generated for t = 1,2, ..., T by 
y(t) = II1x(t) + v(t) , v(t) are NID(OfR) , x(t) fixed. 
- - - - - 
2 Here II' = BA', s2 = BB' + @ . The log likelihood L1 of the sample 
can be written as 
1 
1 = --r[log/nl + tr(n-"w)i 2 
where 
w = (Y - XII) ' (Y-XII) 
We define the usual multivariate regression statistics: 
- 1 P = (X'X) X'Y , Q = Y'XP , S = (Y - XP)' (Y - XP) , 
R = Y 1 Y = S + Q  . (3.2) 
To maximize the likelihood, it suffices to minimize 
-2 - 1 
F = L1 = log (R( + tr (9 W) . 
The general formula for derivatives of a function of the form of 
F, as given in Jbreskog and Goldberger (1975), is 
where pi denotes any of the elements in A, B and 0 .  
- 
We now define di and ei respectively to be k x  1 and m x  1 
- 
vectors with 1 at the ith position and zeros at all other 
positions. Then 
- -  a' - 28 e e1 - a w 
- -  
a% R - R - R  - 0 a R  R  = 1,2, ..., m 
- -  " - -e uulXIY - YIXu.e' + a!X1xa. (b .el + e B ! )  
a B ~ j  - R -  J - 1 - R  -1 -1 - 1 - R  - R - J  
R  = 1,2 ,..., m ; j = 1,2 ,..., r . 
Hence we have 
Setting the derivatives aF/aaij equal to zero, we obtain the 
maximum likelihood (ML) estimate of A in terms of the ML estimates 
of B and 0 .  The solutions we obtain are implicit and thus must be 
- 
iterative. 
The ML estimate of A is given by 
Here and i n  t h e  f o l l o w i n g  c a r e t s  d e n o t e  ML e s t i m a t e s  s o  t h a t  
A A2 A A  
R = O + B B ' .  W e  r e c a l l  t h a t  B was chosen  such  t h a t  
-2 2 2  B ' O - ~ B  = G = d i a g  ( g  . .. l g r ,  s a y .  Then 
-2 -1 B ' R - ' B  = G - ~ ( I  + G ) = d i a g  
Hence u s i n g  ( 3 . 6 )  i n  ( 3 . 5 )  w e  o b t a i n  
2  s = ( I  + 6 . ) p f i - ' g j  - . ( j  = I ,.. . , r )  
- j  I 
Now 
W e  se t  t h e  d e r i v a t i v e s  aF/aB = 0 t o  o b t a i n  t h e  ML e s t i m a t e s  of  
R j  
B.  The r e s u l t i n g  e q u a t i o n  t u r n s  o u t  t o  b e  
A A 
R [ B ( I + e )  - ( Y ' X ~ + W Q  B ) ]  = O  , 
where  C i s  t h e  ML e s t i m a t e  of  
C = A I X I X A  = { a ! X I X a . )  = { c  } . 
- 1 
- 3 i j  ( 3 . 9 )  
A A -  A-l  A 
I t  can  be  e a s i l y  v e r i f i e d  t h a t  WR '6 = SR B and u s i n g  t h i s  and 
( 3 . 5 )  i n  e q u a t i o n  ( 3 . 8 )  w e  o b t a i n  
The above e q u a t i o n  can  be  r e w r i t t e n  a s  
.2 
For  t h e  ML e s t i m a t e  of O , t h e  d e r i v a t i v e s  aF/aBR, (1 = 1 , 2  ,..., m) 
a r e  needed and t h e s e  a r e  g i v e n  by 
Also  making u s e  of ( 3 . 5 )  and ( 3 . 1 0 )  w e  o b t a i n  
F i n a l l y  t h e  ML e s t i m a t e  o f  O2 i s  o b t a i n e d  by s e t t i n g  a ~ / a e ,  = 0 
and u s i n g  ( 3 . 1 3 )  i n  t h e  r e s u l t i n g  e q u a t i o n  y i e l d s  
where [MI R R  d e n o t e s  t h e  R t h  d i a g o n a l  e l ement  o f  t h e  m a t r i x  M. 
Thus we have t h e  i m p l i c i t  s o l u t i o n s  f o r  t h e  ML estimates of 
A ,  B and 8 g i v e n  by  ( 3 . 5 ) ,  (3 .11)  and ( 3 . 1 4 ) .  
- 
I f  we f u r t h e r  assume t h a t  C = A ' X ' X A  i s  a  d i a g o n a l  m a t r i x ,  
t h e n  t h e  ML e s t i m a t e s  of B and O 2  a r e  g i v e n  r e s p e c t i v e l y  by 
Under t h e  above a s sumpt ion  t h e  ML e s t i m a t e  of  B i s  a  c h a r a c t e r -  j 
i s t i c  v e c t o r  o f  t h e  m a t r i x  on t h e  l e f t  of ( 3 . 1 5 ) ,  no rma l i zed  s u c h  
t h a t  B ' O - ~ B  i s  d i a g o n a l .  I t  can  a l s o  be shown t h a t  t h i s  c h a r a c -  
t e r i s t i c  v e c t o r  i s  i n  f a c t  t h e  one c o r r e s p o n d i n g  t o  t h e  l a r g e s t  
r o o t .  The a s sumpt ion  t h a t  C i s  d i a g o n a l  can  be  i n t e r p r e t e d  a s  re- 
q u i r i n g  t n e  l a t e n t  v a r i a b l e s  t o  b e  u n c o r r e l a t e d .  
When x  i s  random, say  normal  w i t h  mean z e r o  and d i s p e r s i o n  
- 
m a t r i x  0 ,  t h e  l o g  l i k e l i h o o d  o f  t h e  sample i s  t h e  sum of two p a r t s .  
T h i s  i s  b e c a u s e  t h e  j o i n t  d i s t r i b u t i o n  o f  y  and x  i s  t h e  p r o d u c t  
- 
of  t h e  c o n d i t i o n a l  d i s t r i b u t i o n  of  y  g i v e n  x  and t h e  m a r g i n a l  
- - 
d i s t r i b u t i o n  of x.  S i n c e  t h e  j o i n t  d i s t r i b u t i o n  is  m u l t i v a r i a t e  
normal  b o t h  t h e  m a r g i n a l  and c o n d i t i o n a l  d i s t r i b u t i o n s  a r e  m u l t i -  
v a r i a t e  normal .  Hence t h e  l o g  l i k e l i h o o d  i s  g i v e n  by L = L1 + L2 
- 1 
where L1 i s  g i v e n  i n  ( 3 . 1 )  and L2 = - ; T [ l o g l 0 /  + t r ( X I X O  ) ]  . 
Then t h e  ML e s t i m a t e  o f  0  i s  6 = X ' X ,  and t h e  ML e s t i m a t e s  of  t h e  
r ema in ing  p a r a m e t e r s  a r e  u n a f f e c t e d .  
Our r e s u l t s  i n  ( 3 . 7 ) ,  ( 3 . 1 5 )  and ( 3 . 1 6 )  a r e  a n a l o g o u s  t o  
t h o s e  o b t a i n e d  by J b r e s k o g  and G o l d b e r g e r  (1975)  f o r  t h e  s i n g l e  
l a t e n t  v a r i a b l e  c a s e  ( r  = 1 ) .  
4 .  T e s t i n q  f o r  t h e  V a l i d i t y  of R e s t r i c t i o n s  
We now d e r i v e  an e x p l i c i t  e x p r e s s i o n  f o r  t h e  l i k e l i h o o d - r a t i o  
t e s t  of  t h e  model.  
F i r s t  w e  e v a l u a t e  t h e  f u n c t i o n  i n  ( 3 . 3 )  a t  t h e  ML estimates 
- 2 A i, 6 and G t o  o b t a i n  F, t h e  minimum of  F. W e  have 
A- 1 A i? = l o g i c (  + t r ( 3  w )  . 
Now 
161 = l h 2 1  l r + s ~ g - ~ i i (  = 1h21 1 1 + 2 - ~ 1  , 
From (3 .1  ) and  ( 3 . 2 )  it c a n  b e  s e e n  t h a t  
W e  can  a l s o  show t h a t  
and u s i n g  ( 2 . 3 )  
From ( 3 . 7 )  it f o l l o w s  t h a t  
Hence f rom ( 4 . 3 ) - ( 4 . 6 )  w e  o b t a i n  
Now u s i n g  ( 2 . 3 )  , ( 3 . 2 )  and ( 3 . 6 )  w e  o b t a i n  
where 
A- lsg- l  A-1 A s* = 0  Q* = and B * = O  B .  
2  A-2 From ( 3 . 7 )  it c a n  b e  shown t h a t  6 = 6.PO O j  ( j  = 1 , 2 , . . . , r )  
- j I 
and hence  t h a t  
Using ( 2 . 3 )  i n  e q u a t i o n  (3 .10 )  and a f t e r  t e d i o u s  a l g e b r a i c  
m a n i p u l a t i o n s  w e  o b t a i n  
T h e r e f o r e  a p p l i c a t i o n  o f  ( 4 . 8 ) ,  ( 4 . 9 )  and (4 .10 )  i n  ( 4 . 7 )  y i e l d s  
I t  c a n ,  however,  b e  shown from (3 .16 )  t h a t  
and hence  (4.11 ) s i m p l i f i e s  t o  
T h e r e f o r e ,  
Under t h e  a l t e r n a t i v e  h y p o t h e s i s ,  II and R a r e  u n c o n s t r a i n e d ,  
and  are e s t i m a t e d  by P and S  r e s p e c t i v e l y .  The minimum v a l u e  of  
Hence the likelihood ratio test statistic is given by 
X2 = -2 log (likelihood ratio) = ~ ( 6  - Fo)  
Under the null hypothesis that the restrictions are valid, this 
statistic is asymptotically distributed as a Chi-square with the 
degrees of freedom equal to the number of restrictions, namely 
It is to be noted that the above test is valid only when 
The condition (i) implies that the number of observable endogenous 
indicators is larger than the number of latent variables. 
5. Restricted 3ank Regression Approach 
In this section we ignore restrictions on R and make use of 
restrictions on TI only. This is the model analyzed by Robinson 
(1974). The system is not identified but identification can be 
achieved by making the normalization C = A'X'XA = I. In other 
- 4 I 
words we are getting estimates of A* = AC and B* = BC' where 
I I 
C' = P ; A ' P ~ ;  t h e  o r t h o g o n a l  m a t r i x  P I  and  t h e  d i a g o n a l  m a t r i x  A 
of e i g e n v a l u e s  of  A ' X ' X A  a r e  s u c h  t h a t  C = P i  AP 1 ' 
The e s t i m a t e s  of  A* and B* c a n  b e  d e r i v e d  by a  " l i m i t e d  i n -  
f o r m a t i o n  maximum l i k e l i h o o d "  a n a l y s i s  of  P ,  t h e  u n r e s t r i c t e d  
e s t i n a t o r  o f  II. T h i s  i s  a c h i e v e d  by min imiz ing  F = l o g l ~ J  + 
t r  (n-.'W) s u b j e c t  t o  II = A*B*l w i t h  t h e  n o r m a l i z a t i o n  A*'XIXA* = I .  
I n  t h i s  c a s e ,  t h e  minimum d i s t a n c e  p r i n c i p l e  (which min imizes  
t r ( sq lw))  p r o d u c e s  t h e  same c o e f f i c i e n t  e s t i m a t e s  a s  t h e  maximum 
l i k e l i h o o d  p r i n c i p l e ;  s e e  Go ldbe rge r  ( 1  970)  , Robinson ( 1  974) . 
These  e s t i m a t e s ,  d e n o t e d  by b a r s ,  a r e  g i v e n  by t h e  e q u a t i o n s :  
Using t h e  n o r m a l i z a t i o n  
E * I ~ - ~ -  B* = d i a g  1 
(1.G: - a -  I+T] 1 +gr 1 
w e  g e t  f rom (5 .1  ) t h a t  
and  
- 1 
H e r e  w e  s e e  t h a t  t h e  B+ a r e  t h e  c h a r a c t e r i s t i c  v e c t o r s  o f  QS , 
- 3 
and  i n  f a c t  it i s  e a s y  t o  show t h a t  t h e y  c o r r e s p o n d  t o  t h e  r 
l a r g e s t  c h a r a c t e r i s t i c  r o o t s  of  t h i s  m a t r i x .  The e s t i m a t e s  ob- 
t a i n e d  h e r e  a r e ,  a p a r t  f rom n o r m a l i z a t i o n ,  t h e  same a s  t h o s e  
o b t a i n e d  by Robinson ( 1  9 7 4 ) .  I f  w e  r e i n t r o d u c e  t h e  c o n s t r a i n t s  
2 2 
on 0 , t h e  e s t i m a t e s  of  O c a n  b e  o b t a i n e d  by u n d e r t a k i n g  a  common 
f a c t o r  a n a l y s i s  o f  2 = (Y-xE)  ' (Y-XF) . 
6 .  Conc lud ing  Remarks 
I n  t h i s  p a p e r  w e  s t u d i e d  a  model w i t h  r l a t e n t  v a r i a b l e s ,  
combining r e s t r i c t i o n s  which o c c u r  i n  e c o n o m e t r i c s  and psycho-  
m e t r i c s .  W e  d e v e l o p e d  e s t i m a t e s  u s i n g  ML and r e s t r i c t e d  r a n k  
r e g r e s s i o n  a p p r o a c h e s .  The s o l u t i o n s  o b t a i n e d  were i m p l i c i t  and 
one  n e e d s  t o  have  some i t e r a t i v e  scheme f o r  t h e  i m p l e m e n t a t i o n  
of  t h e s e  s o l u t i o n s .  F o r t u n a t e l y ,  t h e  p r e s e n t  model f i t s  i n t o  
J d r e s k o g '  s (1970)  c o v a r i a n c e  s t r u c t u r e  model ,  f o r  which t h e  ML 
a l g o r i t h m  i s  a l r e a d y  programmed. 
J b r e s k o g  (1970)  d e v e l o p s  a  g e n e r a l  c o v a r i a n c e  s t r u c t u r e  model 
f o r  a  m u l t i v a r i a t e  normal  v e c t o r  z w i t h  
E lemen t s  o f  t h e  p a r a m e t e r  m a t r i c e s  D ,  A ,  @ ( s y m m e t r i c )  anC d ) ,  r 
( d i a g o n a l )  may be  f i x e d ,  c o n s t r a i n e d ,  o r  f r e e .  ~ a k i n g  z = ( x l , y l )  
- - 
w e  have  i n  t h e  random c a s e  
W e  c h o o s e  
Then the covariance structure of z is specified in terms of 
Jbreskog's model. 
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