Although malleability is undesirable in traditional digital signatures, schemes with limited malleability properties enable interesting functionalities that may be impossible to obtain otherwise (e.g., homomorphic signatures). In this paper, we introduce a new malleable signature scheme called bounded vector signatures. The proposed scheme allows a user to sign a multi-dimensional vector of values, along with a description of the context within which the vector should be interpreted. The scheme includes a unique malleability property, which we refer to as the stretch property, that allows the components of the signed vector to be increased up to a pre-defined limit without access to the signing key. Decreasing these values, however, remains computationally infeasible. We prove the security of our construction under the strong RSA and decisional Diffie-Hellman assumptions in the random oracle model. Finally, we underscore the utility of bounded vector signatures by discussing their use in distributed systems security applications.
INTRODUCTION
Typically, digital signature schemes must remain secure against existential forgeries to achieve their purpose of verifying the authenticity of data. Therefore, it would seem as though any malleability allowed by a signature scheme would Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ASIACCS '11, March 22-24, 2011 , Hong Kong, China. Copyright 2011 ACM 978-1-4503-0564-8/11/03 ...$10.00. be strictly harmful. However, several malleable signature schemes, including homomorphic signatures, have been proposed to achieve functionalities by allowing arbitrary parties to perform a limited set of operations to alter the signed data in logical ways. Transitive signatures [32, 6, 33, 23] , for instance, allow a user with signatures on graph edges (x, y) and (y, z) to produce a third signature on the transitive closure, (x, z), without access to the signing key.
Here, we propose a new type of malleable signature, called bounded vector signatures. Intuitively, our scheme allows a user to sign a vector of natural numbers, and includes a unique malleability property that allows components of these signed vectors to be increased, or stretched, up to a pre-defined bound without access to the signing key. Furthermore, each vector is associated with an arbitrary string, which we refer to as the context, that describes the way to interpret the values within the signed vector. To capture the security of our scheme, we define shrink unforgeability, which captures the inability of a computationally bounded adversary to decrease the value of any of the signed vector components.
The malleability property of our bounded vector signature scheme is particularly useful in multiparty settings, which are the primary focus of this paper. In such a setting, n signers may produce partial signatures on vectors, and any t ≤ n of those partial signatures can be efficiently combined to form a full signature on a vector representing all signers. In a typical, non-malleable signature scheme, these partially signed vectors would have to be exactly the same for the combiner to create a full signature. The malleability property of our bounded vector signatures, however, allows the signers to sign different vectors. In particular, the combiner receives t partial signatures on different vectors, applies the stretch operation to those signed vectors until all of them are the same, and then combines them as before.
This form of malleability leads to very efficient solutions to many problems that arise in the area of distributed systems security. In these distributed systems problems, information must be securely aggregated from multiple (potentially untrusted) parties while simultaneously limiting communications overhead and interaction among the parties. To that end, we show how our bounded vector signatures can be used to sign a number of interesting data structures commonly used in distributed environments, such as sets and intervals, with just a small constant number of elements (e.g., at most four) of the underlying multiplicative group. Moreover, for each of these data structures we describe how the malleability of our bounded vector signatures enables us to non-interactively compute a full signature on exactly the intersection or union of given partially signed sets or intervals. We also discuss the application of these methods to distributed systems problems, including distributed cache reconciliation in content delivery networks [19, 9, 35] , fault tolerant computation in sensor networks [31] , and group key management [34, 42] . Related Work Malleable signatures, which can include homomorphic signature schemes and are sometimes referred to as algebraic signatures, were first discussed by Rivest during a series of talks at Cambridge University. The concept was later formalized by Johnson et al. [26] , who described homomorphic signature schemes for redacted documents and set operations. Since then, new homomorphic signature schemes have been introduced, including transitive signature schemes on graphs [23, 6, 32, 33] and signatures for network coding [8, 22, 1] . Additionally, Kiltz et al. [28] introduced a malleable signature scheme that allows a user to append a message to a signature without requiring a signature on the appended message itself. Our bounded vector signatures, like the append-only signatures of Kiltz et al., do not require a specific homomorphic property of the signature and instead rely upon a limited form of malleability. We note that the functionality allowed by our vector signatures is orthogonal to that provided by Kiltz et al.
The limited malleability allowed by our bounded vector signatures is achieved through an RSA-like signature construction, where the components of the vector being signed are encoded in the exponent of the signature, rather than the base. The first such construction was proposed by De Jonge and Chaum [16] in a study of several RSA signature variations. Gennaro et al. [21] , and Hohenberger and Waters [25] have since used the construction, along with divisionintractable and chameleon hashes, to build hash-and-sign signatures without random oracles. Perhaps the most closely related construction to our own is the dynamic accumulator scheme of Camenisch and Lysyanskaya [10] , where identities are encoded as random primes in the exponent of the accumulator. None of these constructions, however, were developed with the goal of malleability in the form we pursue here, nor were they developed for use in multiparty settings typical of distributed systems problems. 
PRELIMINARIES

Bounded Vector Signatures
A bounded vector signature scheme is a malleable signature on d-dimensional vectors wherein the components of the signed vector may be altered, within a predetermined bound, without access to the associated signing key. Specifically, we consider a signature on a pair (v, c), where v ∈ N d is a d-dimensional vector in the natural numbers and c is a context (i.e., a text description) within which the vector is interpreted. As an example, v may represent distances in d independent dimensions and c may describe the starting point of the vector within that space. Furthermore, bounded vector signatures have a unique property that allows arbitrary parties to increase the values of any component of the signed vector up to a predefined limit without access to the signing key. For the remainder of this paper, we refer to this property as the stretch property.
Since we are most interested in distributed applications, we present a multiparty version of our scheme. The multiparty bounded vector signature scheme follows the typical threshold signature paradigm wherein n signers, which we denote as P1, . . . , Pn, may produce partial signatures on vector-context pairs. Any subset of t distinct partial signatures can then be combined to produce a full signature that can be verified using a single verification key. Both the partial and full signatures in the multiparty version of our bounded vector signature scheme inherit the stretch property. Therefore, it is possible to combine partial signatures on different vectors by stretching them until they are identical, as long as their contexts are the same. In particular, the resultant vector in the full signature will be equal to (at least) the component-wise maximum from among all t vector signatures. For ease of exposition, we present the formal description of our scheme and its instantiation in a multiparty setting, and note that the single signer case may be trivially instantiated by setting n = t = 1.
More formally, a bounded vector signature scheme is defined by a tuple of algorithms BVS = (KeyGen, Sign, Stretch, Combine, Verify) run by n signers P1, . . . , Pn. The inputoutput specifications of these algorithms are as follows:
The key generation function takes as input a security parameter 1 κ , the threshold number t of partial signatures necessary to form a final signature, the number of signers n, and a d-dimensional vectorv containing the maximum value (i.e., bound) for each dimension. The algorithm outputs signing keys sk 1, . . . , sk n for each of the signers P1, . . . , Pn, and a single verification key pk used to verify the final signatures. 
The combine algorithm takes as input a set of t partial signatures on vector context pairs (vi j , ci j ) from distinct signers. These signatures must be associated with the same context c (i.e., ci j = c), but may sign t different vectors. The algorithm outputs a full signature σ on the component-wise maximum values among the input signatures and their associated con-
The verify algorithm takes in the verification key pk , a full signature σ, and a vector-context pair (v ′ , c ′ ) that is to be verified as being signed. If the signature is valid for the vector-context pair, then the algorithm outputs 1. Otherwise, the algorithm outputs 0.
Security for Bounded Vector Signatures
Due to the malleable nature of our proposed signature scheme, the traditional definition of existential unforgeability under chosen message attack does not appropriately capture its security. Instead, we propose the notion of shrink unforgeability under chosen message attack. This definition captures the ability of untrusted parties to increase, but not decrease, the values of any component of the signed vector without access to the signing key. In the multiparty setting, this restriction translates to a limitation on the values within each component of the fully signed vector output from the Combine procedure. Specifically, the adversary should not be able to produce a full signature on a vector where the value in the k th dimension is less than the t th smallest value in that dimension from among all partial signatures given as input to the Combine algorithm. The intuition here is simply that the adversary would have to decrease at least one value in order to create a full signature on a vector containing values less than the t th smallest in each dimension, which is disallowed by shrink unforgeability. This security notion is formalized as follows. 
Definition 1 (Shrink Unforgeability). Let BVS be a bounded vector signature scheme, and let A be an algorithm with oracle access to n signing oracles representing the signers P1, . . . , Pn. Each query (v, c) to oracle Oracle sk i returns Sign(sk i, (v, c)). For any context c and dimension
′ ) to at least t signing oracles and
Let Adv
, and define Adv We briefly explain the adversary's actions in this experiment. An adversary is provided with n partial signature oracles representing n signers. He can make partial signature queries on any (v, c) pairs he chooses in any order and run the Combine algorithm to get full signatures from the partial signatures he received. In the end, he successfully breaks the shrink unforgeability if he outputs a valid signature on a pair (v ′ , c ′ ) and either of the two following cases occurred. The first case is when a forger A makes signature queries of the form ( * , c ′ ) to less than t signing oracles. In this case, he should not be able to generate full signatures on any pair of the form ( * , c ′ ), since he did not collect enough partial signatures. The second case is when A made signature queries of the form ( * , c ′ ) to at least t signing oracles and there exists a dimension k such that
is the smallest value in dimension k on which a signature should be possible for context c ′ .
Strong RSA Assumption
Here, we briefly recall the definition of the strong RSA assumption, which was first proposed by Barić and Pfitzmann [5] . In this paper we are primarily interested in the following variant of the strong RSA problem where the input is chosen as a random quadratic residue. It has been shown that this variant is not any easier than the standard strong RSA problem [13] .
Let N be a positive integer that is the product of two distinct, random κ-bit primes p, q, let QRN denote the quadratic residues in Z * N , and let y be a random element of QRN . Informally, given a random (N, y), the Strong RSA assumption is that it is hard to compute a pair (x, e) such that e > 1 and x e ≡ y mod N . Specifically we denote the advantage of an adversary B in solving the strong RSA problem as
and we define Adv QR-SRSA (T ) = maxB Adv QR-SRSA (B) where the maximum is taken over all adversaries B executing in time at most T .
Decision Diffie-Hellman Assumption
Our proof of security also makes use of the decisional Diffie-Hellman (DDH) assumption in the quadratic residue group QRN when N is the multiplication of two strong primes. That is, it is difficult for an adversary to distinguish a triple (g
, and c chosen randomly and for a generator g of QRN . In particular, we use a variant of the problem which says that DDH problem is hard even when the factorization of N is known. It has been shown that the DDH problem over QRN does not depend on the hardness of factoring [27] . Formally, the DDH advantage of an adversary D is defined as follows, where SafePrimes are the primes p of the form p = 2p ′ + 1 where p ′ is itself a prime: 
OUR CONSTRUCTION
In this section, we present a bounded vector signature construction in the multiparty setting using the threshold RSA signature scheme of Shoup [38] as the basis of our construction. The novelty of our construction lies in the observation that values being signed can be moved from the base of the signature to the exponent. By doing so, we can encode each value in such a way that arbitrary parties can increase this value by exponentiating the signature, but cannot decrease the value without being able to take roots in the RSA group. In particular, we encode the signature on the value in a vector dimension as the distance from that value to the maximum value for that dimension, and then embed that distance as a root in the RSA group. Thus, by exponentiating the signature by an exponent corresponding to this dimension, the distance in that dimension can be decreased (and so the value in that dimension is increased). The context portion of the signature acts as the base of the RSA signature and provides the meaning behind the values in the exponent. The context also ensures that vectors in different contexts cannot be combined.
Construction Description
Here we discuss the operation of each algorithm in our construction and provide the technical details in Figure 1 .
The signature scheme is initialized by running the KeyGen algorithm, which generates the public verification key and the secret signing keys for each of the n signers. For the multiparty setting, we consider a trusted dealer 1 who generates two safe primes p = 2p ′ + 1, q = 2q ′ + 1, and a RSA modulus N = pq. Each dimension k in the vector space being signed is associated with a maximum valuev[k] that is given as input to the algorithm and a distinct prime e k chosen by the dealer. The dealer also computes the signing
The dealer then splits sk into n shares sk 1, . . . , sk n using standard polynomial secret sharing techniques [37] . Essentially, this signing key encodes the maximum possible distance for each dimension in the index.
The Sign algorithm allows a signer with signing key sk i to produce a partial signature on a d-dimensional vector. The signer first creates a context c, which is a text description of the way the verifier should interpret the signed vector. Practically speaking, the format of the context is application specific, but its general purpose in our construction is to ensure that vectors from different contexts cannot be combined into a full signature. The output of the Sign algorithm is a partial signature σi = H(c)
mod N , where H(·) is a hash into the group QRN . The inclusion of n! in the exponent is taken from the work of Shoup [38] to ensure that the Lagrange interpolation performed during the Combine algorithm produces integers.
Given a partial or full signature on a vector v, an arbitrary party (without access to any signing key) can run the Stretch algorithm to increase the value of any component of the vector up to the pre-determined maximum set by the vectorv in the KeyGen algorithm. To do so, the party exponentiates the signature by the prime associated with the desired dimension to increment the value in that dimension (i.e., decreasing the distance from the maximum). The
The Combine algorithm takes t partial signatures on potentially different vectors from distinct signers and produces a full signature from them. In order to properly combine partial signatures on different vectors, the algorithm begins by applying the Stretch operation on each dimension of each partial signature to ensure all partial signatures provided as input sign the same vector. The resultant vector is actually the component-wise maximum among the t signed vectors given as input. Once all partial signatures embed the same vector, the Combine algorithm computes (modified) Lagrange coefficients for each partial signature and interpolates the signing key sk in the exponent. Thus, the output of the algorithm is a full signature
mod N on the vector v. Notice that in addition to requiring all vectors to be stretched to be identical, the context of these vectors must also be the same for the Combine algorithm to successfully produce a full signature. It is also important to note that this Combine procedure, after stretching, is exactly that of Shoup [38] , and so interested readers should refer to that work for detailed technical explanation of the procedure.
Finally, the Verify algorithm takes as input a full signature and a vector-context pair, and outputs 1 if the full signature embeds the given vector-context pair. The verification procedure simply checks that H(c) = σ
mod N , which only occurs if the signature encodes the given vector components as the appropriate distance from the predetermined maximum for each dimension.
We prove that this construction is shrink unforgeable under the strong RSA and DDH assumption in the random oracle model. Since we model H() as a random oracle, we additionally quantify the number of queries q h made to H() in the adversary advantage. More formally, Adv 
where
The proof of the theorem can be found in our accompanying technical report [41] .
Efficiency
With respect to space efficiency, the signing keys consist of a group element in Zm, while the public key is made up of an RSA modulus and d prime exponents. Both the partial and full signatures in our construction are represented by a single group element in QRN . 
Sign(sk i, (v, c)):
Stretch ((σ, v, c) , k, a): ((σi 1 , vi 1 , ci 1 ) , . . . , (σi t , vi t , ci t )):
Output signature on stretched vector σ
2. For each dimension k of each partial signature σi j :
3. Compute modified Lagrange coefficients (n!)λi j = (n!)
for each partial signature σi j .
Compute w
we use the extended Euclidean algorithm to compute α, β such that α(n!) The Sign and Verify algorithms require at most ∑ d k=1v [k] modular exponentiations in the group QRN . Likewise, the Stretch algorithm requires a number of modular exponentiations that is linear in the range of the dimension being stretched. Finally, the Combine algorithm requires t modular exponentiations in QRN to perform the Lagrange interpolation, and two additional exponentiations to derive the full signature using the coefficients from the extended Euclidean algorithm.
EXTENSIONS
The basic bounded vector signature construction given in the previous section may be extended in a variety of ways to achieve additional functionalities. These extensions include the ability to dynamically limit the use of the Stretch operation and to verify partial signatures via robustness techniques from the threshold signature literature. Here, we briefly describe each of these extensions in turn.
Dynamically Limiting Malleability
The malleability properties of the basic bounded vector signature construction allow anyone who possesses a partial or full signature to produce valid signatures on any vector with components greater than those in the originally signed vector, up to the maximum values specified during the KeyGen procedure. In certain instances, however, it is desirable to give each signer a degree of control over the use of the Stretch operation and, consequently, the signatures that other parties may produce. This can be accomplished by each signer taking steps to limit the degree to which its own partial signature can be stretched, and then leveraging the threshold t to limit what full signatures can then be produced using them.
Specifically, a signer i can create one bounded vector (partial) signature on its intended vector vi, and another bounded vector (partial) signature on the vector v
for all dimensions k. This second signature can be viewed as bounding the extent to which the original vector can be stretched to only those vectors that can be simultaneously produced by both signatures. When v
for all dimensions k, all malleability has been removed from the partial signature.
Although the procedure above limits the malleability of partial signatures, its effect on the full signatures produced by Combine depends on the threshold t and its relation to the number of signers n. One particularly interesting parameterization allows us to ensure that a full signature (consisting of two bounded vector signatures) can be produced on only the r th smallest value in each dimension k (i.e., value at rank r) from among the n values vi[k], i ∈ {1 . . . n}. To implement this, we set the threshold for the first bounded vector signature instantiation, to which signer i contributes a partial signature for vi, to t1 = r. In the second bounded vector instantiation, each signer contributes a partial signature for v When r = 1, this is a non-malleable signature on the component-wise minimums, and when r = n, this is a non-malleable signature on the component-wise maximums, for example. In Section 5, we leverage this capability to perform intersection and union of signed data structures.
Adding Robustness
The notion of robustness in threshold signature schemes captures the inability of an adversary to produce incorrectly formatted partial signatures, which may cause the Combine algorithm to fail. Since the core of our bounded vector signature construction is based on the threshold RSA scheme of Shoup [38] , we can make use of the robustness techniques presented therein. Broadly speaking, the robustness property can be achieved by requiring the signer to prove, in zero knowledge, that (i) the key used to sign the partial signature is the same as the one provided by the dealer, and (ii) that the partial signature is properly formed according to the algorithm description.
Specifically, the dealer chooses a random element g ∈ QRN . Note that with overwhelming probability g is a generator of QRN . He then computes and publishes the value Gi = g sk i for each signer Pi. The partial signature σi is then accompanied by a zero-knowledge proof that log H(c) (σ
), which can be accomplished using standard zero-knowledge techniques for proving the equality of discrete logarithms [12, 11] . Furthermore, this proof can be made non-interactive by using the Fiat-Shamir heuristic [20] . Due to space considerations and the similarity of our techniques with those of Shoup, we forgo a proof of the simulatability of this zero-knowledge proof.
APPLICATIONS
Bounded vector signatures can be used to efficiently represent signatures on a variety of data structures while still allowing certain operations on those data structures. These efficient, malleable signatures are particularly important in distributed systems applications, where disparate parties must securely share information while limiting communications overhead. Here, we describe two such data structures, namely sets and intervals. For each data structure, we describe how to represent it using our bounded vector signatures, specify operations on those signed data structures enabled by the Stretch operation, and suggest applications to problems in the area of distributed systems security.
The use of bounded vector signatures in the distributed applications described below provides a number of benefits. These include the compact representation of large groups of items (e.g., sets and intervals) with a constant number of group elements in QRN , the ability to represent aggregated information from all members of a group as a single signature, non-interaction of the Combine and Stretch protocols, and the ability to locally update the full signature on the aggregated information. Furthermore, the threshold used in the Combine algorithm acts as a voting mechanism for the aggregated information, and may be of use in scenarios where Byzantine fault tolerance is required. Unless otherwise noted in this section, the bounded vector signatures are parameterized with t = n.
Sets and Multisets
The set data structure allows for the storage of unordered collections of unique items or values. In a multiset, this concept is extended to allow multiple copies of items (i.e., associating a count with each item). Sets (resp., multisets) are represented in our bounded vector signature scheme by associating each item in the universe of possible items with a dimension in the signed vector and limiting the maximum value of the dimension to one (resp., the maximum per-item count). In essence, the vector representing a set reflects the presence or absence of each of the d items in the universe, while a vector for a multiset dictates the count of each item.
One downside of this approach for signing sets and multisets is that it requires a number of dimensions equal to the size of the universe of items represented, which may be quite large. In those cases, we may instead use our bounded vector signatures to encode the set in a Bloom filter [7] . Rather than associating each component of the vector with a specific item, we instead use the outputs of hash functions applied to the item to determine which dimensions to set to one. To test membership, we check that all dimensions to which the item hashes are set to one. In short, Bloom filters allow for a compact representation of sets by trading off a tunable probability of false positives when testing set membership (i.e., an item is reported as a member even though it is not). Like simple sets, our bounded vector signatures represent a Bloom filter using a d-dimensional vector with maximum values for each dimension set to one, only in this case the number of dimensions may be much smaller than the number of items in the universe and is related to the desired probability of false positives.
Operations on Signed Sets.
The stretch property of the underlying bounded vector signatures allows us to perform the union operation among multiple set signatures simply by performing the Combine operation. As discussed in the previous section, Combine effectively takes the maximum value in each dimension from among the t partial signatures to form a final signature. As it turns out, this exactly defines the union among the signed sets. Furthermore, the security of our bounded vector signature scheme ensures that while items may be added to the (partially or fully) signed set, it is computationally infeasible for an adversary to remove an item. If additions to the fully signed set should not be permitted, then the rank-order technique described in Section 4.1 can be used to preclude this. The union operation and security guarantee also hold for multisets and Bloom filters, as well.
The intersection operation is achieved by having each signer produce a signature on a vector where each component encodes the distance between the signed value and the max-imum allowable value in that dimension (i.e., the complement for sets or the number of copies of items not in the multiset). As mentioned in Section 4.1, the Stretch operation on these signatures decreases the value being signed by increasing the distance from the maximum. Therefore, when Combine is run on these signatures, the largest value that can be signed is, in effect, the minimum value in each dimension. The security of bounded vector signatures ensures that the resultant signatures can have items removed from the set (resp., multiset, Bloom filter), but not added. Again, the technique of Section 4.1 can be used to preclude removals from the fully signed intersection, if so desired.
Distributed Systems Applications.
Signatures on sets, multisets, and Bloom filters can be used in a number of distributed data sharing applications, including peer-to-peer systems [14, 30, 24, 36] , distributed caches [19, 9, 35] , blacklisting services [17, 40, 39] , and network flow monitoring systems [18] . In each of these applications, a collection of entities must provide users with an aggregate view of the data that they maintain as a group. These systems cannot assume interactivity, must provide an efficient method of verification to the user, and must be able to perform updates on the aggregated data without requiring additional interaction.
As a concrete example, consider the problem of spam blacklisting services, such as Spamhaus [40] , SORBS [39] , and DNSBL [17] , which aggregate information about IP addresses sending spam e-mail. These blacklists must aggregate the IP addresses from several sources and provide users with a method of verifying that the given list does indeed represent that aggregate information (i.e., names have not been spuriously added or removed, as the case may be). The blacklists can be efficiently represented in a Bloom filter, signed by our bounded vector signature method, and combined in a completely offline manner by the blacklist providers to give users a single signature to verify the aggregated blacklist. In the time between blacklist aggregation events, the individual sources can continue adding or removing IP addresses from the aggregated blacklist through the use of the Stretch operation without requiring additional interactions, if such operations are allowed by the signature instantiation. By contrast, traditional digital signatures would force the user to verify the blacklists from each of the sources independently and require the blacklist sources to continually generate new signatures on the published blacklists.
Intervals
Bounded vector signatures can also be used to represent contiguous intervals of values, in addition to discrete sets of items. There are potentially two ways in which to encode an interval of values within a bounded vector signature scheme. In the first, the signer creates 2-dimensional vectors, where the components of the vector encode the left and right endpoints of the signed interval, respectively. In the second, the signer may create two 1-dimensional vectors with each vector encoding one of the endpoints. The primary tradeoff between these two methods is that in the first case the range is efficiently encoded in a single group element, whereas the second case allows for two unique parameterizations of the bounded vector signatures for the vectors (e.g., two different thresholds t). As we will show later in this section, there are potential applications that are specific to both approaches. The concept of signing an interval can also be expanded to an arbitrary number of dimensions by simply increasing the dimensionality of the signed vector, or number of signatures in the case where each endpoint is a single vector. Specifically, if we want to encode a d-dimensional box (i.e., the Cartesian product of d intervals), we create a 2d-dimensional vector to encode the left and right endpoints for the allowable range in each dimension.
Operations on Signed Intervals.
The use of bounded vector signatures provides the signer with a number of options for encoding the endpoint values of the signed interval, which in turn enable different functionalities. For example, if the signer were to encode the left-most point in the interval as the value itself and the right-most point as the distance to the maximum allowable value in the bounded vector scheme (i.e., the vector ⟨v [1] 2] ), then the resultant signed range could only be shrunk and never expanded -this is equivalent to the dynamic malleability limitation described in Section 4.1. On the other hand, if the signer encoded the left-most point as the distance from the maximum and the right-most as the value itself (i.e., ⟨v [1] 
, then the signed range could be expanded but never shrunk. Notice that if we set both endpoints to be encoded relative to the same value (e.g., ⟨v [1] 
we can slide and expand the interval in one direction only.
The range encodings above, along with the Stretch operation on the underlying bounded vector signatures, allow a combiner to efficiently compute the intersection and union of signed intervals. To compute intersections, each signer encodes the endpoints of its signed interval such that the range can only be shrunk. When the Combine algorithm is run on these partial signatures, the combiner will be forced to shrink the intervals to equal the smallest overlapping range and so the output will be a full signature on the intersection. For the union operation, the signers use an encoding that allows expansion of the signed interval and the combiner will expand all intervals such that the full signature will contain the left and right-most points from among all partially signed intervals. We note that this is slightly different from the typical definition of union among intervals, since in our system the union operation is allowed even if the intervals do not overlap. The security of the bounded vector signatures ensures that the full signature output by the combine procedure cannot be altered to sign a value not found within the intersection or union of the individual partially signed intervals.
Distributed Systems Applications.
Like signatures on sets and multisets, our bounded vector signature representations of intervals can be used to accomplish data sharing tasks within distributed systems for values that have natural ordering properties. One example is a time interval. For example, an approach to the management of public-key certificates (e.g., [29] ) employs an online revocation authority ORA to countersign, for short intervals, longterm certificates created by a more trusted offline certificate authority CA. In a traditional implementation of this idea, both the signature by CA and the countersignature by ORA would be implemented using separate signatures, resulting in two signature verifications per use of the certificate. Our bounded vector signatures support the consolidation of these two signatures into one: the CA provides to ORA a signed certificate with a large validity period, which ORA can parcel out in small portions by "sliding" the ends of the validity interval accordingly (rather than separately countersigning each short validity interval).
A second area for using bounded vector signatures to represent intervals is sensor applications. Marzullo [31] , for example, considered a setting in which multiple sensors produce an interval in which it senses a value (e.g., temperature, time) to lie, and where a sensor is correct if the interval it returns contains the actual value (and is faulty otherwise). His algorithm uses intervals from n sensors to produce the tightest interval possible in which the actual value lies, provided that fewer than f sensors are faulty. A direct use of our bounded vector signatures would permit each sensor to sign its interval and subsequently combine these signed intervals using this fault-tolerant intersection algorithm to produce a signature on the tightest interval possible in which the actual value lies. Others can be disallowed from tightening the interval further using the rank-order techniques of Section 4.1.
A third interesting application of signatures on intervals is their use to represent a broad class of access-control structures used in key management tasks, like hierarchical access controls [2, 4] and group key management [34, 42] . In these settings, attributes that determine access can often be encoded within a d-dimensional space. For instance, in some location-based access control schemes [3, 43] , the dimensions encode the location of the entity in 3-dimensional space, plus an extra dimension for time. A service provider can sign subranges describing the allowable access attributes for the entities in the distributed system and provide them with their respective subranges as a non-interactive access token. These entities can then derive a "key" 2 for any subspace of their allowable attributes using the Stretch operation on the signature given to them. Such a scheme can derive several benefits from our bounded vector signatures, such as security against key recovery [2] , which roughly states that it is infeasible for the adversary to derive a key for an access attribute for which she does not have a token.
CONCLUSION
In this paper, we described a new malleable signature scheme for signing vectors of natural numbers, which we call bounded vector signatures. The primary contribution of our scheme is a malleability property that allows arbitrary parties to increase the value embedded in any component of the signed vector without access to the signing key, while making it computationally infeasible to decrease values. In the multiparty setting, this malleability property allows each signer to sign a potentially different vector of values and yet still produce a valid full signature representing the componentwise maximum of any t vectors. We described an efficient construction for our scheme and proved it secure under the strong RSA and decisional Diffie-Hellman assumptions in the random oracle model. Finally, we showed that bounded vector signatures could be used to sign interesting data structures, such as sets and intervals, and that the malleabil-
