Abstract-State explosion problem is the main obstacle of model checking. In this work, we address this problem from a coalgebraic point of view. We establish an effective method to prove uniformly the existence of the smallest Kripke structure with respect to bisimilarity, which describes all behaviors of the Kripke structures with no redundancy. We show this smallest Kripke structure generates a minimal one for each given finite Kripke structure and some kind of infinite ones. This method is based on the existence of the final coalgebra of a suitable endofunctor and can be generalized smoothly to other coalgebraic structures. A naive implementation of this method is developed in Ocaml.
I. INTRODUCTION
State explosion problem is the main obstacle of model checking. In this work, we address this problem from a coalgebraic point of view. Actually, we prove uniformly the existence of the smallest Kripke structure for the class of Kripke structures over AP which denotes the set of atomic propositions. This smallest Kripke structure describes all behaviors of the Kripke structures with no redundancy, that is there exists a unique homomorphism f from each Kripke structure K to the smallest one such that for any two states s, s of K, s and s are bisimilar if and only if f (s) = f (s ). We show for each given finite Kripke structure (and some kind of infinite ones), this smallest Kripke structure generates a minimal one which is bisimulation equivalent to the original Kripke structure. By [4] , the minimal Kripke structure satisfies the same CT L * properties with the original one. This method is based on the existence of the final coalgebra of a suitable endofunctor, and can be generalized smoothly to other coalgebraic structures.
Coalgebra is often viewed as a duality of algebra [5] , [6] , [7] , [8] . Different coinduction definitions and coinduction proof principles are studied in [8] . In general, coalgebras represent dynamical systems, where observational indistinguishability is expressed by bisimilarity, while in final coalgebras, states and observations coincide. A general final coalgebra theorem is given in [1] . According to this theorem, every set-based functor on the category Set of (ordinary sets and functions) has a final coalgebra. The results of [1] are expanded in [2] . Using a theorem in [2] , Jan Rutten and Daniele Turi proved the existence of a final coalgebra of a particular functor over labelled transition systems [7] , which, in turn, inspires the 1 This work is partially supported by NSFC 60673045 and NSFC 60833001 construction of the final coalgebra of the functor of Kripke structures in the present work.
II. PRELIMINARIES
Definitions and theorems in this section follow straightforward from [3] , [4] , [5] , [6] , [7] . The reader is referred to them for further details. 
A. Coalgebra
Definition 1 (Coalgebra). Let F be an endofunctor on cate- gory K. An F-coalgebra is a pair (X, α : X → F (X)). An homomorphism f : (X, α) → (Y, β) is an arrow f : X → Y such that β • f = F (f ) • α.
Definition 3 (Bisimulation, bisimilarity
). An F-bisimulation between two F-coalgebras (A, α) and (B, β) is a relation R ⊆ A × B which can be extended to an F-coalgebra (R, γ) such that both of its projections π 1 : R → A and
Given an endofunctor F , we obtain a category with Fcoalgebras as objects and bisimulations as arrows. 
Definition 4 (Kernel). The kernel of a function
Suppose π X is surjective, for any set X. If F has a final Fcoalgebra, then also G has a final G-coalgebra. 
B. Model Checking
there exists a bisimulation relation B such that for every s 0 ∈ S 0 , there is s 0 ∈ S 0 such that B(s 0 , s 0 ). In addition, for every s 0 ∈ S 0 , there is s 0 ∈ S 0 such that B(s 0 , s 0 ).
Theorem 5. M ≡ M if and only if for every
CT L * formula ψ, M |= ψ ⇔ M |= ψ.
III. THE FUNCTOR OF KRIPKE STRUCTURE

A. Functor
Nothing in the essence of the following approach requires the Kripke structure to be finite. We define below a particular functor P(AP ) × P(·) : Set → Set which express all Kripke structures (of which the set of states may be infinite) over
where V = φ means every state has at least one successor.
Definition 8 (Coalgebraic Kripke structure). Let A = (A, α) be a P(AP ) × P(·)-coalgebra and I ⊆ A, a coalgebraic Kripke structure over AP is a pair (A, I). Proof: It suffices to show that there exist two functions f : K → C and g :
Firstly, we define the function f , mapping each Kripke structure M = (S, S 0 , R, L) to a coalgebraic Kripke structure (A, I) defined as follows: (1
Then we define the function g, mapping each coalgebraic Kripke structure ((A, γ), I) to a Kripke structure M = (S, S 0 , R, L) defined as follows: (1) 
Finally, it is easy to check f • g = id C and g • f = id K .
Notice that there does not exist a final coalgebra for the functor P(AP ) × P(·) : Set → Set. Thus we have to restrict it to the functor P f (AP ) × P f (·), denoted by P f for simplicity. This functor can represents Kripke structures with finite branch, that is, every state can only have finitely many successor states. However the set of states may be infinite.
Proposition 2. The functor P f weakly preserves kernels.
The proof is straightforward.
B. Bisimulations
In this subsection we will show that bisimulation relations of Kripke structures over AP coincide with bisimulations of coalgebras of the functor P f . Proposition 3. Let K, K be two Kripke structures and
Recall the proof of Proposition 1, there exist α, α such that A K = (S, α) and A K = (S , α ).
It suffices to show that, for every B ∈ S × S , B is a bisimulation relation between K, K if and only if B is a bisimulation between A K and A K .
If : We extend B to (B, γ) with γ(
Then we show that (B, γ) make the following diagram commutes.
Left square commutes: for any element (s 1 , s 2 ) ∈ B, we have
Similarly, we can prove that the right square also commutes.
Only if: For any (s 1 , s 2 ) ∈ B, we need to prove
For every s 1 ∈ S such that R(s 1 , s 1 ), there exists s 2 ∈ S such that R (s 2 , s 2 ) and B(s 1 , s 2 ): That is because (s 1 , s 2 ) )} = {s 1 ∈ S | ∃s 2 ∈ S s.t. R (s 2 , s 2 ) and (s 1 , s 2 ) ∈ B} A similar proof shows that, for every s 2 ∈ S such that R (s 2 , s 2 ) there is s 1 ∈ S such that R (s 1 , s 1 ) and B(s 1 , s 2 ) .
IV. THE SMALLEST KRIPKE STRUCTURE
In this section we will construct the final coalgebra of the functor P f . Before that, we prove the existence of the final coalgebra by using Theorem 4.
A. Existence of the Final Coalgebra of the Functor P f
In order to use Theorem 4, we need to construct another functor F : Set → Set of which final coalgebra exists, also to construct a natural transformation π : F . − → P f such that π X is surjective for every set X.
In fact, F : Set → Set is defined as below, for any set X,
It is not hard to check that the functor F is ω-continuous and it has a final coalgebra, written (T, γ). By Theorem 3, its state space T consists of all finitely branching, ordered trees over 0≤n<ω AP n , of which each branch is an infinite path, while its structure γ : T → F (T ) sends a tree t ∈ T with (a 1 , a 2 , . . . , a n ) as its root and (t 1 , t 2 , . . . , t n ) as its immediate subtrees to ((a 1 , t 1 ), (a 2 , t 2 ) , . . . , (a n , t n )). Now we define π : F . − → P f by setting up the family of functions π X : F (X) → P f (X) as follows, for any set X,
It is straightforward to verify that π is indeed a natural transformation, moreover each π X is surjective. Finally, Theorem 4 ensures the existence of a final coalgebra for functor P f .
B. The Final Coalgebra of P f
Before constructing concretely the final coalgebra of functor P f , we introduce some notations following [7] . Let (S, α) be a P f -coalgebra, R be a P f -bisimulation, we denote for any
In particular, ξ ∼ is an homomorphism; For any P f -coalgebra
Now, we prove actually the final coalgebra of P f is (T ∼ , (π T • γ) ∼ ) written as (P, ψ) for simplicity, where (T, γ) is the final coalgebra of the functor F . It is sufficient to prove that : 1) (P, ψ) is a P f -coalgebra.
2) for any P f -coalgebra (X, α), there is a P fhomomorphism h : X → P 3) for any P f -coalgebra (X, α), if f, g : X → P be two P f -homomorphisms, then f = g.
Here, we show the second point which is the only no trivial case. Let (X, α) be any P f -coalgebra, because π X is surjective, there exists a function ρ :
According to the definition of final coalgebra, there exists an
which is the final of the functor F , that means the square D 1 commutes. To use the definition of natural transformation, the square D 2 also commutes. So does the left big square. Also because
, that is the diagram D 3 commutes. Therefore, the whole square commutes. That means
Definition 10 (The smallest Kripke structure). Let (P, ψ) be the final coalgebra of functor P f , the Kripke structure corresponding to the coalgebraic Kripke structure ((P, ψ), P ) is called the the smallest Kripke structure of the class Kripke structures over AP .
Proof: We firstly show that there exists an homomorphism f : S → S f from K to K f (Existence). Then, show it is unique (Uniqueness).
According to the proof of Proposition 1, for Kripke structures K, K f , there exist coalgebraic Kripke structures ((S, α), S 0 ), ((S f , α f ), S 0 f ) respectively. To use Definition 10, (S f , α f ) is the final coalgebra of the functor P f . According to Definition 2, there exists a unique homomorphism h : S → S f from (S, α) to (S f , α f ).
Existence. We need to prove h : S → S f is an homomorphism from K to K f . It suffices to prove that for all s ∈ S,
Uniqueness. It is sufficient to prove that if h : S → S f is the homomorphism from K to K f , then it is also an homomorphism from (S, α) to (S f , α f ). For every s ∈ S,
where ∼ k is the bisimularity over K.
Proof: From Theorem 2, Proposition 2, the proof of Proposition 3, the proof of Proposition 4.
V. THE MINIMAL KRIPKE STRUCTURE
In this section we will prove that for every Kripke structure K there exists a minimal Kripke structure M . This minimal Kripke structure describes all behavior of K and no redundancy, moreover M ≡ K.
Definition 12 (The minimal Coalgebraic Kripke structures).
The coalgebraic Kripke structure ((C, α), I) is 
The proof is trivial, we omit it here. 
Proof: It is sufficient to prove that there exists a relation B ⊆ M 1 × M 2 which is a total one-to-one relation. That means for every s ∈ M 1 , there exists a unique s ∈ M 2 such that (s, s ) ∈ B and for every s ∈ M 2 , there exists a unique s ∈ M 1 such that (s, s ) ∈ B.
Since ((M 1 , α), I 1 ) . = ((M 2 , β), I 2 ), there is a bisimulation relation R between M 1 and M 2 . We will prove R is a total one-to-one relation.
According to definition 9, I 1 ⊆ π 1 (R). Because ((M 1 , α), I 1 ) is minimal, ((M 1 , α) , I 1 ) is connected, so M 1 ⊆ π 1 (R). Similarly, M 2 ⊆ π 2 (R). Simultaneously, R can make the following diagram commute: where (P, ψ) is final coalgebra of P f (·). g • π 1 and f • π 2 are both the homomorphism from (R, γ) to (P, ψ), so g • π 1 = f • π 2 (Definition 2) Suppose there exist s ∈ M 1 , s 1 ∈ M 2 , s 2 ∈ M 2 s.t. (s, s 1 ), (s, s 2 ) ∈ R and s 1 = s 2 . g(s) = g • π 1 (s, s 1 ) = f • π 2 (s, s 1 ) = f (s 1 ) Similarly, g(s) = f (s 2 ), so f (s 2 ) = f (s 1 ). According to Theorem 2, s 1 ∼ M2 s 2 , but s 1 = s 2 as suppose, so M 2 is not reduced. This contradicts that M 2 is minimal. So for every s ∈ M 1 there is unique s ∈ M 2 s.t. (s, s ) ∈ R. Analogously, for every s ∈ M 2 there is unique s ∈ M 1 s.t. (s , s) ∈ R, that is R is a total one-to-one relation. 
