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We illustrate the connection between homogeneous perturbations of homo- 
geneous Gaussian random fields over R” or Z”, with values in R”, and classical 
as well as quantum statistical mechanics. In particular we construct homo- 
geneous non-Gaussian random fields as weak limits of perturbed Gaussian 
random fields and study the infinite volume limit of correlation functions for 
a classical continuous gas of particles with inner degrees of freedom. We also 
exhibit the relation between quantum statistical mechanics of lattice systems 
(anharmonic crystals) at temperature jF’ and homogeneous random fields 
over 2” x Ss , where Sp is the circle of length j3, which then provides a con- 
nection also with classical statistical mechanics. We obtain the infinite volume 
limit of real and imaginary times Green’s functions and establish its properties. 
We also give similar results for the Gibbs state of the correspondent classical 
lattice systems and show that it is the limit as h --f 0 of the quantum statistical 
Gibbs state. 
1. INTRODUCTION 
The main purpose of this paper is to illustrate the intimate 
connection which exists between the study of homogeneous pertur- 
bations of homogeneous Gaussian random fields and the study of the 
basic quantities of classical and quantum nonrelativistic statistical 
mechanics. This connection complements the one discussed in recent 
years which relates the study of homogeneous perturbations of 
homogeneous Gaussian generalized Markoff random fields to the study 
of constructive quantum field theory (see e.g. [I, 2, 31) and relativistic 
quantum statistical mechanics (quantum field theory at nonzero 
temperature) [4]. 
Random fields also play a unifying role from another point of view, 
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in that they are the basic quantities of stochastic mechanics [5] and 
stochastic field theory [6], which in turn are closely related to non- 
relativistic quantum mechanics [5], the theory of the heat equation [7] 
and euclidean quantum field theory [6]. The idea of the relevance of 
stochastic processes and functional integration in the study of all the 
mentioned subjects can historically be traced back particularly to 
studies developed in connection on one hand with the Brownian 
motion (see e.g. [S]) and on the other hand with Feynman’s formu- 
lation of quantum mechanics and quantumelectrodynamics in terms 
of path space integrals (see e.g. [8, 9, lo]). In particular the relation 
with the Wiener integral (see e.g. [ll, 121) has found applications in 
nonrelativistic quantum statistical mechanics, particularly through 
the work of Ginibre on reduced density matrices for dilute non- 
relativistic gases in thermal equilibrium (see e.g. [13]; also [14, 151). In 
this work the reduced density matrices are expressed in terms of 
correlation functions of a classical gas, for which the well-known 
results of Ruelle [16] apply. The method used for this is essentially 
Feynman-Kac formula (see e.g. [12]) to express the statistical 
operator by an integral of a numerical function over Wiener 
trajectories. 
In quantum field theory foundational work on integration with 
respect to Gaussian generalized random fields was done quite 
early, particularly by Friedrichs [17] and Segal [18]. Symanzik [19] 
stressed the connection, relating also to Ginibre’s work, between the 
study of Euclidean quantum field models and both classical and 
quantum statistical mechanics. Symanzik’s program could be realized 
in two-dimensional models, only after fundamental work in con- 
structive quantum field theory, carried through particularly by 
J. Glimm and A. Jaffe (see e.g.[l]), and after Nelson’s introduction 
of Euclidean Markoff methods [l, 201. First applications of the 
latter work were [21] and, exploiting the relation with statistical 
mechanics [2, 22al.i Part of the results of constructive quantum field 
theory can actually be looked upon as constructions of homogeneous 
non-Gaussian generalized random fields over R2, as weak limits of 
nonhomogeneous non-Gaussian generalized Markoff random fields, 
attached to finite regions of R2. Results on support properties of the 
free measure [l, 231 and on the Markoff property in the limit are 
also known [24]. 
One of us [4] has extended the work on quantum field models from 
the zero temperature case to the case of positive temperature, con- 
l See also e.g. [22b, 11. 
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strutting the unique infinite volume Green’s functions and Gibbs 
state for relativistic quantum statistical models in two-dimensional 
space-time. The method uses a representation of the state in terms of 
expectations with respect to a homogeneous Gaussian generalized 
random field on S, x R, where S, is the circle of length /3. The state 
was proved to be translation invariant, KMS, strongly mixing and 
analytic properties of the Green’s functions were established as well as 
a duality principle, asserting the equality of the imaginary time 
Green’s functions at temperature l/b with those with space and time 
interchanged, of a corresponding system at temperature zero in a 
periodic box of length /I. 
Before going over to the description of the content of the present 
paper, let us remark that for certain classical lattice systems an 
equivalence between the descriptions in terms of the Gibbs ensemble 
and in terms of Markovian random fields is known (see e.g. [25]). 
In the present paper, ideas of [2, 3, and 41 are used together and 
applied to the study of classical continuous and discrete statistical 
systems, to lattice quantum statistical systems with continuous degrees 
of freedom, as well as to the study of homogeneous perturbations of 
homogeneous Gaussian random fields. 
In Section 2 we study homogeneous perturbations of homogeneous 
Gaussian random fields f(x) over Rn (or Z”), with values in R” and 
with bounded covariance matrix valued function G(x - y). Starting 
with the underlying probability measure dP,, , we define, for any 
bounded domain A of RR”, a new measure 
SPA = (1 exp [A ~A.f(K4) dx] dPo)-’ exp [A ~A.f(&4) dx] dp, , 
wheref(.) is any function which can be written as Fourier transform 
of some complex finite measure dp on Rm, decreasing at infinity. 
We then show that dP, converges weakly as A -+ Rn to the measure 
dP for a non-Gaussian homogeneous random field, provided 1 X j < A0 , 
A, > 0. We call perturbations of the above form “gentle.” The 
characteristic functional of dP is analytic for 1 X 1 < A, and we give its 
power series (linked cluster) expansion. Moreover dP is strongly 
mixing. These results are closely related to the ones developed for 
a class of quantum field theoretical models in [2] and their proof uses 
the fact that the Fourier transforms J exp[i C a$(~~)] dP are essentially 
the correlation functions for a classical gas of particles which have, 
in addition to the usual translational degrees of freedom, also a 
discrete or continuous m-dimensional degree of freedom 01, distributed 
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with weight proportional to &(a). These particles interact by two- 
body potentials aiG(xi - xj) 01~ , where 01~ is the nontranslational 
degree of freedom of particle i. An example is provided by the case 
where the particles are orientable (e.g., diatomic) molecules, with 01~ 
a unit vector giving the orientation of the ith molecule and dp(cz) is 
a bounded measure on the unit sphere. Another example is 
C+(E) = 8B1,2(a), in which case we have simply the usual classical gas 
of particles with temperature l/p and activity X, interacting by 
two-body potentials. A third example is the case m = 1, dp(ol) = 
S(, - 1) + a(01 + 11, in which we have a gas of scalar spin particles 
interacting by two-body potentials aiG(xi - xj) aj with oli , 01~ = il. 
The proof of the convergence of the correlation functions for 
1 h 1 < X, and of their linked cluster expansion is modeled after the 
method of Kirkwood-Salzburg equations [16, 261. 
We close Section 2 with remarks concerning the case j X / > h, , 
relating to work of Dobrushin [27] and Ruelle [28], as well as the 
discrete case with f unbounded and G satisfying suitable assumptions, 
relating to well known work on ferromagnetic systems (see e.g. [29]). 
In Section 3 we represent as in [4] the Gibbs state and Green’s 
functions of the N-dimensional quantum mechanical anharmonic 
oscillator by expectations with respect to the homogeneous Gaussian 
process on the circle of length p and covariance given in terms of the 
harmonic part of the potential. This representation is the basis for the 
connection of quantum statistical quantities with classical statistical 
ones. In Section 4, following lines of [4], we exhibit and apply this 
connection to the study of d-dimensional statistical mechanical 
quantum lattice systems, with m continuous degrees of freedom, 
associated with each lattice site n, and finite volume Hamiltonian 
of the form 
4’4 = -4 1 4 + C xv& - 4 x,’ + h 1 fh+al ,..., ~+a,), 
wzn n,n’wl 12EA 
(1) 
where fl is a finite subset of the lattice Z”, d, is the Laplacian with 
respect to x, , A( n is a matrix-valued function satisfying finite range ) 
and stability conditions (see (4.2)), f(e) is any function as above and 
a, ,..., a, are fixed lattice vectors. We can, e.g., look upon (1) as the 
Hamiltonian for an anharmonic quantum mechanical crystal (cf. 
e.g. [30]) and in this case we interpret x, as the desplacement of a 
particle associated with the lattice site n. This particle is bound to n 
by the positive harmonic potential $+4(O) X, and interacts with 
its neighbors within a fixed distance by the harmonic potential 
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* CnJZn x,A(n - n’) X,’ . Moreover the same particle interacts 
with (K - 1) other particles associated with the lattice points 
71 + (a2 - Al),..., 1z + (ulc - a,), where K and a, ,..., uk are inde- 
pendent of the lattice site n, by the anharmonic potential 
~f(Xn 9 Xn+(a,-a,) Y---Y xn+ca,+). We give an expression for the finite 
volume Green functions for the system at temperature S-1 and 
covariance given in terms of the harmonic terms in (1). This reduces 
then the problem of the infinite volume limit to the one of homo- 
geneous gentle perturbations of homogeneous random fields, solved 
in Section 2 by exhibiting its connection with classical statistical 
mechanics We prove convergence of real time and imaginary times 
Green’s functions as (1 + 2” and 1 h / < h, and exhibit analyticity 
domains in h and the time difference variables as well as simple 
uniform bounds. We also have convergent linked cluster expansions. 
The corresponding Gibbs state is a translation invariant KMS state. 
These results complement those obtained for quantum field theoretical 
[l, 21 and relativistic quantum statistical systems [4], as well as for 
lattice quantum spin systems (e.g. [31, 32]), dilute nonrelativistic 
Fermi gases [33], and dilute nonrelativistic Bose gases [34]. 
In Section 5 we establish the analogous results for the Gibbs state 
of the correspondent classical lattice systems with harmonic and 
anharmonic interactions (e.g., classical anharmonic crystals). Again 
the method used is to reduce the problem to the homogeneous 
gentle perturbations of a Gaussian random field discussed in 
Section 2. We prove also that the equal time Green’s functions for 
the quantum mechanical system with finite volume Hamiltonian (l), 
with A, replaced by k2A,, converge as the Planck’s constant fi 
tends to zero to the corresponding correlation functions for the 
analog classical system. This is a contribution to the discussion of 
the problem of “classical limit” (see e.g. [35]). 
Applications of the methods and results of the present work to the 
discussion of phase transitions will be given in a forthcoming paper. 
2. GENTLE HOMOGENEOUS PERTURBATIONS OF HOMOGENEOUS 
GAUSSIAN RANDOM FIELDS 
A random field over 2” or Rn is a family of random variables E(x), 
parametrized by x E Z* or x E R”, with values in R”. That is, f(x) is 
for each x a measurable function from a probability space (Q, a, P), 
where 99 is the class of measurable sets in L? and P is a probability 
measure defined on &?, such that ~(X)(W) is measurable in x and w 
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with values in R”. A homogeneous random field is a random field 
such that for any k the joint distribution of .$x1),..., 5(x,) is translation 
invariant, i.e., &Q,..., t(xk) and E(x, + a),..., 5(x1, + 4 have the 
same joint probability distribution for any a E 2” or a E R”. A 
homogeneous Gaussian field is a homogeneous random field where the 
joint probability distribution of t(x,),..., [(xk) is Gaussian for any k 
and any x1 ,..., xk . 
In this section we shall study some homogeneous random fields 
which are close to homogeneous Gaussian fields. Since a joint Gaussian 
probability distribution is characterized by its expectation and its 
covariance matrix, we have that a homogeneous Gaussian field is 
characterized by its expectation E(ti(x)) = mi and its correlation 
function 
where fi(x) is the ith component in R” of f(x). Since the field is 
homogeneous the expectation is independent of x and the covariance 
depends only on the difference x - y. 
It follows from (2.1) that, for any X E R", Ci,j hJjGij(x) is a 
bounded positive definite function on Zn or R". Since a bounded 
positive definite function on R" is continuous, we get that Gij(x) are 
continuous functions. Moreover we get from (2.1) that for any finite 
sequence of vectors X1 ,..., X’ in R" and x1 ,..., x, in Rn 
Now let t(x) be a homogeneous Gaussian field over R* or Zn with 
E(f(x)) = 0. We shall d’ iscuss a method to construct homogeneous 
non-Gaussian random fields with the help of the Gaussian field e(x). 
Let (Sz, a’, P,) be the underlying probability space for the homo- 
geneous Gaussian field t(x). Letf(s, ,..., sJ, be a bounded continuous 
real2 function of k variables sr ,..., sk in R". Let a, ,..., ak be vectors 
in Rn or Zn, and let PA be the probability measure given by 
dP, = G’ exp [A JAf(& + a,),..., C-(x + +)> dx] dP, , (2.3)* 
a The reality off is only required in order that the perturbed measure dPA be real 
(and in fact a probability measure). Most considerations in this section can be adapted, 
with adjustments of terminology, to the case off complex also. The cases where the 
reality off is used in an essential way will be pointed out in footnotes. 
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where h E R, A a bounded domain in Rn or Zn, and 
2-4 = J exp [A S,r(t(x + a,),..., t(x + G)> dx] dP, , (2.4)* 
with the convention that if f(x) is a homogeneous Gaussian field 
over 2” then JAf([(x)) dx is defined as &.J(<(x)). 
Throughout this section we shall use more generally the convention 
that if x is a variable that runs over 2” then JA * dx is defined as Cxsn . 
It is obvious that if f(x) is a homogeneous Gaussian random field 
with values in R”, then f(x) = {f(x + 4, 5(x + eJ,.-, f(x + 4) 
is a homogeneous Gaussian random field with values in R”‘“. f may 
be considered as a real function on Rm’k and the formulas above may 
be written 
and 
dP, = 2;’ exp [x jAf($(x)) dx] dp,, , (2.3) 
(2.4) 
where dpo is the probability measure for the homogeneous Gaussian 
random field f(x). S’ mce m is arbitrary it is therefore enough to 
consider the situation k = 1, a, = 0, and we shall therefore write the 
proofs of the theorems only for the case k = 1, a, = 0. 
From (2.3) we see that PA is absolutely continuous with respect 
to the probability measure PO . Hence ~(X)(W) are measurable functions 
defined on the probability space (52, B, PA), and let us denote the 
corresponding random variables by t,,“(x) * tAA(x) is then obviously 
a random field which is not homogeneous. We have in fact that 
&;\“(x - u) - .g+yx). (2.5) 
If we could prove that the limit as A --+ R” of tAA(x) exists, then it 
would follow from (2.5) that the limit would be a homogeneous 
random field. For this reason let us compute the Fourier transform 
of the joint probability distribution of tAA(xJ,..., tnA(+). With 
011 ,*‘*, ak in Rm we have 
i i a&xi) 1 [f exp A i=l A f(-$(~)) dx] dP, . 
(2.6) 
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We shall assume that f( ) s is the Fourier transform of a bounded 
complex measure 
f(s) = S,,. et” dp(~>, (2.7) 
where P(U) = p( --CL) 3 with jJ p 11 = Jd 1 p(a)1 < co. Since f(s) is a 
bounded function we have that 
Hence 
with 
We may also write (2.8) and (2.9) in the form 
x S,. ... J” exp [-y aiG(xi - xj> aj] ,zI dv(c+) dxj , 
i<j 
(2.10) 
3 The symmetry condition p(a) = p( -u) is equivalent to the condition that f be 
real valued, and, as remarked in footnote 2, can be dropped. 
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with dv(a) = e--(1i2)aG(o)a +(a), and 
ZA = z. $ IAm ... j” =P [ - g cd% - d a~] 7G dv(aj) dxj . 
(2.11) 
This shows that 
~J~“(x~LY~ ,..., xpk) = XV exp [-ii cu,W) aj] PA”(XP~ >..., ~4;~ 12) 
where pnA(xIar ,..., xkali) are the correlation functions for a classical 
system of interacting particles contained in the bounded domain 
A C Rn, with potential energy given by a two-body interaction of 
the form 
U = C aiG(xi - xi) CQ . (2.13) 
i<i 
The a’s correspond to an internal freedom 01 E Rm, for each particle, 
and the measure dv(ol) gives the range of variation for this internal 
degree of freedom. For m = 1 and dv(ol) = 8BIIe(a) 4 we get that the 
pAA are the correlation functions for a conventional classical system of 
interacting particles at temperature l//3 and activity A. 
Using standard methods of classical statistical mechanics, namely 
the Kirkwood-Salzburg equations (see [16, 2a]) we get that if I 
has support in a sphere of radius Y and 
C = sup 1 ) c?-~~(‘)” - 1 1 d 1 v(p) 1 dx, 
oi 
(2.14) 
is finite, then the correlation function pA-“(xl~r ,..., +aYk) converges 
uniformly on compact subsets to a limit pA(xlolr ,..., xkolk) as A ---t Rn, 
if 1 h / < A,, with A, = C-1e-2B-1 and 
~3 = II G(O)ll y2, (2.15) 
where 1) G(O)11 is the norm of the matrix G(O), i.e., the largest eigen- 
value of the positive definite matrix G(0). Moreover the limit 
f&l% ,*-*, x,& is translation invariant in x and analytic in h for X 
in the complex disc 1 h I < A, . 
By the relation (2.12) between cp,+” and pAA we therefore get that as 
A -+ Rn 5 in the sense that, for any X, d(x, &4), the distance from x 
4 Such a choice of &(a) gives a measure C+(U) which does not satisfy (except for 
fl = 0) the symmetry condition ~(a) = p( -IX). See however footnotes 2, 3. 
5 Here and in the following we write shortly 4 -+ Rn with the convention that in 
the discrete case A + R” should be replaced by /l + Z”. 
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to S/l, tends to infinity, the limit of ~f(xrar ,..., xkolk) exists and the 
convergence is uniform on bounded sets. Moreover the limit 
FJ&~1 >***, xkolk) is translation invariant in x and analytic in X for 
j h 1 < A, . Recalling that ~~~,+~(xrcyr ,..., xkqJ is the Fourier transform 
of the joint probability distribution of c,,A(~l),..., tAA(xk), we see that 
,$,+A(x) converges to a homogeneous random field lA(z) as A + R”, 
in the sense that the Fourier transforms of the joint distributions of 
fAA(xl),..., cAA(zk) converge. We summarize this in a theorem. 
THEOREM 2.1. Let f(x) b e a homogeneous Gaussian field over R” 
or 2” with values in Rm, expectation zero and covariance E(&x) t(y)) = 
G(x - y). Let f(sr ,..., sk) = JRm.h exp(i xF=, sjaj) dp(ol, ,..., 01~) be a 
real6 function, where 11 p 11 = J d 1 p / (a) < co and the support of p(a) 
is contained in a sphere of radius r in Rm,k. For A a bounded region in R” 
we define a new randomJield tAA(x), where [,,A(x) is the random variable 
given by the measurable function ~(X)(W) and the probability measure 
dP,” = 2;;’ exp X 
[S 
f(f(~ +- a,),..., 
A 
5(x + arc)) dx] dp, , 
with 2, = J exp(h JA f dx) dP,, and P, is the underlying probability 
measure for the homogeneous Gaussian field t(x). 
If B = 11 G(O)11 r2 and 
C = sug / 1 ePG(‘)’ - 1 1 e-(1’2)sG(o)sd / &I)1 dx 
is Jinite, then as A -+ R”, in the sense that the distance from &4 to any 
fixed point tends to infinity, the random$eld tnA(x) converges for 1 h I < 
A,= C-le-ZB-1 t o a homogeneous random field tA(x) which is analytic in 
h for X in the complex disc 1 h 1 < A0 . The convergence of the random 
-field is in the sense that the Fourier transforms of the joint distributions 
Of tAA(X1),..., f,,*(xk) Converge fOY all x1 ,..., xk and Uniformb for 
x1 ,..., xk in bounded sets. That is, 
9v%w1 ,..., xkqJ = E exp 
[ ( 
i i CX&,~(X~) 
j=l )I 
converges unzformly on bounded sets to a limit q,,(xp, ,..., xkolk) which is 
analytic in the complex disc I h 1 < A, , continuous in x1 ,..., x, and 
011 ,..., ak . 7 I 
G The condition f real can be dropped, with obvious changes of terminology. 
’ Since f is real, ?,j(.zlal ,..., xkqJ are also positive definite functions of the oii , 
i = l,..., k. This argument does not carry over to the case where f is allowed to be 
complex-valued. 
580/19/3-4 
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The perturbation series for ~~(xia~ ,..., xleolk) is most easily expressed 
in terms of the perturbation series for pn(x,ol, ,..., zlcak), where 
We shall also give the perturbation series for the truncated correlation 
functions pnr(xlOll ,..., ~a~). The definition of p,,= is as follows. Let 
X = (xio1i ,..., ~~a,}, then 
d(X) = c (--1)z-1(z - I>! PA(Xl) ... Ph(XZ), 
x==xp~~‘ux~ 
where the sum is taken over all partitions of X into disjoint subsets 
x x,. 1 ,*-a> 
By a graph r with points P = (pi ,..., pJ we shall mean a subset 
of the set of unordered pairs of different points in P, i.e., 
K{(p,j+P x P;i <j}. Th e elements y E r are called the lines 
of the graph r. We say that two points p E P and q E P are connected 
in r if there exists a sequence of lines in r of the form (p, piI), 
(Pi, > Pi2)YV (Pi, Y 4). 
If the set of points P of a graph I’is the union of two disjoint sets PI 
and Pz , P = PI u Pg , and PI is called the set of the external points 
and Pz the set of the internal points of r, then we shall say that r is 
an externally connected graph if every internal point is connected 
in r with an external point. A graph r is called connected if any two 
points of the graph are connected in r. With this notations we prove 
as in [2b, I, Section 3, Lemma 3.11: 
THEOREM 2.2. The correlation functions pA(xlcw, ,..., x,ol,) and the 
truncated correlation functions ~,,T(x~cQ ,..., x,cll,) are both given by 
their convergent power series expansions for j X 1 < A, , and these series 
are 
and 
11 
l> 
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where E runs over all externally connected graphs with points 
{l,..., k, k + l,..., k + n}, with {l,..., k} the external points and 
{k + l,..., k + n} the internal points, and C mns over all connected 
graphs with points (l,..., k + n}. 1 
Remark 1. Theorems 2.1 and 2.2 can also be interpreted as 
theorems on the correlation functions of a classical continuous 
(or discrete) gas of particles with inner (continuous or discrete) 
degrees of freedom (e.g., diatomic molecules). See Section 1. 
Remark 2. For the above results on gentle homogeneous pertur- 
bations of Gaussian homogeneous random fields we assumed the 
perturbations to be of the form Xf(s) = h Jeisa dp(oI), with dp(ol) a 
complex, bounded measure of compact support on the real line, with -- 
d&-a) = dp(a),* and 1 h I < X,, where X, depends on the support 
and norm of dp(o1). Actually, following an observation made in a 
related context by Skripnik [36],g we can suppress the condition on 
the compactness of the support of dp(o1), provided we change the 
definition of A0 . This can be seen by examining the Kirkwood- 
Salzburg equations [2a, 361 for the correlation functions P,,” 
( Xl% ,**-, xkollc), which can be defined, as well as the Fourier transforms 
9?n” (Wl >***, xkolL), exactly as before. The usual proof of the conver- 
gence of the phA (xio1i ,..., xkoik) as /l -+ R”(P) relies on the observation 
that the kernel of the Kirkwood-Salzburg equations is independent 
of fl and its norm in a suitable Banach space is strictly less that one, 
provided 1 h 1 < X, [2a, 161. T o cope with the case where dp(o1) has 
unbounded support, it suffices to modify the definition of the Banach 
space, by taking it to be the closure of the linear vector space of all 
sequences # = (+s}, n = 1, 2 ,..., with 4, = #n(~lal ,..., X,CL,) a 
complex-valued function of xioli ,..., x,ol, , with norm 
where ~(~11) is a suitable positive function of 01. In the case where dp(o1) 
has bounded support the choice of Banach space made in [2a] was 
y = 0, .$ = C-l. In the present case estimates like the one made in 
* See also footnotes 2, 3. 
’ This work is related to previous work (see e.g. [37] and references given therein), 
in which correlation functions of similar systems have been introduced in a discussion 
of Bogoliubov’s S matrix. In [37a] the relation with the canonical system is also 
discussed. 
254 ALBEVERIO AND HBEGH-KROHN 
[2a] (see [36]) yield the result that the kernel of the Kirkwood- 
Salzburg equations has norm less that 1 provided 
C’ = sup 
s 
eY(o1’) 
a I e-aG(x)a’ - 1 1 d j v(a’)j dx < co 
(for some choice of y(m)) and j h 1 < A,,‘, with 
A,' = f/(ess sup eor211G(0)l/-Y(n)+CC'). 
Lx 
Note that we may choose E and y(m) as we like, provided C’ < co. 
E.g. if Jd 1 ~(a)1 exp[( 1 + l ) eAaa] < co for some E > 0 and A > 11 G(O)/], 
we may take y(01) = exp(A$) an d we have C’ < co. In this case we can 
choose 5 = C’-l so that A,,’ = C’-le-l. Other possible choices can be 
discussed along the lines of [36]. 
The functions &xia:, ,..., xkak) of Theorems 2.1 have the cluster 
property 
%(Wl Y..., xk”lk , xk+l + ay OIk+l ?--, xk+l + aj OLk+l) 
+ P&l% j--.9 xkak) ‘dxk+lak+l Y---Y Xk+Zak+Z > (2.17) 
pointwise as a tends to infinity in R” (respectively, P). This follows 
from the relation (2.16) between the v,, and the correlation functions 
Pn(W1 ,***3 xkolk), and the fact that one can prove cluster properties 
for the correlation functions [2a, 161. 
The functions ~A(~loll ,..., xkol,J, being the limits for A --+ R”(F) 
of the Fourier transforms of the finite distributions associated with 
the probability measure dP AA, determine a probability measure dP, , 
which is the weak limit of dPAA as A -+ Rn(Zn), such that 
where E is expectation with respect to dP, and t,+(x) is the random 
variable given by the measurable function [(x)(w) considered as 
measurable function with respect to the measure dP, . 
The measure dP, is translation invariant because of the translation 
invariance of the v,, . Under smoothness assumptions on the covariance 
G(x - y), it can actually be proved to be supported by continuous 
functions [41]. The cluster property (2.17) of the vh implies that the 
measure dP, has the cluster property 
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as a --+ co in P(P), for any measurable sets A, B, where B, is the 
set B translated by a E Rn(Zffl). 
Remark 3. The uniform bound IJJ~~(X~LX~ ,..., xkolk) < l,r” which 
holds for all A, gives the existence of a weak* cluster point 
qJA(Xl% >..‘, xkak) in I+,(R(m+fi)k), as A -+ Rn, for all real A, not 
necessarily restricted by the condition [ X / < A, used in Theorem 2.1. 
This implies that for any given X and any given sequence L’.$ of 
bounded domains such that Aj -+ R” as j -+ 00 one can extract 
a subsequence j, such that +,(xi01~ ,..., xkak) converges to 
&fl% ,..‘> xjpk) as j + a. However, in general the cluster point 
~A(W, T-.-Y xkolk) is not unique. 11 The functions yn(xrcllr )..., x&) 
are in all cases translation invariant and continuous in the variables 
Xl ,.*a, Xk and 011 )...) ak ) the continuity being a consequence of the 
fact that the & (xr01~ ,..., xkak) converge uniformly on compacts, as 
seen using an iteration of the Kirkwood-Salzburg equations, in the 
same way as in [28]. Results of this type (for the case &(a) = 881,z(~) 
and different conditions on G(o)) are well known from the work of 
Dobrushin [27] and Ruelle [28]. 
Remark 4. In the discrete case and assuming that the covariance 
G( *) satisfies suitable “ferromagnetic conditions,” the convergence as 
A + Zn of the measures dPAA defined in (2.3)* can be proven also 
for a class of unbounded functions f. The proof is based on well known 
correlation inequalities for ferromagnetic systems (see e.g., [29]). 
For example, for (-Af) 1 a imit of even polynomials with nonnegative 
coefficients (with at most exponential growth at infinity) we can use 
the same procedure as in [3]. 
3. THE GIBBS-STATE FOR THE ANHARMONIC OSCILLATOR 
Consider the self-adjoint operator 
Ho = --&I + 4(x, A2x) - 4 tr A (3.1) 
on the Hilbert space &’ = L,(RN), where A = CiNl (P/&ci2) and A is 
a real symmetric N x N matrix bounded below by a positive 
constant, A >, cl; c > 0, x E RN, and ( , ) is the natural inner 
product in RN. 
lo For this estimate we use the assumption that the measure PA is a probability 
measure, which is a consequence of the symmetry assumption p(a) = p( -a). 
I1 Well-known examples are e.g. in [40]. 
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Let A, ,..., AN be the eigenvalues of A. It is well known that H,, 
has discrete spectrum consisting of the points of the form 
(3.2) 
and zero. Hence for /3 > 0, e--BHo is of trace class and we get 
“+&....nN>O 
so that 
tr eMBHO = j 1 - eVBA I-l, (3.4) 
where 1 1 - e--BA 1 is the determinant of the matrix 1 - e--BA. 
Let V(X) > --b be a real measurable function bounded below 
such that 
H = Ho + V(x) (3.5) 
is essentially self-adjoint. We say that H is the Hamiltonian for the 
anharmonic oscillator. From V >, --b we get H > H,, - b. Recalling 
in addition that the spectrum of H,, is discrete, with an accumulation 
point + co, we have then that H has discrete spectrum and we have 
moreover, from (3.2), a lower bound for the eigenvalues of H, hence 
an upper bound for the eigenvalues of e-OH. Therefore we may 
form the normal state wg , on the von Neumann algebra B(s) of all 
bounded operators on 2, given by 
we(B) = (tr e-OH)--l tr(BewBH). (3.6) 
W, is called the Gibbs-state for the anharmonic oscillator. 
By the Feynmann-Kac formula we know that the kernel e--BH(x, y) 
of the operator e--BH is given by 
with U(X) = 4(x, A2x) - 4 tr A + V(X) and EFz,ll, is the conditional 
expectation with respect to the Brownian motion in RN given that 
x(0) = x and x(/3) = y. So that Efb,,, is the expectation with respect 
to the normal distribution indexed by the real Hilbert space h of 
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continuous functions X(T) from [0, p] into RN, such that x(O) = 
x(/3) = 0 and the norm square 
(3.8) 
is finite. 
Consider the Hilbert space L,([O, /3]; RN) of La-integrable functions 
from [0, /3] in RN, and let &(s, t) be the inverse kernel of the self- 
adjoint operator -d2/dr2 with boundary conditions x(0) = x(/3) = 0 
on L,([O, /3]; RN). Then &(s, t) = K(s, t) Sdj and 
U/P) 4P - 9, 
k(s, t, = l(l,p)(/3 - s)t, 
s < t; 
s >, t. (3.9) 
The normal distribution indexed by h is the same as the Gaussian 
process with mean zero and covariance &(s, t). 
From (3.7) we get that the kernel e-BX(x, y) is a continuous 
function of x and y. It is well known in that case that tr e--BH = 
J e--BH(X, X) dx, which together with (3.7) gives 
tr e-OH = 1 E&,) lexp [-Jo’ U(x(T)) d’] 1 A. (3.10) 
It is easy to see that Efz,z, is the expectation with respect to the 
measure on the continuous periodic functions from [0, /3] into RN 
obtained from the Gaussian process with mean zero and covariance 
function &(s, t) by the transformation X(T) --t ~(7) + x. 
Since U(X) = &x, A2x) - 8 tr A + V(x) we have 
= cl JhN J%,,) lexp [- i jo6 (44, A2x(4) dT] exp [-lo6 V+)) dT] 1 dx. 
(3.11) 
On the other hand we easily verify that for any real continuous 
function F defined on the space of continuous periodic functions 
from [0, /3] into RN, 
c, JRNEyz,,) lexp [- i 1” (X(T), A%(T)) d+] F) dx = CE’[F], (3.12) 
0 
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where EB is the expectation with respect to the normal distribution 
indexed by the real Hilbert space g of continuous periodic functions 
from [0, /3] into RN with norm square 
B s [( dx(7)) MT0 dr -) + (X(T), AW)] dT> dr (3.13) 
and C is a normalization constant. By setting V = 0 in (3.11) we get 
C = tr E-*~o. Using (3.4) we have proved the formula 
tr e--OH = 1 1 - e--BA 1-1 EB lexp [-jo’V(x(T))dT] I, (3.14) 
where EB is the expectation with respect to the normal distribution 
indexed by the real Hilbert space g, which is the same as the expec- 
tation with respect to the homogeneous Gaussian process on the 
circle S, of length /3 and covariance function given by 
EB(xi(0) x$(t)) = (2A(l - e--BA))-l[e-tA + e-(B-t)A] 
for 0 < t < /3. 
(3.15) 
For more details and proof of the following theorem, see [4, Sect. 21. 
THEOREM 3.1. Let Fi E B(Z), i = 0 ,..., n - 1, be multiplication 
operators by bounded continuous functions Fi(x), let 0 = s,, < *em < 
s, = fi, and let H be the Hamiltonian for the anharmonic oscillator, then 
where 1 1 - e--BA j is the determinant of the matrix 1 - e--BA and EB 
is the expectation with respect to the homogeneous Gaussian process 
on the circle S, of length /3 with mean xero and covariance function given 
bY 
EB(xi(0) xi(t)) = (241 - e--BA))--l[e-tA + e-(BetjA] 
with 0 < t < /3. 
Let CQ be the C*-automorphism of B(8) defined by 
a,(B) = e-itHB&tH, 
then 
(3.16) 
tr(Bol,(C) e--BH) = tr(Ce-(O-it)HBe-itH) (3.17) 
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is analytic in t in the strip -p < Im t < 0, with boundary values at 
real t equal to tr(Bol,(C) e-BH) and at t - $3 equal to tr(Cc+(B) e--rBH). 
Moreover, 
tr(~~e-~l~~l~-(~~-~l)~ . . . ~n-le-(~-%-‘)~) (3.18) 
is analytic in the domain 0 < Re s1 < *** < Re s,-i < p with 
boundary values at Re si = 0 which are continuous and uniformly 
bounded and for s, = it, given by 
tr(Fo~tl(Fl) CQ~(F~) **a ~t,-,(Fn-d e+T- (3.19) 
LEMMA 3.1. Let ti E R and Fi be bounded continuous functions on RN, 
then B(S) is the smallest strongly closed linear space of operators that 
contains all operators of the form 
For the proof of this lemma and also of the following theorem, see 
[4, Sect. 21. 
THEOREM 3.2. Let B and C be in B(X), then 
%(~%(C)) = ~5~4W) 
is analytic in the strip -/3 < Im t < 0, and continuous and uniformly 
bounded in -/3 < Im t < 0. The boundary values satisfy the KMS 
condition 
Moreover any operator B E B(X) may be approximated strongly by 
linear combinations of operators of the form c$FI) .** at,(Fn), where 
F 1 ,..., F, are multiplication operators by continuous functions 
F,(x) ***F,(x). Furthermore ~~(F,+x~,(F~) .**olb,(Fn)) is analytic in 
0 > Im t, > *** > Im t, > -/3 and its value for t, = -is, with 
0 < s1 < --- < s, < /I is given by 
x E6 1 fiFiM4) exp [-Ja” V(X(T)) dT] 1, 
where EB is the expectation given in Theorem 3.1. 
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4. STATISTICAL MECHANICS OF A QUANTUM LATTICE SYSTEM WITH 
GENTLE ANHARMONIC INTERACTIONS 
Let rl C Zd be a bounded subset of the d-dimensional integers 
lattice. For each n E Zd we set 2~?~ = Lz(Rm), and we define 
% = CaPA X, . Zm is then the Hilbert space of a quantum mechan- 
ical system of m degrees of freedom associated with the lattice point n, 
and X4 is the Hilbert space for the system associated with the set of 
lattice points fl. We shall first consider a system of coupled harmonic 
oscillators. The Hamiltonian H,,(A) for the system associated with /l 
is then given by 
H,(A) = -4 1 A, + ij 1 x,&z - n’) x,’ , (4.1) 
neli n.n’eA 
where A(n) is a positive definite matrix valued function on P, 
i.e. for any function x, from Zd to Ii" with compact support, 
c x,A(n - n’) x,, > 0. We shall in fact assume that A(n) satisfies 
the stronger condition that there are positive numbers b and c such 
that 
A(n) = 0 for lnj>b 
and (4.2) 
c x,A(n - n’) X,’ 3 c c x, * x, 
n 
for some c > 0. d, is the Laplacian as self-adjoint operator in 
L,(P) = Xn . Let B be a bounded operator on 2&, , i.e. B E B(HA1) 
and A, CA, . Since &!2 = tiA, Q .Z&,, we get that B -+ B Q 1 
gives a natural embedding B(.eA1) C B(ZQ. We shall also consider 
a system of anharmonic oscillators where the anharmonic term is 
gentle, in which case the Hamiltonian is of the form 
where a, ,..., ah- are fixed elements in Zd and f(xr ,..., xk) is a real 
function of the form 
where dp is a bounded measure of bounded support in Rmek. An 
interpretation of such systems has been given in Section 1. We shall 
first study the case X = 0. In this case we have from the previous 
section that for finite fl the Gibbs-state BOO at imaginary times is 
given in terms of a Gaussian process with expectation functional 
EBo(/I), and this process is a random field over (1 x S, , where 5’, is 
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the circle of length /3. &O(d) is also the expectation with respect to the 
normal measure indexed by the Hilbert space of functions on d x S, 
with values in R” and inner product given by 
IJo ( dxy) ’ dxy) ) & + n EJ (x(7, n), A(?2 - n’) x(7, n’)) dT. * ’ (4.4) 
Hence the covariance function for the Gaussian process 
G,(s - t; n, n’), with s and t in S, and n and n’ in /I, is the kernel of 
the inverse of the positive self-adjoint operator 
-(d+q + A(” - d), (4.5) 
where n and n’ are restricted to fl, on L,(fl x S,; R”). From (4.2) we 
get that the inverse operator is bounded and in fact that Gn(s - t; n, n’) 
is a bounded continuous matrix valued function. 
As fl tends to .Zd in the sense that it finally contains all bounded 
sets in Zd we get easily that GA(s - t; n, n’) converges pointwise to 
a translation invariant function G(s - t; n - n’) which is also a 
bounded continuous function, and in fact it is the kernel of the 
operator (4.5) defined as a positive self-adjoint operator on 
L,(Zd x S,; Rm). Again (4.2) gives that G(s - t; n - n’) is a bounded 
continuous positive definite matrix valued function. The convergence 
of GA to G actually follows from the convergence of (4.5) as /.t -+ P. 
From the convergence of the covariance function GA --t G it follows 
that the corresponding processes or normal measures converge 
weakly to a limit process, which is the homogeneous Gaussian process 
on Zd x S, with values in Rm and covariance function given by 
G(s - t, n - n’), homogeneous on Zd as well as on S, . 
Let us now consider a Hamiltonian of the form 
fJAV’) = HOW) + x c f(m), (4.6) 
ns‘l 
withy, = {x,+,~ ,..., x~+$}, in X7* where (1 C rl’. From Theorem 3.2 
we then have that the Gibbs state w/(d’) at imaginary times is given 
bY 
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where CQ is the automorphism generated by H,(A’) and Fi are bounded 
continuous functions of the variables x, , n E A’, with the notation 
L-6 = {x,>,wlt * 
By the weak convergence of the Gaussian process with covariance 
GA< , for which EBo(A’) is the expectation, to a homogeneous Gaussian 
process with covariance G and expectation say ED0 as A’ -+ Zd, 
we get that (4.7) converges as A’ + Zd and, denoting the limit by 
w~“(c+,JF,) **a ~ll-~~,(F~)), we have by definition 
where F{(x) are functions of x = (xn}nsZb that depend only on a 
finite number of coordinates x, , and are bounded continuous 
functions of these coordinates. 
From Theorem 3.2 we have that woA(A’)(c$FJ 0.. aln(Fn)) are 
analytic in 0 > Im t, > m-0 > Im t, > -/3, uniformly bounded in 
the closure of this domain and translation invariant in t. Moreover 
we get that the union of the sets 0 = Im t, = *** = Im t, , 
Im tk+l = *** =Imt, = -/3asK goes from 0 to n is a distinguished 
boundary for the domain 0 > Im t, > *** > Im t, > -/3, so that 
the absolute value of the function is bounded by its supremum on this 
boundary. (For an analog situation, see [33].) But for real t, ,..., t, 
we have, by inspection, that 
%“V’)(%pi) -** %,(F7c;c> %~++3(~k+l) *** %,-idcJ) 
= eY4(~,+l(%,) -** at,(Fn) at,W **. it,. (4.9) 
Since w/(/l’) is a normalized state and 01~ is a C*-automorphism for t 
real we get that the absolute value of (4.9) is bounded by nj”=, 11 Fi (Im . 
Hence we get that 
uniformly in the domain 0 > Im t, > -0. > Im t, > -/3. By the 
convergence at the imaginary points we therefore have the conver- 
gence in the domain 0 > Im t, > +** > Im t, > -fi. This then 
proves that the function w,/(c+(FJ **a al,(Fn)), as defined at imaginary 
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points by (4.8), is actually analytic in 0 > Im t, > *** > Im t, > -/3 
and is bounded in the form 
(4.11) 
in the whole domain. 
Next we shall prove that for small values of 1 h 1 the limit of w/ 
as fl + Zd exists for nice functionsf(x). 
As before we may assume e.g. that f is of the form 
f(% ,*.-, 4 = jRm *** jRm exp (ii me) +(a1 ,..., 4, (4.12) 
where p(a) = p(- ) 01 is a bounded measure of bounded support in 
R”‘“. From (4.8) we have that 
%"(~-i&v ..a a-i,(Fk)) = j fi Fi(E(nli, si), t(nzi, &.) dp, , 
i=l (4.13) 
where, in the notations of Section 2, &n, s) is the homogeneous 
Gaussian field over Zd x S, with values in R” and covariance function 
G(s - t, n - n’) and dP, is the measure 
dP, = 2;’ exp [” c j’f(&n, s)) dx] dP, , 
nsn 0 
(4.14) 
where f(n, s) = {5(n + aI , s),..., 4(n + ale , s)} and 
zA = j exp 1 c jdf(& 4) d] dP,, ns/l 0 
dP, being the normal measure that corresponds to the homogeneous 
Gaussian process. 
From the conditions (4.2) we get that G(s; n) is bounded and falls 
off exponentially in n, hence there is a X, > 0 such that, for all 
1% <ho, we have from Section 2 that dP, converges weakly to a 
limit measure dP. Hence o~~(cu-@~) ... OI-@~)) converges as 
fl + Zd to a function, which we denote w,(QF,) *** K+JF~)). 
Since this function is a limit of uniformly bounded analytic functions 
we get that w,(c~(F,) 
0 > Im t, > *** 
*** CU#~)) is uniformly bounded and analytic in 
> Im t, > -/3 and the bound is 
I 4’Yt1(F1) ...q(Frc))I < n IIFj!l, . (4.16) 
j-1 
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Consider now the functions w,/(A’)(c$F,) a** a,,(Fk)). We know 
that they are analytic and uniformly bounded in the same domain, 
hence we get that 
Irn s . . . m q3”(4(%pJ -.a atk(Fk)) exp -$ i (ti - bJ2 --m --m Cl I dt, ..a dt, 
= s s . . . 4 5 @j - M2 dz, -a- dz, , r1 rk ~,&W~&) a-- ~z,(-G>> exp i=l 1 (4.17) 
where .l’? is given by Im zj = ---z&j = l,..., k for any E, 0 < E < /3/k, 
by the rapid decrease of the integrand. By (4.10) we know that 
%“V’)(%p3 **. olt (F/J) is uniformly bounded, and since the 
functions exp[-& %j”=, (ti - bj)2] span a dense set in L1(Rk), we get 
that convergence of (4.17) as first A’ -+ 9, then A + Zd would imply 
weak convergence in.&,,(P) of the functions w/(A’)(~#‘i) *** ol,#‘JJ). 
By the right-hand side of the identity (4.17) however, and 
the uniform boundedness and the convergence already proved 
inside 0 > Im t, > *** > Im t, > -p, we get convergence of (4.17) 
as first A’ --t Zd and then A --+ Zd. Moerover, since the identity (4.17) 
also would hold in the limit, we get that this limit on the real axis, 
%h%p1> *** ~l#~)), actually consists of the boundary values of 
the corresponding analytic function inside the domain. 
Since w,(~l,~(F,) *** (Y#J) are limits of wsA(A’)(+F,) *+* CQ(F,)), 
where We” is a state that is invariant under the corresponding 
C*-automorphism OI~ (which here actually depends on A and A’), 
they will satisfy the positivity condition in an integrated form. 
Hence we can use the same construction that is used to reconstruct 
a C*-algebra and a C*-automorphism in the case of Wightman 
functions in quantum field theory (see e.g. [32,42]). In this way we 
then get a Hilbert space T& with a cyclic vector L?, for the C*-algebra 
generated by operators of the form J a,(F)f(t) dt, where f is continuous 
with bounded support, such that 
s s a.. ws(~tl(G> --- ~tk.Fd)fiW --f&J 4 -*a & 
=z (4 , j 4&)f,W dt *a* j d~;c>f&) dtf-4) (4.18) 
where Fl ,..., Fk are bounded continuous function of the coordinates 
at a finite number of lattice points. From (4.10) we have that 
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which in fact implies that the operators J cQ’)f(t) dt are all bounded 
operators on A$ . 
By the translation invariance of waA(A’) we get the translation 
invariance of the function ws(oll,(FJ *** OI,JF,)), which gives that 52, 
defines an invariant state for the C*-automorphisms cxt . Hence OI~ 
is induced by a group of unitary operators U, on &$. Since 
%hp3 *a- ara(Fk)) is in L, , we get that U, is weakly continuous, 
because 
x us j 4%) a(t) dt a** j 4Gn)gvit) dt J-4) 
x g,(s, - s) -.g,(s, - s) dt, ..- ds, 
converge as s + 0, since gi is continuous with compact support. 
The weak continuity of U, implies the strong continuity of U, , 
since U, is a unitary group. The strong continuity of U, implies the 
continuity of the functions w,(~u,~(F,) em* olt,(F,)). 
Hence we have 
THEOREM 4.1. For the quantum lattice system with finite volume 
Hamiltonian given by (4.1) and (4.3), there exists a A, > 0 such that 
for all / h 1 < A, the infinite volume limit o,(ol,JF,) **. ato( 
of the Green’s functions exists and is analytic in the domain 
0 > Im t, > *** > Im t, > -/3 and is continuous and unzformly 
bounded in the closed domain 0 > Im t, 3 a** > Im t, > -p. The 
uniform bound is given by 
w&Q’J a.- cllt (F,)) is translation invariant with respect to time and 
lattice transla&ns and at purely imaginary t, ,..., t, it is analytic in h 
for X in the complex disk 1 h 1 < A, and has a convergent linked cluster 
expansion. In particular the equal time Green’s functions are analytic in X 
for I h I < X0 and their expansion is the convergent linked cluster 
expansion. There exists (up to unitary equivalence) a unique Hilbert space 
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A$ , with a cyclic vector Sz, and a strongly continuous unitary group U, 
leaving QB invariant, such that 
Moreover DB is invariant under lattice translations and it is the only 
vector in &B which has this property. Furthermore, o+ satisfies the KMS 
condition. 
Proof. Only the last two sentences have not been proved. The 
invariance of QB under lattice translations follows from the invariance 
of WB(QFI) **a af,(FJ) under lattice translations, which is a conse- 
quence of the invariance at the purely imaginary points of the same 
function, which in turn is implied by the invariance of the measure dP. 
That 0, is the only invariant vector follows from the cluster properties 
of 4Q’d -.- q,(F,)), which in the same way as above is a conse- 
quence of the cluster properties of the measure dP which were 
proved in Section 2. The KMS condition follows from the identity 
= qd~t,+,(F,+,) .** it, c+Q) *** atb(Fd), (4.20) 
which is a consequence of (4.7). 1 
Remark 1. An explicit value of X, can be found in Section 2. 
Remark 2. This theorem also holds in the case of temperature 
zero, i.e. /3 = co, in which case it actually gives the existence of the 
infinite volume vacuum for the system. The only difference is that 
the homogeneous Gaussian random field is defined in this case on 
R x Zd and the covariance function G,(s - t, n - n’) is the kernel 
of the inverse of the operator 
-(d2/dt2) + A(n - n’) (4.21) 
as a self-adjoint operator on L,(R x Zd; Rm). 
It is easy to see that G,,(s - t, n - n’) is a bounded function which 
falls off fast in t and n so that the theorems of Section 2 still apply. 
Moreover, in this case the measure dP has the cluster property also 
with respect to translations in the t direction, which then gives that 
Sz, is the only element in the Hilbert space sm that is invariant 
under time translations, in this zero temperature case (/3 = 00). 
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5. STATISTICAL MECHANICS OF A CLASSICAL LATTICE SYSTEM WITH 
GENTLE ANHARMONIC INTERACTIONS 
We shall consider here the classical analog of the quantum lattice 
system discussed in the previous section. So let A C Zd be a bounded 
subset and consider a classical potential for the system in A of the 
form 
w4 = 4 1 %An - 4 X, + A 1 f(X,+al ,..., %+a,), (5.1) 
n*nfE‘4 nsn 
where x, E R”, the coordinate space of the system at n E Zd, and 
a, ,..., ak are fixed elements in Zd, and f(~r ,..., xlt) is again a real 
function of the form 
(5.2) 
with dp bounded and of bounded support in Rmek. Let F = 
F(xnI ,..., x,J with n, ,..., n, E A be a bounded continuous function 
on the coordinate space. The classical Gibbs state or Gibbs probability 
measure for the system in A is then given by 
pA(F) = 2;’ (5.3) 
with 
2, = s a.. j- ,-Ev(n) n dx, . 
TEA 
(5.4) 
For h = 0 in (5.1) we see that, under condition (4.2) for the harmonic 
term, the corresponding Gibbs state p,O(F) converges to PO(F), where 
fO(F) = -q&i+,),..., &,))I* (5.5) 
f(n) is the homogeneous Gaussian field on Zd with values in R” and 
with covariance function p-IG(n - n’), where G(n - n’) is the 
inverse kernel on LZ(Zd) of the convolution operator given by its 
kernel A(n - n’). By the assumptions (4.2), G(n - n’) is bounded 
and falls off exponentially. 
Consider now a potential of the form 
1/,(4 = i c x,&n - 4 x,’ + h c f(xn+a, >...> xn+aJ, (5.6) 
n.n’elP ?zEA 
.5sO/19/3-5 
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with A C A’. In this case we find that the corresponding Gibbs state 
pj’, (F) converges as A’ -+ Zd to p”(F), where 
p”(F) =b (exp j^BE f(E(n +4,...~ I@ + RJ)I)]-~ 
x E jF exp [-v c f(t(n + al),..., t(n + a~))] j. (5.7) ?En 
Since G(n - n’) satisfies the conditions of Theorem 2.1, we find a 
A, > 0 such that for 1 h 1 < A,, the limit of p”(F) as A --t Zd exists and 
is analytic in h for 1 A 1 < A, , and the limit state satisfies the cluster 
property. We have, thus, 
THEOREM 5.1. There is a X, > 0 such that for 1 h 1 < X, the 
in&ite volume classical Gibbs state of a classical system with interaction 
of the form (5.1) with harmonic term satisfying (4.2) and anharmonic 
term of the form (5.2), exists and is analytic in h in the complex disc 
[ h 1 < h, . Moreover the infinite volume Gibbs state has the cluster 
property. 
It is a fact worth noticing that the classical Gibbs state is the 
classical limit of the Gibbs state for the corresponding quantum 
system. That is, if we consider instead of the Hamiltonian (4.3) the 
Hamiltonian 
then the equal times infinite volume Gibbs state for the quantum 
system with finite volume Hamiltonian given by (5.8), for 1 X 1 < A, , 
converges to the infinite volume Gibbs state for the corresponding 
classical system as 6 --+ 0, where A,, is the A, for the classical system 
given in Theorem 5.1. 
To see this, let us write (5.8) in the form 
H,(d) = fi2 - ; c A, + ; c 
[ TEA TZ,?lPEA 
x, f A(n - n’) x,’ 
(5.9) 
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From this form of H,(A) it follows that the infinite volume Gibbs 
state at temperature l//3, for the system with finite volume Hamiltonian 
given by II&J, is the same as the infinite volume Gibbs state at 
temperature l/P/3 for the system with finite volume Hamiltonian 
given by 
By the previous section and Theorem 2.2 of Section 2 we have the 
convergent linked cluster expansion for the correlation functions at 
imaginary time, hence also equal time (= time zero), for the quantum 
system at temperature l/g”/3 given by the Hamiltonian (5.10): 
G j . . . j n 
(i.j)~E 
(5.11) 
where 
ji = {q + a, )..., ni + a,; Si} and 01~ E Rmek, 
&J(a) = e-(l/2)%o)~dp(~), with &L(OL) given in (5.2). The integral is 
over Sti28 x P, and si = 0 for 1 < i < 12. [e,( pi - jTj)lpsq = 
G,(nt - nj + ap - a,J, where G, is the kernel of the inverse of the 
positive self-adjoint operator 
-(d2/dt2) + (l/h”) A(n - n’) (5.12) 
on L2(Sfi2, x P). The inverse of (5.12) is actually found as in (3.15) 
to be 
(2(B/li)( 1 - .c&+(B/*) ))-l[e--t(B/li) + p,-vi~P-t)(B/fiq, (5.13) 
where B2 = A and A is the convolution operator with kernel 
A(n - n’). An easy estimate shows that the kernel of (5.13) is 
continuous in t and for t = 0 it is of course given by the kernel of the 
convolution operator 
(2(B/A)(l - ecRBB))-l[l + ecfiBB]. (5.14) 
As fi -+ 0 we see that (5.14) converges strongly to p-lB-2 = /i-IA-l. 
Since these operators are bounded convolution operators on a discrete 
space Zd, we have that the kernel converges pointwise, which on Zd 
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is the same as uniformly on compacts. By the condition (4.2) one 
verifies easily that the kernel also falls off uniformly exponentially. 
The integrations in (5.11) run over [0, /Ifi21 x Zd, and each integral 
is multiplied by (/3A2)-l. This then in fact gives us that each term in 
the linked cluster expansion converges to the corresponding term 
in the linked cluster expansion of the correlation functions for the 
corresponding classical system. By the estimate for the radius of 
convergence A, given in Theorem 2.1 we get by an explicit verification 
that the series (5.11) converges uniformly for / X 1 < A,, , where A0 
is the estimate in Theorem 2.1 for the classical system. This then 
finally gives the convergence of (5.11) toward its classical corre- 
spondent as fi --+ 0. We have now proved 
THEOREM 5.2. For 1 h 1 -C A, the equal time correlation functions 
for the quantum mechanical system with Jinite volume Hamiltonian given 
by (5.8) converge as h --+ 0 to the corresponding correlation functions 
for the analogous classical system. 
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