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ABSTRACT
The intraseasonal variability (ISV) is an intermittent phenomenon with variable perturbation patterns. To
assess the robustness of the simulated ISV in climate models, it is thus interesting to consider the distribution
of perturbation patterns rather than only one average pattern. To inspect this distribution, the authors first
introduce a distance that measures the similarity between two patterns. The reproducibility (realism) of the
simulated intraseasonal patterns is then defined as the distribution of distances between each pattern and
the average simulated (observed) pattern. A good reproducibility is required to analyze the physical source of
the simulated disturbances. The realism distribution is required to estimate the proportion of simulated events
that have a perturbation pattern similar to observed patterns. The median value of this realism distribution is
introduced as an ISV metric. The reproducibility and realism distributions are used to evaluate boreal
summer ISV of precipitations over the Indian Ocean for 19 phase 3 of the Coupled Model Intercomparison
Project (CMIP3) models. The 19 models are classified in increasing ISV metric order. In agreement with
previous studies, the four best ISV metrics are obtained for models having a convective closure totally or
partly based on the moisture convergence. Models with high metric values (poorly realistic) tend to give
(i) poorly reproducible intraseasonal patterns, (ii) rainfall perturbations poorly organized at large scales,
(iii) small day-to-day variability with overly red temporal spectra, and (iv) less accurate summer monsoon
rainfall distribution. This confirms that the ISV is an important link in the seamless system that connects
weather and climate.
1. Introduction
The intraseasonal variability (ISV) of tropical convec-
tion is characterized by large-scale organized perturba-
tions with maximum amplitudes over the Indo-Pacific
region. In boreal winter, they propagate eastward from
the western Indian Ocean to the central Pacific and are
generally referred to as the Madden–Julian oscillation
(MJO) (Madden and Julian 1994). The character of ISV
in boreal summer over the Indian Ocean (see Goswami
2005 for a review) is rather distinct. It initiates around 58S
in the eastern Indian Ocean and propagates northeast-
ward with a speed of about 18 latitude per day. With typical
periods of 30–40 days, these propagating rainbands reach
up to 258N and contribute largely to the rainfall over India.
The summer ISV shows marked seasonality in accordance
with the large seasonal variations of the intertropical con-
vergence zone (ITCZ) over the Indian monsoon region
(Bellenger and Duvel 2007). The strong convective ISV
center is over the eastern equatorial Indian Ocean in May
and shifts to the Arabian Sea (along the west coast of
India) and to the Bay of Bengal in June. The ISV variance
patterns persist for the rest of the monsoon period (July,
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August, and September) but with a reduced amplitude.
This seasonality in the ISV is intimately related to the
ocean thermal structure and atmosphere–ocean feedbacks
(Xavier et al. 2008; Bellenger and Duvel 2007; Duvel and
Vialard 2007). The ISV is an important component of the
Asian summer monsoon system that can modulate the
synoptic weather systems (Goswami et al. 2003) and
contribute to the seasonal rainfall and its interannual
variability (e.g., Goswami et al. 2006). Therefore, the ac-
curate representation of the ISV in climate models is im-
portant for monsoon forecasting at a range of time scales.
The representation of the ISV in general circulation
models (GCMs) has always been a challenge, primarily
due to its strong dependence on the physical parameter-
izations (Lin et al. 2008, 2006; Waliser et al. 2003; Sperber
et al. 2001; Slingo et al. 1996). In a recent study Xavier
et al. (2008) assess the representation of summer ISV over
the Indian Ocean in the European climate models par-
ticipating in the Development of a European Multimodel
Ensemble System for Seasonal-to-Interannual Prediction
(DEMETER) project. Importantly, the lack of large-scale
organization of convection was regarded as a major cause
of the poor representation of ISV in the DEMETER
models. Lin et al. (2008) analyzed the summer ISV repre-
sented in 14 Intergovernmental Panel on Climate Change
(IPCC) Fourth Assessment Report (AR4) models (sec-
tion 2) and found that the models show a wide range of
skill in the representation of summer ISV, often with
reduced amplitudes and overreddened spectra.
Most of these studies have employed methodologies
based either on empirical orthogonal functions (EOFs),
lead–lag correlations, composites or wavenumber–
frequency spectral analysis (Wheeler and Weickmann
2001). Xavier et al. (2008) have shown that, while the use
of an average EOF (or composites) for a season may be
robust in the observations, caution should be taken on
such a priori assumptions on the robustness of the sim-
ulated ISV. As suggested in Goulet and Duvel (2000,
hereafter GD2000), for an intermittent phenomenon with
large differences between events, the use of a few EOFs
or a single composite might result in quantities that are
pure mathematical without much physical significance.
Lin et al. (2008) present an evaluation of the relative
amplitudes of northward wavenumbers (extracted using
wavenumber–frequency spectra between 458S and 458N
with constraints on the meridional periodicity). The lead–
lag correlations that they have used to compare the north-
ward propagation of rainfall anomalies in the models
pertain to the issue of whether the intraseasonal events
are reproducible in the models. The Climate Variability
and Predictability (CLIVAR) MJO working group has
developed a set of diagnostics that are based on re-
projection of actual outgoing longwave radiation (OLR)
and wind signals on a couple of observed EOFs (Wheeler
and Hendon 2004). Using this index on a GCM simula-
tion output will extract the time evolution of the so-defined
MJO signal, but with no precise information on the GCM
representation of the intraseasonal perturbation patterns.
Moreover, these diagnostics are specifically designed for
zonally propagating intraseasonal perturbations confined
between 158S and 158N. Therefore, the poleward propa-
gating monsoon ISV during boreal summer is not accu-
rately diagnosed with the Wheeler and Hendon index.
An eventwise approach for the assessment of the tropical
ISV in the climate models was first introduced by Xavier
et al. (2008). This method is based on local mode anal-
ysis (LMA) originally developed by GD2000. It provides
the amplitude, phase, degree of large-scale organization,
and period of each organized convective ISV event. The
associated characteristics in other fields such as the sea
surface temperature and winds can also be derived from
this analysis technique.
The objective of this study is to evaluate two major as-
pects of the intermittent ISV, namely, (i) the reproduc-
ibility of the pattern of intraseasonal events and (ii) their
degree of realism. Based on these diagnostics an evalua-
tion metric is defined that can objectively evaluate the ISV
in different models and potentially assess the role of dif-
ferent model physics in the representation of the ISV. A
brief description of the climate models and observations is
given in section 2. The LMA results of summer ISV in
phase 3 of the Coupled Model Intercomparison Project
(CMIP3) are described in section 3. Based on the LMA,
measures of the reproducibility and degree of realism of
the large-scale organized perturbation patterns of ISV are
defined in section 4 and a model evaluation metric is
presented. This metric is applied to evaluate the relation-
ship between high frequency variability and the seasonal
mean rainfall climate in the models (section 5) and results
are summarized in section 6.
2. Models and data
Major international modeling centers have performed
long-term simulations of the twentieth-century climate in
order to better assess their representation of the present-
day climate in preparation for the twenty-first-century
climate sensitivity experiments for the IPCC fourth As-
sessment Report. Most of the modeling centers used the
latest versions of their models, which incorporate state-
of-the-art research results. These include, for example, im-
plementation of prognostic cloud microphysics schemes,
different triggering and closure solutions, and the consid-
eration of some processes such as convective momentum
transport in deep convection schemes. Moreover, many
modeling centers increased their model horizontal and
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vertical resolutions and some conducted experiments with
different resolutions. Therefore, it is of interest to assess
the ISV simulations in these new generation climate models
to look at the effects of the updated physical processes,
higher resolution, and air–sea coupling. Such an evalu-
ation is also important for evaluating the general per-
formance of the climate models used for climate change
projections in the IPCC AR4. The model outputs are
archived in the CMIP3 multimodel database at the Pro-
gram for Climate Model Diagnosis and Intercomparison
(PCMDI). The details of the horizontal resolution, clo-
sure, and trigger of different convective schemes in 19
climate IPCC AR4 models are summarized from the
IPCC AR4 (http://www.ipcc-data.org/ar4/gcm_data.html)
and are listed in Table 1. Daily rainfall data from the
models are used for the computation of ISV. Observed
rainfall ISV is derived from the 18-daily (1DD) data of
the Global Precipitation Climatology Project (GPCP)
(Huffman et al. 2001). The rainfall in most models
covers a period of 40 years, while the 1DD GPCP data
is for the period 1997–2006.
3. Local mode analysis of summer ISV
The intraseasonal variability of deep convection over
the Indo-Pacific region is an intermittent phenomenon
presenting various perturbation patterns depending mostly,
but not uniquely, on season. Owing to the relatively long
periodicity of the perturbation (around 40 days) in regard
to the seasonal evolution of the ITCZ, two perturba-
tions succeeding one another in time are rarely simi-
lar (GD2000). However, as shown in Duvel and Vialard
(2007) and in the following, the observed perturbation
pattern for a given season is quite reproducible from one
event to another if one considers only a given basin (i.e.,
the Indian Ocean basin) instead of the whole Indo-Pacific
region. In this case, the seasonal average perturbation
pattern well represents the ensemble of intraseasonal
events. This good reproducibility shows that robust phys-
ical processes are at the origin of the intraseasonal vari-
ability of the convection at a basin scale. Reproducibility
is thus an interesting characteristic of the intraseasonal
variability and has to be correctly simulated by coupled
GCMs.
The metric presented here quantifies the reproduc-
ibility and the realism of the intraseasonal variability
simulated by a given GCM. The reproducibility index is
a measure of the similarity between each element of an
ensemble of patterns and the average pattern for this
ensemble (this also applies to observations). The realism
is a measure of the similitude between each element of
the ensemble of patterns simulated by a GCM and the
observed average pattern. For both observed and simulated
time series, the ensemble of patterns is extracted using
the LMA technique. This technique is fully explained
and validated in GD2000 and in Duvel and Vialard
(2007). Here we only give a brief account of the main
features of this technique. The LMA is applied to a time
series sx(t), where x is a region and t is the time step
(1 day, 1 # t # T). The LMA aims to detect different
organized perturbations that succeed one another in
time. Here, the input signal sx(t) is the precipitation time
series bandpass filtered between 20 and 90 days. Since
most of the intraseasonal variance is between 30 and
80 days (e.g., Wheeler and Hendon 2004), we consider that
the 20–90-day band is sufficiently large to encompass
all of the variability that can possibly be identified as a
realistic intraseasonal variability in the GCMs.
The LMA is based on a series of complex EOF
(CEOF) computation done on a running time section.
The length of this time section is small in regard to the
time scale considered so that the percentage of variance
explained by the first CEOF is large. The pattern of this
first CEOF thus well represents the actual intraseasonal
variability for the corresponding time section. Here, we
use a time section of 90 days and the running analysis is
performed with a time step m of 5 days. For each time
step m, the first CEOF characterizes the intraseasonal
perturbation in the corresponding 90-day time section.
These characteristics are (i) a temporal spectrumcm(k),
(ii) a spatial pattern Zm(x), and (iii) a percentage of
variance Pm.
Here, the cross-spectrum matrix of the CEOF analy-
sis is computed only for the five first harmonics (i.e., 18
to 90 days), the signal for the remaining 40 harmonics
being negligible, so that 1# k# 5. The first eigenvector
of this matrix is the temporal complex spectrum cm(k)
that is used to compute the corresponding spatial pat-
tern Zm(x). Here Zm(x) is complex and gives the regional
amplitude and relative phase of the event associated with
the spectrum cm(k). The aim is now to extract an en-
semble of intraseasonal events from all CEOF analyses
performed with the time steps m. As shown in GD2000,
maxima in thePm time series correspond to 90-day time
sections centered on an intraseasonal perturbation well
organized at large scale. The patterns for adjacent time
sections are similar. By contrast, minima in the Pm time
series correspond to time sections centered on transition
between two different intraseasonal events. The ensem-
ble of maxima in the Pm time series thus corresponds to
an ensemble of intraseasonal events associated with an
ensemble of patterns.
Following the method detailed in GD2000, it is pos-
sible to compute an average spatial perturbation pattern
Z(x) from an ensemble of intraseasonal events. If Z(x) is
computed from all intraseasonal events obtained from
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sx(t) (1 # t # T), it is similar to the pattern of the first
CEOF performed over a single time section of length T.
However, the LMA makes it possible to compute an
average pattern from a selection of intraseasonal events.
Here, we consider simply the average pattern for all
events with a time section centered between June and
September. Let them be Zobs(x) for observations and
Zmod(x) for the GCMs (Fig. 1). To have an idea on the
number of samples used in this study, GPCP observations
has an average of 2.4 organized summer intraseasonal
events per year and in the models they range from 2.0 to
2.55 events per year. The average event in the observations
[Zobs(x), Fig. 1a] is based on 24 events (in 10 years).
The clockwise rotation of the segments (representing
the phase at a given grid box) indicates the propaga-
tion of intraseasonal convection perturbation. In the
observations they start at around 58S, 858E and propa-
gate northward (with also an eastward component) to
the north Bay of Bengal and the west coast of India.
The models show a wide range of skill in reproducing
the observed amplitude and propagation characteristics
of the average summer ISV [Zmod(x), Fig. 1]. There are
a few models [Bjerknes Centre for Climate Research
Bergen Climate Model version 2.0 (BCCR-b2.0); Max
TABLE 1. IPCC AR4 models and their AGCM features.
Model label Institution
Equivalent grid
resolution Deep convection
bccr_b2_0 Bjerknes Centre for Climate
Research, Norway
2.88 3 2.88 (T42) Bougeault (1985)
mpi_echm5 Max Planck Institute for
Meteorology, Germany
2.88 3 2.88 (T42) Tiedtke (1989);
Nordeng (1994)
echo_miug Meteorological Institute of the
University of Bonn, Germany
3.758 3 2.88 (T30) Tiedtke (1989)
cnrm_cm_3 Centre National de Recherches
Me´te´orologiques, France
2.88 3 2.88 (T42) Bougeault (1985)
gfdl_c2_0 National Oceanic and Atmospheric
Administration (NOAA)/Geophysical
Fluid Dynamics Laboratory (GFDL),
United States
2.58 3 2.08 Moorthi and
Suarez (1992)
csiro_3_0 Commonwealth Scientific and
Industrial Research
Organisation (CSIRO),
Australia
1.8758 3 1.8758 (T63) Gregory and
Rowntree (1990)
ukmo_hcm3 Met Office, United Kingdom 1.258 3 1.8758 Gregory and
Rowntree (1990)
mri_2_3_2 Meteorological Research
Institute, Japan
2.88 3 2.88 (T42) Pan and
Randall (1998)
miro_mres Center for Climate System
Research, Japan
2.88 3 2.88 (T42) Pan and
Randall (1998)
csiro_3_5 CSIRO, Australia 1.8758 3 1.8758 (T63) Gregory and
Rowntree (1990)
ingv_ech4 Istituto Nazionale di Geofisica e
Vulcanologia, Italy
3.758 3 2.88 (T30) Tiedtke (1989)
ncar_csm3 National Center for Atmospheric
Research (NCAR), United States
1.48 3 1.48 (T85) Zhang and
McFarlane (1995)
ncar_pcm1 NCAR, United States 2.88 3 2.88 (T42) Zhang and
McFarlane (1995)
cgcm3_T47 Canadian Centre for Climate
Modeling and Analysis, Canada
2.58 3 2.58 (T47) Zhang and
McFarlane (1995)
cgcm3_T63 Canadian Centre for Climate
Modeling and Analysis, Canada
1.8758 3 1.8758 (T63) Zhang and
McFarlane (1995)
ipsl_cm_4 Institut Pierre-Simon Laplace, France 3.758 3 2.58 Emanuel (1991)
inm_cm3_0 Institute of Numerical
Mathematics, Russia
58 3 48 Betts (1986)
fgoals1_0 Chinese Academy of Sciences, China 58 3 48 Zhang and
McFarlane (1995)
giss_aom1 National Aeronautics and Space
Administration (NASA) Goddard
Institute for Space Studies (GISS),
United States
48 3 38 Russell et al. (1995)
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Planck Institute (MPI) ECHAM5] that produce a quite
realistic average perturbation pattern with their ampli-
tudes and phases resembling the observed pattern. Most
models, however, produce either weaker amplitude or
shifted position of the perturbation or wrong propaga-
tion characteristics. The aim of the present article is to
present an objective metric to assess the ability of a GCM
to produce not only such an average pattern but also an
FIG. 1. The average patterns of precipitation ISV for summer [June–September (JJAS)] from the observations and the CMIP3 models.
Shades represent the standard deviation of the ISV in mm day21. The segment represents the phase of the propagation and its length is
proportional to the standard deviation. The angle of segment (phase) increases clockwise with time (e.g., northward propagation for
a segment rotating clockwise toward the north). The number of local modes used to construct each pattern is indicated on the top left of
each panel. For example, the observed pattern is constructed from 24 events in the 10 years, while in the models it is constructed from
a larger number of events. The models are arranged from left to right and top to bottom according to their metric value (see Fig. 3).
1 JULY 2010 X A V I E R E T A L . 3501
ensemble of spatially organized, reproducible, and re-
alistic intraseasonal events.
4. Reproducibility, realism, and model
evaluation metric
Unlike in the conventional average diagnostics of ISV,
LMA provides more insight into the construction of the
average intraseasonal perturbation pattern and its resem-
blance to the observed. In this study we focus on two im-
portant aspects that define the quality of ISV represented
in GCMs, namely (i) the event-to-event reproducibility of
each ISV event and (ii) their degree of realism. Since
individual intraseasonal events are not necessarily identi-
cal, the average spatial perturbation pattern Z(x) must
be complemented with a measure of its resemblance
with the patterns of each event Zm(x) used to compute it.
Such a measure will be useful to verify if the average pat-
tern is representative of the different intraseasonal events,
that is, if it is appropriate to give a physical interpretation
of the average pattern or if it is merely a mathematical
object resulting from a combination of varied events. This
resemblance is computed as the normalized distance d(m)
between the complex eigenvectors representing the aver-
age pattern Z(x) and the pattern of each individual event
Zm(x). Here d(m) is calculated considering the phase that
minimizes the distance between the vectors (see GD2000).
Such a minimization is necessary since two eigenvectors
that are identical, except for a constant phase difference,
represent actually the same mode. The distance increases
as the amplitude and the phase differences between the
vector components increase. Therefore, they compare the
spatial distribution of amplitude and phases of each ISV
event to the average pattern. The convention is that the
patterns are identical for a normalized distance of 0 and
orthogonal for a distance of 1. The measure of reproduc-
ibility [say, drep(m)] in the observations is computed as
the distance between Zobs(x) and Zobsm (x) and between
Zmod(x) and Zmodm (x) in the GCMs. The frequency dis-
tribution of the distances drep(m) is given in Fig. 2.
The observed intraseasonal events have all distances
less than 0.7 with an median value of 0.36 signifying the
robustness of individual intraseasonal events Zobsm (x)
in the construction of the average spatial perturbation
pattern [Zobs(x)]. This justifies the use of an average di-
agnostic such as EOF analysis, composite, or regression
to describe the Indian Ocean ISV in the observations.
However, in most models, these distances are quite large
(average distance around 0.6 for many models), indi-
cative of rather irregular and less-reproducible events.
This is a caution on the use of assessment approaches that
assume that the modeled ISV is as regular and repro-
ducible as the observed ISV. Such approaches may yield
average ISV patterns that are more of mathematical ob-
jects constructed by several less-reproducible events in
the models and hence a proper physical interpretation
of the average perturbation patterns may be difficult.
However, there are some models having reproducibility
comparable to the observations (e.g., BCCR-b2.0; MPI
ECHAM5). The robustness of average patterns pre-
sented in Fig. 1 depends strongly on these distributions.
The average pattern for models with large spread and
large average distances must be interpreted with caution
since very few actual intraseasonal perturbation pat-
terns Zmodm (x) are similar to the average pattern Z
mod(x).
It should, however, be noted that the statistics in this
FIG. 2. Distribution of distances between individual intra-
seasonal events to their average summer ISV pattern in the ob-
servations and models. The bars range from the 25th percentile to
the 75th percentile. The horizontal line represents the range of
values and the median (50th percentile) are represented by the
vertical lines on each bar. The models are arranged from top to
bottom according to their metric value (see Fig. 3).
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study applies only for the Indian Ocean basin for summer
and may vary depending on the size of the basin and
the season considered. For instance, Duvel and Vialard
(2007) show that these distances are quite small in the
observations while considering only the Indian Ocean
basin in summer, but larger when considering also the
northwest Pacific.
A desirable property of an ISV evaluation metric in
GCMs is that it incorporates several elements of model
representation of the phenomenon. The approach de-
scribed above may be extended to evaluate the realism
of simulated ISV patterns. This realism is given by the
distribution of the distances dreal(m) between simulated
patterns Zmodm (x) and the average observed pattern Z
obs(x)
(given in Fig. 1, top left). In the observations, dreal(m)
equals drep(m) by definition. The frequency distributions
of these distances of the 19 IPCC models are given in
Fig. 3. As expected, these distances are significantly larger
for most models compared to those in Fig. 2, suggesting
that, even though some models produce reasonably re-
producible intraseasonal events, they are quite far from
reality. The average multimodel distance distribution peaks
at 0.75. A few models (BCCR-b2.0 and MPI ECHAM5,
for instance) produce reasonably reproducible and re-
alistic intraseasonal events.
An objective evaluation metric for the ISV in climate
models is derived based on the above diagnostics. The
metric can be summarized by considering only the 50th
percentile value (median) of dreal(m) (a software pack-
age to compute the metric is available online at http://
www.lmd.ens.fr/jpduvel/lma/LMA_Metric.html). There-
fore, a lower value of the so-defined metric indicates that
more intraseasonal events have realistic patterns. The
metric value is shown as black dots in Fig. 3. The models
are arranged in the order of their metric value for the
Indian Ocean region in boreal summer. The values of the
metric presented here apply to the Indian Ocean region
during boreal summer and they may vary depending on
either the region or season considered. The simulated
average intraseasonal perturbation patterns (Fig. 1) re-
veal that the models that have reasonable ISV amplitudes
(shades in Fig. 1), propagation characteristics (shown as
the phases), and locations of convection centers have
smaller values of the metric. Models with larger values
of the metric generally produce much weaker ISV
amplitude.
The ability of a model to simulate the large-scale or-
ganization of the ISV of the convection may also be di-
agnosed using LMA results. This diagnostic is based on
the regional LMA variance Am(x)
2 of each event. This
LMA variance is the part of the signal having common
spectral characteristics with other regions [the spectral key
cm(k)] during the intraseasonal event. The ratio between
the LMA variance and the variance of the 20–90-day
signal over the same time segment is thus an indicator of
the part of the local signal corresponding to the large-scale
intraseasonal perturbation. The average ratio over all in-
traseasonal events (Fig. 4) thus highlights regions strongly
impacted by large-scale organized events. The observed
ratio is large (with values larger than 0.7) over the eastern
equatorial Indian Ocean, which is a source region of the
convective intraseasonal perturbations in summer. The
high values over the Bay of Bengal and eastern Arabian
Sea suggest that most of the ISV of the convection over
this region is due to large-scale organized convective per-
turbations. The ratio for each model is arranged according
the metric in Fig. 3. For models with a good ISV metric,
FIG. 3. Distribution of distances between individual intra-
seasonal events to the observed average summer ISV pattern in the
observations and models. The bars range from the 25th percentile
to the 75th percentile. The line represents the range of values. The
median (50th percentile) is denoted by the black dots. Models are
arranged according to the median distance.
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the ratio is comparable to the observations in both mag-
nitude and location with, in particular, a maximum ratio
for the east equatorial Indian Ocean. Models with a poor
ISV metric tend to produce a smaller ratio and, generally,
wrong position of the maximum values. A smaller ratio
reveals that large-scale organized events have a weaker
impact on the regional ISV. A possible consequence is
that the convective heating perturbation is organized at
a smaller scale, giving a too weak dynamical response
(Bellenger et al. 2009). The link between the ratio and the
ISV metric thus suggests that part of the problem in sim-
ulating the ISV can be related to the lack of large-scale
organization of the convection, either for the triggering of
the intraseasonal events or for its evolution.
5. Scale interactions
Kitoh (2006) presents a review on the future changes
of the South Asian summer monsoon due to CO2 in-
crease as projected by the state-of-the-art climate models.
FIG. 4. Ratio of amplitude of each individual large-scale organized ISV event over a 90-day time segment to the amplitude of the
20–90-day bandpass filtered rainfall amplitude over the same time segment. The value for a particular region represents the average con-
tribution of large-scale organized convective perturbations to the local, more stochastic (or related to local instability) rainfall variability.
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Although a few studies reported that the South Asian
summer monsoon becomes weak or there is no signifi-
cant change in precipitation (Zhao and Kellogg 1988;
Lal and Singh 2001), most models show that the seasonal
mean precipitation increases and interannual variabil-
ity increases as well (Meehl and Washington 1993;
Bhaskaran et al. 1995; Kitoh et al. 1997; Douville et al.
2000; Meehl and Arblaster 2003). The projections of these
regional-scale climate changes, however, are highly model
dependent and there are large differences among models
for projected changes in monsoon precipitation, includ-
ing even the sign of change (Kitoh 2006 and references
therein). The seamless prediction paradigm (Palmer
et al. 2008) postulates that the large uncertainties in the
projected climate change are at least due in part to the fact
that the models do not accurately capture the weather–
climate link. ISV is known as an important component
of the monsoon system that interacts with the synoptic
weather events and the seasonal mean and interannual
variations (Goswami et al. 2006). How accurate the sta-
tistics of the collection of synoptic weather systems at the
high frequency (HF) end of the spectrum is represented
in a model can possibly influence the ISV and seasonal to
interannual time scales and beyond. The ISV evaluation
metric defined in this study can be a useful tool in as-
sessing the link between the high-frequency variability
and the climatology of CMIP3 models. In this section we
examine the relationship between the HF variability, the
ISV representation, and the monsoon precipitation cli-
matology in each model and observations.
The Fourier power spectra of the detrended time se-
ries of precipitation for each grid point in the domain
258N–08, 708–1008E for each summer is calculated and
the average spectra are shown in Fig. 5a. Most models
seriously underestimate HF power, and only a couple of
models produce realistic variance in the 10–60-day band.
Intriguingly, contrary to the observations, most models
produce strongly reddened power spectra (with large
power at low frequencies), as noted by Lin et al. (2008)
as well. The redness of the spectrum of each model is
estimated by the ratio between variances in the intra-
seasonal and the HF band. A comparison of the ratio
and the model evaluation metric (Fig. 5b) shows a sig-
nificant (r5 0.47 at 95% level) relationship. Models that
tend to produce realistic intraseasonal perturbation pat-
terns have more realistic variance (Fig. 5c) and have re-
duced and more realistic spectral redness.
The simulated seasonal average rainfall distribution
can be evaluated by computing the spatial correlation
between simulated and observed rainfall maps. Since the
ISV modulates the position of the ITCZ in the course
of the monsoon season, there may be a link between
the characteristics of the intraseasonal events and the
average rainfall distribution. One could therefore try to
verify if models with a good ISV metric also produce a
good average rainfall distribution. A correlation of20.62
(significant at 99% level) suggests a strong tendency for
models with better ISV realism metric to have more spa-
tially consistent monsoon rainfall climatology (Fig. 6). It
is, however, not trivial to establish a direction of cau-
sality for such a link since a correct location of the
convective variability at all time scales (synoptic to in-
traseasonal) is obviously dependent on the correct lo-
cation of the ITCZ. The ISV realism metric implicitly
takes this fact into account since a small distance be-
tween observed and simulated ISV patterns implies a
correct simulation of the main rainfall areas. In such a
case, the ISV realism metric will be mathematically re-
lated to this correlation and hide a possible effect of the
ISV on the representation of the average rainfall dis-
tribution. However, the ISV reproducibility (Fig. 2) is
independent of the observed average rainfall distribu-
tion and can be compared. A link between these two
factors will indicate that the ability of a model to give
reproducible intraseasonal events is somewhat linked to
its ability to give a correct average rainfall distribution.
There is, indeed, a correlation of 20.44 between these
two factors that is significant at the 95% level. This may
also indicate that well-organized and reproducible in-
traseasonal events can develop only in realistic mean
states. The precise knowledge of the origin of this link
needs analyses that are outside the scope of this study.
6. Summary and discussions
Diagnostics on the representation of summer ISV
over the Indian Ocean in the CMIP3 models are pre-
sented with a focus on event-to-event reproducibility
and realism. The LMA used here provides a measure
of the reproducibility and realism by identifying in a
single mathematical form: the perturbation pattern of
each individual organized convective ISV event. This
measure evaluates the robustness of the average ISV
perturbation pattern (Fig. 1). Second, the resemblance
of simulated intraseasonal events to a typical observed
pattern is measured for each simulated ISV event, and
the most probable distance is presented as a metric for
evaluating the simulation of tropical ISV. This gives an
objective evaluation of simulated ISV in terms of their
amplitude, propagation characteristics, and reproduc-
ibility from one event to the other.
The models show a wide range of skills in representing
the ISV. There are a few models that produce realistic
amplitude, propagation characteristics, and event-to-
event reproducibility. Xavier et al. (2008) pointed out
a few issues in representing the intraseasonal air–sea
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interaction processes. The lack of representation of di-
urnal SST variability and the associated coupled feed-
backs were proposed to be a source of the DEMETER
model biases. This, however, would require experi-
ments with models that can resolve the oceanic mixed
layer and exchange of fluxes with the atmosphere at
subdiurnal intervals. The convective parameterization is
known to have a strong impact in the climate models
whose signatures can be found even in the deep ocean
circulation (Braconnot et al. 2007). For Atmospheric
Model Intercomparison Project I (AMIP I) simulations,
Slingo et al. (1996) noted that the models with reason-
able levels of intraseasonal activity used convection
schemes with a closure on buoyancy rather than on
moisture supply. Several recent analyses demonstrated
improved MJO simulations for models with mass-flux
convection schemes that use adjustment type of closures
(Liu et al. 2005). However, these findings may be argu-
able since Wang and Schlesinger (1999) demonstrated
that it is possible to alter substantially the strength of the
MJO by modifying the particular trigger used within the
convection scheme as well as the fundamental scheme
itself. The large sensitivity of ISV simulation demands
more dedicated analysis before any conclusions are
drawn on the advantages or drawbacks of any particu-
lar convection scheme. Considering that the large-scale
convective organization depends largely on the con-
vective parameterization, our metric is able to classify
the models based on the convective organization and
thereby highlights the need for improvements in con-
vection schemes. This enhances the utility of the metric
as a diagnostic tool since it can evaluate the drawbacks
in parameterized physics and the complex feedbacks.
One observation is that, as shown in the Table 1, the
BCCR and Centre National de Recherches Me´te´o-
rologiques (CNRM) models have the same atmospheric
model [Action de Recherche Petite Echelle Grande
Echelle Climate Model (ARPEGE-Climat) Version 3],
and there is a marked improvement in the ISV ampli-
tude in BCCR compared to CNRM, even though the
FIG. 5. (a) Detrended power spectra of JJAS rainfall averaged over 258N–08, 708–1008E in the observations and the
models. (b) The relationship of the ISV metric to the redness of the spectra defined as the ratio of 10–60-day variance
to the 2–10-day variance. (c) The relationship between the metric and total variance in the 2–60-day band. Each
model is marked with a number as in Fig. 3 according to the metric. The linear correlation values (excluding the
observations) in (b) and (c) are indicated.
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spatial structure of ISV remains nearly the same. This
improvement could be attributed to a modification in
which the sea surface current is accounted for when the
turbulent surface fluxes are computed. The extent to
which surface fluxes are affected by this modification is
not known, but it certainly signifies the importance for
accurate modeling of atmosphere–ocean fluxes to rep-
resent realistic ISV properties.
The ISV evaluation metric bears a significant rela-
tionship with the representation of both HF variance and
seasonal mean climate. In a seamless modeling context, it
is postulated that synoptic-scale weather systems could
possibly impact the ISV through the modification of
ocean heat content and the associated air–sea interaction
processes. An important link that bridges the gap be-
tween weather and climate over the Asian monsoon re-
gion is the ISV, and its realistic representation is certainly
important to produce a reasonable mean state. The issue
is thus to know what are the important missing elements
for a correct representation of the internal variability and
what is the best strategy for incorporating them into the
coupled models. Interestingly, most models producing
reddened rainfall spectra also produce too weak HF
variance. As suggested by Lin et al. (2008), the weak day-
to-day variance could result from the absence of self-
suppression mechanisms of convection in the models. For
example, the dry (or unsaturated) downdrafts associated
with convection can cool the surface and reduce the
temperature and humidity gradients in the lower tropo-
sphere, thereby reducing the buoyancy and moisture
availability at the surface. Such a mechanism has the
potential to suppress the convective activity for the days
following organized active convective spells. This gives
thus a larger HF variance of the precipitation at both
synoptic and intraseasonal time scales. By contrast,
models with poor HF variability will exhibit mostly a slow
evolution of the precipitation field, following more the
seasonal forcing and resulting in an overreddened spec-
trum. This ‘‘reddish’’ character will be reduced for models
with better HF variance, which explains why these models
also have a more realistic spectrum. According to our
metrics, these are also models with the better ISV in the
tropics, showing the potential importance of the mecha-
nisms described above.
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