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Resumen
Los controladores PID continu´an siendo una solucio´n ﬁable, robusta, pra´ctica y sencilla para el control de procesos. Actualmente
constituyen la primera capa de control de la gran mayorı´a de las aplicaciones industriales. De ahı´ que un nu´mero importante de
trabajos de investigacio´n se han orientado a mejorar su rendimiento y prestaciones. Las lı´neas de investigacio´n en este campo van
desde nuevos me´todos de ajuste, pasando por nuevos tipos de estructura hasta metodologı´as de disen˜o integrales. Particularizando
en el ajuste de para´metros, una de las formas de obtener una solucio´n novedosa consiste en plantear un problema de optimizacio´n,
el cual puede llegar a ser no-lineal, no-convexo y con restricciones. Dado que los algoritmos evolutivos han mostrado un buen
desempen˜o para solucionar problemas complejos de optimizacio´n, han sido utilizados en diversas propuestas relacionadas con
el ajuste de controladores PID. Este trabajo muestra un revisio´n de estas propuestas y las prestaciones obtenidas en cada caso.
Ası´ mismo, se identiﬁcan algunas tendencias y posibles lı´neas de trabajo futuras. Copyright c© 2013 CEA. Publicado por Elsevier
Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Los controladores PID representan a dı´a de hoy, una solu-
cio´n ﬁable, robusta y pra´ctica para el control de procesos en la
industria (Åstro¨m y Ha¨gglund (2001, 2005)). Pese a su senci-
llez, existe un continuo intere´s de la comunidad cientı´ﬁca por
el desarrollo de nuevos me´todos de ajuste de sus para´metros
(Åstro¨m y Ha¨gglund (2005)). Estos avances son de especial in-
tere´s para la industria, dado que los cambios requeridos en las
instalaciones existentes y la capacitacio´n requerida de los ope-
radores es mı´nima, comparada con las te´cnicas ma´s soﬁsticadas
de control (Tan et al. (2004); Stewart y Samad (2011)).
Pese a que la mayorı´a de los controladores del tipo PID fun-
cionan moderadamente bien con para´metros por defecto o con
reglas de sintonı´a sencillas, pueden existir lazos que por sus par-
ticularidades necesiten un ajuste diferente para garantizar las
prestaciones deseadas. En el caso de controladores ma´s com-
plejos pero basados en la estructura PID, por ejemplo borrosos
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o fraccionarios, no se cuenta con un conjunto de reglas de sin-
tonı´a con la misma madurez del controlador PID convencional.
La investigacio´n actual apunta a mejorar las prestaciones
de controladores PID robustos (Vilanova y Alfaro (2011)) aten-
diendo a mu´ltiples requerimientos, especiﬁcaciones y objetivos
de disen˜o, en la mayorı´a de los casos conﬂictivos entre sı´ (Ang
et al. (2005); Li et al. (2006)). Un mecanismo con el que se
puede abordar dicho problema es deﬁniendo un problema de
optimizacio´n, donde en la funcio´n de coste se pretende reﬂejar
el balance entre los objetivos deseados por el disen˜ador.
Aunque se puede abordar dicho problema de disen˜o con
me´todos de optimizacio´n tradicionales (ver por ejemplo Caba-
llero y Grossmann (2011)), en general los problemas plantea-
dos para alcanzar mejores prestaciones suelen ser no-lineales
y no-convexos. Adema´s la incorporacio´n de restricciones, im-
prescindible en problemas de disen˜o en contexto realista, suele
complicar au´n ma´s el proceso de optimizacio´n. Los algoritmos
evolutivos (EA’s por sus siglas en ingle´s) se han utilizado co-
mo una alternativa va´lida para resolver estos planteamientos
en diversos campos de la ingenierı´a como exponen Saridakis
y Dentsoras (2008) y Roy et al. (2008). Dada su naturaleza de
optimizadores globales y su ﬂexibilidad para manejar funciones
de coste altamente no-lineales, los EA’s tambie´n han sido usado
en la ingenierı´a de control con mucho e´xito, como se describe
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en Fleming y Purshouse (2002).
En este documento se presentara´ una revisio´n del empleo
de EA’s para el ajuste de para´metros de controladores basados
en la estructura del PID. Se asume entonces que se hablara´ de
aquellos casos en los que la naturaleza del problema requiere
de una te´cnica de ajuste ma´s compleja (mediante un proceso de
optimizacio´n) con el ﬁn de garantizar las prestaciones deseadas
del disen˜ador. En este contexto, se analizan las aportaciones de
los EA’s en el ajuste de controladores basados en la estructura
del PID, que pueden ser convencionales, borrosos o fracciona-
rios. El resto de este documento se divide como sigue: en la
seccio´n 2 sera´n expuestas tres vı´as por las que el disen˜o pue-
de ser abordado como un problema de optimizacio´n; en la sec-
cio´n 3 se presentara´ una breve introduccio´n a los EA’s y algunas
de sus generalidades; en la seccio´n 4 se presentara´n aplicacio-
nes relevantes sobre como han sido empleados los EA’s con los
controladores PID, para ﬁnalmente presentar las conclusiones y
reﬂexiones de este trabajo.
2. Disen˜o planteado como problema de optimizacio´n
Sin pe´rdida de generalidad, un problema de disen˜o puede
plantearse como el siguiente problema de optimizacio´n:
mı´n
x
J(x) = [J1(x), . . . , Jm(x)] (1)
sujeto a:
g(x) ≤ 0 (2)
h(x) = 0 (3)
xi ≤ xi ≤ xi, i = [1, . . . , n] (4)
Donde x ∈ n es el vector de variables de decisio´n; J(x) ∈
m, es el vector de objetivos de disen˜o; g(x), h(x) el vector
de restricciones de desigualdad e igualdad respectivamente, y
xi ≤ xi ≤ xi la cota de bu´squeda del espacio de decisio´n para la
variable xi.
En la Figura 1 se muestran las diferentes formas que podrı´a
adoptar el anterior problema de disen˜o y como podrı´a resolver-
se. En primer lugar ha de deﬁnirse el problema de disen˜o como
tal. Lo anterior implica identiﬁcar las variables de decisio´n, los
objetivos de disen˜o y las restricciones (si las hay) del problema.
Cuando m = 1 se habla de un problema mono-objetivo (SOP
por sus siglas en ingle´s) mientras que si m ≥ 2 se habla de un
problema multi-objetivo (MOP por sus siglas en ingle´s), don-
de se busca una solucio´n de compromiso entre los objetivos de
disen˜o.
Tras lo anterior, se deﬁne el problema de optimizacio´n; ello
reﬁere a la forma en que se traduce el problema anterior en una
expresio´n que el optimizador pueda interpretar. En el caso de
un SOP, el ı´ndice a optimizar sera´ el mismo (y u´nico) objeti-
vo de disen˜o. En el caso de un MOP, su resolucio´n se puede
abordar desde dos perspectivas acorde con Mattson y Messac
(2005): empleando funciones de agregacio´n (aggregate objecti-
ve function, AOF) o calculando un conjunto de soluciones para
seleccionar despue´s la ma´s indicada atendiendo a las preferen-
cias del disen˜ador (generate ﬁrst, choose later, GFCL).
En el caso de te´cnicas MOP/AOF, se busca especiﬁcar todos
los requerimientos de disen˜o y las preferencias del disen˜ador
en un so´lo ı´ndice. Con el planteamiento anterior el optimiza-
dor calcula una solucio´n u´nica para implementar. Un ejemplo
tradicional es usar factores de ponderacio´n para indicar la im-
portancia relativa que conﬁere el disen˜ador a los objetivos de
disen˜o. Algunas te´cnicas cla´sicas para abordar este tipo de pro-
blemas se describen en Miettinen (1998) y en Marler y Arora
(2004).
La MOP/GFCL es una estrategia que busca determinar un
conjunto de soluciones potenciales, para que el disen˜ador, a
partir de ellas, elija la ma´s indicada de acuerdo a sus prefe-
rencias de disen˜o. Lo anterior se justiﬁca con el hecho de que,
cua´ndo se consideran simulta´neamente todos los objetivos, ge-
neralmente no hay una solucio´n mejor que las otras, pues no
existe una solucio´n u´nica que mejore a todas las dema´s en to-
dos los objetivos.
La fase de optimizacio´n se reﬁere al uso/ejecucio´n del algo-
ritmo de optimizacio´n; como se ha comentado con anterioridad,
en este trabajo de revisio´n se asume que se ha detectado la ne-
cesidad de efectuar un ajuste mediante optimizacio´n empleando
EA’s. Los casos SOP y MOP/AOF derivan en la optimizacio´n
de una funcio´n de coste mono-ı´ndice, y se espera en la mayorı´a
de los casos (ver apartado 3.3.2) una solucio´n u´nica. En el ca-
so SOP, se espera que el u´nico objetivo de disen˜o sea suﬁciente
para encontrar una solucio´n pra´ctica para el disen˜ador. En el ca-
so de MOP/AOF, se espera que el intercambio de prestaciones
deseado entre objetivos de disen˜o sea adecuadamente reﬂejado
en el disen˜o de la funcio´n de coste mono-ı´ndice. En el caso de
MOP/GFCL, se busca (por lo general) un conjunto de solucio-
nes que aproxime lo que se conoce como conjunto de Pareto
XP, y su imagen en el espacio de objetivos, frente de Pareto JP
(Miettinen (1998)).
La etapa de seleccio´n de la solucio´n es exclusiva de la ra-
ma MOP/GFCL. En los casos SOP y MOP/AOF, no existe esta
etapa, pues la solucio´n que ofrece el optimizador supone una
solucio´n con las prestaciones deseadas que han sido deﬁnidas
a priori. En el caso MOP/GFCL, la bu´squeda de una solucio´n
con las prestaciones deseadas se efectu´a (en general) a poste-
riori, analizando el conjunto de soluciones y el intercambio de
sus prestaciones. Este proceso adicional de seleccio´n consume
tiempo, y en algunos casos puede no ser justiﬁcado, por lo que
la te´cnica MOP/AOF resulta ma´s pra´ctica. Sin embargo, en mu-
chas ocasiones el disen˜o de la funcio´n de coste mono-ı´ndice,
garantizando el intercambio de prestaciones deseado, puede re-
querir un proceso de prueba y error. Pero una vez formulada a
satisfaccio´n del disen˜ador, no requiere mas la intervencio´n del
mismo, minimizando ası´ el tiempo de implementacio´n. Abordar
el disen˜o como un MOP/GFCL implica resolver un problema
de optimizacio´n au´n ma´s complejo que se justiﬁcara´ solamente
si es necesario efectuar un ana´lisis profundo en el intercambio
de prestaciones. Acorde con Bonissone et al. (2009) esto puede
ser de gran ayuda cuando se requiere explicar y justiﬁcar el pro-
ceso de seleccio´n. En tal caso, la visualizacio´n del intercambio
de prestaciones y rendimiento entre los objetivos puede ser va-
liosa para el disen˜ador, como sen˜alan Lotov y Miettinen (2008)
y Blasco et al. (2008). En Figueira et al. (2005) se presenta un
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Figura 1: Metodologı´a de disen˜o por medio de la optimizacio´n.
amplio compendio de te´cnicas (y software) para la seleccio´n
multi-criterio y el ana´lisis de datos multi-dimensionales.
Por sencillez, se hara´ referencia a la te´cnica MOP/AOF sim-
plemente como AOF, mientras que a la te´cnica MOP/GFCL co-
mo MOOD (disen˜o mediante optimizacio´n multi-objetivo por
sus siglas en ingle´s) como es referido en Reynoso-Meza et al.
(2012a). Cabe destacar que dentro de la comunidad en compu-
tacio´n evolutiva, el te´rmino optimizacio´n multi-objetivo es uti-
lizado para especiﬁcar aquellos algoritmos que aproximan un
conjunto de Pareto. En este trabajo hemos decidido hacer la dis-
tincio´n empleando los te´rminos problema multi-objetivo (deﬁ-
nicio´n del problema) y la optimizacio´n multi-ı´ndice (deﬁnicio´n
del problema de optimizacio´n) por motivos de claridad.
A continuacio´n, se comentara´n brevemente los tipos de es-
tructura que podrı´an emplear los EA’s, ası´ como algunas de las
caracterı´sticas deseables en ellos con relacio´n al problema que
se resuelve. Dichas caracterı´sticas deseables ofrecen una pauta
para apreciar las tendencias actuales en el desarrollo de EA’s
eﬁcientes para el disen˜o en ingenierı´a.
3. Algoritmos evolutivos
Por EA’s entenderemos (indistintamente) aquellos algorit-
mos que se basan o bien en las leyes de la seleccio´n natural
(evolutionary algorithms) o que son inspirados por el compor-
tamiento de ciertas especies (nature inspired). Los primeros
emplean un esquema en el que los individuos ma´s aptos (so-
luciones) en una poblacio´n (conjunto de soluciones potencia-
les) tienen la mayor probabilidad de sobrevivir en el proceso de
evolucio´n. Los segundos, tratan de emular el comportamiento
de algunos organismos para conducir el proceso de bu´squeda
en el espacio de decisio´n. Se comentan a continuacio´n los algo-
ritmos que parecen ser los ma´s frecuentemente usados acorde
con los resultados de la presente revisio´n.
3.1. Tipos de algoritmos para optimizacio´n mono-ı´ndice
De acuerdo con este trabajo, las estrategias ma´s populares
(para la ingenierı´a de control) en los que se basan los diferen-
tes EA’s parecen ser los Algoritmos Gene´ticos (genetic algo-
rithms, GA), la optimizacio´n por enjambre de partı´culas (parti-
cle swarm optimization, PSO) y la Evolucio´n Diferencial (Dif-
ferential Evolution, DE). No existe una te´cnica evolutiva mejor
que las otras, dado que cada una de ellas tiene sus ventajas y
desventajas. A continuacio´n, sera´n expuestas brevemente tales
estrategias.
Algoritmo I: GA.Basico
1 : Generar poblacio´n inicial P|0 con Np cromoso-
mas.
2 : Evaluar P|0.
3 : MIENTRAS criterio de terminacio´n no alcanzado
4 : Leer contador de generaciones G.
5 : Crear nueva poblacio´n P|∗G a partir de P|G.
6 : Seleccionar cromosomas padres
7 : Efectuar el operador de cruce para crear un hijo
a partir de los padres.
8 : Efectuar el operador mutacio´n en el hijo.
9 : Seleccionar los cromosomas ma´s aptos de
P|∗G
⋃
P|G para generar poblacio´n P|G+1
10: G = G + 1.
11: FIN-MIENTRAS
3.1.1. Algoritmos Gene´ticos
Los algoritmos gene´ticos (GA por sus siglas en ingle´s) (Ho-
lland (1975); Goldberg (1989)) se basan en un sı´mil con la
evolucio´n de las especies. Cada individuo (posible solucio´n del
problema de optimizacio´n) esta´ caracterizado por un cromoso-
ma (codiﬁcacio´n de esa solucio´n). El algoritmo gene´tico se basa
en hacer evolucionar un conjunto de individuos (poblacio´n) pa-
ra conseguir que sus individuos se acerquen a la solucio´n o´pti-
ma con el paso de cada generacio´n (iteracio´n del algoritmo). El
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mecanismo de evolucio´n ba´sico consiste en ir generando nue-
vos individuos modiﬁcando los cromosomas de los individuos
de la poblacio´n existente, bien mezcla´ndolos entre si (cruce),
bien efectuando un cambio aleatorio (mutacio´n). Adema´s de
la generacio´n de nuevos individuos, existe un proceso de se-
leccio´n para determinar los individuos que siguen en la pobla-
cio´n. En la seleccio´n se promueve la supervivencia de los indi-
viduos que tienen mejor funcio´n objetivo. Existen multitud de
implementaciones diferentes basados en este mecanismo (Ko-
nak et al. (2006)). En el Algoritmo I, se presenta uno de los
posibles pseudo-co´digo para un GA ba´sico.
Algoritmo II: PSO.Basico
1 : Generar el enjambre inicial P|0 con Np partı´culas.
2 : Evaluar P|0.
3 : Inicializar para cada partı´cula su mejor posicio´n
conocida x j|best.
4 : Inicializar la mejor posicio´n conocida del enjam-
bre xswarm|best.
5 : Inicializar la velocidad de cada partı´cula x˙ j|0.
6 : MIENTRAS criterio de terminacio´n no alcanzado
7 : Leer contador de generaciones G.
8 : HACER para cada partı´cula x j ∈ P|G
9 : Actualizar su velocidad x˙ j|G (Ecuacio´n 5)
10: Actualizar su posicio´n x j|G (Ecuacio´n 6)
11: Actualizar la mejor posicio´n conocida x j|best
12: Actualizar el conocimiento colectivo del enjam-
bre xswarm|best
13: FIN-HACER
14: G = G + 1.
15: FIN-MIENTRAS
3.1.2. Enjambre de partı´culas
La optimizacio´n por enjambre de partı´culas (PSO por sus
siglas en ingle´s) (Kennedy y Eberhart (1995); Coello (2011))
busca un compromiso entre conocimiento individual de cada
partı´cula y conocimiento colectivo del enjambre. Cada partı´cu-
la esta´ determinada por su posicio´n x y velocidad x˙ en la gene-
racio´n k:
x˙ j|k = x˙ j|k−1 + ϕ1β1
(
x j|best
)
+ ϕ2β2 (xswarm|best) (5)
x j|k = x j|k−1 + Δx j|k (6)
Δx j|k ≈ x˙ j|k (7)
donde ϕ1, ϕ2 son factores empleados para ponderar el cono-
cimiento local y global; β1, β2 son nu´meros aleatorios; xswarm|best
es la mejor posicio´n (solucio´n) conocida por el enjambre (cono-
cimiento colectivo) mientras que x j|best es la mejor posicio´n co-
nocida para la partı´cula j (conocimiento individual). En el Al-
goritmo II, se presenta el pseudo-co´digo para un PSO esta´ndar.
3.1.3. Evolucio´n Diferencial
El algoritmo de Evolucio´n Diferencial (DE por sus siglas en
ingle´s) (Storn y Price (1997); Mezura-Montes et al. (2008); Das
y Suganthan (2010)) es utilizado principalmente por su sim-
plicidad y compactibilidad (Das y Suganthan (2010)). Existen
muchas versiones primales del algoritmo; la versio´n original (y
de alguna forma esta´ndar) del algoritmo (Storn y Price (1997))
emplea tres operadores: mutacio´n (ecuacio´n 8), recombinacio´n
(ecuacio´n 9) y seleccio´n (ecuacio´n 10).
vi|k = xr1 |k + F(xr2 |k − xr3 |k) (8)
uik, j =
{
vik, j si rand(0, 1) ≤ Cr
xik, j de otra forma
(9)
xi|k+1 =
{
ui|k si f (ui|k) ≤ f (xi|k)
xi|k de otra forma (10)
donde r1  r2  r3  i, F se conoce como el factor de
escalado y Cr es la probabilidad para llevar a cabo la recombi-
nacio´n. En el Algoritmo III, se presenta el pseudo-co´digo para
un DE ba´sico.
Algoritmo III: DE.Basico
1 : Generar poblacio´n inicial P|0 con Np individuos.
2 : Evaluar P|0.
3 : MIENTRAS criterio de terminacio´n no alcanzado
4 : Leer contador de generaciones G.
5 : HACER para cada xi ∈ P|G
6 : Generar un vector mutante (ecuacio´n 8)
7 : Generar un vector hijo (ecuacio´n 9)
8 : Efectuar una comparacio´n por pares Padre-Hijo
(ecuacio´n 10)
9 : FIN-HACER
10: G = G + 1.
11: FIN-MIENTRAS
Algoritmo IV: MOEA.Basico
1 : Generar poblacio´n inicial P|0 con Np individuos.
2 : Evaluar P|0.
3 : Construir la aproximacio´n inicial al conjunto de
Pareto X∗P|0
4 : MIENTRAS criterio de terminacio´n no alcanzado
5 : Leer contador de generaciones G.
6 : Generar poblacio´n P∗|G a partir de P|G usando
algu´n esquema evolutivo.
7 : Construir la aproximacio´n al conjunto de Pareto
X∗P|G con X∗P|G−1
⋃
P∗|G
8 : Actualizar la poblacio´n P|G+1 con P∗|G ⋃ P|G
9 : G = G + 1.
10: FIN-MIENTRAS
3.2. Tipos de algoritmos para optimizacio´n multi-ı´ndice
Los EA’s anteriores suelen ser usados ampliamente para
aproximar frentes de Pareto en la optimizacio´n multi-ı´ndice. Sin
embargo, algunos cambios estructurales en la etapa de selec-
cio´n de los individuos en cada generacio´n debe ser efectuada.
Es decir, ahora debe llevarse a cabo una optimizacio´n que me-
jore con cada iteracio´n la aproximacio´n al frente de Pareto. Lo
anterior puede llevarse a cabo de varias formas. Por mencionar
algunas, usando indicadores de dispersio´n, indicadores de cali-
dad del frente o por medio de archivos externos. En el algoritmo
IV se muestra un co´digo de uso general para un EA orientado a
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resolver optimizacio´n multi-ı´ndice/multi-objetivo (MOEA por
sus siglas en ingle´s). Una revisio´n del estado actual de dichos
algoritmos puede ser consultado en Coello Coello (2006) y en
Zhou et al. (2011)
3.3. Caracterı´sticas deseables en los algoritmos evolutivos:
tendencias actuales y lı´neas de investigacio´n.
Cualesquiera la te´cnica evolutiva o bio-inspirada empleada
para la optimizacio´n en un problema de disen˜o, algunas carac-
terı´sticas deseables por el disen˜ador son requeridas. Las mis-
mas dependen del tipo de problema que se busca resolver, y
forman una pauta para tener una imagen global en las tenden-
cias de investigacio´n sobre EA’s. Destacan como caracterı´sticas
deseables (sin orden particular) la convergencia, la diversidad
de soluciones, el manejo de preferencias, el tratamiento de res-
tricciones, la escalabilidad, la optimizacio´n en entornos dina´mi-
cos, la optimizacio´n robusta y la optimizacio´n de funciones con
alto coste computacional.
3.3.1. Convergencia
La convergencia es quiza´ la primer caracterı´stica que se
desea en un EA para garantizar que encontrara´ la solucio´n o´pti-
ma deseada. En esta lı´nea, es comu´n hablar de la capacidad
de explotacio´n (exploitation) versus la capacidad de bu´squeda
(exploration) de un algoritmo (Eiben y Schippers (1998)). La
primera reﬁere a, habie´ndose encontrado una buena solucio´n,
emplearla para encontrar la solucio´n o´ptima; la segunda, a la
capacidad de continuar explorando el espacio de bu´squeda, pa-
ra encontrar soluciones en otras a´reas y evitar caer en mı´nimos
locales.
Es sabido que el rendimiento de los EA’s en este punto suele
ser sensible al ajuste de los para´metros internos del optimiza-
dor (probabilidad de mutacio´n en GA, ponderacio´n del cono-
cimiento global y local en PSO, factor de escalado en DE, por
ejemplo). La calidad de la solucio´n (y el tiempo que se tarde
en encontrarla) puede llegar a depender enormemente en los
ajustes del mismo. En algunas ocasiones se requiere de un co-
nocimiento profundo del problema y del optimizador para tener
una idea del ajuste en los para´metros del EA.
Trabajos recientes en el disen˜o de EA’s suelen incluir ana´li-
sis exhaustivos en la sensibilidad de sus para´metros empleando
funciones de benchmark conocidas; en su caso, se pueden ofre-
cer guı´as para la seleccio´n de los para´metros internos. Ası´ mis-
mo, dentro del marco de las competiciones en optimizacio´n que
organiza el Congreso en Computacio´n Evolutiva de la IEEE, se
busca promover algoritmos todo propo´sito con para´metros ge-
nerales. En algunos casos, se han propuesto algoritmos auto-
ajustables, para minimizar el nu´mero de para´metros por ajus-
tar. Esto con el ﬁn de ofrecer herramientas fa´ciles de usar a los
usuarios interesados. En el Ape´ndice A se muestra un breve en-
sayo con dos algoritmos de dicho repositorio en un problema
de ajuste de controladores.
Por otro lado, te´cnicas usadas con regularidad para mejorar
la convergencia del EA involucran el empleo de te´cnicas cla´si-
cas de optimizacio´n local. Lo anterior puede efectuarse dentro
del mismo proceso evolutivo, o al ﬁnal usando la mejor solucio´n
encontrada por el EA como aproximacio´n inicial. Emplearlos
dentro del proceso evolutivo podrı´a por un lado, acelerar la con-
vergencia a solucio´n, pero por otro, inducir la misma a mı´nimos
locales por la presio´n en el proceso evolutivo por encontrar una
solucio´n.
3.3.2. Diversidad de las Soluciones
En algunas ocasiones es deseado encontrar no una, sino un
conjunto de soluciones o´ptimas, incluso para los problemas del
tipo SOP y AOF. Tal caso puede referirse a la necesidad de re-
solver un problema multi-modal, donde diferentes vectores de
decisio´n apuntara´n hacia la misma solucio´n o´ptima. Por tanto,
se desea contar con ese conjunto de soluciones, diferentes entre
sı´ en el espacio de decisio´n. La intencio´n de obtener tantas solu-
ciones o´ptimas (ya sean o´ptimo globales u o´ptimo locales) para
seleccionar de entre ellas la ma´s conveniente puede justiﬁcarse
cuando es relevante el signiﬁcado fı´sico del vector de decisio´n.
Es decir, que el espacio de decisio´n representa variables fı´sicas
cuya seleccio´n conviene ser evaluada por factores de preferen-
cia. Para ma´s detalles puede consultarse el trabajo de Das et al.
(2011).
En el caso de MOOD, adema´s de poder ser deseable la di-
versidad con respecto al espacio de decisio´n, suele ser deseada
(exigida muchas veces en realidad) la diversidad de soluciones
con respecto al espacio de objetivos (frente de Pareto). Lo ante-
rior para que el disen˜ador pueda contar con una imagen global
ﬁdedigna del intercambio de prestaciones y poder apreciar di-
ferentes grados de compromiso y efectuar mejor su seleccio´n.
En ambos casos, ya se busque diversidad de soluciones en
el espacio de decisio´n o en el espacio de objetivos, se debe tener
especial cuidado en el criterio de diversidad elegido. Un crite-
rio de diversidad mal deﬁnido podrı´a entrar en conﬂicto con
la capacidad de convergencia del algoritmo. Lo anterior le de-
mandara´ ma´s tiempo en el proceso de seleccio´n e inclusive, la
necesidad de volver a ejecutar el proceso de optimizacio´n. Por
otro lado, puede orientar al EA a seleccionar soluciones que,
aunque diversas, sera´n de poco intere´s para el disen˜ador. Esta
propiedad de tener un conjunto de soluciones pero relevantes
para el disen˜ador, se conoce como pertinencia de la solucio´n
(pertinency) donde puede resultar deseable incorporar las pre-
ferencias del disen˜ador en alguna etapa del proceso de optimi-
zacio´n.
3.3.3. Manejo de Preferencias
El manejo de preferencias para reforzar la pertinencia con-
siste en la capacidad del algoritmo para evolucionar hacia solu-
ciones u´tiles para el disen˜ador. Dicha capacidad esta´ relaciona-
da con la forma en que se deﬁne el problema de optimizacio´n.
Como ha sen˜alado Fonseca y Fleming (1998b), muchas veces
el punto de vista de como llevar a cabo la optimizacio´n se hace
con respecto al optimizador, y no al disen˜ador. En el caso de un
SOP, este problema no es relevante, dado que no hay objetivos
que compitan entre si. Sin embargo, en el caso de un MOP, se
puede dirigir al optimizador hacia zonas de poco intere´s pra´cti-
co para el disen˜ador.
Cuando se aborda el problema de disen˜o por AOF, se bus-
cara´ garantizar que la funcio´n de agregacio´n reﬂeje adecuada-
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mente el balance de prestaciones deseado. Tomando como base
el ejemplo cla´sico de asignar un vector de pesos a los ı´ndices de
intere´s, se observa como en ocasiones el intercambio de pres-
taciones de la solucio´n resultante no satisface del todo al di-
sen˜ador. Cuando esto sucede se suele intentar nuevamente con
un vector de pesos diferentes hasta lograr el balance que le pa-
rece el adecuado. Suele ser normal elaborar varios ensayos pa-
ra encontrar una correcta (o preferible) combinacio´n (Fonseca
y Fleming (1998a)). En el caso de disen˜o por MOOD, el di-
sen˜ador tiene la opcio´n de analizar el conjunto de soluciones, y
centrar su atencio´n en la zona que cumpla con sus preferencias.
Sin embargo, se debe prestar atencio´n a que el algoritmo evolu-
ciones hacia las regiones del frente de Pareto que con pra´cticas,
relevantes y de intere´s para el disen˜ador. Es decir, que en cier-
tos casos el nivel de degradacio´n de un objetivo no justiﬁca la
mejora de los otros, por lo que la solucio´n estara´ fuera de toda
consideracio´n.
Me´todos para incorporar las preferencias del disen˜ador en
problemas de optimizacio´n, y hacer ma´s transparente su for-
mulacio´n, son discutidos en trabajos como los de Miettinen
(1998); Marler y Arora (2004) para AOF y de Coello (2000) pa-
ra MOOD. Algunas te´cnicas habituales suelen ser goal attain-
ment, lo´gica borrosa y physical programming (Messac (1996);
Sanchis et al. (2010)).
Goal attainment. Se deﬁne un valor a alcanzar para cada
objetivo, y se minimiza esa distancia.
Lo´gica borrosa. Son empleadas funciones de membresı´a
para especiﬁcar las relaciones deseadas.
Physical programming. Expresa preferencias de valor pa-
ra cada objetivo por medio de etiquetas como Intolerable,
Tolerable y Deseable; despue´s se emplea una transforma-
cio´n de dominio, donde todos los objetivos sera´n compa-
rables entre sı´.
Una de las formas habituales de mejorar la pertinencia de
la solucio´n es mediante la incorporacio´n de restricciones en el
problema de disen˜o. Esta capacidad de manejar restricciones
es a su vez, otra caracterı´stica potencialmente deseable en el
optimizador, por lo que sera´ discutida a continuacio´n.
3.3.4. Tratamiento de Restricciones
Se trata de la capacidad para manejar las restricciones im-
puestas por el disen˜ador durante el proceso de optimizacio´n.
La misma es relevante cuando se considera que la mayorı´a de
los problemas de ingenierı´a incluyen diferentes niveles de res-
triccio´n, que pueden ir desde restricciones de operacio´n, imple-
mentacio´n, fı´sicas, entre otras. El tratamiento de restricciones
en los algoritmos evolutivos es un tema que ha sido constan-
temente abordado (Fonseca y Fleming (1998a); Coello (2002);
Mezura-Montes y Coello (December 2011)). Algunas te´cnicas
habituales son:
Reglas de factibilidad. Un ejemplo sencillo y cla´sico es
el expuesto por Deb (2000). El mismo consiste en tres
reglas sencillas:
1. Al comparar dos soluciones factibles, aquella que
tenga la mejor funcio´n objetivo es seleccionada.
2. Al comparar una solucio´n factible con una no-fac-
tible, la primera es seleccionada sobre la segunda.
3. Al comparar dos soluciones no-factibles, aquella con
el menor grado de violacio´n de las restricciones es
seleccionada.
Las funciones de penalizacio´n determinan un tipo de re-
gla de factibilidad.
-constrained. E´ste me´todo emplea un ordenamiento le-
xicogra´ﬁco donde la minimizacio´n de la violacio´n de la
restriccio´n precede a la minimizacio´n de la funcio´n de
coste del problema. Dicho mecanismo, junto con un me-
canismo de adaptabilidad1 gano´ la competicio´n en op-
timizacio´n real con restricciones (Mallipeddi y Sugant-
han (2009)) del Congreso en Computacio´n Evolutiva de
la IEEE en 2010.
Filosofı´a MOP. Esto es, incorporar las restricciones como
nuevos objetivos de disen˜o, que deben ser cumplidos en
cierta medida (pertinencia de soluciones).
3.3.5. Escalabilidad
Se reﬁere principalmente a la capacidad de algoritmo pa-
ra tratar con problemas de optimizacio´n de cualquier taman˜o
con tiempos de co´mputo y recursos computacionales razona-
bles para el disen˜ador. Esto es ser eﬁciente (computacional-
mente hablando) para encontrar soluciones con pocas variables
de decisio´n o´ cientos de ellas (large scale optimization). Puede
ocurrir que ciertos algoritmos ofrezcan soluciones con recur-
sos computacionales razonables para pocas variables, pero que
sean poco pra´cticos para un nu´mero mayor. El lector interesado
puede consultar ma´s informacio´n en Lozano et al. (2011).
En el caso de la optimizacio´n multi-ı´ndice, la escalabilidad
tambie´n reﬁere al nu´mero de objetivos por optimizar. Una vez
ma´s, puede ocurrir que algoritmos sean eﬁcientes para pocos
objetivos, pero que a medida que crece el nu´mero de objeti-
vos (many objectives optimization), crezca de forma exponen-
cial el tiempo de co´mputo necesario para aproximar un frente
de Pareto. Un MOOD con cuatro ı´ndices o ma´s para optimizar
suele considerarse como many objectives optimization. En ese
supuesto puede ocurrir que los mecanismos de convergencia y
diversidad de un EA entren en conﬂicto. En tales casos, se ha
encontrado que los algoritmos pueden llegar a perder su efecti-
vidad, al grado que simples bu´squedas estoca´sticas pueden ser
competitivos con ellos, como sen˜ala Corne y Knowles (2007).
El lector interesado puede consultar el trabajo de Ishibuchi et al.
(2008).
3.3.6. Optimizacio´n en Entornos Dina´micos
La optimizacio´n en entornos dina´micos reﬁere principal-
mente a que los objetivos de disen˜o varı´an en funcio´n del tiem-
po y del vector de variables de decisio´n, es decir:
1Co´digo disponible en http://www.ints.info.hiroshima-cu.ac.
jp/~takahama/eng/index.html para optimizacio´n mono-objetivo.
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mı´n
x∈n
J(x, t) = [J1(x, t), . . . , Jm(x, t)] (11)
sujeto a:
g(x, t) ≤ 0 (12)
h(x, t) = 0 (13)
xi ≤ xi ≤ xi, i = [1, . . . , n] (14)
En ocasiones el enfoque esta´tico es suﬁciente, es decir, eje-
cutar un nuevo problema de optimizacio´n cada vez que sea ne-
cesario. Sin embargo, en ocasiones lo anterior puede no ser su-
ﬁciente y otros tipos de estrategia pueden ser necesarias. Cruz
et al. (2011) ofrecen una revisio´n extensa del a´rea.
3.3.7. Optimizacio´n Robusta
Se habla de optimizacio´n robusta cuando existen (por ejem-
plo) incertidumbres en el(los) modelo(s) que se usa(n) en el pro-
ceso de optimizacio´n o alta sensibilidad entre las variables de
decisio´n y el valor o´ptimo deseado (Beyer y Sendhoﬀ (2007)).
En lo referente al primer caso el a´rea de ingenierı´a de con-
trol esta´ habituada a considerar imprecisiones en los modelos
que emplea para el ajuste de controladores. Es sabido lo nece-
sario que es garantizar cierto nivel de robustez para que el con-
trolador sea capaz de mantener su rendimiento ante dina´micas
no modeladas en el modelo nominal. Normalmente lo anterior
suele ser resuelto incorporando restricciones en el problema de
optimizacio´n (ma´ximo valor de la funcio´n de sensibilidad por
ejemplo). Sin embargo en otros casos, esta robustez puede estar
vinculada con la conﬁabilidad del sistema, donde se busca ga-
rantizar determinado rendimiento ante diversos escenarios (di-
sen˜o para evitar la falla en el sistema).
Con respecto a la sensibilidad de las variables, en ocasiones
es deseable que el algoritmo pueda incorporar la ﬂexibilidad del
disen˜ador por consider soluciones sub-o´ptimas (y preferirlas en
u´ltimo caso) si las mismas presentan un mayor grado de robus-
tez en el espacio de objetivos. En otras palabras, considerar que
tan sensible es la solucio´n a un cambio en los valores del vector
de decisio´n. Muchas veces lo anterior es de importancia cuando
las variables de decisio´n representan variables fı´sicas, donde la
consideracio´n de las tolerancias es un factor importante que no
puede ser pasado por alto.
3.3.8. Optimizacio´n con alto coste computacional
En ocasiones la funcio´n a optimizar requiere es de alto cos-
te computacional, por lo que es deseable un algoritmo que con
pocas evaluaciones de la misma pueda ser capaz de converger a
solucio´n. En el caso de la ingenierı´a de control, lo anterior pue-
de estar relacionado con simulaciones complejas que sea nece-
sario ejecutar para calcular los ı´ndices a optimizar. Las tenden-
cias para afrontar esta problema´tica se orientan principalmen-
te a generar una superﬁcie aproximada on-the-ﬂy del espacio
de objetivos, de menor coste computacional. Una de las te´cni-
cas populares es el uso de redes neuronales, que es entrenada
perio´dicamente dentro del proceso evolutivo del optimizador.
Revisiones extensas en el tema son expuestas en los trabajos
de Shi y Rasheed (2010) y Santana-Quintero et al. (2010) para
AOF y MOOD respectivamente.
En otros casos, este alto coste computacional puede ser re-
lativo; es decir, con respecto a la potencia de ca´lculo del que
se dispone (recursos computacionales limitados) para determi-
nada aplicacio´n. En esa lı´nea, se han propuesto EA’s compac-
tos (cEA’s por sus siglas en ingle´s) como una alternativa para
efectuar la optimizacio´n con recursos computacionales limita-
dos. Algunos ejemplos pueden consultarse en los trabajos Harik
et al. (1999) y Mininno et al. (2011).
3.3.9. Conclusiones sobre tendencias y caracterı´sticas desea-
bles en los EA’s
Se han comentado una serie de caracterı´sticas deseables de
los EA’s, que sera´n exigidas en mayor o menor grado por el
disen˜ador. Tal exigencia estara´ relacionada con el tipo de pro-
blema que se necesita resolver y el tipo de solucio´n que se desea
encontrar.
Los puntos anteriores ofrecen una pauta para apreciar hacia
donde se orienta la investigacio´n en EA’s y el tipo de soluciones
que buscan ofrecer al disen˜ador. Acorde con Roy et al. (2008)
las cinco tendencias ma´s populares para abordar problemas de
disen˜o por optimizacio´n son: optimizacio´n multi-disciplinaria
(emplear variables de decisio´n de distintas disciplinas dentro
del mismo problema de optimizacio´n), la optimizacio´n robusta,
la optimizacio´n con incertidumbres, la optimizacio´n basada en
conﬁabilidad y la optimizacio´n multi-objetivo. Como se pue-
de apreciar, los EA’s se orientan hacia ellos para ofrecer herra-
mientas al disen˜ador.
3.4. Disponibilidad
Existen una serie de herramientas disponibles para ser em-
pleadas en el disen˜o por optimizacio´n; ello facilita la labor del
disen˜ador, ya que puede centrarse, si ası´ lo desea, en la deﬁ-
nicio´n del problema y no en el desarrollo de aplicaciones. Al-
gunas soluciones pueden encontrarse a trave´s de Matlab c© cen-
tral 2. Adicionalmente, se encuentran disponibles toolboxs para
Matlab c© de GA 3 y para el algoritmo DE 4 (diversas plata-
formas). Ası´ mismo, se cuenta con un repositorio5 de algorit-
mos participantes en las diferentes competiciones de optimi-
zacio´n del Congreso en Computacio´n Evolutiva de la IEEE. El
repositorio cuenta con algoritmos tanto para SOP, MOP, optimi-
zacio´n dina´mica y multi-modal. Este repositorio representa un
buen punto de inicio para probar herramientas existentes. De-
pendiendo del caso, se puede buscar incorporar en ellas alguna
caracterı´stica deseable adicional, o mejorar alguna ya existente.
En el caso de algoritmos multi-objetivo, existen soluciones
como MOEA/D de Zhang y Li (2007) 6 (actualmente uno de
2http://www.mathworks.com/matlabcentral/fileexchange/
3Genetic Algorithm toolbox para Matlab c© disponible en http://www.
sheffield.ac.uk/acse/research/ecrg/gat
4http://www.icsi.berkeley.edu/~storn/code.html
5http://www.ntu.edu.sg/home/epnsugan/
6http://cswww.essex.ac.uk/staff/zhang/IntrotoResearch/
MOEAd.htm
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los ma´s potentes) y NSGA-II de Deb et al. (2002) 7 (quiza´s el
ma´s popular en la actualidad; el Toolbox de optimizacio´n de
Matlab c© incluye una variante del mismo). Ası´ mismo, aunque
no implementa EA’s, el ACADO c©Matlab c© toolbox para con-
trol automa´tico 8 implementa soluciones cla´sicas para MOP del
a´rea de control.
En el caso de MOOD, existen visualizadores para la etapa
de seleccio´n como VIDEO de Kollat y Reed (2007), u´til para
analizar hasta 4 dimensiones; diagramas de dispersio´n ( SCp
), Parallel Coordinates ( PAc ) de Inselberg (1985) 9 y Level
Diagrams ( LD ) de Blasco et al. (2008) y Reynoso-Meza et al.
(2013) 10. Una herramienta de visualizacio´n que adema´s inclu-
ye librerı´as para analizar datos multi-dimensionales es TULIP
desarrollada por INRIA 11.
A continuacio´n, se comentara´ como se han utilizado las
te´cnicas descritas anteriormente (y otras) para mejorar el ren-
dimiento de los controladores del tipo PID.
4. Aplicaciones en controladores PID
En su mayorı´a, los EA’s han sido empleados para ajustar los
para´metros de controladores PI, PID, PD+I, de uno y dos gra-
dos de libertad; tambie´n han sido empleados para estructuras
no convencionales del PID, como son controladores PID bo-
rrosos o de orden fraccionario, descritos en Podlubny (1999).
Otras aplicaciones para mejorar el rendimiento de este tipo de
controladores se ha llevado a cabo en una capa superior, uti-
lizando los EA’s para obtener un disen˜o multi-disciplinar, que
involucre tanto al disen˜o de control, como el disen˜o meca´nico y
electro´nico (por ejemplo). Existe una tendencia mayor en justi-
ﬁcar el empleo de los EA’s por su capacidad de optimizadores
globales, mejorando la convergencia (por medio de su capaci-
dad de exploracio´n) de las soluciones; sin embargo, su ﬂexibili-
dad para lidiar con restricciones no lineales y emplear funciones
de coste con mayor signiﬁcado para el disen˜ador son tambie´n
suﬁcientes para justiﬁcar su uso. Se comentara´n con particular
intere´s aplicaciones de los u´ltimos diez an˜os, dado que aplica-
ciones previas han sido tratadas en el compendio elaborado por
Fleming y Purshouse (2002).
Como dato de intere´s, en Koza et al. (2003), un algoritmo
basado en genetic programming (GP) (Koza y Poli (2005)) ha
mostrado ser capaz de redescubrir el controlador PID para apli-
caciones especı´ﬁcas. Los algoritmos basados en GP son algorit-
mos que son capaces de construir expresiones, cuya compleji-
dad depende de los operadores ba´sicos que se seleccionan en el
GP. Pueden ser empleados para modelar procesos o para emu-
lar comportamientos (como los de un controlador). En el ante-
rior trabajo, destaca como este tipo de algoritmos determinan
que las mejores estructuras para control (y a la vez sencillas) se
acercan a los controladores PID.
7http://www.iitk.ac.in/kangal/codes.shtml
8Disponible en http://www.acadotoolkit.org/.
9Herramienta disponible en el statistics toolbox de Matlab c©.
10Disponible para Matlab c© en: http://www.mathworks.com/
matlabcentral/fileexchange/24042 y http://www.mathworks.
com/matlabcentral/fileexchange/39458
11Disponible en http://tulip.labri.fr/TulipDrupal/
El empleo de EA’s para el ajuste de controladores PID pare-
ce haberse popularizado principalmente bajo el esquema AOF,
como puntualizan Li et al. (2006). Existen una gran variedad
de trabajos al respecto, deﬁniendo diferentes tipos de funcio-
nes de coste; En el caso de las te´cnicas MOOD, poco a poco
comienzan a presentarse como alternativa para el ajuste de con-
troladores.
Tabla 1: Codiﬁcacio´n de controladores con estructura proporcional, integral y
derivativa.
Estructura Controlador
P Proporcional.
PI Proporcional - Integral.
PID Proporcional - Integral - Derivativo.
PID/N PID con ﬁltro de la derivada.
PI1 PI con ponderacio´n de la referencia.
PID2 PID con ponderacio´n de la referen-
cia y la derivada.
PIDNxN Arreglo de N controladores PID pa-
ra un proceso NxN.
PIDFuzzy PID borroso
PIλDμ PID fraccionario
En las tablas 2, 3 y 4 se aprecia un resumen de las aplicacio-
nes para PID convencional, PID borroso y PID fraccionario res-
pectivamente. En todo caso, se comentan las caracterı´sticas del
problema de disen˜o (nu´mero de variables de decisio´n, nu´mero
de objetivos, nu´mero de restricciones de desigualdad, y nu´me-
ro de restricciones de igualdad); el tipo de algoritmo usado, la
estrategia para el manejo de restricciones y el manejo de pre-
ferencias (adicional al empleo de restricciones). Se han elegido
las anteriores como caracterı´sticas deseables mı´nimas para pro-
blemas de control, mientras que propiedades como convergen-
cia y diversidad son asumidas como garantizadas. Esto implica
tambie´n que trabajos donde: 1) se expone simplemente la me-
jora en convergencia para un caso particular; 2) la mejora para
aproximar un frente de Pareto de un EA o´ 3) la simple prueba
de concepto de que un EA resuelve un problema son omiti-
dos intencionalmente. Solo ana´lisis profundos en tales aspectos
son considerados, para que sirvan de guı´a a posibles usuarios
del a´rea de control. Cualquier otra caracterı´stica deseable de
intere´s sera´ comentada particularmente. Esto con el ﬁn de iden-
tiﬁcar claramente las capacidades de los EA’s para cubrir otras
caracterı´sticas deseables del proceso de optimizacio´n (seccio´n
3.3). Se emplea la codiﬁcacio´n de la tabla 1 para identiﬁcar la
estructura del controlador PID empleado en cada caso.
4.1. Ajuste de controladores convencionales del tipo PID
Como es de esperar, los controladores PID convenciona-
les son los ma´s extensamente explotados por el uso de EA’s.
Se encuentran trabajos orientados en disen˜o para SOP y MOP;
adema´s, se cuentan aportaciones para disen˜o multi-disciplinar y
para recursos computacionales limitados. En la tabla 2 se mues-
tra el resumen de las aplicaciones que se comentan a continua-
cio´n.
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Tabla 2: Resumen de aplicaciones en ajuste de controladores convencionales del tipo PID. En algunos casos, el nu´mero de objetivos puede incluir restricciones. Un
asterisco antecediendo a la estructura de control especı´ﬁca una optimizacio´n mono-ı´ndice. La codiﬁcacio´n del tipo de estructura de control se muestra en la tabla 1.
Problema de Disen˜o Detalles sobre:
Estruc-
tura
Aplicacio´n /
Proceso
Referencia J(x) x g(x)−
h(x)
Optimi-
zador
Restric-
ciones
Preferencias Caracterı´sticas
Deseables
*PID Electromeca´ni-
co
Gaing (2004) 4 3 (0,0) PSO - - Seccio´n 3.3.1
*PID2x2 Aeronau´tico Juang et al. (2008) 5 12 (4,0) GA Penali-
zacio´n
Me´todo Gra´ﬁco
*PID SISO Zhang et al. (2009) 3 3 (1,0) GA Penali-
zacio´n
Seccio´n 3.3.1
*PIDNxN Quı´mico Iruthayarajan y
Baskar (2009)
2 6 (0,0) Varios - - Seccio´n 3.3.5
*PIDS L Robo´tica Lin et al. (2011) 1 3 (0,0) PSO - - Seccio´n 3.3.6
*PIDNxN Quı´mico Menhas et al.
(2012b)
1 6 (0,0) PSO’s -
I´ndices Auxiliares
*PID2x2 Meca´nico Menhas et al.
(2012a)
2 6 (0,0) PSO -
I´ndices Auxiliares
Seccio´n 3.3.1
*PID2 Ele´ctrico Elgammal y Sharaf
(2012)
5 5 (0,0) PSO - -
*PID SISO Romero-Pe´rez et al.
(2012)
1 4 (3,0) DE Penali-
zacio´n
- Seccio´n 3.3.8
*PID Mecatro´nico Avigad et al. (2003) 1 6 (0,0) GA - - Multi-
disciplinar
*PID Mecatro´nico Behbahani y de Sil-
va (2008)
1 7 (4,0) GA Penali-
zacio´n
Acorde a caso ideal Multi-
disciplinar
*PID Mecatro´nico Jiachuan et al.
(2005)
1 - (0,0) GP - - Multi-
disciplinar
*PI Quı´mico Lamanna et al.
(2009)
3 5 (7,2) GA Penali-
zacio´n
Usando un caso Ideal. Multi-
disciplinar
PID2/N,
PI1
SISO, MI-
MO
Herreros et al.
(2002)
4 (7,4) (1,0) GA MOP Visualizacio´n 3D, SCp; Com-
paracio´n de conceptos.
Seccio´n 3.3.5
PI1 SISO Tavakoli et al.
(2007)
4 3 (0,0) GA - Visualizacio´n 3D, 2D; Ofrece
una metodologı´a para ajuste.
Seccio´n 3.3.5
PID/N SISO Huang et al. (2008) 3 4 (4,0) Ad hoc Penali-
zacio´n
Visualizacio´n SCp; Compara-
cio´n con objetivos en el domi-
nio del tiempo.
PID MIMO, Ae-
ronau´tico
Hung et al. (2008) 3 27 Mixed Ad hoc - Visualizacio´n SCp; Ana´lisis
con otras te´cnicas.
PID2/N SISO Reynoso-Meza
et al. (2009)
15 7 (6,0) GA MOP Visualizacio´n LD; Seleccio´n
conforme a preferencias.
Seccio´n 3.3.5
PI1 SISO Reynoso-Meza
et al. (2011a)
3 3 (2,0) DE MOP Visualizacio´n LD; Ana´lisis en
el intercambio de prestaciones.
PI Quı´mico Reynoso-Meza
et al. (2012c)
7 4 (3,0) DE MOP Visualizacio´n LD; Ana´lisis en
el intercambio de prestaciones.
Seccio´n 3.3.5
PID Ele´ctrico Sidhartha y Panda
(2011)
2 3 (0,0) NSGA-
II
- Seleccio´n conforme a un siste-
ma de inferencia borroso.
PID, I-
PD
Medicina Algoul et al. (2011) 2 3 (3,0) GA Penali-
zacio´n
Visualizacio´n SCp; Compara-
cio´n de conceptos.
P + PI
(3)
Quı´mico Xue et al. (2010) 6 8 (1,0) NSGA-
II
Penali-
zacio´n
Visualizacio´n SCp; Nuevo indi-
cador incluido en la etapa de se-
leccio´n.
Seccio´n 3.3.5
PID Quı´mico,
Aeronau´tico
Zhao et al. (2011) 2 (12,
27)
(1,0) PSO MOP Visualizacio´n SCp; Seleccio´n
con base a Norma-1
SS,
PID(2)
Aeronau´tico Reynoso-Meza
et al. (2012b)
5 16,
6
(1,0) DE MOP Visualizacio´n LD; Compara-
cio´n de alternativas y conceptos
de disen˜o.
Seccio´n 3.3.5
PID Robo´tica Ayala y dos San-
tos Coelho (2012)
2 6 (0,0) NSGA-
II
- Visualizacio´n 2D; Seleccio´n
acorde a la media armo´nica.
PID1 Quı´mico Tan et al. (2005) 6 4 (4,0) GA En la
Simu-
lacio´n
Visualizacio´n PAc; Seleccio´n
acorde a criterio ISE.
Seccio´n 3.3.5
PD Mecatro´nico Rao y Tiwari
(2009)
5 8 (13,0) NSGA-
II
Reglas
de
factibi-
lidad
Visualizacio´n SCp; Seleccio´n
acorde a la soluco´n uto´pica.
Multi-
disciplinar
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4.1.1. Optimizacio´n Mono-I´ndice
En el caso de ajuste de PID de estructura convencional, se
cuentan trabajos como el de Gaing (2004) que aborda reque-
rimientos en el dominio del tiempo. Esto se hace deﬁniendo
una funcio´n de coste en te´rminos de sobre-impulso, tiempo de
elevacio´n, tiempo de establecimiento y error en re´gimen perma-
nente. En dicho trabajo se pone un e´nfasis particular en mostrar
un estudio sobre las propiedades de convergencia de algoritmos
del tipo PSO sobre los GA para aplicaciones de regulacio´n au-
toma´tica de voltaje.
En Juang et al. (2008) se usa un GA para ajustar los para´me-
tros de un controlador PID, con aplicacio´n especı´ﬁca a un Twin
Rotor MIMO System. Se deﬁnen objetivos en el dominio del
tiempo, y se desarrolla una etapa para traducir especiﬁcaciones
de disen˜o en objetivos de optimizacio´n. Esta deﬁnicio´n se lo-
gra seleccionando la respuesta deseada en el tiempo (mejorando
ası´ la pertinencia de las soluciones) por me´todos gra´ﬁcos. E´ste
es un ejemplo de como incorporar la pertinencia de soluciones
en la formulacio´n del problema de optimizacio´n. Dicho esque-
ma pretende ofrecer un grado diferente de interpretabilidad de
las soluciones, y con ello, aumentar su pertinencia.
En Zhang et al. (2009) se emplea un GA para optimizar
una funcio´n que agrupa 3 objetivos de disen˜o en el dominio del
tiempo (IAE, esfuerzo de control y tiempo de elevacio´n) y una
restriccio´n (sobre-impulso, incorporado como una penalizacio´n
en la funcio´n de coste). El trabajo se centra en el desarrollo de
un nuevo sistema de seleccio´n en cada generacio´n, para selec-
cionar a los individuos ma´s aptos y mejorar la convergencia.
Con ello, se busca evitar la convergencia prematura del algorit-
mo; es decir, mejorar la capacidad de exploracio´n sin sacriﬁcar
la capacidad de explotacio´n.
En Iruthayarajan y Baskar (2009), se ajusta un controlador
PID para procesos MIMO, empleando como funcio´n de coste el
IAE. El trabajo plantea la comparacio´n de diferentes EA’s y el
algoritmo CMA-ES12, que es un algoritmo perteneciente al gru-
po de EDA’s (Estimation distribution algorithms); tales algorit-
mos suelen ser considerados como un punto intermedio entre
algoritmos puramente estoca´sticos y determinı´sticos (Hansen
(2006)). Este trabajo es importante en el sentido que empieza
a bordar la escalabilidad en el ajuste de controladores PID, al
considerar procesos MIMO.
En Lin et al. (2011) un PID con esquema auto-aprendizaje
es ajustado en lı´nea; en la capa de aprendizaje es utilizado un
algoritmo del tipo PSO para ajustar continuamente los coeﬁ-
cientes de aprendizaje. El esquema es probado en simulacio´n
con un manipulador de dos grados de libertad. En este caso, el
EA es empleado para mejorar el rendimiento de una capa supe-
rior del controlador PID. En este trabajo se aborda la capacidad
de los EA’s para la optimizacio´n dina´mica.
En Menhas et al. (2012b) se presenta una comparacio´n de
diversos esquemas de algoritmos del tipo PSO, y se compara
la calidad de soluciones que ofrecen para el ajuste de contro-
ladores PID en procesos MIMO. Se emplean dos funciones de
12Co´digo disponible para diferentes plataformas en http://www.lri.fr/
~hansen/cmaes_inmatlab.html
coste con objetivos de disen˜o en el dominio del tiempo (IAE e
ITAE), ası´ como diferentes estructuras de control. Este trabajo
es interesante, pues se aprecia un estudio de convergencia de di-
ferentes versiones del PSO, para despue´s proponer un algoritmo
nuevo. En Menhas et al. (2012a) dicha propuesta es presentada,
con mecanismos de cooperacio´n y co-evolucio´n, para mejorar
las propiedades de convergencia del algoritmo. El trabajo se
orienta al ajuste de dos controladores PID para un sistema de
pulverizado. Se evalu´an diferentes funciones de coste con vec-
tores de peso para agregar objetivos de disen˜o en el dominio
del tiempo: IAE/Sobreimpulso, ITAE/Sobreimpulso. La perti-
nencia de las soluciones obtenidas se evalu´a con un conjunto
adicional de ı´ndices de rendimiento.
En Elgammal y Sharaf (2012) un controlador PID de dos
grados de libertad es ajustado, para ser empleado en el regula-
dor del sistema de recarga de una baterı´a hı´brida fotovoltaica.
Un total de 5 objetivos de disen˜o son deﬁnidos, acorde a los
requerimientos especiﬁcados en el sistema de recarga: el tiem-
po de carga, la distorsio´n armo´nica, eﬁciencia de la baterı´a, el
error global de todos los reguladores y la energı´a proveniente
de la baterı´a hı´brida. Los 5 objetivos de disen˜o son agregados
usando un vector lineal de pesos y la funcio´n de coste es opti-
mizada empleando un algoritmo basado en PSO. El esquema es
evaluado en un prototipo real con buenos resultados.
La capacidad de los EA’s para optimizar funciones de coste
complejas con recursos computacionales limitados es explota-
do en Romero-Pe´rez et al. (2012); se emplea un DE para imple-
mentar un algoritmo de auto-ajuste de controladores PID con
ﬁltro de la derivada. El mismo se ejecuta en lı´nea, ajustando el
controlador con base a un modelo de primer orden con retardo
calculado por el mismo algoritmo de auto-ajuste.
Un a´rea de intere´s donde se han empleado EA’s junto con
PID convencionales es en el de optimizacio´n multi-disciplinaria.
Entenderemos por disen˜o multi-disciplinar aque´l que conside-
ra, en el mismo problema de optimizacio´n, aspectos de control,
meca´nica, geometrı´a y otros aspectos del dispositivo en cues-
tio´n. El primer trabajo en abordar esto parece ser Avigad et al.
(2003), donde se plantea de forma integral el disen˜o fı´sico con
los para´metros de un controlador PID. Se emplean como ejem-
plos tipo un manipulador de un eslabo´n y dos eslabones.
En Behbahani y de Silva (2008), se presenta una metodo-
logı´a para el disen˜o de sistemas mecatro´nicos basada en lo que
se denomina un ı´ndice multi-criterio del coeﬁciente de disen˜o
mecatro´nico (MDQ). Dado que el espacio de decisio´n es muy
amplio y complejo, al considerar diferentes disciplinas en el di-
sen˜o de sistemas mecatro´nicos, se emplean algoritmos gene´ti-
cos para abordar el problema de disen˜o. Un caso de estudio es
presentado, donde se desarrolla el disen˜o integral de una ma´qui-
na industrial para el corte de pescado, considerando variables de
disen˜o meca´nico, instrumentacio´n y para´metros de un PID.
En Jiachuan et al. (2005), el esquema de disen˜o mecatro´nico
se aborda empleando bond graphs y GP; ası´ mismo, se realiza
una representacio´n del controladores P, PI, PID, PD con bond
graphs. Posteriormente, se procede a efectuar el disen˜o integral
para aplicaciones mecatro´nicas. Se presentan dos caso de estu-
dio, el disen˜o de un sistema de suspensio´n de cuarto de vehı´culo
y de un sistema microelectromeca´nico. Se mostro´ como es po-
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sible, empleando el mismo lenguaje de disen˜o y con una herra-
mienta GP, el llevar a cabo un disen˜o integral del sistema fı´sico
y del controlador.
Finalmente en Lamanna et al. (2009) se considera el disen˜o
simulta´neo de proceso y control de una torre sulﬁtadora de jugo
de can˜a de azu´car. Como objetivo de optimizacio´n de empleo
una funcio´n de coste que agrupo´ costos de construccio´n, costos
de operacio´n y costos de operacio´n relacionado con la accio´n
de control. El espacio de variables de decisio´n considero´ di-
mensionamiento de la torre sulﬁtadora y los para´metros de un
controlador PI. Se empleo´ un algoritmo gene´tico para resolver
dicho problema de disen˜o, mientras que para aumentar la per-
tinencia de soluciones se incorporaron restricciones fı´sicas, de
controlabilidad y balance de masa mediante un mecanismo de
penalizacio´n.
4.1.2. Optimizacio´n Multi-I´ndice
En el caso de disen˜o multi-objetivo en el ajuste de los para´-
metros del controlador, existen trabajos que abordan de formas
diferentes el proceso MOOD. En Herreros et al. (2002) se pro-
pone un problema de optimizacio´n de 4 objetivos para un con-
trolador PID de dos grados de libertad con ﬁltro de la derivada.
Los objetivos empleados son deﬁnidos en el dominio de la fre-
cuencia, usando normas de Lebesgue para evaluar el rechazo a
perturbacio´n, seguimiento de la referencia, el valor ma´ximo de
la funcio´n de sensibilidad y la atenuacio´n del ruido en la medi-
da. Ası´ mismo, se incluyen restricciones para evitar los efectos
de la saturacio´n. en este caso, se muestra la ﬂexibilidad que ga-
na el disen˜ador, al poder estudiar el intercambio de prestaciones
entre soluciones, para elegir la ma´s preferente.
En Tan et al. (2005) un controlador PI para una planta de pH
es ajustado, atendiendo a 6 objetivos. Se emplea un algoritmo
basado en GA’s, y la visualizacio´n se lleva a cabo por medio de
parallel coordinates. En este caso, se muestra como la optimi-
zacio´n no esta´ limitada a 2-3 objetivos simulta´neos; ası´ mismo,
el empleo de herramientas gra´ﬁcas permiten el emplear un ma-
yor nu´mero de dimensiones de disen˜o y elegir la solucio´n ma´s
adecuada segu´n las preferencias.
En Tavakoli et al. (2007) se emplea una metodologı´a inte-
gral MOOD para el ajuste de controladores PI con ponderacio´n
de la referencia. Se emplean como objetivos el ma´ximo valor de
la funcio´n de sensibilidad, la integral del error y la variacio´n to-
tal de la accio´n de control. La metodologı´a parte de un modelo
FOPDT para desarrollar la optimizacio´n y la etapa de seleccio´n.
Se trata de un trabajo donde se desarrollan los primeros avances
en el desarrollo de reglas de ajuste basadas en la optimizacio´n
multi-objetivo y el ana´lisis del frente de Pareto.
En Reynoso-Meza et al. (2009), se ajusta un controlador
PID de dos grados de libertad con ﬁltro de la derivada. El proce-
so bajo consideracio´n fue un modelo no-lineal caja negra, pro-
puesto en el concurso de ingenierı´a de control de CEA en el an˜o
2009. Dicho modelo no-lineal presentaba diferentes comporta-
mientos dina´micos de acuerdo a la zona de operacio´n. Un total
de 15 objetivos de disen˜o fueron optimizados simulta´neamente,
incluyendo indicadores cla´sicos de rendimiento y de robustez.
Se observa que los me´todos de visualizacio´n pueden ser deter-
minantes para llevar a cabo el ana´lisis cuando muchos objetivos
son considerados.
En Xue et al. (2010) un conjunto de 4 controladores PI es
propuesto para el problema del gasiﬁcador ALSTOM (Dixon y
Pike (2006)). Dicho gasiﬁcador es un benchmark MIMO muy
popular 13, donde una gran variedad de estructuras de control
han sido desarrolladas y evaluadas. El MOP consistio´ en 6 ob-
jetivos, cada uno relacionado con la integral del valor absoluto
para diferentes escenario de perturbacio´n y carga. Se presenta
un estudio detallado de las soluciones (visualizacio´n por medio
de parallel coordinates); con objeto de elegir la solucio´n ma´s
adecuada segu´n las preferencias, un nuevo ı´ndice fue incluido
en la seleccio´n multi-criterio. Este es un claro ejemplo de la
ﬂexibilidad de la optimizacio´n multi-objetivo: el ana´lisis multi-
criterio puede involucrar nuevos indicadores no usados durante
la fase de optimizacio´n.
En Reynoso-Meza et al. (2011a) el problema de optimiza-
cio´n no-convexa para controladores PI con ponderacio´n de la
referencia deﬁnido por Åstro¨m et al. (1998) es abordado como
un MOP. El propo´sito general fue analizar el intercambio de
prestaciones entre la ganancia integral, la funcio´n de sensibi-
lidad y la funcio´n complementaria de sensibilidad para cambio
en referencia. En este trabajo por medio del MOOD se busca te-
ner otro nivel de entendimiento en el intercambio de prestacio-
nes del controlador. Dicho trabajo fue extendido posteriormen-
te al caso de controladores PI para procesos MIMO Reynoso-
Meza et al. (2012c), empleando como indicador de robustez ge-
neral el biggest log modulus (BLT) deﬁnido en Luyben (1986).
En Sidhartha y Panda (2011), un controlador PID es ajus-
tado para el control de un sistema de transmisio´n AC. El ob-
jetivo general fue encontrar un controlador capaz de rechazar
perturbaciones con el mı´nimo esfuerzo de control. Un sistema
de inferencia borroso es utilizado para facilitar la seleccio´n de
lo que es considerado la mejor solucio´n de compromiso.
En Zhao et al. (2011) un controlador PID multivariable es
ajustado para procesos MIMO. Dos objetivos son deﬁnidos,
usando una AOF para la estabilidad robusta, y rechazo a per-
turbacio´n y otro para la integral del error cuadrado. El ana´lisis
en el intercambio de prestaciones se lleva a cabo por medio de
diagramas de dispersio´n (suﬁciente al emplear solo dos obje-
tivos). Se selecciona el controlador que minimiza la norma 1
en el frente aproximado. Mientras tanto, en Ayala y dos San-
tos Coelho (2012) se ajusta un controlador PID para un ma-
nipulador de dos grados de libertad, empleando dos objetivos:
uno para la posicio´n y otro para el esfuerzo de control. Deﬁnen
como la mejor solucio´n de compromiso la media harmo´nica de
los objetivos de disen˜o en el frente calculado.
Una caracterı´stica del enfoque MOOD, es el de poder com-
parar la totalidad de prestaciones que pueden ofrecer dos dife-
rentes estructuras de control, y elegir la ma´s conveniente para
el disen˜ador. Esto se puede realizar durante la fase de seleccio´n
multi-criterio y puede ser u´til cuando se evalu´a por ejemplo la
capacidad de un controlador complejo con uno simple.
En e´sta lı´nea, en Algoul et al. (2011), ajustan y evalu´an un
controlador PID y un I-PD para el control o´ptimo de quimiote-
13Los modelos Simulink esta´n disponibles en http://www-staff.lboro.
ac.uk/~elrd2/
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rapias en el tratamiento de ca´ncer. El controlador es empleado
para suministrar dosis del medicamento por un perı´odo de tiem-
po determinado. Tres objetivos fueron deﬁnidos: maximizar la
eliminacio´n de ce´lulas cancerosas, minimizar la toxicidad y la
concentracio´n de medicamento. El MOOD es empleado para
evaluar y observar las diferencias en el tratamiento. La visua-
lizacio´n de los frentes de Pareto fue fundamental para poder
analizar y dar signiﬁcado fı´sico al comportamiento e intercam-
bio de prestaciones que cada controlador tenı´a en un paciente
virtual modelo. El anterior es un ejemplo para mostrar las ca-
pacidades del MOOD para tener una idea general sobre el com-
portamiento en el intercambio de prestaciones de una solucio´n
de acuerdo a un caso nominal, para seleccionar la ma´s adecuada
para un paciente especı´ﬁco.
En Reynoso-Meza et al. (2012b), se compara un controlador
PID y un controlador por realimentacio´n del estado en un pro-
ceso no-lineal MIMO (simulacio´n y experimental). La compa-
racio´n de ambos controladores se lleva a cabo en un espacio de
cuatro objetivos de disen˜o, observando debilidades y fortalezas
de cada uno de ellos en lo referente a robustez y rendimiento.
Con respecto al disen˜o multi-disciplinar, en Rao y Tiwari
(2009), un rodamiento magne´tico de doble accio´n y su contro-
lador son disen˜ados de manera conjunta con un marco MOOD
uniﬁcado. Un MOEA basado en GA es utilizado para optimi-
zar un MOP de 5 objetivos de disen˜o, 13 restricciones, 6 varia-
bles de decisio´n geome´trica y 2 para´metros de decisio´n de un
controlador PD. Una visualizacio´n por medio de diagramas de
dispersio´n es utilizado, eligiendo la solucio´n ma´s cercana a la
solucio´n uto´pica. En este caso, este trabajo podrı´a ser un ejem-
plo de una integracio´n total de disen˜o meca´nico-y-de-control.
4.1.3. Observaciones en el empleo de EA’s para el ajuste de
controladores PID convencionales
De lo expuesto anteriormente y la tabla 2 se pueden hacer
las siguientes observaciones:
Para SOP, AOF los algoritmos menos populares son los
del tipo DE; para MOOD, los ma´s populares son del tipo
GA (particularmente NSGA-II).
Son pocos los trabajos que explotan la totalidad de grados
de libertad del PID convencional: ganancias (proporcio-
nal, integral y derivada), ponderaciones (de la referencia
y de la derivada) y su ﬁltro (en la medida y de la deriva-
da).
Es ma´s comu´n encontrar la incorporacio´n de restriccio-
nes en el planteamiento del problema de optimizacio´n
cuando se llevan a cabo un MOOD.
Ası´ mismo, es interesante hacer notar que au´n se apre-
cian trabajos donde la robustez del controlador no es una
restriccio´n a considerar, sino que en muchos casos solo
se veriﬁca.
No parece explotarse el uso de EA’s para optimizacio´n a
mayor escala y optimizar un conjunto de controladores
PID para procesos MIMO. Los casos presentados se li-
mitan generalmente a ejemplos de procesos 2 entradas, 2
salidas.
El uso de preferencias en optimizacio´n multi-ı´ndice se
limita al empleo de restricciones y/o cotas en los frentes
de Pareto.
En lo general, no se destaca un ana´lisis profundo en el in-
tercambio de prestaciones cuando se aproxima un frente
de Pareto. La mayorı´a de los casos, se aplica alguna regla
especı´ﬁca para seleccionar la alternativa de disen˜o.
Los EA’s se emplean en optimizacio´n multi-disciplinar,
multi-objetivo, optimizacio´n robusta (en lo referente a in-
certidumbres en el modelo), pero no se encuentran traba-
jo en optimizacio´n para conﬁabilidad.
4.2. Ajuste de controladores borrosos del tipo PID
En el caso de los controladores PID borrosos, los EA’s no
aparecen tan ampliamente usados como en el caso de los PID
convencionales. Esto pese a que los EA’s han sido ampliamente
usados en sistemas borrosos de forma general, como describen
los trabajos de Cordo´n (2011) y de Fazzolar et al. (2013).
En Pan et al. (2011), un controlador es ajustado en te´rmi-
nos de rendimiento en el dominio del tiempo, en condiciones
de operacio´n en red. Lo anterior permitio´ optimizar el ajuste
del controlador considerando retardos aleatorios en la red. En
este caso, se muestra la ﬂexibilidad de los EA’s para calcular un
ajuste o´ptimo (dada una funcio´n de coste) considerando condi-
ciones de operacio´n que representaban mejor la realidad. Este
es un ejemplo interesante de optimizacio´n para la conﬁabilidad,
pues se optimiza un escenario donde el controlador sea capaz de
mantener sus prestaciones ante incertidumbres (retardos aleato-
rios).
En Oh et al. (2012), una estructura en cascada de controla-
dor Fuzzy PD es ajustado comparando un DE y un GA. se utili-
za como funcio´n de coste el indicador IAE. El ajuste se realiza
para un pe´ndulo invertido rotacional y un sistema bola-viga: el
primero so´lo en simulacio´n, el segundo en simulacio´n y con el
proceso real. Se incorpora ruido en la medida para evaluar la
robustez del ajuste en simulacio´n y la estructura de control.
En Bingul y Karahan (2011) se comparan 3 diferentes fun-
ciones de coste para el ajuste de los para´metro del controlador
PID-borroso para un manipulador. Se emplea un algoritmo del
tipo PSO, con funciones de coste basadas en el error cuadra´tico,
el error absoluto y el absoluto con esfuerzo de control. Se iden-
tiﬁco´ la importancia de una adecuada seleccio´n de la funcio´n de
coste, ya que no es garantı´a que cumpla con las preferencias del
disen˜ador. Por ello se analizaron las tres (error cuadra´tico, error
absoluto, y error absoluto con esfuerzo de control) y se obser-
varon otros muchos indicadores de rendimiento y robustez para
determinar hacia que´ tipo de soluciones convergen.
En Fazendeiro et al. (2007) se emplea un proceso de di-
sen˜o MOOD para el ajuste de un controlador PD borroso para
el suministro de anestesia en pacientes. El uso del esquema es
justiﬁcado por la necesidad de tener una estructura interpretable
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Tabla 3: Resumen de aplicaciones en ajuste de controladores borrosos del tipo PID. En algunos casos, el nu´mero de objetivos puede incluir restricciones. Un asterisco
antecediendo a la estructura de control especı´ﬁca una optimizacio´n mono-ı´ndice. La codiﬁcacio´n del tipo de estructura de control se muestra en la tabla 1.
Problema de Disen˜o Detalles sobre:
Estruc-
tura
Aplicacio´n /
Proceso
Referencia J(x) x g(x)−
h(x)
Optimi-
zador
Restric-
ciones
Preferencias Caracterı´sticas
Deseables
*PIDFuzzy SISO Pan et al. (2011) 2 3,5 (0,0) GA,PSO - - Seccio´n 3.3.7
(Conﬁabilidad)
*PIDFuzzy Pe´ndulo
invertido
Oh et al. (2012) 1 6 (0,0) GA,DE - Comparando otros ı´ndices
*PIDFuzzy Robo´tica Bingul y Karahan
(2011)
1 60 (0,0) PSO - Comparando Funciones de cos-
te y otros ı´ndices
PIDFuzzy Biome´dico Fazendeiro et al.
(2007)
2 40 (0,0) SPEA - Analizando el Frente y compa-
rando con otros ı´ndices.
para el controlador, de manera que se pueda comprender la for-
ma en que toma sus decisiones. El empleo de la te´cnica MOOD
es justiﬁcada al servir de ayuda para apreciar el intercambio
de prestaciones entre los dos objetivos de disen˜o: calidad de la
accio´n de control e interpretabilidad del controlador. En la eta-
pa de seleccio´n se consideran varias soluciones y se analizan
sus prestaciones; se incluyen otros ı´ndices como sobreimpul-
so y tiempo de estabilizacio´n para valorar la pertinencia de las
soluciones en un conjunto amplio de pacientes simulados. El
trabajo es de intere´s por centrarse en un proceso de disen˜o inte-
gral y analizar la sensibilidad del mismo para aportar soluciones
de intere´s. Ası´ mismo, por centrarse en una optimizacio´n basa-
da en la conﬁabilidad del sistema, al analizar varios escenarios
para el modelo a controlar (pacientes).
De la tabla 3 se aprecian las siguientes observaciones:
Es poco lo que ha ﬁltrado el proceso de disen˜o MOOD
en el ajuste de controladores PID borrosos.
En todo caso, es de hacer notar la carencia en la incor-
poracio´n de restricciones en el ajuste de los controlado-
res. Lo anterior puede deberse a que dada la magnitud
del espacio de decisio´n, la incorporacio´n de restricciones
podrı´a complicar au´n ma´s el problema de optimizacio´n.
Ha ﬁltrado poco au´n los planteamientos de optimizacio´n
dina´mica, robusta, multi-modal y multi-disciplinar.
4.3. Ajuste de controladores fraccionarios del tipo PID
En el caso de los controladores PID fraccionarios (Podlubny
(1999)), se encuentra que poco ha ﬁltrado el empleo de EA’s.
En Lee y Chang (2010) se ajusta un controlador de este tipo,
empleando un ı´ndice de error cuadra´tico. Como se sen˜ala en el
trabajo, el ajuste de controladores PID fraccionarios suele ser
complicado, por la teorı´a analı´tica detra´s de ellos. Por ello se
disen˜a un algoritmo basado en GA para determinar los para´me-
tros o´ptimos a partir de la funcio´n de coste.
En la misma lı´nea, en Biswas et al. (2009) el controlador se
ajusta con un DE, empleando en la funcio´n de coste un AOF
que agrupa la parte real, imaginaria y la fase del sistema en la-
zo cerrado. La funcio´n de coste es probada para un conjunto
de plantas. El esquema de ajuste aquı´ presentado es interesante,
pues combina te´cnicas cla´sicas (colocacio´n de polos) y EA’s. En
un primer caso, se traducen las especiﬁcaciones deseadas (au-
mentando la pertinencia de soluciones) en requerimientos en la
colocacio´n de polos del sistema; posteriormente, el EA optimi-
za las ganancias necesarias para cumplir con la estabilidad del
sistema.
En Zamani et al. (2009) se usa un PSO, y se ha disen˜ado una
funcio´n de coste que agrupa 6 objetivos de disen˜o en el domi-
nio del tiempo y dos en el dominio de la frecuencia; adicional-
mente, una restriccio´n para la estabilidad del bucle cerrado por
medio de penalizacio´n es incorporada. Se logra ajustar el con-
trolador con un razonable margen de robustez. Se observa que
no es trivial el incorporar ma´s objetivos de disen˜o y agruparlos.
En Hajiloo et al. (2012) se ajusta un PID fraccionario usan-
do el proceso MOOD. El planteamiento es de intere´s, debido a
que aborda un enfoque de optimizacio´n robusta para la conﬁa-
bilidad. Los objetivos de disen˜o incluyen probabilidad de fallo
en el sistema ante simulaciones estoca´sticas (Monte Carlo) de
diferentes modelos. Se ajustan las 5 variables de decisio´n del
controlador minimizando simulta´neamente la accio´n de control
y las probabilidades de fallo del criterio ITSE, en la frecuencia
de respuesta, en la robustez y en la inestabilidad. Se considera
una cota en los objetivos de robustez en el sistema, para garan-
tizar soluciones pertinentes para el disen˜ador. El ana´lisis de las
prestaciones se lleva a cabo mediante el LD y se compara con
los de un PID convencional.
En la tabla 4 se muestra un resumen de las aplicaciones.
Es poco lo que au´n ha ﬁltrado el empleo de los EA’s en es-
te tipo de controladores. Se hace notar que en lo referente al
ajuste de controladores fraccionarios con EA’s no existe un ses-
go hacia el uso de una te´cnica u otra. Ası´ mismo, es un a´rea
de oportunidad, para incorporar mecanismo para el tratamien-
to de restricciones, preferencias para diferentes planteamientos
del problema de optimizacio´n.
5. Conclusiones y reﬂexiones
En el presente documento se ha hecho una revisio´n de la
forma en que los EA’s han apoyado al disen˜ador para el ajuste
de controladores del tipo PID. Aunque se cuentan con reglas de
ajuste sencillas (principalmente en el caso de controladores PID
convencionales) en algunos casos el ajuste requiere de te´cnicas
ma´s complicadas, donde un problema de optimizacio´n puede
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Tabla 4: Resumen de aplicaciones en ajuste de controladores fraccionarios del tipo PID. En algunos casos, el nu´mero de objetivos puede incluir restricciones. Un
asterisco antecediendo a la estructura de control especı´ﬁca una optimizacio´n mono-ı´ndice. La codiﬁcacio´n del tipo de estructura de control se muestra en la tabla 1.
Problema de Disen˜o Detalles sobre:
Estruc-
tura
Aplicacio´n /
Proceso
Referencia J(x) x g(x)−
h(x)
Optimi-
zador
Restric-
ciones
Preferencias Caracterı´sticas
Deseables
*PIλDμ SISO Lee y Chang (2010) 1 5 (0,0) GA -
*PIλDμ SISO Biswas et al. (2009) 3 5 (0,1) DE - Por me´todo de las raı´ces
*PIλDμ Ele´ctrico Zamani et al.
(2009)
8 5 (0,0) PSO -
*PIλDμ SISO Hajiloo et al.
(2012)
5 5 (0,3) GA de
Matlab
Filosofı´a
MOP
Analizando el frente de Pareto. Seccio´n 3.3.7
(conﬁabilidad)
ser la opcio´n conveniente. Cuando este problema sea no-lineal
y no-convexo, los EA’s son una opcio´n va´lida.
Se han presentado dos formas en las que puede ser abordado
el disen˜o cuando se emplea un proceso de optimizacio´n: opti-
mizando una funcio´n de coste mono-ı´ndice u optimizando una
funcio´n de coste multi-ı´ndice. La primera de ellas, busca una
u´nica solucio´n en el espacio de decisio´n, mientras que la segun-
da calcula un conjunto de soluciones potenciales; en el u´ltimo
caso, para que el disen˜ador pueda compararlas y elegir la ma´s
adecuada segu´n sus preferencias. La fortaleza de la primera es
que, una vez que ha deﬁnido el MOP, puede ser empleada sin el
disen˜ador, mientras que la segunda requiere de la intervencio´n
ﬁnal del mismo. E´sta u´ltima en contraparte permite analizar el
intercambio en prestaciones y lograr otro nivel de involucra-
miento en el MOP. Se podrı´a decir que la estrategia MOOD se
reservara´ para un subconjunto de estos controladores que re-
quieren de un ajuste mediante optimizacio´n au´n ma´s complejo,
donde el disen˜ador tiene intere´s en analizar el intercambio de
prestaciones.
Se ha mostrado como bajo ambos esquemas, los EA’s han
servido de soporte para mejorar el rendimiento de diferentes ti-
pos de controladores PID. El empleo de un EA u otro esta´ ligado
al tipo de caracterı´sticas (algunas deseables, otras exigidas) que
puede ofrecer para resolver el problema en cuestio´n. La capa-
cidad de convergencia que ofrecen los EA’s, dadas sus capaci-
dades de explotacio´n y exploracio´n, son las que en un primer
momento atrajeron la atencio´n de los disen˜adores. Sin embar-
go, otras caracterı´sticas son actualmente demandadas por el di-
sen˜ador marcando una pauta para el desarrollo de nuevos EA’s.
Entre dichas caracterı´sticas destacan: diversidad de soluciones,
manejo de preferencias, manejo de restricciones, escalabilidad,
manejo de incertidumbres, manejo de robustez.
En el caso de los PID convencionales, se observa que los
EA’s han participado activamente en el ajuste de sus para´metros
atendiendo a mu´ltiples requerimientos. Se ha observado que son
pocos los trabajos que ajustan todos las posibles variables de
decisio´n del PID (ganancias, ponderaciones y ﬁltros), por lo que
algunos trabajos podrı´an orientarse al respecto.
Dentro de las cinco a´reas emergentes en optimizacio´n (Roy
et al. (2008)), se encuentran trabajos orientados al disen˜o multi-
disciplinar, multi-objetivo, sin embargo, au´n son pocos los ba-
sados en conﬁabilidad, incertidumbres y robustez (en lo refe-
rente a sensibilidad de la solucio´n). E´sta u´ltima sera´ interesante
considerarla dentro de un marco multi-disciplinar, donde sea
considerado el ajuste del PID junto con otras variables de deci-
sio´n, con mayor signiﬁcado fı´sico.
En el caso de MOOD, se ha explorado poco el empleo de
preferencias adicionales; es importante considerarlo al ver que
muchas aplicaciones caen en el a´mbito de many objectives op-
timization, y es muy fa´cil contar con un conjunto enorme de so-
luciones, lo cual tambie´n implica un problema para el disen˜ador
y su proceso de seleccio´n.
En el caso de los PID borrosos, salta a la vista el tema de la
escalabilidad, ya que un PID borroso contara´ con ma´s variables
de decisio´n para ajustar. Se usa poco el empleo de restriccio-
nes en estos controladores, lo que es importante para mejorar
la pertinencia de soluciones. Es de esperar investigacio´n en esta
a´rea orientada a la deﬁnicio´n de problemas de optimizacio´n que
incorporen las restricciones, y a algoritmos que sean capaces de
manejar decenas de variables de decisio´n con restricciones.
Respecto a los controladores PID fraccionarios, se observa
como son un a´rea que empieza a desarrollarse y donde los EA’s
empiezan a ofrecer soluciones. En este caso, ha sido interesante
encontrar trabajos que abordan una comparacio´n multi-ı´ndice
de controladores PID fraccionarios con PID convencionales. Es
decir, comparar las fortalezas y debilidades de ambos concep-
tos de disen˜o para resolver un problema de control. Se podrı´a
decir que ahora mismo esta a´rea esta´ centrada en la convergen-
cia de soluciones, pero poco a poco se ira´ orientando hacia otras
caracterı´sticas deseables para el algoritmo.
En general, se aprecia no ha sido explotada la capacidad de
los EA’s para optimizacio´n a gran escala. Probar la viabilidad de
los EA’s para ajustar simulta´neamente un conjunto de PID para
procesos MIMO puede presentar una lı´nea de trabajo a seguir.
Ası´ mismo, en muchos casos au´n se pueden contar implemen-
taciones donde la robustez no es asegurada, sino veriﬁcada con
pocos ejemplos.
Finalmente, se puede concluir que existen varias herramien-
tas disponibles, incorporando muchas de las caracterı´sticas de-
seadas en los EA’s (ver Ape´ndice A), que requieren poco ajuste
de sus para´metros internos. Estas pueden servir de excelente
de punto de partida para el disen˜ador interesado solamente en
ser un usuario de las mismas. Si estas herramientas no fuesen
suﬁcientes para un problema en particular (dadas las preferen-
cias, deseos y tipo de soluciones que desea el disen˜ador) se
podra´ siempre mejorar el algoritmo o a trabajar en alguno de
ellos. Es entonces cuando se promueve el estudio e investiga-
cio´n en EA’s. En particular, el a´rea de conﬁabilidad e incerti-
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dumbres puede ser de intere´s, para garantizar el desempen˜o de
los controladores del tipo PID.
Ape´ndice A. Ensayo tipo
Se describe aquı´ un breve ensayo para comparar diferentes
algoritmos evolutivos y el tipo de aportacio´n que pueden ofrecer
para el ajuste de controladores PID convencionales.
Se evaluara´n los algoritmos que obtuvieron primer y se-
gundo puesto en la competicio´n organizada por el Congreso en
Computacio´n Evolutiva de la IEEE en 2011. La competicio´n gi-
ro en torno a la optimizacio´n de aplicaciones reales, incluyendo
problemas del a´mbito quı´mico, ele´ctrico, energe´tico y aeroes-
pacial como describen Das y Suganthan (2011). Los algoritmos
a evaluar son el basado en GA (GA-MPC) de Elsayed et al.
(2011) y en DE (DE-TCR) de Reynoso-Meza et al. (2011b);
ningu´n algoritmo basado en PSO participo´ en la competicio´n.
Dichos algoritmos incluyen ajustes de sus para´metros internos
por defecto, por lo que no han sido ajustados y han sido utiliza-
dos tal y como han sido descargados 14.
Ape´ndice A.1. Deﬁnicio´n del problema
Se busca ajustar un controlador PI para el control y sumi-
nistro de insulina. Se emplea el modelo de primer orden con
retardo suministrado en Kamath et al. (2009):
G(s) =
−7,31
73,14s + 1
e−20,32s (A.1)
Se desea generar un PI que sea capaz de rechazar una per-
turbacio´n de insulina debido a una ingesta con un contenido
de 80g de glucosa. Dicha perturbacio´n en el sistema se puede
modelar con un segundo modelo de primer orden, acorde con
Kaveh y Shtessel (2008). Se pretende disen˜ar un controlador
PID que sea capaz de mantener el nivel de glucosa en la sangre
dentro de los lı´mites de seguridad de 120 mg/dL y 70 mg/dL.
Ası´ mismo, dicha perturbacio´n debe ser rechazada en un tiem-
po menor a 200 minutos (al ± 2%). La concentracio´n inicial de
glucosa en la sangre es de 80 mg/dL. Por supuesto, una mı´nima
robustez en el sistema es deseada y se deﬁne la misma con un
valor de la funcio´n de sensibilidad Ms ≤ 1,6.
Ape´ndice A.2. Planteamiento
Se puede plantear el ajuste del controlador por medio de re-
glas de ajuste conocidas. Sin embargo, el ajuste de dichas reglas
de sintonı´a debe probarse despue´s en simulacio´n ya que pueden
no ofrecer los resultados deseados por el disen˜ador. Esto se de-
be no a que dichas reglas de ajuste sean inadecuadas, sino a
que han sido disen˜adas en un dominio de objetivos diferentes al
que desea el disen˜ador. Es decir, el disen˜ador esta´ interesado en
objetivos de disen˜o en el dominio del tiempo, principalmente.
Se puede plantear un problema de optimizacio´n para el ajus-
te del controlador como el que describe Åstro¨m et al. (1998),
14El GA se encuentra disponible en: http://www.ntu.edu.sg/home/
epnsugan/; el DE en: http://www.mathworks.com/matlabcentral/
fileexchange/39217.
donde se maximiza la ganancia de la accio´n integral sujeta a
cierta valor ma´ximo de la funcio´n de sensibilidad. Sin embargo,
una vez ma´s lo anterior no garantiza que se cumplira´n los objeti-
vos de disen˜o, pues el problema de optimizacio´n esta´ planteado
en un dominio diferente (el de la frecuencia).
Por tanto, se plantea el problema de optimizacio´n siguiente:
mı´n
x∈2
J(Kc,Ti) = Testabilizacion (A.2)
sujeto a:
Testabilizacion ≤ 200min (A.3)
70
mg
dL
< C(t) < 120
mg
dL
(A.4)
Ms ≤ 1,6 (A.5)
xi ≤ xi ≤ xi, i = [1, . . . , n] (A.6)
Donde Kc es la ganancia proporcional y Ti la constante de
tiempo integral de un controlador PI convencional; C(t) la con-
centracio´n de glucosa en la sangre y Ms el valor ma´ximo de
la funcio´n de sensibilidad. Los objetivos y restricciones sera´n
calculados a partir de una simulacio´n, donde el sistema de la
ecuacio´n A.1 es sometido a una perturbacio´n de 80 g de Gluco-
sa en el tiempo t=0. Se evalu´an 4 ajustes:
1. Un ajuste empleando la funcio´n fmincon de Matlab c©
planteando el problema de optimizacio´n de Åstro¨m et al.
(1998). Como aproximacio´n inicial se usara´ un controla-
dor ajustado por el me´todo de Skogestad (2003).
2. Un ajuste empleando la funcio´n fmincon de Matlab c©
planteando un problema de optimizacio´n como el de la
ecuacio´n A.2. Como aproximacio´n inicial se usara´ un
controlador ajustado por el me´todo de Skogestad (2003).
3. Un ajuste empleando el algoritmo GA-MPC de Elsayed
et al. (2011) planteando un problema de optimizacio´n co-
mo el de la ecuacio´n A.2.
4. Un ajuste con el algoritmo DE-TCR expuesto en Reynoso-
Meza et al. (2011b) planteando un problema de optimi-
zacio´n como el de la ecuacio´n A.2.
En los casos de los algoritmos evolutivos, se debera´ hacer
una valoracio´n estadı´stica, debido a sus propiedades estoca´sti-
cas. Por tanto, se llevara´n a cabo 51 ejecuciones independientes
de cada algoritmo selecciona´ndose la mediana para la compa-
racio´n. En la tabla A.5 se exponen los resultados estadı´sticos de
las 51 ejecuciones. Se emplea un mecanismo simple de pena-
lizacio´n basado en las reglas de factibilidad para ambos casos
y un ma´ximo de 2000 evaluaciones de la funcio´n objetivo son
empleadas.
En la ﬁgura A.2 se muestran los resultados. En el caso 1, se
observa que no se cumplen los requerimientos de disen˜o. Una
vez ma´s, esto no quiere decir que el me´todo de ajuste es deﬁ-
ciente; solo muestra que ha sido planteado en un dominio de
objetivos diferente del que desea el disen˜ador. En el caso 2, se
observa que el optimizador fmincon no encuentra una solucio´n,
a partir de la aproximacio´n inicial, que cumpla con los requeri-
mientos. En los casos de los algoritmos evolutivos, se observa
como ambos encuentran soluciones satisfactorias. Entre ellos,
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Tabla A.5: Desempen˜o de los algoritmos evolutivos en el ensayo. El asterisco
(*) indica que se ha calculado a partir del subconjunto de soluciones factibles.
Estadı´stico GA-MPC DE-TCR
Tasa E´xito 51/51 29/51
Mı´nimo 164 min 167 mins
Mediana 168 min 176 min
Ma´ximo 174 min No Factible
Media 168.25 min 170.41* min
Desviacio´n 2.077 3.191*
se observa que el basado en GA-MPC es superior al DE-TCR,
resultado consistente con el ranking de la competicio´n en opti-
mizacio´n del CEC-2011.
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Figura A.2: Desempen˜o de los optimizadores utilizados.
Un ensayo ma´s extenso debera´ incluir una variedad mayor
de algoritmos y procesos; ası´ como la evaluacio´n de diferentes
me´todos para el tratamiento de restricciones. Sin embargo, dada
la amplitud de dicho estudio, se propone como trabajo futuro.
English Summary
Evolutionary Algorithms for PID controller tuning: Cu-
rrent Trends and Perspectives
Abstract
PID controllers are a reliable, robust, practical and easy to
implement control solution for industrial processes. They pro-
vide the ﬁrst control layer for a vast majority of industrial ap-
plications. Owing to this, several researches invest time and
resources to improve their performance. The research lines in
this ﬁeld scope with new tuning methods, new types of structu-
res and integral design methods. For tuning methods, improve-
ments could be fulﬁlled stating an optimization problem, which
could be non-linear, non-convex and highly constrained. In such
instances, evolutionary algorithms have shown a good perfor-
mance and have been used in various proposals related with
PID controllers tuning. This work shows a review of these pro-
posals and the beneﬁts obtained in each case. Some trends and
possible future research lines are also identiﬁed.
Keywords:
PID controller, Conventional PID, Fuzzy PID, Fractional order
PID, Evolutionary algorithms, Optimization.
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