We propose a constructive approach to solve the Monge-Kantorovich problem for chains of infinite order on a finite alphabet with an additive cost function. From this constructive description of the Kantorovich coupling we obtain, for any ǫ > 0, a perfect simulation algorithm for sampling from an ǫ-approximating coupling which assigns to the cost function an expectation which is ǫ-close to the minimum cost. Our approach is based on a regenerative scheme which enable us to construct the Kantorovich coupling as a mixture of product measures.
Introduction
The Monge-Kantorovich problem (MKP from now on) can be presented as follows. Suppose that µ and ν are two Borel probability measures given on a Polish space (S, d). Let M(µ, ν)
be the set of all probability measures on S × S, with the usual product σ-algebra, that are couplings between µ and ν. This means that Q ∈ M(µ, ν) if Q(· × S) = µ(·), Q(S × ·) = ν(·).
In this context, a cost function is any non-negative measurable function C : S × S → R + . The Monge-Kantorovich coupling is any Q * ∈ M(µ, ν) that minimizes the expected cost. That is, Q * = arg min S×S C(x, y)Q(dx, dy); Q ∈ M(µ, ν) .
(1.1)
We address the MKP problem when the probability measures µ and ν are the laws of two stationary chains of infinite order (in the sense of Harris (1955) ) on a finite alphabet A. The existence of a solution for a continuous cost function follows from the compactness of A Z and the fact that M(µ, ν) is a closed subset of the set of all probability measures on S × S.
In this paper, we explicitely construct the coupling Q * solving (1.1) with the cost function c for infinite sequences in A Z defined as
where c i > 0 and i∈Z c i < ∞. Without loss of generality we can assume i∈Z c i = 1.
In this paper, we adopt a constructive point of view. All the processes and sequences of random variables appearing in what follows are constructed in the same probability space
(Ω, B, P) and its corresponding expectation will be denoted by E. We will use the shorthand notation E Q (C) = S×S C(x, y)Q(dx, dy) .
Assuming that the transition probabilities of the chains are continuous, weakly non-null and lose memory sufficiently fast, we first give a simultaneous representation of the chains as concatenation of independent pairs of finite strings of symbols. Given this representation, we solve explicitly the Monge-Kantorovich problem for each finite pair of strings. Finally we use a parametrized version of the Kantorovich-Rubinštein theorem (cf. Rüschendorf, 1985) to show that the solution of the original MKP for chains of infinite order can be obtained as a mixture of the product measures of the solutions of the MKP for each finite pair of strings of symbols between two successive renewal points. This is the content of Theorem 2.16.
The simultaneous representation of the chains as concatenation of independent pairs of finite strings of symbols depends on the definition of infinitely many auxiliary iid random lengths.
Intuitively, these auxiliary random lenghts indicate how many steps into the past we must look in order to be able to define the next symbol at each step. The knowledge of this infinite sequence of random lengths makes it possible to identify the sequence of regeneration points defining the independent pairs of finite strings.
The fact that we need to know infinitely many random variables to identify the regeneration points makes our constructive approach purely theoretical. However, given any ǫ > 0 it is possible to find an ǫ-approximation coupling Q * ,ǫ which is ǫ-close to Q * in the following sense.
This ǫ-approximation can be completely constructed in a finite window with a perfect sampling algorithm that stops after a finite number of steps. This is the content of Theorem 2.19.
This paper is organized as follows. In Section 2 we present the definitions and state the main results. In Sections 3 and 4 we prove Theorems 2.9 and 2.12 respectively. In Section 5 we show that the solution of the conditional problem is a product measure and that the Monge-Kantorovich coupling is achieved by a mixture of a product of finite-dimensional MongeKantorovich couplings (Theorem 2.16). Finally in Section 6 we prove Theorem 2.19 and describe the perfect simulation algorithm to sample from the ǫ-approximating coupling.
Notation, definitions and statement of the results
To state the main result we need some definitions and notation.
Let X = (X n ) n∈Z and Y = (Y n ) n∈Z be the stationary chains of infinite order in the sense of Harris (1955) on a finite alphabet A. We adopt the following notations. Let x = (x n ) n∈Z ∈ A Z .
For k ≤ n ∈ Z, x n k denotes the sequence (x k , . . . , x n ) , and A n k the set of such sequences. Likewise, x n −∞ denotes the sequence (x i ) i≤n and A n −∞ the corresponding space. Full sequences will be denoted without sub or super-scripts, x ∈ A Z . The notation y m n+1 x n k indicates the sequence that takes values (x k , . . . , x n , y n+1 , . . . , y m ). 
with the transition probability p if
for all a ∈ A and
Definition 2.5 A transition probability p on A is weakly non-null if
Definition 2.7 A transition probability p on A is continuous if
where the continuity rate β(k) is defined as
Let p X and p Y be the stationary transition probabilities of the chains X and Y respectively.
Let us denote β X (k) and β Y (k) the continuity rates corresponding to the transition probabilities p X and p Y respectively.
The construction of an explicit regenerative structure for the chains of infinite order is the keystone of our approach. The regenerative structure is based on the following decomposition theorem which states that under our hypothesis the stationary chain with infinite memory can be constructed as a mixture of finite order Markov chains.
Theorem 2.9 Let us assume that the transition probabilities p X and p Y are weakly non-null and contiuous. Then, there exists a probability distribution (λ k , k ∈ N), a sequence of transition
for any a in A and
This decomposition allows us to construct the chains {X n , n ∈ Z} and {Y n , n ∈ Z} as chains with memory of variable length. In other terms, we will parametrize the chains {X n , n ∈ Z} and {Y n , n ∈ Z} by considering an iid sequence of auxiliary random variables L = {L n , n ∈ Z} with marginals P(L n = k) = λ k where (λ k , k ∈ N) is the distribution appearing in Theorem 2.9. The process {(X n , L n ), n ∈ Z} is a chain with variable memory on A × N that can be constructed as follows. Given L n−1
• choose L n independently from everything else with distribution
• given that L n = k, choose X n with probability P(X n = b|L n = k, X
In this construction, the transition probabilities p X k are those appearing in the Expression (2.10). Similarly, we construct the process {(Y n , L n ), n ∈ Z} with the same sequence {L n , n ∈ Z} as before by using the transition probabilities p Y k appearing in the Expression (2.11). This parametrization allows us to decompose the sequences {X n , n ∈ Z} and {Y n , n ∈ Z} into independent strings of symbols conditionally on the sequence {L n , n ∈ Z}. Define
and for n ≥ 1
The existence of infinitely many finite renewal points T n is given in the next theorem. Recall that the distribution of the random lengths L n is given by {λ k , k ∈ N} appearing in (2.10) and (2.11). 
The sequence of random times T = (T n , n ∈ Z) with . . . ,
(ii) Conditionally on T, the random pair of strings (X
The sequences X and Y belong to A Z which is a metrizable compact set. Therefore, there exist regular versions of the conditional law of the chains X and Y given L. Let us denote them by µ X (· |L) and µ Y (· |L). Let us also denote µ X i (·|L) and µ Y i (·|L) regular versions of the conditional laws of the finite strings X
Corollary 2.14 Under the assumptions of Theorem 2.12, conditionally on (L n , n ∈ Z), the independent strings (X
and
with the convention p X 0 (a j |a 
where
As a consequence, a solution of the MKP for µ and ν without conditioning is given by
From the practical point of view we cannot identify the renewal points T n since the event {T n = k} depends on the knowledge of L m for all m ≥ k. Therefore, at this level, our constructive approach has only a theoretical interest. However, given any ǫ > 0 it is possible to find an approximated coupling Q * ,ǫ which can be completely constructed in a finite window with a perfect sampling algorithm that stops after a finite number of steps. More precisely, we have the following theorem.
Theorem 2.19 Given ǫ > 0, let
There exists a probability measure Q * ,ǫ on A nǫ −nǫ such that (i)
(ii)
(iii) There exists an algorithm stopping in a finite number of steps sampling perfectly
3 Proof of Theorem 2.9
Proof. Without loss of generality assume that A = {1, 2, . . . , |A|}. For each fixed a ∈ A and each fixed past
and for k ≥ 1
We then define
Similarly we define
Finally let us define a partition of the interval [0, 1] formed by the disjoint intervals
disposed in the above order in such a way that the left extreme of one interval coincides with the right extreme of the precedent. These intervals have length
and for k ≥ 1,
Similarly, we can construct another partition of the interval [0, 1] formed by intervals
Notice that the continuity of transition probabilities p X and p Y implies that
as k diverges.
By construction,
Therefore, we can represent p X (a|x −1 −∞ ) by using an auxiliary random variable ξ uniformly distributed on [0, 1] as follows.
where α −1 = 0.
In other terms, for each k, the conditional probabilities on the right handside of (3.16) depend on the suffix x −1 −k and not on the remaining terms x
Therefore, we are entitled to define the order k Markov probability transitions p X k as
Similarly we define p Y k as
Finally we define the probability distribution (λ k , k ∈ N) as follows.
The fact that (λ k , k ∈ N) is a probability distribution follows from the fact that α k → 1 as k diverges. This concludes the proof.
4 Proof of Theorem 2.12.
Define the event B n as "n is a regeneration point". Formally,
Observe that
Therefore, the existence of infinitely many regeneration times T n will follow from the following lemma.
Notice that the assumption of the above lemma is equivalent to E(L 1 ) < ∞ since
Proof. For any n ∈ Z define
and k ≥ 1
and for k ≥ 2
. . . ). This sequence breaks down at j = k, since L N +k > k and therefore, the choice of (X N +k , Y N +k ) depends on the knowledge of symbols occurring before time N .
From this we can see that D k is the event in which the trials described above starting from time N fail exactly k − 1 times before finally we find starting point of a string which is entirely independent of the past symbols. Therefore, the events D k , k = 1, 2, . . . are disjoint and
Due to the fact that the random length {L n , n ∈ Z} are identically distributed, the probabilities computed above do not depend on the specific choice of N . By definition
Using the independence of F
and B n k whenever N < n 1 < . . . < n k we can rewrite the righthand side of the last expression as
Now for any n, we have
Therefore, for any k ≥ 1 we have
This concludes the proof of the lemma.
To conclude the proof of Theorem 2.12 it is enough to observe that, for each n, if B n occurs then (X ∞ n , Y ∞ n ) can be chosen independently from the past symbols (X
Proof of Theorem 2.16
To achieve the proof Theorem 2.16 we first need to show how to solve MKP in the case of product measures.
We will state the results in a general setup using a simplified notation. Let A 1 ,A 2 , . . . be a sequence of finite sets. For each i = 1, 2, . . ., let µ i and ν i be two probability measures on A i . In the application to Theorem 2.16 we will identify A i = A
Observe that µ i and ν i are the conditional laws of the strings (X
) in Corollary 2.14.
MK coupling of a finite number of product measures.
Define A as the product set
and µ and ν as the following product measures on A
Recall that M(µ, ν) is the set of couplings between µ and ν and denote by M p (µ, ν) the set of all couplings which are product measures.
If x is an element of A, for each i = 1, . . . , n, x i will denote the i th coordinate of x. Given Q ∈ M(µ, ν) we denote Q| i the projection of Q on A i . More precisely, for any ordered pair (x i , y i ) of elements of A i , we define
We observe that Q ∈ M p (µ, ν) if and only if
Finally for i = 1, . . . , n, we introduce the cost functions C i : A i → [0, +∞[, and with them we define a cost function C on A as follows
A solution of the Monge-Kantorovich problem for µ, ν and C is any coupling Q * ∈ M(µ, ν) achieving the infimum 
is a solution of the Monge-Kantorovich problem for µ, ν and C.
The proof of Proposition 5.1 is based on two lemmas.
Lemma 5.2 For any coupling Q ∈ M(µ, ν) we have
Proof of Lemma 5.2. We first observe that
For each fixed i we have
The right hand side of this equality is, by definition, equal to
This concludes the proof of the first lemma.
Lemma 5.3 For any coupling Q ∈ M(µ, ν) we have
Proof of Lemma 5.3. We first observe that for each fixed x i we have
The right hand side of above equality is by definition equal to
exactly in the same way. for each fixed y i we have
Therefore Q| i is a coupling between µ i and ν i . Since, by assumption, P * i is a solution of MongeKantorovich problem for µ i , ν i and C i , we conclude that the inequality stated in the lemma holds.
Proof of the Proposition 5.1. With these two lemmas the proof of the theorem is straightforward. By Lemma 5.2 to minimize E Q (C) we must minimize the sum
Since each term of the sum is positive, it is enough to minimize each one of the expectations
Therefore, a solution of the of Monge-Kantorovich problem for µ, ν and C is any measure minimizing E Q| i (C i ), for each i = 1, . . . , n.
By Lemma 5.3 this implies that the marginals Q| i , for i = 1, . . . , n must satisfy the equalities
The product measure
has this property, since for each i = 1, . . . , n, we have Q * | i = P * i . This concludes the proof.
As a consequence we deduce that under the assumptions of Proposition 5.1, it is enough to search for an optimal coupling in the much smaller set of couplings constructed as product measures.
Corollary 5.4 Under the assumptions of Proposition 5.1 we have
inf Q∈M(µ,ν) E Q (C) = inf Q∈M (p) (µ,ν) E Q (C) .
MK coupling of a countable number of product measures.
and µ and ν as the following product measures on A 
is a solution of the Monge-Kantorovich problem for µ, ν and C given by (1.2).
Proof. For any n ∈ N denote µ n = µ| A 1 ×...×An and ν n = ν| A 1 ×...×An .
Then, by Proposition 5.1, a solution of the MKP for µ n and ν n is given by
Notice that for all n
On the other hand,
End of proof of Theorem 2.16
Theorem 2.12 implies that conditioned on L, the probability measures µ X (·|L) and µ Y (·|L) are product measures
where µ X i (·|L) and µ Y i (·|L) regular versions of the conditional laws of the finite strings X
respectively. A complete description of these laws is given in Corollary 2.14. Proposition 5.5 implies directly (2.17).
To conclude the proof we observe that (2.17) implies (2.18) by the parametrized version of the Kantorovich-Rubinštein Theorem ( cf. Proposition 4 in Rüschendorf 1985).
Proof of Theorem 2.19
The points −n ǫ and n ǫ are chosen in order to ensure that looking inside this window all the cost is accounted up to ǫ , that is
We recall that n is a regeneration point if the event
occurs.
However, to couple the strings {X n , −n ǫ ≤ n ≤ n ǫ } and {Y n , −n ǫ ≤ n ≤ n ǫ } we need to know the first regeneration point on the right of n ǫ . We define m ǫ > n ǫ in such away that with probability greater or equal there will be at least one regeneration point between n ǫ and m ǫ .
The problem now is how to identify this regeneration point since its definition depends on all the random lengths up to +∞. To solve this question we introduce the slightly weaker notion of ǫ-regeneration point. To achieve this we fix another constant M ǫ > m ǫ and say that a point n with n ≤ m ǫ is an ǫ-renewal point if the event
We choose M ǫ big enough to ensure that the probability of having a random length L n with
is a "security" region to prevent random lengths coming from the future to change the identification of the boundaries of the independent strings on the left of n ǫ .
Notice that a time n ≤ m ǫ is a renewal point if not only n is an ǫ-renewal point but also k>Mǫ−n {L n+k ≤ k}. The security interval [m ǫ , M ǫ ] implies that using ǫ-regeneration points instead of the real regeneration points in the identification of the renewal points affecting the strings between n ǫ and n ǫ will lead to the same points with probability bigger than 1 − 2ǫ.
Let us formalize the estimates we need for this construction. Lemma 4.3 implies that there exist n ǫ < m ǫ < ∞ such that
We can also define m ǫ < M ǫ < ∞ such that
This follows from the fact that
Notice that the set of renewal points up to m ǫ is strictly contained in the set of ǫ-renewal points. We will show that for ǫ sufficiently small, the set ǫ-renewal points and the set of renewal points on the left of m ǫ coincide with probability 1 − 2ǫ.
The sequence of ǫ-renewal points will be denoted 6) and K ǫ = +∞ if the set above is empty.
Condition (6.5) implies that P(K ǫ < ∞) > 1 − ǫ and
In fact,
where the last inequality is precisely (6.5).
Now we construct Q * ,ǫ on A mǫ nǫ using the finite strings defined by the ǫ-renewal points, {T ǫ k , −∞ < k ≤ K ǫ } as before. This construction works only if we have one ǫ-regeneration point between n ǫ and m ǫ . Condition (6.4) implies that
To prove statement (i) notice that
The first term in the righthand side is the probability that there is no regeneration point between n ǫ and m ǫ . The second term is the probability that the ǫ-regeneration times do not coincide with the regeneration times affecting the strings between times −n ǫ and n ǫ . The result follows from (6.8) and (6.9).
Statement (ii) follows immediately from (i) and the definition of n ǫ .
To prove (iii), let us describe the simulation algorithm.
Perfect simulation algorithm 1. Starting from M ǫ back to the past, keep generating independent random lengths L n , with
2. Mark the ǫ-regeneration points between Z ǫ and m ǫ . Let T ǫ l the bigger ǫ-regeneration point to the left of −n ǫ and T ǫ r the smallest ǫ-regeneration point to the right of n ǫ . Observe that the indexes l < r ≤ K ǫ .
3. Inside each interval defined by two successive ǫ-renewal points {T ǫ j , . . . , T ǫ j+1 −1}, we define µ X j and µ Y j , the conditional probability measures given L n , T ǫ j ≤ nT ǫ j+1 − 1} defined as in Corollary 2.14.
4. We couple the measures µ X j and µ Y j solving the MKP in these finite spaces by using a polynomial algorithm, like for instance the one described in Orlin (1997) . Denote these couplings by M * j for j ∈ {l, . . . , r}. Put
Final comments and reference remarks
The main contribution of this article is to present an explicit constructive solution of the MKP for chains of infinite order on a finite alphabet. As a consequence we obtain a perfect simulation procedure for a coupling approximating the Kantorovich coupling with expected cost as close as desired to the minimum cost. The MKP has attracted lots of attention recently. However, to the best of our knowledge, these are the first results in these directions. This question has been rediscovered in a purely probabilistic context by Kantorovich (1942 Kantorovich ( , 1948 ) who won the Economy Nobel Prize in 1975 for that and also rediscovered by P. Levy, L.
N. Wasserstein, and many others in different contexts. The literature on MKP is very extensive.
We let the interested reader to find his way starting with the classical reference Rachev (1984) up to the last Villani (2009), and passing by Dobrushin(1996) , Rachev and Rüschendorf (1998a, 1998b ), Villani (2003) among others. In particular, Villani (2003) in Chapter 3 presents a very nice historical account of the field.
Chains of infinite order seem to have been first studied by Onicescu and Mihoc (1935a) who called them chains with complete connections (chaînesà liaisons complètes). Their study was soon taken up by Doeblin and Fortet (1937) who proved the first results on speed of convergence towards the invariant measure. The name chains of infinite order was coined by Harris (1955) .
We refer the reader to Iosifescu and Grigorescu (1990) for a presentation of the classical material.
We refer the reader to 
