Abstract. We study the curvature flow of planar nonconvex lens-shaped domains, considered as special symmetric networks with two triple junctions. We show that the evolving domain becomes convex in finite time; then it shrinks homothetically to a point, as proved in [22] . Our theorem is the analog of the result of Grayson [13] for curvature flow of closed planar embedded curves.
Introduction
Mean curvature flow of partitions, in particular of planar networks, has been considered by various authors, see for instance [20] , [5] , [6] , [8] , [19] , [10] , [21] . Such a geometric flow is a generalization of mean curvature flow, when more than two phases are present. The main di‰culties are due to the presence of multiple junctions, typically triple points in the planar case.
In this paper we consider the curvature flow of a lens-shaped network, that is, of a particular planar network symmetric with respect to the first coordinate axis, and having there two triple junctions. If the bounded region enclosed by the network is convex, it is proved in [22] that the evolution remains convex and shrinks to a point in finite time, while its shape approaches a unique profile g h , corresponding to a homothetically shrinking solution (see [22] , Figure 1 ). This is the precise analog of the well-known result of Gage and Hamilton [11] , which shows that a closed convex planar curve evolving by curvature shrinks to a point in finite time, approaching a circle. This result has been generalized by Grayson [13] who showed that a closed nonconvex initial embedded curve has no singularities before the extinction, it becomes convex and eventually shrinks to a point. A di¤erent proof of Grayson's theorem was given by Huisken in [17] .
Our aim is to study the long time curvature evolution of a general (not necessarily convex) lens-shaped network. We will show that such a network becomes convex in finite time and eventually shrinks homothetically to a point, as described in [22] . Our result is, therefore, the analog of the result of Grayson, but in the context of curvature flow of networks. Our proof is based on the classification of all possible singularities, in analogy to the proof given in [17] for curvature flow of curves. We point out that in the evolution considered here we are able to overcome the technical di‰culties which prevented in [19] the complete analysis of type II singularities.
The main result of the present paper, which is a consequence of Theorems 3.1, 4.2 and 5.1, reads as follows: Theorem 1.1. Assume that the initial curve g : ½0; 1 ! R 2 satisfies the regularity and compatibility conditions listed in assumption (A) (Section 2.2) and is embedded (hypothesis (2.11)). Then there exist T A ð0; þyÞ and a solution g A C 2; 1 À ½0; 1 Â ½0; TÞ Á of the evolution problem (2.1) expressing the curvature flow of a symmetric network with two triple junctions, such that L À gðtÞ Á e C ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2ðT À tÞ p ; t A ½0; TÞ;
kk gðtÞ k L y ð½0; 1Þ e C ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 2ðT À tÞ p ; t A ½0; TÞ;
where L À gðtÞ Á and k gðtÞ denote the length and the curvature of gðtÞ respectively, and C is an absolute positive constant. Moreover, there exists t A ½0; TÞ such that the region E À gðtÞ Á enclosed by the corresponding network is uniformly convex for all t A ½t; TÞ, and T is the extinction time of the evolution, i.e.
Finally, a suitable rescaled and translated version of gðtÞ converges in C 2 ð½0; 1; R 2 Þ to g h as t ! T À .
We note that to prove Theorem 1.1 the only result needed from [22] is the uniqueness of g h .
In the last section of the paper we exhibit two examples of singularities appearing before the extinction time. In Example 1 we show the formation of a singularity, starting from a suitable immersed initial datum g (see Figure 5 ); in this case the L y -norm of the curvature of gðtÞ blows up at t ¼ T, and T is smaller than the extinction time. In Example 2, starting from an embedded double-bubble shaped g as in Figure 6 (hence with di¤erent Neumann boundary conditions with respect to the ones in Theorem 1.1) we show that the singularity appears at t ¼ T before the extinction time, due to the collision of the two triple junctions.
We conclude this introduction by mentioning that a general analysis of curvature flow of planar networks has been recently announced by Tom Ilmanen [18] .
Notation
Given T > 0 and a map g ¼ ðg 1 ; g 2 Þ : ½0; 1 Â ½0; TÞ ! R 2 , for t A ½0; TÞ we set gðtÞ : ½0; 1 ! R 2 , gðtÞðxÞ :¼ gðx; tÞ. If g A C g t :¼ q t g denotes the derivative of g with respect to t.
We denote by jEj the Lebesgue measure of a measurable set E L R 2 .
2.1. The geometric evolution equation. We are concerned with the following geometric evolution problem: In the following, we let the function l g ¼ l : ½0; 1 Â ½0; TÞ ! R be such that
ð2:6Þ
Formally di¤erentiating in time the boundary conditions in (2.1) (second equation) and using (2.5) we have at ð0; tÞ and ð1; tÞ the relation 0 for all t A ð0; TÞ. In particular, the function k gðtÞ can never attain its maximum at x ¼ 0 unless k g ð0; tÞ ¼ q s k g ð0; tÞ ¼ 0; similarly k gðtÞ can never attain its maximum at x ¼ 1 unless k g ð1; tÞ ¼ q s k g ð1; tÞ ¼ 0.
From now on we will always make the following assumption (A) on g: Note that under the sole assumption (A) the set gð½0; 1; tÞ may have self-intersections, see Figure 1 . Definition 2.1. We will refer to the embedded case, provided g is injective and g 2 ðxÞ > 0 for all x A ð0; 1Þ: ð2:11Þ
In the embedded case gð½0; 1Þ is not necessarily a graph with respect to the first coordinate axis. However, we can speak of the connected bounded plane region EðgÞ in between gð½0; 1Þ and g sp ð½0; 1Þ, see Figure 2 .
We will refer to the convex case, provided gðð0; 1ÞÞ is the graph of a positive concave function: The convex case is in particular embedded, and has been studied in [22] , where it is proven that gðtÞ remains concave. Therefore, the plane region E À gðtÞ Á between gð½0; 1; tÞ and g sp ð½0; 1; tÞ is still well defined, it is a convex lens-shaped domain evolving by curvature, and having the two singular points gð0; tÞ, gð1; tÞ in its boundary.
Remark 2.2. With our convention, in the convex case k gðtÞ is negative, since gðtÞ is parametrized in such a way that E À gðtÞ Á lies locally on the right of gðtÞ.
2.3. The homothetically shrinking solution g h . In [7] , [22] it is proven that there exists a unique embedding g h A C y ð½0; 1; R 2 Þ which satisfies
which gives raise to a homothetically shrinking curvature evolution, namely 
Immersed initial data
In the next theorem gð½0; 1; tÞ is allowed to have self-intersections. Proof. All assertions but T < þy follow from [19] Since the proof of this comparison result di¤ers slightly from the standard comparison proof for curvature flow, we indicate here the main steps. Define
To prove (3.3), it is enough to show that
Þ: ð3:4Þ
For any ðx; x; tÞ A ½0; 1 2 Â ½0; TÞ set uðx; x; tÞ :¼ jhðx; tÞ À gðx; tÞj; vðx; x; tÞ :¼ jh sp ðx; tÞ À gðx; tÞj:
It is well-known (see for instance [14] ) that Without loss of generality, we assume dðtÞ ¼ uðx t ; x t ; tÞ, and we set q t :¼ hðx t ; tÞ; p t :¼ gðx t ; tÞ;
see Figure 3 . Note that q t B fhð0; tÞ; hð1; tÞg: ð3:5Þ
Indeed if by contradiction we have for instance q t ¼ hð0; tÞ then, in view of the Neumann boundary conditions in (2.1) and (3.2), the distance between p t and a point q on qE À hðtÞ Á would decrease when q moves from q t sliding slightly either on hð½0; 1; tÞ or on h sp ð½0; 1; tÞ.
We now distinguish two cases.
Case 1. p t B fgð0; tÞ; gð1; tÞg, see Figure 3 . In this case, thanks to (3.5), we are reduced to the standard situation of curvature flow (see for instance [3] ), and (3.4) follows:
Case 2. p t A fgð0; tÞ; gð1; tÞg. Without loss of generality, we can assume that p t ¼ gð1; tÞ, and that the second component of q t is positive. Let
Then it is not di‰cult to see that n t equals the unit normal to qE À hðtÞ Á at q t pointing out of E À hðtÞ Á . Let K :¼ fðcos y; sin yÞ : y A ½0; p=6g. If n t A qK then again (3.4) follows in a standard way. On the other hand, we cannot have n t ¼ ðcos y t ; sin y t Þ with y t A ½0; p=6Þ, since this contradicts the Neumann boundary conditions in (3.2) and the convexity of hðtÞ.
The proof of (3.3) is concluded, and in particular T e t Ã . r
Note that the smoothness of g implies that kk gðtÞ k L y ð½0; 1Þ is finite for all t A ½0; TÞ. On the other hand, from (3.1) we deduce that Proof. Since g t ð0; tÞ and g t ð1; tÞ are horizontal, it follows from (2.6) that lð0; tÞ ¼ q t g 1 ð0; tÞ=2, and lð1; tÞ ¼ q t g 1 ð1; tÞ=2. Observing (see [19] , Proposition 3.2) that the time-derivative of the measure ds is given by
Therefore, to conclude the proof it is enough to show that g 1 ð1; tÞ À g 1 ð0; tÞ is bounded by cLðgÞ, where c > 0 is an absolute constant independent of g. This assertion can be proved by a comparison argument as in the proof of Theorem 3.1: taking a lens-shaped convex domain as in Theorem 3.1, it follows that the horizontal length g 1 ð1; tÞ À g 1 ð0; tÞ cannot be larger than the corresponding horizontal length of E À hðtÞ Á , which can be bounded by an absolute constant times LðgÞ. r Following [16] and recalling (3.6), we say that:
Before passing to the next result, we recall from [19] , equation (2.6) , that the evolution equation for k reads as follows:
Note that this equation, being local, is valid under the sole assumption (A).
The next observation is used to prove Proposition 3.4, which in turn will be used to prove Theorem 5.1.
Remark 3.3. The solution g of (2.1) is analytic in ð0; 1Þ Â ð0; TÞ; in particular, for a given t A ð0; TÞ, the set zðtÞ :¼ fx A ½0; 1 : k gðtÞ ðxÞ ¼ 0g is finite. 
Integrating by parts we have 
ð3:17Þ ¼ À2 P
x A zðtÞ jq s k g ðx; tÞj e 0: r
Embedded nonconvex initial data: type I singularities
In this section, as well as in Section 5, we consider the embedded case. We begin to show that embeddedness is a property which is preserved by the evolution. (ii) For any t A ½0; TÞ E À gðtÞ Á ¼ À 4p 3 t þ jEðgÞj: ð4:2Þ Proof. Let d :¼ supft A ½0; TÞ : gðtÞ is injective for t A ½0; dÞg. By (2.11) and the smoothness of the evolution it follows that d > 0. Given ðx; y; tÞ A ½0; 1 2 Â ½0; dÞ with x < y, let Sðx; y; tÞ be the relatively open segment connecting gðx; tÞ with gðy; tÞ. Provided Sðx; y; tÞ X gð½x; y; tÞ ¼ j, we let A g ðx; y; tÞ be the subset of R 2 bounded by gð½x; y; tÞ and Sðx; y; tÞ. 
ð4:13Þ
As a consequence, by a direct computation (see [19] , Formulae (2.7), (65), (66)) and using (4.12) we getk
Therefore, lettingw w :¼k k 2 þl l 2 , we find
In this section we prove the following result, whose mainly follows the lines in [19] (given for one triple junction only), except for the arguments in Step 8. Recalling the notation in (4.10), thanks to (3.11)
tðtÞ Á e C; t A À 1 2 log T; þy ; x A ½0; 1: ð4:21Þ
We now divide the proof of the theorem into seven steps.
Step 1. We havẽ g gð0; tÞ;g gð1; tÞ A B2C ffi ffi 
Since the same estimate holds for jg gð1; tÞj, Step 1 is proved.
Step Without loss of generality, from now on we assume p ¼ ð0; 0Þ. We recall the so-called rescaled monotonicity formula (see [16] , [19] (ii) g
(iv) Lðg y Þ < þy.
Moreover, as a consequence of (iii), and respectively of (ii), (iv) and (4.27), we have:
(vi) k g y is not identically zero.
Step 4. We have:
(vii) g (viii) g y is injective.
Indeed, from (4.6) and (4.8) we have
ð4:30Þ
Moreover, since gg g ðtÞ is defined as an infimum, it is upper semicontinuous, in the sense that
where g g y is (the constant) defined as in (4.3), where we substitute gðÁ; tÞ with g y ðÁÞ on the right-hand side of (4.4). From (4.30) and (4.31) it follows that g g y f min À g g ð0Þ; 4 ffiffi ffi 3 p Á , and this implies (vii) and (viii).
As a consequence of (ii) and (viii) we have:
(ix) g y ð0Þ 3 g y ð1Þ.
Step 5. We have By elliptic regularity [12] it follows that k g y A C 0 ð½0; 1Þ, hence g y A C 2 ð½0; 1; R 2 Þ, and (4.32) is valid everywhere in classical sense in ½0; 1. Recalling Section 2.3, we deduce by uniqueness that
Note that from (4.35) it follows that g y is independent of the subsequence f j k g, hence (4.28) is valid for the whole sequence fr j g, i.e. In order to show (4.37), it is enough to prove that g g y ¼ g h : ð4:39Þ Using (4.38), (4.36) and the inequality
to prove (4.39) it is su‰cient to show that
In order to prove (4.40), we recall thatk kðx; tÞ is uniformly bounded for all ðx; tÞ by (4.21) and, as a consequence,l lðx; tÞ is also uniformly bounded by (4.14) and (4.15) as in [19] , p. 264. Hence, using also (4.12) and (4.24),
which gives (4.40) and proves Step 6.
From (4.37) and [19] , Proposition 6.16, we have the improved convergence
Since the sequence ft n g is arbitrary we deduce Eventually, we observe that, since g y 2 is uniformly concave in ½0; 1 (see Section 2.3), from (4.41) we deduce that gðt c Þ becomes uniformly convex for some t c A ð0; TÞ. From the results proved in [22] , Lemma 3.3, it follows that gðtÞ remains uniformly convex in ½t c ; TÞ (this last assertion also follows from (3.12) and (2.8) using the maximum principle).
Step 7. Assume now that (4.26) does not hold, that is, there exists a sequence ft n g converging to þy such that lim n!þy L Àg gðt n Þ Á ¼ þy: ð4:43Þ
Reasoning as in Step 1, there exist a subsequence ft n j g and times r j A ½t n j ; t n j þ 1=j such that (4.25) holds. Moreover from (4.21) and r j À t n j e 1=j, and from (3.9) [7] and [22] it follows that g y ð½0; þyÞ is contained in a curve of Abresch-Langer [1] . In view of the Neumann condition (b) and the properties of the curves of AbreschLanger, it then follows that
Similarly, if we parametrizeg gðr j Þ by arclength on We now reach a contradiction since, being the convergence of fg gðr j k l Þg in C 1 loc , it follows thatg gðr j k l Þ is not injective for l su‰ciently large. Indeed, provided l A N is such that
recalling the boundary conditions in (4.13), we have that there exist s 1 ; s 2 A ½0; 1 such that
Hence (4.26) necessarily holds, and the proof of the theorem is complete. r
Embedded non-convex initial data: type II singularities
This section is devoted to the proof of the following result:
Theorem 5.1. Assume that g satisfies (A) and (2.11). Then g cannot develop type II singularities at t ¼ T.
Proof. Let us assume by contradiction that g develops a type II singularity at t ¼ T. We employ a rescaling procedure originally due to R. Hamilton (see [2] ). Let us choose as in [19] , Section 7.1, a sequence fðx n ; t n Þg H ½0; 1 Â ½0; TÞ satisfying the following properties:
t n A ½0; T À 1=nÞ and t n < t nþ1 for any n A N. Letting m n :¼ jk g ðx n ; t n Þj; n A N; we have 0 < m n < m nþ1 and lim n!þy m n ¼ þy. Let us define the parameter t as
and the curves g n as
We have g n ðx n ; 0Þ ¼ ð0; 0Þ; jk g n ðx n ; 0Þj ¼ 1; n A N: ð5:4Þ From (5.2) it follows as in [19] , Section 7, that for every e; o > 0 there exists n A N such that kk g n ðtÞ k L y ð½0; 1Þ e 1 þ e; n f n; t A ½Àm 2 n t n ; o: ð5:5Þ
We now divide the proof of the theorem into nine steps.
Step 1. We have lim n!þy L À g n ðtÞ Á ¼ þy; t A R: ð5:6Þ Indeed, this is obvious if T is not the extinction time, since in that case inf
, by the isoperimetric inequality and taking into account that g satisfies (2.3), it follows that there exists an
for all t A ½0; TÞ. Hence, to prove (5.6) it is enough to show that lim n!þy E À g n ðtÞ Á ¼ þy; t A R: ð5:7Þ
In particular
Step 1 follows, since
Before passing to the next step we need some preparation. Given
we now reparametrize the curves g n ðtÞ by arclength and, performing a suitable translation in the parameter space, we obtain curveŝ g g n ðtÞ : ½a n ðtÞ; b n ðtÞ ! R 2 ;
with a n ðtÞ e 0 e b n ðtÞ, and b n ðtÞ À a n ðtÞ ¼ L À g n ðtÞ Á .
Thanks to (5.6), we have lim n!þy À b n ðtÞ À a n ðtÞ Á ¼ þy; t A R: ð5:8Þ
Without loss of generality we assumê g g n ð0; 0Þ ¼ g n ðx n ; 0Þ ¼ ð0; 0Þ: ð5:9Þ
We can also assume that there exists a subsequence fn j g such that We now choose the starting point of the reparametrization (still keeping the notation g g n ) as follows: If b y ¼ þy we set a n j ðtÞ :¼ a n j ð0Þ for any t A R; if b y A ½0; þyÞ we set b n j ðtÞ :¼ b n j ð0Þ for any t A R. Hence in both cases Exploiting also (5.9), the proof of the next step is the same as in [19] , Proposition 7.1, using also (5.8), (5.5) and (5.4).
Step 2. The sequence fĝ g n j g admits a subsequence fĝ g n j h g converging in C If I y ¼ ½a y ; þyÞ then g ys ða y ; tÞ ¼ ð1=2; ffiffi ffi 3 p =2Þ for all t A R, and g y2 ðs; tÞ f g y2 ða y ; tÞ; s A I y ; t A R:
If I y ¼ ðÀy; b y then g ys ðb y ; tÞ ¼ ð1=2; À ffiffi ffi 3 p =2Þ for all t A R, and g y2 ðs; tÞ f g y2 ðb y ; tÞ; s A I y ; t A R:
Note that the C 2 loc ðI y Â R; R 2 Þ-convergence can be improved to C y loc ðI y Â R; R 2 Þ [11], since the curvesĝ g n evolve by curvature and have a uniform L y -bound on their curvature.
Step 3. For all t A R we have k g y ðs; tÞ 3 0 for all s A I y .
We follow [2] , Theorem 7.7. Write for simplicity J h ðtÞ :¼ ½a n j h ðtÞ; b n j h ðtÞ;k k h ðs; tÞ ¼ kĝ g n j h
ðs; tÞ; z h ðtÞ :¼ fs A J h ðtÞ :k k h ðs; tÞ ¼ 0g:
For all M > 0, recalling (3.13), we have 
from (5.13) we then obtain
In view of Proposition 3.4 the function t ! Ð I ðtÞ jk gðtÞ j ds is nonincreasing, hence it admits a finite limit as t ! T À . In particular,
It then follows from (5.14) that It follows that for any t A R we have fs A I y : k g y ðs; tÞ ¼ 0; q s k g y ðs; tÞ 3 0g ¼ j:
On the other hand, g y evolves by curvature (see Step 2) , and therefore, from the results of [4] , if there exists ðs; tÞ A I y Â R such that k g y ðs; tÞ ¼ 0 and q s k g y ðs; tÞ ¼ 0, then g y ðÁ; tÞ is linear, hence g y ðÁ ; ÁÞ is linear. Since this is in contradiction with (5.12), the proof of Step 3 is concluded.
Step 4. I y 3 R.
Indeed, assume by contradiction that I y ¼ R. From Step 3, reasoning as in [2] , pp. 512-513, it follows that g y is the so-called grim reaper. Thanks to Step 3 we can consider only two cases: either k g y ðs; tÞ < 0 for any ðs; tÞ A I y Â R, or k g y ðs; tÞ > 0 for any ðs; tÞ A I y Â R. Let us first assume k g y ðs; tÞ < 0; ðs; tÞ A I y Â R: ð5:20Þ
Recalling our conventions (see Remark 2.2), inequality (5.20) implies that g y ðÁ; tÞ is a convex curve.
From
Step 4 we have that either a y is finite or b y is finite. We assume that a y A ðÀy; 0, the case b y A ½0; þyÞ being analogous. Therefore we have Step 5. We have Ð I y k g y ðs; tÞ ds A ½Àp=3; 0Þ; t A R: ð5:23Þ Indeed, if by contradiction there exists t A R such that the left-hand side of (5.23) is less than Àp=3, then thanks to (5.20) and the Neumann boundary condition (5.22), the curve g y ðÁ; tÞ has another intersection (di¤erent from g y ða y ; 0Þ) with the horizontal axis l passing from g y ða y ; 0Þ. This implies Q g y 2 1 0, where Q g y 2 is defined as in (4.4) (with ½0; 1 replaced by I y , and g sp y is now the specular of g y with respect to l). This leads to a contradiction, as in Step 4.
In particular, the convex curve g y ðÁ; tÞ can be written as the graph of a strictly concave smooth function y ¼ yðx; tÞ, where ðx; tÞ A Â g y1 ða y ; tÞ; þy Á Â R.
Let yðx; tÞ :¼ tan
À1
À y x ðx; tÞ Á A ð0; p=3 be the angle that the tangent vector to g y ðÁ; tÞ makes with the first coordinate axis.
Step 6. We have q t k g y ðs; tÞ e 0; ðs; tÞ A I y Â R: ð5:24Þ
Write for simplicity
Recalling that g y evolves by curvature, the evolution of k in the ðy; tÞ-coordinates reads as follows (see [11] ):
ð5:26Þ
Let t 1 A R and define h :¼ k þ 2ðt À t 1 Þq t k. We have hðy; t 1 Þ < 0 for any y A ð0; p=3, and We now observe that the remaining Dirichlet boundary condition for h reads as By (5.27), (5.28), (5.29) and the maximum principle it then follows hðy; tÞ e 0 for all y A ð0; p=3 and t f t 1 , hence q t k e À k 2ðt À t 1 Þ ; t > t 1 ;
which implies (5.24), by letting t 1 ! Ày.
Step 7. We have Step 7 will be proved if we show that for all t 2 f t 1 . Letting t 2 ! þy we get Zðt 1 Þ e 0, a contradiction. Hence (5.33) follows, and the proof of Step 7 is concluded.
Step 8. Assume now that Note that in this case the image of g y ðÁ; tÞ is not necessarily a graph, but still the function y is well-defined, thanks to (5.37), and takes values in ½p=3; pÞ. Reasoning as in Steps 6 and 7, using the boundary conditions (5.28) and hð0; tÞ ¼ p; t A R; and the choice ZðtÞ :¼ Ð p p=3 q t ðlog kÞ dy, we deduce that (5.32) is still valid.
Step 9. g y is one of the two specific pieces of the grim reaper depicted in Figure 4 . Figure 4 . Two pieces of the grim reaper, with the given p=3-Neumann boundary condition.
From
Step 7 and (5.26) we have q yy k g y þ k g y ¼ 0. By direct integration and using (5.22) , it follows that g y is a one-parameter family of pieces of grim reapers (the parameter being for instance the horizontal velocity of translation), see Figure 4 . As in Step 5, we have Q g y 2 1 0, which gives a contradiction. This shows that g cannot develop type II singularities, and concludes the proof of the theorem. r
