Optimal vibration control and co-design of very flexible actuated structures  by Maraniello, S. & Palacios, R.
Contents lists available at ScienceDirect
Journal of Sound and Vibration
Journal of Sound and Vibration 377 (2016) 1–21http://d
0022-46
(http://c
n Corr
E-mjournal homepage: www.elsevier.com/locate/jsviOptimal vibration control and co-design of very ﬂexible
actuated structures
S. Maraniello, R. Palacios n
Department of Aeronautics, Imperial College, London SW7 2AZ, United Kingdoma r t i c l e i n f o
Article history:
Received 5 September 2015
Received in revised form
27 April 2016
Accepted 11 May 2016
Handling Editor: D.J. Wagg
A gradient based approach is proposed for the large design space deﬁned by both theAvailable online 24 May 2016
Keywords:
Vibration control
Optimization
Co-design
Control vector parametrisation
Single-shooting
Geometrically-nonlinear beamsx.doi.org/10.1016/j.jsv.2016.05.018
0X/& 2016 The Authors. Published by Elsev
reativecommons.org/licenses/by/4.0/).
espondence to: Room 355, Roderic Hill Buil
ail address: rpalacio@imperial.ac.uk (R. Palaca b s t r a c t
The single shooting method is applied to the optimal control and combined structural and
control design (co-design) of very ﬂexible beams. The objective is to assess feasibility,
advantages and limitations of an integrated design approach when dealing with actuated
structures exhibiting large oscillations and, more generally, strongly nonlinear couplings.
optimal control and co-design problems. Numerical studies are presented for the case of a
very ﬂexible actuated pendulum with large rigid-body motion. The impact of local (B-
splines) and global (discrete sines) set of basis functions is investigated for increasing
levels of actuation authority, showing the importance of the time–frequency resolution of
the parametrisation on the convergence properties and outcome quality of the process.
Locking between control and structural disciplines around speciﬁc design points is found,
thus highlighting the disadvantage of a sequential design approach. Simultaneous
designing of control law and structure is seen, instead, to explore efﬁciently larger regions
of the design space.
& 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/4.0/).1. Introduction
While actively controlled structures generally provide better vibration characteristics than non-controlled, or passive,
ones, the integration of the controller usually comes late in the design process. Their design typically relies on a sequential
approach: the structure is initially sized for passive response and an active control is introduced only in a later stage, after
the main features of the system have been established [1]. Looking at the structural design process from the perspective of a
multidisciplinary optimisation (MDO) problem, there is substantial evidence that this approach is likely to generate only
sub-optimal design points. For a true optimum, structural properties and control should be designed simultaneously, thus
leading to the concept of combined design or co-design [1–3].
The advantages of a combined control and structural optimisation have long been proved in space structures design [4,5],
robotics [6], and noise and vibration control [7,8]. These studies were based on a linear representation of the closed-loop
system dynamics, which facilitated the approach to the design. Asada et al. [6], for instance, directly manipulated the
position of the closed-loop system eigenvalues, while Rao [5] expressed the control gains in terms of the system energyier Ltd. This is an open access article under the CC BY license
ding, South Kensington Campus, United Kingdom. Tel.: þ44 20 7594 5075.
ios).
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exploring a nested approach similar to that presented by Rao [5], they also optimised the system simultaneously with
respect to optimiser gains and structural design parameters.
When dealing with the dynamics of structures outside the linear regime, however, integrating the design approaches
becomes a much more challenging task. Common MDO architectures, in fact, rarely allow to take advantage of the fact that
the control is inherently dependent on the evolution of a system in time [1]. The larger computational cost associated to a
time-dependent nonlinear analysis is, therefore, not balanced by the optimisation approach, resulting in relatively inefﬁ-
cient architectures. Co-design studies dealing with complex structural dynamic models have been required, therefore, to
reduce the analysis cost, either using metamodels [9] or limiting the size of the systems [10,11]. Nonlinear systems arising
from the coupling of FEM with other disciplines, e.g. for aeroservoelasticity studies, have also required reduced-order
models and linearised formulations [12,13].
Soft robotic manipulators [14], high-altitude long-endurance (HALE) aircraft wings or large horizontal axis wind turbine
(HAWT) blades are all highly ﬂexible structures in which possibly large deformations can lead to a nonlinear dynamical
behaviour. As most of the critical operating conditions of these systems — both in terms of loading and stability — are
associated with unsteady phenomena, an accurate representation of the coupling between structure and control system is a
necessary, but not sufﬁcient, condition to achieve optimal designs. Structural properties and control system should, in fact,
be designed simultaneously while ensuring a balanced modelling ﬁdelity between the disciplines.
Focusing on this aspect, this work aims to provide relevant guidelines for the co-design of slender, active structures. From
a structural perspective, the analysis of these systems introduces nonlinearities when dealing with large geometrical
deformations and couplings between rigid-body and ﬂexible modes dynamics [15–17]. From a control system perspective,
open-loop analysis will be considered. In real life applications, the control of actuated structures needs to be addressed in
the presence of disturbances, thus requiring a feedback control and a closed-loop analysis. A deterministic open-loop
analysis, in which the control has full authority on the system behaviour, remains, however, a necessary ﬁrst step in the
design process.
Optimal control problems can be solved through an optimise-discretise approach, in which an optimality condition is
enforced on the equations describing the system dynamics [18]. However, in actual applications, the system is often too
complex to apply optimality principles. A common way around this problem is to parametrise the control signal (direct
methods). Single and multiple shooting methods, in particular, are directly linked to single and multidisciplinary optimi-
sation [1,19]: once a parametrisation is chosen, the coefﬁcients of the parametrisation are directly handled by the opti-
misation algorithm and there is no formal difference, at the optimiser level, between closed-loop system gain optimisation
and open-loop optimal control solution.
While single and multiple shooting have been successfully used in many optimal control problems, an understanding on
how these methods may apply to the control of active, strongly nonlinear, structures is a required step to assess the fea-
sibility of their integration in a co-design framework. A ﬁrst question to address is thus how to ﬁnd the optimal actuation.
When using medium-to-high ﬁdelity models and dealing with dynamics, in particular, a global reconstruction of the design
space via a zero-order optimisation method is, in general, not a feasible solution. Several authors, however, have showed
that shooting methods can successfully be used in conjunctionwith gradient based optimisers to deﬁne control laws [20,21].
In this respect, the most common approach is to use piecewise constant or linear representations to parametrise the control
signal [22].
The single shooting (or control vector parametrisation, CVP) method can be integrated in a pre-existing MDO archi-
tecture with relatively little effort. This approach, however, has to be further explored when dealing with co-design pro-
blems. In particular, as the optimisation relies on a gradient based method, it is important to assess how the smoothness of
the design space is impacted when moving from optimal control to combined design. This also implies an assessment on
how large changes in the design space can be.
In this work, a coupled ﬂexible-rigid body dynamics model, based on a geometrically exact beam description, has been
embedded in an optimisation framework. Applying the CVP technique, the actuation on the structure has been written as an
optimal control problem using both a local (B-spline) and a global (discrete sine series, DSS) parametrisation (Section 2). The
methodology is used to control the dynamics of a very ﬂexible pendulum, modelled as a beam in hinged conﬁguration and
exhibiting large deformations (Section 3.1). As the pendulum ﬂexibility increases, not only larger deformations arise, but the
level of coupling between rigid and ﬂexible modes also increases. Conceptually, therefore, this problem has many analogies
to that of the control of a very ﬂexible manipulator or to the trajectory tracking of a ﬂexible aircraft in calm air. In particular,
the impact of several factors — namely the level of nonlinearities, the problem formulation and the parametrisation used —
on the optimal control results have been assessed in Sections 3.2 and 3.3.
The active system co-design problem is then addressed (Section 4). Due to the high level of coupling between control and
structure, a multidisciplinary feasible (MDF) architecture is used [3] . The implication of different modelling choices for the
actuation is shown and guidelines for the co-design process of structures exhibiting strong nonlinear dynamics are ﬁnally
provided.
Fig. 1. Deﬁnition of frames of reference over the very ﬂexible structure.
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The application of the single-shooting is tested for the control and co-design of very ﬂexible, slender, partially supported
structures. In particular, it is assumed that these may exhibit large deformations, i.e. comparable in magnitude with their
largest dimension. This section starts, therefore, presenting a structural model with coupled rigid-ﬂexible body dynamics
(Section 2.1). The optimal control problem is then addressed, with Section 2.2 providing a brief introduction to direct
methods for nonlinear optimal control: the single shooting method, and the way this can be extended to co-design, is here
presented. The parametrisations implemented in this work are discussed in more detail in Section 2.3. An overview of the
optimisation framework built for both the control and co-design is ﬁnally given in Section 2.4.
2.1. Rigid-ﬂexible body dynamic model
For modelling slender, ﬂexible structures, a geometrically exact beam model (GEBM) with coupled rigid-ﬂexible body
dynamics is used [23,24]. The model is here brieﬂy described using the notation introduced in Ref. [25]; frame of references
(FoRs) and relevant vectors are shown in Fig. 1. The rigid body dynamics is expressed in terms of translational (vA) and
rotational (ωA) velocity vectors of a FoR attached to the body, A, with respect to the ground FoR G. Subscripts stand for the
FoR in which quantities are projected.
Local deformations are assumed to be small, thus a linear material model is used. Force and moment strains are written
in terms of the position, RA(s), and the Cartesian rotation vector, Ψ ðsÞ, associated to a local FoR B, deﬁned along a curvilinear
coordinate s [23]. The coupled nonlinear ﬂexible/rigid body dynamics is ﬁnally expressed using:
MðηÞ
€η
_β
( )
þ
Qsgyrðη; _η;βÞ
Qrgyrðη; _η;βÞ
( )
þ Q
s
stif ðηÞ
0
( )
¼
Qsextðη; ζ; tÞ
Qrextðη; ζ; tÞ
( )
; (1)
where βT ¼ vTA;ωTA
 
, η is a vector containing nodal rotation and displacements, MðηÞ is the mass matrix, and Qgyr, Qstif, Qext
are, respectively, gyroscopic, stiffness and external forcing terms. The latter includes control inputs and gravitational forces.
For the coupled ﬂexible-rigid body dynamics solution, the orientation of the body-attached FoR Awith respect to the ground
FoR G is required. This is expressed in terms of quaternions such that ζT ¼ fζ0; ζTv g. The scalar (ζ0) and vector (ζv) parts of ζ
are obtained via integration of body-attached FoR angular velocity, ωA, according to [26]:
_ζ0 ¼ 
1
2
ωTAζv;
_ζv ¼ 
1
2
ζ0ωA ~ωAζv
 
; (2)
where (~) is the skew symmetric matrix operator. Spherical joint boundary conditions (BCs) have been implemented by
setting the translational velocity of the FoR A, vA, to be zero. Hinge BCs can be derived similarly, allowing rotations only
along one axis.
2.2. From optimal control to co-design
In general, an optimal control problem can be seen as an optimisation problem with a design variable, the control input
u, that is a time-dependent function:
min: I¼ Iðu; y; _yÞ
w:r:t: uðtÞ; yðtÞ
s:t: cðu; yÞZ0
Rðt;u; y; _yÞ ¼ 0 (3)
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equations R refers to the coupled rigid-ﬂexible body dynamics Eqs. (1) and (2) over the time horizon ½0; T . The design
constraints, c¼ fco; ccg, are divided into a set of control speciﬁc ðccÞ and general ðcoÞ design requirement. The ﬁrst set includes
constraints associated to the control input u: in this work, bound constraints of the form
uðtÞZuLðtÞ
uðtÞruHðtÞ ; tA ½0; T ; (4)
as well as initial and terminal conditions, are enforced. The second set is instead associated to any other requirement on
system performance.
While analytical tools for the solution of problem (3), such as Pontryagin's maximum principle, are available, they are too
complex to be used for the control of large nonlinear systems [22]. The alternative are direct methods, in which the control function
is discretised in time and expressed in terms of a coefﬁcient vector xc, i.e. uðtÞ-uðxcÞ. In direct transcription (DT) or direct simul-
taneous methods, also the state is discretised in time and treated as a design variable. The optimiser, therefore, handles problem (3)
directly, simultaneously solving physics and actuation. In a MDO context, this approach would be referred to as an all-at-once or
simultaneous analysis and design (SAND) [3]. DT methods can explore infeasible and unstable states, thus possibly leading to faster
convergence, but they introduce a large number of design variables and, in MDO problems, may also have convergence issues. If Eq.
(1) is solved at each iteration for the state, problem (3) can be recast in the form of a multidisciplinary feasible architecture:
min: I¼ I xc; yðxcÞ; _yðy; xcÞð Þ
w:r:t: xc
s:t: coðxc; yðxcÞÞZ0
ccðxc; yðxcÞÞZ0 (5)
where the dependency of the state on the control, y¼ yðxcÞ, has been explicitly stated. This approach is referred to as control vector
parametrisation (CVP) or single-shooting method: while a solution to Eq. (1) has to be found at each optimisation, the size of the
problem is reduced to its minimum.
The extension of problem (5) to a MDO problem that simultaneously optimises control action and structural properties is
straightforward and only requires the inclusion of a set of structural design parameters, xs, and constraints, cs:
min: I¼ Iðxc; xs; yðxc; xsÞ; _yðy; xc; xsÞÞ
w:r:t: xc; xs
s:t: coðxc; xs; yðxc; xsÞÞZ0
ccðxc; xs; yðxc; xsÞÞZ0
csðxc; xs; yðxc; xsÞÞZ0 (6)
This is the description that will be used in this work.
2.3. Control parametrisation
In the single shooting approach, the control signal is expressed as a linear combination of Nc basis functions, ϕnðtÞ,
deﬁned over the time horizon ½0; T:
u¼
XNc
n ¼ 1
xcn ϕnðtÞ (7)
In most optimal control problems, a piecewise constant parametrisation is used: in addition to being easy to
implement, that scheme offers good convergence properties [22]. However, to describe the movement of typical
control actuators on a relatively large time domain, piecewise constant or linear parametrisations would lead to set of
basis functions of substantial size. While from a computational point of view adjoint methods can deal effectively
with an increased number of design variables, these present the additional development cost of building the adjoint
model itself. Furthermore, the larger the basis size, the higher are the frequencies that the parametrisation can
reproduce: a smoothing of the control signal to avoid unrealistically steep changes would, therefore, be required,
either enforcing additional constraints on the control rate of change or smoothing the gradient itself.
With the purpose of modelling smooth actuation signals while limiting the number of coefﬁcients used to parametrise
the control, Nc, only C1 continuous or higher parametrisations are considered for this work. As the dynamics of structures is
strongly linked to the frequency of excitations of external disturbances and control forces (see also Sections 3 and 4), it is
natural to use a parametrisation that can be easily linked to the frequency range of the control. An obvious candidate is the
discrete Fourier series or, for control signals with uð0Þ ¼ uðTÞ ¼ 0, discrete sine series (DSS) obtained as
ϕn tð Þ ¼ sin 2πf nt with: f n ¼ n f 0; f 0 ¼
1
2T
(8)
The discrete Fourier series and the DSS have both the advantage of allowing a direct control of the maximum actuation
frequency of the control. While sine and cosines are globally deﬁned in time, however, they are collocated in the frequency
domain, each harmonic being associated to a speciﬁc frequency f n (see Eq. (8)). While this does not pose an issue in terms of
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optimal control problem (5) via a gradient based approach. When using a DSS parametrisation, in fact, the nth term of the
cost function gradient, dI=dxcn, with xcn deﬁned as in Eq. (7), represents the sensitivity of the cost function Iwith respect to a
change in magnitude of the nth harmonic parametrising the control u: while affecting the whole time domain, this is
localised at the frequency fn.
The duality frequency vs. time resolution is a well known problem in signal and image processing [27]. In this sense, local
basis functions can provide more ﬂexibility in terms of capturing relevant frequency content of the structural dynamics
response, particularly when large geometrical deformations imply changes in the system features (e.g. its natural fre-
quencies) with time. To investigate this, B-splines have additionally been chosen for their smoothness properties. A set of B-
splines basis functions of order p can be built recursively over a set of Nτ control points τn as [20]:
ϕð0Þn ðtÞ ¼
1 if τnotoτnþ1
0 else

(9)
and
ϕ pð Þn tð Þ ¼
t−τn
τnþp−τn
ϕ p−1ð Þn tð Þþ
τnþpþ1−t
τnþpþ1−τnþ1
ϕ p−1ð Þnþ1 tð Þ; p40 (10)
Note that, if Nτ control points are used, the number of spline basis required is Nc ¼Nτþp1. Third-order B-splines were
found to provide good and smooth reconstructions for the applications in this work.
The frequency range of actuation can be regulated by noticing that, in order to capture a maximum frequency fmax, a
spacing between control points Δτ¼ 1=ð2fmaxÞ is necessary (Nyquist criterion). It results that, ﬁxed a fmax value, DSS and B-
splines basis have comparable size and similar reconstruction properties, although it should be noted that the frequency
spectrum of each spline basis has a smooth decay to zero towards fmax. As it will be shown in Section 3.3, this means that
harmonic components whose frequencies near fmax are not reconstructed accurately. While local in time, however, spline
basis have a distributed frequency content, thus providing opposite properties to the DSS basis during a sensitivity analysis.
2.4. Optimisation framework
In line with Ref. [20,21] a standard quasi-Newton method, the SLSQP optimisation algorithm [28], has been used to solve
both the nonlinear optimal control problem and the co-design optimisation. The GEBM with coupled ﬂexible-rigid body
dynamics from an in-house aeroelastic simulation environment [29,25] has been embedded in an optimisation framework
built using OpenMDAO [30]. The implementation is monolithic and uses ﬁnite differences for the gradient evaluation.
Optimal control and co-design are solved using both DSS and B-splines. For both basis, the bound constraints in Eq. (4)
are enforced by oversampling the control signal. In all the problems considered, cost and constraint functions, as well as
design parameters, are scaled to achieve comparable orders of magnitude. If all the constraints are veriﬁed, the optimisation
process is stopped whenever the relative change in cost and constraints is below a tolerance value of 0.1 percent.3. Numerical studies on optimal control
The methodology presented in Section 2 is veriﬁed for the control of a very ﬂexible actuated pendulum ﬁrst proposed by
Wang and Yu [31]. The pendulum is modelled as a very ﬂexible beam and can undergo large rigid body rotations and
geometrical deformations. Being fully deterministic — as no external disturbances are accounted for —, this problem allows
to easily assess the outcome of both the control and integrated design processes.
Both CVPs introduced in Section 2.3 are exercised for the optimal control of the system and results are compared against
Ref. [31]. In order to show the effect of using different discretisations and problem formulations, the behaviour of two
pendula of different ﬂexibility is analysed (Section 3.2). The impact of the actuation bandwidth and the structural non-
linearities is further assessed in Section 3.3. Finally, a multi-resolution strategy is proposed to improve the convergence
characteristics of the process (Section 3.4).
3.1. Problem description
The ﬂexible pendulum conﬁguration proposed in Ref. [31] is sketched in Fig. 2. The pendulum is modelled as a hinged
elastic beam and lies initially in a stable equilibrium position along the vertical direction (Z-axis), gravity effects being
accounted for. In order to control the system, an actuating torque, MY(t), chosen to be zero at the initial and ﬁnal time of the
simulation, is applied at its root (Fig. 2), causing the pendulum to oscillate about the hinge point. The torque time history
MY (t), in particular, is optimised such as to maximise the leftward X velocity of the pendulum tip, vX, measured in the global
FoR at time T ¼ 2 s. The problem is fully deterministic and any sources of friction or damping are not considered.1 From Fourier's theorem any signal u deﬁned over the domain ½0; T can be reproduced by a large enough sine series.
Fig. 2. Flexible pendulum geometry.
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term
P MY½  ¼
1
2
Z T
0
π1 M2Y þπ2
dMY
dt
 2" #
dt (11)
which depends on both the magnitude and the rate of change of the actuation. The optimal control problem can thus be
written, in its continuous form, as:
min: I¼ κ1 vXðTÞþκ2 P
w:r:t: MY ðtÞ
s:t: MY ð0Þ ¼MY ðTÞ ¼ 0
MmaxðtÞoMY ðtÞoMmaxðtÞ (12)
where I is the augmented cost function and the constants κi and πi are scaling parameters to ensure that all the terms in the
cost function and the force regulator equations have same units and comparable magnitude; note, in particular, that κ1 is
required to have negative value. In the following, we will refer to problem (12) as the augmented problem. In the numerical
implementation, MY is discretised by means of DS (Eq. (8)) and B-spline (Eqs. (9), (10)) basis functions; the optimisation is
thus performed with respect to the coefﬁcients of the parametrisation, xc.
The augmented problem (12) deﬁnes a trade-off between performance (vX term) and cost of actuation (P term). While
this approach is in line with many practical control strategies (e.g. LQR feedback controllers), it can also affect the convexity
of the design space and lead to path dependent solutions in the optimisation process. Therefore, the optimal control pro-
blem has also been formulated in a constrained version:
min: vXðTÞ
w:r:t: MY ðtÞ
s:t: PrPmax
MY ð0Þ ¼MY ðTÞ ¼ 0
MmaxðtÞoMY ðtÞoMmaxðtÞ (13)
The integral term P acts as a measure for the energy that the actuation can transfer into the dynamical system. Con-
straining this quantity allows, therefore, to bound the level of kinematic displacements displayed by the structure and,
consequently, the amount of nonlinear effects experienced of the system. As it will be shown in Section 3.3, this has a
signiﬁcant impact on the design space smoothness.
3.2. Optimal control results
The optimal control problem for the ﬂexible pendulum (Fig. 2) is initially solved using the augmented formulation
deﬁned in problem (12) and results are compared to those obtained by Wang and Yu [31]. The pendulum is modelled as a
beam of constant rectangular cross-section with area A¼ 102 m2 and negligible rotational inertia; an isotropic material of
Young's module E¼ 1:2 Pa and density ρ¼ 100 kg m3 was used to reproduce the inertia and stiffness properties in Ref.
[31]. The actuation was bounded not to exceed absolute value of Mmax ¼ 3:5 N m, while cost and penalty term parameters
appearing in problem (12) were set as per Ref. [31] to be
κ1 ¼ 1 s m1; κ2 ¼ 1
π1 ¼ 1 N2 m2 s1; π2 ¼ 102 N2 m2 s
Since rigid body rotations and deformations are all planar, the only relevant elastic quantity is the bending stiffness in the
plane of motion. Two beams, one being 10 times stiffer than the other, are obtained varying the sides of the cross-section l2
and l3 while keeping the sectional area. They are referred to as stiff and ﬂexible pendulum in Table 1.
The characteristic frequencies in Table 1 have been computed around the underformed pendulum conﬁguration to give
an idea of where the resonance points are located in the nonlinear structure. Note that, as the structure becomes more
Table 1
Pendula structural properties for the optimal control problem.
Case l2 (m) l3 (m) EI (N m2) fr (Hz) fb (Hz)
stiff pendulum 0.1000 0.1000 10.0 0.50 7.76
ﬂexible pendulum 0.3162 0.0316 1.0 0.50 2.45
Table 2
Optimal control results of the stiff pendulum using different parametrisations.
Parametrisation Nc fmax (Hz) NI vX ðTÞ (m s1) P I
spline 11 2 20 6.08 2.73 3.35
DS 8 2 14 6.08 2.73 3.35
spline 43 10 33 12.35 6.18 6.17
DS 40 10 44 10.57 4.77 5.80
S. Maraniello, R. Palacios / Journal of Sound and Vibration 377 (2016) 1–21 7ﬂexible, the natural frequency related to the ﬁrst bending mode f b drops and the coupling between ﬂexible and rigid body
dynamics increases.
For both cases proposed in Table 1 the optimal control problem is solved with B-spline and DSS parametrisations of
different basis sizes, based on the maximum frequency, fmax, captured by the control. However, ﬁxed a certain value of fmax,
the size of DSS and B-spline basis are comparable (Section 2.3). In particular, for each parametrisation the basis size was
chosen such as to exclude (fmaxo f b, low bandwidth control) and include (fmax4 f b, high bandwidth control) the ﬂexible
mode natural frequency of vibration. It should be ﬁnally noted that the range of frequencies of interest falls within the
domain of simple optical recognition methods [32], making this set-up suitable for experimental veriﬁcation.3.2.1. Stiff pendulum
The stiff pendulum will be subject to the control actions in Table 2. In the table, Nc and fmax refer to the basis size of each
parametrisation and the related maximum frequency of actuation, respectively. Optimal control results are presented in
terms of cost (I), penalty factor (P) and ﬁnal pendulum tip velocity, vX(T). NI is the number of iterations required to complete
the optimisations.
When using fmax ¼ 2 Hz, the optimal actuation does not excite the ﬁrst bending mode of the pendulum, which, therefore,
mostly swings rigidly. This can be observed in Fig. 3, where the snapshots of the actuated pendulum position, driven by the
DSS modelled optimal torque, show no relevant elastic deformation. Comparing optimal actuation and tip displacements
time histories against Ref. [31] demonstrates that both the spline and DSS parametrisation can capture well the rigid-body
motion frequency (Fig. 4), thus returning very similar performances (Table 2). As physically expected, the control moment,
MY, excites the rigid-body motion only and uses the gravity potential energy to increase the ﬁnal tip velocity, vX(T), while
limiting the overall actuation cost, P.
Setting fmax4 f b leads to a large increase of the ﬁnal tip velocity, vX(T), as the ﬁrst bending mode is excited (Fig. 5). The
active system is now capable of storing elastic energy, which is converted into kinetic energy as t-T , providing a further
contribution to vX and enhancing the overall system performance. With both splines and DSS, the high frequency com-
ponent is larger than in the solution obtained by Wang and Yu [31]. It has to be noticed, however, that results in Ref. [31] are
obtained from optimisations that are stopped after only 10 iterations and a beam model that includes structural damping.
This likely explains the small differences between both sets of results.
While the optimal actuation always shows to correctly exploit the system physics, the 10 Hz bandwidth solutions
obtained with the two parametrisations point towards two different minima, corresponding to two different levels of
control actuation, P. To verify the existence of local minima, the control design space has been sampled for a case in which
the pendulum is actuated by a control parametrised with only two sine waves. To model a low bandwidth actuation, these
were chosen to have frequencies 0:5 Hz and 0:75 Hz, with amplitudes x0:5 and x0:75, respectively. These are associated to a
left/right and left/right/left rigid-body mode and, as physically expected, had been observed to have a large contribution in
both the 2 Hz and 10 Hz DSS parametrised optimal actuations.
The contour lines of the cost I, obtained when varying the amplitude of the two sine waves, are shown in Fig. 6a, together
with the isolines of the force regulator term, P (thick curves). The design space is smooth with a minimum at
ðx0:5; x0:75Þ ¼ ð0:88;1:83Þ N m. Despite the reduced size of the parametrisation, cost and penalty at the minimum (I¼ 2:94
and P¼2.46) compare well with those obtained using a low bandwidth actuation (fmax ¼ 2 Hz in Table 2).
To model a high bandwidth control, the amplitude x0:75 of the 0:75 Hz sine wave was ﬁxed to be 1.7 N m and a high fre-
quency sine wave (7:75 Hz, near the ﬁrst natural frequency) of amplitude x7:75 was added to the parametrisation. As before, both
coefﬁcients of the parametrisation were varied so as to reconstruct the cost function I over the control design space (Fig. 6b).
While a minimum — corresponding to a predominantly low-frequency actuation that only exploits the rigid-body dynamics— is
Fig. 3. Snapshots (25 frames per second) of the stiff pendulum response for the optimal actuation with a control maximum frequency fmax ¼ 2 Hz using a
DSS parametrisation. (A thick line identiﬁes the initial shape).
Fig. 4. Time histories under optimal control of the stiff pendulum using different parametrisations of the torque signal.
S. Maraniello, R. Palacios / Journal of Sound and Vibration 377 (2016) 1–218still observed for x7:75  0, a new minimum, corresponding to a peak of structural resonance, appears. A further investigation on
how both minima change with the amplitude and frequency of the excitation is included in Section 4.1.
Sampling the cost function I has therefore shown that when the control can exploit resonances, multiple minima can
populate the design space. The reasonwhy the high bandwidth actuations provided by splines and DSS lead to distinct point
of minimum can then be linked to how different sets of basis functions reconstruct the actuation. While a control signal
parametrised with a low number of spline basis cannot be built for direct comparison with Fig. 6b, it is clear that as the
mapping between parametrisation coefﬁcients xc and ﬁnal cost I changes, so does the location of the minima.
Fig. 5. Snapshots (25 fps) of the stiff pendulum response for the optimal actuation obtained using a B-spline parametrisation with Nc¼43 control points
ðfmax ¼ 10 HzÞ. A thick line identiﬁes the initial shape.
Fig. 6. Cost function, I, associated to a rigid pendulum when varying the amplitude of the sine waves parametrising the actuating torque, MY.
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The study of the low-bandwidth actuated stiff pendulum has shown that, when the actuation can only excite the rigid-
body mode of vibration, the design space is smooth and the actuations provided by splines and DSS parametrisations are in
good agreement. As the pendulum ﬂexibility is increased, however, the distance between rigid and ﬂexible body char-
acteristic frequencies, fr and fb, is drastically reduced (Table 1) and it becomes harder to excite one of the modes without
exciting the other.
The implications of an increasing rigid-ﬂexible body dynamics coupling are highlighted by the results obtained using DSS
and spline basis to parametrise two low-bandwidth actuations ðfmaxo f bÞ having fmax ¼ 1:25 Hz and a fmax ¼ 1:5 Hz. The
optimal torque time histories (Fig. 8a) and the associated cost, I, and penalty factor, P, compare well across parametrisations
only when fmax ¼ 1:25 Hz (Table 3). However, as clearly shown by the snapshots in Fig. 7, the DSS modelled actuation with
fmax ¼ 1:5 Hz can excite the pendulum bending mode, allowing to reach a cost 22 percent lower than when using a splines
parametrisation. This is veriﬁed in Fig. 8b, where the DS decomposition of the optimal actuations are shown.2 While for the
fmax ¼ 1:25 Hz cases these can only excite the rigid-body dynamics, raising fmax allows the control to mildly excite the
pendulum bending mode. The different resolution between the parametrisation becomes, at this point, critical: the DSS
basis can express a strong frequency content around fmax ¼ 1:5 Hz, whereas this cannot be achieved using splines. The more
aggressive control obtained using DSS (note that the force regulator term P almost doubles with respect to the corre-
sponding spline case) is, therefore, justiﬁed by the different resolution.
As seen in Fig. 9, when using a higher bandwidth control ðfmax4 f bÞ, both discretisations capture well the very ﬂexible
beam dynamics. However, and as already discussed for the rigid pendulum in Section 3.2.1, the dynamics under resonance
increases the path dependency of the results. This can be seen in Fig. 8c and d: while the ﬁnal cost, I, compares well across2 The DS expansion of a general signal u deﬁned over a domain [0,T] can be obtained by applying a Fourier transform to the extended signal
~u ¼ ~u ¼ uðtÞ;~u ¼ uð tþ2TÞ; tA ½0;T tA ½T ;2T 
n
deﬁned over the domain [0,2 T].
Fig. 7. Snapshots (25 fps) of the ﬂexible pendulum response for tA ½1:60;2:00 s with optimal control parametrisation having a maximum frequency
fmax ¼ 1:5 Hz. (A thick line identiﬁes the initial shape).
Table 3
Optimal control results of the ﬂexible pendulum using different parametrisations.
Parametrisation Nc fmax (Hz) NI vX ðTÞ (m s1) P I
spline 8 1.25 29 4.63 1.59 3.04
DS 5 1.25 16 4.48 1.59 2.89
spline 9 1.5 22 5.40 2.19 3.21
DS 6 1.5 40 8.42 4.50 3.92
spline 19 4 57 15.92 5.73 10.19
DS 16 4 53 13.11 3.48 9.63
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include those of Ref. [31], which account for damping in the model and, as before, show a smoother behaviour.3.2.3. Path dependency vs. problem formulation
When dealing with resonance conditions the optimal actuation torque, MY, obtained from the augmented problem (12),
was found to be parametrisation dependent. The control of the ﬂexible pendulum has also underlined that the para-
metrisation resolution can also have an effect, especially when dealing with an increasing coupling between ﬂexible and
rigid body dynamics. To isolate the impact of the problem formulation from that of the parametrisation (which will be the
focus of Section 3.3), the optimal control of the stiff and ﬂexible pendulum is obtained now using the constrained for-
mulation (13). Large deformations are still allowed due to a large maximum actuation ðPmax ¼ 6Þ and a high bandwidth
ðfmax4 f bÞ. The results are shown in Table 4 and present a much higher consistency in the optimal control across both
discretisations. Having removed the penalty term from the cost function deﬁnition, the optimal actuation always reaches, as
expected, the limit Pmax ¼ 6. For the stiff pendulum case, the two parametrisations are in extremely good agreement. As the
system becomes more nonlinear (ﬂexible pendulum), however, spline basis seem to be able to better capture the system
resonance, leading to a 1.9 percent higher tip velocity vX(T).
Fig. 10 shows however that better performance of the spline is not linked to better reconstruction properties. Converting
the spline parametrised optimal actuation in a DSS shows, in fact, that this has no relevant frequency content over
fmax ¼ 4 Hz (Fig. 10a). In fact, the spline optimal actuation is reconstructed using a DSS series in Fig. 10b. Applying the
reconstructed torque to the pendulum, a ﬁnal tip velocity vXðTÞ ¼ 15:62 m s1, which is in line with the performance
provided by the spline optimal actuation, is achieved.
It can thus be concluded that, despite the use of a constrained problem formulation, the two parametrisations can still
converge to different minima as the nonlinearity of the system increases. While results are in very good agreement for the
stiff pendulum, the DSS actuation leads to a control with a higher low frequencies for the ﬂexible pendulum case (Fig. 10a).
The use of a constrained problem formulation, however, reduces the gap between the two solutions, as the level of actuation,
Pmax — and consequently the ﬁnal tip velocity, vX(T) — are now comparable. This formulation, which diverges from that of
[31], has been therefore chosen to further investigate the impact of both frequency resolution and level of actuation in the
next section.
Fig. 8. Time histories under optimal control of the ﬂexible pendulum using different parametrisations of the torque signal.
Fig. 9. Snapshots (25 fps) of the ﬂexible pendulum response for the optimal actuation obtained using a B-spline parametrisation with Nc¼19 control points
(fmax ¼ 4 Hz). A thick line identiﬁes the initial shape.
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In order to investigate further the duality between local and global parametrisations, the optimal control problem of the
pendulum is solved using both B-splines and DSS for a range of beams of different stiffness. In both cases the number of
basis functions is chosen such as to achieve a maximum frequency fmax ¼ 6 Hz. The pendulum bending stiffness is varied by
Table 4
Optimal control results for the stiff and ﬂexible pendulum using the constrained formulation (13) and setting Pmax ¼ 6.
Pendulum Basis fmax (Hz) NI vX ðTÞ (m s1) P
stiff spline 10 40 12.30 6.00
stiff DS 10 170 12.27 6.06
ﬂexible spline 4 54 15.73 6.00
ﬂexible DS 4 158 15.43 5.96
Fig. 10. Comparison between spline and DSS optimal actuation for ﬂexible pendulum case and no penalty factor.
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body mode natural frequency, f r , remains unaltered.
Varying l3 between ½0:05;0:10m resulted in a design space including situations for which the chosen maximum control
frequency is either greater or smaller than the pendulum ﬁrst bending natural frequency, f b. More speciﬁcally, f b has values
between 3:88 Hz and 7:76 Hz and it is f b ¼ fmax when EI¼5.98 N m2 and l3 ¼ 0:0773 m. The lower bound for the beam
stiffness is such that the resonance of the second bending mode is avoided. While this could also be exploited, it was not
included in this exploratory study to simplify the analysis.
The constrained optimisation problem (13) is solved for three levels of admissible actuation ðPmax ¼ 2;4;6Þ to assess the
impact of increasing nonlinear effects on the solution. Results are shown in Fig. 11. The design space can be divided into
three regions according to whether the control can or cannot excite the pendulum bending mode. When the bending
natural frequency, f b, is well below the maximum frequency of actuation fmax ðl3⪅0:070 mÞ, the control signal can excite the
rigid-ﬂexible body dynamics, providing high performance. In this situation, in fact, the actuation has a high bandwidth in
relation to the physical properties of the system ðfmax⪢f bÞ. When l3⪆0:085 m, on the other hand, the same control with
fmax ¼ 6 Hz has now a low bandwidth. As a result, only the rigid body dynamics is exploited and performance decreases. At
last, a transition region ð0:070 m⪅l3⪅0:085 mÞ, in which resonance outsets, can be identiﬁed.
The classiﬁcation introduced can be more clearly understood by looking at Fig. 12, where the magnitude (jxcnj in Eq. (7))
of the basis functions of the DSS parametrised optimal control is shown for a range of different pendula stiffness and
actuation cost, Pmax. As it can be seen, the control effort is concentrated in two regions, the ﬁrst one located in the low
frequency range so as to excite the rigid body dynamics. The second one is observed when fb is in the control range: a peak
around this frequency appears and, as the beam stiffness varies, this moves to follow the bending mode natural frequency.
Increasing the level of actuation, Pmax, larger geometrical deformations appear and resonance intensiﬁes. The consequently
higher level on nonlinearities in the problem is clearly reﬂected in the design space smoothness, which is visibly reduced
when passing from Pmax ¼ 2 (Fig. 12a) to Pmax ¼ 6 (Fig. 12c).
Under low frequency actuation ðfmax⪡f bÞ, spline basis can achieve slightly better performance because their spectrum
extends above fmax ¼ 6 Hz, allowing the torque to mildly excite the pendulum bending mode. The phenomenon is con-
sistently stronger for larger values of actuations.
As expected, the transition region ð0:070 m⪅l3⪅0:085 mÞ sees a change in performance due to the switch from rigid-
ﬂexible to rigid body only dynamics. The difference increases with Pmax, as stronger actuations induce a more intense level
of resonance. The change in maximum tip velocity, vX(T), is sharper when using a DSS, whose related optimal control
generally provide higher performance than the spline one. Contrarily to what it was seen in Section 3.2.3, however, this is
Fig. 12. Optimal actuation frequency content ðjxcijÞ using a DSS parametrisation ðfmax ¼ 6 HzÞ and a constrained problem formulation (13). Different levels
of actuation, Pmax, are allowed.
Fig. 11. Final tip velocity, vX(T), obtained using different parametrisations and levels of actuation Pmax.
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quality is dictated by the parametrisation frequency content.
This is ﬁnally demonstrated in Fig. 13, where the optimal actuations provided by the two parametrisations for the case
l3¼0.0750 m and Pmax ¼ 4 are compared. The DSS representation of the two signals (Fig. 13a) shows that the DSS para-
metrised control has a higher frequency content around the bending natural frequency, f b ¼ 5:63 Hz: this allows to better
excite the mode and achieve a larger ﬁnal tip velocity, vX(T). As observed in Fig. 13b, however, the optimal actuation
obtained using a DSS cannot be reproduced using B-splines. As a result, in the transition region DSS outperforms B-splines
as it can better excite higher frequencies.
3.4. A multi-resolution strategy
Finally, a multi-resolution approach is proposed to improve optimisation convergence when strong structural non-
linearities are present. Fig. 11 has shown that for high frequency actuations and mild level of nonlinearity ðPmax ¼ 2;4Þ,
results compare well across different parametrisations. Both DSS and B-splines capture accurately the relevant high fre-
quencies necessary to induce the system resonance. When the level of actuation is increased ðPmax ¼ 6Þ, peaks of resonance
become more evident as a consequence of larger displacements. These tend to arise whenever the bending oscillation period
is a divisor of the time horizon T. While the location of the peaks is well captured by both basis, their amplitude can become
parametrisation dependent. In fact, around the peaks of resonance there are large changes in performance for small var-
iations in the actuation. There local basis tend to perform better, as they scale more efﬁciently. During the sensitivity
analysis, in fact, a variation applied to one of the basis functions only affects a portion of the domain, leading to an overall
smaller perturbation of the original signal. For the same reason, when updating the actuation, changes in torque signal tend
to be more contained than when using a DSS. As a consequence, smaller steps between one design point and another are
taken by the optimiser. This facilitates the reconstruction of the design space around the peak regions, despite the high
sensitivity of the cost function to variations of the design.
A multi-resolution strategy can be used to accelerate convergence on those situations. The optimal control problem is hier-
archically solved for parametrisations of increasingly higher bandwidth. The method is demonstrated here for the case of a
Table 5
Optimal control results at different stages of a multi-resolution based process using a DSS parametrised actuation ðfmax ¼ 12 HzÞ.
Stage Nc fmax (Hz) vX(T) (m s1) P
1 24 6 10.71 6.004
2 32 8 13.41 6.004
3 40 10 13.51 6.038
4 48 12 13.54 6.051
direct 48 12 12.22 6.019
Fig. 13. Optimal actuation in the transition region (l3¼0.0750 m and Pmax ¼ 4) using different parametrisations.
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ðfmax ¼ 12 HzÞ. The steps of the process are summarised in Table 5, where the results obtained without applying a multi-resolution
strategy are also reported (direct label). Initially, the actuation bandwidth is set to 6 Hz. Once an optimal actuation is found, this is
increased by 2 Hz so as to reﬁne the torque time history; the procedure is repeated until fmax ¼ 12 Hz.
As expected, the pendulum ﬁnal tip velocity, vX(T), is drastically increased at the second stage of the process, as the
actuation bandwidth becomes larger than the pendulum bending mode natural frequency ðf b ¼ 6:21 HzÞ. Further incre-
ments to the maximum actuation frequency, fmax, however, do not lead to any relevant change in vX(T): contrarily, as the
parametrisation becomes over-resolved ðfmax⪢f bÞ the convergence of the optimisation process is compromised and the
constraint Pr6 is not fully recovered. The link between over-resolution and convergence slowdown is even more clear
when looking at the results obtained without multi-resolution analysis. In this case, not only the constraint Pr6 is not fully
recovered, but also the ﬁnal actuation time history shows to be not fully converged, as vX(T) achieved is 8.9 percent lower
than the one provided by the multi-resolution approach.4. Numerical studies on active system co-design
The same ﬂexible pendulum test case of Section 3 is used now to test the co-design approach presented in Section 2.2. As
the pendulum bending stiffness has been shown to be the most relevant structural property to impact the system dynamics,
it will be allowed to vary while the actuation itself is being deﬁned. The effect of choosing a different starting condition for
the actuation, as well as the potential disadvantages of using a sequential approach, is investigated in Section 4.1. Section 4.2
focuses on the efﬁciency of the process, showing how the convergence speed can be affected near resonance and how to
tackle the issue. Finally, the impact of the frequency resolution chosen to model the actuation is discussed in Section 4.3.
For all the co-design cases considered in this section, the beam rectangular cross-section (Fig. 2) is initially set to have a
relatively high bending stiffness, EI¼6.4 N m2, and size l2  l3 ¼ 0:080 0:125 m2. During the co-design, l3 has been
bounded to be l3A ½0:055 m;0:200 m, while l2 is constrained as before to maintain the beam cross-sectional area constant
ðA¼ 102 m2Þ. As the bending mode natural frequency of the initial design is f b ¼ 6:21 Hz, the basis size of the para-
metrisation has been adjusted so as to reach a maximum frequency fmax equal to 4 Hz, 6 Hz (as per the design of experiment
in Fig. 11) and 12 Hz. The optimisation has been formulated as the constrained problem (13) with Pmax ¼ 6. This allows to
test the co-design process for a highly nonlinear conﬁguration while reducing the path dependency of the solution.
Table 6
Results of the combined optimisation problem using DSS control parametrisations of different basis size. Percentage values are with respect to the optimal
control only case (DOE).
ID Nc fmax (Hz) l3 (m) fb (Hz) vX(T)
(m s1) %
zero 16 4 0.0550 4.27 10.61 33.5
zero 24 6 0.0739 5.73 13.70 28.0
zero 48 12 0.0792 6.15 13.34 0.5
opt 16 4 0.0819 6.36 8.41 5.8
opt 24 6 0.0800 6.21 10.71 0.0
opt 48 12 0.0800 6.21 13.41 0.0
DOE 16 4 0.0800 6.21 7.95 –
DOE 24 6 0.0800 6.21 10.71 –
DOE 48 12 0.0800 6.21 13.41 –
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to the rigid-body dynamics of the different designs remain identical. To minimise the cost in problem (13), therefore, the co-
design can only adjust the pendulum stiffness and tune its bending mode natural frequency with the frequencies content of
the actuation. While a larger number of structural design parameters could be considered, a single parameter facilitates our
exploration as it allows for a much clearer analysis of the results. Furthermore, dealing with nonlinear dynamics and a large
number of structural design variables would require the development of an adjoint based sensitivity analysis, which is
beyond the scope of this work.
The main results obtained of the co-design problem have been summarised in Tables 6 and 7. For each case, the size of
the parametrisation, Nc, and the related maximum frequency of excitation, fmax, have been reported. The identiﬁcations zero
and opt refer to the torque time-history at the beginning of the optimisation process, MY0: For the opt cases, the initial
design uses the actuation found in pure optimal control problem; for the zero cases, it is simply chosen to beMY0ðtÞ ¼ 0 (zero
cases). The optimal structural design is described both in terms of ﬁnal geometry (l3) and its bending mode natural fre-
quency ðf bÞ, while system performance is quantiﬁed by the ﬁnal tip velocity, vX(T). This is compared to the tip velocity given
by the optimal control problem on the initial beam geometry (DOE in the tables).
4.1. Initial condition: sequential vs. co-design
First, we will focus on the co-design results obtained when initialising the torque actuation with a previously computed
pure optimal control solution (opt cases). This deﬁnes a situation similar to a sequential optimisation, and in fact, from
Tables 6 and 7, it is clear that co-design brings almost no changes in either the structural design or in the actuation with
respect to the initial design. This can also be observed by comparing the DOE and opt curves in Fig. 14, where the optimal
actuations obtained with 4 Hz and 6 Hz bandwidth parametrisations are shown.
For the large bandwidth controls (fmax ¼ 6 Hz, 12 Hz) this can be explained noticing that at the start of the optimisation
the actuation MY0, which is the solution of an optimal control problem, can already excite the bending mode of the pen-
dulum (note, for instance, the high frequency component in the DOE curve in Fig. 14a). As the process is initiated from a
resonance condition, control force and the structural design are de facto locked into a local minimum. Further changes in the
structure size would only lead to poorer performance, the system moving away from the resonance condition. Conversely,
changes in the actuation signal would also imply moving away from resonance. As no descending direction can be found,
the optimisation is interrupted after few iterations.
When the starting torque includes only lower frequencies ðfmax ¼ 4 HzÞ, the phenomenology that limits the performance
improvements is similar. The initial excitation (see the DOE curve in Fig. 14b) exploits the rigid-body dynamics of the
pendulum and, being far from resonance conditions, system performance can initially only be improved by stiffening the
design, which ensures that all the energy transferred to the pendulum is stored by the rigid mode. Consequently, the co-
design leads to a stiffer beam with only a small reﬁnement on the actuation so as to better exploit the rigid-body dynamics
of the system (see the opt curve in Fig. 14b).
The changes in the control design space leading to locking can be better understood with the reduced basis already
introduced in Section 3.2.1. To reproduce a high-bandwidth actuation, the amplitude of the sine basis of frequencies 0:5 Hz
ðx0:5Þ and 7:75 Hz ðx7:75Þ was varied, while the 0:75 Hz wave amplitude was ﬁxed to 1.7 N m. The ﬁnal tip velocity of the
pendulum, vX(T), associated to different points ðx0:5; x7:75Þ is shown in Fig. 15a. The isolines of the force regulator term P are
also shown (black curves). Three high velocity regions, strongly dependent on the amplitude of the 7:75 Hz wave, are
observed. For Pr6, the maximum velocity, vXðTÞ ¼ 9:36 m s1, is found at point A ¼ ð0:95; 0:49Þ N m. This is associated to
a condition of resonance, as the bending mode natural frequency is f b ¼ 7:76 Hz. As the initial structural design (l3¼0.1 m) is
varied, the system moves away from the resonance. The high velocity regions initially move (Fig. 15b and c) and gradually
smooth out (Fig. 15d and e). This shows that in the co-design space ðl3; x0:5; x7:75Þ a maximum is located around l3¼0.1 m, i.e.
precisely where the bending mode natural frequency tunes with the actuation frequency of 7:75 Hz.
Table 7
Results of the combined optimisation problem using spline control parametrisations of different basis size. Percentage values are with respect to the
optimal control only case (DOE).
ID Nc fmax (Hz) l3 (m) fb (Hz) vX(T)
(m s1) %
zero 19 4 0.0550 4.27 12.55 45.6
zero 27 6 0.0717 5.56 13.54 24.0
zero 51 12 0.0828 6.43 12.64 9.2
opt 19 4 0.1465 11.4 8.65 0.3
opt 27 6 0.0800 6.21 10.92 0.0
opt 51 12 0.0800 6.21 13.71 0.0
DOE 19 4 0.0800 6.21 8.62 –
DOE 27 6 0.0800 6.21 10.92 –
DOE 51 12 0.0800 6.21 13.71 –
Fig. 14. Optimal actuation provided by the co-design using different starting conditions and parametrisations.
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high frequency component of the actuation and the response of the pendulum in terms of its tip horizontal position. The
global maximum (point A) is associated to the rigid-ﬂexible body dynamics, while a second minimum, associated to pre-
dominantly rigid-body dynamics, is located at point B¼ ð1:00;0:063Þ N m. The actuation torque, MY, and the X tip position
time histories of these cases are shown in Fig. 16 for tA ½1:8;2 s. As expected, for the actuation corresponding to point A, the
high frequency component ofMY synchronises with the displacements in such a way that, as t-T , the tip velocity due to the
structural vibration adds to the rigid-body rotation. Note that this is achieved for a negative amplitude of the 7:75 Hz wave,
x7:75. As expected, when x7:75 increases and changes sign, the ﬁnal tip velocity reduces because resonance provides a
negative velocity increment. When, however, x7:75≳0:5 N m, vX(T) can be observed to grow again (Fig. 15a), meaning that the
phase between actuation and pendulum tip response also depends on the actuation amplitude, x7:75. This is also shown in
Fig. 16, where the time histories of the actuation corresponding point C¼ ð1:10;0:98Þ N m in Fig. 15a are presented. This
nonlinear effect is linked to the large rigid-body rotations of the pendulum and the changing geometric stiffness.
4.2. Robustness of the design
Contrarily to what it was observed in the previous section, when a null starting torque is used (zero cases in Tables 6 and
7), structural design and ﬁnal system performance undergo a signiﬁcant evolution. The outcome of the process largely
depends in this case mostly on the control bandwidth. Generally, the co-design is driven towards a peak of resonance
region, which, as it was already seen in Section 3.3, implies a slowdown of convergence, particularly for DSS parametrised
controls. As a result, the optimiser typically does not recover the integral constraint PrPmax. To overcome this, the fol-
lowing two-stage strategy was found to be an effective solution: once variations in the structural design are negligible, the
pendulum geometry is ﬁxed (end of ﬁrst stage) and the actuation is reﬁned by solving a pure optimal control problem
(second stage). The improvements obtained by using the two-stage approach to reﬁne the actuation are summarised in
Table 8; as expected, the beneﬁt is higher when the solution is closer to a peak of resonance.
The causes of the convergence slow down can be further investigated referring to the spline parametrised solution obtained
with a 6 Hz bandwidth control. In this case, the optimiser correctly drives the structural design towards the peak region located
around l3 ¼ lref ¼ 0:0715 m (curve Pmax ¼ 6 in Fig. 11). The neighbourhood of the peak of resonance is shown in more detail in
Fig. 17. Here the coefﬁcients of the optimal actuation xc (Fig. 17b), and the resulting control signal (Fig. 17d), are compared
Fig. 15. Visualisation of velocity proﬁle for a high bandwidth actuation, modelled with a reduced number of sine waves, for structural designs in the
neighbourhood of l3 ¼ 0:1 m. Points A, B and C correspond to the coordinates of the local maxima found for l3 ¼ 0:1 m.
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small,3 Δl3 ¼ 70:007lref , the changes in the optimal actuation are, in proportion, considerably larger. This can be easily3 It is interesting to notice that, being the relation between l3 and the bending mode natural frequency, f b , linear, percentage variation in l3 and f b
are equal.
Fig. 16. Tip horizontal position and torque moment MY time histories of the stiff pendulum under the reduced DSS parametrised actuations corresponding
to points A, B and C in Fig. 15a.
Table 8
Performance gains obtained using a two-stage co-design strategy.
Basis fmax (Hz) l3 (m) vX(T) (m s1) Gain %
Not reﬁned Reﬁned
splines 4 0.0550 12.55 12.55 0.0
splines 6 0.0717 11.55 13.54 17.2
splines 12 0.0828 12.35 12.64 2.3
DSS 4 0.0550 10.50 10.61 1.0
DSS 6 0.0739 12.56 13.70 9.1
DSS 12 0.0792 11.72 13.34 13.8
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enforcing a lower cost of actuation ðPmax ¼ 2Þ, are shown. Note that, in the latter case, nonlinear effects are signiﬁcantly smaller.
The change in optimal actuation can be quantiﬁed by measuring the integral norm
ϵ¼
R T
0 ðMY MYref Þ2 dtR T
0 M
2
Yref dt
(14)
where MYref and MY are the optimal actuations at the reference, lref ¼ 0:0715 m, and the perturbed, l3 ¼ lref7Δl3, design
points (Fig. 17d). While perturbations in structural design are around 0.7 percent, the norm in Eq. (14) reaches values 16
times higher, being in both cases ϵ 11 percent. Large values of ϵ imply that, ﬁxing the actuation and applying even a small
change in the structural design, the system will tend to move far away from the optimal control condition. Not only,
therefore, performance will decrease consistently, but, as discussed in Section 3.3, the parametrisation of the actuation will
usually require a large number of iterations to adjust to the new structural design.
4.3. Impact of frequency resolution
From Tables 6 and 7, it can be observed that setting MY0ðtÞ ¼ 0 at the beginning of the co-design generally gives better
performance, and that improvements are consistently larger when reducing the bandwidth of the control. When the highest
bandwidth control is used ðfmax ¼ 12 HzÞ, the actuation is capable of inducing resonance also on the initial design. Con-
sequently, no major changes in the structural design occur, as this is driven towards the nearest peaks of resonance. The
disadvantage of exploring a non-smooth region using a gradient based approach is shown by the fact that, while the DS
parametrisation improves performance, with B-splines it degenerates and the solution converges towards a less resonant
region.
Decreasing the actuation bandwidth, instead, leads to important performance increases with respect to the optimal
control problem, regardless of the parametrisation used. The pendulum stiffness is, in fact, always reduced so as to drive its
bending mode natural frequency towards the range on actuation of the control (note the f b values in Tables 6 and 7). When
fmax ¼ 6 Hz, the structural design is moved towards the peak of resonance located in the region l3Að0:070 m;0:075 mÞ and
clearly visible from the design of experiment in Fig. 11. When fmax ¼ 4 Hz, the increase in ﬂexibility is even larger and the
lower bound of the structural design space, l3¼0.0550 m, is hit.
Especially in this case, the combined optimisation is shown to be capable of driving the structural design to a conﬁg-
uration where the initial control (with its limitations in terms of maximum frequency resolution) can now fully exploit the
Fig. 17. Optimal control torque (parametrised with B-splines) for structural designs in the proximity of lref ¼ 0:0715 m for small ðPmax ¼ 2Þ and large
ðPmax ¼ 6Þ amplitude oscillations.
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Tables 6 and 7) are as large as 45 percent, due to the switch from rigid to ﬂexible-rigid body dynamics. This effect is clearly
reﬂected by the development of a high frequency component in the optimal actuation signal (zero label in Fig. 14b). Also for
the fmax ¼ 6 Hz case, where a mild level of resonance can already be induced on the initial design, the stiffness reduction
achieved via co-design allows to better exploit it (compare the DOE and zero curves in Fig. 14a).
The dependency of the co-design derived optimal solution on the actuation bandwidth has important implications when
a multi-resolution strategy (Section 3.4) is adopted to solve the co-design problem. When the combined optimisation is
hierarchically solved using actuations of increasing bandwidth, in fact, the ﬁnal structural design is driven by the bandwidth
used to initialise the process. This is shown in more detail in Table 9, where the integrated multi-resolution design approach
is demonstrated for a case in which the actuation is parametrised with a DSS. The optimisation is initiated using both a
control bandwidth of 4 Hz and 6 Hz (stage 0): once the ﬁrst combined optimisation is terminated, this is restarted after
incrementing the maximum actuation frequency, fmax, of 2 Hz. Note that at stage 0 structural design and actuation are as per
the 4 Hz and 6 Hz bandwidth zero cases in Table 6.
When the multi-resolution process is started with a 6 Hz bandwidth actuation, locking between structural design and
control force prevents any changes of the structural properties. Therefore, when a 12 Hz bandwidth is reached, the inte-
grated design provided by the 12 Hz zero case in Table 6 is not retrieved. The ﬁnal tip velocity value, vX(T), is, however,
comparable as in both cases resonance is exploited. When the process is started from a 4 Hz bandwidth solution, on the
other hand, structural design and actuation are not initially locked in a peak of resonance, being the bending natural fre-
quency of the pendulum (fb¼4.27) outside the actuation range. As a result, design and actuation are reﬁned during the ﬁrst
stage and the ﬁnal tip velocity of the pendulum, vX(T), increases by 7.1 percent. Once, however, structural design and
actuation are locked, no further change is observed as the actuation bandwidth is increased.
The solutions in the multi-resolution process obtained from an initial 4 Hz bandwidth actuation in Table 9 can be
compared against the corresponding co-design solutions in Table 6. In all cases, the ﬁnal tip velocities and the level of
Table 9
Results of the combined optimisation using a multi-resolution strategy and a DSS parametrisation. Two different actuation bandwidth of 4 Hz and 6 Hz has
been chosen to start the process.
Case Stage Nc fmax (Hz) l3 (m) fb (Hz) vX(T) (m s1)
Initial bandwidth of 4 Hz 0 16 4 0.0550 4.27 10.61
1 24 6 0.0584 4.53 13.44
4 48 12 0.0584 4.53 13.44
Initial bandwidth of 6 Hz 0 24 6 0.0739 5.73 13.70
3 48 12 0.0739 5.73 13.70
S. Maraniello, R. Palacios / Journal of Sound and Vibration 377 (2016) 1–2120actuation are very similar. However, the structural design obtained via multi-resolution is consistently more ﬂexible,
showing that the initial actuation bandwidth has a clear impact on the ﬁnal structural design.
Overall, the results obtained using a zero starting condition for the actuation prove the potential of adopting a gradient
based co-design approach even for resonant, strongly nonlinear systems. On the one hand, and similar to what was
observed with a sequential optimisation strategy (Section 4.1), the occurrence of structural-actuation locking around peaks
of resonance can limit the progress of the optimisation, especially when a large bandwidth is used. This means that some
initial sampling of the structural domain needs to be performed. On the other hand, however, co-design allows to explore
much larger portions of the design space, even when this implies a drastic change in the system dynamics (such as those
switching from a rigid to a ﬂexible-rigid body dynamics). The rate of sampling of the structural design space, or conversely
the overall number of co-design solutions to be found, can, thus, be conveniently reduced, facilitating the exploration of
larger portions of the design space as compared to a zero order or traditional sequential optimisation approaches.5. Conclusions
The control vector parametrisation technique has been used to solve a nonlinear optimal control problem, deﬁned on a
very ﬂexible structure, and to explore the co-design process of open-loop control and structural properties of the system.
The problem has been chosen to represent key features of the control of very ﬂexible structures and a gradient method has
been used to drive the optimisation. The control has been modelled using B-splines and DSS to test the effect of using local
and global sets of basis functions. In both the optimal control and the co-design cases the time–frequency resolution of the
parametrisations has been shown to be the most relevant factor driving the design.
In the optimal control problems, both the effect of an increasing rigid-ﬂexible body dynamics coupling and the impact of
the problem deﬁnition on the optimisation outcome have been investigated. The process has been demonstrated to capture
and exploit the structural resonances, regardless of the level of nonlinearity shown by the system. The actuation cost has
been measured by means of a quadratic force regulator term and included in the problem ﬁrstly via penalty augmentation
and then via constraint enforcement. In the ﬁrst case, a dependency of the optimal control on the path taken by the
optimiser — which increases with the system nonlinearity — has been found. The constraint enforcement approach has
allowed, instead, to produce more consistent results across parametrisations, as it drives the optimal control to reach the
maximum admissible level of actuation.
An assessment of the impact of the parametrisation on the optimal control solution process has also been carried out. A
transition region, in which the different reconstruction properties of splines and DSS leads to a gap in the ﬁnal achievable
performance, was identiﬁed. Elsewhere a good consistency across parametrisations has been found, particularly for low-
medium levels of actuation and, thus, moderate nonlinear effects, while increasing the authority of the control leads to
multiple local peaks of resonance. In this last case, the design space was found to be particularly non-smooth, causing the
optimisation process to converge slowly, particularly when using global basis. A multi-resolution strategy has been pro-
posed in these cases to make the process more efﬁcient.
In the co-design problem, the system ﬂexibility was allowed to vary while deﬁning the actuation law itself. We have
shown that co-design attempts starting from a previously computed optimal control solution (which are equivalent to a
sequential design approach) do not result in relevant changes to structure size and control law. Once tuned on the same
resonance/excitation frequency, structure and control lock in the initial design.
Designing the control law from zero has the great advantage of avoiding locking and, thus, allowing to move through
larger portions of the design space. The high level of nonlinear effects nearby resonance regions has been shown to affect
the convergence speed of the optimisation. The phenomenon, connected to the increased sensitivity of the control law with
respect to changes in the structural design, requires a two-stage strategy— via solution of a pure optimal control problem —
to fully complete the process.
The key element in the co-design process is the actuation time–frequency resolution. When the control bandwidth is
larger than the structure bending mode natural frequency, the gradient based optimiser drives, as expected, the structural
design towards the nearest peaks of resonance. However, when using a lower bandwidth control, performance is drastically
improved with both parametrisations. Larger portions of the design space can be explored and the combined optimisation
S. Maraniello, R. Palacios / Journal of Sound and Vibration 377 (2016) 1–21 21has always managed to successfully drive the structural design in a region where the control could exploit the coupled rigid-
ﬂexible dynamics. While the portability of the approach when dealing with more complex structural systems — e.g. whose
dynamics is driven by more modes of vibration — still requires a further assessment, these results prove the potential of
gradient based co-design in vibrations control and structural dynamics, even for highly nonlinear problems.Acknowledgements
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