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1
The economic literature widely recognizes that poor governance and weak institutions have substantial repercussions on economic growth. The rent-seeking activities that flourish in the absence of effective protection of property rights can worsen a country's economic performance (Murphy, Shleifer and Vishny, (1993) ).
The recent availability of measures of governance, quality of institutions and corruption has stimulated a growing body of empirical work on the effect of these factors on economic and financial variables (e.g. Kaufman, Kraay and Zoido-Lobaton (1999) , Kaufman, Kraay and Mastruzzi 2007) , Keefer and Knack (1995); and Mauro (1995) ). The general conclusion is that the economic impact of governance is large. Institutional quality is the most important factor explaining cross-country differences in income levels, physical capital accumulation and factor productivity (Rodrik, Subramanian, and Trebbi (2004) ).
There are many potential channels through which governance influences the decisions of economic agents and, consequently, investment and growth. One is that economic agents may have incentives to invest less because they fear expropriation of returns (Besley eand Coate (1995) ; Johnson, McMillan, and Woodruff, (2002) ). In high crime countries, potential entrepreneurs have to face the risk of losses due to expropriation and additional costs for security and protection.
Evidence from survey data (World Bank 2005) shows that security and protection costs can amount to as much as 23 percent, and that losses due to crime are around 4.6 percent. The proportion of firms identifying crime, theft and disorder as major or severe obstacles to business operation and growth ranges from 17 percent in Europe and Central Asia to more than 50 percent in Latin American and the Caribbean. Even within developed countries crime can seriously affect the urban population and have indirect consequences on local economic conditions (Cullen and Levitt (1999) ).
One sector of the economy where weak governance is likely to have a major impact is the bank credit market. Given the importance of credit availability for investment, inefficiencies in the banking sector are likely to have repercussions on growth. A first, direct, effect of crime on credit supply conditions is that on the costs of operating a bank. In high-crime areas banks will have to spend more on security and protection. Because they manage cash, banks face a higher risk of robbery than other businesses. When the higher costs of counter-measures are passed on to borrowers and consumers, crime reduces the equilibrium demand for banking services.
A second effect of crime is that in high-crime areas the quality of borrowers is more difficult to assess. Not only are borrowers are more fragile, but the signals that banks typically use to evaluate credit risk provide less information. In a world with asymmetric information, banks may be less willing to lend in high-crime areas because they cannot fully incorporate the higher default risk in the interest rate. Hold-up and moral hazard problems could be worse in high crime areas if borrowers are more opaque because they have to hide payments for protection. If asymmetric information problems are severe and risk levels very high, there could be substantial credit rationing, especially if the banks do not know the local market very well. Demirguc Kunt and Maximovic (2005) find that intuitive descriptors of an efficient legal system, for example the efficiency of the court system, play a minor role in affecting firm growth, whereas corruption matters especially for small firms that are more financially constrained.
Finally, uncertainty about the future behavior of the parties involved is one of the key characteristics of financial transactions. A high incidence of fraud is likely to reduce the propensity of potential lenders to grant a loan not backed by collateral, because of the lower expected return. Empirical evidence shows that trust affects the degree of financial development and the mix of financial instruments that a community uses (Guiso, Sapienza and Zingales (2004) ).
Based on data on Italian provinces, this study explores the empirical effect of crime on the supply of credit to firms and the characteristics of loan contracts, investigating the different mechanisms of high operating costs, risk, information opaqueness and trust. Italy has wide and relatively persistent differences in economic development, crime rates and financial development. Microeconomic data on a very large number of bank loans is available from the Central Credit Register. Information on the lender and the borrower for each loan can be used to control for a number of bank and borrower characteristics.
One important advantage of within-country data is that they make it possible to abstract from differences in the legal systems and focus on one outcome of poor governance, namely crime, controlling for local economic conditions. 2 The results from cross-country studies are more strongly affected by omitted variables. The second advantage of bank-firm data from one country is that the same banks are lending to similar firms located in different regions and many firms have multiple relationships, thus giving researchers a robust way of controlling for bank and borrower characteristics. Finally, the richness of the data is such as to permit testing a number of hypotheses on why crime affects credit terms and conditions. This paper is related to the literature on the social cost of crime. Most of the relevant studies take the approach of adding up the losses from crime, including the value of lives lost due to murder, the resources spent on crime prevention, and other indirect costs (Anderson (1999) ). Other studies estimate the social cost of crime by examining housing prices in communities with different levels of crime (Thaler (1975) ). There is little evidence on the costs of crime in terms of underinvestment. Survey data indicate that entrepreneurs take the probability of expropriation and the costs of crime into account when they make business location choices (e.g. GEM (2000) ; British Chambers of Commerce (2004); Krkoska and Robeck (2006) ). This paper also relates to the literature on institutions and growth, as the availability of bank credit is a key factor of development, particularly for small firms. Recent cross-country studies find a positive relation between indices measuring the degree of rule of law or law enforcement and financial development, even when differences in the legal systems are taken into accounted.
3 The
In most studies that focus on the formal aspects of the law it is often difficult to separate the effect of these variables from the actual efficacy of the institutions. In particular, systems with laws that imply advanced protection of property rights, creditor rights, etc., tend to be characterized by relatively better law enforcement as well.
positive effect of institutions on financial development is independent from the direct effect that these variables have on growth. Furthermore, there is evidence supporting the view that the effectiveness of institutions is as important as the legal design. Bae and Goyal (2009) find that terms on syndicated loans for a large sample of firms from different countries are influenced more strongly by the degree of enforceability of contracts than by indicators of creditor rights protection.
Investigating the effects of crime on the functioning of credit markets can therefore be of more general relevance, given the impact that financial development and better access to credit have on growth.
The main results are the following. Firms located in high-crime areas pay interest rates that are around 30 basis points higher than those paid by similar firms in low-crime areas, comparing firms in provinces at the 25th and 75th percentiles of the distribution of the crime rate. Considering underreporting in crime statistics, the effect is much larger. The data provide evidence of heterogeneous effects of crime in relation to firm size (the spread charged to small firms is affected by crime). Furthermore, the incidence of crime is positively correlated with the share of collateralized loans and with differences in the composition of borrowing by firms. In further detail, the share of revolving credit lines is positively correlated with crime and the share of assetbacked lending (lending against accounts receivable) is negatively correlated. The data also suggest that the presence of crime where the firm operates reduces access to credit.
The data
A. Data on bank-borrower relationships
The data on the cost of credit, loan composition and collateral are obtained from the Central Credit Register, a system managed by the Bank of Italy that tracks the credit exposures of the clients of resident banks. Banks can submit inquiries to it about loan applicants, ,specifically regarding their total amount of borrowing outstanding and default history, in order to check their creditworthiness. The Central Credit Register includes borrowers with loan commitments or loans in place that exceed the threshold of €75,000.
The first source of data consists of the cross-section of all bank-borrower relationships observed at the end of the year 2000 referring to businesses. Banks report the size of the commitment, the type of loan, the amount of credit actually disbursed and whether the loan is collateralized. This information is also divided by type of loans, considering: i) loans backed by accounts receivable, ii) term loans, and iii) revolving credit lines. A subset of 68 banks also provides information on the interest rates charged on each of these types of loan.
The data on bank-firm relationships are then matched with information from firms' balance sheets and income statements in Cerved, a proprietary data base that collects information on approximately 500,000 firms yearly based on Italy's official company register. In the case of small firms, balance sheet information is limited to the main items. Cerved also provides a z score measuring the probability of default of the firm computed with linear discriminant analysis (see Altman, Marco and Varetto (1994) for details of the method), described below.
The resulting data set includes more than 515,000 bank-firm relationships referring to some 170,000 borrowers and 839 banks. The interest rate data are available for almost 330,000 relationships and 67 banks. In the main regressions only the complete data are used; in robustness tests the relationships of firms for which the Cerved data are missing (sole proprietorships) are also used. The data on interest rates is winsorized at the 1 st and 99 th percentiles since extreme values tend to reflect measurement error.
B. Crime data
Crime data are published by the Italian National Institute of Statistics (Istat). The variable CRIME is the ratio of the total number of offenses in a province for which the authorities have opened a judicial procedure to the province's population. Yearly data for the period 1997-2000 are averaged over time. As discussed below, crime rates are computed for total offenses and for a number of different categories of crime. The use of province-level crime rates is consistent both with the definition of relevant credit markets adopted by the Italian Antitrust Authority in regard to small businesses and with prior research (Guiso et al. (2005) ).
In general, crime statistics are biased by underreporting, especially as regards minor offenses. Underreporting is likely to affect areas with different true crime rates unequally, although the bias could go both ways. One advantage of the Italian data is that it is possible in part to control for differences across regions in the propensity to report a crime. Istat runs a survey in which participants are asked if they were victims of a crime, whether they reported it to the police, and, if not, why. The percentage of reported crimes varies significantly across Italy and can be employed as an inverse proxy of underreporting. The survey data refer to 1997-98 and can be aggregated by macro-regions (Italy has 5 of these in official statistics); unfortunately, the sample is too small to be representative for smaller aggregations such as provinces. The offenses included in the survey are defined as "crimes against the individual" and include theft, robbery and assault.
In the regressions the adjustment for underreporting is performed by including the variable REPORT among the explanatory variables. In robustness tests the types of crime that are subject to underreporting are corrected by multiplying the official rates by 1/REPORT. One of the main reasons why respondents do not report a crime is that they think that the police cannot solve the problem; therefore, the coefficient of the variable REPORT is of interest in itself because it captures the effect on credit markets of the level of popular trust in the effectiveness of the police. 
C. Environmental variables
Local credit market conditions are affected by the degree of competition in the banking industry and other supply characteristics. The other control variables are obtained from Istat and supervisory statistical reports to the Bank of Italy. The data are annual observations for 2000.
One important variable to be considered is the inefficiency of the courts in the different provinces, which has been shown to affect the development of credit markets (Bianco, Jappelli and Pagano (2005) ) and the extent to which households are financially constrained (Fabbri and Padula (2004) ). Although there is no evidence that it affects the cost of credit, it is likely to have an impact on other loan characteristics, which would be consistent with international evidence (Qian and Strahan (2005) ). The variable INEFF, employed as a control, measures the average number of days it took to complete a first-level court civil trial in 1998 and is obtained from Istat (see Guiso, Sapienza and Zingales ( 2004) ).
Other environmental variables control for economic and credit market conditions in each province: the log of value added for aggregate demand conditions and for differences in size between provinces (LNGDP); the Herfindahl-Hirschman index of concentration in the loan market (HERF) controls for differences in the degree of competition; the variable BRANCHD measures local branch density and is the ratio of the number of branches to the population (in thousands). This variable is included as a measure of spatial competition, since concentration may not be sufficient to describe the banking industry's local structure.
D. Firm and bank controls
Firm control variables are intended to capture differences in the demand for credit and in the solvency of the borrower. The following are included in the regressions. Firm size is measured by total assets, based on which I construct five size classes: less than €500,000, between €500,000 and €1.5 million, between €1.5 million and €5 million, between €5 million and €20 million, and more than 20 million. The share of tangible assets is measured by the ratio of fixed tangible assets to total assets (FTANG), while firm age is the log of the years of operation (FAGE). Both of these variables are proxies for opaqueness, because a firm with more tangible assets or one that has been on the market for a long time should be easier for potential lenders to evaluate. The share of tangible assets also controls for the availability of collateral. As an additional control for the degree of firm opaqueness I include a set of dummy variables for the legal form of the firm: CORP (corporation), LLIAB (small limited liability company), COOP (cooperative). The civil code establishes stricter accounting requirements for corporations and limited liability firms than for other businesses. Corporations differ from other limited liability companies because they have a higher initial capital requirement. The excluded category consists of other minor types of firms, mainly limited partnerships, typically more opaque than the other four types because they have minimal accounting requirements.
Firm profitability is measured by operating profits divided by total assets (FPROF). I include the variable RATING, a credit score measuring the probability of default generated by linear discriminant analysis (see Altman, Marco and Varetto (1994) for a description of the method). The z score is provided by CADS and maps a numerical score into 9 categories, with z's of 1 indicating the lowest credit risk and 9 the highest. CADS maps the score into four levels of risk: i) safe (score of 1 or 2), solvent (3, 4), vulnerable (5, 6), risky (7, 8, 9) . Finally, industry dummies referring to the 22 industry classification, consistent with the SEC95, are included in the regressions.
Bank characteristics are absorbed by bank fixed effects in all the specifications. The share of branches of bank j in the province where the firm is located is included because the rate charged by each bank could depend on how important that bank is in the market, its reputation and its market share (SHARE). The sign of the coefficient is ambiguous: if the bank has a large share, it might use its market power to charge higher prices under the standard Structure-Conduct-Performance hypothesis, but on the other hand it might have a large share precisely because it is more efficient, in which case the relationship between rate and market share would be reversed. The bank-firm relationship variables and descriptive statistics are reported in Table 2 .
The empirical analysis
The empirical model measuring the impact of crime on credit contracts is an equation that relates the terms of the loan (interest rate, collateral, etc.) for borrower i from bank j in province p to the crime rate in province p, the characteristics of firm i and bank j, and other control variables for province p. The equation has the following form:
In the cases of a binary dependent variable, the model is estimated with a Logit specification.
A. The cost of credit
In the first set of regressions the relationship between the interest rate and crime is explored. In addition to the average rate on all loans, the rates on four types of loans are analyzed: assetbacked lending (type 1), term loans with a maturity of 18 months or less (type 2ST), term loans with a maturity greater than 18 months (type 2LT), and revolving credit lines (type 3). Firm controls include the legal form of firm, firm size dummy variables, profitability, the share of tangible assets, the age of the firm (log of years of operation), the z score, and the industry dummies. Bank characteristics are controlled for with fixed effects. The only bank variable that varies by province is the bank's market share in the province where the firm has its headquarters. Market controls are the index of concentration, court inefficiency, branch density in the province, and per capita value added. For robustness, I also included the log of total credit outstanding for each pair given by firm i and bank j. This specification is not shown: the results are very similar, since quantity is partly endogenous with respect to price.
As shown in Table 3 , the coefficient of CRIME is positive and statistically different from zero. The economic effect comparing a province at the 25 th and one at the 75 th percentile of the crime rate (from 22.5 to 34.1) is an increase in the cost of credit of 0.24, i.e. 24 basis points. The coefficient of REPORT is significant and negative, which is consistent with the intuition that credit markets tend to work more smoothly where there is more trust in institutions; the economic effect of increasing the reporting rate from the minimum (23.8 percent) to the maximum (42.5 percent) is a reduction in the rate of around 75 basis points. The combined effect of high crime and a low reporting rate is economically substantial. The difference between the average cost of credit in the province with the lowest crime rate (13.5) in the highest reporting area and the province with the highest crime rate (49.4) in the lowest reporting area is estimated at 150 basis points.
The coefficients of the control variables are mostly significant and have the expected sign. Large, more profitable firms, with more tangible assets and lower credit risk tend to pay less for credit. Controlling for size, corporations have a lower cost of credit than other firms, one explanation being that they are more transparent and have stricter accounting requirements. Court inefficiency has an adverse effect on the cost of credit, as found in other studies.
Columns 2 through 5 report the results for the cost of different types of loan. Crime increases the cost of all types of credit except revolving credit lines. The economic effect on the cost of loans secured by accounts receivable is the largest, around 31 basis points; the economic effect is 8 basis points for term loans with a maturity of less than 18 months and just 3.4 basis points for long-term loans. The variable REPORT is correlated negatively with the cost of the first three types of credit, again with a larger economic effect that is greater for loans against accounts receivable than for the other types of loan.
B. Heterogeneous effects across firms
The literature on financial intermediation suggests that small firms are more opaque and more subject to financing constraints than large firms. For these reasons they are more subject to market power and usually borrow close to home. Demirguc-Kunt and Maksimovic (2005) find that small and medium-sized enterprises interviewed in a survey for a large number of countries are more sensitive to the negative effect of corruption on growth. In addition, to the extent that crime increases firm opaqueness, we expect that the impact of crime on the cost of credit will vary inversely with firm size.
Large borrowers have access to larger credit markets and are better able to convey information on their quality. Disregarding this potential heterogeneity could bias the coefficient of CRIME. To take heterogeneity into account, I include an interaction term between the firm-size dummies and CRIME.
As reported in Table 4 , the coefficients of the interaction terms between CRIME and the firm-size dummies are negative and statistically significant, indicating that the increase in the cost of credit associated with crime declines as firm size increases. In economic terms, there is no effect on largest size classes, as the derivative is not different from zero.
C. Collateral
Crime is likely to affect not only the cost of credit but other contractual arrangements too. According to most theories of collateral, banks use it as a device to reduce asymmetric information problems generated by moral hazard and/or adverse selection. The bankers' view is instead that collateral serves to reduce loss given default and the capital charge. Both of these explanations suggest that collateral should be more common in high-crime areas, either because firms are more opaque or because banks want to protect their investment in the presence of higher default risk. Evidence from cross-country data in Bae and Goyal (2009) is consistent with a negative relationship between collateral and enforcement of property rights.
The presence of collateral is related to the type of loan, ceteris paribus. For this reason I estimate three different regressions, respectively for total credit, short-term and medium-long term loans. The explanatory variables are the same ones employed in the interest rate regressions. The regression is estimated with different specifications. In the first specification the dependent variable is the share of collateralized credit. In the second specification the dependent variable is a binary variable equal to 1 if credit is partly or fully collateralized, 0 otherwise. In a third specification (not shown), the model is estimated as a Tobit, with the share of collateralized credit as the dependent variable, bounded by construction between 0 and 100. The results are very similar but the model does not perform very well in predicting the share of collateralized credit for observations that are not close to the mean. Furthermore, in the Tobit model bank controls are included instead of the very large number of fixed effects that makes the estimation too cumbersome and subject to potential estimation problems.
In Table 5 , the results show that CRIME has a positive and statistically significant coefficient, indicating that firms in higher-crime areas tend to have a higher share of collateralized borrowing. Comparing the 25 th and 75 th percentiles, the economic effect is around 1 percentage point. It is larger for medium-long term loans, exceeding 2 percentage points. In the Logit specification the results are qualitatively similar. In economic terms, the probability of observing collateral rises by 1.2 percentage points when the crime rate increases from the 25 th to the 75 th percentile in the regression for total loans; for medium-long term loans, the probability increases by 3.5 percentage points.
In both models the interaction terms between firm size and crime have negative coefficients, suggesting that the increase in collateral associated with higher crime diminishes as firm size increase. Given the size of the coefficients, the effect of crime is close to zero for the fourth size class and negative, though small, for the largest borrowers.
D. Composition of loans and maturity
Crime could also affect credit supply conditions by modifying banks' incentives to makeand firms' demand for -different types of loans. In addition, for some kinds of loans, there could be credit rationing that is not reflected in prices. This section discusses the results of a set of regressions in which the composition of loans is related to the crime variables and the same set of controls employed in previous tests. Although these regressions cannot distinguish between demand and supply effects, the results can be read in combination with those on price and collateral to infer some conclusions on the effect of crime on the supply of credit. The dependent variables are the shares of each firm's loan commitments in each type of credit (loans against accounts receivable, short-term loans, long-term loans and revolving credit lines). The large number of bank fixed effects makes a Tobit specification unsuitable. A standard OLS model is therefore estimated, even though the dependent variables are portfolio shares bounded between 0 and 1. The results, reported in Table 6 , show that crime is correlated negatively with the share of asset-backed loans (mainly loans against accounts receivable) and positively with the share of revolving credit lines. This finding is consistent with the need for banks to monitor firms more closely and to have more flexibility in determining the amount of borrowing in the short term (Diamond (2004) ). Revolving credit lines are the most flexible type of loan from the lender's point of view, since the bank can monitor how much the firm uses and scale down the committed amount anytime if the firm's financial conditions become fragile. At the other end, loans against accounts receivable require a better knowledge of the businesses with which the borrower has relationships and increase risk in a very opaque or uncertain environment.
What drives the correlation between crime and the cost of credit?
A. Social disruption and types of offense
One alternative explanation of the correlation between CRIME and outcomes in credit markets could be that unobserved factors such as social disruption and poverty affect both the crime rate and loan contracts. To some extent, including a measure of default risk should control for any effect of the business environment on the average quality of borrowers. A second test is based on splitting the crime rate into its main components. If the social disruption hypothesis is true, all types of crime that tend to be related to poverty should be correlated to the cost of credit, including violent crime. This hypothesis is investigated by replacing CRIME in the regression with four crime rates computed on specific types of offense.
The first type consists of offenses against property and includes robbery, theft and dealing in stolen goods. These offences are positively correlated with wealth and economic activity and tend to be more common in urban areas. The second type consists of offences against individuals and includes injuries, private violence and threats, voluntary homicide and attempted homicide. The third type includes fraudulent bankruptcy, fraud and check fraud. They are grouped together on the hypothesis that they capture the likelihood that the counterparty in an economic transaction will cheat. The fourth and last category comprises offenses that are believed to increase firm fragility and opaqueness, i.e. organized crime, mafia-related crime and extortion.
The estimation of the impact of the different types of crime on the interest rate is reported in Table 8 . The first two types of crime have positive but insignificant coefficients. The third and fourth types, both of which imply a direct impact on firm behavior, do influence credit spreads. Violent crime does not affect the cost of credit. The economic effect of organized crime on the average cost of credit (comparing provinces at the 25 th and 75 th percentiles) amounts to an increase of 21 basis points. The economic effect of type 4 is smaller: firms located in a province with a high rate of fraud and economic crime (75 th percentile) pay 7 basis points more than similar firms located in provinces where the rate is low (25 th percentile).
The same types of crime that influence the cost of credit tend to be relevant also in the loan composition and collateral regressions. Type 3 crime reduces the use of loans against account receivables and increases the share of revolving credit lines. Type 4 (fraud) increase the likelihood of collateral and reduces the share of long term lending, which is an intuitive result.
B. Banks' operating costs
The first possible mechanism through which crime affects lending is operating costs. The finding that robberies do not affect the cost of credit suggests that the effect of crime is not driven by higher security expenses, although the hypothesis cannot be tested directly because there are no branch-level data on operating costs. Furthermore, a simple cost-based explanation does not necessarily predict any effect of crime on collateral and loan composition. An indirect way to test the relevance of this channel is to compare the effect of crime on the cost of credit across banks that operate in high-and low-crime areas, considering similar borrowers. In the baseline model CRIME is measured with reference to the location of the borrower. If the bank operates prevalently in other regions, it would have lower average security expenses. I compute the average of the crime rates for each bank, weighted by its share of branches in each province. I add to the regression the variable WCRIME. An observationally equivalent borrower will pay more at a bank that has most of its branches in high crime areas if the bank is charging an extra cost due to security expenses. The correlation between the two variables is 0.36. The results for the interest rate regressions show that CRIME remains significant and the coefficient is substantially the same; WCRIME has a positive and significant coefficient in the regression of the interest rate on term loans of up to 18 months and is not significantly different from zero in the other regressions.
In the loan composition regressions both CRIME and WCRIME have significant coefficients of the same sign: they are both associated with a higher share of revolving credit line commitments and a lower share of loans against accounts receivable. Similarly, WCRIME is statistically significant in the collateral regressions and always has a positive effect on the share and probability of observing a collateralized loans; the coefficient of CRIME in these regressions is unaffected by the presence of WCRIME. The same regressions are estimated dropping the observations for which CRIME and WCRIME are equal and the results are unchanged.
Overall, the conclusion is that crime has an impact both at the bank level and at the borrower level on non-price terms but does not affect the pricing that a bank applies to all of its customers. Banks that operate in high-crime areas tend to have more collateralized loans and to lend more in the form of revolving credit lines and less in that of loans against accounts receivable, holding constant customers' characteristics. Customers located in high-crime areas have a higher cost of credit from all banks, on average, controlling for all bank characteristics. The results only partially support a cost-based explanation and are not consistent with banks charging more to customers if they face higher costs related to crime. A plausible explanation for the effect of WCRIME on non-price terms appears to be that greater risks and uncertainty is reflected in more prudent overall lending strategies for banks whose portfolio is more concentrated in high-crime areas.
C. Risk and loss given default
In the basic regression the credit risk of the borrower is controlled for with a z score measuring the probability of default. Two other important component of credit risk could affect the bank's decisions on pricing and other loan characteristics, and crime could have a substantial impact on both of them. One is the expected loss given default and the other is the volatility of the default rates of firms in a given class. CRIME could influence the loss given default in many ways. For example, if a firm defaults in a high-crime area, its assets are at greater risk of expropriation during the bankruptcy procedure, which typically takes many years. Or if there are "hidden" creditors that resort to illegal methods of enforcement, the residual creditors will be left with less assets to satisfy their claims. The inefficiency of the courts partly controls for the different length of bankruptcy procedures. The results show that it does affect the cost of credit since INEFF has a positive, significant coefficient in most of the regressions. It also affects the share and probability of collateralized lending.
The degree of inefficiency of the courts affects the loss given default because lengthy procedures are typically associated with higher legal fees, greater risk of deterioration of the debtor's assets, etc. I add an interaction term between CRIME and INEFF to all the regressions. The estimated coefficients of this term in the interest rate regressions are negative and statistically significant for loans secured by accounts receivable and both types of term loan (maturity up to 18 months, over 18 months). Court inefficiency mitigates the adverse effect of crime on the cost of credit, which does not seem to be consistent with a loss given default explanation. One possible interpretation is that the differential in the cost due to differences in crime rates diminishes if courts are inefficient because the benefit of low crime in terms of expected value of liquidated assets is offset by the loss from court inefficiency.
The interaction term has a qualitatively similar effect on the composition of loans. Loans against accounts receivable are used less extensively where crime rates are higher and courts are inefficient, but the interaction between the two variables has a positive coefficient, implying a mitigating effect of each variable on the other. The opposite holds for revolving credit lines, whose share increases with crime and court inefficiency. Interestingly, the interaction term between crime and judicial inefficiency is not significant in the collateral regressions, although the two variables have strong independent effects. The second channel through which crime could affect credit risk and thus the terms of credit contracts is the accuracy of banks' default estimates based on historical data or experience, i.e. the volatility of the predicted probability of default. The probability of default of observationally equivalent firms should be harder to predict in a high-crime area than in a low-crime area. For one thing, the volatility of the underlying environment could be higher because of business conditions. Second, if fraud is more common, it represents an additional source of unsystematic risk that banks incorporate into their pricing, in line with the findings on the types of crime. I test this hypothesis by estimating the probability of default of the firms in the sample for high-and low-crime provinces and comparing the prediction error and model's ability to explain default with a given set of explanatory variables. Crime could affect not only the average probability of default of a given firm, but also the accuracy of the estimate of such probability. Provinces can be divided into above and below median and a Logit regression of the probability of observing default of the firms in the sample estimated for a window of three years after the year of the sample. I observe the borrowers in the three years following the sample year and verify if they default. In case of default by the third year, I construct a dummy DEFAULT equal to 1, zero otherwise. This dummy is regressed on observed firm characteristics and market controls. Comparing the high-and low-crime provinces, there are no substantial differences in the model fit, based on the Hosmer-Lemeshow test; in both models over 95 percent of observations are correctly classified, but these only include the negative outcomes (no default). The regression is unable to predict default based on the 0.5 predicted value threshold. Further testing is required to be able to reject the hypothesis of greater difficulty in predicting default given the firm's observable characteristics, although these finding would suggest that CRIME affects risk by increasing the probability of default, given the firm's rating.
The model is estimated adding CRIME to the variables on the right-hand side. The coefficient of CRIME is positive and statistically significant, indicating that the crime rate has an independent effect on default even controlling for the risk class of the firm (RATING). Raising CRIME from the 25 th to the 75 th percentile results in an increase in the default probability of 0.01, against the predicted default probability of 0.027. I also interact CRIME with RATING and find that the coefficient of the interaction term is insignificant. Since CRIME has a direct effect on default, controlling for RATING, as a robustness test the main regressions (interest rate, collateral and loan shares) are all estimated including among the explanatory variables a dummy equal to one if the firm will default in the following three years. This variable is a proxy for characteristics correlated with risk that the bank might observe and incorporate in the interest rate and other terms but are not included in the data.
In all of the regressions the coefficient of CRIME is statistically significant and its magnitude is increased by the inclusion of DEFAULT among the regressors. The dummy DEFAULT is significant and has a positive coefficient in the interest rate and loan composition regressions; it is not significant in the collateral regressions. On average, firms that will default within the three-year window pay a premium of around 1 percentage point compared with the other borrowers. The premium is charged on all types of loans. It amounts to about 34 basis points for term loans with a maturity beyond 18 months and 80 basis points for other loans.
D. Asymmetric information
The finding that large firms are unaffected by crime rates is consistent with the hypothesis that information asymmetries are exacerbated by crime, given that firm size is negatively correlated with opaqueness. The importance of information asymmetries in explaining the observed correlation between crime and the cost of credit can be tested by comparing banks that should be informed to a differing extent about local borrowers. A bank that is well established in the market is likely to possess local knowledge about borrowers. If firms are generally more opaque as a consequence of crime, an inside bank should be able to acquire soft information on borrowers' true financial and economic conditions. An outside bank will not be part of the local network and will have less access to such information. Similarly, a new entrant bank will need time to acquire local soft information 4 .
I test this hypothesis by adding to the regression a dummy REGB equal to 1 if the bank is chartered in the same region as the province, 0 otherwise, and an interaction term of REGB and CRIME. However, the coefficient of the interaction term between CRIME and REGB is generally not statistically different from zero in the interest rate regressions.
-----Another proxy for firm opaqueness used in the literature is the share of tangible assets. Firms that use extensively human capital are more difficult to evaluate and their business harder to monitor as opposed to firms that employ mostly physical capital. I add the interaction term between CRIME and the share of the firm's tangible assets FTANG and find that the coefficient is never significant in the interest rate, collateral and loan composition regressions.
Finally, I interact CRIME with the legal type dummy variables CORP, LLIAB and COOP. One of the main differences between these types of businesses is the strictness of accounting requirements imposed by the Civil Code. Again, the interaction terms are not statistically different from zero in all the models estimated.
The general conclusion from these tests is that asymmetric information does not appear to be empirically relevant in explaining the effect of crime on the terms of loan contracts. However, one explanation could be that asymmetric information problems, expected to be worse in high-crime areas, induce more subtle restrictions of credit supply, especially for the very opaque firms that are not in the Central Credit Register. Firms that are in the register are already transparent enough to access credit markets. Furthermore, high-crime areas tend to show financial underdevelopment on the demand side as well, with firms tending to make extensive use of cash and to avoid resorting to banks and formal credit markets (Fabbri and Padula 2004) . Banks could be unwilling to lend to certain types of borrowers in high-crime areas because they cannot ensure a positive return by increasing interest rates or requiring collateral if firms that are similar when judged by hard information could actually be different different, for example because accounting is not as reliable.
By definition, rationing is difficult to measure because we would like to know if firms with the same characteristics have different likelihoods of obtaining credit depending on the crime rate in the province where they are located. Unfortunately, there are no available data on loan application rejection rates. Furthermore, the fact that a firm responds that it would have wanted more credit on the same conditions but did not get it is not necessarily a good measure of rationing. I use resort to an alternative, the probability that a firm overdraws its credit lines. Overdrafts are very expensive and are used only if the firm cannot access other sources of funds; although they are not a measure of rationing, they do capture the extent to which the borrower is liquidity-constrained.
A second measure is the probability that a borrower with given characteristics (size, industry, etc.) has access to bank credit. The dependent variable is equal to 1 if the borrower is in the Central Credit Register, 0 otherwise. Since the register has an entry threshold, the dependent variable measures the probability that the borrower has bank credit (drawn or committed) of at least €75,000. Since the regression controls for firm size (sales and assets), it captures the probability that the firm borrows at least a given amount from the banking system. The results show that CRIME has a negative coefficient that is also statistically different from zero, as expected (Table 10 ). In economic terms the effect is around 5 percentage points for the 25 th versus 75 th percentile comparison, with an average estimated probability of 0.69 of being in the Central Credit Register's records. Similarly, the probability that a firm overdraws on its credit line is positively affected by CRIME; the magnitude of the effect is around 2.5 percentage points, with an estimated probability of overdrawing of 42.1. Further analysis is required to see whether there are subsamples of firms for which these effects can be economically large. Overall, the results suggest that crime does influence access to bank credit in a way that is not mitigated by knowledge of the local market.
E. Culture or business environment?
Some recent studies have emphasized the role of cultural differences in economic transactions (Guiso, Sapienza and Zingales 2008) . Banks may discriminate against borrowers from high-crime areas because they trust them less. Fraud is an important factor, as suggested by the results with crime types. However, it is not clear whether banks consider these borrowers more likely to cheat or whether the borrowers are more fragile because other agents in the economic environment tend to cheat more.
To test these two different channels -discrimination due to prejudice versus environment -I focus on a sample of small borrowers for whom it is possible to know the province of birth as well as the province where they operate their business. If the impact of crime is related to discrimination, we should find some effect of the crime rate of the province of birth even controlling for the crime rate of the province where the business is located. If crime has an impact through the business environment, the first variable should have no effect on credit supply conditions. I resort to Central Credit Register data on sole proprietorships. In this case the identity of the business coincides with that of its owner. I construct the variable CRIMEBIRTH as the crime rate of the province where the business owner was born and add it to the regressions. The regression is modified since the firm control variables are missing for sole proprietorship, which do not have balance sheet data. As a proxy for size I use total credit granted to the firm, both drawn and undrawn. Industry dummies partly control for risk. The market control variables are the same as in all of the previous regressions.
Before adding CRIMEBIRTH, the interest rate and collateral regressions are estimated with the sample of sole proprietorships. The results are consistent with those for the other firms; the lack of balance sheet controls does not influence the general findings, except for the precision of the estimates, which are slightly less statistically significant.
In the regressions with both variables, the coefficient of CRIMEBIRTH is never statistically different from zero; the effect of CRIME is robust and very similar to that found in the main data set. These results suggest that the increase in the cost of credit and the greater use of collateral associated with higher crime are not the result of discrimination or an intrinsic characteristic of the borrower but have to do with the environment where borrowers operate.
Conclusion
The analysis in this paper provides evidence that the presence of crime has an adverse effect on credit terms and conditions for business borrowers. Controlling for a number of firm and market characteristics and including bank fixed effects in the regressions, the results show that crime has a statistically significant effect on the cost of short-term credit. Crime also increases the demand for collateral by banks and the composition of credit across different types of loans; firms in highcrime areas resort relatively less to loans against accounts receivable and more to revolving credit lines. The results are driven by organized crime, extortion and fraud. The findings suggests that crime, one of the outcomes of poor governance, not only has direct repercussions on economic activity but also indirectly affects investment by reducing the availability of credit and distorting loan terms and conditions. Tables   Table 1 Crime in Italian provinces and reporting rates
The data refer to the 95 Italian provinces; crime rates are averages of yearly rates for the period 1996-2000. The source is the National Institute of Statistics (Istat). Table 4 Bank-firm relationships: Interest rates by loan type
The data refer to a cross-section for the year 2000. The dependent variable RATE is the effective interest rate charged on outstanding credit. RATE1 is the cost of loans secured by accounts receivable; RATE2ST is the cost of short-term loans; RATE2LT is the cost of term loans with a maturity of more than 18 months; RATE3 is the cost of revolving credit lines used. Standard errors are clustered at the province level and are Huber-White robust. Firm controls are the same as in the specification in Table 3 Table 5 Bank-firm relationships: Collateral
The data refer to a cross-section for the year 2000. In the OLS regressions the dependent variable is ratio of collateralized credit to total outstanding credit, referring to total loans (_TOTAL), shortterm (_SHORT TERM) and long-term loans (_LONG TERM). In the Logit models the dependent variable is equal to 1 if the bank-firm relationships are partly or fully collateralized, considering respectively total credit, short-term and long-term credit. In the Logit models marginal effects are reported instead of coefficients. Table 7 Cost of credit and types of crime
The data refer to a cross-section for the year 2000. The dependent variable RATE is the effective interest rate charged on outstanding credit. RATE1 is the cost of loans secured by accounts receivable; RATE2ST is the cost of short-term loans; RATE2LT is the cost of term loans with a maturity of more than 18 months; RATE3 is the cost of revolving credit lines used. Standard errors are clustered at the province level and are Huber-White robust. Firm controls are the same as the specification shown in Table 8 Collateral and types of crime
The data refer to a cross-section for the year 2000. In the OLS regressions the dependent variable is ratio of collateralized credit to total outstanding credit, referring to total loans (_TOTAL), shortterm (_SHORT TERM) and long-term loans (_LONG TERM). In the Logit models the dependent variable is equal to 1 if the bank-firm relationships are partly or fully collateralized, considering respectively total credit, short term and long term credit. In the logit models marginal effects are reported instead of coefficients. Table 9 Composition of loans and types of crime
The data refer to a cross-section for the year 2000. The dependent variable is the actual share of firms' total bank credit available in the form of loans secured by accounts receivable (SHARE_1), short-term loans (SHARE_2ST), term loans with a maturity of more than 18 months (SHARE_2LT) and revolving credit lines (SHARE_3 Table 10 Proxies for access to credit
The data refer to a cross-section of firms for the year 2000. ACCESS is equal to 1 if the firm is in the Central Credit Register (excluding non-performing positions) because of loan commitments or credit drawn above the register's threshold. OVERDRAFT is equal to 1 if the firm has drawn more credit than its commitments. 
