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Abstract This paper provides the humanitarian community with an automated tool
that can detect a disaster using tweets posted on Twitter, alongside a portal to identify
local and regional Non-Governmental Organisations (NGOs) that are best-positioned
to provide support to people adversely affected by a disaster. The proposed disaster
detection tool uses a linear Support Vector Classifier (SVC) to detect man-made and
natural disasters, and a Density-based spatial clustering of applications with noise
(DBSCAN) algorithm to accurately estimate a disaster’s geographic location. This
paper provides two original contributions. The first is combining the automated dis-
aster detection tool with the prototype portal for NGO identification. This unique
combination could help reduce the time taken to raise awareness of the disaster de-
tected, improve the coordination of aid, increase the amount of aid delivered as a per-
centage of initial donations and improve aid effectiveness. The second contribution
is a general framework that categorises the different approaches that can be adopted
for disaster detection. Furthermore, this paper uses responses obtained from an on-
the-ground survey with NGOs in the disaster-hit region of Uttar Pradesh, India, to
provide actionable insights into how the portal can be developed further.
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1 Introduction
This paper seeks to provide the humanitarian computing community with a super-
vised automated tool that is able to detect unseen disasters on Twitter, referred to as
disaster detection. The paper attempts to address the research problem of detecting
a disaster and accurately estimating its geographic location using information con-
tained in tweets, whilst dealing with the large volume and velocity of content gener-
ated on Twitter.
A three-stage hybrid disaster detection tool is proposed, which uses a corpus of la-
belled tweets provided by [27] that covers 11 disasters across eight different disaster-
types. Stage one involves normalising tweets. Stage two involves text classification.
To determine the most suitable algorithm to use for classification, four multinomial
text classifiers are assessed (referred to as ‘testing’), namely a Logistic Regression,
Naive Bayes, Random Forest and a linear Support Vector Classifier (SVC). The top
performing classifier and an appropriate benchmark are then selected for further anal-
ysis (referred to as ‘evaluation’), which entails fitting the two classifiers on increas-
ingly larger randomly sampled sub-sets of the corpus, to simulate the effect of stream-
ing tweets from Twitter. Stage three involves clustering the classified tweets using
Density-based spatial clustering of applications with noise (DBSCAN). This deter-
mines if a disaster has occurred and if so, estimates its geographic location.
To complement the proposed disaster detection tool, a prototype portal1 has been
built, for the purpose of harnessing the power of crowdsourcing to identify local and
regional Non-Governmental Organisations (NGOs), that can help people adversely
affected by a disaster. This prototype serves as a proof-of-concept, demonstrating
how concerned individuals can communicate ideas to identify credible NGOs. The
structure of the portal and how suggestions are ranked to identify those of high value
are detailed in section 4. The motivation behind developing the portal is due to aid
and disaster relief operations being largely uncoordinated in the immediate hours fol-
lowing a disaster. After a disaster has hit a region, most lives are saved by assistance
provided from local communities and NGOs, and not by funds deployed by inter-
national aid agencies [29]. As such, if the proposed portal is effective at identifying
local and regional NGOs in the immediate hours after a disaster has taken place, it
may enable more effective disaster relief to be conducted.
The originality in proposing an automated disaster detection tool and the prototype
portal is their potential synergy. The effective detection of a disaster, an accurate es-
timation of its location and the subsequent identification of local and regional NGOs,
means NGOs best-positioned to help people affected by a disaster can begin admin-
istering disaster relief in a short period of time. The simple but effective relationship
between the proposed disaster detection tool and the prototype portal can be seen in
figure 1 below:
1https://s1719242.wixsite.com/website
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Fig. 1: How the proposed disaster detection tool and NGO portal are inter-linked
In an effort to realise the potential of the prototype portal, an on-the-ground survey
was conducted by visiting eight NGOs in Uttar Pradesh, India in June 2018. This is
due to India being the third most affected country in the world by disasters in the
last decade (measured by economic impact and the number of fatalities) and Uttar
Pradesh is the most disaster-hit region in India [21]. The first and second most af-
fected countries are Haiti and China, respectively. Since Haiti was largely affected
by a single disaster in 2010 and the disasters in China are spread over too large a
geographic area to visit, India was selected.
Also proposed in this paper is a generic disaster detection framework, which inter-
links disaster detection approaches proposed by [5]:
Fig. 2: Proposed generalised framework of Disaster Detection approaches
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Figure 2 shows that disaster detection can be categorised into Unsupervised Detec-
tion and Supervised Detection. This is based on whether a labelled training dataset is
used, which is the case for Supervised Detection. For Unsupervised Detection, Un-
specified Detection is performed. This involves detecting patterns and features within
tweets, since no specific information relating to a disaster is specified. Within Un-
specified Detection, a new disaster or retrospective disaster can be detected, using
New Event Detection and Retrospective Event Detection, respectively. The former in-
volves detecting an unseen disaster. The latter involves identifying tweets that relate
to a disaster that is known to have occurred already. This is often performed to ob-
tain information that is of value to emergency responders. In the case of Supervised
Detection, Specified Detection can be performed. This involves detecting a disaster
using specific information, such as key words and locations. Within this, both New
Event Detection and Retrospective Event Detection can be performed, for the same
reasons just detailed. The aim of the proposed framework is to provide an overview
of the different approaches that can be employed to perform disaster detection, which
would facilitate the development of disaster detection tools in the future.
The remainder of this paper is structured as follows. Section 2 covers the literature
pertaining to disaster detection based on various categorisations. Section 3 details
the methodology implemented for the proposed disaster detection tool. Section 4
describes the structure of the prototype NGO portal. Section 5 outlines the empirical
investigation and findings for the disaster detection tool, which covers ‘testing’ and
‘evaluation’, alongside the performance of the DBSCAN algorithm, used to detect a
disaster and estimate its geographic location. This section also provides an overview
of the prototype portal and areas for its development in the future. Lastly, section
6 provides a conclusion, which summarises the contributions made in this paper,
alongside potential areas for further work.
2 Literature Review
In this paper, disaster detection is broken down into three sub-sections: monitoring,
location estimation and situational awareness.
2.1 Monitoring
The act of monitoring involves continuously analysing tweets, with the aim of de-
tecting a disaster, often in real-time. In the case of Twitter, the high velocity and
volume of tweets that need to be processed means that any tool proposed for mon-
itoring needs to be computationally cheap. The literature relating to monitoring has
been categorised by technique: filtering, clustering, classification and hybrids. Given
the complexity in reliably and accurately monitoring tweets, the vast majority of re-
search analysed proposes hybrid techniques. This is largely due to hybrid techniques
leveraging the strengths of one algorithm to compensate for the weaknesses of an-
other.
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2.1.1 Filtering
When monitoring Twitter to detect a disaster, filtering techniques can be implemented
[45]. Despite filtering requiring an initial set of rules/features to be specified, such as
key terms, venue and time, it is possible to develop an algorithm that can evolve and
expand beyond those initially stated. [55] developed a ‘semi-automatic’ process to
build and update an ontology, where an ontology defines the relationships between
categories in a subject area, such as a disaster. The approach by [55] begins with a
seed ontology, which is initially stated by the user. This is then extended using a se-
mantic network called ConceptNet52 and a ‘semi-automatic’ updating process. The
proposed method reduces the amount of manual effort required to define an ontol-
ogy, whilst remaining accurate and concise. The approach does not run in real-time,
however, it is argued by [55] that macro-event disasters, such as an earthquake or the
outbreak of Ebola, are ‘non-time location sensitive events’. This type of event is said
to happen over a long period of time and affect a large geographic area. For these
reasons, [55] suggest that tweets that relate to such events will be posted around
the world, meaning the location they are sent from offers no value. Consequently,
there is less emphasis on detecting an event immediately after it has occurred and a
manually-intensive statistical approach that can detect bursty key terms is not a major
drawback. A strong counterargument to this is the significant focus that almost every
other paper surveyed in this literature review places on leveraging location-related
information as quickly as possible.
An example of a three-stage unsupervised approach to monitoring that can be adapted
for disaster detection is proposed by [39], which identifies emerging trends, provides
analytics and accurate descriptions of each topic in real-time. The tool uses an algo-
rithm called QueueBurst to detect and group key words that appear in a small period
of time.
2.1.2 Clustering
Clustering algorithms that are computationally cheap and require no prior knowl-
edge, such as the number of clusters, are well-suited to processing tweets in near
real-time [5]. Consequently, partitioning clustering techniques, such as K-means and
K-median, are not suitable, since the number of clusters (K) must be known in ad-
vance [3]. An example of a clustering algorithm that has been implemented for moni-
toring is hierarchical clustering. In the case of [36], a graph-based approach is imple-
mented, which splits topical words into clusters. Disasters are subsequently tracked
using bipartite graph matching, which is then summarised for manual observation.
This type of hierarchical clustering technique is considered to perform poorly on a
large scale, since it requires a full similarity matrix to be computed, which contains
the pairwise similarity between each group, making it computationally expensive and
inappropriate for real-time disaster detection [7, 13]. An alternative clustering ap-
proach to monitoring is proposed by [59], with a three-stage technique called Event
2www.conceptnet.io
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Detection with Clustering of Wavelet-based Signals (EDCoW), which builds signals
for individual words by applying wavelet analysis on the frequency-based raw signals
of words.
Another clustering technique that has been used for monitoring is DBSCAN. This can
be considered the state-of-the-art clustering technique in disaster detection, since its
use of index structures for density estimation makes it scalable to large datasets [30].
For a cluster to be formed and a disaster to be detected, the neighbourhood of a spec-
ified radius must contain a minimum number of tweets. This approach treats outliers
as noise, makes no assumption on the number of clusters and is capable of identify-
ing randomly-shaped clusters. An example of DBSCAN in the domain of monitoring
is Tweet SCAN [10], which uses the content, time, location and user-to-group rela-
tionship of a tweet. After normalising tweets, which involves case-folding, removing
numbers, removing special characters and stripping out white spaces, the textual con-
tent is modelled through a probabilistic model called Hierarchical Dirichlet Process
and the Jensen-Shannon Divergence is calculated for neighbourhood detection. The
approach is largely based on the work of [49], however, Tweet SCAN only uses geo-
tagged tweets. This makes it less effective than the Incremental DBSCAN technique
proposed by [32], which uses both geotagged and non-geotagged tweets. Despite
this, the work of [10] is an important step into using spatial, temporal, textual and
user features for the task of monitoring. A similar DBSCAN method to that of [10]
is proposed by [33] called BursT. The premise is similar to [32], as it seeks to detect
and group emerging topics from real-time tweets, however, it has an increased focus
on the weighting of bursty terms.
2.1.3 Classification
Text classification is commonly used for monitoring, since the content generated on
Twitter is predominantly text-based. The wealth of text classifiers available means
that those that are computationally inexpensive are most suitable for monitoring. One
approach that can help reduce the computational cost of detecting events in real-time
is by specifying features. This is most commonly a known or planned social event,
which can be specified to differing degrees of specificity, using content and/or meta-
data, such as venue, time and location [5]. In the case of [45], a monitoring tool is
proposed that is specific to earthquakes. Each user who tweets about an earthquake is
treated as a sensor. To process Japanese tweets, morphological analysis is conducted
using Mecab3. English tweets are normalised by performing stop-word elimination
and stemming. Using the normalised tweets, the tool proposed by [45] detected 96%
of earthquakes that were greater than a Japan Meteorological Agency (JMA) seismic
scale of three or more. The approach proposed by [45] was developed further by [42],
who built a tool that can detect the description of events using Natural Language Pro-
cessing (NLP) techniques, such as a Position-Of-Speech (POS) tagger, relative posi-
tional information and main entity extraction.
3https://taku910.github.io/mecab/
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The practice of obtaining tweets for analysis that satisfy specific words is proposed
by [22] for disaster detection. More specifically, [22] combine manual oversight with
a binary text classifier to establish if an emergency-related tweet is ‘relevant’ or ‘ir-
relevant’. To develop the tool, 3,785 normalised tweets are used that relate to an
explosion at a power plant in Ludwigshafen, Germany in 2016. Since the tool devel-
oped by [22] requires manual oversight to realise its full potential, it may be more
powerful as part of a larger and more comprehensive disaster detection tool, rather
than as a binary text classification tool that determines if a tweet is ‘relevant’ or ‘ir-
relevant’.
Another approach to monitoring that involves the classification of tweets is the use of
spatio-temporal features located within tweets. [15] employ a three-stage approach
by parsing location-related information contained in tweets. Initially, speech tagging
and chunking is performed to understand the structure of each tweet. This is followed
by Named Entity Recognition (NER) using Conditional Random Field from Stanford
NER [19]. By doing this, location names contained in a tweet can be extracted and
cross-referenced with a gazetteer to obtain the coordinates of locations extracted from
tweets. Once complete, a multinomial Naive Bayes text classifier is used to identify
the location and type of event detailed in a tweet.
A methodology that has been employed in other fields but only applied to disaster
detection in 2015 is domain adaptation classification. [34] propose using labelled
tweets from a prior source disaster, together with unlabelled tweets on a target disas-
ter, to learn domain adaptation classifiers. A multinomial Naive Bayes text classifier
and a Bag-of-Words model was tested on the normalised tweets that related to Hurri-
cane Sandy, which affected the USA, Canada and Caribbean countries in 2012, and
the Boston Marathon Bombings, which took place in Boston, USA in 2013. It was
found that for tasks that are more specific to the new disaster being detected, domain
adaptation classifiers perform better with closely related tweets, even if unlabelled.
For tasks that are similar across disasters, classifiers that learn from source data per-
form better [34].
2.1.4 Hybrids
The aim of hybrid disaster detection tools is to leverage the strengths of one tech-
nique to compensate for the weaknesses of another. In the case of monitoring, [50]
trained a multinomial Naive Bayes classifier to significantly reduce the number of
tweets that are subsequently clustered. The proposed tool called TwitterStand is a
news processing system that can detect events, such as disasters. The tool aggregates
news articles taken from established sources; 2,000 hand-picked Twitter users that
are known to provide reliable information in their tweets, such as links to vetted news
articles that relate to an event or disaster. Similar to [50], [17] propose a hybrid tool
that classifies tweets and subsequently clusters them. This involves the implementa-
tion of a hierarchical tree structure classifier to determine the type of disaster a tweet
relates to, followed by spatio-thematic clustering, to estimate the geographic location
of a detected disaster. Another example of this type of hybrid monitoring is proposed
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by [4], who implemented a disaster detection tool called Tweedr. The tool classifies
tweets through the use of Supervised Latent Dirichlet Allocation (sLDA), alongside
Support Vector Machine (SVM) and Logistic Regression classifiers. The downside to
the aforementioned hybrid approach is that the effectiveness of the clustering algo-
rithms employed are highly dependent on the accuracy and the parameter values of
the classifiers used to filter ‘relevant’ and ‘irrelevant’ tweets [5].
An alternative hybrid approach to monitoring entails clustering tweets and subse-
quently classifying them. This approach seeks to cluster tweets based on specified
criteria, such as relatedness and authority scores. This is followed by classifica-
tion, which seeks to determine the topic of the clusters formed, such as a disaster
or event. [61] propose a tool called GeoBurst, which detects events using geotagged
tweets, by identifying tweets that potentially relate to local events (called ‘reference
tweets’) and tweets that are similar to these ‘reference tweets’. Similar tweets are
clustered using pivot weighting and authority scores, and subsequently classified us-
ing wavelet analysis. The tool proposed by [61] was tested on tweets that were posted
by users located in New York and Los Angeles in the USA, since the two cities have
different population distributions. Another example of a similar hybrid approach is
a spatio-temporal technique proposed by [12]. This technique uses Space Time Scan
Statistics (STSS) to cluster tweets into events, which are subsequently classified using
Latent Dirichlet Allocation (LDA), to determine whether the clusters detected using
STSS relate to space-time events.
Advancing beyond the scope of Twitter, [7] developed an event detection tool that
uses textual and non-textual information gleaned from social media to detect the sim-
ilarity of documents. Similar to [61], this tool is not specific to disaster detection and
is only as effective as the breadth, depth and relevance of the key words used.
Another example of a hybrid approach to monitoring is that proposed by [35], with
their event detection tool called Twitter-Based Event Detection and Analysis System
(TEDAS). This approach uses online and offline stages. Offline, the tool extracts meta-
data and classifies tweets as relating to ‘crime’, a ‘disaster’ or ‘other’. This is then
fed to an online interface, where the location of crimes and disasters are estimated
and ranked for real-time observation.
It could be argued that the combination of human effort and machine learning con-
stitutes a hybrid approach. This would be on the basis of humans providing topical
expertise and knowledge, where machine learning algorithms are known to perform
poorly. An example of this is the disaster detection tool proposed by [31] for the com-
munity of Panang, Indonesia, which attempts to detect tsunamis and provide early
warnings. The system presents the results from the machine learning component of
the tool to analysts, allowing for different sets of needs to be catered for. Another
technique that utilises human contributions with machine learning is the three-stage
methodology proposed by [56]. A learning-based and matching-based technique was
tested on a corpus of tweets. The matching-based technique seeks to improve on
conventional matching systems, which simply match keywords and/or hashtags. The
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three-stage methodology uses a crowdsourced list of key words and hashtags to de-
fine the initial words to match.
An alternative approach to monitoring is one that does not assume anything about the
features of an event, such as the event-type, name or location. Instead, it exploits the
significant appearance of key words or temporal patterns [5]. A two-stage disaster
detection tool is proposed by [48] that uses bigrams to analyse posts from micro-
blogging websites, such as Twitter, in one-hour windows.
Following a similar approach to [48], who attempt to utilise the content contained in
tweets and not specify specific features of a disaster, [62] propose a graphical model
called Location-Time Constrained Topic (LTT). This uses the content of a tweet, the
time a tweet is posted and the location it was sent from. The value offered by this
technique is largely based on the type of information that a user is seeking to discover.
This is different to other techniques detailed in section 2.3, which details research on
situational awareness.
2.2 Location Estimation
Following the detection of a disaster, its geographic location can be estimated. The
most common approach that utilises information from Twitter is the use of coordi-
nates contained in geotagged tweets. This information is voluntarily provided by a
user and shows the precise location a tweet was sent from. The specificity of the
coordinates makes this approach the most preferred for location estimation and ar-
guably the most accurate. A major constraint to this approach is the lack of geotagged
tweets available, since on average, only 2% of tweets worldwide are geotagged [17].
Despite the potential accuracy of using the coordinates of geotagged tweets, the ap-
proach can be skewed by posts relating to a disaster but sent from an unaffected
geographic location. This is particularly problematic for ‘retweets’. As a reflection of
how challenging location estimation of a disaster is using tweets, all of the techniques
outlined in the following section are hybrids.
2.2.1 Hybrids
Several simplistic approaches have been implemented that utilise a single source of
location-related information from a tweet to estimate the geographic location of a dis-
aster [2,46]. As an extension to this simplistic approach, [41] combine three location-
related features embedded in a tweet using combination rules in Dempster-Shafer the-
ory. These three sources are: the coordinates from recently posted geotagged tweets,
the location of a user’s profile and the location detailed in a tweet. The motivation
for combining all three sources is because the coordinates of a recently posted tweet
may quickly spread to locations that are farther away from the location of an event
due to ‘retweeting’. Furthermore, the absence of geotagged tweets means alternative
methods should be leveraged, so the location of an event, such as a disaster, can be
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estimated. This can be the location attribute of a user’s profile [2, 46] and the extrac-
tion of location names contained within the body of a tweet [57].
The problem of not detecting events in remote places is not isolated to [41]. In the
case of [24], the location of an event is estimated by matching words extracted from
tweets using the NER Ritter tool [44] and referencing them to a gazetteer contained
in the Gate NLP framework4. Despite [8] stating that the open access gazetteer used
by [24] works well for detecting a location, it is a critical bottle-neck, as the proposed
model is highly dependent on the gazetteer being regularly updated and accurate. An
example of a hybrid approach to location estimation that does not perform to the
standards of those detailed so far is that of [51], who implemented a text classifier to
remove irrelevant tweets and cluster tweets into events using key words and pattern
matching.
Another hybrid approach to location estimation is proposed by [32] with a technique
called Incremental DBSCAN. This three-stage process dynamically weights words,
clusters similar tweets and classifies events in sliding fixed periods.
2.3 Situational Awareness
The objective of situational awareness is to extract actionable intelligence from tweets,
which can be used by emergency responders to improve the effectiveness of disaster
relief operations. In order to glean pertinent information from tweets, a disaster must
have been detected already. For this reason, situational awareness can be considered
the last of the aforementioned three stages of disaster detection.
2.3.1 Filtering
Once a disaster has occurred, its features and characteristics can be utilised to help
identify specific information. An example of this is [47], who propose an ‘adaptive
filter’, which is a filter that adapts to the idiosyncrasies of a Twitter feed to extract
disaster-related tweets. One issue with the proposed method is its reliance on high
quality training data to aggregate enough relationships for accurate classification.
2.3.2 Classification
An example of a three-stage approach to extracting situational awareness from tweets
using text classification is that of [9], who built a situational awareness tool for the
Australian Government. Firstly, tweets are condensed into summaries, using stemmed
unigrams. Secondly, tweets are classified into different types of infrastructure dam-
age using a SVM. Finally, events are visually presented to watch officers. The overall
purpose of the tool is to detect, assess, summarise and report messages for crisis coor-
dination. The challenge for this approach is to adapt the model to address other types
4https://gate.ac.uk/
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of disasters, such as floods, cyclones and bush fires [9].
A three-stage tool for situational awareness that implements filtering to significantly
reduce the volume of tweets that need to be classified is proposed by [37]. Despite
the tool’s high Accuracy score, 95.6% of the tweets classified were not related to any
event. As such, it could be argued that the dataset used to test the classifier was of a
poor quality and the results should be interpreted with caution. Furthermore, the tool
requires human oversight to make informed assessments of the filtered tweets. For
this reason, it could be considered an effective filtering tool, rather than an effective
disaster detection tool.
2.3.3 Hybrids
A type of situational awareness technique that could be considered a hybrid is one
that integrates tweets and external systems. In the case of [1], the tool Twitcident is
proposed, which relies on an external emergency broadcast service to detect a disas-
ter. Once detected, tweets, pictures and videos relating to a disaster are aggregated
from platforms, such as the now defunct Twitpic5 and Twitvid6. The tool proposed
by [1] is limited by the effectiveness and speed of the external emergency broadcast
service in a specific country.
A similar system to [1] but applicable only for the detection of floods is proposed
by [28]. The tool uses the Global Flood Detection System (GFDS)7 for satellite ob-
servations of water coverage and tweets to gain a better understanding of the location,
timing, causes and impacts of flooding.
Another tool that was developed specifically for the detection and tracking of floods
using tweets and an official external data source, is that proposed by [14]. The tool
uses authoritative data (digital elevation models, hydrological data and sensor data),
combined with tweets, to perform statistical analysis and identify spatial patterns.
It was found that the approach obtains the most valuable information from tweets
that are sent within ten kilometres of severely flooded areas. Additionally, the tool
can help emergency responders make more informed decisions during the immediate
hours after a flood takes place and track the progress of a flood over time.
[26] propose a situational awareness tool that initially starts with a predefined ontol-
ogy, whose categories are based on the thesis of [58]. This is based on ‘gold-standard’
tweets from a normalised corpus of tweets that relate to the 2011 Joplin tornado that
hit Joplin, Missouri, USA in 2011. Out of these normalised tweets (the exact details
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A common issue faced by emergency responders is interpreting information gleaned
from tweets. A technique that allows users to analyse large volumes of tweets on a
timeline display, drill into sub-events and understand the general sentiment of tweets
was proposed by [38] called TwitInfo. The tool requires a user to specify an event,
such as a disaster, and provide supplementary information in an interactive format.
3 Disaster Detection Tool
Through the completion of the literature review, it has been identified that a compu-
tationally inexpensive automated tool that is able to monitor tweets, detect a disaster
and estimate the geographic locations affected by a disaster would be of significant
value to the humanitarian community. It is important to emphasise that this excludes
situational awareness, therefore, the proposed tool will not attempt to glean action-
able insights from tweets that would be of use to emergency responders. Figure 3
shows a conceptual overview of the proposed methodology and the techniques imple-
mented at each stage in the proposed tool, which serve as the structure for this section.
Algorithm 1 also shows the proposed methodology in the form of pseudocode.
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Fig. 3: Workflow of the proposed automated disaster detection tool (not ‘testing’ or
‘evaluation’)
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Algorithm 1 shows the pseudocode for the proposed tool, outlining the methodology




(2) SPLIT TWEETS INTO GEOTAGGED AND NON-GEOTAGGED TWEETS
if Tweet has coordinates appended then
Place in a separate dataframe for geotagged tweets
else
Place in a separate dataframe for non-geotagged tweets
end
(3) IDENTIFY LOCATION AND COORDINATES OF NON-GEOTAGGED TWEETS
if A tweet contains the name of a geographic location then
Return coordinates from an offline gazetteer
else
Return coordinates from an online gazetteer
end
if No coordinates found for location (city or country) then
Discard tweet
end
if Coordinates of a city and country exist then
Use the city location and coordinates
else
Use the country location and coordinates
end
(4) COMBINE TWEETS WITH COORDINATES WITH GEOTAGGED TWEETS
(5) VECTORISE TWEETS USING TF-IDF
(6) CREATE TRAINING & TEST DATASETS
(7) OVER-SAMPLE TRAINING DATASET, IF NECESSARY
Synthetic minority over-sampling (SMOTE) was applied on the dataset used
(8) CLASSIFY TWEETS BY DISASTER-TYPE
Fit selected classifier to over-sampled training data
Make predictions for test data using the fitted classifier
Export the predictions for each disaster-type as separate datasets
(9) ESTIMATE LOCATION AND CLUSTERING TWEETS BY DISASTER-TYPE
for DisasterType ∈ DisasterTypes do
if Number of tweets > density threshold specified then
Cluster is formed, which is a disaster
Centermost point of the cluster (disaster), is its estimated location
else
No cluster formed (no disaster detected)
end
end
(10) PLOT AND RECORD EACH DISASTER FOR EACH DISASTER-TYPE
for DisasterType ∈ DisasterTypes do
for Disaster ∈ Disasters do
Plot the estimated location of each disaster on a world map




OUTPUT: DISASTER-TYPE, LOCATION NAME AND COORDINATES
Algorithm 1: Pseudocode for the proposed automated disaster detection tool
3.1 Normalise Tweets
The process of text normalisation entails standardising text. This is particularly im-
portant for documents, such as tweets, which are highly informal. It is stated by [6]
that text normalisation is often incorrectly implemented in a standardised manner,
irrespective of the type of document being normalised. The following normalisation
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techniques were performed for each raw tweet in the corpus used. The decision of
what techniques to implement was based on manual testing and observations on the
dataset [27].
Fig. 4: Normalisation process and techniques used
In addition to the text normalisation techniques, the following techniques were ex-
plored:
– Slang: converting slang words into synonyms that can be identified in an English
dictionary
– Lemmatisation: the root of a word is obtained, which is called a “lemma”
– Stemming: the end of a word is removed that has derivational affixes
– Case folding: make all words in a document lowercase
– Stop-words: remove frequently used words in the English language
It was decided not to correct slang, as manual observations of the corpus showed
little slang being used, making the correction on a large corpus computationally
wasteful. Both lemmatisation and stemming were found to reduce the meaning of
a tweet, hence their exclusion. The case folding of tweets was not performed, since
the identification of geographic locations detailed within tweets is more robust when
the names of locations (often capitalised) are left unchanged. Lastly, stop-words were
not removed during normalisation, as they are treated using an information retrieval
technique called Term Frequency - Inverse Document Frequency (TF-IDF) [54] that
is implemented before classification in the proposed tool. TF-IDF generates a nu-
merical value for each word, which indicates its importance to a document, such as a
tweet. This value increases proportionally to the frequency of a word in a tweet but
is offset by the frequency of the word in the corpus of tweets. As such, this approach
adjusts for generic words that appear frequently. After text normalisation has been
performed, any tweets that contain less than four words are removed from the final
list of processed tweets, to prevent the needless processing of tweets that are of no
value for text classification. This is consistent with [18], who only retain tweets for
sentiment analysis that contain more than three words. The effect of normalisation on
the number of tweets that were omitted from analysis due to their final tweet length
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being less than four words can be seen in figure 5, which shows the percentage of
original tweets remaining after text normalisation was performed:
Fig. 5: Percentage of tweets per disaster type retained after text normalisation
The overall purpose of implementing text normalisation in the proposed disaster de-
tection tool is to enable the text contained in tweets to be accurately processed by
NLP techniques, such as NER, to establish if any geographic locations are referenced
in the body of a tweet that is not geotagged. Text normalisation also enables the text
classifiers used to identify relationships and important features that can help accu-
rately determine the disaster-type a tweet relates to.
3.2 Split Geotagged and Non-Geotagged Tweets
To determine the geographic location of a disaster, the geographic location of where a
tweet was sent from must be estimated. One of the most reliable and frequently used
sources of information to estimate the geographic location of a disaster is via the
location a tweet was sent from. If a tweet is geotagged by a user, the coordinates are
available. If, however, a tweet is not geotagged, an alternative source of information
that can be used is the name of locations detailed in the body of a tweet. As such,
stage three (identifying the name of a location and obtaining its coordinates) is only
performed for tweets that are not geotagged. To do this, tweets that are not geotagged
are separated from those that are, before commencing with stage three.
3.3 Identify Location and Coordinates of Non-Geotagged Tweets
For all tweets that are not geotagged, a Python library called GeoText8 is used to ex-
tract the names of cities and countries mentioned in the body of a tweet. If a city is
8https://pypi.org/project/geotext/
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identified, the country that the city is located in is also returned. If only a country is
identified, no city is returned, since only a country is mentioned in the text. If no lo-
cation is identified by GeoText in a tweet, the tweet is discarded. If a location is iden-
tified, an attempt is made to obtain the coordinates of the location using a gazetteer.
Due to the high volume of tweets that are processed, an offline gazetteer is referenced
first. The database that forms the offline gazetteer was provided by GeoNames9. This
initially contained over ten million geographical names but it was reduced to 7.2 mil-
lion entries after removing duplicates. Using the offline gazetteer enabled the names
of geographical locations to be converted into coordinates. If this is unsuccessful, an
online gazetteer, in the form of a Python library called GeoPy10 is used.
To minimise the computational cost of obtaining the coordinates of locations identi-
fied in a tweet, all locations found in tweets that are not geotagged are converted to
a list. All duplicate entries in the list are then removed to prevent searching for coor-
dinates of the same location more than once. The coordinates relating to the location
names in this list containing no duplicates are first identified in the offline gazetteer
and if this process is unsuccessful, the online gazetteer is used. In either case, any
coordinates found are appended to dictionaries created for cities and countries (one
each). The updated dictionary subsequently becomes the first object to be searched
when attempting to identify the coordinates of each location in the list that contains
no duplicates (i.e. before the offline and online gazetteers). Once all coordinates have
been located, the original list of locations is then iterated through (potentially con-
taining the same location multiple times, if the location is contained in several tweets)
and the coordinates taken from their respective dictionaries. By creating a list of loca-
tions, removing duplicates, storing any coordinates found in a dictionary and check-
ing the dictionary before searching in a gazetteer, the execution time of the process is
significantly reduced.
Since the primary source of information used for location estimation are the coor-
dinates of where a disaster-related tweet was sent from, cities are prioritised over
countries, since they are more precise in their geographic location. As such, only one
location name and its respective coordinates are stored for each tweet, with cities tak-
ing priority over countries. Furthermore, whenever more than a single city or country
is detected in a tweet by GeoText, only the first is used. By doing this, if a tweet con-
tains a location name that is located in either of the gazetteers used, the most accurate
coordinates are assigned to the tweet. It is recognised that this approach is simple in
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3.4 Combine Tweets With Coordinates With Geotagged Tweets
Now that the location name and its respective coordinates have been assigned to every
tweet that contains the name of a location in its body and has had its coordinates
identified, the previously non-geotagged tweets that now have a location name and
coordinates identified are joined with the geotagged tweets to form one dataframe.
These tweets are now ready to be classified by disaster-type in stage five.
3.5 Vectorise Tweets Using TF-IDF
TF-IDF is implemented, which is a numerical value that indicates how important a
word is to a document, such as a tweet. This value increases proportionally to the
frequency of a word in a tweet but offset by the frequency of the word in the corpus
of tweets. As such, this approach adjusts for generic words that appear frequently.
Due to its significant processing cost, the vocabulary size is limited to 10,000 words.
Efforts to increase the vocabulary size were prevented by the computational cost re-
quired. During ‘testing’, the performance of the four classifiers is based on TF-IDF
vectors produced for unigrams, bigrams and trigrams. Based on the performances of
the two selected classifiers, one of the n-grams is selected for the TF-IDF vector used
for ‘evaluation’.
3.6 Create Training and Test Datasets
After a TF-IDF vector has been produced, the corpus of tweets is split into training
and test datasets, with a 80%/20% split, respectively.
3.7 Over-sample Training Dataset
Synthetic Minority Over-Sampling Technique (SMOTE) [11] is used on the training
dataset only, to correct the large class imbalance. SMOTE over-samples the minority
class creating ‘synthetic’ examples, rather than by over-sampling with replacement.
The test set remains untouched, since the volume of tweets is used in stage nine to
cluster tweets and determine if a disaster has taken place.
3.8 Classify Tweets by Disaster-Type
In the corpus of tweets used, there is a total of eight different disaster-types (classes).
During ‘testing’ and ‘evaluation’, the selected classifiers are set to One-Vs-Rest, also
referred to as One-Vs-All or One-Against-All, using the sklearn.multiclass11 library.
Given N classes, the One-Vs-Rest approach trains N different binary classifiers. Each
of the binary classifiers is trained on examples of a single class and all remaining
11http://scikit-learn.org/stable/modules/generated/sklearn.multiclass.OneVsRestClassifier.html
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classes [43]. The dataset used in this paper has eight disaster types. This means that
eight binary classifiers are trained on the training dataset. A test example (a tweet), is
then fed to each of the eight binary classifiers that have been trained, each predicting
a class membership probability. The test example (a tweet) is assigned to the class
with the highest probability. The input to each model is a TF-IDF vector. In the case
of ‘testing’, TF-IDF vectors are produced for unigrams, bigrams and trigrams (stage
five of the methodology). For ‘evaluation’, the n-gram variation that enables the most
successful classification to be performed will be selected and a TF-IDF vector cre-
ated, accordingly (this is established from the results obtained during ‘testing’). Four
classification algorithms are benchmarked; Naive Bayes, Logistic Regression, Sup-
port Vector Machine and a Random Forest.
Once the four text classifiers have been assessed in the ‘testing’ phase (the full details
of ‘testing’ and the results obtained are detailed in section 5.2), two classifiers are
selected for ‘evaluation’. The first is the best performing classifier, which has opti-
mised parameter values. The second is a Naı̈ve Bayes classifier, which has optimised
parameter values. The Naı̈ve Bayes classifier is selected so that it can be compared
to the best performing classifier. This is appropriate given its simplicity and its rela-
tively low computation cost, in comparison to the other classifiers tested. The details
and results from the ‘evaluation’ phase are detailed in 5.3.
In the proposed disaster detection tool, once all tweets have been classified by disaster-
type using the selected text classifier, the tweets are subsequently grouped by disaster-
type and segregated into separate dataframes. This allows clustering to be performed
by disaster-type using coordinates, enabling multiple disaster-types to be detected in
the same geographical location.
3.9 Cluster Tweets by Disaster-Type Using Coordinates
In the literature review conducted in section 2, it was identified that DBSCAN is the
state-of-the-art clustering technique for disaster detection. As aforementioned, for
each tweet in a cluster, the neighbourhood of a specified radius must contain a mini-
mum number of tweets to form a unit of density region. This approach treats outliers
as noise, makes no assumption on the number of clusters and is capable of identifying
randomly-shaped clusters. For this reason, a DBSCAN algorithm is implemented in
the proposed disaster detection tool, for the purpose of detecting a disaster using the
coordinates of classified tweets.
When implementing DBSCAN, there are two key parameter values that need to be
specified: epsilon (henceforth referred to as eps) and minimum points (henceforth re-
ferred to as min points). The eps value determines the neighbourhood radius around
a point. The min points value is the fewest number of points within an eps value re-
quired to form a density cluster.
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It is suggested by [60] that there is no general solution to determining the appropri-
ate values for the parameters min points and eps. For example, a K-nearest neighbour
query becomes too computationally expensive on a very large database. Furthermore,
limiting the sample size to overcome this will significantly decrease the accuracy of
the estimation made [60]. In the case of [10], the eps value was set to 250 meters and
the min points value set to ten (number of tweets). These values are low in nature,
since the events being identified are sub-events in the city of Barcelona, Spain. In
the case of [32], an eps value of 0.4 miles and a min points value of 15 was used,
however, these low values were chosen as they are applicable to each sliding time
window, rather than a large volume of tweets, irrespective of when they were posted
or processed. Using these two papers as proxies, three different eps values and three
different min points values will be tested. These are 20km, 40km and 60km for eps
and 20, 50 and 80 tweets for min points. In comparison to [10] and [32], these larger
values reflect a larger corpus being used, the global geographic range of the corpus
content and the static time horizon of the tweets, as opposed to the sliding windows
implemented by [32].
To implement DBSCAN, a ball-tree algorithm is selected [40], which is efficient on
highly-structured data, such as the coordinates of tweets, which follow the format
of (latitude, longitude). The Haversine distance is used to calculate the Great-circle
distance, which is the shortest distance between two points across the surface of a
sphere.
3.10 Plot and Record Each Disaster for Each Disaster-Type
If a cluster is formed, equating to a disaster being detected, the centermost point
for all tweets forming the cluster is calculated and used as the estimated location of
the disaster. Each disaster is plotted on a map of the world using colour-coordinated
dots, with each colour representing a different disaster-type. An example of this can
be seen in figure 6 below:
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Fig. 6: Example of a plot generated by the disaster detection tool. Each
colour-coded dot is an estimated location of a disaster
Since figure 6 only gives users a macro-view of locations affected by a disaster, the
name and coordinates of the estimated location(s) of each disaster are also recorded.
Details of the outputs from the automated disaster detection tool are detailed in the
following stage.
3.11 Output
Once the centermost point for all tweets forming a cluster is calculated and used as
the estimated location of the disaster, the plot created in stage ten is exported as a
.png image, with each disaster-type assigned a specific colour. In addition to this, a
.csv file is exported, which contains the disaster-type, location name and coordinates
of the detected disaster, which can be subsequently used for other purposes, such as
situational awareness.
3.12 Software
The proposed disaster detection tool was built in Python 3.6. This enables the entire
script to run uninterrupted with full automation. The reason for using Python for this
task is because of the extensive number of libraries that facilitate disaster detection.
Examples include GeoText to perform NER for the names of geographic locations
and GeoPy, to identify the coordinates of location names.
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4 Crowdsourcing Portal for NGO Identification
In a study performed by [20], it was found that the number of NGOs within a country
has no significant impact on the disaster response costs. This directly contradicts the
intuition that the increased presence of NGOs reduces the level of external support
required to provide effective disaster relief. Two reasons provided by [20] for this
are: (1) some events may be beyond the capabilities of some NGOs, or (2) NGOs
do not communicate well among themselves to deliver a coordinated response with
the international community. In both of these instances, it could be argued that the
identification of local and regional NGOs who are capable of delivering support to
a specific disaster would help increase the overall effectiveness of the disaster relief
support. This is due to NGOs being able to focus on their strengths, which in turn
could lead to the international community being able to provide support where local
NGOs require it.
The following section shows the structure of the proposed portal and how individuals
can exchange and critique NGO suggestions.
4.1 Structure of the Crowdsourcing Portal
Figure 7 shows the structure of the proposed portal, which is segregated by region:
Fig. 7: Structure of the proposed portal, which is categorised by geographic region
Once a region is selected, a user can post a suggestion, which in turn can be critiqued
by other users via replies. The structure of a region is shown in figure 8:
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Fig. 8: Structure of a region listed on the portal. The example focuses on Asia, with
a test post titled ‘Earthquake in Japan’
A template suggestion of how a post on the portal should be structured is shown in
figure 9:
Fig. 9: A template of how users should structure their suggestions on the portal
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If users follow the structure outlined in figure 9 to post their suggestions and admin-
istrators of the website review posts regularly, the portal has the potential to act as an
efficient mechanism to exchange information and identify local and regional NGOs
that can provide disaster relief to individuals adversely affected by a disaster.
4.2 NGO Suggestion Scoring System
In order to differentiate the value of suggestions made by users on the portal, a scor-
ing system is proposed. The scoring system seeks to leverage the proposed structure
of the post template detailed in figure 9. The scoring system ranges from zero to five
(inclusive) and is awarded by an administrator to a suggestion made. Each of the fol-
lowing points that are verified by three other users on the portal can receive a score
of 0, 0.5 or 1:
– NGO name and location
– NGO activities
– NGO website
– NGO contact details
– What types of payment can be used to make donations to the stated NGO
The process of verification entails other users agreeing with the evidence provided. It
is recognised that some local NGOs in remote locations may not be as visible as other
NGOs. As such, the level of evidence available to new or lesser-known NGOs may be
difficult to obtain. This is where the interpretation from an administrator is required.
A score of 0 is awarded to any point that has not been verified by three other users. A
score of 0.5 is awarded if more than three users agree with a point made (e.g. NGO
contact details) but some conflicting information is outlined by other users. Lastly, a
score of 1 is awarded if more than three users verify a point stated in the suggestion
and there is no conflicting information provided by others. These individual scores
are aggregated and posted in the title of a suggestion for other users to observe. Af-
ter being awarded a score, suggestions will be displayed in their relevant sections in
descending order, based on the score awarded by an administrator. It is recognised
that the proposed approach is manually intensive, however, the harnessing of crowd-
sourced information in the context of NGO identification involves qualitative data
and as such, requires quality assessment, which is provided by the administrators on
the portal.
5 Empirical Investigation and Findings
In this section, we illustrate the effectiveness of the disaster detection tool on various
corpora generated from disaster feeds.
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5.1 Datasets Used
A corpus of labelled tweets is used that is provided by [27]. This corpus covers the
following man-made and natural disasters:
1. Earthquake - Nepal (2015). California, USA (2014). Iquique, Chile (2014)
2. Typhoon - Vietnam (2014). Philippines (2014)
3. School attack - Peshawar, Pakistan (2014)
4. Cyclone - South Pacific Ocean (2015)
5. Plane crash - Flight MH370 (2014)
6. Hurricane - California, USA. Mexico (2014)
7. Volcano eruption - Baroarbunga, Iceland (2014)
8. Flood - India (2014). Pakistan (2014)
The original dataset provided by [27] contains 12,021,227 tweets. Figure 10 shows
the quantity of tweets in the original corpus for each of the eight disaster-types:
Fig. 10: Quantity of tweets per disaster-type in the original corpus provided by [27]
Due to the processing power required to process all of the tweets in the original cor-
pus, a sample of 299,910 tweets was randomly selected, equating to approximately
2.5% of the original corpus. This is performed after text normalisation. The percent-
age of tweets retained after random sampling per disaster-type is shown in figure
11:
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Fig. 11: Percentage of tweets retained after randomly sampling
Figure 11 shows that the random sampling has retained a very similar percentage
of the original tweets for each disaster-type, which preserves the composition of the
original corpus. More importantly, the reduced dataset allows for the different com-
ponents of the proposed tool to be tested and the overall tool to be appropriately eval-
uated, given the processing power that was available, which was a 2.3GHz Intel Xeon
E5 processor with 64GB of RAM, rented from Amazon Web Services (AWS)12.
5.1.1 Sample Bias Correction
As shown in figure 10, the corpus of tweets used in this paper is heavily imbal-
anced, with an overwhelming majority of tweets relating to the disaster-types ‘flood’,
‘earthquake’ and ‘plane crash’. This class imbalance has been dealt with differently
during different stages of developing the proposed tool. Overall, two stages of anal-
ysis are performed to select a text classifier. The first is ‘testing’, which analyses
four text classifiers, of which a benchmark classifier and the best performing clas-
sifier are selected. These classifiers are then analysed in detail in the second stage
of analysis called ‘evaluation’. During ‘testing’, the four text classifiers are tested
using K-fold stratified sampling at the same time as ten-fold cross validation. This
was due to the practical efficiency offered by the Python library cross val predict.
During ‘evaluation’, the performance of the benchmark and the best performing clas-
sifier are assessed on five increasingly larger randomly sampled sub-sets (20%, 40%,
60%, 80% and 100% of 299,910 normalised tweets) to simulate the effects of stream-
ing tweets, in an attempt to understand how it affects each classifier’s performance.
Since ten-fold cross validation was too computationally expensive to perform on the
full 299,910 normalised tweets during ‘evaluation’, the two text classifiers are fit-
ted using training data that is over-sampled with Synthetic Minority Over-Sampling
Technique (SMOTE) [11], to deal with the class imbalance. SMOTE over-samples the
minority class creating ‘synthetic’ examples, rather than by over-sampling with re-
placement. More specifically, minority classes are over-sampled by taking a sample
12https://aws.amazon.com/
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from each minority class and introducing synthetic examples along the line segments
joining any/all of the K minority class nearest neighbours [11]. For completeness, the
over-sampling technique Adaptive Synthetic Sampling Approach (ADASYN) [23] was
explored but it was deemed too computationally expensive.
It is important to note that during ‘evaluation’, over-sampling was not performed on
the test dataset and only on the training dataset. This was a conscious decision, as the
number of tweets that belong to a disaster-type and have coordinates within a spec-
ified neighbourhood will determine if a disaster is detected, as they are parameters
in the DBSCAN algorithm that is implemented and discussed in section 5.4. Conse-
quently, a potentially imbalanced test dataset is not over-sampled, in order to preserve
the integrity of the data and not artificially create a disaster by over-sampling tweets
in the test dataset.
5.2 Disaster Detection Testing Results
During ‘testing’, four multinomial text classifiers are tested; a Naive Bayes, Logistic
Regression, linear Support Vector Classifier (SVC) and Random Forest. In this pa-
per, a linear kernel is selected for the SVC, as it is suggested by [25] that it is the
most appropriate kernel for text classification, since most text is linearly separable.
All classifiers are tested on 100,138 normalised tweets provided by [27]. The cost
parameter settings for the SVC and Logistic Regression classifiers are adjusted per
test. For the Naive Bayes classifier, the alpha value is adjusted, which is a smoothing
parameter. A value of zero means no smoothing is performed. Eight different values,
between 0 and 1, inclusive, are tested for each of the parameters, in addition to un-
igrams, bigrams and trigrams, to determine what the most appropriate values are to
optimise the performance of the classifiers. The parameter adjustments made for the
Random Forest classifier tested includes: the number of trees in the forest, the max-
imum depth of a tree and the splitting criterion (Gini Impurity and Entropy). During
‘testing’, each of the four classifiers use ten-fold cross validation, combined with K-
fold stratified sampling, which returns stratified folds, preserving the percentage of
samples for each class. Consequently, the analysis of each classifier’s performance
during ‘testing’ focuses on macro-average metrics, rather than micro-averaged met-
rics, as macro-averaging treats all classes equally and micro-averaging favours bigger
classes [53].
The macro-average Area Under Curve (AUC) scores, which is the area under a Re-
ceiving Operating Characteristic (ROC) curve, for each classifier, for each n-gram
test and for each parameter value adjustment, can be seen in figure 12. The test gen-
erating the highest score for the benchmark Naive Bayes classifier and the highest
scoring classifier overall is highlighted yellow and green, respectively:
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Fig. 12: AUC scores: different n-grams and parameter values
Figure 12 shows little variability in the AUC scores when the parameter values are
adjusted. The highest AUC score is 0.96 was obtained by the SVC during test three
for unigrams, which corresponds to a cost value of 0.5. In the case of the Naive Bayes,
the highest scoring AUC value is 0.88, which was obtained in test two, with an alpha
value of 0.1. The AUC scores for the Random Forest classifier remain unchanged at
0.5 across all n-gram variations and parameter value adjustments. A suggestion for
the lack of variability is that the algorithm takes a consensus of ‘votes’ from the de-
cision trees generated. As such, across 100 and 200 decision trees, little variability
is achieved. This view is supported by [16], who state that changes in the parameter
values for a Random Forest classifier have negligible effects in most cases.
Other than the Random Forest classifier, the introduction of bigrams and trigrams
caused a deterioration in the AUC scores. This is consistent with [22], who found that
the use of n-grams deteriorated text classifier performances. This may be explained
by the classifiers over-fitting when longer n-grams are added, despite implement-
ing Term Frequency - Inverse Document Frequency (TF-IDF) [54]. Similar to the
AUC scores, the SVC achieved the highest Accuracy score, with a value of 0.9649
for unigrams during test three. For the Naive Bayes, this was highest in test eight
for unigrams. Consistent with the AUC scores, the Accuracy scores of all classifiers
tested deteriorated for bigrams and trigrams, compared to unigrams. Taking this and
the AUC scores into account, the linear SVC classifier with a cost value of 0.5 (test
three) and the Naive Bayes classifier with an alpha value of 0.1 (test two) are selected
for ‘evaluation’. ‘Evaluation’ is where the Naive Bayes and linear SVC classifiers are
tested on five increasingly larger randomly sampled sub-sets of tweets to simulate the
effect of streaming tweets and a single classifier is selected for the proposed disaster
detection tool.
5.3 Text Classification Evaluation Results
After selecting the linear SVC with a cost value of 0.5 and the Naive Bayes classi-
fier with an alpha value of 0.1, both classifiers are evaluated on increasingly larger
sample sub-sets of the corpus. Specifically, five sub-sets are randomly selected: 20%,
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40%, 60%, 80% and 100% of a corpus comprised of 299,910 normalised tweets. This
is to determine if the number of tweets processed impact the performance of the text
classifiers.
Both classifiers are evaluated by generating ROC curves and micro-average metrics.
Since no over-sampling was performed to the test dataset, a class imbalance exists.
For this reason, the selection of the appropriate text classifier is based on micro-
average metrics and not macro-average metrics.
5.3.1 Micro-Average AUC Scores
Fig. 13: AUC scores for each sample sub-set evaluated
All AUC scores in figure 13 are close to one. This strongly suggests that the text
normalisation procedure and implementation of TF-IDF are both effective. In addi-
tion to this, a manual observation of the corpus of tweets identified that the language
contained in the tweets is very explicit. Little ‘noise’ exists that causes the text classi-
fiers to incorrectly classify tweets. In figure 13, a subtle increase can be observed for
both text classifiers when the sample sub-set size increases. This could indicate that
the performance of the text classifiers improves as the training dataset of normalised
tweets used to fit the classifiers increases.
5.3.2 Micro-Average Accuracy/Precision/Recall/F-Scores
The Accuracy scores for both classifiers all exceed 95%. Overall, the linear SVC
performs best, with a top score of 0.992 for a 100% sample sub-set, with the Naive
Bayes classifier scoring 0.962. Similar to the AUC scores, the performance of both
classifiers improves as the sample sub-set size increases. Since the micro-average of
each metric computed aggregates the contributions of all classes, the Precision, Recall
and F-scores are all identical to the Accuracy scores detailed in figure 14. Across all
metrics, the linear SVC performs best.
Fig. 14: Accuracy Scores for each sample sub-set evaluated
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5.4 Clustering Results
Following classification, each tweet is processed using Density-based spatial clus-
tering of applications with noise (DBSCAN). Two key parameters are adjusted: eps
(the neighbourhood radius around a point) and min points (the minimum density in a
neighbourhood to form a cluster). Each cluster is treated as a disaster, with each point
representing a tweet’s coordinates.
In order to establish the most appropriate values for the two parameters, their values
are adjusted and the results analysed. The eps value is adjusted to 20km, 40km and
60km. The min points value is adjusted to 20, 50 and 80. These values are based
on [10] and [32] but adjusted to suit the global nature and scale of the corpus tested.
Both the Naive Bayes and linear SVC classified tweets are used to test the DBSCAN
algorithm, to understand the impact it has on its performance. Since increasingly
larger and randomly sampled sub-sets are used to test the performance of the DB-
SCAN algorithm, the number of tweets belonging to each disaster-type differs in each
test performed.
Figure 15 shows how increasing the eps value does not materially change the number
of clusters formed, whilst keeping the min points value unchanged. This is demon-
strated in the maximum range in events that was detected across the three different
eps values tested. In figure 15, any values not equal to zero (a range exists) are high-
lighted green:
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Fig. 15: Range in the number of disasters detected per disaster-type: vary eps but not
min points value or sample size
Figure 15 shows that the maximum range of disasters detected across disaster-types
when keeping the min points value constant but varying the eps value between 20km,
40km and 60km is two. This is for earthquakes, with a min points value of 20 and an
eps value of 20km, and floods, with the same eps and min points values, both using
100% of the corpus. In both cases, the range values are obtained when the eps value
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is at 60km, which allows more tweets to be included in the region, which in turn
enables the threshold eps value to be exceeded. Since the range of disasters detected
across the majority of disaster-types is zero, it can be asserted that the eps value does
not materially impact the performance of the DBSCAN algorithm.
Fig. 16: Range in the number of disasters detected per disaster-type: vary min points
but not eps or sample size
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In figure 16 there is no material range in the number of disasters detected across
disaster-types. The occasions where the value exceeds three, is largely concentrated
around earthquakes and plane crashes, with a small spike for floods. This range ap-
pears to increase as the sample sub-set size increases and is most apparent at 100%.
This suggests that out of the two parameters tested, the performance of the DBSCAN
algorithm is most sensitive to min points, which is directly affected by the number of
tweets processed.
The location of a disaster is estimated by taking the centermost point of tweets that
form a cluster (disaster). This function is only performed when the eps and min points
threshold values have been exceeded.
5.5 Location Estimation
To understand if using the centermost point of a cluster to approximate the location
of a disaster is accurate, the locations estimated by the DBSCAN algorithm for each
disaster-type are manually inspected. This is based on the .csv exports provided by the
proposed tool, which outputs the location name, coordinates and disaster-type of the
disaster detected. Manually inspecting the results identified that when the min points
value is set to a low value, such as 20, a large number of disasters are detected, which
are largely spurious. An example of this is the detection of a volcano eruption in San
Jose, California, USA, which is a densely populated city that was not impacted by a
volcano eruption. Instead, the volcano eruption took place in Iceland. The location
estimation of San Jose, USA was caused by a large spike in geotagged tweets that
related to the volcano eruption in Iceland.
One problem faced when detecting a cluster and estimating its location is the class
imbalance in the test data classified. Larger sample sub-sets led to a larger number of
clusters being formed, of which many did not correspond to an actual disaster. This
was particularly pronounced for earthquakes and the plane crash of flight MH370,
given their class dominance in the test set used. Figure 17 shows the different es-
timated location names for the plane crash of flight MH370 across all eps values
and the sample sub-set size of 20% and 100% (the smallest and largest sample sizes
tested, respectively). The percentage of the sample sub-set and min points are out-
lined, with the most accurate location underlined and bold (Chalok, Malaysia):
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Fig. 17: Names of locations estimated by DBSCAN for plane crashes across all eps
values
It can be seen that as the min points threshold increases, the number of clusters de-
tected decreases. When a 20% sample sub-set and a min points value of 20 is used,
four locations are detected. Once the min points value is increased to 80, only one
location remains, which is the most accurate estimation. When a 100% sample sub-
set is used and a min points value of 20 used, nine clusters are detected. When the
min points value is increased to 80, it results in the same estimations as the 20%
sample sub-set with min points set to 20. These outputs reinforce the need to set an
appropriate min points threshold, otherwise a user of the proposed tool will have to
manually investigate a large number of spurious clusters.
As identified in the systematic literature review in section 2, the effectiveness of the
text classifiers used directly impacts the accuracy of locations estimated by the DB-
SCAN algorithm, since any misclassified tweets contribute to the formation of spuri-
ous clusters. This is prevalent for tweets that pertain to floods, which impacted regions
in India and Pakistan in 2014. Instead, the higher levels of incorrect classification by
the Naive Bayes classifier, compared to the SVC, meant that in some instances, such
as a 20% sample sub-set with an eps value of 20km and min points of 20, Gandava,
Pakistan is an estimated location, which actually pertains to earthquakes. It can be
seen in figure 18 that a large number of locations estimated for earthquakes are also
predicted for plane crashes (as can be seen figure 17) across all eps values tested. The
duplicate locations are underlined and in bold:
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Fig. 18: Names of locations estimated by DBSCAN for earthquakes across all eps
values
Since the SVC’s superior classification performance leads to fewer clusters being
formed for incorrect disaster-types, its use may reduce the number of extraneous
clusters formed and improve the accuracy of the locations estimated by the DBSCAN
algorithm.
A particularly notable observation from manually inspecting the results from the DB-
SCAN algorithm is the large volume of tweets relating to the plane crash of flight
MH370, in the Malaysian city of Chalok. It is not known where flight MH370 crashed
but its location has been estimated to cover an area that includes the South China Sea,
the Gulf of Thailand and the Indian Ocean [52]. Across all parameter values tested
for eps, min points and sample sub-set size, Chalok, Malaysia was an estimated lo-
cation. Despite this, it is suggested that this outcome provides a user with valuable
information, which could be leveraged to investigate the disaster further, for what is
ultimately an exceptional case, since the location of the disaster is still unknown.
Despite the aforementioned issues with the estimated locations of disasters detected
using the DBSCAN algorithm, its overall performance is promising. Where the min points
value was increased to 80, across all eps values, a location correctly relating to a
disaster-type was established for earthquakes, floods, plane crashes, school attacks
and typhoons (five of the eight disaster-types in the corpus). Due to the aforemen-
tioned class imbalance, no cyclones or hurricanes were detected. More importantly,
even when the full test dataset was used (a 100% sample sub-set), the maximum num-
ber of tweets pertaining to a hurricane was eight. As such, there was never enough
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tweets to form a cluster and detect a disaster. This lays further emphasis on the im-
portance of choosing an appropriate min points value that is tailored to the number
of tweets being classified.
The heterogeneous nature of the tool’s ability to detect and estimate the location of
specific types of disasters is based on the dataset used for training, which contained
tweets relating to eight specific disaster types. In an effort to use the tool to detect dis-
asters not tested in the paper, the dataset could be supplemented with tweets relating
to other disasters. It is important to note that this is only applicable to the text classifi-
cation component of the tool. The DBSCAN algorithm used in the tool to detect and
estimate the geographic location of these disasters would require no amendments,
other than appropriate eps and min point values.
5.6 Survey Results - Potential Development for the NGO Portal
In an attempt to understand the practical challenges that need to be overcome for the
portal to be effective at identifying local and regional NGOs, an on-the-ground survey
was conducted. The NGOs surveyed provide a spectrum of services, some of which
specifically relate to disaster relief. The key themes identified were:
The portal needs to ensure that the activities of NGOs and their geographic location
is as transparent and ac- curate as possible. This is to enable NGOs with appropriate
expertise to be identified, since they can provide support to people adversely affected
by a disaster. A major issue faced by NGOs surveyed is that the majority of their
funding stems from international governments and corporations, who have specific
objectives. Both of these parties have very clear objectives of what they are seeking
to achieve with the funds offered. These objectives rarely align with the expertise of
the NGOs seeking funds, however, since funding is scarce, NGOs may resort to ad-
justing their goals to satisfy the criteria specified. By ensuring that users understand
the objectives of the NGOs, it can ensure that funds are being donated to NGOs who
are best-positioned to provide support.
Aggregating and processing donations on the portal and sending them directly to the
NGOs would help reduce the administrative burden that NGOs in India currently face
when receiving international donations. Legislation implemented in India has meant
that the extremely high level of documentation that must be disclosed by NGOs to
receive international donations, in comparison to domestic donations, has resulted
in many NGOs surveyed not seeking international donations. As such, if the portal
is able to process payments on behalf of donors and aggregate them over a period
of time, it could reduce the administrative burden for NGOs to receive international
donations. This is recognised as a challenge, given the focus on providing local and
regional NGOs with funds in the immediate aftermath of a disaster but it could prove
to be advantageous if the volume of donations is large, enabling regular but sizable
donations to be sent.
Detection & Location of Disasters Using Twitter & NGO identification using Crowdsourcing 37
Using the portal to identify unscrupulous actors who are purporting to be NGOs
will benefit credible NGOs in the future. By making their true identity known, the
credibility of the NGO sector can be improved. This in turn can help NGOs who
provide credible and reliable services to be identified and hopefully result in increased
funding. This could be via an increase in direct donations but also less competition
for funding from corporations - following the departure of unscrupulous NGOs from
the sector - which is often the primary source of donations for NGOs in India. This
stems from legislation implemented in 2014, which made it a legal requirement for
Indian corporations with annual revenue over ten billion rupees (roughly equivalent
to 105 million GBP), to donate 2% of their net profit to NGOs or charities.
6 Conclusion
The goal of this paper was to develop an automated disaster detection tool that is able
to detect a disaster and accurately estimate its geographic location using information
contained in tweets. Four multinomial text classifiers were tested, namely: Logistic
Regression, Random Forest, linear SVC and Naive Bayes. Following ‘testing’, the
four classifiers were reduced to two: Naive Bayes and a linear SVC. The classifiers
were then analysed during ‘evaluation’ and the linear SVC with a cost parameter of
0.5 was selected as the most appropriate to determine the disaster-type a tweet relates
to, after tweets have been normalised and converted into a unigrams TF-IDF vector.
This decision was made in conjunction with the testing of the DBSCAN algorithm,
since the output of the text classifiers was used as the input to the DBSCAN algorithm.
To holistically test the performance of the DBSCAN algorithm, the eps and min points
parameter values were varied. It was determined that the eps (radius size) was rel-
atively insensitive and the min points parameter (number of tweets) was of more
importance. It is suggested that the proposed disaster detection tool uses DBSCAN
parameter values of 20km for eps and 80 for min points. The eps value of 20km is
based on the notion of a false negative (not detecting a disaster that has occurred) be-
ing worse than a false positive (detecting a disaster that did not happen). In the case of
the min points parameter, the suggested value of 80 is based on the high quantity and
velocity of content that is generated on Twitter. Lower values may cause the threshold
to be exceeded often, causing spurious clusters to form. However, as suggested with
the eps value of 20, the value can be adjusted if necessary.
To compliment the proposed disaster detection tool, a prototype portal has been built
for the purpose of identifying local and regional NGOs that can assist people ad-
versely affected by a disaster. This portal, combined with the proposed disaster de-
tection tool, is considered to be a truly novel contribution, which to the authors’
knowledge has not been developed already. Existing literature has shown the power
of crowdsourcing and how it can be leveraged to provide powerful solutions, such as
the swift identification of NGOs that can provide disaster relief to people affected by
a disaster that is detected using the proposed disaster detection tool. A further contri-
bution of this paper are the findings from an on-the-ground survey conducted in Uttar
Pradesh, India. This survey has provided a range of development points that can be
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used in the future to develop the portal further.
Following the analysis of the linear SVC text classifier and DBSCAN algorithm that
form the hybrid disaster detection tool, several areas of potential development have
been identified. Despite the comprehensiveness of the corpus provided by [27], no
class is given to tweets that do not pertain to a disaster. For example, a class such
as ‘other’ would be of value, as it would prevent the selected SVC classifier having
to assign a tweet to a disaster, if it is extraneous. Additionally, it could be argued
that the SVC classifier should be tested on another corpus of tweets. This will help to
determine whether its strong performance is a product of the methodology and tech-
niques implemented (such as text normalisation, unigrams and TF-IDF), the features
in the corpus of tweets (e.g. explicit language and lack of ‘noise’) or a combination
of the two. Furthermore, the tool could further developed to process tweets in other
languages, analyse more features, such as emojis, or applied to more domains, such
as riots and protests.
In addition to the proposed combination of the automated disaster detection tool and
prototype NGO identification portal, a generalised framework is proposed that cate-
gorises the different approaches that can be adopted for disaster detection. This tool
provides a conceptual overview of how the different approaches are inter-related and
the different features of each approach. It is hoped that this framework can be lever-
aged by researchers and practitioners in the future to develop disaster detection tools
for the humanitarian community.
Overall, this paper has developed a powerful ‘plug-and-play’ disaster detection tool
that is able to detect man-made and natural disasters across eight different disaster-
types and estimate their geographic location from tweets with high precision in a
scalable manner, to deal with the high volume and velocity of tweets generated on
Twitter. The tool is able to overcome the issue of limited geotagged tweets by leverag-
ing NLP techniques, such as Named Entity Recognition (NER), to identify geographic
locations, identify their coordinates and provide users of the tool with user-friendly
outputs. This includes a world map with colour-coordinated plots for different dis-
asters, alongside a .csv export, which contains the disaster-type, location name and
coordinates of a disaster detected. This is all provided in a ‘one-stop’ manner, with
fully assembled Python code that requires only a .csv file that contains raw tweets as
an input.
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