Graph convolutional network is a generalization of convolutional network for learning graph-structured data. In some of the recent works on traffic networks, a few graph convolutional blocks have been designed and shown to be useful. In this work, we extend the ideas and provide a systematic way of creating graph convolutional modules. The method consists of designing basic weighted adjacency matrices as the smallest building blocks, defining partition functions that can partition a weighted adjacency matrix into M matrices that can also serve as building blocks, and finally designing graph convolutional modules using the building blocks. We evaluate some of the designed modules by replacing the graph convolutional parts in STGCN and DCRNN, and find 8.4% to 25.0% reduction in speed estimation error.
Introduction
Amazing results have been achieved using Convolutional Neural Networks (CNNs) on grid-based data such as images, and the outstanding performance has motivated researchers to expand the convolutional operation to irregular domains such as graphs. Unlike grid-based data, defining convolution operation for a graph is difficult because each node of a graph has a varying number of neighbors and because complex relationships exist between a node and its neighbors (Wu et al. [2019] ).
To address this problem, Graph Convolutional Networks (GCNs) have been defined using spectral graph theory and graph Fourier transforms (Bruna et al. [2013] ). Then, Defferrard et al. [2016] suggested approximating convolution filters with Chebyshev polynomials where the computation complexity is greatly reduced by avoiding the computation of graph Fourier basis. Kipf and Welling [2016] further simplified the method by introducing a few assumptions, and the resulting approximation was shown to achieve state-of-the-art performance for a variety of tasks.
For traffic network, that is one of the most popular and important examples of graphs, most of the previous works defined graph convolution with an inter-link distance only , , Li et al. [2017] , Cheng et al. [2018] ). However, the non-Euclidean factors can play important roles in building up the traffic network as suggested in some recent studies (Geng et al. [2019] , Chai et al. [2018] , Cui et al. [2018] ). In this work, we propose two additional factors (direction and flow direction) in addition to the distance, and provide a systematic method for designing high-performance graph convolutional modules.
Our main contributions are in three-folds. Firstly, we propose graph convolutional modules for traffic forecasting and provide a systematic method for building convolutional modules. With our best knowledge, this is the first study to design and experiment graph convolutional modules in an organized way. Secondly, we identify that distance, direction, and flow direction are all important elements for traffic forecasting, and define weighted adjacency matrices to incorporate them into graph convolutional networks. We also define partition filters that can be useful for partitioning a direction or inflow/outflow matrix into M meaningful matrices. Lastly, we conduct extensive experiments on a large-scale real-world dataset with three sub-graphs. One represents a highway road graph, and the other two represent urban road graphs. For a long-term prediction task (prediction of one hour future), our graph convolutional modules show 8.4% to 25.5% of improvements compared to the performance of state-of-the-art graph convolutional networks.
Related Work
In this section, we briefly review the related works about graph convolutional networks and how they are used for the traffic forecasting.
Graph Convolution
Graph convolutional neural networks(GCNs) are first introduced in Bruna et al. [2013] , which bridges the spectral graph theory and deep neural networks. Defferrard et al. [2016] propose ChebNet which improves GCN with fast localized convolution filters with Chebyshev polynomials. ChebNet implicitly avoids the computation of the graph Fourier basis, and it greatly reduces the computation complexity, and the filters with Chebyshev polynomials are guaranteed to be localized in space. Kipf and Welling [2016] simplify ChebNet and achieve the state-of-the-art performance in semi-supervised classification tasks. For this method, each row of the output represents the latent representation of each node obtained by a linear transformation of aggregated information from the node itself and its neighboring nodes with weights. GCNs have accomplished applying the localized filter in graph-structured data with low cost of complexity, however, they have been limited to training with single graph only, which has only one set of pre-defined edge weights. To better understand the complex inter-dependencies for the graph, we design a graph convolutional module which considers the multiple graphs efficiently.
Traffic Forecasting with Graph Convolution
As GCNs heavily depend on the Laplacian matrix of a graph, it is crucial to encode proper edge weights considering the domain characteristics. For traffic forecasting, most studies define the connectivities as whether the two nodes are directly adjacent, and the edge weights are inversely proportional to the physical distance or the travel time between nodes in the network. , Cheng et al. [2018] , Zhao et al. [2018] , , ) Recently, some studies start to use multigraphs to manipulate additional factors other than the distance in the traffic network. Li et al. [2017] used bidirectional diffusion kernels to consider inflow/outflow relationships. Cui et al. [2018] assumed two nodes are connected only if they are reachable with the free flow speed. For the case of bike demand forecasting, Chai et al. [2018] and Geng et al. [2019] consider three types of spatial dependencies, such as transportation connectivity and functional similarity, and they implement the multigraph convolution as the sum of the individual operations. In this work, we identify three essential elements and build the proper weighted adjacency matrices as the smallest building blocks. Then, we modify the graph convolutional operations with well-designed modules through the systematic method.
Definitions and Problem Formulation
In this section, we define the key concepts for modeling road traffics and formulate the problem. Seo et al. [2017] defines a link as a road segment without an internal merge/diverge section. In our work, we consider only links which include direction information which is the essential information for traffic forecasting. , and can be formulated as
2 . For the link vector R i , its link direction ∠R i is defined as where e x and e y are the unit vectors in the direction of x-axis and y-axis, respectively.
Note that ∠R i 's value can be between 0 and 2π. Illustration of road link vector and link direction are shown in Figure 1 . Additionally, traffic network graph is typically defined as below.
Definition 2: A traffic network graph is a weighted directed graph G = {V, E, W } representing a road network, where V is the set of road links with |V | = N , E is the set of edges representing the connectedness among the road links, and W ∈ R N ×N is a weighted adjacency matrix representing spatial inter-dependencies.
Usually, the weighted adjacency matrix has W (i, j) = 0 when the road links i and j are not connected. However, we will define new adjacency matrices later where such a property does not need to hold. It is also noted that E is not used in our work because the connectedness is completely handled through W . Finally, the problem is formulated as below.
Problem: If a graph signal X ∈ R N ×1 represents the traffic speed observed on G, and X
represents the graph signal observed at time t, the traffic forecasting problem aims to learn a function g(.) that maps the T historical graph signals to the T future graph signals. For a given graph G,
In general, X can be of size R N ×P where P is the number of observed features for each road link. In our work, the dataset includes only the speed feature and thus P = 1. However, all of our results are directly applicable to the problems with P > 1.
Methodology
Before explaining our methods, we briefly summarize the general graph convolutional operation based on the approximation of 1stChebNet (Kipf and Welling [2016] ) for a single directed graph G. Kipf and Welling [2016] introduced 1stChebNet, as one of the extensions of ChebNet (Defferrard et al. [2016] ). They not only showed the competitive performance for various tasks but also greatly reduced the computational cost by avoiding eigenvalue decomposition that was needed for finding the Fourier basis. For the directed graph G = {V, E, W }, 1stChebNet generalizes the definition of graph convolutional operation as
where the signal, a scalar for every node, x ∈ R N , the learnable parameters θ ∈ R N , and D ∈ R N ×N is the diagonal degree matrix with D ii = j W ij . For the concise explanation, we will refer to graph convolution as defined above, however, it also can be generalized to multi-dimensional tensors (Kipf and Welling [2016] , ). In the following, we provide the details of the three steps for building graph convolutional modules.
Designing New Weighted Adjacency Matrices
In order to improve modeling capability of complex spatial relationships in traffic networks, we identify three types of edge weight measures and build proper weighted adjacency matrices that can be used as the elements for graph convolutional modules. The elements are designed based on the well-known domain knowledge in the traffic network field.
Prior 1 (Tobler [1970] ): Everything is related to everything else. But near things are more related than distant things. ), the distance is evaluated based on the Dijkstra algorithm (Dijkstra [1959] ). After all the pair-wise distances are evaluated, we define W D using the thresholded Gaussian kernel (Shuman et al. [2012] ) as below where σ and κ are hyperparameters.
Prior 2: Regardless of the geographical distance, a relationship exists for road links with similar driving directions.
Matrix 2 (Direction, W θ ): In traffic networks, the direction can be more important than the distance for understanding speed patterns especially for commute hours. To incorporate direction information, we consider two types of direction measures -radian angle (rad) and cosine value (cos).
For cos, we scale and shift cosine values to make all of elements be positive. With our best knowledge, we are the first to utilize the relative direction information with graph convolutional networks.
Prior 3: Between two road links, whether a link is an inflow to or outflow from the other link can affect their relationship.
Matrix 3 (Flow Direction, W IO ): As considered by Li et al. [2017] , the inflow/outflow should be considered as an important factor for traffic forecasting. Li et al. [2017] , however, simply define the inflow matrix as the transpose of the W D . In our work, we define each flow direction in a more careful way as shown in Figure 2 . Mathematically, we formulate
where Q is the normalization factor and we set Q as the mean of speed limits over all road links. If R * does not exist, the values are set to zero. To combine inflow and outflow metrics into a single element, we simply set inflow as positive and outflow as negative and sum them as below.
Partition Filters
In the case of direction matrix W θ , it might be beneficial to create four matrices of the same size that represent road links going toward east, west, north, and south. The same applies to matrix W IO , where it might be helpful to re-create inflow and outflow matrices. For this purpose, we define a set of partition filters {f m } that can be used over W to create {W 1 , . . . , W M }. f m (.) is a scalar-input scalar-output function, and f m (W ) means element-wise application of filter f m (.) as in the notation of activation functions. We restrict the set of partition filters {f m } to satisfy M m=1 f m (W ) = W to make sure that W is spread over the M partitioned matrices without any increase or decrease in terms of element-wise sum. In our work, only W ∈ {W θ , W IO } are considered. For W θ , two partition functions shown in Figure 3 are considered. The middle figure shows 4-directional rectangular partition filters, {r m }, and the right figure shows 4-directional triangular filters, {t m }, that allow overlap. With the overlap, the directions in the boundary can be smoothly handled. As an example, W θ can be partitioned into {t 1 (W θ ), t 2 (W θ ), t 3 (W θ ), t 4 (W θ )}. Instead of using {t m (W θ )} directly, we will often use {W D t m (W θ )} that contain hybrid information between distance and angle. For W IO , appropriate partition filters can be designed by investigating the density as shown in the supplementary material. Finally, we are ready to build graph convolutional modules. Our modules are based on the three weight matrices W D , W θ , and W IO , and their partitioned versions. In this section, we provide designs of four simple modules and two applied modules. In Figure 4 , four simple modules are shown. Each box represents a single convolutional operation as described in Eq. (4), and we only denote the weighted adjacency matrix in the figure for simplicity. φ refers to the nonlinear activation function. The module S1 in (a) represents the general single graph convolution using distance weight matrix only. The module S2 in (b) utilizes two convolutional operations with different weight matrices individually, then performs element-wise sum. The module S3 in (c) utilizes M convolutional operations with W D and W θ using partition filter t in parallel and sums up all the outputs in element-wise. The module S4 in (d) also utilizes M convolutional operations as in S3, but it uses each operation's output as the next operation's input in a sequential manner. 
Graph Convolutional Modules

Experiment
Since we focus on designing graph convolutional modules only, we evaluate our method with two benchmark networks, STGCN ) and DCRNN (Li et al. [2017] ), by replacing only the graph convolutional parts. For each network, we used the best performing hyperparameters reported in the reference papers and detailed experimental settings are available in the supplementary material. All experiments are implemented using Tensorflow 1.10 on a Linux cluster(CPU: Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz, GPU: NVIDIA TITAN V). Our dataset and codes with the benchmarks are also available.
Datasets
We conduct experiments on three real-world large-scale datasets of Seoul, South Korea 1 . The traffic data are collected every 5 minutes for a month ranging from Apr 1st 2018 to Apr 30th 2018. (1) HW This traffic dataset contains traffic information of 348 links collected from 1,153 loop detectors in the highway and bridges. (2) Urban1, 2 This traffic datasets are collected by GPS of taxis over 70,000. They include 480 and 455 links, respectively. Urban1, 2 correspond to the most crowded regions in Seoul, and they have lots of abrupt changes which cannot be explained only with the spatially close links, due to the lots of traffic lights and complex connectivity patterns. Detailed information about dataset is available at the supplementary materials. 7.07 ± 0.04 6.84 ± 0.04 6.57 ± 0.02 6.00 ± 0.12 6.47 ± 0.15 15.1 RMSE 11.87 ± 0.08 11.4 ± 0.04 11.03 ± 0.10 10.12 ± 0.18 10.76 ± 0.13 14.7
Urban1
MAPE 0.16 ± 0.00 0.15 ± 0.00 0.15 ± 0.00 0.14 ± 0.00 0.15 ± 0.00 12.5 MAE 3.58 ± 0.02 3.39 ± 0.03 3.37 ± 0.03 3.19 ± 0.03 3.34 ± 0.01 10.9 RMSE 5.37 ± 0.02 5.22 ± 0.04 5.18 ± 0.06 4.92 ± 0.04 5.16 ± 0.04 8.4
Urban2 MAPE 0.16 ± 0.01 0.15 ± 0.00 0.14 ± 0.00 0.13 ± 0.00 0.14 ± 0.00 18.8 MAE 3.54 ± 0.09 3.27 ± 0.06 3.17 ± 0.03 2.94 ± 0.02 3.10 ± 0.03 16.9 RMSE 5.08 ± 0.11 4.72 ± 0.09 4.58 ± 0.04 4. For all datasets, we apply Z-score normalization. 70% of data is used for training, 20% are used for testing while the remaining 10% for validation. For W D as defined in Equation 5, σ and κ are hyperparameters, in our study, we set σ as 1e06 and κ as 0. We set both T and T to 12 samples that correspond to one hour span.
Benchmark Networks: STGCN, DCRNN
In our experiments, we use two best performing algorithms among deep networks utilizing graph convolutions for traffic forecasting. We only replace the convolutional operations in each model with ours and compare the performance, so we only describe the convolutional stages for each network using the directed graph G.
Spatio-Temporal Graph Convolutional Networks, STGCN ) 2 , which is known as the best performing network on traffic forecasting problem up to now. STGCN is composed of several spatiotemporal convolutional blocks without any recurrent units, each of which is formed with two gated sequential convolution layers and one spatial graph convolution layer in between. For the input h l of spatial convolution layer l, the output h l+1 is computed by,
This is corresponding to the simple module S1 in Figure 4 (a).
Diffusion Convolutional Recurrent Neural Networks, DCRNN (Li et al. [2017] ) 3 , which manipulates bidirectional diffusion convolution on the graph for capturing spatial dependency and uses sequenceto-sequence architecture with gated recurrent units(GRU) to capture temporal dependency. Diffusion process with both forward and backward directions is defined as,
where D O and D I represent the out-degree and in-degree matrix, respectively. This is corresponding to the simple module S2 in Figure 4 A1 module, described in Figure 5 (a), showed the best performance for almost all cases including the long-term prediction in the urban environment, known as the most challenging part of the traffic forecasting. On the other hand, in short-term prediction, our methods showed almost no improvements. It might be a natural result because, during the short time period, the closest neighbors are enough to predict the accurate traffic speed. Also one can observe that direction and flow direction are more efficient when they are used with the partition filters than themselves.
Performance Comparison
There are two notable results from the additional experiments with the A1 module. The performance tables are available in the supplementary materials. First, when we change the element ordering of the A1 module, the prediction performance has decreased(∼30%). Specifically, it is important to situate W D in earlier within the module. Second, when we remove each element of the A1 module, performance has decreased for all cases(∼5%). In particular, removing direction, i.e. {W D t(W θ )}, has shown the worst performance. This result implies how the direction, which has not been spotlighted as the critical factor in previous works, can be important for accurate prediction.
Conclusion
In this work, we proposed graph convolutional modules for traffic forecasting. As can be conjectured from the case of inception modules for CNN, building graph convolutional networks using graph convolutional modules can be highly advantageous. In this work, we have investigated the example of traffic forecasting problems, and provided a standard method for designing graph convolutional modules. Even though we have tried only handful of modules, we were able to provide a large reduction in forecasting error rates when compared to the state-of-the-art benchmarks. Adopting the concept of modules into graph convolutional networks seems to be a promising direction to investigate further.
SUPPLEMENTARY MATERIAL
A Experiment Settings
For all experiments, we set hyperparameters as the reference papers (Li et al. [2017] 
B Partition Filters: Flow direction
We defined partition width using the domain knowledge and inter-mode distance for the flow direction in Urban2 dataset. In Figure 6 (Left), it shows the histogram of W IO using only valid weights. Figure  6 (Middle) represents the rectangular filter with domain knowledge; whether R i is going to inflow into(outflow from) R j or not. Figure 6 (Right) represents the triangular filter with partition width depending on the inter-modal distance. Table 2 : Details of datasets. More information is available at http://topis.seoul.go.kr/.
C.2 Dataset Preprocessing
Zero-speed values can be misunderstood as extreme congestion. To prevent this problem, we linearly interpolate zero-speed values, after excluding the abnormal links satisfying one of the following conditions.
• The links whose speed values are zero more than half of the whole period Table 4 : Effect of each element by removing one by one. This result implies direction could be the most critical element for the A1 module.
