Abstract. In this paper it is shown that the spectrum of a nested interval graph has a very simple structure. From this result a formula is derived to the number of spanning trees in a nested interval graph; this is a generalization of the Cayley formula.
Finding the Laplacian spectrum of infinite families of graphs is a well explored problem; for instance, the spectrum of K n is {0 
Interval Graphs.
A graph G is called an interval graph if its vertices can be assigned to intervals on the real line so that two vertices are adjacent in G if and only if their assigned intervals intersect. The set of intervals assigned to the vertices of G is called a realization of G. If the set of intervals can be chosen to be nested (i.e. if the intersection of two intervals is not empty then one of the intervals is nested in the other), then G is called a nested interval graph.
Let G = (V, E) be a nested interval graph with
. . , n intervals. For the sake of simplicity, we denote the node that represents the interval I i by i. We denote the neighborhood of vertex i by N (i) = {j : I i ∩ I j = ∅}; note that then i ∈ N (i). Without loss of generality, we assume that all the vertices that have the same neighborhood have the same interval; i.e. if
. . , π t ) be the partition of the vertices generated by the similar equivalence relation and let r 1 , . . . , r t ∈ V be the representatives of the partition. Let Π(i) be the set of all vertices that have the same neighborhood as the vertex i, Π(i) = {j : N (j) = N (i)}. Since all the vertices in π i have the same neighborhood, we can define the degree of π i to be
For the vertex i we define three sets and one function. Let D + (i) be the set of those vertices whose intervals properly contain Again we can extend the definition to equivalence classes by setting γ(
. . , − → e n be the standard base of R n , and let − → • , − → • be the standard inner product in R n . Finally we define the closure of a set to be the set union with the relevant equivalence class; for example, D
In the next three lemmas we specify all the eigenvalues and eigenvectors of L.
Proof. Since N (i) = N (j) it follows that row i is equal to row j in the Laplacian matrix L, except for the diagonal entries; therefore 
The product of all those eigenvalues is
is an eigenvector with the eigenvalue |D + (i)|.
Proof. First note that for all
we have
Now, by a simple matrix multiplication we get that
Since
In order to describe all the eigenvectors coming out from Lemma 2.3 we define F = {π j ∈ π|D − (r j ) = ∅}. 
The product of all those eigenvalues is
is an eigenvector with the eigenvalue
In this case we get that
Now, by matrix multiplication we get that 
π k ∈F (d π k + 1).
Vector Independence.
In this subsection we show that indeed we find all the eigenvectors and eigenvalues. We do this using a dimension argument. 
