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Introduction
Prices of European exchange-traded options on stock indices implicitly contain the risk-neutral density (RND hereafter) which is a key component for risk-neutral valuation. In this context, prices are the present value at the risk-free rate of their expected payoffs calculated under the RND. When the market is dynamically complete it is well known that a RND valid for pricing all assets can be recovered from the corresponding option prices using the insights on Breeden and Litzenberger (1978) . In particular, the RND is proportional to the second derivative of the option pricing function with respect to the exercise.
Noting that option prices should capture forward-looking distributions of the underlying assets, academic researchers and central banks have used implied RNDs to proxy the market expectations of the distribution of the underlying asset or to forecast future outcomes. They have the advantage relative to other historical time-series data that they are taken from a single point in time when looking toward expiration. Hence, they should be more responsive to changing expectations than competing alternatives. Unfortunately, in practice, there is no a continuum of exercise prices. Neither very low nor high exercises are available and, in any case, they are set at discrete intervals by market officials.
This complicates the estimation of RND and, not surprisingly, numerous alternative parametric and non-parametric methods have been proposed in literature. Moreover, the existence of risk aversion means that RNDs will probably differ from the actual density from which realizations of returns are drawn. In general, they are not able to reject the null that implied risk-adjusted densities are unbiased forecasts of future outcomes. However, Bliss and Panigirtzoglou obtain a disturbing result in the sense that the implicit risk aversion parameter they estimate increases as market risk declines.
This paper investigates the forecasting power of RNDs for alternative horizons of one, four and eight weeks using exchange data of the European future options contract on the Spanish IBEX-35 index. Given the previous evidence reported by Alonso, Blanco and Rubio (2005) in which the predicting ability of RNDs estimated either by a mixture of two log-normals or splines is indistinguishable, we only report results from the parametric log-normal case. Moreover, given the estimation of a RND from a cross-section of option prices with a given maturity, this work obtains the implicit risk adjustment that makes the subjective density forecasts of the agents to be the best assessment of the objective or physical densities from which the realizations are actually drawn. We employ three competing utility functions. As in the previous two existing papers, we assume a constant relative risk aversion power utility function and an exponential utility function, and derive the implicit parameters assuming that their value is stationary over the sample period but using, of course, the time-varying RNDs estimated with our option pricing data. Moreover, given the success of habit preferences in the asset pricing literature and the somehow disturbing findings of Bliss and Panigirtzoglou (2004) , we also employ a risk-adjustment inspired in the habit literature. In contrast with more traditional adjustments, habit preferences allow for time-varying risk aversion. Therefore, a risk-adjustment along these lines may potentially help explaining previous results of estimated implied preferences parameters reported in literature.
At the same, and with a similar motivation, we also propose two other ad hoc time-varying risk aversion adjustments.
The results of this paper show that between 1996 and 2004 we cannot reject the hypothesis that the RNDs provide accurate predictions of the distributions of future realizations of the IBEX 35 index at one-, four-and eight-week horizons. However, tests based on the tails of the distribution show that RNDs significantly understate the right tail of the distribution at the four-week horizon. Moreover, this predicting ability is not robust by sub-periods. More specifically, and using four-and eight-week horizons, we find that RNDs are not able to consistently predict the realizations of returns from October 1996 to February 2000. These results suggest that the ability of RNDs to forecasts future realizations might possibly be improved if risk preference adjustments were introduced. Indeed, this is the case. Once risk-adjustments are made we are not able to reject the hypothesis that risk-adjusted densities contain good predictions of the distributions of future realizations of the underlying index. Surprisingly, however, all risk-adjusted densities generate similar forecasting statistics. Moreover, for the whole period and contrary to the RNDs, all risk-adjusted densities estimated with our data do not understate the right-tails of the distribution. Interestingly, this latter result is not maintained during the first sub-period.
The results using a one-week horizon are practically the same independently either employing RNDs or risk-adjusted densities. This probably makes sense. From the first order condition of the optimization problem of the representative agent, it is well known that pricing of risky assets may easily be consistent with a linear utility function or risk-neutralilty at high frequencies. Since consumption and risk aversion do not change much from week to week, we might expect that prices are well approximated as random walks. Of course, this result is very different once we allow for a longer investment horizon, where payoffs are scaled by the marginal rate of substitution of consumption. This is the intuition probably reflected in our empirical results.
Finally, we also estimate the ex-ante equity risk premium as it is perceived by investors. Using a period very similar to the sample period employed in this research, Santa-Clara and Yan (2005) have recently argued that the compensation for the realised volatility of the US stock market is about 60 percent of the risk perceived by the same investor when inferred from option prices. This implies that the risk investors perceived ex-ante and that are embedded in option prices is much higher than the realised risk.
It should be noted that their methodology is highly parameterized. In particular, they assume that the stochastic volatility and the jump intensity follow a joint quadratic jump-diffusion process. Moreover, for tractability, they are forced to assume a power utility function.
Our approach is much more flexible and allows us to analyse the robustness of our results to alternative preference specifications. It turns out that from October 1996 to December 2004, the ex-ante risk premium perceived by investors and that are embedded in option prices is between 12 and 18 percent higher than the premium required for compensating the same investors for the realised volatility in stock market returns. This is much lower that the one reported by Santa-Clara and Yan. Of course, their result suggests that the option market predicts a lot more crashes or negative jumps that the ones observed ex-post. Unfortunately, this may clearly be the result of the quadratic process assumed for jumps. In other words, their extreme results may be a consequence of the highly parameterized world they assume for the basic underlying factors driven their economy. On the contrary, our approach relies much more directly on option prices.
This paper is organized as follows. Section 2 briefly discusses how we estimate RNDs, while in Section 3 we present the testing procedures to assess the forecasting ability of our densities to check if they conform to the actual densities from which realisations are drawn. Section 4 discusses the basic option-implied preferences adjustments using stochastic discount factors, Section 5 contains the description of the data set used in the paper, and Section 6 reports the empirical results using risk-neutral and traditional risk-adjusted densities. Section 7 extends risk-adjustments to more complex specifications and discusses the perceived risk embedded in option prices. Conclusions follow in Section 8. 
and where i µ and i σ are, respectively, the mean and standard deviation of associated normal distributions, and the stochastic process is based on two states with different first and second moments, governed by the weights θ and θ − 1
. Thus, this is a flexible specification for the RND that is able to capture skewness and excess kurtosis and allows for a rich and wide range of shapes including bi-modal distributions, which would appear if, for example, market participants are placing a high weight on an extreme move in the underlying price but are unsure of its direction.
Plugging this mixture of two-lognormals into equation (1) we can obtain theoretical prices for both calls and puts. Then, the numerical estimation of the five parameters,
, is obtained by minimizing the squared pricing error as defined by the difference between the theoretical and observed option prices: x , of the inverse probability transform, τ , t z , is defined using the inverse of the standard normal cumulative density function, ( )
under the null of
x τ has an independent and identically distributed N(0,1). In order to estimate the independence and standard normality of the τ which is estimated using maximum likelihood and then testing the corresponding restrictions by a likelihood ratio test. The log-likelihood function, ( )
, associated with the model is given by ( ) 
Note that, under the assumptions of the model,
Then, the likelihood ratio statistic,
under the null hypothesis.
When the available data implies that we have to test overlapping forecasts, a potential rejection may be due to the overlapping nature of the data, which may produce autocorrelation. Berkowitz also proposes to test the independence assumption separately by the alternative likelihood ratio statistic given by
which is distributed as ( ) 
which is asymptotically distributed as a standard normal. Option-Implied Preferences Adjustments and the Empirical Stochastic
Discount Factor
The key idea of financial economics is that prices are generated by expected discounted
where t X τ + is a random payoff of any asset with price t,
+ is the stochastic discount factor, which is the marginal rate of intertemporal substitution of aggregate consumption, and t E is the conditional expectation operator under the objective probability. As pointed out by Rosenberg and Engle (2002) , the relative risk aversion of the representative investors written in terms of the stochastic discount factor is In general, as discussed by Cochrane (2005) , the stochastic discount factor will depend on current and future consumption and also on all state variables that affect marginal utility. Of course, the central debate on asset pricing is precisely over the variables that enter into the stochastic discount factor. Cochrane (2005) shows that any stochastic discount factor, and therefore the stochastic discount factor satisfying expression (12), can be represented as
where t τ ε + must be orthogonal to t X τ + . In other words, ( )
is the projection of the stochastic discount factor
on the space of payoffs. If we identify future payoff with future price, which is quite appropriate when using data of options on futures as it will be the case in this research, we can write the pricing expression as,
The so called projected relative risk aversion (PRRA hereafter), as defined by Rosenberg and Engle (2002) , is therefore given by ( ) ( )
The point of this discussion is of course justifying the use of prices rather than consumption in the preferences we employ to obtain risk-adjusted PDFs.
Using the risk-neutral density,
we write the generalization of equation (1) for any asset as,
As discussed by Jackwerth (2000) and Aït-Sahalia and Lo (2000), under dynamically complete and frictionless markets, the objective density function is related to the risk-neutral density function throughout the marginal rate of substitution of consumption of the representative investor. In our context, using expressions (15) and (17), it is easy to see that ( )
by the following expression:
This is a very useful result because, given any of the two functions, we may infer the third one. Given a projected stochastic discount factor and some estimated RND, we modify slightly equation (18) From the specific functional form of the projected stochastic discount factor, and given the estimated RND, we may estimate the preference parameters that maximize the forecasting ability of the objective density. This also allows us to analyze the behaviour of the implied risk aversion and the implied (ex-ante) equity risk premium estimates over time.
5. A similar strategy is followed by Bliss and Panigirtzoglou (2004) using directly utility functions.
Given the lack of consistently adequate forecasting ability of RNDs throughout the sub-periods analyzed by Alonso, Blanco and Rubio (2005), and in order to incorporate risk aversion into the analysis along the lines of Bliss and Panigirtzoglou (2004), we initially assume that the projected stochastic discount factor is characterized by either a power or an exponential function. Later on the paper, time-varying projected risk aversion specifications will be also proposed.
Given an estimation of a RND from a cross-section of option prices on the index, we look for the implied preferences that force the preference-adjusted density to be as close as possible to the distribution of realizations of the underlying as defined by the Berkowitz test statistic. In other words, we choose the preference parameters from the assumed projected stochastic discount factor to maximize the predicting ability of the estimated density by maximizing over the p-value of the Berkowitz LR statistic.
In the empirical exercise below we assume initially a projected stochastic discount factor based on the well known power utility function,
where γ is the constant projected relative risk aversion coefficient. These preferences, Option settlement prices are available for expirations from one week to one year.
It is very important to point out that a target observation date in the study is determined one, four or eight weeks before every option expiration date. The number of strikes ranges between 28 (23) and 211 (211) with an average of 105 (103) for one week (four and eight weeks). Options with expires of less than three months, expire at monthly intervals. Hence, forecasts and realizations for horizons less than or equal to one month may be expected to be independent. The number of cross-sections is 99 for forecasts horizons of either one or four weeks. This is similar to the cross-sections employed by Bliss and Panigirtzoglou (2004) in the case of their data on FTSE 100, and slightly more than half of the available cross-sections for options on the S&P 500.
6. Before October 1996 MEFF computed settlement prices using constant implied volatilities.
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Empirical Results
The Empirical Performance of Risk-Neutral Densities
In order to determine whether there is evidence that the RNDs adequately forecast the distribution of ex-post realizations of the underlying index, we employ the Berkowitz test statistics discussed in Section 3. . This result also confirms that the Berkowitz test has sufficient power to reject the null hypothesis.
Finally, as in the case of the complete sample, the LR statistic is not able to reject the good predictive performance of the RNDs during the second sub-period. This is interesting since the years of the second sub-period coincide with a continuous negative performance of the stock market, and the opposite occurred from October 1996 to March 2000. It seems that during the first sub-period, the high levels reached by the stock market make RNDs unable to place enough probability on the right tail of the distribution relative to actual realizations.
This would explain the poor performance of the RNDs during the first half of the sample.
We will investigate this potential explanation by analyzing the behaviour of the tails.
As before, the results using a one-week horizon are not robust to alternative sub-periods. Surprisingly, however, the rejection of the null is now associated with the second sub-period. With a very short forecasting horizon noise may be playing a distorting impact on the results. and left tails and for both tails we compare the frequency with which realizations lie on those areas with the probability mass assigned by the estimated densities. We also report the test statistic given by equation (11). The tests indicate that, using the risk-neutral specification and for the four-and eight-week horizons, the probability mass assigned by our estimated RND to the right tail during the first sub-period significantly underestimates the frequency of actual realizations. In other words, the strikingly good performance of the stock market during the first sub-period is not adequately forecasted by the RNDs estimated from option prices.
For the right tail of the distribution the same results are observed for the full sample period By contrast, at the one-week horizon the probability mass assigned by our estimated RND to the right tail does not seem to understate the frequency of actual realizations, especially during the second sub-period. Interestingly, the test shows that the probability with which realizations lie on both tails is overestimated. This is the case for both the full period, and especially, for the second sub-period. This evidence suggests that rejection that RNDs provide good forecasts at the one-week horizon during the second sub-period does not seem to be related to the implied risk-neutrality assumption which is more directly applicable to the results on individual tails. On the contrary, this result seems to suggest that volatility is overestimated.
All in all the evidence presented in Tables 1 and 2 , which of course is consistent to that reported in Alonso, Blanco and Rubio (2005), suggests that a risk premium adjustment might be needed at the four-and eight-week horizons to adequately forecast future outcomes but this does not seem to be the case for the one-week horizon. Sub-section 6.2
investigates this issue.
Risk-Adjusted Densities
First we implicitly estimate the parameters and risk aversion of the two alternative utility functions. We employ a process of searching for the optimal level of γ to maximize the predicting ability of the resulting risk-adjusted densities by maximizing over γ the p-value of the Berkowitz statistics definition of risk-neutral probabilities, risk-adjusted PDFs display lower left-skewness than those of the RND, pointing out that the latter distribution overstates poor states of nature, especially during stress economic periods. Of course, marginal utility is higher in those scenarios and this is precisely what is introduced into our estimated RNDs. Finally, this figure illustrates that the risk adjustments used in this paper is more subtle than a simple mean shift. Interestingly, the left-skewness associated with power preferences is slightly lower than the adjustment under exponential preferences. In this sense, the risk-adjustment seems to be stronger under power utility than under the exponential case in stress market periods.
The difference between the mean of the risk-adjusted PDF and the mean of the RND, normalised by the mean of the RND, is an approximate measure of the ex-ante equity risk premium implied by estimated PDFs. Figure 2 displays the time-series of the four-week horizon risk-premium for the two adjustments methods, together with the at-the-money implied volatility. Three features emerge from this figure. First, both risk-adjustment methods produce similar risk premia. Second, the risk premia mirror developments in implied volatility, reflecting the fact that investors demand a higher risk premium in periods of higher uncertainty. Third, the risk premium for the power (exponential) preferences show a relatively high volatility over time with annualized values ranging between 1.96 (2.03) percent and 44.3 (42.9) percent. The annualized mean is also relatively high and equal to 11.5 (11.7) percent. We will come back to these estimates later in the paper.
Panels A and B of Table 4 present the Berkowitz tests using the power and exponential functions, respectively. The results are strikingly similar for both specifications.
As in the case of risk-neutral densities, for the whole period we cannot reject the hypothesis that risk-adjusted densities are good predictors of future realizations of the underlying index for the three horizons. However, contrary to the RNDs case, the key evidence for the fourand eight-week horizons is that risk-adjusted densities also provide adequate forecasting ability for both sub-periods. The results are clearly consistent with the need for a risk premium adjustment. On the other hand, what is certainly surprising is that the specific risk-adjustment imposed does not seem to be relevant when trying to improve the forecasting ability of alternative risk-adjusted densities.
Finally, for the very short horizon of one-week, it is quite clear that risk-adjustments are not the issue when forecasting throughout either risk-neutral or risk-adjusted densities.
As mentioned in the introduction, this should be expected since the quantity of risk embedded in one week is probably negligible compared to the quantity of risk for the other two horizons. The results are identical independently of whether risk-adjustments are taken into account or not suggesting that rejection of the null during the second sub-period is not related to the risk-neutrality assumption. Table 5 contains the results from the tests designed to analyze the misspecification of the estimated risk-adjusted densities on the tails of the distribution. As before, the qualitative results reported in Panels A and B of Table 5 are the same independently of the actual preference specification employed.
However, risk-adjusted densities perform better than RNDs at the four-and eight-week horizons. In particular, for the complete sample period, the difference between the actual frequency observed on the right tail and the probability mass assigned by our estimated densities is not statistically significant. Again, by recognizing the existence of a risk premium we improve the forecasting ability of our estimated densities. However, for the bull market of the first sample period, the true distribution assigns more probability to high returns than the estimated risk-adjusted densities. In any case, at the four-week horizon, the probability mass into the right-tail is slightly lower for the risk-adjusted PDFs than for the RNDs counterparts. Moreover, at the eight-week horizon the difference between the actual frequencies and the assigned probability under risk-adjusted densities is not statistically different from zero, which is again an improvement relative to the risk-neutral case.
Finally, the results in the tails of the distribution for a one-week horizon are again quite similar independently of using RNDs or the risk-adjusted counterparts.
So far we have used a specification for the projected stochastic discount factor which assumes a time-invariant relative risk aversion coefficient. To examine the robustness of this assumption we follow Bliss and Panigirtzoglou (2004) and divide the sample into two equal-sized sub-samples corresponding to periods of high and low volatility, proxied by the implied volatility of the at-the-money options. In each sub-sample we independently estimate the PRRAs using the previous approach. Table 6 presents the estimated PRRAs for these two sub-samples. For every horizon and for both specifications the low-volatility
PRRAs exceed the high-volatility PRRAs, a result consistent with the evidence reported by Bliss and Panigirtzoglou (2004) .
This inverse relationship between equity risk and risk aversion is a surprising result.
The intuition suggests exactly the opposite, i.e. during periods of high uncertainty investors became more risk averse. As suggested by Bliss and Panigirtzoglou (2004) , a possible explanation is that the representative investor is changing with volatility. In particular, it might happen that during periods of high volatility the more risk-averse investors left the market resulting in a lower average level of risk aversion among the remaining investors, and therefore in a lower level of risk aversion of the marginal or representative investor.
In any case, these results provide evidence against the assumption of constant risk aversion parameters and, therefore, suggest that a risk-adjustment with time-varying risk-aversion parameters could improve the forecasting ability of the risk-adjusted PDFs. 
Habit-based Stochastic Discount Factor Specification
The projected risk-adjustments employed above, although convenient, are inspired on utility functions which are known to have serious problems in explaining both the temporal and cross-sectional behaviour of asset prices. Among other things, it seems that the assumption about the time-invariant behaviour of the risk aversion coefficient may not be empirically reasonable.
In this study we assume a projected habit-based stochastic discount factor for which marginal utility is given by:
where t H τ + is the level of habit, and γ reflects the projected utility curvature parameter based on equity risk rather than consumption risk 9 .
Our problem to incorporate a counter-cyclical time-varying projected risk aversion is to define a reasonable level of habit which should be lower than the current level of the stock exchange index by construction. The habit-based pricing models employ the so called surplus consumption ratio which is a recession variable defined in our context as It is clear that t S τ + should be always positive independently of the level of the stock index. Hence, when habit is close to the actual level of financial wealth, which may be an indication of a bear market, investors become more risk averse. This is precisely the time-varying behaviour we need to capture in any reasonable stochastic discount factor specification.
In order to incorporate habit in our estimations, we follow a paper by Chen and Ludvigson (2004) on testing pricing models with consumption and habit preferences. We first note that habit may reasonably depend upon the past levels of financial wealth:
( ) To summarize, the habit-inspired specification is given by
Given the similar results we have obtained so far for four and eight week horizons, in the empirical exercises performed in this Section, we concentrate on the four week horizon. In exercises based on expression (28) 
Ad-hoc Time-Varying Projected Risk Aversion
The idea is again to allow for a time-varying behaviour on the projected risk aversion coefficient. The projected stochastic discount factor is now given by,
where we assume two alternative specifications for t τ γ + . In the first one (model 1), t τ γ + is assumed to be a function of current and past value of the stock exchange index, while in the second specification (model 2), t τ γ + is assumed to depend on current at-the-money
10.
The estimated values of these two parameters turn out to be 0.728 and 1.233, respectively.
implied volatility (IV). Once again, the idea is to incorporate a time-varying behaviour on t τ γ + which is suggested by our previous evidence. More specifically, model 1 is characterised by 
and the expected risk premium would be approximately constant. Therefore, under this specification, we may check whether imposing less variability in the expected market risk premium improves the forecasting capacity of the risk-adjusted density functions.
The Empirical Evidence of Alternative Risk-Adjustments
The comparison between the forecasting ability of alternative risk-adjustments using a four-week horizon is reported in Table 7 . The Berkowitz statistics clearly show that all adjustments obtain quite similar results. We can never reject the hypothesis that risk-adjusted densities are good predictors of future realizations of the underlying index. This is the case independently of the period analysed. For the first sub-period, the p-values are slightly lower when the traditional models are employed. However, the opposite results are found for the 11. The estimated values of these parameters are 1.358, 1.000 and -1.267, respectively.
second sub-period. Hence, it seems that the bull market experienced between October 1996
and March 2000 is somehow better captured with a rather stable risk premium. The p-value imposing a constant risk premium with model 2 and 2 η = − is 0.18 while it is only 0.11 for the power specification. A similar result is obtained for the whole period. generate enough return to compensate them for the perceived level of risk rather than for the actual level of risk, the equity premium can be easily much higher. Of course, the perceived market risk can be obtained using option prices. They propose a much parameterised behaviour for diffusive risk, captured by a Brownian motion, and jump risk, modelled as a
Poisson process. The important point of their paper is that they assume that the intensity of the jump arrivals is also stochastic and interdependent with stochastic volatility. In particular, they assume that the stochastic volatility and the jump intensity follow a joint quadratic jump-diffusion process which is the square of linear Gaussian process. Moreover, for tractability they impose a power utility function defined over stock market wealth with a relative risk aversion coefficient of 1.92 for the period between January of 1996 and December of 2002.
Their model suggests an unconditional annualised equity risk premium of 11.8 percent which is 40 percent higher than the risk premium necessary to compensate the same investor for the realised volatility of the market. Interestingly, the jump component is a little bit more than half of the equity premium and it presents a very similar range of variation than the equity premium itself. The equity premium ranges between 0.3 and 54.9 percent while the jump component of the premium varies between zero and 45.4 percent. Stock returns includes a premium for the negative jump-intensity states perceived ex-ante by investors that did not materialise in the actual sample. They conclude that ex-ante perceived risk embedded in option prices far exceed any level of reasonable risks. A new puzzle arises in the empirical asset pricing literature.
We show that, using a rich family of alternative stochastic discount factors and for a very similar sample period, the risk premium perceived ex-ante as embedded in option prices is lower than the one reported by Santa-Clara and Yan (2005). Given our data, an investor with sample average relative risk aversion and realised annual market volatility of 24.5 percent requires a 10.2 percent risk premium 12 . Depending upon the stochastic discount factor imposed in our estimations, the perceived ex-ante risk premium ranges between 11.5 percent for the power case to 12.5 percent for the time-varying risk aversion as a function of current implied volatility with 1 η = − . These are between 12 and 18 percent higher than the risk premium necessary to compensate the same investor for the realised volatility of the Spanish market. This is of course much lower than the numbers reported by Santa-Clara and Yan. They may have found a puzzling high risk implied by option prices.
However, the puzzle is probably much less dramatic than the one suggested by their paper.
Therefore, in their own words, the option markets cry wolf just a little more (not a lot more)
often than the wolf actually shows up. Our result is also consistent with the fact that the risk-adjusted probability mass assigned to the left tail under a four-week horizon is higher but not statistically different from the frequency with which actual observations fell in that area.
12. The realised volatility of the stock market during our sample period was 24.48 percent. Hence, the risk premium required to compensate that level of risk is 0.2448 2 x 1.70 = 0.1019. This suggests that the overall ability of RNDs as a forecasting device is just a consequence of two distinct sub-periods compensating each other.
These results tend to confirm the necessity of risk premium adjustments at four-and eight-week horizons. When forecasting through risk-adjusted densities the performance of the first sub-period is statistically improved. Independently of the stochastic discount factor employed, we cannot reject the hypothesis that risk-adjusted densities provide adequate predictions of the distributions of future realisations of the IBEX 35 index at these horizons. What is more important, and contrary to the RNDs, the results are consistent throughout sub-periods. All risk-adjusted densities generate similar forecasting statistics.
At the one-week horizon risk adjustments do not improve the forecasting ability of RNDs, suggesting that at very short horizons the assumption of risk-neutrality is reasonable.
Finally, the ex-ante risk premium perceived by investors is between 12 and 18 percent higher than the premium required to compensating the same investor for the realised volatility. This compensation is independent of the volatility of the ex-ante market risk premium. Hence, option prices may contain implicitly a higher risk than the one required by a similar investor for realized volatility. However, this excess perceived risk embedded in option prices does not seem to be as dramatic as reported previously in literature. The reported LR value is the Berkowitz likelihood ratio test for i.i.d. normality of the inversenormal transformed inverse probability transforms of the realizations as given by
which is distributed as a .The LR(i) statistic is the Berkowitz likelihood ratio test for independence. Rejection of the test for independence suggests that rejection of the density as a good forecast may be due to serial correlation rather than poor forecasting performance. Oct. 1996 -Dec. 2004 Oct which is distributed as a .
The LR(i) statistic is the Berkowitz likelihood ratio test for independence.
Rejection of the test for independence suggests that rejection of the density as a good forecast may be due to serial correlation rather than poor forecasting performance. The stochastic discount factors for each model are given by:
( ) For each model, the risk premium is estimated as the difference between the mean of the risk-adjusted PDF and the mean of the RND, normalized by the mean of the RND. The last line reports the annualized average risk-premium as the required compensation for an investor with the sample average risk aversion under power utility, γ = 1.70, and realised market volatility of 24.5%.
The maximum risk-premium is obtained for the month with the highest realised volatility of 72.8% and γ = 0.91; the minimum risk-premium is obtained for the month with the lowest realised volatility of 10.4% and γ = 3.17.
The stochastic discount factors for each model are given by: ( ) 
