We present approximation methods for quantities related to solutions of stochastic differential systems, based on the simulation of time-discrete Markov chains. The motivations come from Random Mechanics and the numerical integration of certain deterministic P.D.E.'s by probabilistic algorithms.
Introduction
Let us consider a differential system in IR d excited by a r-dimensional multiplicative random noise (~(t, w)):
where b0(') is an application from ]R d to 11~ a, a(.) is an application from ]R d to the space of d × r-matrices, and w denotes the random parameter (in the sequel, we will omit it). The characteristics of the random noise (bandwidth, energy, law, ... ) depend on the modelled physical problem.
Here we are essentially interested in the white-noise case, which is a limit case of systems with "physically realizable" random perturbations (cf. Kushner [32] e.g.); in the section devoted to the computation of Lyapunov exponents, we will examine also systems with coloured noises.
The aim of this paper is to present efficient numerical methods to compute certain quantities depending on the unknown process (X(t)), with algorithms based on simulations on a computer of other processes.
We will try to justify this approach (at least, to explain why it may be interesting), we also will underline its limitations; we will estimate the theoretical errors of our approximations, and we will give the results of some illustrative numerical experiments; we will describe an application to an engineering problem (a study of stability for the motion of a helicopter blade) and, finally, we will describe PRESTO, a system of automatic generation of Fortran programs corresponding to the different problems and methods presented here.
Before going on, it must be emphasized that the numerical analysis of stochastic differential systems is at its very beginning: at our knowledge, at the present time only a few algorithms have been proposed (some of them irrealistic ... ), and only a few systematic numerical investigations have been pursued. Besides, the theoretical results are not very numerous. Nevertheless, it already appears that this field is not at all a direct continuation of what has been done for the numerical solving of ordinary differential equations. For example, we will underline that it is often unuseful and even clumsy to try to approximate the diffusion process on the space of trajectories, when one wants to compute a quantity which depends on its law: approximate processes efficient for simulations may not converge almost surely to the considered diffusion process.
In any case, this paper treats a very few approximation problems, and we have chosen to present only algorithms which have been studied from a theoretical and numerical point of view. Therefore, this paper must be read as a subjective description of the present state of a new art, and also as a hope that numerical problems which can be efficiently solved by probabilistic algorithms will justify and cause new developments; in particular, recent results related to Random Mechanics (Arnold & Kloeden For complements and variations on the themes of this paper, one can also read the contributions to the volume [14] , and consult the extended list of references in Kloeden & Platen's book [30] .
The book by Bouleau & Lepingle [13] presents the various mathematical tools necessary to construct and analyse the numerical methods of approximation of a wide class of stochastic processes. From a mathematical point of view, one must first give a sense to the limit system of systems of type (1) when (~(t)) tends to a white noise. The answer is provided by the stochastic calculus; the limit system (in a sense we do not precise here) is a stochastic differential system in the Stratonovich sense (cf. Kushner [32] ).
Let us consider r independent Wiener processes, (Wi(t)), i.e of Gaussian processes with almost surely continuous trajectories, such that
E(Wi(t))
= 0 ,
