Abstract. The k-core of a graph is the maximal subgraph in which every node has degree at least k, the shell index of a node is the largest k such that the k-core contains the node, and the degeneracy of a graph is the largest shell index of any node. After a suitable normalization, these three concepts generalize to limits of dense graphs (also called graphons). In particular, the degeneracy is continuous with respect to the cut metric.
Introduction
The goal of this paper is to study the graph theoretic notions of cores, shell indices and degeneracy from the view point of graphons (i.e. limits of dense graphs). The first step is to normalize these quantities and generalize the definitions. The second step is to investigate measurability and continuity of the defined quantities.
Continuity (with respect to the cut metric) allows to transfer properties that have been proved for finite graphs to the domain of graphons. However, this goes against the idea behind graphons that some properties of graphs are easier to understand from an asymptotic viewpoint that is amenable to analytic approaches. Thus, the goal of this presentation is to provide direct proofs that do not rely on graph theoretic results. This works for all results, except for Lemma 11. Admittedly, the proofs for graphons often imitate the corresponding proofs for graphs.
A further result is the minimal and maximal edge density of a graphon for a given degeneracy. This generalizes results of Kim et al. [2016] .
Preliminaries
2.1. The case of finite graphs. Let G = (V, E) be a (simple, undirected) graph, and let k ≥ 0 be an integer. The k-core of a graph is the maximal subgraph in which every node has degree at least k. It can be constructed algorithmically as follows: stabilizes after finitely many steps, and the limit K k := i K i k equals the set of nodes of the k-core of G.
The shell index of a node x of G is the largest k such that x ∈ K k . The degeneracy of a graph is the largest shell index of any node. Alternatively, the degeneracy δ(G) is the largest k such that K k is non-empty.
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As shown by Kim et al. [2016, Proposition 3.1] , the degeneracy and the number of edges satisfy
2.2. Graphons. For an introduction to graphons (also called graph limits), see Lovász and Szegedy [2006] and Diaconis and Janson [2008] . In this text, a graphon is a (Lebesgue)-measurable function w : [0, 1] 2 → [0, 1] from the unit square to the unit interval that is symmetric in the sense that w(x, y) = w(y, x) for all x, y ∈ [0, 1].
A graphon is a limit object of dense graphs. In some sense it is analogous to an adjacency matrix. However, unlike an adjacency matrix, it can take values other than 0 or 1, and thus its entries do not mark edges, but edge densities. Similarly, the interval [0, 1] that constitutes the domain of each of the two arguments of a graphon w should not be interpreted as a set of nodes, but rather as a set of node classes.
To relate graphons with finite graphs, consider the following construction: for a finite graph G with N nodes, consider the random graph on n ≤ N nodes that arises by randomly sampling n nodes and looking at the induced subgraph. Similarly, a subgraph of arbitrary size can be sampled from a graphon w as follows: Take n i.i.d. samples x 1 , . . . , x n from the uniform distribution on [0, 1]. Then let V n = {1, . . . , n}, and for each 1 ≤ i < j ≤ n, add an edge {i, j} independently with probability w(x i , x j ).
Different graphons are considered to be equivalent if the induced probabilities underlying the above sampling process are identical. One way to obtain equivalent graphons is by means of measure-preserving maps: A map σ : [0, 1] → [0, 1] is measure-preserving if it is measurable and satisfies |A| = |σ −1 (A)| for any (Lebesgue)-measurable set A ⊆ [0, 1]. Given a measure-preserving map σ, the transformed graphon w σ is defined by
Measure preserving maps generalize permutations of the nodes of a finite graph. However, measure preserving maps need not be injective: For example, the map
can be shown to be measure preserving.
Equivalence of graphons is related to the cut metric. For any pair of graphons w, w ′ , define
The cut metric is then defined by
where the infimum is over all measure-preserving maps σ. The cut metric is a semimetric on the set of all graphons, and it is a metric on the set of all equivalence classes of graphons. 
In fact, as Lemma 6 below shows,
The algorithmic definition of the k-core also generalizes to the graphon case: for
Example 2. Consider the graphon w(x, y) = min{x, y}. Since w(x, y) is a monotone function in x for any fixed y, it follows that d w (x) is monotone in x, and also d 
On the other hand, for κ > 1 4 , the sequence k n κ has no fixed point, and K κ = ∅. Thus, in this example, the cores are a family of intervals [k κ , 1] that are contained in each other and with boundaries that depend smoothly on κ for κ ≤ The analysis can easily be generalized to other graphons w(x, y) that are monotone in x for any fixed y. Such graphons arise, for example, in the study of large random graph models associated with a fixed degree sequences [Chatterjee et al., 2011] . In general, the sets K n κ (w) and K κ (w) will always be intervals, but the boundaries need not depend continuously on κ. However, the next lemma shows
, which implies that the interval boundaries are upper semi-continuous in this case.
Lemma 3.
(1) The sets K n κ (w) and K κ (w) are measurable.
(2) and (3) follow by definition. The last two statements (4) and (5) can be proved simultaneously by induction: for each n, the statement about d 
For the other containment, suppose that
In the first case, by induction, there exists κ
In the second case, there exists κ
where the induction hypothesis was used. Thus, there exists κ ′ with κ
either. This finishes the induction step.
Lemma 4.
(
In this case, the sequence K n κ (w) stabilizes after a finite number of steps, i.e. K n κ (w) = ∅ for some finite n.
Proof.
(1) follows from K n+1 κ (w) ⊆ K n κ (w) and the monotone convergence theorem. It follows that, if |K κ (w)| < κ, then |K n κ (w)| < κ for some n. Then, since w(x, y) ≤ 1 for all x, y ∈ [0, 1],
and (3) follow. The last statement follows from Lemma 3(4).
As Example 2 shows, in general, the sequence K n κ (w) for fixed κ does not stabilize after a finite number of steps.
Lemma 5.
is measurable. This implies (1). The first inequality in (2) follows from d w (x) ≥ δ(w) for all x ∈ K δ(w) . The second inequality follows from Lemma 4.
For (3) 
Lemma 6. For any κ > 0 and x ∈ [0, 1],
Proof. By Lemma 4, the conditions |K κ (w)| = 0 and K κ (w) = ∅ are equivalent. It remains to show that the suprema in the definitions of δ x and δ are actually maxima. For δ x , this follows from statement 4 in Lemma 3. For δ, suppose that K κ (w) = ∅. By Lemma 4, K n κ (w) = ∅ for some n. By Lemma 3, there exists 0 < κ
Lemma 7. Let σ be a Measure-preserving transformation, and let w be a graphon.
Proof. Statements (1), (3) and (4) follow by induction on n, using the following equivalence:
, which is a set of measure zero.
Continuity of the degeneracy
Proof. Recall that δ (w, w ′ ) = inf σ d (w, σw ′ ), where σ runs over all invertible measure-preserving transformations and where
Since measure-preserving transformations preserve the degeneracy δ, it suffices to show that
We may assume that ǫ := d (w, w ′ ) > 0. By symmetry, it is enough to show that δ(w ′ ) ≥ δ(w) − 2 d (w, w ′ ). Since δ(w ′ ) ≥ 0, we may assume that ǫ = d (w, w ′ ) < 1 2 δ(w) < δ(w). Let K be the δ(w)-core of w, and let
and so
Lemma 8 shows that the degeneracy is a continuous graph invariant. The square root suggests that the degeneracy is Hölder continuous, but not Lipschitz continuous. The following example illustrates this:
Example 9. Let a, b, α ∈ (0, 1). Let w(x, y) = a be the constant graphon, and let
Since w is invariant under all measure-preserving transformations,
It suffices to compute
This shows that δ(w ′ ) − δ(w) varies linearly with α for b < a, while δ (w, w ′ ) is quadratic in α.
It remains to prove (2). Since
Assume that b < a, and let κ > (1 − α)a + αb.
Degeneracy and edge density
For any graphon w, let
be the edge density of w.
Lemma 10. e(w) ≥ δ(w) 2 , with equality if and only if δ (w, w ′ ) = 0, where
This lemma follows from the corresponding result about graphs (see Kim et al. [2016, Proposition 3 .1]). It is also insightfull to prove it directly, mimicking the proof of the result for graphs.
Proof. Let w be a graphon with δ(w)-core K. The restricted graphon
has the same degeneracy as w, the same δ(w)-core and satisfies e(w K ) ≤ e(w), with strict inequality if the set of pairs x, y ∈ [0, 1] \ K with w(x, y) > 0 has measure larger than zero. Hence, without loss of generality, we may assume that w = w K ; that is, w(x, y) = 0 if x / ∈ K or y / ∈ K. By Lemma 5,
Equality holds if and only if (i) |K| = δ(w) and (ii) d w (x) = δ(w) for almost all x ∈ K. Condition (i) implies w(x, y) = 1 for all x, y ∈ K. There is a measure-preserving transformation σ :
σ , with w ′ as in the statement of the lemma.
Lemma 11. e(w) ≤ δ(w)(2 − δ(w)). For any δ ∈ (0, 1), equality holds for the graphon
(with δ(w δ ) = δ).
Lemma 11 follows from Proposition 3.1 by Kim et al. [2016] . Unlike for the other results, no alternative proof will be presented, as it seems to be difficult to directly prove this result in the graphon world. The proof of Kim et al. relies on Proposition 3.10 by Karwa et al. [2014] , which starts by ordering the nodes of a graph according to their shell index. Among nodes with the same shell index k, nodes are ordered according to how quickly they disappear in the sequence (K i k+1 ) i . Generalizing this approach to graphons poses two problems. First, in the continuous case, a shell index κ ∈ [0, 1] does not have a "successor" κ + ǫ, as the set of shell indices may be infinite. The appendix contains an example that illustrates the difficulty of ordering the nodes. Second, instead of constructing a permutation that orders the nodes one needs to construct an invertible measure preserving map.
) i∈N be two monotonically decreasing sequences of positive real numbers with
Define a graphon w ǫ,ǫ ′ (x, y) as follows: for all x, y ∈ [0, 1] with x < y, let 
for some n, n ′ . This shows that it is difficult to generalize the idea of the proof Proposition 3.10 by Karwa et al. [2014] of ordering the nodes of a graph by how fast they disappear in the sequence K n κ . One computes 
