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Abstract
For u0, 1u0 ∈ L1loc(RN), the author studies the existence of a kind of weak solution to the Cauchy problem
ut = div
(
um−1Du
)
, in RN × (0, T ],
u(x,0) = u0(x) 0, in RN,
where m< 0 is a constant. The uniqueness and regularity of solutions are also discussed.
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1. Introduction
The Cauchy problem
ut = div
(
um−1Du
)
, in ST , (1.1)
u(x,0) = u0(x) 0, in RN, (1.2)
has been studied by many authors, where ST = RN × (0, T ] and m is a constant.
The equation is referred as porous medium equation for m > 1 and the fast-diffusion for
0 < m < 1. The problem for these cases has been studied by several authors; we refer readers to
[1,2,4,11,15] and the references therein.
E-mail address: liansz@jlu.edu.cn.0022-0396/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2007.12.004
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(1.2) arises naturally in certain physical applications. See [7,13,14] and their references.
To our knowledge, there are only a few papers working on such problem. In [12,17], the
authors found out a necessary condition for the existence of nonnegative weak solutions. In [13],
distributional solutions were shown to exist under conditions on the initial value u0 involving
a sequence of Green’s functions of the balls BR of RN . In [5], Guy Bernard established the
following existence result:
Theorem A. Let m< 1. Assume that the initial value u0 ∈ C2,α(RN) for some number 0 < α  1
and satisfies the growth and decay conditions
C1
(1 + |x|2)(1−)/(1−m)  u0(x) C2
(
1 + |x|2)(1−)/(1−m), for all x ∈ RN,
where C1 > 0, C2 > 0, 0 <  < 1 are constants.
Then, there exists a classical solution of (1.1)–(1.2) for any T > 0.
For m< 0, by the result of [12], we know that in a sense the growth restriction in Theorem A
is sharp.
In this paper we study the existence, uniqueness and regularity of weak solutions for the case
m< 0.
Motivated by the idea in [3], we demonstrate the existence of a kind of weak solutions, which
is defined as the following
Definition 1.1. A measurable function u(x, t) defined in ST is called a weak solution of (1.1)–
(1.2) if, for every bounded open set Ω with smooth boundary ∂Ω , setting ΩT = Ω × (0, T ), for
all 0 t0 < t < T , the following conditions are satisfied:
u ∈ Cloc
(
0, T ;L1loc
(
RN
))
, um ∈ L2loc
(
0, T ;W 1,2loc
(
RN
))
, (1.3)
and that
∫
Ω
u(·, t)φ(·, t) dx dτ +
t∫
0
∫
Ω
(
−uφt +D
(
um
m
)
·Dφ
)
dx dτ
=
∫
Ω
u(·, t0)φ(·, t0) dx dτ, (1.4)
for all testing functions φ ∈ C1(ΩT ) with φ = 0 near ∂Ω × (0, T ), as well as that
lim
t→0
∫
BR
∣∣u(x, t)− u0(x)∣∣dx = 0, ∀R > 0. (1.5)
Here and throughout this paper BR denotes the ball of radius R centered at the origin.
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f qq,ρ0 = sup
ρρ0
ρ
2q
m−1 1|Bρ |
∫
Bρ
∣∣f (y)∣∣q dy,
where ρ0  1 is a constant.
We use γ and γ (ρ) to denote positive constants depending only on N,m and N,m,ρ, respec-
tively.
Let us now state our main results.
Theorem 1.1. Assume that m< 0. Let u0, 1u0 ∈ L1loc(RN) and
1
u0

1,ρ0
< ∞. (1.6)
Then there exist a constant γ = γ (N,m) and a positive constant T defined by
T
(
1
u0

1,ρ0
+ ρ
2
m−1
0
)1−m
= γ−1 (1.7)
such that the problem (1.1)–(1.2) has a weak solution u in the strip ST satisfying, for all
0 < t < T , that 
1
u

1,ρ0
 γ
(
1
u0

1,ρ0
+ ρ
2
m−1
0
)
, (1.8)
∣∣∣∣ 1
u(x, t)(1 + |x|) 21−m
∣∣∣∣ γ t−N/κ
(
1
u0

1,ρ0
+ ρ
2
m−1
0
)
, ∀(x, t) ∈ RN × (0, T ), (1.9)
where κ = N(1 −m)+ 2.
Remark 1.1. By (1.7) we know that in fact
T = γ−1
(
lim
ρ0→∞

1
u0
1−m
1,ρ0
)−1
.
Remark 1.2. From the proof of Theorem 1.1 below we know that if u0 ∈ Lβloc(RN) for some
β > 1, then u ∈ Lβloc(ST ) (see Remark 3.2).
Remark 1.3. In [17], Vázquez obtained a solution of (1.1)–(1.2)
u(x, t) = (C(T0 − t)+|x|−2)1/(1−m) with C = 2(N − 2/(1 −m)), (1.10)
which was well defined for m < (N − 2)/N . It is then easy to compute that T = γ−1T0. This
shows the sharpness of the existence condition (1.7).
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γ
(
1 + |x|2)(1−)/(m−1)  u0(x), ∀x ∈ RN,
for some positive constant γ and 0 <  < 1, then by Remark 1.1 we have T = ∞. Hence The-
orem 1.1 improves Theorem A without the decay condition in a sense. Of course, the solution
obtained in [5] is a classical positive solution which is different from ours.
We say that a solution u :ST → R+ satisfying (1.9) is a solution of class R, if it also fulfills
the requirement
∣∣∣∣ 1
u(x, t)(1 + |x|) 21−m
∣∣∣∣ γ t−N/(N(1−m)+2), ∀(x, t) ∈ RN × (0, T ). (1.11)
Theorem 1.2. Let u, v in R are two solutions of (1.1)–(1.2) with the same initial datum
u0 ∈ L1loc(RN). Assume that there is a constant l > 2 such that ui ∈ Llloc(ST ), i = 1,2. Then
u1 = u2 in ST .
For any 0 > 0, denote
Ω0T = Ω × (0, T ).
Theorem 1.3. Let u be a weak solution of (1.1)–(1.2) with um ∈ L∞loc(ST ),∇um ∈ L2loc(ST ).
Assume that there is a constant β > 1+N/2 such that u ∈ Lβloc(ST ). Then for any bounded open
set Ω and any 0 > 0, um ∈ Cα,α/2(Ω0T ), where α is a positive constant depending only on Ω
and 0.
Remark 1.5. In Theorem 1.3, we used the additional assumption u ∈ Lβloc(ST ). However for
some initial function u0, there is a solution of the problem (1.1)–(1.2) for which both u and um
are discontinuous (see Section 5).
This paper is organized as follows. Some estimates for smooth solutions are obtained in Sec-
tion 2. In Section 3, we establish the existence of weak solutions. In Sections 4 and 5 we prove
the uniqueness and the regularity of solutions, respectively.
2. Fundamental lemmas
We first prove some estimates which are the main tools in the proof of Theorem 1.1 as well as
in the characterization of nonnegative solutions of (1.1).
Proposition 2.1. Let u be a positive classical solution of (1.1) in ST for some 0 < T < ∞. Then
there exists a constant γ depending only on N such that, if for every ball B2ρ(x0) and for all
0 < t < T , it is valid that
∥∥∥∥ 1u(·, τ )
∥∥∥∥
1−m
ρ−2  τ−1, τ ∈ (0, t), (2.1)∞,B2ρ
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∥∥∥∥ 1u(·, t)
∥∥∥∥
N(1−m)
2 +1
∞,Bρ
 γ t−N2 −1
t∫
0
∫
B2ρ
1
u
dx dτ. (2.2)
Proof. Let ρ > 0, σ ∈ (0, 12 ] be fixed, let k  1 to be chosen and for n = 0,1,2, . . . , set
ρn = ρ + 12n ρ, tn =
t
2
− 1
2n+1
t, kn = k − k2n+1 ,
Bn = Bρn, Qn = Bn × (tn, t), 0 < tn < t  T .
Let ξn(x, t) be a smooth cutoff function in Qn such that
ξn = 1 on Qn+1, 0 ∂ξn
∂t
 2
n+2
t
, |Dξn| 2
n+1
ρ
.
Set v = 1
u
.
In definition (1.4), we take the testing function
ηn = −(v − kn+1)+v2ξ2n = −max{0, v − kn+1}v2ξ2n
to obtain
t ′∫
tn
∫
Bn
uτ ηn dx dτ = −
t ′∫
tn
∫
Bn
um−1DuDηn dx dτ. (2.3)
(a)
t ′∫
tn
∫
Bn
uτ ηn dx dτ = −
t ′∫
tn
∫
Bn
uτ (v − kn+1)+v2ξ2n dx dτ
 1
2
∫
Bn(t ′)
(v − kn+1)2+ξ2n dx − γ
2n
t
∫ ∫
Qn
(v − kn+1)2+ dx dτ,
where tn < t ′ < t . By Schwartz’s inequality
(b)
t ′∫
tn
∫
Bn
um−1DuDηn dx dτ =
t ′∫
tn
∫
Bn
um−1DvD(v − kn+1)+ξ2n dx dτ
+
t ′∫
t
∫
um−1|Du|2(v − kn+1)+ 2
u3
ξ2n dx dτn Bn
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t ′∫
tn
∫
Bn
um−1Du(v − kn+1)+ 1
u2
Dξn2ξn dx dτ
 γ−1
t ′∫
tn
∫
Bn
um−1
∣∣D((v − kn+1)+ξn)∣∣2 dx dτ
− γ 22n
t ′∫
tn
∫
Bn
um−1
ρ2
(v − kn+1)2+ dx dτ .
Substituting (a), (b) into (2.3), we obtain
ess sup
tn<τ<t
∫
Bn(τ)
(v − kn+1)2+ξ2n dx + k−m+1
∫ ∫
Qn
∣∣D((v − kn+1)+ξn)∣∣2 dx dτ
 γ 2
2n
t
(1 +M)
∫ ∫
Qn
(v − kn)2+ dx dτ, (2.4)
where
M = sup
0<τ<t
τ
{∥∥∥∥ 1u(·, τ )
∥∥∥∥
1−m
∞,B2ρ
ρ−2
}
.
Set An = {(x, τ ) ∈ Qn−1 | v(x, τ ) > kn}, n = 1,2, . . . , and observe that
∫ ∫
Qn
(v − kn)2+ dx dτ  |An+1|(kn+1 − kn)2
 γ−12−2n|An+1|k2. (2.5)
From (2.4)–(2.5) and the embedding theorem in [16, p. 74] we get
∫ ∫
Qn+1
1
2
(v − kn+1)2+ dx dτ 
∫ ∫
Qn
1
2
(v − kn+1)2+ξ2n dx dτ
 |An+1| 2N+2
(∫ ∫
Qn
(
1
2
(v − kn+1)2+ξ2n
)N+2
N
dx dτ
) N
N+2
 γ |An+1| 2N+2
(∫ ∫ ∣∣∣∣D
(√
1
2
(v − kn+1)+ξn
)∣∣∣∣
2
dx dτ
) N
N+2Qn
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(
ess sup
tn<τ<t
∫
Bn(τ)
1
2
(v − kn+1)2+ξ2n dx
) 2
N+2
 γ b
n
t
k−(−m+1)
N
N+2 k−
4
N+2 (1 +M)
(∫ ∫
Qn
1
2
(v − kn)2+ dx dτ
)N+4
N+2
,
where b = 4N+4N+2 . If k0 is chosen to satisfy
∫ ∫
Q0
1
2
(v − k0)2 dx dτ 
∫ ∫
Q0
1
2
v2 dx dτ = γ−1
(
1 +M
t
)−N+22
k(−m+1)
N
2 k2,
then ∫ ∫
Qn
1
2
(v − kn)2 dx dτ → 0, as n → ∞,
i.e., ‖v‖∞,Q∞  k. From this it follows that
‖v‖(1−m)
N
2 +2∞,Q∞  γ
(
1 +M
t
)N+2
2 ‖v‖∞,Q0
∫ ∫
Q0
v dx dτ. (2.6)
Multiplying the left-hand side of (2.6) by ‖v‖(1−m)
N
2∞,Q∞ and the right-hand side by ‖v‖
(1−m)N2∞,Q0 , we
have
((‖v‖∞,Q∞)(1−m)N2 +1)2  γ
(
1 +M
σ 2t
)N+2
2 ‖v‖(1−m)
N
2 +1∞,Q0
∫ ∫
Q0
v dx dτ.
Similarly to [3, p. 393], we obtain
‖v‖(1−m)
N
2 +1
∞,Bρ×( t2 ,t)
 γ
(
1 +M
t
)N+2
2
t∫
0
∫
B2ρ
v dx dτ.
This in turn implies (2.2). 
Proposition 2.2. Let the assumptions of Proposition 2.1 hold and let
G1(t) = sup
0<τ<t
∫
B2ρ
1
u(x, t)
dx < ∞, G2(t) = sup
0<τ<t
∫
B2ρ
u(x, t) dx < ∞. (2.7)
Then there exists a constant γ = γ (N,m) such that for every ball B2ρ and for all 0 < t < T , we
have
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t∫
0
∫
Bρ
∣∣Dum∣∣dx dτ  γ t N+1κ G−m−1κ1 (t), for m< −1,
(ii)
t∫
0
∫
Bρ
∣∣Dum∣∣dx dτ  γ t N+1κ G−mκ1 (t)G 122 , for 0 <m−1, where κ = N(1 −m)+ 2.
Proof. Assume ξ is a nonnegative piecewise smooth cutoff function in B 3
2 ρ
such that ξ = 1
on Bρ , and |Dξ | 2ρ .(i) Now, we take the testing function
η = um−12 t 12 ξ3
in (1.4) to obtain
− 2
m+ 1
∫
B2ρ
t
1
2 u
m+1
2 ξ3 dx + 1 −m
2
t∫
0
∫
B2ρ
τ
1
2 u
3m−5
2 |Du|2ξ3 dx dτ
= −1
m+ 1
t∫
0
∫
B2ρ
τ
1
2 −1u
m+1
2 ξ3 dx dτ + 3
t∫
0
∫
B2ρ
τ
1
2 u
3m−3
2 ξ2Du ·Dξ dx dτ.
By (2.1) and the Schwartz inequality, we get
t∫
0
∫
B2ρ
τ
1
2 u
3m−5
2 |Du|2ξ3 dx dτ  γ
t∫
0
∫
B2ρ
τ−
1
2 u
m+1
2 ξ dx dτ + γ
t∫
0
∫
B2ρ
τ
1
2 u
3m−1
2 ξ |Dξ |2 dx dτ
 γ
t∫
0
∫
B2ρ
τ−
1
2 u
m+1
2 ξ dx dτ.
By Hölder inequality
t∫
0
∫
B2ρ
um−1|Du|ξ2 dx dτ

( t∫
0
∫
B2ρ
τ
1
2 u
3m−5
2 |Du|2ξ3 dx dτ
) 1
2
( t∫
0
∫
B2ρ
τ−
1
2 u
m+1
2 ξ dx dτ
) 1
2

t∫
0
∫
B
τ−
1
2 u
m+1
2 ξ dx dτ.2ρ
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t∫
0
∫
B2ρ
um−1|Du|ξ2 dx dτ  γ
t∫
0
τ−
1
2 τ
N(m+1)
2κ G1(t)
−m−1
κ dτ  γ t N+1κ G
−m−1
κ
1 (t).
(ii) Take the testing function
η = um−22 t 12 ξ3
in (1.4). Similar to (i), we have
t∫
0
∫
B2ρ
τ
1
2 u
3m−6
2 |Du|2ξ3 dx dτ  γ
t∫
0
∫
B2ρ
τ−
1
2 u
m
2 ξ dx dτ.
By Hölder inequality
t∫
0
∫
B2ρ
um−1|Du|ξ2 dx dτ

( t∫
0
∫
B2ρ
τ
1
2 u
3m−6
2 |Du|2ξ3 dx dτ
) 1
2
( t∫
0
∫
B2ρ
τ−
1
2 u
m+2
2 ξ dx dτ
) 1
2
G
1
2
2
t∫
0
∫
B2ρ
τ−
1
2
∥∥∥∥ 1u(·, τ )
∥∥∥∥
−m
2
∞,Bρ
ξ dx dτ
 γ t N+1κ G
−m
κ
1 (t)G
1
2
2 . 
3. Existence of solution
In this section we consider a family of approximating problem. For constants M  1 and
0 <  < 1, assume
u0,,M = ρ ∗ min{u0,M} + ,
where ρ is the standard mollifier with respect to x.
Consider the family of approximating problems
{
(u,M)t = div
(
um−1,M Du,M
)
, in RN × (0,∞), (3.1)u,M(x,0) = u0,,M(x).
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parabolic equations (see [16]). Moreover, if 1 M1 < M2, then it follows from the maximum
principle that
  un,M1  un,M2 M2 + 1. (3.2)
We first prove (1.8)–(1.9) with u and u0 replaced by u,M and u0,,M . To this end we will
work with (3.1) and drop the subscript  and M for u,M .
Let t¯ be the largest time satisfying
sup
ρ1
{∥∥u(·, t)∥∥m−1∞,B2ρ ρ−2} t−1, ∀t ∈ (0, t¯). (3.3)
By (3.2) we have t¯ > 0. Thus by Proposition 2.1, there exists a constant γ = γ (N,m) inde-
pendent of n such that
∥∥∥∥1u(·, t)
∥∥∥∥∞,Bρ  γ t
− (N+2)
κ
( t∫
0
∫
B2ρ
1
u
dx dτ
) 2
κ
. (3.4)
Dividing both sides of (3.4) by ρ 21−m we get, ∀x such that ρ2  |x| ρ,
1
u(x, t)(1 + |x|2) 11−m
 γ t−
(N+2)
κ
( t∫
0
sup
ρρ0
ρ−
2
1−m 1|B2ρ |
∫
B2ρ
1
u
dx dτ
) 2
κ
. (3.5)
Next, we define
φ(t) = sup
0τt

1
u(τ)
1
1,ρ0
.
Then (3.5) implies
t sup
x∈RN
um−1(x, t)
(1 + |x|)2  γ t
1−N(1−m)
κ φ
2(1−m)
κ (t). (3.6)
Also for δ > 0 to be chosen, we define
t∗ = sup{t > 0 ∣∣ tφ1−m(t) δ}. (3.7)
Therefore for all 0 < t < min{t¯ , t∗},
t sup
N
um−1(x, t)
(1 + |x|)2  γ δ
2/κ . (3.8)
x∈R
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tive smooth cutoff function in B2ρ such that ξ = 1 on Bρ and |Dξ | γ /ρ. We use −u−2ξ2 as a
testing function in (3.1) to get
∫
Bρ
1
u
dx 
∫
B2ρ
1
u0,,M
(x) dx + γ
t∫
0
∫
B2ρ
1
ρ2
um−1 1
u
dx dτ.
By (3.7), (3.8), Proposition 2.2 and Hölder inequality, for ρ  ρ0, we have
ρ
2
m−1 1|Bρ |
∫
Bρ
1
u
(x, t) dx
 ρ
2
m−1 1|Bρ |
∫
B2ρ
1
ρ ∗ min{u0,M} (x) dx
+ γ
{
sup
0τt
sup
ρρ0
ρ
2
m−1 1|B2ρ |
∫
B2ρ
1
u
(x, τ ) dx
}
×
{ t∫
0
τ−
N(1−m)
κ φ
2(1−m)
κ (t) dτ
}
 ρ
2
m−1 1|Bρ |
∫
B2ρ
ρ ∗ 1
min{u0,M} (x) dx + γφ(t)
{
tφ1−m(t)
}2/κ
 γ
(
ρ
2
m−1 1|Bρ |
∫
B2ρ
ρ ∗ 1
u0
(x) dx + 1
M
ρ
2
m−1
)
+ γ δ2/κφ(t)
 γ
(
1
u0

1
+ ρ
2
m−1
0
)
+ γ δ2/κφ(t).
Therefore we can determine δ = δ(m,N) a priori depending only on the indicated quantities so
that
φ(t) γ
(
1
u0

1,ρ0
+ ρ
2
m−1
0
)
, ∀0 < t < t∗. (3.9)
The number t∗ is still only qualitatively known. A quantitative lower bound can be found by
substituting (3.9) into the definition of t∗ in (3.7). It gives that (3.9) holds for all 0 < t < T
where
T
(
1
u0

1,ρ0
+ ρ
2
m−1
0
)1−m
= γ−1,
for a constant γ = γ (N,m).
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sup
0<tT
∫
Bρ
udx 
∫
B2ρ
u0,,M dx + γ
ρ2
T∫
0
∫
B2ρ
um dx dτ 
∫
B3ρ
u0 dx + γ (ρ) γ (ρ).
Remark 3.2. Assume that u0 ∈ Lβloc(RN) for some constant β > 1, then by (1.9) and Hölder
inequality we have
sup
0<tT
∫
Bρ
uβ dx 
∫
B2ρ
u
β
0,,M dx +
γ
ρ2
T∫
0
∫
B2ρ
um−1+β dx dτ

∫
B3ρ
u
β
0 dx + γ (ρ)+ γ (ρ)T
( ∫
B3ρ
u
m−1+β
0 dx +
γ
ρ2
T∫
0
∫
B3ρ
u2m−2+β dx dτ + γ (ρ)
)
 · · · γ (ρ).
Therefore
T∫
0
∫
Bρ
uβdx  γ (ρ).
Now we need to invoke the following Aronson–Benilán inequality (see in [17]).
Lemma 3.1. Let u be a solution of (3.1). Then
ut 
1
(1 −m)t u. (3.10)
Lemma 3.2. Let u be a solution of (3.1). For 0 < t < T , we have
T∫
t
∫
Bρ
|uτ |dx dτ  γ (ρ)1
t
.
Proof. Let w = ut 1m−1 , then wt  0. Taking the testing function φ = ξ  0 in (3.1), by Proposi-
tion 2.2, Remark 3.1 and Schwartz inequality we get
T∫
t
∫
B
τ
1
1−m |wτ |ξ dx dτ = −
T∫
t
∫
B
uτ ξ dx dτ + 11 −m
T∫
t
∫
B
1
τ
uξ dx dτ2ρ 2ρ 2ρ
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T∫
t
∫
B2ρ
D
(
um
m
)
·Dξ dx dτ + 1
1 −m
T∫
t
∫
B2ρ
1
τ
uξ dx dτ
 γ (ρ)
t
.
Hence
T∫
t
∫
Bρ
|ut |dx dτ  γ (ρ)
t
+ γ
T∫
t
∫
B2ρ
τ−1udx dτ  γ (ρ)1
t
. 
Corollary 3.1. By Lemma 3.2 we have
lim
h→0+
T−h∫
t
∫
Bρ
∣∣u,M(x, τ + h)− u,M(x, τ )∣∣dx dτ = 0 uniformly in  and M.
Lemma 3.3. Let u be a solution of (3.1). We have
(i)
T∫
0
∫
Bρ
∣∣Dum∣∣2 dx dτ < γ (ρ), for −1 <m< 0,
(ii)
T∫
t
∫
Bρ
∣∣Dum∣∣2 dx dτ < γ t 2mNκ , for m< −1 and 0 < t < min{T ,1},
(iii)
T∫
0
∫
Bρ
∣∣Du−1∣∣2 dx dτ < γ (ρ), for m = −1.
Proof. In (3.1), we take the testing function η = umξ2(x) (m 
= −1) to obtain
1
m+ 1
T∫
t0
∫
B2ρ
um+1τ ξ2 dx dτ
= −m
T∫
t0
∫
B2ρ
u2m−2|Du|2ξ2 dx dτ − 2
T∫
t0
∫
B2ρ
u2m−1ξDu ·Dξ dx dτ, (3.11)
where 0 t0 < T is a constant.
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T∫
0
∫
Bρ
u2m−2|Du|2 dx dτ  γ
∫
B2ρ
um+1(T ) dx + γ
T∫
0
∫
B2ρ
u2m dx dτ
< γ (T ,ρ).
(ii) For m< −1, by the same reason, we get
T∫
t
∫
Bρ
u2m−2|Du|2 dx dτ  γ
∫
B2ρ
um+1(x, t) dx + γ
T∫
t
∫
B2ρ
u2m dx dτ
< γ t
(m+1)N
κ + γ t 2mNκ  γ t 2mNκ .
(iii) For m = −1, we take the testing function η = u−1ξ2(x) in (3.1) to obtain
T∫
0
∫
B2ρ
(lnu)τ ξ2 dx dτ =
T∫
0
∫
B2ρ
u−4|Du|2ξ2 dx dτ − 2
T∫
0
∫
B2ρ
u−3ξDu ·Dξ dx dτ. (3.12)
Combining Remark 3.1, we get
T∫
0
∫
Bρ
∣∣Du−1∣∣2 dx dτ
 γ
∫
B2ρ∩{u(·,T )>1}
lnu(·, T ) dx −
∫
B2ρ∩{u0,,M<1}
lnu0,,M dx + γ
T∫
0
∫
B2ρ
u−2 dx dτ
 γ
∫
B2ρ
u(·, T ) dx +
∫
B2ρ
1
u0,,M
+ γ (ρ) γ (ρ). 
Lemma 3.4. Let u be a solution of (3.1). For 0 < t < min{T ,1}, we have
T∫
t
∫
Bρ
(
umτ
)2
dx dτ < γ t−1+
(3m−1)N
κ .
Proof. In (3.1), we take the testing function η = −(um)t ξ3(x, t) to obtain
T∫
t
∫
B2ρ
(−m)um−1u2τ ξ3 dx dτ
= 1
2m
T∫
t
∫
B
N∑
i=1
(
umxi
)2
τ
ξ3 dx dτ + 3
m
T∫
t
∫
B
umτ ξ
2Dum ·Dξ dx dτ. (3.13)2ρ 2ρ
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T∫
t
∫
B2ρ
um−1u2τ ξ3 dx dτ
 γ
T∫
t
∫
B2ρ
N∑
i=1
(
umxi
)2
ξ2|ξτ |dx dτ + γ
T∫
t
∫
B2ρ
um−1ρ−2ξ
N∑
i=1
(
umxi
)2
dx dτ
 γ t−1+ 2mNκ .
Hence
T∫
t
∫
Bρ
(
umτ
)2
dx dτ  γ t
N(m−1)
κ
T∫
t
∫
Bρ
um−1u2τ dx dτ  γ t−1+
(3m−1)N
κ . 
From (1.9), Lemmas 3.3, 3.4, we conclude that there exists a subsequence {u,M}, denoted
again by {u,M}, and a function wM , such that for all R > 0 and δ ∈ (0, T )
um,M → wM a.e. RN × (0, T ],
∇um,M → ∇wM weakly L2
(
BR × [δ, T )
)
,(
um,M
)
t
→ (wM)t weakly L2
(
BR × [δ, T )
)
, (3.14)
as  → 0.
Lemma 3.5. Let wM be the function in (3.14), then
wM > 0 a.e. RN × (0, T ).
Proof. Assume that there exist constants k, δ0 > 0 and a measurable set E ⊂ Bk × ( 1k , T ) such
that
wM = 0 in E,
where meas{E} > δ0. By Egoroff’s theorem, without loss of generality, we may assume that um,M
(m < 0) converges uniformly to 0 in the set E. On the other hand, by Remark 3.1
T∫
1
k
∫
Bk
u,M  γ
(
T − 1
k
)
< ∞.
Thus we get a contradiction. 
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1
m
M , where wM is the function in (3.14). Then uM =
lim→0 u,M and (1.9) holds for uM . On the other hand, by Remark 3.1 and Fatou’s Lemma,
we have
∫
Bρ
uM  lim
→0
∫
Bρ
u,M  γ (ρ). (3.15)
Hence by Dominated Convergence Theorem we have lim→0
∫
Bρ
u,M(x, t) =
∫
Bρ
uM(x, t) dx
and by Corollary 3.1 we have uM ∈ Cloc(0, T ;L1loc(RN)).
Combining (3.1) and (3.14) we know that uM is a solution of (1.1).
Now we prove (1.5) with u0 replaced by min{u0,M}.
We first prove that, for any r > 0, it holds that
∫
Br
∣∣u1,M(x, t)− u2,M(x, t)∣∣dx
 γ
∫
B2r
∣∣u0,1,M(x, t)− u0,2,M(x, t)∣∣dx +Cr(t), (3.16)
where u1,M and u2,M are two solutions of (3.1) with initial values u0,1,M and u0,2,M ∈
C∞(RN), respectively, γ and Cr(t) are constants independent of  and limt→0 Cr(t) = 0.
Let ξ(x) be a cutoff function in B2r with 0 ξ  1, ξ = 1 on Br . Set
sgnη s =
⎧⎨
⎩
1 if s > η,
s
η
if −η s  η,
−1 if s < −η.
Taking sgnη(
um1,M
m
− u
m
2,M
m
)ξ as a testing function in (3.1), we can obtain
t∫
s
∫
B2r
ξ(u1,M − u2,M)t sgnη
(
um1,M(x, t)
m
− u
m
2,M(x, t)
m
)
dx
+
t∫
s
∫
B2r
ξ
(
Dum1,M
m
− Du
m
2,M
m
)
×
(
Dum1,M
m
− Du
m
2,M
m
)
sgn′η
(
um1,M
m
− u
m
2,M
m
)
dx dτ
+
t∫
s
∫
B2r
Dξ
(
Dum1,M
m
− Du
m
2,M
m
)
× sgnη
(
um1,M
m
− u
m
2,M
m
)
dx dτ = 0. (3.17)
For the first term of the left-hand side in (3.17), we have
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s
∫
B2r
ξ(u1,M − u2,M)t sgnη
(
um1,M(x, t)
m
− u
m
2,M(x, t)
m
)
dx
→
t∫
s
∫
B2r
ξ(u1,M − u2,M)t sgn(u1,M − u2,M) dx
=
∫
B2r
ξI (u1,M − u2,M)|ts , as η → 0, (3.18)
where I (t) = ∫ t0 sgn τ dτ . The second term of the left-hand side in (3.17) is nonnegative. Letting
η → 0 in (3.17), then
∫
Br
∣∣u1,M(x, t)− u2,M(x, t)∣∣dx −
∫
B2r
∣∣u1,M(x, s)− u2,M(x, s)∣∣dx
+
t∫
s
∫
B2r
Dξ
(
Dum1,M
m
− Du
m
2,M
m
)
× sgn
(
um1,M
m
− u
m
2,M
m
)
dx dτ
 0.
Letting s → 0, we get
∫
Br
∣∣u1,M(x, t)− u2,M(x, t)∣∣dx

∫
B2r
∣∣u0,1,M(x)− u0,2,M(x)∣∣dx + γ
t∫
0
∫
B2r
(∣∣Dum1,M ∣∣+ ∣∣Dum2,M ∣∣)dx dτ

∫
B2r
∣∣u0,1,M(x)− u0,2,M(x)∣∣dx +Cr(t),
and then
∫
Br
∣∣uM(x, t)− min{u0,M}∣∣dx

∫
Br
∣∣uM(x, t)− u1,M(x, t)∣∣dx +
∫
Br
∣∣u1,M(x, t)− u2,M(x, t)∣∣dx
+
∫ ∣∣u2,M(x, t)− u0,2,M(x)∣∣dx +
∫ ∣∣u0,2,M(x)− min{u0,M}∣∣dx
Br Br
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∫
Br
∣∣uM(x, t)− u1,M(x, t)∣∣dx +
∫
B2r
∣∣u0,1,M(x)− u0,2,M(x)∣∣dx +Cr(t)
+
∫
Br
∣∣u2,M(x, t)− u0,2,M(x)∣∣dx +
∫
Br
∣∣u0,2,M(x)− min{u0,M}∣∣dx.
By Proposition 2.2 we know that limt→0 Cr(t) = 0. Therefore∫
Br
∣∣uM(x, t)− min{u0,M}∣∣dx = o(t), as t → 0. (3.19)
By (3.2) we have uM  uM+1. Hence the limit
u(x, t) = lim
M→∞uM(x, t), x ∈ R
N,
exists and (1.9) holds. By (3.15) we know that ∫
Bρ
u(x, t) dx  γ (ρ) (t > 0). It is then easy
to see that (Dominated Convergence Theorem) limM→∞
∫
Bρ
uM(x, t) =
∫
Bρ
u(x, t) dx and that
u(x, t) satisfies (1.4). Since estimates in (1.9), Lemmas 3.3 and 3.4 hold for M uniformly, we
have um ∈ L2loc(0, T ;W 1,2loc (RN)). Finally taking the limit M → ∞ in (3.19) we get (1.5). Hence
u is a solution of the problem (1.1)–(1.2). 
4. Uniqueness of solutions
By the following Proposition 4.1, we get the uniqueness results immediately.
Proposition 4.1. Let T > 0 and for a constant δ ∈ (0,1), u, v satisfy
(i) u,v ∈ C([0, T ];L1loc(RN )),
(ii)
∣∣∣∣um−1(x, t)(1 + |x|)2
∣∣∣∣,
∣∣∣∣vm−1(x, t)(1 + |x|)2
∣∣∣∣ γ
(
1
t
)δ
, 0 < t < T,
(iii) ut −u
m
m
= vt −v
m
m
in D′
(
RN × (0, T )),
(iv) there is a constant l > 2 such that u,v ∈ Llloc(ST ),
(v) (u− v)(0) = 0.
Then u = v.
Proof. To prove the uniqueness of the solutions, we first prove the uniqueness in RN × [0, T0]
for small enough constant T0.
It suffices to prove that u(T0) = v(T0). By (iii), for all 0 < t0 < T0 and for all φ ∈
C∞0 (RN × [t0, T0]) we have
T0∫ ∫
(u− v)φt −
(
um
m
− v
m
m
)
φ =
∫
(u− v)(T0)φ(T0)−
∫
(u− v)(t0)φ(t0).t0
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a(x, t) =
{
um(x,t)/m−vm(x,t)/m
u(x,t)−v(x,t) if u(x, t) 
= v(x, t),
um−1(x, t) if u(x, t) = v(x, t),
then
0 a(x, t) < γ
(
1
t
)δ(
1 + |x|2), (4.1)
and the above equality becomes
T0∫
t0
∫
(u− v)(φt + aφ) =
∫
(u− v)(T0)φ(T0)−
∫
(u− v)(t0)φ(t0). (4.2)
Now let R0 > 0 be fixed and
an ∈ C∞
(
RN × [t0, T0]
)
, an > 0, n = 1,2, . . . ,
θ ∈ C∞0 (R), 0 θ  1, θ(x) = 0 for |x|R0. (4.3)
Let R >R0 + 1 and ψn be a solution of
{
ψnt + anψn = 0 in t0 < t < T0, |x| <R,
ψn||x|=R = 0,
ψn(x,T0) = θ(x).
(4.4)
Finally, let 0 <  < 12 and
φ ∈ C∞0
(
RN
)
, 0 φ  1,
φ = 1 on
{|x| <R − 2}, φ = 0 on {|x| >R − },
‖∇φ‖L∞  γ

, ‖φ‖L∞  γ
2
. (4.5)
Now put φ = φψn in (4.2) to get (recall a · (u− v) = umm − v
m
m
)
∫
(u− v)(T0)θ(T0)−
∫
(u− v)(t0)φψn(t0)
=
T0∫
t0
∫
(u− v)φ(a − an)ψn +
T0∫
t0
∫ (
um
m
− v
m
m
)
(2∇φ∇ψn +ψnφ)
= In + Jn. (4.6)
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|Jn | γ
T0∫
t0
∫
R−2<|x|<R
∣∣um − vm∣∣( |∇ψn|

+ |ψn|
2
)
.
Since ψn = 0 on {|x| = R}
sup
R−2<|x|<R
∣∣ψn(x, t)∣∣  sup
R−2<|x|<R
∣∣∇ψn(x, t)∣∣,
and
lim
↓0
(
sup
R−2<|x|<R
∣∣∇ψn(x, t)∣∣)= sup
|x|=R
∣∣∇ψn(x, t)∣∣= sup
|x|=R
∣∣∣∣∂ψn∂ν (x, t)
∣∣∣∣,
where ∂ψn
∂ν
denotes the normal derivative of ψn on {|x| = R}. Hence
|Jn| = lim sup
↓0
|Jn |C lim
↓0
T0∫
t0
(
sup
|x|=R
∣∣∣∣∂ψn∂ν (x, t)
∣∣∣∣
)
sup
R−2<|x|<R
∣∣um − vm∣∣(x, t),
and using (ii),
|Jn| γRN−1+2m/(m−1)
T0∫
t0
(
1
t
)m/(m−1)(
sup
|x|=R
∣∣∣∣∂ψn∂ν (x, t)
∣∣∣∣
)
. (4.7)
Let us now estimate
sup
|x|=R
∣∣∣∣∂ψn∂ν (x, t)
∣∣∣∣.
Assume we have chosen an such that
an(x, t) γ
(
1
t
)δ(
1 + x2) for t0 < t < T, x ∈ RN. (4.8)
Let β,T0 be such that
β >
N − 1
2
+ m
m− 1 , (4.9)
and
(
1
)1−δ
> 8Nγβ(β + 1)(1 −m). (4.10)
T0
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ψ0(x, t) = t
1/2(m−1)
(1 + x2)β . (4.11)
Then
|anψ0| = |an| ·
∣∣∣∣ −2Nβ(1 + x2)β+1 + 4β(β + 1)x
2
(1 + x2)β+2
∣∣∣∣< 4Nγβ(β + 1)
(
1
t
)δ
ψ0.
Since ψ0t = − 12(1−m)( 1t )ψ0, by (4.10) and the above inequality
ψ0t + anψ0 < 0.
Thus, if we now choose λ so that
ψ0(x, T0) = θ(x) λT
1/2(m−1)
0
(1 + x2)β = λψ0(T0), |x|R, (4.12)
by the maximum principle we will have
λψ0 ψn for t0 < t < T0, |x|R, (4.13)
which provides a first estimate for ψn. Note that (4.12) is satisfied if λ = ‖θ‖∞(1 +
R20)
βT
1/2(1−m)
0 .
Let us now construct a function g on the set {(x, t): R − 1 |x|R, 0 t0  T0} such that
g ψn and g(x, t) = 0 for |x| = R, t0 < t < T0. (4.14)
By (4.4), (4.14) we will then have
∂
∂ν
(g −ψn)(x, t) 0 for |x| = R, t0 < t < T0,
and hence (recall that ∂ψn
∂ν
 0)
sup
|x|=R
∣∣∣∣∂ψn∂ν (x, t)
∣∣∣∣ sup|x|=R
∣∣∣∣∂g∂ν (x, t)
∣∣∣∣. (4.15)
Let
g(x, t) = d(t)|x|N−2 + e(t),
where d, e satisfy
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(R − 1)N−2 + e(t) =
λ
(1 + (R − 1)2)β
(
1
t
)1/2(1−m)
,
d(t)
RN−2
+ e(t) = 0. (4.16)
Note that gt = dt ( 1|x|N−2 − 1RN−2 ) 0 and g = 0 on {R− 1 < |x| <R, t0 < t < T0}. Moreover,
by (4.13), (4.16) and (4.4)
g(x, t)ψn(x, t) for |x| = R − 1, t0 < t < T0,
g(x,T0)ψn(x,T0) = 0 for R − 1 < |x| <R,
g(x, t) = ψn(x, t) = 0 for |x| = R, t0 < t < T0.
Therefore (4.14) holds by maximum principle and so does (4.15). It remains to estimate ∂g
∂ν
:
∂g
∂ν
(x, t) = (2 −N)d
RN−1
= (2 −N)
RN−1
λ
(1 + (R − 1)2)β
(
1
(R − 1)N−2 −
1
RN−2
)−1(1
t
)1/2(1−m)
.
Hence
∣∣∣∣∂g∂ν (x, t)
∣∣∣∣ CR2β
(
1
t
)1/2(1−m)
for |x| = R, (4.17)
where C does not depend on R  2. The same computations with g(x) = d ln|x| + e if N = 2
and g(x) = d|x| + e if N = 1 lead to the same estimate (4.17). Combining with (4.15), we have
sup
|x|=R
∣∣∣∣∂ψn∂ν (x, t)
∣∣∣∣ CR2β
(
1
t
)1/2(1−m)
. (4.18)
Going back to (4.7), we obtain
|Jn|CRN−1+2m/(m−1)−2β
(
T
1/2(1−m)
0 − t1/2(1−m)0
)
, (4.19)
where C depends only on θ,R0 and γ .
For In we have
|In |
( T0∫
t0
∫
{|x|R}
|u− v|2 (a − an)
2
an
)1/2( T0∫
t0
∫
an|ψn|2
)1/2
. (4.20)
To estimate In, we multiply the equation in (4.4) by ψn and then integrate it to obtain
1
2
∫ ∣∣∇ψn(0)∣∣2 +
T0∫ ∫
an|ψn|2 = 12
∫
|∇θ |2.
t0
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|In |
( T0∫
t0
∫
{|x|R}
|u− v|l
)1/(2l)( T0∫
t0
∫
{|x|R}
(
(a − an)2
an
)l′)1/(2l′)
, (4.21)
where
1
l
+ 1
l′
= 1.
Let us choose
an = a ∗ ρn + 1
n
,
where a is the extension by 0 of a to RN × R and ρn a sequence of mollifiers in RN × R such
that
T0∫
t0
∫
{|x|R}
(a − a ∗ ρn)2l′  1
n2l′
.
By (4.1), without loss of generality, we may assume an satisfies (4.8) for n > n(t0).
Since an  1/n, we get
( T0∫
t0
∫
{|x|R}
(
(a − an)2
an
)l′)1/(2l′)
 n1/2
(
1
n
+ (T0R
N)1/(2l
′)
n
)
= γ (R)
n1/2
. (4.22)
Now, for R fixed, R > R0 + 1, let n tend to ∞ in (4.7) and (4.21).
Since 0 φ  1, |ψ | sup|θ(x)|, using (4.6), we have∣∣∣∣
∫
(u− v)(T0)θ
∣∣∣∣ CRN−1+2m/(m−1)−2β(T 1/2(1−m)0 − t1/2(1−m)0 )+
∫
|u− v|(t0).
Letting t0 tend to 0, then by (i) and (v) we have∣∣∣∣
∫
(u− v)(T0)θ(x)
∣∣∣∣ CRN−1+2m/(m−1)−2βT 1/2(1−m)0 .
Letting R tend to ∞, we get
∣∣∣∣
∫
(u− v)(T0)θ(x)
∣∣∣∣ 0.
Since θ(x) is arbitrary we deduce u(T0) = v(T0).
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ψ0(x, t) = t
−α
(1 + x2)β ,
where α > 8Nγβ(β + 1)(1 −m)+ 1 is a constant.
Similarly to the above calculations, we get
∣∣∣∣
∫
(u− v)(T )θ
∣∣∣∣ CRN−1+2m/(m−1)−2β(t−α−m/(m−1)+10 − T −α−m/(m−1)+1)+
∫
|u− v|(t0),
without (4.10). Letting t0 tend to T0, we have∣∣∣∣
∫
(u− v)(T )θ
∣∣∣∣ CRN−1+2m/(m−1)−2β(T −α−m/(m−1)+10 − T −α−m/(m−1)+1).
Letting R tend to ∞, we get
∣∣∣∣
∫
(u− v)(T )θ(x)
∣∣∣∣ 0.
Since θ(x) is arbitrary we have u(T ) = v(T ). 
Remark 4.1. We have adopted the method from [4] in the proof of Proposition 4.1. It should be
pointed out that only the local boundedness of um, but not the local boundedness of the solution
(see also (1.10)) is obtained in Theorem 1.1, which will bring some difficulties to prove the
uniqueness.
5. Regularity of solutions
In the first part of this section we show that the problem (1.1)–(1.2) admits a discontinuous
solution, for an initial function; in the second part we consider regularity of solutions under some
auxiliary assumptions.
In [6], the authors considered the problem
vt = vv −μ|∇v|2, in Q = RN × (0,∞), (5.1)
v(x,0) = v0(x), in RN, (5.2)
where μ was a nonnegative constant and the initial function v0 satisfied
(H) v0 ∈ C
(
RN
)∩L∞(RN ) and v0  0 in RN.
For a constant  > 0, if the initial function v0 replaced by v0 + , then the problem (5.1)–(5.2)
has a solution
v ∈ C2,1(Q)∩C(Q)∩L∞
(
RN
)
, v  . (5.3)
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v(x, t) = lim
↘0v(x, t) (5.4)
is well defined for all (x, t) in Q.
Lemma 5.1. Let v0 satisfy hypothesis (H) and let v be defined by (5.4). Then v is a weak solution
of problem (5.1)–(5.2). We call v the viscosity solution of problem (5.1)–(5.2) (see [6]).
In [6], the authors proved that for a function v0 with (H), there were two constants 0 t0 < t∗
such that
v ∈ C(Q \ {{0} × [t0, t∗]}), (5.5)
and for all t0 < t < t∗,
lim sup
x→0
v(x, t) > 0 and lim inf
x→0 v(x, t) = 0, (5.6)
where 0 μ< 1, N  2 and v(x, t) was the viscosity solution.
Take μ = 1/(1 −m) (m< 0) and let
u = v−μ = v 1m−1 .
From [6] we know that
u0 = v−μ0 ∈ L1loc(RN) and u0 ∈ C
(
RN
) \ {0}. (5.7)
Now we prove that u is a weak solution of the problem (1.1)–(1.2).
Let
u = v−μ = v
1
m−1
 .
Then u is a classical solution of the problem (1.1)–(1.2) with initial function
u0, =
(
1
v0 + 
)1/(1−m)
. (5.8)
By a straightforward modification of techniques of Theorem 1.1 we obtain that u(x, t) =
lim↗0 u(x, t) is a solution of Eq. (1.1).
In the following we prove that u(x, t) satisfies (1.5).
Similar to (3.16), for any r > 0, it holds that
∫ ∣∣u1(x, t)− u2(x, t)∣∣dx 
∫ ∣∣u0,1(x, t)− u0,2(x, t)∣∣dx +Cr(t), (5.9)Br B2r
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lim
t→0Cr(t) = 0, (5.10)
where u1, u2 are two classical solutions of (1.1) with initial values u0,1, u0,2, respectively.
Letting 1 → 0, we get (Monotone Convergence Theorem)
∫
Br
∣∣u(x, t)− u2(x, t)∣∣dx 
∫
B2r
∣∣u0(x, t)− u0,2(x, t)∣∣dx +Cr(t).
Hence
∫
Br
∣∣u(x, t)− u0(x)∣∣dx

∫
Br
∣∣u(x, t)− u2(x, t)∣∣dx +
∫
Br
∣∣u2(x, t)− u0,2(x, t)∣∣dx +
∫
Br
∣∣u0,2(x)− u0∣∣dx
 2
∫
B2r
∣∣u0 − u0,2(x)∣∣dx +
∫
B2r
∣∣u2(x, t)− u0,2(x, t)∣∣dx +Cr(t). (5.11)
Next, we estimate
∫
B2r
∣∣u0(x)− u0,(x)∣∣dx.
For all δ > 0, there is a constant l > 0 (independent of ) such that
∫
Bl
|u0|, |u0, | < δ32 .
Here we used that |u0, | |u0| for all  > 0. By (5.7), there is a constant C1 > 0 such that
u0 <C1 in B2r \Bl.
Take
0 = δ
8C2−m1 |B2r |
.
Then by (5.8), for all  < 0 we have
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B2r
∣∣u0,(x)− u0∣∣dx  δ16 +
∣∣∣∣∣ 1 −m
∫
B2r\Bl
( 1∫
0
(
v0 + (1 − θ)
)−1/(1−m)−1
dθ
)
dx
∣∣∣∣∣
 δ
16
+C2−m1

1 −m |B2r |
 δ
8
.
Hence combining (5.3), (5.10) and (5.11) we know that there is a constant t0 such that for all
0 < t < t0, ∫
Br
∣∣u(x, t)− u0(x)∣∣dx < δ, (5.12)
and hence complete the proof of (1.5).
Now we establish Hölder estimates of nonnegative solutions of the problem (1.1)–(1.2).
We would like to point that our proof for the regularity is a modification of the one in paper
[9] (for m > 1). Since there are many similar proofs, we will omit the details of such proofs and
the readers may refer to [9] for the details.
Setting
v = um,
we can rewrite (1.1) in the form
m
∂
∂t
v1/m = v. (5.13)
Let (x0, t0) ∈ Ω0T be fixed and let R0 > 0 be such that the cylinder
QR0 = B(2R0)×
{
t0 − 4R2−0 , t0
} (5.14)
is contained in Ω0T . Set
μ+ = sup
QR0
v, μ− = inf
QR0
v,
and let
ω = osc
QR0
= μ+ −μ−. (5.15)
Take any 0 <R R0 and suppose first that
ωα > R
(
α = m− 1
)
. (5.16)m
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QR(ω) = B(R) ×
{
t0 − R
2
ωα
, t0
}
is contained in QR0 , consequently
osc
QR(ω)
v  ω. (5.17)
We shall first consider the case
μ− < ω
4
. (5.18)
We begin with deriving some basic inequalities for v. For any σ1, σ2 ∈ (0,1) we introduce a
cutoff function in QR(ω) such that
ζ = 1 in QR(ω,σ1, σ2), |∇xζ | 2
σ1R
, 0 ζt 
2ωα
σ2R2
, (5.19)
where
QR(ω,σ1, σ2) = B(R − σ1R)×
{
t0 − (1 − σ2)R
2
ωα
, t0
}
.
We multiply (5.13) by
±(v − k)±ζ 2,
where k > 0. By standard calculations
ess sup
t0− (1−σ2)R
2
ωα
<t<t0
∫
B(R−σ1R)×{t}
( (v−k)±∫
0
(k ± ξ)1/m−1ξ dξ
)
dx
+ ∥∥∇(v − k)±∥∥22,QR(ω,σ1,σ2)  γ(σ1R)2
∥∥(v − k)±∥∥22,QR(ω)
+ 2
∫ ∫
QR(ω)
( (v−k)±∫
0
(k ± ξ)1/m−1ξ dξ
)
ζ ζt dx dt. (5.20)
We shall now use (5.20) for (v − k)− with
k = μ− + ω
2s
, s  1.
Now we estimate
∫ (v−k)−
(k − ξ)1/m−1ξ dξ .0
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μ+  5
4
ω, (5.21)
and then
k  5
4
ω. (5.22)
Hence
(v−k)−∫
0
(k − ξ)1/m−1ξ dξ  γω−α((v − k)−)2.
On the other hand,
(v−k)−∫
0
(k − ξ)1/m−1ξ dξ =
{− m1+m(k1/m+1 − v1/m+1)+ km(k1/m − v1/m), m 
= −1,
lnv − lnk + k( 1
v
− 1
k
), m = −1.
Denote
B(k,R) = {(x, t) ∈ QR: k > v}.
Then combining (5.19), (5.22) and Hölder inequality, we get
∫ ∫
QR(ω)
( (v−k)−∫
0
(k − ξ)1/m−1ξ dξ
)
ζ ζt dx dt
 γ
( ∫ ∫
QR(ω)∩{k>v}
k1/m+1ζt dx dt +
∫ ∫
QR(ω)∩{k>v}
kuζt dx dt
)
 γ
(
ω1/m+1 2ω
α
σ2R2
∣∣B(k,R)∣∣+ω 2ωα
σ2R2
( ∫ ∫
QR(ω)∩{k>v}
uβ dx dt
)1/β ∣∣B(k,R)∣∣1/β1)
 γ
(
ω2
1
σ2R2
∣∣B(k,R)∣∣+ω2−1/m 1
σ2R2
∣∣B(k,R)∣∣1/β1(∫ ∫
ΩT
uβ dx dt
)1/β)
 γω2 1
σ2R2
∣∣B(k,R)∣∣1/β1(1 +M−1/m)|ΩT |1−1/(β1)
 γω2 1 2
∣∣B(k,R)∣∣1/β1 ,
σ2R
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1
β
+ 1
β1
= 1.
Hence from (5.20) we obtain
ω−α ess sup
t0<t<t0+ (1−σ2)R
2
ωα
∥∥∥∥
(
v −
(
μ− + ω
2s
))−∥∥∥∥
2
2,B(R−σ1R)×{t}
+
∥∥∥∥∇
(
v −
(
μ− + ω
2s
))−∥∥∥∥
2
2,QR(ω,σ1,σ2)
 γω2
(
1
σ2R2
+ 1
σ 21 R
2
)∣∣B(k,R)∣∣1/β1 . (5.23)
Making the change of variables
τ = ωα(t − t0),
and let w(x, t) = v(x, t0 + τω−α). Denote
QR = B(R)×
{−R2 < τ < 0},
QR(σ1, σ2) = B(R − σ1R)×
{−(1 − σ2)R2 < τ < 0}.
Then (5.23) can be rewritten as
∥∥∥∥
(
w −
(
μ− + ω
2s
))−∥∥∥∥
2
V 1,0(QR(σ1,σ2))
 γω2
(
1
σ2R2
+ 1
σ 21 R
2
)∣∣B ′(k,R)∣∣1/β1 ,
where
B ′(k,R) =
{
(x, t) ∈ QR: μ− + ω2s > w
}
.
Since β > 1 + N/2, we have 1/β1 > N/(N + 2). Hence (6.23)–(6.24) in [10] can be replaced
by the following lemma (see [8, p. 12]).
Lemma 5.2. Let {Yn}, n = 0,1,2, . . . , be a sequence of positive numbers, satisfying the recursive
inequalities
Yn+1  CbnY 1+αn ,
where C,b > 1 and α > 0 are given numbers. If
Y0 C−1/αb−1/α
2
,
then {Yn} converges to zero as n → ∞.
1208 S. Lian / J. Differential Equations 244 (2008) 1178–1209Now by a straightforward modification of techniques of Lemma 6.5 of [10] we have
Lemma 5.3. There exists a number ρ ∈ (0,1) independent of ω such that if
meas
{
(x, t) ∈ QR(ω), v < μ− + ω2
}
< ρ
∣∣QR(ω)∣∣, (5.24)
then
v > μ− + ω
4
, ∀(x, t) ∈ QR
2
(ω).
Next consider (5.20) written for (v − k)+, k = μ+ − ω2s , s  1.
By (5.21),
(v−k)+∫
0
(k + ξ)1/m−1ξ dξ  γω−α((v − k)+)2,
and
(v−k)+∫
0
(k + ξ)1/m−1ξ dξ 
(v−k)+∫
0
(k + ξ)1/m dξ  γ (v − k)+ω1/m.
Now, just as in [9, pp. 19–21] we can complete the proof of Theorem 1.3.
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