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ABSTRACT Folding and misfolding of the collagen triple helix are studied through molecular dynamics simulations of two
collagenlike peptides, [(POG)10]3 and [(POG)4POA(POG)5]3, which are models for wild-type and mutant collagen, respectively.
To extract long time dynamics from short trajectories, we employMarkov statemodels. By analyzing thermodynamic and kinetic
quantities calculated from the Markov state models, we examine folding mechanisms of the collagen triple helix and con-
sequences of glycinemutations.We ﬁnd that theC-to-N zipping of the collagen triple helixmust be initiated by a nucleation event
consisting of formation of three stable hydrogen bonds, and that zipping through a glycine mutation site requires a renucleation
event which also consists of formation of three stable hydrogen bonds. Our results also suggest that slow kinetics, rather than
free energy differences, is mainly responsible for the stability of the collagen triple helix.
INTRODUCTION
The collagen family is a group of structural proteins that
make up tissues such as bone, skin, and cartilage (1,2). The
deﬁning feature of the collagen family is the triple helical
structure composed of three chains wrapped around each
other. Each chain is made of repeating Gly-Xaa-Yaa triplets,
where the X and Y positions are often occupied by proline
and hydroxyproline, respectively. The presence of glycine in
every third position is crucial as glycine is the only amino
acid that is small enough to ﬁt in the narrow core of the triple
helix. Point mutations of these glycines lead to misfolding of
the triple helix, which in turn cause various diseases such as
osteogenesis imperfecta (brittle bone disease) (3).
The biosynthesis of collagen is a coordinated process
involving multiple stages (1,2). Here we focus on the stage
where three chains fold into a triple helix, which is where the
glycine mutations have the most impact (4). It is well
established that most collagens fold by a zipping mechanism
from the C-terminus toward the N-terminus, initiated by nucle-
ation of the triple helix structure near the C-terminus (1,2,5).
However, detailed mechanisms of folding and misfolding re-
main largely unknown.
The repetitive nature of collagen allows one to study short
collagenlike peptides instead of long native collagen mol-
ecules (e.g., human collagen I contains .1000 residues per
chain). Although there are many speciﬁc questions that need
to be addressed with native sequences, much can be learned
from the study of various collagenlike peptides. In fact, most
progress to date, experimental or computational, has been
made through the study of short collagenlike peptides. In this
article, we examine the folding process of two collagenlike
peptides, [(POG)10]3 and [(POG)4POA(POG)5]3, hereafter
referred to as POG and POG-A, respectively, using molec-
ular dynamics (MD) simulations. (O denotes hydroxypro-
line.) Fig. 1 shows schematic diagrams of these two peptides,
POG and POG-A, which model wild-type and mutant colla-
gen, respectively. By analyzing the folding processes of the
two peptides, we study the details of the folding mechanism
and identify the effect of glycine mutations.
Collagen folding is a very slow process. Even the folding of
small collagenlike peptides is too slow to be simulated in its
entirety within currently feasible times for atomistic simula-
tions. Therefore, we have adopted the approach of Markov
statemodels (MSMs) (6,7). The idea ofMSMs is to decompose
the entire conﬁguration space into a set of discrete states such
that transitions between the states can be simulated within a
practical timescale and that dynamics of the entire folding
process can be reconstructed in terms of those transitions. In the
following, we describe how we built MSMs from MD
simulations of POG and POG-A. The self-consistency
(Markovity, in particular) of the models obtained is checked
to ensure that they properly capture long time dynamics. By
analyzing these MSMs, we study the thermodynamics and
kinetics of folding and misfolding of the two peptides, paying
particular attention to the effect of the glycine mutation.
CONSTRUCTION OF MARKOV STATE MODELS
State assignment
The main force that holds three chains together in the triple
helical form comes from a network of backbone hydrogen
bonds, inwhich the nitrogen atomofGly forms ahydrogenbond
with the carbonyl group of Xaa located in a neighboring chain.
There are 29 such hydrogen bonds in POG or POG-A. Due to
fraying at the ends, the ﬁrst two and the last two hydrogen bonds
are unstable, and therefore we do not consider them in the state
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assignment. The remaining 25 hydrogen bonds are labeled 1–25
in the C-to-N direction (Fig. 1).
To examine the stability of these hydrogen bonds, we per-
formed 10-ns MD simulations (after 1 ns of initial equilibra-
tion) of POG and POG-A at 300 K starting with respective
folded structures. Initial coordinates of POG were generated
by the Gencollagen program (8) and those of POG-A were
taken from a crystal structure (9). Termini were capped with
acetyl and N-methyl groups. Initial structures of the two
peptides are shown in Fig. 1. Hydrogen-bond distances, de-
ﬁned to be nitrogen-oxygen distances, measured from these
simulations are shown in Fig. 2. In POG, all the 25 hydrogen
bonds are more or less equally stable, with median distances
at ;3.1 A˚. In POG-A, the Gly/Ala mutations destabilize
hydrogen bonds near the mutation sites.
A folding event of a short collagenlike peptide may
proceed in either N-to-C or C-to-N direction. Our focus here,
however, is only the C-to-N mechanism, and therefore we
assign states as follows. A hydrogen bond is considered formed
when the nitrogen-oxygen distance is ,4 A˚. (Angles are also
relevant for hydrogen bonds. But, for simplicity, we only use
the nitrogen-oxygen distance as the criterion for hydrogen-
bond formation.) State n (n ¼ 1, . . . ,25) represents the stage
of folding in which n consecutive hydrogen bonds have been
formed by the C-to-N zipping mechanism. (One could
contemplate including state 0, in which no hydrogen bonds
are formed. The 0/1 transition, then, would have to include
the association process that brings three chains together.) For
example, state 25 indicates a complete helix with all the
hydrogen bonds formed, and state 13 a half helix.
However, it is nontrivial to apply this state assignment
consistently to both POG and POG-A. The difﬁculty lies in
that hydrogen bonds near the mutation sites in POG-A are
unstable (Fig. 2). For example, consider a conformation of
POG-A in which hydrogen bonds 1–11 are formed, 12–14
are broken, and 15–25 are formed. This is a typical con-
formation observed in MD simulations starting with a fully
folded structure of POG-A, and thus should be assigned to
state 25, corresponding to the fully folded state. Merely
counting the number of hydrogen bonds will lead to the
wrong assignment. Therefore, we assign states by identi-
fying the front line of folding (the front-line rule), where the
front line is deﬁned to be the location of the two consecutive
hydrogen bonds formed closest to the N-terminus, except of
course for state 1 for which we cannot but deﬁne the front line
in terms of a single hydrogen bond. For example, if hydrogen
bonds 21 and 22 are the two consecutive ones formed closest
to the N-terminus, state 22 is assigned. (Identifying the front
line as the single hydrogen bond formed closest to the
N-terminus turned out to be too susceptible to ﬂuctuations.)
FIGURE 1 Collagenlike peptides, POG ¼ [(POG)10]3 and POG-A ¼
[(POG)4POA(POG)5]3. The schematic diagram in the middle shows the
network of backbone hydrogen bonds that stabilizes the triple helix. Chain
3 is shown in duplicate. Hydrogen bonds that are included in the state as-
signment are labeled from 1 to 25, which also indicates the order of hydrogen-
bond formation according to the C-to-N zipping mechanism. The molecular
ﬁgures (made with VMD) represent the backbone conformation of POG
(left) and POG-A (right). Three chains are colored differently: chain 1, red;
chain 2, green; and chain 3, blue. In POG-A, a slight bulge is noticeable
around the Gly/Ala mutation sites.
FIGURE 2 Hydrogen-bond distances of the folded structures of POG
(thick line) and POG-A (thin line). Hydrogen bonds are labeled as in Fig. 1.
Hydrogen-bond distances are deﬁned to be nitrogen-oxygen distances. Shown
are 95% intervals around medians (circles), obtained from 10-ns simulations
starting with a fully folded structure of each peptide.
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MD simulations—restrained unfolding
and refolding
To generate conformations that belong to various states, we
performed unfolding simulations with 25 different restrain-
ing schemes (Fig. 3). In each unfolding simulation, the back-
bone atoms (N, Ca, and C) below a certain boundary were
restrained to the initial triple helix structure by harmonic po-
tential with spring constant 10 kcal/mol/A˚2, and the system
was simulated for 1 ns at a high temperature (T¼ 500 K) and
a high dielectric constant (e¼ 100). The combination of a high
temperature and a high dielectric constant breaks hydrogen
bonds and scrambles three chains, but the restrained parts
remain in the triple helix conformation. In this way, confor-
mations for various states are generated. (The nth restraining
scheme generates conformations for state n.) For each re-
straining scheme, 700 unfolding simulations were performed
with different initial velocities sampled from the Boltzmann
distribution. Accordingly, we obtained a total of 253 700¼
17,500 conformations for each peptide. Typical conforma-
tions of a few states are shown in Fig. 4.
Using as initial coordinates the 17,500 conformations ob-
tained from the above restrained unfolding simulations, we
performed refolding simulations for 100 ns at the room tem-
perature (T ¼ 300 K) and the standard internal (e ¼ 1) and
external (e ¼ 78.5) dielectric constants without any re-
straints. Initial velocities were sampled from the Boltzmann
distribution. Total simulation time for refolding would be
17,5003 100 ns ¼ 1750 ms for each peptide, but due to the
heterogeneous nature of distributed computing, not all the
trajectories reached 100 ns. The actual data analyzed here
amounts to 933 ms for POG and 1229 ms for POG-A. As
described in Estimating Transition Probabilities, theMarkov
analysis allows us to use trajectories of different lengths.
We performed all MD simulations using the AMBER 8
molecular simulation package (10) with the AMBER 99 force
ﬁeld (11). For hydroxyproline, we used the parameters
developed in the literature (12). A modiﬁed generalized Born
method (13) (with the cutoff distance of 1.6 nm for the
calculation of Born radii and nonbonded interactions) was
used as an implicit water model, and temperature was con-
trolled using Langevin dynamics (using the leapfrog integra-
tor) with the viscosity, i.e., collision frequency, of 1.0/ps. This
choice of low viscosity (compared to the viscosity of water,
;90/ps) was necessary to speed up transitions between states;
even with this low viscosity, many trajectories stay in the
same state over the course of 100 ns. We compensate for the
low viscosity when we estimate kinetic quantities. Ther-
modynamic quantities do not depend on the choice of viscos-
ity. All bonds that involve hydrogen atoms were constrained
with the SHAKE algorithm (14), which allowed a time step of
2 fs. Restrained unfolding and refolding simulations were
performed on the Folding@Home distributed computing
network.
Estimating transition probabilities
The ﬁnal step in MSM construction is to estimate transi-
tion probabilities from the refolding trajectories. First, MD
trajectories are turned into sequences of states, known as
FIGURE 3 Restraining schemes for unfolding simulations. The arrows in-
dicate the parts that were restrained during unfolding simulations. We per-
formed unfolding simulations with 25 different restraining schemes; three of
them are shown in this ﬁgure.
FIGURE 4 Typical conformations of POG for states 7, 13, and 19. Made
with VMD (26).
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Markov chains. Along each trajectory, observations are
made to identify which state the system resides in, with the
lag time tlag between observations. In this work, we have
used 10 different lag times, tlag ¼ 1,2, . . . ,10 ns. More
details on the generation of Markov chains can be found in
the Appendix.
Then, from the entire set of Markov chains, transition
counts N(j/i), i.e., the total number of occurrences of the
j/i transition, are obtained. And transition probabilities
u(ijj), i.e., the probability of observing the system in state i at
the next step (tlag later) given that it is presently in state j, are
estimated from the transition counts. A transition probability
matrix u(ijj) constitutes an MSM. We use Bayesian inference
for the estimation of transition probabilities from transition
counts. Bayesian inference yields distributions of u from
whichwe can obtain not only point estimates but uncertainties
of estimates as well. The error bars shown in the following
ﬁgures were obtained in this way. More details on Bayesian
inference can be found in the Appendix and in the literature
(15,16).
One advantage of the Markov analysis is that trajectories
of different lengths can be used together. Once we decide
how to assign states and choose a lag time, the only infor-
mation that is needed in constructing an MSM is transition
counts. Therefore, trajectories of any lengths can be used as
long as they are long enough to yield nonzero transition counts.
ANALYSIS OF MARKOV STATE MODELS
Self-consistency check—verifying Markovity
The validity of an MSM hinges on the assumption that
transition probabilities do not depend on the past history of
visited states,
uðijjÞ ¼ uðijj)k)l) . . .Þ for all i; j; k; l; . . . ; (1)
which is known as Markovity, hence the name Markov state
model. For veriﬁcation of Markovity, various methods have
been suggested such as the eigenvalue test (7) and the
entropy test (17). However, it turns out that, due to the
complexity of our problem, the amount of data we have is
not sufﬁcient to get deﬁnitive answers from these rigorous
tests (uncertainties of eigenvalues and entropies are too large).
Therefore, we turned to a heuristic approach.
Markovity is deﬁned with respect to a certain choice of state
assignment and lag time. Accordingly, an MSM can be im-
proved (in the sense of Markovity) by reﬁning states or choos-
ing a longer lag time. (Another element of MSM is the order.
An MSM can be improved by incorporating higher order
transition probabilities, e.g., second order u(ijj ) k), third
order u(ijj) k) l), and so on.) Suppose there is a quantityQ
that we want to estimate through the Markov analysis. As we
make further improvements on our MSM, the model will
become more Markovian and the estimate ofQ will converge.
Therefore, insteadof attempting to establishMarkovity through
rigorous tests, which is very difﬁcult for systems of high
complexity, we can simply monitor the estimate of Q as we
make improvements. If the estimate of Q has converged, we
consider our MSM adequate for the estimation of Q. Notice
that an MSM adequate for Q may be inadequate for another
quantity Q9.
Below we examine thermodynamic and kinetic quantities
using MSMs. For each quantity, we perform a self-consistency
check by monitoring how much the corresponding estimate
changes over 10 different lag times, tlag ¼ 1,2, . . . ,10 ns,
and then discuss implications of our results on the folding
mechanism of POG and POG-A, thereby identifying the
effects of the Gly/Ala mutations.
Thermodynamics—free energy proﬁle
From an MSM, namely from a transition probability matrix
u(ijj), a free energy proﬁle is calculated as
GðnÞ ¼ kBT logfðnÞ1C; (2)
where f(n) is the stationary probability obtained by solving
+
j
uðijjÞfðjÞ ¼ fðiÞ: (3)
For the arbitrary constant C, we choose C ¼ 0 in all our
calculations. Recall that Bayesian inference yields a distri-
bution of the transition matrix u. From this distribution, we
sample 100 transition matrices and calculate G(n) from each.
Thus, we obtain a set of 100 different free energy proﬁles.
From this set, we take the median as a point estimate and the
95% symmetric interval about the median as an error bar.
Fig. 5 shows the free energy proﬁles for POG and POG-A
with respect to 10 different lag times, tlag ¼ 1,2, . . . ,10 ns.
Overall, no signiﬁcant change is noticed over the different
lag times, and the error bars are fairly small (mostly ,0.5
kcal/mol) except for n ¼ 1 and 2. (The large error bars at
n ¼ 1 and 2 are due to the lack of transition counts involving
those states. Many simulations starting in state 2 quickly go
to state 1 or 3. And many of those starting in state 1 quickly
lose the last hydrogen bond and move out of our state space.)
It seems that the estimates of free energy have converged and
that our MSMs pass the self-consistency check as far as free
energy is concerned.
The free energy proﬁle for POG (Fig. 5 a) displays three
distinct regions. There is a barrier located at n ¼ 2, which
indicates the difﬁculty of folding when there are not enough
hydrogen bonds already formed. With two hydrogen bonds
formed (state 2), the triple helix is unstable and can easily go
back to state 1. It is only after forming three hydrogen bonds
that zipping can proceed.Remembering that there are twomore
hydrogen bonds at the C-terminal end that were not included in
our state assignment because they are unstable,we state that the
folding of collagen requires a nucleation of three stable
hydrogen bonds. For states 3–21, the free energy decreases
more or less linearly by the amount of 2 kcal/mol (0.1 kcal/mol
per step), which we identify as zipping. The rest (states 21–25)
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is uphill, indicating the difﬁculty of folding the last several
hydrogen bonds due to the fraying effect at the N-terminal
end. In summary, we characterize regions of the free energy
proﬁle for POGas nucleation (state 1–3), zipping (state 3–21),
and fraying (state 21–25).
Many things happen when folding propagates by the C-to-
N zipping mechanism: hydrogen bonds are formed, water
molecules are rearranged (this is only implicitly modeled in
our simulations; see MD Simulations—Restrained Unfold-
ing and Refolding), three chains are locked into a triple
helical conformation, and so on. All these contribute to the
free energy decrease of 0.1 kcal/mol per step during the
zipping process. This value of free energy decrease,
however, suggests rather marginal stability of the collagen
triple helix against thermal ﬂuctuations. (Notice that kBT ¼
0.6 kcal/mol at 300 K.) We will revisit the issue of stability in
the next section.
We now examine the effect of the Gly/Ala mutations on
the free energy proﬁle. As can be seen in Fig. 5 b, the free
energy proﬁles of POG and POG-A can be made to overlap
over states 1–12 by shifting them relative to each other. With
a different shift, they overlap over states 18–25. (Recall that
a free energy proﬁle can be vertically shifted by an arbitrary
amount by changing the constant C. Also note that we
compare two free energy proﬁles, G(n) ¼ kBT log f(n) 1
C for the POG peptide and G9(n)¼ kBT log f9(n)1 C9 for
the POG-A peptide. The constants C and C9 could be ﬁxed
by specifying a standard state, but that is not necessary for
our purpose. The comparison we make is based on the
equivalency of states—state n represents the same stage of
folding for either POG or POG-A. We compare, for example,
G(7) – G(6) and G9(7) – G9(6), for which the values of C and
C9 are irrelevant. The choice of C ¼ C9 ¼ 0 is entirely
arbitrary and has no implication for our comparison of the
two free energy proﬁles.) This indicates that the effect of the
mutations on the free energy is localized on states 13–17.
The mutations affect not only the hydrogen bonds 13–15 that
are directly connected with the mutant residues (Fig. 1) but
also two more hydrogen bonds toward the N-terminus. The
free energy proﬁle of POG-A in this region appears to be a
barrier, and we interpret it as renucleation. This renucleation
requires formation of three stable hydrogen bonds (16–18)
just as the initial nucleation at the C-terminal end. Summa-
rizing, we characterize regions of the free energy proﬁle for
POG-A as nucleation (states 1–3), zipping (states 3–12),
renucleation (states 12–18), zipping (states 18–21), and
fraying (states 21–25).
One might expect renucleation to be easier than nuclea-
tion, since in renucleation three chains are already held
together. In this work, however, we do not address the asso-
ciation process that brings three chains together, as indicated
by the exclusion of state 0. That is, the initial nucleation is also
considered to take place after three chains have been al-
ready associated. Therefore, it is not surprising that our results
indicate renucleation is not easier than nucleation (Fig. 5).
Perhaps, it is no coincidence that triple-helix nucleation
requires formation of three consecutive hydrogen bonds. As
illustrated in Fig. 6 a, three hydrogen bonds are needed to
hold three chains together, which suggests that three is nec-
essary. And our results show that three is also sufﬁcient, at
least in the case of the collagenlike peptides considered here.
In a deletion experiment of Bulleid et al. (18), it was found
that a minimum of two imino-rich tripeptide units at the
C-terminal end are required for nucleation to occur. The rigidity
of imino acids stabilizes the collagen triple helix since the
f-angles of proline and hydroxyproline are optimal for forming
the triple helix structure (12,19,20). As Fig. 6 b suggests, one
imino-rich tripeptide unit encloses two hydrogen bonds, but
the third hydrogen bond is not totally surrounded by the
imino-rich environment. Two such units (Fig. 6 c), however,
enclose ﬁve hydrogen bonds. It appears that the result of this
deletion experiment is consistent with our conclusion that
FIGURE 5 Free energy proﬁle G(n). (a) POG. (b) POG-A. In each panel,
there are 10 graphs of G(n) obtained with 10 different lag times, tlag ¼
1,2, . . . ,10 ns. The graphs for the shortest (1 ns) and the longest (10 ns) lag
times are shown in blue and red, respectively. And the other eight graphs are
shown in black. The error bars indicate 95% Bayesian intervals around
medians. We characterize free energy regions in terms of nucleation (N),
zipping (Z), and fraying (F). In panel b, for comparison, G(n) for POG—the
average of the 10 graphs in panel a—is shown as two dashed lines; the upper
line is placed such that it matches the POG-A graph on the right, and the
lower line is placed such that the match happens on the left.
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triple-helix nucleation consists of formation of three con-
secutive stable hydrogen bonds.
252010 15
state n
5
5
FIGURE 7 Mean dwell time Tdwen(n). (a) POGo (b) POG-A. In each panel,
there are 10 graphs of T dwen(n) obtained with 10 different lag times, Tlag =
1,2, ... ,10 ns. The graphs for the shortest (1 ns) and the longest (IOns) lag
times are shown in blue and red, respectively. And the other eight graphs are
shown in black. The error bars indicate 95% Bayesian intervals around
medians.
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fraying (states 21-25).) The mean first passage time
TMFPT(i ---+ j) is calculated by solving
While the mean dwell time represents local kinetics at each
state, the mean folding time represents global kinetics. As in
the previous section, we sample 100 transition matrices from
the distribution produced by Bayesian inference, and calcu-
late these kinetic quantities from each. We take the median as
a point estimate and the 95% interval as an error bar.
Figs. 7 and 8 show the estimates of T dwell(n) and Tfold. To
compensate for the low viscosity (1.0/ps) used in our MD
simulations, we multiplied each estimate by a factor of 10 as
suggested by Zagrovic and Pande (21); the results shown in
Figs. 7 and 8 include this correction. While estimates of free
energy have more or less converged, estimates of these
kinetic quantities have not fully converged with respect to the
lag time, although they do show trends of convergence.
Accordingly, we only draw conclusions that are invariant
over different lag times.
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We define the mean folding time to be the mean first passage
time from state 3 to state 21,
Tfold = TMFPT(3---+21), (5)
with a reflecting boundary condition imposed at state 3, i.e.,
()(ili) = 0 for i < 3 andj 2: 3. (Note that we define Tfold to be
TMFPT(3 ---+ 21), instead of TMFPT(l---+ 25), to make muta-
tional effects more noticeable. The change in TMFPT(l ---+ 25)
due to the Gly ---+ Ala mutations is almost unnoticeable since
TMFPT(l ---+ 25) is dominated by nucleation (states 1-3) and
FIGURE 6 Nucleation of the triple helix. (a) Nucleation consists offonna-
tion of three consecutive hydrogen bonds that hold the three chains together.
(b) One imino-rich tripeptide unit encloses two hydrogen bonds. (e) Two
consecutive imino-rich tripeptide units enclose five hydrogen bonds.
Kinetics-mean dwell time and mean
folding time
To understand the kinetics of the folding of POG and POG-
A, we examine two quantities: the mean dwell time T dwell(n)
and the mean folding time Tfold. (Note that construction of an
MSM erases dynamics at timescales that are shorter than the
lag time. Therefore, an MSM can give reliable results for
kinetics only if the timescale of interest is much longer than
the lag time, which seems to be the case here. Thermody-
namic properties are safe from this issue.) The mean dwell
time T dwell(n) is the average amount of time the system
spends in state n before making a transition to any other state,
and indicates the kinetic stability of each state. It is
calculated from a transition matrix () by
( )
Tlag
Tdwell n = 1 _ ()(nln) (4)
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The mean dwell time shown in Fig. 7 indicates the kinetic
stability of each state. Comparing with Fig. 5, low free energy
regions roughly correspond to long dwell-time regions, and
high free energy regions to short dwell time regions. Overall,
many states have long dwell times on the order of micro-
seconds. In Thermodynamics—Free Energy Proﬁle, we dis-
cussed the stability of the collagen triple helix based on the
free energy proﬁle. We get a more complete view of the sta-
bility by considering the free energy proﬁle and the mean
dwell time together. Free energy decreases only by 0.1 kcal/
mol per step during the zipping process, which indicates only
marginal stability of hydrogen bonds. In fact, surprisingly
low melting temperatures of collagen also points to the same
conclusion (22). The mean dwell time, on the other hand,
suggests that the system stays in the same state for micro-
seconds. It appears that the stability of the collagen triple
helix comes from slow kinetics rather than free energy dif-
ferences. That is, for collagen, kinetic stability seems to be
the dominant factor. A related conclusion was drawn byMiles
and Bailey (23).
As can be seen in Fig. 8, the presence of the Gly/Ala
mutations increases the mean folding time, although the large
error bars make it difﬁcult to estimate the exact amount of
increase. In POG-A, due to its imino-rich nature, renucleation
occurs immediately after the mutation site. In native collagen
containing a mutation, on the other hand, the next available
renucleation domain may be located further down from the
mutation site. The delay in folding of mutant collagen se-
quences from patients of Osteogenesis imperfecta was found
to be on the order of minutes (24). It is natural to expect a
correlation between the delay in folding and the distance
between the mutation site and the next available renucleation
domain, although the precise relationship is unknown (25).
CONCLUSIONS
We have studied the thermodynamics and the kinetics of fold-
ing of collagenlike peptides, POG and POG-A, using Markov
analyses of MD simulations. We ﬁnd that the C-to-N zipping of
the collagen triple helix must be initiated by a nucleation event
consisting of formation of three stable hydrogen bonds, and that
zipping through a glycine mutation site requires a renucleation
event which also consists of formation of three stable hydrogen
bonds.Our results also suggest that slowkinetics, rather than free
energy differences, is mainly responsible for the stability of the
collagen triple helix. The next step is to explore the folding
process of native collagen sequences and examine the effects
of mutations associated with genetic diseases, for which the
methodology and the outcome of this study will provide useful
guidance.
The MSM analysis of MD simulations allows one to extract
long time dynamics from short trajectories, and can bridge the
timescale gap between simulations and experiments. It is a ge-
neral tool that canbe applied to various problems.Especially, the
methodology presented here will ﬁnd its most natural appli-
cations in problems for which a one-dimensional state space can
be effectively deﬁned, e.g., DNA zipping/unzipping, formation
of coiled coil structures, formation of ﬁbrous structures, etc.
APPENDIX
Generation of Markov chains
State assignment (or state decomposition) is often the most delicate matter in
MSM construction. For a MSM to be successful, each state must correspond
to ametastable region in the conﬁguration space; otherwise, rapid ﬂuctuations
at state boundaries will plague the analysis. In general, however, it is difﬁcult
to identify metastable regions a priori. Our state assignment is based on
formation of hydrogen bonds, which may not necessarily correspond to
metastable regions in conﬁgurational space. Therefore, to smooth out rapid
ﬂuctuations at state boundaries, we employed the following scheme.
In refolding simulations, coordinates were saved every 100 ps, from
which we obtain sequences of states by applying the state assignment rule
described in State Assignment. We then divide each sequence into nano-
second blocks; the ﬁrst block contains the ﬁrst 10 states, and so on. From
each block of 10 states, we pick one state by majority rule. (In case of a tie,
we simply exclude that block from the analysis. This did not affect the
results considerably since ties were rare.) Consequently, we obtain se-
quences of states with the time interval of 1 ns, from which we generate
Markov chains with respect to various lag times. For example, a Markov
chain with respect to tlag ¼ 2 ns is generated by taking every other state from
the 1-ns sequence. The process of picking one state out of 10 by majority
rule smoothes out rapid ﬂuctuations at state boundaries.
Bayesian inference of transition probabilities
and the choice of the prior distribution
Bayesian inference for the estimation of transition probabilities u(ijj) from
transition counts N(j/i) operates according to Bayes’ theorem:
PðujNÞ ¼ PðNjuÞPðuÞR
duPðNjuÞPðuÞ: (7)
Here P(u) is the prior distribution that represents our knowledge of u before
seeing the data N, P(Nju) is the likelihood of observing the data N given the
parameter u, and P(ujN) is the posterior distribution that represents our
estimate of u based on the prior distribution and the data. The likelihood is
given as a multinomial distribution:
FIGURE 8 Mean folding time tfold[ tMFPT(3/21) calculated with 10 dif-
ferent lag times, tlag ¼ 1,2, . . . ,10 ns. (Solid line, POG; dashed line, POG-A.)
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PðNjuÞ ¼
Y
j
½+
i
Nðj/iÞ!Q
i Nðj/iÞ!
Y
i
uðijjÞNðj/iÞ
( )
: (8)
For the prior distribution, we choose a Dirichlet distribution,
PðuÞ ¼
Y
j
Gð+
i
aijÞQ
i GðaijÞ
Y
i
uðijjÞaij1
" #
dð+
i
uðijjÞ  1Þ
( )
;
(9)
where aij are the parameters that specify a particular Dirichlet distribution.
The advantage of using a Dirichlet distribution is that the resulting posterior
distribution is also a Dirichlet distribution; namely, as one can verify from
the above three equations,
PðujNÞ ¼
Y
j
Gð+
i
a9ijÞQ
i Gða9ijÞ
hY
i
uðijjÞa9ij1
i
dð+
i
uðijjÞ  1Þ
( )
;
(10)
where a9ij ¼ aij1Nðj/iÞ.
We still need to choose aij to specify a prior distribution. Unless one has a
signiﬁcant amount of prior information on u, typical choices are broad
distributions such as the uniform distribution (aij¼ 1) and Jeffreys’ invariant
distribution (aij ¼ 1/2). These distributions allow a nonzero transition
probability u(ijj) even if the j/i transitionwas never observed [N(j/i)¼ 0],
which is reasonable in most cases since having no transition count in a ﬁnite
amount of data never guarantees that the transition probability is actually zero.
In our case, however, some states (e.g., state 1 and 25) are so far apart from
each other that transition probabilities between them should be virtually zero
with respect to the range of lag times we consider (1;10 ns). Therefore, we
choose aij ¼ 0. This distribution is classiﬁed as improper because it is not
normalizable. It can be interpreted, however, as a limit of proper distributions:
aij/0
1. Under this prior distribution, if j/i transition was never observed,
the posterior distribution assigns u(ijj) to be strictly zero. This choice of prior
distribution can be considered as a way of incorporating into the prior
distribution our prior information about the system, i.e. that some states are far
apart from each other.
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