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Abstract—This paper presents a general approach to dis-
tributed detection in sensor networks in scenarios with noisy
communication links between the sensors and the fusion center
(or access point, AP). The sensors are independent and observe
a common phenomenon. While in most of the literature the
performance metrics usually considered are missed detection and
false alarm probabilities, in this paper we follow a Bayesian
approach for the evaluation of the probability of decision error
at the AP. We ﬁrst derive an optimized fusion rule at the AP
in a scenario with ideal communication links. We then consider
the presence of noisy links and model them as binary symmetric
channels (BSCs). In this case, we show that if the noise intensity
is above a critical level (i.e., the cross-over probability of the BSC
is above a critical value), the probability of decision error at the
AP reduces when the AP selectively discards the information
transmitted by the sensors with noisy links. We will also show
that use of multiple observations at the sensors can be traded
for increased robustness against channel impairments in the
communication links.
I. INTRODUCTION
Distributed detection has been an active research ﬁeld for
a long time [1]. In particular, several approaches have been
proposed to study this problem, in the realms of information
theory [2], target recognition [3], [4], and several other areas.
The increasing interest, over the last decade, for sensor net-
works, has spurred a signiﬁcant research activity on distributed
detection techniques in this context [5]–[8].
In recent years, wireless sensor networks are becoming
more common, as, for example, in terrain monitoring ap-
plications [9]. In a wireless communication scenario, links
between sensors and the access point (AP) are likely to be
faded [10]. In this case, most of the results proposed in the
literature are not immediately applicable, since they are based
on the assumption that communication links between sensors
and AP are “ideal,” i.e., the information transmitted by sensors
is received correctly by the AP. The characteristics (in terms
of capacity) of the multiple access radio channel in wireless
sensor networks are taken into account in [11], where optimal
conﬁgurations for decentralized detection are studied.
In this paper, we ﬁrst revisit the basic principles of dis-
tributed detection with binary decisions at the sensors. In
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order to model a scenario where some of the links between
sensors and AP are non-ideal (e.g., some of links in a wireless
sensor network may be faded), we assume that a link can
be modeled as a binary symmetric channel (BSC) [12]. We
show that selective elimination of noisy links may lead to
a performance improvement when the cross-over (or bit-
ﬂipping) probability of the BSC increases. In particular, for
each value of the common signal-to-noise ratio (SNR) at the
sensors we determine a critical bit-ﬂipping probability which
discriminates between two network operating regimes: for
values of the bit-ﬂipping probability above this value, the best
performance is obtained when the AP excludes the sensors
with noisy links. We will also show that the use of multiple
observations at each sensor, as proposed in [13], increases
the robustness of the network against impairments in the
communication links. More precisely, increasing the number
of observations at the sensor increases the value of the critical
bit-ﬂipping probability discriminating for selective exclusion
of the sensors with noisy links. A strategy based on selective
exclusion of sensors with noisy links could be obtained by
using a clever medium access control (MAC) protocol at the
AP. Therefore, our results suggest that the use of a cross-layer
approach to the design of sensor networks with unreliable
communication links (e.g., wireless sensor networks) may be
an advantage.
This paper is structured as follows. In Section II, we provide
the reader with preliminaries on distributed detection princi-
ples, referring to a classical distributed detection scheme, with
parallel schedule. In Section III, the presence of noisy links,
modeled as BSCs, is considered, and the corresponding sensor
network performance, with single and multiple observations
at the sensors, is analyzed. Conclusions and future research
directions are presented in Section IV.
II. PRELIMINARIES ON DISTRIBUTED DETECTION
We consider a classical sensor network scenario where all
sensors are connected to a single AP [5]. Two main approaches
for combining the information gathered by multiple sensors
have been proposed.
• The ﬁrst approach is referred to as centralized: all sensors
observations are transmitted to a central processor that
performs a global decision.• The second approach is referred to as decentralized: each
sensor makes a local decision and transmits it to a fusion
processor, i.e., the AP, which makes the ﬁnal decision,
by applying a suitable fusion rule.
In this paper, all sensors make at least one observation of a
common binary phenomenon. In other words, we consider the
binary hypothesis signal detection problem [14], with statisti-
cally independent observations from sensor to sensor. We will
refer to the two hypotheses as H1 and H0, respectively. The
true hypothesis will be simply denoted as H. We will assume
that the two hypotheses are equally likely. The extension of
this work to the case of correlated sensors [15] is currently
under investigation.
We assume that there are N sensors. The discrete-time
observation at the i-th sensor can be expressed as
ri = yi + ni (1)
where
yi ,
 
0 if H0
s if H1
with i = 1,2,...,N. Assuming that the noise samples {ni}
are independent and identically distributed with the same
Gaussian distribution N(0,σ2), the common signal-to-noise
ratio (SNR) at each sensor can be deﬁned as follows:
SNRsensor ,
[E{yi|H1} − E{yi|H0}]
2
σ2 =
s2
σ2. (2)
For the sake of notation simplicity, in the remainder of the
paper we will assume that σ2 = 1, so that SNRsensor = s2.
We also assume that the SNR is the same at all sensors, i.e.,
the sensors are equivalent.
In a classical distributed detection parallel scheme, each
sensor makes an observation of the common phenomenon, de-
cides for one of the two hypotheses, and then sends its binary
decision, denoted as ui, to the AP. In general, the decision
rule at each sensor (common for all sensors) can be written as
ui = γ(ri), where γ( ) is a suitable decision function. Usually,
the communication link between each sensor and the AP is
ideal, i.e., the AP receives correctly the bit transmitted by each
sensor. In order to make a decision, the i-th sensor compares
the observation ri with a threshold value τ and computes a
binary decision, denoted by ui, as follows:
ui = γ(ri) =
 
1 if ri < τ
0 if ri > τ.
Obviously, γ(ri) = U(ri − τ), where U( ) is the unitary
step function. It is possible to show that this decision rule
is equivalent to a local likelihood ratio test [16]. In [17], it
is shown that selecting the same value of τ for all sensors is
an asymptotically (for large values of N) optimal choice for
minimizing the probability of incorrect decision. Moreover,
in [17] the author shows that even selecting the same value
of τ for a relatively small number N of sensors leads a
negligible performance loss with respect to optimal threshold
selection among the sensors. Motivated by this observation, in
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Fig. 1. Decision regions for majority-like fusion rules in the case with N = 2
sensors: OR (left) and AND (right). In the axes there are the local decisions
at the two sensors (u1 and u2), while within the diagram there is the ﬁnal
decision at the AP (u0).
the remainder of this paper we will assume that the threshold
value τ for local decision is the same for all sensors.
Once all sensors have made their local decisions {ui}, the
AP receives an array of N binary values, and makes a ﬁnal
decision u0 according to a fusion rule u0 = Γ(u1,...,uN).
As shown in the literature, the fusion rule must be based on a
binary monotonic increasing function of the decisions array of
length N [5]. Given N, even if there are 22
N
possible fusion
rules, one can limit herself/himself at investigating only binary
monotonic increasing functions [3], [5]. Under the assumption
that the SNR is the same at all sensors, these fusion rules can
be given the following general majority-like expression [18]:
Γ(u1,...,uN) =
 
1 if
 N
i=1 ui ≥ k
0 if
 N
i=1 ui < k
(3)
where k = 1,...,N. In general, if k = 1 the OR fusion rule
is obtained, while if k = N the AND fusion rule is obtained.
In a network with N = 2 sensors, only the OR and AND
fusion rules are possible and they are depicted in Fig. 1.
Provided that the fusion rule is in the form given by (3),
the key problem consists in determining the value of k that
minimizes the probability of decision error, deﬁned as
Pe , P{u0  = H}.
Based on our assumption of equally likely hypotheses
(P(H0) = P(H1) = 1/2), the probability of error can be
written as
Pe =
1
2
P(u0 = H0|H1) +
1
2
P(u0 = H1|H0). (4)
We now ﬁrst derive the expression for the probability of
decision error at the AP in a simple scenario with N = 2
sensors, and we thus generalize it to the case with N > 2
sensors.
A. Probability of Error with N = 2 Sensors
By applying the total probability theorem and recalling the
independence among the sensors, after proper manipulationsthe probability of error (4) can be expressed as
Pe =

   
   
1
2[1 − Φ(τ)]2 + Φ(τ − s) − 1
2Φ2(τ − s)
AND rule
1
2[1 − Φ(τ)]2 + [1 − Φ(τ)]Φ(τ) + 1
2Φ2(τ − s)
OR rule
(5)
where Φ(x) , 1 √
2π
  x
−∞ e−
y2
2 dy. The expressions in (5)
depend on the threshold τ and on s =
√
SNR. For a given
value of s, one can ﬁnd numerically the best threshold value
by minimizing the probability of error with respect to τ. The
best numerical value for τ depends on the decision rule (either
AND or OR). However, it can be shown that the corresponding
probability of error is the same in both cases: this is due to
the symmetry of the rules, with respect to all possible errors,
conditionally on the hypothesis.
B. Probability of Error with N ≥ 2 Sensors
In the general case with N ≥ 2 sensors, the two terms at
the right side of (4) can be written as
P(u0 = H0|H1)
= P{less than k sensors decide for H0|H1}
=
k−1  
i=0
 
N
i
 
[1 − Φ(τ − s)]iΦN−i(τ − s) (6)
P(u0 = H1|H0)
= P{at least k sensors decide forH1|H0}
=
N  
i=k
 
N
i
 
[1 − Φ(τ)]iΦ(N−i)(τ). (7)
Therefore,
Pe =
1
2
k−1  
i=0
 
N
i
 
[1 − Φ(τ − s)]iΦN−i(τ − s)
+
1
2
N  
i=k
 
N
i
 
[1 − Φ(τ)]iΦN−i(τ). (8)
The behavior of the probability of error, as a function of
the threshold value τ, is shown in Fig. 2, in the case with
SNRsensor = 0dB. As one can observe from Fig. 2, for each
decision rule the probability of error is a quasi-convexfunction
of τ and has an absolute minimum. Numerically, one can
characterize the absolute minimum depending on the value
of N.
• N odd: the optimal value of τ is s/2; the best fusion rule
is the majority rule, i.e., k = ⌊N/2⌋ + 1.
• N even: between the optimal value for the threshold τ
and s/2 there is an offset that, in general, depends on (i)
the number of sensors N , (ii) the sensor SNR s2 and
(iii) the fusion rule. In particular, the best fusion rules are
obtained selecting k = N/2+1 (i.e., adopting a majority
rule) or k = N/2. For both fusion rules, by properly
selecting the threshold value τ the probability of decision
error is the same.
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Fig. 2. Probability of error, as a function of the threshold value τ, in a
scenario with N = 5 sensors and SNRsensor = 0 dB. Various values of k,
corresponding to different fusion rules, are shown.
As intuitively expected, it can be shown (the results are not
reported here for lack of space) that increasing the number
of sensors N and choosing the corresponding optimal fusion
rule, the performance (in terms of Pe) improves drastically.
III. SENSOR NETWORKS WITH NOISY COMMUNICATION
LINKS
While all previous results apply to a sensor network scenario
where the communication links between sensors and AP are
ideal, in a realistic scenario (e.g., a wireless sensor network)
it might happen that these links are noisy (e.g., they are
affected by fading). Studying such a scenario is difﬁcult, since
the presence of fading might create correlations among the
sensors [10]. The analysis and optimization of wireless sensor
networks is, therefore, a complicated problem. In order to
derive signiﬁcant insights into this problem, in the following
we consider a simple model for a noisy communication link.
A noisy link between a sensor and the AP is modeled
as a BSC with parameter p, corresponding to the cross-over
probability1 [19]. In other words, the bit transmitted by the
sensor has a probability p of being “ﬂipped.” The parameter
p will depend on the speciﬁc characteristics of the sensors-
AP communication links (e.g., modulation format, presence
of channel coding, presence of fading, detection strategy at
the AP, etc.). Assuming binary hard decision at each sensor, if
ui is the decision sent by the i-th sensor, the AP will receive
the following information:
ureceived
i =
 
ui with probability 1 − p
1 − ui with probability p.
We now extend the derivation of the probability of error
proposed in Section II in order to encompass the presence
1We remark that the sensor SNR, i.e., SNRsensor = s2, is the SNR at
each sensor relative to the local detection of the common phenomenon (or
state of nature). Each communication link between a sensor and the AP can
be characterized by an SNR at the AP. In this paper, however, we do not
explictly consider the communication link SNR, since we concisely describe
the communication link as a BSC, which is completely characterized by the
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Fig. 3. Probability of error, as a function of p, for different values of the
sensor SNR. The number of sensors is N = 3. The curve labeled “lower
bound” corresponds to the theoretical limit with SNRsensor = ∞.
of bit ﬂipping. More precisely, we want to evaluate the
ﬁnal probability of error (4) in a sensor network with noisy
communication links. We consider a majority-like fusion rule
as described in Section II-A, with optimized values of k and
τ. We ﬁrst consider a scenario where all N links are noisy.
Then, we generalize the obtained results to the case where
d ≤ N links are noisy.
A. Sensor Networks with All Noisy Communication Links
After proper algebraic manipulations, it is possible to show
that the ﬁrst term in the expression (4) for the probability of
decision error can be written as
P(u0 = H0|H1) = P{i < k sensors for H1|H1}
=
k−1  
i=0
 
N
i
 
P i
c1P
N−i
e1 (9)
where Pc1 = (1 − p)[1 − Φ(τ − s)] + pΦ(τ − s) and Pe1 =
1 − Pc1. Similarly, the second term of (4) can be written as
P(u0 = H1|H0) = P{i ≥ k sensors for H1|H0}
=
N  
i=k
 
N
i
 
P i
e2P
N−i
c2 (10)
where Pe2 = (1 − p)[1 − Φ(τ)] + pΦ(τ) and Pc2 = 1 − Pe2.
The probability of error (4) can then be evaluated nu-
merically, by using the derived expressions (9) and (10). In
particular, the probability of error depends on (i) the decision
threshold value τ at the sensors, (ii) the sensor SNR s2, and
(iii) the probability of bit-ﬂipping p.
In Fig. 3, the probability of error is shown as a function of
the bit-ﬂipping probability p, for various values of SNRsensor,
in a scenario with N = 3 sensors. As one can observe,
regardless of the sensor SNR, for increasing values of p the
probability of error becomes unacceptable. The lower bound
corresponds to a theoretical case where the sensor SNR is
inﬁnite. This lower bound, denoted as Pe−lb(p) (to underline
its dependence on the bit-ﬂipping probability p), can be given
the following analytical expression:
Pe−lb(p) = lim
s→∞
Pe
=
1
2
 
k−1  
i=0
 
N
i
 
(1 − p)ipN−i +
N  
i=k
 
N
i
 
pi(1 − p)N−i
 
.
From the results shown in Fig. 3, one can conclude that
increasing the sensor SNR beyond a critical threshold does
not lead to any signiﬁcant performance improvement, for any
value of p. This might have practical implications on the
design of sensors, in terms of their detection accuracy. In other
words, one should not increase the sensor sensitivity without
limit, but, rather, should ﬁnd the critical sensitivity at which
the ultimate theoretical performance is practically achieved.
B. Sensor Networks with a Generic Number of Noisy Links
We now extend the previous analysis to encompass the case
with a generic number d ≤ N of noisy links and, consequently,
N−d ideal links. The fusion rule is the majority-like rule given
in (3), with optimized value of k.
In order to evaluate the probability of error, we ﬁrst compute
the ﬁrst term on the right-hand side of (4), i.e., P(u0 =
H1|H0). Let us denote by de ≤ d the number of bit-ﬂipped
links associated to sensors in error, i.e., sensors which decide
for H1 when H0 has happened, and by ie ≤ N−d the number
of ideal links associated to sensors in error, i.e., sensors which
decide for H1 when H0 has happened. With these deﬁnitions,
the AP might make2 a ﬁnal erroneous decision if de +ie ≥ k,
with de ∈ {0,...,d} and ie ∈ {0,...,N − d}. Depending
on the relations between the integers N, k and d, one can
distinguish the following four cases, respectively: (a) d ≥ k,
N − d ≥ k, (b) d ≥ k, N − d < k, (c) d < k, N − d < k
and (d) d < k, N − d ≥ k. After tedious manipulations, the
expressions for P(u0 = H1|H0) in the considered four cases
are shown in Table I, where
PeH0 , P(u0 = 1|H0,p = 0) = 1 − Φ(τ)
and PcH0 = 1 − PeH0.
We then consider the second term on the right-hand side of
(4), i.e., P(u0 = H0|H1). In this case, the AP makes a ﬁnal
decision error when n ≤ k − 1 sensors decide for H1. Let us
deﬁne by dc and ic the number of sensors not in error (i.e.,
they decide for H0 even if H1 has happened) connected with
noisy and ideal links to the AP, respectively. A ﬁnal decision
error might happen if dc + ic ≤ k − 1, with dc ∈ {0,...,d}
and ic ∈ {0,...,N − d}. As for the computation of P(u0 =
H1|H0), four possible cases can be distinguished, depending
on the values of N, k and d: (a) d ≤ k − 1, N − d ≤ k − 1,
(b) d ≤ k −1, N −d > k −1, (c) d > k −1, N −d > k −1
and (d) d > k − 1, N − d ≤ k − 1, respectively. Extending
the previous analysis, one obtains the analytic expressions for
P(u0 = H0|H1) shown in Table II, where
PeH1 , P(u0 = H0|H1) = Φ(τ − s)
2The reader should observe that if a sensor is in error and the bit transmitted
to the AP is ﬂipped, then the bit actually received by the AP is correct.TABLE I
ANALYTIC EXPRESSIONS OF P(u0 = H1|H0) IN THE FOLLOWING FOUR CASES: (A) d ≥ k, N − d ≥ k, (B) d ≥ k, N − d < k, (C) d < k, N − d < k
AND (D) d < k, N − d ≥ k.
Case P(u0 = H1|H0)
(a)
Pk
de=0
h` d
de
´
P
de
e2 P
d−de
c2
PN−d
ie=k−de
`N−d
k−de
´
P
ie
eH0P
N−d−ie
cH0
i
+
Pd
de=k+1
` d
de
´
P
de
e2 P
d−de
c2 · U(d − k − 1)
(b)
Pk
de=k+d−N
h` d
de
´
P
de
e2 P
d−de
c2
PN−d
ie=k−de
`N−d
k−de
´
P
ie
eH0P
N−d−ie
cH0
i
+
Pd
de=k+1
` d
de
´
P
de
e2 P
d−de
c2 · U(d − k − 1)
(c)
Pd
de=k+d−N
h` d
de
´
P
de
e2 P
d−de
c2
PN−d
ie=k−de
`N−d
k−de
´
P
ie
eH0P
N−d−ie
cH0
i
(d)
Pd
de=0
h` d
de
´
P
de
e2 P
d−de
c2
PN−d
ie=k−de
`N−d
k−de
´
P
ie
eH0P
N−d−ie
cH0
i
TABLE II
ANALYTIC EXPRESSIONS OF P(u0 = H0|H1) IN THE FOUR CASES CORRESPONDING TO (A) d ≤ k − 1, N − d ≤ k − 1, (B) d ≤ k − 1, N − d > k − 1,
(C) d > k − 1, N − d > k − 1 AND (D) d > k − 1, N − d ≤ k − 1.
Case P(u0 = H0|H1)
(a)
Pd
dc=k+d−N
h` d
de
´
P
dc
c1 P
d−dc
e1
Pk−1−dc
ic=0
`N−d
ic
´
P
ic
cH1P
N−d−ic
eH1
i
+
Pk−1+d−N
dc=0
` d
dc
´
P
dc
c1 P
d−dc
e1
(b)
Pd
dc=0
h` d
de
´
P
dc
c1 P
d−dc
e1
Pk−1−dc
ic=0
`N−d
ic
´
P
ic
cH1P
N−d−ic
eH1
i
(c)
Pk−1
dc=0
h` d
de
´
P
dc
c1 P
d−dc
e1
Pk−1−dc
ic=0
`N−d
ic
´
P
ic
cH1P
N−d−ic
eH1
i
(d)
Pk−1
dc=k+d−N
h` d
de
´
P
dc
c1 P
d−dc
e1
Pk−1−dc
ic=0
`N−d
ic
´
P
ic
cH1P
N−d−ic
eH1
i
· U(N − d − 1) +
Pk−1+d−N
dc=0
` d
dc
´
P
dc
c1 P
d−dc
e1
and PcH1 = 1 − PeH1.
C. Exclusion of Sensors with Noisy Links
For increasing number of noisy links, it is possible to show
that the sensor network performance (in terms of probability
of decision error at the AP) degrades rapidly. At this point, one
might consider an “intelligent” AP, which neglects the deci-
sions of a sensor if the link is noisy. For example, in a wireless
sensor network, each sensor could send a pilot symbol to the
AP, which, consequently, could determine the status of the
corresponding link. Obviously, if some sensors are excluded,
there is a loss of information. Therefore, selective elimination
of the noisy links will lead to a performance improvement
depending on the value of p, i.e., on the probability of bit
ﬂipping over noisy links.
In general, given a particular sensor network structure (N
sensors and d noisy links), for each value of the sensor SNR
it is possible to determine the critical bit-ﬂipping probability
which discriminates between (i) using all sensors or (ii) using
only the subset of sensors with ideal links. In a network
scenario with N = 5 sensors and d = 2 noisy links, the critical
bit ﬂipping probability is shown, as a function of the sensor
SNR, in Fig. 4. The diagram has to be interpreted as follows.
Given a particular sensor network scenario with a given sensor
SNR and a particular value of p (which will depend on the
status of the channel between the sensor and the AP), one
determines the (SNRsensor,p) network operating point: if this
point falls above the critical curve, then the AP should neglect
the sensors with bit-ﬂipped links; otherwise, if this point falls
below the critical curve, then the AP should use all sensors.
For ease of understanding, we have also indicated the critical
(SNRsensor,p) operating points corresponding to a probability
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Fig. 4. Critical bit-ﬂipping probability p as a function of the sensor SNR,
relative to a sensor network with N = 5 sensors and d = 2 bit-ﬂipped links.
The curve divides two regions: in the above region the best performance is
obtained by selecting only the N − d = 3 non-bit-ﬂipped links, whereas in
the region below the sensor network works better using all N = 5 sensors.
of error between 10−2 and 10−6. For example, consider the
sensor SNR corresponding to Pe = 10−3: if p < 0.10, then
using all sensors will lead to a probability of error lower than
10−3; for p ≥ 0.10, the lowest possible probability of error
(equal to 10−3) is obtained by using only the sensors with
ideal links.
We remark that our results in Fig. 4 show that the critical
bit-ﬂipping probability decreases for increasing values of the
sensor SNR. In other words, whenever sensors are very
sensitive (i.e., the sensor SNR is high), then the presence of
even a low link noise has a signiﬁcant impact on the sensor
network performance—in fact, the best operating regime is
the one corresponding to selective elimination of the sensors0 5 10 15 20
SNRsensor [dB]
0
0.1
0.2
0.3
0.4
p
1 observation
2 observations
Fig. 5. Critical bit-ﬂipping probability p as a function of the sensor SNR,
relative to a sensor network with N = 5 sensors and d = 2 bit-ﬂipped links
with one and two observations per sensor, respectively.
with noisy links. On the constructive side, sensors which are
selectively excluded could be temporarily turned off (e.g., by
properly estimating the fade duration in a wireless communi-
cation scenario), prolonging the sensor network’s lifetime.
D. Multiple Observations at the Sensors
In [13], it has been shown that the use of multiple con-
secutive and independent observations at each sensor has
a beneﬁcial effect on the performance, i.e., it reduces the
probability of decision error at the AP. While in [13] multiple
observations have been considered for sensor networks with
ideal communication links, we now evaluate the effect of
multiple observations in sensor networks with noisy commu-
nication links. After tedious manipulations (not reported for
lack of space), it is possible to extend the previous analysis
(conducted in a scenario with single observations at the
sensors) and derive analytical expressions for the probability of
decision error at the AP. More precisely, in a sensor network
scenario with N sensors and d noisy communication links,
it is possible to evaluate the critical bit ﬂipping probability
which discriminates between (a) using all sensors and (b)
discarding the sensors with noisy communication links. The
critical bit ﬂipping probability curve is shown in Fig. 5, where,
for the sake of comparison, we have also shown the critical bit
ﬂipping probability curve of Fig. 4. It is immediate to observe
that the critical bit ﬂipping probability increases dramatically
when two observations per sensor are used (roughly speaking,
it doubles). In other words, our results suggest that use of
multiple observations (which comes at the cost of increased
delay in the ﬁnal decision and increased energy consumption
at the sensors and AP) makes the sensor network more robust
against impairments in the sensor-AP communication links.
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we have considered the problem of distributed
detection in sensor networks where some of the communica-
tion links between the sensors and the AP may be noisy. First,
we have revisited basic principles of distributed detection with
binary decisions at the sensors, discussing optimal fusion rules
at the AP. Then, we have introduced a simple BSC model
for noisy communication links between sensors and AP, and
we have analyzed the corresponding network performance, in
terms of probability of decision error at the AP. For each
value of the sensor SNR, we have shown the existence of
a critical bit-ﬂipping probability: for values higher than this
critical value, network performance is optimized by discarding
the decisions coming from sensors with noisy links; for values
of p lower than this critical value, network performance is
optimized by using the decisions from all sensors. Our results
show that the critical bit-ﬂipping probability is a monotoni-
cally decreasing function of the sensor SNR.
The different sensor network operating regimes, depending
on the number of noisy links and the noise intensity over such
links, could be forced by the use of a suitable MAC protocol
(with channel sensing) at the AP. We are currently working
on the design of a “smart” MAC protocol at the AP. We are
also extending our approach to encompass the presence of
quantization at the sensors.
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