In many applications it is important to be able to sample paths of SDEs conditional on observations of various kinds. This paper studies SPDEs which solve such sampling problems. The SPDE may be viewed as an infinite dimensional analogue of the Langevin SDE used in finite dimensional sampling. In this paper nonlinear SDEs, leading to nonlinear SPDEs for the sampling, are studied. In addition, a class of preconditioned SPDEs is studied, found by applying a Green's operator to the SPDE in such a way that the invariant measure remains unchanged; such infinite dimensional evolution equations are important for the development of practical algorithms for sampling infinite dimensional problems. The resulting SPDEs provide several significant challenges in the theory of SPDEs. The two primary ones are the presence of nonlinear boundary conditions, involving first order derivatives, and a loss of the smoothing property in the case of the preconditioned SPDEs. These challenges are overcome and a theory of existence, uniqueness and ergodicity developed in sufficient generality to subsume the sampling problems of interest to us. The Gaussian theory developed in Part I of this paper considers Gaussian SDEs, leading to linear Gaussian SPDEs for sampling. This Gaussian theory is used as the basis for deriving nonlinear SPDEs which effect the desired sampling in the nonlinear case, via a change of measure.
Introduction
The purpose of this paper is to provide rigorous justification for a recently introduced SPDE based approach to infinite dimensional sampling problems [SVW04, BRSV] . The methodology has been developed to solve a number of sampling problems arising from SDEs, conditional on observations.
The setup is as follows. Consider the SDE dX = A du + f (X) du + B dW x , X(0) = x − (1.1)
where f (x) = −BB * ∇V (x), V : R d → R, B ∈ R d×d is invertible and W x is a standard d-dimensional Brownian motion. We consider three sampling problems associated with (1.1): INTRODUCTION 2. bridge path sampling, to sample paths of (1.1) conditional on knowing X(1) = x + ;
3. nonlinear filter/smoother, to sample paths of (1.1), conditional on knowledge of (Y (u)) u∈[0,1] solving dY =ÃX dt +BdW y , Y (0) = 0 (1.2) whereÃ ∈ R m×d is arbitrary andB ∈ R m×m is invertible, and W y is a standard m-dimensional Brownian motion.
The methodology proposed in [SVW04] is to extend the finite dimensional Langevin sampling technique [RC99] to infinite dimensional problems such as those listed in 1. to 3. This leads to SPDEs which are ergodic and have stationary measure which solves the desired sampling problem. In this paper we provide a rigorous justification for this claim. The resulting SDPEs are of the form
and generalisations, where w is space-time white noise. For problem 1. the resulting SPDE is not a useful algorithmic framework in practise as it is straightforward to generate unconditioned, independent samples from 1. by application of numerical methods for SDE initial value problems [KP99] ; the Langevin method generates correlated samples and hence has larger variance in any resulting estimators. We include analysis of problem 1. because it contributes to understanding of subsequent SPDE based approaches. For problems 2. and 3. we believe that the proposed methodology is, potentially, the basis for efficient MCMC-based sampling techniques. In making such methods as efficient as possible, we are lifting ideas from finite dimensional Langevin sampling into our infinite dimensional situation. One such method is to use preconditioning which changes the evolution equation, whilst preserving the stationary measure, in an attempt to roughly equalise relaxation rates in all modes. This leads to SPDEs of the form
and generalisations, where w is space-time white noise. In the finite-dimensional case it is well-known that the invariant measure for (1.4) is the same as for (1.3). In this paper we will study the methods proposed in [BRSV] which precondition the resulting infinite dimensional evolution equation (1.3) by choosing G as a Green's operator. We show that equation (1.4), in its stationary measure, still samples from the desired distribution.
The analysis leads to several mathematical challenges. First, when we are not conditioning on the end-point, we get an SPDE with a non-linear boundary condition of the form ∂ u x(t, 1) = f (x(t, 1)) ∀t ∈ (0, ∞)
where f is the drift of the SDE (1.1). In the abstract formulation using Hilbert-space valued equations this translates into an additional drift term of the form f (x(t, 1))δ 1 where δ 1 is the delta distribution at u = 1. This forces us to consider equations with values in the Banach space of continuous functions (so that we can evaluate the solution x at the point u = 1) and to allow the drift to take distributions as values. Unfortunately the theory for this situation is not well-developed in the literature. Therefore we provide here proofs for the existence and uniqueness of solutions for the considered SPDEs. We also prove ergodicity of these SPDEs. A second challenge comes here from the fact that we consider the preconditioned equation (1.4). Since we want to precondition with operators G which are close to ∆ −1 it is not possible to use smoothing properties of the heat semigroup any more, and the resulting process no longer has the strong Feller property. Instead we show that the process has the recently introduced asymptotic strong Feller property (see [HM04] ) and use this to show existence of a unique stationary measure for the preconditioned case.
The paper is organised as follows. In section 2 we introduce the technical framework required to give sense to equations like (1.3) and (1.4) as Hilbert-space valued SDEs. The main results of this section are two theorems showing the global existence of solutions of these SDEs. In section 3 we identify a stationary distribution of these equations. This result is a generalisation of a result by Zabczyk [Zab88] ; the generalisation allows us to consider the Banach space valued setting required for the nonlinear boundary conditions, and is also extended to consider the preconditioned SPDEs. In section 4 we show that the stationary distribution is unique and that the considered equations are ergodic. This justifies their use as the basis for an MCMC method.
In the second part of the paper, we apply the abstract theory to derive SPDEs which sample conditioned diffusions. Section 5 outlines the methodology. Then, in sections 6, 7 and 8, we discuss the sampling problems 1., 2. and 3. respectively, proving the desired property for both the SPDEs proposed in [SVW04] , and the preconditioned method proposed in [BRSV] . In the case 2., bridges, the SPDE whose invariant measure is the bridge measure was also derived in one dimension in [RVE05] . In section 9 we give a heuristic way to derive SPDEs for sampling, which applies in greater generality than the specific set-ups considered here. Specifically we show how to derive the SPDE when the drift vector field in (1.1) is not of the form linear plus gradient; and for signal processing we show how to extend beyond the case of linear observation equation (1.2). This section will be of particular interest to the reader concerned with applying the technique for sampling which we study here. The gap between what we conjecture to be the correct SPDEs for sampling in general, and the cases considered here, points to a variety of open and interesting questions in stochastic analysis; we highlight these.
To avoid confusion we use the following naming convention. Solutions to SDEs like (1.1) which give our target distributions are denoted by upper case letters like X. Solutions to infinite dimensional Langevin equations like (1.3) which we use to sample from these target distributions are denoted by lower case letters like x. The variable which is time in equation (1.1) and space in (1.3) is denoted by u and the time direction of our infinite dimensional equations is denoted by t.
The Abstract Framework
In this section we introduce the abstract setting for our Langevin equations, proving existence and uniqueness of global solutions. We treat the non-preconditioned equation (1.3) and the preconditioned equation (1.4) separately. The two main results are Theorem 2.6 and 2.10. Both cases will be described by stochastic evolution equations taking values in a Banach space E embedded into a separable Hilbert space H. In our applications in the later sections the space H will always be the space of L 2 functions from [0, 1] to R d and E will be some subspace of the space of continuous functions.
The non-preconditioned case
In this subsection we consider semilinear SPDEs of the form
where L is a linear operator on H, the drift F maps E into E * , w is a cylindrical Wiener process on H, and the process x takes values in E. We seek a mild solution of this equation, defined precisely below.
Recall that a closed densely defined operator L on a Hilbert space H is called strictly dissipative if there exists c > 0 such that Re x, Lx ≤ −c x 2 for every x ∈ D(L). We make the following assumptions on L.
(A1) Let L be a self-adjoint, strictly dissipative operator on H which generates an analytic semigroup S(t). Assume that S(t) can be restricted to a C 0 -semigroup of contraction operators on E.
Since −L is self-adjoint and positive we can use the spectral theorem to calculate arbitrary powers of −L. For α ≥ 0 let H α denote the domain of the operator (−L) α endowed with the inner product
We furthermore define H −α as the dual of H α with respect to the inner product in H (so that H can be seen as a subspace of H −α ). Denote the Gaussian measure with mean µ ∈ H and covariance operator C on H by N (µ, C).
(A2) There exists an α ∈ (0, 1/2) such that H α ⊂ E (densely) and the Gaussian measure
This condition implies that the stationary distribution
is concentrated on E.
Under assumption (A2) we have the following chain of inclusions:
Each of the corresponding inclusion maps is a linear map defined on the whole space and thus is bounded and continuous. Therefore we can, for example, find a constant c with x E * ≤ c x E for all x ∈ E. Later we will use the fact that, in this situation, there are constants c 1 and c 2 with
We start our study of equation (2.1) with the following, preliminary result which shows that the linear equation takes values in E.
Lemma 2.1 Assume (A1) and (A2) and define the H-valued process z by the stochastic convolution
where w is a cylindrical Wiener process on H. Then z has an E-valued continuous version. Furthermore, its sample paths are almost surely β-Hölder continuous for every β < 1/2 − α. In particular, for such β there exist constants C p,β such that
5)
for every t ≤ 1 and every p ≥ 1.
Proof. Let ι be the inclusion map from H α into E. Since
we find that ιι * x = (−L) −2α x for all x ∈ H. Thus (A2) implies that ιι * is the covariance of a Gaussian measure on E, which is sometimes expressed by saying that the map ι is γ-radonifying.
The first part of the result then follows directly from [BvN00, Theorem 6.1]. Conditions (i) and (ii) there are a direct consequence of our assumptions (A1) and (A2). Condition (iii) there states that the reproducing kernel Hilbert space H t associated to the bilinear form x, L −1 (e Lt − 1) y has the property that the inclusion map H t → E is γ-radonifying. Since we assumed that L is strictly dissipative, it follows that H t = H 1/2 . Since we just checked that the inclusion map from H 1/2 into E is γ-radonifying, the required conditions hold.
If we can show that E z(t + h) − z(t) E ≤ C|h| 1/2−α for some constant C and for h ∈ [0, 1], then the second part of the result follows from Fernique's theorem [Fer70] combined with Kolmogorov's continuity criterion [RY99, Theorem 2.1]. One has
The random variable z(t) is Gaussian on H with covariance given by
This shows that the covariance of (S(h) − I)z(t) is given by
Since (A2) implies that (−L)
−α is γ-radonifying from H to E and (S(2t) − I) is bounded by 2 as an operator from H to H, we have
where the last inequality follows from the fact that L is self-adjoint and strictly dissipative. The bound on T 2 can be obtained in a similar way. From Kolmogorov's continuity criterion we get that z has a modification which is β-Hölder continuous for every β < 1/2 − α.
Since we now know that z is Hölder continuous, the expression
is finite almost surely. Since z is Gaussian, it follows from Fernique's theorem that it also has moments of every order. 
Definition 2.3
The subdifferential of the norm · E at x ∈ E is defined as
This definition is equivalent to the one in [DPZ92, Appendix D] and, by the HahnBanach theorem, the set ∂ x E is non-empty. We use the subdifferential of the norm to formulate the conditions on the nonlinearity F . Here and below C and N denote arbitrary positive constants that may change from one equation to the other without warning.
(A3) The nonlinearity F : E → E * is Fréchet differentiable with
for every x ∈ E.
(A4) There exists a sequence of Fréchet differentiable functions
for all x ∈ E. For every C > 0 there exists a K > 0 such that for all x ∈ E with x E ≤ C and all n ∈ N we have F n (x) −α ≤ K. Furthermore there is a γ > 0 such that the dissipativity bound
holds for every x * ∈ ∂ x E and every x, y ∈ E with x E ≥ C(1 + y E ) N .
As in [DPZ92, Example D.3], one can check that in the case E = C([0, 1], R d ) the elements of ∂ x E can be characterised as follows: x * ∈ ∂ x E if and only if there exists a probability measure |x
for every y ∈ E. Loosely speaking, the dissipativity condition in (A4) then states that the drift F n points inwards for all locations u ∈ [0, 1] where |x(u)| is largest and thus acts to decrease x E .
Definition 2.4 An E-valued and (F t )-adapted process x is called a mild solution of equation (2.1), if almost surely
holds where z is the solution of the linear equation from (2.4).
Lemma 2.5 Let L satisfy assumptions (A1) and (A2). Let F : E → E * be Lipschitz continuous on bounded sets, ψ : R + → E be a continuous function and x 0 ∈ H 1/2 . Then the equation
has a unique, local, H 1/2 -valued mild solution. Furthermore, the length of the solution interval is bounded from below uniformly in
Proof. Since ψ is continuous, ψ(t) E is locally bounded. It is a straightforward exercise using (2.3) to show that, for sufficiently small T , the map M T acting from C([0, T ], H 1/2 ) into itself and defined by
is a contraction on a small ball around the element t → S(t)x 0 . Therefore, (2.10) has a unique local solution in H 1/2 . The claim on the possible choice of T can be checked in an equally straightforward way. 
Theorem 2.6 Let L and F satisfy assumptions (A1)-(A4
for all times.
Proof. Let z be the solution of the linear equation dz = Lz(t) dt + √ 2 dw and for n ∈ N let y n be the solution of
where F n is the approximation for F from (A4). From lemmas 2.1 and 2.5 we get that the differential equation almost surely has a local mild solution. We start the proof by showing that y n can be extended to a global solution and obtain an a-priori bound for y n which does not depend on n. Let t ≥ 0 be small enough that y n (t + h) exists for some h > 0. As an abbreviation define f (s) = F n (y n (s) + z(s)) for all s < t + h. Then we have
Since f is continuous and the semigroup S is a strongly continuous contraction semigroup on E, we get
and thus
This picture illustrates the a-priori bound on y n E obtained in the proof of Theorem 2.6. Whenever y n (t) E is above a(t) = C(1 + z(t) E ) N it decays exponentially. Therefore the thick line is an upper bound for y n E . 
N . An elementary proof shows that any continuous function f :
N for all t ∈ [a, b], the solution y n decays exponentially on this interval with
for all t ∈ [a, b]. Thus (see figure 1 for illustration) we find the a-priori bound
for the solution y n . Using this bound and Lemma 2.5 repeatedly allows us to extend the solution y n to arbitrarily long time intervals. Lemma 2.5 also gives local existence for the solution y of
Once we have seen that the bound (2.11) also holds for y, we get the required global existence for y. Let t be small enough for y(t) to exist. Then, using (2.3),
for every s ≤ t and thus
The map F : E → E * is Lipschitz on bounded sets and thus has the same property when considered as a map E → H −α . Using (2.11) to see that there is a ball in E which contains all y n we get F (y n + z) − F (y + z) −α ≤ C y n − y −α . Fubini's theorem then gives
and by choosing t small enough and moving the I 2 -term to the left hand side we find
By (A4) the term F n (y n + z) − F (y n + z) −α in the integral is uniformly bounded by some constant K and thus (s−r) −2α M is an integrable, uniform upper bound for the integrand. Again by (A4) the integrand converges to 0 pointwise, so that the dominated convergence theorem yields
as n → ∞. Assume for contradiction that y violates the bound (2.11) for some time s ∈ [0, t]. Since t → y(t) is continuous, the bound is violated for a time interval of positive length, so that t 0 y n (r) − y(r) E dr is bounded from below uniformly in n. This is in contradiction with (2.13), so that y must satisfy the a-priori estimate (2.11). Again we can iterate this step and extend the solution y of (2.12) and thus the solution x = y + z of (2.1) to arbitrary large times. Now the only thing left to do is to prove the given bound on E x(t)
Then the ξ k are identically distributed and for |k−l| ≥ 2 the random variables ξ l and ξ k are independent. Without loss of generality we can assume S(t)x E ≤ e −tw x E for some small value w > 0 (otherwise replace L with L − wI and F with F + wI where w is chosen small enough that (A4) still holds for F + wI). Thus for h ∈ [1, 2] we get
and consequently a k+2 ≤ e −w a k + ξ k . Since the ξ k , as well as a 1 and a 2 have Gaussian tails, it is a straightforward calculation to check from this recursion relation that the expression k=1...m e γ(m−k) a N k has bounded moments of all orders that are independent of m. Since the right-hand side of (2.11) is bounded by expressions of this type, the required bound on the solutions x(t) follows immediately.
The preconditioned case
In this section we consider semilinear SPDEs of the form
where L, F , and w are as before and G is a self-adjoint linear operator on H. We seek a strong solution of this equation, defined below. In order to simplify our notations, we defineL = GL,F = GF andw = G 1/2 w. Thenw is a G-Wiener process on H and equation (2.14) can be written as
For the operator L we will continue to use assumptions (A1) and (A2). For F we use the growth condition (A3), but replace the dissipativity condition (A4) with (A5) There is N > 0 such that F satisfies
Remark 2.7 Note that (A5) is structurally similar to assumption (A4) above, except that we now assume dissipativity in H rather than in E.
Define the spaceH to be D(G −1/2 ) with the inner product x, y H = x, G −1 y H . Then our assumptions on G are the following.
(A6) The operator G : H → H is trace class, self-adjoint and positive definite, the range of G is dense in H, and the Gaussian measure N (0, G) is concentrated on E.
(A7) We have GL = −I + K, where K is a bounded operator from H toH. Proof. It follows from (A7) that
Lemma 2.8 Assume (A1), (A2), (A6) and (A7
Since G 1/2 : H → H and K : H →H are bounded and G −1/2 :H → H is an isometry,
Definition 2.9 An E-continuous and adapted process x is called a strong solution of (2.14), if it satisfies 
Proof. Since it follows from (A6) that the processw(t) is E-valued and has continuous sample paths, it is a straightforward exercise (use Picard iterations pathwise) to show that (2.14) has a unique strong solution lying in E for all times. It is possible to get uniform bounds on this solution in the following way. Choose an arbitrary initial condition x 0 ∈ E and let y be the solution to the linear equation
There exist constantsK p such that
Denote by z the difference z(t) = x(t)−y(t). It then follows that z satisfies the ordinary differential equation
SinceL is bounded fromH toH andF (x)+Ky ∈H for every x, y ∈ E by Lemma 2.8 and (A7), it follows that z(t) ∈H for all times. Furthermore, we have the following bound on its moments:
Using Gronwall's lemma it thus follows from (2.17) that x satisfies a bound of the type (2.16) for every p ≥ 0.
Stationary Distributions of Semilinear SDEs
In this section we give an explicit representation of the stationary distribution of the SDEs (2.1) and (2.14) when F is a gradient by comparing it to the stationary distribution of the linear equation
The main results are stated in Theorems 3.4 and 3.6. The solution of (3.1) is the process z from Lemma 2.1 and its stationary distribution is the Gaussian measure ν = N (0, −L −1 ). In this section we identify, under the assumptions from section 2 and with F = U ′ for a Fréchet differentiable function U : E → R, the stationary distribution of the equations (2.1) and (2.14). It transpires to be the measure µ which has the Radon-Nikodym derivative dµ = c exp(U ) dν with respect to the stationary distribution ν of the linear equation, where c is the appropriate normalisation constant. In the next section we will see that there are no other stationary distributions.
The results here are slight generalisations of the results in [Zab88] . Our situation differs from the one in [Zab88] in that we allow the nonlinearity U ′ to take values in E * instead of H, and that we consider preconditioning for the SPDE. We have scaled the noise by √ 2 to simplify notation. Where possible we refer to the proofs in [Zab88] and describe in detail arguments which require non-trivial extensions of that paper.
Let (e n ) n∈N be an orthonormal set of eigenvectors of L in H. For n ∈ N let E n be the subspace spanned by e 1 , . . . , e n and let Π n be the orthogonal projection onto E n . From [Zab88, Proposition 2] we know that under assumption (A2) we have E n ⊆ E for every n ∈ N.
Lemma 3.1 Assume that assumptions (A1) and (A2) are satisfied.
Then there are linear operatorsΠ n : E → E n which are uniformly bounded in the operator norm on E and satisfyΠ n Π n =Π n and
Proof. The semigroup S on H can be written as
for all x ∈ H and t ≥ 0 where the series converges in H. Since there is a constant c 1 > 0 with x H ≤ c 1 x E and from [Zab88, Proposition 2] we know there is a constant c 2 > 0 with e k E ≤ c 2 √ λ k , we get
Consequently there is a constant c 3 > 0 with
where
We have Π n E ≤ S(t n ) −Π n E + S(t n ) E . Since S is strongly continuous on E, the norms S(t n ) E are uniformly bounded. Thus the operatorsΠ n are uniformly bounded and since t n → 0 we get
Since the eigenvectors e n are contained in each of the spaces H α , we can considerΠ n , as defined by (3.2), to be an operator between any two of the spaces E, E * , H, and H α for all α ∈ R. In the sequel we will just writeΠ n for all of these operators. Taken from H to H this operator is self-adjoint. The adjoint of the operatorΠ n from E to E is just theΠ n we get by using (3.2) to define an operator from E * to E * . Therefore in our notation we never need to writeΠ * N . As a consequence of Lemma 3.1 the operatorsΠ n are uniformly bounded from E * to E * . Denote the space of bounded, continuous functions from E to R by C b (E). We state and prove a modified version of [Zab88, Theorem 2].
Theorem 3.2 Assume that assumptions (A1), (A2) are satisfied. Let G be a positive definite, self-adjoint operator on H, let U : E → R be bounded from above and Fréchet-differentiable, and for n ∈ N let (P n t ) t>0 be the semigroup on C b (E) which is generated by the solutions of
, for every sequence (x n ) with x n ∈ E n and x n → x ∈ E, and for every t > 0. Then the semigroup (P t ) t>0 is µ-symmetric.
Proof. From [Zab88, Theorem 1] we know that the stationary distribution of z is ν and from the finite dimensional theory we know that (3.3) is reversible with a stationary distribution µ n which is given by
n and c n is the appropriate normalisation constant. Thus for all continuous, bounded ϕ, ψ : E → R we have
and substitution gives
for every t ≥ 0 and every n ∈ N.
As in the proof of [Zab88, Theorem 2] we get Π n x → x in E for ν-a.a. x. Since U is bounded from above and continuous and ϕ, ψ ∈ C b (E) we can use the dominated convergence theorem to conclude
This shows that the semigroup (P t ) t>0 is µ-symmetric.
The non-preconditioned case
We will apply Theorem 3.2 in two different situations, namely for G = I (in this subsection) and for G ≈ −L −1 (in the next subsection). The case G = I is treated in [Zab88, Proposition 5] and [Zab88, Theorem 4]. Since in the present text we allow the nonlinearity U ′ to take values in E * instead of H, we repeat the (slightly modified) result here.
be continuous functions such that the following conditions hold.
• For every r > 0 there is a K r > 0 such that
for every x, y ∈ E with x E , y E ≤ r and every n ∈ N.
•
• There is a p > 1 with
Proof. We have
for all t ∈ [0, T ]. We can choose q > 1 with 1/p + 1/q = 1 to get
By dominated convergence the right hand side converges to 0 uniformly in t as n → ∞.
For n ∈ N and r > 0 define
with the convention inf ∅ = T . For t ≤ τ n,r we have
and consequently
Using Gronwall's lemma we can conclude
for all t ≤ τ n,r . Now choose r > 0 such that sup 0≤t≤T u(t) E ≤ r/2. Then for sufficiently large n and all t ≤ τ n,r we have u n (t) − u(t) E ≤ r/2 and thus sup 0≤t≤T u(t) E ≤ r. This implies τ n,r = T for sufficiently large n and the result follows.
With all these preparations in place we can now show that the measure µ is a stationary distribution of the non-preconditioned equation. The proof works by approximating the infinite dimensional solution of (2.1) by finite dimensional processes. Lemma 3.3 shows then that these finite dimensional processes converge to the solution of (2.1) and Theorem 3.2 finally shows that the corresponding stationary distributions converge, too.
Theorem 3.4 Let U : E → R be bounded from above and Fréchet differentiable. Assume that L and F = U ′ satisfy assumptions (A1)-(A4). Define the measure µ by
where ν = N (0, −L −1 ) and c is a normalisation constant. Then (2.1) has a unique mild solution for every initial condition x 0 ∈ E and the corresponding semigroup on E is µ-symmetric. In particular µ is an invariant measure for (2.1).
Proof. Let x 0 ∈ E. From Theorem 2.6 the SDE (2.1) has a mild solution x starting in x 0 . Defining ψ(t) = S(t)x 0 + z(t) where z is given by (3.1) we can a.s. write this solution in the form (3.6). Now consider a sequence (x n 0 ) with x n 0 ∈ E n for all n ∈ N and x n 0 → x 0 as n → ∞. Let G = I. Then for every n ∈ N the finite dimensional equation (3.3) has a solution x n with start in x n 0 and this solution can a.s. be written in the form (3.5) with ψ n = S(t)x n 0 + z n (t) and z n = Π n z. From [Zab88, Proposition 1] we get that z n → z as n → ∞ and thus
Define F n as in Theorem 3.2. Then we have F n (x) =Π n F (Π n x) and thus F n (x) → F (x) as n → ∞ for every x ∈ E. Also, since F is locally Lipschitz andΠ n : E → E as well asΠ n : E * → E * are uniformly bounded, the F n are locally Lipschitz where the constant can be chosen uniformly in n. From (2.3) we get
for every T > 0 and thus condition (3.4) is satisfied. Now we can use Lemma 3.3 to conclude that x n → x in C([0, T ], E) as n → ∞ almost surely. Using dominated convergence we see that P n t ϕ(x n ) → P t ϕ(x) for every ϕ ∈ C b (E) and every t > 0, where (P n t ) are the semigroups from Theorem 3.2 and (P t ) t>0 is the semigroup generated by the solutions of (2.1). Now we can apply Theorem 3.2 to conclude that (P t ) t>0 is µ-symmetric.
The preconditioned case
For the preconditioned case we require the covariance operator G of the noise to satisfy assumptions (A6) and (A7), it particular G is trace class. Thus we can use strong solutions of (3.3) here. The analogue of Lemma 3.3 is given in the following lemma.
Lemma 3.5 Let T > 0 and for n ∈ N letL n ,L be bounded operators on E and F n ,F : E → E as well as ψ n , ψ : [0, T ] → E be continuous functions such that the following conditions hold.
•L n x →Lx andF n (x) →F (x) in E as n → ∞ for every x ∈ E
for all t ∈ [0, T ]. By the uniform boundedness principle we have sup n∈N G n E < ∞ and thus we can choose K r large enough to get
for every x, y ∈ E with x E , y E ≤ r and every n ∈ N. Also we have
The following theorem shows now that the measure µ is also a stationary distribution of the preconditioned equation. The proof works again by approximating the infinite dimensional solution of (2.1) by finite dimensional processes. 
assumptions (A1)-(A3), and (A5)-(A7). Define the measure µ by
where ν = N (0, −L −1 ) and c is a normalisation constant. Then (2.14) has a unique strong solution for every initial condition x 0 ∈ E and the corresponding semigroup on E is µ-symmetric. In particular µ is an invariant measure for (2.14).
Proof. Let x 0 ∈ E. From Theorem 2.10 SDE (2.14) has a strong solution x starting in x 0 . Defining ψ(t) = x 0 +w(t) wherew = G 1/2 w is a G-Wiener process, we can a.s. write this solution in the form (3.10). Now consider a sequence (x n 0 ) with x n 0 ∈ E n for all n ∈ N and x n 0 → x 0 as n → ∞. Then for every n ∈ N the finite dimensional equation (3.3) has a solution x n which starts in x n 0 and this solution can a.s. be written in the form (3.9) with ψ n = x n 0 +Π n G 1/2 w(t). Since the function ψ is continuous, it can approximated arbitrarily well by a piecewise affine functionψ. Since the operatorsΠ n are equibounded in E and satisfyΠ n y → y for every y ∈ E, it is easy to see thatΠ nψ →ψ in C([0, T ], E). On the other hand ψ n −Π nψ is bounded by Π n x 0 − x n 0 + Π n ψ −ψ , so that it gets arbitrarily small as well. This shows that ψ n converges indeed to ψ in C([0, T ], E).
Because of (A6) and (A7) we have G E < ∞ and GL E < ∞. Let F = U ′ and define F n and G n as in Theorem 3.2. Then we have
for all n ∈ N and some constant c < ∞ and since
Since GL is a bounded operator on E, we can use this fact to get
, the operator G is defined on all of E * ⊆ H −1/2 and thus bounded from E * to E and we getF n (x) →F (x) in E as n → ∞ for every x ∈ E. Since F is locally Lipschitz and theΠ n are uniformly bounded, both as operators from E to E and from E * to E * , the F n are locally Lipschitz where the constant can be chosen uniformly in n. Therefore all the conditions of Lemma 3.5 are satisfied and we can conclude that x n → x in C([0, T ], E) as n → ∞ almost surely. Using dominated convergence we see that P n t ϕ(x n ) → P t ϕ(x) for every ϕ ∈ C b (E) and every t > 0, where (P n t ) are the semigroups from Theorem 3.2 and (P t ) t>0 is the semigroup generated by the solutions of (2.1). Now we can apply Theorem 3.2 to conclude that (P t ) t>0 is µ-symmetric.
Ergodic Properties of the Equations
In this section, we show that the measure µ from theorems 3.4 and 3.6 is actually the only invariant measure for both (2.1) and (2.14). This result is essential to justify the use of ergodic averages of solutions to (2.1) or (2.14) in order to sample from µ. We also show that a weak law of large numbers holds for every (and not just almost every) initial condition. Theorems 4.9 and 4.10 summarise the main results.
These results are similar to existing results for (2.1), although our framework includes nonlinear boundary conditions and distribution-valued forcing in the equation. Furthermore, our analysis seems to be completely new for (2.14). The problem is that (2.14) does not have any smoothing property. In particular, it lacks the strong Feller property which is an essential tool in most proofs of uniqueness of invariant measures for SPDEs. We show however that it enjoys the recently introduced asymptotic strong Feller property [HM04] , which can in many cases be used as a substitute to the strong Feller property, as far as properties of the invariant measures are concerned.
Variations of the strong Feller property
Given a Markov process on a separable Banach space E, we call P t the associated semigroup acting on bounded Borel measurable functions ϕ : E → R. Let us denote 
It is convenient to introduce
Note that a density argument given in [DPZ96] shows that if (4.1) holds for Fréchet differentiable functions, then P t ϕ is locally Lipschitz continuous with local Lipschitz constant C(x) ϕ ∞ for every bounded measurable function ϕ. In particular, this shows that
for every x, y ∈ E with x − y E ≤ 1. (With the convention that the total variation distance between mutually singular measures is 1.) Recall that the support of a measure is the smallest closed set with full measure. The following result follows immediately:
Lemma 4.1 Let P t be a Markov semigroup on a separable Banach space E that satisfies (4.3) and let µ and ν be two ergodic invariant measures for P t . If µ = ν, then one has x − y ≥ min{1, 2/C(x)} for any two points (x, y) ∈ supp µ × supp ν.
Proof. Assume by contradiction that there exists a point (x, y) ∈ supp µ × supp ν with x − y < 2/C(x) and x − y < 1. Let δ < 1 − x − y be determined later and call B δ (x) the ball of radius δ centred in x. With these definitions, it is easy to check from (4.3) and the triangle inequality that one has
for every x ′ ∈ B δ (x) and y ′ ∈ B δ (y). Since we assumed that x − y C (x)/2 < 1 it is possible, by taking δ sufficiently small, to find a strictly positive α > 0 such that
The invariance of µ and ν under P t implies that
Since the definition of the support of a measure implies that both µ(B δ (x)) and ν(B δ (y)) are non-zero, this contradicts the fact that µ and ν are distinct and ergodic, and therefore mutually singular.
It turns out in our case that we are unfortunately not able to prove that (4.1) holds for the equations under consideration. However, it follows immediately from the proof of Lemma 4.1 that one has the following very similar result: Corollary 4.2 Let P t be a Markov semigroup on a separable Banach space E such that there exists a continuous increasing function f : R + → R + with f (0) = 0, f (1) = 1 and
for every x, y ∈ E with x − y ≤ 1. Let µ and ν be two ergodic invariant measures for P t . If µ = ν, then one has f ( x − y ) ≥ min{1, 1/C(x)} for any two points (x, y) ∈ supp µ × supp ν.
We will see in Theorem 4.6 below that the semigroups generated by the nonpreconditioned equations considered in the present article satisfy the smoothing property (4.4). However, even the slightly weaker strong Feller property can be shown to fail for the semigroups generated by the preconditioned equations. They however satisfy the following somewhat weaker condition.
Assumption 2 The Markov semigroup
Furthermore, there exists a decreasing function f : R + → R + converging to 0 at infinity and a locally bounded function C : E → R + such that the bound Lemma 4.3 Let P t be a Markov semigroup on a separable Banach space E that satisfies Assumption 2 and let µ and ν be two ergodic invariant measures for P t . If µ = ν, then one has x − y ≥ min{1, 2/C(x)} for any two points (x, y) ∈ supp µ × supp ν whereC is given in (4.2).
Proof. Given a distance d on E, recall that the corresponding Wasserstein distance on the space of probability measures on E is given by
where C(π 1 , π 2 ) denotes the set of probability measures on E 2 with marginals π 1 and π 2 .
Given the two invariant measures µ and ν, we also recall the useful inequality
valid for every t ≥ 0 and every measurable set A (see for example [HM04] for a proof).
For ε > 0, we define on H the distance d ε (x, y) = 1 ∧ ε −1 x − y , and we denote by · ε the corresponding seminorm on measures given by (4.6). One can check from the definitions that (4.5) implies that the bound
holds for every (x, y) ∈ X 2 with x − y ≤ 1, so that the same argument as in the proof of Lemma 4.1 yields α > 0 so that for δ sufficiently small one has the bound
for every x ′ ∈ B δ (x) and y ′ ∈ B δ (y). Note that one can choose δ independently of ε. Choosing t as a function of ε sufficiently large so that f (t) < αε/2 say, it follows from (4.7) that
for every ε > 0. Since lim ε→0 µ 1 − µ 2 ε = µ 1 − µ 2 TV (see [HM04] ), the claim follows in the same way as in Lemma 4.1.
Conditions for (4.4) to hold
In this subsection, we show that the equation (2.1) arising from the non-preconditioned case satisfies the bound (4.4). Our main result is the following theorem. The proof of the results is closely related to standard arguments that can be found for example in [DPZ96, Cer99, MS99] . However, the situation in these works is different from ours, mainly because we only have local bounds on the derivative of the flow with respect to the initial condition. This forces us to use an approximation argument which in turn only yields a bound of type (4.4) rather than the bound (4.1) obtained in the previously mentioned works. The present proof unfortunately requires (4.8) as an additional assumption on the nonlinearity F , even though we believe that this is somewhat artificial.
Theorem 4.4 Assume that assumptions (A1)-(A4) hold. Assume furthermore that for every R > 0, there exists a Fréchet differentiable function
and such that there exist constants C and N such that
for every x ∈ E. Then, there exist exponentsÑ > 0 and α > 0 such that the solutions to the SPDE (2.1) satisfy (4.4) with f (r) = r α andC(
Proof. Fix x 0 ∈ E and define R = 2 x 0 E . Denote by Φ R t : E → E the flow induced by the solutions to the truncated equation
Denote furthermore by z the solution to the linearised equation defined in (2.4). It follows immediately from Picard iterations that Φ R t is Fréchet differentiable and that there exists a constant C such that for every t with
(4.11)
Note that the bounds in (4.10) are almost sure bounds and that (4.11) is a deterministic condition on the time interval we are allowed to consider.
Denote now by P R t the Markov semigroup generated by (4.9). For an arbitrary function ϕ ∈ C 1 b (E) and an arbitrary vector ξ ∈ E, the Bismut-Elworthy-Li formula [EL94, DPZ96] yields
Combining this with (4.10) shows that there exists a constant C such that
provided that t is sufficiently small so that (4.11) holds. The bound (4.10) shows that
for every t such that (4.11) holds and every x 0 such that x 0 E ≤ R/2. Furthermore, it is clear that the solution to (4.9) agrees with the solution to (2.1) as long as it stays inside of a ball of radius R, so that (4.13) implies that under the same conditions,
(4.14)
Combining (4.14) and (4.12) yields
for all pairs (x, y) ∈ E × E such that sup{ x E , y E } ≤ R/2 and all times t satisfying (4.11). Since one has
for s ≤ t, (4.15) actually implies that
which immediately yields a bound of the type (4.4) holds, withC(x) growing polynomially in x E .
Corollary 4.5 Let U : E → R be bounded from above and Fréchet differentiable. Assume that L and F = U ′ satisfy the assumptions of Theorem 4.4. Then the SDE (2.1) has a unique stationary distribution, which is given by (3.7).
Proof. Denote by E the set of all ergodic invariant measures for (2.1). It follows from Theorem 3.4 that µ as given by (3.7) is an invariant measure for (2.1), so that E is not empty. Note also that the support of µ is equal to E since the embedding H 1/2 ⊂ E is dense by (A2). Assume now that E contains at least two elements ν 1 and ν 2 . In this case, it follows from Theorem 4.4 that there exists an open set A ⊂ E such that A∩supp ν = ∅ for every ν ∈ E. Since every invariant measure is a convex combination of ergodic invariant measures, this implies that µ(A) = 0, which is a contradiction to the fact that supp µ = E.
Conditions for (4.5) to hold
In this subsection we show that the equations arising from the non-preconditioned case satisfy a bound of the type (4.5).
Theorem 4.6 Let L, F and G satisfy (A1)-(A3) and (A5)-(A7)
. Then, the Markov semigroup on H generated by the solutions of (2.14) satisfies the bound (4.5) with
N for some constants C and N . In particular it is asymptotically strong Feller.
Remark 4.7 Note that it is not generally true that these assumptions imply that the process is strong Feller. A counterexample is given by the case whereL is minus the identity, F = 0, and G : H → H is any positive definite trace class operator. This counterexample comes very close to the situation studied in this paper, so that the strong Feller property is clearly not an appropriate concept here.
Proof. Note first thatH = H 1/2 . This follows from the fact that
This implies in particular that G 1/2 is bounded from H to E. It follows from standard arguments that the evolution map Φ s,t : E × Ω → E is Fréchet differentiable. We denote in the sequel its Fréchet derivative by J s,t .
The family of (random) linear operators J s,t : E → E that are given in the following way. For every ξ ∈ E, J s,t ξ solves the equation
We also define a family of (random) linear operators
Recall that A t v is the Malliavin derivative of the flow at time t in the direction of the Cameron-Martin vector v. We will also denote this by A t v = D v Φ 0,t . Given a perturbation ξ in the initial condition for x, the idea is to find a perturbation v in the direction of the Cameron-Martin space of the noise such that these perturbations 'cancel' each other for large times t. Given a square-integrable H-valued process v, we therefore introduce the notation
where v J denotes the restriction of v to the interval J. Note that ρ(t) is the solution to the differential equation
The reason for introducing this process ρ is clear from the approximate integration by parts formula (see [HM04] for more details), which holds for every bounded function ϕ : E → R with bounded Fréchet derivative:
In this formula, w denotes a cylindrical Wiener process on H, so thatw = G 1/2 w. This formula is valid for every adapted square integrable H-valued process v.
It remains to choose an adapted process v such that ρ(t) → 0. For
it is easy to check that equation (4.16) reduces to ∂ t ρ = −ρ, and so ρ(t) E = e −t . Furthermore, Theorem 2.10 together with assumptions (A3) and (A7) ensures that
N e −wt for some constants C, N , and w, so that (4.17) immediately implies (4.5).
Corollary 4.8 Let U : E → R be bounded from above, Fréchet differentiable, and such that (A1)-(A3) and (A5)-(A7) hold for F = U ′ . Then the SDE (2.14) has a unique stationary distribution, which is given by (3.11).
Proof. The proof follows exactly the same pattern as the proof of Corollary 4.5, but we replace references to Theorem 4.4 by references to Theorem 4.6 and Lemma 4.3.
Law of large numbers
In this section, we use the results of the previous section in order to show that the solutions to our equations satisfy a law of large numbers. We first show that
Theorem 4.9 Assume that (A1)-(A4) hold and let µ be an ergodic invariant probability measure for (2.1). Then, one has
for every initial condition x(0) in the support of µ and for every bounded measurable function ϕ : E → R.
Proof. Denote by A ∈ E the set of initial conditions for which (4.18) holds and by S the support of µ. We know from Birkhoff's ergodic theorem that µ(A) = 1, and therefore that A is dense in S. Let now x(0) ∈ S and ε > 0 be arbitrary and choose a sequence x n 0 of points in A converging to x 0 . Fix an arbitrary time t 0 > 0. Since by Theorem 4.4 P t (x, · ) is continuous in x (in the topology of total variation), there exists n such that
(4.19) Let x n ( · ) denote the trajectories starting from x n 0 and x(t) denote the trajectories starting from x 0 . By the Markov property, the bound (4.19) implies that there exists a coupling between the laws of x n ( · ) and x( · ) such that with probability larger than 1 − ε, one has x n (t) = x(t) for every t ≥ t 0 . This immediately shows that
on a set of measure larger than 1 − ε. Since ε was arbitrary, this shows the desired result.
In the preconditioned case, we have the following somewhat weaker form of the law of large numbers: Proof. Denote as before by A ∈ E the set of initial conditions for which (4.20) holds and by S the support of µ. Since convergence in probability is weaker than almost sure convergence, we know from Birkhoff's ergodic theorem that µ(A) = 1, and therefore that A is dense in S. Define
Theorem 4.10 Assume that (A1)-(A3) and (A5)-(A7) hold and let µ be an ergodic invariant probability measure for (2.14). Then, one has
The idea is to use the following chain of equalities, valid for every pair of bounded functions ϕ : E → R and ψ : R → R with bounded Fréchet derivatives. The symbol D denotes the Fréchet derivative of a given function and the symbol D denotes its Malliavin derivative. One has
Denote now by µ T ϕ (x) the law of E T ϕ (x). The above chain of inequalities shows that
for some constant C, where · W denotes the Wasserstein distance between two probability measures. Since the Wasserstein distance metrises the weak convergence topology and weak convergence to a delta measure is the same as convergence in probability to the point at which the measure is located, this implies that (4.20) holds for every initial condition x in S.
Remark 4.11
It is possible to extend the above argument to a larger class of continuous test functions ϕ by introducing a time-dependent smoothing (and possibly cutoff).
Remark 4.12 If we wish to obtain a statement which is valid for every initial condition, it is in general impossible to drop the continuity assumption on ϕ. Consider for example the trivial dynamicẋ = −x on R with invariant measure δ 0 . It is obvious that if we take x 0 = 1, ϕ(0) = 1, and ϕ(x) = 0 for x = 0, then the left hand side of (4.20) is 0 whereas the right hand side is 1.
Conditioned SDEs
In this section we outline how the preceding material can be used to construct SPDEs which sample from the distribution of conditioned SDEs. The programme outlined here will be carried out in the subsequent sections in three specific contexts. We start the section by explaining the common structure of the arguments used in each of the following three sections; we also outline the required common technical tools. We then make some remarks concerning the conversion between Hilbert space valued SDEs and SPDEs, and in particular discuss how the framework developed in preceding sections enables us to handle the nonlinear boundary conditions which arise.
Consider the following R d -valued SDEs, both driven by a d-dimensional Brownian motion, with invertible covariance matrix BB * :
Our aim is to construct an SPDE which has the distribution of X, possibly conditioned by observations, as its stationary distribution. The construction consists of the following steps. We symbolically denote the condition on X and Z by C here and we set m(u) = E(Z(u)|C).
1. Use the Girsanov formula (Lemma 5.2 below) to find the density of the distribution L(X) w.r.t. L(Z). 3. Use the results of the companion paper [HSVW05] to obtain an L 2 -valued SDE which has the centred Gaussian measure L(Z|C) − m as its stationary distribution. This also gives a representation of m as the solution of a boundary value problem.
Use results about conditional distributions (Lemma
4. Use the results of sections 2 and 3 and the density from step 2 to derive an L 2 -valued SDE with stationary distribution L(X|C)−m. Use the results of section 4 to show ergodicity of the resulting SDE.
Write the L
2 -valued SDE as an SPDE reversing the centring from step 2 in the process.
Combining all these steps leads to an SPDE which samples from the conditional distribution L(X|C) in its stationary measure. In the remaining part of this section we will elaborate on the parts of the outlined programme which are common to all three of our applications.
We will assume throughout the rest of this article that the drift f for X is of the form f = −BB * ∇V where the potential V satisfies the following polynomial growth condition:
-function which can be written as
for some p ∈ N and c > 0, andṼ :
Under condition (M) the potential V is bounded from below and grows like |x| 2p as |x| → ∞. From [Mao97, Section 2.3, Theorem 3.6] we know that under this condition on f the SDE (5.1) has a non-exploding, unique solution.
Later, when checking assumption (A4) and the boundedness of U in Theorem 3.4, we have to estimate terms which involve both the nonlinearity f and the linear part A of the drift. If condition (M) is satisfied for p > 1 we will get the estimates from the superlinear growth of f . For p = 1 we use the following, additional assumption on A:
(Q) For p = 1 the matrices A, B from (5.1) satisfy QA + A * Q − QBB * Q < 0 (as a symmetric matrix), where Q ∈ R d×d is the symmetric matrix defined by the relation M (x, x) = 1 2 x, Qx for all x ∈ R d .
Notation 5.1 Introduce the inner product and related norm
defined for any invertible C.
The densities in step 1 above will be calculated from the Girsanov formula. As an abbreviation let
When expressed in terms of V this becomes
where : denotes the Frobenius inner-product and D 2 V denotes the Hessian of V . 5.1) ). Then
Proof. Since X (by assumption) and Z (since it solves a linear SDE) have no explosions, we can apply Girsanov's theorem [Elw82, Theorem 11A] which yields
Converting the first integral on the right hand side to Stratonovich form gives the desired result.
Writing the Radon-Nikodym derivative in terms of a Stratonovich integral in the lemma above is helpful when studying its form in the case of gradient vector fields; the stochastic integral then reduces to boundary contributions.
We will handle the conditioning in step 2 of the programme outlined above with the help of Lemma 5.3 below. We will use it in two ways: to condition on paths X which end at X(1) = z + ; and, for the filtering/smoothing problem where X will be replaced by a pair (X, Y ), to condition the signal (X(u)) u∈[0,1] on the observation (Y (u)) u∈ [0, 1] . Since the proof of the lemma is elementary, we omit it here (see section 10.2 of [Dud02] for reference). The linear, infinite dimensional SDEs from [HSVW05] which we will use in step 3 are defined on the space H = L 2 ([0, 1], R d ) and the generator of the corresponding semigroup is the self-adjoint operator L on H which is the extension of the differential operator
with appropriate boundary conditions. When studying the filtering/smoothing problem, the operator L will include additional lower order terms, which we omit here for clarity. The non-linear, infinite dimensional SDEs derived in step 4 are of the form (2.1) or (2.14). They share the operator L with the linear equations but have an additional nonlinear drift F : E → E * , where the space E will be a subspace of C([0, 1], R d ). The main difficulty in step 4 is to verify that assumptions (A1)-(A4) for the nonpreconditioned case or (A1)-(A3), (A5)-(A7) for the preconditioned case hold under conditions (M) and (Q). The nonlinearity F is of the form
for all u ∈ [0, 1], where ϕ, h 0 , and h 1 are functions from R d to R d . The symbols δ(u) and δ(1 − u) denote Dirac mass terms at the boundaries. The functions ϕ, h 0 , and h 1 are calculated from the potential V and in our applications the growth conditions from (A3) will be a direct consequence of condition (M). The following lemma, in conjunction with condition (M), will help us to verify assumption (A4).
Lemma 5.4 Let c, γ > 0 and h
and for all continuous functions ω :
Proof. Using the characterisation (2.8) of ∂ ω ∞ from the remark after (A4), we get
This completes the proof.
Remark 5.5 The special choice of E, L and F allows us to rewrite the Hilbert-space valued SDEs as R d -valued SPDEs in step 5. We obtain SPDEs of the following form:
where ϕ, h 0 , h 1 are functions from R d to R d , ∂ t w is space-time white noise, D i = A i ∂ u + B i are linear first-order differential operators, and α, β ∈ R d are constants. The term g is only non-zero for the filtering/smoothing problem and is then an element of E * . Incorporating the jump induced by the Dirac masses into the boundary conditions gives
With these boundary conditions, the delta functions are removed from the SPDE above. We call a process Remark 5.6 When using the preconditioned equation (2.14), we will consider evolution equations of the following form:
operator of lower order, G is the inverse of −L 0 subject to the same homogeneous boundary conditions as L, andw is a G-Wiener process. Incorporating the induced jump into the boundary conditions as above gives
With these boundary conditions, the Dirac mass is removed from the evolution equation above.
We call a process 
Free Path Sampling
In this section we will follow the programme outlined in section 5 in order to construct SPDEs whose stationary distribution is the distribution of the solution X of the SDE (5.1). The main results are Theorems 6.1 and Theorem 6.3. We re-emphasise that it is straightforward to generate independent samples from the desired distribution in this unconditioned case, and there would be no reason to use the SPDEs in practise for this problem. However the analysis highlights a number of issues which arise in the two following sections, in a straightforward way; we therefore include it. Theorem 6.1 Let A ∈ R d×d be a matrix, let B ∈ R d×d be invertible, let f = −BB * ∇V , assume that conditions (M) and (Q) are satisfied, and let 
b) For every bounded, measurable function
where X is the solution of (5.1).
Proof. Let X be a solution of (5.1) and let Z be the solution of the linear SDE (5.2). From Lemma 5.2 we know that the distribution of X has a density ϕ with respect to the distribution of Z which is given by 
Define U : E → R by U (ω) = log(ψ(ω)) for all ω ∈ E. Then we have dµ = exp(U (X)) dν and the Fréchet derivative F = U ′ is given by
for all ω ∈ E + m, where δ 1 ∈ E * is a Dirac mass at u = 1 and D 2 V denotes the Hessian of V .
We check that the conditions of Theorem 3.4 are satisfied: from [HSVW05, Theorem 3.3] we know that N (0, −L −1 ) is the distribution of Z − m. The only non-trivial point to be verified in Assumption (A1) is the fact that L generates a contraction semigroup on E. This however follows immediately form the maximum principle. It follows from standard Sobolev embeddings that H α ⊂ E densely for every α > 1/4 and [BHP05, Lemma A.1] implies that N (0, −L −2α ) is concentrated on E in this case, so that Assumption (A2) also holds. Assumption (A3) is an immediate consequence of condition (M).
In order to check Assumption (A4), define for n ≥ 1 the function δ n (u) = nχ [0,
1 n ] , where χ A denotes the characteristic function of a set A. With this definition at hand, we define F n : E → E by
Since H α is contained in some space of Hölder continuous functions (by Sobolev embedding), one has lim n→∞ F n (ω) − F (ω) −α = 0 for every ω ∈ E. The locally uniform bounds on the F n as functions from E to H −α follow immediately from condition (M), so that it remains to check the dissipativity bound (2.7).
We first use the representation (2.8) of the subdifferential in E to check the condition ω * , F 0 n (ω + y) ≤ 0 provided that ω E is greater than some polynomially growing function of y E . It follows from condition (M) and Hölder's inequality that there exists an increasing function G : R → R + growing polynomially with y such that
which is negative for ω E sufficiently large. In order to check the corresponding condition for F 1 , we treat the cases p = 1 and p > 1 separately, where p is the exponent from condition (M).
In the case p = 1, we can write V (x) = 1 2 x, Qx +Ṽ (x) for some positive definite matrix Q. We then have
whereF 1 has sublinear growth at infinity. Condition (Q) then implies that there exists a constant γ > 0 such that
so that (2.7) follows from Lemma 5.4. In the case p > 1, it follows from condition (M) that
whereF 1 behaves like o(|x| 4p−2 ) at infinity. The non-degeneracy of M thus implies that there exist constants γ > 0 and C such that
so that (2.7) follows again from Lemma 5.4. In order to be able to apply Corollary 4.5, we check that that U is bounded from above. In the case p > 1, this follows easily from condition (M). In any case, V is bounded from below, so that in the case p = 1, we have
for some function G behaving like o(|x| 2 ) at infinity. It thus follows from condition (Q) that U is indeed bounded from above.
It remains to check that (4.8) holds in our case. This can be verified easily since the nonlinearity is of the form
so that it suffices to multiply the functions G i by smooth cutoff functions in order to get the required approximations to F .
From Theorem 2.6 we get that SDE (2.1) has a unique, mild solution for every initial condition x 0 ∈ E. Corollary 4.5 shows that the unique, ergodic invariant measure of SDE (2.1) is µ. Converting from a Hilbert space valued SDE to an SPDE, as outlined in Remark 5.5, we find equation (8.3). This completes the proof of statement a). Statement b) follows directly from Theorem 4.9.
Remark 6.2 If (BB * ) −1 A is symmetric, the matrix A can be incorporated into the potential V by choosing A = 0 and replacing V (x) with V (x) − 1 2 x, (BB * ) −1 Ax . In this case the SPDE simplifies to the more manageable expression
Similar simplifications are possible for the SPDEs considered in the remainder of this section, and in the next.
Using the preconditioning technique described above we can construct modified versions of the SPDE (6.1) which still have the same stationary distribution. In the preconditioned SDE (2.14) we take G = −L −1 where L is the self-adjoint version of (∂ u +A * )(BB * ) −1 (∂ u −A) with boundary conditions ω(0) = 0, ω
Theorem 6.3 Let A ∈ R d×d be a matrix, let B ∈ R d×d be invertible, f = −BB * ∇V , assume that V satisfies conditions (M) and (Q), and let
wherew is a G-Wiener process, Φ is given by (5.3), and y(t, · ) is the solution of the elliptic problem
y(t, 0) = x − , ∂ u y(t, 1) = Ay(t, 1) + f (x(t, 1)). 
Proof. Choose H, E, L, m, µ and U as in the proof of Theorem 6.1. From [HSVW05, Theorem 3 .3] we know that G is the covariance operator of the law of the solution of (5.2) and thus is positive definite, self-adjoint, and trace class. We already checked that (A1)-(A3) hold in the proof of Theorem 6.1. Furthermore (A6)-(A7) are trivially satisfied for our choice of G, so that it remains to check (A5) in order to apply Theorem 2.10. Note that the nonlinearity F is of the form
for some functions F i : R n → R n . It follows from condition (M) that there exist constants C and N such that both of these functions satisfy
for every x and y in R n . The validity of (A5) follows at once. Applying Theorem 2.10 we obtain that SDE (2.14) has a unique, strong solution for every initial condition x 0 ∈ E. Corollary 4.8 shows that the unique, ergodic invariant measure of SDE (2.1) is µ. Converting from a Hilbert space valued SDE to an SPDE, as outlined in Remark 5.6, we find equation (8.3). This completes the proof of statement a). Statement b) follows directly from Theorem 4.10.
Bridge Path Sampling
In this section we construct SPDEs which sample, in their stationary state, bridges from the SDE (5.1). That is, the stationary distribution of the SPDEs coincide with the distribution of solutions of the SDE (5.1), conditioned on X(1) = x + . The main results appear in Theorems 7.1 and 7.2. Note that, for unity with the other results in this paper, we construct an E−valued SPDE theory. However, this functional framework is not actually needed for this problem, because the boundary conditions are linear; it is possible to use a Hilbert space theory. Theorem 7.1 Let A ∈ R d×d be a matrix, let B ∈ R d×d be invertible, f = −BB * ∇V , assume that V satisfies conditions (M) and (Q), and let 
Proof. Let X and Z be the solutions of the SDEs (5.1) and (5.2) respectively. From Lemma 5.2 we know that the density of the distribution X with respect to the distribution of Z is given by (6.2). Let L(Z | Z(1) = x + ) denote the conditional distribution of Z and let m : [0, 1] → R d be the mean of this distribution. Then, using Lemma 5.3 and substitution, the density of µ = L(X | X(1) = x + ) − m w.r.t. the centred distribution ν = L(Z | Z(1) = x + ) − m is given by
equipped with the supremum norm. Define the operator L on H to be the self-adjoint version of (∂ u +A * )(BB * ) −1 (∂ u −A) with boundary conditions ω(0) = ω(1) = 0. From [HSVW05, Theorem 3.6] we know that the stationary distribution of the H-valued SDE (3.1) coincides with ν. By taking expectations on both sides of [HSVW05, equation (3.11) ] in the stationary state we find that m solves the boundary value problem
Define U : E → R by U (ω) = log(ψ(ω)) for all ω ∈ E. Then we have dµ = exp(U (ω)) dν and the Fréchet derivative F = U ′ is given by
for all ω − m ∈ E. Since (7.2) is the same as (6.3) without the terms involving delta functions, we can check that (A1)-(A4) hold in exactly the same way as in the proof of Theorem 6.1. From Theorem 2.6 we get that SDE (2.1) has a unique, mild solution for every initial condition x 0 ∈ E. Corollary 4.5 shows that the unique, ergodic invariant measure of SDE (2.1) is µ. Converting from a Hilbert space valued SDE to an SPDE, as outlined in remark 5.5, we find equation (8.3). This completes the proof of statement a). Statement b) follows directly from Theorem 4.9.
Again we study the corresponding result which is obtained from the preconditioned SDE (2.14). Since it is in general easier to invert the Laplacian with Dirichlet boundary conditions rather than L, we choose G = −L −1 0 where L 0 is the self-adjoint version of (BB * ) −1 ∂ 2 u with boundary conditions ω(0) = ω(1) = 0 on L 2 . This procedure leads to the following result.
Theorem 7.2 Let A ∈ R
d×d be a matrix, let B ∈ R d×d be invertible, f = −BB * ∇V , assume that V satisfies conditions (M) and (Q), and let
wherew is a G-Wiener process and y(t, · ) is the solution of 
Proof. The proof works in almost the same way as the proof of Theorem 6.3. The primary difference is that, in the present case, the operator G is not the inverse of −L, but only of its leading order part.
Nonlinear Filter/Smoother
Consider the
where B 11 ∈ R d×d , A 21 ∈ R m×d and B 22 ∈ R m×m are matrices, (B 11 B * 11 ) −1 f is a gradient, and W x and W y are independent standard Brownian motions in R d resp. R m . We will construct an SPDE which has the conditional distribution of X given Y as its stationary distribution. ζ is the density of the initial distribution for X in (8.1). The main results are stated in Theorems 8.2 and 8.4.
Remark 8.1
It is straightforward to extend the contents of this section to include the presence of a linear term A 11 X in the drift for X in equation (8.1). (We include such a term in the two previous sections.) We do not do so here because it would clutter the presentation.
Theorem 8.2
Let A 21 ∈ R m×d , B 11 ∈ R d×d and B 22 ∈ R m×m and assume that B 11 and B 22 are invertible. Let f = −B 11 B * 11 ∇V and assume that V satisfies conditions (M) and (Q). Let ζ be a C 2 probability density such that α = e V ζ satisfies
whenever |x| ≥ c for some constants ε, c > 0. Consider the
for all (t, u) ∈ (0, ∞) × [0, 1] with boundary conditions
for all t ∈ (0, ∞) and initial condition 
where X, Y solve (8.1).
Remark 8.3
The condition (8.2) on α seems to be quite artificial. On the other hand, if no a priori information is given on the distribution of X(0), it is natural to assume that X(0) is given by the invariant measure, in which case log α = −V , so that the assumptions on α are satisfied. In this case, the boundary conditions (8.3b) reduce to the more symmetric expression
. Then we can write the system (X, Y ) from (8.1) as an SDE of the form
Let (X,Ȳ ) be the solution of the linear,
We can use Lemma 5.2 to get the density of the distribution µ XY of (X, Y ) with respect to the distribution µXȲ of (X,Ȳ ). Since the nonlinearity (f (X), 0) is orthogonal to the range of B in R d × R m , the resulting density is
Here θ( · ) is the density of the distribution of X(0), relative to the Gaussian measure N (0, ε −1 ). This density is proportional to exp(−V (x) + log α(x) + 1 2 ε|x| 2 ).
From [HSVW05, Lemma 4.4] we know that the conditional distribution µX |Ȳ of X givenȲ exists and Lemma 5.3 shows that µ X|Y has, since ϕ does not depend on Y , density ϕ with respect to µX |Ȳ . Let m be the mean of µX |Ȳ . Then the density ψ of µ = µ X|Y − m w.r.t. ν = µX |Ȳ − m is given by for all ω ∈ E, where δ 0 , δ 1 ∈ E * are delta-distributions located at 0 resp. 1. At this point, we are back in a situation that is very close to the one of Theorem 6.1 and we can check that (A1)-(A4) are satisfied. Note that (8.2) ensures that U is bounded from above and that the term log α(X(0))δ 0 appearing in F satisfies (2.7). The various statements now follow from Theorem 2.6 and Corollary 4.5 as in Theorem 6.1.
In the preconditioned version of this theorem we take G = −L −1 0 , where L 0 is the self-adjoint extension of (B 11 B * 11 ) −1 ∂ 2 u with boundary conditions ω ′ (0) = 0 and ω ′ (1) = εB 11 B * 11 ω(1) for an ε chosen so that (8.2) holds. This yields the following result in which it is important to note thatw depends upon ε. with boundary conditions ∂ u y(t, 0) = εB 11 B * 11 (y(t, 0) − x(t, 0)) − B 11 B * 11 ∇ log α(x(t, 0)), ∂ u y(t, 1) = f (x(t, 1)). Proof. The proof is very similar to that of Theorem 6.3, so that we omit it.
Conclusions
In this text we derived a method to construct nonlinear SPDEs which have a prescribed measure as their stationary distribution. The fundamental relation between the drift of the SPDE and the density of the stationary distribution is in analogy to the finite dimensional case: if we augment the linear SPDE by adding an extra drift term of the form F = U ′ , the stationary distribution of the new SPDE has density exp(U ) with respect to the stationary distribution of the linear equation.
Since the resulting SPDEs have unique invariant measures and are ergodic, they can be used as the basis for infinite dimensional MCMC methods. The applications in sections 6, 7 and 8 illustrate this approach to sampling, by constructing SPDEs which, in their stationary states, sample from the distributions of finite dimensional SDEs, conditioned on various types of observations. However, our analysis is limited to problems for which the drift is linear plus a gradient. Furthermore, in the case of signal processing the analysis is limited to a linear equation, in continuous time, for the observation.
We have clear conjectures about how to generate the desired SPDEs in general, which we now outline. We start by considering the first two conditioning problems 1. and 2. Since we consider the general non-gradient case, the linear term can be absorbed into the nonlinearity and we consider the SDE dX = f (X) du + B dW x , X(0) = x − . If we denote by D the variational derivative of path-space functionals such as this, and consider the SPDE ∂z ∂t = D ln q lin (z) + √ 2 ∂W ∂t (the last term being space-time white noise) then this will sample from Wiener measure or Brownian bridge measure, depending upon which boundary conditions are applied. This is an infinite dimensional version of the Langevin equation commonly used in finite dimensional sampling. General linear SPDEs derived similarly are proven to have the desired sampling properties in [HSVW05] .
One can use the formal density q given above, in combination with Lemma 5.2, to derive a formal density on path space for (9.1), proportional to q non (X) = exp − This density also appears in the physics literature and is known as the Onsager-Machlup functional [Gra77] . The SPDEs which we derived in sections 6 and 7 may be found by For bridge path sampling the boundary conditions are those dictated by the bridging property. For free path sampling the variational derivative includes a contribution from varying the right-hand end point, which is free, giving rise to a delta function; this leads to the nonlinear boundary condition. When f has a gradient structure the operator Θ(x) ≡ 0 and the SPDE is analysed in this paper (in the case A = 0). When Θ(x) = 0 it will, in general, be necessary to define a new solution concept for the SPDE, in order to make sense of the product of Θ(x) with the derivative of x; in essence we must define a spatial stochastic integral, when the heat semigroup is applied to this product term. The Stratonovich formulation of the density q non suggests that some form of Stratonovich integral is required. The case where the non-gradient part of the vector field is linear is considered in this paper, and the provably correct SPDE in that case coincides with the conjectured SPDE above.
Turning now to the case of signal processing, we generalise the observation equation (1.2) to dY = g(X, Y ) dt +BdW y , Y (0) = 0.
We can derive the appropriate SPDE for sampling in this case by utilising the OnsagerMachlup functional above, and applying Bayes rule. Define By Bayes rule the conditioned density for X|Y will be proportional to q(X, Y ), with proportionality constant independent of X. Thus the SPDE for sampling in this case should be ∂x ∂t = D ln q(x, Y ) + √ 2 ∂W ∂x (the last term again being space-time white noise) and Y being the given observation. In the case where g(X, Y ) depends only on X, and is linear, and when f (X) has the form considered in this paper, then this SPDE is exactly that derived in this paper. Outside this regime we are again confronted with the necessity of defining a new solution concept for the SPDE, and in particular deriving a spatial stochastic integration theory. A related SPDE can also be derived when the observations are discrete in time. In this case delta functions are introduced into the SPDE at the observation times; the theory introduced in this paper is able to handle this, since a similar issue arises for the nonlinear boundary conditions considered here. Langevin SPDEs which solve the signal processing problem are discussed in [HSV05] . In that paper numerical experiments are presented which indicate that the conjectured SPDEs are indeed correct, and that a centred (Stratonovich) treatment of the cross-derivative term is the correct choice.
In addition to the extension of the Langevin equation to non-gradient problems, and more general observation equation, there are many other interesting mathematical questions remaining. These include the study of second order (in time t) Langevin equations, the development of infinite dimensional Hybrid Monte Carlo methods, the study of conditional sampling for hypo-elliptic diffusions and the derivation of sampling processes for non-additive noise.
