In this paper, we consider data consisting of multiple networks, each comprised of a different edge set on a common set of nodes. Many models have been proposed for such multi-view data, assuming that the data views are closely related. In this paper, we provide tools for evaluating the assumption that there is a relationship between the different views. In particular, we ask: is there an association between the latent community memberships of the nodes within each data view? To answer this question, we extend the stochastic block model for a single network view to two network views, and develop a new hypothesis test for the null hypothesis that the latent community structure within each data view is independent. We apply our test to protein-protein interaction data sets from the HINT database (Das & Yu 2012). We find evidence of a weak association between the latent community structure of proteins defined with respect to binary interaction data and with respect to co-complex association data. We also extend this proposal to the setting of a network with node covariates.
Introduction
Network data contain the pairwise relationships (edges) between objects of interest (nodes).
For example, nodes could be proteins, with edges representing physical interactions, or nodes could be people, with edges representing social interactions. Of the many models for network data (Holland & Leinhardt 1981 , Holland et al. 1983 , Hoff et al. 2002 , one of the best known is the stochastic block model, which assumes that nodes belong to latent subgroups.
It is often the case that multiple data sets, or data views, are available on a common set of nodes. This is known as the multi-view data setting in the machine learning literature (Sun 2013) . For example, biologists can define protein-protein interaction networks so that edges represent physical interactions (binary interactions), or so that edges represent co-membership in a protein complex (co-complex associations). Extensions of network models to the multi-view data setting (Fosdick & Hoff 2015 , Han et al. 2015 , Binkiewicz et al. 2017 , Salter-Townshend & McCormick 2017 often assume that the data views are closely related. For example, extensions of the stochastic block model typically assume that the latent subgroups within each data view are closely related (Han et al. 2015 , Peixoto 2015 , Stanley et al. 2016 , Binkiewicz et al. 2017 , Stanley et al. 2018 .
In this paper, we propose a method for assessing whether two data views are related, when one or both views are networks. It is important to check this before applying a method that makes this assumption. Furthermore, the relationship between the views may itself be of interest. For example, we may wish to assess the association between binary and co-complex protein networks, or the association between peoples' social interactions and demographics.
To this end, we extend the stochastic block model to the multi-view network setting without assuming that the views are closely related. We then ask: are the latent communities within each data view associated? Similarly, for a network view and a multivariate view, we ask whether the latent communities within the network view and the latent clusters within the multivariate view are associated. Gao et al. (2019) investigated a similar problem for two multivariate data views, but did not consider the case where one or both views are networks.
The rest of the paper is organized as follows. We review Gao et al. (2019) in Section 2. We develop a test for association between the latent communities in two network views in Section 3, and extend this test to the case of a network view and a multivariate view in Section 4. We review related literature in Section 5, and explore the performance of our tests via numerical simulation in Section 6. In Section 7, we apply the test from Section 3 to protein networks from the HINT database (Das & Yu 2012) . Section 8 provides a discussion.
2 Are two views' latent subgroups associated?
In this section, we revisit the approach proposed by Gao et al. (2019) for answering the question of whether latent subgroups in two data views are related.
Suppose that we have two data views (X (1) and X (2) ) on a common set of n observations. For example, X (1) ∈ R n×p 1 and X (2) ∈ R n×p 2 could be p 1 gene expression measurements and p 2 DNA methylation measurements on n tissue samples. We model X (l) with (2.1), so that 2) and assume that the n pairs {(Z
i has K (l) levels, for l = 1, 2,
The following result allows us to parameterize the joint distribution of Z (1) and Z (2) . Let ∆ K + ≡ π ∈ R K : 1 T K π = 1, π k > 0 denote the probability simplex.
Proposition 1 (Gao et al. 2019) . Suppose that P(A = k) = π k and P(B = k ) = π k , for π ∈ ∆ K + and π ∈ ∆ K + . Then, there exists C ∈ C π,π such that P(
. It follows from the fact that the n pairs {(Z (1) i , Z
(2) i )} n i=1 are i.i.d. and Proposition 1 that there exists C ∈ C π (1) ,π (2) such that
For l = 1, 2, the log-likelihood function of X (l) is given by
where the right-hand side implicitly depends on π (l) via the distribution of Z (l) . Since
, the log-likelihood function of X (1) and X (2) is given by
5)
where the right-hand side depends on π (1) , π (2) , and C via the distribution of (Z (1) , Z (2) ). Gao et al. (2019) proposed first maximizing the marginal log-likelihood function of X (l) :
Parameter estimation
where is given in (2.4). Gao et al. (2019) then proposed maximizing the joint log-likelihood function of X (1) and X (2) given by (2.5) evaluated atθ (1) ,θ (2) ,π (1) , andπ (2) :
where C ·,· is defined in Proposition 1. The estimatorC is a pseudo maximum likelihood estimator in the sense of Gong & Samaniego (1981) . Gao et al. (2019) assumed that
for densities φ (l) (·; θ), so that X (1) and X (2) follow finite mixture models (FMM; McLachlan & Peel 2000) with K (1) and K (2) clusters, respectively. This means that (2.6) can be solved with an expectation-maximization (EM) algorithm (McLachlan & Krishnan 2007) . Futhermore,
which is a concave function of C. Thus, Gao et al. (2019) solved (2.7) with a convex optimization algorithm (Algorithm 1, Gao et al. 2019 ).
Testing independence between Z (1) and Z (2)
To test the null hypothesis that Z (1) and Z (2) are independent, Gao et al. (2019) proposed
with a pseudo likelihood ratio test statistic (Liang & Self 1996) :
where the second equality follows from the definition ofC in (2.7). They used a permutation approach to approximate the null distribution of logΛ.
3 Are two networks' community structures associated?
In this section, we develop a test of association between the latent subgroups within two network data views.
3.1 Stochastic block model (Holland et al. 1983) 3.1.1 Model and notation
We will briefly review the stochastic block model (SBM); see Abbe (2017) for a detailed review. Let X ∈ X ≡ {X ∈ {0, 1} n×n : X ij = X ji , X ii = 0} be the adjacency matrix of an undirected, unweighted network with n nodes and no self-loops. We assume that the nodes are partitioned into K subgroups (called communities), with unobserved memberships given by a latent random vector Z = (Z 1 , . . . , Z n ) with i.i.d. elements and P(Z i = k) ≡ π k for π ∈ ∆ K + . Conditional on Z, the edges are independently drawn from a Bernoulli distribution,
Parameter estimation
Maximum likelihood estimation of θ and π is computationally intractable. Thus, Amini et al. (2013) maximized an approximate pseudolikelihood (Besag 1975) to estimate θ and π.
We briefly review this approach; see Appendix A for a detailed review. LetẐ ∈ {1, . . . , K} n be the results of applying spectral clustering with perturbations (Amini et al. 2013 ) to X.
Defineb ∈ R n×K with rowsb i andb im ≡ n j=1 X ij 1{Ẑ j = m}, and let d = X1 n . LetR be the confusion matrix betweenẐ and Z, and define the K ×K matrix η = (diag(θR1 K )) −1 θR with rows η k . Let g(·; N, q) denote the probability mass function of a Multinomial(N, q 1 , . . . , q K ) random variable. Amini et al. (2013) treatedẐ and η as fixed and showed that
Ignoring any dependence between Z and d, and marginalizing over Z in (3.1) to approximate the conditional distribution ofb given d, yields the following log-pseudolikelihood function:
This has exactly the same form as the log-likelihood function of a FMM (2.8), and so it can be maximized using the EM algorithm for fitting FMMs (McLachlan & Krishnan 2007) . Amini et al. (2013) derived an estimate of θ using the maximizers of (3.2).
A stochastic block model for two network data views

Model and notation
We now propose our extension of the SBM to two network views. Let X (1) , X (2) ∈ X . We model X (1) and X (2) with the multi-view latent subgroup model (Section 2.1), with X (l) marginally following an SBM with K (l) communities. Thus, X (1) ⊥ X (2) | Z (1) , Z (2) , with
Recall from Section 2.1 that π (l) contains the marginal probabilities of Z (l) for l = 1, 2, and C summarizes the dependence between the community memberships in the two data views.
Parameter estimation
Recall from Section 2.2 that Gao et al. (2019) estimated the parameters in a multi-view latent subgroup model by first maximizing the marginal log-likelihood functions. However, maximum likelihood estimation for an SBM is computationally intractable, so we cannot maximize the marginal likelihood of X (l) (Section 3.1.2). Therefore, we replace the likelihood functions in the estimation procedure from Gao et al. (2019) with pseudolikelihood functions, along the lines of Amini et al. (2013) .
For l = 1, 2, letẐ (l) denote the result of applying spectral clustering with perturbations (Amini et al. 2013 ) to X (l) , and letb (l) , d (l) , and η (l) be as in Section 3.1.2. We write
where the first and third equalities follow from the definition of a conditional density, and the second equality follows from the fact that
and X (2) ⊥ Z (1) | Z (2) (Section 3.2.1).
Ignoring any dependence between d (l) and Z (l) and marginalizing over the latent community memberships Z (1) and Z (2) in (3.3) yields the following single-view and multi-view log-pseudolikelihood functions forb (1) andb (2) given d (1) and d (2) :
We replace the single-view log-likelihood function with P L in (2.6):
As in Section 3.1.2, we can compute (3.7) using an EM algorithm for FMMs (McLachlan & Krishnan 2007) . We then replace the multi-view log-likelihood function with P L in (2.7):
where C ·,· is defined in Proposition 1. Algorithm 1 from Gao et al. (2019) can be used to solve (3.8), and is detailed in Algorithm S1 in Section B of the Supplementary Materials.
Algorithm 1 details the proposed estimation procedure for η (1) , η (2) , π (1) , π (2) , and C. We can also estimate θ (1) and θ (2) as in Section 3.1.2, though we will not need the estimates of θ (1) and θ (2) for the test of independence proposed in the next subsection.
Algorithm 1 Estimation procedure for η (1) , η (2) , π (1) , π (2) , and C in (3.3)
1. For l = 1, 2:
(a) Compute d (l) = X (l) 1 n .
(b) Apply spectral clustering with perturbations (Amini et al. 2013 ) to X (l) to obtain Z (l) , and computeb (l) according tob
(c) Computeη (l) andπ (l) according to (3.7), for P L defined in (3.6).
2. Apply Algorithm S1 in Section B of the supplementary materials to computeĈ according to (3.8).
Testing independence between Z (1) and Z (2)
We wish to test the null hypothesis that the latent community memberships Z (1) and Z (2) in (3.3) are independent; recall from Section 2.3 that this amounts to testing H 0 :
. We adapt the pseudo likelihood ratio test (PLRT) described in Section 2.3 but replace the likelihood function in the PLRT with the pseudolikelihood functions described in Section 3.2.2. This leads to what we call a pseudo pseudolikelihood ratio test (P 2 LRT) statistic,
where the second equality follows from the definition ofĈ in (3.8). In the name P 2 LRT, the term "pseudo" is used in two different senses: the first is because we use P L in place of , and the second is because in the first term we do not perform a full joint maximization over (η (1) , η (2) , π (1) , π (2) , C) (Gong & Samaniego 1981) .
As in Gao et al. (2019) , we approximate the null distribution of log Λ with a permutation approach; details are provided in Algorithm 2.
Algorithm 2 P 2 LRT for testing H 0 :
2. Compute log Λ according to (3.9), where P L are defined in (3.6).
3. For m = 1, . . . , M , where M is the number of permutations:
(a) Apply the same permutation to the rows and columns of X (2) to obtain X (2, * m) .
(b) Apply Algorithm 1 to X (1) and .6) and (3.9) to compute log Λ ( * m) .
The p-value for testing H
0 : C = 1 K (1) 1 T K (2) is given by M m=1 1 {log Λ≤log Λ ( * m) } /M.
Extension to a network view and a multivariate view
In this section, we develop a test of association between latent subgroups in a network view and latent subgroups in a multivariate view.
Model and notation
We now propose our extension of the SBM to a network view, X ∈ X , and a multivariate data view, X (2) ∈ R n×p . We model X (1) and X (2) with the multi-view latent subgroup model (Section 2.1), with X (1) marginally following an SBM with K (1) communities, and X (2) marginally following a FMM with K (2) clusters. Thus, the model is of the form
where φ(·; θ) is a density parameterized by θ, and X (1) ⊥ X (2) | Z (1) , Z (2) .
Parameter estimation
estimate η (1) and π (1) , where η (1) is defined as in Section 3.1.2, and π (1) is defined in (4.1), by maximizing the marginal log-pseudolikelihood function for the network view, as in (3.7).
We estimate θ (2) and π (2) in (4.1) by maximizing the marginal log-likelihood function for the multivariate view, as in (2.6). Since X (2) follows a FMM, we can solve (2.6) using the EM algorithm for fitting FMMs (McLachlan & Krishnan 2007) . Similar to Section 3.2.2, we derive an approximation to the log-likelihood function ofb (1) and X (2) given d (1) :
Ignoring any dependence between d (1) and Z (1) , and marginalizing over Z (1) and Z (2) in (4.1) yields the log-pseudolikelihood function forb (1) and X (2) given d (1) :
We estimate C withĈ ≡ arg max C∈Cπ (1) ,π (2) P L (η (1) ,θ (2) ,π (1) ,π (2) , C), whereη (1) andπ (1) are the maximizers of the log-pseudolikelihood function for the network view (3.7), andθ (2) andπ (2) are the maximizers of the marginal log-likelihood function for the multivariate view (2.6).
Similar to Section 3.2.2, we use Algorithm S1 in Appendix B to computeĈ. Details of the estimation procedure are similar to Algorithm 1.
Testing independence between Z (1) and Z (2)
As in Section 3.2.3, we test H 0 : C = 1 K (1) 1 T K (2) using the P 2 LRT statistic given by
where parameter estimates are described in Section 4.2. We use a permutation approach to approximate the null distribution of log Λ. Details are similar to Algorithm 2.
Related literature
Many papers have extended the SBM to the multiple network data view setting, under the assumption that a single set of communities is shared across all networks (Han et al. 2015 , Peixoto 2015 , Paul et al. 2016 or a subset of networks (Stanley et al. 2016) . The model proposed in Section 3.2 does not rely on this assumption. Most of the previous work that avoids the assumption of shared communities has focused on estimation of the community structure; Section 4 of Kim et al. (2018) reviews these papers in detail. By contrast, the primary goal of our paper is not estimation, but rather to develop a test of association between the communities underlying each network view (Section 3.2.3).
A related problem in functional neuroimaging is to test whether the communities underlying brain networks of a group of healthy patients are the same as the communities underlying brain networks of a group of diseased patients; see Paul & Chen (2018) , and the references contained therein. However, these tests cannot be used to determine whether the communities underlying two network data views are the same, as the test statistics and/or p-values cannot be computed in the two network data view setting.
In Section 3.2.3, we proposed a test of the null hypothesis that the communities underlying two network views are independent. By contrast, Xiong et al. (2019) proposed a test of the null hypothesis that the two network views are conditionally independent given the communities underlying the two views.
In the case of a network view and a multivariate view, several papers have assumed that the communities underlying the network view and the clusters underlying the multivariate view are the same, and exploit this assumption to improve parameter estimation (Yan & Sarkar 2016 , Binkiewicz et al. 2017 , Stanley et al. 2018 ). Our proposed model in Section 4.1 does not rely on this assumption. Another body of work estimates the relationship between community memberships and node covariates, but does not consider inference on this relationship (Yang et al. 2013 , Newman & Clauset 2016 , Zhang et al. 2016 ).
In Section 4.3, we proposed testing for a specific type of relationship between the network view and the multivariate view: we test for association between the communities underlying the network view and the clusters underlying the multivariate view. Several papers have considered testing for other types of relationships between the network view and the multivariate view (Traud et al. 2011 , Fosdick & Hoff 2015 , Peel et al. 2017 . For example, Fosdick & Hoff (2015) tests for association between the multivariate view and the latent node positions underlying the network view.
Simulation results
In this section, we evaluate the performance of the test proposed in Section 3.2.3 in terms of power and Type I error across a variety of simulated scenarios. All simulations in this section were conducted using the simulator package (Bien 2016).
SBM for two network data views
We will evaluate the performance of four tests of H 0 : C = 1 K (1) 1 T K (2) :
1. The P 2 LRT proposed in Section 3.2.3, using the true values of K (1) and K (2) , 2. The P 2 LRT proposed in Section 3.2.3, using estimated values of K (1) and K (2) , 3. The G-test for testing dependence between two categorical variables (Chapter 3.2, Agresti 2003) applied to the estimated community assignments for each view, using the true values of K (1) and K (2) , and 4. The G-test, using estimated values of K (1) and K (2) .
We estimate K (1) and K (2) by applying the method of Le & Levina (2015) to X (1) and X (2) , respectively. In all four tests, we approximate the null distribution with a permutation approach, as in Algorithm 2, using M = 200 permutation samples.
To evaluate these four tests, we generate data from the SBM for two network data views (3.3), with n = 1000, K (1) = K (2) = K = 6, π (1) = π (2) = 1 K /K and
Here, ∆ = 0 corresponds to independent communities and ∆ = 1 corresponds to identical communities. We set θ (1) = θ (2) = θ, with
for r > 0, and γ chosen so that the expected edge density of the network equals s, to be specified. Two nodes in the same community are 2r times more likely to be connected than two nodes in different communities; thus, r describes the strength of the communities. We simulate 2000 data sets for a range of values of s, ∆, and r, and evaluate the power of the four tests described above. Results are shown in Figure 2 .
For all tests, power tends to increase as ∆, which controls the dependence between views, increases. Power also tends to increase as the strength of the communities (r) increases, and as the expected edge density (s) increases. Estimating K (1) and K (2) tends to yield lower power than using the true values of K (1) and K (2) . All tests control the Type I error, but the P 2 LRTs uniformly yield higher power than the G-tests. G−test, estimated K (1) and K (2) P 2 LRT, true K (1) and K (2) P 2 LRT, estimated K (1) and K (2) r 1.25 1.5 1.75 2 Figure 2 : Power of the P 2 LRT and the G-test with both views drawn from an SBM, varying the dependence between views (∆), the strength of the communities (r), the expected edge density (s), and how the number of communities is selected. Details are in Section 6.1.
Degree-corrected SBM for two network data views
Under the SBM, nodes within the same community have the same expected degree. In this subsection, we generate each network view from the degree-corrected stochastic block model (DCSBM, Karrer & Newman 2011) , so that nodes within the same community may have different expected degrees. We generate n vectors (Z
i ) i.i.d. for i = 1, 2, . . . , n, with Z
(1) i and Z
(2) i categorical with K (1) and K (2) levels, respectively, and
i ). Here, δ (1) and δ (2) represent popularities for the nodes in the two views; more popular nodes have higher expected degrees. We generate each view with
We set n, K (1) , K (2) , π (1) , π (2) , C, θ (1) , and θ (2) as in Section 6.1 and take P(δ 
i . We simulate 2000 data sets, varying the dependence between views (∆), the expected edge density (s), and the strength of the communities (r); these parameters are defined in Section 6.1. Once again, we evaluate the power and Type I error of the four tests described in Section 6.1. Results are shown in Figure 3 , and are similar to Section 6.1. P 2 LRT, true K (1) and K (2) P 2 LRT, estimated K (1) and K (2) r 1.25 1.5 1.75 2 Figure 3 : Power of the P 2 LRT and the G-test with both views drawn from a DCSBM, varying the dependence between views (∆), the strength of the communities (r), the expected edge density (s), and how the number of communities is selected. Details are in Section 6.2.
In this subsection, we assumed that the node popularities (δ (1) and δ (2) ) are independent.
This can be an unrealistic assumption in practice. Consider two social network views (e.g.
Facebook and LinkedIn) on a common set of people; people who are highly connected on
Facebook are also likely to be highly connected on LinkedIn. If δ (1) and δ (2) are dependent, then X (1) and X (2) could be dependent even when the communities are independent, which could inflate the Type I error rate. Thus, in Appendix C.1, we generate data from a multiview DCSBM with δ (1) and δ (2) dependent, and apply the P 2 LRT using a range of values of K (1) and K (2) . We find that the Type I error rate is controlled, both when we estimate the number of communities and when we choose a fixed number of communities (as long as the number of communities is not grossly overspecified); Appendix C.2 gives intuition for why this is the case.
SBM for a network view and a multivariate view
1. The P 2 LRT proposed in Section 4.3, using the true values of K (1) and K (2) , 2. The P 2 LRT, using estimated values of K (1) and K (2) , 3. The G-test applied to the estimated subgroup assignments in each view, using the true value of K (1) and K (2) , and 4. The G-test, using the estimated values of K (1) and K (2) ,
where K (1) is estimated by applying the method of Le & Levina (2015) to X (1) , and K (2) is estimated using BIC. In all four tests, we approximate the null distribution with a permutation approach, as in Algorithm 2, using M = 200 permutation samples.
We generate data from model (4.1); we generate data from a degree-corrected version of model (4.1) in Section D of the Supplementary Materials. We set n = 500, and K (1) = K (2) = K = 3. Let π (1) = π (2) = 1 K /K, and let C be given by (6.1). Let θ (1) = θ, with θ given by (6.2), so that the expected edge density is s = 0.015. We draw the multivariate data view from a Gaussian mixture model, for which the kth mixture component is a N 10 (µ k , σ 2 I 10 ) distribution. The p × K mean matrix for the multivariate data view is given
We simulate 2000 data sets for n = 500 and a range of values of ∆, r, and σ. Results are shown in Figure 4 .
The P 2 LRT and the G-test both control the Type I error rate. Power tends to increase as the dependence between views (∆) increases. Power also tends to increase as the strength of the communities (r) increases and the variance of the clusters (σ) decreases. As in Sections 6.1 and 6.2, the P 2 LRT uniformly yields higher power than the G-test. Methods G−test, true K (1) and K (2) G−test, estimated K (1) and K (2) P 2 LRT, true K (1) and K (2) P 2 LRT, estimated K (1) and K (2) X (1) follows an SBM Figure 4 : Power of the P 2 LRT and the G-test with the multivariate view drawn from a Gaussian mixture model and the network view drawn from an SBM, varying the dependence between views (∆), the strength of the communities (r), the variance of the clusters (σ), and how the number of communities and the number of clusters is selected. The expected edge density (s) is fixed at 0.015. Details are in Section 6.3.
Application to protein-protein interaction data
In this section, we focus on two types of protein-protein interaction data. A binary interaction is a physical interaction between proteins, and a co-complex association is a pair of proteins that are part of the same complex. These two data views provide complementary information, in the sense that physical interactions can occur between a pair of proteins that are not in the same complex, and not all proteins in complexes physically interact. Das & Yu (2012) combined and filtered eight protein-protein interaction databases to create the HINT (High-quality INteractomes) database. We consider the human protein-protein interaction data sets from HINT, and ask: are the communities within the binary interaction network and the communities within the co-complex association network associated?
We remove self-interactions from both networks, and consider only those proteins that appear in both networks. This yields 43, 874 binary interactions and 88, 960 co-complex associations among a common set of n = 9, 037 proteins. We apply the P 2 LRT of H 0 : C = 1 K (1) 1 T K (2) developed in Section 3.2.3, using M = 10 4 in Step 3 of Algorithm 2. As in Section 6, we estimate the number of communities in each view by applying the method of Le & Levina (2015) to each view separately, which (coincidentially) estimates 14 communities in each data view. Our test yields a p-value of 0.012, and thus provides some evidence against the null hypothesis that communities of proteins defined with respect to binary interactions and communities of proteins defined with respect to binary interactions are independent. Large values of C kk =
indicate nodes that are much more likely to belong to the kth community in the binary view and the k th community in the co-complex view than they would under the assumption of independent communities. We find that the largest values ofĈ kk (in particular,Ĉ 2,4 ,Ĉ 5,3 ,Ĉ 6,6 ) correspond to small values ofπ
k . This means that while the kth community in the binary view and the k th community in the co-complex view share more nodes than we would expect by chance, the total number of shared nodes is quite small in absolute terms. For instance, we estimate that six nodes belong to the sixth community in both views, and we estimate that 57 nodes and 95 nodes belong to the sixth community in the binary view and the co-complex view, respectively. Figure 5 : Heatmaps ofπ (1) andπ (2) , defined in (3.7), and ofĈ, defined in (3.8), for the HINT database described in Section 7.
Discussion
In this paper, we considered testing whether subgroups defined with respect to two networks on a common set of nodes are related. We extended this test to the setting of one network and one multivariate data set on a common set of nodes. The proposed tests control the Type I error rate, and yield higher power than applying the G-test to the estimated subgroup memberships in each data view. We focused on testing the association between subgroups in two data views, where one or both data views are networks; when three or more data views are available, we can apply the tests developed in this paper to each pair of views.
In this paper, we considered only undirected, unweighted network views. There is a body of work which extends the single-view SBM to directed and/or weighted networks; see e.g. Wang & Wong (1987) and Aicher et al. (2014) . It may be of future interest to extend the methodology developed in this paper to allow for directed and/or weighted networks.
The tests developed in this paper are implemented in the R package multiviewtest, which is available on CRAN. Links to download the data sets used in Section 7, code to reproduce the simulations in Section 6 and Appendix C, and code to reproduce the data analysis in Section 7, are available online at https://github.com/lucylgao/mv-network-test-code/.
Testing for Association in Multi-View Network Data: Supplementary Materials
A A detailed review of Amini et al. (2013) LetẐ ∈ {1, . . . , K} n be an initial estimate of the community memberships of the n nodes.
Specifically, Amini et al. (2013) proposed using a regularized spectral clustering procedure called spectral clustering with perturbations to obtainẐ. In what follows, the dependency ofẐ on X is ignored, andẐ is treated as fixed. Letb be the n × K matrix defined bŷ
Letb i denote the ith row ofb. Let d = X1 n . In this section, we review the derivation of a pseudolikelihood function from Amini et al. (2013) which is based on an approximation to the conditional density ofb given d. We note that Amini et al. (2013) also derived a pseudolikelihood function which is based on the unconditional density ofb. However, the estimators which maximize the former pseudolikelihood function are more robust against misspecification of f X|Z in the stochastic block model (Section 3.1.1) than the estimators which maximize the latter pseudolikelihood function (Amini et al. 2013) . This is because the form of f X|Z in the stochastic block model provides a poor fit to networks with heterogeneous node degrees within communities, and conditioning on d (the node degrees) improves the goodness of fit.
It follows from the definition of the stochastic block model (Section 3.1.1) that:
• For (i, j), (i , j ) ∈ {1, 2, . . . , n} 2 , conditional on Z, X ij ⊥ X i j , and
• For (i, j, m), (i , j , m ) ∈ {1, 2, . . . , n} × {1, 2, . . . , n} × {1, 2, . . . , K}, conditional on Z,
are weakly dependent when n is large, and so
Next, we derive approximations to f (b i | Z, d i ). Recall from the definition of the stochastic block model (Section 3.1.1) that conditional on Z, X ij are independent Bernoulli variables for 1 ≤ i < j ≤ n. Thus, it follows from the definition ofb im in (A.1) that conditional on Z,b im is the sum of independent Bernoulli random variables, and can be approximated by
Ignoring the fact that X ii = 0, and instead assuming that
whereR is the confusion matrix ofẐ defined bŷ
Combining (A.4) and (A.5),
Now, the joint distribution of independent Poisson random variables conditional on their sum is multinomial. It follows from (A.1) and (A.2) that {b im } n i=1 are conditionally independent given Z. Furthermore, from (A.7), conditional on Z,b im are approximately Poisson. Thus,
We use (A.8) to writeb
where g(·; q) denotes the probability mass function of a multinomial random variable with N trials and probability vector q, and η = diag(θR1 K ) −1 θR. Now, combining (A.3) and
TreatingR defined in (A.6) as fixed, and marginalizing over Z in (A.10), ignoring any
Based on (A.11), Amini et al. (2013) defined the log-pseudolikelihood function to be:
This is (3.2).
B Exponentiated gradient descent for solving (3.8)
From the discussion in Section 3.2.2, solving (3.8) is equivalent to solving (2.7) for the multi-view latent subgroup model, assuming that f X|Z is given by (2.8):
Algorithm S1 details the exponentiated gradient descent (Kivinen & Warmuth 1997) algorithm from Gao et al. (2019) for solving (B.1).
C The DCSBM for two network data views with dependent popularities
In Section 6.2, we generated data from a DCSBM for two network data views, where δ (1) (the popularities of the nodes in the first view) and δ (2) (the popularities of the nodes in the second view) are independent. In this section, we will modify the DCSBM for two network data views to a case of maximal dependence between the node popularities of the two views:
Algorithm S1 Exponentiated gradient descent algorithm for solving (B.1), from Gao et al.
We set n = 50, K (1) = K (2) = K = 2, π (1) = π (2) = 1 2 /2, θ (1) = θ (2) =    0.5 0.25 0.25 1    , and δ (1) i ∼ Uniform(0.14, 0.84). We let C = 1 2 1 T 2 , so that Z (1) and Z (2) are independent. We simulate 200 data sets with C = 1 2 1 T 2 .
We apply the P 2 LRT of H 0 : C = 1 K (1) 1 T K (2) described in Section 3.2.3, using the same number of communities in each data view, and varying the number of communities used from 2 to n = 50. We also apply the P 2 LRT using the value of K (1) and K (2) estimated by applying the method of Le & Levina (2015) to X (1) and X (2) , respectively. The results are shown in Figure S1 . Figure S1 : For the simulation study described in Section C, we display the Type I error rate of the P 2 LRT described in Section 3.2.3 for n = 50, K = 2, and δ (1) i = δ
(2) i for i = 1, 2, . . . , n. The x-axis displays the number of communities used, and the y-axis displays Type I error rate. The Type I error rate of the P 2 LRT with the value of K (1) and K (2) estimated by applying the method of Le & Levina (2015) to X (1) and X (2) , respectively, is 0.035 (95% confidence interval: 0.0095, 0.0605).
We see that when we grossly overspecify the number of communities, the Type I error rate is inflated, and when we do not grossly overspecify the number of communities, the Type I error rate is controlled at the nominal α = 0.05 level.
C.2 Number of communities used and Type I error rate
In this subsection, we will explain why the Type I error rate is inflated when δ (1) and δ (2) are dependent and we grossly overspecify the number of communities.
Recall from Section 3.2.3 that the P 2 LRT statistic is the PLRT statistic (Section 2.3) with the likelihood function in the PLRT replaced with the pseudolikelihood functions described in Section 3.2.2. Furthermore, Gao et al. (2019) showed that the PLRT statistic is closely related to the mutual information (a measure of dependence, Meilȃ 2007) between the estimated subgroup assignments in each view. This suggests that if the community memberships in the two views are independent, but the estimated community memberships in the two views are dependent, then the Type I error rate will be inflated. Furthermore, if 1. the estimated community assignments in view 1 and δ (1) are dependent, 2. the estimated community assignments in view 2 and δ (2) are dependent, and 3. δ (1) and δ (2) are dependent, then the estimated community assignments in the two views will likely be dependent.
In Section C.1, we generate data with δ (1) and δ (2) dependent. When we specify a very large number of communities, the estimation procedure tends to assign nodes with similar values of δ (l) to the same community. Thus, Conditions 1-3 above are satisfied, leading to dependence between the estimated community memberships, and hence Type I error inflation.
When we do not grossly overspecify the number of communities, the estimated community assignments are not highly dependent on δ (l) , and thus the P 2 LRT controls the Type I error rate. Estimating the number of communities using the method of Le & Levina (2015) controls the Type I error rate, because the method of Le & Levina (2015) does not grossly overspecify the number of communities.
We set n = 500, and K (1) = K (2) = K = 3. Let π (1) = π (2) = 1 K /K, and let C be given by (6.1). Let θ (1) = θ, with θ given by (6.2), so that the expected edge density s = 0.015.
We simulate 2000 data sets for n = 500 and a range of values of ∆, r, and σ. Results are shown in Figure S2 , and are similar to the results in Section 6.3. Methods G−test, true K (1) and K (2) G−test, estimated K (1) and K (2) P 2 LRT, true K (1) and K (2) P 2 LRT, estimated K (1) and K (2) X (1) follows a DCSBM Figure S2 : Power of the P 2 LRT and the G-test with the multivariate view drawn from a Gaussian mixture model and the network view drawn from a DCSBM, varying the dependence between views (∆), the strength of the communities (r), the variance of the clusters (σ), and how the number of communities and the number of clusters are selected. The expected network density (s) is fixed at 0.015. Details are in Section D of the Supplementary Materials.
