This paper concerns with the number of limit cycles for a cubic Hamiltonian system under cubic perturbation. The fact that there exist 9-11 limit cycles is proved. The different distributions of limit cycles are given by using methods of bifurcation theory and qualitative analysis, among which two distributions of eleven limit cycles are new.  2005 Elsevier Inc. All rights reserved.
Introduction and main results
One of the problems posed by Smale [9] is the Hilbert's 16th problem. The second part of it is concerned with the number and relative location of the limit cycles of a planar polynomial differential systeṁ x = P n (x, y),ẏ = Q n (x, y), (1.1) where P n and Q n are polynomials of degree n. For this problem, Lloyd [7] stated: "Striking aspect is that the hypothesis is algebraic, while the conclusion is topological." Unfortunately, the problem is not solved even for n = 2. In 1986, Roussarie [8] originated a way to study the number of limit cycles appearing near a homoclinic loop and obtained a significant method to find the homoclinic cyclicity by using coefficients in the expression of the first order Melnikov function. The idea was developed and more results were obtained in [1] [2] [3] [4] [5] [11] [12] [13] for the case of homoclinic loop or heteroclinic loop. It consists of the following three steps:
• find discriminating values to determine the stability of a homoclinic or a double homoclinic loop (the formulas for these values were given in [3] ); • vary parameters to change the stability of the loop to produce limit cycles;
• find a final limit cycle by breaking the homoclinic loop.
We knew that a quadratic system has at most two nests of limit cycles (e.g. [10] ). Thus, the distributions of limit cycles for these system is simple. However, the distributions of limit cycles for cubic systems are much more complicated. In [6] , Li gave a distribution of eleven limit cycles. Recently Zhang, Han and Zang [4, 11, 13] have obtained three new distributions of eleven limit cycles. A natural question is: are there more distributions of limit cycles for these system? The goal of the paper is to study the problem and to give two new distributions of eleven limit cycles using the above method. In this paper, we consider the following perturbed Hamiltonian system: x = y 1 + cy 2 + εf 0 (x, y) ≡ f (x, y), y = −x 1 + ex + ax 2 + εg 0 (x, y) ≡ g(x, y), (1. 2) ε where 0 < ε 1, a < 0, c < 0, e ∈ R, and f 0 (x, y) = a 10 We consider the coefficients a ij and b ij in (1.2) ε as parameters. For convenience of numerical analysis, we will take a = −2, c = −1, e = 1 in the proof of the main results. Using the idea of changing the stability of homoclinic loop to find limit cycles near a homoclinic loop, the fact that the system (1.2) ε can create 9-11 limit cycles can be proved. Let parameters δ i , i = 1, . . . , 6, a i , i = 1, . . . , 5, and functions φ i , ρ i , i = 1, . . . , 5, p 4 be defined as in Section 3. Our main results can be stated as follows.
2) ε can have at least 11 limit cycles with their distributions given in Fig. 1.1 .
2) ε has at least 10 limit cycles with the configuration shown in Fig. 1.2 . 
Theorem 3. If
2) ε has at least 9 limit cycles with the configuration shown in Figs. 1.3 and 1.4.
The rest of the paper is organized as follows. In Section 2, we give the qualitative behavior of unperturbed system (1.2) 0 . In Section 3, we first show some criterions for outer or inner stability of compound cycles. Then we investigate the homoclinic bifurcation and complete the proofs of Theorems 1-3.
Qualitative behavior of the unperturbed system
The unperturbed system (1.2) 0 has the first integral of the form
and nine singular points 
This implies that there exist 6 different families Γ h i (i = 1, . . . , 6) of closed orbits of (1.2) ε as follows (see Fig. 2 .1): When h = h 2 , h = h 3 , h = h 5 , respectively, the curves defined by H (x, y) = h are the double homoclinic loop or double figure-eight loop. From the above analysis, we obtain the phase portrait of (2.1) as shown in Fig. 2 .2. 
Proofs of Theorems 1-3
Let 
. . , δ 6 ) as a vector parameter with δ i independent parameters. Recall that the directed distance from the unstable manifold
, where N i > 0 is a constant and 
, 8, and
Using Maple 7.0, we have 
such that for 0 < ε small,
Thus we have:
In the following, we will consider the stability of the homoclinic loops and the double homoclinic loop. Under δ 1 = φ 1 and δ 2 = φ 2 , we have:
Using the implicit function theorem again, we know that there exists a unique function
such that for ε > 0 small σ 0 0 (resp. < 0) if and only if δ 3 φ 3 (resp. < φ 3 ). 
Proof. From Lemma 3.1 and Eqs. (3.2)-(3.4), we have
where
Hence the straightforward computing gives the results. 2
Using the implicit function shows again that there exist two functions
such that for ε > 0 small σ 11 (ε, δ) 0 (resp. < 0) if and only if δ 4 φ 4 (resp. < φ 4 ), σ 12 (ε, δ) 0 (resp. < 0) if and only if δ 5 φ 5 (resp. < φ 5 ).
Denoting by R 1 the first saddle value at S 4ε of the system (1.2) ε , we have Lemma 3.3.
be a reversible matrix such that det T = 1,
and λ 11 > 0 > λ 12 are the eigenvalues of D. The straightforward computation gives Now make a linear transformation of the form
,
According to [3] , the first saddle value of (1.2) ε at S 4ε is given by
The straightforward computation gives This ends the proof of Lemma 3.3. 2
From [2, 3] , we have the following lemmas to discriminate the stability of homoclinic and double homoclinic loops.
Lemma 3.4. For ε > 0 small, the homoclinic loop L * i is stable (resp. unstable) inside if
Lemma 3.5. For ε > 0 small, the double homoclinic loop Γ * 1 is stable (resp. unstable)
Proof of Theorem 1
In order to find some larger limit cycles by considering a relative position of separatrices near heteroclinic loops or homoclinic loops and to describe behavior of orbits near some large periodic orbits, we need the following results.
From (3.9) and (3.12), we know that Fig. 3.1) . From (3.10), we know that O iε (i = 1, 2) is unstable. Therefore there exist two small stable limit cycles L 10 and L 20 with
and L 20 ⊂ L * 2 , respectively, since L * 1 and L * 2 are inner unstable (see Fig. 3 .2). Now keep δ 6 fixed, by letting δ 5 satisfy 0 < φ 5 − δ 5 ε; then L * 2 changes its stability from unstable into stable, thus a small unstable limit cycle L 21 appears with L 20 ⊂ L 21 ⊂ L * 2 . Keeping δ 5 fixed and letting δ 4 satisfy 0 < φ 4 − δ 4 φ 5 − δ 5 ε force L * 1 to change its stability from unstable into stable, thus a small unstable limit cycle L 11 appears with L 10 ⊂ L 11 ⊂ L * 1 (see Fig. 3.3 ). Furthermore, keeping δ 4 and letting δ 3 satisfy 0 < δ 3 
1 and L * 2 to change their stability from stable into unstable and generate two small stable limit cycles L 12 and ously, the double homoclinic loop Γ * 1 has to change its stability from stable into unstable outside, and hence a large stable limit cycle Γ 2 to appear with Γ * 1 ⊂ Γ 2 (see Fig. 3 .4). Keep δ 3 fixed and change δ 2 so that 0
then L * 2 has broken, therefore a small unstable limit cycle L 23 is created with L 22 ⊂ L 23 . Now keep δ 2 fixed and change δ 1 so that 0
ε; then a small unstable limit cycle L 13 is born out by breaking L * 1 , and L 12 ⊂ L 13 (see Fig. 1.1) . From (3.7), (3.8), (3.11), (3.12), we know that 6 , we know that there are no more limit cycles that can be found by the Poincaré-Bendixson theorem. Thus system (1.2) ε has at least 11 limit cycles and their distribution is shown in the first figure of Fig. 1.1 .
Using the same arguments as above for ε > 0,
we can obtain the second distribution shown in the second figure of Fig. 1.1 . The proof of Theorem 1 has been completed.
Proof of Theorem 2
For convenience, suppose δ 1 = a 1 , δ 3 = a 2 , δ 4 = a 3 , δ 2 = a 4 , δ 5 = a 5 . Consider equations d 3 = 0 and d 3 = d 4 = 0, respectively. The implicit function theorem implies that there exist two functions
exists as a 1 = ρ 1 and a 2 = ρ 2 .
In the following, we will consider stability of homoclinic or double homoclinic loops.
Hence there exists a unique function ρ 3 = −3.041505506δ 6 + O(ε) ≡ ρ * 3 + O(ε) such that for ε > 0 small σ 0 0 (resp. < 0) if and only if a 3 ρ 3 (resp. < ρ 3 ).
Assume a i = ρ i , i = 1, 2, 3. The straightforward computing gives 
The implicit function theorem implies that a unique function
. . , 5, let a 02 < −6.26δ 6 ; then we have
14) Fig. 1.3 ). 
Proof of Theorem 3

