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Abstract 
Recent empirical and theoretical studies have shown that simple parameters characterizing the 
structure of many constraint satisfaction problems also predict he cost to solve them, on average. 
We apply these observations as a heuristic to improve the performance of genetic algorithms for 
some constraint satisfaction problems. In particular, we use a simple cost measure to evaluate the 
likely solution difficulty of the different unsolved subproblems appearing in the population. This is 
used to determine which individuals contribute to subsequent generations and improves upon the 
traditional direct use of the underlying cost function. As a specific test case, we used the GENESIS 
genetic algorithm to search for the optimum of a class of random Walsh polynomials and identified 
the improvement due to this new heuristic. We describe how this improvement depends on the 
population size and accuracy of the underlying theory. Finally, we discuss extensions to other 
types of machine learning and problem solving systems. 
Keywords: Search phase transitions; Constraint satisfaction; Genetic algorithms; Problem structure search 
heuristic 
1. Introduction 
Combinatorial search problems are often viewed as computationally intractable be- 
cause the size of the search space and the number of search steps required to solve 
them grow exponentially with the size of the problem, in the worst case [ 121. How- 
ever, individual instances of these so-called NP-hard problems can differ considerably 
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in their hardness, i.e., the actual computational cost required to solve them with a vari- 
ety of heuristic search methods, even when the instances are all problems of the same 
type and size. Several recent studies have shown that this variation in hardness within 
classes of problems exhibits a number of regularities [ 4,16,22,27,31,32]. Specifically, 
there are easily computable parameters describing the structure of problem instances 
that determine, on average, how tightly the search is constrained. The degree of overall 
constraint in turn determines the hardness for a variety of search algorithms. At one 
extreme, loosely constrained problems have many possible solutions and so are usually 
easy to solve. At the other extreme, highly constrained problems, although having few 
or no solutions, allow rapid pruning of unproductive search paths and hence relatively 
rapid search. Instances with high search cost are generally concentrated between these 
extremes of under- and overconstrained problems, although there remains considerable 
variance in the actual search costs. Furthermore, the transition between these extremes 
becomes increasingly abrupt as larger problems are considered. Typically, at this transi- 
tion point the probability a problem is soluble drops abruptly from near one to near zero. 
This transition within classes of problems is a threshold effect quantitatively similar to 
those seen in other contexts uch as random graphs [2], physical systems [7], and in 
the search space of individual problems [ 201. One of the most important, and surpris- 
ing, consequences of these studies is that relative search cost, which generally depends 
on both the problem instance and the search algorithm, can be related, on average, to 
structural properties of the problem instance alone, e.g., whether it has a solution. These 
results thus provide some insight into the nature of NP-hard problems, even though they 
do hold only on average. Specifically, they provide a simple way to estimate the likely 
relative search difficulty of different instances drawn from a class of problems. 
This new understanding of the nature of PIP-hard problems uggests anumber of ways 
to improve search performance. First, any given search task can often be formulated in 
a number of distinct ways (e.g., by using different representations for the search states 
and operators), each resulting in a different particular search problem. In these cases, 
using the structural parameters of the different problem formulations can estimate the 
likely difficulty of each one and hence suggest he best one to try. A second possible 
application, based on the high variance in cost associated with multiple searches of 
individual problem instances near the transition point, is to run several methods in 
parallel, either independently [ 23,301 or cooperatively [ 6,171. 
More recently, another possibility has been investigated: using the relation between 
problem structure and likely search cost as a new domain-independent heuristic [51. The 
basic idea is to view the various search choices as attempts o solve different subproblems 
of the original problem. The relative hardness of different instances within this class of 
subproblems can then be estimated, on average, from the structural parameters describing 
the subproblems. Finally, these estimates can be used as a heuristic to suggest he best 
choices to make. 
At first sight this approach might not appear to be useful for two reasons. First, 
the relation between problem structure and hardness only holds on average: the large 
observed variances indicate that any individual problem instance can deviate significantly 
from the average behavior [13,181. Second, much of the work relating problem structure 
and hardness has used classes of randomly constructed problems. By contrast, he class of 
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subproblems that arises while solving a single particular problem may differ considerably 
from such random problem classes possibly resulting in different behaviors. 
While these observations could limit the usefulness of problem structure as a search 
heuristic, there are some search methods for which these caveats are less likely to be 
serious. Specifically for search methods, such as genetic algorithms [8,14,19] (GAS) 
that rely on a statistical sample of search states rather than examining one at a time. 
Evaluating these states with respect o the overall goal is then used to guide the selection 
of further states. To the extent that the selection method is able to focus the search 
toward solution states, even if only on average, these methods can be effective. Thus, 
such methods are natural candidates for exploiting an improved understanding of average 
problem hardness. 
Viewed from another perspective, focusing on the hardness of problems or sub- 
problems can be thought of as a particular type of fitness scaling [ 241. As the hardness 
function of a problem is very nonlinear, our technique provides flexibility not found in 
linear cost functions. Furthermore, a fitness scaling based on intrinsic properties of the 
problem to be solved provides a generality not found in many other scaling techniques. 
In this paper we first describe how a theory relating problem structure to hardness 
can help select individuals within the context of a genetic algorithm solving constraint 
satisfaction problems, and show this improves on the traditional approach. We then 
examine the scaling behavior of this new method as a function of the number of 
individuals used in the GA. Following this we present experiments on the sensitivity of 
the new heuristic to errors in the underlying theory. Finally, we discuss how this specific 
example may be generalized to learning programs and other search problems. Although 
there are a variety of specialized search algorithms that are sometimes more effective 
than GAS for the search problems we consider, our results suggest hat the relation 
between problem structure and hardness can indeed be exploited to give improved 
domain-independent heuristics. 
2. Genetic algorithms for constraint satisfaction 
Genetic algorithms are a general optimizing search method. They use analogs of 
evolutionary operators on a population of states in a search space to find those states 
that minimize the value of a given cost function. Equivalently, they can be viewed as 
maximizing a fitness function. We used the search space consisting of bit-strings of 
length p., commonly employed with GAS. Each particular search problem was defined 
by a cost function on these states, with a known optimal state. By contrast, he studies of 
problem structure and hardness have focused mainly on constraint satisfaction problems 
(CSPs). In these problems, one is given a set of constraints and attempts to find a state 
in a search space that satisfies all of them (i.e., a solution to the CSP), or prove no 
such state exists. In our work, we used a simple class of optimization problems that can 
also be viewed as CSPs, thus allowing for the most direct use of the hardness theory. 
For this class of problems, it is known that the general hardness theory applies to the 
behavior of GAS [5]. So, for example, even though a GA and backtracking are very 
different search methods, problem instances near or far from the transition point tend to 
be relatively hard or easy, respectively, for both methods. 
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Specifically, our cost function can be expressed as a type of Walsh polynomial, i.e., 
a sum of discrete Walsh functions with coefficients. The Walsh functions form a basis 
set for functions defined on bit-strings. These polynomials, which are thus much like 
Fourier series, have been studied previously with GAS [ 91. Each such Walsh function 
is specified by a bit-string /? and maps bit-strings b in the search space to fl as: 
if b A j3 has even parity (even number of l’s), 
(1) 
where A is the bitwise AND operator. The number of l’s in p is referred to as the o&r 
of the Walsh function. Example values for an order-2 function are t,$iaa( 1110) = 1 and 
91 im( 1010) = - 1. A function defined on bit-strings of length p is expressed as a Walsh 
polynomial as: 
(2) 
where wp are real coefficients. Here the sum is over all possible bit-strings /? of length 
p. The number of terms in F(b) is defined to be the number of nonzero coefficients 
wp appearing in the sum. 
For our experiments, we defined a class of optimization problems by selecting the 
Walsh polynomials randomly according to specified parameters to correspond to the 
simplest CSPs studied with the theory. First, we onIy included Walsh functions of a 
specified order k. And among these, we selected randomly exactly n terms to include in 
the Walsh polynomial, i.e., each of the n terms was selected randomly from among the 
(3 Walsh functions of order k. In this selection process, multiple selections of the same 
term were allowed, though for the parameter values we used there were typically very 
few duplicates. Second, for each problem we selected a random bit-string B and chose 
the sign of each coefficient so that o&p(B) > 0, with the magnitude of the coefficient 
a random integer in the range [ 1,5]. With this choice of signs, the maximum value of 
F is: 
Lx = m,ax(F(b)) = c lql (3) 
and is achieved by the state B. Finally, the optimization problem presented to the GA 
in our experiments was to find a bit-string b which minimized the cost function 
c(b) = Fmax - F(b). (4) 
The minimum of this cost is zero, so we can readily determine how close to optimal 
the GA gets. 
To illustrate this construction, consider the case of p = 4 and k = 2, so there are 6 
possible Walsh functions to include. Suppose we have n = 2 and select &too and @ia10 
as the functions to use, along with B = 0100. We have $iioo(B) = -1 and @lolo = 1 
requiring wiioo < 0 and wieia > 0. Thus a possible choice for the Walsh polynomial 
would be F = -2qhlloo + r,h1010. This attains its maximum value at B, with F(B) = 3. 
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Fig. I. Values of the Walsh polynomial F(b) = -2+llm (b) + $10lo (b) as a function of the bit-string b 
interpreted as a integer anging from 0 to 15. In this case the prespecilied bit-string E = 0100 corresponds to 
the integer 4, and maximizes the Walsh polynomial. Three other bit-strings also achieve the maximum value. 
We can visualize this function by ordering the bit-strings according to their numerical 
value, i.e., from 0000, corresponding to the value 0, up to 1111, corresponding to 15. 
This example is shown in Fig. 1. 
The optimization problem defined this way can also be viewed as a constraint sat- 
isfaction problem (CSP) with a prespecified solution [ 251. Specifically, we can view 
each position in the bit-string as a variable which can be assigned one of two values (0 
or 1). Moreover, each term w&p in the Walsh polynomial corresponds to a constraint. 
A given bit-string b satisfies the constraint if and only if wp$,g (b) > 0. By our choice 
of signs for the WB the minimum value of the cost function is achieved only when all 
terms are positive, so a minimum cost state corresponds to a solution to the CSP, i.e., 
a state in which all constraints are satisfied. In particular, the state B is a solution. In 
this view of the problem, the magnitudes of the coefficients wp are irrelevant; only their 
signs matter to determine whether the constraints are satisfied. 
We should note that this mapping can be used to define a constraint satisfaction 
problem for any Walsh polynomial. However, in general the resulting CSP need not 
have a solution, i.e., there may not be any bit-string that gives w&p(b) > 0 for 
every term in the polynomial. While such problems can be solved by complete search 
methods, such as backtracking, attempting to solve them with a GA will result in endless 
search because the GA can never conclude that a solution does not exist. In such cases, 
the GAS search for the optimum means that some of the corresponding constraints 
will remain unsatisfied. This situation corresponds to the partial constraint satisfaction 
problem which attempts to satisfy as many of the constraints as possible, and where each 
constraint can have a different importance, or weight [ 111. To date there have only been 
limited empirical studies of problem hardness for such optimization problems [4,33]. 
As a further complication, in some cases the fitness function can be evaluated for any 
desired bit-string but it is not explicitly represented as a Walsh polynomial. In such 
cases, determining the Walsh polynomial representation, and hence the corresponding 
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constraints, can be done using the Walsh transform [9] to invert Eq. (2), but this 
is computationally expensive in general. It remains for future work to determine if 
and how problem hardness could serve as a search heuristic for these more general 
optimization problems and methods [ 11. In the remainder of this paper we focus on 
explicitly represented CSPs with solutions, constructed as described above. 
3. Theory 
By viewing the optimization problem as a CSP, we can apply recently developed 
theories [ 3 11 to characterize the difficulty of searching for a solution. In this work, a 
CSP is characterized by the number of variables (p), the domain size of each variable 
(2 for our case of binary variables), and the number and size of the minimized nogoods 
of the constraints. These nogoods are simply those smallest subsets of all possible states 
in the problem that violate at least one constraint. Their size is just the number of 
variables involved. 
For example, consider a Walsh polynomial with one term, F(b) = 2+tt&b). The 
corresponding CSP has p = 4, k = 2, and n = 1. Since only the nonzero bits are 
important in determining the value of the Walsh polynomial there are at most two 
variables we need to be concerned about, in this particular example the first and second 
positions. For these two variables there are two ways to obtain +ttm = +l and hence 
a positive contribution to F since wtter, = 2 is positive (the “goods”), {bl = O,b = 0) 
and {bl = l,bz = 1). There are also two ways to obtain $tto~ = - 1 (the “nogoods”), 
{b, = l,bz =0} and {bl =O,bz = 1) w h ere bi = s denotes the assignment of value s to 
variable i, i.e., value s appearing at position i in the bit-string b. 
More generally, a Walsh function of order k will involve exactly k variables, so the 
corresponding nogoods will have size k. Moreover, of the 2k possible assignments o 
these variables, exactly half will have even parity giving $,zJ( b) > 0. Thus, for either 
choice of the sign of the coefficient wp, exactly half the assignments will violate the 
constraint associated with this term, i.e., will be nogood. So each term in the Walsh 
polynomial will contribute 2k-1 minimized nogoods. Moreover, these will be distinct 
from those contributed by other terms since each distinct term has a distinct subset of 
the variables in the problem. From this argument we see that our CSPs, in which the 
Walsh polynomial has II distinct terms, have n2’-’ minimized nogoods, all of size k. 
This mapping between the parameters in the theory and our problem class is summarized 
in Table 1. 
For simple backtrack search, the theory [ 32, IQ. ( 10) ] estimates that the search cost, 
on average, as a function of ,u, k and n is 
(5) 
with 
gi = i In 2 + n2k-1 In 
(1- (li;)k)* 
(6) 
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Table I 
Mapping between parameters used in the theory and the GA experiments 
333 
P number of variables and bits in the state 
k size of constraints = order of Walsh functions 
n number of distint constraints and terms in Walsh polynomial 
m number of minimized nogoods, n2k-1 
10 
0 
0 50 100 150 20 
n 
Fig. 2. In(Gh,,,) versus n, the number of constraints, for ,u = 25 and k = 4. The maximum hardness occurs 
for n = 34. 
This theory is based on assuming the nogoods are randomly distributed and includes 
problems both with and without solutions. More sophisticated versions of this theory 
are possible [ 321, e.g., restricted only to problems with a prespecified solution as is the 
case for the Walsh polynomials used in our experiments. However, for simplicity, we 
use Eq. (5) as the basis for our search heuristic. 
Note that gi decreases as more terms are added, i.e., as n increases, and this decrease 
is more rapid for larger values of i. This means that, for fixed p and k, Ctheory first 
increases with n, eventually reaches a peak at a value n = n,,.tt (which depends on ,U and 
k), and then decreases, as shown in Fig. 2, for parameter values used in some of our 
experiments. Qualitatively, this behavior can be understood as follows. When there are 
few constraints (underconstrained problems), most bit-strings atisfy all of them. Thus 
there are many solutions and one can be found rapidly. As additional constraints are 
added, there are fewer solutions, resulting in additional search cost. However, eventually 
there are enough constraints to eliminate all solutions. Beyond this point, additional 
constraints reduce the search cost by allowing, on average, more rapid pruning of 
unproductive search choices, i.e., those that do not lead to a solution. This decrease 
in search cost for increasingly overconstrained problems also occurs for CSPs with a 
prespecified solution [32]: unproductive search choices are more rapidly pruned and 
hence the existing solution is found more quickly. 
The location of this peak can be estimated for large p using an asymptotic approxi- 
mation [ 32, Eq. (7) 1, to give 
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theory = -1n2 
ncrit 2k-1 ln( 1 - 2-&) ‘a 
This expression is in fact quite close even for small values of ,L E.g., for ,u = 25 and 
k = 4, it gives 33.6, very close to the observed maximum at ncrtt = 34. Finally, we 
should note that while the Eq. (5) was derived in the context of a backtrack search, it 
was empirically observed to describe the relative behavior of a variety of other search 
methods as well, although they can give very different absolute cost measures [ 321. This 
observation suggests that this theory can be a useful heuristic for a variety of search 
methods. 
4. A hardness-based cost measure 
As it stands, this theory evaluates the expected search difficulty of an entire problem. 
Applied in the context of a GA, we need to evaluate the usefulness of different individual 
states in the population. That is, some states are more likely than others to lead readily 
to a solution, and hence should have an enhanced number of offspring in the next 
generation. While we cannot expect to determine xact values for the usefulness of 
each state, we hope to use the hardness theory to give better estimates, on average, 
than simply using the state’s fitness. In contrast, the traditional fitness function approach 
simply equates usefulness of a state with the value of the function to be optimized 
applied to that state (where the function to be optimized may be either maximized or 
minimized). 
We now describe how we applied the theory to evaluate individual states and used 
this evaluation to define a new cost measure for use with the GA. For an individual 
state B some constraints in the problem will be satisfied while others are violated. Thus 
one way to apply the problem hardness measure of Eq. (5) is to view the violated 
constraints as forming a subproblem and use this subproblem’s hardness measure as the 
hardness associated with the state B. While there are several specific ways one could 
do this, our particularly simple approach is to replace the value of n in Eq. (5) with 
the number of constraints (i.e., terms in the Walsh polynomial) that are violated by the 
state. 
The potential advantage of using hardness-based cost is that we can exploit hard and 
easy parts of the search space and either seek out or avoid those areas as necessary. 
When applied to GAS this implies we can bias the population in one direction or the 
other via reproduction operations. For example, if a particular individual had a cost to 
the right of the maximum hardness peak of Fig. 2 and the next generation had a cost 
to the left, then we would want to exploit that discovery by heavily increasing that 
individual’s number of offspring for the next generation. Note that this is the case even 
if the hardness to the left of the maximum is higher than the hardness to the right. This 
is because a problem becomes easier very rapidly to the left of the peak. Thus, in our 
experiments we sought o decrease the number of violated terms, without considering the 
weights given to the various terms by the coefficients, unlike the traditional approach. 
To do this within the context of a GA, we need to relate the hardness measure we 
defined for an individual state to an appropriate cost function. In this context we note 
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that the standard cost measure of Eq. (4) monotonically decreases as the state gets 
close to the optimum. The situation is more complicated for the nonmonotonic hardness 
function of Eq. (5). The region to the left of the maximum peak is monotonically 
decreasing as n decreases, which is fine. The problem is that the hardness function is 
monotonically increasing to the right of the maximum hardness peak as IZ decreases. 
Instead, we need to find a function of hardness which decreases even though hardness 
itself increases. There are a plethora of ways to define an appropriate cost function. 
One way that systematically produces better results is as follows. If the state B, with 
n violated constraints, is “to the right” of the maximum hardness peak, i.e., n > ncrit, 
then reducing the cost requires first solving harder problems closer to the peak on the 
way towards the steeply dropping part of the hardness curve “to the left” of the peak. 
Thus, to encourage the GA to reduce the number of violated constraints, a function 
inversely proportional to the hardness can be used. Similarly, when n < ncht a function 
proportional to the hardness can be used. Moreover, to stress the importance of states 
to the left of the hardness peak, a resealing of hardness is done to cause a “stampede” 
across the hardness peak that might otherwise take a long time. Since the hardness theory 
is an approximation, the exact location of the peak is uncertain, but on the average it 
should, like the GA procedure itself, lead to better performance. The cost function we 
chose was one based on simplicity, namely: 
Chardk k n> = 
ln(Gheory), if 12 < &it, 
400/ ln( Ctheory), otherwise, 
(8) 
which is shown in Fig. 3. Finally, the cost for a given bit-string b was chard(b) = 
chmd( p, k, n) where n was the number of constraints that conflict with the state b. This 
cost is minimized when all constraints are satisfied, i.e., when n = 0, corresponding to 
a solution. Note that the minimum of this cost measure, at n = 0, is Ctheory = 2 - 2-P 
so the minimum value of Chard is close to ln2, not zero as iS the case for the Original 
cost function. To distinguish this use of n for a state b, we use 110 to denote the total 
number of terms in the Walsh polynomial of the problem. This remains fixed while 
the II values associated with a population of states varies as states are modified by the 
GA. 
For example, consider the Walsh polynomial F(b) = -2@lloo(b) + t,h1010( b) with 
p = 4 and k = 2, shown in Fig. 1. For this case, the state b = 0001 violates the constraint 
corresponding to the first term and satisfies the second, while the state b = 0011 violates 
both constraints. For these parameter values, nctit = 5 so both these states satisfy n < ncrtt 
and Eq. (8) gives chXd(OOOl) =0.86 and ch,d(OOOl) = 1.11. 
Note that the number of constraints a specific state violates, n, can be at most the 
total number of constraints in the problem, no. Thus this particular choice of applying 
the hardness measure to subproblems will only be useful for overconstrained problems, 
i.e., those with no > ncrit. Otherwise, all states, even if they violate all the constraints, 
will be to the left of the hardness peak by this measure and there will be no enhanced 
stampede across the maximum hardness peak (i.e., our new measure will be essentially 
the same as the standard one). This requirement is strengthened if we examine the 
number of constraints that are violated by individual randomly chosen initial states. 
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Fig. 3. Comparison of standard (dashed) and hardness-based (solid) cost measures as a function of the 
number of violated constraints n for /A = 2.5 and k = 4. Both values are normalized to their maximum value 
in the range considered. For the standard measure, the additional cost due to a violated constraint is equal 
to the absolute value of the corresponding coefficient, Jw,sI. Hence the dashed line shown hem represents he 
standard cost averaged over many problems, corresponding in our case to (lwpl) = 3 because the coefficient 
magnitudes are selected from the range [ 1,5]. The abrupt change in the hardness at the transition point 
n,,i, = 34 acts to initiate a stampede of individuals across the critical region. 
It is important o realize that most such states will already satisfy many constraints. 
For example, if we assume the constraints are independent, one would expect that the 
number of terms in conflict with a random initial state would be n = $q). In fact, we 
observe somewhat more initial conflicts, and further, there is a wide variation in the 
initial number of terms to be solved. This of course leads to a spread in the initial 
hardness of the problem to be solved. It also suggests that this new cost measure can 
have a significant effect only for problems with approximately no > 2ncrtr so that there 
will be ample opportunity for a stampede across the hardness peak starting from typical 
random initial states. 
5. Experimental setup 
We used a publicly available genetic algorithm called GENESIS for GENEtic Search 
Implementation System version 5.0 [ 151. The program provides a standard genetic 
algorithm implementation with bit-string or floating point vector representation. The 
user provides an evaluation function for determining the fitness of the individuals in 
the population and specifies the crossover and mutation rates. There is also an elitist 
mechanism for guaranteeing that a number of the fittest individuals from one gener- 
ation will survive to the next. In all the experiments reported here a fitness propor- 
tionate reproduction was used where the number of offspring from an individual was 
proportional to its fitness (which means how well it minimizes cost) in the overall 
population. 
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Fig. 4. Probability of finishing as a function of number of search steps using simple depth-first backtrack for 
100 instances of problems with /A = 25, k = 4 and PQ = 150. 
All of the experiments used a mutation rate of 0.02 per bit and a crossover ate of 
0.5 per individual.2 At each generation, the best 10 individuals were guaranteed to 
survive. Typically 100 runs were made under the same conditions. With our choice of 
parameters ,u, k and n describing the class of problems, the initial hardness was in 
the overconstrained part of the space, i.e., we selected problems with n > n,rit. Thus, 
the individual had to move through the maximum hardness peak to solve the problem. 
Further, these problems were easy enough to be solved in a reasonable amount of time 
so that reliable statistics could be obtained. Still, not every problem was solved within 
the allotted time. Thus we have a choice of performance metrics: fraction of time the 
problem was solved within a given number of generations, and fraction of the optimal 
solution found at a given generation. For the latter case, we measure the fitness of a 
population by the best fitness of any individual in that population. 
Because the problems we consider are overconstrained, we can expect they will be 
relatively easy for a variety of search methods. To give a sense of the difficulty of our 
problems, 100 examples used in the GA experiments described below were also solved 
using a simple depth-first backtrack algorithm. Initially this attempts to assign the value 
0 to each bit in turn, until either a solution is found (i.e., a consistent assignment to 
all of the bits) or a constraint is violated. In the latter case, the algorithm backtracks 
to the most recent bit assigned the value 0, changes its assignment to 1, and restarts 
the procedure from that point. The search cost is measured by the number of steps, i.e., 
assignments oindividual bits, required to solve the problem. Since each such assignment 
requires evaluating the constraints, these search steps correspond roughly to trials in the 
GA case, i.e., the evaluation of the fitness of a single individual. The distribution of 
search costs for the 100 examples is shown in Fig. 4. While there are many ways to 
improve this basic backtrack algorithm [29], this gives a basis for comparison with 
’ Limited experiments with no crossover gave worSe performance, indicating that crossover is important even 
for these relatively small problems. 
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Generat ion 
Fig. 5. Probability of finishing as a function of generation averaged over 400 runs with 250 individuals, using 
p = 25, k = 4 and no = 150. The solid line is the hardness-based fitness results (224 finishers) and the 
dotted line is the standard fitness results (201 finishers). The chance that the two distributions are the same 
is rejected at a significance level of a few parts per million using the Kolmogorov-Smimov test [ 281. 
the GA, a general optimization method that does not take advantage of the constraint 
representation of the fitness function. 
6. Search performance 
In the first set of experiments we used a population of 250 individuals. We compare 
the hardness-based cost measure with a standard measure in Fig. 5. Specifically, this 
shows the distribution of finishing times for the two methods. Each run consisted of a 
randomly generated Walsh polynomial, which was used with both the hardness-based 
and standard cost functions. Moreover, both cases also used the same initial states for the 
individuals. By using the same problem instances and initial states with both methods 
we obtain a more discriminating comparison between the methods than if we had used 
separate random samples for each case. 
Note that the hardness-based cost led to superior performance: not only is the hardness 
measure better at finding solutions, it is also finds those solutions faster. An improvement 
is also seen in how rapidly the population approaches the optimal value [5]. 
Further, we mention the computational resources required for our new method. There 
is no extra storage cost incurred using this implementation. Further, although the hardness 
computation is not optimized, its use adds only about 13% to the CPU time to evaluate 
each generation on a SUN SparcStation 2. This modest increase is more than offset by 
the large reduction in the problem solving steps, from an average of 49 f 1 generations 
using the standard fitness measure to 28 f 1 using the hardness-based measure (where 
the i is the standard error of the mean), so that our method uses 1.75 times fewer 
generations, on average, and thus runs 1.52 times faster in CPU time. 
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Fig. 6. Diversity as a function of generation for 400 runs using 250 individuals, with /L = 25, k = 4 and 
no = 150. The black points are for the hardness-based fitness result and the gray points are for the standard 
fitness result. 
7. Diversity 
One important characteristic of GAS is the diversity of the individuals in the popula- 
tion. The mutation rate is a force acting to increase diversity and the crossover operation 
is a force acting to reduce diversity. Diversity can be good or bad depending on when it 
occurs during problem solving. During the early part of a search we would like to have 
a high diversity so as to reap the benefits of having many individuals exploring different 
parts of the search space. On the other hand, once a promising region of the space 
has been found we would like to focus our resources on that area which necessitates a 
reduction of the diversity. 
We defined the diversity of the GA as the average over the population of the fraction 
of the least prominent value for a particular bit location in the state, averaged over all 
the locations. Thus, the maximum diversity of 0.5 means that O’s and l’s are evenly 
distributed, and the minimum diversity of 0 means that each member of the population 
is identical at each location. The evolution of diversity is shown in Fig. 6. As seen in 
the figure the diversity for the hardness-based runs is lower than for the standard runs in 
the region where the hardness-based runs typically finish. This means that the hardness 
switchover that occurs at maximum theoretical hardness is having the desired effect of 
focusing the individuals into easier egions of the problem and thereby speeding problem 
solving. 
8. Scaling 
The experiments described above show how the use of the hardness-based fitness 
function improves the search behavior for a particular choice of parameters. This raises 
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Fig. 7. Relative fitness as a function of population size after 32,000 trials, averaged over 100 runs, with 
/L = 25, k = 4 and no = 150. The solid and dashed lines are the hardness-based and standard fitness results, 
respectively. Note that for small populations the two techniques are the same while for larger populations the 
hardness-based results are superior. The error bars denote statistical errors. 
the important question of how these results scale to other choices of parameters. A
particularly interesting choice in this context is the number of individuals used in the 
GA. 
To study population scaling, we varied the population size while holding the total 
number of trials fixed. In this context, a trial consists of the fitness evaluation of a single 
individual in the population. This gives the performance on a serial implementation 
and thus our results need not apply only to parallel implementations. For example, a 
population size of 32 run for 1000 generations gives 32,000 trials, as does a population 
size of 1000 over 32 generations. Several figures of merit come to mind for studying 
population scaling. For a given population size, these include how close to optimal the 
population gets, what fraction of examples are solved exactly, and how many generations 
it takes to reach a given fraction of the optimal solution. 
We experimentally evaluated population scaling using 100 runs, each with a randomly 
generated problem with p = 25, k = 4 and no = 150. If the optimal solution was not 
found after 32,000 trials the run was ended and another un started. 
Fig. 7 shows the fitness relative to the optimum after 32,000 trials over a wide range of 
population sizes. For small populations the standard and hardness-based fitness results are 
the same. It is only for populations greater than 400 individuals that the hardness-based 
fitness exceeds the standard fitness. A simple explanation of the curves is that for small 
populations the population rarely “gets over the hump” in hardness o that the hardness- 
based populations don’t get the chance to stampede across the hardness barrier. Both 
the standard and the hardness-based populations plateau, out to a population of about 
1000 for the hardness and 800 for the standard, with the hardness-based populations 
significantly higher. The plateau is broader for the hardness-based population but both 
fitnesses eventually drop off to much lower values. This is explained by noting that 
although the population is larger, the number of generations i proportionally smaller so 
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Fig. 8. Fraction of runs that found the optimum as a function of population averaged over 100 runs with 
p = 25, k = 4 and IQ = 150. The solid and dashed lines are the hardness-based and standard fimess results, 
respectively. Note that for small populations the two techniques are the same while for larger populations the 
hardness-based results are superior. The error bars denote statistical errors. 
that for high populations there is not enough time for the population to make use of the 
genetic operations. 
Fig. 8 shows the fraction of runs that finished (i.e., found the optimum) out of a 
hundred runs, versus the population size. The results are similar to the previous figure, 
that is, both techniques are the same for fewer than about 400 individuals and then 
dramatically diverge with the hardness-based population enormously more successful 
than the standard fitness population. 
Figs. 7 and 8 are both for a fixed number of trials. This fact is most useful because 
we can use this information to find the expected performance on a serial machine. 
The figures indicate that there is an optimal partitioning of the problem into a certain 
population size. Qualitatively, a small population has many more generations but the 
diversity of possibilities offered by such a small population limits its performance. This 
is contrasted with the case where a large population initially samples much more of 
the problem space but the fewer number of generations allowed by the fixed number of 
trials means that the genetic operations do not have time to make much of an impact. 
This leaves us with the intermediate region where the population is large enough to 
initially sample a significant part of the problem space and the genetic operators have 
time to make a difference. 
Another question we must ask is, how sensitive is the performance to the placement 
of the stampede? We know that the theory upon which the transition is based is ap- 
proximate. We did several additional tests with different locations of the stampede, as 
shown in Fig. 9. Specifically, we define the stampedefactor as the ratio of the value of 
ncrit actually used in Eq. (8) to the value specified by the theory. A value of 1 means 
the stampede is located at the value predicted by the theory. We see that the perfor- 
mance is relatively insensitive to the exact location of the stampede, although eventually 
poorer placements do take their toll on performance. This is a further indication that the 
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Fig. 9. Relative fitness as a function of the location of the stampede relative to the theoretical maximum 
hardness (the stampede factor) averaged over 100 runs with p = 25, k = 4 and r~ = 150. The error bars 
denote statistical errors. 
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Fig. 10. Fraction of runs finishing as a function of the location of the stampede relative to the maximum 
hardness (the stampede factor) averaged over 100 runs, with p = 25, k = 4 and nu = 150. The error bars 
denote statistical errors. 
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Fig. I 1. Relative fitness ratio (hardness-based/standard) versus number of trials and population size averaged 
over 100 runs, with p = 25, k = 4 and nc = 1.50. A ratio greater than 1 means that the hardness-based fitness is 
outperforming the standard fitness. Curves are for populations of 64, 128,512, 1024 and 2048, corresponding 
respectively to the curves from bottom to top at the right side of the figure. For larger number of trials, the 
ratio for a population of 2048 eventually decreases. 
asymptotic location of the maximum, given by Eq. (7), can be used in place of finding 
the exact maximum by direct evaluation of Eq. (5). The chance of finishing is more 
sensitive to the location of the stampede as shown in Fig. 10. In terms of both relative 
fitness and fraction of finishers the hardness theory tends to underestimate he value of 
n,,i, that gives maximum performance. However, the fact that the performance is rela- 
tively insensitive to the exact choice of nc,+t shows that even an approximate knowledge 
of the location of the hardness peak is sufficient. Thus we can use the readily computed 
approximate theory rather than requiring a more detailed evaluation of the location of 
the transition point. This computation is extremely simple and would reduce the already 
small overhead incurred by our method. 
It is also instructive to examine relative performance as a function of the number of 
trials and population size. Using number of trials rather than generations when comparing 
different population sizes gives a better measure of the behavior on a serial machine in a 
fixed amount of time. That is, running a population of 100 over 100 generations requires 
the same number of trials, and hence about the same time on a serial machine, as a 
population of 1000 for 10 generations. This comparison is summarized in Fig. 11, which 
shows the ratio of the relative fitness for hardness-based and the standard fitness. A ratio 
greater than 1 means that the hardness-based fitness is outperforming the standard fitness. 
As population and the number of trials increase the hardness-based fitness increases its 
performance advantage over the standard method. After very many trials, both methods 
eventually are likely to solve the problem so the ratio returns to a value of 1. The key 
point shown here is that the new method reaches higher performance more rapidly than 
the standard method. 
We can also look at how the hardness-based fitness compares over time with the stan- 
dard fitness for a fixed population size. This result is shown in Fig. 12. The figure shows 
the standard fitness minus the fitness for the hardness runs for a given generation. The 
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Fig. 12. Frequency of occurrence versus difference of hardness-based an  standard fitness versus generation 
over 100 runs, a population of 768 with p = 25, k = 4 and no = 150. The negative values of the difference 
mean that the hardness-based fitness is outperforming the standard fitness. 
vertical axis is the frequency in a particular bin over the 100 runs. The population size 
was 768 for both the standard and hardness runs. Negative difference values correspond 
to runs where the hardness was performing better than the standard case up to that 
generation. As shown in the figure the difference is initially all in one bin corresponding 
to zero difference, as expected since both methods tart with the same choice for the 
initial states and hence have the same initial fitness. There is a definite tendency for 
more of the runs to be negative as the number of generations increases howing that 
indeed the hardness-based runs are performing better than the standard method for most 
cases. This also shows the variation in performance in our problems, and raises the 
question of whether there are characteristics of the problems that can discriminate those 
cases for which our new heuristic is particularly effective from those where it performs 
worse than the standard method. 
In summary, these experiments show how the hardness-based performance varies with 
parameters describing the search method (e.g., population size for a GA) and how the 
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hardness theory is used (e.g., the exact choice of n,,.tr). This thus opens a range of 
theoretical questions that contrast with previous studies that focus solely on problem 
structure [321. For instance, how to determine the optimal population size for a given 
number of trials, and at a more qualitative level, determine what general conditions 
make the use of hardness-based fitness beneficial. 
9. Extensions 
In this paper we have shown how the simple use of a theoretically motivated measure 
of problem difficulty provides a useful heuristic for evaluating a population of search 
states. Within this context here are a variety of extensions that could also be tried. For 
instance, instead of focusing on how hard the remaining part of the problem is to solve 
(favoring easier cases), we could also examine how hard a subproblem an individual 
has already solved (favoring harder cases). 
Another possible extension is to investigate the particular problems in Fig. 12 in which 
the hardness-based fitness was significantly superior to the standard measure. This may 
reveal more information about the underlying structure of a problem that may in turn 
be used to aid in solving the problem and improving this heuristic. 
There are also more sophisticated ways to define the subproblem hardness. In partic- 
ular, one could vary not only the number of constraints, as we did, but also the number 
of variables. That is, only count those variables that are involved in at least one con- 
flicting constraint. Furthermore, restricting consideration to just this subset of variables 
could make some of the constraints redundant in that they exactly duplicate others when 
restricted to these variables. This suggests that the effective number of constraints to 
use with the hardness-based measure should only count distinct constraints. This would 
focus more precisely on the remaining subproblem, and could allow the improvement we 
have observed to extend to a broader class of problems, particularly those that are closer 
to the critical region. However, this improvement would still ignore any interaction with 
the remaining constraints, which are already satisfied by the given state. If these re- 
maining constraints greatly restrict he allowed choices for solving the subproblem, that 
subproblem will in fact be much more difficult than it appears on its own. This can be 
addressed to some extent by including the overlap of the remaining constraints with the 
subproblem as additional constraints for the subproblem. Including this level of detail 
requires using an extension of the basic theory that applies to minimized nogoods of 
different sizes [ 321. This extension also allows the theory to be applied to a wider range 
of problems, such as more general Walsh polynomials that include terms of different 
orders, giving rise to minimized nogoods of different sizes. 
The idea of using general statistical knowledge of the problem may be extended 
to other types of problem solving techniques. For example, we may be able to use 
the hardness criteria to better adjust the cooling schedule in simulated annealing [21]. 
Neural network learning may also benefit by using a hardness measure to automatically 
adjust he learning rate of the network as it learns. Heuristic search, such as beam search 
or heuristic repair [ 261 may also benefit. Another possibility is to apply this to complete 
backtracking searches by allowing the hardness theory to evaluate the likely difficulty of 
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solving different possible subproblems, uch as arise in decomposition search methods 
[ IO]. In this context it would be particularly interesting to see whether a hardness-based 
heuristic an also help determine when a problem has no solution. 
A more intriguing possibility exploits the diversity behavior we found using the 
“stampede” across the critical region. In nature, this kind of high diversity to low 
diversity activity is seen with ants who initially forage over a wide area but become 
highly localized once a food source has been found. Similarly, one could imagine a 
collection of mobile robots [3] trying to solve some kind of constraint satisfaction 
problem. Initially the robots would be highly dispersed but would become much more 
clustered as one of them informed the others that it had found something interesting to 
investigate. This would correspond to the genetic stampede we have observed. 
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