Abstract. A result of J. D. Vaaler establishes the existence of a family of small-height maximal totally isotropic subspaces of a quadratic space over a number field, which generate this space. We generalize and extend Vaaler's result by proving the existence of an infinite collection of such generating families over any global field or Q. Our results contribute to the effective study of quadratic forms via height in the general spirit of Cassels' theorem on small zeros of quadratic forms. All bounds on height are explicit.
Introduction and statement of results
The investigation of small-height zeros of quadratic forms was initiated in the celebrated paper of Cassels [3] , and later continued by a number of authors (see [8] for an overview). In particular, in [13] Vaaler proved the existence of a smallheight maximal totally isotropic subspace of an L-dimensional quadratic space over a fixed number field, and in [14] established the existence of a whole family of L such subspaces which generate the entire space. An analogue of Vaaler's first result [13] over Q was established in [6] and over a global function field of odd characteristic in [4] . The main result of this paper is a generalization of Vaaler's second result [14] to any quadratic space over a global field or Q, establishing the existence of infinitely many generating families of maximal totally isotropic subspaces, parametrized by a positive integer n, of explicitly bounded heights.
Throughout this paper, unless stated otherwise, K is a global field or Q. By a global field we always mean either a number field or a function field of transcendence degree 1 over a finite field F q of q elements, where q is odd. Let V ⊆ K N be an L-dimensional vector space, 1 ≤ L ≤ N . Suppose that F is a quadratic form in N variables defined over K. Let ω be the Witt index of the quadratic space (V, F ), λ be the dimension of its radical V ⊥ , and r := L − λ be the rank of F on V . In particular, the dimension of a maximal totally isotropic subspace of V is ω + λ. Let J be the dimension of the anisotropic component of V , which is equal to r − 2ω. We set k := r 2 and define a set of pairs of indices I by
In below, H(F ) and H(V ) are the heights of the quadratic form F and the space V , respectively. Their definitions will be reviewed later in Section 2.
Theorem 1.1. Let F be a nonzero quadratic form on K N , and V be a nonzero subspace of K N . There exists an infinite family {W n ij : n ∈ N, (i, j) ∈ I} of maximal totally isotropic subspaces of V such that for each n ≥ 1,
where
, and β(k, ω) are explicit constants.
A salient feature of Theorem 1.1 is that the quantities a K (n), C K (N, ω, J, L, r), α(k, ω), and β(k, ω) are explicit. Indeed,
and the constant C K (N, ω, J, L, r) is defined later in the proof of Theorem 1.1: equations (39), (40) for J > 0, and equations (42), (43) for J = 0. The constants α(k, ω) and β(k, ω) are defined as follows. For J > 0, (2)
whereas for J = 0,
Our Theorem 1.1 is a generalization of Vaaler's Theorem 1 of [14] in the following sense. While our bound is weaker than Vaaler's, our result holds in more generality. Firstly, we are working over a much wider choice of coefficient fields. Further, we prove the existence of an infinite collection of small-height generating families of maximal totally isotropic subspaces, and the height bound depends on the index n of each such family very mildly, as indicated by the value of a K (n). Finally, the main exponents α(k, ω) and β(k, ω) in our bound are independent of n and are still polynomials in k and ω in the case of global fields.
The Fano variety of m-planes on a projective variety defined over a field K is the set of m-dimensional vector spaces over K that are contained in that projective variety; this is a natural generalization of a Grassmannian. Theorem 1.1 can be interpreted as a statement about the existence of infinite families of points of explicitly bounded height on the Fano variety of ω +λ-planes on the projective variety defined by F . In fact, Theorem 1.1 along with a finiteness property of certain Fano varieties allows us to prove the existence of infinite collections of maximal totally isotropic subspaces of bounded height outside of a hypersurface for quadratic forms of maximal Witt index. Corollary 1.2. Let P be a nonsingular homogeneous polynomial of degree d ≥ 3 in N variables. Suppose that the quadratic space (V, F ) has maximal Witt index. Then P does not vanishes identically on infinitely many maximal totally isotropic subspaces W n ij obtained from Theorem 1.1. Proof. A theorem of Debarre (see Corollary in the appendix of [2] ) implies that when N = 2ω + r, that is (V, F ) has maximal Witt index, the Fano variety of (ω +λ)-planes on the hypersurface defined by P is a finite set; in fact, its cardinality is bounded above by O d [2] implies that this set is empty. Thus, for sufficiently large n, each W n ij in Theorem 1.1 is not in that Fano variety, This paper is organized as follows. In Section 2 we set the notation, define the necessary constants and height functions, and review the basic terminology in the algebraic theory of quadratic forms. We then present the proof of Theorem 1.1 in Section 3. Our argument works simultaneously over all coefficient fields. The main tool we use in the proof is an effective version of the Witt decomposition theorem, which we also review in Section 3.
Preliminaries

Notations and heights.
We start with some notation, following [5] and [7] . For the rest of this subsection, K is always a global field and K is its algebraic closure. In the number field case, we write d = [K : Q] for the global degree of K over Q, D K its discriminant, ω K the number of roots of unity in K, r 1 its number of real embeddings, and r 2 its number of conjugate pairs of complex embeddings;
When K is a function field, we will fix a t ∈ K such that K is a finite separable extension of the rational function field F q (t). Its global degree is d = [K : F q (t)], and the effective degree of K over F q (t) is
where k 0 is the algebraic closure of F q in K. Let M (K) be the set of all places of K. Note that in the function field case, we only consider absolute values that are trivial on F q . For each place v ∈ M (K), we write K v for the completion of K at v, and let d v be the local degree of K at v, which is [K v : Q v ] in the number field case, and [K v : F q (t) v ] in the function field case. For each v ∈ M (K), we choose an absolute value | | v such that the following product formula is satisfied:
If K is a function field, let g(K) be the genus of K, and for any integer ≥ 1 we define
Let n(K) be the number of places of degree one in K, and h K for the number of divisor classes of degree zero of K. For any integer j ≥ 1, let
We can now define two quantities C K ( ) and A K (j) which will appear in our various height estimates in the subsequent discussion: for any integer ≥ 1, let
here we can take any ε > 0, and for any integer j ≥ 1, let
If K is a number field and v | ∞, then for each positive integer j we define, as in [13] ,
if v|∞ is complex. and
for each x ∈ K N v . Also, for each v|∞ we define another local height
As a result, we have two slightly different global height functions on K N :
These height functions are homogeneous, in the sense that they are defined on the projective space over K N thanks to the product formula (6) . It is easy to see that
Notice that in case K is a function field, M (K) contains no archimedean places, and so H(x) = H(x) for all x ∈ K N . We also define the inhomogeneous height
which generalizes the Weil height on algebraic numbers. Clearly, h(x) ≥ H(x) for each x ∈ K N . We extend the height functions H and h to polynomials by evaluating the height of its coefficient vectors, and to matrices by viewing them as vectors. However, if X is a matrix with x 1 , . . . , x L as its columns, then H(X) is always the height H(
The Brill-Gordan duality principle [9] (also see Theorem 1 on p. 294 of [10] ) implies that H(X) = H(A t ), and H(V ) is defined to be this common value. This coincides with the choice of heights in [1] .
An important observation is that due to the normalizing exponent 1/d in (12) all our heights are absolute, meaning that they do not depend on the number field or function field of definition. In particular, we can extend their definitions to K. Let
We will also need a few technical lemmas detailing some basic properties of heights. The first one bounds the height of a linear combination of vectors.
where ξ = (ξ 1 , ..., ξ L ) ∈ K L , and δ is as in (14) above.
The following two are adaptations of Lemma 4.7 of [11] and Lemma 2.3 of [5] , respectively, to our choice of height functions, using (13).
Lemma 2.2. Let V be a subspace of K N , N ≥ 2, and let subspaces U 1 , . . . , U n ⊆ V and vectors x 1 , . . . , x m ∈ V be such that
where δ is as in (14) above.
Lemma 2.3. Let X be a J × N matrix over K with row vectors x 1 , ..., x J , and let F be a symmetric bilinear form in N variables over K (we also write F for its N × N coefficient matrix). Then
The next one is Lemma 2.2 of [5] over any global field.
Lemma 2.4. Let U 1 and U 2 be subspaces of K N . Then
Remark 2.1. Lemmas 2.1 -2.4 also hold verbatim with K replaced by K.
Quadratic Forms.
Here we introduce some basic language of quadratic forms which are necessary for subsequent discussion. For an introduction to the subject, the readers are referred to, for instance, Chapter 1 of [12] . For the sake of more generality, we allow K to be any field of characteristic not 2. We write
for a symmetric bilinear form in 2N variables with coefficients f ij = f ji in K, and F (X) = F (X, X) for the associated quadratic form in N variables; we also use
Then F is also defined on V , and we write (V, F ) for the corresponding quadratic space.
For each subspace U of (V, F ), its radical is the subspace
We define λ(U ) := dim K U ⊥ , and will write λ to denote λ(V ). A subspace U of (V, F ) is called regular if λ(U ) = 0.
A point 0 = x ∈ V is called isotropic if F (x) = 0 and anisotropic otherwise. A subspace U of V is called isotropic if it contains an isotropic point, and it is called anisotropic otherwise. A totally isotropic subspace W of (V, F ) is a subspace such that for all x, y ∈ W , F (x, y) = 0. All maximal totally isotropic subspaces of (V, F ) contain V ⊥ and have the same dimension. Given any maximal totally isotropic subspace W of V , let If two subspaces U 1 and U 2 of (V, F ) are orthogonal, we write U 1 ⊥ U 2 for their orthogonal sum. If U is a regular subspace of (V, F ), then V = U ⊥ (⊥ V (U )) and U ∩ (⊥ V (U )) = {0}, where
is the orthogonal complement of U in V . Two vectors x, y ∈ V are called a hyperbolic pair if F (x) = F (y) = 0 and F (x, y) = 0; the subspace H(x, y) := span K {x, y} that they generate is regular and is called a hyperbolic plane. An orthogonal sum of hyperbolic planes is called a hyperbolic space. Every hyperbolic space is regular. It is well known that there exists an Witt decomposition of the quadratic space (V, F ) of the form
where H 1 , . . . , H ω are hyperbolic planes and U is an anisotropic subspace, which is determined uniquely up to isometry. The rank of F on V is r := L − λ. In case K = K, dim K U = 1 if r is odd and 0 if r is even. Therefore a regular even-dimensional quadratic space over Q is always hyperbolic.
Families of generating isotropic subspaces
Let K be a global field or Q, as specified in Section 1. Let F be a nonzero quadratic form in N variables, and V ⊆ K N be an L-dimensional quadratic space such that V, F ) has rank r and Witt index ω ≥ 1. For the proof of Theorem 1.1, we need a Witt decomposition (16) of (V, F ) in which the height of every component is explicitly bounded above. We first introduce some constants that will appear in those upper bounds. First of all, when K is a global field, let (17)
where C K (L) and B K (L) are defined in (9) and (11) respectively. Second, we define η(L, r) by
Theorem 3.1. There exists a Witt decomposition
Moreover, if K is a global field,
Proof. In case K is a number field or Q, this is a combination of Theorem 1.3 of [5] with Lemma 3.5 and Theorem 5.1 of [6] . In case K is a global function field of odd characteristic, this theorem is derived from Theorem 3.1 and Lemma 3.10 of [4] by an argument identical to the number field case.
We will also need a lemma on the existence of a small-height hyperbolic pair in a given hyperbolic plane, which is Lemma 4.3 of [4] when K is a global field. The proof for the Q case is exactly the same. Lemma 3.2. Let F be a symmetric bilinear form in 2N variables over K. Let H ⊆ K N be a hyperbolic plane with respect to F . Then there exists a basis x, y for H such that F (x) = F (y) = 0, F (x, y) = 0, and
2) and δ as in (14) .
be the Witt decomposition of the L-dimensional quadratic space (V, F ) obtained from Theorem 3.1. For 1 ≤ i ≤ ω, let x i , y i be a small-height hyperbolic pair for the corresponding hyperbolic plane H i , as guaranteed by Lemma 3.2. We may assume that h(
Recall that we define the integer J to be the dimension of the anisotropic component U , which is equal to r − 2ω. If J > 0, let u 1 , . . . , u J be the small-height basis for U , guaranteed by Siegel's lemma (see [1] and [11] , conveniently formulated in Theorem 1.1 of [7] , as well as Theorem 1.2 of [7] ):
where δ is as in (14) . Recall that I is the set of pairs of indices defined by
For each pair (i, j) ∈ I, define (25)
Now, for each pair (i, j) ∈ I and each n ≥ 1, define subspace W n ij of V by
n α ij y i + ξ n u j when J > 0, and Proof. It is clear that dim K W n ij is equal to λ + ω. We claim that F (z) = 0 for all z ∈ W n ij . First assume that J > 0, then
where z ∈ V ⊥ and a k ∈ K for all 1 ≤ k ≤ ω. Recall that z , x 1 , . . . , x ω , u j are all orthogonal to each other, and y i is orthogonal to z and all x k with k = i, as well as F (z ) = F (x k ) = F (y k ) = 0 for all k. Then we have 
whereas, if J = 0, then
In particular, notice that for each ordered triple (n, i, j) we get a different maximal totally isotropic subspace W n ij of (V, F ). Lemma 3.4. For each integer n ≥ 1, the family of subspaces {W n ij : (i, j) ∈ I} spans V over K.
Proof. For any integer n ≥ 1, let W n be the subspace of V spanned by the family {W n ij }. It is clear that V ⊥ and x 1 , . . . , x ω are in W n . If J > 0, then all of
If, on the other hand, J = 0, then y 1 , . . . , y ω ∈ W n . Therefore it is easy to see that in both cases W n contains λ + 2ω + J = L linearly independent vectors, hence W n = V for each n ≥ 1.
We are now ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. The first two assertions of the theorem are proved by Lemma 3.3, Lemma 3.4, (29), and (30). We are left to show that the height of each W n ij is bounded above as depicted in the theorem.
First assume J > 0. By Lemma 2.2,
where δ is as in (14) . Now, by Lemma 2.1,
Notice that by (25),
Combining (31), (32), and (33) with (24), we obtain:
Now (34) combined with Lemma 3.2 implies that
where a K (n) is as in (1) if K is a global field, and
and G K = E K (2) 1−δ A K (2)C K (2), as in Lemma 3.2. For the sake of convenience, let (38) p 1 (k, ω) = (ω + 5)(k + 1)(k + 2) h(x k )
Then again Lemma 3.2 together with Theorem 3.1 imply part (iii) of Theorem 1.1, where the constant C K in this case is defined by (42) k . This completes the proof of the theorem.
