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O uso de veı´culos auto´nomos na˜o tripulados tem-se vindo a massificar recentemente
com as as mais diversas aplicac¸o˜es. Em particular, muitos cena´rios podem beneficiar do
uso cooperativo de va´rios veı´culos em rede, tornando-se enta˜o imprescindı´vel a concepc¸a˜o
de sistemas de software apropriados para o efeito.
Frequentemente, a conduc¸a˜o de operac¸o˜es em cena´rios multi-veı´culo ainda resulta de
especificac¸o˜es separadas por veı´culo, que se compo˜em depois em tempo de execuc¸a˜o de
forma relativamente ad-hoc, e requerendo um elevado grau de intervenc¸a˜o humana. Em
contraste, propomos a escrita de “programas de rede” que possam definir o comporta-
mento global de multiplos veı´culos auto´nomos, com uma semaˆntica bem fundada e um
alto grau de automac¸a˜o.
Tendo esta proposta geral em mente, foi desenhada e implementada uma linguagem de
coordenac¸a˜o para redes de veı´culos auto´nomos, a Networked Vehicles’ Language (NVL).
Um programa NVL define a coordenac¸a˜o global de veı´culos selecionados numa rede e a
associac¸a˜o de tarefas a veı´culos ou grupos de veı´culos, com expressividade para padro˜es
de temporizac¸a˜o, sequeˆncia, concorreˆncia, e escolha no fluxo de um programa. Em su-
porte ao corpo principal de um programa, as tarefas sa˜o definidas por controladores multi-
veı´culo cujo co´digo pode ser sintetizado automaticamente.
O desenvolvimento da NVL decorreu em colaborac¸a˜o com o Laborato´rio de Sistemas
e Tecnologia Subaqua´tica (LSTS) da Faculdade de Engenharia da Universidade do Porto,
que ha´ mais de uma de´cada desenvolve de raiz veı´culos auto´nomos e um toolchain de
software associado. A NVL foi desenhada e implementada por forma a ser compatı´vel
com o toolchain do LSTS, e foi avaliada em simulac¸a˜o e ainda experieˆncias de campo
com veı´culos reais do LSTS.
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Nos u´ltimos anos tem-se massificado o desenvolvimento e uso de veı´culos auto´nomos
na˜o-tripulados para as mais diversas aplicac¸o˜es.
A caracterı´stica prima´ria de um veı´culo e´ antes de mais, estar equipado com senso-
res e actuadores base, que, junto com software de controlo, permitem a sua locomoc¸a˜o
num meio fı´sico (ex., ae´reo, terrestre, aqua´tico). Um veı´culo pode de resto ter variados
nı´veis de automac¸a˜o/autonomia, desde a necessidade de controlo direto por um operador
humano, ate´ a` capacidade de operar va´rias horas sem essa intervenc¸a˜o. O veı´culo pode
tambe´m ter apenas a capacidade de executar um conjunto de tarefas prescritas, ou uma
capacidade de deliberac¸a˜o/reatividade na execuc¸a˜o de tarefas.
Va´rias aplicac¸o˜es beneficiam do uso cooperativo de va´rios veı´culos num ambiente
de rede [24, 9, 23]. No entanto, existem diversos desafios a` especificac¸a˜o do compor-
tamento conjunto de mu´ltiplos veı´culos. E´ complexa a especificac¸a˜o de um comporta-
mento global para o conjunto de veı´culos, tendo em conta uma topologia dinaˆmica de
rede (ex., comunicac¸a˜o intermitente com perda total ou parcial de dados), necessidade de
sincronizac¸a˜o temporal e espacial, possı´vel heterogeneidade do tipo de veı´culos inva´lidos
(ex., a colaborac¸a˜o de veı´culos ae´reos e aqua´ticos [20]), e interac¸a˜o com operadores hu-
manos.
Este quadro geral tem sido considerado pelo Laborato´rio de Sistemas e Tecnologias
Subaqua´ticas (LSTS), da Faculdade de Engenharia do Porto, que na u´ltima de´cada desen-
volveu de raiz veı´culos auto´nomos de va´rios tipos e software associado para a operac¸a˜o de
veı´culos em rede, em parcerias com a Forc¸a Ae´rea, Marinha Portuguesa, entre outras en-
tidades. Esta tecnologia tem sido aplicada em va´rios cena´rios de aplicac¸a˜o real, tendo-se
tornado rotineiro o uso de mu´ltiplos veı´culos nos u´ltimos anos [7, 20, 10, 13].
Um dos problemas colocados nestes cena´rios e´ a necessidade de uma preparac¸a˜o labo-
riosa dos cena´rios de operac¸a˜o, por forma a que o comportamento “composto” de va´rios
veı´culos atinja os objetivos em causa. Tipicamente, os veı´culos sa˜o programados separa-
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damente para esse efeito, residindo o “plano global” na mente de operadores humanos.
Em colaborac¸a˜o com o LSTS, surgiu a questa˜o de como especificar o comportamento co-
ordenado/cooperativo entre veı´culos, definindo “programas de rede”, com especificac¸a˜o
e semaˆntica bem fundadas, por forma a especificar o comportamento global de va´rios
veı´culos num cena´rio de interesse.
1.2 Contribuic¸a˜o
Esta tese apresenta uma linguagem de coordenac¸a˜o para redes de veı´culos auto´nomos, a
Networked Vehicles’ Language (NVL). Salientamos de seguida os aspectos essenciais de
contribuic¸a˜o.
A linguagem tem como aspectos base a selec¸a˜o dinaˆmica de veı´culos e alocac¸a˜o destes
a controladores multi-veı´culo. As primitivas da linguagem permitem compor a execuc¸a˜o
de controladores de acordo com requisitos de temporizac¸a˜o, precedeˆncia, concorreˆncia
e escolha no fluxo do programa. Estes aspectos va˜o de encontro a caracterı´sticas que
consideramos fundamentais na operac¸a˜o de cena´rios multi-veı´culo.
O software desenvolvido compreende ambientes de edic¸a˜o e validac¸a˜o pre´via de pro-
gramas NVL, bem como da sua execuc¸a˜o distribuı´da na forma de um interpretador para
a linguagem, e mo´dulos supervisores que correm localmente no veı´culo. O software
foi desenhado e implementado por forma a integrar-se com o toolchain de software do
LSTS [19].
Finalmente, salientamos a validac¸a˜o da linguagem em cena´rios multi-veı´culo em am-
biente de simulac¸a˜o e experieˆncias de campo com veı´culos reais.
1.3 Estrutura da tese
O restante da tese esta´ estruturada da seguinte forma:
• O Capı´tulo 2 (“Trabalho relacionado”) contextualiza o trabalho no aˆmbito dos de-
senvolvimentos de veı´culos auto´nomos do LSTS e no estado-da-arte em geral.
• O Capı´tulo 3 (“A Linguagem NVL”) apresenta a linguagem NVL. Usando um
cena´rio exemplo, sa˜o ilustradas as caracterı´sticas nucleares de programas NVL e
as correspondentes primitivas de programac¸a˜o.
• O Capı´tulo 4 (“Desenho e Arquitetura”) descreve o desenho e arquitectura dos am-
biente de desenvolvimento e execuc¸a˜o, em suporte a programas NVL.
• O Capı´tulo 5 (“Implementac¸a˜o”) apresenta os trac¸os essenciais da implementac¸a˜o
dos va´rios componentes de software desenvolvidos.
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• O Capı´tulo 6 (“Resultados experimentais”) apresenta resultados da execuc¸a˜o de
programas NVL, em ambiente de simulac¸a˜o e em experieˆncias de campo realizadas
com veı´culos reais.
• O Capı´tulo 7 (“Conclusa˜o”) faz uma discussa˜o final das contribuic¸o˜es e identifica
itens de trabalho futuro.
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Capı´tulo 2
Trabalho relacionado
2.1 Trabalho no LSTS
Ao longo da u´ltima de´cada, o LSTS tem desenvolvido va´rios veı´culos auto´nomos e fer-
ramentas de software de raiz para a sua operac¸a˜o. Os desenvolvimentos compreen-
dem diversos tipos de veı´culos auto´nomos ae´reos e aqua´ticos, bo´ias de recolha de dados
oceanogra´ficos, ou gateways de comunicac¸a˜o para mediac¸a˜o a meios heteroge´neos de
comunicac¸a˜o (ex., modems acu´sticos, wifi, Iridium). Como suporte a esta infraestrutura,
um toolchain de software, agora open-source (http://github.com/LSTS), toma
tambe´m papel de destaque. A Figura 2.1 da´ uma ideia do tipo de interac¸o˜es considera-
das nas aplicac¸o˜es alvos para os veı´culos do LSTS. Nesta secc¸a˜o fazemos uma descric¸a˜o
destes desenvolvimentos e aplicac¸o˜es alvo.
Figura 2.1: Rede de veı´culos LSTS
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2.1.1 Veı´culos auto´nomos
(a) LAUV Noptilus (b) Xtreme-2 e Manta
(c) UAV X8 (d) ASV Swordfish
(e) ROV KOS
Figura 2.2: Ve´iculos desenvolvidos no LSTS
O LSTS desenvolveu diferentes veı´culos com diferentes objetivos:
• AUVs (“Autonomous Underwater Vehicles”) como o Noptilus Light AUV (Fi-
gura 2.2a) ou o LAUV Xtreme (Figura 2.2b) sa˜o veı´culos auto´nomos submarinos
tipicamente usados em misso˜es de recolha de dados oceanogra´ficos, como bati-
metria ou inspec¸a˜o do fundo oceaˆnico. Este tipo de veı´culos tem a capacidade de
operar sem intervenc¸a˜o humana ou conectividade durante largos perı´odos de tempo.
• UAVs (“Unmanned Aerial Vehicles”) sa˜o veı´culos ae´reos auto´nomos como o X8
(Figura 2.2c) com maior alcance a nı´vel de comunicac¸a˜o. Podem ser empregues
em diversas aplicac¸o˜es, em particular como “mulas” de dados para outro veı´culo e
como gateway mo´vel.
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• ASVs (“Autonomous surface Vehicle”) como o Swordfish (Figura 2.2d) sa˜o veı´culos
auto´nomos que se manteˆm a` superfı´cie da a´gua. Teˆm sido empregues como ga-
teways de comunicac¸a˜o mo´vel pelo LSTS.
• ROVs como o ROV KOS (Figura 2.2e) sa˜o veı´culos controlados remotamente por
um operador, fisicamente ligados a um cabo de comunicac¸a˜o.
2.1.2 Arquitetura de Controlo
Figura 2.3: Arquitetura de Controlo
A arquitetura de controlo dos veı´culos e´ baseada num modelo por camadas, onde
cada camada encapsula detalhes de baixo-nı´vel, ao mesmo tempo que fornece interfaces
para recec¸a˜o do estado da camada imediatamente a baixo e permite tambe´m o envio de
comandos [18]. Existem quatro camadas, ilustradas na Figura 2.3 (retirada de [25]),
formadas por controladores baixo-nı´vel, controladores de manobra, supervisor do veı´culo
e supervisor de missa˜o:
• Os controladores de baixo-nı´vel abstraem numa interface modular todas as interac¸o˜es
dos sensores e atuadores do veı´culo, para o efeito de locomoc¸a˜o e ca´lculo do posi-
cionamento do veı´culo.
• Os controladores de manobra disponibilizam primitivas para controlo do veı´culo de
uma forma abstrata e percetı´vel por um operador, por exemplo mover um veı´culo
para um determinado ponto no espac¸o (manobra conhecida como “Goto”) ou orbitar
o veı´culo a` volta de determinada a´rea (“Loiter”).
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• O supervisor do veı´culo tem por func¸a˜o monitorizar o estado do veı´culo, habili-
tando e desabilitando interac¸o˜es em func¸a˜o deste na forma de manobras ou outros
comandos do supervisor de missa˜o e/ou controladores externos. O seu funciona-
mento, ilustrado na Figura 2.4 (retirada de [25]), pode ser entendido como uma
ma´quina de estados em que o veı´culo esta´ numa das de va´rias configurac¸o˜es que
habilitam ou na˜o a execuc¸a˜o de manobras.
• Um supervisor de missa˜o executa determinado plano de ac¸a˜o, cujas primitivas ele-
mentares sa˜o manobras ou outros comandos para o veı´culo, operando a bordo do
veı´culo ou remotamente na rede. Para aferir sobre o estado do veı´culo e reagir em
conformidade para a execuc¸a˜o de um plano, o supervisor de missa˜o usa a abstrac¸a˜o
de estado fornecida por um supervisor de veı´culo.
Figura 2.4: Supervisor do Veı´culo
2.1.3 Ferramentas de software
2.1.3.1 IMC
O IMC (Inter-Module Communication) e´ um protocolo de comunicac¸a˜o para redes
de veı´culos e sensores baseado em mensagens [18, 14] O protocolo tem como objetivo a
interoperabilidade dos va´rios componentes de software atrave´s da troca de mensagens, em
um aˆmbito de rede ou interno a um veı´culo, abstraindo a heterogeneidade de componentes
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de hardware ou softwaere que estejam envolvidos. Para tal, o IMC define um conjunto
de mensagens e um formato de serializac¸a˜o neutro sendo o protocolo especificado num
formato XML, a partir do qual e´ gerado co´digo que possibilita o uso do IMC em C++ ou
Java.
Figura 2.5: Exemplo do fluxo de mensagens IMC
O IMC e´ modular na medida em que as mensagens sa˜o agrupadas de acordo com o
seu propo´sito, em particular de acordo com a camada de controlo a que se referem, como
ilustrado na Figura 2.5 (retirada de [14]):
• Mensagens de controlo de missa˜o — especificam a missa˜o e o seu ciclo de vida,
servem de interface entre o um mo´dulo externo (como o Neptus, discutido abaixo)
e o mo´dulo de supervisa˜o de missa˜o;
• Mensagens de controlo de veı´culo — usadas para interagir com o veı´culo a partir
de uma fonte externa ou o mo´dulo de supervisa˜o de missa˜o para mandar executar
comandos/responder a pedidos;
• Mensagens de manobras — usadas para definir manobras e estados associados a
essa manobra;
• Mensagens de “guidance” — mensagens de controlo de baixo nı´vel, por exemplo
para controlo da direc¸a˜o ou velocidade de um veı´culo;
• Mensagens de sensores — usadas para transmitir os dados dos sensores
• Mensagens dos atuadores — especificam a interac¸a˜o sobre os atuadores que fazem
mover o veı´culo;
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Figura 2.6: Conceito de Troca de Mensagens
2.1.3.2 DUNE
O DUNE (DUNE Uniform Navigational Environment) e´ o sistema de software de
bordo, usado em veı´culos auto´nomos, bem como gateways e bo´ias oceanogra´ficas [18]. O
DUNE e´ escrito em C++ e pode ser usado em diferentes sistemas operativos (ex. Linux,
Windows, SunOS) para a programac¸a˜o de tarefas em tempo real. Uma tarefa DUNE
e´ escrita modularmente e corre de forma isolada das outras, trocando mensagens IMC
com outras tarefas atrave´s de um bus de mensagens, como ilustrado na Figura 2.6. No
contexto de um veı´culo auto´nomo, existem tarefas distintas por cada sensor, atuador, tipo
de controlo, bem como para a execuc¸a˜o de manobras, supervisa˜o do veı´culo, e supervisa˜o
de plano.
Figura 2.7: Consola Neptus
2.1.3.3 Neptus
O Neptus e´ uma infraestrutura de comando e controlo, permitindo a operadores hu-
manos conduzir diversas fases de operac¸a˜o de um veı´culo auto´nomo como planeamento,
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execuc¸a˜o de planos, e revisa˜o de resultados. Para tal dispo˜e de va´rios tipos de consolas
gra´ficas, sendo exemplificada uma na Figura 2.7. Detalhamos algumas das funcionalida-
des do Neptus em suporte a` NVL em capı´tulos posteriores.
2.1.4 Cena´rios de operac¸a˜o multi-veı´culo
Mencionamos aqui alguns cena´rios multi-veı´culo que foram ou testados em veı´culos
concretos, simulados, ou objeto de modelac¸a˜o por parte do LSTS.
Cada uma destas aplicac¸o˜es requer a presenc¸a contı´nua numa a´rea vasta e a capacidade
de dar uma resposta a´gil em func¸a˜o do meio ambiente. Esta resposta pode ir desde uma
simples visita feita por um veı´culo munido de va´rios sensores, transmissa˜o de dados,
reconfigurac¸a˜o de dispositivo ou ate´ reposicionamento fı´sico na rede.
2.1.4.1 Varrimento de a´rea
Neste cena´rio, sa˜o utilizados va´rios veı´culos auto´nomos (AUVs) para fazer um varri-
mento do oceano numa determinada a´rea de interesse. Esta a´rea poder ser atribuı´da ma-
nualmente a cada veı´culo, necessitando de supervisa˜o e gesta˜o por parte de um operador
humano [15], ou feita de um modo automatizado, no qual existe um processo de selec¸a˜o
dos veı´culos disponı´veis na rede e lhes e´ atribuı´da uma a´rea disponı´vel (na˜o atribuı´da a
nenhum veı´culo previamente) e a introduc¸a˜o de um outro veı´culo UAV para a recolha de
dados dos AUVs [26].
2.1.4.2 Data Muling
Um cena´rio de data muling tem como foco a recolha, o transporte e a disseminac¸a˜o
de dados recorrendo a veı´culos auto´nomos [5]. Tipicamente, alguns veı´culos agem como
produtores de informac¸a˜o e outros como ”mulas”, i.e., transferem dados de veı´culos pro-
dutores e posteriormente tratam da sua disseminac¸a˜o [12]. Da colecta a` entrega de dados
recolhidos, teˆm de ser considerados va´rios factores limitativos que decorrem da infraes-
trutura de rede disponı´vel, como a possı´vel perda de dados ou conectividade intermitente
com topologia dinaˆmica. Um exemplo ba´sico de mula de dados e´ uma missa˜o na qual um
dos veı´culos esta´ a desempenhar determinada missa˜o de recolha de dados e num perı´odo
predefinido e´ selecionado um veı´culo disponı´vel na rede que que se deslocara´ ate´ a um
ponto comum aos dois veı´culos (uma localizac¸a˜o estrategicamente predefinida) com o
objetivo de adquirir todos os dados que o primeiro veı´culo recolheu.
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2.1.4.3 Monitorizac¸a˜o de peixes-lua
O LSTS fez uso dos seus veı´culos e recorrendo ao seu conjunto de ferramentas re-
alizou uma experieˆncia na tentativa de acompanhar os peixes-lua [20] e adquirir alguns
dados relevantes sobre os seus comportamentos. Para tal foram necessa´rios treˆs veı´culos,
um AUV, um UAV e um ASV e um peixe lua etiquetado. Fazendo uso da etiqueta de
marcac¸a˜o instalada no peixe-lua, obte´m-se, via sate´lite, a localizac¸a˜o do peixe que permite
ao Neptus gerar um objetivo de alto nı´vel a ser enviado para o o veı´culo, que se encarrega
de gerar um padra˜o de patrulhamento a ser realizado em torno do peixe etiquetado. O
UAV obte´m imagem ae´rea da zona em questa˜o. O ASV aguarda que periodicamente o
AUV se desloque para a superfı´cie e obte´m os seus dados que sera˜o por fim enviados para
o UAV, que funciona como mula de dados.
2.2 Estado da Arte
A seguir fazemos refereˆncia a trabalho relacionado com relevaˆncia a` NVL.
2.2.1 Modelo fork/join
Algumas linguagens de programac¸a˜o teˆm primitivas built-in que habilitam um modelo
de concorreˆncia fork/join para tarefas, como a X10 [21], ou o Habanero-Java [4]. Tipi-
camente sa˜o providas construc¸o˜es para iniciar tarefas concorrentemente (fork) e para as
sincronizar (join), Ilustramos o modelo fork/join) com um fragmento da linguagem X10
na Figura 2.8, para o ca´lculo da sequeˆncia de Fibonacci. Basicamente, sa˜o criando duas
tarefas f1 e f2 que executam em paralelo, mas cuja conclusa˜o e´ sincronizada, antes de
os seus resultados finais poderem ser usados. Na NVL definimos primitivas com espı´rito
semelhante, mas com requisitos temporais extra associados.
def run ( ) {
i f ( r < 2) r e t u r n ;
va l f1 = new Fib ( r −1) ,
va l f2 = new Fib ( r −2);
f in ish {
async f1 . run ( ) ;
async f2 . run ( ) ;
}
r = f1 . r + f2 . r ;
}
Figura 2.8: Fragmento X10 ilustrando modelo fork/join
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2.2.2 CSL - Especificac¸a˜o de comportamentos em MSN
A CSL [11] e´ uma linguagem de alto nı´vel para controlo de feedback numa rede de sen-
sores mo´veis (MSN) de modo a atingir objetivos da rede. E´ composta por duas sub-
linguagens, uma linguagem declarativa (Mission Control Language CSL-MCL) e ou-
tra imperativa (Run-time Patching Language CSL-RPL), e foi desenhada para permitir
a atualizac¸a˜o dos controladores durante a sua execuc¸a˜o dando a possibilidade de con-
trolo hiera´rquico com controladores mais simples nos nı´veis mais baixos. O seu motor de
execuc¸a˜o aloca dinamicamente recursos a`s tarefas e ajusta-se em tempo real a` alocac¸a˜o
de recursos, permitindo que os controladores sejam simples, intuitivos e possuam escala-
bilidade.
A motivac¸a˜o para a criac¸a˜o desta linguagem surge de dois problemas que esta˜o inter-
ligados e que simplificam o controlo de redes de sensores mo´veis, que sa˜o:
• A necessidade de programac¸a˜o de controladores para redes distribuı´das de sensores
mo´veis ad hoc — surge devido a`s limitac¸o˜es humanas, onde um utilizador singu-
lar na˜o consegue controlar simultaneamente os detalhes de baixo-nı´vel de va´rios
recursos;
• A necessidade de os controladores poderem ser alterados durante a sua execuc¸a˜o
— podem simplificar-se os controladores, uma vez que na˜o necessitam de prever
tudo o que pode acontecer podendo ser re-configurados conforme o objetivo que se
pretende no decorrer do tempo.
2.2.3 BigActors
E´ abordado, numa mistura do modelo de bi-grafos e actores, o problema de modelac¸a˜o
e controlo de roboˆs heteroge´neos mo´veis, onde estes necessitam de comunicar entre si,
observar, controlar e migrar sobre estrutura do mundo modelado. Para tal, e´ usado um
modelo de BigActor [17], um hı´brido que combina o modelo de atores [1] e o modelo de
bi-gra´fos [16] para modelar uma missa˜o de monitoramento ambiental usando um conjunto
de veı´culos auto´nomos.
2.2.4 Vignettes
Por meio de simulac¸a˜o computacional e animac¸a˜o e´ possı´vel realizar estudos experimen-
tais detalhados de cena´rios de emergeˆncia, que desempenham um papel crucial no de-
senvolvimento de soluc¸o˜es inovadoras para ana´lise da situac¸a˜o e de apoio a` decisa˜o. Ao
coordenar e automatizar tarefas e´ possı´vel construir te´cnicas de vigilaˆncia, por exemplo
na marinha, usando veı´culos auto´nomos, mas e´ essencial analisar em detalhe os diversos
cena´rios, avaliar os seus algoritmos e garantir a qualidade das soluc¸o˜es, por via de testes
sistema´ticos com um nı´vel de detalhe acima do que e´ possı´vel com testes manuais. A
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abordagem proposta para criar estes casos de teste, assume desenvolvimento interativo, e
introduz o conceito de vignettes ao fazer uma ana´lise e validac¸a˜o de vignettes complexas
para testar exaustivamente cena´rios reais.
Vignette — e´ uma histo´ria incorporada num cena´rio, na medida em que a histo´ria vai
evoluindo como um conjunto de eventos discretos envolvendo diferentes agentes e o am-
biente fı´sico no qual operam. Descreve com elevado detalhe a distribuic¸a˜o dos agentes
e eventos no espac¸o e tempo, baseado em configurac¸o˜es iniciais, condic¸o˜es ambientais
dinaˆmicas e aspectos operacionais incertos [22].
Gerador de Vignettes — Ferramenta que permite especificar vignettes.
Especificac¸a˜o de Vignette — descric¸a˜o esta´tica baseada em texto, estruturada e pre-
cisa de uma vignettes.
Uma especificac¸a˜o de vignette criada pelo gerador de vignettes representa o conceito
de um modelo de ma´quina de estados que pode ser interpretada por um ambiente de
simulac¸a˜o.
Exemplo:
Existe necessidade de especificar cem barcos de pesca numa determinada a´rea, cada
um equipado com sistema de comunicac¸a˜o. Tipicamente seriam definidos em separado,
da seguinte forma:
1Whi teTra f f i cArea
2FishingBoat−1
3Pos i t i on (X, Y) = ( x−1, y−1)
4CommunicationDevice−1
5Type = l i n k −11





11Pos i t i on (X, Y) = ( x−100, y−100)
12CommunicationDevice−100
13Type = l i n k −11
14Range = 3000 m
Figura 2.9: Definic¸a˜o individual dos barcos de pesca [22]
No cena´rio ’White Traffic Area, ilustrado pela Figura 2.10 (retirada de [22]), existe
um nu´mero de agentes (Fishing Boats) que sa˜o referidos como ’white traffic’ e que se
movem aleatoriamente dentro de uma a´rea especificada.
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Figura 2.10: White Traffic Area
Cena´rio
Na abordagem proposta, o cena´rio White Traffic Area seria representado da seguinte
forma:
Vantagens:
Na primeira especificac¸a˜o (Figura 2.9), foi preciso detalhar manualmente todos os as-
pectos para cada barco de pesca, enquanto que na segunda especificac¸a˜o (Figura 2.11,
retirada de [22]), o Gerador de vignettes produz esses detalhes automaticamente, mos-
trando alguns benefı´cios claros:
1. Definir e compreender a segunda especificac¸a˜o e´ muito mais fa´cil do que definir a
primeira especificac¸a˜o onde e´ necessa´rio definir individualmente cada barco;
2. Produzir vignettes (ou elementos de vignettes) e´ mais ra´pido, especialmente quando
se precisa gerar vignettes que teˆm como base um padra˜o comum;
3. Qualquer erro na segunda especificac¸a˜o e´ mais facilmente detetado e corrigido do
que na primeira especificac¸a˜o.
1Whi teTra f f i cArea
2#number = 100
3Fish ingBoat
4Pos i t i on (X,Y) = # va lo r a l e a t o r i o dentro da area A1
5CommunicationDevice
6Type = l i n k −11
7Range = # va lo r a l e a t o r i o en t re (2000 m) e (5000 m)
8#: Elementos e va lo res processados automaticamente
9pelo Gerador de V igne t tes
Figura 2.11: White Traffic Area produzido pelo gerador de vignettes
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Capı´tulo 3
A Linguagem NVL
Este capı´tulo apresenta a linguagem de programac¸a˜o desenvolvida, para o controlo de
mu´ltiplos veı´culos auto´nomos, designada por NVL (Networked Vehicles Language), que
especifica um comportamento global para um conjunto de veı´culos auto´nomos e projeta
esse comportamento em programas locais a cada veı´culo.
Por forma a apresentar a linguagem NVL, comec¸amos por descrever um exemplo de
aplicac¸a˜o (Secc¸a˜o 3.1). O exemplo e´ depois usado como ilustrac¸a˜o dos conceitos nu-
cleares da linguagem, compreendendo: as noc¸o˜es de controlador (Secc¸a˜o 3.2) e proce-
dimento (Secc¸a˜o 3.3; as instruc¸o˜es da linguagem para selec¸a˜o de veı´culos (Secc¸a˜o 3.4),
execuc¸a˜o de controladores (Secc¸a˜o 3.5, e fluxo de controlo (Secc¸a˜o 3.6); e, finalmente, a
implementac¸a˜o concreta de controladores (Secc¸a˜o 3.7).
3.1 Exemplo
Figura 3.1: Cena´rio Exemplo
Devido a` crescente procura de recolha de dados oceanogra´ficos e misso˜es de busca e
salvamento, entre outras, tratamos aqui um cena´rio exemplo simples ilustrado pela Figura
3.1, que consiste na recolha e transmissa˜o de dados entre dois veı´culos distintos. Con-
sideramos que um veı´culo UUV recolhe dados numa determinada a´rea e transfere esses
dados para um outro veı´culo UAV, que funciona como mula de dados. A cada iterac¸a˜o de
recolha de dados por parte do UUV, deve ser feita uma ligac¸a˜o entre o veı´culo UUV e um
17
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UAV disponı´vel, para que a troca de dados possa ocorrer.
De forma a satisfazer tal requisito, esquematizamos a operac¸a˜o desejada para um pro-
grama na Figura 3.2. O programa NVL tera´ que selecionar ambos os veı´culos da rede,
de seguida instruir o UUV para executar a coleta de dados (invocar um controlador desig-
nado por collectData) e o UAV para se mover para a a´rea de operac¸a˜o (moveToOpArea).
Quando os veı´culos UUV e UAV terminarem as operac¸o˜es de collectData e moveToOpArea
respetivamente, o programa executa um rendezvous (RV) entre os dois veı´culos para que
a transfereˆncia de dados. Apo´s o rendezvous, o programa deve recomec¸ar caso seja ne-
cessa´rio recolher mais dados, ou terminar.
Na Figura 3.5, listamos um fragmento do programa NVL para o cena´rio exemplo, que
usaremos nas secc¸o˜es seguintes para discussa˜o dos va´rios aspectos da linguagem. Neste
ponto, observe-se que um programa NVL consiste em um conjunto de procedimentos e
controladores. No caso em aprec¸o, sa˜o especificados apenas um procedimento main e os
treˆs controladores considerados para o exemplo: collectData (linha 2), moveToOpArea













Figura 3.2: Fluxograma do Exemplo
3.2 Controladores
Um controlador NVL define um conjunto de veı´culos requeridos para a execuc¸a˜o de uma
determinada tarefa, que ac¸o˜es deve tomar cada veı´culo durante a execuc¸a˜o da mesma, e
um conjunto de possı´veis resultados. O controlador especifica um comportamento global
para o conjunto de veı´culos e este comportamento e´ projetado em programas locais a cada
veı´culo (Figura 3.3).
Por exemplo, o controlador RV da Figura 3.5 (linhas 12–16) requer dois veı´culos,
survey e mule, e declara treˆs possı´veis resultados (moreData, rvDone, e rvError). Os ou-
tros controladores no exemplo (collectData, moveToOpArea) requerem apenas um veı´culo
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Figura 3.3: Conceito de Especificac¸a˜o e Projec¸a˜o
e declaram apenas um resultado possı´vel (done). Ale´m desta especificac¸a˜o abstrata, a Fi-
gura 3.5 omite a implementac¸a˜o concreta dos controladores em questa˜o, discutida adiante
neste capı´tulo (Secc¸a˜o 3.7).
A associac¸a˜o de veı´culos a controladores segue uma relac¸a˜o tradicional entre tarefas, a
execuc¸a˜o de controladores, e recursos associados a essas tarefas, veı´culos. Para execuc¸a˜o
de um controlador, e´ necessa´rio que lhe sejam previamente associados os veı´culos ne-
cessa´rios (por exemplo dois no caso de RV acima). Durante o tempo que o controlador
executar, estes veı´culos na˜o podera˜o ser associados a qualquer outro controlador. No fi-
nal da execuc¸a˜o, e´ esperado que o controlador produza um resultado, de entre a lista de
resultados que declara, e que os veı´culos sejam libertos para futura operac¸a˜o.
3.3 Procedimentos
Um programa NVL define um conjunto de procedimentos, entre os quais obrigatoria-
mente um procedimento chamado main, o procedimento executado de inı´cio pelo pro-
grama. O programa exemplo da Figura 3.5 define main como o u´nico procedimento
(linhas 19–52).
Um procedimento e´ uma sequeˆncia de instruc¸o˜es que especificam um fluxo de selecc¸a˜o
de veı´culos numa rede e a associac¸a˜o de veı´culos selecionados a` execuc¸a˜o de controlado-
res. Um programa NVL tem apenas uma linha de execuc¸a˜o, e um procedimento activo
associado a essa linha de execuc¸a˜o. O significado das diferentes instruc¸o˜es NVL e´ su-
marizado na Figura 3.4. Em seguida usamos o programa exemplo da Figura 3.5 para
apresentar o uso das va´rias instruc¸o˜es.
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Instruc¸a˜o Descric¸a˜o
choose <var> {
case <value 1> { <block 1> }
. . .
case <value n> { <block n> }
defaul t { < f a l l b a c k block> }
}
Avalia o valor de<var> e executa o bloco de
instruc¸o˜es <block i> se o <var> for igual a
<value i>, ou executa <fallback block> se
na˜o houver correspondeˆncia com nenhum
dos valores <value 1> ate´ <value n>.
continue <proc> Executa o procedimento <proc>.
delay <duration> Pausa a execuc¸a˜o durante <duration>.
exit Termina o programa.
jo in <dura t ion>
<output 1> . . . <output n>
or { < i n s t r u c t i o n s> }
Define um ponto de espera pela conclusa˜o
dos controladores executados. O programa
espera no ma´ximo uma durac¸a˜o <duration>,
para obter o resultado dos controladores. Um
bloco de instruc¸o˜es or pode ser especificado
opcionalmente para lidar com erros. Em
caso de omissa˜o, esta´ implı´cito um bloco
or { exit }.
message <msg> Imprime a mensagem <msg> na consola do
programa.
select <dura t ion>
<veh i c l e 1> ( < f i l t e r 1> ) ,
. . .
<veh i c l e n> ( < f i l t e r n> )
then { <block 1> }
or { <block 2> }
Procura por n veı´culos disponı´veis que sa-
tisfazem determinados filtros de selec¸a˜o, du-
rante um perı´odo de tempo <duration>,
no ma´ximo. Em caso de sucesso, as
instruc¸o˜es no bloco then sa˜o executadas se-
quencialmente (<block 1>) com o veı´culo
<vehicle 1> ate´ ao <vehicle n> dentro do
aˆmbito. Caso contra´rio, e´ executado o bloco
de instruc¸o˜es (<block 2>) do bloco or. Em
caso de omissa˜o do bloco or, esta´ implı´cito
um bloco or { exit }.
spawn <output var> <c t r l >
( <param 1> : <veh i c l e 1>,
<param n> : <veh i c l e n> )
or { < i n s t r u c t i o n s> }
Executa o controlador <ctrl> usando o
veı´culo <vehicle i> definindo o papel do
mesmo no controlador, usando o paraˆmetro
<param i>. O resultado do controlador e´
identificado por <output var>. Um bloco
de instruc¸o˜es or pode ser especificado op-
cionalmente para lidar com erros. Em
caso de omissa˜o, esta´ implı´cito um bloco
or { exit }.
Figura 3.4: Instruc¸o˜es NVL
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1/ / c o n t r o l l e r s p e c i f i c a t i o n s










12contro l le r RV {
13vehicles survey , mule




18/ / program procedures
19procedure main {
20/ / s e l ec t veh i c les
21select 5m
22uuv ( type : ”UUV” ,
23i d : ” lauv−seacon−1” ) ,
24uav ( type : ”UAV” )
25then {
26/ / spawn survey c o n t r o l l e r f o r uuv
27spawn cRes co l l ec tDa ta ( v : uuv )
28/ / spawn moveToOpArea c o n t r o l l e r f o r uav
29spawn mRes moveToOpArea ( v : uuv )
30jo in 1h cRes mRes
31/ / spawn RV c o n t r o l l e r f o r uuv and uav
32spawn rvRes RV( survey : uuv , mule : uav )
33jo in 15m rvRes
34/ / eva luate c o n t r o l l e r output
35choose rvRes {
36case moreData {













50/ / end the program
51message ” te rminated ”
52}
Figura 3.5: NVL rendezvous program
3.4 Selecc¸a˜o de Veı´culos
Para o efeito de selec¸a˜o de veı´culos disponı´veis na rede, a NVL define a instruc¸a˜o select.
A instruc¸a˜o seleciona e associa a varia´veis do programa veı´culos disponı´veis na rede que
estejam de acordo com determinados crite´rios de selecc¸a˜o. Em associac¸a˜o a` instruc¸a˜o,
definem-se tambe´m 2 sequeˆncias de instruc¸o˜es, um bloco then e um block or. As instruc¸o˜es
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do bloco then sa˜o executadas em caso de sucesso na selec¸a˜o de veı´culos, ou seja, se to-
dos os veı´culos necessa´rios esta˜o disponı´veis antes do tempo limite. Em caso de falha
na selec¸a˜o, sa˜o executadas alternativamente as instruc¸o˜es do bloco or. Para esta lo´gica
funcionar, assume-se naturalmente a existeˆncia de um mecanismo que anuncia a presenc¸a
e disponibilidade de veı´culos na rede ao programa NVL.
O exemplo da Figura 3.2 conte´m uma instruc¸a˜o select logo no inı´cio do procedimento
main. O crite´rio de selec¸a˜o e´ especificado por (Figura 3.5, linhas 21–24):
select 5m
uuv ( type : ”UUV” ,
i d : ” lauv−seacon−1” ) ,
uav ( type : ”UAV” )
Temos enta˜o que o tempo limite de selec¸a˜o e´ de 5 minutos (5m, linha 21) e que se pretende
selecionar dois veı´culos e associa´-los a`s varia´veis uuv e uav do programa. Os crite´rios
de selec¸a˜o estipulam que uuv deve corresponder a um veı´culo UUV e identificado por
lauv−seacon−1 (type: ”UUV”, id: ”lauv−seacon−1”, linhas 22 e 23) e qualquer veı´culo
de tipo UAV disponı´vel (type: ”UAV”, linha 24).
Para a instruc¸a˜o select do programa exemplo temos tambe´m os blocos then (linhas
25–44) e or (linhas 45–49), cujo conteu´do e´ discutido a seguir. Neste ponto, note-se
apenas que as varia´veis uuv e uav ficam definidas (podem ser usadas) unicamente no
aˆmbito do bloco then, visto que as varia´veis de selec¸a˜o apenas teˆm valores definidos no
caso da selec¸a˜o ser bem sucedida (o caso em que o then e´ executado). O bloco or na˜o
pode referenciar as varia´veis.
3.5 Execuc¸a˜o de Controladores
Apo´s uma selec¸a˜o bem sucedida de veı´culos, estes podem ser associados a` execuc¸a˜o de
controladores. Para efeito, a NVL define duas instruc¸o˜es: spawn e join. Estas instruc¸o˜es
permitem uma forma simples de paralelismo ”fork-join”: e´ possı´vel lanc¸ar de forma con-
corrente mais do que um controlador, com spawn, e sincronizar a sua posterior conclusa˜o
no fluxo do programa, com join. A instruc¸a˜o spawn lanc¸a um controlador, especificando
os veı´culos a usar na execuc¸a˜o do mesmo. Por sua vez, a instruc¸a˜o join aguarda pelos
resultados da execuc¸a˜o de um ou mais controladores ate´ um tempo limite.
A execuc¸a˜o de controladores usando spawn e join e´ ilustrada pelo programa exemplo
(Figura 3.5, linhas 26–33). O fragmento em causa e´ o seguinte:
/ / spawn survey c o n t r o l l e r f o r uuv
spawn cRes co l l ec tDa ta ( v : uuv )
/ / spawn moveToOpArea c o n t r o l l e r f o r uav
spawn mRes moveToOpArea ( v : uuv )
jo in 1h cRes mRes
/ / spawn RV c o n t r o l l e r f o r uuv and uav
spawn rvRes RV( survey : uuv , mule : uav )
jo in 15m rvRes
Usando duas instruc¸o˜es spawn, os controladores collectData para uuv e moveToOpArea
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para uav sa˜o primeiro iniciados e executados concorrentemente. Seguidamente, uma
instruc¸a˜o join espera que ambos os controladores terminem a execuc¸a˜o no tempo limite
de 1 hora (1h no co´digo). Apo´s este ponto de sincronizac¸a˜o na operac¸a˜o de uuv e uav,
(ambos) os veı´culos sa˜o associados a uma (u´nica) execuc¸a˜o do controlador RV com a
terceira instruc¸a˜o spawn. A sequeˆncia termina com uma instruc¸a˜o join para aguardar o
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Figura 3.6: Execuc¸a˜o do controlador para o programa exemplo
Uma possı´vel execuc¸a˜o para a sequeˆncia spawn-join e´ ilustrada na Figura 3.6. O
tempo t0 marca o inı´cio da selec¸a˜o de veı´culos, feita a partir da instruc¸a˜o select. O tempo
t1 marca o inı´cio da execuc¸a˜o do controlador moveTopOpArea para uav e do controlador
collectData para o uuv. O tempo t2 corresponde a` instruc¸a˜o join que aguarda pelo fim da
execuc¸a˜o de ambos os controladores nos dois veı´culos, ainda nesse instante e´ iniciada a
execuc¸a˜o do controlador RV em ambos os veı´culos. O tempo t3 marca o fim da execuc¸a˜o
do controlador RV e a chegada do seu resultado. Como indica a Figura 3.6, os tempos
esta˜o de acordo com os paraˆmetros no programa NVL: 5 minutos de tempo limite para
selecionar os veı´culos pretendidos, 1 hora de tempo ma´ximo para obter o resultado da
execuc¸a˜o dos controladores moveTopOpArea e collectData (primeiro join) e 15 minutos
de tempo ma´ximo para obter o resultado da execuc¸a˜o do controlador RV (segundo join).
Caso o controlador RV termine com resultado moreData o procedimento main e´ executado
desde inı´cio, e uma execuc¸a˜o semelhante de controladores podera´ ter lugar, do tempo t3
ao tempo t6. As restric¸o˜es temporais sera˜o as mesmas na segunda execuc¸a˜o. Dados os
crite´rios do select no programa, o UUV usado sera´ o mesmo nas duas iterac¸o˜es, mas o
UAV utilizado podera´ ser diferente.
A Figura 3.6 ilustra outro aspecto relevante na operac¸a˜o dos veı´culos. Os veı´culos
podem ficar inativos durante algum tempo antes dos pontos de junc¸a˜o (join) mesmo que
o controlador ao qual estejam associados tenha terminado a sua execuc¸a˜o. Existem duas
razo˜es para este comportamento. A primeira e´ que o ponto de junc¸a˜o (instruc¸a˜o join)
em causa pode estar a aguardar para que o outro controlador termine. A segunda raza˜o
pode ser derivada de fatores na˜o negligencia´veis como atrasos na rede (i.e., devido a
conexa˜o intermitente) que podem acontecer antes do programa NVL tomar conhecimento
que os controladores ja´ terminaram efetivamente. O comportamento inativo do veı´culo e´
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assumido como estando implementado por um mecanismo predefinido a nı´vel do veı´culo
(por exemplo, emergir o UUV, o que acaba por facilitar a conectividade entre este e outro
veı´culo).
Para finalizar a discussa˜o da execuc¸a˜o de controladores spawn e join, referimo-nos
ao mecanismo de tratamento de erros. Os erros podem ter va´rias causas, tais como, na˜o
cumprimento do limite de tempo para execuc¸a˜o ou perda de conec¸a˜o com um veı´culo.
Para lidar com erros, de forma similar a select, as instruc¸o˜es spawn e join podem ter
um bloco or opcional associado, que e´ executado no caso de algum erro. Por omissa˜o,
o caso do programa exemplo, e´ assumido um bloco or { exit } que causa a paragem do
programa.
3.6 Instruc¸o˜es de fluxo de controlo
Para governar o fluxo de controlo de um programa, a NVL define adicionalmente outras
instruc¸o˜es: choose, continue, delay e exit.
A instruc¸a˜o choose avalia o resultado da execuc¸a˜o de um controlador, para permitir
ao programa uma escolha no seu fluxo em func¸a˜o desse resultado. Note-se que devera´ ser
precedida necessariamente por uma instruc¸a˜o join para o resultado que avalia. As esco-
lhas de choose sa˜o definidas por mu´ltiplas secc¸o˜es case e um bloco opcional default,
num estilo semelhante a` construc¸a˜o switch-case de muitas linguagens de programac¸a˜o.
Cada secc¸a˜o case tem associado um valor constante do domı´nio de outputs do controla-
dor em causa, e um bloco de instruc¸o˜es. Se o resultado avaliado for o definido para uma
secc¸a˜o case, o programa procede com o bloco de instruc¸o˜es associado. Se nenhum dos
valores for igual aos valores das secc¸o˜es case, as instruc¸o˜es do caso default sa˜o executa-
das. No exemplo dado, no fragmento:
choose rvRes {
case moreData {




/ / do noth ing
}
}
o resultado rvRes do controlador RV e´ avaliado para determinar se o programa deve ser
executado novamente (caso o resultado tenha lanc¸ado moreData) ou simplesmente termi-
nar (caso por defeito). De notar que o bloco default na˜o conte´m instruc¸o˜es, permitindo
que o programa proceda para a instruc¸a˜o na linha 51, na qual o programa termina com
uma instruc¸a˜o message, que escreve uma mensagem para a consola do operador.
O fluxo do programa pode ser modificado com as instruc¸o˜es continue. A instruc¸a˜o
continue habilita uma forma simples de ”continuation-style passing”. A execuc¸a˜o de
continue <proc> faz com que o procedimento activo pare imediatamente e que o pro-
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grama continue com a execuc¸a˜o do procedimento <proc> (desde o seu inı´cio). No pro-
grama exemplo, a instruc¸a˜o e´ usada em dois locais para fazer com que o procedimento
main seja executado repetidamente (re-executado desde o inı´cio): caso seja necessa´rio
recolher mais dados pelo UUV (Figura 3.5, linha 38), e para lidar com eventuais erros no
processo de selec¸a˜o de veı´culos (linha 48). Para ale´m deste uso ”iterativo”, a instruc¸a˜o
pode tambe´m ser usado para fluxo de controlo arbitra´rio entre procedimentos.
A instruc¸a˜o delay pausa a execuc¸a˜o do programa durante um tempo especificado,
antes de executar a instruc¸a˜o imediatamente a seguir no procedimento atual. No programa
exemplo, existe uma pausa de 1 hora no caso de falha de selec¸a˜o de veı´culos, especificada
usando delay 1 h (Figura 3.5, linha 47).
Por fim, a instruc¸a˜o exit tem como efeito a paragem imediata do programa. No pro-
grama exemplo da ela na˜o e´ usada, mas pode ser vista como implı´cita no fim do procedi-
mento main, apo´s a u´ltima instruc¸a˜o (Figura 3.5, linha 51).
3.7 Implementac¸a˜o de Controladores
A implementac¸a˜o de um controlador e´ baseada em co´digo que necessita ser instalado
em cada veı´culo que participa nas tarefas a serem executadas pelo controlador. Esse
co´digo pode ser definido diretamente por um programador ou gerado a partir de uma
especificac¸a˜o codificada diretamente em NVL para definic¸a˜o do controlador. Na˜o sendo
a definic¸a˜o de controladores o objetivo principal da linguagem, esta facilidade permite
no entanto a ra´pida definic¸a˜o de controladores simples. Como exemplo, a Figura 3.7
apresenta um fragmento NVL para a definic¸a˜o do controlador RV do programa exemplo.
Em NVL, um controlador e´ especificado como um tipo de ma´quina de estados finitos,
na qual a cada estado corresponde a um passo de controlo, definido em secc¸o˜es step. Dois
passos sa˜o definidos no exemplo da Figura 3.7, start e dataTransfer. Cada passo com-
preende por sua vez a especificac¸a˜o de duas fases temporizadas para o comportamento
dos veı´culos, a fase de controlo, na secc¸a˜o control, e a fase de sincronizac¸a˜o, na secc¸a˜o
synchronize:
1. A fase de controlo define a execuc¸a˜o de um plano IMC local a cada veı´culo em um
tempo limite. Por exemplo, no passo start na figura, os planos IMC executados sa˜o
surface e loiter para os veı´culos survey e mule, respetivamente, e o tempo limite e´
de 2 minutos;
2. A fase de sincronizac¸a˜o, executada em sequeˆncia a` fase de controlo, determina
o pro´ximo passo a executar conjuntamente pelos veı´culos, ou um resultado final
para a execuc¸a˜o do controlador. No passo start do exemplo ilustrado, se a fase de
controlo terminar com sucesso em cada veı´culo, os veı´culos concordam em avanc¸ar
para o pro´ximo passo dataTransfer. Caso contra´rio, o controlador termina a sua
execuc¸a˜o com resultado rvError.
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1contro l le r RV {
2vehicles survey , mule ;
3outputs moreData , rvDone , r v E r r o r ;
4step s t a r t {
5control 2m {
6at survey sur face ;
7at mule l o i t e r ;
8}
9synchronize 2m{
10dataTransfer <− mule : done survey : done ;





16at survey uploadData ;
17at mule downloadData ;
18}
19synchronize 2m{
20stop done < mule : done survey : done ;
21stop moreData < mule : done survey : getMoreData ;




Figura 3.7: Especificac¸a˜o do controlador Rendezvous
Capı´tulo 4
Desenho e Arquitetura
Neste capı´tulo descrevemos o desenho e arquitetura do sistema computacional de su-
porte a` NVL. Comec¸amos por introduzir a arquitetura do sistema e os seus componentes
(Secc¸a˜o 4.1). Seguidamente, descrevemos o suporte a` edic¸a˜o de programas (Secc¸a˜o 4.2),
as interac¸o˜es fundamentais entre componentes na execuc¸a˜o de programas (Secc¸a˜o 4.3), e
aspectos complementares relativos a` configurac¸a˜o e monitorizac¸a˜o de veı´culos (Secc¸a˜o 4.4).
4.1 Arquitetura
A arquitetura da implementac¸a˜o da NVL e´ ilustrada na Figura 4.1. Esta arquitetura com-
preende um ambiente integrado para desenvolvimento de software (IDE) para criac¸a˜o de
programas NVL, mo´dulos de execuc¸a˜o NVL na forma de um interpretador e supervisores
de veı´culo, e treˆs dos componentes do conjunto de ferramentas do LSTS apresentados no
Capı´tulo 2 : o DUNE, o Neptus e o IMC.
Em suma´rio, o papel de cada um dos componentes da arquitetura e´ o seguinte:
• A escrita e validac¸a˜o de um programa NVL envolve o uso de um ambiente de
edic¸a˜o, o NVL IDE;
• Um programa NVL (bem-formado) e´ executado por um interpretador da linguagem;
• O interpretador NVL interage com supervisores NVL locais a cada veı´culo, e que
teˆm por papel responder a pedidos de execuc¸a˜o de controladores e mediar o acesso
ao veı´culo;
• Uma instaˆncia DUNE tem acesso direto ao veı´culo, respondendo a pedidos do su-
pervisor NVL local;
• O Neptus e´ usado com os propo´sitos de edic¸a˜o de planos IMC locais a cada veı´culo,
previamente a` execuc¸a˜o de um programa, e monitorizac¸a˜o do estado dos veı´culos
por operadores humanos, durante a execuc¸a˜o;
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Figura 4.1: Arquitetura NVL
• No ambiente de rede em causa, os componentes juntam-se a esta ou saem dinami-
camente, sendo a interac¸a˜o entre estes governada pelo protocolo IMC.
4.2 Ambiente de desenvolvimento
A linguagem NVL foi desenhada usando como recurso o sistema Xtext [3] [27]. O
Xtext permite o desenho e implementac¸a˜o de linguagens de domı´nio especifico (DSL -
Domain Specific Language), em integrac¸a˜o com o popular ambiente de desenvolvimento
do Eclipse IDE [6], usado para desenvolvimento de software nas principais linguagens
de programac¸a˜o, como Java ou C/C++.
Com o Xtext foi possı´vel lidar de forma relativamente simplificada com o desenho e
implementac¸a˜o da linguagem, para os aspectos de definic¸a˜o da grama´tica da linguagem,
ana´lise sinta´tica, validac¸a˜o semaˆntica e gerac¸a˜o de co´digo. Do mesmo modo, permitiu
tambe´m a criac¸a˜o de um plugin Eclipse, que pode ser gerado a partir de um projeto Xtext,
e que conte´m todas as caracterı´sticas habituais de um IDE moderno (por exemplo, edi-
tor com colorac¸a˜o de sintaxe, consola de erros, ou explorador de ficheiros), permitindo a
edic¸a˜o e validac¸a˜o de programas de forma intuitiva. Uma consola de edic¸a˜o de um pro-
grama NVL e´ mostrada na Figura 4.2. Os itens principais de edic¸a˜o sa˜o assinalados na
figura. A a´rvore de ficheiros de um projeto NVL pode ser examinada (1), incluindo os
ficheiros de controladores sintetizados na pasta src-gen. O utilizador escreve o pro-
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grama numa sub-janela de edic¸a˜o (2), sendo a sintaxe NVL colorida de forma amiga´vel
ao utilizador. Na barra lateral da mesma janela (3), sa˜o assinalados eventuais erros ou
avisos na formatac¸a˜o do programa, sendo a mesma informac¸a˜o agrupada e listada na aba
’Problems’ (4). O erro ilustrado na figura corresponde ao uso de uma varia´vel xpto na˜o
definida.
Neste momento o IDE e´ apenas usado para a edic¸a˜o de programas, constituindo traba-
lho para futuros aspectos como a execuc¸a˜o e monitorizac¸a˜o de programas, ou a integrac¸a˜o
em consolas Neptus. Atualmente os programas sa˜o executados usando uma linha de co-
mandos, e o Neptus e´ usado separadamente.
Figura 4.2: Edic¸a˜o de um programa NVL usando o Eclipse IDE
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4.3 Execuc¸a˜o da NVL
Para a execuc¸a˜o de um programa, o interpretador interage com supervisores NVL locais
a cada veı´culo. Os supervisores anunciam ao interpretador a disponibilidade do veı´culo
para a execuc¸a˜o de controladores, e respondem a pedidos do mesmo interpretador para a
execuc¸a˜o de controladores. Cada supervisor monitoriza e comanda o veı´culo fazendo por
sua vez interface com a instaˆncia DUNE local.
Estas interac¸o˜es sa˜o conduzidas pela troca de mensagens IMC entre os va´rios par-
ticipantes, esquematizadas na Figura 4.3. As mensagens assinaladas com prefixo NVL
foram acrescentadas ao protocolo para suporte a` NVL, enquanto as restantes ja´ fazem
parte do protocolo padra˜o. Discutimos a seguir as interac¸o˜es essenciais entre os va´rios






















Figura 4.3: Fluxo mensagens IMC durante execuc¸a˜o de um programa NVL
4.3.1 Anu´ncio e descoberta de componentes
Os va´rios componentes do ambiente de execuc¸a˜o anunciam a sua presenc¸a na rede usando
a mensagem Announce, segundo a convenc¸a˜o definida no IMC para um no´ se anunciar
na rede. Tipicamente a mensagem e´ transmitida por UDP multicast. Entre outros aspec-
tos, uma mensagem Announce indica o tipo do no´ origem (veı´culo, consola Neptus,
mo´dulo NVL, etc) e anuncia os portos UDP onde aceita a recec¸a˜o de dados IMC. A´ parte
configurac¸o˜es muito especı´ficas, a comunicac¸a˜o ponto-a-ponto componentes nos sistemas
do LSTS processa-se por UDP unicast.
Suportando esta lo´gica para anu´ncio de componentes, bem como a operac¸a˜o dual de
descoberta, as ligac¸o˜es necessa´rias entre parceiros podem ser estabelecidas conveniente-
mente. Em particular, isso tera´ de acontecer entre interpretador e supervisores NVL, e
entre um supervisor NVL e a respectiva instaˆncia DUNE.
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4.3.2 Disponibilidade e selec¸a˜o de veı´culos
A disponibilidade do veı´culo e´ aferida por um supervisor a partir do estado IMC reportado
pela instaˆncia DUNE para o veı´culo. No que concerne a` execuc¸a˜o da NVL, o estado
de um veı´culo e´ definido pela mensagem perio´dica PlanControlState emitida pelo
DUNE. A mensagem reporta se um plano IMC se encontra a ser executado, e nesse caso
qual o plano em conjunto com outras informac¸o˜es complementares (por exemplo). Para
um veı´culo poder ser selecionado com uma instruc¸a˜o select, devera´ encontrar-se inativo,
isto e´, na˜o estar a executar nenhum plano IMC (via NVL ou de outro modo), e na˜o ter
condic¸o˜es de erro assinaladas.
A disponibilidade de um veı´culo e´ desta forma observada por um supervisor NVL,
e por sua vez reportada a um interpretador NVL usando a mensagem NVLNodeState.
Esta mensagem abstrai detalhes do estado do veı´culo e reporta informac¸a˜o extra especı´fica
a` execuc¸a˜o de controladores NVL, quando estes sa˜o cativados (discutido a seguir).
4.3.3 Execuc¸a˜o de controladores
Apo´s a selec¸a˜o de um conjunto veı´culos mediante instruc¸o˜es select, um interpretador
e supervisores interagem por forma a executar controladores. Aquando da ativac¸a˜o de
um controlador usando a instruc¸a˜o spawn, o interpretador da´ ordens a cada supervisor
afecto a um veı´culo envolvido para a execuc¸a˜o. O comando e´ definido pela mensagem
NVLCommand. Por sua vez, em resposta, o supervisor carrega o co´digo de controlo
guardado localmente e inicia-o, e a execuc¸a˜o de um controlador interage finalmente com
o DUNE, activando planos IMC com o comando PlanControl.
O interpretador observa a execuc¸a˜o atrave´s da mensagem NVLNodeState, emitida
periodicamente pelos supervisores, tendo em conta a reportagem de PlanControlState
pelo DUNE (tal e qual no processo de selec¸a˜o de veı´culos). O interpretador na˜o exige uma
frequeˆncia mı´nima temporal para a recec¸a˜o da mensagem, ja´ que a execuc¸a˜o de um pro-
grama devera´ ser robusta a perdas de conectividade eventualmente longas. As restric¸o˜es
temporais sa˜o definidas apenas por instruc¸o˜es join, que definem o tempo limite para o
te´rmino dos controladores, ou seja, a recec¸a˜o da mensagem NVLNodeState que assi-
nalem esse te´rmino ate´ ao tempo limite.
Complementando este quadro na execuc¸a˜o de controladores, temos interac¸o˜es supervisor-
supervisor quando um controlador envolve mais do que um veı´culo. Para controladores
sintetizados da forma descrita no Capı´tulo 3 em particular, a troca de mensagens e´ crucial
para que os veı´culos possam sincronizar no te´rmino de um passo de controlo, e ou na
execuc¸a˜o de mais um passo de computac¸a˜o. O estado local de controlo e´ expresso pela
mensagem NVLControlStatus e transmitido por UDP multicast.
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4.3.4 Tratamento de erros
Para todas as interac¸o˜es discutidas anteriormente, existem va´rios tipos de erro que podem
ocorrer na execuc¸a˜o de um programa, em associac¸a˜o a instruc¸o˜es select, spawn e join.
Sa˜o exemplos de erros comuns a transic¸a˜o de um veı´culo para estado de erro apo´s a
sua selec¸a˜o ou ativac¸a˜o de um controlador para este, a perda de conectividade de um
veı´culo, ou a na˜o conclusa˜o da execuc¸a˜o um controlador no tempo limite expresso por
um programa.
Todos os erros sa˜o tratados pelo interpretador pelos blocos de instruc¸a˜o or. Na ocorreˆncia
de um erro para uma instruc¸a˜o select, spawn e join, como discutido no Capı´tulo 3, o in-
terpretador entra no bloco or associado a` instruc¸a˜o e desassocia os veı´culos da execuc¸a˜o
programa. Para este feito, e independentemente da instruc¸a˜o, o interpretador envia um
comando para abortar toda e qualquer execuc¸a˜o que possa estar ativa para os superviso-
res/veı´culos que estejam envolvidos. Este comando e´ expresso (tal como para a execuc¸a˜o
de controladores) em mensagens NVLCommand.
4.4 Configurac¸a˜o e monitorizac¸a˜o de veı´culos
O sistema Neptus e´ usado para configurac¸a˜o pre´via de veı´culos, e posterior monitorizac¸a˜o
do seu comportamento execuc¸a˜o. Foca´mos aqui os aspetos relevantes para suporte a` NVL.
Em termos de configurac¸a˜o, o Neptus e´ usado para desenhar e transferir os planos
IMC que podera˜o ser invocados por controladores NVL. Durante a execuc¸a˜o, esses planos
podem ser monitorizados. Esta interac¸a˜o decorre diretamente entre Neptus e instaˆncias
DUNE, sem mediac¸a˜o dos componentes especı´ficos a` NVL.
A Figura 4.4 ilustra uma consola Neptus, em que sa˜o visı´veis: um painel (1) para
comandos de planos (por ex. envio, inı´cio, ou te´rmino de plano) e sua monitorizac¸a˜o,
(2) uma lista de planos que podem ser transferidos para veı´culos, e (3) um mapa da zona
operacional onde sa˜o desenhadas as posic¸o˜es do veı´culo bem como o (s) planos atual(is)
em execuc¸a˜o. A figura ilustra a execuc¸a˜o de um programa NVL para dois veı´culos, iden-
tificados como lauv−secon−1 e lauv−seacon−2.
Note-se que e´ a infra-estrutura especı´fica a` NVL (interpretador, supervisores) que
iniciam automaticamente os planos IMC, sem intervenc¸a˜o do Neptus. Este e´ apenas estri-
tamente necessa´rio a` concec¸a˜o dos planos IMC, sendo que, caso deseja´vel em face de um
problema, o Neptus podera´ interferir na execuc¸a˜o do programa terminando a operac¸a˜o de
um plano. Nesta situac¸a˜o, o te´rmino do plano e´ detetado pela infraestrutura NVL (a partir
do estado em resposta reportado pelo veı´culo), e assumido como um erro de execuc¸a˜o,
aplicando-se a metodologia anteriormente discutida (Secc¸a˜o 4.3.4).
Figura 4.4: Configurac¸a˜o e monitorizac¸a˜o usando o Neptus
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Capı´tulo 5
Implementac¸a˜o
Este capı´tulo aborda os aspectos te´cnicos fundamentais de implementac¸a˜o da linguagem
NVL, em correspondeˆncia ao desenho e arquitetura expostos no capı´tulo anterior.
Primeiro (Secc¸a˜o 5.1) descreve-se o uso do framework Xtext na definic¸a˜o da lingua-
gem, no que se refere a` sua especificac¸a˜o formal e validac¸a˜o, e ainda a gerac¸a˜o de co´digo
para controladores.
Seguidamente (Secc¸a˜o 5.2) , explica-se a implementac¸a˜o do ambiente de suporte a`
execuc¸a˜o de programas, nomeadamente a estrutura, configurac¸a˜o e codificac¸a˜o do inter-
pretador e supervisores NVL, bem como as extenso˜es ao protocolo IMC em suporte a`
NVL.
5.1 Ambiente de desenvolvimento
5.1.1 Grama´tica da linguagem
A sintaxe da NVL e´ especificada usando uma grama´tica no formato Xtext. Usando a
terminologia padra˜o (ex., [2]), a grama´tica de uma linguagem e´ definida usando regras
de produc¸a˜o. Cada regra de produc¸a˜o identifica um sı´mbolo na˜o-terminal a` esquerda e as
suas possı´veis derivac¸o˜es em sequeˆncias de outros sı´mbolos na˜o-terminais ou terminais
(os sı´mbolos “finais” de derivac¸a˜o como palavras-chave, operadores, etc) a` direita. Um
sı´mbolo na˜o-terminal raiz indica o ponto de partida para derivac¸o˜es possı´veis para uma
linguagem.
A Figura 5.1 ilustra a correspondeˆncia entre um fragmento de um programa NVL (a`
esquerda) e a definic¸a˜o da grama´tica para a linguagem no formato Xtext. Na grama´tica,
TopProgram e´ o sı´mbolo raiz. A regra de produc¸a˜o associada a TopProgram indica
que as derivac¸o˜es possı´veis (i.e., os programas NVL) comec¸am por uma sequeˆncias de
sı´mbolos do tipo Controller (controladores), seguidas de uma sequeˆncia de sı´mbolos do
tipo Procedure (procedimentos). O esquema aplica-se sucessivamente. Por exemplo uma
derivac¸a˜o de Procedure comec¸a com a palavra-chave procedure, seguida de um identi-
ficador e de uma sequeˆncia de derivac¸o˜es do sı´mbolo Instruction , as instruc¸o˜es do corpo
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 controller controller_name {
  vehicles vA, vB ;
  outputs output1, output2;
  step start { 
    control <timeout> { 
    ...
    }
   
    supervise {
      ...
    }
  
    synchronize <timeout> { 
      ...
    }
  }
 }
 procedure main {
    select 45s
  auv1 ( type: "UUV")
       then {   
  spawn r1 basic3( a:auv1) 
  join 240s r1
  release auv1
  delay 10s


























         | Spawn
         | Join
         | Delay
         | Choose
         | Continue




Figura 5.1: Relac¸a˜o entre grama´tica e estrutura do programa
de um procedimento.
Nas va´rias regras da Figura 5.1, empregam-se identificadores de atributos em associac¸a˜o
a cada sı´mbolo, por exemplo controllers e procedures para TopProgram. Esses atributos
correspondera˜o a atributos de classes geradas pelo Xtext para as a´rvores sinta´ticas dos
va´rios sı´mbolos. Voltando ao exemplo de TopProgram, e´ gerada uma API de suporte a
TopProgram que permite obter os valores dos atributos controllers e procedures, por sua
vez tambe´m instanciados por meio de classes geradas pelo Xtext. Estas estruturas de da-
dos sa˜o usadas na validac¸a˜o da linguagem e gerac¸a˜o de co´digo, que operam uma visita
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em profundidade pela a´rvore sinta´tica de um programa.
5.1.2 Validac¸a˜o
A validac¸a˜o da linguagem NVL foi implementada visitando os no´s da a´rvore sinta´tica, a`
semelhanc¸a de um visitor pattern [8], de forma a poder assinalar erros aquando da edic¸a˜o
de programas NVL.
Na programac¸a˜o do controlador podem ser assinalados diversos erros, tais como quando:
• existe tarefa de controlo em duplicado;
• na˜o existe uma tarefa de controlo para os veı´culos afetos a esse controlador;
• existe tarefa de supervisa˜o em duplicado;
• existe uma regra de sincronizac¸a˜o em duplicado;
• existem resultados (outputs) definidos e que nunca sa˜o usados
• na˜o existem passos (steps) definidos;
• na˜o existe um passo start definido;
• existem passos definidos e que nunca sa˜o usados;
• a durac¸a˜o da fase de controlo e/ou fase de sincronizac¸a˜o na˜o se encontra dentro dos
limites predefinidos;
A nı´vel de programac¸a˜o de procedimentos, sa˜o assinalados erros quando:
• na˜o existem procedimentos definidos no programa;
• na˜o existe um procedimento main definido;
• existem varia´veis definidas em duplicado;
• as varia´veis utilizadas esta˜o fora do aˆmbito no qual foram especificadas;
• existe falta de instruc¸o˜es join apo´s execuc¸a˜o de um controlador ;
Como forma de ilustrar o princı´pio de validac¸a˜o da linguagem, apresentamos o se-
guinte fragmento de co´digo, que faz a validac¸a˜o base do programa NVL percorrendo a
a´rvore sinta´tica do programa:
Numa primeira instaˆncia sa˜o validados todos os controladores especificados no pro-
grama NVL. Para validar cada controlador adicionam-se sı´mbolos para cada veı´culo
(a uma lista de sı´mbolos com ordem, na qual os elementos mais novos sa˜o adiciona-
dos ao inicio da lista), os resultados e os passos (Step) e valida-se cada passo (func¸a˜o
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1def vo id checkProgram ( TopProgram p ) {
2
3scopes . c l ea r ( ) ;
4boundVehicles . c l ea r ( ) ;
5j o i n S e t . c l ea r ( ) ;
6beginScope ( ) ;
7
8for ( C o n t r o l l e r c : p . c o n t r o l l e r s ) {
9v a l i d a t e C o n t r o l l e r ( c ) ;
10}
11
12i f ( p . procedures == n u l l | | p . procedures . s ize == 0) {
13e r r o r ( ”No procedures are def ined . ” ,p ,
14NvlPackage . L i t e r a l s .TOP PROGRAM PROCEDURES) ;
15} else {
16for ( Procedure proc : p . procedures ) {
17defineSymbol ( proc . id , proc ) ;
18}
19for ( Procedure proc : p . procedures ) {
20va l ida teProcedure ( proc ) ;
21}
22i f ( p . procedures . f i l t e r [ i d . i d . equals ( ” main ” ) ] . s i ze == 0) {
23e r r o r ( ”No procedure c a l l e d ’ main ’ i s def ined . ” ,p ,
24NvlPackage . L i t e r a l s .TOP PROGRAM PROCEDURES) ;
25}
26}





32def vo id v a l i d a t e C o n t r o l l e r ( C o n t r o l l e r c ) {
33defineSymbol ( c . id , c ) ;
34beginScope ( ) ;
35
36/ / Def ine a l l symbols f i r s t .
37for ( Veh ic le v : c . ge tVeh ic les ( ) ) {
38defineSymbol ( v . id , v ) ;
39}
40for ( Output o : c . getOutputs ( ) ) {
41defineSymbol ( o . value , o ) ;
42}
43for ( Step s : c . getSteps ( ) ) {
44defineSymbol ( s . step , s ) ;
45}
46/ / Va l i da te each step now .
47for ( Step s : c . getSteps ( ) ) {
48va l i da teS tep ( c , s ) ;
49}
50endScope ( ) ;
51}
Figura 5.2: Validac¸a˜o global de um programa NVL
validateStep, linha 48). A func¸a˜o validateStep verifica se esta˜o definidas ac¸o˜es para
cada fase de controlo e sincronizac¸a˜o, assim como tambe´m verifica a existeˆncia de ac¸o˜es
em duplicado nas fases de controlo, supervisa˜o e sincronizac¸a˜o. De seguida sa˜o valida-
dos os procedimentos, caso existam procedimentos especificados, definem-se sı´mbolos
(adiciona-se a uma lista de sı´mbolos) tambe´m para todos os procedimentos definidos no
programa (linha 17) e a func¸a˜o validateProcedure invoca uma func¸a˜o de validac¸a˜o para
cada instruc¸a˜o do procedimento.
Um outro exemplo de validac¸a˜o e´ dado na Figura 5.3, relativo a` instruc¸a˜o select.
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1def d ispatch vo id v a l i d a t e I ( Se lec t s ) {
2va l ida teOrB lock ( s , s . orBlock ) ;
3beginScope ( ) ;
4for ( Se lec tVar iab le v : s . va r i a b l e s ) {
5defineSymbol ( v . va r iab le , v ) ;
6}
7va l i da teB lock ( s . i n s t r u c t i o n s ) ;
8endScope ( ) ;
9}
Figura 5.3: Validac¸a˜o da instruc¸a˜o select
A validac¸a˜o comec¸a por avaliar se existe um bloco Or (linha 2) e validar as instruc¸o˜es
contidas nesse bloco Or (com a func¸a˜o validateOrBlock, linha 2), de seguida definem-
se sı´mbolos (da mesma forma explicada anteriormente) para cada atributo da func¸a˜o
SelectVariable que sa˜o: o nome a atribuir ao veı´culo (variable=Name) e os filtros a aplicar
( filters +=SelectionFilter∗), e de seguida e´ invocado o me´todo validateBlock que trata de
validar todas as instruc¸o˜es contidas no bloco then da instruc¸a˜o select.
5.1.3 Gerac¸a˜o de co´digo
A gerac¸a˜o de co´digo e´ feita de forma automa´tica no momento de criac¸a˜o/edic¸a˜o de um
programa NVL usando para isso o plugin gerado pelo Xtext. Esta gerac¸a˜o tem um co´digo-
esqueleto como base, onde sa˜o alterados apenas sı´mbolos, que va˜o sendo atualizados
de acordo a edic¸a˜o do programa NVL, criando uma classe Java on-the-fly respetiva a
cada controlador especificado no programa NVL. A Figura 5.4, ilustra a escrita de um
programa NVL que ao ser editado no ambiente IDE NVL se transforma em co´digo Java
capaz de ser executado nos veı´culos. De forma similar a` validac¸a˜o de instruc¸o˜es, esta´ em
causa uma visita pela a´rvore sinta´ctica de cada controlador.
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Figura 5.4: Ciclo de gerac¸a˜o de co´digo
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O Xtext permite exportar um plugin com toda a estrutura da linguagem definida, a
NVL, permitindo a criac¸a˜o e edic¸a˜o de programas NVL, com colorac¸a˜o de sintaxe, uma
consola de erros e avisos e vista em a´rvore de ficheiros gerados automaticamente a partir
do programa em edic¸a˜o (Figura 5.5).
Figura 5.5: Edic¸a˜o de um programa NVL (a` direita) e co´digo gerado (a` esquerda)
5.2 Ambiente de execuc¸a˜o
5.2.1 Organizac¸a˜o geral
O ambiente de execuc¸a˜o da NVL foi programado em Java, sendo a sua estrutura geral
ilustrada na Figura 5.6, em termos da estrutura do interpretador (a), supervisor (b), e a
hierarquia de classes subjacente (c). Os trac¸os base de implementac¸a˜o sa˜o os seguintes:
• Os componentes sa˜o organizados em tarefas, designadas por o´rga˜os, que correm
como threads Java independentes.
• Um o´rga˜o especial, chamado Heart (o “corac¸a˜o”), gere o funcionamento geral do
programa (interpretador ou supervisor).
• Os o´rga˜os do programa e respetiva parametrizac¸a˜o sa˜o configurados num ficheiro
de texto, identificado como DNA.
• Os o´rga˜os trocam assincronamente mensagens entre si atrave´s de um bus de men-
sagens, designado por Blood (“sangue”).
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Heart
(gestor)
Blood (bus de mensagens)
DNA
(config) Announcer Interpreter InterpreterLink
(a) Estrutura do interpretador
Heart
(gestor)




Interface Announcer VehicleLink StatusDiffusion
(b) Estrutura do supervisor
(c) Hierarquia de classes Java
Figura 5.6: Esquema geral de implementac¸a˜o
• Para comunicac¸a˜o externa com componentes do toolchain LSTS (DUNE, Neptus)
ou outros NVL, parte dos o´rga˜os manteˆm ligac¸o˜es de rede com dados IMC, fazendo
assim a ponte entre o ambiente interno e externo. Os o´rga˜os em causa sa˜o subclasses
da classe abstrata base LinkOrgan.
• Os o´rga˜os formam uma hierarquia de classes Java, por forma a promover extensa˜o
e reutilizac¸a˜o de funcionalidade.
Capı´tulo 5. Implementac¸a˜o 43
Examinemos agora as estruturas do interpretador e supervisor NVL, que va˜o de en-
contro ao desenho geral do ambiente de execuc¸a˜o descrito na Secc¸a˜o 4.3 do capı´tulo ante-
rior. A estrutura do interpretador (Figura 5.6a) compreende treˆs o´rga˜os de funcionalidade
(para ale´m do “corac¸a˜o”): Interpreter , o o´rga˜o central de interpretac¸a˜o de um programa;
InterpreterLink , para comunicac¸a˜o com supervisores NVL, ; e o Announcer, para anu´ncio
e descoberta de componentes da rede. Por sua vez, o supervisor (Figura 5.6b) compreende
tambe´m o Announcer, e ainda quatro outros o´rga˜os de funcionalidade: Controller , para
execuc¸a˜o de controladores; VehicleLink, para comunicac¸a˜o com o DUNE; ExternalInterface,
para comunicac¸a˜o com o interpretador NVL; e finalmente StatusDiffusion, para comunicac¸a˜o
com outros supervisores NVL.
5.2.2 Esquema de configurac¸a˜o
As configurac¸o˜es (DNA) do interpretador e supervisor NVL sa˜o expressas por ficheiros
de texto simples. Exemplificamos o formato com o ficheiro de configurac¸a˜o para o inter-
pretador na Figura 5.7.
Podemos ver que o ficheiro esta´ dividido em va´rias secc¸o˜es em correspondeˆncia aos
va´rios o´rga˜os do interpretador, e conte´m ainda uma secc¸a˜o especial IMC que identifica o
nome do interpretador enquanto no´ IMC ( interpreter−nvl).
A configurac¸a˜o de cada o´rga˜o conte´m um conjunto de atributos lidos na inicializac¸a˜o
do mesmo em tempo de execuc¸a˜o. A configurac¸a˜o do o´rga˜o Heart em particular identifica
com o atributo organs quais sa˜o os o´rga˜os que devera˜o ser ativados no inı´cio do programa.
Heart {
organs : Announcer , I n t e r p r e t e r , I n t e r p r e t e r L i n k ;
}
IMC {
veh i c l e : i n t e r p r e t e r−nv l ;
}
Announcer {
type : Organ ;
po r t : 30102 ;
mu l t i cas t−address : 224.0.75.69 ;
implementat ion : p t . l s t s . nv l . organ . imc . Announcer ;
}
I n t e r p r e t e r {
type : Organ ;
implementat ion : p t . l s t s . nv l . i n t e r p r e t e r . I n t e r p r e t e r ;
}
I n t e r p r e t e r L i n k {
type : Organ ;
po r t : 10005 ;
implementat ion : p t . l s t s . nv l . i n t e r p r e t e r . I n t e r p r e t e r L i n k ;
}
Figura 5.7: Ficheiro de configurac¸a˜o para o interpretador
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Heart {
organs : Vehic leL ink , Announcer , Ex te rna l I n t e r f ace , S t a t u s D i f f u s i o n ;
}
Announcer {
type : Organ ;
po r t : 30101 ;
mu l t i cas t−address : 224.0.75.69 ;
implementat ion : p t . l s t s . nv l . organ . imc . Announcer ;
}
E x t e r n a l I n t e r f a c e {
type : Organ ;
po r t : 10001 ;
implementat ion : p t . l s t s . nv l . c o n t r o l l e r . E x t e r n a l I n t e r f a c e ;
}
S t a t u s D i f f u s i o n {
type : Organ ;
po r t : 10000 ;
mu l t i cas t−address : 224 .0 .0 .1 ;
implementat ion : p t . l s t s . nv l . c o n t r o l l e r . S t a t u s D i f f u s i o n ;
}
Veh ic leL ink {
type : Organ ;
po r t : 9001 ;
implementat ion : p t . l s t s . nv l . c o n t r o l l e r . Veh ic leL ink ;
}
Figura 5.8: Ficheiro de configurac¸a˜o para o supervisor
Para cada um dos outros o´rga˜os, o atributo implementation identifica a classe Java para
o o´rga˜o em causa. Os restantes paraˆmetros mostrados dizem respeito a` funcionalidade
especı´fica de cada o´rga˜o, por exemplo a configurac¸a˜o de rede do 5.7 para o Announcer e
do InterpreterLink .
A configurac¸a˜o do supervisor segue o mesmo formato e e´ mostrada na Figura 5.8.
5.2.3 Implementac¸a˜o de o´rga˜os
A implementac¸a˜o de o´rga˜os e´ expressa no diagrama UML da Figura 5.9. Os trac¸os gerais
de implementac¸a˜o sa˜o os seguintes
• A implementac¸a˜o de um o´rga˜o (Organ) faz uso de um objeto da classe Environment
que agrupa o bus de mensagens (Blood), a configurac¸a˜o (DNA), e um log de men-
sagens (Log). Adicionalmente, a classe Timers mante´m refereˆncia a me´todos do
o´rga˜o que devem ser invocados periodicamente (como explicado a` frente no texto).
• Alguns me´todos em Organ devem ser apropriadamente redefinidos para definir o
ciclo-de-vida de um o´rga˜o concreto (i.e., subclasse de Organ), nomeadamente os
me´todos para nascimento/inicializac¸a˜o (onBirth()), morte (onDeath()), e onTick()
para cada passo de computac¸a˜o (invocado ao longo da execuc¸a˜o).
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Figura 5.9: Diagrama UML para a implementac¸a˜o de o´rga˜os NVL
• Os me´todos utilita´rios bus(), config () , e log () em Organ da˜o acesso direto ao bus
de mensagens, configurac¸a˜o, e log do sistema. O me´todo post() permite enviar
diretamente enviar uma mensagem para o bus().
A tı´tulo de exemplo do padra˜o de implementac¸a˜o listamos na Figura 5.10 fragmentos
de co´digo para a implementac¸a˜o do o´rga˜o Organ. Relembre-se que este e´ o o´rga˜o que
gere todo o ambiente de execuc¸a˜o, de qualquer forma a implementac¸a˜o de outros o´rga˜os
segue o mesmo padra˜o. Em detalhe:
• O construtor de Heart define um objecto Environment que sera´ partilhado por todos
os o´rga˜os a partir da localizac¸a˜o de um ficheiro de configurac¸a˜o.
• Os me´todos onBirth() e onDeath() caracterizam as acc¸o˜es durante a ac¸a˜o e te´rmino
do o´rga˜o. Como no caso o Heart e´ o o´rga˜o gestor, essas ac¸o˜es correspondem respe-
tivamente a lanc¸ar os outros o´rga˜os ou aguardar o seu te´rmino.
• Um me´todo anotado com @Subscription serve para receber mensagens de determi-
nado tipo do bus do sistema. No caso temos que onLaunch() e´ invocado aquando
da recec¸a˜o de uma mensagem de tipo LaunchOrgan. No caso, esta´ em causa o
lanc¸amento dinaˆmico de o´rga˜os (necessa´rios na implementac¸a˜o do supervisor) ale´m
dos ativados inicialmente.
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• Por sua vez o me´todo shutdownProcedure() exemplifica o lanc¸amento de uma men-
sagem para o bus usando o me´todo post(). O me´todo em causa e´ invocado aquando
da terminac¸a˜o abrupta do programa pelo utilizador (ex. usando o tı´pico Control+C).
Em resposta o Heart publica uma mensagem Shutdown a ser processada por todos
os o´rga˜os.
• Um me´todo anotado com @Frequency e´ invocado periodicamente pelo sistema,
com uma frequeˆncia expressa em Hertz (Hz). No exemplo, temos que o me´todo
checkSanity() e´ invocado com uma frequeˆncia de 1 Hz (1 vez por segundo).
package pt . l s t s . nv l . organ ;
. . .
public class Heart extends Organ . . . {
. . .
public Heart ( F i l e DNAfi le ) throws IOExcept ion {
super ( ” Heart ” , new Environment ( DNAfi le ) ) ;
. . .
}
. . . .
@Override
public void onB i r th ( ) {
/ / S t a r t organs
for ( Organ organ : organs ) {





public void onDeath ( ) {
for ( Organ organ : organs ) {
t ry {
organ . j o i n ( ) ;










private void shutdownProcedure ( ) {
l og ( ) . message ( ” Program te rm ina t i on requested . ” ) ;




@Frequency ( 1 )





Figura 5.10: Fragmentos de co´digo do o´rga˜o Heart
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1<message i d = ” 830 ” abbrev= ” NVLContro l le rSta tus ” name= ”NVL Vehic le Plan Status ”
2source= ” veh i c l e ”>
3< f i e l d name= ” Step Id ” abbrev= ” s t e p i d ” type= ” p l a i n t e x t ” />
4< f i e l d name= ” Stage ” abbrev= ” stage ” type= ” u i n t 8 t ”
5u n i t = ” Enumerated ” p r e f i x = ”NVL”>
6<desc r i p t i on>Vehic le r e s u l t wh i le execut ing a step .< / desc r i p t i on>
7<value i d = ” 0 ” name= ” Cont ro l ” abbrev= ”CONTROL” />
8<value i d = ” 1 ” name= ” Gather ” abbrev= ”GATHER” />
9<value i d = ” 2 ” name= ” Reduce ” abbrev= ”REDUCE” />
10<value i d = ” 3 ” name= ”Done ” abbrev= ”DONE” />
11</ f i e l d>
12< f i e l d name= ” Resul t ” abbrev= ” r e s u l t ” type= ” p l a i n t e x t ” />
13< f i e l d name= ” States ” abbrev= ” s ta tes ” type= ” message− l i s t ”
14message−type= ” NVLControlResult ” />
15< f i e l d name= ” Sync Time ” abbrev= ” synct ime ” type= ” f p 6 4 t ” u n i t = ” s ” />
16</message>
17
18<message i d = ” 831 ” abbrev= ” NVLControlResult ” name= ”NVL Cont ro l Resul t ”
19source= ” veh i c l e ”>
20< f i e l d name= ” P a r t i c i p a n t Address ” abbrev= ” p a r t i c i p a n t ” type= ” u i n t 1 6 t ” />
21< f i e l d name= ” Resul t ” abbrev= ” r e s u l t ” type= ” p l a i n t e x t ” />
22</message>
Figura 5.11: Mensagens IMC: NVLStatus e NVLControlResult
5.2.4 Extenso˜es ao IMC
Na Figura 5.11 esta˜o definidas as mensagens IMC NVLControllerStatus e NVLControl-
Result. A mensagem NVLControllerStatus e´ a mensagem usada para a sincronizac¸a˜o
entre veı´culos. Esta mensagem identifica em que passo (Step id linha 3) do controla-
dor se encontra o veı´culo a executar, O campo Stage (linha 4) identifica qual o estado
do veı´culo enquanto executa o passo especificado anterior, enumerando quatro diferentes
fases (a fase de controlo [Control], a fase de recolha de resultados dos outros participan-
tes [Gather], a fase de tomada de decisa˜o [Reduce] baseada nos resultados dos outros
participantes, obtidos pela fase anterior, e a fase [Done] em casos que o controlador e´
executado apenas com um veı´culo e na˜o existe portanto necessidade de sincronizac¸a˜o
com outros participantes), o campo Result (linha 12) identifica o resultado que do veı´culo
apo´s execuc¸a˜o de cada passo, o campo Stages (linha 13) e´ uma lista de mensagens IMC
NVLControlResult, onde esta˜o contidos os enderec¸os (linha 20) e resultados (linha 21)
de todos os participantes envolvidos na execuc¸a˜o de um controlador.
Para dar inicio a` execuc¸a˜o e monitorizac¸a˜o do estado de execuc¸a˜o de controladores
pelos veı´culos, foram tambe´m criadas duas mensagens IMC: NVLCommand e NVLNo-
deState. A mensagem NVLCommand (linha 1) conte´m o campo Command (linha 3) que
identifica qual a operac¸a˜o a ser realizada (Iniciar a execuc¸a˜o do controlador [Start], parar
a execuc¸a˜o do controlador [Stop] ou listar todos os controladores carregados no veı´culo
[List]). Caso a operac¸a˜o seja iniciar a execuc¸a˜o de um controlador, o campo Program (li-
nha 10) identifica qual o controlador a ser executado e o campo Role (linha 11) identifica
qual o papel do veı´culo no controlador.
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1<message i d = ” 832 ” abbrev= ”NVLCommand” name= ”NVL Command and Cont ro l ”
2source= ” ccu , veh i c l e ”>
3< f i e l d name= ”Command” abbrev= ”command” type= ” u i n t 8 t ”
4u n i t = ” Enumerated ” p r e f i x = ”NVL”>
5<desc r i p t i on>NVL command.< / desc r i p t i on>
6<value i d = ” 0 ” name= ” S t a r t ” abbrev= ”START” />
7<value i d = ” 1 ” name= ” Stop ” abbrev= ”STOP” />
8<value i d = ” 2 ” name= ” L i s t ” abbrev= ” LIST ” />
9</ f i e l d>
10< f i e l d name= ” Program ” abbrev= ” program id ” type= ” p l a i n t e x t ” />
11< f i e l d name= ” Role ” abbrev= ” r o l e i d ” type= ” p l a i n t e x t ” />
12< f i e l d name= ” P a r t i c i p a n t s ” abbrev= ” p a r t i c i p a n t s i d ” type= ” p l a i n t e x t ” />
13</message>
14
15<message i d = ” 833 ” abbrev= ” NVLNodeState ” name= ”NVL Node State ”
16source= ” veh i c l e ”>
17< f i e l d name= ” Role ” abbrev= ” r o l e i d ” type= ” p l a i n t e x t ” />
18< f i e l d name= ” State ” abbrev= ” s t a t e i d ” type= ” u i n t 8 t ”
19u n i t = ” Enumerated ” p r e f i x = ”NVL”>
20<desc r i p t i on>Vehic le s ta te . </ desc r i p t i on>
21<value i d = ” 0 ” name= ” Execut ing ” abbrev= ”EXECUTING” />
22<value i d = ” 1 ” name= ” Ready ” abbrev= ”READY” />
23<value i d = ” 2 ” name= ” Notready ” abbrev= ”NOTREADY” />
24</ f i e l d>
25< f i e l d name= ” Program ” abbrev= ” program id ” type= ” p l a i n t e x t ” />
26< f i e l d name= ” Step Id ” abbrev= ” s t e p i d ” type= ” p l a i n t e x t ” />
27< f i e l d name= ” Stage ” abbrev= ” s tage id ” type= ” u i n t 8 t ”
28u n i t = ” Enumerated ” p r e f i x = ”NVL”>
29<desc r i p t i on>Vehic le r e s u l t wh i le execut ing a step .< / desc r i p t i on>
30<value i d = ” 0 ” name= ” Cont ro l ” abbrev= ”CONTROL” />
31<value i d = ” 1 ” name= ” Gather ” abbrev= ”GATHER” />
32<value i d = ” 2 ” name= ” Reduce ” abbrev= ”REDUCE” />
33<value i d = ” 3 ” name= ”Done ” abbrev= ”DONE” />
34</ f i e l d>
35< f i e l d name= ” Resul t ” abbrev= ” r e s u l t i d ” type= ” p l a i n t e x t ” />
36< f i e l d name= ” System Type ” abbrev= ” sys type ” type= ” u i n t 8 t ”
37u n i t = ” Enumerated ” enum−def= ” SystemType ”>
38<desc r i p t i on>System type .< / desc r i p t i on>
39</ f i e l d>
40</message>
Figura 5.12: Mensagens IMC: NVLCommand e NVLNodeState
A mensagem NVLNodeState e´ usada pelo interpretador para monitorizac¸a˜o do estado
do veı´culo. Esta mensagem e´ criada pelo ExternalInterface e conte´m o campo Role (linha
17) que identifica o papel do veı´culo no controlador em execuc¸a˜o, o campo State (linha
18) que identifica qual o estado do veı´culo (Em execuc¸a˜o [Executing], disponı´vel [Ready]
ou indisponı´vel [Notready])), o campo Program (linha 25) identifica qual o controlador
em execuc¸a˜o, o campo Step Id (linha 26) identifica em qual passo, na execuc¸a˜o do contro-
lador, se encontra o veı´culo, o campo Stage (linha 27) identifica a fase em que o veı´culo
se encontra durante a execuc¸a˜o do passo, Result (linha 35) identifica o resultado com o
qual o veı´culo terminou a execuc¸a˜o do passo e por fim o campo System Type identifica
qual o tipo de veı´culo (UUV, UAV, ASV, ROV, etc).
Capı´tulo 6
Resultados experimentais
Neste capı´tulo sa˜o apresentados alguns resultados obtidos da execuc¸a˜o de diversos cena´rios
definidos por programas NVL, em simulac¸a˜o e em ambiente real de execuc¸a˜o com veı´culos
reais.
Foram executados alguns testes de sanidade, tais como verificac¸a˜o de detec¸a˜o de erro
dos controladores, testes de conectividade entre veı´culos e entre outros, tanto em modo
de simulac¸a˜o como em ambiente real, e todos foram executados com sucesso.
6.1 Cena´rio 1 - Rendezvous
Neste cena´rio, existe a necessidade de efetuar uma recolha de dados por parte de um
UUV, sem que este possua obrigatoriamente conectividade com outros veı´culos durante
um certo perı´odo de tempo, apo´s o qual ira´ reunir com um veı´culo disponı´vel para efetu-
arem uma troca de dados.
6.1.0.1 Simulac¸a˜o
Para simular os veı´culos pretendidos para a execuc¸a˜o deste cena´rio, foi utilizado o soft-
ware DUNE (Secc¸a˜o 2.1.3.2), e todo o progresso do cena´rio em execuc¸a˜o foi observado
com recurso a` ferramenta Neptus (Secc¸a˜o 2.1.3.3).
Neste cena´rio sa˜o necessa´rios dois veı´culos e para tal foram executadas duas instaˆncias
do DUNE, em consolas unix diferentes, sendo que o veı´culo ’lauv-xplore-1’ representa o
veı´culo que faz a recolha de dados (survey) numa dada a´rea e o veı´culo ’lauv-seacon-1’
serve para transportar dados (mule) recolhidos pelo primeiro veı´culo assim que este com-
plete a sua tarefa.
Iniciar o veı´culo ’lauv-xplore-1’ em simulac¸a˜o:
. / dune −p Simu la t ion −c lauv−xplore−1
Iniciar o veı´culo ’lauv-seacon-1’ em simulac¸a˜o:
. / dune −p Simu la t ion −c lauv−seacon−1
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Figura 6.1: Planos de rendezvous para os dois veı´culos, no Neptus
De seguida, com os dois veı´culos ja´ em modo de simulac¸a˜o foi executada a NVL com
os seguintes comandos:
Iniciar a NVL no veı´culo ’lauv-xplore-1’:
$ nv l run t ime / s c r i p t s / r n v l . sh lauv−xplore−1
Iniciar a NVL no veı´culo ’lauv-seacon-2’:
$ nv l run t ime / s c r i p t s / r n v l . sh lauv−seacon−2
O interpretador foi iniciado com o ficheiro relativo ao cena´rio rendezvous em anexo
A.1.
$ nv l run t ime / s c r i p t s / i n t e r p r e t e r . sh . . / cen / RV twoVehicles . nv l
Ambos os veı´culos executaram o cena´rio ilustrado na Figura 6.2, com os tempos de
execuc¸a˜o a serem apresentados na Figura 6.3. Em anexo sa˜o apresentados os registos da
execuc¸a˜o: do interpretador, do ’lauv-xplore-1’ e do ’lauv-seacon-1’.
Na Figura 6.4 e´ possı´vel identificar a a´rea onde foi feita a recolha de dados pelo
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Figura 6.3: Durac¸o˜es na execuc¸a˜o das instruc¸o˜es do programa de rendezvous
veı´culo ’lauv-seacon-1’ (a vermelho), e caminho percorrido pelo veı´culo ’lauv-xplore-1’
(tracejado azul) para se deslocar para perto da a´rea de recolha de dados.
Figura 6.4: A´rea percorrida no cena´rio de rendezvous
6.2 Cena´rio 2 - Patrulha
Neste cena´rio existe uma a´rea extensa, da qual e´ necessa´rio recolher dados e utilizar
apenas um veı´culo demoraria demasiado tempo para realizar a operac¸a˜o. Desta forma,
recorre-se ao uso de treˆs veı´culos para dividir a a´rea em questa˜o e proceder a` recolha de
dados de forma dividida.
6.2.1 Simulac¸a˜o
Tal como no cena´rio anterior, foi utilizado o DUNE para simulac¸a˜o dos veı´culos e o
progresso do cena´rio em execuc¸a˜o foi observado com recurso a` ferramenta Neptus.
Foram executadas treˆs instaˆncias do DUNE, uma para cada um dos treˆs veı´culos.
O veı´culo ’lauv-seacon-1’ representa o veı´culo que faz a recolha de dados da a´rea Sul,
o veı´culo ’lauv-seacon-2’ recolhe na a´rea Centro e o veı´culo ’lauv-xplore-1’ efetua a
recolha na a´rea Norte (Figura 6.5)
Iniciar o veı´culo ’lauv-xplore-1’ em simulac¸a˜o:
. / dune −p Simula t ion −c lauv−xplore−1
Iniciar o veı´culo ’lauv-seacon-2’ em simulac¸a˜o:
. / dune −p Simu la t ion −c lauv−seacon−2

























Figura 6.5: Planos de patrulha para os treˆs veı´culos, no Neptus
Iniciar o veı´culo ’lauv-seacon-1’ em simulac¸a˜o:
. / dune −p Simu la t ion −c lauv−seacon−1
De seguida, com os treˆs veı´culos ja´ em modo de simulac¸a˜o foi executada a NVL com
os seguintes comandos:
Iniciar a NVL no veı´culo ’lauv-xplore-1’:
$ nv l run t ime / s c r i p t s / r n v l . sh lauv−xplore−1
Iniciar a NVL no veı´culo ’lauv-seacon-2’:
$ nv l run t ime / s c r i p t s / r n v l . sh lauv−seacon−2
Iniciar a NVL no veı´culo ’lauv-seacon-1’:
$ nv l run t ime / s c r i p t s / r n v l . sh lauv−seacon−1
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De seguida noutra consola, foi executado o interpretador com o comando apresentado
a seguir, para executar o interpretador e carregar o ficheiro correspondente ao cena´rio de
patrulha.
Execuc¸a˜o do interpretador com cena´rio de patrulha em anexo A.2.
$ nv l run t ime / s c r i p t s / i n t e r p r e t e r . sh . . / cen / p a t r o l l i n g . nv l
Foi verificado que os veı´culos envolvidos executaram o cena´rio em ambiente de simulac¸a˜o
com sucesso e iniciou-se portanto uma execuc¸a˜o em ambiente real, que abordamos no
pro´ximo capı´tulo.
6.2.2 Experieˆncia de campo
Com o objetivo de testar a NVL em ambiente real, foram cedidos dois veı´culos e uma
Manta pelo LSTS. Os veı´culos utilizados foram o ’lauv-seacon-2’ e ’lauv-xplore-1’ (Fi-
gura 6.6).
Figura 6.6: Veı´culos lauv-seacon-2 e lauv-xplore-1
Especificac¸o˜es dos veı´culos:
Profundidade ma´xima: 100 m
Autonomia: ate´ 8 horas @ 3 no´s
Velocidade: ate´ 4 no´s
Comunicac¸o˜es: WiFi, GSM/HSDPA
Navegac¸a˜o: GPS, AHRS, Sensor profundidade
Para estabelecer as ligac¸o˜es entre operador e veı´culos foi utilizado um gatweway de
comunicac¸o˜es, a Manta, que suporta comunicac¸o˜es sem fios wifi e via modems acu´sticos.
A Manta permite que va´rios operadores controlem e monitorizem os diversos veı´culos na
rede, suportando diferentes plataformas.
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Figura 6.7: Manta - Gateway de comunicac¸o˜es
Especificac¸o˜es da manta:
Dimenso˜es: 43 x 25 x 34 cm
Peso: 9Kg
Autonomia: 8 horas
Comunicac¸o˜es: WiFi 2.4 e 5 GHz (alcance ate´ 4,5 km), GSM/HSDPA
Comunicac¸a˜o por via acu´stica: Micro-modem (alcance ate´ 2 km)
Posicionamento: GPS
O local escolhido foi para a realizac¸a˜o da missa˜o de teste foi a APDL (Administrac¸a˜o
dos Portos de Douro e Leixo˜es), no dia 3 de Setembro de 2014.
Para realizar as experieˆncias de campo foram instaladas BeagleBone’s Black nos dois
veı´culos, onde posteriormente foi carregado todo o sistema NVL. A BeagleBone Black
e´ um computador de baixo custo com requisitos de energia reduzidos, equipada com um
processador ARM R© Cortex A8 a 1GHz, 512MB de memo´ria RAM, 2GB de memo´ria
flash, saı´da de vı´deo e audio, ligac¸a˜o ethernet, pinos de I/O, desenvolvida pela Texas
Instruments. Esta versa˜o surgiu de uma melhoria a` original Beagleboard que foi desen-
volvida por um grupo de engenheiros como uma placa educativa que poderia ser utilizada
em faculdades como plataforma de desenvolvimento e aprendizagem em sistemas embe-
bidos, baseada num modelo open source.
Para o sistema NVL ser executado e´ necessa´rio o Java, para tal foi instalado ambiente
Linux em todas as placas BeagleBone e tambe´m o Java JRE-1.7 de forma a ser possı´vel
carregar e executar o sistema NVL nos veı´culos.
Para transferir o sistema NVL para os veı´culos, efetuou-se uma ligac¸a˜o SSH aos
veı´culos e copiado todo o pacote NVL-runtime para o sistema de cada um dos veı´culos.
Neste cena´rio foram utilizados treˆs veı´culos, dois reais (lauv-seacon-2 e lauv-xplore-
1) e um em simulac¸a˜o (lauv-seacon-1). Usando uma ligac¸a˜o SSH a cada um dos veı´culos
reais, o sistema NVL foi iniciado com os comandos apresentados a seguir, cada um em
uma consola unix diferente.
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Iniciar a NVL no veı´culo ’lauv-seacon-2’:
$ nv l run t ime / s c r i p t s / r n v l . sh lauv−seacon−2
Iniciar a NVL no veı´culo ’lauv-xplore-1’:
$ nv l run t ime / s c r i p t s / r n v l . sh lauv−xplore−1
O veı´culo ’lauv-seacon-1’ foi iniciado em modo de simulac¸a˜o da seguinte forma:
. / dune −p Simu la t ion −c lauv−xplore−1
E de seguida iniciada a NVL para o ’lauv-seacon-1’:
$ nv l run t ime / s c r i p t s / r n v l . sh lauv−seacon−1
De seguida noutra consola, foi executado o interpretador com o comando apresentado
a seguir, para executar o interpretador e carregar o ficheiro correspondente ao cena´rio de
patrulha.
Execuc¸a˜o do interpretador com cena´rio de patrulha em anexo A.2.
$ nv l run t ime / s c r i p t s / i n t e r p r e t e r . sh . . / cen / p a t r o l l i n g . nv l
Figura 6.8: Captura de ecra˜ durante a execuc¸a˜o do cena´rio de patrulha
O conjunto de veı´culos selecionado (2 reais + 1 simulado) executaram com sucesso
o cena´rio de patrulha (Figura 6.8), com os tempos de execuc¸a˜o a serem apresentados na
Figura 6.9. Em anexo sa˜o apresentados os registos da execuc¸a˜o: do interpretador, do
’lauv-xplore-1’, do ’lauv-seacon-1’ e do ’lauv-seacon-2’.
Na Figura 6.10 e´ possı´vel identificar as treˆs a´reas onde foi efetuada a patrulha. A
a´rea a verde representa a a´rea patrulhada pelo veı´culo ’lauv-xplore-1’, a azul a a´rea do
’lauv-seacon-2’ e por fim a vermelho a a´rea patrulha por ’lauv-seacon-1’.




join cRes mRes 9:11
delay 10s 0:10
Programa Patrulha 9:34
Figura 6.9: Durac¸o˜es na execuc¸a˜o das instruc¸o˜es do programa de patrulha
Figura 6.10: Varrimento de a´rea realizado pelos treˆs veı´culos
Foi tambe´m observada a carga de utilizac¸a˜o do processador da BeagleBone em idle
que se situava entre os 53% e os 55%. Ja´ durante a execuc¸a˜o dos programas NVL a carga





Esta tese apresentou a linguagem NVL para coordenac¸a˜o de redes de veı´culos auto´nomos,
em termos da sua definic¸a˜o, desenho, implementac¸a˜o, e avaliac¸a˜o experimental. Embora
a linguagem se encontre num estado de proto´tipo inicial, e muito trabalho se possa consi-
derar no futuro (discutido abaixo), salientam-se os seguintes aspectos:
• A NVL e´ uma linguagem que permite exprimir cena´rios de operac¸a˜o multi-veı´culo
com um alto nı´vel de abstracc¸a˜o, enderec¸ando requisitos na˜o-triviais na sua especificac¸a˜o,
e provendo a` sua execuc¸a˜o.
• A NVL envolveu um esforc¸o de desenho e implementac¸a˜o tambe´m na˜o-trivial,
compreendendo um ambiente de edic¸a˜o/validac¸a˜o de programas, e outro para execuc¸a˜o
distribuı´da dos mesmos em interface com o toolchain LSTS.
• Consideramos que a avaliac¸a˜o experimental da linguagem decorreu com sucesso,
incluindo experieˆncias de campo com veı´culos reais. Embora o nu´mero de cena´rios
de teste em si tenha sido reduzido, cremos que se logrou o objectivo de demonstrar
o potencial inerente a` aproximac¸a˜o geral proposta pela tese, e a efectividade do
sistema de software desenvolvido.
7.1 Trabalho futuro
Para trabalho futuro na NVL identificamos os seguintes desafios:
• Extensa˜o e refinamento da linguagem: a modelac¸a˜o de cena´rios multi-veı´culo co-
loca requisitos de va´ria ordem que na˜o sa˜o enderec¸ados na linguagem. Por exemplo,
tomando como refereˆncia a modelac¸a˜o e simulac¸a˜o de cena´rios complexos em [23],
a linguagem na˜o tem abstracc¸o˜es para equipas de veı´culos, o acoplamento dinaˆmico
de veı´culos a controladores (tal acontece apenas quando um controlador e´ activado),
ou para hierarquia de controlo.
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• Colocam-se problemas tı´picos de sistemas de distribuidos. como modelar e im-
plementar apropriadamente toleraˆncia a falhas, eventualmente com suporte dado
pela pro´pria linguagem. Outro problema reside na execuc¸a˜o centralizada de um
programa por um interpretador NVL. Na˜o e´ trivial distribuir a execuc¸a˜o do inter-
pretador, quando esta˜o em causa requisitos de sincronizac¸a˜o (ex. na selecc¸a˜o de
veı´culos, te´rmino de controladores).
• Uma maior integrac¸a˜o do software com o toolchain LSTS e´ necessa´ria, nomeada-





contro l le r co l l ec tDa ta {
vehicles survey ;
outputs done , r v E r r o r ;
step s t a r t {
control 15m {




stop done <− survey : done ;




contro l le r moveToOpArea {
vehicles mule ;
outputs done r v E r r o r ;
step s t a r t {
control 5m {




stop done <− mule : done ;




contro l le r RV {
vehicles survey , mule ;
outputs moreData , rvDone , r v E r r o r ;
step s t a r t {
control 15m {
at survey sur face ;
at mule l o i t e r ;
61




dataTransfer <− mule : done survey : done ;





at survey uploadData ;




stop rvDone <− mule : done survey : done ;
stop moreData <− mule : done survey : getMoreData ;




/ / program procedures
procedure main {
/ / s e l ec t veh i c les
select 5m
uuv ( type : ”UUV” ,
i d : ” lauv−seacon−1” ) ,
uav ( type : ”UUV”
i d : ” lauv−xplore−1”
)
then {
/ / spawn survey c o n t r o l l e r f o r uuv
spawn cRes co l l ec tDa ta ( survey : uuv )
/ / spawn moveToOpArea c o n t r o l l e r f o r uav
spawn mRes moveToOpArea ( mule : uav )
jo in 1h cRes mRes
delay 15s
/ / spawn RV c o n t r o l l e r f o r uuv and uav
spawn rvRes RV( survey : uuv , mule : uav )
jo in 15m rvRes
/ / eva luate c o n t r o l l e r output
choose rvRes {
case moreData {













/ / end the program
message ” te rminated ”
}
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A.2 Patrulha
contro l le r P a t r o l l i n g 3 {
vehicles a b c ;
outputs done e r r o r ;
subsystems {}
step s t a r t {
control 180s {
at a v e h i c l e 1 p a t r o l l i n g 0 ;
at b v e h i c l e 2 p a t r o l l i n g 0 ;




/ / a sync0 ; / / to de f ine other syncplan
step2 <− a : done b : done c : done ;
s t a r t <− a : t imeout ;
s t a r t <− b : t imeout ;
s t a r t <− c : t imeout ;





at a v e h i c l e 1 p a t r o l l i n g 1 ;
at b v e h i c l e 2 p a t r o l l i n g 1 ;




rendezvous <− a : done b : done c : done ;
step2 <− a : t imeout ;
step2 <− b : t imeout ;
step2 <− c : t imeout ;




control 120 s {
at a v e h i c l e 1 p a t r o l l i n g 2 ;
at b v e h i c l e 2 p a t r o l l i n g 2 ;




stop done <− a : done b : done ;
rendezvous <− a : t imeout ;
rendezvous <− b : t imeout ;
rendezvous <− c : t imeout ;






auv0 ( type : ”UUV” , i d : ” lauv−xplore−1” )
auv1 ( type : ”UUV” , i d : ” lauv−seacon−2” )
auv2 ( type : ”UUV” , i d : ” lauv−seacon−1” )
then {
spawn r1 P a t r o l l i n g 3 ( a : auv0 , b : auv1 , c : auv2 )
jo in 1000s r1
choose r1 {
case e r r o r {
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message ” e r r o r ”
}
case done {
message ” done ”
}
}
release auv0 auv1 auv2
delay 10s







27 Sep 2014 15:23:12 GMT | I n t e r p r e t e r : Execut ing ’ se lec t ’ i n s t r u c t i o n . . .
27 Sep 2014 15:23:32 GMT | I n t e r p r e t e r : Vech ic le ’ ccu−nvl−lauv−xplore −1’ bound to ’ uav ’
. . .
27 Sep 2014 15:23:32 GMT | I n t e r p r e t e r : Vech ic le ’ ccu−nvl−lauv−seacon−1’ bound to ’ uuv ’
. . .
27 Sep 2014 15:23:32 GMT | I n t e r p r e t e r : Execut ing ’ spawn ’ i n s t r u c t i o n . . .
27 Sep 2014 15:23:32 GMT | I n t e r p r e t e r : Execut ing ’ spawn ’ i n s t r u c t i o n . . .
27 Sep 2014 15:23:32 GMT | I n t e r p r e t e r : Execut ing ’ j o i n ’ i n s t r u c t i o n . . .
27 Sep 2014 15:29:05 GMT | I n t e r p r e t e r : Sending stop command to ccu−nvl−lauv−seacon−1
27 Sep 2014 15:29:05 GMT | I n t e r p r e t e r : Sending stop command to ccu−nvl−lauv−xplore−1
27 Sep 2014 15:29:05 GMT | I n t e r p r e t e r : Jo in r e s u l t s : ’{cRes=done , mRes=done} ’
27 Sep 2014 15:29:05 GMT | I n t e r p r e t e r : Execut ing ’ delay ’ i n s t r u c t i o n . . .
27 Sep 2014 15:29:20 GMT | I n t e r p r e t e r : Execut ing ’ spawn ’ i n s t r u c t i o n . . .
27 Sep 2014 15:29:20 GMT | I n t e r p r e t e r : Execut ing ’ j o i n ’ i n s t r u c t i o n . . .
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : Sending stop command to ccu−nvl−lauv−seacon−1
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : Sending stop command to ccu−nvl−lauv−xplore−1
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : Jo in r e s u l t s : ’{cRes=done , rvRes=rvDone , mRes=
done} ’
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : Execut ing ’ choose ’ i n s t r u c t i o n . . .
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : Released ’ uuv ’ ( veh i c l e ’ ccu−nvl−lauv−seacon
−1 ’) .
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : Released ’ uav ’ ( veh i c l e ’ ccu−nvl−lauv−xplore
−1 ’) .
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : Execut ing ’ message ’ i n s t r u c t i o n . . .
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : te rminated
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r : W i l l te rm ina te : Program terminated
27 Sep 2014 15:31:41 GMT | I n t e r p r e t e r L i n k : I n t e r p r e t e r L i n k i s dead .
27 Sep 2014 15:31:41 GMT | Announcer : Announcer i s dead .
27 Sep 2014 15:31:41 GMT | Heart : Heart i s dead .
27 Sep 2014 15:31:41 GMT | ShutdownThread : Program te rm ina t i on requested .
65
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27 Sep 2014 15:23:31 GMT | E x t e r n a l I n t e r f a c e : A c t i v a t i n g t ransmiss ion to node ’
i n t e r p r e t e r−nvl ’
27 Sep 2014 15:23:32 GMT | E x t e r n a l I n t e r f a c e : [ Veh ic le ] lauv−xplore−1 − READY [READY]
27 Sep 2014 15:23:32 GMT | E x t e r n a l I n t e r f a c e : Node def ined as ’ mule ’ . . .
27 Sep 2014 15:23:32 GMT | E x t e r n a l I n t e r f a c e : Requesting ’ moveToOpArea mule ’ to s t a r t
. . .
27 Sep 2014 15:23:32 GMT | Heart : Launching organ ’ moveToOpArea mule ’ . . .
27 Sep 2014 15:23:32 GMT | Heart : Creat ing organ ’ moveToOpArea mule ’ . . .
27 Sep 2014 15:23:32 GMT | Heart : Organ ’ moveToOpArea mule ’ has been s t a r t e d .
27 Sep 2014 15:23:32 GMT | moveToOpArea mule : Node : mule | Vehic le : lauv−xplore−1 |
Address : 30
27 Sep 2014 15:23:32 GMT | moveToOpArea mule : moveToOpArea mule i s born .
27 Sep 2014 15:23:32 GMT | moveToOpArea mule : > Execut ing step : ’ s t a r t ’
27 Sep 2014 15:23:32 GMT | moveToOpArea mule : c o n t r o l deadl ine 300 − sync deadl ine 100
27 Sep 2014 15:24:41 GMT | moveToOpArea mule : R: done
27 Sep 2014 15:24:41 GMT | moveToOpArea mule : Sync . stage over −− normal complet ion ; 69
seconds execut ion
27 Sep 2014 15:24:41 GMT | moveToOpArea mule : Resul ts : {mule=done}
27 Sep 2014 15:24:41 GMT | moveToOpArea mule : > Execut ion done ; next step i s ’ stop ’
27 Sep 2014 15:24:41 GMT | moveToOpArea mule : > Stopped wi th r e s u l t : done . . .
27 Sep 2014 15:24:41 GMT | moveToOpArea mule : > End c o n t r o l l e r . . .
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27 Sep 2014 15:23:31 GMT | E x t e r n a l I n t e r f a c e : A c t i v a t i n g t ransmiss ion to node ’
i n t e r p r e t e r−nvl ’
27 Sep 2014 15:23:32 GMT | E x t e r n a l I n t e r f a c e : Node def ined as ’ survey ’ . . .
27 Sep 2014 15:23:32 GMT | E x t e r n a l I n t e r f a c e : Requesting ’ co l l ec tDa ta survey ’ to s t a r t
. . .
27 Sep 2014 15:23:32 GMT | Heart : Launching organ ’ co l l ec tDa ta survey ’ . . .
27 Sep 2014 15:23:32 GMT | Heart : Creat ing organ ’ co l l ec tDa ta survey ’ . . .
27 Sep 2014 15:23:32 GMT | Heart : Organ ’ co l l ec tDa ta survey ’ has been s t a r t e d .
27 Sep 2014 15:23:32 GMT | co l l ec tDa ta su rvey : Node : survey | Vehic le : lauv−seacon−1 |
Address : 21
27 Sep 2014 15:23:32 GMT | co l l ec tDa ta su rvey : co l l ec tDa ta su rvey i s born .
27 Sep 2014 15:23:32 GMT | co l l ec tDa ta su rvey : > Execut ing step : ’ s t a r t ’
27 Sep 2014 15:23:32 GMT | co l l ec tDa ta su rvey : c o n t r o l deadl ine 900 − sync deadl ine 100
27 Sep 2014 15:29:05 GMT | co l l ec tDa ta su rvey : R: done
27 Sep 2014 15:29:05 GMT | co l l ec tDa ta su rvey : Sync . stage over −− normal complet ion ;
333 seconds execut ion
27 Sep 2014 15:29:05 GMT | co l l ec tDa ta su rvey : Resul ts : {survey=done}
27 Sep 2014 15:29:05 GMT | co l l ec tDa ta su rvey : > Execut ion done ; next step i s ’ stop ’
27 Sep 2014 15:29:05 GMT | co l l ec tDa ta su rvey : > Stopped wi th r e s u l t : done . . .
27 Sep 2014 15:29:05 GMT | co l l ec tDa ta su rvey : > End c o n t r o l l e r . . .
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3 Sep 2014 16:48:02 GMT | main : Parsing c o n f i g u r a t i o n . . .
3 Sep 2014 16:48:02 GMT | main : Creat ing organ ’ Announcer ’ . . .
3 Sep 2014 16:48:02 GMT | main : I n t e r f a c e veh i c l e : ’ i n t e r p r e t e r−nvl ’ .
3 Sep 2014 16:48:02 GMT | main : Shared ob jec t r e g i s t e r e d : ’ p t . l s t s . nv l . organ . imc .
IMCInformation ’ o f type ’ c lass p t . l s t s . nv l . organ . imc . IMCInformation ’ .
3 Sep 2014 16:48:02 GMT | main : Creat ing organ ’ I n t e r p r e t e r ’ . . .
3 Sep 2014 16:48:02 GMT | main : Creat ing organ ’ I n t e r p r e t e r L i n k ’ . . .
3 Sep 2014 16:48:03 GMT | Heart : Organ ’ Announcer ’ has been s t a r t e d .
3 Sep 2014 16:48:03 GMT | Heart : Organ ’ I n t e r p r e t e r ’ has been s t a r t e d .
3 Sep 2014 16:48:03 GMT | Heart : Organ ’ I n t e r p r e t e r L i n k ’ has been s t a r t e d .
3 Sep 2014 16:48:03 GMT | Heart : Heart i s born .
3 Sep 2014 16:48:03 GMT | Announcer : Try ing to create socket on po r t 30102 . . .
3 Sep 2014 16:48:03 GMT | I n t e r p r e t e r L i n k : Try ing to create socket on po r t 10005 . . .
3 Sep 2014 16:48:03 GMT | I n t e r p r e t e r L i n k : Bound to po r t 10005.
3 Sep 2014 16:48:03 GMT | Announcer : Try ing to create socket on po r t 30103 . . .
3 Sep 2014 16:48:03 GMT | Announcer : Try ing to create socket on po r t 30104 . . .
3 Sep 2014 16:48:03 GMT | Announcer : Bound to po r t 30104.
3 Sep 2014 16:48:03 GMT | Announcer : Announcer i s born .
3 Sep 2014 16:48:03 GMT | I n t e r p r e t e r L i n k : I n t e r p r e t e r L i n k i s born .
3 Sep 2014 16:48:03 GMT | Announcer : Node ’ lauv−xplore −1’ i s a l i v e a t 127.0 .0 .1 :6004
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : −−−−St ruc tu re Va l i da t i on−−−−
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : Er ro rs : 0
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : Warnings : 0
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : −−−−−−−−−−−−−−
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : −−−−Model Va l i da t i on−−−−
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : −−−−−−−−−−−−−−
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : I n t e r p r e t e r i s born .
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : Execut ing procedure ’ main ’ . . .
3 Sep 2014 16:48:04 GMT | I n t e r p r e t e r : Execut ing ’ se lec t ’ i n s t r u c t i o n . . .
3 Sep 2014 16:48:04 GMT | Announcer : Node ’ ccu−nvl−l o ca l−lauv−seacon−2’ i s a l i v e a t
192.168.1.11:9002
3 Sep 2014 16:48:04 GMT | Announcer : Node ’ ccu−nvl−lauv−seacon−2’ i s a l i v e a t
192.168.1.11:10002
3 Sep 2014 16:48:05 GMT | Announcer : Node ’ ccu−j u n i o r −1−11’ i s a l i v e a t
192.168.1.11:6001
3 Sep 2014 16:48:06 GMT | Announcer : Node ’ ccu−nvl−l o ca l−lauv−seacon−1’ i s a l i v e a t
192.168.1.11:9003
3 Sep 2014 16:48:06 GMT | Announcer : Node ’ ccu−nvl−lauv−seacon−1’ i s a l i v e a t
192.168.1.11:10003
3 Sep 2014 16:48:06 GMT | Announcer : Node ’ ccu−nvl−lauv−xplore −1’ i s a l i v e a t
192.168.1.11:10001
3 Sep 2014 16:48:06 GMT | Announcer : Node ’ ccu−nvl−l o ca l−lauv−xplore −1’ i s a l i v e a t
192.168.1.11:9001
3 Sep 2014 16:48:09 GMT | Announcer : Node ’ lauv−seacon−1’ i s a l i v e a t 127.0 .0 .1 :6002
3 Sep 2014 16:48:12 GMT | Announcer : Node ’ lauv−seacon−2’ i s a l i v e a t 127.0 .0 .1 :6003
3 Sep 2014 16:48:12 GMT | Announcer : Node ’ i n t e r p r e t e r−nvl ’ i s a l i v e a t
192.168.1.11:10005
3 Sep 2014 16:48:13 GMT | I n t e r p r e t e r : Vech ic le ’ ccu−nvl−lauv−seacon−1’ bound to ’ auv2 ’
. . .
3 Sep 2014 16:48:14 GMT | I n t e r p r e t e r : Vech ic le ’ ccu−nvl−lauv−xplore −1’ bound to ’ auv0 ’
. . .
3 Sep 2014 16:48:15 GMT | I n t e r p r e t e r : Vech ic le ’ ccu−nvl−lauv−seacon−2’ bound to ’ auv1 ’
. . .
3 Sep 2014 16:48:15 GMT | I n t e r p r e t e r : Execut ing ’ spawn ’ i n s t r u c t i o n . . .
3 Sep 2014 16:48:15 GMT | I n t e r p r e t e r : Execut ing ’ j o i n ’ i n s t r u c t i o n . . .
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Sending stop command to ccu−nvl−lauv−xplore−1
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Sending stop command to ccu−nvl−lauv−seacon−2
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Sending stop command to ccu−nvl−lauv−seacon−1
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Jo in r e s u l t s : ’{ r1=done} ’
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Execut ing ’ choose ’ i n s t r u c t i o n . . .
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Execut ing ’ message ’ i n s t r u c t i o n . . .
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : done
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Execut ing ’ re lease ’ i n s t r u c t i o n . . .
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Released ’ auv0 ’ ( veh i c l e ’ ccu−nvl−lauv−xplore
−1 ’)
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3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Released ’ auv1 ’ ( veh i c l e ’ ccu−nvl−lauv−seacon
−2 ’)
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Released ’ auv2 ’ ( veh i c l e ’ ccu−nvl−lauv−seacon
−1 ’)
3 Sep 2014 16:57:26 GMT | I n t e r p r e t e r : Execut ing ’ delay ’ i n s t r u c t i o n . . .
3 Sep 2014 16:57:36 GMT | I n t e r p r e t e r : Execut ing ’ message ’ i n s t r u c t i o n . . .
3 Sep 2014 16:57:36 GMT | I n t e r p r e t e r : end p a t r o l l i n g
3 Sep 2014 16:57:36 GMT | I n t e r p r e t e r : W i l l te rm ina te : Program terminated
3 Sep 2014 16:57:36 GMT | Announcer : Announcer i s dead .
3 Sep 2014 16:57:36 GMT | I n t e r p r e t e r L i n k : I n t e r p r e t e r L i n k i s dead .
3 Sep 2014 16:57:36 GMT | Heart : Heart i s dead .
3 Sep 2014 16:57:36 GMT | ShutdownThread : Program te rm ina t i on requested .
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3 Sep 2014 16:48:12 GMT | E x t e r n a l I n t e r f a c e : A c t i v a t i n g t ransmiss ion to node ’
i n t e r p r e t e r−nvl ’
3 Sep 2014 16:48:13 GMT | E x t e r n a l I n t e r f a c e : [ Veh ic le ] lauv−seacon−1 − READY [READY]
3 Sep 2014 16:48:15 GMT | E x t e r n a l I n t e r f a c e : Node def ined as ’ c ’ . . .
3 Sep 2014 16:48:15 GMT | E x t e r n a l I n t e r f a c e : Requesting ’ P a t r o l l i n g 3 c ’ to s t a r t . . .
3 Sep 2014 16:48:15 GMT | Heart : Launching organ ’ P a t r o l l i n g 3 c ’ . . .
3 Sep 2014 16:48:15 GMT | Heart : Creat ing organ ’ P a t r o l l i n g 3 c ’ . . .
3 Sep 2014 16:48:15 GMT | Heart : Organ ’ P a t r o l l i n g 3 c ’ has been s t a r t e d .
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 c : Node : c | Vehic le : lauv−seacon−1 | Address : 21
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 c : P a t r o l l i n g 3 c i s born .
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 c : > Execut ing step : ’ s t a r t ’
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 c : c o n t r o l deadl ine 180 − sync deadl ine 60
3 Sep 2014 16:49:06 GMT | P a t r o l l i n g 3 c : R: done
3 Sep 2014 16:49:10 GMT | P a t r o l l i n g 3 c : FINAL STAGE
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 c : Sync . stage over −− normal complet ion ; 59
seconds execut ion
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 c : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 c : > Execut ion done ; next step i s ’ step2 ’
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 c : > Execut ing step : ’ step2 ’
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 c : c o n t r o l deadl ine 600 − sync deadl ine 60
3 Sep 2014 16:54:54 GMT | P a t r o l l i n g 3 c : R: done
3 Sep 2014 16:55:20 GMT | P a t r o l l i n g 3 c : FINAL STAGE
3 Sep 2014 16:55:26 GMT | P a t r o l l i n g 3 c : Sync . stage over −− normal complet ion ; 370
seconds execut ion
3 Sep 2014 16:55:26 GMT | P a t r o l l i n g 3 c : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:55:26 GMT | P a t r o l l i n g 3 c : > Execut ion done ; next step i s ’ rendezvous ’
3 Sep 2014 16:55:26 GMT | P a t r o l l i n g 3 c : > Execut ing step : ’ rendezvous ’
3 Sep 2014 16:55:26 GMT | P a t r o l l i n g 3 c : c o n t r o l deadl ine 120 − sync deadl ine 60
3 Sep 2014 16:57:05 GMT | P a t r o l l i n g 3 c : R: done
3 Sep 2014 16:57:21 GMT | P a t r o l l i n g 3 c : FINAL STAGE
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 c : Sync . stage over −− normal complet ion ; 120
seconds execut ion
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 c : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 c : > Execut ion done ; next step i s ’ stop ’
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 c : > Stopped wi th r e s u l t : done . . .
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 c : > End c o n t r o l l e r . . .
3 Sep 2014 16:57:26 GMT | E x t e r n a l I n t e r f a c e : Stopped execut ion o f running program .
3 Sep 2014 16:57:27 GMT | E x t e r n a l I n t e r f a c e : [ Veh ic le ] lauv−seacon−1 − READY [READY]
3 Sep 2014 16:57:35 GMT | ShutdownThread : Program te rm ina t i on requested .
3 Sep 2014 16:57:35 GMT | Announcer : Announcer i s dead .
3 Sep 2014 16:57:35 GMT | Veh ic leL ink : Veh ic leL ink i s dead .
3 Sep 2014 16:57:35 GMT | E x t e r n a l I n t e r f a c e : E x t e r n a l I n t e r f a c e i s dead .
3 Sep 2014 16:57:35 GMT | S t a t u s D i f f u s i o n : S t a t u s D i f f u s i o n i s dead .
3 Sep 2014 16:57:35 GMT | Heart : Heart i s dead .
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3 Sep 2014 16:48:12 GMT | E x t e r n a l I n t e r f a c e : A c t i v a t i n g t ransmiss ion to node ’
i n t e r p r e t e r−nvl ’
3 Sep 2014 16:48:15 GMT | E x t e r n a l I n t e r f a c e : [ Veh ic le ] lauv−seacon−2 − READY [READY]
3 Sep 2014 16:48:15 GMT | E x t e r n a l I n t e r f a c e : Node def ined as ’ b ’ . . .
3 Sep 2014 16:48:15 GMT | E x t e r n a l I n t e r f a c e : Requesting ’ P a t r o l l i n g 3 b ’ to s t a r t . . .
3 Sep 2014 16:48:15 GMT | Heart : Launching organ ’ P a t r o l l i n g 3 b ’ . . .
3 Sep 2014 16:48:15 GMT | Heart : Creat ing organ ’ P a t r o l l i n g 3 b ’ . . .
3 Sep 2014 16:48:15 GMT | Heart : Organ ’ P a t r o l l i n g 3 b ’ has been s t a r t e d .
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 b : Node : b | Vehic le : lauv−seacon−2 | Address : 22
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 b : P a t r o l l i n g 3 b i s born .
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 b : > Execut ing step : ’ s t a r t ’
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 b : c o n t r o l deadl ine 180 − sync deadl ine 60
3 Sep 2014 16:49:08 GMT | P a t r o l l i n g 3 b : R: done
3 Sep 2014 16:49:10 GMT | P a t r o l l i n g 3 b : FINAL STAGE
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 b : Sync . stage over −− normal complet ion ; 59
seconds execut ion
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 b : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 b : > Execut ion done ; next step i s ’ step2 ’
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 b : > Execut ing step : ’ step2 ’
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 b : c o n t r o l deadl ine 600 − sync deadl ine 60
3 Sep 2014 16:55:18 GMT | P a t r o l l i n g 3 b : R: done
3 Sep 2014 16:55:20 GMT | P a t r o l l i n g 3 b : FINAL STAGE
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 b : Sync . stage over −− normal complet ion ; 369
seconds execut ion
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 b : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 b : > Execut ion done ; next step i s ’ rendezvous ’
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 b : > Execut ing step : ’ rendezvous ’
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 b : c o n t r o l deadl ine 120 − sync deadl ine 60
3 Sep 2014 16:57:19 GMT | P a t r o l l i n g 3 b : R: done
3 Sep 2014 16:57:21 GMT | P a t r o l l i n g 3 b : FINAL STAGE
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 b : Sync . stage over −− normal complet ion ; 121
seconds execut ion
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 b : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 b : > Execut ion done ; next step i s ’ stop ’
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 b : > Stopped wi th r e s u l t : done . . .
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 b : > End c o n t r o l l e r . . .
3 Sep 2014 16:57:26 GMT | E x t e r n a l I n t e r f a c e : Stopped execut ion o f running program .
3 Sep 2014 16:57:28 GMT | E x t e r n a l I n t e r f a c e : [ Veh ic le ] lauv−seacon−2 − READY [READY]
3 Sep 2014 16:57:37 GMT | ShutdownThread : Program te rm ina t i on requested .
3 Sep 2014 16:57:37 GMT | E x t e r n a l I n t e r f a c e : E x t e r n a l I n t e r f a c e i s dead .
3 Sep 2014 16:57:37 GMT | Veh ic leL ink : Veh ic leL ink i s dead .
3 Sep 2014 16:57:37 GMT | Announcer : Announcer i s dead .
3 Sep 2014 16:57:37 GMT | S t a t u s D i f f u s i o n : S t a t u s D i f f u s i o n i s dead .
3 Sep 2014 16:57:37 GMT | Heart : Heart i s dead .
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3 Sep 2014 16:48:12 GMT | E x t e r n a l I n t e r f a c e : A c t i v a t i n g t ransmiss ion to node ’
i n t e r p r e t e r−nvl ’
3 Sep 2014 16:48:14 GMT | E x t e r n a l I n t e r f a c e : [ Veh ic le ] lauv−xplore−1 − READY [READY]
3 Sep 2014 16:48:15 GMT | E x t e r n a l I n t e r f a c e : Node def ined as ’ a ’ . . .
3 Sep 2014 16:48:15 GMT | E x t e r n a l I n t e r f a c e : Requesting ’ P a t r o l l i n g 3 a ’ to s t a r t . . .
3 Sep 2014 16:48:15 GMT | Heart : Launching organ ’ P a t r o l l i n g 3 a ’ . . .
3 Sep 2014 16:48:15 GMT | Heart : Creat ing organ ’ P a t r o l l i n g 3 a ’ . . .
3 Sep 2014 16:48:15 GMT | Heart : Organ ’ P a t r o l l i n g 3 a ’ has been s t a r t e d .
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 a : Node : a | Vehic le : lauv−xplore−1 | Address : 30
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 a : P a t r o l l i n g 3 a i s born .
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 a : > Execut ing step : ’ s t a r t ’
3 Sep 2014 16:48:15 GMT | P a t r o l l i n g 3 a : c o n t r o l deadl ine 180 − sync deadl ine 60
3 Sep 2014 16:48:52 GMT | P a t r o l l i n g 3 a : R: done
3 Sep 2014 16:49:10 GMT | P a t r o l l i n g 3 a : FINAL STAGE
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 a : Sync . stage over −− normal complet ion ; 59
seconds execut ion
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 a : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 a : > Execut ion done ; next step i s ’ step2 ’
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 a : > Execut ing step : ’ step2 ’
3 Sep 2014 16:49:15 GMT | P a t r o l l i n g 3 a : c o n t r o l deadl ine 600 − sync deadl ine 60
3 Sep 2014 16:55:12 GMT | P a t r o l l i n g 3 a : R: done
3 Sep 2014 16:55:20 GMT | P a t r o l l i n g 3 a : FINAL STAGE
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 a : Sync . stage over −− normal complet ion ; 370
seconds execut ion
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 a : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 a : > Execut ion done ; next step i s ’ rendezvous ’
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 a : > Execut ing step : ’ rendezvous ’
3 Sep 2014 16:55:25 GMT | P a t r o l l i n g 3 a : c o n t r o l deadl ine 120 − sync deadl ine 60
3 Sep 2014 16:56:39 GMT | P a t r o l l i n g 3 a : R: done
3 Sep 2014 16:57:21 GMT | P a t r o l l i n g 3 a : FINAL STAGE
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 a : Sync . stage over −− normal complet ion ; 120
seconds execut ion
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 a : Resul ts : {b=done , c=done , a=done}
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 a : > Execut ion done ; next step i s ’ stop ’
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 a : > Stopped wi th r e s u l t : done . . .
3 Sep 2014 16:57:26 GMT | P a t r o l l i n g 3 a : > End c o n t r o l l e r . . .
3 Sep 2014 16:57:26 GMT | E x t e r n a l I n t e r f a c e : Stopped execut ion o f running program .
3 Sep 2014 16:57:27 GMT | E x t e r n a l I n t e r f a c e : [ Veh ic le ] lauv−xplore−1 − READY [READY]
3 Sep 2014 16:57:34 GMT | ShutdownThread : Program te rm ina t i on requested .
3 Sep 2014 16:57:34 GMT | E x t e r n a l I n t e r f a c e : E x t e r n a l I n t e r f a c e i s dead .
3 Sep 2014 16:57:34 GMT | Announcer : Announcer i s dead .
3 Sep 2014 16:57:34 GMT | Veh ic leL ink : Veh ic leL ink i s dead .
3 Sep 2014 16:57:34 GMT | S t a t u s D i f f u s i o n : S t a t u s D i f f u s i o n i s dead .
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