This article investigates the eigenspectrum of the inner product-type kernel matrix
Introduction
Multivariate mixture models, especially Gaussian mixtures, play a fundamental role in statistics and have received significant research attention in the machine learning community [KMV16, ABDH + 18], mainly due to the convenient statistical properties of Gaussian and sub-Gaussian distributions. More generic mixture models, however, are somehow less covered.
On the other hand, in the study of large random matrices, one is able to reach in some cases "universal" results in the sense that the (asymptotic) statistical behavior of the object of interest is independent of the underlying distribution of the random matrix. Intuitively speaking, the "squared" number of degrees of freedom in large matrices (e.g., sample covariance matrices 1 n XX T ∈ R p×p based on n observations of dimension p arranged in the columns of X) and their independent interactions induce fast versions of central limit theorems irrespective of the data distribution, resulting in universal statistical results.
In this paper, we consider the eigenspectrum behavior of the inner product "properly scaled" (see details below) kernel matrix
arising from an affine transformation of i.i.d. random vectors with zero mean, unit covariance and bounded higher order moments. Under this setting and some mild regularity condition for the nonlinear function f , the spectrum of K can be shown to only depend on three parameters of f , in the regime where n, p are both large and comparable. The theoretical study of the eigenspectrum of large random matrices serves as a basis to understand many practical statistical learning algorithms, among which are kernel spectral clustering [NJW02] or sparse principle component analysis (PCA) [JL09] . In the large n, p regime, various types of "random kernel matrices" have been studied from a spectral random matrix viewpoint. In [EK10b] the authors considered kernel matrices based on the Euclidean distance f ( x i − x j 2 /p) or the inner product f (x T i x j /p) between data vectors, and study the eigenvalue distribution by essentially "linearizing" the nonlinear function f via a Taylor expansion, which naturally demands f to be locally smooth. Later in [CBG16] the authors followed the same technical approach and considered a more involved Gaussian mixture model for the x i , providing rich insights into the impact of nonlinearity in kernel spectral clustering application.
Nonetheless, these results are in essence built upon a local expansion of the nonlinear function f , which follows from the "concentration" of the similarity measures x i − x j 2 /p or x T i x j /p around a single value of the smooth domain of f , therefore disregarding most of the domain of f . In this article, following [CS13, DV13] , we study the inner product kernel f (x T i x j / √ p)/ √ p which avoids the concentration effects with the more natural √ p normalization. With the flexible tool of orthogonal polynomials, we are able to prove universal results which solely depend on the first two order moments of the data distribution and allow for nonlinear functions f that need not even be differentiable. As a practical outcome of our theoretical results, we propose an extremely simple piecewise constant function which is spectrally equivalent and thus performs equally well as arbitrarily complex functions f , while inducing enormous gains in both storage and computational complexity.
The remainder of this article is organized as follows. In Section 2 we introduce the object of interest together with necessary assumptions to work along with. Our main theoretical findings are presented in Section 3 with intuitive ideas, while detailed proofs are deferred to the supplementary material due to space limitation. In Section 4 we discuss the practical consequence of our theoretical findings and propose our piecewise constant function prototype which works in a universal manner for kernel spectrum-based applications, for the system model under consideration. The article closes with concluding remarks and envisioned extensions in Section 5.
Notations: Boldface lowercase (uppercase) characters stand for vectors (matrices). The notation (·) T denotes the transpose operator. The norm · is the Euclidean norm for vectors and the operator norm for matrices, and we denote A ∞ = max i,j |A ij | as well as · F the Frobenius norm: A 2 F = tr(AA T ). ξ is often used to denote standard Gaussian random variable, i.e., ξ ∼ N (0, 1).
System model and preliminaries

Basic setting
Let x 1 , . . . , x n ∈ R p be n feature vectors drawn independently from the following twoclass (C 1 and C 2 ) mixture model:
each having cardinality n/2, 1 for some deterministic µ a ∈ R p , E a ∈ R p×p , a = 1, 2 and random vector z ∈ R p having i.i.d. entries of zero mean, unit variance and bounded moments. To ensure that the information of µ a , E a is neither (asymptotically) too simple nor impossible to be extracted from the noisy features 2 , we work (as in [CLM18] ) under the following assumption.
Assumption 1 (Non-trivial classification). As n → ∞, we have for a ∈ {1, 2}
Following [EK10a, CS13] we consider the following nonlinear random inner-product matrix
for function f : R → R satisfying some regularity conditions (detailed later in Assumption 2). As in [EK10a, CS13] , the diagonal elements f (
which is an "improper scaling" for the evaluation by f (unlike
In the absence of discriminative information (null model), i.e., if µ a = 0 and E a = 0 for a = 1, 2, we write
Letting 
The Orthogonal Polynomial Framework
For a real probability measure µ, we denote the set of orthogonal polynomials with respect to the scalar product f , g = f gdµ as {P l (x), l = 0, 1, . . .}, obtained from the Gram-Schmidt procedure on the monomials {1, x, x 2 , . . .} such that P 0 (x) = 1, P l is of degree l and P l 1 , P l 2 = δ l 1 −l 2 . By the Riesz-Fisher theorem [Rud64, Theorem 11.43], for any function f ∈ L 2 (µ), the set of squared integrable functions with respect to ·, · , one can formally expand f as
where 
for a l,p defined in (4), we demand that
Moreover, for l = 0, 1, 2, a l,p converges and we denote a 0 , a 1 and a 2 their limits, respectively.
Since ξ p → N (0, 1), the limiting parameters a 0 , a 1 , a 2 and ν are simply (generalized) moments of the standard Gaussian measure involving f . Precisely,
for ξ ∼ N (0, 1). These parameters are of crucial significance in determining the eigenspectrum behavior of K. Note that a 0 will not affect the classification performance, as described below.
Remark 1 (On a 0 ). In the present case of balanced mixtures (equal cardinalities for C 1 and C 2 ), a 0 contributes to the polynomial expansion of K N (and K) as a non-informative rank-1 perturbation of the form a
0 (1 n 1 T n − I n )/ √ p. Since 1 n
is orthogonal to the "class-information vector"
[1 n/2 , −1 n/2 ], its presence does not impact the classification performance. 4
Limiting spectrum of K N
It was shown in [CS13, DV13] that, for independent z i 's with independent entries, the empirical spectral measure
of the null model K N has an asymptotically deterministic behavior as n, p → ∞ with p/n →c ∈ (0, ∞).
Theorem 1 ([CS13, DV13]).
Let p/n = c →c ∈ (0, ∞) and Assumption 2 hold. Then, the empirical spectral measure L n of K N defined in (3) converges weakly and almost surely to a probability measure L. The latter is uniquely defined through its Stieltjes transform m :
Theorem 1 is "universal" with respect to the law of the (independent) entries of z i . While universality is classical in random matrix results, with mostly first and second order statistics involved, the present universality result is much less obvious since (i) the nonlinear application f (x T i x j / √ p) depends in an intricate manner on all moments of x T i x j and (ii) the entries of K N are strongly dependent. In essence, universality still holds here because the convergence speed to Gaussian of x T i x j / √ p is sufficiently fast to compensate the residual impact of higher order moments in the spectrum of K N . 4 If mixtures are unbalanced, the vector 1 n may tend to "pull" eigenvectors aligned to [1 n 1 , −1 n 2 ], with n i the cardinality in C i , so away from purely noisy eigenvectors and thereby impacting classification performance. See [CBG16] for similar considerations.
5 C + ≡ {z ∈ C, ℑ[z] > 0}. We also recall that, for m(z) the Stieltjes transform of a measure µ, µ can be
As an illustration, Figure 1a compares the empirical spectral measure of K N to the limiting measure µ of Theorem 1. 6 From a technical viewpoint, the objective of the article is to go beyond the null model described in Theorem 1 by providing a tractable random matrix equivalentK for the kernel matrix K, in the sense that K −K → 0 almost surely in operator norm, as n, p → ∞. This convergence allows one to identify the eigenvalues and isolated eigenvectors (that can be used for spectral clustering purpose) of K by means of those ofK, see for instance [HJ12, Corollary 4.3.15]. More importantly, while not visible from the expression of K, the impact of the mixture model (µ 1 , µ 2 , E 1 , E 2 ) on K is readily accessed fromK and easily related to the Hermite coefficients ( a 1 , a 2 , ν ) of f . This allows us to further investigate how the choice of f impacts the asymptotically feasibility and efficiency of spectral clustering from the top eigenvectors of K. 
. . , x n/2 ∈ C 1 and x n/2+1 , . . . , x n ∈ C 2 .
Theoretical results
The main idea for the asymptotic analysis of K comes in two steps: (i) first, by an expansion of x T i x j as a function of z i , z j and the statistical mixture model parameters µ, E, we decompose x T i x j (under Assumption 1) into successive orders of magnitudes with respect to p; this, as we will show, further allows for a Taylor expansion of f (
we rely on the orthogonal polynomial approach of [CS13] to "linearize" the resulting ma-
to higher order derivatives asymptotically vanish) and use Assumption 2 to extend the result to arbitrary square-summable f .
Our main conclusion is that K asymptotically behaves like a matrixK following a so-called "spiked random matrix model" in the sense thatK = K N +K I is the sum of the full-rank "noise" matrix K N having compact limiting spectrum (the support of L) and a low-rank "information" matrixK I [BAP05, BGN11] .
Information-plus-noise decomposition of K
We first show that K can be asymptotically approximated as K N + K I with K N defined in (3) and K I an additional (so far full-rank) term containing the statistical information of the mixture model.
As announced, we start by decomposing x T i x j into a sequence of terms of successive orders of magnitude using Assumption 1 and
1 2 z j for x i ∈ C a and x j ∈ C b . We have precisely, for i = j,
where in particular we performed a Taylor expansion of (
As a consequence of this expansion, for at least twice differentiable f ∈ L 2 (µ p ), we have
where o(p −1 ) is understood with high probability and uniformly over i, j ∈ {1, . . . , n}. This entry-wise expansion up to order o(p −1 ) is sufficient since, matrix-wise, if
In the particular case where f is a monomial of degree k ≥ 2, this implies the following result.
Proposition 1 (Monomial f ). Under Assumptions 1-2, let f
almost surely, with K N defined in (3) and 
Since f ∈ L 2 (µ) can be decomposed into its Hermite polynomials, Proposition 1 along with Theorem 1 allows for an asymptotic quantification of K. However, the expression of K I in (7) does not so far allow for a thorough understanding of the spectrum of K, due to (i) the delicate Hadamard products between purely random (Z T Z) and informative matrices (A, B) and (ii) the fact that K I is full rank (so that the resulting spectral properties of K N + K I remains intractable). We next show that, as n, p → ∞, K I admits a tractable low-rank approximationK I , thereby leading to a spiked-model approximation of K.
Spiked-model approximation of K
Let us then consider K I defined in (7), the (i, j) entry of which can be written as the sum of terms containing µ a , µ b (treated separately) and random variables of the type
for independent random vectors x, y ∈ R p with i.i.d. zero mean, unit variance and finite moments (uniformly on p) entries, deterministic F ∈ R p×p , C ∈ R, α ∈ N and β ∈ {1, 2}.
For Gaussian x, y, the expectation of φ can be explicitly computed via an integral trick [Wil97, LLC18] . For more generic x, y with i.i.d. bounded moment entries, a combinatorial argument controls the higher order moments of the expansion which asymptotically result in (matrix-wise) vanishing terms. See Sections B-C of the supplementary material. This leads to the following result.
Proposition 2 (Low rank asymptotics of K I ). Under Assumptions 1-2, for f
almost surely as n, p → ∞, for K I defined in (7) and
and J = [j 1 , j 2 ] ∈ R n×2 with j a ∈ R n the canonical vector of class C a , i.e., [j a 
We refer the readers to Section C of the supplementary material for a detailed exposition of the proof.
Proposition 2 states that K I is asymptotically equivalent toK I that is of rank at most two. 8 Note that the eigenvectors ofK I are linear combinations of the vectors j 1 , j 2 and thus provide the data classes.
From the expression ofK I , quite surprisingly, it appears that for f (x) = x k , depending on whether k is odd or even, either only the information in means (M ) or only in covariance (T and S) can be (asymptotically) preserved.
By merely combining the results of Propositions 1-2, the latter can be easily extended to polynomial f . Then, by considering f (x) = P κ (x), the Hermite polynomial of degree κ, it can be shown that, quite surprisingly, one hasK I = 0 if κ > 2 (see Section D of the supplementary material). As such, using the Hermite polynomial expansion P 0 , P 1 , . . . of an arbitrary f ∈ L 2 (µ) satisfying Assumption 2 leads to a very simple expression of our main result. 7 For mental reminder, M stands for means, T accounts for the difference in traces of covariance matrices and S for the "shapes" of the covariances. 8 Note that, as defined,K I has non-zero diagonal elements, while [K I ] ii = 0. This is not contradictory as the diagonal matrix diag(K I ) has vanishing norm and can thus be added without altering the approximation K I −K I → 0; it however appears convenient as it ensures thatK I is low rank (while without its diagonal, K I is full rank).
Theorem 2 (Spiked-model approximation of K). For an arbitrary f
with K N defined in (3) and
The detailed proof of Theorem 2 is provided in Section D of the supplementary material. 
Figure 2 compares the spectra of K andK for random vectors with independent Gaussian or Student-t entries, for the first three (normalized) Hermite polynomials P 1 (x), P 2 (x) and P 3 (x). These numerical evidences validate Theorem 2: only for P 1 (x) and P 2 (x) is an isolated eigenvalue observed. Besides, as shown in the bottom display of Figure 1c , the corresponding eigenvector is, as expected, a noisy version of linear combinations of j 1 , j 2 . Figure 2 no more than two isolated eigenvalues are observed (for f = P 1 only one on the right side, for f = P 2 one on each side). This follows from a 2 = 0 when f = P 1 and a 1 = 0 for f = P 2 . More generally, for f odd ( f (−x) = − f (x) ), a 2 = 0 and the statistical information on covariances (through E) asymptotically vanishes in K; for f even ( f (−x) = f (x)), a 1 = 0 and information about the means µ 1 , µ 2 vanishes. Thus, only f neither odd nor even can preserve both first and second order discriminating statistics (e.g., the popular ReLU function f (x) = max(0, x)). This was previously remarked in [LC18] based on a local expansion of smooth f in a similar setting. 
Remark 2 (Even and odd f ). While rank(K I ) ≤ 4 (as the sum of two rank-two terms), in
Practical consequences: universality of binary kernels
As a direct consequence of Theorem 2, the performance of spectral clustering for large dimensional mixture models of the type (1) only depends on the three parameters of the nonlinear function f :
The parameters a 1 , ν determine the limiting spectral measure L of K (since K and K N asymptotically differ by a rank-4 matrix, they share the same limiting spectral measure) while a 2 , a 2 determine the low rank structure withinK I .
As an immediate consequence, arbitrary (square-summable) kernel functions f (with a 0 = 0) are asymptotically equivalent to the simple cubic functionf (x) = c 3 x 3 + c 2 x 2 + c 1 x − c 2 having the same Hermite polynomial coefficients a 1 , a 2 , ν. 9 The idea of this section is to design a prototypical family F of functions f having (i) universal properties with respect to (a 1 , a 2 , ν), i.e., for each (a 1 , a 2 , ν) there exists f ∈ F with these Hermite coefficients and (ii) having numerically advantageous properties. Thus, any arbitrary kernel function f can be mapped, through (a 1 , a 2 , ν), to a function in F with good numerical properties.
One such prototypical family F can be the set of f , parametrized by (t, s − , s + ), and defined as
. (a 1 , a 2 , ν) .
The class of equivalence of kernel functions induced by this mapping is quite unlike that raised in [EK10b] or [CBG16] in the "improper" scaling f (x T i x j /p) regime. While in the latter, functions f (x) of the same class of equivalence are those having common f ′ (0) and f ′′ (0) values, in the present case, these functions may have no similar local behavior (as shown in the example of Figure 3) .
For the piecewise constant function defined in (10) and the associated cubic function having the same (a 1 , a 2 , ν) , a close match is observed for both eigenvalues and top eigenvectors of K in Figure 4 , with gains in both storage size and computational time displayed in Table 1 . 9 The coefficients being related through a 1 = 3c 3 + c 1 , a 2 = √ 2c 2 and ν = (3c 3 + c 1 ) 2 + 6c 2 3 + 2c 2 2 . 
Concluding remarks
We have shown that inner-product kernel matrices
, asymptotically behave as a spiked random matrix model which spectrally only depends on three defining parameters of f . Turning I p into a generic C covariance is more technically challenging, breaking most of the orthogonality properties of the orthogonal polynomial approach of the proofs, but a needed extension of the result.
Interestingly, this study can be compared to analyses in neural networks (see e.g., [PW17, BP19] ) where it has been shown that in the case of sub-Gaussian entries for both random layer W and input data X the (limiting) spectrum of the Gram matrix f (WX) f (WX) T ( f understood entry-wise) is uniquely determined by the same (a 1 , ν) coefficients. Our results may then be adapted to an improved understanding of classification in random neural networks.
A The non-trivial classification regime
In the ideal case where µ 1 , µ 2 and E 1 , E 2 are perfectly known, the (decision optimal) NeymanPearson test to decide on the class of an unknown and normally distributed x, genuinely belonging to C 1 , consists in the following comparison
.
1 2 z so that z ∼ N (0, I p ), the above test is then equivalent to
where ∆µ ≡ µ 1 − µ 2 . Since, for U ∈ R p×p an eigenvector basis for (
2 − I p , Uz has the same distribution as z, with a careful application of the Lyapunov's central limit theorem (see for example [Bil12, Theorem 27 .3]), along with the assumption E a = o(1) for a ∈ {1, 2}, we obtain
The classification error rate is thus non-trivial (i.e., converging neither to 0 not 1 as p → ∞) if E T and √ V T are of the same order of magnitude (with respect to p). In the case where E 1 = E 2 = E,
so that we must as least demand ∆µ ≥ O(1) (which, up to centering, is equivalent to asking µ a ≥ O(1) for a ∈ {1, 2}). Under the critical condition ∆µ = O(1), we move on to the study of the condition on the covariance E a . To this end, a Taylor expansion can be performed for I p + E 2 around I p + E 1 so that [CLM18] , many classification algorithms, either supervised, semi-supervised or unsupervised, are not able to achieve the optimal rate E a 
B Exact computation of φ in the Gaussian case
In the Gaussian case where z ∼ N (0, I p ) we resort to computing, as in [Wil97, LLC18] , the integral . As a consequence, we obtain, for k even,
where we denote k!! the double factorial of an integral k such that k!! = k(k − 2)(k − 4) · · ·. This futher leads to, in the Gaussian case, the expression ofK I in Proposition 2.
