How to quantify the phylogenetic information content of a data set is a longstanding question in phylogenetics, influencing both the assessment of data quality in completed studies and the planning of future phylogenetic projects. Recently, a method has been developed that profiles the phylogenetic informativeness (PI) of a data set through time by linking its site-specific rates of change to its power to resolve relationships at different timescales. Here, we evaluate the performance of this method in the case of 2 standard genetic markers for phylogenetic reconstruction, 28S ribosomal RNA and cytochrome oxidase subunit 1 (CO1) mitochondrial DNA, with maximum parsimony, maximum likelihood, and Bayesian analyses of relationships within a group of parasitoid wasps (Hymenoptera: Ichneumonidae, Diplazontinae). Retrieving PI profiles of the 2 genes from our own and from 3 additional data sets, we find that the method repeatedly overestimates the performance of the more quickly evolving CO1 compared with 28S. We explore possible reasons for this bias, including phylogenetic uncertainty, violation of the molecular clock assumption, model misspecification, and nonstationary nucleotide composition. As none of these provides a sufficient explanation of the observed discrepancy, we use simulated data sets, based on an idealized setting, to show that the optimum evolutionary rate decreases with increasing number of taxa. We suggest that this relationship could explain why the formula derived from the 4-taxon case overrates the performance of higher versus lower rates of evolution in our case and that caution should be taken when the method is applied to data sets including more than 4 taxa. [28S rRNA; CO1 mtDNA; information content; nucleotide composition bias; parasitoid; phylogenetic utility; simulation.]
Assessing the information content of a data set is a crucial step in all phylogenetic studies. First, it plays a key role in the estimation of the quality of the data underlying a phylogenetic reconstruction, allowing for a critical evaluation of the credibility of resulting relationships. Second, evaluation of the informativeness of different data sets can act as a basis for the experimental design of future phylogenetic studies. Several factors have been proposed that influence the performance of a gene, such as gene length, stationarity of nucleotide compositions, levels of conflict, symmetry of the transformation rate matrix, and the fit to the applied evolutionary model (e.g., Huelsenbeck and Bull 1996; Conant and Lewis 2001; Posada and Crandall 2001; Jermiin et al. 2004; Lin and Danforth 2004; Collins et al. 2005; Danforth et al. 2005; Sullivan and Joyce 2005; Mueller 2006 ; Simon et al. 2006; Waegele and Mayer 2007; Fischer and Steel 2009 ). However, the most often cited factor determining the utility of a gene is its evolutionary rate (e.g., Swofford et al. 1996; Goldman 1998; Yang 1998; Shpak and Churchill 2000; Bininda-Emonds et al. 2001; Sanderson and Shaffer 2002; Lin and Danforth 2004; Danforth et al. 2005; Mueller 2006; Townsend 2007; Jian et al. 2008; Regier et al. 2008 ). The question "what is the optimum rate of evolution" has been intensely discussed in relation to the influence of saturation (Brown et al. 1982; Graybeal 1994; Meyer 1994; Mindell and Thacker 1996; Källersjö et al. 1999; Wenzel and Siddall 1999; Seo and Kishino 2008) . According to simulation studies, the optimum rate should not be too low in order to possess enough information and also not be too high to avoid detrimental effects of homoplasy and saturation (Goldman 1998; Yang 1998; Shpak and Churchill 2000; Bininda-Emonds et al. 2001) .
Currently, a number of methods exist that assess whether the characters of a data set evolve at an appropriate rate to resolve a phylogenetic relationship in question. These methods are temporally explicit in that they allow measurement of the expected performance of a data set over different timescales. A posteriori measurements of clade supports, such as bootstrap values, approximate likelihood-ratio test, Bremer support, or Bayesian posterior probabilities (Felsenstein 1985; Bremer 1994; Huelsenbeck et al. 2001; Anisimova and Gascuel 2006) , can be viewed as such measures; however, they strongly depend on branch lengths, can be biased in some contexts, and finally incorporate many factors other than evolutionary rates (Efron et al. 1996; Waegele and Mayer 2007; Wiens et al. 2008 ). Methods to explicitly assess whether the evolutionary rates represented in a data set are likely to resolve any phylogenetic relationship include empirical saturation plots or relative rate comparisons (Brown et al. 1982; Graybeal 1994; Mindell and Thacker 1996) . In such analyses, the level of saturation is evaluated by contrasting some measure of observed distance between 2 taxa with their expected distance derived from the time since their divergence. These analyses can provide a measure of the suitability of the rates in the data set, although tests derived in this context have been criticized (Grant and Kluge 2003) . A more quantitative, likelihood-based method for experimental design that can also be used to assess the appropriateness of the rates of evolution in a data set was developed by Goldman (1998) .
Recently, Townsend (2007) proposed a new approach that quantifies the informativeness of a character in relation to its evolutionary rate. The informativeness is computed by estimating the probability that a character shows a single change on the internal branch of a symmetric 4-taxon tree and no change afterward on the 4 external branches. By compiling the information from all the characters of a data set (or all the base pairs of a gene), the method assesses a data set's power to resolve the phylogeny at different timescales and accordingly different taxonomic levels. Phylogenetic informativeness (PI) profiles therefore consider the average evolutionary rate of a data set together with information about the extent of among-site rate variation. Data sets in which the different characters show a large variation in their respective rates of evolution show a relatively flat PI profile, whereas data sets with a narrow range of rates concentrate their informativeness on a narrow range in time.
Tools for experimental design promise the highest profit when it comes to very diverse and understudied taxa such as parasitoid wasps. They display very high diversity at all taxonomic levels much of which is still unknown (Townes 1969) . Because traditional morphological characters often show high levels of homoplasy (Gauld and Mound 1982; Quicke and Belshaw 1999) , the use of molecular tools has already greatly enhanced the understanding of phylogenetic relationships within that group. However, although some informal attempts have been made to compare the utility of different molecular markers for phylogeny reconstruction within the Hymenoptera (Gimeno et al. 1997; Mardulyn and Whitfield 1999; Banks and Whitfield 2006; Murphy et al. 2008) , an explicit evaluation of their information content is still missing. Phylogenetic reconstructions of parasitoid wasps have focused on mainly 2 molecular markers: the expansion segments D2 and partial D3 of the large ribosomal subunit 28S ribosomal RNA (28S) and the 5 region of the mitochondrial cytochrome oxidase subunit 1 (CO1) (Quicke, Lopez-Vaamonde, and Belshaw 1999b; Whitfield et al. 2002; Shi et al. 2005; Quicke et al. 2005; Laurenne et al. 2006; Zaldivar-Riverón et al. 2006 . These 2 gene fragments have also been used widely for phylogenetic reconstructions throughout the animal kingdom, and the CO1 fragment has been proposed as the standard marker for DNA-based species identification ("bar coding"; Hebert et al. 2003) .
With approximately 340 described species in 20 genera (Yu and Horstmann 2005) , the Diplazontinae are a medium-sized subfamily of Ichneumonidae. Besides some informal notes on possible relationships between some of the genera (Dasch 1964; Fitton and Rotheray 1982) , the phylogeny of this group is entirely unknown. Here, we build the first comprehensive phylogeny of Diplazontinae including more than half of the described genera, using 28S and CO1 to evaluate the present genus-level classification. Based on this phylogeny, we derive Townsend's PI profiles of the 2 genes. We find a strong discrepancy between the observed performance of the 2 genes and their informativeness as predicted by the PI profiles, in our own diplazontine data set and also in additional studies that applied the 2 genes. We explore the reasons for the failure of PI profiles to predict the relative performance of the 2 genes. First, violations of the assumptions of the method could lead to a discrepancy between predicted and attained performance, like deviations from a strict molecular clock, phylogenetic uncertainty, and model misspecification. Second, specific properties of the 2 genes might influence their relative performance, like biased and nonstationary nucleotide composition (Foster and Hickey 1999; Conant and Lewis 2001; Collins et al. 2005) . Finally, the method was developed in the context of a 4-taxon case; we use simulations to address the question whether the accordingly derived numerical results (Townsend 2007) can be directly applied to larger data sets.
MATERIALS AND METHODS

Taxon Sampling
We included 63 individuals of 39 Diplazontinae species in our study, covering 11 of the 20 described genera (Appendix 1). For larger genera, we sequenced several species in order to cover as much of the intrageneric morphological variation as possible, and multiple specimens were included in some species to account for part of the intraspecific variation. Only species for which we could obtain sequences from both molecular markers were included in the analyses, although in 2 species (Promethes sulcator and Woldstedtius flavolineatus), a different specimen was used to obtain both gene sequences. Monophyly of the Diplazontinae is supported by a number of adult (Beirne 1941; Dasch 1964; Townes 1971; Wahl 1990; Wahl and Gauld 1998) , larval (Wahl 1990; Wahl and Gauld 1998) , and biological characters (e.g., Dasch 1964; Fitton and Rotheray 1982; Yu and Horstmann 2005) . They form part of the informal subfamilial clade "Pimpliformes." Within this group, they show an association with the other subfamilies that use Diptera as hosts, the Orthocentrinae and Cylloceriinae (Wahl 1990; Belshaw et al. 1998; Wahl and Gauld 1998; Quicke et al. 2000 Quicke et al. , 2009 . We thus included representatives from these 2 subfamilies and 2 additional pimpliform taxa as outgroups.
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SYSTEMATIC BIOLOGY VOL. 59 Mardulyn and Whitfield (1999) (rev: 5 -TAG TTC ACC  ATC TTT CGG GTC CC-3 ) . Approximately 660 bp from the 5 end of the mitochondrial CO1 were amplified using the primers designed by Folmer et al. (1994) (LCO  5 -GGT CAA CAA ATC ATA AAG ATA TTG G-3 , HCO  5 -TAA ACT TCA GGG TGA CCA AAA AAT CA-3 ) .
Polymerase chain reactions (PCR) were carried out in 20 μl final volumes using Promega GoTaq Flexi DNA Polymerase kits. Final volumes contained 30 pmol MgCl 2 , 16 pmol of both primers, 4 pmol of each dNTP, 0.3 U Taq polymerase, and 2 μl genomic DNA. PCR conditions were 94 • C for 2 min, 35 cycles of 30 s at 94 • C, 30 s at 53 • C (28S) or 51 • C (CO1), and 1 min at 72 • C, followed by a final extension at 72 • C for 10 min. PCR products were purified with the GFXTM DNA and Gel Purification kit (Amersham Biosciences, Little Chalfont, UK). The PCR products were sequenced on an ABI 377 automated sequencer using Big Dye Terminator technology (Applied Biosystems, Warrington, UK). All sequences have been deposited in the GenBank database under accession nos. FJ556422-FJ556488 (CO1) and FJ556489-FJ556555 (28S) (Appendix 1).
Manual alignment of CO1 after translation into amino acids using Mega 4.0 (Tamura et al. 2007 ) was straightforward as no indels were detected. The D2-D3 region of the large subunit of 28S was aligned according to published secondary structure maps of ichneumonids (Gillespie et al. 2005) , identifying the stem regions for partitioning and the pairing nucleotide positions for the application of the doublet model in MrBayes (see below). Of the identified nonpairing regions, only those that were length conserved across the alignment were included in the analyses, whereas length-variable stretches were excluded. We thus obtained a 657-bp fragment of CO1 and 552 unambiguously alignable base pairs of 28S. Alignments can be downloaded from TreeBASE (study accession number S2511), and a file including secondary structure annotations of 28S can be obtained from S.K. on request.
Phylogenetic Analyses
Phylogenetic reconstructions were conducted using maximum parsimony (MP), maximum likelihood (ML), and Bayesian methods on both the 2 genes separately and jointly. For MP analysis, we used the program TNT (Goloboff et al. 2008) , applying both traditional search (tree bisection and reconnection branch swapping and 10,000 random additions) and new technology search (sectorial search, ratchet, drift, and tree fusing with default settings). Clade support was evaluated by a nonparametric bootstrap (Felsenstein 1985) with 1000 replicates and 10 random additions each holding only one tree.
For both the ML and the partitioned Bayesian analyses, we identified the best-fitting nucleotide substitution models using MrModeltest version 2.2 (Nylander 2004) , with a neighbor-joining tree as the test tree and applying the Akaike information criterion (following Posada and Buckley 2004) . The results of the model choice are shown in Table 1 . Likelihood analyses were conducted using phyML 3.0 (Guindon and Gascuel 2003) , with default settings and 1000 nonparametric bootstrap iterations. For the Bayesian analysis, we tested different partitioning strategies according to the method proposed by Brandley et al. (2005) and advocated by Brown and Lemmon (2007) , which uses 2×ln (Bayes factor) > 10 as the criterion for preferring a more partitioned model over a less partitioned one (Kass and Raftery 1995; Brandley et al. 2005) . Partitioning schemes are summarized in Table 2 and ranged from an unpartitioned analysis (P1) to a distinction of 4 partitions chosen based on gene identity and prior knowledge of biochemical properties (P4): the pairing stem regions of 28S, its remaining loop regions, combined first and second codon positions of CO1, and finally third codon position of CO1. To obtain an estimate for the Bayes factors associated with each comparison of partitioning strategies, we conducted a Bayesian Markov chain Monte Carlo (MCMC) analysis on MrBayes version 3.1.2 (Ronquist and Huelsenbeck 2003) for each partitioning strategy separately. Analyses were run with 2 independent runs of 4 chains each (heating T = 0.15), random starting trees and trees sampled every 1000 generations for 5 × 10 6 generations. Convergence of the 2 runs was checked in 4 ways. The log-likelihood (lnL) scores were plotted over generations and stabilization was determined. The overlay plot of the 2 independent runs was examined for a good mixing of the runs and stabilization of the lnL. Then, we checked whether the standard deviation of split frequencies between the 2 runs fell below the 0.01 threshold (Ronquist and Huelsenbeck 2003) . Finally, we studied the behavior of the potential scale reduction factor (PSRF) for the model parameters and clade supports and considered the runs to have converged if the PSRF was less than 5% divergent from 1. Except for partitioning scheme P3a, convergence was reached before generation 2.5 × 10 6 . We then conservatively discarded half of the generations as a burn-in and obtained estimates for the harmonic means of the likelihood scores from the remaining generations using the sump command implemented in MrBayes (Ronquist and Huelsenbeck 2003) . The same procedure as for the partitioning strategies was applied to test whether the application of the doublet model as implemented in MrBayes (Schoeniger and von Haeseler 1994; Ronquist and Huelsenbeck 2003) significantly improved the phylogenetic estimation (P4*, Table 2 ). Convergence diagnostics revealed low convergence even after 5×10 6 generations in the case of partitioning strategy P3a, where 28S was partitioned into stem and loop while CO1 remained unpartitioned. Although the lnL plot seemed to reach a plateau already after 10 6 generations, the overlay plot of the 2 runs revealed that they both stabilized on a different peak, which was supported by the average split frequency that stabilized around 0.009 and did not decrease further until generation 5 × 10 6 . A new analysis with heating set to T = 0.05 and the number of generations to 2 × 10 7 did not produce convergence either. We believe that the reason for this unusual convergence behavior lies in the misspecification of the model which can cause the MCMC search to fail to converge for a long time period (e.g., Ronquist et al. 2006) . The likelihood scores of all the runs of P3a were distinctly below the values reached by different models (Table 2) , and we thus did not further consider this partitioning strategy.
Final Bayesian analysis of the 2 genes separately and jointly and with the preferred partitioning strategy and model choice were conducted using the MCMC parameters described above but running for 1 ×10 7 generations. Convergence was reached after 2.27 × 10 6 generations, but we discarded 5 × 10 6 generations as a conservative burn-in.
Alternative Hypotheses Testing
Two of the genera that were represented by more than one species were recovered as paraphyletic in all our analyses. To test if this nonmonophyly is statistically supported, we used both a Bayesian and a likelihoodbased approach. First, we evaluated whether there was at least one tree in the 95% confidence set of tree topologies that showed either of the 2 genera in question to be monophyletic, which would mean that the Bayesian analysis could not exclude monophyly. To do so, we filtered the Bayesian topologies included in the 95% set of trees with a constraint topology that enforced the monophyly of the genera in question in PAUP* (Swofford 2002) . Additionally, we applied the Shimodaira-Hasegawa (SH) test (Shimodaira and Hasegawa 1999) as implemented in PAUP*. Trees for testing were obtained by separately enforcing monophyly of both genera in a Bayesian analysis, using the same settings as employed above. The SH tests were carried out applying the resampling estimated lnL method (Kishino et al. 1990 ) with 1000 replicates to create the test distribution.
Estimation of PI PI profiles were constructed using the method described by Townsend (2007) . As the test topology, we used the Bayesian topology with the highest posterior probability from the combined analysis. ML branch lengths enforcing a strict molecular clock were obtained from PAUP*, where we also obtained likelihood values for the likelihood ratio test of the molecular clock assumption. To determine site-specific rates of evolution under an ML approach, we used the resulting phylogenetic tree together with the alignment as input for the program HyPhy (Kosakovsky Pond et al. 2005) . HyPhy is particularly well suited to estimate site-specific rates because it allows a variety of evolutionary models to be implemented. Furthermore, it correctly assigns a zero rate to invariable positions, which is crucial for obtaining a conservative estimate of the PI profiles at ancient timescales. To estimate site-specific rates based on the set of branch lengths specified in the input tree (and not by reestimating branch lengths from the data as in the built-in function), we compiled a new batch file (available from S.K. on request). We tested different models of evolution and partitioning strategies to evaluate their influence on the estimated PI profiles.
PI profiles were constructed in R (R Development Core Team 2007) according to the formula described in Townsend (2007) (R scripts are available from S.K. on request). As there are no fossils available to date the nodes of the tree, we have not explicitly dated the phylogeny. Instead, we use a relative timescale by assigning the value of 1 to the whole tree length from the basal node of the ingroup to the tips. The PI profiles of the 2 markers as obtained in our study might be influenced by peculiarities of the diplazontine data set; to rule out this possibility, we also retrieved PI profiles using data sets from other studies that used the 2 markers to resolve questions at a similar taxonomic level, 2 from 230 SYSTEMATIC BIOLOGY VOL. 59
Hymenoptera (Mardulyn and Whitfield 1999; Zaldivar-Riverón et al. 2008 ) and 1 from Diptera (Mengual et al. 2008) . All 3 data sets used the same region of the 28S gene as we did (D2 and part of D3), but 2 used a larger portion of the CO1 gene (Mardulyn and Whitfield 1999; Mengual et al. 2008) . Alignments and tree topologies used were the ones recovered in the respective study, with branch lengths reestimated in PAUP* under a strict molecular clock. For the Diptera data set, however, the alignment was originally conducted under an optimization alignment approach (Mengual et al. 2008) . We adopted the 28S alignment as used in this study but realigned CO1 manually after translation into amino acids in order to assure that the different codon positions were correctly aligned. Site-specific rates were in all cases estimated in Hy-Phy applying a generalized time-reversible model and partitioning CO1 into codon positions.
PI profiles are intended to be used to decide between data sets. They should thus predict which of them performs better in resolving a split at a given time in the past (Townsend 2007; Townsend et al. 2008; Schoch et al. 2009 ). To test the predictive power of PI profiles on our data set, we compared their predictions to the difference in clade support attained by 28S and CO1 at each node of the total evidence topology with the highest posterior probability, both in the ML and in the Bayesian analyses.
Exploring Reasons for the Low Predictive Power of PI Profiles Because the PI profiles of 28S and CO1 did not correspond to the observed relative performance of the 2 genes, we aimed to evaluate the robustness of Townsend's criterion for PI against some of its assumptions. First, we tested the impact of a strict molecular clock on the resulting PI profiles. As the assumption of a global molecular clock was significantly rejected for our data set (see Results), we conducted site-rate estimates on 2 additional sets of branch lengths, first under nonparametric rate smoothing as implemented in the ape package of R (Sanderson 1997; Paradis et al. 2004) and second on a nonultrametric tree with unconstrained ML branch lengths.
To test whether the discrepancy between PI profiles and observed support was due to phylogenetic uncertainty, we made use of the Bayesian posterior distribution of tree topologies by sampling every 10,000th tree after the burn-in phase. For each of the 1000 retained trees, we obtained an independent estimation of PI as described above, resulting in a confidence range of PI profiles. The same procedure was repeated with the topologies obtained from the parsimony and ML reconstructions to evaluate the sensitivity of PI profiles against the tree-building method.
Simulating Optimum Rates
Townsend derived his formula for calculating PI based on an idealized 4-taxon tree (figure 1 in Townsend FIGURE 1. Idealized tree topology used in the simulations. T denotes the relative length of the external branches and t the length of the internal branches. The simulations were conducted using 4 taxa in a setting similar to the one used by Townsend (2007) and adding taxa to a basal polytomy of the 2 groups, thus reflecting an ancient rapid radiation. Total sizes of the data sets were 8, 16, and 32 taxa, represented in the figure by different shades of grey.
2007) and assumed that the rate of evolution is optimum when it maximizes the probability of one change occurring on the internal branch and no change occurring on any of the 4 tip branches. We used the same setting to simulate data sets for the 4-taxon case and for data sets of 8, 16, and 32 taxa. Branch lengths were 0.95 for the external branches and 0.05 for the internal branch, and taxa were added with zero branch lengths to the base of each of the 2 respective groups (Fig. 1) . Using the evolver module of PAML (version 4.1; Yang 2007), we simulated 10,000 nucleotide positions under a Jukes-Cantor model of evolution, adjusting the total branch length of the tree in order to obtain 0.001-2.5 expected substitution per root-to-tip distance unit. We then counted the number of times that a nucleotide pattern in accordance with one single change on the interior branch (i.e., an unreversed synapomorphy for 1 of the 2 groups) is observed under the different evolutionary rates. Table 1 shows the different partitions, their properties, and associated models of evolution as estimated by Mr-Modeltest 2.2 (Nylander 2004) . Except for the relatively small 28S loop partition, all partitions were found to fit the GTR + I + G model best. The base compositions of the 2 genes differ markedly, with a strong AT bias in the CO1 gene and a moderate GC bias in 28S, corresponding well to previous observations that have found an AT bias in insect mitochondrial DNA especially at sites under low selective pressure like third codon positions (Foster and Hickey 1999) . Base composition differs significantly among taxa at third codon positions of 2010 KLOPFSTEIN ET AL.-ASSESSING PI PROFILES 231 CO1 (chi-square test of homogeneity as implemented in PAUP*: P < 0.0001) while being stationary at the other data partitions and for the combined data set (P = 1.0). Full partitioning of the 2 genes and a doublet model for the stem regions of 28S were preferred by Bayes factor comparisons (Table 2) . Globally, we find a significant increase in the likelihood of the respective model when the data were partitioned according to prior knowledge about biochemical properties, except in the case of the nonconverging partitioning strategy P3a (see Materials and Methods). The less partitioned model can be rejected with high confidence in all the cases, a pattern already observed in other partitioned Bayesian analysis (e.g., Nylander et al. 2004; Brandley et al. 2005; Brown and Lemmon 2007) . In accordance with previous results, the improvement of the model was greater when CO1 was partitioned according to codon positions than with the ribosomal 28S divided into stem and loop regions (e.g., Pagel and Meade 2004; Aliabadian et al. 2007 ). Finally, the choice of the doublet model for the pairing region of partial 28S significantly improved the likelihood of the model, as shown by Bayes factor comparisons ( Table 2 ) and as expected for rRNA from other studies (Telford et al. 2005; Leliaert et al. 2007 ).
RESULTS
Model Selection and Data Partitioning
Phylogenetic Reconstructions
The topologies obtained from MP, ML, and Bayesian analyses were highly congruent. In MP analysis, both the traditional and the new technology search revealed trees of the same length, although the number of trees found by the different methods differed. The complete data set recovered 33 of the 63 ingroup nodes with a bootstrap support higher than 70%, whereas the 2 genes 28S and CO1 separately resolved 26 and 33 nodes, respectively. Not only the number but also the position of the resolved nodes differed between the 2 genes. 28S resolved more branchings at the genus level, whereas CO1 mainly recovered relationships at the species or intraspecific level ( Fig. 2a,b) . This pattern is also present in the ML and Bayesian analyses. The ML analyses attained a higher number of significantly supported clades, 41 with the combined data set and 25 and 32 with 28S and CO1, respectively. Of the 22 nonresolved nodes in the combined data set, 12 concerned species and intraspecific splits inside the genus Diplazon. With the significance level set to 95% posterior probability, the Bayesian analysis resolved 32 (combined set) and 26 (with 28S and CO1 separately) of the ingroup nodes.
The strict consensus of the ML and Bayesian majorityrule consensus topologies of the separate and the combined analyses are shown in Figures 2 and 3 , respectively, including MP bootstrap support. All analyses of the full data set consistently supported the split of the subfamily into 3 distinct genus groups: 1) a basal grouping containing the genera Promethes and Sussaba, 2) a clade comprising the genera Syrphoctonus, Woldstedtius, Enizemum, Phthorima, and the highly derived Bioblapsis, and 3) the genus Diplazon together with Campocraspedon, Tymmophorus, and Syrphophilus. Supports for these 3 groups were highest in the Bayesian analysis (posterior probability of all 3 clades = 1.0), intermediate in ML (63%, 73%, and 84% bootstrap support, respectively), and lowest in MP (17%, 19%, and 41% bootstrap support, respectively). These groupings are also supported by the separate data sets, with the exception of the placement of the genus Promethes among the outgroup taxa in the CO1 analysis (Fig. 2b) .
All nominal genera that were represented by more than one species were recovered as monophyletic in the combined analysis, with the exception of Syrphoctonus and Tymmophorus. Filtering the Bayesian topologies revealed that nonmonophyly was only supported in the case of Syrphoctonus, for which no tree was in accordance with the hypothesis of monophyly, whereas 7.5% of the Bayesian topologies contained a monophyletic Tymmophorus. These results were confirmed by the SH test (Syrphoctonus: P = 0.044, Tymmophorus: P = 0.591).
PI Profiles of 28S and CO1
The PI profiles of the 2 molecular markers and their partitions are shown in Figure 4a along with the test topology with clock-enforced ML branch lengths (Fig.  4b) . The profiles predict a strong superiority of CO1 compared with 28S over the whole timescale addressed in this study: At the basal node of the subfamily Diplazontinae, the PI of CO1 is still about 4 times higher than that of 28S. The general superiority in PI of CO1 compared with 28S results from the large number of variable sites at the third codon position, whereas first and second codon positions together have an estimated information content comparable to that of the stem partition of 28S. This is in accordance with previous observations of similarly heterogeneous rates of evolution at loop and stem sites of rRNA ). The stem and loop regions of 28S show largely similar, flat profiles, but with the loop region at a lower level. In CO1, however, we find pronounced qualitative differences between the PI profiles of the 3 codon positions that reflect the different evolutionary constraints imposed on them.
The analysis of the difference in the clade support value of 28S versus CO1 at all the nodes of the total evidence consensus tree (Fig. 3) , however, shows that 28S performs better on the basal ∼0.7 of the diplazontine phylogeny (Fig. 4c) . The difference in clade support between the 2 genes was significantly correlated to the timescale (Fig. 4c) , with CO1 being superior at recent and 28S at ancient timescales (P < 0.007 for both Bayesian and ML support values), although the variance of clade support differences between the genes is very high, reflecting the large stochasticity of phylogenetic processes. The relative point in time at which ML bootstrap support and Bayesian posterior probability of 28S and CO1 are equal is estimated to be 0.23 and 0.28, respectively. This is considerably lower than the point of intersection of the PI values of the 2 genes, which is approximately 4 times the diplazontine tip to root distance (Fig. 7) .
When comparing the PI profiles obtained for 28S and CO1 to profiles of the same gene regions obtained from different data sets (Fig. 5) , we found each time a very similar picture, with CO1 reaching distinctly higher PI values than 28S. In all these studies, however, 28S was found to perform better, especially for the resolution of splits above the species level (Mardulyn and Whitfield 1999; Mengual et al. 2008; Zaldivar-Riverón et al. 2008) .
Assessment of PI Profiles
The PI profiles proved very robust against the assumption of a strict or relaxed molecular clock, against the tree-building method applied, and against phylogenetic uncertainty (Fig. 6a ). More precisely, constraining the branch lengths of the tree used to estimate sitespecific rates according to a strict molecular clock had virtually no impact on the resulting PI profiles. The same is the case when nonparametric rate smoothing was applied to obtain an ultrametric tree (results not shown). The topologies obtained from parsimony, ML, and Bayesian reconstructions led to almost identical estimates. Similarly, the analysis of a total of 1000 topologies sampled from the Bayesian posterior distribution revealed that the PI profiles estimated from the different topologies varied only very slightly (shaded areas in Fig. 6 ). Figure 6b shows that the choice of evolutionary model for estimating site-specific rates, and especially the partitioning strategy, had a larger impact on estimate of site-specific rates and the resulting PI profiles. The rates estimated under the different substitution models differed most at the quickly evolving positions of CO1. A larger influence is attributable to the partitioning of the data set in genes and in codon positions for CO1. However, none of these influence the final conclusion from the PI profiles that CO1 is distinctly superior to 28S over the whole timescale studied.
Nucleotide Composition Bias
Moderate amounts of internal conflict caused by a biased nucleotide composition within and among taxa (later referred to as "biased nucleotide composition" and "nonstationary nucleotide composition," (c) . Only genus names of the considered taxa are shown, with taxa that belong to one genus shown on top of gray-shaded areas. c) Differences in ML bootstrap support and Bayesian posterior probability between 28S and CO1 over time. The clade support value attained by the CO1 data set minus the support by 28S is shown for each node. Symbols above the zero line represent nodes that are more strongly supported by CO1 than by 28S and vice versa. Superimposed lines represent linear regressions of the differences in ML and Bayesian clade supports, respectively, over time.
respectively) in the CO1 data set might explain why this gene performs worse than expected from its PI profile. To explore this possibility, we needed a data set that is similar in nucleotide composition to 28S. The first and second codon positions of CO1 (abbreviated as CO1 12 below) represent such a data set, showing a very similar bias in nucleotide frequencies as 28S (63% AT content in CO1 12 and 62% GC content in 28S, see Table 1 ). Moreover, neither 28S nor CO1 12 shows significant nonstationarity of nucleotide compositional. Their PI profiles are similar on the timescale considered in this study, with a slight superiority of CO1 12 (Fig. 7) . Mardulyn and Whitfield (1999) . d) Phylogeny of Syrphinae (Diptera, Syrphidae) from Mengual et al. (2008) .
We thus should observe a similar performance, or if one data set is superior, it should be CO1 12 . However, in the ML analysis, 28S resolved 25 of the ingroup nodes, whereas CO1 12 resolved only 15 shallow nodes with a bootstrap support higher than 70%. Comparison of 28S with CO1 12 shows that there must be another explanation than nonstationary nucleotide composition. The difference between the 2 data sets becomes clear when we trace their PI profiles backward in time. The CO1 12 positions quickly decrease in informativeness, and 28S becomes superior at about 1.4 times our timescale (Fig. 7) .
Simulations of Optimum Rates of Evolution
Our simulations on an idealized tree topology show that the frequency of unreversed synapomorphies strongly decreases with increasing numbers of taxa (Fig. 8) . More importantly, also the optimum substitution rate decreases and reaches very low values when the number of included taxa is large. The rate that is optimal for a small number of taxa thus is not necessarily optimal for a larger data set. To complement this analysis, we rederived the Townsend's formula (2007) for a very similar setting as he originally used, but based on the 3-taxon instead of the 4-taxon case. The formula that quantifies the informativeness of a data set over time T in relation to its site-specific evolutionary rates λ i then changes from
Applying this 3-taxon case formula to our data set, we observe an even more pronounced superiority of CO1 compared with 28S. The PI value of CO1 is more than 5 times higher than that of 28S at the basal ingroup node, and the point of intersection is located at more than 5 times the root-to-tip distance (Fig. 7) .
DISCUSSION
The Phylogeny of Diplazontinae and the Performance of 28S and CO1 This first phylogenetic analysis of the Diplazontinae shows that this subfamily consists of 3 highly supported monophyletic genus groups. These not only confirm some previous assumptions about generic relationships (Dasch 1964; Fitton and Rotheray 1982) but also reveal some unexpected associations, like that of Campocraspedon with the Diplazon group and Bioblapsis with Phthorima. The monophylies of most of the currently accepted genera are confirmed with high support; monophyly could only be rejected significantly in the case of Syrphoctonus, whereas more evidence is needed to clarify the status of Tymmophorus. Syrphoctonus has already been suspected as being polyphyletic based on its morphological variability (Dasch 1964; Wahl 1990 ). Based on our analyses, the genus would have to be 236 SYSTEMATIC BIOLOGY VOL. 59 FIGURE 6. Testing the robustness of PI profiles in the case of the phylogeny of Diplazontinae. a) Influence of the evolutionary model and partitioning strategy applied for the estimation of site-specific rates of evolution on the resulting PI profiles (for details, see legend). b) Sensitivity to deviations from the molecular clock assumption, phylogenetic uncertainty, and the tree reconstruction method. The area shaded in light gray represents the CO1 profiles constructed from 1000 trees from the Bayesian distribution, the dark gray shaded area half hidden behind the symbols is the same for 28S. split in 3 in order to restore monophyly. A denser taxon sampling of the species of Syrphoctonus is, however, needed before any formal taxonomic changes can be proposed.
Combined 28S and CO1 data successfully resolved a large part of the phylogeny of the Diplazontinae, with the exception of a few species groups especially in the genus Diplazon. CO1 resolves the branching orders around the species level well, whereas 28S also resolves many relationships at genus or higher taxonomic levels. These results are congruent with previous studies using the 2 markers to reconstruct hymenopteran relationships (e.g., Gimeno et al. 1997; Mardulyn and Whitfield 1999; Quicke, Basibuyuk, et al. 1999; Quicke, Lopez-Vaamonde, and Belshaw 1999; Dowton and Austin 2001; Banks and Whitfield 2006; Laurenne et al. 2006; Murphy et al. 2008) ; they, however, are in discordance with the predictions obtained from Townsend's PI profiles.
Predictive Power of PI Profiles
The PI profiles of the 2 genes predict the superiority of CO1 over the whole time frame studied here, a prediction not met by the actual clade support values. This observation could be repeated with additional data sets from hymenopteran and dipteran subfamilies (Mardulyn and Whitfield 1999; Mengual et al. 2008; Zaldivar-Riverón et al. 2008) . Moreover, it is in accordance with observations by Mahon and Neigel (2008) . These authors studied PI profiles of arginine kinase and CO1 sequences from 29 species of brachyurans and found that in many cases, the gene with the higher PI at a specific node was actually far less successful at resolving the split.
There are a number of possible explanations for this discrepancy. First, minor assumptions of the method are not met in our case, like the strict molecular clock and the knowledge of the true phylogeny and evolutionary model parameters for the site-rate estimation. But our sensitivity analyses have shown that the PI profiles of 28S and CO1 were very robust against deviations from these assumptions. Although the choice of the evolutionary model and the data partitioning strategy had a considerable impact on the estimation of the site-specific rates, neither of these factors provides sufficient explanation for the observed differences. Second, there are attributes of genes other than evolutionary rates that can influence phylogenetic performance. FIGURE 8. Relationship between substitution rate and the frequency of unreversed synapomorphies in the data sets simulated on the tree depicted in Figure 1 . Different numbers of taxa sampled are shown with different symbols (see legend). Both the optimum rate and the overall frequency of unreversed synapomorphies decrease with increasing numbers of taxa. Lin and Danforth (2004) explored causes for the generally lower performance of mitochondrial compared with nuclear genes, such as nucleotide composition bias and nonstationary nucleotide frequencies among taxa (Foster and Hickey 1999; Lockhart et al. 1992; Conant and Lewis 2001; Jermiin et al. 2004) . Both are common to most mitochondrial genes and are pronounced at third positions of CO1 in our data set. By comparing the performance and PI profiles of 28S with those of the first and second codon positions of CO1, we have shown that for our data set, biased or nonstationary nucleotide compositions alone are not sufficient to explain the discrepancy between the predictions of the PI profiles and our observations. This result is in congruence with a simulation study by Conant and Lewis (2001) which showed that extreme differences in nucleotide composition among taxa are needed to mislead phylogenetic inference (but see Jermiin et al. 2004 ). The only obvious differences between 28S and the first and second codon positions of CO1 are their rate profiles, with a higher number of sites evolving at a low rate in 28S than in CO1 (Fig. 7) . It thus seems that PI profiles systematically overrate the performance of quickly versus slowly evolving sites. Townsend (2007) implicitly based his PI method on 2 fundamental assumptions. First, results obtained from the 4-taxon case should be transformable into a quantitative measure of informativeness for larger data sets. Second, the rate that maximizes the occurrence of unreversed synapomorphies should also maximize the overall PI of a character. Using simulations, we have shown that the first assumption does not hold; increasing the number of taxa led to a decrease in the optimum rate of evolution. The way we have added taxa in our simulations only considers one side of the coin. The addition of taxa to a basal polytomy following the split in question (Fig. 1 ) means that the phylogenetic problem to resolve becomes much more difficult, with more taxa on long branches to be correctly placed. In real cases, however, the addition of taxa not only increases the total tree length and thus the probability of reversals but also splits up long branches that can facilitate the reconstruction of ancestral states and the estimation of evolutionary parameters (Graybeal 1998; Sullivan et al. 1999; Pollock and Bruno 2000; Hillis et al. 2003; Venditti et al. 2006 ). The addition of taxa in real cases thus eventually leads to a better instead of a worse performance of phylogenetic inference methods (although not necessarily to an increase of the frequency of unreversed synapomorphies, see below). But although representing an extreme case, the consequences of our result become obvious when we consider that Townsend's formula could just as well have been derived from a setting with 3 instead of 4 taxa in which case the informativeness of CO1 would have been overestimated even more strongly (Fig. 7) . Previous studies have already shown 238 SYSTEMATIC BIOLOGY VOL. 59 that the optimum rate of evolution changes with different tree shapes and details of the substitution process (Yang 1998; Shpak and Churchill 2000) . This implies that it is impossible to predict the performance of a character at resolving any phylogenetic relationship because even if the rate of evolution of this character is constant and known without error, the optimum rate will have to be reestimated for each case again (Sanderson and Shaffer 2002) . The rapid radiation of 4 taxa in the distant past that represents the basis for Townsend's (2007) PI profiles even represents a rather extreme case. It probably leads to an overrating of quickly versus slowly evolving sites in most real data sets that include more taxa and a more even branching pattern.
Optimum Rates of Evolution
Regarding the assumption that the rate that maximizes unreversed synapomorphies also maximizes PI, this might not be the case in real data sets. Different nucleotide patterns (such as synapomorphies with rare reversals) can also contain valuable information, especially when analyzed with model-based inference methods such as ML or Bayesian inference (e.g., Felsenstein 1981; Simon et al. 2006) . More realistic simulation studies will help solve this question. Additionally, the analyses of real data sets could help estimating the relative impact of rate profiles and other attributes like nucleotide compositional bias on the utility of different data sets, thus exploring the possible value of a measure of PI that is based on evolutionary rates alone. Townsend's method, however, despite making valuable contributions to the discussion of how to measure informativeness and identify optimum evolutionary rates, needs some reconsideration before it can directly be applied to real data sets, at least as it is currently practiced Schoch et al. 2009 ). A good alternative might be the method for phylogenetic experimental design developed by Goldman (1998; see also San Mauro et al. 2009 ) that relies on the topology and branch lengths of the tree to estimate the optimum evolutionary rate and assesses the phylogenetic performance under ML. 
FUNDING
