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of Pharmacology, Case Western Reserve University, Cleveland, OhioABSTRACT Single-molecule force spectroscopy has become a versatile tool for investigating the (un)folding of proteins and
other polymeric molecules. Like other single-molecule techniques, single-molecule force spectroscopy requires recording and
analysis of large data sets to extract statistically meaningful conclusions. Here, we present a data analysis tool that provides
efficient filtering of heterogeneous data sets, brings spectra into register based on a reference-free alignment algorithm, and
determines automatically the location of unfolding barriers. Furthermore, it groups spectra according to the number of unfolding
events, subclassifies the spectra using cross correlation-based sorting, and extracts unfolding pathways by principal component
analysis and clustering methods to extracted peak positions. Our approach has been tested on a data set obtained through
mechanical unfolding of bacteriorhodopsin (bR), which contained a significant number of spectra that did not show the well-
known bR fingerprint. In addition, we have tested the performance of the data analysis tool on unfolding data of the soluble multi-
domain (Ig27)8 protein.INTRODUCTIONAtomic force microscopy (AFM)-based single-molecule
force spectroscopy (SMFS) has become a versatile tool for
the study of mechanical (un)folding of individual membrane
(1) and soluble (2) proteins. The stretching of macromole-
cules tethered between a support and an AFM tip allows
the tensile strength of single molecules or molecular assem-
blies to be measured. SMFS has also been used to study the
influence of environmental factors on the unfolding
behavior of membrane proteins (1). These studies highlight
the power of SMFS to localize and quantify molecular inter-
actions, an ability that few screening methods can offer.
Moreover, because the interaction of ligands with target
proteins can be assessed (1), SMFS is a promising tool for
drug screening. However, some hurdles concerning instru-
mentation and data analysis need to be tackled for high-
throughput screening applications.
SMFS includes data recording, data filtering, alignment
of unfolding spectra, and fitting or modeling of the data to
localize molecular interactions that are broken during the
application of the force. Progress in instrumentation and
experimental approaches has made it possible to acquire
hundreds of thousands of force-distance curves in a reason-
able time (3,4). Data filtering is required because not every
unfolding attempt yields an interpretable unfolding spec-
trum. For membrane proteins, complete unfolding occurs
in <1% of the cases, which implies that >105 force curves
must be recorded to assign unfolding barriers precisely to
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0006-3495/12/05/2202/10 $2.00filtering should not lead to the loss of meaningful spectra.
Therefore, filter parameters should not be too stringent
(3). Because this leads to a considerable fraction of spectra
that cannot be (directly) interpreted, appropriate algorithms
allowing automated classification of all force-distance
curves are required.
Different attachment points between the tip and the
protein terminus lead to horizontal shifts of spectra with
respect to each other. This makes a robust alignment indis-
pensable. Methods of spectrum alignment in the force-
distance space have been reported (5–7), but alignment of
spectra in the contour-length (LC) space (8) would be correct
from a physical point of view.
The sequence of force peaks indicates which of the
different pathways a protein followed during the transition
from the folded to the unfolded state (1). Therefore, spectra
should be grouped into classes based on the presence and
position of their peaks. Modifications of environmental
conditions modulate interactions in the protein, which might
be detected in unfolding spectra (1). The appearance or
disappearance of force peaks indicates that unfolding
barriers have changed and that the protein was navigated
on new unfolding pathways. Since changed conditions
might not affect all proteins during their mechanical unfold-
ing, classification becomes a mandatory step in data
analysis.
Here, we present an automated processing and analysis
approach for large SMFS data sets. The procedure consists
of filtering of unfolding spectra, their reference-free (RF)
alignment (9), and their cross correlation-based classifica-
tion. The main advantages of this method are the speed
with which it handles large data sets and its unattended
bias-free processing. Our approach allows heterogeneous
data sets that do not exclusively contain saw-tooth-shapeddoi: 10.1016/j.bpj.2012.03.027
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RF alignment algorithm provides the possibility of effi-
ciently extracting the unfolding fingerprint from raw data.
These aspects are crucial in screening applications, and
our approach provides a useful tool for processing large
data sets obtained from fully automated instruments. Here,
we apply this method to SMSF data sets obtained from
bacteriorhodopsin (bR), the membrane protein that has
been most extensively studied by SMFS (10–12), and
from the soluble multidomain (Ig27)8 protein (13).MATERIALS AND METHODS
SMFS experiments
bR fromHalobacterium salinarum (Uniprot ID P02945) was unfolded from
its C-terminus. SMFS experiments were performed on a commercial AFM
(Nanowizard II-ultra, JPK Instruments, Berlin, Germany) equipped with
rectangular cantilevers (OMCL-RC800PSA, Olympus, Tokyo, Japan), as
described previously (3). Approximately 450,000 curves were recorded
on 10 different samples using 10 different cantilevers. (Ig27)8 unfolding
was accomplished as previously described (13).Data processing overview
Data analysis was carried out using in-house-written macros (IGOR Pro
Version 6.22A, Wavemetrics, Lake Oswego, OR). Force-distance curves
were processed and prefiltered as described (3). Briefly, curves with an un-
folding event in a certain tip-sample separation interval (tss; 60 nm <
tss < 80 nm for bR and 180 nm < tss < 300 nm for (Ig27)8) were selected
assuming that they represent fully unfolded polypeptides. For the curves
that passed the coarse-filtering procedure, contour-length (LC) histograms
(8) were calculated and submitted to RF alignment (9), autocorrelation-func-
tion (ACF)-based filtering, peak counting, cross correlation-function-based
classification of peak-number groups, and finally to a PCA/K-means-based
subclassification (Fig. S1).LC histograms
LC was calculated for every point in the curve in a batch process using the
wormlike chain (WLC) model (Eq. 1),
Fðtss; LCÞ ¼ kBT
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with kB ¼ 1.3806488  1023 J K1, T ¼ 298 K, and a fixed persistence
length of p ¼ 0.4 nm, which is generally used for SMFS of membrane
proteins (10). The expression describing this transformation is derived in
the Supporting Material. Because the WLC model is valid in the force
interval 45 pN < F(tss, LC) < 500 pN, the transformation is applied only
within this force interval. LC histograms showing the distribution of calcu-
lated LC values were computed with a bin size (bin) of 1 nm and sum-
normalized. The amplitude of the normalized histograms is defined as the
probability density (pd). For the computation of LC histograms, five param-
eters (tssmin, tssmax, Fmin, U, and bin) were introduced to define the parts of
the original spectra that are converted. tssmin and tssmax define the tss range
that is used for the conversion. tssmin ensures that no unspecific tip-sample
interactions that occur at small tss values are analyzed. The upper limit
(tssmax) should be chosen to be similar to the one used for coarse filtering
(3). Fmin is the lower allowed limit for the force of a data point in the un-
folding spectrum. This parameter is required, since the WLC model witha persistence length of p¼ 0.4 nm is not valid at low forces (14). Generally,
the persistence length is longer in this force regime, so that p ¼ 0.4 nm
yields LC values larger than the effective LC value. To eliminate points
with too large an LC value, although their force is larger than Fmin, the
U ¼ LC/tss ratio was introduced; this ratio should not exceed a threshold,
which was set to 2. The fifth parameter, bin, was always set to 1 nm/bin
(~3 aa/bin), which takes into account the physical precision of the method.
Parameters, their influence on data processing, and typical values are
summarized in Table S1. A representative conversion of a bR unfolding
spectrum into an LC histogram is shown in Fig. S2.ACF-based filtering
Unfolding spectra were filtered based on properties of the ACF of their LC
histograms. To this end, LC histograms were binomially smoothed; ACFs
were calculated, binomially smoothed, and normalized with respect to
the ACF maximum. The position of the first side peak of the ACF, pACF,
and its amplitude, IACF, were taken as filtering criteria. The value of pACF
depends on the periodicity of LC histograms. Its value range was estimated
from the peak position in the ACF of an average LC histogram of the whole
data set. For bR, the parameter values taken were 2 nm< pACF< 30 nm and
IACF < 0.9. For (Ig27)8, the values were 5 nm < pACF < 35 nm and IACF <
0.9. Parameters, their influence on data processing, and typical values are
summarized in Table S1.Peak analysis in LC histograms
After the ACF filtering step, the number and position of peaks in each LC
histogram were determined by the FindPeak function of IgorPro, which
searches for a peak by analyzing the first and second derivatives. Before
applying the peak-finding routine, LC histograms were binomially
smoothed to prevent overestimation of the number of peaks. The detection
of noise was avoided by setting the minimal height of a detectable peak to
1/25 of the pdmaximum of the LC histogram. Extracted peak positions were
stored in matrices, which could then be used to compute position histo-
grams or for PCA. Subsequently, the spectra were grouped according to
the number of found peaks into peak-number groups, which were separately
subjected to RF alignment and classification.RF alignment of LC histograms
The alignment and classification procedures were applied to each peak-
number group separately. LC histograms of unfolding spectra in each
peak-number group were aligned using an RF alignment algorithm (9) con-
sisting of four parts. First, an approximation of the global average (A) was
made. Two randomly chosen histograms from the peak-number group
(hi and hj) were cross correlated and aligned based on the location of the
correlation maximum. Then, an arithmetic average was calculated (a2 ¼
(hi þ hj)/2). The next randomly chosen histogram (hk) and the average a2
were aligned, and the arithmetic average was updated (am ¼ (hk þ (m  1)
am1)/m), where m is the iteration step). The procedure was repeated until
all N histograms of the peak-number group were included, but each histo-
gram was used only once, so that each histogram contributed equally to the
initial average. The resulting average (A ¼ aN) was a first approximation of
the global average. In the second step, all histograms of the peak-number
group were aligned with respect to A using the location of the maximum
of the CCF between the histogram and the average, A. In a third step, the
initial average was iteratively refined. The first histogram (h1) of the
peak-number group was subtracted from the initial average (A) resulting
in a temporary average (A0 ¼ (NA  h1)/(N  1)). The chosen histogram
was then aligned with respect to the temporary average, and a new arith-
metic average was computed (A ¼ (h1 þ (N  1)A0)/N). This refinement
was done with all N histograms, yielding the final average. The iterativeBiophysical Journal 102(9) 2202–2211
2204 Bosshart et al.refinement of the final average was stopped when none of the N histograms
was shifted any more with respect to the temporary average (A0), i.e.,
XN
i¼ 1
ðshiftiÞ2 ¼ 0: (2)
Final averages of all peak-number groups were aligned with respect to each
other using the RF alignment algorithm. This step was important, because
the averages from different peak-number groups had different horizontal
offsets and had to be brought into register to compare their features. The
aligned final averages were then used to align all histograms of a particular
peak-number group using the CCF maximum.Cross correlation-based sorting of LC histograms
RF classification of the histograms of a particular peak-number group was
initiated by computing ncl initial class averages, where ncl is a user-defined
parameter indicating the number of classes. Initially, ncl LC histograms were
randomly selected from the peak-number group. Subsequently, the ncl
classes were filled up with randomly chosen spectra yielding ninit_curves
per class. Initial class averages were obtained by calculating the arithmetic,
sum-normalized average of the initially included spectra. A particular LC
histogram could only contribute to one initial class average. Both the ncl
and the ninit_curves are user-defined variables and depend on the size of
a particular peak-number group. The nclwas set to ~3% of the peak-number
group size, and ninit_curves was set to 5.
In a second step, all previously aligned LC histograms of the peak-
number group were compared by cross correlation with each of the initial
class averages and assigned to the best-correlating class. Once all curves
were assigned to a class, new arithmetic, sum-normalized averages were
computed. They were used as starting (class) averages for the refinement
cycles, where all the histograms of the peak-number group were again as-
signed to a class. The refinement procedure was repeated to allow LC histo-
grams with similar features to converge into the same class. In case no
curves were assigned to a class, it was left empty for the remaining cycles.
After each cycle, the number of curves that had switched between classes,
a sum variance of the classes, an average sum variance of the classes (class
variance spectrum/ncl), and a weighted sum variance (WSV) of the classes
(class variance spectrum  number of histograms/class/number of histo-
grams) were calculated to monitor the convergence of the procedure. Clas-
sification was terminated after a fixed number of rounds, nrounds, which is
a user-defined parameter.PCA and K-means clustering
Classes obtained from cross correlation-based classification were subclassi-
fied by PCA and subsequent K-means clustering. For that purpose, PCAwas
applied to the peak positions of aligned LC histograms. The peak positions
of each LC histogram represent a vector in an n-dimensional space, where n
is the peak-number group identifier. M vectors can be assembled into an
(M  n) matrix, which is subjected to PCA. The resulting factor map is
analyzed by K-means clustering with ncluster and nterm as the user-defined
parameters. ncluster defines the number of clusters to be found. The value
of this variable should be slightly higher than the number of expected clus-
ters from inspecting the factor plot. nterm specifies the number of iteration
cycles to be performed before termination. The clustering was initiated
by random assignment of members to a cluster. Clusters that were depopu-
lated during the procedure were removed so that the final number of clusters
could be smaller than the user-defined ncluster parameter.Representation of class averages
The positions of the major peaks in the class-average LC histograms were
determined by Gaussian peak fitting. Metric LC values were divided byBiophysical Journal 102(9) 2202–22110.36 nm, which is the backbone length/amino acid (15). Because of the
translation invariance in the LC space, the average histogram of bR was
shifted such that the first major peak was located at LC ¼ 31.7 nm, which
corresponds to the cytosolic start of helix E. All measured LC values are
referenced to the membrane plane where the tip-sample distance is zero.
Therefore, the determined LC values were corrected for the vertical position
of a residue along the axis perpendicular to the membrane if unfolding
barriers were located in the membrane or on the opposite side from which
the protein was unfolded (12,16). The normal form of the membrane plane
was calculated by PCA-based orthogonal distance regression using the Ca
coordinates of 15 bR residues, which are assumed to be located at the cyto-
solic membrane surface (Y26, G106, G166, V173, and I221; PDB ID,
1BRR). Subsequently, the vertical distance of each residue in number of
amino acids (1 aa ¼ 0.36 nm) to the fitted membrane plane was calculated.
For unfolding barriers located in the membrane or on the opposite side from
which the protein is unfolded, this vertical distance is added to the amino
acid sequence number, whereas it is subtracted if the barrier is localized
above the membrane plane. In this way, the theoretical LC value of each
residue, LC,theor, can be calculated. Unfolding barriers were localized in
the protein by comparing the peak positions of the average LC histograms
with the calculated LC,theor-versus-sequence plot.Representation of unfolding spectra
Aligned unfolding spectra belonging to a particular peak-number group or
to a class resulting from the cross correlation-based classification of a peak-
number group were visualized as scatter plots in which the occurrence
density of overlaid spectra was plotted in a two-dimensional image. For
the scatter plots shown, the step size along the horizontal distance axis
was 1 nm and that along the vertical force axis was1 pN; the full gray scale
was normalized to the number of curves in each plot.RESULTS AND DISCUSSION
Determination of the unfolding fingerprint
bR was unfolded from the cytoplasmic C-terminal end.
Approximately 450,000 bR force curves were recorded
semiautomatically, out of which 1534 (~0.3%) passed an
automated coarse-filtering step (3). Determining the unfold-
ing fingerprint of a protein that has not yet been studied by
SMFS is a prerequisite for deciding which of the recorded
spectra reflect the unfolding of the protein of interest.
Thus, we converted force curves to LC histograms and sub-
jected them to RF alignment to obtain an average LC histo-
gram and compute a scatter plot that highlights common
features of the unfolding spectra. The conversion is based
on the WLC model and detailed in Materials and Methods.
It should be noted that other conversion methods can easily
be implemented, as described previously (8). Fig. 1 A shows
average LC histograms of the data set before and after the RF
alignment. In the unaligned case, only four featureless peaks
were detected, and these were significantly sharpened by the
RF alignment. After alignment, eight peaks, with LC values
of 7.75 1.1 nm (215 3 aa), 13.75 1.2 nm (385 3 aa),
19.2 5 1.3 nm (53 5 4 aa), 31.7 5 0.9 nm (88 5 3 aa),
37.7 5 1.8 nm (105 5 5 aa), 53.7 5 1.9 nm (149 5
5 aa), 62.2 5 3.0 nm (173 5 8 aa) and 78.7 5 2.6 nm
(2195 7 aa) (average5 SD), were detected, the positions
of which agreewith published values (11). Fig. 1B shows the
FIGURE 1 RF alignment of a bR and an (Ig27)8 SMFS data set. (A) Average of 1534 unaligned (gray) and aligned (black) LC histograms of bR unfolding
spectra. (B and C). Scatter plots of unaligned and RF-aligned spectra. The point-density cloud (star) at negative distance values represents curves that lack the
bR fingerprint (Fig. S4). Peak 4 in A corresponds to the force peak highlighted by the arrowhead (C). (D) ACF of the average LC histograms of the unaligned
and aligned spectra, showing three distinct peaks. (E) Average LC histograms of 1074 unaligned and RF aligned (Ig27)8 unfolding spectra. The histogramwas
shifted such that the last peak was located at 9  pACF ¼ 248.4 nm. (F) Scattering plot of unaligned (Ig27)8 unfolding spectra. (G) Scattering plot of aligned
(Ig27)8 unfolding spectra showing eight well-resolved peaks. (H) ACF of the average LC histograms of the unaligned and aligned spectra.
Automated Processing of SMFS Data 2205scatter plot of unaligned bR spectra, revealing three force
peaks, which were sharpened after RF alignment (Fig. 1 C).
The alignment was repeated five times, each time reproduc-
ing the same fingerprint (Fig. S3). Fig. 1D shows the ACF of
the average LC histograms, which has one strong central peak
and three side peaks at 21.5, 45.9, and 61.1 nm. The ampli-
tude of the first side peak is ~42% of the central peak.
The point-density cloud at negative distances in the scatter
plot originated from spectra that did not exhibit the bR
fingerprint (Fig. 1 C and Fig. S4). The corresponding LC
histograms led to a low probability density at negative LC
values (Fig. 1 A, star). However, the peaks of the average
LC histogram with low probability densities at 7.7 nm
(21 aa), 13.7 nm (38 aa), 19.2 nm (53 aa), and 62.2 nm
(173 aa) did not originate from such contaminating spectra,
because the LC histogram of the contaminating peaks was
featureless at those positions (Fig. S4).
The RF alignment algorithm was also tested on the multi-
domain (Ig27)8 protein, a soluble protein that has been
extensively studied by SMFS (13,17–20). The average LC
histogram of the unaligned spectra is completely featureless
(Fig. 1 E, gray). A fingerprint consisting of eight peaks with
LC values of 53.2 5 13.3 nm, 81.6 5 9.0 nm, 109.5 5
6.7 nm, 137.45 4.1 nm, 165.95 2.8 nm, 191.95 2.3 nm,
219.8 5 1.7 nm and 247.5 5 1.3 nm (average 5 SD)
emerged after applying RF alignment (Fig. 1 E, black).
Accordingly, the scatter plot of the unaligned data did not
show a particular motif (Fig. 1 F), but it became visible afterRF alignment (Fig. 1 G). Each force peak represents the un-
zipping of an individual Ig27 domain, except for the last
peak, which corresponds to the detachment of the protein
from the tip or from the surface. The ACF of the average LC
histogram of aligned spectra shows pronounced peaks at
27.6 nm, 55.2 nm, 82.9 nm, 110.4 nm, 137.0 nm, 164.6 nm
and 183.9 nm (Fig. 1 H, black). The position of the first side
peak at pACF¼ 27.6 nm reflects the periodicity of the average
LC histogram and agrees with published interpeak distances
(13,17–20). The intensity of the first side peak, IACF, was
~67%of the intensity of the central peak. The obtained values
for pACF and IACF can be used to define a range in which the
first side peak of the ACF of an LC histogram must be located
to be identified as an (Ig27)8 unfolding spectrum in ACF
filtering.
The application of RF alignment to the LC histograms
yielded distances by which unfolding spectra had to be
shifted to bring them into register. The obtained shift values
may be used as a filtering criterion. The horizontal shift to
superimpose two spectra should not be larger than the length
of the terminus from which the protein was unfolded
(C-terminus of bR, 26 aa, ~10 nm). Spectra that must be
shifted by much more than the length of the terminus could
also in principle be removed. However, data elimination
during the determination of the unfolding fingerprint can
be risky, because meaningful spectra might be lost.
The complete spectrum was considered in this approach,
which was carried out in the physically relevant LC space,Biophysical Journal 102(9) 2202–2211
2206 Bosshart et al.and no parts were weighted as in manual alignment, e.g., by
choosing a reference peak for the alignment. Peaks with
high probability densities, which are generated by force
peaks with a large number of data points, will have a larger
effect on the alignment than will weaker signals because of
the usage of cross correlation. This is an intrinsic feature of
the approach and is not subjectively controlled by an
operator.Representative unfolding spectra, LC histograms,
peak counting, and ACF
The representative spectrum in Fig. 2 shows C-terminal bR
unfolding, and its LC histogram shows narrow peaks around
the LC of the stretched segment. Force-LC graphs also show
narrow vertical peaks for data points with forces >45 pN,
which is a clear indication that the persistence length p ¼
0.4 is an appropriate value to describe the force peak
when F > Fmin (Fig. S2). Otherwise, the peaks would
have been broader and tilted. The peak positions that were
computationally determined in the LC histogram (Fig. 2 B)
were used to plot WLC curves in the unfolding spectrum
(Fig. 2 A). Three user-definable parameters were critical
for proper peak identification. First, nsmooth, equal to one
cycle of binomial smoothening, has to be applied to LC
histograms to avoid overestimating the number of peaks
and to determine the peak position reliably. Second, the
box size of the sliding average, nbox, used in the peak finding
algorithm is critical and was set to 1 nm. Third, a lower
threshold for the probability density of identified peaks
(pdmin) was set to 1/25 of the maximum of the LC histogram.
The value of pdmin has turned out to be critical: if chosen too
small, noise can be judged as a real LC peak, and if chosenBiophysical Journal 102(9) 2202–2211too large, peaks can be missed. The parameters are summa-
rized in Table S1.
Fig. 2 C shows the ACF of a bR LC histogram, which is
similar to the ACF of the average LC histogram obtained
from RF alignment of the whole data set. The position of
side peaks in ACFs of LC histograms has been proposed
as a filtering criterion for unfolding spectra of soluble
proteins (8). The shaded area in Fig. 2 C indicates the region
in which the first side peak of the ACF had to be located.
The area is defined by a peak-position range, 2 nm< pACF<
30 nm, and a maximal height, IACF < 0.9. These criteria al-
lowed elimination of force curves that did not have the bR
fingerprint, ~10% of all curves (Fig. S5). The inspection
of the ACF of the average LC histogram obtained from the
RF alignment of the whole data set (Fig. 1 D) can help in
choosing the correct ranges for pACF and IACF. The position
of the first ACF side peak, pACF, is a measure of the period-
icity of the LC histogram. Its intensity, IACF, gives informa-
tion about the similarity between the original LC histogram
and the histogram after it was shifted by pACF.
Fig. 2, D and E, shows a representative (Ig27)8 unfolding
spectrum and its corresponding LC histogram. The peak-
finding routine identified 14 peaks in the LC histogram,
four of which were located in the last peak. For the first
unfolded Ig27 domain, two peaks were detected in the LC
histogram, which indicates the presence of an unfolding
intermediate that precedes complete Ig-domain unfolding
(13,20). In the case of (Ig27)8 unfolding, the possibility of
detecting such events depends on the number of binomial
smoothening cycles, nsmooth, of the LC histograms.
The last force peak, which has generally the highest force
(14,17), often contains several rupture events preceding the
final detachment of the protein from the AFM tip, four in theFIGURE 2 (A) Representative bR unfolding
spectrum. (B) Seven peaks, with LC values of
10.7 nm (30 aa), 13.7 nm (38 aa), 17.7 nm (49 aa),
31.7 nm (88 aa), 53.7 nm (149 aa), 62.7 nm
(174 aa), and 79.7 nm (221 aa), were detected in
the LC histogram by the peak finder (triangles).
The dashed line indicates the lower threshold,
pdmin, for the probability density of a peak. (C)
ACF of the LC histogram. The position, pACF, and
the height, IACF, of the first side peak (triangle)
are selection criteria to eliminate uninterpretable
spectra. The area in gray defines the range, in which
the first side peak of theACFmust be located (Table
S1). (D) Representative (Ig27)8 unfolding spectrum
showing nine main peaks. (E) Fourteen peaks with
LC values of 12.6 nm (35 aa), 18.8 nm (52 aa),
22.3 nm (62 aa), 47.2 nm (131 aa), 72.7 nm
(202 aa), 100.4 nm (279 aa), 127.3 nm (354 aa),
153.6 nm (427 aa), 179.7 nm (499 aa), 206.6 nm
(574 aa), 232.8 nm (647 aa), 237.4 nm (659 aa),
243.6 nm (677 aa), and 250.9 nm (697 aa) were de-
tected in the LC histogram (triangles). (F) ACF of
the LC histogram shown in D.
Automated Processing of SMFS Data 2207case shown (Fig. 2, D and E). This impedes fitting the
detachment peak with a single WLC model curve and
causes multiple peaks in the LC histogram. Furthermore, it
has been shown that different persistence-length values, p,
must be used to model different force regimes of an unfold-
ing peak with a WLC curve (14). Therefore, alternative
models that take the backbone elasticity into account have
to be used in the high-force regime (21). Such polymer
extension models could be implemented since they have
no influence on the alignment and sorting procedures.
The probability densities of the rupture peak in the
average LC histogram of aligned spectra (Fig. 1 G) and in
the LC histogram of the representative spectrum (Fig. 2 E)
differ significantly. The reason for this difference is that
spectra, which do not show the unfolding of all eight
Ig27-domains, are aligned with respect to the last peak
during the RF alignment, leading to such a strong signal
in the average histogram.
Fig. 2 F shows the ACF of the LC histogram, which
contains eight resolved side peaks and is similar to the
function obtained from the average LC histogram of aligned
spectra (Fig. 1 H). The first side peak is located at pACF ¼
26.8 nm within the allowed interval (5 nm < pACF <
35 nm) for being accepted as an (Ig27)8 unfolding spec-
trum in the ACF-based filtering. In the case of modular
soluble proteins, the spacing between ACF peaks can be
estimated from their amino acid sequence and the dimen-
sions of the domain (22). Therefore, it can be used as an
efficient filtering parameter (8). Since unfolding spectra
of modular proteins can be shifted by increments of pACF
without a large decrease in correlation (Fig. 2 F), the
IACF should not be too low. However, for proteins where
unfolding peaks are not evenly spaced, the information
from analyzing the ACF resulting from the RF alignment
of the whole data set is essential to define a reasonable
pACF range.FIGURE 3 Scatter plots and average LC histograms representing the
common features of peak-number groups 5 (n ¼ 207) (A), 6 (n ¼ 302)
(B), 7 (n ¼ 319) (C), 8 (n ¼ 264) (D), and 9 (n ¼ 116) (E). The barrier
labeled N in E was not reported in previous studies (10–12).Cross correlation-based classification of peak-
number groups of bR unfolding
The number of detected peaks in LC histograms served as
a criterion to partition unfolding spectra into so-called
peak-number groups (Fig. S6). In ~89% of LC histograms,
five to nine peaks were detected. Spectra with fewer than
four peaks could generally not be interpreted, because
they did not contain the bR fingerprint. Scatter plots of the
groups containing five to nine peaks and the corresponding
average LC histograms revealed similar features after RF
alignment of the spectra in the peak-number groups
(compare Figs. 1 and 3). However, both the scatter plots
and the average histograms in Fig. 3 show that the number
of fine details and side peaks increased with the number
of detected peaks. In particular, the scatter plots illustrate
that the peak-number groups still contained spectra that
did not reveal the bR unfolding fingerprint. To enhanceBiophysical Journal 102(9) 2202–2211
FIGURE 4 Cross correlation-based subclassification of peak-number
group 7. (A) The largest subclass revealed the fingerprint of the peak-
number group. (B) The subclass containing ~11% of the spectra showed
an increased strength of the 173 aa force peak (arrow) compared to the
spectra in A.
2208 Bosshart et al.subtle details, spectra of all peak-number groups were clas-
sified using cross correlation-based classification.
For example, the largest peak-number group, comprising
319 spectra with seven detected peaks in their LC histo-
grams, was classified into ncl ¼ 9 subclasses (~35 spectra/
class). Thus, nine initial class averages were computed by
averaging five randomly chosen LC histograms for each
subclass. ncl is a critical parameter, because not all
subclasses will be populated if ncl is too large. However,
grouping might not result in optimal partitioning of spectra
if the ncl is too small. Every spectrum of the peak-number
group was then assigned to the class with the highest cross
correlation value. This procedure was repeated 40 times to
refine the resulting class-average LC histograms.
After 17 refinement rounds, the number of class switches/
cycle,which is an appropriatemeasure for the convergence of
the algorithm, was zero (Fig. S7 A). Furthermore, the
weighted sum variance (WSV) adopted a constant value
(Fig. S7 B). The convergence of the class switch numbers
and the WSV indicates an estimate of how many refinement
rounds, nrounds, should be performed. The classification of the
bR spectra in the peak-number group comprising spectra
with seven detected peaks was repeated to check whether
the obtained results represent a stable solution. The curves
showing the class switches per refinement cycle did not differ
much between independent classification trials (Fig. S7 A).
However, there are slight differences in the finalWSV values
between the different runs (Fig. S7 B), which result from
varying sizes of the subclasses. If the number of switches/
cycle does not converge to zero, or if the WSVoscillates, it
can be assumed that the algorithm is not able to assign
some spectra to subclasses and thus impedes proper conver-
gence. In such cases, the number of class switches each
spectrum underwent has to be inspected (Fig. S7). Spectra
with switch numbers higher than a user-defined value can
be automatically removed, and the remaining spectra can
be classified again using the same initial class averages as
before the clean-up step. Typically, most spectra should
become stable after fewer than six switches (Fig. S7 C).
Alternatively, new initial averages can be computed. Gener-
ally, removing misbehaving spectra results in faster conver-
gence. To avoid the loss of meaningful data, a list of
rejected spectra is saved so that they can be inspected.
The cross correlation-based sorting of unfolding spectra
from the peak-number group comprising seven peaks re-
sulted in class populations of 2, 4, 5, 10, 30, 37, 39, 41,
and 151 spectra. Fig. 4 shows the scatter plots and the cor-
responding average LC histograms of two subclasses that
included ~59% of the spectra. The main difference between
the two subclasses is the strength of the force peak with
LC ¼ 62.2 nm (173 aa). The probability density of the cor-
responding peak in the average LC histogram (Fig. 4 B,
arrowhead) corroborates this observation, as this peak was
~5.5-fold higher in one LC histogram than in the other,
whereas all other peaks were similar.Biophysical Journal 102(9) 2202–2211Although a cross correlation-based classification
approach is robust and fast, spectra that differ only in fine
details might not be separated into different classes, because
high probability densities of main peaks can dominate
classification. However, classification based on correlation
measurements can assist in identifying contaminating
spectra in a peak-number group, and these spectra can then
be excluded from data interpretation. Other proposed classi-
fication methods did not demonstrate this possibility (6,7).PCA and K-means clustering
Grouping unfolding spectra based on the number of detected
peaks in their LC histograms and the subsequent cross corre-
lation-based sorting produced subclasses that mainly repre-
sented the characteristic bR fingerprint (Figs. 4 and 5).
However, more information can be extracted from such
classes. Although all spectra of a class have the same
number of detected peaks, they might represent different un-
folding pathways, because the peaks can be located at
different positions. To further investigate this possibility,
peak positions of a subclass were subjected to PCA and
subsequent K-means clustering. For that purpose, RF align-
ment of the LC histograms of the peak-number groups is
essential (Fig. S1 and Fig. S3). If a peak-number group
contains a significant amount of contaminating spectra,
the alignment might be dominated by these curves leading
to bad alignment of the spectra of the investigated protein.
In such cases, an additional round of RF alignment has to
FIGURE 5 PCA of the peak positions of the largest subclass of peak-
number group 6 (n ¼ 155). (A) Factor map resulting from PCA. K-means
clustering yielded three groups, which are gray-level (or color)-coded.
(B–D) Group average histograms (dashed lines) share common features.
Arrowheads indicate main differences. The histogram in gray is the average
LC histogram of this subclass.
Automated Processing of SMFS Data 2209be done before applying PCA and K-means clustering to the
peak positions.
PCA and K-means clustering were applied to the largest
class (n ¼ 155) resulting from classification of the peak-
number group containing spectra with six detected peaks
in their LC histograms. According to a scree-plot
(Fig. S8), the first two principal components, which had
eigenvalues of 61.8% and 21.9%, were used to represent
the scattering of the peak positions in the spectra of the cor-
responding class (Fig. 5). The average LC histogram showed
seven probability-density peaks (Fig. 5 B), which is unex-
pected for a peak-number group including histograms with
six detected peaks. However, the averages resulting from
the K-means clustering revealed six peaks at different loca-
tions. The probability densities of the four main peaks
(13.7 nm (38 aa), 31.7 nm (88 aa), 53.7 nm (149 aa), and
78.7 nm (219 aa)) were identical in all groups (Fig. 5,
B–D). The differences characterizing the three clusters
were located in the densities of side peaks at 19.2 nm
(53 aa), 53.7 nm (149 aa), and 62.2 nm (173 aa). However,
PCA and K-means clustering does not always lead to further
partitioning of histograms into clearly distinct groups. In the
case of the largest subclass of the peak-number group, con-
sisting of LC histograms with seven detected peaks
(Fig. 4 A), the factor map did not show well-defined clusters
but rather a diffuse distribution with some centering around
the origin (Fig. S8). K-means clustering can be imposed on
these data but the results have to be interpreted very
carefully.Grouping the spectra into peak-number groups, cross
correlation-based sorting and further multivariate statistical
analysis allowed the identification of different combinations
of peaks in unfolding spectra reflecting various unfolding
pathways. Most force peaks, which were found in a previous
study (11), were also identified by the automated approach
presented here. Visual inspection of the unfolding spectra
and the corresponding LC histograms revealed that a peak
at LC ¼ 33.8 nm (94 aa) after the main peak at 31.7 nm
(88 aa) (8,11,12) was not always detected. This is due to
the low number of data points of many side peaks, because
they are often located in the falling edge of a main peak.
This leads to a low probability density in LC histograms,
whereas the main peak yields a much stronger signal.
Generally, if the distance between two unfolding peaks is
<~10 aa, distinguishing them in LC histograms can be chal-
lenging. Binomial smoothening of LC histograms is required
for accurate peak localization and to avoid overestimating
the number of found peaks. On the other hand, it can lead
to camouflaging of side peaks. Similar problems arise in
conventional analysis, where a WLC model curve is fitted
to force peaks and the resulting LC values are displayed in
a histogram. In such histograms, LC values of side peaks
are often not well resolved as individual peaks, and it is
difficult to judge how many side peaks exist. Therefore, it
is recommended that a subset of unfolding spectra be visu-
ally inspected to check for the existence of such minor
peaks. We also performed PCA on RF-aligned sets of LC
histograms, but the factor maps obtained did not indicate
clusters that would allow the number of LC histogram
classes to be estimated (data not shown).Localization of unfolding barriers
In the final step, average LC histograms are used to localize
mechanical interactions that stabilize unfolding intermedi-
ates in the protein structure. The three main barriers
(31.7 nm (88 aa), 53.7 nm (149 aa), and 78.7 nm (219 aa))
were located on the cytosolic side from which bR was
unfolded. In contrast, the other unfolding barriers were
located either in the membrane or on the extracellular
side. This requires a compensation for the vertical position
of the residue along the axis perpendicular to the membrane
plane (12,16). Fig. 6 A shows a comparison of an experi-
mental average LC histogram with an LC,theor-versus-
sequence plot. This allowed determining the location of
the unfolding barriers that were not located on the side
from which bR was unfolded. The thus-obtained barrier
positions were then located in the bR structure (Fig. 6 B).
The average LC histogram of the peak-number group
shown in Fig. 3 E revealed a peak preceding the main un-
folding peak at 88 aa. This peak, with an LC value of
26 nm (72 aa), has not been described in previous studies
(10–12) but was clearly identified by the presented algo-
rithm. It is located in the middle of helix F whereBiophysical Journal 102(9) 2202–2211
FIGURE 6 (A) Comparison of an average LC histogram with a plot
showing the relationship between the theoretical LC of every residue,
LC,theor, and the corresponding sequence number. (B) Location of unfolding
barriers in bR. Black circles indicate barriers without membrane compensa-
tion. The positions highlighted in gray were corrected for the vertical posi-
tion of the residue in the membrane. Two unfolding barriers indicated by the
cross are known from literature but were not always automatically identi-
fied. The barrier in helix F labeled N is clearly visible in the average LC
histogram shown in Fig. 3 E but was not reported in previous studies
(10–12).
2210 Bosshart et al.a conserved tryptophan (W182) is located (Fig. 6 B). This
peak can also be found in average LC histograms of other
peak-number groups (Fig. 3), but there its intensity is
much lower.CONCLUSION
We have presented an efficient tool for the analysis of SMFS
data, which will be important for the analysis of huge data
sets produced by fully automated AFMs (4). The presented
method includes determining the unfolding fingerprint, data
filtering, grouping LC histograms according to the number of
found peaks, and RF data alignment. Subsequently, the
spectra of a peak-number group are classified by correlation
measurements and further subclassified by applying PCA
and K-means clustering to the peak positions of aligned
spectra. It is important to note that all modules of the data
processing algorithms work on LC histograms and not on
original unfolding spectra.
The described method allows rapid identification of the
unfolding fingerprint of a protein. Furthermore, the imple-
mented sorting and clustering routines assist in localizing
different sets of unfolding barriers. However, this toolBiophysical Journal 102(9) 2202–2211does not provide any reliable results if most of the input
data are noninterpretable spectra. Together with (semi-)
automatic data collection (3,4), it promises to be a powerful
tool toward high-throughput SMFS of both soluble and
membrane proteins, as demonstrated here for (Ig27)8 and
bR. In principle, the processing pipeline might also be
applied to data from other spectroscopic techniques that
can be displayed in a histogramlike manner.SUPPORTING MATERIAL
Mathematical equations describing the conversion of unfolding spectra into
LC histograms, nine figures, and a table are available at http://www.
biophysj.org/biophysj/supplemental/S0006-3495(12)00338-4.
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