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Abstract 
This paper considers problems of fault-tolerant information diffusion in a network with cost 
function. We show that the problem of determining the minimum cost necessary to perform 
fault-tolerant gossiping among a given set of participants is NP-hard and give approximate (with 
respect to the cost) fault-tolerant gossiping algorithms. We also analyze the communication 
time and communication complexity of fault-tolerant gossiping algorithms. Finally, we give an 
optimal cost fault-tolerant broadcasting algorithm and apply our results to the atomic commitment 
problem. @ 1998-Elsevier Science B.V. All rights reserved 
1. Introduction 
In this paper we study the problems of fault-tolerant broadcasting, gossiping, and 
atomic commitment in a weighted network. 
Gossiping in an interconnection network is easily described as the process of infor- 
mation diffusion in which initially each participant to the process knows a block of 
information that has to be communicated to all the other participants by means of a se- 
quence of message transmissions (calls). During each call the calling node sends to the 
receiving one every block it has collected by that time. Gossiping arises in a large class 
of computation problems, such as linear system solving, matrix manipulation, Discrete 
Fourier Transform, and sorting, where both input and output data are required to be 
distributed across the network [lo, 361. Due to the interesting theoretical questions it 
poses and its numerous practical applications, gossiping has been widely studied under 
various communication models [3,6-9, 14, 18,21,27,31,34,36,37,43,46,48]. Recent 
survey papers collecting the latest results are [19,30,32]. 
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An important related problem is the atomic commitment problem [48]. This arises 
in the processing of transactions of distributed database systems. A transaction consists 
of several subtransactions each running at a different site having its local database. If a 
subtransaction is completed successfully the local manager validates the update (commit 
the subtransaction), otherwise the local manager invalidates it (abort the subtransac- 
tion). The generally accepted solution to the atomic commitment problem consists of: 
If all local managers commit the subtransaction then commit the whole transaction, 
otherwise abort all the updates. Therefore, the atomic commitment problem can be 
viewed as a gossiping problem in which the node blocks are votes (yes or no) and 
each individual must compute their conjunction, commit holds if and only if all votes 
are yes. The main difference with the gossiping problem is that whenever a node has 
received a no vote it already knows that the result of the conjunction is no and does 
not need to collect further votes. Therefore, a no voter can abort the process by dis- 
seminating an abort message; the process coincides with gossiping when all votes are 
yes. In the sequel we will use the terminology of gossiping, we will explicitly return 
to the atomic commitment problem in Section 6 to include abort instances. 
To handle the case of dissemination of abort messages, we shall also consider fault- 
tolerant broadcasting. Broadcasting refers to the process in which initially one indi- 
vidual knows a block of information which must be communicated to every other 
individual by a sequence of calls. This problem has been widely studied (cf. [7,9,21, 
22,25,24,27,38,41-43,461 and the surveys [19,30,32]). Broadcasting is a fundamen- 
tal problem in the control of distributed systems and in parallel computing. For instance, 
in computer networks many tasks, such as scheduling, require that a processor sends 
a block of information to all other processors [47]. Moreover, many numerical algo- 
rithms, such as Gaussian elimination or conjugate gradient algorithm, require that some 
data produced at one node must be made available to all other processors in order to 
continue the computation (see [45] and references therein quoted). 
1.1. The model 
Consider a communication network modelled by a graph ( V,E) where the node set 
V represents the set of processors of the network and E represents the set of the 
communication lines between processors. 
Each node in V taking part in the (gossiping, broadcasting or atomic commitment) 
process will be called a participant and the set of participants will be denoted by 9’. 
Without loss of generality, we suppose 9 = { 1,. . . , p}. We regard the set 9 as the 
node set of a complete digraph KP = (F’,&), with A9 = {(i,j): i,j E 9, i #j}. Each 
arc (i,j) E A9 is labelled with the cost c(i,j) > 0 of sending a message along the inter- 
connection network from the participant i to the participant j, with c(i,j) = c(j, i). The 
communication costs may differ from one arc to another; for example, the communi- 
cation cost c(i, j) may represent the distance between the node i and the node j in the 
interconnection network. Motivations to study the communication load by means of 
this weighted graph model vs the traditional study of the number of intersite messages 
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are given by Wolfson and Segall in [48], see also [23,35]. The communication cost of 
an algorithm is the total cost of the arcs the algorithm uses to send messages among 
participants. 
The communication time of an algorithm is the interval of time necessary for the 
completion of the algorithm itself. To each arc (i,j ) E A.* it is associated the travel 
time t(i,j) needed for a message from the participant i to reach the participant j. Notice 
that since our aim will be to overcome the effect of transmission failures, a minimum 
of synchronism appears necessary in order to perform gossiping; the travel time t(i,j) 
represents the maximum amount of time needed for a non faulty transmission of an 
unitary file from i to j. However, our broadcasting algorithms will work also in a 
completely asynchronous system. 
The communication complexity of an algorithm is defined as the product of its 
communication cost and its communication time. 
1.2. Our results and reluted works 
As the number of components of a distributed system increases, the probability that 
some component works incorrectly becomes non-negligible. Therefore, the incorpora- 
tion of some redundancy in the basic primitives performed in the network (such as 
gossiping, commit and broadcasting) is necessary. These problems have been widely 
studied under various models, see the recent survey by Pelt [40]. 
In this paper we investigate the minimum necessary communication complexity of 
algorithms tolerating transmission failures, i.e. algorithms that complete their task even 
though some messages may fail to reach (on time) their destinations. A gossiping/ 
commitment/broadcasting protocol is called k-fault tolerant (k-ft) if any strategy for 
suppressing up to k calls cannot prevent a successful termination of the protocol; It is 
important to point out that we consider algorithms in which the sequence of calls is 
fixed and cannot be changed if faults are detected (cf. [ 1,7,21,22,24,25,27,38,42] 
and the survey [40]). 
Communication protocols in the model considered in this paper have been studied in 
[23,44,48]. Minimum-cost gossiping under the assumption of the “telephone model” 
of communication (cf. [30]) was considered in [ 13,351. Notice that the well studied 
problem of gossiping with the minimum number of calls (cf. [4,7, 11,28,5,33,29] and 
the survey [30]) is a particular case of gossiping minimizing the cost when all calls 
have the same cost. 
Recently, Wolfson and Segall gave a solution to the interesting problem of perform- 
ing gossiping (commitment) in weighted networks [48]. They show that the minimum 
cost of an algorithm that solves the gossiping or commit problem is equal to 2.(cost of 
a minimum spanning tree of E(y). Moreover, they propose an algorithm that achieves 
this bound and show that its communication time (resp. complexity) cannot be worse 
than 191 times the minimum communication time (complexity). The results by Wolfson 
and Segall are restricted to the case in which no faults occur while the protocol is ex- 
ecuted. They state as open the important problem of handling failures. 
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In this paper we study fault-tolerant information diffusion problems in the model 
introduced in [48] and studied, among the others, in [23,35]. In Section 3 we study 
k-i? broadcasting algorithms. We lower bound the minimum communication cost of 
k-fI broadcasting by (k + 1) . (cost of a minimum spanning tree of Kq) and give an 
optimal k-ft broadcasting algorithm. In Section 4 we study the communication cost of 
fault tolerant gossiping algorithms. In particular, we show that the problem of deter- 
mining the minimum cost necessary to perform k-ft gossiping among a given set of 
participants is NP-hard, for each k > 1. This should put in contrast with the result in 
[4X] corresponding to the case k=O, i.e., when no faults are assumed, for which a 
polynomial time algorithm exists. In Section 5 we give approximate (with respect to 
the cost) fault-tolerant gossiping algorithms. The communication cost of our algorithm 
is upper bounded by twice the cost of an optimal one. Moreover, in case of uniform 
cost function, our algorithm uses the minimum number of calls necessary to perform 
k-ft gossiping among p participants, that is, is (k+2)p- 2 [7]. We also show that the 
communication time of our k-fi gossiping algorithm is at most a factor k(p- 1)+2p- 1 
larger than that of an optimal algorithm; moreover, its communication complexity can- 
not be worse than 2k(p - 1) + 4p - 2 times the minimum communication complexity. 
Notice that, generally, the same algorithm cannot minimize both cost and time and 
that minimizing the communication complexity is a NP-complete problem even in the 
absence of faults [48]. In Section 6 we apply our results to the atomic commitment 
problem. 
2. Multidigraph associated to a communication protocol 
We introduce here the notion of multi-digraph associated to an instance of a (gossip- 
ing, broadcasting, or commitment) protocol that will be used in the following sections. 
The sequence of calls of an instance I of a protocol P will be represented by a 
labelled multi-digraph P(1) = (9,A) having as node set the set 9 of participants, as 
arc set the multiset A in which each arc (i,j) represents a message sent from i to j, 
and arc labels represent the temporal order in which calls are made. We call two paths 
(transmission) disjoint if they share no arc-label pair; two disjoint paths ~11 and ~9 can 
both contain the arc (i,j) only if the label of (i,j) in tli is different from the label of 
(i,j) in 1.x2, i.e. the calls from i to j are made at different times. A path from i to j 
is called ascending if the sequence of labels is strictly increasing when moving from i 
to j. Since a participant j receives the block of participant i only if P(Z) contains an 
ascending path from i to j and since one cannot know a priori which calls will fail, an 
instance can tolerate up to k failures if and only if for each choice of k arc-label pairs 
of the multi-digraph P(Z) the multi-digraph P’(I) obtained from P(Z) by removing 
these arc-label pairs contains at least one ascending path from i to j, for each i, j E 9 
for which the protocol requires that the block originated at i reaches j. The cost of the 
instance I (or equivalently, the cost of the associated multi-digraph G(Z)) is then the 
sum of all arcs of G(I), each added as many times as its multiplicity. 
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BROADCASTING(c, P, k) \ at a participant i E P 
1. Construct a minimum spanning tree T of the cost graph lip. 
2. If source then send the message k + 1 times to each neighbor in T. 
else as soon as a copy of the message is receive d from a neighbor 
forward this copy (separately from others) to all the other neighbors. 
Fig. I. 
3. Broadcasting 
Broadcasting refers to the process of information diffusion in which one individual, 
called the source, knows one block (of information) that must be communicated to 
each of the other participant in the set 8. If a broadcasting instance has to tolerate up 
to k transmission failures then at least k + 1 disjoint ascending paths from the source 
to each other participant must be created. An algorithm can be obtained by considering 
a minimum spanning tree T of Kp and using k + 1 times the edges of T, directed away 
from the source. This is done by the algorithm in Fig. 1. 
Let cOSt(S7;nin) represent the cost of the minimum spanning tree of the cost graph KY. 
Theorem 3.1. Let 9’ be a set of participants, and let c be a set of associated com- 
munication costs. The minimum communication cost of a k-ft broadcasting instance 
is (k + 1) . cosSt(STmin). 
Proof. The algorithm BROADCASTING(c, 9, k) gives an upper bound of (k + 1) . 
cost(STmi,) on the communication cost of a k-fi broadcasting instance. We prove now 
that this cost is minimum. Denote by x the source of the broadcast. Consider an instance 
I and denote by B(I) = (P,A(B(Z))) its associated multi-digraph. If we suppose that 
B(Z) does not contain k + 1 disjoint spanning trees oriented away from the source then 
by Edmonds theorem [ 161 we get that there exists X c Y with x E X such that at most 
k arcs are directed from a node in X to a node in 9’ --X. Therefore, for any i E 9 -X 
the multi-digraph B(I) can contain at most k disjoint paths from x to i, contradicting 
the hypothesis that I is a k-fi broadcasting instance. 0 
The algorithm MULTI-BROADCASTING(c,Y, k) in Fig. 2 will be needed in 
Section 6. It generalizes BROADCASTING(c,P, k) to the case when initially more 
sources know a same message that has to be broadcasted (participants do not know the 
identity of the sources). An upper bound on the cost of the algorithm MULTI- 
BROADCASTING(c, 9”, k) is (k f 1 )cost(STmi,). 
4. Gossiping 
In the gossiping process each participant i E 9 has a block (of information) that 
needs to be communicated to all the other participants. During each call the calling 
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MULTI-BROADCASTING(c, P, k) \ at a participant i E P 
1. Construct a minimum spanning tree T of the cost graph h’~. 
2. If source then send the message k + 1 times to each neighbor in T. 
else Let j be the neighbor from which the first copy of the message is received 
each time a copy of the message is received from j forward this copy (separately) 
to all the other neighbors but those from which some copy of the message is arrived. 
Fig. 2. 
Fig. 3. 
processor sends to the receiving one a message containing every block it has collected 
by the time of the call. 
As customary, we assume that blocks can be combined so that any call from a 
participant i to a participant j can be considered of the same cost c(i,j). The time 
needed for combining is irrelevant and treated as zero. This is indeed the case in many 
applications as the commitment problem considered in this paper. We recall that we 
consider algorithms in which the sequence of calls is fixed and cannot be changed if 
faults are detected. 
Denote by G(Z) the multi-digraph associated to an instance I of a gossiping algo- 
rithm. A labelled multi-digraph G is called k-ft gossiping multi-digraph if G = G(1) 
for some k-ft gossiping instance I. 
Example 1. Let us consider the set 9 = {1,2,3}. Two possible 1-ft gossiping multi- 
digraphs are given in Fig. 3. Each contains two disjoint ascending paths from i to j 
for each i,jEP’, ifj. 
By Menger’s theorem (see [39, Problem 6.391) 
Lemma 4.1. A gossiping algorithm instance can tolerate up to k failures if and only 
iffor each i, j E 9 with i # j, the multi-digraph G(Z) contains k + 1 disjoint ascending 
paths from i to j. 
4.1. Minimum communication cost of fault-tolerant gossiping 
In this section we study the minimum communication cost of fault tolerant gossip- 
ing algorithms. We prove that finding the minimum cost of a fault tolerant gossiping 
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multi-digraph is NP-hard. To this aim we need some results on the minimum number 
of calls of k-ft gossiping algorithms. Berman and Hawrycz proved that 
Lemma 4.2 (Berman and Hawrycz [7]). The minimum number of culls qf any k-ft 
gossiping algorithm among p participants is (k + 2)p - 2. 
The following lemma is crucial. 
Main lemma. Let I be a k-ft gossiping algorithm instunce on the participant set .Y 
that uses (k -t 2)1.9’/ - 2 calls und let G(Z) =(p,A(G(Z))) be its associated multi- 
digruph. !f k B 1 and 1913 3 then the undirected graph Go(Z) = (.Y,E(Gn(I))) with 
E(GdO) = {{U): (6.i) EA(W)) or (A i> E A(W))) 
contains an Hamiltonian circuit. 
Before giving the proof of the Main lemma we derive its consequences: The problem 
of finding the minimum communication cost of a fault tolerant gossiping multi-digraph 
is NP-hard. Indeed, consider the following associated decision problem: 
k-GOSSIPING-MULTI-DIGRAPH 
INSTANCE: A cost graph K.g and a bound B > 0; 
QUESTION: Is there a k-fi gossiping multi-digraph of cost <B? 
Main corollary. k-GOSSIPING-MULTI-DIGRAPH is NP-hard for any k 3 1. 
Proof. We can reduce an instance of the Hamiltonian circuit problem, which is NP- 
complete [20], on a graph H = (9, E(H)) into an instance of the above k-GOSSIPING- 
MULTI-DIGRAPH decision problem in which the cost graph K,p has costs 
1 
c(i,j) = 
if {i,j} E E(H) 
2 if {i,j} $! E(H) 
and the bound is B= (k + 2)lY 2. If there exists a k-fi gossiping multi-digraph 
G(l) on the set of participants 9’ of cost <(k + 2)l.“pl - 2 then, by Lemma 4.2, it 
must contain exactly (k + 2)19 - 2 arcs of cost 1, i.e., A(G(Z)) consists only of arcs 
(i,j) with {i,,i} E E(H). Therefore, E(Go(Z)) cl?(H) and, by the Main lemma, also 
H contains an Hamiltonian circuit. 
On the other hand, if H contains an Hamiltonian circuit, say {il,i2},{i2,i3},. . ., 
GP- 
cost 
l,i,),{i,,il}, f o 11 owing [7], we can easily obtain a k-fi gossiping multi-digraph of 
(k + 2)p - 2 as follows: 
For t= 1 , . . . , p - 2: join it to if+1 with k + 2 arcs directed toward &+I; give to 
these k i- 2 arcs temporal labels, respectively, t, p + t, 2p + t,. . . , (k + 1 )p + t. 
Join i,_, to i, with k+ 1 arcs directed toward i,: give to these k+ 1 arcs temporal 
labels, respectively, p - 1,2p - 1,. . . , (k + 1 )p - I. 
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Join i, to ii with k + 1 arcs directed toward ii; give to these k + 1 arcs temporal 
labels, respectively, p, 2p,. . . , (k + 1)~. 0 
4.2. Proof of main lemma 
In order to prove the Main lemma, let us first notice that since we are not concerned 
here with the time that is necessary to complete the gossiping instance, we can assume 
that no two calls are made at the same time. This implies that all the calls of the 
instance I (i.e., arcs of the associated multi-digraph G(Z)) have different temporal 
labels. It is easy to see that we can always modify the label t(a) of each arc a in 
G(I), in order to obtain new labels, say t’(a), so that /‘(a) # ?(a’) for each a #a’ 
and, in order to preserve the ascending paths, t’(a) < /‘(a’) whenever L(a) < t(a’). 
We stress that such an assumption does not influence the object of our analysis, that 
is, the arc multiset of G(I). 
Example 4.1 (continued). In order to fullfill the above assumption we can modify the 
temporal labels of the graph in Fig. 3(a) as shown in Fig. 3(b). It is immediate to see 
that ascending paths are not influenced by such a time expansion. 
We first need to introduce some notation. 
We denote by p = 191 the number of participants and by T = (k + 2)p - 2 the 
number of calls made by the algorithm. 
For t= 1 , . . . , T, we denote by st the sender of the tth call and by r, the recipient 
of the tth call. Therefore, the multi-digraph G(1) associated to the instance I is the 
multi-digraph on node set 9 with arcs (st, rt) with label t, for t = 1,. . . , T. 
We denote by Gt, for 1 < t < T, the multi-digraph on node set 9 with arcs (~1, r-1 ), . . . , 
h,~), and by G,,t2, for 16 tl < t2 < T, the multi-digraph on node set 9 with arcs 
(St, 3 rt, 1, . . 2 (St, 2 rt* 1. 
Given i E 9, let d?‘(i) denote the outdegree of i in G,. 
Finally, given i, j E $’ and 1 <t < T let N,(j, i) denote the number of disjoint ascend- 
ing paths from j to i in G, and let 
N,(i) = iEn$y+, N,(j,i) and Nr = C N,(i). 
, 1 iEY 
(1) 
Notice that the k-fi multi-digraph G(Z) = Gr must contain at least k + 1 disjoint as- 
cending paths from j to i, for each j,i E 9, that is, 
NT(i)>k + 1 (2) 
for each i E 9. Moreover, for each t the number of disjoint ascending paths from j to 
i in G, is upper bounded by the outdegree of j in Gt, thus 
&'"'(j)>N(i) (3) 
for each t = 1,. . . , T and i, j E 9 with i #j. 
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We will prove that the undirected graph corresponding to Gp,~p_i is a cycle on 9. 
To this aim we need the following technical intermediate results. 
Fact 4.1. 
0 
Nr = 
if1<t<p-2, 
t-p+2 if p- l<t<T; 
N,(i) = 
N(-l(i) ifi#rt, 
N,_,(i)+ 1 ifi=r,; 
(4) 
(5) 
for each iE9 and p- l<t<T. 
Proof. Since G, contains p nodes and t arcs we get that for each t < p - 2 there are 
at least two nodes ji, j2 E 9 whose outdegree in G, is 0. Therefore, by (3) we have 
that for each i E 9 
that implies N1 = xzEP N,(i) = 0, for t = 1,. . . , p - 2. Consider now t 3 p - 1. The 
graph G, differs from G,_i only in the arc (sy,rt); therefore, this arc cannot appear in 
G, on any ascending path going to any i # r, and we get 
N,-,(r,),<Nt(rt)~Nt-l(r,) + 1 and N,(i)=N,_l(i), for each i#rt. (6) 
Therefore, 
Nt = c N,(i)< c N,_l(i) + 1 =N,_i + 1. 
iEGP iEb 
By iterating (7) we have 
(7) 
In order to get (4) we observe that by iterating (7) we have NT <N, + T - t that, by 
(2), gives 
N,3N~-T+t=~N~(i)-T+t>p(k+l)-((k+2)p-2)+t=t-p+2. 
iEB 
Equality (5) follows by noticing that (6) and (4) imply N,(c) - Nt_,(r,)=N, - 
N,_l =l. C 
Fact 4.2. In GP_- each j E 9’ has outdegree 
d?,(j)= 
1 ifj#r,-1, 
0 if j-r,_,. 
(8) 
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Proof. By the definition of NP_2 and (4) we have NP_2( j) = NP_2 = 0, for each j E P’. 
Moreover by (5) we have NP_,(j)=NP-z(j)=0 if j#+, and N,-,(r,-,)= 
NP_2(~P-,) + 1 = 1. Therefore, by (3) we get that for each j # ~~-1 
out d,_,(j)> max N,_,(z)= 1. 
iE.P,i#j 
Since GP_, has exactly p - 1 arcs, we have (8). 0 
Fact 4.3. For each i E P 
Jhp--2(i) = 1, (9) 
N+-l(i) = 
1 ifi#r21p--l, 
2 zyi=r+,. 
(10) 
Proof. We first show that each node has outdegree at least 1 in GQ_~. By (8) we 
know that d~~_2(i)>d~~,(i)= 1 for each i#r,-,. If we suppose that d!$_2(rp-,)=0 
then we have NzP-z(i) = 0 for each i # r,_,; therefore 
(11) 
for each i # r,_, . Since GQ_Z has exactly 2p - 2 arcs, inequality (11) implies that 
2p - 2 = CitfY d$_2(i) 3 p(p - l), which is impossible for any p 23. Therefore, in 
Gzp_2 each node has outdegree at least 1; in order to have 2p - 2 arcs there must 
exist at least two nodes with outdegree equal to 1. By (3) we get 
NzP_2(i) d min d$:‘_,( j) = 1, 
jE.T,j#i 
for each i E 9. The equality (9) follows by noticing that by (4) we have Ci E ,? NzP_2 
(i)= NQ_~ = p. In order to prove (10) we observe that (5) implies NzP_,(i) = NzP_2 
(i)= 1, for each i#q-, and N2p-,(r2p_,)=N2p_~(r2p_,)+ 1 =2. 0 
Fact 4.4. Gp,~p_~ contains: 
(a) an ascending path from r,_, to each other node i E 9 with i # r,_, ; 
(b) an ascending path from i to rzP_,, for each i E 9 with i # rzP_,. 
(c) two disjoint ascending paths from rP_, to rzP_, , ij” rP_, # r2P_,. 
Proof. By ( 10) we have NzP_ 1 (i) b 1, for each i E 9. This implies that GQ- I contains 
an ascending path from rP-, to each i # r,_, . Since (8) tells us that d,““d,(r,_, ) = 0, 
we can conclude that the above paths lie entirely in GP,zP_ 1. Hence (a) holds. 
We show now (b) and (c). Fix any i#q_,. By (10) we have N2P_,(r2P_,)=2. 
This implies that GzP- 1 contains two disjoint ascending paths from i to rzP- 1. 
If i # rP- 1, we know by (8) that d,oUJ, (i) = 1 and we can conclude that one of the 
ascending paths from i to rzP_, lies entirely in GP,zP-t ; If i = r,_, with rP- 1 # q-, 
we know by (8) that d,oUJ, (i) = 0 and we can conclude that both ascending paths from 
rPP, to r+_, lie entirely in GP,zP_-l. Cl 
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In order to conclude the proof of the Main lemma, let us denote by H the undirected 
graph underlying G,Q~_~, that is, H = (.Y,E(H)) with 
E(H)={{s,,r,}It=p ,..., 2p- 1). 
From Fact 4.4, we get that H is connected and each node in H has at least two incident 
edges. Since H has p nodes and p edges, we get that H is a connected graph with 
each node of degree exactly 2. Therefore, H is an Hamiltoniam circuit on 9. Since 
E(H) C E(GL~(Z)) = { {st, G} 1 t = 1,. . , T} the Main lemma follows. 
5. Gossiping algorithms 
We showed in Section 2.1 that computing the minimum communication cost of 
a fault tolerant gossiping instance is an NP-hard problem. This suggests that if a 
fast algorithm is desired then we must relax the request for optimality and look for 
approximate fault tolerant gossiping algorithms. 
5.1. Biconnected spanning multi-digraphs 
Definition 5.1. A biconnected spanning multi-digraph (BSM) of 9 is a multi-digraph 
B = (P,A(B)) having two, not necessarily distinct, nodes o, r~’ E 9’ such that 
l for each i E B and r~ # i # Q’, there exist a path from 0 to i and a path from i 
to d, 
l if c # 6’ then there exist at least two disjoint paths from o to cr’. 
The nodes rr and cr’ are called, respectively, the source and the sink of B. 
Let Bo be a spanning tree of K!p rooted in a node cr1 and having the arcs oriented 
towards the root and let Bk+l be a spanning tree of KY rooted in a node gk+i and 
having the arcs oriented towards the leaves. Moreover, let Bi, for i = 1,. . . , k, be k 
not necessarily different BSM of K.p such that Bi has source gi and sink CT~+I, that 
is, the sink of Bi is the source of Bi+l. The desired algorithm consists of k + 2 tem- 
porally ordered rounds: in round 0, which uses the arcs of the tree Bo, blocks from 
all nodes in 9 accumulate in at; round r, for Y = 1,. . , k, uses the arcs of the BSM 
B, so that both the source rrr broadcasts all blocks it knows to each other partici- 
pant and all blocks accumulate in the sink (T,+I ; in the last round, which uses the 
arcs of the tree Bk+l, the root ck+] broadcasts all blocks it knows to each other 
participant. In terms of associated multi-digraph G(Bo, BI, . . . , Bk+l ), this contains the 
arcs of each Bi, O<i< k + 1; arcs are assigned temporal labels such that each di- 
rected path is ascending, this implies that label(a) < label(a’), for each a EM, 
a’ E A(Bi+l ). 
Consider any set of k arc-label pairs of G(Bo, BI, . . . , Bk+l ) and denote by G’(Bo, 
BI , . . . , Bk+, ) the multi-digraph obtained from G(Bo, Bk, . . , Bk+l ) by removing these 
arc-label pairs. There exist at least two rounds which are not affected by such a removal, 
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APPROX-BSM(c, P) 
1. Construct a minimumspanning tree T of the cost graph Kp and let il E P be its root. 
2. Let L = (il, iz, . , $1 be the list of nodes visited in a preorder tree walk on T and $,, = il 
3. Let B = (P, A(B)) be the BSM obtained in the following way: 
fort=l,...,p 
connect it and &+I making the minimum cost choice between the arc (it, it+,) and 
the path connecting it and i,+.l in T, directed from it to il+l; 
Fig. 4. 
that is, there exist r and t, with 0 <r < t < k + 1, such that all the arcs of B, and Bt 
are present in G’(&, B1,. . . , Bk+, ). From this it is easy to derive that for each i,j E 9 
the multi~ph G’(B& , . . . , BR+I ) contains at least one ascending path from i to j. 
Therefore, we have the following: 
Lemma 5.1. G(Bo, B1,. . . , Bk+l) is a k-ft gossiping multi-digraph, for each k 30. 
Since we want to minimize the cost, we build Bo and &+t starting from a minimum 
spanning tree of the cost graph I& and we choose each Bi as a BSM of IL& having 
as small cost as possible. Since the problem of determining a minimum BSM is NP- 
complete (a reduction from the Hamiltonian circuit can be easily proved following 
[ 17]), we concentrate on approximation algorithms. 
We give now an algorithm to construct an approximate BSM (Fig. 4) of the cost 
graph Kp, for a given set of pa~icipants 9 and cost function c(i,j)=c(j,i), i #j. 
Note that, in APPROX-BSM(c,Y), if the triangle inequality holds for the cost func- 
tion we can always choose the arc (&,&+I) and get A(B)= {(&,&+I): 1 <t<p - 1) U 
It is easy to see that APPROX-BSM(c,8) returns a BSM whose cost is at most 
twice the cost of a minims spanning tree; this can be proved along the same lines 
of Theorem 37.2 of [12]. 
5.2. Approximate gossiping algorithm 
We assume, as in other papers (see [48]), that each pa~icip~t knows the iden- 
tity of all the other participants and the associated set of communication costs. The 
BSM-GOSSIPING(c,9,k) given in Fig. 5 is executed by each participant; the span- 
ning tree T and the BSM B are identical at all the participants, this will be the case 
if the construction procedures are identical at all participants. LABEL(B~, 31,. . . , Bk+, ) 
represents an (easy to derive) algorithm that labels the arcs of G(Bo,B,, . . . , Bk+t) 
so that label{& j) is the exact time at which i sends its packet to j, considering a 
fail-safe message taking at most time t(i, j) to go from i to j and that each partic- 
ipant knows the upper bound Zi on the time at which i learns its own block, for 
each iEP. 
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BSM-GOSSIPING(c, P, tE) \at participant i 
1. Construct a minimum spanning tree T of the cost graph f<p. 
2. Construct an approximate BSM 5 of the cost graph Kp and call d its source and b’ its sink 
3. 5s is obtained by rooting T in the source (r of Bi and directing its edges boward ct and 
Each B<, 1 < i 5 k is obtained from 5 by taking source 0 (resp. u’) and sink c’ (u) if i is odd (even) 
and directing its arcs from the source to the sink. 
Hk+l is obtained by rooting 2’ in the sink of Bk and directing its edges away from the root. 
I. Apply the labelling LABEL(&, El,. , &+I). 
5. Fort=Otok+ldo 
as all the packets from incoming calls (arcs) in & (in &_I if source of &) are arrived 
or the maximum waiting time (i.e., the label of the outgoing arcs in &) is elapsed 
send along the outgoing arcs in 5t a packet containing all the blocks already known. 
Fig. 5 
Let COS~(BSM,~~) and co~t(SZ”~i~) represent, respectively, the cost of the BSM given 
by the approximation algorithm used and of the minimum spanning tree of the cost 
graph K!Y. 
Theorem 5.1. T&Y cost required by the BSM goss~~ng a~gorit~lrn is 2. cost(ST~~“) + 
k . cost(~S~~~~). 
Corollary 5.1. The cost of any instance of the BSM gossiping algorithm sati.$es 
cost(l) =I 2 * cost(ST~i,) + k * COS~(~~~~~~) < 2 COS~(I~,~,), (12) 
where f, min represents an instance of minimuFn possible cost. 
Proof. If we fix any participant i E 9, the gossiping process must create at least k -I- 1 
disjoint paths from i to each other participant. It was shown in Theorem 3.1 that the 
minimum cost necessary to create such disjoint paths is (k + 1). cos~(~~~i”). Hence, the 
minimum cost of an instance is co.sr(&,i, ) > (k + I ) ’ cost(~~~i*). On the other hand by 
using the algorithm APPROX-BSM(c, 9’) we have COS~(BSM,~~) < 2 . cost(ST~i,) and 
(12) holds. EI 
Remark 5.1. We remark that by repeating k+ 1 times an optima1 non-t? gossiping algo- 
rithm [48], one obtains a k-f% gossiping algorithm of cost exactly 2 (k+ l)‘cost(~T~,~}. 
However, in practice the algorithm based on BSMs can have a much better cost and 
in many cases the BSM may have “almost” the same cost as STmi,. In particular, in 
case of uniform cost function with c(i,j) = c, the BSMs given by APPROX-BSM(c,P) 
are cycles and the total number of arcs used is (k + 2)~ - 2; notice that by Lemma 
4.2, this is the minims possible. Therefore, the cost of BSM-GOSSIPING(c,~~, k) 
is the minimum possible cost ((k + 2)~ - 2)c, while repeating k + 1 times a non-ft 
gossiping algorithm would give an algorithm of cost 2(k + 1) . cost(ST~i”) = 2(k + 
l)( p - 1)~. Even though we did not find a forma1 evidence, we are convinced that 
BSMs play a basic role in the fault tolerant gossiping problem and that the algorithm 
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BSM-GOSSIPING(c, 9,k) would be optimal whenever the BSMs are. Indeed, we are 
tempted to put forward the following. 
Conjecture The cost of a k-ft gossiping instance is lower bounded by 2 cost(STmi,) + 
kcost(BSM,,,i,), where cost(BSM,in) represents the minimum cost of a BSM of the 
cost graph Kjp. 
5.4. Communication complexity of fault-tolerant gossiping 
The communication time of an instance I on a set 9 of participants is defined 
as the minimum time required to perform the calls in the order specified by 
labelling of the associated multi-digraph G(I) with respect to the set r = {ri: i E Y}, 
where z, is the time needed for i to have its block ready, and the set of travel times 
t = {t(i,j): i, j E 9, i # j}. As in [48] we assume that t satisfies the triangle inequality. 
The following lower bound comes from [48] 
(13) 
We consider now the communication time of an instance I of the algorithm BSM- 
GOSSIPING(c, 9, k). 
Theorem 5.2. Let g be a set of participants. Denote by I tmin a k-ft gossiping instance 
which has minimum communication time and by I the instance executed by BSM- 
GOSSIPING(c, .Y’, k). Then time(I)/time(I, min) < k( p - 1) + 2p - 1. 
Proof. Define the time of a path a as the sum of the times t(i, j) over all arcs (i, j) 
of cx. Notice that there are at most p - 1 arcs on a path both in the tree Bo and 
the tree Bk+l. Moreover, we can always choose the sources and the sinks of a given 
BSM so that there are at most p - 1 arcs on a path from the source to the sink in 
B,, I=1 , . . . , k. So the time of a path from a vertex i to any other vertex is at most 
time(Z) < zi + (k + 2)(p - l)max(,,) t(q, r), where the maximum is taken over all arcs 
(q,r) in Bo,&, . . ..Bk+l. From this and (13) 
time(Z) 
time(4 min > 
d (k+2)(~- l)t(q,r) + zi <(k + 2)(p _ 1) + 1 
max,,j69{5 + t(U)) ’ 
3 
and the latter inequality is true since max,,i c ~{r, + t(s, j)} B max{zi, t(q, r)}. 0 
The communication complexity of an instance I is comm(1) = cost(I). time(I). Note 
that minimizing the communication complexity is NP-complete even in the absence of 
faults [48]. 
Theorem 5.3. Denote by Zmin a k-ft gossiping instance which has minimum commun- 
cation complexity and by I the instance executed by BSM-GOSSIPING(c,Y, k). 
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Then 
comm(Z)/comm(z,j,) d 2(k( p - 1) + 2p - 1). 
Proof. By Theorem 5.2 and ( 12) we have 
comm(f ) 
comm(ZlIC,) 
time(Z).cost(Z) <(k(p_ l)+2p_ 1) cost(I) 
= time(Z,i,) COSt(Z~i”) ’ COst(L min > 
<2(k(p- 1)+2p- 1). cl 
6. Atomic commitment 
In this section we specifically consider the problem of atomic commitment. In this 
case each participant has to communicate to all the others its local vote about the com- 
pletion of a transaction (yes or no), and each individual must compute the conjunction 
of all decisions, commit holds if all votes are yes, otherwise each participant must 
end the process with an abort decision. Therefore, whenever a node has received an 
abort vote it already knows the result of the conjunction be abort and does not need 
to collect further votes. A no voter can then abort the process by disseminating an 
abort message. The process is a gossiping one when all votes are yes. This implies 
that jnding the minimum communication cost of a k-ft atomic commitment algorithm 
is NP-hard. 
A k-fi commit algorithm COMMIT(c,Y, k) can be obtained (Fig. 6) by the con- 
junction of the gossiping algorithm BSM-GOSSIPING(c,Y,k) and of the MULTI- 
BROADCASTING(c, 9, k) broadcasting algorithm discussed in the previous Sections 
3 and 4. Indeed, the definition of the commitment problem implies that a no voter can 
COMMIT(c, P, k) \at participant i 
1. Construct a minimum spanning tree ?’ of the cost graph li?. 
2. Construct, starting from 7’, an approximate minimum BSM B and call (T and o’ its sowce and sink. 
3. B0 is obtained by rooting T in the source (r of B1 and directing Its edges toward (r and 
Each Bi, 1 5 i 5 k is obtained from B by taking source r (rep. 0’) and sink u’ (e) if i is odd (even) 
and directing its arcs from the source to the sink. 
&+I is obtained by rooting T in the sink of Ek and directing its edges away from the root,. 
4. Apply the labelling LABEL(&, 81,. , &+I). 
5. If “no voter” then send the abort message k + 1 times to each neighbor in 3’. 
6. If “yes voter” then 
Let t = 0 and abort = no \abort = no iff no abort message is arrived 
while (1 < k + 1 and abort = no) do 
as the packets from all incoming arcs in Bt (B,_1 if source of B,) are arrived or the maximum waitmg 
time (label of the outgoing arcs in &) is elapsed send along the outgoing arcs in Et a yea message. 
Setl=t+l. 
if abort = yes then \broadcast abort 
Let j be the neighbor from which the first copy of the abort message is received 
each time a copy of the abort message is received from j forward this copy (separat,ely) 
to each other neighbor in ‘T but those from which an abort message is arrived. 
Fig. 6 
210 L. Gargano, A.A. Rescignol Theoretical Computer Science 209 (1998) 195-211 
immediately start to perform a k-ft broadcasting algorithm to diffuse its abort message. 
On the other hand a yes voter behaves as a participant in the BSM-GOSSIPING(c, 9, k) 
k-ft gossiping algorithm till the end of the algorithm or till it is reached by an abort 
message; in such a case the participant will continue by executing its role in the 
k-ft broadcasting algorithm MULTI-BROADCASTING(c, 9, k) with the no voters as 
multiple sources. 
Results analogous to those of Theorems 5.1, 5.2, and 5.3 can be easily derived for 
the COMMIT(c, 8, k). 
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