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Shock waveA strain ﬁeld calculation method based on the optimal local deformation gradient technique has been
developed to calculate the ‘local’ strain tensor of cellular materials using cell-based ﬁnite element mod-
els. The local nature and accuracy of this method may be strongly dependent on the cut-off radius, which
is introduced to collect the effective nodes for determining the optimal local deformation gradient of a
node. Two different schemes are ﬁrst analyzed to determine the suitable cut-off radius by characterizing
the heterogeneous deformation of Voronoi honeycombs under uniaxial compression and we suggest that
in Scheme 1, the cut-off radius deﬁned based on the reference conﬁguration is about 1.5 times the aver-
age cell radius; in Scheme 2, the cut-off radius deﬁned based on the current conﬁguration is about 0.5
times the average cell radius. Then, Scheme 3, a combined scheme of the two former schemes, is further
suggested. It is demonstrated that the optimal cut-off radius in Scheme 3 characterizes the local strain
reasonable well whether the compression rate is low or high. Finally, the strain ﬁeld calculation method
with the optimal cut-off radius is applied to reveal the evolution of the heterogeneous deformation of two
different conﬁgurations of double-layer cellular cladding under a linear decaying blast load. The 2D ﬁelds
and the 1D distributions of local engineering strain are calculated. These results interpret the shock wave
propagation mechanisms in both claddings and provide useful understanding in the design of a double-
layer cellular cladding.
 2013 Elsevier Ltd. All rights reserved.1. Introduction
Man-made cellular materials, such as metallic foams and hon-
eycombs, have been widely used in lightweight structural and
multifunctional applications (Gibson and Ashby, 1997). There exist
at least two length scales in the characterization of a cellular mate-
rial due to its cellular nature: the mesoscopic scale (cell level) and
the macroscopic scale (specimen level). At the mesoscopic scale,
the individual response of a cell strongly depends on its morphol-
ogy and location in the material. For example, three possible defor-
mation mechanisms at the cell level were revealed in Bastawros
et al. (2000). Distortions and rotations arising at multiple cells
develop the localized deformation bands of approximately one-cell
width, which have been observed in cellular materials under both
quasi-static compression (Bastawros et al., 2000; Bastawros and
Evans, 2000; Jang and Kyriakides, 2009; Tan et al., 2002) and
dynamic compression (Lee et al., 2006; Radford et al., 2005; Tan
et al., 2012; Zou et al., 2009). At the macroscopic scale, the
response of the cellular material is an average of the responses of
cells at the mesoscopic scale. A continuum concept, nominalengineering stress–strain relationship, is commonly used to char-
acterize the macroscopic response of cellular materials without
considering the cellular nature. However, deformation localization
is a typical feature of the response of cellular materials, especially
in dynamic cases, and obviously it cannot be represented by nom-
inal stress–strain relationship (Liu et al., 2009). Due to the cellular
nature, the concept of ‘local’ strain should be introduced to charac-
terize the deformation of cells at the mesoscopic scale. Here, the
terminology of ‘local’ refers to a small region but not to a mathe-
matical point. Zheng et al. (2012) suggested that the local strain
in cellular materials should be deﬁned as statistical average mea-
sured over the range of at least one cell size. Following this guide,
we aim to evaluate the local nature and accuracy of a local strain in
a cellular material in this study.
Digital image correlation (DIC) technique based on camera sys-
tem and image processing system has been used in a considerable
number of experimental studies on cellular materials to capture
the heterogeneous deformation at the mesoscopic scale. For exam-
ple, this techniquewas employed by Bastawros et al. (2000) tomon-
itor the evolution of plastic deformation in a closed-cell aluminum
foam under quasi-static compression: at the onset of nonlinear re-
sponse, localized deformation bands initiate and have width of
approximately one-cell diameter; on further straining to plateau
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characteristic spacing of 3–4 cell diameters. Local deformation in ul-
tra-light open-cell foams (Wang and Cuitio, 2002) and honeycombs
(Khan et al., 2012) under quasi-static compressionwas also revealed
by using the DIC technique. Besides the applications in quasi-static
loading case, the DIC technique was used by Elnasri et al. (2007) to
perform a quantitative measurement of the strain ﬁelds during the
crushing of metallic cellular structures under impact loading, by
means of which shock front propagation was observed and shock
front speed was measured through a simpliﬁed analysis.
Some numerical methods for characterizing the local strain in
cellular materials have been proposed in the literature. For regular
honeycombs, Zou et al. (2009) presented a deﬁnition of local engi-
neering strain based on relative displacement between two neigh-
boring cross-sections. From the strain distribution, shock front
propagating through the honeycomb was captured. Nevertheless,
the strain behind the shock front suffers high ﬂuctuations and thus
is difﬁcult for quantitative analysis. Besides, this deﬁnition of local
strain masks the gross behavior over the transverse direction, rec-
ognizing the limitation of being more suitable for a high impact
velocity. For irregular cellular materials, a local strain map algo-
rithm, similar to the DIC technique, was developed by Mangipudi
and Onck (2011) for characterizing the strain ﬁelds at the meso-
scopic scale. In their work, Voronoi honeycomb cells were triangu-
lated into triangles, in which local strain was assumed to be
constant and calculated with displacements of cell nodes by using
standard ﬁnite element method. The local strain was deﬁned by
Cauchy strain formula, which is only appropriate for small-strain
states (Mangipudi and Onck, 2011). Recently, Liao et al. (2013a)
developed a strain ﬁeld calculation method based on the optimal
local deformation gradient technique for cellular materials. In this
approach, Voronoi honeycomb cells in the numerical simulation
were discretized into a series of nodes and discrete local deforma-
tion gradients at representative nodes, in a least squares sense,
were calculated by the relative motions of the representative nodes
and their neighboring nodes. Then, a local strain tensor related to
the optimal local deformation gradient can be calculated through
the continuummechanics theory and it allows considering general
ﬁnite-strain states of both regular and irregular cellular materials.
The cut-off radius, which is used to determine the neighboring
nodes of a representative node for calculating the optimal local
deformation gradient, is a key parameter in the strain ﬁeld calcula-
tion method presented in our previous work (Liao et al., 2013a).
The local nature and accuracy of a local strain may be strongly
dependent on the cut-off radius for a cellular material. Thus, we
aim to extend our previous work (Liao et al., 2013a) by investigat-
ing the effect of the cut-off radius on the local strain and to ﬁnd an
optimal choice of the cut-off radius. A brief introduction of the for-
mulation of the local strain tensor with different schemes for the
deﬁnition of the cut-off radius is presented in Section 2. The effect
of the cut-off radius on the local nature and accuracy of the local
strain is analyzed and an optimal choice of the cut-off radius is
suggested in Section 3. As an application of the strain ﬁeld calcula-
tion method, heterogeneous deformations of Voronoi honeycomb
cores in two different conﬁgurations of double-layer cellular clad-
ding under blast load are characterized in Section 4, followed by
conclusions in Section 5.
2. Formulation of local strain
2.1. Local strain tensor
According to the continuum mechanics theory, large deforma-
tion can be represented by the Lagrangian or Green strain tensor,
E, given byE ¼ 1
2
FT  F I
 
; ð1Þ
where F is the deformation gradient, I the identity matrix and
superscript T denotes the transpose of a matrix. Once a local defor-
mation gradient is determined, a local strain tensor is obtained.
However, due to the cellular nature, the deformation gradient can-
not be directly constructed in a cellular material. Therefore, a dis-
crete local deformation gradient determined by the method of
least squares deﬁned in Li and Shimizu (2005), Gullett et al.
(2008) and Zimmerman et al. (2009) was introduced in our previous
work (Liao et al., 2013a) to develop a strain ﬁeld calculation method
for characterizing the local deformation of a cellular material. To
perform the strain ﬁeld calculation, the locations of nodes are mon-
itored and output from the cell-based ﬁnite element model. For
example, a Voronoi honeycomb is discretized into a series of corner
nodes (vertices of Voronoi honeycomb cells) and other nodes on the
cell walls, as illustrated in Fig. 1. The deformation of the Voronoi
honeycomb is reﬂected by the relative motions of all nodes. The
interior strain of the Voronoi honeycomb is then assumed to be dis-
cretely represented by the local strains at all nodes. For the purpose
of saving computational cost, we sample the local strains at corner
nodes rather than at all nodes to discretely represent the interior
strain of a Voronoi honeycomb in the present work. The reasonable-
ness of this simpliﬁcation will be evaluated later.
Two nodal conﬁgurations, namely the reference (undeformed)
conﬁguration X0 and the current (deformed) conﬁguration X1,
are needed to calculated the local deformation gradient. For node
i and its neighboring node j, their relative position vectors are
Uij = Xj  Xi and uij = xj  xi in conﬁgurations X0 and X1, respec-
tively, where X and x are the position vectors of a node in X0
andX1, respectively, as illustrated in Fig. 1. They are all considered
to be column vectors. It is assumed that there exists an optimal lo-
cal deformation gradient Fi deﬁned at node i, which best maps
node i and all of its neighboring nodes from X0 to X1 by uij 
Fi  Uij. In other words, the optimal local deformation gradient Fi
minimizes the least squares mapping error of node i deﬁned as
(Li and Shimizu, 2005)
ui ¼
XN
j¼1
ðFi  Uij  uijÞT  ðFi  Uij  uijÞ; ð2Þ
where N is the number of neighboring nodes of node i. To ensure the
local nature of the local strain, a cut-off radius Rc is introduced to
determine the neighboring nodes of node i and will be discussed
later. Based on the method of least squares, the optimal local defor-
mation gradient Fi is determined by
@ui
@Fi
¼ 2
XN
j¼1
ðFi  Uij  uijÞ  UTij ¼ 0: ð3Þ
The solution of Eq. (3) is given by Li and Shimizu (2005)
Fi ¼Wi  V1i ; ð4Þ
where matrix Vi and Wi are
Vi ¼
XN
j¼1
Uij  UTij; Wi ¼
XN
j¼1
uij  UTij: ð5Þ2.2. Possible choices of the cut-off radius
The choice of neighboring nodes plays an important role in the
calculation of the discrete local deformation gradient at a node.
Intuitively, neighboring nodes within a certain proximity can
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Fig. 1. Motion in the neighborhood of node i. The cut-off radii Rc deﬁned based on the reference conﬁgurationX0 and the current conﬁgurationX1 are schematically shown in
(a) and (b), respectively.
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tle contribution to ensure the local nature of strain states. In this
study, a cut-off radius, Rc, was introduced to specify a domain of
a node, only the neighboring nodes located within which were as-
sumed to contribute to the formulation of the discrete local defor-
mation gradient. A correct choice of cut-off radius will make the
local strains calculated have the local nature at the mesoscopic
scale.
We ﬁrst consider two different schemes for the deﬁnition of the
cut-off radius: Scheme 1 based on the X0 and Scheme 2 based on
the X1, as illustrated in Fig. 1. After discussion, an optimal choice
of the cut-off radius, denoted as Scheme 3, will be suggested. In
Scheme 1, the neighboring nodes of any node are determined in
the X0 with a cut-off radius and so they remain unchanged during
deformation. In Scheme 2, the neighboring nodes of any node are
determined in the X1 with a cut-off radius and so they may be
changed during deformation. Obviously, for small deformation,
the neighboring nodes of any node determined by the two schemes
with a certain cut-off radius are the same. The effect of the cut-off
radius on the local nature and accuracy of local strain will investi-
gated in Section 3.
2.3. Local engineering strain and strain ﬁeld
Suppose that the deformation is considered in a rectangular
Cartesian coordinate system (X1,X2,X3), the diagonal terms of
Lagrangian strain tensor E at a given material point, Eaa
(a = 1,2,3), which are known as the normal strains, have a relation-
ship with the stretch of a curve element in the direction of Xa at the
given point (Reddy, 2008):
Eaa ¼ 12 k
2
a  1
 
; ð6Þ
where ka is deﬁned as the ratio of deformed length of the curve
element to its original length. Thus, the normal components ofthe local engineering strains, representing the ratio of the change
in the length of a curve element to its original length, at a given
material point are given by
eaa ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ 2Eaa
p
 1: ð7Þ
In this study, we will only consider e11, which is the local engi-
neering strain in the loading direction of cellular specimens used
later. To treat the cellular specimens as continuum, a numerical
scheme performing scattered data interpolation based on an
underlying Delaunay triangulation is then used to achieve contin-
uous strain ﬁeld from the data of discrete strains.3. Effect of the cut-off radius on the local strain
The cut-off radius, Rc, determines the size of the local domain
over which the local strain at a node is calculated. On one hand,
the cut-off radius should be large enough to make the local stain
at a node be characterized by enough neighboring nodes. On the
other hand, it should be small enough to satisfy the local nature
of strain. In this section, we ﬁrst conduct a parametric study of
the effect of the cut-off radius deﬁned in the two schemes on the
local strain. Then, an optimal choice of the cut-off radius is sug-
gested and the accuracy of the measurement is discussed.
Voronoi honeycombs constructed by 2D random Voronoi tech-
nique (Zheng et al., 2005) with cell irregularity of 0.6 and relative
density of 0.1 were taken as examples to demonstrate the local
strain calculation in cellular materials, as illustrated in Fig. 2. The
Voronoi honeycomb specimen was supported by a ﬁxed rigid plate
at one end and crushed by a rigid plate with a constant velocity V at
the other end. The length along the loading direction (X1 axis) and
the width in the transverse direction (X2 axis) of the specimen con-
structed with 1400 nuclei are L = 242.49 mm and W = 240 mm,
respectively. The average cell size of the specimen, which is
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age area of Voronoi honeycomb cells, is d = 2r = 7.28 mm, where r
is the average cell radius. The cell-wall material was assumed to
be elastic, perfectly plastic with Young’s modulus 66 GPa, Poisson’s
ratio 0.3, yield stress 175 MPa and density qs = 2700 kg/m3.
Numerical simulations were performed by using ﬁnite element
code ABAQUS/Explicit. The cell walls of specimens were modeled
with S4R (4-node doubly curved, reduced integration) shell ele-
ments as used in Zheng et al. (2005, 2013), of which the size was
set to be about 0.6 mm in plane and 1 mm out of plane through
a mesh sensitivity analysis. General contact with slight friction
was deﬁned to consider all possible contacts, as done in Zheng
et al. (2005). All the nodes were constrained in the out-of-plane
direction to simulate an in-plane strain state. Thus, the strain ﬁeld
considered later is two-dimensional (2D).
Local compressive engineering strain in the loading direction,
e11 (taken as positive in compression hereafter), is calculated and
employed to investigate the effect of the cut-off radius. To quanti-
tatively demonstrate the suitability of the strain ﬁeld calculation
method to capture the heterogeneous deformation in cellular
materials, the accuracy of the calculated local strain should be ver-
iﬁed. The direct veriﬁcation of a local strain is infeasible due to the
lack of a reference quantity. Here, we carry out the veriﬁcation
through comparing the following two strains. One is the nominal
strain, eN, which is deﬁned as
eN ¼ DL=L; ð8Þ
where DL is the total crushing of the specimen and L is its original
length. The other is the average strain, eavg, determined from the
strain ﬁeld, as deﬁned below. The 1D distribution of local engineer-
ing strain in the loading direction, e1(X1), can be obtained by aver-
aging e11 in the 2D strain ﬁeld along the transverse direction (X2
axis) as
e1ðX1Þ ¼ 1W
Z W
0
e11ðX1;X2ÞdX2: ð9Þ
The average strain in the loading direction, eavg, is an average of
e1(X1) along the loading direction and can be determined by
eavg ¼ 1L
Z L
0
e1ðX1ÞdX1: ð10ÞV = 1 m/s V
N 0.2ε =
N 0.5ε =
V
1X
2X
Fig. 2. Deformation patterns of a Voronoi honeycomb specimen compressedBy taking eN as a reference quantity, the accuracy of the calcu-
lated local strain can be estimated by the relative error between
eavg and eN, given by
d ¼ jðeavg  eNÞ=eNj: ð11Þ
The deformation of Voronoi honeycombs under uniaxial con-
stant-velocity compression are complex; however, it can be classi-
ﬁed into three modes according to the impact velocity, i.e. the
Homogeneous Mode, the Transitional Mode and the Shock Mode
(Liu et al., 2009). Some deformation patterns at the impact veloci-
ties of 1, 40 and 100 m/s are shown in Fig. 2. To ensure that the lo-
cal strains are correctly calculated at different loading rates, the
effect of the cut-off radius on the local strain in all the three defor-
mation modes is considered.3.1. Scheme 1: Cut-off radius deﬁned based on the reference
conﬁguration
Consider the cut-off radius is deﬁned based on the X0, as illus-
trated in Fig. 1a. The relationships between the average strain eavg
and the cut-off radius Rc normalized with respect to the average
cell radius r, i.e. Rc/r, at nominal strain eN of 0.2 and 0.5 for different
impact velocities are shown in Fig. 3. Similar features of the curves
are found for any nominal strain and for any impact velocity. The
impact-velocity independence of the relationship between eavg
and Rc/r indicates that the variation of eavg with Rc/r is independent
of the deformation modes. The average strain eavg generally in-
creases with increasing Rc/r and asymptotes to eN for all impact
velocities. When the cut-off radius is small, say Rc/r < 1, eavg is
much lower than eN, which indicates that the strain calculated over
a range of one cell size produces a large underestimation. This is
caused by the small number of neighboring nodes within the
cut-off radius, inside which the local deformation gradient is esti-
mated. As Rc/r increases, eavg has a signiﬁcant increase until Rc/r
reaches near 1.5, then it slowly gets close to eN. It is noted that eavg
is always lower than eN for a ﬁnite Rc/r. To get small error between
eavg and eN, the domain speciﬁed by the cut-off radius for deter-
mining neighboring nodes should be large enough. However, a
too large domain, over which the local strain is calculated, will
introduce severe averaging effect and thus the local strain will lose = 40 m/s V = 100 m/s 
at different impact velocities with the nominal strain eN of 0.2 and 0.5.
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Fig. 3. Variations of the average strain eavg and the relative error d with the
normalized cut-off radius Rc/r in Scheme 1 at (a) eN = 0.2 and (b) eN = 0.5 for
different impact velocities.
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Fig. 4. Variations of the average strain eavg and the relative error d with the
normalized cut-off radius Rc/r in Scheme 2 at (a) eN = 0.2 and (b) eN = 0.5 for
different impact velocities.
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in calculating the local strain. From Fig. 3, in which the cut-off ra-
dius is deﬁned based on the X0, the normalized cut-off radius Rc/r
is suggested to be 1.5, with which the relative error d between eavg
and eN is limited to about 10%.3.2. Scheme 2: Cut-off radius deﬁned based on the current
conﬁguration
Consider the cut-off radius is deﬁned based on the X1, as illus-
trated in Fig. 1b. The relationships between the average strain eavg
and the normalized cut-off radius, Rc/r, at nominal strain eN of 0.2
and 0.5 for different impact velocities are shown in Fig. 4. Gener-
ally, eavg increases as Rc/r increases until it reaches a maximum
and then decreases and asymptotes to eN as Rc/r continues to in-
crease. Similar to the case in Scheme 1, eavg with a small Rc/r (say
Rc/r < 0.4) is much lower than eN due to few neighboring nodes
and eavg with a too large Rc/r suffers severe averaging effect. How-
ever, it is noteworthy that eavg with a small Rc/r is lower than eN
while that with a large Rc/r is higher than eN, which is irrespective
of the impact velocity and eN. It means that there exists a critical
cut-off radius with which eavg can be very close to eN. From
Fig. 4, at eN = 0.2, the critical normalized cut-off radius can be cho-
sen to be Rc/r = 0.6, with which eavg agrees with eN to within 2.5%for all impact velocities considered; at eN = 0.5, the critical normal-
ized cut-off radius is Rc/r = 0.4, with which eavg agrees with eN to
within 1%. Nevertheless, a consistent and reliable critical cut-off ra-
dius should not be dependent upon the nominal strain. Conse-
quently, when the cut-off radius is deﬁned based on the X1, it is
suggested that the critical normalized cut-off radius can be approx-
imately chosen as Rc/r = 0.5, with which eavg agrees with eN at a rel-
ative error within 10%. Note that this critical normalized cut-off
radius is not very large, which ensures the local nature of the local
strain.3.3. Local strain at individual nodes
The deformation of cellular materials is heterogeneous due to
the inherent cellular nature, as the deformation of Voronoi honey-
comb specimen shown in Fig. 2. This heterogeneous nature of
deformation requires that the local strain should satisfy its local
nature when it is applied to characterize the deformation. To gain
a further understanding about the local nature of the local strain, a
parametric study of the effect of the cut-off radius on the local
strain calculation at individual nodes is conducted. As the deforma-
tion pattern at nominal strain eN = 0.2 at impact velocity V = 1 m/s
shown in Fig. 2, there are three kinds of representative nodes–
nodes located in a large strain region (in a crushing band), nodes
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Fig. 6. Variations of the local engineering strain e11 at nodes A, B and C with the
normalized cut-off radii Rc/r deﬁned in Schemes 1 and 2, when the nominal strain is
0.2 and the impact velocity is 1 m/s.
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and nodes located near a large strain region (neighboring to a
crushing band). Thus, nodes A, B and C are selected as representa-
tive nodes for parametric studies, see Fig. 5 for their locations. The
variations of the local engineering strain e11 at nodes A, B and C
with the normalized cut-off radii deﬁned in Schemes 1 and 2 are
shown in Fig. 6.
At node A (located in a crushing band, see Fig. 5b), the local
engineering strain e11 generally ﬁrst increases with the increase
of Rc/r deﬁned in Scheme 1 until Rc/r reaches near 1.5 and then de-
creases as Rc/r continues to increase, as shown in Fig. 6. Similar
behavior is observed in the relationship between e11 and Rc/r in
Scheme 2. However, it is noted that the local strain e11 at node A
reaches a high value even with a small Rc/r in Scheme 2. For exam-
ple, e11 with Rc/r = 0.5 in Scheme 2 reaches the level of e11 with
Rc/r = 1.5 in Scheme 1. The nodes in the neighborhood of node A in-
volved in the local strain calculation with different schemes and Rc/
r ratios provide visual explanation for the variations of the local
strain, as illustrated in Fig. 7. In Scheme 2, the local strain at node
A is primarily characterized by nodes located in the large strain re-
gion even with the smallest considered Rc/r as indicated in Fig. 7b1,
therefore it reaches a high value. As Rc/r increases, additional
nodes, including nodes located in the large strain region and those
located in the relatively smaller strain region, make contributions.
Note that the number of the former is greater than that of the latter
as seen in Figs. 7b1–b3, and therefore the local strain continues to
increase as the cut-off radius increases. In Scheme 1, however,
some nodes located in the relatively smaller strain region are in-
volved in the calculation, while those located in the large strain re-
gion are not when Rc/r is not large enough, see Figs. 7a1–a3.
Consequently, the cut-off radius deﬁned in Scheme 2 is able to col-
lect effective nodes located in a region of comparable strain to cal-
culate the local strain. It indicates that the local strain calculated
with Scheme 2 satisﬁes the local nature better than that calculated
with Scheme 1. In Scheme 1, as Rc/r increases from 1.5 to 2.8, it is
evident that many additional neighboring nodes, which are located
in a small strain region, are added in the calculation of the local
strain at node A, see Figs. 7a3–a4. As a result, the local strain de-
creases. It is clearly demonstrated that the local strain calculated
with a too large cut-off radius cannot accurately characterize the
local deformation since it loses its local nature. Similar behavior
is also observed in Scheme 2, as shown in Figs. 7b3–b4.
At node B (located far away from the crushing bands, see
Fig. 5b), the local strain e11 ﬁrst increases with the increase of
Rc/r, and then decreases and ﬁnally increases slowly in both
schemes, as shown in Fig. 6. When the cut-off radius Rc is small,
the local strains calculated with the two schemes are consistent.(a)
A 
B 
C 
Fig. 5. Locations of nodes A, B and C in (a) the reference conﬁguration and (b) the currenThis is because the deformation around node B is small so the
effective nodes collected for calculating the optimal local deforma-
tion gradient by the two schemes are almost the same, as illus-
trated in Figs. 8a1–a2 and b1–b2. As Rc continues to increase, the
regions of larger deformation are included and so the local strains
calculated with the two schemes are different, as illustrated in
Figs. 8a3–a4 and b3–b4. As shown in Fig. 8b1, the local domain
determined by Rc/r = 0.5 deﬁned in Scheme 2, over which the effec-
tive nodes are collected, is much smaller than that suggested by
Zheng et al. (2012), which is of at least one cell size. The local strain
measured over this small domain may not accurately characterize
the local heterogeneous deformation. As a result, the small cut-off
radius deﬁned in Scheme 2, Rc/r = 0.5, which is suggested in Sec-
tion 3.2, may not be suitable for small deformation states. In con-
trast, the cut-off radius deﬁned in Scheme 1, suggested as Rc/r = 1.5
in Section 3.1, is more applicable for the local strain calculation in
this situation.
At node C (located near a crushing band, see Fig. 5b), two stages
in the local strain e11 vs. normalized cut-off radius Rc/r curves, i.e.
increasing stage and decreasing stage, are also observed in both
schemes, as shown in Fig. 6. However, e11 calculated with Scheme 2
suffers a rapid change once Rc/r exceeds a certain value (say 0.4),
while e11 calculated with Scheme 1 increases much slowly in the
increasing stage. As illustrated in Fig. 9b, the local strain at node(b)
crushing band 
C 
A 
B 
t conﬁguration corresponding to nominal strain of 0.2 and impact velocity of 1 m/s.
Scheme 1 
(a1) Rc/r = 0.4 
A 
(a2) Rc/r = 0.5 (a3) Rc/r = 1.5 (a4) Rc/r = 2.0 
Scheme 2 
(b1) Rc/r = 0.4 
A 
(b2) Rc/r = 0.5 (b3) Rc/r = 1.4 (b4) Rc/r = 2.0 
Fig. 7. Nodes in the neighborhood of node A involved in the local strain calculation for different Rc/r in Scheme 1 (a) and in Scheme 2 (b). These nodes are marked with solid
circles. Lines show the reference conﬁguration that translated from the location of node A in the reference conﬁguration to the location of node A in the current conﬁguration.
Scheme 1 
(a1) Rc/r = 0.5 (a2) Rc/r = 1.2 (a3) Rc/r = 1.5 (a4) Rc/r = 2.4 
B 
Scheme 2 
(b1) Rc/r = 0.5 
B 
(b2) Rc/r = 1.2 (b3) Rc/r = 1.5 (b4) Rc/r = 2.4 
Fig. 8. Nodes in the neighborhood of node B involved in the local strain calculation for different Rc/r in Scheme 1 (a) and in Scheme 2 (b). These nodes are marked with solid
circles. Lines show the reference conﬁguration that translated from the location of node B in the reference conﬁguration to the location of node B in the current conﬁguration.
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small strain region with Rc/r 6 0.4, see Fig. 9b1; while signiﬁcant
contributions are made by nodes located in the large strain region
as Rc/r increases to 0.5, as seen in Fig. 9b2, which results in a steep
rising in the local strain. In Scheme 1, the effective nodes collected
for calculating the optimal local deformation gradient at node C are
determined in the X0. Therefore, as the cut-off radius Rc increases
the nodes that are near to node C are collected ﬁrstly, as shown in
Figs. 9a1–a4, while the nodes located in the large strain region,
which are located far from node C in the X0, are collected only
when Rc is large enough. Thus, the local strain at node C calculated
with Scheme 1 increases much slowly with the increase of Rc/r,
compared with that calculated with Scheme 2.In Scheme 2, the cut-off radius Rc has a great effect on the accu-
racy of local strain at a node neighboring to a large strain region
(e.g. node C), which is primarily characterized by nodes located
in the large strain region once Rc/r exceeds a certain value and
therefore the local strain is overestimated. This is probably the rea-
son why eavg with a relatively large Rc/r is higher than the nominal
strain eN observed in Fig. 4. In view of this point, it is expected that
a more uniform local deformation results in a smaller degree of
overestimation of eavg. The deformation patterns given in Fig. 2
show that the deformation, at the same nominal strain, tends to
localize closer to the impact end at a higher impact velocity, which
leads to a more uniform local deformation in both the large defor-
mation region and the small deformation region. This deformation
(b1) Rc/r = 0.4 (b2) Rc/r = 0.5 (b3) Rc/r = 1.5 (b4) Rc/r = 2.0 
(a1) Rc/r = 0.4 (a2) Rc/r = 0.5 (a3) Rc/r = 1.5 (a4) Rc/r = 2.0 
C 
Scheme 1 
C 
Scheme 2 
Fig. 9. Nodes in the neighborhood of node C involved in the local strain calculation for different Rc/r in Scheme 1 (a) and in Scheme 2 (b). These nodes are marked with solid
circles. Lines show the reference conﬁguration that translated from the location of node C in the reference conﬁguration to the location of node C in the current conﬁguration.
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velocities. The maximum of eavg decreases as the impact velocity
increases and eavg changes little over a wide range of Rc/r when
the impact velocity increases to a high value (e.g. 100 m/s), as seen
in Fig. 4, which supports the aforementioned viewpoint that the
more uniform the local deformation, the smaller will be the over-
estimation of eavg.0.1 0.2 0.3 0.4 0.5 0.6 0.7
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Fig. 10. Relative error d between the average strain eavg calculated with Scheme 3
and the nominal strain eN for different impact velocities, plotted against eN.3.4. Scheme 3: An optimal choice of the cut-off radius
The local deformation of a cellular material at the mesoscopic
scale is irregular and non-uniform due to the inherent cellular nat-
ure. This deformation feature brings difﬁculty in determining the
local strains. The two schemes mentioned above have shown that
a small cut-off radius leads to a lack of accuracy of the local strains
and a large cut-off radius makes the local strains lose the local nat-
ure. Thus, the local strain at a node should be characterized by en-
ough neighboring nodes with a suitable cut-off radius. In scheme 2,
the accuracy of the average strain during deformation compared to
the nominal strain is found to be slightly sensitive to the cut-off ra-
dius. For practical purpose, we expect that the cut-off radius for
each scheme is a constant no matter with the nominal strain and
the impact velocity. There exists a critical cut-off radius for each
scheme with which the average strain is in reasonable agreement
with the nominal strain.
With the understandings of the effect of cut-off radius deﬁned
in the two schemes on the local strains, we suggest that in
Scheme 1, the normalized cut-off radius Rc/r is about 1.5, while
in Scheme 2, Rc/r = 0.5 seems to be a reasonable choice to satisfy
the local nature, although suffered a limitation in small deforma-
tion states. Consequently, it is expected that a combination of the
two schemes may include enough neighboring nodes and satisfy
the local nature of the local strain. Thus, we suggest a combination
scheme, denoted as Scheme 3, that the neighboring nodes, which
characterize the local strain at any node, consist of the two parts
determined by Scheme 1 with Rc/r = 1.5 in theX0 and by Scheme 2
with Rc/r = 0.5 in the X1 but removing duplicates. In other words, a
set made up by the neighboring nodes in Scheme 3 is the union ofthe two sets of nodes from Schemes 1 and 2. The relative error d
between the average strain eavg calculated with Scheme 3 and eN
is shown in Fig. 10. It is clearly demonstrated that most of the aver-
age strains agree with the corresponding nominal strains to within
5% for the range of impact velocities considered. Therefore,
Scheme 3 indeed characterizes the local strain reasonable well,
and can be employed to conduct studies in cellular materials.
The distributions of local engineering strain e1 calculated with
three schemes in the loading direction for an impact velocity of
100 m/s are shown in Fig. 11. They clearly characterize the defor-
mation of the Voronoi honeycomb specimen in the Shock Mode,
as illustrated in Fig. 2. It is evident that there exists a steep drop
(‘‘discontinuity’’) in the strain distribution, which separates the
compacted region of large strain and the uncompacted region of
small strain. The slope of the strain ‘‘discontinuity’’ calculated with
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Fig. 12. Relative error d between the average strain eavg calculated from local
strains at all nodes by using Scheme 3 and the nominal strain eN for different impact
velocities, plotted against eN.
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between the average strain eavg calculated with Scheme 1 and
the nominal strain eN is 12.1%, while that between eavg calculated
with Scheme 2 and eN is only 1.7%. Note that the primary difference
between the distributions of strain calculated with Schemes 1 and
2 lies in the strain calculation in the compacted region, as shown in
Fig. 11. These results mean that Scheme 2 with Rc/r = 0.5 is more
suitable for the local strain calculation in a large strain region,
ensuring both accuracy and local nature, while Scheme 1 with
Rc/r = 1.5 is more suitable for a small strain region, ensuring a lar-
ger number of neighboring nodes, which is reﬂected in the strain
calculation in the uncompacted region. Scheme 3 takes full advan-
tage of Scheme 2 in a large strain region and Scheme 1 in a small
strain region, as shown in Fig. 11, and therefore it characterizes
the local strain better than Schemes 1 and 2, obtaining a smallest
relative error of 0.8% between eavg and eN. It is also worth noting
that eavg calculated with Scheme 1 is lower than eN and eavg calcu-
lated with Schemes 2 and 3 are slightly higher than eN.
As stated previously, local strains at corner nodes rather than at
all nodes are taken as samples to discretely represent the interior
strain of a Voronoi honeycomb to save the computational cost.
To examine the inﬂuence of this simpliﬁcation, the relative error
d between the average strain eavg calculated from local strains at
all nodes with Scheme 3 and the nominal strain eN is given in
Fig. 12. It is observed from Fig. 12 that most of the average strains
calculated from local strains at all nodes agree with the corre-
sponding nominal strains to within 5% for different impact veloci-
ties; similarly in Fig. 10 with local strains deﬁned at corner nodes.
Therefore, it is reasonable to adopt the local strains at corner nodes
as representatives of the interior strains.4. Application
Cellular materials have been widely used as protective struc-
tures since they absorb energy and attenuate impact/blast loads
at an approximately constant stress level. In the application, a cel-
lular material is usually employed as a core and sandwiched by
two cover plates to construct a sacriﬁcial cladding. Due to the lim-
itations of single-layer foam cladding in ﬁnite foam layer thickness,
plateau stress and densiﬁcation strain, a double-layer foam clad-
ding has been suggested by Ma and Ye (2007) and its energy
absorption capacity under blast load has been analytically0 50 100 150 200 250
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Fig. 11. Distributions of local engineering strain e1 calculated with Schemes 1, 2
and 3 in the loading direction (X1 axis) with the nominal strain eN = 0.5 at an impact
velocity V = 100 m/s.investigated based on an idealized foam model – a rate indepen-
dent, rigid–perfectly plastic–locking idealization (Reid and Peng,
1997). It was found that the propagation of the shock wave in
the double-layer foam cladding has a direct effect on the energy
absorption capacity (Ma and Ye, 2007). To provide a further under-
standing of the dynamic response of a double-layer foam cladding,
the heterogeneous deformations of a double-layer cellular cladding
under blast load are characterized in this section by using the
strain ﬁeld calculation method for local strain characterization
with the optimal choice of the cut-off radius presented in
Section 3.4.
Voronoi honeycombs are used to model the cellular cores in a
double-layer cellular cladding, which is supported by a ﬁxed sur-
face at one end and subjected to a blast load in the X1 direction
at the other end, as illustrated in Fig. 13a. The proximal layer and
the distal layer, each of which has a cellular core and a cover plate,
are assumed to be bonded perfectly. A Voronoi honeycomb is con-
structed in an area of 263.27  132 mm2 with 836 nuclei. It is em-
ployed to produce two honeycomb blocks with different relative
densities by changing the cell-wall thickness, i.e. Block 1 has a rel-
ative density of q1 = 0.10 and Block 2 has q2 = 0.15. The cell-wall
material of the two blocks and mesh density used in the numerical
simulations are the same as that used in Section 3. The quasi-static
nominal stress–strain curves of the two honeycomb blocks are
shown in Fig. 13b, indicating that both of them exhibit strain hard-
ening. The yield stress (marked with an empty circle in Fig. 13b)
and plateau stress deﬁned in Tan et al. (2005) of Block 1 are
ry1 = 0.72 MPa and rp1 = 0.93 MPa, and those of Block 2 are
ry2 = 1.68 MPa and rp2 = 2.09 MPa, respectively. Both the cover
plates have a mass of m = 0.1 g and are modeled as rigid bodies.
The blast load is simpliﬁed as a triangular pressure pulse as done
in Hanssen et al. (2002), Ma and Ye (2007) and Main and Gazonas
(2008). In this paper, the initial peak pressure of the triangular
pulse is taken to be 15 MPa, which is 16 and 7 times the plateau
stress of Blocks 1 and 2, respectively. The duration of the blast load
is 1 ms. Two different conﬁgurations of double-layer cellular clad-
ding, denoted as C1-2 and C2-1, are investigated. C1-2 has Block 1
in the proximal layer and Block 2 in the distal layer while C2-1 has
Block 2 in the proximal layer and Block 1 in the distal layer.
The time histories of stress on the support surface for C1-2 and
C2-1 are shown in Fig. 14. For both conﬁgurations, the impact en-
ergy is completely absorbed by the two Voronoi honeycomb cores.
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level on the support surface, which leads to potential applications
of the double-layer cellular cladding in protective structures. From
a design perspective, C2-1 tends to be more suitable for protective
structures compared with C1-2 because the pressure transferred to
the support surface (protected structure) in C2-1 remains at a low
level for most of the time. Ma and Ye (2007) reported that the blast
resistant capacity of double-layer cellular cladding like C2-1 was
smaller than that like C1-2 because the proximal layer in the for-
mer was not fully utilized. It is notable that the thicknesses of
the proximal layer and distal layer in cladding like C2-1 in Ma
and Ye (2007) are equal. In fact, the blast resistant capacity of clad-
ding like C2-1 can be improved through an optimal design of the
thicknesses of the proximal layer and distal layer. This optimal de-
sign issue may be solved in the future.
The mass, the plateau stress and the densiﬁcation strain of the
Voronoi honeycomb cores indeed have inﬂuence on the blast resis-
tant capacity of double-layer cellular claddings, as reported in Ma
and Ye (2007). However, the fundamental mechanism associated
with the blast resistant capacity should be explained by analyzing
the propagation of the shock wave. Therefore, the capture of the
shock front propagating through the double-layer cellular clad-
dings may provide further understanding.
The deformation patterns and corresponding local engineering
strain ﬁelds of C1-2 and C2-1 are shown in Figs. 15 and 16, respec-
tively. Under the blast load, deformation localization is clearly
demonstrated in the local engineering strain ﬁelds of both the clad-
dings. The plastic strain in the localization region reaches to a
much higher level than that in the rest of the cladding. C1-2 de-
forms progressively from the proximal layer to the distal layer like
a propagation of a shock front, across which there is a steep drop instrain as clearly observed in the local engineering strain ﬁelds in
Fig. 15. Due to the much different densiﬁcation behavior of Blocks
1 and 2, there is also an obvious steep drop in strain between the
proximal layer and the distal layer. For C2-1, the localization of
large plastic strain also occurs ﬁrst in the proximal layer, though
the plateau stress of Block 1 in the distal layer is lower than the
counterpart of Block 2 in the proximal layer. At the early stage,
the localization region propagates through the proximal layer in
a ‘shock’ like manner while little deformation is observed in the
1.35 mst =
2.1 mst =
3.0 mst =
0.45 mst =
high density low density 
Fig. 15. Deformation patterns (left) together with their corresponding local engineering strain ﬁelds of e11 (right) of C1-2 at different times.
1.8 mst =
2.85 mst =
6.0 mst =
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Fig. 16. Deformation patterns (left) together with their corresponding local engineering strain ﬁelds of e11 (right) of C2-1 at different times.
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reaches the distal layer, large plastic strain in the shear crushing
bands occurs in the distal layer, see the pattern and the local engi-
neering strain ﬁeld at t = 1.8 ms in Fig. 16. It is worth noting that
the localization of large plastic strain in the distal layer of C2-1 ini-
tially is not in the manner of a shock-type, but interestingly, it
eventually develops to be like a shock front, see the local engineer-
ing strain ﬁeld at t = 2.85 ms in Fig. 16. Thereafter, little deforma-
tion is observed in the proximal layer and the distal layer tends
to be completely compacted earlier than the proximal layer, see
the local engineering strain ﬁeld at t = 6.0 ms in Fig. 16.The distributions of local engineering strain e1 of C1-2 and C2-1,
plotted against the Lagrangian location X1, are shown in Figs. 17
and 18, respectively. A nearly step change in the compression
strain is observed for both the claddings. For C1-2, the position
of the step change propagates through the cladding from the prox-
imal layer to the distal layer, which clearly demonstrates the prop-
agation of the shock front. The strain distribution in the proximal
layer stays unchanged once the shock front has reached the distal
layer, see Fig. 17 for tP 1.95 ms. Before the plastic shock front
reaches the distal layer, the stress on the support surface reaches
approximately twice as large as the yield stress of Block 1 due to
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0.0
0.2
0.4
0.6
0.8
1.0
1.2
C1-2
Block 2
ε 1
X1 (mm)
t  (ms) =   0.45  0.9  1.35  1.5
 1.95  2.1  3.0    3.9
Block 1
Fig. 17. Distributions of local engineering strain e1 of C1-2 at different times,
plotted against the Lagrangian location X1.
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t = 0.9 ms. Once the proximal layer is fully compacted and the plas-
tic shock front propagates through the distal layer, the stress on
the support surface is approximately as large as the yield stress
of Block 2, as shown in Fig. 14 at t = 1.95 ms. For C2-1, shock front
only exists in the proximal layer and there is little deformation in
the distal layer at the early stage (see Fig. 18 for t 6 0.9 ms), like
the case in C1-2. However, as the time increases, plastic strain
develops in the distal layer near the cover plate and its magnitude
increases as the shock front propagates through the proximal layer,
as seen in Fig. 18 for 0.9 6 t 6 1.8 ms. The shock front in the prox-
imal layer eventually vanishes before it reaches the end of the
proximal layer while localization in the distal layer develops to
be like a shock front. When the shock front propagates through
the distal layer, the strain distribution in the proximal layer stays
unchanged, as seen in Fig. 18 for 1.8 6 t 6 4.8 ms. Before the distal
layer is fully compacted, the stress on the support surface is
approximately as large as the yield stress of Block 1, as shown in
Fig. 14 for 0.9 6 t 6 4.8 ms. Once the distal layer becomes fully
compacted, the stress is enhanced as seen in Fig. 14 at t = 6.0 ms.5. Conclusions
The optimal local deformation gradient technique is introduced
to develop a strain ﬁeld calculation method for determining the
‘local’ strain in a cellular material. Two different schemes for the
deﬁnition of the cut-off radius involved in this strain ﬁeld calcula-
tion method are ﬁrst presented: Scheme 1 based on the reference
conﬁguration and Scheme 2 based on the current conﬁguration.
The effects of the cut-off radius with respect to different conﬁgura-
tions on the local nature and accuracy of the local strain in the
loading direction are investigated by characterizing the heteroge-
neous deformation of Voronoi honeycombs under uniaxial
compression with different impact velocities. In Scheme 1, the
average strain obtained from the strain ﬁeld approaches to the
nominal strain with the increase of the cut-off radius, but when
the normalized cut-off radius Rc/r is much larger than 1.5 the local
nature of the ‘local’ strain is lost. In Scheme 2, the average strain
ﬁrst increases and then decreases as approaching to the nominal
strain with the increase of cut-off radius, and when the normalized
cut-off radius Rc/r is about 0.5, the average strain is approximate to
the nominal strain. To ensure the local nature of the ‘local’ strain at
the mesoscopic scale and the accuracy of the average strain, the
normalized cut-off radius Rc/r in Scheme 1 is suggested to be 1.5
and that in Scheme 2 to be 0.5. And then, an optimal choice of
the cut-off radius by combining Schemes 1 and 2, denoted as
Scheme 3, is strongly suggested to make the local strain reasonable
and effective whether the compression rate is low or high. It
should be noted that the critical cut-off radius is probably prob-
lem-dependent. The suggestions in the present paper are mainly
for the type of problem about uniaxial compression/impact of 2D
cellular materials. The choice of other type of problems can be ob-
tained through similar analysis. A self-adaptive choice of cut-off ra-
dius may be worthy of future study.
The strain ﬁeld calculation method with the optimal choice of
the cut-off radius in Scheme 3 is applied to characterize the defor-
mation of two different conﬁgurations of double-layer cellular
cladding under a linear decaying blast load. Two Voronoi honey-
comb blocks of different plateau stress levels with respect to differ-
ent relative densities are used as cores in the double-layer cellular
claddings. The 2D ﬁelds and the 1D distributions of local engineer-
ing strain are calculated for the two conﬁgurations of cladding.
These results interpret the shock wave propagation mechanisms
in the two conﬁgurations of cladding. A single shock front propa-
gates in C1-2, which is due to inertia. Double shock fronts propa-
gate in C2-1: one is also due to inertia and the other is mainly
caused by the strength difference between the two cellular cores.
These mechanistic insights provide further understanding in the
design of a double-layer cellular cladding, e.g. the optimal design
of the thicknesses of cellular cores (Liao et al., 2013b).Acknowledgements
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