Introduction
In his original paper, Gabor suggested the representation of a time signal in a combined time-frequency domain. Actually he proposed to represent the signal as a superposition of shifted and modulated versions of a so-called elementary signal. Moreover, as an elementary signal he chose a Gaussian signal, because such a signal has a good localization, both in the time domain and in the frequency domain.
In this chapter we will consider some applications of Gabor's ideas in the field of optics. In optics, signals not only depend on the time variable t, but also on the space vector r = (x, y, z). In fact, the space dependence is often much more important than the time dependence. To see how Gabor's ideas can be translated to the spatial domain, we shall confine ourselves in this chapter to strictly time-harmonic optical signals with temporal frequency ω. Such an optical signal can be described, for instance, by {ϕ(x, y, z) exp(− jωt)}, where denotes the real part and where the complex amplitude ϕ(x, y, z) contains the relevant spatial information of the signal.
Very often the optical signal propagates through some optical medium from a certain input plane z = z i , say, to an output plane z = z o . In that case it suffices to know -in an arbitrary plane z = constant -the complex amplitude ϕ(x, y) that depends on the transverse coordinates x and y only; we will see in Section 2 that the z-dependence of the complete signal ϕ(x, y, z) follows from the properties of the medium in which the optical signal is propagating. In Section 2 we will also show how we can interpret the two-dimensional Fourier transformφ(u, v) of a function ϕ(x, y) in physical terms. Throughout this entire chapter we will denote the Fourier transform of a function by the same symbol as the function itself, but marked by a hat on top of the symbol.
In Section 3 we will consider Gabor's signal expansion and its inverse -the Gabor transform, with the help of which Gabor's expansion coefficients can be determined -for optical signals. For convenience we will consider optical signals that depend on one transverse coordinate x only, and that do not depend on y. In that case we can restrict ourselves to the one-dimensional function ϕ(x) and its Fourier transformφ(u). The extension to the more general, two-dimensional case is rather straightforward. We will pay special attention to the case of a Gaussian elementary signal, which is intimately related to the optically important Gaussian beam. Moreover, we will use Section 3 to do some preparatory, theoretical work on critical sampling, on integer oversampling and the product form of the Gabor transform in terms of the Zak transform, and on the windowed Fourier transform, expressed as an interpolation of the Gabor transform; the results of this work will then be used in Sections 4 and 5.
The propagation of an optical signal, described in terms of its Gabor coefficients, will be treated in Section 4. In this section we will restrict ourselves to the case of critical sampling of the space-frequency domain, and we will study in more detail the concept of degrees of freedom of a signal.
Finally, in Section 5 a coherent-optical setup will be considered, with which Gabor's expansion coefficients can be generated.
Some optics fundamentals
In this section we will show how the exponential exp[ j(k x x + k y y)] that plays a central role in the Fourier transform and in Gabor's expansion of an optical signal, can be given a physical interpretation. We will derive such an interpretation considering only one of the simplest systems in which an optical signal can propagate, viz. vacuum.
Since an optical signal is in essence an electromagnetic phenomenon, described by an electric field vector E and a magnetic field vector H, its propagation is governed by Maxwell's equations. In vacuum -and in our special case of a harmonic time dependence -these equations take the form (see, for instance, [Goo96] )
(1.1)
Here µ and are the permeability and permittivity, respectively, of the medium in which the optical signal is propagating, × and · represent a vector cross product and a vector dot product, respectively, while ∇ represents the gradient operator, which in Cartesian coordinates takes the form ∇ = (∂/∂x, ∂/∂y, ∂/∂z).
From Maxwell's equations (1.1) and using the vector identity
we can easily derive the equation
for the electric field vector E, and a similar one for the magnetic field vector H; in Eq. (1.2) we have introduced the Laplacian operator ∇ 2 = ∇·∇, and the wave number k = ω/c, with c = 1/ √ µ the velocity of propagation in vacuum. An equation of the form (1.2) is known as a Helmholtz equation (see, for instance, [Goo96] ).
We note that an equation of the form (1.2) is obeyed by both E and H; hence an identical scalar equation is obeyed by all components of those vectors. Therefore it is possible to summarize the behaviour of all components of E and H through a single scalar Helmholtz equation
where ϕ(x, y, z) represents any of the components of the electric or the magnetic field vector. A basic solution of the Helmholtz equation (1.3) is formed by the signal
where a wave vector k = (k x , k y , k z ) has been introduced, which should satisfy the condition
(1.5)
In the important case that the wave vector k has real components, the signal (1.4) represents a (uniform) plane wave: on a plane k·r = constant -which plane is perpendicular to the wave vector k -the signal has a constant phase. And, of course, the direction of the plane wave is determined by the wave vector. It would be outside the scope of this chapter to consider non-uniform plane waves, for which the wave vector is complex. We remark that it is sufficient to specify a plane wave in a plane z = 0, say, in which case the optical signal (1.4) reduces to
(1.6)
The complete signal (1.4) follows from including again the additional term k z z in the exponential, while knowing that k z is related to k x and k y by the relation k
(1.5). Without going into more detail, we note that such a behaviour is not restricted to plane waves and not restricted to propagation in vacuum, but holds for any optical signal: if the signal ϕ(x, y, 0) is specified in a plane z = 0, the complete signal ϕ(x, y, z) follows from the propagation properties of the medium. It is crucial, however, that we are allowed to represent the optical signal by means of a scalar function instead of a vectorial one. And although this might not always be the case, such a scalar treatment is appropriate in a large number of cases (see, for instance, [Goo96] ).
The exponential exp[ j(k x x + k y y)] that arises in Eq. (1.6) resembles the exponential exp[ j2π f t] that is normally used in the case of time signals. Analogously to the way in which a time signal can be represented in terms of its frequency spectrum via an inverse Fourier transformation, a (two-dimensional) space signal can be represented by an integral of the form 
Gabor's signal expansion in optics
The previous section has lead us to some similarities between time signals, which formed the subject in Gabor's original paper, and space signals, which form the relevant functions in optics. It is now clear that the analogy of time is space, and the analogy of temporal frequency is spatial frequency. And where temporal frequency corresponds to the pitch of a tone, spatial frequency corresponds to the direction of a plane wave.
In the remainder of this chapter we will, for convenience, confine ourselves to space signals that -while propagating in the z-direction -depend on the transverse coordinate x only, and do not depend on y, implying that the y-component k y of the wave vector k is identically zero. In that case we can restrict ourselves to the one-dimensional function ϕ(x) and its spatial Fourier transform
(1.8)
The extension to the more general, two-dimensional case is rather straightforward.
Gabor's signal expansion and the Gabor transform
Instead of describing a signal in a space domain [by means of ϕ(x)] or in a spatialfrequency domain [by means ofφ(u)], Gabor's signal expansion represents the signal in a combined space-frequency domain. With g(x) the elementary signal or synthesis window, and with a space shift X and a spatial-frequency shift U that satisfy the conditions U X ≤ 1, the expansion reads
Throughout this chapter we will consistently use the variable m (and later on M and n) in connection with a space shift (mX, for instance), and the variable k (and later on K and l) in connection with a spatial-frequency shift (kU, for instance). Suppose that the elementary signal g(x) is a function that is concentrated in the space domain around the position x = 0 and that its Fourier transformĝ(u) is concentrated in the spatial-frequency domain around the spatial frequency, or direction, u = 0. If we let this function propagate in vacuum, it will behave more or less like an optical ray, remaining concentrated around the z-axis. Likewise, the shifted and modulated versions g(x − mX) exp( j2πkUx) of the elementary signal behave like optical rays passing through the positions x = mX and having directions u = kU. Gabor's signal expansion can thus be considered as representing an optical signal as a superposition of rays; moreover, the Gabor coefficient a mk represents the complex amplitude of the ray passing through the position mX with direction kU.
With γ(x) an analysis window that corresponds to the synthesis window g(x), the minimal norm Gabor coefficients a mk can be determined by means of the Gabor transform
The Gabor transform can, of course, be considered as an inner product of the signal ϕ(x) and a shifted and modulated version of the analysis window. Note, however, that the Gabor transform can also be considered as a sampled version of the win-
Gaussian elementary signal and Gaussian beams
Gabor's original choice of the elementary signal was a Gaussian
(1.12)
The big advantage of a Gaussian elementary signal is that it has a good localization, both in the space and in the spatial-frequency domain. In optics, a Gaussian choice is very attractive, because the interpretation of such a Gaussian elementary signal as an optical ray is very appealing. And, indeed, much knowledge has been gained in optics (see, for instance, [Sie86] ) about the propagation of so-called Gaussian beams, i.e., signals of the form
where the imaginary part of the beam parameter q(z) is related to the width of the beam in the transversal x-direction and the real part of q(z) is related to the convergence or divergence of the beam in the longitudinal z-direction. For a large class of optical systems, a Gaussian beam retains its Gaussian character (1.13), and the propagation is completely determined by the z-dependent beam parameter q(z).
It is obvious that a Gaussian beam reduces -in the plane z = 0, say -to the form of the Gaussian elementary signal (1.12), if the beam parameter q(0) is strictly imaginary with an imaginary part that is positive. Hence, Gabor's signal expansion can thus be considered as representing an optical signal as a superposition of (cross-sections of) Gaussian beams. Since for a large class of optical systems it is not too difficult to determine the propagation of Gaussian beams, it is now straightforward to determine the propagation of an arbitrary optical signal: we let all the Gaussian beams that build up the optical signal in the input plane, propagate through the optical medium, and superpose the beams in the output plane with their proper Gabor coefficients. And although this superposition in the output plane is no longer in the form of a Gabor expansion, it remains possible to determine the optical signal in the output plane.
With these ideas in mind, several authors have expressed the optical signal inside an aperture in terms of a Gabor expansion [ERS86] , [EHF87] , [Wol89] and have studied the propagation of light in homogeneous and weakly inhomogeneous media [MMTZ86] , [ER88] , [MF89] , [FKLG91] , [SHF91c] , [SHF91b] , [KFLG92] , in layered media [MF90] , and in the focal region of a parabolic reflector [DA94] . Whereas most of these papers deal with time-harmonic signals, the case of pulsed signals (where the time-pulse has again a Gaussian shape) has been considered, as well [ER87] [SHF91a] [SH91] . Note that if both the time and the space behaviour of a (temporal-spatial) elementary signal are Gaussian, Gabor's signal expansion leads to an expansion in a set of Gaussian wave packets, concentrated at certain time moments and certain positions, modulated by certain temporal frequencies and travelling into certain spatial directions. A description of an aperture field in terms of exponential elementary beams instead of Gaussian beams has been reported, as well [Ein88] .
Critical sampling and oversampling
In the case of critical sampling, i.e., U X = 1, there exists a unique relationship between the synthesis window g(x) that arises in Gabor's signal expansion (1.9) and the analysis window γ(x) that arises in the Gabor transform (1.10). Hence, given a certain analysis window γ(x), the corresponding synthesis window g(x) can uniquely be determined (see, for instance, [Bas80], [Bas81], [Bas93] ).
In the case of oversampling, i.e., U X < 1, such a unique relationship does not exist, and -given an analysis window -the synthesis window is not unique anymore; very often we choose g(x) such that it has minimum L 2 norm. In that case, the synthesis window g(x) resembles best (in a minimum L 2 norm sense, again) the analysis window γ(x) [QC94] . In the case of infinite oversampling, i.e., (U, X ) ↓ (0, 0), Gabor's signal expansion (1.9) resembles the relationship
(1.14)
which is, in fact, one possible inversion formula for the windowed Fourier transform (1.11); note that in this case the synthesis window is indeed proportional to the analysis window, see Chapter ?? in this book. Several ways are described in the literature to determine the synthesis window in the case of oversampling (see, for instance, [Dau90] , [BG96] , [ZZ93] ).
In the case of critical sampling, U X = 1, Gabor's signal expansion is related to the degrees of freedom of a signal: each expansion coefficient a mk represents one complex degree of freedom. If a spatial signal ϕ(x) is, roughly, limited to the space interval |x| < 1 2 a, and its spatial Fourier transformφ(u) to the frequency interval |u| < 1 2 b, the number of degrees of freedom equals the number of Gabor coefficients in the space-frequency rectangle with area ab, which number is about equal to the space-bandwidth product ab. In Section 4 we will restrict ourselves to this case of critical sampling and study the degrees of freedom in more detail.
Integer oversampling -Gabor transform as a product of Zak transforms
It is well known that a correlation and a convolution can be brought into product form by means of the Fourier transform. We now try to bring the Gabor transform (1.10) in a product form, as well. We therefore introduce the Fourier transform a(ξ, η) of the two-dimensional array a mk through the definition
We substitute from the Gabor transform (1.10) and rearrange factorŝ
we will assume that here -and at other places in this chapter -such a rearranging of factors is allowed. We replace the sum of exponentials by a sum of Dirac functions and rearrange factors againâ
We evaluate the integral and rearrange factors again
In the case of integer oversampling, i.e., 1/U = pX with p a positive integer, the latter expression can be written aŝ
In the right-hand side of the latter relationship, we recognize the expression 
(1.18) hence, in considering a Zak transform we can restrict ourselves to the fundamental
The Zak transform Z ϕ (x, u; ) can also be expressed in terms of the Fourier transformφ(u) of ϕ(x) and then takes the form
From the latter relation we conclude that for a signal that is band-limited to the frequency interval − 1 2
, the Zak transform takes the form (in this fundamental frequency interval)
(1.20)
In Fig. 1 as p vertical stripes with width 1/ p and height 1, which stripes are identical to each other apart from the factor exp( j2πmη) [cf. the quasi-periodicity property (1.18) of the Zak transform] .
Note that the product form (1.17) of the Gabor transform (1.10) enables us to determine this transform in a different way:
• we first determine the Zak transform Z ϕ (ξpX, ηpU; pX ) and the Zak transform Z γ (ξpX, ηpU; X ) of the signal ϕ(x) and the window function γ(x),
respectively, by means of definition (1.16);
• we then find the Fourier transformâ(ξ, η) by means of the product rule (1.17);
• we finally determine the Gabor transform a mk via an inverse Fourier transformation.
This way of determining the Gabor transform resembles the way of calculating correlations and convolutions via the Fourier domain. Since the Zak transform is essentially a Fourier transformation, fast algorithms can be used when we are dealing with discrete-time signals, and the algorithm described above then resembles the fast convolution, well-known in digital signal processing [BG96] . The product form also suggests a coherent-optical generation of the Gabor transform, since the basic mathematical operations -Fourier transformation and multiplication -are perfectly suited to be performed by optical means. We will show in Section 5 how the Gabor transform can be generated on a rectangular lattice in the output plane of the optical system. Since the Gabor transform is a sampled version of the windowed Fourier transform, it will also be interesting to know whether the optical signal in this output plane represents the windowed Fourier transform at positions that are not on the rectangular lattice. To treat this problem, we will spend some words on the windowed Fourier transform in the next subsection.
Windowed Fourier transform -interpolation of the Gabor transform
Since the signal can be represented by its Gabor expansion, we can easily derive an interpolation procedure for the windowed Fourier transform. We start with the windowed Fourier transform (1.11) and substitute from Gabor's signal expansion (1.9)
We rearrange factors and substitute We rearrange factors again and recognize the windowed Fourier transform of the synthesis window g(x)
The latter relationship can be considered as an interpolation formula for the windowed Fourier transform in terms of the Gabor coefficients a mk , where the interpolation kernel is in fact the windowed Fourier transform W g (x, u) of the synthesis window g(x). Since the synthesis window is not unique in the case of oversampling, the same remark applies to the interpolation kernel.
We might look for the interpolationkernel W g (x, u) for which the L 2 norm takes its minimum value. From Moyal's formula [Moy49]
we conclude that the minimum L 2 norm of W g (x, u) is reached when the synthesis window g(x) has minimum L 2 norm itself.
In the special case U X = 1 (Gabor's case of critical sampling) it has been shown [Jan82] that the interpolation kernel that arises in the case of the Gaussian window [cf. Eq. (1.12)] can be expressed in the form
where, for convenience, we have introduced the short-hand notation The interpolation function has been depicted in Fig. 2a . We remark that in this case of critical sampling, the interpolation kernel has the property W g (mX, kU) = δ m δ k , where δ m represents the Kronecker delta; this property is in accordance with the fact that the two window functions should be biorthogonal
In the limiting case (U, X) ↓ (0, 0) (infinite oversampling) the optimum synthesis window g opt (x) -i.e., the one with minimum L 2 norm -becomes proportional to the analysis window γ(x), and it is not difficult to show that the interpolation kernel that arises in the case of the Gaussian window [cf. Eq. (1.12)] then takes the form
(1.25)
The interpolation function has been depicted in Fig. 2b . In Section 5 we will study the interpolation of the Gabor transform in more detail.
Degrees of freedom of an optical signal
In his original paper [Gab46] Gabor not only chose "Gaussian elementary signals which occupy the smallest possible area in the information diagram," but he also constructed this information (or space-frequency) diagram such that "each elementary signal can be considered as conveying exactly one datum, or one quantum of information." In this case of critical sampling, Gabor's signal expansion is thus intimately related to the degrees of freedom of a signal.
In this section we consider an optical system that truncates both the space and the spatial-frequency content of the input signal. Whereas the input signal of such an optical system may have an infinite number of degrees of freedom, the number of complex degrees of freedom of the output signal is limited to the spacebandwidth product of the system. This can be proved elegantly by expanding the signal in prolate spheroidal wave functions, which are eigenfunctions of this system [Sle76] , but we will present a different, more physically oriented proof, by showing that the number of non-vanishing Gabor coefficients of the output signal is equal to the space-bandwidth product of the system [Bas82a] .
Representation of a linear optical system
A linear optical system that transforms an input signal ϕ i into an output signal ϕ o , can be described in several ways, depending on whether we describe the input and the output signal in the space or in the frequency domain. We thus have four equivalent input-output relationships, (u, u i ) is the frequency domain response of the system at frequency u due to the inputφ(u) = δ(u − u i ), which is the Fourier transform of the harmonic input signal ϕ(x) = exp( j2πu i x). In Fourier optics such a harmonic signal is a representation of the space dependence of a uniform, obliquely incident, time-harmonic plane wave; in this context we might call h uu (u o , u i ) the wave spread function of the system. Relations (1.27) and (1.28) are hybrid system representations, since the input and the output signal are described in different domains. We remark that there is a similarity between the four system functions h xx , h ux , h xu , and h uu and the four Hamilton characteristics [BW75] that can be used to describe geometric-optical systems. Indeed, for a geometric-optical system the point characteristic is nothing but the phase of the point spread function; similar relations hold between the angle characteristic and the wave spread function, and between the mixed characteristics and the hybrid system representations.
Unlike the four system representations (1.26-1.29), there is only one system representation when we describe the input and the output signal by their Gabor expansions. Let us therefore choose a synthesis window g i (x) [with a corresponding analysis window γ i (x)] to represent the input signal, and a (possibly different) synthesis window g o (x) [with a corresponding analysis window γ o (x)] to represent the output signal. The space shift X and the frequency shift U = 1/ X are chosen identical in the input and the output plane. Since, as an example, we will consider the hybrid system representation (1.27) later on, we describe the input signal ϕ i (x) and the Fourier transform of the output signalφ o (u) of a linear system by their where the expansion coefficients follow from the Gabor transforms (1.10)
Note that it is only under the condition of critical sampling U X = 1, that the expressions for the Gabor expansion and the Gabor transform take the forms (1.31) and (1.33), respectively.
Propagation of Gabor's expansion coefficients
It is not difficult to derive how Gabor's expansion coefficients propagate through a linear system; as an example we will choose the hybrid system representation (1.27). When we combine the input-output relation (1.27) with the Gabor expansion (1.30) and the Gabor transform (1.33), we can easily derive a relationship between the output and the input expansion coefficients a where the coefficients c mk,nl are completely determined by the system and by the input and output window functions through the relationship
Of course, similar relations can be found for the other system functions.
As an example we consider the basic coherent-optical system depicted in Fig.  3 , consisting of a so-called 4 f -arrangement with rectangular apertures of width a and b in the input plane and the Fourier plane, respectively (see, for instance, [Goo96] ).
The input plane is located in the front focal plane of a positive lens with focal distance f , while the output plane is located in the back focal plane of a second positive lens. The back focal plane of the first lens and the front focal plane of the second lens coincide, and form the Fourier plane, in which the Fourier transform of the input signal occurs and in which a transparency (in our case: a simple rectangular aperture) may be located. The output signal can thus be considered as a filtered version (in our case: a low-pass filtered version) of the input signal. system can most easily be described by a system function h ux (u, x), which in this case takes the form and the coefficients e mk,nl are defined by
(1.39)
Space-bandwidth product -degrees of freedom
A system whose Gabor coefficients c mk,nl would have the form (1.38) is ideal in the sense that the Gabor coefficients of the output signal vanish outside the spacefrequency rectangle with area ab. Hence, whereas the input signal of such an ideal system may have an infinite number of degrees of freedom, the number of degrees of freedom of the output signal, i.e., the number of non-vanishing Gabor coefficients, is equal to the space-bandwidth product ab. However, our system under consideration is not ideal: to find its Gabor coefficients c mk,nl , the ideal array d mk,nl must be smeared out by convolving it with the array e mk,nl . The latter array is, in fact, the array of Gabor coefficients of the elementary system described by the system function (1.27), with the special choice a = X and b = U, i.e., M = K = 0. Depending on the choice of the window functions in the input and the output plane, the array of coefficients e mk,nl can be strongly concentrated. To show this we choose a rectangular window function in the input plane and a sinc-shaped window function in the output plane, thus
We then find e 00,00 = 0.873, and the strong concentration becomes apparent by noting that
In general the value of e 00,00 for this elementary system is given by e 00,00 = rect
Furthermore, the identities
can be derived in a straightforward way, using the basic relation can be considered as a degree of concentration of the array e mk,nl around the coefficient e 00,00 . By applying a variational principle to the expression (1.41), it is not difficult to show that the degree of concentration has a stationary value when g i (x) andγ o (u) are chosen according to
where the functions ψ n (ξ) are the prolate spheroidal wave functions (see, for instance [Sle76] ) defined by the eigenfunction equation
and normalized according to
If we choose the window functions as in relations (1.42), the corresponding stationary value of the degree of concentration is equal to λ 2m . An optimum value is attained for m = 0, for which the degree of concentration takes the value λ 0 = 0.783. This is a slightly better result than choosing the window functions as in relations (1.40), in which case the degree of concentration takes the value 0.762. We conclude that for a proper choice of the window functions the array e mk,nl can be strongly concentrated. Since the Gabor coefficients c mk,nl of the basic optical system under consideration can be found by convolving the ideal array d mk,nl with the strongly concentrated array e mk,nl , the array of system coefficients c mk,nl is very similar to the array d mk,nl . Hence, the number of degrees of freedom of the output signal of this system is equal to the space-bandwidth product ab. We remark that the way in which we have proved this has a clear physical interpretation. Roughly speaking, with the Gabor expansion of the input signal in mind, only those shifted and modulated versions of the synthesis window that can pass both the input plane aperture and the Fourier plane aperture, will reach the output plane and will contribute to the output signal.
A slightly more general system than the one described by relation (1.36), is the one whose system function h ux (u, x) takes the form
The array of system coefficients c mk,nl can now be expressed as a 4-dimensional convolution of the arrays h mk δ m−n δ k−l and e mk,nl . In the case that the array e mk,nl is again strongly concentrated around the element e 00,00 , the Gabor coefficients of the input and the output signal are related by the simple relation For the special system described by relation (1.36), we easily find that the array h mk equals unity in the interval (|m| ≤ M, |k| ≤ K ) and vanishes outside that interval.
5 Coherent-optical generation of the Gabor transform via the Zak transform
The product form (1.17) of the Gabor transform suggests a generation of this transform by coherent-optical means [Bas82b] , [LZ92] . Apart from being able to real-ize ideal imaging, coherent optics is well suited for two specific signal operations, viz. multiplication by a constant function (like in a slide projector, for instance) and Fourier transformation (between the back and the front focal plane of a lens, for instance). These two operations are exactly the ones that are needed for generation of the Gabor transform.
Coherent-optical setup
Let a plane wave of monochromatic laser light be normally incident upon a transparency situated in the input plane of a coherent-optical system, see Fig. 4 . The transparency contains the time signal ϕ(x) in a rastered format. With X o = pX being the width of this raster and pµX o (with µ > 0) being the spacing between the raster lines, the light amplitude ϕ i (x i , y i ) just behind the transparency reads
(1.47) An anamorphic optical system between the input plane and an intermediate plane performs a Fourier transformation in the y-direction and an ideal imaging (possibly with inversion) in the x-direction. Such an anamorphic system can be realized, for instance, using a combination of a spherical and a cylindrical lens.
The anamorphic operation results in the light amplitude Finally, a two-dimensional Fourier transformation is performed between the intermediate plane and the output plane. Such a Fourier transformation can be realized, for instance, using a spherical lens. The light amplitude in the output plane then takes the form
where the sinc-function sinc(z) = sin(πz)/(πz) has been introduced; the parameter β o , again, contains the effects of the wave length λ of the laser light and the focal length f o of the spherical lens: 
(1.53) We remark that this relationship -which represents in fact a band-limited interpolation -can never have the form of the exact interpolation formula (1.21). However, if the degree of oversampling p is sufficiently high, ϕ(x o , y o ) forms a good approximation of the windowed Fourier transform, as we will show in the next section.
The technique described in this section to generate the Gabor transform (and the windowed Fourier transform), fully utilizes the two-dimensional nature of the optical system, its parallel processing features, and the large space-bandwidth product possible in optical processing. The technique exhibits a resemblance to folded spectrum techniques, where space-bandwidth products in the order of 300 000 are reported [Cas78] .
Interpolation of the Gabor transform revisited
It is elucidating to consider the windowed Fourier transform W ϕ (x, u) as a two-dimensional function, and determine its two-dimensional Fourier transform
We substitute from Eq. (1.11) and rearrange factorŝ
We evaluate the integral over u and subsequently integrate over the variable x
After evaluating the integral over x we get the result To see whether the summation over k in the latter expression has the same effect as the factor ϕ(x) exp (− j2πux) that appears in the right-hand side of Eq. (1.55), we apply a Fourier transformation to the expression (1.58) with respect to x over the finite time interval − in particular, we should compare the summation over k that appears in expression (1.59) withφ(u + u ). Now, if U is sufficiently small, the summation can be considered as an approximation of the integral
and when the compressed sinc-function can be considered as an approximation of a Dirac function, we get the final result
We already concluded that for a sufficiently small value of X we were allowed to restrict ourselves to the frequency interval − . These intervals form exactly the fundamental Fourier interval that we consider in the intermediate (Fourier) plane in the coherent-optical arrangement described in the previous section. We therefore conclude that the signal in the output plane of the optical system is a good approximation of the windowed Fourier transform, even if the interpolation is not in accord with the exact interpolation formula (1.21).
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