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Cocycles of nilpotent quotients of free groups
Takefumi Nosaka1
Abstract
We focus on the cohomology of the k-th nilpotent quotient of the free group, F/Fk. This paper describes
all the group 2-, 3-cocycles in terms of Massey product, and gives expressions for some of the 3-cocycles. We
also give simple proofs of some of the results on Milnor invariant and the Johnson-Morita homomorphisms.
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1 Introduction
Let F be the free group of rank q. We define F1 to be F , and Fk to be the commutator
subgroup [Fk−1, F ] by induction. Accordingly, we have the central extension,
0 −→ Fk/Fk+1 −→ F/Fk+1
pk−−−→ F/Fk −→ 1 (central extension) (1)
The abelian kernel Fk/Fk+1 is classically known to be free and of finite rank (see, e.g., [BC,
MKS] and references therein). We denote the rank by Nk ∈ N.
The nilpotent quotient F/Fk have been studied with applications; see, e.g., [Mas, BC, MKS]
for the relation to the free Lie algebra ⊕ki=1Fk/Fk+1. The group homology of F/Fk also
plays a fruitful role in the study of low dimensional topology, including the Milnor (link)
invariant, the Johnson-Morita homomorphisms, and tree parts of the quantum invariant; see
[GL, Ki, IO, Heap, KN, Mas, Tu, Po]. Massey products of manifolds appear in nilpotent
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obstructions of manifolds, as described in [CGO, FS, Ki, GL, Heap]. Moreover, the homology
groups of degree 2 and 3 are computed as
H2(F/Fk;Z) ∼= Z
Nk , H3(F/Fk;Z) ∼=
2k−2⊕
i=k
Z
qNi−Ni+1. (2)
The former is a classical result; however, the latter was a result of Igusa and Orr [IO, Corollaries
5.5 and 6.5] shown by spectral sequences. In particular, it seems hard to deal with the third
homology H3(F/Fk;Z) quantitatively.
In this paper, we describe bases of the cohomologyH2(F/Fk;Z) andH
3(F/Fk;Z) as Massey
products (see Theorem 3.2) and explicitly express some of the cocycles. Furthermore, we
consider the Massey products to be an algorithm to produce many expressions of cocycles.
In fact, Section 5 gives 3-cocycles of some nilpotent groups, and concretely describes their
expressions. In doing so, it is reasonable to hope that the expressions may be useful for
computing various things appearing in topology; including the Morita homomorphisms [M2]
and the Orr link invariants [O1]. Incidentally, the geometric realization of (1) is the iterated
torus bundle; thus, in Appendix A, we can express the 2-cocycles as differential 2-forms in the
de Rham complex; see Theorem A.4.
As corollaries, Section 4 provides simple proofs of four known results of [FS, Po, Tu, Heap,
Ki], which are related to Massey products. The original proofs were discussed at the cohomol-
ogy level, and they constructed Massey products according to circumstances. In contrast, since
the above theorem ensures cocycles which gives a basis of H∗(F/Fk;Z) as Massey products,
we will give shorter proofs in terms of cocycles.
This paper is organized as follows. Section 2 reviews Magnus expansions and Massey
products, and Section 3 states our theorem with a proof. Section 4 explains the four known
results mentioned above and alternative proofs based on our theorem in Section 3. Section 5
discusses an algorithm to produce cocycles.
Conventional notation. Throughout this paper, let F be the free group of rank q, and
let Nk ∈ Z be the rank of Fk/Fk+1. Given a group G, we denote G by G1 and define Gk to
be the commutator subgroup [Gk−1, G] by induction. For a group G, we write BG for the
Eilenberg-MacLane space, i.e., K(G, 1)-space. Furthermore, we assume the basic properties
of group (co)-homology as in [Bro, Sections I, II, and VII].
2 Review: Magnus expansions and higher Massey products
Let us begin by studying unipotent Magnus expansions and higher Massey products.
First, we review the Magnus expansion modulo degree k. Let Z〈X1, . . . , Xq〉 be the poly-
nomial ring with non-commutative indeterminates X1, . . . , Xq, and Jk be the two-sided ideal
generated by polynomials of degree ≥ k. Then, the Magnus expansion (of the free group F )
is the multiplicative map M : F → Z〈X1, . . . , Xq〉/Jk defined by
M(xi) = 1 +Xi, M(x
−1
i ) = 1−Xi +X
2
i + · · ·+ (−1)
k−1Xk−1i . (3)
As is known, M(Fk) = 0. By passage to this Fk, this M further induces the injection
M : F/Fk −→ Z〈X1, . . . , Xk〉/Jk.
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Next, we review another description of the Magnus embedding [GG], which is a faithful
linear representation of F/Fk. Let Ωk be the polynomial ring Z[λ
(j)
i ] over commuting indeter-
minates λ
(j)
i with i ∈ {1, 2, . . . , k − 1}, j ∈ {1, . . . , q}. We define the group homomorphism
Υk : F −→ GLk(Ωk),
by setting
Υk(xj) =


1 λ
(j)
1 0 · · · 0
0 1 λ
(j)
2 · · · 0
...
...
. . .
. . .
...
0 0 · · · 1 λ
(j)
k−1
0 0 · · · 0 1


.
As is known [GG], the image Υk(Fk) consists of the identity matrix, and the quotient map
F/Fk → GLk(Ωk) is injective. Thus, we have an isomorphism F/Fk ∼= Im(Υk). It is shown
[KN, Appendix] that the correspondence 1 + Xj 7→ Υk(xj) gives the equivalence beteween
the former M and Υk. The longer the word of x is, the harder the computation of M(x) is;
however, that of Υk(x) is still simpler. Indeed, the map Υk is defined over the commutative
ring Ωk, and is therefore compatible with computer programs.
Next, we review the higher Massey products, which were first defined by Kraines [Kra].
Here, we describe the products in the non-homogenous complex of a group G with a trivial
coefficient ring A. That is, as in [Bro, Chap. III.1], we define the group C∗(G;A) of cochains
to be Map(Gn, A) and the coboundary map ∂∗n by setting
(∂∗nf)(g1, . . . , gn) = f(g2, . . . , gn) + (−1)
nf(g1, . . . , gn−1)
−f(g1g2, g3, . . . , gn) + f(g1, g2g3, g4 . . . , gn) + · · ·+ (−1)
n−1f(g1, . . . , gn−1gn).
Furthermore, the cup product on Cn(G;A) can be described as a canonical product. More
precisely, for u ∈ Cp(G;A) and v ∈ Cq(G;A), the product u ⌣ v ∈ Cp+q(G;A) is defined by
(u ⌣ v)(g1, . . . , gp+q) := (−1)
pqu(g1, . . . , gp) · v(gp+1, . . . , gp+q) ∈ A.
For any 1 ≤ i ≤ n, take a cocycle γi ∈ C
pi(G;A). Then, a defining system associated with
(γ1, . . . , γn) is a set of elements (as,t) for 1 ≤ s ≤ t ≤ n with (s, t) 6= (1, n), satisfying
(i) as,t ∈ C
ps+ps+1+···+pt−t+s(G;A).
(ii) When s = t, the diagonal map as,s is equal to γs in C
ps(G;A).
(iii) ∂∗(as,t) =
∑t−1
r=s(−1)
ps+pt+1+···+pt−t+sas,r ⌣ ar+1,t.
Given such a defining system, we can define a cocycle of the form,
∑
r: 1≤r≤n−1
(−1)p1+p2+···+pr−r+1a1,r ⌣ ar+1,n ∈ C
p1+p2+···+pn−n+2(G;A). (4)
Following [Kra], the n-fold Massey product, 〈γ1, γ2, . . . , γn〉, is defined to be the set of co-
homology classes of cocycles associated with all possible defining systems. While there are
many interpretations of the higher Massey product, this paper uses the Massey products as a
method to yield cocycles from other cocycles of lower degree.
Remark 2.1. As is known [FS], if p1 = p2 = · · · = pn = 1 and every m-fold Massey
products withm < n chosen from {γ1, . . . , γn} is null-cohomologous, the n-fold Massey product
〈γ1, γ2, . . . , γn〉 is a singleton in H
2(G;A).
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3 Main theorem: generators of H∗(F/Fk)
We will describe bases of some cohomology of F/Fk in terms of Massey products (Theorem
3.2).
Before stating the theorem, we should concretely define some defining systems. Let F be
the free group with basis, x1, . . . , xq, and G be F/Fk. For 1 ≤ t ≤ q, let αt : F/Fk → Z be
the homomorphism which sends xs to δs,t. We regard αt as a 1-cocycle of F/Fk. Then, given
a k-tuple I = (i1, . . . , ik) ∈ {1, 2, . . . , q}
k, we have 1-cocycles αi1, . . . , αik . Furthermore, for
1 ≤ s ≤ t ≤ k, let us consider the evaluation of the coefficient of Xis · · ·Xit . That is, we set
up the linear map,
βisis+1···it : Z〈X1, . . . , Xq〉 −→ Z;
∑
aj1...jaXj1 · · ·Xja 7−→ aisis+1...,it. (5)
Let us denote the composite βis···it ◦M by cis···it , which we will use many times.
Lemma 3.1. Consider the case p1 = p2 = · · · = pn = 1 with n = k. Let as,t : F → Z be the
composite cis···it . Then, the set of (as,t) is a defining system associated with (αi1 , . . . , αik). In
particular, the resulting 2-cocycle is represented by
F/Fk × F/Fk −→ Z; (x, y) 7−→
∑
ℓ: 1≤ℓ≤k−1
ci1i2···iℓ(x)ciℓ+1···ik(y). (6)
Proof. From the unipotent Magnus expansion, the right hand side in (iii) is equivalent to
the product of upper triangular matrices. Thus, it is not so hard to check (iii) by direct
computation. Thus, the formula of the Massey products (4) readily means (6).
Moreover, let us review standard sequences from [CFL]. Equip the set of all sequences⋃∞
s=1{1, 2, . . . , q}
s with the lexicographical order. Then, a sequence I = i1i2 · · · ik is said to be
standard, if I < isis+1 · · · ik for any 2 ≤ s ≤ k. For example, {123} and {1223} are standard,
but {213} and {3142} are not standard. Let Uk be the set of standard sequences of length
k. As is known (see, e.g., [MKS] and [CFL, Theorem 1.5]), the order of Uk is equal to Nk.
Furthermore, the following is known:
Nk := rank(Fk/Fk+1) = rank
(
H2(F/Fk;Z)
)
= |Uk| =
1
k
∑
d: d|k
µ(
k
d
)qd ∈ N, (7)
where µ is the Mo¨bius function (see, e.g., [Witt] or [CFL, Theorem 1.5]), and the last equality
is commonly called Witt’s formula.
While Fk/Fk+1 is classically known to be spanned by Hall basis (see, e.g., [Hall, MKS]) we
will give a basis of H2(F/Fk;Z) for applications to the homology. Precisely, the second and
third cohomology of F/Fk are generated by Massey products:
Theorem 3.2. (I) Every j-fold Massey product with j < k is zero. In particular, for
any standard index i1 · · · ik ∈ Uk, the k-fold one 〈αi1 , . . . , αik〉 is uniquely defined in
H2(F/Fk;Z) and is represented by a 2-cocycle in (6).
(II) The second cohomology H2(F/Fk;Z) ∼= Z
Nk is spanned by the k-fold Massey products
〈αi1 , . . . , αik〉 running over all the standard sequences (i1 · · · ik) ∈ Uk.
(III) For any k ≤ ℓ ≤ 2k − 2, consider the projection pℓ : F/Fℓ → F/Fk. Then, there are
homomorphisms sℓ : Z
3(F/Fℓ;Z)→ Z
3(F/Fk;Z) such that
αs ⌣ 〈αi1, . . . , αiℓ〉 = p
∗
ℓ ◦ sℓ(αs ⌣ 〈αi1 , . . . , αiℓ〉) ∈ Z
3(F/Fℓ;Z), (8)
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for any (i1 · · · iℓ) ∈ Uℓ, 1 ≤ s ≤ q, and that the following set of 3-cocycles is a basis of
the third cohomology H3(F/Fk;Z) ∼= ⊕
2k−2
ℓ=k Z
qNℓ−Nℓ+1.
⋃
k≤ℓ≤2k−2
{
sℓ
(
αs ⌣ 〈αi1, . . . , αiℓ〉
) ∣∣ (i1 · · · iℓ) ∈ Uℓ, 1 ≤ s ≤ q, (i1 · · · iℓs) 6∈Uℓ+1
}
. (9)
Remark 3.3. The statements of (I) (II) are classically known; see [FS, O2, Tu].
Proof. (I) Recall the definitions of (ii) and of (5). Thus, every lower Massey product is
nullcohomologous by as,t for some (s, t), by induction on k.
(II) Denote by S the sum of ci1···ik on Fk/Fk+1, where i1 · · · ik ∈ Uk. Namely, S := ⊕I∈UkcI :
Fk/Fk+1 → Z
Nk . As is known [CFL, Theorems 3.5 and 3.9], the sum S is surjective; hence, it
is bijective. Accordingly, the centrally extended group operation on F/Fk×Fk/Fk+1 from the
2-cocycles ⊕I∈Uk〈αi1, . . . , αik〉 is, by definition, formulated as
(g, α) · (h, β) =
(
gh,S−1
( ⊕
i1···ik∈Uk
ci1i2···ik(α + β) +
∑
ℓ: 1≤ℓ<k
ci1i2···iℓ(g)ciℓ+1···ik(h)
))
(10)
for g, h ∈ F/Fk and α, β ∈ Fk/Fk+1. Here, it is worth noticing that the subsequences i1i2 . . . iℓ,
iℓ+1 · · · ik are also standard. Therefore, via the Magnus expansion, this group is isomorphic
to the nature F/Fk+1 as central extensions over F/Fk (cf. matrix multiplications). Hence,
the second cohomology H2(F/Fk) ∼= Z
Nk is generated by the sum ⊕I∈Uk〈αi1 , . . . , αik〉, which
provides a basis of H2(F/Fk), as desired.
(III) First, we will mention some of the results from [IO]. Igusa and Orr [IO, Theorem 6.7]
constructed a certain filtration on the homology, F sH3(F/Fk;Z), such that two isomorphisms,
F ℓH3(F/Fk;Z)
F ℓ+1H3(F/Fk;Z)
∼= ZqNℓ−1−Nℓ , (11)
F ℓH3(F/Fk;Z) ∼= Im((pℓ−1)∗ : H3(F/Fℓ−1;Z)→ H3(F/Fk;Z)),
hold for k < ℓ < 2k, and the left quotients are zero otherwise. In particular, F ℓH3(F/Fk;Z)
is a direct summand of H3(F/Fk;Z), and Ker((pℓ−1)∗) is a direct summand of H3(F/Fℓ−1), if
k < ℓ < 2k. Thus, for ℓ ≥ k, we readily have the composite,
H3(F/Fk;Z))
projection
−−−−−→ F ℓ+1H3(F/Fk) ∼= H3(F/Fℓ)/Ker((pℓ)∗) →֒ H3(F/Fℓ;Z).
Applying of this composite to Hom(•,Z) is regarded as a map ιℓ : H
3(F/Fℓ;Z)→ H
3(F/Fk;Z).
Accordingly, let us set up the composite of the cup product on F/Fℓ and ιℓ:
Θℓ : H
1(F/Fℓ;Z)⊗H
2(F/Fℓ;Z)
⌣
−→ H3(F/Fℓ;Z)
ιℓ−→ H3(F/Fk;Z).
We will show that the direct sum ⊕2k−2ℓ=k Θℓ surjects ontoH
3(F/Fk;Z). Consider the Lyndon-
Hochschild spectral sequence from the central extension Fk/Fk+1 → F/Fk+1 → F/Fk. Then,
as is shown in the proof of [IO, Lemma 5.8], we find a sequence,
H3(F/Fk+1;Z) −→ H3(F/Fk;Z) = E
2
3,0
d23,0
−→ E21,1
δ∗−→ H2(F/Fk;Z)→ 0 (exact), (12)
satisfying d23,0(F
k+1H3(F/Fk;Z)) = Ker(δ∗) and d
2
3,0(F
kH3(F/Fk;Z)) = 0. Keep in mind
that each term is free. Furthermore, consider the spectral sequence on the cohomology level.
Noting the identity
E1,12 = H
1(F/Fk;Fk/Fk+1) ∼= H
1(F/Fk;Z)⊗H
2(F/Fk;Z),
5
we dually obtain the following sequence from (12):
0 −→ H2(F/Fk) −→ H
1(F/Fk)⊗H
2(F/Fk−1)
d
3,0
2−→ Fk+1H3(F/Fk) (exact).
As is usual with the cup1-product, the differential map d
3,0
2 is equal to the cup product. To
summarize, this sequence and the isomorphisms (11) imply the surjectivity of ⊕2k−2ℓ=k Θℓ, as
required. Moreover, the construction of Θℓ admits the desired section sℓ satisfying (8).
The proof is completed by showing the linear independence of (9), as follows. Notice from
the definition of (i1 · · · iℓ) ∈ Uℓ that (i1 · · · iℓs) ∈ Uℓ+1 if and only if s > i1. Thus, if s > i1,
then iℓi1 · · · iℓ−1s is not standard because of ik ≥ s. Here, we mention [GL, Proposition 4.5]
showing the equality,
αs⌣〈αi1, . . . , αiℓ〉 = αiℓ ⌣ 〈αi1, . . . , αiℓ−1 , αs〉 ∈ H
3(F/Fℓ;Z).
Hence, αs ⌣ 〈αi1 , . . . , αiℓ〉 with (i1 · · · iℓ) ∈ Uℓ and (i1 · · · iℓs) ∈ Uℓ+1 is cohomologous to a
cocycle in (9). By (8) and functoriality, a similar conclusion can be made even in the case
k < ℓ ≤ 2k − 2. Hence, from the surjectivity of ⊕2k−2ℓ=k Θℓ, comparing the ranks of H
3(F/Fk)
with the order of (9) leads to linear independence, as required.
We immediately obtain a corollary from the above proof.
Corollary 3.4. For any s ≤ q, the map H2(F/Fk;Z) → H
3(F/Fk;Z) which sends β to
αs ⌣ β is injective.
Proof. The proof is straightforward from the basis in (9).
4 Applications: simple proofs
There are some topological invariants using H∗(F/Fk), and some results on the Milnor link-
invariants and the mapping class groups of surfaces. In this section, we give simple proofs of
the results of Fenn-Sjerve [FS], Turaev [Tu], Porter [Po], Kitano [Ki], and Heap [Heap].
4.1 Theorem of Fenn-Sjerve on the Massey product
We state the theorem [FS] and give an alternative proof using Theorem 3.2. Assume k ≥ 3.
Let W1, . . . ,Wt be words in Fk, and R ⊂ F be the normal closure of W1, . . . ,Wt and Fk+1.
Let G be the quotient group F/R. Since H1(F ) ∼= H1(G), the 1-cocycle αj : F → Z induces
the 1-cocycle αj : G→ Z for j ≤ q.
We will state Theorem 4.1 below. Let p : G → F/Fk be the projection. Recall Hopf’s
theorem which claims the isomorphisms,
H2(G) ∼= (R ∩ [F, F ])/[F,R], H2(F/Fk) ∼= (Fk ∩ F2)/[F, Fk] = Fk/Fk+1.
Noticing Wj ∈ R∩ [F, F ], we denote the pushforward p∗(Wj) byWj , and regard it as a 2-cycle
of F/Fk.
Theorem 4.1 ([FS]). Suppose that all of W1, . . . ,Wt lie in Fk. For any ℓ < k, every ℓ-fold
Massey product 〈αi1, . . . , αiℓ〉 vanishes. On the other hand, Massey products of length k are
defined and evaluated on {Wj} according to the formula,∑
j1,...,jk
[〈αj1, . . . , αjk〉,Wj ]Xj1 · · ·Xjk =M(Wj) ∈M(Fk/Fk+1). (13)
Here, the outer [, ] is the pairing of H2(G;Z) and H2(G;Z).
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To prove this theorem, we give a lemma:
Lemma 4.2. Take a standard index I = i1 · · · ik ∈ Uk, and the associated Massey prod-
uct 〈αi1, . . . , αik〉. Via the isomorphism H2(F/Fk)
∼= Fk/Fk+1 above, the Kronecker product
[〈αj1, . . . , αjk〉, •] : H2(F/Fk)→ Z coincides with the map ci1···ik : Fk/Fk+1 → Z.
Proof. For any a ∈ F/Fk, we choose a representative a¯ ∈ F . It follows from [Bro, Exercise
4 in II.5] that the correspondence (g, h) 7→ gh(gh)−1 induces the isomorphism H2(F/Fk) →
Fk/Fk+1. By the cocycle expression of 〈αj1, . . . , αjk〉 in Lemma 3.1, a similar discussion to
(10) readily deduces the required coincidence.
Proof of Theorem 4.1. Given a standard index I = i1 · · · ik ∈ Uk, let WI ∈ Fk/Fk+1 be a
generator of the i1 · · · ik-th summand of Z
Nk ∼= Fk/Fk+1. A previous paper [CFL, §2] explicitly
describes the word WI and refers to it as the standard commutator. The previous paper [CFL,
Lemma 3.4] showed that, for any standard index j1 · · · jk, the Xj1 · · ·Xjk-coefficient ofM(WI)
is δi1,j1 · · · δik,jk ∈ {0, 1}. By Lemma 4.2, this is equal to [〈αj1 , . . . , αjk〉,WI ]. In summary, if
G is presented by F/〈Fk+1,WI〉, the equality (13) holds.
Finally, we complete the proof for G = F/R. Since Fk/Fk+1 is abelian, we can expand
p∗(Wj) as
∏
I∈Uk
(WI)
aI for some aI ∈ Z. Then, from the discussion in the above paragragh,
the equality (13) holds in the Xj1 · · ·Xjk-coefficient with respect to every standard index
j1 · · · jk. Since any other coefficient is a linear sum of the such Xj1 · · ·Xjk-coefficients, we
conclude that the equality (13) in M(Fk/Fk+1) is satisfied.
Remark 4.3. Finally, we should give a remark for the following subsections. Let us choose a
connected CW complexX such that π1(X) ∼= G, and fix a classifying map c : X → BG which is
obtained by killing the higher homotopy groups ofX . Since c∗ : H2(X)→ H2(BG;Z) = H2(G)
is surjective, there are 2-cycles Xj ∈ H2(X) with c∗(Xj) = [Wj ]. By π1(X) ∼= G, the 1-cocycle
αj may be that of H
1(X ;Z), and the pairing [〈αj1, . . . , αjk〉,Xj ] is equal to the equality (13).
To conclude, we can deal with some Massey products in H2(X ;Z) from the viewpoits of
Theorem 4.1.
4.2 Milnor invariant and Massey product
Porter [Po] and Turaev [Tu] independently showed that the Milnor link invariant is equivalent
to some Massey products of the link complement space. For simplicity, this paper focuses
on only the k-th leading terms of the Milnor invariant and gives an alternative proof of their
result.
To state the theorems, we begin by reviewing the Milnor invariant, according to [Mil, Tu].
We suppose that the reader has elementary knowledge of knot theory, as provided in [Po, Tu].
Let M be an integral homology 3-sphere, that is, a closed 3-manifold such that H∗(M ;Z) ∼=
H∗(S
3;Z). Choose a link L ⊂M with q components, and a meridian-longitude pair (mℓ, lℓ) for
ℓ ≤ q, where lℓ may be the preferred longitude. Then, it is known ([Mil]; see also [Tu, Lemma
1.2]) that the m-th nilpotent quotient π1(M \ L)/π1(M \ L)m has the group presentation,
〈
x1, . . . , xq
∣∣ [xℓ, w(m)ℓ ] = 1 for ℓ ≤ q, Fm
〉
, (14)
where xi is represented by the j-th meridian, and w
(m)
j is defined by the longitude in π1(M \L).
For brevity, let us assume the existence of k ∈ Z such that w
(m)
j is trivial in the k-th
quotient for any m ≤ k, i.e., w
(k)
j ∈ Fk. We call the existence Assumption Ak. By considering
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w
(k)
ℓ to be a word in Fk/Fk+1, we will focus on the value M(w
(k)
ℓ ) ∈ Z〈X1, . . . , Xq〉/Jk+1.
The coefficient of Xi1 · · ·Xik of M(w
(k)
ℓ ) is called the k-th Milnor µ-invariant of L, and it is
denoted by µ(i1 · · · ik; ℓ). Let αj : π1(M \L;Z)→ Z be the homomorphism which sends mℓ to
δℓ,j.
Theorem 4.4 (The minimal non-vanishing case of [Tu][Po]). Suppose Ak. Let [lℓ] ∈ H2(M \
L;Z) be a 2-cycle corresponding to the ℓ-th longitude lℓ. For any index I = i1i2 · · · ik, the (k+
1)-fold Massey product 〈αi1, . . . , αik−1 , αik , αℓ〉 is uniquely defined, and the following equality
holds:
µ(i1 · · · ik; ℓ) = [〈αi1 , . . . , αik−1, αik , αℓ〉, [lℓ]] ∈ Z. (15)
Proof. Denote π1(M \ L) by G, and take the classifying map C : M \ L → BG, explained
in Remark 4.3. We claim that the pushforward C∗([lℓ]) corresponds to the relation [mℓ, lℓ].
Consider the ℓ-th torus boundary, ∂ℓ(M \L), as a K(Z
2, 1)-space. This π1(∂ℓ(M \L)) ∼= Z
2 is
presented by 〈mℓ, lℓ | mℓlℓm
−1
ℓ l
−1
ℓ 〉. Following Hopf’s theorem, the generator ofH2(∂ℓ(M \L))
∼=
Z corresponds to mℓlℓm
−1
ℓ l
−1
ℓ . Considering the pushforwards via the inclusion ∂ℓ(M \ L) →
M \L, we will prove the claim using C. Let p : G→ G/Gk+1 be the projection. By the above
claim, the pushforward (p ◦ C)∗([lℓ]) corresponds to the word [xℓ, w
(k)
ℓ ].
We are now in a position to complete the proof. By the assumption, w
(k)
ℓ lies in Fk.
Therefore, [xℓ, w
(k)
ℓ ] ∈ Fk+1. Hence, it follows from the theorem 4.1 of Fenn-Sjerve that
〈αi1, . . . , αik , αℓ〉 of length k + 1 is uniquely defined; see Remark 2.1. Moreover, the left hand
side of (15) equals the right hand side of (13), and the right one means the Xi1 · · ·XikXℓ-
coefficient ofM([xℓ, w
(k+1)
ℓ ]). Then, we can verify, by directly computingM(xℓw
(k+1)
ℓ x
−1
ℓ (w
(k+1)
ℓ )
−1),
that it is equal to the Xi1 · · ·Xik -coefficient of M(w
(k)
ℓ ), that is, µ(i1 · · · ik; ℓ), as required.
Incidentally, Milnor defined the µ-invariant of higher degree, and Porter [Po] and Turaev
[Tu] described the higher invariant in terms of Massey product; see also the paper [KN], which
provides a refinement of the higher invariant. Although we omit showing the details, the
higher degree relation can be proven in the same manner as Theorem 4.4.
4.3 Johnson homomorphisms and Massey products
Now let us focus on the Johnson homomorphisms of the mapping class groups of surfaces;
see, e.g., [Joh1, M1, Day, GL, Heap, M2] for the significance of these homomorphisms. This
section paraphrases [Ki], which describes the relation between the Johnson homomorphisms
and Massey products.
First, we should establish the notation. Suppose q = 2g. Let Σg,r be a compact oriented
surface of genus g with r boundaries. Let Γg,1 be the group of isotopy classes of orientation-
preserving homeomorphisms of Σg,1. Then, the action of Γg,1 on F = π1(Σg,1) can be regarded
as a homomorphism Γg,1 → Aut(F ). Subject to Fk, we have ρk : Γg,1 → Aut(F/Fk). We
commonly denote the kernel Ker(ρk) by T (k). We have the filtration Γg,1 ⊃ T (2) ⊃ T (3) ⊃
· · · .
Next, let us review the homomorphism (16) below. Fix any f ∈ T (k). Given [γ] ∈
H1(Σg,1) = F/F2, choose a representative γ ∈ π1(Σg,1). Then, f∗(γ)γ
−1 lies in Fk since the
action of f∗ by f ∈ T (k) on F/Fk is trivial. Then, the k-th Johnson homomorphism is defined
as the map,
τk : T (k) −→ Hom(H1(Σg,1), Fk/Fk+1), (16)
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which sends [f ] to the homomorphism [γ] → [f∗(γ)γ
−1]. As is known, this τk is well-defined
and a homomorphism. The following is also well-known; see [Joh2, M2]. For f ∈ T (k), thisf
lies in T (k + 1) if and only if τm(f) = 0 for any m ≤ k.
Next, let us examine the mapping torus Tf,1 for a fixed f ∈ T (k) with k ≥ 2. Here, Tf,1
is the quotient space of Σg,1 × [0, 1] subject to the relation (y, 0) ∼ (f(y), 1) for any y ∈ Σg,1.
Since f ∈ T (k) with k ≥ 2, we have H∗(Tf,1) ∼= H∗(Σg,1 × S
1). Furthermore, fix a basis
{x1, . . . , x2g} of the free group F = π1(Σg,1). Then, following the van Kampen argument, one
can verify the presentation,
π1(Tf,1) ∼= 〈x1, . . . , x2g, γ | [x1, γ]f∗(x1)x
−1
1 , . . . , [x2g, γ]f∗(x2g)x
−1
2g 〉. (17)
Here, γ represents a generator of π1(S
1). Since Tf,1 is a Σg,1-bundle over S
1 by definition, it is a
K(π, 1)-space. Hence, H∗(π1(Tf,1)) ∼= H∗(Tf,1) ∼= H∗(Σg,1×S
1).Moreover, Hopf’s theorem im-
plies that the relations [x1, γ]f∗(x1)x
−1
1 , . . . , [x2g, γ]f∗(x2g)x
−1
2g represent a basis {X1, . . . ,X2g}
of H2(Tf,1) ∼= Z
2g.
Now let us state and prove Proposition 4.5. Since the boundary ∂Tf,1 is the torus ∂Σg,1×S
1,
we can define T γf to be the resulting space obtained by filling in the torus ∂Tf,1 ≃ ∂Σg,1 × S
1
with the solid torus ∂Σg,1 ×D
2. This T γf is called the Dehn filling along a curve on ∂Tf,1. By
denoting the inclusion Tf,1 → T
γ
f by ι
γ , the homologyH2(T
γ
f ;Z)
∼= H1(T
γ
f ;Z)
∼= Z2g is spanned
by the pushforwards {ιγ∗(X1), . . . , ι
γ
∗(X2g)}. Moreover, we should notice the presentation of
π1(T
γ
f ),
π1(T
γ
f )
∼= 〈 x1, . . . , x2g | f∗(x1)x
−1
1 , . . . , f∗(x2g)x
−1
2g 〉. (18)
Proposition 4.5 (cf. [Ki] and [GL, Corollary 4.1]). Let {X1, . . . ,X2g} be the basis of H2(Tf,1),
and ιγ : Tf,1 → T
γ
f be the inclusion as above. Let x
∗
j : π1(T
γ
f )→ Z be the 1-cocycle which sends
xi to δj,i. Define the map τ
′
k : T (k) → Hom(H1(Σg,1), M(Fk/Fk+1)) by letting τ
′
k(f) be the
homomorphism,
xi 7−→
∑
j1,...,jk
[〈x∗j1 , . . . , x
∗
jk
〉, ιγ∗(Xi) ]Xj1 · · ·Xjk . (19)
Here, the outer [, ] is the pairing of H2(T γf ) andH2(T
γ
f ). Then, τ
′
k(f)(xi) is equal toM
(
τk(f)(xi)
)
.
Proof. As mentioned above, f∗(xi)x
−1
i ∈ Fk, since f ∈ T (k). The statement readily follows
from Theorem 4.1 and Remark 4.3 with Wj = f∗(xj)x
−1
j and t = 2g.
4.4 Vanishing condition of the Morita homomorphism
As a lift of the Johnson homomorphism τk, Morita [M2] defined a map τ˜k : T (k)→ H3(F/Fk),
which is called the Morita homomorphism. Furthermore, Heap [Heap] showed the vanishing
condition of τ˜k in terms of (relative) bordism theory. The purpose of this subsection is to give
a simpler proof of the result (Theorem 4.6).
Let us review the map τ˜k. Fix f ∈ T (k). Thus, the relation f∗(xj)x
−1
j vanishes in the k-th
nilpotent quotient of π1(T
γ
f ). Thus, from (18), we have the canonical surjection,
φγf,k : π1(T
γ
f ) −→ π1(T
γ
f )/
(
π1(T
γ
f )
)
k
∼= F/Fk.
Let [T γf ] ∈ H3(T
γ
f )
∼= Z be the fundamental 3-class. Then, τ˜k(f) is defined to be the push-
forward (φγf,k)∗([T
γ
f ]) ∈ H3(F/Fk). It is known [M2, Heap] that this τ˜k(f) depends only on
f ∈ T (k) and that τ˜k is a lift of the Johnson map τk.
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Theorem 4.6 ([Heap, Theorem 5]). Let f ∈ T (k). Then, τ˜k(f) = 0 if and only if f ∈
T (2k − 1).
Proof. First, let us make some observations. Notice from this Proposition 4.5 that f ∈ T (k+1)
if and only if the pairing [〈x∗j1, . . . , x
∗
jk
〉, ιγ∗(Xi) ] in (19) is zero for any standard indexes j1 · · · jk.
Furthermore, Theorem 3.2 (III) implies that τ˜k(f) is zero if and only if the pairing
〈sℓ(x
∗
s ⌣ 〈x
∗
j1
, . . . , x∗jℓ〉), (φ
γ
f,k)∗([T
γ
f ]) 〉 (20)
is zero for any sequences (s, j1, · · · , jℓ) in (9), where we replace αj by x
∗
j .
We now complete the proof. Suppose f ∈ T (2k − 1). Then, we can define the Johnson
homomorphism τℓ for ℓ ≤ 2k−2 and have τℓ = 0. Hence, all the pairing [〈x
∗
j1
, . . . , x∗jℓ〉, ι
γ
∗(Xs) ]
is zero. Note the cap product [T γf ]∩αs = ι
γ
∗(Xs) because H
∗(T γf ;Z)
∼= H∗(S1×Σg,0;Z). Thus,
the pairing in (20) is zero. Hence, τ˜k(f) = 0. Conversely, let us assume τ˜k(f) = 0. Then, all
of the pairing (20) is zero. When ℓ = k, Corollary 3.4 implies that the pairing (19) is zero.
From Theorem 4.5, we have τk(f) = 0, i.e., f ∈ T (k + 1); thus, we can define τk+1(f). In a
similar way, we can define τℓ(f) and show τℓ(f) = 0 for any ℓ ≤ 2k − 2. Hence, we conclude
f ∈ T (2k − 1), as desired.
Finally, we mention some results on the Morita maps τ˜k. Some papers [M2, Heap, Day]
studied the maps. Especially, Massuyeau [Mas] showed an equivalence between the map τ˜k
and some degrees of “the total Johnson homomorphism”, and give a computation of τ˜k with
rational coefficients, in terms of a symplectic expansion. However, our situation is with integral
coefficients; if we can determine the homeomorphism type of T γf , we can hope to compute τ˜k(f)
by using the 3-cocycles of Theorem 3.2 (III).
5 Expressions of some 3-cocycles
In general, it is practically important to give explicit expressions of group cocycles. This
section focuses on quotient groups of F/Fk and gives an algorithm to describe their 3-cocycles.
As mentioned in the introduction, we regard the higher Massey products as an algorithm to
produce cocycles.
5.1 3-cocycles of F/Fk
First, let us focus on the group F/Fk and give presentations of the 3-cocycles sk(αs ⌣
〈αi1, . . . , αik〉) in Theorem 3.2, when ℓ = k and ℓ = k + 1 with k ≥ 3.
Using the notation in §3, given an index i1i2 · · · iℓ and s ∈ N, let us define the map,
Γsi1i2···iℓ : (F/Fℓ)
3 −→ Z; (x, y, z) 7−→ cs(x)
( ∑
j: 1≤j≤ℓ−1
ci1i2···ij (y)cij+1...iℓ(z)
)
.
The simplest case is when ℓ = k, in which the 3-cocycle sk(αs ⌣ 〈αi1, . . . , αiℓ〉) is exactly
presented as Γsi1i2···ik , since sk = id. Next, to get presentations of sℓ(αs ⌣ 〈αi1 , . . . , αiℓ〉) with
k < ℓ ≤ 2k − 2, it is enough to explicitly give a function b : (F/Fℓ)
2 → Z such that the
difference Γsi1i2···iℓ − ∂
∗
2(b) is a restricted map (F/Fk)
3 → Z.
For example, we will describe the case ℓ = k + 1. Define the map b by setting
b(x, y) = cs(x)ci1···ik+1(y)cik+2(y) + csi1(x)ci2···ik+2(y) + csik+2(x)ci1···ik+1(y).
Then, as a result of the difference (Γsi1i2···ik+1 − ∂
∗
2b)(x, y, z), we obtain
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Proposition 5.1. The cohomology 3-class αs ⌣ 〈αi1 , . . . , αik〉 is represented by Γsi1i2···ik .
When ℓ = k + 1, the 3-class sk+1(αs ⌣ 〈αi1, . . . , αik+1〉) is represented by the map:
(x, y, z) 7−→
k∑
ℓ=2
(
cs(x)
(
ci1···iℓ(y)ciℓ+1···ik+1(z)− ci1···iℓ−1(y)ciℓ···ik+1(z)(cik+1(y) + cik+1(z))
)
−csi1(x)ci2···iℓ(y)ciℓ+1···ik+1(z)− csik+1(x)ci2···iℓ−1(y)ciℓ···ik(z)
)
.
Since the length of every sequence in each term is less than k, this map Γsi1i2···ik+1 − ∂
∗
2b can
be regarded as a map from (F/Fk)
3.
Here, we should mention that while Igusa and Orr [IO, §10] express the 3-cocycles αs ⌣
〈αi1, . . . , αik〉 in terms of Igusa’s picture, our description using Massey products is simpler and
compatible with the non-homogenous complex of G.
Concerning the higher case ℓ > k+1, the author attempted to describe the 3-cocycles, but
made little progress.
5.2 Quotient groups by central elements
This subsection deals with the situation in §4.2 or [FS]. Namely, we fix central elements
W1, . . . ,Wt ∈ Fk/Fk+1 and let G be the quotient group of F/Fk+1 subject to W1, . . . ,Wt. For
simplicity, let us assume k > 2 and that there are standard sequences I(j) = (i
(j)
1 , . . . , i
(j)
k ) ∈ Uk
with j ≤ s, which are mutually distinct, and that Wj corresponds to the Massey product
〈α
i
(j)
1
, . . . , α
i
(j)
k
〉 of length k. Such an assumption appears in discussions on higher Milnor
invariant; see [Tu, KN].
Then, as in (5), we can easily check that the following map is well-defined and a 2-cocycle:
φΛj : G×G −→ Z; ([X ], [Y ]) 7−→
k−1∑
ℓ=1
c
i
(j)
1 i
(j)
2 ···i
(j)
ℓ
(X)c
i
(j)
ℓ+1···i
(j)
k
(Y ),
where we represent any element ofG by the representative from F/Fk. Here, we should mention
the 5-term exact sequence from the central extension F/Fk → G:
0→ H1(G;Z)
∼=
−→ H1(F/Fk;Z) −→ Z
m δ
∗
−→ H2(G;Z)→ H2(F/Fk;Z).
Actually, we can verify that the 2-cocycle φΛj corresponds to the image of δ
∗.
Now let us give some 3-cocycles of G.
Proposition 5.2. Let G be the group F/〈Fk,W1, . . . ,Ws〉, as above. Fix r, s ∈ {1, . . . , q} such
that (ri
(j)
1 . . . i
(j)
k−1) and (i
(j)
2 . . . i
(j)
k s) are different from other indexes i
(j′)
1 · · · , i
(j′)
k for j
′ ≤ s.
Then, the Massey product 〈αr, φΛj , αs〉 is defined and is represented by the map,
(x, y, z) 7−→ cr(x)
( ∑
ℓ: 1≤ℓ<k
c
i
(j)
1 ···i
(j)
ℓ
(y)c
i
(j)
ℓ+1···i
(j)
k
s
(z)
)
−
( ∑
ℓ: 1<ℓ≤k
c
ri
(j)
1 ···i
(j)
ℓ
(x)c
i
(j)
ℓ+1···i
(j)
k
(y)
)
cs(z).
Proof. Notice the equalities,
αr ⌣ φΛj = ∂
∗
( ∑
ℓ: 1≤ℓ<k
c
ri
(j)
1 ···i
(j)
ℓ
(x)c
i
(j)
ℓ+1···i
(j)
k
(y)
)
, φΛj ⌣ αs = ∂
∗
( ∑
ℓ: 1<ℓ≤k
c
i
(j)
1 ···i
(j)
ℓ
(x)c
i
(j)
ℓ+1···i
(j)
k
s
(y)
)
.
Then, from the definition of the triple Massey product, we have a representative.
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A Cocycles in de Rham complexes of the iterated torus bundle
We will describe the 2-cocycles in Theorem 3.2 as differential forms in de Rham complexes.
First, when G = F/Fk, we can verify, by induction on k, that the Eilenberg-MacLane space
B(F/Fk) can be realized as a C
∞-manifold. Precisely, since B(Fk/Fk+1) is the product of
Nk-copies of S
1, the geometric realization of (1) implies that B(F/Fk+1) is a universal torus
bundle over B(F/Fk).
We will address the manifold structure of B(F/Fk) in detail. The Heisenberg (triangular)
group is a good toy model from the viewpoint of the unipotent Magnus expansion Υk. Here,
we should review generalized shuffles and the image of the Magnus expansion M. As in
[CFL, §2], a sequence (c1c2 · · · ck) ∈ {1, . . . , q}
k is called the resulting shuffle of two sequences
I = a1a2 · · · a|I| and J = b1b2 · · · b|J | if there are |I| indices α(1), α(2), . . . , α(|I|) and |J | indices
β(1), β(2), . . . , β(|J |) such that
(i) 1 ≤ α(1) < α(2) < · · · < α(|I|) ≤ k, and 1 ≤ β(1) < β(2) < · · · < β(|J |) ≤ k,
(ii) cα(i) = ai and cβ(j) = bj for all i ∈ {1, 2, . . . , |I|} j ∈ {1, 2, . . . , |J |},
(iii) each index s ∈ {1, 2, . . . , k} is either an α(i) for some i or a β(j) for some j or both.
Let the symbol Sh(I, J) denote the set of the resulting shuffles of I and J . Thanks to [CFL,
Theorem 3.9], the image of the Magnus expansionM completely characterizes “the generalized
shuffle relation”. In fact, the image in Z〈X1, . . . , Xq〉/Jk is realized as
{ ∑
I=(i1···in)
aI ·Xi1 · · ·Xin
∣∣∣ For any indexes J and K, aJ · aK =
∑
L∈Sh(J,K)
aL
}
. (21)
We further examine the R-extension of the image and state Theorem A.1. Let us con-
sider the real extension R〈X1, . . . , Xq〉/Jk = R ⊗ Z〈X1, . . . , Xq〉/Jk and identify it with the
Euclid space of dimension
∑k−1
ℓ=0 q
ℓ. Furthermore, we will define a subspace, Im(MR,k), of
R〈X1, . . . , Xq〉/Jk as follows. Let Im(MR,k) with k = 2 be R〈X1, . . . , Xq〉/J2 ∼= R
q. Suppos-
ing the definition of Im(MR,k−1), we define Im(MR,k) ⊂ R〈X1, . . . , Xq〉/Jk by
{ ∑
I=(i1···in)
aI ·Xi1 · · ·Xin
∣∣∣ ai1···in ∈MR,k−1, if n < k.For any J and K with |J |+ |K| = n, aJ · aK =∑L∈Sh(J,K) aL
}
.
Then, as in the fact [CFL, §3] that the shuffle ration is closed under the multiplication of
(Z[X1, . . . , Xq〉/Jk)
×, so is the closed set Im(MR,k) under that of (R[X1, . . . , Xq〉/Jk)
×. Hence,
this Im(MR,k) is a Lie group, which contains Im(Mk) as a lattice. In other words, F/Fk acts
freely and properly on Im(Mk).
Theorem A.1. The quotient space of Im(MR,k) subject to the free action of F/Fk is a closed
connected C∞-manifold and is an Eilenberg-MacLane space of F/Fk.
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Proof. It is enough to show that Im(MR,k) is contractible, by induction on k. First, if k = 2,
Im(MR,k) is homeomorphic toR
q by definition. Next, consider the projection pk : Im(MR,k)→
Im(MR,k−1). For any x ∈ Im(MR,k−1), p
−1
k (x) can be regarded as the subspace of solutions of
a linear equation, by definition of the shuffle relation. Moreover, the rank of the subspace does
not depend on x, by (1). Thus, pk is a R-vector bundle. Hence, Im(MR,k) is contractible, by
induction.
As a result of Theorem A.1, every s-form of BF/Fk is identified with an F/Fk-invariant s-
form of Im(MR,k). Thus, via the de Rham theorem, we will describe the basis ofH
∗(F/Fk;R) ∼=
H∗dR(BF/Fk) as F/Fk-invariant s-forms of Im(MR,k) as follows:
To state Lemmas A.2 and A.3, we need some terminology. Consider the cotangent bundle
of R〈X1, . . . , Xq〉/Jk, and denote by dXj1...jt the dual basis corresponding to the coordinate
Xj1Xj2 · · ·Xjt . Following the pullback, we regard the basis as 1-forms in T
∗Im(MR,k). Fur-
thermore, for s ∈ {1, . . . , q}, the 1-form dXs on Im(MR,k) is F/Fk-invariant, and the resulting
1-cocycle in
∧1BF/Fk corresponds to the s-th summand of the abelianization αs. Extend the
map βiuiu+1...iv in (5) as R〈X1, . . . , Xq〉/Jk → R. In addition, for (t, k0) ∈ N
2, we prepare a set
of the form,
St,k0 := { (k1, . . . , ku) ∈ N
u | u ≥ 1, k0 + k1 + · · ·+ ku = t }.
Lemma A.2. Fix an index (j1, . . . , jt) ∈ {1, . . . , q}
t. Define the 1-form of the formula,
t∑
k0=1
(
∑
(k1,...,ku)∈St,k0 ,
(−1)u
∏
w: 1≤w≤u
βj1+k0+k1+···+kw−1 j2+k0+k1+···+kw−1 ···jk0+k1+···+kwdXj1···jk0 ).
We denote this 1-form by γj1···jt. This 1-form is F/Fk-invariant.
In what follows, we denote the sum k0 + k1 + · · ·+ ku by pu for brevity.
Proof. It is enough to show that, for any h ≤ q, the pullback M(xh)
∗(γj1···jt) is γj1···jt itself.
Notice, by definition, the following pullback formula:
M(xh)
∗(bj1···jk) = βj1···jk + δjk,hβj1···jk−1,
M(xh)
∗(dXj1···jk) = dXj1···jk + δjk,hdXj1···jk−1.
Thus, the pullback M(xh)
∗(
∏u
w=1 βj1+pw−1 j2+pw−1 ···jpwdXj1···jk0 ) is formed as
(
∏
w: 1≤w≤u
βj1+pw−1 ···jpw + δh,jwβj1+pw−1 ···jpw−1)(dXj1···jk0 + δh,jk0dXj1···jk0−1).
Denote the coefficients of dXj1···jk0 and of dXj1···jk0−1 by Ak0 and Bk0, respectively. Then, by
a careful observation, we can check that
(−1)u
∑
(k1,...,ku)∈St,k0
(Ak0 − Bk0+1) = (−1)
u
∑
(k1,...,ku)∈St,k0
βj1+p0 ···jp1βj1+p1 ···jp2 · · ·βj1+pt−1 ···pt .
Since the sum of the left hand side running over 1 ≤ k0 ≤ t is equal to M(xh)
∗(γj1···jt), we
have the desired M(xh)
∗(γj1···jt) = γj1···jt.
Lemma A.3. Fix an index (j1, . . . , jk). Then, for any s < t ≤ k with (s, t) 6= (1, k), we have
dγjs···jt =
∑
r: s≤r≤t−1
γjs···jr ∧ γjr+1···jt ∈ ∧
2Im(MR).
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Proof. First, by the Leibniz rule, the left hand side dγjs···jt is expressed as
t∑
k0=s
(
∑
(k1,...,ku)∈St,k0
u∑
v=1
(−1)uβj1+p0 ···jp1 · · · βˇj1+pv ···jpv+1 · · ·β1+jpu−1 ···judXj1+pu ···jpu+1 ) ∧ dXjs···jk0 .
Here, the check βˇjpv+1···jpv+1 means the elimination of the term βjpv+1···jpv+1 . On the other hand,
the right hand side becomes
∑
r: s≤r<t
( ∑
k′0: s≤k
′
0≤r
(
∑
(k′1,...,k
′
u−1)∈Sr,k′
0
(−1)u
′
βj1+s···jp′
1
· · ·βj1+p′
u−1
···jr)dXjs···jk′
0
∧
∑
k′′0 : r+1≤k
′′
0≤t
(
∑
(k′′1 ,...,k
′′
u)∈St−r,k′′
0
(−1)u
′′
βj1+k′′
0
···jp′′
1
· · ·β1+jp′′
u−1
···jt)dXjr+1···jk′′
0
)
.
By replacing r by k0, k
′
a by ka+1 and k
′′
a by ku+a+1, a careful comparison deduces that this
sum equal to the preceding expansion of the left hand side.
This situation is the same as the defining system, as mentioned in §3. Note that the de
Rham theorem preserves the cup product. Thus, in parallel to the main theorem 3.2, we
readily obtain the basis of the 2-cocycle of H2dR(BF/Fk) as follows.
Theorem A.4. The second cohomology H2dR(BF/Fk)
∼= RNk is spanned by the Massey prod-
ucts 〈αi1 , . . . , αik〉 running over standard sequences (i1 · · · ik) ∈ Uk. Here, 〈αi1, . . . , αik〉 is
represented by the 2-form
k∑
k0=1
(
∑
(k1,...,ku)∈Sk,k0
u∑
v=1
(−1)k0βj1+k0 ···jp1 · · · βˇj1+pv ···jpv+1 · · ·βj1+pu−1 ···jt)dXj1+pu ···jpu+1 ∧ dXj1···jk0 .
Proof. This resulting is immediately computed as the sum
∑t
r=1 γj1···jr ∧ γjr+1···jt by the def-
inition of the Massey product. Here, we should remark that the sum is F/Fk-invariant by
Lemma A.2.
As a result for 3-cocycles in H3dR(B(F/Fk)), Theorem 3.2 (III) and Proposition 5.1 enable
us to similarly describe 3-cocycles sℓ(dXj ∧ 〈αi1 , . . . , αiℓ〉) as 3-forms, where ℓ = k, k + 1.
Day [Day] considers an extension of the Morita homomorphism from differential 3-forms of
B(F/Fk); thus, it seems interesting to observe the work from the viewpoint of Theorem A.4.
Finally, we conclude this appendix by describing some examples with t ≤ 4.
Example A.5. (i) The 1-form γab is dXab−βadXb. Hence, the Massey product 〈αa, αb, αc〉 =
γab ∧ γc + γa ∧ γbc is expressed as dXa ∧ dXbc + dXab ∧ dXc − βadXbdXc − βbdXadXc.
(ii) Next, when t = 3, the 1-form γabc is dXabc − βcdXab − βbβcdXa + βbcdXa. Hence, the
Massey product 〈αa, αb, αc, αd〉 is formulated as
(dXabc − βcdXab − βbβcdXa + βbcdXa) ∧ dXd + (dXab − βadXb) ∧ (dXcd − βcdXd)
+βa ∧ (dXbcd − βddXbc − βcβddXb + βcddXb).
(iii) Next, when t = 4 and (j1, j2, j3, j4) = (a, b, c, d), the 1-form γabcd is
dXabcd − βddXabc + βcβddXab + βcddXab − βbcddXa − βbcβddXa − βbβcddXa − βbβcβddXa.
Then, 〈αa, αb, αc, αd, αe〉 can be similarly computed as γabcd∧γe+ γabc∧γde+ γab∧γcde+
γa ∧ γbcde.
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