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Chapter 1
Introduction
Modern technological advancements have enabled massive-scale collection, processing
and storage of information, triggering the onset of the ‘big data’ era where in every
two days now we create as much data as we did in the entire 20th century. The infor-
mation explosion has resulted in large and complex datasets which can potentially be
exploited to seek solutions for relevant research problems. This, in turn, has necessi-
tated the exponential growth of literature devoted to statistical modeling of ‘big data’.
For statisticians, big data is a relative all-encompassing term referring to datasets whose
dimensions stretch the comfort levels of traditional statistical machinery. The theoret-
ical and computational challenges posed by big data are of diverse nature and usually
depend on the nature of the dataset and the associated statistical question. This thesis
aims at developing novel statistical methods that can efficiently analyze a variety of
such large complex datasets.
Underlying the umbrella theme of big data modeling, we present statistical methods
for two different classes of large complex datasets. The first half of the thesis focuses on
the ‘large n’ problem for large spatial or spatio-temporal datasets where observations
exhibit strong dependencies across space and time. With the growing capabilities of
Geographical Information Systems (GIS) and user-friendly software, statisticians today
routinely encounter massive geographically referenced datasets from diverse areas of
research like forestry, environmental health, climate sciences, finance, etc. containing a
large number of irregularly located observations on multiple variables. Classical regres-
sion approaches based on the assumption of independent observations fail to capture the
1
2space-varying dependence among the observations and result in inaccurate inference for
such datasets. This has fueled considerable interest in statistical modeling for location-
referenced spatial data. Gaussian Process (GP) models offer a rich modeling framework
and are being widely deployed to help researchers comprehend complex spatial phenom-
ena in the sciences. However, for large spatial datasets, the computational demands of
traditional GP models are impossible to meet due to large matrix computations. Pop-
ular computationally attractive alternatives have been developed in recent times but
many of them suffer from inferential limitations while others lack the versatility offered
by process-based modeling.
In Chapter 2, we develop a Nearest Neighbor Gaussian Process (NNGP) that at-
tains the balance between computational efficiency and inferential accuracy for massive
spatial datasets. NNGP is constructed using the central idea that spatial dependence
is stronger among neighboring locations. We establish that the NNGP is a well-defined
spatial process providing legitimate finite-dimensional Gaussian densities with sparse
precision matrices. We embed the NNGP as a sparsity-inducing prior within a rich hi-
erarchical modeling framework and outline how computationally efficient Markov chain
Monte Carlo (MCMC) algorithms can be executed without storing or decomposing large
matrices. The floating point operations (flops) per iteration of this algorithm is linear
in the number of spatial locations. Hence the model’s scalability to massive datasets
such as those found in climate sciences far exceeds those of process-based low rank mod-
els. More importantly, we have demonstrated that the NNGP does not oversmooth like
low-rank models and effectively reproduces the corresponding inference from full (but
highly expensive) GP models. We have also analyzed a massive forest biomass dataset
observed at more than 100, 000 locations using the NNGP model. The results of our
analysis lead to improved prediction of forest biomass based on satellite image data.
In modeling ambient air pollution data, it is now customary to meld observed mea-
surements with physical model outputs, where the latter can operate at much finer
scales. GP models are also commonly used to analyze such spatio-temporal data where
inference is sought at arbitrary spatial and temporal resolutions. The lack of scalability
of spatial GP models is inherited by their spatio-temporal analogs. In Chapter 3, we
extend the work in Chapter 2 for large spatio-temporal datasets. One needs to account
3for local dependence in both space and time for modeling such geographically and tem-
porally referenced datasets. However, there is no unique concept of distance or local
neighborhoods in a spatio-temporal domain. We construct dynamic local neighbor-
hoods in a continuous spatio-temporal domain using strength of a correlation function
as a proxy for distance. We develop a Dynamic Nearest Neighbor Gaussian Process
(DNNGP) which enjoys sparse characterizations similar to the NNGP. DNNGP uses
a novel scalable algorithm to simultaneously learn about the neighborhood structure
along with the process parameters. Like the NNGP, DNNGP also scales linearly with
the size of the dataset and delivers process-based inference at arbitrary resolutions for
massive spatio-temporal datasets.
We use DNNGP model to create maps of particulate matter (PM), a class of ma-
licious environmental pollutants known to cause detrimental effects on human health.
Regulatory efforts aimed at curbing PM levels in different countries require high reso-
lution space-time maps that can identify red-flag regions exceeding statutory concen-
tration limits. Chemistry Transport Models (CTM) used to generate such maps have
been shown to systematically underestimate observed PM concentrations. We propose
a hierarchical DNNGP model that uses the CTM output to significantly improve pre-
diction of PM levels across Europe. Additionally, the inference provided for the model
covariance parameters provides insight into long-term space-time structures of PM.
Epidemiological data for different disease rates are often recorded as aggregated
disease counts over entire geographical regions instead of isolated locations. Accurate
identification of trends and factors associated with the disease requires accounting for
the spatial dependence among the different regions in these areal datasets. The class
of models for non-replicate areal data is currently very limited. Popularly used Condi-
tional Autoregressive (CAR) models correspond to improper probability distributions
and often lead to widely documented oversmoothed fits. In Chapter 4, we develop a
new class of models based on directed acyclic graphs constructed over the geographi-
cal region. Unlike CAR models, our proposed Directed Acyclic Graph Autoregressive
(DAGAR) models produce proper probability distributions without introducing any ad-
ditional parameters. DAGAR models are also free of the ordering of the areal regions,
unlike other approaches based on directed acyclic graph. DAGAR yields multivariate
Gaussian distributions with sparse precision matrices and, hence, can be easily used
4to model very large areal datasets. Extensive simulation experiments reveal that when
the spatial signal is strong or when the latent surface is rough, DAGAR significantly
outperforms CAR models.
In numerous application domains, the data is of considerably higher dimension and is
not necessarily spatial. Researchers from diverse fields such as genetics, economics, neu-
roscience, public health, imaging, etc., are increasingly encountering complex datasets
where dimension of each observation (p) substantially exceeds the size of the dataset
(n). In the second half of this thesis we focus on regression problems in this “large p
small n” setting. One important objective of high dimensional regression is to segregate
a small set of regressors, associated with the response of interest, from the large number
of redundant ones. Over the last two decades there has been a deluge of statistical
methods aimed at accurately recovering this small set of associations in such high di-
mensional regression problems. However, the vast majority of such high-dimensional
regression methods ignores possible contamination and heterogeneity of the data. We
have developed statistical methods that are tailored to accommodate such aberrations.
We often face corrupted data in many applications where missing data and measure-
ment errors cannot be ignored. For instance, microarrays containing information about
thousands of genes are often contaminated with substantial error accruing because of
the complexity of the data collection process. The Lasso is a popular variable selection
method for clean data. The virtues of convexity have contributed fundamentally to the
success and popularity of the Lasso as it is easily implemented using very fast solvers
like the co-ordinate descent or homotopy algorithms. However, it has been proven that
standard high dimensional regression techniques like Lasso may yield incorrect estimates
when applied naively to such noisy datasets. In Chapter 5, we propose a new method
named CoCoLasso (Convex Conditioned Lasso) that is convex and can handle a gen-
eral class of corrupted datasets including the cases of additive measurement error and
missing completely at random missing data. CoCoLasso adjusts for the contamination
in a high-dimensional regression setup using convex optimization. We provide finite
sample and asymptotic theoretical guarantees about parameter estimation and sparsity
recovery. We also develop a simple algorithm using Alternating Direction Method of
Multipliers (ADMM) to practically implement the method and devise novel cross vali-
dation and model comparison methods adapted to noisy datasets. We back our theory
5with results using simulated datasets.
The US stock market crash in the ‘Internet bubble burst’ of 2001-2002 was not
accompanied by plummeting house prices whereas in the sub-prime mortgage crisis in
2007-2009, stocks and house prices witnessed simultaneous collapse. Economic time
series data are often collected over such heterogeneous regimes that are more appro-
priately modeled using piece-wise linear models for each segment of the data separated
by change-points. Existing statistical literature on high dimensional regression often
assumes a homogeneous model for the entire dataset. Change point methods for high
dimensional regression data are severely underdeveloped. In addition to detecting the
number and location of the change points, there is also interest in understanding the
change in the association between the response and the predictors before and after a
change point. In Chapter 6, we have developed a fully Bayesian framework for change-
point high-dimensional linear regression where the slope of the regression can change
after each change point. Using segment-specific shrinkage and diffusion priors, we de-
liver full posterior inference for the change points and simultaneously obtain posterior
probabilities of variable selection in each segment via an efficient Gibbs sampler. Addi-
tionally, our method can detect an unknown number of change points and accommodate
different variable selection constraints among the predictors like grouping or partial se-
lection. We apply our approach for a macro-economic analysis of Minnesota house price
index data. The results strongly favor the change point model over a homogeneous (no
change point) high-dimensional regression model. Applicability of the approach extends
beyond economic time-series to any high-dimensional dataset exhibiting heterogeneous
trends like DNA micro-arrays and climate change data.
Chapter 2
Hierarchical Nearest-Neighbor
Gaussian Process Models for
Large Geostatistical Datasets
2.1 Introduction
With the growing capabilities of Geographical Information Systems (GIS) and user-
friendly software, statisticians today routinely encounter geographically referenced data-
sets containing a large number of irregularly located observations on multiple vari-
ables. This has, in turn, fueled considerable interest in statistical modeling for location-
referenced spatial data; see, for example, the books by Stein (1999), Banerjee et al.
(2014), Schabenberger and Gotway (2004), and Cressie and Wikle (2011) for a variety
of methods and applications. Spatial process models introduce spatial dependence be-
tween observations using an underlying random field, {w(s) : s ∈ D}, over a region of
interest D, which is endowed with a probability law that specifies the joint distribution
for any finite set of random variables. For example, a zero-centered Gaussian process
ensures that w = (w(s1), w(s2) . . . , w(sn))
′ ∼ N(0,C(θ)), where C(θ) is a family of
covariance matrices, indexed by an unknown set of parameters θ. Such processes offer a
rich modeling framework and are being widely deployed to help researchers comprehend
complex spatial phenomena in the sciences. However, model fitting usually involves the
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7inverse and determinant of C(θ), which typically require ∼ n3 floating point operations
(flops) and storage of the order of n2. These become prohibitive when n is large and
C(θ) has no exploitable structure.
Broadly speaking, modeling large spatial datasets proceeds from either exploiting
“low-rank” models or using sparsity. The former attempts to construct spatial processes
on a lower-dimensional subspace (see, e.g., Higdon, 2001; Kammann and Wand, 2003;
Stein, 2007, 2008; Banerjee et al., 2008; Cressie and Johannesson, 2008; Crainiceanu
et al., 2008; Rasmussen and Williams, 2005; Finley et al., 2009) by regressing the original
(parent) process on its realizations over a smaller set of r << n locations (“knots”
or “centers”). The algorithmic cost for model fitting typically decreases from O(n3)
to O(nr2 + r3) ≈ O(nr2) flops since n >> r. However, when n is large, empirical
investigations suggest that r must be fairly large to adequately approximate the parent
process and the nr2 flops becomes exorbitant (see Section 2.5.1). Furthermore, low
rank models perform poorly when neighboring observations are strongly correlated and
the spatial signal dominates the noise (Stein, 2014). Although bias-adjusted low-rank
models tend to perform better (Finley et al., 2009; Banerjee et al., 2010; Sang and
Huang, 2012), they increase the computational burden.
Sparse methods include covariance tapering (see, e.g., Furrer et al., 2006; Kaufman
et al., 2008; Du et al., 2009; Shaby and Ruppert, 2012), which introduces sparsity in
C(θ) using compactly supported covariance functions. This is effective for parame-
ter estimation and interpolation of the response (“kriging”), but it has not been fully
developed or explored for more general inference on residual or latent processes. Intro-
ducing sparsity in C(θ)−1 is prevalent in approximating Gaussian process likelihoods
using Markov random fields (e.g., Rue and Held, 2005), products of lower dimensional
conditional distributions (Vecchia, 1988, 1992; Stein et al., 2004), or composite likeli-
hoods (e.g., Bevilacqua and Gaetan, 2014; Eidsvik et al., 2014). However, unlike low
rank processes, these do not, necessarily, extend to new random variables at arbitrary
locations. There may not be a corresponding process, which restricts inference to the
estimation of spatial covariance parameters. Spatial prediction (“kriging”) at arbitrary
locations proceeds by imputing estimates into an interpolator derived from a different
process model. This may not reflect accurate estimates of predictive uncertainty and is
undesirable.
8Our intended inferential contribution is to offer substantial scalability for fully
process-based inference on underlying, perhaps completely unobserved, spatial pro-
cesses. Moving from finite-dimensional sparse likelihoods to sparsity-inducing spatial
processes can be complicated. We first introduce sparsity in finite-dimensional prob-
ability models using specified neighbor sets constructed from directed acyclic graphs.
We use these sets to extend these finite-dimensional models to a valid spatial pro-
cess over uncountable sets. We call this process a Nearest-Neighbor Gaussian Process
(NNGP). Its finite-dimensional realizations have sparse precision matrices available in
closed form. While sparsity has been effectively exploited by Vecchia (1988); Stein et al.
(2004); Emory (2009); Gramacy and Apley (2014); Gramacy et al. (2014) and Stroud
et al. (2014) for approximating expensive likelihoods cheaply, a fully process-based mod-
eling and inferential framework has, hitherto, proven elusive. The NNGP fills this gap
and enriches the inferential capabilities of existing methods by subsuming estimation
of model parameters, prediction of outcomes and interpolation of underlying processes
into one highly scalable unifying framework.
To demonstrate its full inferential capabilities, we deploy the NNGP as a sparsity-
inducing prior for spatial processes in a Bayesian framework. Unlike low rank processes,
the NNGP always specifies non-degenerate finite dimensional distributions making it a
legitimate proper prior for random fields and is applicable to any class of distributions
that support a spatial stochastic process. It can, therefore, model an underlying pro-
cess that is never actually observed. The modeling provides structured dependence for
random effects, e.g. intercepts or coefficients, at a second stage of specification where
the first stage need not be Gaussian. We cast a multivariate NNGP within a versatile
spatially-varying regression framework (Gelfand et al., 2003; Banerjee et al., 2008) and
conveniently obtain entire posteriors for all model parameters as well as for the spatial
processes at both observed and unobserved locations. Using a forestry example, we
show how the NNGP delivers process-based inference for spatially-varying regression
models at a scale where even low-rank processes, let alone full Gaussian processes, are
unimplementable even in high-performance computing environments.
Here is a brief outline. Section 2.2 formulates the NNGP using multivariate Gaus-
sian processes. Section 2.3 outlines Bayesian estimation and prediction within a very
flexible hierarchical modeling setup. Section 2.4 discusses alternative NNGP models and
9algorithms. Section 2.5 presents simulation studies to highlight the inferential benefits
of the NNGP and also analyzes forest biomass from a massive USDA dataset. Finally,
Section 2.6 concludes the manuscript with a brief summary and pointers toward future
work.
2.2 Nearest-Neighbor Gaussian Process
2.2.1 Gaussian density on sparse directed acyclic graphs
We will consider a q-variate spatial process over <d. Let w(s) ∼ GP (0,C(·, · |θ))
denote a zero-centered q-variate Gaussian process, where w(s) ∈ <q for all s ∈ D ⊆ <d.
The process is completely specified by a valid cross-covariance function C(·, · |θ), which
maps a pair of locations s and t in D × D into a q × q real valued matrix C(s, t)
with entries cov{wi(s), wj(t)}. Here, θ denotes the parameters associated with the
cross-covariance function. Let S = {s1, s2, . . . , sk} be a fixed collection of distinct
locations in D, which we call the reference set. So, wS ∼ N(0,CS(θ)), where wS =
(w(s1)
′,w(s2)′, . . . ,w(sk)′)′ and CS(θ) is a positive definite qk × qk block matrix with
C(si, sj) as its blocks. Henceforth, we write CS(θ) as CS , the dependence on θ being
implicit, with similar notation for all spatial covariance matrices.
The reference set S need not coincide with or be a part of the observed locations, so
k need not equal n, although we later show that the observed locations are a convenient
practical choice for S. When k is large, parameter estimation becomes computationally
cumbersome, perhaps even unfeasible, because it entails the inverse and determinant
of C˜S . Here, we benefit from expressing the joint density of wS as the product of
conditional densities, i.e.,
p(wS) = p(w(s1)) p(w(s2) |w(s1)) . . . p(w(sk) |w(sk−1), . . . ,w(s1)) , (2.1)
and replacing the larger conditioning sets on the right hand side of (2.1) with smaller,
carefully chosen, conditioning sets of size at most m, where m  k (see, e.g., Vecchia,
1988; Stein et al., 2004; Gramacy and Apley, 2014; Gramacy et al., 2014). So, for every
si ∈ S, a smaller conditioning set N(si) ⊂ S \ {si} is used to construct
p˜(wS) =
k∏
i=1
p(w(si) |wN(si)) , (2.2)
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where wN(si) is the vector formed by stacking the realizations of w(s) over N(si).
Let NS = {N(si); i = 1, 2, . . . , k} be the collection of all conditioning sets over S.
We can view the pair {S, NS} as a directed graph G with S = {s1, s2, . . . , sk} being the
set of nodes and NS the set of directed edges. For every two nodes si and sj , we say sj is
a directed neighbor of si if there is a directed edge from si to sj . So, N(si) denotes the
set of directed neighbors of si and is, henceforth, referred to as the “neighbor set” for
si. A “directed cycle” in a directed graph is a chain of nodes si1 , si2 , . . . , sib such that
si1 = sib and there is a directed edge between sij and sij+1 for every j = 1, 2, . . . , b− 1.
A directed graph with no directed cycles is known as a ‘directed acyclic graph’.
We now show that if G = (S, NS) is acyclic then p˜(wS) defined in (2.3) corresponds
to a true density over S. For any directed acyclic graph, there exists a node with zero
in-degree i.e. no directed edge pointing towards it. We denote this node by spi(1) This
means spi(1) does not belong to the neighbor set of any other location in S. The only
term where it appears on the right hand side of (2.2) is p(w(spi(1) |wN(spi(1))) which
integrates out to one with respect to dw(spi(1)). We now have a new acyclic directed
graph G1 obtained by removing vertex spi(1) and its directed edges from G. Now we
can find a new vertex spi(2) with zero out-degree in G1 and continue as before to get a
permutation pi(1), pi(2), . . . , pi(k) of 1, 2, . . . , k such that∫ k∏
i=1
p(w(si) |wN(si))dw(spi(1))dw(spi(2)) . . . dw(spi(k)) = 1
An easy application of Fubini’s theorem now ensures that this is a proper joint density.
Hence, if G is a directed acyclic graph, then p˜(wS), as defined above, is a proper
multivariate joint density (see Lauritzen (1996) for a similar result). Starting from
a joint multivariate density p(wS), we derive a new density p˜(wS) using a directed
acyclic graph G. While this holds for any original density p(wS), it is especially useful
in our context, where p(wS) is a multivariate Gaussian density and G is sufficiently
sparse. To be precise, let CN(si) be the covariance matrix of wN(si) and let Csi,N(si)
be the q ×mq cross-covariance matrix between the random vectors w(si) and wN(si).
Standard distribution theory reveals
p˜(wS) =
k∏
i=1
N(w(si) |BsiwN(si),Fsi) , (2.3)
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where Bsi = Csi,N(si)C
−1
N(si)
and Fsi = C(si, si) − Csi,N(si)C−1N(si)CN(si),si . So, the
likelihood in (2.2) is proportional to
1∏k
i=1
√
det(Fsi)
exp
(
−1
2
k∑
i=1
(w(si)−BsiwN(si))′F−1si (w(si)−BsiwN(si))
)
For any matrix A, let A[, j : j′] denote the submatrix formed using columns j to j′
where j < j′. For j = 1, 2, . . . , k, we define q × q blocks Bsi,j as
Bsi,j =

Iq if j = i;
−Bsi [, (l − 1)q + 1 : lq] if sj = N(si)(l) for some l;
O otherwise,
where, for any location s, N(s)(l) is the l-th neighbor of s. So, wsi−BsiwN(si) = B∗siwS ,
where B∗si = [Bsi,1,Bsi,2, . . . ,Bsi,k] is q × kq and sparse with at most m + 1 non-zero
blocks. Then,
k∑
i=1
(w(si)−BsiwN(si))′F−1si (w(si)−BsiwN(si))
=
k∑
i=1
w′S(B
∗
si)
′F−1si B
∗
siwS = w
′
SB
′
SF
−1
S BSwS ,
where F = diag(Fs1 ,Fs2 , . . . ,Fsk) and BS = ((B
∗
s1)
′, (B∗s2)
′, . . . , (B∗sk)
′)′. So, defining
C˜S = (B′SF
−1
S BS)
−1 (2.4)
we have shown that p˜(wS) in (2.3) is a multivariate Gaussian density with covariance
matrix C˜S , which, obviously, is different from CS .
From the form of Bsi,j , it is clear that BS is sparse and lower triangular with
ones on the diagonals. So, det(BS) = 1, det((B′SF
−1
S BS)
−1) =
∏
det(Fsi). Let C˜
ij
S
denote the (i, j)th block of C˜
−1
S . Then from equation (2.4) we see that for i < j,
C˜
ij
S =
∑k
l=j(B
∗
sl,i
)′F−1sl B
∗
sl,j
. So, C˜
ij
S is non-zero only if there exists at least one location
sl such that si ∈ N(sl) and sj is either equal to sl or is in N(sl). Since every neighbor
set has at most m elements where m  k, there are at most km(m + 1)/2 such pairs
(i, j). So C˜
−1
S is sparse with at most km(m + 1)q2/2 non-zero entries. Thus, for a
very general class of neighboring sets, p˜(wS) defined in (2.2) is the joint density of a
multivariate Gaussian distribution with a sparse precision matrix.
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Turning to the neighbor sets, choosing N(si) to be any subset of {s1, s2, . . . , si−1} en-
sures an acyclic G and, hence, a valid probability density in (2.3). Several special cases
exist in likelihood approximation contexts. For example, Vecchia (1988) and Stroud
et al. (2014) specified N(si) to be the m nearest neighbors of si among s1, s2, . . . , si−1
with respect to Euclidean distance. Stein et al. (2004) considered nearest as well as
farthest neighbors from {s1, s2, . . . , si−1}. Gramacy and Apley (2014) offer greater flex-
ibility in choosing N(si), but may require several approximations to be efficient.
All of the above choices depend upon an ordering of the locations. Spatial locations
are not ordered naturally, so one imposes order by, for example, ordering on one of the
coordinates. Of course, any other function of the coordinates can be used to impose
order. However, the aforementioned authors have cogently demonstrated that the choice
of the ordering has no discernible impact on the approximation of (2.1) by (2.3). Our
own simulation experiments (see Section 2.5.2) concur with these findings; inference
based upon p˜(wS) is extremely robust to the ordering of the locations. This is not
entirely surprising. Clearly, whatever order we choose in (2.1), p(wS) produces the full
joint density. Note that we reduce (2.1) to (2.2) based upon neighbor sets constructed
with respect to the specific ordering in (2.1). A different ordering in (2.1) will produce a
different set of neighbors for (2.2). Since p˜(wS) ultimately relies upon the information
borrowed from the neighbors, its effectiveness is often determined by the number of
neighbors we specify and not the specific ordering.
In the following section, we will extend the density p˜(wS) to a legitimate spatial
process. We remark that our subsequent development holds true for any choice of N(si)
that ensures an acyclic G. In general, identifying a “best subset” of m locations for
obtaining optimal predictions for si is a non-convex optimization problem, which is
difficult to implement and defeats our purpose of using smaller conditioning sets to ease
computations. Nevertheless, we have found Vecchia’s choice of m-nearest neighbors
from {s1, s2, . . . , si−1} to be simple and to perform extremely well for a wide range
of simulation experiments. In what ensues, this will be our choice for N(si) and the
corresponding density p˜(wS) will be referred to as the ‘nearest neighbor’ density of wS .
2.2.2 Extension to a Gaussian Process
Let u be any location in D outside S. Consistent with the definition of N(si),
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let N(u) be the set of m-nearest neighbors of u in S. Hence, for any finite set U =
{u1,u2, . . . ,ur} such that S ∩U is empty, we define the nearest neighbor density of wU
conditional on wS as
p˜(wU |wS) =
r∏
i=1
p(w(ui) |wN(ui)) . (2.5)
This conditional density is akin to (2.2) except that all the neighbor sets are subsets
of S. This ensures a proper conditional density. Indeed (2.2) and (2.5) are sufficient
to describe the joint density of any finite set over the domain D. More precisely, if
V = {v1,v2, . . . ,vn} is any finite subset in D, then, using (2.5) we obtain the density
of wV as,
p˜(wV) =
∫
p˜(wU |wS) p˜(wS)
∏
{si∈S\V}
d(w(si)) where U = V \ S . (2.6)
If U is empty, then (2.5) implies that p˜(wU |wS) = 1 in (2.6). If S \ V is empty, then
the integration in (2.6) is not needed.
We now prove that these probability densities, defined on finite topologies, conform
to Kolmogorov’s consistency criteria and, hence, correspond to a valid spatial process
over D . We will first show that for every finite set V = {v1,v2, . . . ,vn} in D, n ∈
{1, 2, . . .} and for every permutation pi(1), pi(2), . . . , pi(n) of 1, 2, . . . , n we have,
p˜ (w(v1),w(v2), . . . ,w(vn)) = p˜
(
w(vpi(1)),w(vpi(2)), . . . ,w(vpi(n))
)
.
We begin by showing that for any finite set V, the expression given in (2.6) is a proper
density. Let U = V \ S. Since V ∪ (S \ V) = S ∪ U , we obtain∫
p˜(wV)
∏
vi∈V
d(w(vi)) =
∫
p˜(wU |wS)p˜(wS)
∏
vi∈U
d(w(vi))
∏
si∈S
d(w(si))
=
∫
p˜(wS)
∫ p˜(wU |wS) ∏
vi∈U
d(w(vi))
 ∏
si∈S
d(w(si)) =
∫
p˜(wS)
∏
si∈S
d(w(si)) = 1
Note that S is fixed. Therefore, the expression for the joint density of wV depends only
on the the neighbor sets N(vi) for vi ∈ U . So the NNGP density for V is invariant
under any permutation of locations inside V.
We now prove that for every location v0 ∈ D, p˜(wV) =
∫
p˜(wV∪{v0})d(w(v0)). Let
V1 = V ∪ {v0}. We split the proof into two cases. If v0 ∈ S, then using the fact
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V1 \ S = V \ S = U , we obtain∫
p˜(wV1)d(w(v0)) =
∫
p˜(wS)p˜(wV1\S |wS)
∏
si∈S\V1
d(w(si))d(w(v0)
=
∫
p˜(wS)p˜(wV\S |wS)
∏
si∈S\V
d(w(si)) = p˜(wU ) .
If v0 /∈ S, then w(v0) does not appear in the neighborhood set of any other term. So,
p(w(v0) |wS) integrates to one with respect to d(w(v0)). The result now follows from∫
p(wV1 |wS)d(w(v0)) = p(wV |wS).
So, given any original (parent) spatial process and any fixed reference set S, we can
construct a new process over the domain D using a collection of neighbor sets in S. We
refer to this process as the ‘nearest neighbor process’ derived from the original parent
process. If the parent process is GP (0,C(·, · |θ)), then
p˜(wU |wS) =
r∏
i=1
N(w(ui) |BuiwN(ui),Fui) = N(BUwS ,FU ) (2.7)
for any finite set U = {u1,u2, . . . ,ur} in D outside S, where Bui and Fui are defined
analogous to (2.3) based on the neighbor sets N(ui), FU = diag(Fu1 ,Fu2 , . . . ,Fur) and
BU is a sparse nq × kq matrix with each row having at most mq non-zero entries. For
any finite set V in D, p˜(wV) is the density of the realizations of a Gaussian Process over
V with cross covariance function
C˜(v1,v2;θ) =

C˜si,sj , if v1 = si and v2 = sj are both in S,
Bv1C˜N(v2),sj if v1 /∈ S and v2 = sj ∈ S,
Bv1C˜N(v1),N(v2)B
′
v2 + δ(v1=v2)Fv1 if v1 and v2 are not in S
(2.8)
where v1 and v2 are any two locations in D, C˜A,B denotes submatrices of C˜S indexed
by the locations in the sets A and B, and δ(v1=v2) is the Kronecker delta.
This completes the construction of a well-defined Nearest Neighbor Gaussian Pro-
cess, NNGP (0, C˜(·, · |θ)), derived from a parent Gaussian process, GP (0,C(·, · |θ)).
In the NNGP, the size of S, i.e., k, can be as large, or even larger than the size of the
dataset. The reduction in computational complexity is achieved through sparsity of the
NNGP precision matrices. Unlike low-rank processes, the NNGP is not a degenerate
process. It is a proper, sparsity-inducing Gaussian process, immediately available as
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a prior in hierarchical modeling, and, as we show in the next section, delivers massive
computational benefits.
2.3 Bayesian estimation and implementation
2.3.1 A hierarchical model
Consider a vector of l dependent variables, say y(t), at location t ∈ D ⊆ <d in a
spatially-varying regression model,
y(t) = X(t)′β + Z(t)′w(t) + (t) , (2.9)
where X(t)′ is the l × p matrix of fixed spatially-referenced predictors, w(t) is a q × 1
spatial process forming the coefficients of the l×q fixed design matrix Z(t)′, and (t) iid∼
N(0,D) is an l × 1 white noise process capturing measurement error or micro-scale
variability with dispersion matrix D, which we assume is diagonal with entries τ2j ,
j = 1, 2, . . . , l. The matrix X(t)′ is block diagonal with p =
∑l
i=1 pi, where the 1 × pi
vector xi(t)
′, including perhaps an intercept, is the i-th block for each i = 1, 2, . . . , l.
The model in (2.9) subsumes several specific spatial models. For instance, letting q = l
and Z(t)′ = Il×l leads to a multivariate spatial regression model where w(t) acts as a
spatially-varying intercept. On the other hand, we could envision all coefficients to be
spatially-varying and set q = p with Z(t)′ = X(t)′.
For scalability, instead of a customary Gaussian process prior for w(t) in (2.9), we
assume w(t) ∼ NNGP (0, C˜(·, · |θ)) derived from the parent GP (0,C(·, · |θ)). Any
valid isotropic cross covariance function (see, e.g., Gelfand and Banerjee, 2010) can be
used to construct C(·, · |θ). To elucidate, let T = {t1, t2, . . . , tn} be the set of locations
where the outcomes and predictors have been observed. This set may, but need not,
intersect with the reference set S = {s1, s2, . . . , sk} for the NNGP. Without loss of
generality, we split up T into S∗ and U , where S∗ = S ∩ T = {si1 , si2 , . . . , sir} with
sij = tj for j = 1, 2, . . . , r and U = T \ S = {tr+1, tr+2, . . . , tn}. Since S ∪ T = S ∪ U ,
we can completely specify the realizations of the NNGP in terms of the realizations
of the parent process over S and U , hierarchically, as wU |wS ∼ N(BUwS ,FU ) and
wS ∼ N(0, C˜S). For a full Bayesian specification, we further specify prior distributions
on β, θ and the τ2j ’s. For example, with customary prior specifications, we obtain the
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joint distribution
p(θ)×
q∏
j=1
IG(τ2j | aτj , bτj )×N(β |µβ,Vβ)×N(wU |BUwS ,FU )
×N(wS |0, C˜S)×
n∏
i=1
N(y(ti) |X(ti)′β + Z(ti)′w(ti),D) , (2.10)
where p(θ) is the prior on θ and IG(τ2j | aτj , bτj ) denotes the Inverse-Gamma density.
2.3.2 Estimation and prediction
To describe a Gibbs sampler for estimating the parameters in (2.10), we define y =
(y(t1)
′,y(t2)′, . . . ,y(tn)′)′, and w and  similarly. Also, we introduce X = [X(t1) :
X(t2) : . . . : X(tn)]
′, Z = diag(Z(t1)′, . . . ,Z(tn)′), and Dn = Cov() = diag(D, . . . ,D).
The full conditional distribution for β isN(V∗βµ∗β,V
∗
β), where V
∗
β = (V
−1
β +X
′D−1n X)−1,
µ∗β = (V
−1
β µβ+X
′D−1n (y−Zw)). Inverse-Gamma priors for the τ2j ’s leads to conjugate
full conditional distribution IG(aτj +
n
2 , bτj +
1
2(y∗j−X∗jβ−Z∗jw)′(y∗j−X∗jβ−Z∗jw)
where y∗j refers to the n × 1 vector containing the jth co-ordinates of the y(ti)’s,
X∗j and Z∗j are the corresponding fixed and spatial effect covariate matrices respec-
tively. For updating θ, we use a random walk Metropolis step with target density
p(θ)×N(wS |0, C˜S)×N(wU |BUwS ,FU ), where
N(wS |0, C˜S) =
∏k
i=1N(w(si) |BsiwN(si),Fsi) and
N(wU |BUwS ,FU ) =
∏n
i=r+1N(w(ti) |BtiwN(ti),Fti)
(2.11)
Each of the component densities under the product sign on the right hand side of (2.11)
can be evaluated without any n-dimensional matrix operations rendering the NNGP
suitable for efficient Metropolis (Hastings) block updates for θ.
The components of wU |wS are independent. So we update w(ti) | · ∼ N(Vtiµti ,Vti)
for i = r + 1, r + 2, . . . , n where µti = Z(ti)D
−1 (y(ti)−X(ti)′β) + F−1ti BtiwN(ti) and
Vti =
(
Z(ti)D
−1Z(ti)′ + F−1ti
)−1
. Finally, we update the components of wS individu-
ally. For any two locations s and t in D, if s ∈ N(t) and is the l-th component of N(t),
i.e., say s = N(t)(l), then define Bt,s as the l× l submatrix formed by columns (l−1)q+
1, (l− 1)q+ 2, . . . , lq of Bt. Let U(si) = {t ∈ S ∪ T | si ∈ N(t)} and for every t ∈ U(si)
define, at,si = w(t) −
∑
s∈N(t),s6=si Bt,sw(s). Then, for i = 1, 2, . . . , k, we have the full
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conditional wsi | · ∼ N(Vsiµsi ,Vsi) where Vsi = (In(si ∈ S∗)Z(si)D−1Z(si)′ + F−1si +∑
t∈U(si) B
′
t,siF
−1
t Bt,si)
−1, µsi = In(si ∈ S∗)Z(si)D−1(y(si)−X(si)′β)+F−1si BsiwN(si)+∑
t∈U(si) B
′
t,siF
−1
t at,si and In(·) denotes the indicator function. Hence, the w’s can also
be updated without requiring storage or factorization of any n× n matrices.
Turning to predictions, let t be a new location where we intend to predict y(t)
given X(t) and Z(t). The Gibbs sampler for estimation also generates the posterior
samples wS |y. So, if t ∈ S, then we simply get samples of y(t) |y from N(X(t)′β +
Z(t)′w(t),D). If t is outside S, then we generate samples of w(t) | · ∼ N(Vtµt,Vt),
where Vt =
(
Z(t)D−1Z(t)′ + F−1t
)−1
and µt = Z(t)D
−1 (y(t)−X(t)′β)+F−1t BtwN(t),
and subsequently generate posterior samples of y(t) |y similar to the earlier case.
2.3.3 Computational complexity
Implementing the NNGP model in Section 2.3.2 reveals that one entire pass of the Gibbs
sampler can be completed without any large matrix operations. The only difference
between (2.10) and a full geostatistical hierarchical model is that the spatial process is
modeled as an NNGP prior as opposed to a standard GP. For comparisons, we offer
rough estimates of the flop counts to generate θ and w per iteration of the sampler.
We express the computational complexity only in terms of the sample size n, size of the
reference set k and the size of the neighbor sets m as other dimensions are assumed to
be small. For all locations, t ∈ S ∪ T , Bt and Ft can be calculated using O(m3) flops.
So, from (2.11) it is easy to see that p(θ | ·) can be calculated using O((n+ k)m3) flops.
All subsequent calculations to generate a set of posterior samples for w and θ require
around O((n+ k)m2) flops.
So, the total flop counts is of the order (n + k)m3 and is ,therefore, linear in the
total number of locations in S ∪ T . This ensures scalability of the NNGP to large
datasets. Compare this with a full GP model with a dense correlation matrix, which
requires O(n3) flops for updating w in each iteration. Simulation results in Section 2.5.1
indicate that NNGP models with usually very small values of m (≈ 10) provides infer-
ence almost indistinguishable to full geostatistical models. Therefore, for large n, this
linear flop count is drastically less. Also, linearity with respect to k ensures a feasible
implementation even for k ≈ n. This offers substantial improvement over low rank
models where the computational cost is quadratic in the number of “knots,” limiting
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the size of the set of knots. Also, both the full geostatistical and the predictive pro-
cess models require storage of the n×n distance matrix, which can potentially exhaust
storage resources for large datasets. An NNGP model only requires the distance matrix
between neighbors for every location, thereby storing n+k small matrices, each of order
m×m. Hence, NNGP accrues substantial computational benefits over existing methods
for very large spatial datasets and may be the only feasible option for fully model-based
inference in certain cases, as seen in the forestry data example (Section 2.5.3).
2.3.4 Model comparison and choice of S and m
As elaborated in Section 2.2, given any parent Gaussian process and any fixed reference
set of locations S, we can construct a valid NNGP. The resulting finite dimensional
likelihoods of the NNGP depend upon the choice of the reference set S and the size of
each N(si), i.e., m. Choosing the reference set is similar to selecting the knots for a
predictive process. Unlike the number of “knots” in low rank models, the number of
points in S do not thwart computational scalability. From Section 2.3.3, we observe
that the flop count in an NNGP model only increases linearly with the size of S. Hence,
the number of locations in S can, in theory, be large and this provides a lot of flexibility
in choosing S.
Points over a grid across the entire domain seem to be a plausible choice for S. For
example, we can construct a large S using a dense grid to improve performance without
adversely affecting computational costs. Another, perhaps even simpler, option for large
datasets is to simply fix S = T , the set of observed locations. Since the NNGP is a
legitimate process for any fixed S, this choice is legitimate and it reduces computational
costs even further by avoiding additional sampling of wU in the Gibbs sampler. Our
empirical investigations (see Section 2.5.1) reveal that choosing S = T deliver inference
almost indistinguishable from choosing S to be a grid over the domain for large datasets.
Stein et al. (2004) and Eidsvik et al. (2014) proposed using a sandwich variance esti-
mator for evaluating the inferential abilities of neighbor-based pseudo-likelihoods. Shaby
(2012) developed a post sampling sandwich variance adjustment for posterior credi-
ble intervals of the parameters for quasi-Bayesian approaches using pseudo-likelihoods.
However, all these adjustments concede accrual of additional computational costs. Also,
the asymptotic results used to obtain the sandwich variance estimators are based on
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assumptions which are hard to verify in spatial settings with irregularly placed data
points. Moreover, we view the NNGP as an independent model for fitting the data
and not as an approximation to the original GP. Hence, we refrain from such sand-
wich variance adjustments. Instead, we can simply use any standard model comparison
metrics such as DIC (Spiegelhalter et al., 2002), GPD (Gelfand and Ghosh, 1998) or
RMSPE(RMSECV) (Yeniay and Goktas, 2002) to compare the performance of NNGP
and any other candidate model. The same model comparison metrics are also used for
selecting m. However, as we illustrate later in Section 2.5.1, usually a small value of
m between 10 to 15 produces performance at par with the full geostatistical model.
While larger m may be beneficial for massive datasets, perhaps under a different design
scheme, it is still going to be much smaller than the number of knots required in low
rank models (see Section 2.5.1).
2.4 Alternate NNGP models and algorithms
2.4.1 Block update of wS using sparse Cholesky
The Gibbs’ sampling algorithm detailed in Section 2.3.2 is extremely efficient for large
datasets with linear flop counts per iteration. However, it can sometimes experience slow
convergence issues due to sequential updating of the elements in wS . An alternative
to sequential updating is to perform block updates of wS . We choose S = T so that
si = ti for all i = 1, 2, . . . , n and we denote wS = wT by w. Then,
w|· ∼ N(VSZ′D−1n (y−Xβ),VS) , where VS = (Z′D−1n Z + C˜
−1
S )
−1 . (2.12)
Recall that C˜
−1
S is sparse. Since Z and Dn are block diagonal, V
−1
S retains the sparsity
of C˜
−1
S . So, a sparse Cholesky factorization of V
−1
S will efficiently produce the Cholesky
factors of VS . This will facilitate block updating of w in the Gibbs sampler.
2.4.2 NNGP models for the response
Another possible approach involves NNGP models for the response y(s). If w(s) is
a Gaussian Process, then so is y(s) = Z(s)′w(s) +  (without loss of generality we
assume β = 0). One can directly use the NNGP specification for y(s) instead of
w(s). That is, we derive y(s) ∼ NNGP (0, Σ˜(·, ·)) from the parent Gaussian process
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GP (0,Σ(·, · |θ)). The Gibbs sampler analogous to Section 2.3 now enjoys the additional
advantage of avoiding full conditionals for w. This results in a Bayesian analogue for
Vecchia (1988) and Stein et al. (2004) but precludes inference on the spatial residual
surface w(s). Modeling w(s) provides additional insight into residual spatial contours
and is often important in identifying lurking covariates or eliciting unexplained spatial
patterns. Vecchia (1992) used the nearest neighbor approximation on a spatial model
for observations (y) with independent measurement error (nuggets) in addition to the
usual spatial component (w). However, it may not be possible to recover w using this
approach. For example, a univariate stationary process y(s) with a nugget effect can
be decomposed as y(s) = w(s) + (s) (letting β = 0) for some w(s) ∼ GP (0,C(·, · |θ))
and white noise process (s). If y = w + , where w ∼ N(0,C),  ∼ N(0, τ2In), then
Cov(y) = C + τ2I = Σ, all eigenvalues of Σ are greater than τ2 and Cov(w |y) =
τ2In− τ4Σ−1. For y(s) ∼ NNGP (0, Σ˜(·, ·)), however, the eigenvalues of Σ˜ may be less
than τ2, so τ2In − τ4Σ˜−1 need not be positive definite for every τ2 > 0 and p(w |y) is
no longer well-defined.
A different model is obtained by using an NNGP prior for w, as in (2.10), and then
integrating out w. The resulting likelihood is N(y |Xβ,Σy), where Σy = ZC˜SZ′+ Dn
and the Bayesian specification is completed using priors on β, τ2j ’s and θ as in (2.10).
This model drastically reduces the number of variables in the Gibbs sampler, while
preserving the nugget effect in the parent model. We can generate the full condition-
als for the parameters in the marginalized model as follows: β| y,φ ∼ N((V−1β +
X′Σ−1y X)−1(V
−1
β µβ + X
′Σ−1y y) , (V
−1
β + X
′Σ−1y X)−1). It is difficult to factor out
τ2j ’s from Σ
−1
y , so conjugacy is lost with respect to any standard prior. Metropolis
block updates for θ are feasible for any tractable prior p(θ). This involves computing
X′Σ−1y X, X
′Σ−1y y and (y − Xβ)′Σ−1y (y − Xβ). Since Σ−1y = D−1n − D−1n Z(C˜
−1
S +
Z′D−1n Z)−1Z
′D−1n = D
−1
n − D−1n ZVSZ′D−1n , where VS is given by (2.12), a sparse
Cholesky factorization of V−1S will be beneficial. We draw posterior samples for w from
p(w |y) = ∫ p(w |θ,β, {τ2j },y)p(θ,β, {τ2j } |y) using composition sampling—we draw
w(g) from p(w |θ(g),β(g), {τ2j (g)},y) one-for-one for each sampled parameter.
Using block updates for wS in (2.10) and fitting the marginalized version of (2.10)
both require an efficient sparse Cholesky solver for V−1S . Note that computational
expenses for most sparse Cholesky algorithms depend on the precise nature of the sparse
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structure (mostly on the bandwidth) of C˜
−1
S (see, e.g. Davis, 2006). The number of flops
required for Gibbs sampling and prediction in this marginalized model depends upon the
sparse structure of C˜
−1
S and may, sometimes, heavily exceed the linear usage achieved by
the unmarginalized model with individual updates for wi. Therefore, a prudent choice
of the precise fitting algorithms should be based on the sparsity structure of C˜
−1
S for
the given dataset.
2.4.3 Spatiotemporal and GLM versions
In spatiotemporal settings where we seek spatial interpolation at discrete time-points
(e.g., weekly, monthly or yearly data), we write the response (possibly vector-valued) as
yt(s) and the random effects as wt(s). One could, for example, envision that the data
arise as a time series of spatial processes, i.e., there is a time series at each location. An
alternative scenario is cross-sectional data being collected at a set of locations associated
with each time point and these locations can differ from time point to time point.
Desired inference includes spatial interpolation for each time point. Spatial dynamic
models incorporating the NNGP are easily formulated as below:
yt(s) = Xt(s)
′βt + ut(s) + t(s), t(s)
iid∼ N(0, D)
βt = βt−1 + ηt, ηt
iid∼ N(0,Ση), β0 ∼ N(m0,Σ0)
ut(s) = ut−1(s) + wt(s), wt(s)
ind∼ NNGP (0, C˜(·, · |θt)) .
(2.13)
Thus, one retains exactly the same structure of process-based spatial dynamic models,
e.g., as in Gelfand et al. (2005a), and simply replaces the independent Gaussian process
priors for wt(s) with independent NNGP’s to achieve computational tractability.
The above is illustrative of how attractive and extremely convenient the NNGP is for
model building. One simply writes down the parent model and subsequently replaces the
full GP with an NNGP. Being a well-defined process, the NNGP ensures a valid spatial
dynamic model. Similarly NNGP versions of dynamic spatiotemporal Kalman-filtering
(Wikle and Cressie, 1999, as, e.g., in) can be constructed.
Handling non-Gaussian (e.g., binary or count) data is also straightforward using
spatial generalized linear models (GLM’s) (Diggle et al., 1998; Lin et al., 2000; Kam-
mann and Wand, 2003; Banerjee et al., 2014). Here, the NNGP provides structured
dependence for random effects at the second stage. First, we replace E[y(t)] in (2.9)
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with g(E(y(t))) where g(·) is a suitable link function such that η(t) = g(E(y(t))) =
X(t)′β+ Z(t)′w(t). In the second stage, we model the w(t) as an NNGP. The benefits
of the algorithms in Sections 2.3.2 and 2.3.3 still hold, but some of the alternative algo-
rithms in Section 2.4 may not apply. For example, we do obtain tractable marginalized
likelihoods by integrating out the spatial effects.
2.5 Illustrations
We conduct simulation experiments and analyze a large forestry dataset. Posterior
inference for subsequent analysis were based upon three chains of 25000 iterations (with
a burn-in of 5000 iterations). All the samplers were programmed in C++ and leveraged
Intels Math Kernel Library’s (MKL) threaded BLAS and LAPACK routines for matrix
computations on a Linux workstation with 384 GB of RAM and two Intel Nehalem
quad-Xeon processors.
2.5.1 Simulation experiment
We generated observations using 2500 locations within a unit square domain from the
model (2.9) with q = l = 1 (univariate outcome), p = 2, Z(t)′ = 1 (scalar), the spatial
covariance matrix C(θ) = σ2R(φ), where R(φ) is a n × n correlation matrix, and
D = τ2 (scalar). The model included an intercept and a covariate x1 drawn from
N(0, 1). The (i, j)th element of R(φ) was calculated using the Mate´rn function
ρ(ti, tj ;φ) =
1
2ν−1Γ(ν)
(||ti − tj ||φ)νKν(||ti − tj ||φ); φ > 0, ν > 0, (2.14)
where ||ti − tj || is the Euclidean distance between locations ti and tj , φ = (φ, ν) with
φ controlling the decay in spatial correlation and ν controlling the process smoothness,
Γ is the usual Gamma function while Kν is a modified Bessel function of the second
kind with order ν (Stein, 1999) Evaluating the Gamma function for each matrix element
within each iteration requires substantial computing time and can obscure differences
in sampler run times; hence, we fixed ν at 0.5 which reduces (2.14) to the exponential
correlation function. The first column in Table 2.1 gives the true values used to generate
the responses. Figure 2.2(a) illustrates the w(t) surface interpolated over the domain.
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We then estimated the following models from the full data: i) the full Gaussian
Process (Full GP); ii) the NNGP with m = {1, 2, . . . , 25} for S 6= T and S = T ,
and; iii) a Gaussian Predictive Process (GPP) model (Banerjee et al., 2008) with 64
knots placed on a grid over the domain. For the NNGP with S 6= T we considered
2000 randomly placed reference locations within the domain. The 64 knot GPP was
chosen because its computing time was comparable to that of NNGP models. We
used an efficient marginalized sampling algorithm for the Full GP and GPP models as
implemented in the spBayes package in R (Finley et al., 2013). All the models were
trained using 2000 of the 2500 observed locations, while the remaining 500 observations
were withheld to assess predictive performance.
For all models, the intercept and slope regression parameters, β0 and β1, were given
flat prior distributions. The variance components σ2 and τ2 were assigned inverse-
Gamma IG(2, 1) and IG(2, 0.1) priors, respectively, and the spatial decay φ received a
uniform prior U(3, 30), which corresponds to a spatial range between approximately 0.1
and 1 units.
Parameter estimates and performance metrics for the NNGP (with m = 10 and
m = 20), GPP, and the Full GP models are provided in Table 2.1. All model specifica-
tions produce similar posterior median and 95% credible intervals estimates, with the
exception of φ in the 64 knot GPP model. Larger values of DIC and D suggest that
the GPP model does not fit the data as well as the NNGP and Full GP models. The
NNGP S = T models provide DIC, GPD scores that are comparable to those of the
Full GP model. These fit metrics suggest the NNGP S 6= T models provide better fit to
the data than that achieved by the full GP model which is probably due to overfitting
caused by a very large reference set S. The last row in Table 2.1 shows computing times
in minutes for one chain of 25000 iterations reflecting on the enormous computational
gains of NNGP models over full GP model.
Turning to out-of-sample predictions, the Full model’s RMSPE and mean width
between the upper and lower 95% posterior predictive credible interval is 1.2 and 2.12,
respectively. As seen in Figure 2.1, comparable RMSPE and mean interval width for the
NNGP S = T model is achieved within m ≈ 10. There are negligible difference between
the predictive performances of the NNGP S 6= T and S = T models. Both the NNGP
and Full GP model have better predictive performance than the Predictive Process
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Table 2.1: Univariate synthetic data analysis parameter estimates and computing time
in minutes for NNGP and full GP models. Parameter posterior summary 50 (2.5, 97.5)
percentiles.
NNGP (S 6= T ) NNGP (S = T )
True m = 10, k = 2000 m = 20, k = 2000 m = 10 m = 20
β0 1 0.99 (0.71, 1.48) 1.02 (0.73, 1.49) 1.00 (0.62, 1.31) 1.03 (0.65, 1.34)
β1 5 5.00 (4.98, 5.03) 5.01 (4.98, 5.03) 5.01 (4.99, 5.03) 5.01 (4.99, 5.03)
σ2 1 1.09 (0.89, 1.49) 1.04 (0.85, 1.40) 0.96 (0.78, 1.23) 0.94 (0.77, 1.20)
τ2 0.1 0.07 (0.04, 0.10) 0.07 (0.04, 0.10) 0.10 (0.08, 0.13) 0.10 (0.08, 0.13)
φ 12 11.81 (8.18, 15.02) 12.21 (8.83, 15.62) 12.93 (9.70, 16.77) 13.36 (9.99, 17.15)
pD – 1491.08 1478.61 1243.32 1249.57
DIC – 1856.85 1901.57 2390.65 2377.51
G – 33.67 35.68 77.84 76.40
P – 253.03 259.13 340.40 337.88
D – 286.70 294.82 418.24 414.28
RMSPE – 1.22 1.22 1.2 1.2
95% CI cover % – 97.2 97.2 97.6 97.6
95% CI width – 2.19 2.18 2.13 2.12
Time – 14.2 47.08 9.98 33.5
Predictive Process Full
True 64 knots Gaussian Process
β0 1 1.30 (0.54, 2.03) 1.03 (0.69, 1.34)
β1 5 5.03 (4.99, 5.06) 5.01 (4.99, 5.03)
σ2 1 1.29 (0.96, 2.00) 0.94 (0.76, 1.23)
τ2 0.1 0.08 (0.04, 0.13) 0.10 (0.08, 0.12)
φ 12 5.61 (3.48, 8.09) 13.52 (9.92, 17.50)
pD – 1258.27 1260.68
DIC – 13677.97 2364.80
G – 1075.63 74.80
P – 200.39 333.27
D – 1276.03 408.08
RMSPE – 1.68 1.2
95% CI cover % – 95.6 97.6
95% CI width – 2.97 2.12
Time – 43.36 560.31
models when the number of knots is small, e.g., 64. All models showed appropriate 95%
credible interval coverage rates.
Figures 2.2(b-f) illustrate the posterior median estimates of the spatial random ef-
fects from the Full GP, NNGP (S = T ) with m = 10 and m = 20, NNGP (S 6= T ) with
m = 10 and GPP models. These surfaces can be compared to the true surface depicted
in Figure 2.2(a). This comparison shows: i) the NNGP models closely approximates
the true surface and that estimated by the Full GP model, and; ii) the reduced rank
predictive process model based on 64 knots greatly smooths over small-scale patterns.
This last observation highlights one of the major criticisms of reduced rank models
Stein (2014) and illustrates why these models often provide compromised predictive
performance when the true surface has fine spatial resolution details.
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Figure 2.1: Choice ofm in NNGP models: Out-of-sample Root Mean Squared Prediction
Error (RMSPE) and mean width between the upper and lower 95% posterior predictive
credible intervals for a range of m for the univariate synthetic data analysis
(a) True w (b) Full GP (c) GPP 64 knots
(d) NNGP (S = T ) m = 10 (e) NNGP (S = T ) m = 20 (f) NNGP (S 6= T ) m = 10
Figure 2.2: Univariate synthetic data analysis: Interpolated surfaces of the true spatial
random effects and posterior median estimates for different models
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Overall, we see the clear computational advantage of the NNGP over the Full GP
model, and both inferential and computational advantage over the GPP model.
2.5.2 Robustness of NNGP to ordering of locations
We conduct a simulation experiment demonstrating the robustness of NNGP to the
ordering of the locations. We generate the data for n = 2500 locations using the model
in Section 2.5.1. However instead of a square domain we choose a long skinny domain
(see Figure 2.3(a)) which can bring out possible sensitivity to ordering due to scale
disparity between the x and y axes. We use three different orderings for the locations:
ordering by x-coordinates, by y-coordinates and by the function f(x, y) = x+ y.
Table 2.2 demonstrates that the point estimates and the 95% credible intervals for
Table 2.2: Univariate synthetic data analysis parameter estimates and computing time
in minutes for NNGP m=10 and full GP models. Parameter posterior summary 50 (2.5,
97.5) percentiles.
NNGP (S = T )
Full Order by Order by Order by
True Gaussian Process y-coordinates x-coordinates x+ y-coordinates
σ2 1 0.64 (0.41, 1.30) 0.71 (0.45, 1.53) 0.76 (0.48, 1.50) 0.72 (0.46, 1.44)
τ2 0.1 0.11 (0.10, 0.12) 0.11 (0.10, 0.11) 0.11 (0.10, 0.12) 0.11 (0.10, 0.12)
φ 6 8.26 (4.06, 13.41) 8.29 (3.56, 12.88) 7.13 (3.41, 11.27) 7.50 (3.60, 11.91)
the process parameters from all three NNGP models are extremely consistent with the
estimates from the full Gaussian process model.
Posterior estimates of the spatial residual surface from the different models are
shown in Figure 2.3. Again, the impact of the different ordering is negligible. In
Figure 2.4, we plotted the difference between the posterior estimates of the random
effects of the true GP and NNGP for all 3 orderings. It was seen that this difference
was negligible compared to the difference between the true spatial random effects and full
GP estimates. This shows the inference obtained from the NNGP (using any ordering)
closely emulates the corresponding full GP inference.
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Figure 2.3: Robustness of NNGP to ordering: Figures (a) and (b) show interpolated
surfaces of the true spatial random effects and posterior median estimates for full geo-
statistical model respectively. Figures (c), (d), and (e) show interpolated surfaces of
the posterior median estimates for NNGP model with S = T , m = 10, and alternative
coordinate ordering. Corresponding true and estimated process parameters are given in
Table 2.2.
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(c) Full GP ŵ− NNGP (order by y) ŵ
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(d) Full GP ŵ− NNGP (order by x+ y) ŵ
Figure 2.4: Difference between Full GP and NNGP estimates of spatial effects: Fig-
ure (a) shows the difference between the true spatial random effects and the full GP
posterior median estimates. Figures (b), (c) and (d) plots the difference between pos-
terior median estimates of full GP and NNGP ordered by x, y and x + y co-ordinates
respectively. All the figures are in the same color scale.
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2.5.3 Forest biomass data analysis
Information about the spatial distribution of forest biomass is needed to support global,
regional, and local scale decisions, including assessment of current carbon stock and flux,
bio-feedstock for emerging bio-economies, and impact of deforestation. In the United
States, the Forest Inventory and Analysis (FIA) program of the USDA Forest Service
collects the data needed to support these assessments. The program has established
field plot centers in permanent locations using a sampling design that produces an
equal probability sample (Bechtold and Patterson, 2005). Field crews recorded stem
measurements for all trees with diameter at breast height (DBH); 1.37 m above the forest
floor) of 12.7 cm or greater. Given these data, established allometric equations were
used to estimate each plot’s forest biomass. For the subsequent analysis, plot biomass
was scaled to metric tons per ha then square root transformed. The transformation
ensures that back transformation of subsequent predicted values have support greater
than zero and helps to meet basic regression models assumptions.
Figure 2.5(a) illustrates the georeferenced forest inventory data consisting of 114, 371
forested FIA plots measured between 1999 and 2006 across the conterminous United
States. The two blocks of missing observations in the Western and Southwestern United
States correspond to Wyoming and New Mexico, which have not yet released FIA data.
Figure 2.5(b) shows a deterministic interpolation of forest biomass observed on the FIA
plots. Dark blue indicates high forest biomass, which is primarily seen in the Pacific
Northwest, Western Coastal ranges, Eastern Appalachian Mountains, and in portions
of New England. In contrast, dark red indicates regions where climate or land use limit
vegetation growth.
A July 2006 Normalized Difference Vegetation Index (NDVI) image from the MOD-
erate resolution Imaging Spectroradiometer (MODIS); http://glcf.umd.edu/data/
ndvi) sensor was used as a single predictor. NDVI is calculated from the visible and
near-infrared light reflected by vegetation, and can be viewed as a measure of green-
ness. In this image, Figure 2.5(c), dark green corresponds to dense vegetation whereas
brown identifies regions of sparse or no vegetation, e.g., in the Southwest. NDVI is com-
monly used as a covariate in forest biomass regression models, see, for e.g., Zhang and
Kondraguanta (2006). Results from these and similar studies show a positive linear re-
lationship between forest biomass and NDVI. The strength of this relationship, however,
30
(a) Observed locations (b) Observed biomass
(c) NDVI
Distance (km)
Se
mi
va
ri
an
ce
l
l
l
l
l
l
l
l
l
l l l l
l
l l
l
l
l
l l
l l l
l
0 100 200 300 400 500
0.
35
0.
40
0.
45
0.
50
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Figure 2.5: Forest biomass data analysis: (a) locations of observed biomass, (b) in-
terpolated biomass response variable, (c) NDVI regression covariate, (d) variogram of
non-spatial model residuals, and (e) surface of the SVI model random spatial effects
posterior medians. Following our FIA data sharing agreement, plot locations depicted
in (a) have been “fuzzed” to hide the true coordinates.
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varies by forest tree species composition, age, canopy structure, and level of reflectance.
We expect a space-varying relationship between biomass and NDVI, given tree species
composition and disturbance regimes generally exhibit strong spatial dependence across
forested landscapes.
The ∼38 gigabytes of memory in our workstation was insufficient for storage of
distance matrices required to fit a Full GP or GPP model. Subsequently, we explore
the relationship between forest biomass and NDVI using a non-spatial model, a NNGP
space-varying intercept (SVI) model (i.e., q = l = 1 and Z(t) = 1) in (2.9), and a
NNGP spatially-varying coefficients (SVC) regression model with l = 1, q = p = 2 and
Z(t) = X(t) in (2.9). The reference sets for the NNGP models were again the observed
locations and m was chosen to be 5 or 10. The parent process w(t) is a bivariate
Gaussian process with a isotropic cross-covariance specification C(ti, tj |θ) = AΓ(φ)A′,
where A is 2 × 2 lower-triangular with positive diagonal elements, Γ is 2 × 2 diagonal
with ρ(ti, tj ;φb) (defined in (2.14)) as the b
th diagonal entry, b = 1, 2 and φb = (φb, νb)
′
(see, e.g., Gelfand and Banerjee, 2010).
For all models, the intercept and slope regression parameters were given flat prior
distributions. The variance components τ2 and σ2 were assigned inverse-Gamma IG(2, 1)
priors, the SVC model cross-covariance matrix AA′ was given an inverse-Wishart
IW (3, 0.1), and the Mate´rn spatial decay and smoothness parameters received uniform
prior supports U(0.01, 3) and U(0.1, 2), respectively. These prior distributions on φ and
ν correspond to support between approximately 0.5 and 537 km. Candidate models
are assessed using the metrics described in Section 2.3.4, inference drawn from mapped
estimates of the regression coefficients, and out-of-sample prediction.
Parameter estimates and performance metrics for NNGP with m = 5 are shown
in Table 2.3. The corresponding numbers for m = 10 were similar. Relative to the
spatial models, the non-spatial model has higher values of DIC and D which suggests
NDVI alone does not adequately capture the spatial structure of forest biomass. This
observation is corroborated using a variogram fit to the non-spatial model’s residuals,
Figure 2.5(d). The variogram shows a nugget of ∼0.42, partial sill of ∼0.05, and range
of ∼150 km. This residual spatial dependence is apparent when we map the SVI model
spatial random effects as shown in Figure 2.5(e). This map, and the estimate of a non-
negligible spatial variance σ2 in Table 2.3, suggests the addition of a spatial random
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effect was warranted and helps satisfy the model assumption of uncorrelated residuals.
Table 2.3: Forest biomass data analysis parameter estimates and computing time in
hours for candidate models. Parameter posterior summary 50 (2.5, 97.5) percentiles.
NNGP NNGP
Non-spatial Space-varying intercept Space-varying coefficients
β0 1.043 (1.02, 1.065) 1.44 (1.39, 1.48) 1.23 (1.20, 1.26)
βNDV I 0.0093 (0.009, 0.0095) 0.0061 (0.0059, 0.0062) 0.0072 (0.0071, 0.0074)
σ2 – 0.16 (0.15, 0.17) –
AA′1,1 – – 0.24 (0.23, 0.24)
AA′2,1 – – -0.00088 (-0.00093, -0.00083)
AA′2,2 – – 0.0000052 (0.0000047, 0.0000056)
τ2 0.52 (0.51, 0.52) 0.39 (0.39, 0.40) 0.39 (0.38, 0.40)
φ1 – 0.016 (0.015, 0.016) 0.022 (0.021, 0.023)
φ2 – – 0.030 (0.029, 0.031)
ν1 – 0.66 (0.64, 0.67) 0.92 (0.90, 0.93)
ν2 – – 0.92 (0.89, 0.93)
pD 2.94 6526.95 4976.13
DIC 250137 224484.2 222845.1
G 59765.30 42551.08 43117.37
P 59667.15 47603.47 46946.49
D 119432.45 90154.55 90063.86
Time – 14.53 41.35
The values of the SVC model’s goodness of fit metrics suggest that allowing the
NDVI regression coefficient to vary spatially improves model fit over that achieved by
the SVI model. Figures 2.6(a) and 2.6(b) show maps of posterior estimates for the
spatially varying intercept and NDVI, respectively. The clear regional patterns seen in
Figure 2.6(b) suggest the relationship between NDVI and biomass does vary spatially—
with stronger positive regression coefficients in the Pacific Northwest and northern Cal-
ifornia areas. Forest in the Pacific Northwest and northern California is dominated
by conifers and support the greatest range in biomass per unit area within the entire
conterminous United States. The other strong regional pattern seen in Figure 2.6(b) is
across western New England, where near zero regression coefficients suggest that NDVI
is not as effective at discerning differences in forest biomass. This result is not surpris-
ing. For deciduous forests, NDVI can explain variability in low to moderate vegetation
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(a) β0(t) (b) βNDV I(t)
(c) Fitted biomass (d) 95% CI width
Figure 2.6: Forest biomass data analysis using SVC model: (a) Posterior medians of the
intercept, (b) NDVI regression coefficients, (c) median of biomass posterior predictive
distribution, and (d) range between the upper and lower 95% percentiles of the posterior
predictive distribution.
density. However, in high biomass deciduous forests, like those found across western
New England, NDVI saturates and is no longer sensitive to changes in vegetation struc-
ture (Wang et al., 2005). Hence, we see a higher intercept in this region but lower slope
coefficient on NDVI. Figures 2.6(c) and 2.6(d) map each location’s posterior predictive
median and the range between the upper and lower 95% credible interval, respectively,
from the SVC model. Figure 2.6(c) shows strong correspondence with the deterministic
interpolation of biomass in Figure 2.5(b). The prediction uncertainty in Figure 2.6(d)
provides a realistic depiction of the model’s ability to quantify forest biomass across the
United States.
We also used prediction mean squared error (PMSE) to assess predictive perfor-
mance. We fit the candidate models using 100, 000 observations and withheld 14, 371
for validation. PMSE for the non-spatial, SVI, and SVC models was 0.52, 0.41, and
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0.42 respectively. Lower PMSE for the spatial models, versus the non-spatial model,
corroborates the results from the model fit metrics and further supports the need for
spatial random effects in the analysis.
2.6 Summary and conclusions
We regard the NNGP as a highly scalable model, rather than a likelihood approxima-
tion, for large geostatistical datasets. It significantly outperforms competing low-rank
processes such as the GPP, in terms of inferential capabilities as well as scalability. A
reference set S and the resulting neighbor sets (of size m) define the NNGP. Larger m’s
would increase costs, but there is no apparent benefit to increasing m for larger datasets
Selecting S is akin to choosing the “knots” or “centers” in low-rank methods. While
some sensitivity to m and the choice of points in S is expected, our results indicate
that inference is very robust with respect to S and very modest values of m ( 20)
typically suffice. Larger reference sets may be needed for larger datasets, but its size
does not thwart computations. In fact, we observed that a very convenient choice for
the reference set is the observed locations.
A potential concern with this choice is that if the observed locations have large gaps,
then the resulting NNGP may be a poor approximation of the full Gaussian Process.
This arises from the fact that observations at locations outside the reference set are
correlated via their respective neighbor sets and large gaps may imply two very near
points have very different neighbor sets leading to low correlation. Our simulations
indeed reveal that in such a situation, the NNGP covariance field is very flat at points
in the gap. However, even with this choice of S the NNGP model performs at par
with the full GP model as the latter also fails to provide strong information about
observations located in large gaps. Of course, one can always choose a grid over the
entire domain as S to construct a NNGP with covariance function similar to the full GP.
Another choice for S could be based upon configurations for treed Gaussian processes
(Gramacy and Lee, 2008). .
Our simulation experiments revealed that estimation and kriging based on NNGP
models closely emulate those from the true Mate´rn GP models, even for slow decaying
covariances . The Mate´rn covariance function is monotonically decreasing with distance
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and satisfies theoretical screening conditions, i.e. the ability to predict accurately based
on a few neighbors (Stein, 2002). This, perhaps, explains the excellent performance
of NNGP models with Mate´rn covariances. We also investigated the performance of
NNGP models using a wave covariance function, which does not satisfy the screening
conditions, in a setting where a significant proportion of nearest neighbors had negative
correlation with the corresponding locations. The NNGP estimates were still close to
the true model parameters and the kriged surface closely resembled the true surface.
Most wave covariance functions (like the damped cosine or the cardinal sine function)
produce covariance matrices with several small eigenvalues. The full GP model cannot
be implemented for such models because the matrix inversion is numerically unstable.
The NNGP model involves much smaller matrix inversions and can be implemented
in some cases (e.g. for the damped cosine model). However, for the cardinal sine
covariance, the NNGP also faces numerical issues as even the small m ×m covariance
matrices are numerically unstable. Bias-adjusted low-rank GPs (Finley et al., 2009)
possess a certain advantage in this aspect as the covariance matrix is guaranteed to
have eigen values bounded away from zero. However, computations involving low-rank
processes with numerically unstable covariance functions cannot be carried out with
the efficient Sherman-Woodbury-Morrison type matrix identities and more expensive
full Cholesky decompositions will be needed.
Apart from being easily extensible to multivariate and spatiotemporal settings with
discretized time, the NNGP can fuel interest in process-based modeling over graphs.
Examples include networks, where data arising from nodes are posited to be similar to
neighboring nodes. It also offers new modeling avenues and alternatives to the highly
pervasive Markov random field models for analyzing regionally aggregated spatial data.
Also, there is scope for innovation when space and time are jointly modeled as processes
using spatiotemporal covariance functions. One will need to construct neighbor sets
both in space and time and effective strategies, in terms of scalability and inference,
will need to be explored. Comparisons with alternate approaches (see, e.g., Katzfuss
and Cressie, 2012) will also need to be made. Finally, a more comprehensive study
on the alternate algorithms, including direct methods for executing sparse Cholesky
factorizations, in Section 2.4 is being undertaken. More immediately, we plan to migrate
our lower-level C++ code to the existing spBayes package (Finley et al., 2013) in the
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R statistical environment (http://cran.r-project.org/web/packages/spBayes) to
facilitate wider user accessibility to NNGP models.
Chapter 3
Non-separable Dynamic
Nearest-Neighbor Gaussian
Process Models for Large
spatio-temporal Data with an
Application to Particulate Matter
Analysis
3.1 Introduction
Recent years have witnessed considerable growth in statistical modeling of large spatio-
temporal datasets; see, for example, the recent books by Gelfand et al. (2010), Cressie
and Wikle (2011) and Banerjee et al. (2014) and the references therein for a variety
of methods and applications. An especially important domain of application for such
models is environmental public health, where analysts and researchers seek map pro-
jections for ambient air pollutants measured at monitoring stations and understand the
temporal variation in such maps. When inference is sought at the same scale as the
observed data, one popular approach is to model the measurements as a time series of
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spatial processes. This approach encompasses standard time series models with spatial
covariance structures (Pfeifer and Deutsch, 1980a,b; Stoffer, 1986) and dynamic models
(Stroud et al., 2001; Gelfand et al., 2005b) among numerous other alternatives.
On the other hand, when inference is sought at arbitrary scales, possibly finer than
the observed data (e.g., interpolation over the entire spatial and temporal domains),
one constructs stochastic process models to capture dependence using spatio-temporal
covariance functions (see, e.g., Cressie and Huang, 1999; Kyriakidis and Journel, 1999;
Gneiting, 2002; Stein, 2005; Allcroft and Glasbey, 2003; Gneiting et al., 2007). In model-
ing ambient air pollution data, it is now customary to meld observed measurements with
physical model outputs, where the latter can operate at much finer scales. Inference,
therefore, is increasingly being sought at arbitrary resolutions using spatio-temporal
process models (see, e.g., Gneiting and Guttorp, 2010) . Henceforth, we focus upon this
setting.
While the richness and flexibility of spatio-temporal process models are indisputable,
their computational feasibility and implementation pose major challenges for large
datasets. Model-based inference usually involves the inverse and determinant of an
n × n spatio-temporal covariance matrix C(θ), where n is the number of space-time
coordinates at which the data have been observed. When C(θ) has no exploitable
structure, matrix computations typically require ∼ n3 floating point operations (flops)
and storage in the order of n2 which becomes prohibitive if n is large. Approaches for
modeling large covariance matrices in purely spatial settings include low rank models
(see, e.g., Higdon, 2001; Kammann and Wand, 2003; Stein, 2007, 2008; Banerjee et al.,
2008; Cressie and Johannesson, 2008; Crainiceanu et al., 2008; Rasmussen and Williams,
2005; Finley et al., 2009; Katzfuss, 2016), covariance tapering (see, e.g., Furrer et al.,
2006; Kaufman et al., 2008; Du et al., 2009; Shaby and Ruppert, 2012; Bevilacqua et al.,
2015), approximations using Gaussian Markov Random Fields (GMRF) (see, e.g., Rue
and Held, 2005), products of lower dimensional conditional densities (Datta et al., 2016;
Vecchia, 1988, 1992; Stein et al., 2004), and composite likelihoods (e.g., Eidsvik et al.,
2014). Extensions to spatio-temporal settings include Cressie et al. (2010), Finley et al.
(2012) and Katzfuss and Cressie (2012) who extend low-rank spatial processes to dy-
namic spatio-temporal settings while Xu et al. (2014) who opts for a GMRF approach.
All these methods use dynamic models defined on fixed temporal lags and do not lend
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themselves easily to continuous spatio-temporal domains.
Spatio-temporal process models for continuous space-time modeling of large datasets
have received relatively scant attention. Bai et al. (2012) and Bevilacqua et al. (2012)
used composite likelihoods for parameter estimation in a continuous space-time setup.
Both these approaches, like their spatial analogues, have focused upon constructing
computationally attractive likelihood approximations and have restricted inference only
to parameter estimation. Uncertainty estimates are usually based on asymptotic results
which are usually inappropriate for irregularly observed datasets. Moreover, prediction
at arbitrary locations and time points proceeds by imputing estimates into an interpo-
lator derived from a different process model. This remains expensive for large n and
may not reflect predictive uncertainty accurately.
Our current work offers a highly scalable spatio-temporal process for continuous
space-time modeling. We expand upon the neighbor-based conditioning set approaches
outlined in purely spatial contexts by Vecchia (1988), Stein et al. (2004) and Datta et al.
(2016). We derive a scalable version of a spatio-temporal process, which we call the Dy-
namic Nearest-Neighbor Gaussian Process (DNNGP), using information from smaller
sets of neighbors over space and time. This approach offers several benefits. The
DNNGP is a well-defined spatio-temporal process whose realizations follow Gaussian
distributions with sparse precision matrices. Thus, the DNNGP can act as a sparsity-
inducing prior for spatio-temporal random effects in any Bayesian hierarchical model
and enables full posterior inference considerably enhancing its applicability. Moreover,
it can be used with any spatio-temporal covariance function, thereby accommodating
non-separability. Being a process, importantly, allows the DNNGP to provide inference
at arbitrary resolutions and, in particular, enables predictions at new spatial locations
and time points in posterior predictive fashion. The DNNGP also delivers a substan-
tially superior approximation to the underlying process than, for example, by low rank
approximations (see, e.g, Stein, 2014, for problems with low-rank approximations). Fi-
nally, storage and memory requirements for a DNNGP model are linear in the number
of observations, so it efficiently scales up to massive datasets without sacrificing richness
and flexibility in modeling and inference.
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The remainder of the article is organized as follows. In Section 3.2 we present the de-
tails of a massive environmental pollutants dataset and the need for a full Bayesian anal-
ysis. Section 3.3 elucidates a general framework for building scalable spatio-temporal
processes and uses it to construct a sparsity-inducing DNNGP over a spatio-temporal
domain. Section 3.4 describes efficient schemes for fixed as well as adaptive neighbor
selection, which are used in the DNNGP. Section 3.5 details a Bayesian hierarchical
model with a DNNGP prior and its implementation using Markov Chain Monte Carlo
(MCMC) algorithms. Section 3.6 illustrates the performance of DNNGP using sim-
ulated datasets. In Section 3.7 we present a detailed analysis of our environmental
pollutants dataset. We conclude the manuscript in Section 6.5 with a brief review and
pointers to future research.
3.2 PM10 pollution analysis
Exposure to airborne particulate matter (PM) is known to increase human morbidity
and mortality (Brunekreef and Holgate, 2002; Loomis et al., 2013; Hoek et al., 2013). In
response to these and other health impact studies, regulatory agencies have introduced
policies to monitor and regulate PM concentrations. For example, the European Com-
mission’s air quality standards limit PM10 (PM<10 µm in diameter) concentrations
to an average of 50 µg m−3 over 24 hours and of 40 µg m−3 over a year (European
Commission, 2015). Measurements made with standard instruments are considered au-
thoritative, but these observations are sparse and maps at finer scales are needed for
monitoring progress with mitigation strategies and for monitoring compliance. Hence,
accurately quantifying uncertainty in predicted PM concentrations is critical.
Substantial work has been aimed at developing regional scale chemistry transport
models (CTM) for use in generating such maps. CTM’s, however, have been shown to
systematically underestimate observed PM10 concentrations, due to lack of information
and understanding about emissions and formation pathways (Stern et al., 2008). Em-
pirical regression (Brauer et al., 2011) or geostatistical models (Lloyd and Atkinson,
2004) are an alternative to CTM’s for predicting continuous surfaces of PM10. Empiri-
cal models may give accurate results, but are restricted to the conditions under which
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they are developed (Manders et al., 2009). Assimilating monitoring station observa-
tions and CTM output, with appropriate bias adjustments, has been shown to provide
improvements over using either data source alone (van de Kassteele and Stein, 2006;
Denby et al., 2008; Candiani et al., 2013; Hamm et al., 2015). In such settings, the
CTM output enters as a model covariate and the measured station observations are
the response. In addition to delivering more informed and realistic maps, analyses con-
ducted using the models detailed in Section 3.5 can provide estimates of spatial and
temporal dependence not accounted for by the CTM and hence provide insights useful
for improving the transport models.
We focus on the development and illustration of continuous space-time process
models capable of delivering predictive maps and forecasts for PM10 and similar pol-
lutants using sparse monitoring networks and CTM output. We coupled observed
PM10 measurements across central Europe with corresponding output from the LOTOS-
EUROS (Schaap et al., 2008) CTM. Inferential objectives included i) delivering contin-
uous maps of PM10 with associated uncertainty, ii) producing statistically valid forecast
maps given CTM projections, and iii) developing inference on space and time residual
structure, i.e., space and time lags, that can help identify lurking processes missing in
the CTM. The study area and dataset are the same as those used by Hamm et al. (2015)
and the reader is referred to that paper for more background information. Note that
the current paper works with a 2-year time series, whereas Hamm et al. (2015) focused
on daily analysis of a limited number of pollution events.
3.2.1 Study area
The study domain comprises mainland European countries with a substantial number
of available PM10 observations. The countries included were Portugal, Spain, Italy,
France, Switzerland, Belgium, The Netherlands, Germany, Denmark, Austria, Poland,
The Czech Republic, Slovakia and Slovenia. All data were projected to the European
Terrestrial Reference System 1989 (ETRS) Lambert Azimuthal Equal-Area (LAEA)
projection which gives a coordinate reference system for the whole of Europe.
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Figure 3.1: Observed PM10 µg m
−3 for two example dates.
3.2.2 Observed measurements
Air quality observations for the study area were drawn from the Airbase (Air quality
database)1 . Daily PM10 concentrations were extracted for January 1 2008 through
December 30 2009 resulting in a maximum of M=730 observations at each of N = 308
monitoring stations. Airbase daily values are averaged over the within-day hourly values
when at least 18 hourly measurements are available, otherwise no data are provided.
Airbase monitors are classified by type of area (rural, urban, suburban) and by type
(background, industrial, traffic or unknown). Only rural background monitors were used
in our study. This is common for comparing measured observations to coarse resolution
CTM simulations (Denby et al., 2008). Monitoring stations above 800 m altitude were
also excluded. These tend to be located in areas of variable topography and the accuracy
of the CTM for locations that shift from inside to outside the atmospheric mixing layer
is known to be poor. No further quality control was performed on the data. The
locations of the 308 stations used in the subsequent analysis are shown in Figure 3.1
with associated observed and missing PM10 for two example dates. Of the 224,840
(M × N) potential observations across 730 day time series and 308 stations, 41,761
observations were missing due to sensor failure or removal, and post-processing removal
by Airbase. These missing values were predicted using the proposed models.
1 http://acm.eionet.europa.eu/databases/airbase (accessed 26 September 2014)
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3.2.3 LOTOS-EUROS CTM data
LOTOS-EUROS (v1.8) is a 3D CTM that simulates air pollution in the lower tropo-
sphere. The simulator’s geographic projection is longitude-latitude at a resolution of
0.50◦ longitude ×0.25◦ latitude (approximately 25 km × 25 km). LOTOS-EUROS sim-
ulates the evolution of the components of particulate matter separately. Hence, this
CTM incorporates the dispersion, formation and removal of sulfate, nitrate, ammo-
nium, sea salt, dust, primary organic and elemental carbon and non-specified primary
material, although it does not incorporate secondary organic aerosol. Hendriks et al.
(2013) provide a detailed description of LOTOS-EUROS.
The hour-by-hour calculations of European air quality in 2008-2009 were driven by
the European Centre for Medium Range Weather Forecasting (ECMWF). Emissions
were taken from the MACC (Monitoring Atmospheric Composition and Climate) emis-
sions database (Pouliot et al., 2012). Boundary conditions were taken from the global
MACC service (Flemming et al., 2009). The LOTOS-EUROS hourly model output was
averaged to daily mean PM10 concentrations. LOTOS-EUROS grid cells that were spa-
tially coincident with the Airbase observations were extracted and used as the covariate
in the subsequent model.
CTM grid cell values nearest to station locations were used for subsequent model
development. No attempt was made to match the spatial support (resolution) of the
CTM simulations and station observations. The support of the CTM is 25 km, but the
support of the observations is vague. Rural background observations were deliberately
chosen because they are distant from urban areas and pollution sources. They are,
therefore considered representative of background, ambient pollution conditions and
appropriate for matching with moderate resolution CTM-output (Denby et al., 2008;
Hamm et al., 2015). This assumption is further backed up by empirical studies indicating
that PM10 concentrations are dominated by rural background values even in urban areas.
3.3 Scalable Dynamic Nearest-Neighbor Gaussian Processes
Let {w(`) : ` ∈ L} be a zero-centered continuous spatio-temporal process (see, e.g.,
Gneiting and Guttorp, 2010, for details), where L = S × T with S ⊂ <d (usually d = 2
or 3) is the spatial region, T ⊂ [0,∞) is the time domain and ` = (s, t) is a space-time
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coordinate with spatial location s ∈ S and time point t ∈ T . Such processes are specified
with a spatio-temporal covariance function Cov{w(`i), w(`j)} = C(`i, `j |θ). For any
finite collection U = {`1, `2, . . . , `n} in L, let wU = (w(`1)), w(`2), . . . , w(`n))′ be the
realizations of the process over U . Also, for two finite sets U and V containing n and m
points in L, respectively, we define the n×m matrix CU ,V(θ) = Cov(wU ,wV |θ), where
the covariances are evaluated using C(·, · |θ). When U or V contains a single point,
CU ,V is a row or column vector. A valid spatio-temporal covariance function ensures
that CU ,U (θ) is positive definite for any finite set U . In particular, for spatio-temporal
Gaussian processes, wU has a multivariate normal distribution N(0,CU ,U (θ)) and the
(i, j)th element of CU ,U (θ) is C(`i, `j |θ).
Storage and computations involving CU ,U (θ) can become impractical when n is large
relative to the resources available. For full Bayesian inference on a continuous domain,
we seek a scalable (in terms of flops and storage) spatio-temporal Gaussian process
that will provide an excellent approximation to a full spatio-temporal process with any
specified covariance function. We outline a general framework that first uses a set of
points in L to construct a computationally efficient approximation for the random field
and extends the finite dimensional distribution over this set to a process. To ease the
notation, we will suppress the explicit dependence of matrices and vectors on θ whenever
the context is clear.
Let R = {`∗1, `∗2, . . . , `∗r} be a fixed finite set of r points in L. We refer to R as
a reference set. We construct a spatio-temporal process w(`) on L by first specifying
wR = (w(`∗1), w(`∗2), . . . , w(`∗r))′ ∼ N(0,K(θ)), where K(θ) is any r×r positive definite
matrix and then defining
w(`) =
r∑
i=1
ai(`)w(`
∗
i ) + η(`) for any ` /∈ R , (3.1)
where η(`) is a zero-centered Gaussian process independent of wR such that for any two
distinct points in L, Cov{η(`i), η(`j)} = 0.
Observe that w(`) in (3.1) is a well defined spatio-temporal Gaussian process on L for
any choice of ai(`)’s, as long as K(θ) is positive definite. For example, w(`) is a Gaussian
process with covariance function C(·, · |θ) if we set K(θ) = CR,R(θ), a(`) = C−1R,RCR,`
where a(`) is r× 1 with elements ai(`), and η(`) ind∼ N
(
0, C(`, ` |θ)−C`,RC−1R,RCR,`
)
.
Now (3.1) represents the ‘kriging’ equation for a location ` based on observations over R
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(Cressie and Wikle, 2011). Dimension reduction can be achieved with suitable choices
for K(θ) and a(`). Low-rank spatio-temporal processes emerge when we choose R to be
a smaller set of ‘knots’ (or ‘centers’). Additionally, specifying η(`) to be a diagonal or
sparse residual process yields w(`) to be a non-degenerate (or bias-adjusted) low rank
Gaussian Process (Banerjee et al., 2008; Finley et al., 2009; Sang and Huang, 2012).
Because of demonstrably impaired inferential performance of low-rank models in
purely spatial contexts at scales similar to ours (see, e.g., Stein, 2014; Datta et al.,
2016), we use the framework in (3.1) to construct a class of sparse spatio-temporal
process models. To be specific, let the reference set R be an enumeration of r = MN
points in L, so that each `∗i in R corresponds to some (sj , tk) for j = 1, 2, . . . , N and
k = 1, 2, . . . ,M . For any `∗i = (sj , tk) in R we define a history set H(`∗i ) as the
collection of all locations observed at times before tk and of all points at time tk with
spatial locations in {s1, s2, . . . , sj−1}. Thus, H(`∗i ) = {(sp, tq) | p = 1, 2, . . . , N, q =
1, 2, . . . , (k − 1)} ∪ {(sp, tk) | p = 1, 2, . . . , (j − 1)}. For any location `∗i in R, let N(`∗i )
be a subset of the history set H(`∗i ). Also, for any location ` /∈ R, let N(`) denote any
finite subset of R. We refer to the sets N(`) as a ‘neighbor set’ for the location ` and
describe their construction later.
We now turn to our choices for K(θ) and a(`) in (3.1). Let w(`) ∼ GP (0, C(·, · |θ)).
We choose K(θ) to effectuate a sparse approximation for the joint density of the realiza-
tions of w(`) over R, i.e., N(wR |0,CR,R(θ)). Adapting the ideas underlying likelihood
approximations in Vecchia (1988) and Datta et al. (2016), we specify K(θ) to be the
r × r matrix such that
N(wR |0,CR,R(θ)) =
r∏
i=1
p(w(`∗i ) |wH(`∗i ))
≈
r∏
i=1
p(w(`∗i ) |wN(`∗i )) = N(wR |0,K(θ)) . (3.2)
Here, H(`∗1) is the empty set (hence, so is N(`∗1)) and we define p(w(`∗1) |wH(`∗1)) =
p(w(`∗1) |wN(`∗1)) = p(w(`∗1)). The underlying idea behind the approximation in Equa-
tion 3.2 is to compress the conditioning sets from H(`∗i ) to N(`
∗
i ) so that the resulting
approximation is a multivariate normal distribution with a sparse precision matrix K−1.
This implies
E[w(`∗i ) |wH`∗
i
] = E[w(`∗i ) |wN(`∗i )] = a′N(`∗i )wN(`∗i ) (3.3)
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where aN(`∗i ) = C
−1
N(`∗i ),N(`
∗
i )
CN(`∗i ),`∗i . Also, K is determined by CR,R because K
−1 =
V′F−1V, where F is a diagonal matrix with diagonal entries f`∗i = Var(w(`
∗
i ) |wN(`∗i )) =
C(`∗i , `
∗
i |θ) −C`∗i ,N(`∗i )C−1N(`∗i ),N(`∗i )CN(`∗i ),`∗i and V is the r × r matrix with entries vi,j
such that vi,i = 1 and vi,j = 0 whenever `
∗
i /∈ N(`∗j ). The remaining entries in column
j of V are specified by setting the subvector Vc(`∗j ),j = −aN(`∗j ), where c(`∗j ) = {i | `∗i ∈
N(`∗j )}. If m(<< r) denotes the limiting size of the neighbor sets N(`), then the
columns of V are sparse with at most m+ 1 non-zero elements. Consequently, K−1 has
at most O(rm2) non-zero elements (this is the spatial-temporal analogue of the result
in Datta et al., 2016). Hence, the approximation in (3.2) produces a sparsity-inducing
proper prior distribution for the spatio-temporal random effects over R that closely
approximates the realizations from a GP (0, C(·, · |θ)).
Turning to the vector of coefficients a(`) in (3.1), we extend the idea in (3.3) to any
point ` /∈ R by requiring that E[w(`) |wR] = E[w(`) |wN(`)]. This is achieved by setting
ai(`) = 0 in (3.1) whenever `
∗
i /∈ N(`) for any point ` /∈ R. Hence, if N(`) contains m
points, then at most m of the elements in the r × 1 vector a(`) can be nonzero. These
nonzero entries are determined from the above conditional expectation given N(`). To
be precise, if aN(`) is the m×1 vector of these m entries, then we solve CN(`),N(`)aN(`) =
CN(`),` for aN(`). Also note that a
′(`)wR = a′N(`)wN(`). Finally, to complete the process
specifications in (3.1), we specify η(`)
ind∼ N(0, f`), where f` = Var(w(`) |wN(`)) =
C(`, ` |θ)−C`,N(`)C−1N(`),N(`)CN(`),`. The covariance function C˜(·, · |θ) of the resulting
Gaussian Process is given by:
C˜(`i, `j |θ) =

Kp,q if `i = `
∗
p and `j = `
∗
q are both in R
a′(`i)K∗q if `i /∈ R and `j = `∗q ∈ R
a′(`i)Ka(`j) + I(`i = `j)f`i if `i /∈ R and `j /∈ R ,
(3.4)
where Kp,q is element (p, q) and K∗q is column q in K.
Owing to the sparsity of K−1, the likelihood N(wR |0,K) can be evaluated using
O(rm3) flops for any given θ. Substantial computational savings accrue because m
is usually very small (also see later sections). Furthermore as η(`) yields a diagonal
covariance matrix and a(`) has at most m non-zero elements, for any finite set V outside
R, the flop count for computing the density p(wV |wR,θ) will be linear in the size
of V. We have now constructed a scalable spatio-temporal Gaussian Process from a
parent spatio-temporal GP (0, C(·, · |θ)) using small neighbor sets N(`). We denote
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this Dynamic Nearest Neighbor Gaussian Process (DNNGP) as DNNGP (0, C˜(·, · |θ)),
where C˜(·, · |θ)) denotes the covariance function of this new GP.
3.4 Constructing Neighbor-Sets
3.4.1 Simple Neighbor Selection
Spatial correlation functions usually decay with increasing inter-site distance, so the
set of nearest neighbors based on the inter-site distances represents locations exhibiting
highest correlation with the given location. This has motivated use of nearest neighbors
to construct these small neighbor sets (Vecchia, 1988; Datta et al., 2016). On the
other hand, spatio-temporal covariances between two points typically depend on the
spatial as well as the temporal lag between the points. To be specific, non-separable
isotropic spatio-temporal covariance functions can be written as C((s1, t1), (s2, t2) |θ) =
C(h, u |θ) where h = ||s1 − s2|| and u = |t1 − t2|. This often precludes defining any
universal distance function d : (S × T )2 → R+ such that C((s1, t1), (s2, t2) |θ) will be
monotonic with respect to d((s1, t1), (s2, t2)) for all choices of θ.
In the light of the above discussion, we define “nearest neighbors” in a spatio-
temporal domain using the spatio-temporal covariance function itself as a proxy for dis-
tance. To elucidate, for any three points (s1, t1), (s2, t2) and (s3, t3), we say that (s1, t1)
is nearer to (s2, t2) than to (s3, t3) if C((s1, t1), (s2, t2) |θ) > C((s1, t1), (s3, t3) |θ).
Subsequently, this definition of “distance” is used to find m nearest neighbors for any
location.
Of course, this choice of nearest neighbors depends on the choice of the covariance
function C and θ. Since the purpose of the DNNGP is to provide a scalable approx-
imation of the parent GP, we always choose C(·, · |θ) to be same as the covariance
function of the parent GP. However, for every location (si, tj), its neighbor set, denoted
by Nθ(si, tj), still depends on θ. This is illustrated in Figures 3.2(a) and 3.2(b) which
shows how neighbor sets can differ drastically based on the choice of θ.
In most applications, θ is unknown precluding the use of these newly defined neigh-
bor sets Nθ(si, tj) to construct the DNNGP. We propose a simple intuitive method
to construct neighbor sets. We choose m to be a perfect square and construct a
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(a) Nθ=1(si, tj) (b) Nθ=2(si, tj) (c) Simple neighbor sets
Figure 3.2: True and simple neighbor sets for a 12×12 spatio-temporal dataset with one-
dimensional spatial domain and covariance function C((s1, t1), (s2, t2) | θ) = exp(−|s1−
s2|2 − θ|t1 − t2|2). All points below the red horizontal line constitute the history set for
the red point (si, tj). Green points denote Nθ(si, tj) – the sets of m(= 9) true nearest
neighbors with θ = 1 (figure (a)) and θ = 2 (figure (b)). The blue points in figure (c)
denotes the simple neighbor set.
simple neighbor set of size m using
√
m spatial nearest neighbors and
√
m tempo-
ral nearest neighbors. Figure 3.2(c) illustrates the simple neighbor set of size m = 9
for the red point. In order to formally define the simple neighbor sets, we denote
S = {s1, s2, . . . , sN}, Si = {s1, s2, . . . , si−1} and T = {t1, t2, . . . , tM}. Furthermore, for
any finite set of spatial locations V ⊆ S, let A(s, V,m) denote the set of m nearest neigh-
bors in V for the location s. For any point (si, tj) ∈ R we define the simple neighbor
sets
N(si, tj) =
√
m−1⋃
k=1
{(s, tj−k) | s ∈ A(si, S,
√
m)}
⋃
{(s, tj) | s ∈ A(si, Si,
√
m)} (3.5)
The above construction implies that the neighbor set for any point in R consists of √m
spatial nearest neighbors of the preceding
√
m time points. For arbitrary (s, t) /∈ R,
N(s, t) is simply defined as the Cartesian product of
√
m nearest neighbors for s in S
with
√
m nearest neighbors of t in T .
In many applications, one desirable property of the spatio-temporal covariance func-
tions is natural monotonicity, i.e. C(h, u) is decreasing in h for fixed u and decreasing
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in u for fixed h. All Mate`rn-based space-time separable covariances and many non-
separable classes of covariance functions possess this property (Stein, 2013; Omidi and
Mohammadzadeh, 2015). If C(·, · |θ) possesses natural monotonicity, then N(si, tj) de-
fined in Equation 3.5 is guaranteed to contain at least
√
m−1 nearest neighbors of (si, tj)
in H(si, tj). Thus, the neighbor sets defined above do not depend on any parameter
and, for any value of θ, will contain a few nearest neighbors.
3.4.2 Adaptive Neighbor Selection
The simple neighbor selection scheme described in Section 3.4.1 does not depend on θ
and is undoubtedly useful for fast implementation of the DNNGP. However, for some
values of θ, the neighbor sets may often consist of very few nearest neighbors. This
issue is illustrated in Figure 3.2 where the simple neighbor set (blue points) contained 7
out of 9 true nearest neighbors (green points) for θ = 1 but only 3 out of 9 true nearest
neighbors for θ = 2. We see that for different choices of the covariance parameters
the simple neighbor sets contain different proportions of the true nearest neighbors.
The problem is exacerbated in extreme cases with variation only along the spatial or
temporal direction. In such cases, the neighbor sets defined in (3.5) will contain only
about
√
m nearest neighbors and m−√m uncorrelated points.
Ideally, if θ was known, one could have simply evaluated the pairwise correlations
between any point (si, tj) in R and all points in its history set H(si, tj) to obtain
Nθ(si, tj) — the set of m true nearest neighbors. In practice, however, we encounter
a computational roadblock because θ is unknown and for every new value of θ in an
iterative optimizer or Markov Chain Monte Carlo sampler, we need to redo the search
for the neighbor sets within the history sets. As the history sets are typically large
this is computationally challenging. For example, in Figure 3.2, the history set for
the red point is composed of all points below the red horizontal line. So, evaluating
the pairwise correlations required for updating neighbor sets of all points in R and n
datapoints outside R, will use O(r2 + nr) flops at each iteration. The reference set R
is typically chosen to match the scale of the observed dataset to achieve a reasonable
approximation of the parent GP by DNNGP. Hence, for large datasets this updating
becomes a deterrent. In fact, Vecchia (1988) and Stein et al. (2004) admit that this
challenge has inhibited the use of correlation based neighbor sets in a spatial setting.
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(a) Ineligible point (b) Eligible point (c) Full eligible set
Figure 3.3: Construction of eligible sets for finding nearest neighbor sets of size m = 9:
In figure (a) the black point is ineligible bacause the black rectangle contains more than
m = 9 points. In figure (b) the blue point will belong to E(si, tj) as the blue rectangle
contains less than m = 9 points. Figure (c) shows the final eligible set obtained by
repeating this algorithm for all points in the history set (below the red line).
Jones and Zhang (1997) permitted locations within a small prefixed temporal lag of a
given location to be eligible for neighbors. However, this assumption will fail to capture
any long term temporal dependence present in the datasets.
We now provide an algorithm that efficiently updates the neighbor sets after every
update of θ. The underlying idea is to restrict the search for the neighbor sets to
carefully constructed small subsets of the history sets. These small eligible sets E(si, tj)
are constructed in such a manner that, despite being much smaller than the history sets,
they are guaranteed to contain the true nearest neighbor sets Nθ(si, tj) for all choices
of the parameter θ. So, for each θ we can evaluate the pairwise correlations between
(si, tj) and only the points in E(si, tj) and still find the true set of m-nearest neighbors.
Figures 3.3(a) and 3.3(b) illustrate how to determine which points belong to E(si, tj).
Let h and u denote the spatial and temporal lags with the black point and the red point
in Figure 3.3(a). All other points in the black rectangle have spatial lag ≤ h and
temporal lag ≤ u with the red point. So if the covariance function C(h, u |θ) possess
natural monotonicity, the black point has lowest correlation with the red point among
all the points in the black rectangle. For the black point to be in the the set of m
nearest neighbors Nθ(si, tj) for any θ, all other points in the black rectangle should also
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be included. Since, this is not possible as the black rectangle contains 12 points and
m = 9, the black point becomes ineligible. By a similar logic, the blue rectangle in
Figure 3.3(b) contains 8(< m) points and is included in E(si, tj). Proceeding like this,
we can easily determine the entire eligible set (Figure 3.3(c)) without any knowledge of
the parameter θ.
We now provide a formal construction of the eligible sets. Recall from Section 3.4.1
that, for any location s, A(s, V,m) is the set of m-nearest neighbors of s in V . So s ∈ V
implies that s ∈ A(s, V,m) for all m ≥ 1. For each (si, tj) in R, we define the eligible
set
E(si, tj) =
m⋃
k=1
{(s, tj−k) | s ∈ A(si, S, [m/k])}
⋃
{(s, tj) | s ∈ A(si, Si,m)} (3.6)
where for any positive number x, [x] denotes the greatest integer not exceeding x. So the
eligible set for a space-time point consists of m-nearest neighbors from the time levels
j and j − 1, [m/2] nearest neighbors from time level j − 2 and so on upto [m/m] = 1
nearest neighbor from time level j −m. This is also illustrated in Figure 3.3(c). So the
size of E(si, tj) does not exceed m+
∑m
k=1[m/k]. As m is typically chosen to be around
20, this sum is approximately 4m.
For any point t outside T , let t[k] denote the kth nearest time point of t in T . Then,
we define the eligible set for any (s, t) outside R as
E(s, t) =
m⋃
k=1
{(s, t[k]) | s ∈ A(s, S, [m/k])} (3.7)
The eligible sets do not depend on the covariance parameters θ. We now show that for
any point (s, t) in L, the eligible set E(s, t) defined by Equations 3.6 and 3.7 contains
m-nearest neighbors of (s, t) for all values of θ as long as the underlying covariance
function C(h, u |θ) possess natural monotonicity.
Proposition 1. If C(h, u |θ) satisfies natural monotonicity defined in Section 3.4.1 for
every value of θ, then, for every (s, t), the eligible set E(s, t) defined in Equations 3.6
and 3.7 contains Nθ(s, t) for all θ
Proof. We only prove for (s, t) = (si, tj) ∈ R. The proof for (s, t) /∈ R is similar.
We assume that (su, tj−k) ∈ Nθ(si, tj) for some θ, u ≤ N and k ≥ 1. Also let si[l]
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denote the lth nearest neighbor of si among {s1, s2, . . . , sN}. So, su = si[l] for some
l ≥ 1. Therefore, by natural monotonicity of C, we have C((si, tj), (si[a], tj−k) |θ) ≥
C((si, tj), (si[l], tj−k) |θ) for all 1 ≤ a ≤ l. One more application of natural monotonicity
implies that C((si, tj), (si[a], tj−b) |θ) > C((si, tj), (si[a], tj−k) |θ) for all 1 ≤ b ≤ k. As
(su, tj−k) ∈ Nθ(si, tj), then so does (si[a], tj−b) for all a ≤ l and b ≤ k. Therefore,
lk ≤ m i.e. l ≤ [m/k].
Proposition 1 proves that eligible sets are guaranteed to contain the neighbor sets
for all choices of θ. This result has substantial consequences because the size of the
eligible sets is approximately equal to 4m. The eligible sets needs to be calculated only
once before the MCMC as they are free of any parameter choices. Subsequently, for
every new update of θ in a MCMC sampler or an iterative solver, one can search for a
new set of m-nearest neighbors Nθ(si, tj) only within the eligible sets and use Nθ(si, tj)
as the conditioning sets to construct the DNNGP. We summarize the MCMC steps of
the DNNGP with adaptive neighbor selection in Algorithm 1.
Algorithm 1 Algorithm for adaptive neighbor selection in dynamic NNGP
1: Compute the eligible sets E(si, tj) for all (si, tj) in R from Eqn. (3.6)
2: At the lth iteration of the MCMC:
(a) Calculate C((s, t), (si, tj) |θ(l)) for all (s, t) in E(si, tj)
(b) Define N θ(si, tj)
(l) as the set of m locations in E(si, tj) which maximizes
C((s, t), (si, tj) |θ(l))
(c) Repeat steps (a) and (b) for all (si, tj) in R
(d) Update θ(l+1) based on the new set of neighbor sets computed in step (c) using
Metropolis step specified in (3.12)
3: Repeat Step 2 for N MCMC iterations
As the size of the sets are approximately 4m, for every (si, tj) we need to evaluate
only 4m pairwise correlations. So the total computational complexity of the search
is now reduced to O(4m(n + r)) from O(nr + r2). This is at par with the scale of
implementing the remainder of the algorithm. With this adaptive neighbor selection
scheme we gain the advantage of selecting the set of m-nearest neighbors at every
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update while retaining the scalability of the DNNGP. Parallel computing resources, if
available, can be greatly utilized to further reduce computations as the search for eligible
sets for each point (Algorithm 1: Step (c)) can proceed independent of one another.
3.5 Bayesian DNNGP model
We consider a spatio-temporal dataset observed at locations s1, s2, . . . , sN and at time
points t1, t2, . . . , tM . Note that there may not be data for all locations at all time
points i.e. we allow missing data. Let {`1, `2, . . . , `n} be an enumeration of n = MN
points in L, where each `i is an ordered pair (sj , tk). Let y(`i) be a univariate response
corresponding to `i and let x(`i) be a corresponding p × 1 vector of spatio-temporally
referenced predictors. A spatio-temporal regression model relates the response and the
predictors as
y(`i) = x
′(`i)β + w(`i) + (`i) , i = 1, 2, . . . ,MN , (3.8)
where β denotes the coefficient vector for the predictors, w(`i) is the spatio-temporally
varying intercept and (`i) is the random noise customarily assumed to be independent
and identically distributed copies from N(0, τ2).
Usually w(`i)’s are modeled as realizations of a spatio-temporal GP. To ensure scal-
ability, we will construct a DNNGP from a parent GP with a non-separable spatio-
temporal isotropic covariance function C((s+h, t+u), (s, t) |θ), introduced by Gneiting
(2002),
σ2
2ν−1Γ(ν)(a|u|2α + 1)δ+κ ×
(
c‖h‖
(a|u|2α + 1)κ/2
)ν
×Kν
(
c‖h‖
(a|u|2α + 1)κ/2
)
, (3.9)
where h and u refers to the spatial and temporal lags between (s+h, t+u) and (s, t) and
θ = {σ2, α, κ, δ, ν, a, c}. The spatial covariance function at temporal lag zero corresponds
to the Whittle-Matern class with marginal variance σ2, smoothness parameter ν and
decay parameter c. The parameters α and a control smoothness and decay, respectively,
for the temporal process, while κ captures non-separability between space and time.
A straightforward choice of the reference set R is the set {`1, `2, . . . , `n}. While this
set will typically be large, its size does not adversely affect the computations. This
choice has been shown to yield excellent approximations to the parent random field
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(Vecchia, 1988; Stein et al., 2004). Also, while several alternate choices of reference
sets (like choosing the points over a regular grid) are possible, it is unlikely they will
provide any additional computational or inferential benefits; this has been demonstrated
in purely spatial contexts by Datta et al. (2016). Hence, we choose R = {`1, `2, . . . , `n},
i.e., `∗i = `i for i = 1, 2, . . . , n.
A full hierarchical model with a DNNGP prior on w(`) is given by
p(θ)× IG(τ2 | aτ , bτ )×N(β |µβ,Vβ)×N(wR |0, C˜R,R)
×
n∏
i=1
N(y(`i) |x(`i)′β + w(`i), τ2) , (3.10)
where p(θ) is the prior on θ, and IG(τ2 | aτ , bτ ) denotes the Inverse-Gamma density with
shape aτ and rate bτ . Below we describe an efficient MCMC algorithm using Gibbs and
Metropolis steps only to carry out full inference from the posterior in Equation 4.3.
3.5.1 Gibbs’ sampler steps
Let So be the points in R where the y(`i)’s is observed and I(`i) denote the binary
indicator for presence or absence of data at `i. Let y be the no × 1 vector formed
by stacking the responses observed and X be the corresponding no × p design matrix.
The full conditional distribution of β is N(V∗βµ∗β,V
∗
β) where V
∗
β = (V
−1
β + X
′X/τ2)−1
and µ∗β = (V
−1
β µβ + X
′(y − wSo)/τ2). The full conditional distribution of τ2 follows
IG
(
aτ +
no
2 , bτ +
1
2(y−Xβ −wSo)′(y−Xβ −wSo)
)
.
We update the elements of wR sequentially. For any two locations `1 and `2 in
L, if `1 ∈ N(`2) and is the j-th member of N(`2), then we define b`2,`1 as the j-th
entry of aN(`2). Let U(`1) = {`2 ∈ R | `1 ∈ N(`2)} and for every `2 ∈ U(`1), define,
a`2,`1 = w(`2) −
∑
`∈N(`2),` 6=`1 w(`)b`2,`. Then, for i = 1, 2, . . . , n the full conditional
distribution for w(`i) is N (v(`i)µ(`i), v(`i)), where
v(`i) =
(
I(`i)
τ2
+
1
f`i
+
∑
`∈U(`i) b
2
`,`i
f`
)−1
and
µ(`i) =
y(`i)− x(`i)′β
τ2
I(`i) +
a′N(`i)wN(`i)
f`i
+
∑
`∈U(`i)
b`,`ia`,`i
f`
. (3.11)
If U(`i) is empty for some `i, then all instances of
∑
`∈U(`i) in (3.11) disappear for that
w(`i).
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3.5.2 Metropolis step
We update θ using a random walk Metropolis step. The full-conditional for θ is pro-
portional to
p(θ)p(wR |θ) ∝ p(θ)×
n∏
i=1
N
(
w(`i) |a′N(`i)wN(`i), f`i
)
. (3.12)
Since none of the above updates involve expensive matrix decompositions, the likeli-
hood can be evaluated very efficiently. The algorithm for updating the parameters of
a hierarchical DNNGP model is analogous to the corresponding updates for a purely
spatial NNGP model (see Datta et al. (2016)). The only additional computational bur-
den stems from updating the neighbor sets in the adaptive neighbor selection scheme,
but even this can be handled efficiently using eligible sets (Algorithm 1). Hence, the
number of floating point operations per update is linear in the number of points in L.
3.5.3 Prediction
Once we have computed the posterior samples of the model parameters and the spatio-
temporal random effects over R, we can execute, cheaply and efficiently, full posterior
predictive inference at unobserved locations and time points. The Gibbs’ sampler in
Section 3.5.1 generates full posterior distributions of the w’s at all locations in R.
Let `∗i denote a point in R where the response is unobserved i.e. I(`∗i ) = 0. We
already have posterior distributions of w(`∗i ) and the parameters. We can now generate
posterior samples of y(`∗i ) from N(x(`
∗
i )
′β + w(`∗i ), τ
2). Turning to prediction at a
location ` outside R, we construct N(`) from E(`) described in Equation 3.7 for every
posterior sample of θ. We generate posterior samples of w(`) from N(a′N(`)wN(`), f`)
and, subsequently, draw posterior samples of y(`) from N(x(`)′β + w(`), τ2).
3.6 Synthetic data analyses
In this section we compare the DNNGP, the full rank GP and low rank Gaussian Predic-
tive Process (Banerjee et al., 2008). We generated observations over a n = 15×15×15 =
3375 grid within a unit cube domain. An additional 500 observations used for out-
of-sample prediction validation were also located within the domain. All data were
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(a) Dataset 1 (b) Dataset 2 (c) Dataset 3
Figure 3.4: Space-time correlation surface realizations given true parameter values in
Table 3.1. Correlation contours are provided, with the two outer white lines correspond-
ing to 0.05 and 0.01.
generated using model 6.1 with x(`) comprising an intercept and covariate drawn from
N(0, 1). The spatial covariance matrix C(θ) was constructed using an exponential form
of the non-separable spatio-temporal covariance function (3.9), viz.,.
σ2
(a|u|2 + 1)κ exp
( −c‖h‖
(a|u|2 + 1)κ/2
)
, (3.13)
where u = |ti−tj | and h = ||si−sj || are the time and space Euclidean norms, respectively.
By specifying different values of the decay and interaction parameters in θ = (σ2, κ, a, c),
we generated three datasets that exhibited different covariance structures. The first
column in Table 3.1 provides the three specifications for θ and Figure 3.4 shows the
corresponding space-time correlation surface realizations. As illustrated in Figure 3.4,
the three datasets exhibit: 1) short spatial range and long temporal range, 2) long
spatial and temporal range, and 3) long spatial range and short temporal range.
For each dataset, model parameters were estimated using: i) full Gaussian Process
(GP), ii) DNNGP with simple neighbor set selection (Simple DNNGP) described in
Section 3.4.1, iii) DNNGP with adaptive neighbor set selection (Adaptive DNNGP)
described in Section 3.4.2, and; iv) bias-corrected Gaussian Predictive Process (GPP)
detailed in Banerjee et al. (2008) and Finley et al. (2009). DNNGP models were fit using
m = {16, 25, 36} and the Gaussian Predictive Process model used a regularly spaced
grid of 8× 8× 8 = 512 knots within the domain.
For all models, the intercept β0 and and slope regression parameters, β1, were as-
signed flat prior distributions. The variance parameters were assumed to follow inverse-
Gamma prior distributions with σ2 ∼ IG(2, 1) and τ2 ∼ IG(2, 0.1). The time and space
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decay parameters received uniform priors that were dataset specific: 1) a ∼ U(1, 100),
c ∼ U(0, 50); 2) a ∼ U(300, 700), c ∼ U(0, 10), and; 3) a ∼ U(1000, 3000), c ∼ U(0, 10).
The prior for the interaction term matched its theoretical support with κ ∼ U(0, 1).
Candidate model comparison was based on parameter estimates, fit to the observed
data, out-of-sample prediction accuracy, and posterior predictive distribution coverage.
Goodness-of-fit was assessed using DIC (Spiegelhalter et al., 2002) and posterior pre-
dictive loss (Gelfand and Ghosh, 1998). The DIC is reported along with an estimate
of model complexity, pD, while the posterior predictive loss is computed as D=G+P,
where G is a goodness-of-fit measure and P measures the number of model parameters.
Predictive accuracy for the 500 holdout locations was measured using root mean squared
prediction error (Yeniay and Goktas, 2002). The percent of holdout locations that fell
within the candidate models’ posterior predictive distribution’s 95% credible interval
(CI) was also computed. Inference was based on 15,000 MCMC samples comprising
post burn-in samples from three chains of 25,000 iterations (i.e., 5,000 samples from
each chain).
Table 3.1 presents parameter estimation and model assessment metrics. With the
exception of τ2 for Dataset 1, the full GP model recovered the parameter values used
to generate the datasets, i.e., the 95% CIs cover the true parameter values. For the
DNNGP models, there was negligible difference among parameter estimates for the 15,
25, and 36 neighbor sets. Hence, we report only the m = 25 cases. There was very little
difference between the estimates produced by the Adaptive and Simple DNNGP models
and, like the full GP model, they captured the true mean and process parameters, with
the exception of τ2 for Dataset 1. Given the extremes in the space and time decay in
Datasets 1 and 3, we anticipated the Simple DNNGP model—with at most 5 neighbors
in any given time point—would not be able to estimate the covariance parameters.
Extensive analysis of simulated data, some of which is reported in Table 3.1, suggested
the Simple DNNGP model performed as well as the Adaptive DNNGP and full GP
models. Goodness-of-fit and out-of-sample prediction validation metrics in Table 3.1
also show the full GP and DNNGP models provided comparable results. In contrast
the GPP model did not capture many of the process parameters and provided worse
fit and prediction than the GP and DNNGP models. The quality of the GPP results
would improve with additional knots. However, computing time would also increase.
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The last row in Table 3.1 provides the CPU time required for each candidate model
to generate 25,000 MCMC samples for the n = 3375 observations. Even with the
substantial dimension reduction, the GPP model required about twice the CPU time
as the DNNGP models. Compared to the full GP model, the DNNGP models provided
substantial computational advantages while delivering comparable results.
3.7 Analysis of Airbase and LOTOS-EUROS CTM data
We consider the model in Equation 4.3, where y(`i) is a square-root transformed mea-
surement of PM10 at space-time coordinate `i, x(`i) is the coinciding square-root trans-
formed output from the LOTOS-EUROS CTM. Given the large dimension of the dataset,
n = N×M = 308×730 = 224,840, the spatio-temporal random effects were modeled as a
DNNGP prior derived from a zero-centered GP with the non-separable spatio-temporal
covariance function (3.13). Exploratory analysis—consisting of semivariogram plots and
autocorrelation function plots for simple ordinary least square model residuals—helped
guide choice of prior and hyper-parameters for the variance and decay parameters.
Specifically, σ2 ∼ IG(2, 1), τ2 ∼ IG(2, 0.1), a ∼ U(0.1, 5), and c ∼ U(0.01, 0.5), with κ
fixed at 0.5.
Candidate models included the i) LOTOS-EUROS CTM, ii) simple linear regression
model with no spatio-temporal effects, i.e., w(`) = 0, and iii) Adaptive and Simple
DNNGP with m = {16, 25, 36}. Following Section 3.6, candidate model goodness-of-fit
to the observed data was assessed using DIC and GPD, whereas predictive performance
was assessed using RMSPE and 95% posterior predictive CI coverage rate for out-of-
sample prediction. The holdout set comprised blocks of five days per station—five days
of continuous observations were withheld at random from each station’s 730 day time
series.
Additionally, prediction using the Adaptive and Simple DNNGP models for a 25%
holdout set selected from April 1-14, 2009 was compared with results from Hamm et al.
(2015) who considered time invariant spatial regression models for the same two-week
period and comparable prediction validation approach.
A subset of analysis results are given in Table 3.2. Parameter estimates for the model
intercept and regression slope coefficient associated with the CTM output are consistent
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across the candidate models. For an accurate CTM it would be expected that β0 ≈ 0
and β1 ≈ 1. The finding that β0 > 0 and 0 < β1 < 1 corroborate previous findings
that showed the CTM consistently underestimates PM10 (Stern et al., 2008; Hamm
et al., 2015). The spatial and temporal decay parameters differed between the Adaptive
and Simple DNNGP models. Figure 3.5 provides correlation surfaces generated using
posterior median values of a and c from the m = 36 Adaptive and Simple DNNGP
models (using values given in Table 3.2). The 0.05 correlation contour on these surfaces
suggest the Simple model estimates a moderately longer spatial and temporal range,
i.e., ∼60 km and ∼33 days, versus ∼45 km and ∼30 days for the Adaptive model.
Within a given DNNGP neighbor selection algorithm there is only marginal difference
between the covariance parameters estimates when comparing m of 25 and 36. Neighbor
sets of less than 25 provided consistently larger temporal decay parameter estimates,
i.e., shorter temporal correlation estimates, although even with such few neighbors the
models seemed to produce consistent estimates of the spatial decay.
The spatial range of 45 to 60 km is an order of magnitude less than that observed
by Hamm et al. (2015), who estimated median spatial ranges of 500 to 1500 km. This
is attributed to the inclusion of temporal correlation in the model, which itself accounts
for a large amount of the residual spatial structure. The temporal range is physically
reasonable considering the life-time of PM10 is in the order of days and its variability is
driven by alternating synoptic meteorological conditions, with certain conditions usually
lasting for several days to weeks.
Across all candidate models the Adaptive with m=25 provided the lowest values
of DIC and D suggesting improved fit to the observed data. This improved fit did not
correspond to increased out-of-sample prediction accuracy. Rather, RMSPE consistently
decreased with increasing number of neighbors within the Adaptive and Simple model
sets. The smallest RMSPE was achieved using the simple neighbor selection with m=36.
All models achieved reasonable coverage rates.
Figure 3.6 illustrates the observed and candidate model fitted/predicted PM10 for
three stations. These figures are representative of other stations and show i) the down-
ward bias in CTM output, ii) improved fit and prediction with the addition of spatio-
temporal random effects over non-spatial regression, and iii) appropriate widening of
CIs for missing station observations.
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Figure 3.5: Space-time correlation posterior distribution median surfaces. Median
(white lines) and associated 95% credible intervals (dotted white lines) for correlation
contours of 0.05.
Table 3.3 provides out-of-sample prediction validation metrics for the non space-time
and DNNGP Adaptive and Simple models that can be compared with April 1-14, 2009
holdout validation metrics presented in Hamm et al. (2015, Table 1). Compared to the
time invariant (day specific) space-varying intercept (SVI) and space-varying coefficients
(SVC) models considered in Hamm et al. (2015), the DNNGP models’ RMSPE and bias
are lower (more accurate, less biased) while the R2 values are comparable. We also added
results for the simple linear regression (SLR) model in the first column of Table 3.3.
The simple linear regression model does not consider spatio-temporal effects nor does
it consider a time varying intercept (unlike the day specific results presented in Hamm
et al. (2015)) which may explain the poor predictive performance—it is more meaningful
to compare the DNNGP model prediction metrics to the days specific metrics presented
in Hamm et al. (2015).
In addition to these prediction metrics, maps of posterior predictive summaries at
CTM output locations are key inputs to pollution monitoring and mitigation programs.
For example, Figure 3.7 provides maps of the posterior predictive prediction median and
the probability of exceeding the 50 µg m−3 regulatory threshold for two example dates.
These dates were also examined in Hamm et al. (2015, Figure 8) and the resulting maps
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Figure 3.6: Fitted and observed PM10 for several example stations. Lines correspond
to PM10 observed (black), CTM output (red), non space-time, regression (orange), and
m = 36 Adaptive DNNGP (blue) with associated 95% CI band (gray). Prediction
assessment holdout and actual missing observations are indicated with green and black
points respectively.
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Table 3.3: April 1-14, 2009 25% holdout set prediction summary for comparison with
time invariant spatial regression models presented in (Hamm et al., 2015, Table 1).
Adaptive Simple
SLR m=25 m=36 m=25 m=36
RMSPE 8.48 4.97 5.05 5.06 5.04
Bias 0.71 0.20 0.20 0.23 0.22
R2 0.14 0.69 0.68 0.68 0.68
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(d) April 5, 2009 PM10 > 50 µg m
−3
Figure 3.7: Predicted PM10 and probability of exceeding 50 µg m
−3 for two example
dates.
are directly comparable. The DNNGP, Figure 3.7, and SVC maps in Hamm et al. (2015)
show broadly similar patterns, although there are some differences. For example the
high pollution over western France and northern Spain on April 3, 2009 is captured more
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clearly by Hamm et al. (2015). The SVI and SVC models in Hamm et al. (2015) did
not account for temporal correlation over days—clearly not an accurate assumption. In
contrast the DNNGP models smooth over days, which can provide improved predictive
performance although the details of highly dynamic events may be less well captured
than by the daily specific models used in Hamm et al. (2015).
The last row in Table 3.2 provides the CPU time for delivering 25,000 MCMC
iterations. As detailed in Section 3.4.2 particular components of the algorithm are
easily distributed across multiple CPUs. In particular, partitioning the update of w(`i)’s
across multiple CPUs yields substantial computational gains. The DNNGP samplers
were implemented in C++ and leveraged OpenMP (Dagum and Menon, 1998) and Intel
Math Kernel Library’s (MKL) threaded BLAS and LAPACK routines for matrix (Intel,
2015). Running on a single CPU the Adaptivem=25 model would require approximately
260 hours. However, when distributed across a 10-core Xeon CPU the total run time
was approximately 24 hours.
3.8 Conclusion
We have addressed the problem of modeling large spatio-temporal datasets, specifically
for settings where full inference (with proper accounting for uncertainty) is required at
arbitrary resolutions. We presented a new class of dynamic nearest-neighbor Gaussian
Process (DNNGP) models over a continuous space-time domain. The DNNGP is a
legitimate Gaussian process whose realizations over finite sets enjoy sparse precision
matrices, thereby accruing massive computational savings in terms of storage and flops.
The DNNGP depends upon the conditional independence of the random effects given
its neighbors. We used the strength of a correlation function to construct a parametric
distance metric in a spatio-temporal domain. Using monotonicity of covariance functions
we showed that it is possible to update neighbor sets using a scalable search algorithm
and outlined the steps of a Gibbs’ sampler that avoids expensive matrix decompositions
and is linear in the number of measurements in terms of storage and flops.
Analyses combining European CTM outputs and observed data has, to date, focused
mainly on spatial analysis per day (Denby et al., 2008, 2010; Hamm et al., 2015), few
studies implement full space-time geostatistical models, e.g., Gra¨ler et al. (2011), and
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none consider such a long time series. The work presented in this paper focuses on
DNNGP development to facilitate novel analyses of spatially-indexed time-series data
such as PM10 concentrations. Here, in addition to improved predictive performance,
inference on model covariance parameters provided insight into space-time structures
not captured by the LOTOS-EUROS CTM. Whilst previous analyses of individual days
had shown strong residual spatial structure, analysis of this long time-series with explicit
time correlation parameters reveals the residual temporal structure dominates. The
temporal range is physically reasonable considering the life-time of PM10 is in the order
of days and its variability is driven by alternating synoptic meteorological conditions
with certain conditions usually lasting for several days to weeks.
Reproducing the observed variability with a CTM remains challenging, especially
for episodic conditions which are associated with particular (stagnant) meteorological
conditions or occasional large emissions from, e.g., large wild fires (R’Honi et al., 2013)
or dust events (Birmili et al., 2008). A particular issue to be resolved is the lack of
detail in the anthropogenic emission variability. This variability is prescribed using
static emission profiles for the month of the year, day of the week, and hour of the day.
Further detailing through inclusion of meteorological effects may improve the modeling
(Mues et al., 2014) and remove the monthly signature found in this analysis.
The type of analysis that is performed depends on the study objective. Analysis
of individual days is important for the study of individual air pollution events and the
associated performance of the CTM (Hamm et al., 2015). The analysis presented in this
paper affords a different perspective by identifying long-term space-time structures that
offer insight into the performance of the CTM. The DNNGP also yields more accurate
predictions than previous studies of these same data.
Apart from massive scalability, the DNNGP retains the versatility of process-based
modeling and can be used as a sparsity-inducing proper prior in any Bayesian hierarchi-
cal model designed to deliver full inference at arbitrary spatio-temporal resolutions for
massive spatio-temporal datasets. We have developed DNNGP assuming an isotropic
non-stationary spatio-temporal covariance structure. However, it can also be poten-
tially extended to certain classes of non-stationary space-time covariances. Even more
generally, the DNNGP can be used for any spatio-temporal random effect in the second
stage of specification in hierarchical models for non-Gaussian responses. Full posterior
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distributions for the underlying spatio-temporal process are available at any arbitrary
location and time point. Thus, DNNGP can potentially be deployed for statistical
downscaling of spatio-temporal datasets obtained at coarser resolutions (e.g. climate
downscaling).
Chapter 4
Directed Acyclic Graph
Autoregressive Models for Areal
Datasets
4.1 Introduction
Epidemiological data for different disease rates are often recorded as aggregated dis-
ease counts over entire geographical regions like states, counties or other administrative
units. Accurate identification of trends and factors associated with the disease requires
accounting for the spatial dependence among the regions. However, unlike the situation
of chapters 2 or 3, inference for these areal datasets is sought at a coarser resolution,
over entire geographical regions instead of isolated locations.
If the dataset contains several replicate observations at each region, then assuming
that there are k regions, one can view each replicate as a k-dimensional multivariate
vector. Subsequently the sample covariance matrix calculated using the replicates will
provide an estimate of the dependence among the different regions. If k is large, the
problem reduces to high-dimensional covariance or precision matrix estimation. There
exists a vast inventory of statistical methods for estimating such high-dimensional graph-
ical models. Common examples include banding (Wu and Pourahmadi, 2003; Bickel
and Levina, 2008b), tapering (Cai et al., 2010), thresholding (Bickel and Levina, 2008a;
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El Karoui, 2008; Rothman et al., 2009) and penalization (Meinshausen and Buhlmann,
2006; Friedman et al., 2007; Xue et al., 2012) among others. These methods can be
used to infer about the marginal or conditional dependencies among the different re-
gions without using any geographical information about the regions.
However, most areal datasets contain a single count per region. In absence of repli-
cates, none of the aforementioned methods can be used and one needs to use the infor-
mation offered by the geography of the regions to model the spatial dependence. There
are two ways of modeling spatial dependence for such areal datasets. The first approach
represents each geographical region with a single location (typically the centroid of the
region). This reduces the problem of capturing dependence over discrete regions to the
well-studied problem of modeling spatial dependence in a continuous domain. Conse-
quently, Gaussian Process based approaches become relevant once again. However, this
approach has two problems. Firstly, for large areal data comprising several regions,
one runs into the computational issues that accompany GP based modeling. Chapter 2
demonstrates that this can be alleviated using a NNGP derived from the original GP.
The second problem is that the choice of assigning a single location to an entire region
is ad hoc and different choices of the representative locations like geographical centroid
or population weighted centroid, may lead to different results.
The second approach visualizes the geographical domain as an undirected graph with
a vertex at each region and an edge between two vertices if the corresponding regions
share a geographical border. This creates well-defined neighbors for each region, which
are used to define the joint or conditional distribution. For example, the widely used
conditional autoregressive (CAR) model (Besag, 1974; Clayton and Bernardinelli, 1992)
incorporates the underlying neighborhood structure in specifying the full conditional
distribution for each observation. Throughout the text we adopt the convention that
N(α,∆) denotes normal distribution with mean α and precision ∆, both in a univariate
or multivariate context. If w1,w2,...,wk denotes the observations (usually random effects)
at k regions (vertices) and i ∼ j implies regions i and j are neighbors, then a CAR model
specifies the full conditional distributions as follows:
wi |w−i ∼ N( 1
ni
∑
j | i∼j
wj , τwni) (4.1)
where w−i denotes the vector of observations leaving out the ith one and ni denotes the
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number of neighbors of the ith location.
The full conditional means for the CAR models depend on the adjacency matrix of
the underlying graph and are averages of neighboring observations. This construction,
although intuitive, yields an improper joint distribution of the wi’s and is hence referred
to as the intrinsic or improper CAR (ICAR) model. From (4.1) the joint distribution
of w = (w1, w2, . . . , wk)
′ can be derived as
w ∼ N(0, τw(D −A)) (4.2)
where A = ((aij)) is the adjacency matrix of the neighborhood graph, i.e., aij = 1⇐⇒
i ∼ j, and D = diag(n1, n2, . . . , nk). It is easy to see that QCAR = D − A is singular
as the sum of its entries in each row or column adds up to zero. Although this renders
the CAR ineligible to be a model for the response in a conventional setup, the CAR
distribution can still be used as a prior for spatial random effects in the second stage of
specification. To elucidate, if yi denote the observed response at region i and xi denotes
the corresponding covariate vector, then a hierarchical model can be specified as
k∏
i=1
N(yi |x′iβ + wi, τe) N(w | τwQCAR) p(β, τw, τe) (4.3)
where p(β, τw, τe) is some prior for the parameters. Note that despite the impropriety
of CAR, the posterior w | y = (y1, y2, . . . , yk)′ remains proper. Also Hodges (2013)
showed how the CAR can be used in a mixed linear model setup using the eigenvalue
decomposition of the precision matrix. So, although the impropriety initially seems
uncomfortable, there is a usually a way around it.
The eigen-vector corresponding to the zero eigen-value of a CAR precision matrix is
the vector of ones. This implies that the CAR tends to smooth the random effects toward
a constant. This feature of a CAR model is highly undesirable as two spatial effects may
correspond to two very different locations with different neighborhood structures and
should be shrunk differentially. Both this and the impropriety of the CAR model are
usually fixed by modifying the full conditional mean to E(wi |w−i) = ρni
∑
j | i∼j wj . This
yields a joint distribution w ∼ N(0, τw(D − ρA)) which is proper for a certain range of
ρ. However the proper CAR also has known problems. First, the full conditional mean
of the proper CAR is not intuitively as meaningful as that of a CAR model. Secondly,
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it is difficult to interpret the parameter ρ as it has been observed that even very high
values of ρ induces only modest spatial correlation among the observations (see Banerjee
et al., 2014, for a discussion on this). Furthermore, Wall (2004) used US state level SAT
scores to show that even negative values of ρ may lead to positive correlation among
neighboring states. Assuncao and Krainski (2009) used matrix algebra and Markov
chain results to reveal that these oddities are a general feature of proper and improper
CAR models arising out of the precision specification.
The second popular model, based on the graph adjacency matrix, is the Simultaneous
Autoregressive (SAR) model (Whittle, 1954). Instead of taking the conditional route,
the SAR model proceeds by simultaneously modeling the random effects as:
wi =
∑
i∼j
bijwj + i for i = 1, 2, . . . , k (4.4)
where i
ind∼ N(0, τi) are errors independent of w. Defining B = ((bij)) and F =
diag(τ1, τ2, . . . , τk), the set of equations in (4.4) implies that w = Bw +  where  =
(1, 2, . . . , k)
′ ∼ N(0, F ). If I − B is non-singular, then this effectuates the following
joint distribution
w ∼ N(0, (I −B)′F (I −B)). (4.5)
A common choice is to define bij = I(i ∼ j)/ni where I(·) denotes the indicator function.
However, unlike the CAR model, this does not ensure that the conditional expectation
E(wi |w−i) is simply the average of its neighbors. In fact, the full conditional distri-
butions for the SAR model lack any convenient formulation. For large areal datasets,
this leads to computational roadblocks. Like the CAR model, the SAR model as above
is also improper and there is a proper SAR model with bij defined as ρI(i ∼ j)/ni.
For ρ ∈ (−1, 1), I − B is non-singular thereby curing the impropriety. However, like
the proper CAR, the proper SAR faces similar issues regarding interpretation of the
parameter ρ. Many of the issues of the proper CAR discussed in Wall (2004) are also
inherited by the proper SAR model.
Beyond the CAR and SAR models, the inventory of covariance models for areal
datasets is very limited. Leroux et al. (2000) and MacNab and Dean (2000) extended
the CAR model by accommodating over-dispersion alongside spatial information. They
proposed using the precision matrix λ(D − A) + (1 − λ)I where λ ∈ [0, 1] controls the
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degree of dependence among the regions. Observe that, for a regular graph where all
vertices have same number of neighbors d, D = dI. In that case, λ(D − A) + (1− λ)I
can be rewritten as 1+(d−1)λd (D−ρ∗A) where ρ∗ = dλ1+(d−1)λ . Thus if the the numbers of
neighbors of the vertices do not vary greatly, this approach is somewhat similar to the
proper CAR and is encumbered by the aforementioned issues of proper CAR models.
In this chapter, we propose a new way of constructing precision matrices for areal
data. Instead of modeling the precision matrix directly, we model the precision matrix
using a sparse Cholesky decomposition. The sparse weights for the Cholesky factors are
selected in a similar fashion as the CAR or SAR model. However, unlike CAR or SAR,
the proposed covariance matrix is guaranteed to be positive definite. It can therefore
be used directly to model the response instead of modeling latent random effects.
The CAR or the SAR model uses the adjacency matrix of the undirected graph
created from the areal units. In contrast, modeling the Cholesky factor essentially uses
a directed acyclic graph created from the original undirected graph. As directed graphs
depend on the ordering of the vertices (regions), so does the Cholesky factor. This is
undesirable as spatial regions do not have any natural ordering. We remedy this situa-
tion by averaging over all possible directed acyclic graphs that can be created from an
undirected graph. The resulting precision matrix is order free and available in closed
form. We refer to this model as the Directed Acyclic Graph Autoregressive (DAGAR)
model. Unlike CAR and SAR, DAGAR precision matrices are positive definite. Further-
more, DAGAR does not require any additional parameters that are difficult to interpret
and is only dependent on the adjacency matrix. DAGAR precision matrices are also
sparse and, therefore, is suitable to model very large areal datasets. We also develop a
computationally efficient Gibbs sampler for hierarchical DAGAR models. We compare
the performance of CAR and DAGAR models using simulated datasets on regular and
irregular graphs.
The rest of the chapter is organized as follows. Section 4.2 elaborates on the con-
struction of precision matrices based on directed acyclic graphs. Section 4.3 extends this
to an order-free Directed Acyclic Graph Autoregressive (DAGAR) model and discusses
theoretical properties of DAGAR models. Section 4.4 provides an efficient Gibbs sam-
pler for hierarchical DAGAR models. Simulation experiments are reported in Section
4.5. Finally, Section 4.6 ends the chapter with a brief overview of the work done and
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pointers to future research.
4.2 Modeling Cholesky Factors
We assume without loss of generality that all the areal locations are connected (i.e.,
one island). Models for non-connected datasets with multiple islands will be a simple
extension. We start with a connected graph G = (V,E) with the locations as vertices V
and edges E between neighbors. For notational convenience we denote the ith location
simply by i. Let A = ((aij)) denote the adjacency matrix for this undirected graph. We
begin by specifying simultaneous distributions similar to the SAR model in (4.4) i.e.,
wi =
∑
i∼j bijwj + i. However, we additionally impose the assumption that bij = 0 if
j > i. The simultaneous equations can now be written as:
w1 = 1
w2 = I(2 ∼ 1)b21w1 + 2
w3 = I(3 ∼ 1)b31w1 + I(3 ∼ 2)b32w2 + 3 (4.6)
...
wk = I(k ∼ 1)bk1w1 + I(k ∼ 2)bk1w2 + . . .+ I(k ∼ k − 1)bk,k−1wk−1 + k
andB = ((bij)) becomes lower triangular matrix. If F = diag(τ1, τ2, . . . , τk) = Cov()
−1,
then w ∼ N(0, V ′FV ). Here V = I − B is lower triangular with one on the diagonals,
which guarantees that V ′FV is positive definite.
When the dataset contains replicates, there is substantial literature on modeling
sparse Cholesky factors for high-dimensional precision matrices (Wu and Pourahmadi,
2003; Huang et al., 2006; Rothman et al., 2008; Levina et al., 2008; Wagaman and
Levina, 2009; Lam and Fan, 2009). These approaches do not need any prior information
about the sparsity of the directed acyclic graph and learn it from the data. On the other
hand, if a spatial dataset is observed over a large number of locations and time points,
the Nearest Neighbor Gaussian Processes developed in Chapters 2 and 3 demonstrate
how to construct sparse Cholesky factors that can reconstruct the original GP covariance
with very high accuracy. However, NNGPs are derived from an original GP covariance.
Most areal datasets lack replication that would permit use of the high-dimensional
learning methods. Furthermore, there is no well defined covariance matrix analogous to
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GP covariances for areal observations from which one can derive a sparse approximation
(recall that both CAR and SAR are improper distributions). Consequently, we cannot
estimate B and F in their most general form and need to make simplifying assumptions
similar to the CAR and SAR model. We assume that E(wi |w1, w2, . . . , wi−1) has equal
weights for each wj such that j ∼ i and j < i. To be specific, we assume bij = 1/mi
so that wi =
1
mi
∑i−1
j=1 I(i ∼ j)wj . We also allow heteroscedasticity among the i’s i.e
 ∼ N(0, τi). At this point, we do not make any further assumptions about mi and τi
except that they are positive numbers.
Unlike covariance or precision matrices which remain invariant under different or-
derings of the multivariate vector, Cholesky factors depend on the ordering of the obser-
vations. The construction in (4.6) assumes a specific ordering which we now generalize
to any other ordering. Let pi = {pi(1), pi(2), . . . , pi(n)} denote any predetermined order-
ing of the data locations and pi−1 denote its corresponding inverse permutation. Under
this ordering, for any i 6= pi(1), we define its ‘past’ observations w<i,pi as the collection
{wj |pi−1(j) < pi−1(i)} and its set of directed neighbors Npi(i) as the set of neighbors of
i in G which belong to its ‘ordered past’ i.e.
Npi(i) = {j | i ∼ j and pi−1(j) < pi−1(i)} (4.7)
Note that directed neighbors are not commutative. In fact, j ∈ Npi(i) implies i /∈ Npi(j)
and vice versa. Let Epi denote the collection of directed edges from all members of Npi(i)
to i for every i 6= pi(1). We now have a directed acyclic graph Dpi = (V,Epi). Figure 4.1
shows the construction of directed graphs for two different permutations.
Figure 4.1: Undirected graph (left), Dpi with pi(1, 2, 3, 4, 5) = 1, 2, 3, 4, 5 (middle) and
Dpi with pi(1, 2, 3, 4, 5) = 5, 4, 3, 2, 1 (right)
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We now specify our model on a single directed graph Dpi as follows:
wpi(1) ∼ N(0, τ (pi)pi(1))
wi |w<i,pi ∼ N( 1
m
(pi)
i
∑
j∈Npi(i)wj , τ
(pi)
i ), i 6= pi(1)
(4.8)
The model specification is very similar to the SAR model in (4.4) except that the
conditioning sets now depend only on the ‘past’ instead of on all other locations. As a
result, the conditional mean is a weighted sum of the directed neighbors instead of all
neighbors. Thus, this is a spatial analogue of an autoregressive model in a time series
context where time creates a natural ordering and observation at every time point is
regressed on its directed neighbors, i.e., observations at past timepoints. In the CAR
model, the joint distribution is constructed from the full conditionals by application of
Brooke’s lemma, which leads to the impropriety. The advantage of conditioning sets
based on a directed acyclic graph is that the joint density is simply a product of the
conditional densities. Also, as shown earlier, the precision matrix is guaranteed to be
positive definite. We rephrase the result for a general permutation in Theorem 1.
Theorem 1. Let Ppi denote the permutation matrix corresponding to the permutation pi
i.e. Ppi(x1, x2, . . . , xk)
′ = (xpi(1), xpi(2), . . . , xpi(k))′ for any k-dimensional vector x. Then,
Ppiw ∼ N(0, Qpi) where Qpi = V ′piFpiVpi where F = diag(τpipi(1), τpipi(2), . . . , τpipi(k)) and Vpi is
a lower triangular matrix such that
(Vpi)ij =

1 if i = j
− 1
m
(pi)
pi(i)
if j < i and pi(j) ∼ pi(i)
0 otherwise
It is clear from Theorem 1 that Qpi is positive definite with det(Qpi) =
∏k
i=1 τ
pi
i . So,
w has the proper Gaussian distribution given by
w ∼ N(0, P ′piQpiPpi) (4.9)
Hence, switching from the undirected graph G to the directed graph Dpi leads to a proper
Gaussian distribution. However, the precision matrices and hence the distributions
in (4.9) depends on the ordering of the locations. This is highlighted by using the
superscript pi in mi and τi in Theorem 1. Areal datasets usually do not come with
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any natural ordering and there are k! possible orderings. Hence, picking any particular
ordering over another will be arbitrary. Furthermore, as k! becomes extremely large,
even for very small k, Bayesian model averaging type approaches will fail to explore
even a small fraction of all possible orderings.
4.3 Order-free model
Let Q denote the average of the precision matrices in (4.9) over all permutations pi, i.e.,
Q =
1
k!
∑
pi
P ′piQpiPpi (4.10)
The matrix Q is free of any ordering. Additionally, since it is the average of positive
definite matrices, it is also positive definite. However, Q has (2k)k! unknown parameters
{m(pi)i , τ (pi)i | i = 1, 2, ..., k, pi ∈ Πk} where Πk is the set of all permutations of {1, 2, . . . , k}.
To derive a closed form expression for Q we further assume that m
(pi)
i = mi and τ
(pi)
i = τi
for all pi ∈ Πk. The following theorem gives the closed form expression for Q.
Theorem 2. Let r ∼ (i, j) imply that r is a common neigbhor of i and j and i ≈ j imply
that i and j share at least one common neighbor, i.e., they are second order neighbors.
Then
(a) Q = Λ +R where
Λij =
 τi if i = j− Ii∼j2 ( τimi + τjmj ) if i 6= j and Rij =

1
2
∑
r∼i
τr
m2r
if i = j
I(i ≈ j)
(
1
3
∑
r∼(i,j)
τr
m2r
)
if i 6= j
(b) If m denotes the maximum degree of the graph G, then Q has at most k(1+m+m2)
non-zero elements.
Proof. From Theorem 1 we see that
(P ′piQpiPpi)ii = τi +
∑
r:i∈Npi(r)
τr
m2r
(P ′piQpiPpi)ij = −I(j ∈ Npi(i))
τi
mi
− I(i ∈ Npi(j)) τj
mj
+
∑
r:{i,j}⊂Npi(r)
τr
m2r
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Note that for any pair of regions (i, j), region j comes before region i in exactly k!/2
permutations. Hence, for every (i, j) such that i ∼ j, I(j ∈ Npi(i)) = 1 exactly k!/2
times whereas I(i ∈ Npi(j)) = 1 for the remaining k!/2 permutations and 1k!
∑
pi I(j ∈
Npi(i)) =
1
2 . Using this we also observe that for any i,
1
k!
∑
pi
∑
r:i∈Npi(r)
τr
m2r
=
∑
r∼i
τr
m2r
1
k!
∑
pi
I(i ∈ Npi(r)) = 1
2
∑
r∼i
τr
m2r
Similarly if r is a common neighbor of i and j, then r is a common directed neighbor of
i and j for exactly k!/3 permutations, so 1k!
∑
pi I({i, j} ⊂ Npi(r)) = 13 and consequently
1
k!
∑
pi
∑
r:{i,j}⊂Npi(r)
τr
m2r
=
∑
r∼(i,j)
τr
m2r
1
k!
∑
pi
I({i, j} ⊂ Npi(r)) = 1
3
∑
r∼(i,j)
τr
m2r
This proves part (a). The proof for part (b) is very similar to the proof of sparsity for
NNGP precision matrices derived in Chapter 2. The (i, j)th element of Q is non-zero if
i ∼ j or i ≈ j or both. If the maximum degree of the graph is m, there can be at most
1 +m+m2 non-zero elements in each row.
Theorem 2 is a powerful result as it demonstrates that, under very general simul-
taneous specification as in (4.6), we can create a sparse precision matrix over a graph
using only the adjacency structure. However, the model still has 2k unknown param-
eters {τ1, τ2, . . . , τk,m1,m2, . . . ,mk}. We need to impose some additional simplifying
assumption to solve this final problem. It is tempting to assume homoscedastic errors
for the i’s defined in (4.6). However, when embedded in a hierarchical setup as in (4.3)
with Gaussian response, this will lead to identifiability issues between the response noise
and i’s. This also issue arises for the SAR model, which specifies homoscedastic er-
rors thereby limiting its use to only areal generalized linear models for non-Gaussian
responses (see Banerjee et al., 2014, for more details on this). Instead, we preserve the
heteroscedasticty and, akin to the CAR model, choose mi = ni and τi = niτw i.e. the
number of neighbors for the vertex i. Under these choices of mi and τi, we observe from
Theorem 2 that Λ = τwQCAR. and R = τwR
∗ where
R∗ii =
1
2
∑
r∼i
1
nr
R∗ij = I(i ≈ j)
(
1
3
∑
r∼(i,j)
1
nr
) (4.11)
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For realizations w over any undirected graph, we can now model w as
w ∼ N(0, τwQDAGAR) (4.12)
where QDAGAR = QCAR + R
∗. We refer to this as the Directed Acyclic Graph Autore-
gressive (DAGAR) model.
Note that, unlike the proper CAR and SAR, DAGAR does not involve any additional
parameters other than the marginal precision τw. Any vertex j contributes
1
2nj
to R∗i,i
if i ∼ j. Since j has nj neighbors, it contributes a total of 1/2 to the trace of R∗,
so trace(R∗) = k/2. Hence, on average the eigen values of QDAGAR exceed the eigen
values of QCAR by 1/2. Most importantly, DAGAR, although constructed using directed
acyclic graphs, sheds the dependence on the ordering of the datapoints and still has
concise expressions for its entries. However, it is clear from the structure of R∗ in (4.11)
that, unlike CAR, DAGAR doesn’t possess the first order Markovian property although
it is second order Markovian. Consequently, the precision matrix of the CAR is sparser
and hence implementing CAR models will be faster. Nonetheless, part (b) of Theorem 2
shows that as long as the maximum degree of the graph is reasonably small, QDAGAR is
also very sparse for large k. Simulation experiments detailed in Section 4.5 reveal that
under many scenarios, this slight decrease of sparsity for the DAGAR model is often
offset by superior performance compared to the CAR model.
4.4 Hierarchical DAGAR models
The DAGAR model is easily embedded into hierarchical setups,like CAR models are. In
this section we provide a Gibbs’ sampler algorithm for the following hierarchical spatial
random intercept model for areal datasets:
y = Xβ + w + 
w ∼ N(0, τwQDAGAR) (4.13)
 ∼ N(0, τeIk)
Similar to the CAR model, a normal/flat prior for β and inverse-Gamma (IG) priors
for τe and τw provides conjugacy in the Gibbs’ sampler. The full hierarchical likelihood
79
is specified as follows:
N(y |Xβ + w, τeIk)×N(w | 0, τwQDAGAR)×N(β |µβ, Qβ)
×IG(τe | ae, be)× IG(τw | aw, bw)
(4.14)
where µβ, Qβ, ae, be, aw and bw are known hyper-parameters. One of the main reasons
for the popularity of CAR models (or Gaussian Markov Random fields in general) is
that the full conditionals for the wi’s are readily available. This along with the sparsity
of QCAR facilitates an efficient Gibbs’ sampler. From part (a) of Theorem 2 we see that
QDAGAR is denser thanQCAR as it has non-zero a (i, j)
th entry even when i and j are sec-
ond order neighbors. However, part (b) of the theorem shows that under mild regularity
conditions QDAGAR is very sparse for large k. Also, the full conditionals for w in a DA-
GAR model is given by: wi |w−i ∼ N(− 1QDAGAR,ii
∑
j 6=iQDAGAR,ijwj , τwQDAGAR,ii).
As the sum in the conditional mean is a sparse sum available in closed form, like in a
CAR model, the Gibbs’ sampler for DAGAR model is also very efficient. Chapter 2
showed that the number of flops per iteration of a Gibbs sampler in a Nearest Neighbor
Gaussian Process model with k locations is O(km3). The same result holds for DAGAR
models for areal datasets with m as the highest degree of the graph, as DAGAR model
will have the same sparsity pattern.
4.5 Simulation experiments
We conducted several simulation experiments to assess the performance of DAGAR and
CAR. We consider three different graph structures.
4.5.1 One-dimensional path
We considered a simple path graph with k = 100 points represented as 1, 2, . . . , k,
analogous to a time-series. Figure 4.2 shows the structure of a path graph with 10
points. For each point 1 < i < k, its neighbors are the two points on either side of
it. The only neighbor of point 1 is point 2 and the only neighbor of point k is point
k − 1. To generate data on this graph, we embed this graph on the real line where
the ith vertex is mapped to i for i = 1, 2, . . . , k. We then generate the spatial random
effect vector w from a Mate´rn GP with precision τw, smoothness ν and spatial decay
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Figure 4.2: Path graph with 10 vertices
φ. We varied the smoothness of the GP ν from 0.5 to 3.5 in increments of one. The
spatial decay φ was varied over 0.1, 0.2, 0.5, and 1. Increasing ν represents smoother
functions whereas increased φ implied shorter spatial range and increasing irregularity
(which also means less smoothness). For these choices of ν and φ, the average number
of ‘significant neighbors’ (sn) — number of points with correlation greater than 0.5 —
varies between 4 (extremely rough) and 89 (extremely smooth).
Subsequently, we generated the response y as y = w + δ where δ
iid∼ N(0, τe). Let
r = τw/τe denote the ratio of noise to signal variance. We varied r from 0.001 to
100 thereby covering a very wide spectrum of scenarios. We choose log10(r) from 16
equally spaced numbers in [−3, 2] to achieve this range for r. For each combination
of r, ν and φ, we generated 100 datasets and estimated the random effects w using
both CAR and DAGAR priors. For comparison, we also fitted the ‘oracle’ GP which
assumed the true φ and ν. Estimation was done by maximizing the joint likelihood
p(y, w) with respect to w and r. We then obtained the average MSE numbers ||w− wˆ||22
as a metric for model evaluation. Figure 4.3 plots the MSE as a function of r in the
log-log-scale for each combination of ν and φ. We see that in general the MSE for all
three models decreased with decreasing r, which is expected as fitting improves if the
data has less noise. However, we see that for small values of r, the DAGAR significantly
outperforms CAR. This poor performance of CAR at the left hand side of each plot
is not surprising, as small r implies that the relative signal strength is high and CAR
models, which tend to oversmooth, cannot estimate such a strong signal. The disparity
between the DAGAR and CAR is more prominent for values of ν and φ which are tied
to increased roughness for the GP surface (figures near the top left of the panel). On the
other extreme, when the generating GP is extremely smooth (figures near the bottom
left of the panel), DAGAR does perform worse than the CAR. Across most scenarios,
the MSE curves for the DAGAR closely resemble those of the oracle GP.
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Figure 4.3: Average MSE numbers for path graph
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Figure 4.4: Lattice graph with 25 vertices
4.5.2 Two-dimensional Lattice
The second graph we considered was the two-dimensional m×m lattice or grid graph.
The adjacency structure for a sample 5×5 lattice graph is depicted in Figure 4.4. Each
interior point has four neighbors — to its north, south, east and west. Each vertex
on the edges has three neighbors and the four corner vertices have two neighbors each.
For the simulations, we used m = 10 so that the total number of vertices is 100 as in
Section 4.5.1. We embed the lattice in a two-dimensional plane where each vertex is
mapped to the points of a two-dimensional 10×10 grid. The area of the grid is scaled so
that the average Euclidean distance between the vertices for the lattice graph is similar
to that for the path graph used in Section 4.5.1. We now generate random effects w
from a Mate´rn GP and subsequently generate the response y as in Section 4.5.1. All
sets of values for r, φ and ν were kept same. Figure 4.5 plots the MSE averaged over
100 replicates. One thing to note here is that the lattice graph is significantly more
connected than the path graph. The average number of neighbors for the lattice graph
is 3.6 compared to 1.99 for the path graph. Nonetheless, we see that the general trends
in Figure 4.3 for the path graphs are reproduced for the lattice graph. For this more
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Figure 4.5: Average MSE numbers for lattice graph
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connected graph, the disparities between the DAGAR and CAR are even more acute.
Even for smoother realizations of the GP (high ν and low φ) DAGAR produces lower
MSE for a larger range of the noise to signal ratio r. A surprising observation is that
for the lattice graph, the oracle GP sometimes performs worse than the DAGAR.
4.5.3 United States State Map
The last graph we considered was the state level map of the contiguous United States.
Two states are said to have an edge if they share a common geographical boundary.
This creates the adjacency structure for the 48 states depicted in Figure 4.6. The
graph has similar connectivity as the lattice graph (the average number of neighbors is
4.5). However, the graph is much more irregular. This is evident from the fact that the
standard deviation of the number of neighbors for the USA graph is 1.6 compared to 0.6
for the lattice graph. To embed the graph in a two-dimensional plane, we represent each
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Figure 4.6: Graph for the US states
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state by its geographical centroid and use Alber’s equal area projections to obtain the
mapped two-dimensional co-ordinates representing each state. Note that, this projection
is only done to generate the random effects w using Mate´rn GP on an Euclidean plane.
It is not used in fitting the DAGAR or the CAR model, neither of which uses any
geographical information beyond the adjacency structure in Figure 4.6. We re-scale the
projected points so that the average inter-site distance is similar to the path and grid
graph, and then generate w and y using the same settings as in Sections 4.5.1 and 4.5.2.
The MSE curves are plotted in Figure 4.7. Once again, the overall trends are similar to
those for the grid graph. DAGAR outperforms CAR when the generating GP is rough
or the signal strength is high.
4.6 Conclusions
No single model is guaranteed to provide the best fit for every real dataset and it is
desirable to have different models tailored to different types of features in the data. The
existing repertoire of covariance models used for analyzing areal datasets is extremely
limited. In this chapter, we have developed a new class of models for areal datasets that
promises to be a significant addition to this inventory. Theoretically, DAGAR models
amend several limitations of the CAR model. It ensures that the spatial random effects
are endowed with a proper probability distribution and can be used to directly model
the response. It does not involve any additional parameters. The precision structure
for DAGAR models is sufficiently sparse for large areal datasets thereby facilitating an
efficient Gibbs sampler for hierarchical modeling.
Empirically, we have shown that DAGAR models do not suffer from the oversmooth-
ing experienced by CAR models. DAGAR performs significantly better for the datasets
on irregular graphs that have strong signals. However, there are concerns about DA-
GAR overfitting when the true spatial surface is smooth and the noise is high. Further
research needs to be conducted to confirm these conjectures and generalize conditions
when the DAGAR model will be a better choice. Currently, it may be prudent to fit
both CAR and DAGAR models and choose the model which produces better model
evaluation score or more realistic estimate of the random effects. Also, setting mi = ni
and τi = niτw is the construction of QDAGAR is somewhat arbitrary. Perhaps, more
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Figure 4.7: Average MSE numbers for USA graph
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educated data-based choices for mi and τi may improve DAGAR. However, this would
drastically increase the number of parameters in the model. Currently, we restricted our
simulation studies to Gaussian responses. As disease data is often observed as counts
or proportions, we need to assess the performance of DAGAR models for generalized
linear models. We identify these as potential areas of future research.
Chapter 5
CoCoLasso for High-dimensional
Error-in-variables Regression
5.1 Introduction
High-dimensional regression has wide applications in various fields such as genomics,
finance, medical imaging, climate science, sensor network, etc. The current inventory of
high-dimensional regression methods includes Lasso (Tibshirani, 1994), SCAD (Fan and
Li, 2001), elastic net (Zou and Hastie, 2005), adaptive lasso (Zou, 2006) and Dantzig
selector (Cande`s and Tao, 2007) among others. The articles Fan and Li (2006) and
Fan and Lv (2010) provide an overview of these existing methods while the book by
Buhlmann and van de Geer (2011) discusses their statistical properties in finer details.
The canonical high-dimensional linear regression model assumes that the number of
available predictors (p) is larger than the sample size (n), although the true number of
relevant predictors (s) is much less than n. The model is expressed as y = Xβ∗ + w
where y = (y1, . . . , yn)
′ is the vector of responses, X = ((xij)) is the n × p matrix
of covariates, β∗ is a p × 1 sparse coefficient vector with only s non-zero entries and
w = (w1, . . . , wn)
′ is the noise vector.
Much of the existing theoretical and applied work on high-dimensional regression has
focused on the clean data case. However, we often face corrupted data in many applica-
tions where the covariates are observed inaccurately or have missing values. Common
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examples include sensor network data (Slijepcevic et al., 2002), high-throughput se-
quencing (Benjamini and Speed, 2012), and gene expression data (Purdom and Holmes,
2005). It is well known that misleading inference results will be obtained if the re-
gression method for clean data is naively applied to the corrupted data. In order to
facilitate further discussion, we assume that we observe a corrupted covariate matrix
Z = (zij)1≤i≤n,1≤j≤p instead of the true covariate matrix X. Depending on the con-
text, there can be various ways to model the measurement error. In the additive model
setup, zij = xij + aij where A = (aij) is the additive error matrix. In the multi-
plicative error setup, zij = xijmij where mijs are the multiplicative errors. Missing
predictors can be interpreted as a special case of multiplicative measurement errors
with mij = I(xij is not missing) where I(·) is the indicator function.
Without loss of generality, we take the Lasso as an example to illustrate the impact
of measurement errors. We apply the Lasso to the clean data by minimizing:
1/(2n)‖y −Xβ‖22 + λ‖β‖1 (5.1)
with respect to β. Here λ > 0 is the regularization parameter and ‖ · ‖p denotes the `p
norm for vectors and matrices for 1 ≤ p ≤ ∞. If we ignore the measurement error issue,
we would apply the Lasso to the corrupted data by minimizing:
1/(2n)‖y − Zβ‖22 + λ‖β‖1. (5.2)
However, as pointed out in (Rosenbaum and Tsybakov, 2010), the resulting estimate of
β is often erroneous if the noise is large. We need to find a proper modification of (5.2)
such that its solution is comparable/close to the clean Lasso estimate (5.1).
Observe that the clean Lasso objective function can be equivalently formulated as
1
2
β′Σβ − ρ′β + λ‖β‖1 where Σ = 1
n
X ′X, ρ =
1
n
X ′y. (5.3)
In (Loh and Wainwright, 2012) Loh and Wainwright use Z and y to construct unbiased
surrogates Σ̂ for Σ and ρ˜ for ρ. To elucidate, let us consider the classical additive
measurement error case. Following (Loh and Wainwright, 2012), assume the additive
errors aij are independent with mean zero and variance τ
2 where τ2 is a known constant,
then
E[
1
n
Z ′Z] =
1
n
X ′X + τ2I, E[
1
n
Z ′y − 1
n
X ′y] = 0.
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Thus Loh and Wainwright suggested using unbiased surrogates
Σ̂ =
1
n
Z ′Z − τ2I, ρ˜ = 1
n
Z ′y (5.4)
and then solve the following optimization problem to get an estimate of β:
1
2
β′Σ̂β − ρ˜′β + λ‖β‖1. (5.5)
Although the above solution is very natural, (5.5) is fundamentally different from
the clean Lasso. Notice that Σ̂ may not be positive semi-definite. When Σ̂ does have a
negative eigenvalue (which happens very often under high-dimensionality), the objective
function in (5.5) is no longer convex. Moreover, the objective function is unbounded
from below when Σ̂ has a negative eigenvalue. To overcome these technical difficulties,
Loh and Wainwright defined their estimator as
βˆ ∈ arg min
‖β‖1≤bo√s
1
2
β′Σ̂β − ρ˜′β + λ‖β‖1. (5.6)
for some constant b0. Note that “∈” not “=” is used in (5.6) because the objective
function may still have multiple local/global minimizers even within the region ‖β‖1 ≤
bo
√
s. Through some careful analysis, Loh and Wainwright showed that, if b0 is properly
chosen, a projected gradient descent algorithm will converge in polynomial time to a
small neighborhood of the set of all global minimizers.
In this article we propose the Convex Conditioned Lasso (CoCoLasso) — a convex
formulation of the Lasso that can handle a general class of corrupted datasets including
the cases of additive or multiplicative measurement error and random missing data.
CoCoLasso automatically enjoys the theoretical and computational benefits of convexity
that contribute fundamentally to the success of the Lasso. Theoretically, we derive the
statistical error bounds of CoCoLasso which are comparable to those given in Loh and
Wainwright (2012). Additionally, we establish the asymptotic sign-consistent selection
property of CoCoLasso. Earlier Sørensen et al. (2013) derived asymptotic selection
consistency properties for the estimator in (5.6) only for the restrictive case of additive
measurement error. However, our result does not require any specification of the type
of measurement error. This is arguably the most general result for sign consistency in
presence of measurement error. There is no sign-consistency result for the non-convex
approach by Loh and Wainwright.
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Our method has another significant advantage over the non-convex approach by Loh
and Wainwright. As mentioned earlier, choosing b0 in (5.6) is critically important to
the estimator by Loh and Wainwright. Their theory requires b0 ≥ ||β∗‖2 in order to
have desirable error bounds. Note that β∗ is unknown. On the other hand, b0 cannot
be too large due to the required lower-RE and upper-RE conditions. See Theorem 1 in
(5.6) for details. Therefore, in practice one has to carefully choose the b0 value. Our
method does not have this concern. From a pure practical viewpoint, our method uses
one tuning parameter λ while the non-convex approach needs two tuning parameters b0
and λ. CoCoLasso can be readily solved by any efficient algorithm for solving the clean
Lasso. For example, we can use the LARS algorithm (Efron et al., 2004) to efficiently
compute the entire solution paths for CoCoLasso estimates as λ continuously varies.
This is particularly useful for practitioners to understand the procedure.
We notice that in the current literature little attention has been paid to the cross
validation methods used for corrupted data. Simply replacing Z by X leads to biased
version of the cross validation procedure (similar to (5.5) being a biased version of (5.3)).
We demonstrate how the ideas used to develop CoCoLasso can be seamlessly adapted
to propose new corrected cross-validation technique tailored for data with measurement
error. To our best knowledge, the existing work on high-dimensional regression with
measurement error did not touch on this cross-validation issue. The new corrected
cross-validation has its own independent importance.
It is worth pointing out that a Dantzig Selector type estimator named matrix uncer-
tainty (MU) estimator was proposed in Rosenbaum and Tsybakov (2010) for additive
measurement error models. An improved version of MU estimator was proposed in
Rosenbaum and Tsybakov (2013). Belloni et al. (2014b) establishes near-optimal min-
imax properties of the estimator in Rosenbaum and Tsybakov (2013) and develops a
conic-programming based estimator that achieves minimax bounds. Two more conic
programming based estimators have been recently proposed in Belloni et al. (2014a)
for the same model setup. It has been empirically observed that solving the Lasso
problem can be much faster than solving the Dantzig selector Efron et al. (2007). Com-
pared to Dantzig Selector type estimators and the conic programming based estimators,
the direct Lasso-modification methods, such as CoCoLasso, would enjoy computational
advantages, which is very important for high-dimensional data analysis.
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The rest of the article is organized as follows. In Section 5.2 we define the CoCo-
Lasso estimator. In Section 5.3 we discuss the main theoretical results. In Section 5.4
we discuss the consequences of the results in Section 5.3 for additive and multiplicative
measurement error setups. A new cross-validation technique for corrupted data is de-
veloped in Section 5.5. In Section 5.6 we present simulation results to demonstrate the
empirical performance of CoCoLasso.
5.2 CoCoLasso
We first introduce some necessary notations and model setup. For any matrix K =
((kij)), we write K > 0 (≥ 0) when it is positive (semi-)definite. Let ‖K‖∞ =
maxi
∑
j |kij | denote the matrix `∞ norm whereas ‖K‖max = maxi,j |kij | denote the
elementwise maximum norm. Also let Λmin(K) and Λmax(K) denote the minimum and
maximum eigen values of K respectively. We assume that all variables are centered so
that the intercept term is not included in the model and the covariance matrix X has
normalized columns i.e. 1n
∑n
i=1 x
2
ij = 1 for every j = 1, . . . , p. Without loss of gener-
ality, assume that S = {1, 2, . . . , s} is the true support set of the regression coefficient
vector and write β∗ = (β∗TS , 0
′)′ and X = (XS , XSc). Hence the true model can be
rewritten as y = XSβ
∗
S + w where the components of β
∗
S are non-zero. For any vector
v, we can partition it as v = (v′S , v
′
Sc)
′. Also, we partition Σ as
Σ =
(
(1/n)X ′SXS (1/n)X
′
SXSc
(1/n)X ′ScXS (1/n)X
′
ScXSc
)
=
(
ΣS,S ΣS,Sc
ΣSc,S ΣSc,Sc
)
In this work we consider the fixed design case because we want to avoid the identifia-
bility issues between the true design matrix and the measurement error matrix. In the
theoretical literature on the clean Lasso, it is often assumed that wi’s are independent
and identically distributed sub-Gaussian random variables with parameter σ2. We use
the same assumption here.
As mentioned earlier, in a clean setting where the predictor matrix X is observed
accurately, a Lasso estimate is obtained by minimizing (5.3). When the dataset is
corrupted by measurement errors, the observed matrix of predictors Z is some function
of the true covariance matrix X and random errors. Based on Z and y, estimates Σ̂
and ρ˜ are constructed as surrogates to replace Σ and ρ respectively in (5.3). Different
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pairs of unbiased estimates (Σ̂, ρ˜) are provided in Loh and Wainwright (2012) for various
types of measurement errors. We will present the actual form of (Σ̂, ρ˜) in section 4, but
for now we only need to assume that (Σ̂, ρ˜) have been computed.
We now define a nearest positive semi-definite matrix projection operator as follows:
for any square matrix K,
(K)+ = arg min
K1≥0
‖K −K1‖max.
Then we denote Σ˜ = (Σ̂)+ and define our Convex conditioned Lasso (CoCoLasso) esti-
mate as
βˆ = arg min
β
(1/2)β′Σ˜β − ρ˜′β + λ‖β‖1 (5.7)
We use an alternating direction method of multipliers (ADMM) (Boyd et al., 2011)
to obtain Σ˜ from Σ̂. The ADMM algorithm is very efficient and details of the algorithm
are provided in Appendix 5.9. By definition, Σ˜ is always positive semi-definite. Note
that Σ is positive semi-definite when p > n. Subsequently, we can reformulate our
problem as:
βˆ = arg min
β
1
n
||y˜ − Z˜β||22 + λ‖β‖1 (5.8)
where Z˜/
√
n is the Cholesky factor of Σ˜ i.e. 1n Z˜
′Z˜ = Σ˜ and y˜ is such that Z˜ ′y˜ = Z ′y.
Numerically, (5.8) is just like the clean Lasso. One can apply several very fast solvers
to solve (5.7), such as the coordinate descent algorithm (Friedman et al., 2010) or the
homotopy algorithm (Efron et al., 2004). This is a great advantage for practitioners, as
the Lasso solvers are widely used in practice and many know how to use them. We use
the LARS-EN algorithm to obtain the solution as it simultaneously provides the entire
solution path for different values of λ.
Theoretically, (5.7) can be analyzed by the tools for analyzing the clean Lasso. The
surrogate Σ̂ chosen by Loh and Wainwright (2012) is often an unbiased estimate of the
true gram matrix Σ, achieving a desired rate of convergence under the max norm. By
definition, we have
‖Σ˜− Σ‖max ≤ ‖Σ˜− Σ̂‖max + ‖Σ̂− Σ‖max ≤ 2‖Σ̂− Σ‖max (5.9)
Equation (5.9) ensures that Σ˜ approximates Σ as well as the initial surrogate Σ̂.
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Compared with Loh and Wainwright’s estimator in Loh and Wainwright (2012),
CoCoLasso is guaranteed to be convex. This avoids the need of doing any non-convex
analysis of the method. Furthermore, unlike Loh and Wainwright (2012) our method
does not require any knowledge of ‖β‖1 and thereby eliminates the need for an initial
estimate to obtain a bound for ‖β‖1. In the next section, we show that CoCoLasso is sign
consistent and has the `1, `2 error bounds comparable to that in Loh and Wainwright
(2012).
5.3 Theoretical Analysis
In this section we derive the `1 and `2 bounds for the statistical error of the CoCoLasso
estimate as well as its support recovery probability bounds.
5.3.1 `1 and `2 bounds for the statistical error
We assume that Σ̂ and ρ˜ are sufficiently ‘close’ to Σ and ρ respectively in the following
sense:
Definition 1. Closeness condition: Let us assume that the distribution of Σ̂ and ρ˜ are
identified by a set of parameters θ. Then there exists universal constants C and c, and
positive functions ζ and 0 depending on β
∗
S, θ and σ
2 such that for every  ≤ 0, Σ̂ and
ρ˜ satisfy the following probability statements:
Pr(|Σ̂ij − Σij | ≥ ) ≤ C exp
(−cn2ζ−1) ∀ i, j = 1, . . . , p
Pr(|ρ˜j − ρj | ≥ ) ≤ C exp
(−cns−22ζ−1) ∀ j = 1, . . . , p (5.10)
The Closeness Condition requires that the surrogates Σ̂ (and hence Σ˜) and ρ˜ are
close to Σ and ρ respectively in terms of the elementwise maximum norm. We show
later in Section 5.4 that this condition is satisfied by the surrogates defined in Loh and
Wainwright (2012) for commonly used additive or multiplicative measurement error
models.
We also assume the following compatibility or restricted eigenvalue condition:
0 < Ω = min
x 6=0, ‖xSc‖1≤3‖xS‖1
x′Σx
‖x‖22
(5.11)
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Restricted eigenvalue condition similar to this has been used in van de Geer and
Buhlmann (2009) to obtain bounds of statistical error of the clean Lasso estimate.
We now state the main result on the statistical error of the CoCoLasso estimate.
All proofs are provided in Section 5.8. Note that, for all the theoretical results, C and c
denote generic positive constants. Their values vary from expression to expression but
they remain universal constants.
Theorem 1. Under the assumptions (5.10) and (5.11), for λ ≤ min(0, 120‖β∗S‖∞)
and  ≤ min(0,Ω/64s) the following results holds true with probability at least 1 −
p2C exp
(−cns−2λ2ζ−1)− p2C exp (−cn2ζ−1):
‖βˆ − β∗‖2 ≤ Cλ
√
s/Ω , ‖βˆ − β∗‖1 ≤ Cλs/Ω (5.12)
Results similar to Theorem 1 were derived in Theorems 1 and 2 of Loh and Wain-
wright (2012) for the estimates obtained by projected gradient descent algorithm for
the non-convex objective function. Both the `1 and `2 bounds obtained in Theorem 1,
are of the same order as the analogous bounds for statistical error of the traditional
Lasso estimate. The tail probability depends on the presence of error in the variables
through the component ζ. Precise expression for ζ is derived for the case of additive
measurement error in Section 5.4.
5.3.2 Sign consistency
In order to establish the sign consistency of CoCoLasso, in addition to the closeness
conditions in (5.10), we assume the irrepresentable and minimum eigenvalue conditions
on Σ which are sufficient and nearly necessary for sign consistency of the clean Lasso
(Zou, 2006; Zhao and Yu, 2006; Wainwright, 2009):
‖ΣSc,SΣ−1S,S‖∞ = 1− γ < 1, Λmin(ΣS,S) = Cmin > 0 (5.13)
The main result on recovery of signed support is stated as follows:
Theorem 2. Under the assumptions given in Equations (5.10) and (5.13), for λ ≤
min(0, 40/γ) and  ≤ min(1, λ/(λ2 + 3)) where i’s are bounded positive constants
depending of ΣS,S, β
∗
S, θ and σ
2, the following occurs with probability at least 1 − δ1
where δ1 = p
2C exp
(−cns−2γ2λ2ζ−1)+ p2C exp (−cns−22ζ−1)
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(a) There exists a unique solution βˆ minimizing (5.7) whose support is a subset of
the true support.
(b) ||βˆS − β∗S‖∞ ≤ κλ where κ =
(
4||Σ−1S,S‖∞ + C−1/2min
)
(c) If |β∗min| ≥ κλ, then sign(βˆS) =sign(β∗S)
If we assume for simplicity that κ is O(1) and the triplet {n, p, s} and β∗ satisfy the
scaling:
s2 log p/n→ 0 as n, p→∞
|β∗min|  s(ζ log p/n)1/2
(5.14)
then from the expression of δ1 in Theorem 2 we can choose λ so that 1− δ1 goes to one,
which implies the sign-consistency of the CoCoLasso estimate.
Corollary 1. If Σ, Σ˜ and ρ˜ satisfy the regularity conditions given in Theorem 2, then
under the scaling in Equation (5.14), the CoCoLasso estimate βˆ defined in (5.7) is
sign-consistent if |β∗min|  λ  s(ζ log p/n)1/2 and we also have the `∞ error bound
Pr(||βˆS − β∗S‖∞ ≤ κλ)→ 1.
So far in this section we have derived a general theory for the CoCoLasso where
there is no assumption on the type of measurement error and the form of the estimates
Σ̂ and ρ˜. The only condition that requires a careful check is that the estimates Σ̂ and
ρ˜ are close enough to Σ and ρ respectively in the sense defined in (5.10). In the next
section, we consider two specific types of error-in-variables models and use the results
of this section to derive the theoretical properties of CoCoLasso estimates for those
models.
5.4 CoCoLasso under Two Types of Measurement Errors
5.4.1 Additive error
We assume that the entries of the observed design matrix Z is contaminated by additive
measurement error i.e. zij = xij + aij or in matrix notation, Z = X + A where A =
((aij)) is the matrix of measurement errors. We also assume that the rows of A are
independent and identically distributed with 0 mean, finite covariance ΣA and sub-
Gaussian parameter τ2. Following (Loh and Wainwright, 2012) we assume that ΣA
is known. The unbiased estimates of Σ and ρ are given by Σ̂add =
1
nZ
′Z − ΣA and
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ρ˜add =
1
nZ
′y, respectively. It is easy to observe that Σ̂add can have negative eigenvalues
precluding convex optimization. CoCoLasso estimates for this model will be based on
the modified objective function
f˜add(β) = (1/2)β
′Σ˜addβ − ρ˜′addβ + λ|β‖1 where Σ˜add = (Σ̂add)+.
The following results show that Σ̂add and ρ˜add satisfy the conditions in Equation
(5.10).
Lemma 1. Σ̂add and ρ˜add satisfy the closeness conditions in (5.10) with 0 = cτ
2 and
ζ = max(τ2, τ2‖β∗S‖2∞, τ4, σ4).
So, even though Σ̂add may not be positive definite, the surrogates Σ̂add and ρ˜ satisfy
(5.10). The following result is an immediate consequence:
Corollary 2. The results of Theorems 1 and 2 (and Corollary 1) hold for the CoCoLasso
estimate for the additive error model under the assumptions (5.11) and (5.13) (and
(5.14)) respectively.
As ζ increases with τ we see that the lower bound for λ required in the Corollary
increases as τ increases implying that more penalization is required in presence of larger
measurement error to accurately recover the sparse support.
Note that the additive error covariance ΣA is assumed to be known in order to
compute the CoCoLasso estimate. Similar assumption was used in Loh and Wainwright
(2012) and Rosenbaum and Tsybakov (2013) as it is unclear how to obtain a data-driven
estimate of ΣA when only one dataset is available. If however, multiple replicates of the
data are available, following Loh and Wainwright (2012), one can obtain a data-driven
estimate Σ̂A of ΣA and define Σ̂add =
1
nZ
′Z − Σ̂A.
5.4.2 Multiplictive error and missing data
If we assume that the errors are multiplicative, we observe zij = xijmij . In matrix
notation, we have Z = X  M where M = ((mij)) and  denotes the elementwise
multiplication operator for vectors and matrices. We assume that the rows of M are in-
dependent and identically distributed with mean µM , covariance ΣM and sub-Gaussian
parameter τ2. Under the assumption that the entries of µM and ΣM + µMµ
′
M are
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strictly positive, Loh and Wainwright (2012) suggests using the unbiased surrogates
Σ̂mult = (1/n)ZZ
′  (ΣM + µMµ′M ) and ρ˜mult = (1/n)Z ′y  µM where  denotes the
elementwise division operator for vectors and matrices. Σ̂mult once again may not be
positive semi-definite. The CoCoLasso estimate βˆ is obtained as
min
β
(1/2)β′(Σ˜mult)+β − ρ˜′multβ + λ|β‖1 where Σ˜mult = (Σ̂mult)+.
Randomly missing covariates can be formulated as a multiplicative error model. For
example, a simple model assumes that xij ’s are missing randomly with probability r and
their missing statuses are independent of one another. Then we can defining zij = xijmij
where mij = I(xij is not missing ) ∼ Bernoulli(1−r). Other missing data models with
different choices of the missing probabilities (e.g. mij ∼ Bernoulli(1− rj)) will also fall
under the same setup. We can obtain estimate of r (or rj) as the proportion of missing
entries in the matrix (or in the jth column). For simplicity, we can assume r is known
and then ΣM and µM are known as well.
We now establish analogous results for the CoCoLasso estimate in this multiplicative
model setup. Note that as the errors are multiplicative, in order to have all the zij ’s to
be close to the respective xij ’s, we need an upper bound for both xij and mij . We also
need a positive lower bound for the entries of µM and ΣM +µMµ
′
M for the expressions of
Σ̂mult and ρ˜mult to be meaningful. To ensure these, we impose the following additional
set of regularity conditions for the multiplicative setup:
max
i,j
|Xij | = Xmax <∞, min
i,j
E(m1m
′
1) = Mmin > 0
min µM = µmin > 0, max µM = µmax <∞
(5.15)
Under these regularity conditions the following lemma shows that Σ˜mult and ρ˜mult
satisfies the conditions in (5.10):
Lemma 2. There exists positive functions 0 and ζ depending on β
∗
S, τ
2, σ2 and the
constants in (5.15) such that Σ̂mult and ρ˜mult satisfy the closeness conditions in (5.10).
Having proved Lemma 2, once again we use Theorems 1, 2 and Corollary 1 to have
the following results:
Corollary 3. The results of Theorems 1 and 2 (and Corollary 1) hold for the CoCoLasso
estimate for the multiplicative error/missing data model under the assumptions (5.11)
and (5.13) (and (5.14)) respectively.
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5.5 Corrected cross-validation
In applications, cross-validation (Hastie et al., 2011) is a widely used technique for
choosing the tuning parameter in penalized methods. However, cross validation for
data corrupted with measurement error has received very little attention. In the pres-
ence of noisy/corrupted data, naive application of cross-validation is biased and a novel
correction is needed. To elucidate, consider the usual K-fold cross validation for select-
ing the tuning parameter in the clean Lasso. Let (Xk, yk) denote the true design matrix
and response vector for the kth fold of the data for k = 1, 2, . . . ,K. Likewise, let (X−k,
y−k) denote the design matrix and response vector respectively after removing the kth
fold. In absence of measurement error, the estimate for the prediction error for the kth
fold is given by errk(λ) =
1
nk
‖yk −Xkβˆk(λ)‖22 where nk is the size of the kth fold and
βˆk(λ) is the Lasso estimate based on X−k, y−k with tuning parameter λ. The optimal
λ is obtained by minimizing the total cross-validation error, i.e.,
λˆ = arg min
λ
1
K
K∑
k=1
1
nk
‖yk −Xkβˆk(λ)‖22. (5.16)
However, when we face noisy/corrupted data, as X is unknown or partially missing,
(5.16) is not directly available. If we naively use the observed data (Z, y), then the
cross-validated choice of λ is defined by minimizing
1
K
K∑
k=1
1
nk
‖yk − Zkβˆk(λ)‖22. (5.17)
Even when we use the CoCoLasso (or the estimator in 5.6) to compute βˆk(λ) based on
Z−k, y−k, the above criterion is biased compared to (5.16) in the same way the loss
function in (5.5) is a biased version of (5.3).
Using simple algebra we observe that (5.16) is equivalent to
λˆ = arg min
λ
1
K
K∑
k=1
βˆk(λ)
′Σkβˆk(λ)− 2ρ′kβˆk(λ), (5.18)
where Σk =
1
nk
X ′kXk and ρk =
1
nk
X ′kyk.
It may seem that using the unbiased surrogates Σ̂k and ρ˜k in (5.18) may overcome
the bias issue. However, as Σ̂k possibly has negative eigen values this will lead to a
cross validation function unbounded from below.
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In the light of the above discussion, we propose a new cross validation method for
corrupted data that adapts the same central idea used to construct CoCoLasso i.e. we
can use (Σ̂k)+ and ρ˜k in (5.18). With this correction, the cross-validated λ is defined as
λ˜ = arg min
λ
K∑
k=1
βˆk(λ)
′(Σ̂k)+βˆk(λ)− 2ρ˜′kβˆk(λ). (5.19)
We call the above procedure the corrected cross-validation.
5.6 Numerical Studies
We use simulated datasets to evaluate the performance of CoCoLasso. For comparison
we also included the Loh and Wainwright’s method described in Loh and Wainwright
(2012). For convenience, we use NCL (Non-convex Lasso) to denote Loh and Wain-
wright’s method in this section.
5.6.1 Simulation Models
We considered both additive measurement errors and multiplicative measurement errors
in the simulation study.
Additive errors case. We generate data from the model y ∼ N(Xβ∗, σ2I) where
β∗ = (3, 1.5, 0, 0, 2, 0, . . . , 0)′.
The sample size n is set to be 100 and p = 250. The rows of X are independent and
identically distributed normal random variables with mean zero and covariance matrix
ΣX . We consider two models for ΣX — autoregressive (ΣX,ij = 0.5
|i−j|) and compound
symmetry (ΣX,ij = 0.5 + I(i = j) ∗ 0.5). We set σ = 3 giving a signal to noise ratio
of 2.36 for autoregressive (AR) and 3.20 for compound symmetry (CS). We generate
Z = X + A where the rows of A are independent and identically distributed N(0, τ2I)
where τ = 0.75, 1 and 1.25.
Multiplicative Errors case. We also evaluated the performance of CoCoLasso
and NCL in a multiplicative errors setup. The true model is assumed to be same as
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in the additive error setup. We now generate Z = X M where we assume that the
elements of M = ((mij)) follow log-normal distribution i.e. log(mij)’s are independent
and identically distributed N(0, τ2) where τ = 0.25, 0.5 and 0.75.
5.6.2 Simulation results and conclusions
We used 5-fold corrected cross-validation for the CoCoLasso in our numerical examples.
The code for NCL was provided by Dr. Po-Ling Loh. NCL requires an initial estimator.
Following Sørensen et al. (2013), the initial estimate is a naive Lasso estimate based on
y and Z which is tuned by 5-fold cross validation. NCL also requires knowledge of ‖β∗S‖1
for choosing the constraint parameter. Since, this is impossible to know beforehand, a
naive 5-fold cross validation was used to select the optimal R from 100 equally spaced
values in [Rmax/500, 2 ∗Rmax] where Rmax is the `1 norm of the initial estimate.
The accuracy of estimators is gauged by the Prediction Error (PE) and the Mean
Squared Error (MSE) where
PE(βˆ) = (β∗ − βˆ)′ΣX(β∗ − βˆ)
and
MSE(βˆ) = ‖β∗ − βˆ‖22.
To evaluate variable selection, we record C and IC that denote the number of correct
and incorrect predictors identified, respectively.
Table 5.1 and Table 5.2 summarize the simulation results for the additive error
case and the multiplicative error case, respectively. We observe that CoCoLasso is
more accurate than NCL as measured by PE and MSE, and the gap between the two
methods widens as the perturbation level increases (measured by τ). NCL tends to
select a sparser model than CoCoLasso, it tends to miss importance variables as the
noise level is high.
5.7 Summary
In this paper we have proposed a novel convex approach to modify the classical Lasso
with the clean data to handle the noisy data case. Our approach, named CoCoLasso,
is easy to understand, easy to use and has solid theoretical foundations. We also have
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Table 5.1: Summary statistics for the additive error simulation study based on 100
replications. Reported numbers are the medians and standard errors (se) are computed
by bootstrap. “CoCo” stands for CoCoLasso. “NCL” is the method in Loh and Wain-
wright (2012). AR denotes Autoregressive covariance for the predictors whereas CS
denotes compound symmetry covariance.
τ = 0.75 τ = 1.0 τ = 1.25
CoCo NCL CoCo NCL CoCo NCL
C 3 3 3 2 3 2
IC 11 3 11 1 10 0
AR PE 3.66 4.13 5.8 6.91 8.49 10.92
se(PE) 0.19 0.26 0.26 0.34 0.5 0.46
MSE 3.81 3.76 5.57 6.07 7.94 8.36
se(MSE) 0.19 0.18 0.2 0.27 0.24 0.3
C 2 2 2 1.5 2 1
IC 14 11.5 18 7 21 5
CS PE 4.49 4.57 6.03 6.91 6.99 10.47
se(PE) 0.22 0.31 0.22 0.34 0.25 0.58
MSE 8.05 8.03 11.01 10.31 12.97 15.06
se(MSE) 0.33 0.48 0.37 0.99 0.34 1.06
devised a novel cross validation methods for corrupted data. We have demonstrated
the superior performance of our method over the non-convex approach in Loh and
Wainwright (2012) by simulation studies.
Finally, we would like to comment on the generality of the CoCoLasso approach.
Although we use the Lasso to illustrate the idea of CoCoLasso, the basic approach of
CoCoLasso can be directly used in conjunction with other popular convex penalized
methods. For example, the fused Lasso Tibshirani et al. (2005) is a popular technique
for ordered variable selection. Following the development of CoCoLasso, we can readily
develop CoCo-FusedLasso. We opt not to discuss these variants in the present paper.
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Table 5.2: Summary statistics for the multiplicative error simulation study based on
100 replications. Reported numbers are the medians and standard errors (se) are com-
puted by bootstrap. “CoCo” stands for CoCoLasso. “NCL” is the method in Loh and
Wainwright (2012). AR denotes Autoregressive covariance for the predictors whereas
CS denotes compound symmetry covariance.
τ = 0.25 τ = 0.5 τ = 0.75
CoCo NCL CoCo NCL CoCo NCL
C 3 3 3 3 3 2
IC 14 12 12 6 10 1
AR PE 2.02 2.47 3.25 3.58 7.32 8.32
se(PE) 0.15 0.18 0.14 0.25 0.2 0.29
MSE 1.95 2.26 2.93 3.09 6.19 6.58
se(MSE) 0.09 0.14 0.14 0.18 0.2 0.26
C 3 3 3 3 2 1
IC 15 18 13 11 16 4
CS PE 2.23 2.37 3.66 3.82 7.93 9.31
se(PE) 0.16 0.1 0.15 0.19 0.3 0.41
MSE 4.21 4.32 6.11 5.75 10.43 9.34
se(MSE) 0.27 0.21 0.27 0.26 0.25 0.61
5.8 Proofs
In this section we present the proofs of Theorems 1 and 2 as well as Lemmas 1 and
2. A few useful properties and technical results about sub-Gaussian random variables
required in the proofs are provided in Appendix 5.10. Throughout this section we denote
C and c to be universal constants whose values may vary across different expressions.
We also introduce a few additional notations used subsequently in the proofs.
D = Σ˜− Σ, G = ΣSc,SΣ−1S,S , G˜ = Σ˜Sc,SΣ˜−1S,S , H = G˜−G
F = Σ˜−1S,S − Σ−1S,S , φ = ||Σ−1S,S ||∞, ψ = ||ΣS,S ||∞, B = ||β∗S‖∞
(5.20)
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5.8.1 Proof of Theorem 1
We first state and prove a simple result which will be later used in the proof:
Lemma 3. For any  > 0 we have,
Pr(‖Σ˜− Σ‖max ≥ ) ≤ p2 max
i,j
Pr(|Σ̂ij − Σij | ≥ /2) (5.21)
Proof. From Equation (5.9) we have
Pr(‖Σ˜− Σ‖max ≥ ) ≤ Pr(‖Σ̂− Σ‖max ≥ /2)
The proof then follows using union bounds over Pr(|Σ̂ij − Σij | ≥ /2).
Proof of Theorem 1. The general idea of the proof of this Theorem closely resembles the
proofs of (Buhlmann and van de Geer, 2011, Lemma 6.3 and Theorem 6.1) for obtaining
the error bounds of the traditional Lasso estimate. From the definition of βˆ in (5.7), we
have
1
2
βˆ′Σ˜βˆ − ρ˜′βˆ + λ‖βˆ‖1 ≤ 1
2
β∗T Σ˜β∗ − ρ˜′β∗ + λ‖β∗‖1
Expanding βˆ as vˆ + β∗ where vˆ = βˆ − β∗, this simplifies to
1
2
vˆ′Σ˜vˆ + λ‖βˆ‖1 ≤ vˆ′(ρ˜− Σ˜β∗) + λ‖β∗‖1 ≤ ||vˆ‖1||ρ˜− Σ˜β∗‖∞ + λ‖β∗‖1 (5.22)
In order to obtain an upper bound for the left hand side we first bound the quantity
‖ρ˜− Σ˜β∗‖∞. Using triangular inequality we have
‖ρ˜− Σ˜β∗‖∞ ≤ ‖ρ˜− ρ‖∞ + ‖ρ− Σβ∗‖∞ + ‖Dβ∗‖∞
Using union bounds on the second equation of (5.10) we see that for λ ≤ 60, we have
P (‖ρ˜ − ρ‖∞ > λ/6) ≤ pC exp
(−ncs−2λ2ζ−1). As ‖Dβ∗‖∞ ≤ sB‖D‖max, Lemma
3 alongwith the first equation of (5.10) implies that for λ ≤ 12B0, P (sB‖D‖max >
λ/6) ≤ p2C exp (−ncs−2λ2ζ−1B−2). The third component ρ−Σβ∗ = 1nX ′w is a linear
combination of independent sub-Gaussian errors w. As the columns of X are normal-
ized, invoking property 5.38, we have P (‖ρ − Σβ∗‖∞ > λ/6) ≤ pC exp
(−ncλ2σ−2).
Redefining ζ = max(ζ,B2ζ, σ2) we have
‖ρ˜− Σ˜β∗‖∞ < λ/2 on F where P (F) ≥ 1− p2C exp
(−ncs−2λ2ζ−1)
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For the remainder of the proof we restrict ourselves to F adjusting for the probability
of Fc. Returning to Equation (5.22), we now have on F ,
1
2
vˆ′Σ˜vˆ + λ‖βˆ‖1 ≤ λ
2
||vˆ‖1 + λ‖β∗‖1
Since β∗Sc = 0, we know that vˆSc = βˆSc , ‖β∗‖1 = ‖β∗S‖1. Also for any vector x, we can
write ‖x‖1 = ‖xS‖1 + ‖xSc‖1. Combining these, we have:
1
2
vˆ′Σ˜vˆ + λ‖βˆS‖1 + λ‖vˆSc‖1 ≤ λ
2
||vˆS‖1 + λ
2
||vˆSc‖1 + λ‖β∗S‖1
Using the fact that ‖βˆS‖1 ≥ ‖β∗S‖1 − ‖vˆS‖1, we now have
vˆ′Σ˜vˆ + λ‖vˆSc‖1 ≤ 3λ||vˆS‖1 (5.23)
As vˆ′Σ˜vˆ ≥ 0, we have that on F , ‖vˆSc‖1 ≤ 3||vˆS‖1. The Restricted Eigenvalue Condition
(5.11) immediately implies that on F , vˆ′Σvˆ ≥ Ω‖vˆ‖22. Now
vˆ′Σvˆ + λ‖vˆ‖1 = vˆ′Σ˜vˆ + λ‖vˆS‖1 + λ‖vˆSc‖1 + vˆ′Dvˆ
≤ 4λ‖vˆS‖1 + vˆ′Dvˆ using Eqn. (5.23)
≤ 4λ√s‖vˆS‖2 + vˆ′Dvˆ ≤ 4λ
√
s‖vˆ‖2 + vˆ′Dvˆ
≤ 4λ√s
√
vˆ′Σvˆ
Ω
+ vˆ′Dvˆ using condition (5.11)
≤ vˆ
′Σvˆ
4
+
16λ2s
Ω
+ |vˆ′Dvˆ| using 4ab ≤ a2/4 + 16b2
The last term on the right hand side is bounded as follows,
|vˆ′Dvˆ| ≤ ‖D‖max‖vˆ‖21 = ‖D‖max(‖vˆS‖1 + ‖vˆSc‖1)2 ≤ 16||D‖max‖vˆS‖21 on F
≤ 16s||D‖max‖vˆS‖22 ≤ 16s||D‖max‖vˆ‖22
Using Lemma 3 and the closeness condition (5.10), for  ≤ min(0,Ω/64s),
P (16s‖D‖max > Ω/4) = P (‖D‖max > Ω/64s) ≤ p2C exp
(−nc2ζ−1)
With probability at least 1−p2C exp (−nc2ζ−1)−p2C exp (−ncs−2λ2ζ−1) we now have
vˆ′Σvˆ + λ‖vˆ‖1 ≤ vˆ
′Σvˆ
4
+
16λ2s
Ω
+
Ω
4
‖vˆ‖22
One more application of the restricted eigenvalue condition (5.11) now yields
Ω
2
‖vˆ‖22 + λ‖vˆ‖1 ≤
16λ2s
Ω
which proves the bounds for both the `1 and `2 errors in Theorem 1
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5.8.2 Proof of Theorem 2
The proof for the sign consistency result of the CoCoLasso is involved. We first present
a series of results required to prove Theorem 2.
Lemma 4. Let ∂||x||1 denotes the sub-gradient of ||x||1 for any vector x. Then we have
the following results: (a) βˆ is the optimal solution to f˜(β) = (1/2)β′Σ˜β − ρ˜′β + λ|β‖1
iff there exists a vector u˜ in ∂‖βˆ‖1 such that
Σ˜βˆ − ρ˜+ λu˜ = 0 (5.24)
(b) If |u˜j | < 1 ∀j ∈ Sc, then any other optimal solution β˜ will have support S(β˜) ⊆ S
(c) If we assume that Σ˜S(βˆ),S(βˆ) is invertible then under the conditions of part (b), f˜(β)
has unique minima
Proof. This lemma is a modified version of (Wainwright, 2009, Lemma 1). We omit the
proof as it is exactly analogous to that in the paper.
Note that the invertibility assumption of part (c) of Lemma 4 needs to hold to
establish the uniqueness of the Lasso solution. We now show that this occurs with
probability tending to 1. For notational convenience, we define:
δ(, ζ) = p2C exp
(−cns−22ζ−1) (5.25)
Lemma 5. Pr(Σ˜S,S > 0) ≥ 1− δ(, ζ) for all  ≤ min(0, Cmin/2)
Proof. From Equation (5.20), we have
Λmin(Σ˜S,S) ≥Λmin(ΣS,S)− |Λmax(−DS,S)| ≥ Cmin − ||DS,S ||2
≥Cmin − s||DS,S ||max ≥ Cmin − s||D||max ≥ Cmin/2
where the last inequality occurs with probability at least 1−δ(, ζ) for  ≤ min(0, Cmin/2)
Lemma 6. If Σ̂ and ρ˜ satisfy (5.10), then there exists positive constants C, c such that
for every  ≤ min(0, 1/φ),
Pr(||F ||∞ ≥ φ2(1− φ)−1) ≤ δ(, ζ)
Pr(||H||∞ ≥ φ(2− γ)(1− φ)−1) ≤ δ(, ζ)
(5.26)
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Proof. Let η1 = ||DS,S‖∞ and η2 = ||DSc,S‖∞. Now,
∑s
j=1 |Dij | ≤ s||D||max for (i =
1, . . . , s). Consequently, if ||D||max ≤ /s then both η1 and η2 are less than . From
(5.10) and (5.21), Pr(η1 ≤ , η2 ≤ ) ≥ 1−δ(, ζ) for  ≤ 0. The remainder of the proof
follows from (Mai et al., 2012, Lemma A2).
Proof of Theorem 2 Part (a). We use a Primal Dual Witness construction technique
similar to Wainwright (2009) to prove Theorem 2. Let βˆS be the solution to the re-
stricted modified Lasso program i.e.
βˆS = arg min
βS
f˜S(βS) where f˜S(βS) =
1
2
β′SΣ˜S,SβS − ρ˜′SβS + λ‖βS‖1 (5.27)
Let βˆ = (βˆ′S , 0
′
(p−s)×1)
′ and u˜ = (u˜′S , u˜
′
Sc)
′ where u˜S ∈ ∂(||βˆS ||1) and u˜Sc is some
unspecified (p − s) × 1 vector. From part (a) of Lemma 4, we observe that βˆ is an
optimal solution to (5.7) iff {βˆ, u˜} satisfies:
Σ˜S,S βˆS − ρ˜S + λu˜S = 0
Σ˜Sc,S βˆS − ρ˜Sc + λu˜Sc = 0
(5.28)
Solving for βˆS and u˜Sc from Equation (5.28) we have:
βˆS = Σ˜
−1
S,S(ρ˜S − λu˜S), u˜Sc = G˜u˜S + 1λ
(
ρ˜Sc − G˜ρ˜S
)
(5.29)
From parts (b) and (c) of Lemma 4, we see that βˆ will be the unique solution to
(5.7) if Σ˜S,S is non-singular and all the entries of u˜Sc have absolute values less than
1. Lemma 5 provides lower bounds for Pr(Σ˜S,S > 0). We now derive the bounds for
Pr(||u˜Sc ||∞ < 1). We expand u˜Sc as :
u˜Sc = Gu˜S +Hu˜S +
1
λ
((ρ˜Sc − ρSc) + (ρSc −GρS) +G(ρS − ρ˜S)−Hρ˜S)
= Gu˜S +H
(
u˜s +
1
λ
(ρS − ρ˜S)− 1
λ
ρS
)
+
1
λ
((ρ˜Sc − ρSc) + (ρSc −GρS) +G(ρS − ρ˜S))
Taking the absolute values and using triangular inequalities, we have:
||u˜Sc ||∞ ≤ ||Gu˜S ||∞ + ||H||∞
(
1 +
1
λ
||ρ˜S − ρS ||∞ + 1
λ
||ρS ||∞
)
1
λ
||ρSc −GρS ||∞ +
(
1
λ
||ρ˜Sc − ρSc ||∞ + 1
λ
||G(ρ˜S − ρS)||∞
)
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We bound each of the four terms on the right hand side separately. The irrep-
resentable condition (5.13) implies that ||Gu˜S ||∞ < (1 − γ). It also implies that for
λ ≤ 40/γ we have:
Pr(
1
λ
||ρ˜Sc − ρSc ||∞ + 1
λ
||G(ρ˜S − ρS)||∞ < γ/2)
≥ Pr
(
1
λ
||ρ˜− ρ‖∞ < γ/4
)
≥ 1− δ(λγ, ζ)
where the last inequality follows from taking union bounds on the second equation in
(5.10).
The term (ρSc−GρS) = 1nX ′Sc(I−XS(X ′SXS)−1X ′S)w is a linear combination of sub-
Gaussian random variables. A direct application of (5.38) yields that Pr((1/λ)‖ρSc −
GρS‖∞ ≥ γ/4) ≤ δ(λγ, ζ) where ζ is redefined as maximum of the previous ζ and σ2.
Without loss of generality, we assume that 0 ≤ 1. Then with probability greater
than 1 − δ(, ζ), we can write ||ρ˜S − ρS ||∞ + ||ρS ||∞ ≤ ||ρ˜S − ρS ||∞ + || 1nX ′Sw||∞ +
|| 1nX ′SXSβ∗S ||∞ ≤ 2 + Bψ for  ≤ min(1, 0). Combining this with Lemma 6, we have,
with probability at least 1− δ(, ζ)
||H||∞
(
1 +
1
λ
||ρ˜S − ρS ||∞ + 1
λ
||ρS ||∞
)
≤ (1 + 1
λ
(2 +Bψ))
φ(2− γ)
(1− φ) ≤
γ
8
for  ≤ ∗0 where ∗0 = min(0, γλφ−1 (8(2− γ)(λ+ 2 +Bψ) + γλ)−1).
Combining all the probabilities and adjusting for the invertibility probability, for λ ≤
40/γ and  ≤ min(∗0, Cmin/2), we have Pr(||u˜Sc ||∞ ≥ 1−γ/8) ≤ δ(λγ, ζ) + δ(, ζ).
Proof of Theorem 2 Parts (b) and (c). Using the expression of βˆS from Equation (5.29),
we expand
βˆS − β∗S =Σ˜−1S,S(ρ˜S − ρS +
1
n
X ′SXSβ
∗
S +
1
n
X ′Sw − λu˜S)− β∗S
=FS,S(ρ˜S − ρS + 1
n
X ′SXSβ
∗
S +
1
n
X ′Sw)
+ Σ−1S,S(ρ˜S − ρS) +
1
n
Σ−1S,SX
′
Sw − λΣ˜−1S,S u˜S
We analyze each of the terms above separately. From the definition of sub-Gaussian
vectors in (5.10.2) we observe that 1nΣ
−1
S,SX
′
Sw is sub-Gaussian with parameter at most
σ2Cmin/n. This implies that || 1nΣ−1S,SX ′Sw‖∞ is less than λ/
√
Cmin with probability at
109
least 1− δ(λ, ζ). Moreover, as Σ˜ = Σ + F , from Lemma 6 we have with probability at
least 1− δ(, ζ), for  ≤ min(0, (2φ)−1):
‖Σ˜S,S‖∞ ≤ φ+ ||F‖∞ ≤ φ+ φ2(1− φ)−1 ≤ 2φ
The closeness condition for ρ˜ in Equation (5.10) implies that ||ρ˜S − ρS‖∞ ≤ λ with
probability at least 1 − δ(λ, ζ) for λ ≤ 0. Following the proof of part (a), we can also
conclude that for  ≤ 0, we have ||ρ˜S−ρS‖∞+ || 1nX ′SXSβ∗S‖∞+ || 1nX ′Sw‖∞ ≤ (2+Bψ)
with probability at least 1− δ(, ζ). Therefore,
||FS,S(ρ˜S − ρS + 1
n
X ′SXSβ
∗
S +
1
n
X ′Sw)‖∞ < (2 +Bψ)
φ2
1− φ ≤ λφ
with probability 1−δ(, ζ) for  ≤ λφ−1(λ+2+Bψ)−1. Combining all the probabilities,
we have
||βˆS − β∗S‖∞ ≤||FS,S(ρ˜S − ρS +
1
n
X ′SXSβ
∗
S +
1
n
X ′Sw)‖∞
+ φ||ρ˜S − ρS‖∞ + || 1
n
Σ−1S,SX
′
Sw‖∞ + 2λφ
≤ λ
(
4φ+
1√
Cmin
)
with probability 1 − δ(λ, ζ) − δ(, ζ) for  ≤ (0, Cmin/2, (2φ)−1, λφ−1(λ + 2 + Bψ)−1)
and λ ≤ 0.
This proves part (b). If |β∗min| > λ(4φ + 1√Cmin ), then the Lasso estimate is sign
consistent proving Part (c).
5.8.3 Proofs of Lemmas 1 and 2
We assume sub-Gaussian additive or multiplicative measurement errors in Section 5.4.
The proofs of Lemmas 1 and 2 mainly rely on the properties of sub-Gaussian random
variables and vectors which can be found in Appendix 5.10.
Proof of Lemma 1. Let ΣA = ((σa,ij)) and bj denotes the j
th column of any matrix
B. Then Σ̂add,jk − Σjk = 1na′jxk + 1na′kxj + ( 1na′jak − σa,jk). Since 1n ||xj ||22 = 1 and
the entries of aj are independent and sub-Gaussian with parameter at most τ
2 for
all j, property (5.38) implies that |(1/n)a′jxk| and |(1/n)a′jxk| are each greater than
/3 with probability less than C exp
(−cn2/τ2). Let zi = (aij , aik)′. Then zi’s are
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independent sub-Gaussian vectors with parameter at most τ2. The tail probability for
1
na
′
jak − σa,jk can now be made small using Lemma 5.10.1. Hence Σ̂add satisfies (5.10)
with ζ = max(τ4, τ2) and 0 = cτ
2.
We observe that ρ˜add,j − ρj = 1na′jXSβ∗S + 1na′jw. Consequently |ρ˜add,j − ρj | ≤
B
∑s
i=1 | 1na′jxi| > /2 with probability at most C exp(−n2s−2τ−2B−2). Letting zi =
(aij , wi), Lemma 5.10.1 can be applied to obtain the tail bound for
1
na
′
jw. Hence, ρ˜add
satisfies (5.10) with ζ = max(σ4, τ4, τ2B2) and 0 = cmax(σ
2, τ2).
Proof of Lemma 2. The proof once again relies on Lemma 5.10.1. Let ΣM = ((σm,jk)),
then
Σ̂mult,jk − Σjk = 1
n
n∑
i=1
xijxik
µjµk + σm,jk
(mijmik − µjµk − σm,jk)
=
1
n
n∑
i=1
xijxik
µjµk + σm,jk
((mij − µj)(mik − µk)− σm,jk)
+
1
n
n∑
i=1
xijxik
µjµk + σm,jk
(µj(mik − µk) + µk(mij − µj))
Using the regularity conditions in Equation 5.15, we have,
|Σ̂mult,jk − Σjk| ≤ 1
Mmin
|(1/n)
n∑
i=1
xijxik((mij − µj)(mik − µk)− σm,jk)| (5.30)
+
µmax
Mmin
|(1/n)
n∑
i=1
xijxik(mik − µk)|
+
µmax
Mmin
|(1/n)
n∑
i=1
xijxik(mij − µj)|
We denote the three terms on the right hand side of (5.30) by T1, T2 and T3 re-
spectively. Note that, if v = (v1, v2, . . . , vn) where vi = xijxjk, then ||v||∞ ≤ X2max
As, the errors are once again sub-Gaussian, using Lemma 5.10.1, we see that for
ζ = max(τ4X4max/M
2
min, τ
2X2maxµ
2
max/M
2
min) and  ≤ cτ2X2max/Mmin we have:
Pr(T1 ≥ ) ≤ C exp
(−cn2ζ−1) for
The terms T2 and T3 can be similarly bounded using property (5.38). This proves that
Σ̂mult satisfies (5.10). We now show that ρ˜mult also satisfies (5.10). Recall that
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ρ˜mult,j − ρj = (1/n)(zj − µjxj)′y/µj . As y = XSβ∗S + w, we have
|ρ˜mult,j − ρj | ≤ 1
µmin
s∑
k=1
| 1
n
(zj − µjxj)′xkβ∗k|+
1
µmin
| 1
n
(zj − µjxj)′w|
≤ B
µmin
s∑
k=1
|(1/n)
n∑
i=1
xijxik(mij − µj)|
+
1
µmin
|(1/n)
n∑
i=1
xijwj(mij − µj)|
Using Lemma 5.10.1, we have for ζ = X
2
max max(τ
2B2,τ4,σ4)
µ2min
and  ≤ cXmaxmax(τ
2,σ2)
µmin
:
Pr(
1
µmin
|(1/n)
n∑
i=1
xijwj(mij − µj)| ≥ /2) ≤ C exp
(−cn2ζ−1)
Pr(
B
µmin
|(1/n)
n∑
i=1
xijxik(mij − µj)| ≥ /2s) ≤ C exp
(−cn2s−2ζ−1)
where the last inequality follows from property (5.38).
5.9 Algorithm for finding the Nearest positive semi-definite
matrix
We use an alternating direction method of multipliers to solve for
Aˆ = arg min
A≥I
||A− Σ̂||max (5.31)
for any  > 0. We introduce an additional variable B and an equality constraint
B = A− Σ̂ to rewrite the optimization problem in (5.31) as
(Aˆ, Bˆ) = arg min
A≥I, B=A−Σ̂
||B||max (5.32)
To solve (5.32) we will minimize the augmented Lagrangian function:
f(A,B,Λ) =
1
2
||B||max − 〈Λ, A−B − Σ̂〉+ 1
2µ
||A−B − Σ̂||2F (5.33)
where µ is some penalty parameter, Λ is the Lagrangian matrix and 〈·, ·〉 denotes the ma-
trix inner product which induces the Frobenius norm || · ||F . We solve for the minimizer
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of f(A,B,Λ) iteratively using the following three steps at the ith iteration:
A step: Ai+1 = arg min
A≥I
f(A,Bi,Λi)
B step: Bi+1 = arg min
B
f(Ai+1, B,Λi) (5.34)
Λ step: Λi+1 = Λi − Ai+1 −Bi+1 − Σ̂
µ
We now provide the closed-form solutions for the first two steps in Equation (5.34). The
A step can be simplified as:
arg min
A≥I
f(A,Bi,Λi) = arg min
A≥I
1/(2µ)||A−Bi − Σ̂||2F − 〈Λi, A〉
= arg min
A≥I
||A−Bi − Σ̂− µΛi||2F
The unconstrained solution for the A-step is Bi + Σ̂ + µΛi. Let for any symmetric
matrix Z, Z denote the projection of Z into the space of matrices with eigen values
greater than . If Z =
∑
j λjpjp
′
j denote the spectral decomposition of Z, then we have
Z =
∑
jmax(λj , )pjp
′
j . Hence, the solution for the A-step is given by,
Ai+1 = (Bi + Σ̂ + µΛi) (5.35)
The B-step is equivalent to:
arg min
B
1
2
||B||max + 1
2µ
||B − (Ai+1 − Σ̂)||2F − 〈−Λi, B〉 (5.36)
= arg min
B
||B − (Ai+1 − Σ̂− µΛi)||2F + µ||B||max
Let for any symmetric matrix M , vecL(M) denote the vector containing the lower half
elements (including the diagonal) of M . Since, vecl is an injective mapping, we can
define an inverse mapping matl(x) such that matl(vecl(M)) = M for any symmetric
matrix M . The solution to the B-step is given by
Bi+1 = matl(vecl(Ai+1 − Σ̂− µΛi)− `1(vecl(Ai+1 − Σ̂− µΛi, µ)))
where for any vector x and µ > 0, `1(x, µ) is the projection of x into the `1 ball of radius
µ. The algorithm to calculate `1(x, µ) is provided in Duchi et al. (2008).
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Algorithm 2 ADMM algorithm for finding the nearest positive semi-definite matrix
1: Input µ and the initial values B0 and Λ0
2: At the ith step update:
2.1: (Step A) Ai+1 = (Bi + Σ̂ + µΛi)
2.2: (Step B) Bi+1 = matl(vecl(Ai+1 − Σ̂− µΛi)− `1(vecl(Ai+1 − Σ̂− µΛi, µ)))
2.3: (Step Λ) Λi+1 = Λi − Ai+1−Bi+1−Σ̂µ
3: Repeat Step 2 till convergence
5.10 Sub-Gaussian Random Variables
In our analysis of the CoCoLasso estimate, we have assumed that the errors w are
independent and identically distributed sub-Gaussian random variables with parameter
τ2. In this Section, we summarize some useful definitions and properties of sub-Gaussian
random variables.
Definition 5.10.1. (Sub-Gaussian random variables, Vershynin 2011) A random vari-
able Z is sub-Gaussian if there exists a finite κ > 0 such that κ = sup
p≥1
p−1/2(E|X|p) 1p .
κ is referred to as the sub-Gaussian norm of Z denoted by ||Z||φ
Equivalently, a sub-Gaussian random variable Z satisfies
P (|Z| > t) ≤ 2 exp(−t2/2τ2) for all t > 0. (5.37)
To avoid ambiguity, we refer to the sub-Gaussian parameter of Z as the smallest τ2
satisfying (5.37). Following (Vershynin, 2011, Lemma 5.5) we observe that there exists
universal constants m and M such that m||Z||2φ ≤ τ2 ≤ M ||Z||2φ. We note that if
w = (w1, w2, . . . , wn)
′ that wi’s are independent zero-centered sub-Gaussian random
variables, then weighted sums of wi are also sub-Gaussian and satisfy an useful property
(Vershynin, 2011, Lemma 5.9):
||v′w||2φ ≤ K||v||22 max
i
(||wi||2φ) (5.38)
where K is an absolute constant. The tail-probability characterization in (5.37) enables
defining sub-Gaussian random vectors in the following sense:
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Definition 5.10.2. (Sub-Gaussian random vectors, Cai et al. 2010 Cai et al. (2010))
A random vector w is said to be sub-Gaussian if there exists τ > 0 such that Pr(|v′(w−
E(w))| > t) ≤ 2 exp(− t2
2τ2
) for all t > 0 and ||v||2 = 1.
From property (5.10.2) we see that if w = (w1, w2, . . . , wn)
′ is a sub-Gaussian vector with
parameter τ2, then each wi is also sub-Gaussian with parameter at most τ
2. Conversely,
if wi’s are independent and sub-Gaussian with parameter τ
2
i , then w = (w1, w2, . . . , wn)
is a sub-Gaussian vector with parameter at most τ2 ≤ (KM/m)(max τ2i ). We now state
and prove an useful result for correlated sub-Gaussian sequences:
Lemma 5.10.1. Let zi = (xi, yi)
′ denote independent and identically distributed vectors
with zero mean, covariance Σ = ((σij)) and sub-Gaussian parameter τ
2. Then there
exists absolute constants C and c such that, for every  ≤ cτ2‖a‖∞, we have:
Pr(
1
n
|
n∑
i=1
ai(xiyi − σ12)| ≥ ) ≤ C exp
(
− nc
2
τ4||a‖2∞
)
(5.39)
Proof.
(1/n)
n∑
i=1
ai(xiyi − σ12) = 1
4n
n∑
i=1
ai
(
(xi + yi)
2 − (σ11 + σ22 + 2σ12)
)
− 1
4n
n∑
i=1
ai
(
(xi − yi)2 − (σ11 + σ22 − 2σ12)
)
=
1
2n
n∑
i=1
ai
(
(v′1zi)
2 − E((v′1z1)2)
)− 1
2n
n∑
i=1
ai
(
(v′2zi)
2 − E((v′2z1)2)
)
where v1 = (1/
√
2, 1/
√
2)′ and v1 = (1/
√
2,−1/√2)′. As ||vk|| = 1, v′kz1 is sub-Gaussian
with parameter at most τ2 for k = 1, 2. Using the relationship between sub-Gaussian
and sub-exponential random variables in (Vershynin, 2011, Lemma 5.14 and Remark
5.18), we see that, for k = 1, 2, (v′kzi)
2 − E((v′kz1)2) is sub-exponential with parameter
at most cτ2 where c is an absolute constant. As a result ti = ai((v
′
1zi)
2 − E((v′1z1)2) is
sub-exponential with parameter at most cτ2||a‖∞. A direct application of (Vershynin,
2011, Corollary 5.17) now yields for  ≤ cτ2||a‖∞,
Pr
(
1
2n
|
n∑
i=1
ti| ≥ 
)
≤ C exp
(
− nc
2
τ4||a‖2∞
)
Chapter 6
Bayesian High Dimensional
Changing Linear Regression
6.1 Introduction
Modern statistical modeling and inference continue to evolve and be molded by the
emergence of complex datasets, where the dimension of each observation in a dataset
substantially exceeds the size of the dataset. Largely due to recent advances in technol-
ogy, such high dimensional datasets are now ubiquitous in fields as diverse as genetics,
economics, neuroscience, public health, imaging, and so on. One important objective
of high dimensional data analysis is to segregate a small set of regressors, associated
with the response of interest, from the large number of redundant ones. Penalized least
square approaches like Lasso (Tibshirani, 1994), SCAD (Fan and Li, 2001), Elastic
Net (Zou and Hastie, 2005), adaptive Lasso (Zou, 2006), etc. are widely employed for
high dimensional regression analysis. Bayesian alternatives typically proceed by using
hierarchical priors for the regression coefficients aimed at achieving variable selection.
Bayesian variable selection methods include stochastic search variable selection (George
and McCulloch, 1993), spike and slab prior (Ishwaran and Rao, 2005), Bayesian Lasso
(Park and Casella, 2008), horseshoe prior (Carvalho et al., 2010), shrinkage and diffusion
prior (Narisetty and He, 2014) among others.
Most of the aforementioned approaches assume a single underlying model from which
the data is generated. Such homogeneity assumptions may be violated in systems where
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the variables involved exhibit dynamic behavior and interactions. Common examples in-
clude economic time series (Chen and Gupta, 1997; Kezim and Pariseau, 2004; Lenardon
and Amirdjanova, 2006), climate change data (Reeves et al., 2007), DNA micro-array
data (Baladandayuthapani et al., 2010) and so on. Change point models provide a
convenient depiction of such complex relationships by splitting the data based on a
threshold variable and using a homogeneous model for each segment. There exists enor-
mous literature on Bayesian methodology addressing various change point problems (see
for example Carlin et al., 1992; Barry and Hartigan, 1993; McCulloch and Tsay, 1993;
Adams and MacKay, 2007; Turner et al., 2009, among others).
Changing linear regression models are a subclass of change point problems, where
the linear model relating the response to the predictors varies over different segments of
the data. Segmentation of the dataset is typically based on unknown change points of
a threshold variable like time or age or some other contextual variable observed along
with the data. Economic datasets constitute a major domain of application of changing
linear models. Many economic time series datasets may be collected over different
political and financial regimes, thereby containing several change points with respect to
the association with the predictors. In a low dimensional setting, Carlin et al. (1992)
used Gibbs’ sampling techniques for changing linear models to deliver fully Bayesian
inference about the location of the change points and the regression coefficients for
each segment. When the set of possible predictors is high dimensional, an additional
objective is to identify the (possibly different) sparse supports for each segment. Despite
the abundance of Bayesian literature on high dimensional regression and on change point
models, it appears there is no extant Bayesian work on high dimensional changing linear
regression.
This manuscript intends to bridge this gap by proposing a hierarchical method
for high dimensional changing linear models. We embed Bayesian variable selection
techniques in a change point setup to simultaneously detect the locations of the change
points as well as to identify the true sparse support for each of the linear models. We use
the newly proposed shrinkage and diffusion priors (Narisetty and He, 2014) for variable
selection in a regression framework within each segment. We provide an efficient Gibbs
sampler that delivers full posterior inference on the change points, posterior selection
probabilities for each variable for all segments, and posterior predictive distributions for
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the response. Our fully Bayesian approach is flexible to the choice of variable selection
priors and offers the scope for several structural modifications tailored to specific data
applications. For example, constraints like grouping the selection of a variable across
all the segments can be easily achieved using group selection priors. Other constraints
like partial selection within or between the segments can also be accommodated in
our setup. We also discuss extensions of our model to identify the number of change
points. Numerical studies reveal that for a wide range of scenarios, our proposed method
can accurately detect the change points and select the correct set of predictors. We
demonstrate the applicability of our method for a macro-economic analysis of Minnesota
house price index data. The results strongly favor our change point model over a
homogeneous high dimensional regression model.
Classical penalized least square approaches mentioned earlier can also be used in
a change point setup. By treating the unknown change points as additional tuning
parameters, one can split the data using fixed values of these change points and use
some penalized loss function to achieve variable selection for each segment. For exam-
ple, Lee et al. (to appear) uses the Lasso penalty to estimate the coefficients for each
segment. Subsequent application of cross validation or model selection technique yields
the optimal change points from a grid of possible values. However, our fully Bayesian
approach has several advantages over this. Firstly, the grid search approach is compu-
tationally highly inefficient especially for more than one change point. On the other
hand, a prior specification for the change points in our Bayesian model enables stan-
dard MCMC techniques to efficiently generate posterior samples. Moreover, in many
real applications, change in association between variables can occur over a range of the
threshold variable. Point estimates of change points obtained from classical approaches
fail to accurately depict such scenarios. Bayesian credible intervals obtained from the
posterior distributions provide a much more realistic quantification of the uncertainty
associated with the location of the change points. This is very difficult to accomplish if
one uses the grid search approach.
The rest of the chapter is organized as follows. In Section 6.2 we present our method
in details including extensions to unknown number of change points and alternate prior
choices. Results from several simulated numerical studies are provided in Section 6.3. In
Section 6.4 we present the details of a house price index data analysis using our change
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point method. We conclude in Section 6.5 with a brief review and pointers to future
research.
6.2 Method
We consider a traditional high dimensional setup with the n × 1 response vector y =
(y1, y2, . . . , yn)
′ and corresponding n× p covariate matrix X = (x1, x2, . . . , xn)′ where p
can be larger than n. We further assume that for every observation yi we observe another
quantitative variable ti such that the association between yi and xi depends on the values
of ti. In a linear regression setup, this dynamic relationship between the response yi and
the corresponding p× 1 vector of covariates xi can be expressed as E(yi |xi, ti) = x′iβk
for all i such that τk−1 < ti < τk where τ0 < τ1 < . . . < τK < τK+1 = n. The change-
points τ1, τ2, . . . , τK are typically unknown while the number of change-points K may
or may not be known depending on the application.
As the number of regressors (p) is large, our goal is to select the relevant variables
for this regression. However, for this changing linear regression, the set of relevant
regressors may depend on the value of the threshold variable t and variable selection
procedures applied disregarding the dependence on t can lead to erroneous variable
selection. Let Sk denote the support of βk where sk = |Sk| is typically much less than
p. Our goal is to simultaneously detect the change-points τk and estimate Sk for all
k = 1, 2, . . . ,K. We initially assume only one change-point τ , i.e., K = 1. Extensions
to more than one (and possibly an unknown number of) change points are discussed
later in Section 6.2.2.
6.2.1 One Change Point Model
We assume a changing linear regression model
yi =
{
x′iβ1 + i if ti ≤ τ
x′iβ2 + i if ti > τ
(6.1)
where β1, β2 are both sparse p × 1 vectors such that β1 6= β2 and i ∼ N(0, σ2)
denotes the independent and identically distributed noise. To accomplish variable se-
lection both before and after the change point, we use Bayesian shrinking and dif-
fusion (BASAD) priors proposed in Narisetty and He (2014) for β1 and β2. To be
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specific, we assume βk |Zk, σ2 ∼ N(0, σ2diag(γ1kZk + γ0k(1 − Zk))) for k = 1, 2 where
Zk = (Zk1, Zk2, . . . , Zkp)
′ is a p× 1 vector of zeros and ones. The hyper-parameters γ0k
and γ1k are scalars chosen to be very small and very large respectively. Hence, βkj—the
jth component of βk—is assigned a shrinking (concentrated around zero) prior if Zkj
equals 0 and a diffusion (flat) prior if Zkj = 1. The Zkj ’s are assumed to be a priori
independent, each following Bernoulli(qk). Hence qk controls the prior model size for
the kth segment. The choices for the hyper-parameters γ0k, γ1k and qk are discussed in
Section 6.3. We assume a uniform prior for the change-point τ and a conjugate Inverse
Gamma prior for the noise variance σ2. The full Bayesian model can now be written as:∏
i:ti≤τ
N(yi |x′iβ1, σ2)
∏
i:ti>τ
N(yi |x′iβ2, σ2)× Unif(τ | aτ , bτ )× IG(σ2 | aσ, bσ)×
2∏
k=1
N(βk | 0, σ2diag(γ1kZk + γ0k(1− Zk)))× p∏
j=1
Bernoulli(Zkj | qk)
 (6.2)
We use Gibbs’ sampler to obtain posterior samples of τ , σ2, βk and Zk for k = 1, 2.
Let τ | · denote the full conditional distribution of τ in the Gibbs sampler. We use similar
notation to denote the other full conditionals. Let U1 = {i | ti ≤ τ} and U2 = {i | ti > τ}.
For k = 1, 2, let Yk and Xk denote the response vector and covariate matrix obtained
by stacking up the observations Uk. From the full joint distribution in (6.2), we have
βk | · ∼ N(VkX ′kYk, σ2Vk) where Vk = (X ′kXk + diag(γ1kZk + γ0k(1− Zk))−1)−1
σ2 | · ∼ IG(aσ + n/2, bσ + +1
2
2∑
k=1
||Yk −Xkβk||2)
p(τ | ·) ∝
2∏
k=1
∏
i∈Uk
N(yi |x′iβk, σ2)× Unif(τ | aσ, bσ)
Zkj | · ∼ Bernoulli
(
qk φ(βkj/
√
σ2γ1k)
qk φ(βkj/
√
σ2γ1k) + (1− qk) φ(βkj/
√
σ2γ0k)
)
where φ(·) denotes the density of standard normal distribution. We observe that the
full conditionals of βk, Zkj and σ
2 follow conjugate distributions and are easily updated
via the Gibbs sampler. Only p(τ | ·) does not correspond to any standard likelihood and
we use a random walk Metropolis-Hastings step within the Gibbs sampler to update τ .
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6.2.2 Multiple change points
So far we have limited our discussion to the presence of only one change point. However,
our method can be easily extended to multiple change points. If we haveK change points
τ1 < . . . < τK , the joint likelihood in (6.2) can be generalized to
K∏
k=1
 ∏
i:τk−1<ti≤τk
N(yi |x′iβk, σ2)×N(βk | 0, σ2diag(γ1kZk + γ0k(1− Zk)))×
p∏
j=1
Bernoulli(Zkj | qk)
× p(τ1, τ2, . . . , τK)×IG(σ2 | aσ, bσ) (6.3)
To ensure identifiability of the change points, the prior p(τ1, τ2, . . . , τK) should be sup-
ported on τ1 < τ2 < . . . < τK . To accomplish this we choose p(τ1, τ2, . . . , τK) as the
density of order statistics of a sample of size K from Unif(aτ , bτ ). The Gibbs sampler
remains essentially same as in Section 6.2 with the Metropolis random walk step now
being used to update the entire change point vector (τ1, τ2, . . . , τK)
′.
6.2.3 Determining the number of change points
Often in applications, the number of change points is unknown. In our fully Bayesian
approach this can potentially be handled by adding a prior for the number of change
points (K). Introducing this additional level of hierarchy comes with the caveat that
different values of K yields parameter sub-spaces of different sizes and interpretations.
To elucidate, a one change point model splits the data into two segments, with separate
coefficient vectors β1 and β2, creating a parameter space of dimension 2p whereas a no
change point model has a single β of dimension p with a possible interpretation that it
is some average of β1 and β2 over the two segments. Therefore, a Markov Chain Monte
Carlo sampling for K will involve jumping within and between different sub-spaces.
Green (1995) proposed the extremely general and powerful reversible jump MCMC
(RJMCMC) sampler for sampling across multiple parameter spaces of variable dimen-
sions. We can seamlessly adopt an RJMCMC joint sampler to obtain the posterior
distribution for the number of change points. When naively implemented, RJMCMC
experiences poor acceptance rates for transitions to parameter sub-spaces with different
dimensionality. This leads to widely documented convergence issues (Green and Hastie,
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2009; Fan and Sisson, 2011). The problem will be exacerbated in our setup due to the
high dimensionality of the parameter spaces.
Several improvements and alternatives to RJMCMC have been proposed over the
years including efficient proposal strategies to effectuate frequent cross-dimensional
jumps (Richardson and Green, 1997; Brooks et al., 2003; Ehlers and Brooks, 2008;
Farr et al., 2015), product space search (Carlin and Chib, 1995; Dellaportas et al.,
2002) and parallel tempering (Littenberg and Cornish, 2009). All these approaches can
be adapted in our setup to determine the number of change points. However, many of
these approaches are accompanied by their own computational burden such as running
several chains or a priori obtaining posterior distributions for each individual model
before running the joint sampler. We concur with Han and Carlin (2001) and Hastie
and Green (2012) that it is often expedient to use simpler model selection approaches
based on individual models. Hence, popular Bayesian model comparison metrics like
DIC (Spiegelhalter et al., 2002) and l-measure (Gelfand and Ghosh, 1998) remain rele-
vant for selecting the number of change points. For example, if θ is the complete set of
parameters associated with the model, for each K we can compute the DIC score
DIC = 2E (D(y | θ) | y)−D (y |E(θ | y)) = E (D(y | θ) | y) + pD (6.4)
where D(y | θ) is the deviance function and pD = E (D(y | θ) | y) − D (y |E(θ | y)) is
interpreted as effective model size. Hence, DIC penalizes more complex models and
is particularly suitable for our change point context where a higher number of change
points will lead to overfitting. Parallel computing can be utilized to simultaneously run
the MCMC sampler for different values of K and then the optimal K can be selected
as the one yielding the lowest DIC score.
All the methods discussed here for selecting the number of change points discussed
here can be used in conjunction with our approach. It is prudent to predicate the choice
on the nature of the application at hand and the computational resources available.
6.2.4 Alternate prior choices
We observe from Equation 6.2 that, conditional on the value of the change point τ ,
the joint likelihood can be decomposed into individual likelihoods for the regression
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before and after the change point along with the corresponding priors for the regres-
sion coefficients. This allows much flexibility in the choice of priors for the regression
coefficients.
We have focused on the BASAD prior. One can also use other priors to achieve
variable selection. For example, using Laplace (double exponential) priors for the βk’s
will yield a Bayesian Lasso (Park and Casella, 2008) with change point detection. To
facilitate the discussion, consider the one change point model. By using the Laplace
prior, the full hierarchical specification for the coefficient vectors βk for k = 1, 2 can be
specified as:
βk |σ2, ηk ind∼ N(0, σ2 diag(ηk)) where ηk = (ηk1, ηk2, . . . , ηkp)′
ηkj |λk ind∼ Exp(λ2k/2) and λ2k ∼ Gamma(rk, sk) (6.5)
The prior specification for σ2 and τ can be kept same as in (6.2). The Gibbs sampler
for the Bayesian Lasso provided in Park and Casella (2008) can now be used to sample
from the following full conditionals:
βk | · ∼ N(VkX ′kyk, σ2Vk) where Vk = (X ′kXk + diag(ηk)−1)−1
σ2 | · ∼ IG(aσ + n/2, bσ + 1
2
2∑
k=1
||Yk −Xkβk||2)
1/ηkj | · ∼ Inv-Gauss
(√
λ2kσ
2
β2kj
, λ2k
)
λ2k | · ∼ Gamma(rk + p/2, sk +
1
2
||ηk||22)
p(τ | ·) ∝
2∏
k=1
∏
i∈Uk
N(yi |x′iβk, σ2)× Unif(τ | aσ, bσ)
Additional information regarding grouping or structuring of the variables is often
available in the context of variable selection. In the presence of a change point, addi-
tional constraints can specify grouped selection both within or between the βk’s. For
example, in a single change point setup, it may be plausible that the set of relevant
variables remains unchanged before and after the change point, with change occurring
only with respect to the strength of association between yi and xi. Such additional
structural constraints both within and across βk’s can easily be accommodated in our
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setup via a suitable choice of prior. To elucidate, we can rewrite (6.1) as yi = zi(τ)
′ζ+i
where zi = (I(ti ≤ τ)x′i, I(ti > τ)x′i)′ and ζ = (β′1, β′2)′. To incorporate the constraint
that β1 and β2 share the same support, one can use a Bayesian group lasso (Raman
et al., 2009) with M-Laplace priors on the groups ζj = (β1j , β2j)
′ for j = 1, 2, . . . , p. The
M-Laplace prior
p(ζj |σ2, λ2) ∝ 2λ
2
σ2
exp(−
√
2λ2
σ2
||ζj ||2)
has a convenient two-step hierarchical specification:
ζj | ηj ind∼ N(0, σ2ηjI); ηj |λ2 ind∼ Gamma(3/2, λ2); λ2 ∼ Gamma(r, s) (6.6)
The full conditional distributions of the parameters provided in Raman et al. (2009) can
now be used to implement the Gibbs sampler with the additional Metropolis random
walk step for updating the change point τ . Any other information like hierarchical
selection or anti-hierarchical selection both within and between the βk’s can also be
accommodated via suitable priors.
Often, in real data applications, prior knowledge dictates the inclusion of certain
variables in the model and variable selection is sought only for the remaining variables.
Such constraints can be easily achieved in our setup by using standard Gaussian prior
for that specified subset and BASAD prior for the remaining variables.
6.2.5 Variable selection after MCMC
When there are finitely many candidate models, Bayesian model selection typically pro-
ceeds by selecting the candidate model with the highest posterior probability. However,
in our setup the regression coefficients are continuous. For variable selection, we use the
median probability model (Barbieri and Berger, 2004) which is computationally easy
and is optimal in terms of prediction. To be specific, βkj is included in the model if the
posterior probability of Zkj = 1 is greater than 0.5.
6.3 Numerical Studies
We conducted numerical experiments to assess the performance of our method both
for single and multiple change points. For all the simulation studies we used 100, 000
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MCMC iterations. Multiple chains were run with different choices of initial values and
convergence was typically achieved within the first 20, 000 iterations. Nevertheless,
we discarded the first 50, 000 as burn-in and used the subsequent 50, 000 samples for
inference.
6.3.1 One change point
We assume ti = i and generate data from the model yi = N(x
′
iβ1, σ
2) for i ≤ τ and
yi = N(x
′
iβ2, σ
2) for i > τ where β1 = (3, 1.5, 0, 0, 2, 0, . . . , 0) and β2 = −β1. The rows
of X were independent and identically distributed normal random variables with zero
mean and covariance ΣX . Two structures were used for ΣX — auto-regressive (AR)
with ΣX,ij = 0.5
|i−j| and compound symmetry (CS) with ΣX,ij = 0.5 + 0.5I(i = j).
The noise variance σ2 was fixed at 1 and the sample size was chosen to be 200. Two
different model sizes — p = 250 and p = 500 were used. The change point τ was chosen
to vary between 50.5, 100.5 and 150.5. Since the sample size is 200, these three choices
of τ respectively correspond to changes in the regression model at the initial, middle or
later portion of the data. We used three different prior choices for the coefficients —
the BASAD prior, the Bayesian Lasso prior (Park and Casella, 2008) and the Bayesian
Group Lasso prior (Raman et al., 2009). The last choice was used to investigate any
possible benefits of using a grouped variable selection as it is known that β1 and β2 has
same support. The range of the uniform prior for τ was chosen to be (20, 180) and a
normal proposal density with tuning variance of 0.1 was used for the Metropolis update
of τ . The prior for σ2 was chosen to be IG(2, 1). The hyper-parameters γ0k, γ1k and
qk were chosen as follows. Let τ0 denote the initial estimate for τ . Then n1 = [τ0] and
n2 = n− n1 denotes the initial sample sizes for the two segments. We used
γ0k =
σˆ2k
10nk
, γ1k = σˆ
2
k max
(
p2.1
100nk
, log nk
)
where σˆ2k was the sample variance of Yk for k = 1, 2. The hyper-parameters qk were cho-
sen such that the prior model sizes
∑p
j=1 Zkj were greater than min(p−1,max(10, log nk))
with probability 0.1. These choices of γ0k, γ1k and qk were adapted from Narisetty and
He (2014).
The posterior median estimates of the change points for all the scenarios are provided
in Tables 6.1 (p = 250) and 6.2 (p = 500). We observe that all the 3 models estimate
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Table 6.1: Single change point model with n = 200 and p = 250: Posterior median
estimates (and 95% confidence intervals) of τ using BASAD, Bayesian Lasso (BL) and
Bayesian Group Lasso (BGL) priors.
True τ BASAD BL BGL
50.5 50.5 (50.0, 51.0) 50.4 (48.9, 51.8) 50.5 (49.5, 51.5)
AR 100.5 100.5 (100.0, 101.0) 100.5 (100.0, 101.0) 100.5 (100.0, 101.0)
150.5 150.5 (150.0, 151.0) 150.5 (150.0, 151.0) 150.5 (150.0, 151.0)
50.5 50.1 (49.1, 51.9) 50.0 (49.1, 51.8) 50.1 (49.1, 51.9)
CS 100.5 100.5 (100.0, 101.0) 100.5 (100.0, 101.0) 100.5 (100.0, 101.0)
150.5 150.5 (150.0, 151.0) 150.2 (148.6, 151.0) 150.4 (149.1, 151.0)
Table 6.2: Single change point model with n = 200 and p = 500: Posterior median
estimates (and 95% confidence intervals) of τ using BASAD, Bayesian Lasso (BL) and
Bayesian Group Lasso (BGL) priors.
True τ BASAD BL BGL
50.5 50.5 (50.0, 51.0) 49.7 (47.6, 53.7) 50.4 (48.2, 53.1)
AR 100.5 101.3 (99.3, 102.0) 101.3 (99.1, 103.9) 101.0 (99.1, 103.3)
150.5 150.5 (150.0, 151.0) 151.3 (148.7, 152.9) 150.7 (150.0, 152.8)
50.5 50.3 (49.1, 51.0) 50.1 (48.5, 51.8) 50.2 (49.1, 51.5)
CS 100.5 100.3 (99.1, 101.0) 100.0 (99.1, 100.9) 99.9 (99.1, 100.9)
150.5 150.5 (150.0, 151.0) 150.5 (150.0, 151.0) 150.5 (150.0, 151.0)
the change point with high accuracy.
We then turn our attention to variable selection. Let Ck and ICk denote the number
of true and false regressors respectively selected for the kth segment of the data for
k = 1, 2. As discussed earlier, we used a cut-off of 0.5 for the posterior probability
of the binary Zkj ’s in the BASAD model to select the variables. The Bayesian Lasso
and Group Lasso are devoid of such binary selection parameters and variable selection
was based on the posterior confidence intervals, i.e., βkj was not selected if its posterior
confidence interval covered zero. Table 6.3 provides the Ck and ICk numbers for each
method for p = 250. We observe that the BASAD prior achieves perfect variable
selection for all the scenarios while the Bayesian LASSO often misses out on a true
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Table 6.3: Single change point model with n = 200 and p = 250: Number of correct
and incorrect predictors selected by BASAD, Bayesian Lasso (BL) and Bayesian Group
Lasso (BGL). Cases where any method missed at least one true regressor are highlighted
using *.
AR CS
True BASAD BL BGL BASAD BL BGL
τ = 50.5
C1 3 3 3 3 3 2* 3
C2 3 3 3 3 3 3 3
IC1 0 0 0 0 0 0 0
IC2 0 0 2 2 0 2 1
τ = 100.5
C1 3 3 3 3 3 3 3
C2 3 3 3 3 3 3 3
IC1 0 0 0 0 0 0 0
IC2 0 0 0 0 0 0 0
τ = 150.5
C1 3 3 3 3 3 3 3
C2 3 3 2* 3 3 2* 3
IC1 0 0 0 0 0 2 1
IC2 0 0 0 0 0 0 0
variable and includes some incorrect predictors. The Bayesian Group LASSO always
selects the true set of regressors but often includes one false regressor. For p = 500,
(Table 6.4), the BASAD once again selects the exact set of predictors. However, the
performance of the Bayesian Group LASSO and especially the Bayesian LASSO worsens
with the latter often being able to select only one correct predictor.
In addition to the variable selection metrics, we also assess the three methods based
on the coefficient estimates for the true predictors using the Squared Error truncated
on the true support i.e.
SEk = ||βk[Sk]− βˆk[Sk]||22 for k = 1, 2
where Sk denotes the true support of βk and βˆk denote its posterior estimate. Figures
6.1 and 6.2 plots the SEk numbers for p = 250 and p = 500 respectively. We observe
that BASAD stands out with uniformly lowest SE numbers across all scenarios. It is
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Table 6.4: Single change point model with n = 200 and p = 500: Number of correct
and incorrect predictors selected by BASAD, Bayesian Lasso (BL) and Bayesian Group
Lasso (BGL). Cases where any method missed at least one true regressor are highlighted
using *.
AR CS
True BASAD BL BGL BASAD BL BGL
τ = 50.5
C1 3 3 1* 3 3 1* 2*
C2 3 3 3 3 3 3 3
IC1 0 0 0 0 0 0 0
IC2 0 0 0 0 0 0 0
τ = 100.5
C1 3 3 3 3 3 3 3
C2 3 3 3 3 3 3 3
IC1 0 0 0 0 0 0 0
IC2 0 0 0 0 0 0 0
τ = 150.5
C1 3 3 3 3 3 3 3
C2 3 3 1* 3 3 0* 3
IC1 0 0 0 0 0 0 0
IC2 0 0 0 0 0 0 0
(a) SE1: AR (b) SE2: AR (c) SE1: CS (d) SE2: CS
Figure 6.1: Single change point model with p = 250: Posterior median estimates of the
truncated Squared Error (SEk) for β1 and β2 using BASAD, Lasso and Group Lasso
(GL) priors
important to note that, SE1 tends to be higher when τ = 50.5 while SE2 is higher when
τ = 150.5. This behavior is expected as for τ = 50.5, sample size for estimating β1 is
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(a) SE1: AR (b) SE2: AR (c) SE1: CS (d) SE2: CS
Figure 6.2: Single change point model with p = 500 : Posterior median estimates of the
truncated Squared Error (SEk) for β1 and β2 using BASAD, Lasso and Group Lasso
(GL) priors
effectively 50 while that for β2 is 150. The Bayesian Lasso seems to be worst impacted
by this effective sample size. It performs worse for the Compound Symmetry covariance
structure and for higher model size (p = 500). The Bayesian Group Lasso, enjoying the
additional knowledge of the structural constraint, conceivably performs better than the
Bayesian Lasso. However, the BASAD seems to be least impacted by effective sample
size, model size or covariance structure and produces accurate variable selection, change
point detection and estimation across all scenarios.
6.3.2 Two change points
We demonstrate the applicability of our method to multiple change points using a two
change point setup. The three coefficient vectors are given by
β1 = (3, 0, 0, . . . , 0)
′, β2 = (3, 1.5, 0, 0, . . . , 0)′, β3 = (3, 1.5, 0, 0, 2, 0, 0, . . . , 0)′
Three pairs of values for the change points (τ1, τ2) are chosen — (50.5, 100.5), (50.5, 150.5)
and (100.5, 150.5). Other specifications including sample size, model size and covariance
of the predictors are kept unchanged from Section 6.3.1. We observed in Figures 6.1
and 6.2 that the Bayesian Lasso becomes erratic for small effective sample sizes. For
two change points, the effective sample size is further lowered and the Bayesian Lasso
faced convergence issues in the MCMC sampler. The Bayesian Group Lasso also cannot
be used here as the coefficient vectors for different segments do not share a common
support. Hence, we only present the results for the BASAD prior.
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Table 6.5 presents the change-point estimates for all the scenarios. We observe
that all the change points are accurately estimated. Turning to variable selection, once
Table 6.5: Two change point model: Posterior median and 95% confidence intervals of
the change points.
(50.5,100.5) (50.5,150.5) (100.5,150.5)
p = 250
AR
τ1 50.8 (49.2, 53.9) 50.5 (48.3, 52) 100.6 (100, 102.7)
τ2 101.5 (101, 103.3) 148.6 (146.9, 151.7) 150.1 (149, 152.5)
CS
τ1 50.6 (45.7, 52.9) 50.8 (49.1, 52.9) 98.6 (92.6, 100.8)
τ2 101.3 (97.3, 104.1) 151.3 (148.1, 152.7) 151 (145.4, 152.8)
p = 500
AR
τ1 50.6 (45.7, 52.9) 50.8 (49.1, 52.9) 98.6 (92.6, 100.8)
τ2 101.3 (97.3, 104.1) 151.3 (148.1, 152.7) 151 (145.4, 152.8)
CS
τ1 47.2 (43.3, 51.8) 50.4 (49.1, 51.9) 101.5 (97.6, 103.2)
τ2 102.1 (97.9, 105.8) 147.4 (142.1, 151.8) 146.2 (140.3, 151.3)
again, BASAD identified the exact set of predictors across all scenarios. Figure 6.3
provides the estimates of the non-zero coefficients in the model. We observe that with
the exception of the the second entry of β2, all the non-zero coefficients were well within
the posterior confidence intervals. Overall, we observe that even for multiple change
points, our methodology can accurately detect the change points, identify the correct
sets of predictors, and estimate the regression coefficients.
6.4 Minnesota House Price Index Data
In this section we apply our method to conduct an empirical analysis of Minnesota
house price index data.
6.4.1 Literature Review
The expansive literature on statistical analysis of house price data can be broadly classi-
fied into two major subdivisions based on their objectives. The first category of articles
is aimed at forecasting individual house prices based on the constituent characteristics of
the houses. Such hedonic regression models usually incorporate information regarding
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(a) τ1 = 50.5, τ2 = 100.5, p = 250 (b) τ1 = 50.5, τ2 = 100.5, p = 500
(c) τ1 = 50.5, τ2 = 150.5, p = 250 (d) τ1 = 50.5, τ2 = 150.5, p = 500
(e) τ1 = 100.5, τ2 = 150.5, p = 250 (f) τ1 = 100.5, τ2 = 150.5, p = 500
Figure 6.3: Two change point model: Posterior median estimates and 95% confidence
intervals of the non-zero entries of β1, β2 and β3. βkj denotes the k entry of βk for
k = 1, 2, 3
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the structure, location, neighborhood, and selling history of the house to determine its
price range (see Malpezzi, 2003, for a comprehensive review on hedonic models). The
second class of analysis focuses on understanding how real estate prices impact or are
impacted by the economy of a country or a region. Until very recently this subdivi-
sion received relatively scant attention because interaction between housing market and
macroeconomic variables was often deemphasized (Leung, 2004). The US sub-prime
mortgage crisis between 2007 and 2009, triggered by the collapse of the housing market
has resuscitated interest on studying this relationship.
Several empirical analyses furnish evidence for co-movements of house price indices
and other macro-economic variables like Gross Domestic Product (GDP), consumer
price indices, unemployment rates, interest rates, stock price indices, and so on (Apergis,
2003; Hofmann, 2003; Tsatsaronis and Zhu, 2004; Otrok and Terrones, 2005; Renigier-
Biozor and Winiewski, 2013; Panagiotidis and Printzis, 2015). Multivariate regression
models have been used to understand the relationship between these macro-economic
variables and house price index (hpi) in Ukraine (Mavrodiy, 2005), Sweden (Stro¨mberg
et al., 2011), and Malaysia (Ong and Chang, 2013). These analyses often assume a single
underlying time-homogeneous relationship between hpi and the explanatory variables.
Such an assumption may be far-fetched in reality, where correlation between hpi and its
macroeconomic determinants may exhibit differential trends over time. For example,
as noted in Ahamada and Diaz Sanchez (2013), the US stock market crash in the
‘Internet bubble burst’ of 2001-2002 was not accompanied by plummeting house prices
whereas in the sub-prime mortgage crisis in 2007-2009, stocks and house prices witnessed
simultaneous collapse.
While the impact of macroeconomic variables on US house prices has been anal-
ysed in the literature (Case et al., 2001; Catte et al., 2004) any relevant literature
focusing on similar analysis at state level has eluded us. As housing markets are lo-
cal in nature (Garmaise and Moskowitz, 2002), a state level macro-analysis may reveal
trends not reflected in a similar nationwide study. The state of Minnesota is home
to 18 Fortune 500 companies (http://mn.gov/deed/business/locating-minnesota/
companies-employers/fortune500.jsp) and has the second highest number of For-
tune 500 companies per capita. Furthermore, the Minneapolis-St. Paul metropolitan
area hosts the highest number of Fortune 500 companies per capita among the 30 largest
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metropolitan areas in US. Hence, local industries may play a significant role in deter-
mining real estate prices in Minnesota. We use a multivariate regression model with
change points to investigate the relationship between the state-level hpi of Minnesota
and both local and national macro-economic variables.
6.4.2 Data and Model
For our analysis, we use quarterly Minnesota hpi data published by the Federal Housing
Finance Agency (FHFA) from the first quarter of 1991 to the first quarter of 2015. Quar-
terly state hpi data was obtained from http://www.fhfa.gov/DataTools/Downloads/
Documents/HPI/HPI_EXP_state.txt. Figure 6.4 plots the hpi time series. We observe
that there are two possible break points — one around 2006-2008 where hpi starts to
depreciate after reaching a peak and one later around 2012 where hpi starts its revival.
However, this merely suggests possible change points in terms of the overall mean level
for hpi. Our focus here is the relation between house price and other economic factors.
We want to see if there is a change point in time such that the model before and after
the change point is different.
Figure 6.4: Minnesota hpi time series
The macro-economic indices used as explanatory variables include national unem-
ployment rate (unemp) and national consumer price indices (cpi). The monthly cpi data
was obtained from http://inflationdata.com/inflation/consumer_price_index/
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historicalcpi.aspx?reloaded=true#Table?reloaded=true while the unemployment
data was obtained from http://data.bls.gov/timeseries/LNS14000000. All monthly
indices were averaged to convert to quarterly indices. Instead of including a national
stock index in the model like the S&P 500 or the Dow Jones Industrial Average, we use
the stock prices of Minnesota based Fortune 500 companies. 14 out of the 18 Minnesota-
based Fortune 500 companies have been publicly traded since before 1991 and we include
their stock prices in the regression model. Additionally, the list of top 10 employ-
ers in Minnesota available at http://mn.gov/deed/business/locating-minnesota/
companies-employers/top-employers.jsp includes Wal-Mart Stores Inc. and Wells
Fargo Bank Minnesota. Hence, the stock prices of these two companies are also included
in the model. The 16 stocks used in total are listed in Table 6.6.
Table 6.6: List of stocks used in Minnesota hpi analysis
Company Name Ticker Symbol Company Name Ticker Symbol
3M Company MMM St. Jude Medical, Inc. STJ
Best Buy Co., Inc. BBY SuperValu, Inc. SVU
Ecolab, Inc. ECL Target Corporation TGT
Fastenal Co. FAST UnitedHealth Group Inc. UNH
General Mills, Inc. GIS U.S. Bancorp USB
Hormel Foods Corporation HRL Wal-Mart Stores, Inc. WMT
Medtronic Plc. MDT Wells Fargo & Company WFC
Mosaic Company MOS Xcel Energy Inc. XEL
Financial indices often exhibit strong autocorrelation and consequently autoregres-
sive components commonly feature in house price models (Nagaraja et al., 2011). Fig-
ure 6.5 plots the partial auto-correlation values of the hpi time series as a function of
the lag. We observe that the index lagging one quarter behind (AR(1)) has very high
correlation with the hpi time series but it quickly falls off beyond the first lag and all
the subsequent lagged indices have insignificant partial correlations. Consequently, we
include only the AR(1) term in the regression model.
Statistical analysis involving financial time series is often preceded by customary
seasonality adjustment of the indices using standard time series techniques. It is well
known that house price time series reveal a predictable and repetitive pattern with
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Figure 6.5: Partial autocorrelation function for Minnesota hpi time series
systematic highs in summer and lows in winter (Ngai and Tenreyro, 2014). Con-
sequently, publishers of popular house price indices like the FHFA or Standard and
Poor’s (Case-Shiller index) produce a version of their indices discounting this effect
(Federal Housing Finance Agency, 2014). However, Minnesota is a land of extreme
climate experiencing one of the widest range of temperatures in U.S. It is of inter-
est to investigate if the impact of weather in Minnesota on its house prices extends
beyond the routine pattern. Hence, we include the state level quarterly average tem-
peratures (temp) and precipitation (precip) in the model. The data is obtained from
http://www.ncdc.noaa.gov/cag/time-series.
Our model is stated as follows. Assuming K-change points τ1 < τ2 < . . . < τK
where K is to de determined by the data, the regression model at the tth quarter, for
τk−1 ≤ t ≤ τk is given by:
hpit = β
intercept
k + β
ar(1)
k hpit−1 + β
cpi
k cpit + β
unemp
k unempt
+ βtempk tempt + β
precip
k precipt + β
′stocks
k stockst + t (6.7)
Here stockst denote the 16× 1 vector formed by stacking up the stock prices at time t
of the companies listed in Table 6.6 and βstocksk is the corresponding coefficient vector.
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6.4.3 Results
We used the data from the second quarter of 1991 to the second quarter to 2014 for
model fitting. The first quarter data of 1991 was used for the AR(1) term, whereas
the data for last two quarters of 2014 and first quarter of 2015 were held out for out-
of-sample validation. Under the assumption of K change points, separate regression
models are fit to each of the K + 1 segments. Hence, although the sample size (n = 93)
was larger than the number of predictors (p = 22) in model 6.7, depending on the
location of change-points, many segments may have less than 22 datapoints thereby
necessitating high-dimensional regression methods. For example, a possible change point
before before 1996 or after 2009 would imply that one of the data segments will have
less than 22 observations and a classical least squares analysis cannot be conducted.
Higher values of K (≥ 3) imply that average sample size for each segment (n/(K + 1)
becomes really small and the estimates obtained may not be reliable. Hence, we restrict
ourselves to the choices K = 0, 1 and 2 and fit model 6.7 using the BASAD priors for
the coefficient vectors in each segment. Note that for K = 0, i.e., no change point, the
model simply reduces to the traditional BASAD model. The models for different values
of K were assessed based on their in-sample DIC score and out-of-sample RMSPE score
(Yeniay and Goktas, 2002). Due to the presence of the autoregressive term, out-of-
sample forecasts were obtained using one-step-ahead predictions.
The models for K = 0, 1 and 2 are denoted by basad0, basad1 and basad2 respec-
tively. For comparison, we used the high-dimensional change-point lasso (Lee et al., to
appear) where for each fixed value of τ1, coefficients on either side were estimated using
lasso. The optimal τ1 is one which minimizes the mean squared predictive error. We
refer to this model as lasso1. Additionally, to elucidate why low dimensional analysis is
not suitable for this data, we also used two low dimensional models — a low dimensional
one change point linear model (lm1) which is similar to lasso1 but uses classical least
squares to estimate the coefficients for each τ1, and a low dimensional Bayesian linear
model bayeslm1 with one change point (similar to Carlin et al., 1992) with normal
Inverse gamma (NIG) priors for (β1, β2, σ
2) and uniform prior for τ1.
Table 6.7 contains the DIC scores (only for the Bayesian models), RMSPE values
and estimated change points for all the models. Both the DIC score and the RMSPE
score for K = 0 were significantly worse than the scores for K = 1 and 2 justifying
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Table 6.7: Minnesota hpi analysis: DIC, RMSPE scores and estimated change points
Model DIC RMSPE τˆ1 τˆ2
basad0 287 4.72
basad1 250 2.17 2008Q4 (2008Q2, 2009Q1)
basad2 269 2.23 2006Q2 (2005Q4, 2007Q3) 2011Q1 (2010Q4, 2011Q2)
lasso1 2.71 2008Q2
bayeslm1 288 10.00 2008Q3 (2008Q2, 2008Q4)
lm1 23.31 2008Q2
the use of a change point model. The single change point model detected a change
point around late 2008- early 2009 which coincides with the sub-prime mortgage crisis.
The two change point model detected change points in mid 2006 and early 2011. The
DIC score for the single change point model was substantially better. RMSPE scores
for change point models for time series data only validate the accuracy of the models
after the last change point. We observed that the RMSPE score were similar for K = 1
and 2 with the former turning out to be marginally better. The change point lasso
also estimated a change point around mid 2008 however the RMSPE score was higher
than our Bayesian model. The low dimensional models lm1 and bayeslm1 were also
able to detect a change point in 2008. However, their model evaluation metrics were
significantly worse. This is not surprising as a change point in mid 2008 leaves less than
25 observations to estimate a 22-dimensional vector β2. In a low dimension approach
like linear least squares and, to a lesser extent, in Bayesian linear model, this will lead
least to unstable estimates. This elucidates that in-spite of n = 93 being sufficiently
larger than p = 22, in presence of a change point, the location of the change point may
warrant a regularized approach to ensure numerically stable analysis.
We present the subsequent analysis only for the single change point model basad1
as both in-sample and out-of-sample validations provide strongest evidence in favor
of a single change point. Figure 6.6 plots the probability of selection for each of the
regressors in model (6.7) before and after the change point using BASAD priors. We
observe that the set of variables selected by the median probability model differs before
and after the change point. The AR(1) index and precipitation are selected with high
probabilities in both segments. However, the selection of stocks differ considerably
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Figure 6.6: Minnesota hpi analysis: Posterior median probabilities of variable selection
using single change point model
on either side of the change point. We see that prior to change point in 2008, there
was little correlation between hpi and stocks with only General Mills (GIS) having a
posterior median probability close to 0.5 (0.498). Perhaps this is a reflection of the
fact discussed earlier that stock prices and hpi did not exhibit co-movements during
the early 2000s. After the change point in 2008 the stocks of 3M (MMM), Medtronic
(MDT) and Xcel Energy (XEL) are selected with high probability.
Turning to the actual coefficient values presented in Table 6.8, we observe that
the value for the coefficient corresponding to the AR(1) index drops significantly post
change point indicating less autoregressive behavior after the change point. We also
observe a positive association of hpi with precipitation. Since summer months witness
significantly higher precipitation than winter (see Figure 6.7), this merely corroborates
Figure 6.7: Avg. monthly precipitation in Minnesota between 1991Q1 to 2015Q1
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Table 6.8: Minnesota hpi analysis: Posterior median (and 95% confidence intervals) for
the coefficients. The variables which are selected in at least one segment are indicated
by *.
Before change point After change point
intercept -0.015 (-4.537, 2.65) 0.004 (-3.557, 4.003)
AR(1)* 1.034 (0.96, 1.106) 0.761 (0.022, 0.873)
cpi 0 (-0.055, 0.054) 0.042 (-0.07, 0.861)
unemp -0.015 (-0.697, 0.137) 0.01 (-1.063, 1.304)
temp -0.02 (-0.064, 0.044) 0.063 (-0.021, 0.121)
precip* 0.964 (-0.003, 1.63) 1.952 (-0.012, 2.806)
MMM* 0.019 (-0.065, 0.107) -0.573 (-0.832, 0.015)
BBY -0.003 (-0.091, 0.088) 0.065 (-0.071, 0.322)
ECL -0.104 (-0.541, 0.048) 0.026 (-0.09, 0.217)
FAST 0 (-0.132, 0.132) -0.033 (-0.746, 0.093)
GIS* -0.151 (-0.958, 0.068) -0.002 (-0.206, 0.185)
HRL -0.013 (-0.636, 0.131) 0.016 (-0.12, 0.438)
MDT* 0.071 (-0.022, 0.168) 1.214 (-0.073, 1.666)
MOS -0.056 (-0.107, -0.004) -0.017 (-0.413, 0.074)
STJ 0.007 (-0.097, 0.107) 0.026 (-0.101, 0.394)
SVU -0.035 (-0.144, 0.07) 0.021 (-0.129, 1.569)
TGT 0.001 (-0.108, 0.11) 0 (-0.116, 0.117)
UNH -0.061 (-0.185, 0.043) -0.042 (-0.521, 0.083)
USB 0.045 (-0.071, 0.241) -0.017 (-2.98, 0.147)
WMT 0.073 (-0.016, 0.17) 0.014 (-0.122, 1.083)
WFC -0.006 (-0.154, 0.14) 0.001 (-0.142, 2.296)
XEL* -0.005 (-0.13, 0.112) 1.279 (-0.05, 2.436)
the traditional ‘hot season cold season’ trend of house prices. What is more interesting
is the fact that this effect is much more pronounced after 2008 indicating more disparity
between summer and winter house prices in the post-recession market.
The posterior predictive distributions for the hpi at each quarter was also obtained
from the MCMC sampler and Figure 6.8 plots the true hpi versus the in-sample median
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fits and confidence intervals. We see that that the posterior confidence intervals provide
Figure 6.8: Minnesota hpi analysis: In-sample posterior predictive medians and confi-
dence intervals of hpi. The vertical line indicates the posterior median estimate of the
change point.
substantial coverage. We also observe that the confidence intervals are wider after the
change point. This is expected as there are only about 23 time points compared to
around 70 before the change point. The out-of-sample posterior fits are provided in
Figure 6.9. All the three out-of-sample predictions are very close to their true values.
However, the out-of-sample confidence intervals are significantly wider reflecting the
uncertainty associated with prediction.
Observe from Figure 6.6 that in presence of the stock prices of Minnesota based
companies, national level macro-economic indicators like the cpi or unemployment were
not selected in the model. This perhaps provides evidence in support of the conjecture
that hpi is strongly correlated with local macro-economics (Garmaise and Moskowitz,
2002). However, its worthwhile to point out that multivariate regression models, al-
though a simple and powerful tool to determine correlation, rarely imply causality. Any
confirmatory assessment of the change points detected and the variables selected by our
method would require further economic research. Nevertheless, the model evaluation
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Figure 6.9: Minnesota hpi analysis: Out-of-sample posterior predictive medians and
confidence intervals of hpi.
metrics in Table 6.7 provide very strong evidence in favor of one or more change points
thereby justifying the use of our methodology to analyze the data.
6.5 Conclusion
We have presented a very general method for analyzing high dimensional data using
changing linear regression. Our fully Bayesian approach offers several inferential advan-
tages including quantifying uncertainty regarding the change points as well as variable
selection for each segment. Our framework is flexible to the choice of variable selection
priors although the BASAD prior empirically outperformed other competing choices.
A wide range of constrained variable selections like grouping or partial selection can
be seamlessly accomplished in our setup. The analysis of Minnesota hpi data using
our method revealed strong evidence for a potential change point with respect to the
association with other macro-economic variables.
We have discussed several approaches for handling unknown number of change
points. However, most of them comes with warnings regarding computational require-
ments. More efficient algorithms for simultaneous detection of number of change points
need to be researched. Other potential extensions include accommodating missing data,
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measurement errors or non-Gaussian responses in a high dimensional changing regres-
sion setup. Extensions to change point detection in high dimensional VAR models also
need to be explored due to the extensive usage of VAR models in economics research
(Christiano et al., 2000; Bernanke et al., 2004). In a time series context, our work
is restricted to detecting historical change points. Detecting future change points in
high dimensional time series is equally important to provide accurate predictions. We
identify all these areas as directions for future research.
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