Abstract-In this paper, we propose a novel variable bit rate (VBR) controller for real-time H.264/scalable video coding (SVC) applications. The proposed VBR controller relies on the fact that consecutive pictures within the same scene often exhibit similar degrees of complexity, and consequently should be encoded using similar quantization parameter (QP) values for the sake of quality consistency. In order to prevent unnecessary QP fluctuations, the proposed VBR controller allows for just an incremental variation of QP with respect to that of the previous picture, focusing on the design of an effective method for estimating this QP variation. The implementation in H.264/SVC requires to locate a rate controller at each dependency layer (spatial or coarse grain scalability). In particular, the QP increment estimation at each layer is computed by means of a radial basis function (RBF) network that is specially designed for this purpose. 
I. Introduction
V IDEO CODING has become one of the paramount research areas in recent years, given the growing popularity of multimedia communications caused by the development and improvement of the network infrastructures, the storage capacity, and the processing power of decoding terminals. According to the target application, two different coding methods can be distinguished: constant bit rate (CBR) and variable bit rate (VBR) coding. In CBR coding, commonly used for real-time video conference, a short-term average bit rate adaptation is required to ensure low buffer delay. However, in VBR coding, typically used for video streaming or digital storage, a long-term average bit rate adaptation and, consequently, a longer buffer delay, is allowed for improving the visual quality consistency [1] , [2] . In order that encoded video sequences can be properly transmitted and decoded, the rate control (RC) algorithm located at the encoding side operates in two steps. First, a bit budget is allocated to each coding unit according to the video complexity, the target bit rate and the buffer constraints given by the hypothetical reference decoder (HRD) requirement [3] . Second, a quantization parameter (QP) value is assigned to the coding unit so that the buffer fullness is maintained at secure levels, while minimizing the distortion.
Several RC algorithms for CBR coding have been recommended in the video coding standards, such as the Test Model Version 5 for MPEG-2 [4], the Verification Model Version 8 for MPEG-4 [5] , the Test Model Version 8 for H.263 [6] , and the Joint Model for H.264/advanced video coding (AVC) [7] . Beyond these baseline algorithms, the RC problem has been extensively studied. Most of the approaches have focused on modeling the discrete cosine transform (DCT) coefficients, providing analytical rate-distortion (R-D) functions for QP estimation. For instance, assuming a Gaussian probability density function (PDF) for DCT coefficients, a logarithmic R-D function can be inferred [8] . Alternatively, assuming a Cauchy PDF, a simple exponential R-D model is derived [9] , [10] . On the contrary, using a Laplacian PDF, different linear [11] , quadratic [5] , or ρ-domain-based [12] R-D models have been proposed. Furthermore, Chen et al. [13] proposed separate R-D models for the luminance and chrominance components of color video sequences, and Xie et al. [14] proposed a sequence-based RC method for MPEG-4 that uses a ratecomplexity model to track the non-stationary characteristics in the video source.
With respect to VBR coding, several RC algorithms have been proposed to provide a more consistent visual quality in a variety of applications, such as live streaming and broadcast [15] , [16] , one-pass digital storage [17] , [18] , or two-pass digital storage [19] , [20] . It should be noted that, for digital storage, the RC algorithm is subject to a budget constraint instead of to a delay constraint. Other schemes, such as [21] and [22] , have also been proposed taking advantage that VBR video can be easily incorporated in a networking infrastructure that supports VBR transport [2] , to improve the visual quality while reducing the buffer delay. From the R-D modeling point of view, instead of using the analytical models described above for real-time CBR applications, several methods have been proposed that relies on the estimation of a QP increment with respect to a reference QP in order to reduce its variation [16] , [18] , [22] .
Finally, it is also worth mentioning that an optimal solution to the RC problem has also been studied. These methods, which are based on the operational R-D theory, can be only used in offline applications. The readers are referred to [23] for more information on this approach.
Nowadays, many video transmission services over real-time transport protocol/Internet protocol (IP)-based channels, such as Internet or wireless networks, have benefited from scalable video coding (SVC) features [24] , [25] . For these kinds of channels, SVC is able to provide bit rate adaptation for varying channel conditions as well as for heterogeneous devices with different display resolutions and computational capabilities. SVC enables the extraction of either one or a subset of sub-streams from a high-quality bit stream so that these simpler sub-streams, bearing lower spatio-temporal resolutions or reduced quality versions of the original sequence, can be decoded by a given target decoder. Furthermore, specific forward error correction techniques can be used to ensure an error-free transmission of more important layers, such as the lowest spatio-temporal resolution.
The scalable extension of the H.264/AVC standard named H.264/SVC has recently been standardized [26] and evaluated [27] . It provides both coding efficiency and decoding complexity similar to those achieved using single-layer coding. H.264/SVC supports spatial, temporal, and quality scalable coding. For spatial scalability, a layered coding approach is used to encode different picture sizes of an input video sequence. The base layer provides an H.264/AVC compatible bit stream for the lowest spatial resolution, while larger picture sizes are encoded by the enhancement layers. In addition, the redundancies between consecutive spatial layers can be exploited via inter-layer prediction tools in order to improve the coding efficiency.
Each spatial layer is capable of supporting temporal scalability by using hierarchical prediction structures, which go from these very efficient ones using hierarchical B pictures to those with zero structural delay. The pictures of the base temporal layer can only use previous pictures of the same layer as references. The pictures of an enhancement temporal layer can be bidirectionally predicted by pictures of a lower layer. The number of temporal layers in a spatial layer is determined by the group of pictures (GoP) size, defined in H.264/SVC as the distance between two consecutive I or P pictures, also named key pictures.
For quality or signal-to-noise ratio (SNR) scalability, different reconstruction quality levels with the same spatio-temporal resolution are provided. The H.264/SVC standard defines two types of SNR scalable coding: coarse grain scalability (CGS) and medium grain scalability (MGS). The first is a special case of spatial scalability with identical picture sizes. The second employs a multilayer approach within a spatial layer in order to provide a finer bit rate granularity in the R-D space.
Given a video transmission service that offers several qualities of service (QoS) and serves heterogeneous decoding devices, a layered coding approach implies that the RC scheme must be able to provide a set of HRD-compliant scalable sub-streams considering a variety of target bit rates, one per target decoding terminal bearing a particular spatiotemporal resolution or computational capability. This is the aim of the different RC algorithms that have been proposed for SVC during the last years. Most of them employ wellknown analytical R-D functions for QP estimation: linear [28] , quadratic [29] , the so-called square root [30] , ρ-domainbased [31] , [32] , TMN8-based [33] , and exponential [34] , [35] models. The bit allocation formulation for hierarchical GoP structures has also been studied. In particular, the dependency among spatial, quality, and temporal layers has been exploited in [34] and [35] , though these solutions are not suitable for real-time scenarios given the required number of encoding iterations. In [36] , an optimal distribution of the total target bit rate among the spatial/CGS layers was determined. It is worth mentioning that the quality scalability was specially investigated for MPEG-4 fine grain scalability [30] , [37] and MGS [34] , [38] , [39] . Nevertheless, with a few exceptions [30] , [37] , [39] , the existing RC approaches for SVC are not still developed for those VBR applications that can benefit from the SVC features for video content delivery.
In this paper, we propose a novel VBR controller for real-time H.264/SVC applications. As suggested in [16] for H.264/AVC, the proposed VBR controller assumes that consecutive pictures within the same scene often show similar degrees of complexity, and aims to prevent unnecessary QP fluctuations by allowing just an incremental variation of QP with respect to that of the previous picture. In order to adapt this idea to H.264/SVC, a rate controller is located at each dependency layer (spatial or CGS), so that each rate controller is responsible for determining the proper QP increment. In particular, this paper focuses on providing an effective QP increment estimation computed by means of a radial basis function (RBF) network, which has been specially designed for this purpose. This paper is organized as follows. In Section II, a detailed description of the proposed RC algorithm is provided. First, a brief overview is given. Then, the two main stages of the rate controller for each dependency layer, parameter updating, and RBF-based QP increment estimation, are described. Section III describes the design of the RBF network for QP increment estimation. Section IV shows and discusses the experimental results. Finally, some conclusions are drawn in Section V.
II. Novel VBR Controller for H.264/SVC A. System Overview
Before starting to describe the proposed VBR controller, the notation used along the paper has been summarized in Table  I for reference. The RC scheme is illustrated in Fig. 1 (d) No. of temporal layers
Output frame rate
Buffer size in bits V (d) Buffer fullness nV (d) Normalized
AU target bits AU (d) AU output bits nAU (d) Normalized
Texture bits of the picture with identifier (d, t) h (d,t) Header plus motion data bits of the picture with identifier (d, t) C out . It should be noted that R (d) must be higher than those associated with lower dependency layers, that is 
This approach takes advantage of the fact that the VBR environments allow for a slow QP evolution in order to maintain a consistent visual quality. Thus, it assumes similarity between consecutive frames and aims to model only those QP changes required to compensate for large bit rate deviations owing to time-varying video complexity. Consequently, the method for estimating the QP increment becomes the main focus of the proposed VBR controller.
It is also worth noting that, in the case of CGS scalability, the QP obtained is lower bounded by the QP of the reference layer, so that a higher quality for the enhancement layer is ensured as follows:
The VBR control algorithm for a specific spatial or CGS layer, i.e., the algorithm that obtains an appropriate QP increment for the jth picture with identifier (d, t) is illustrated in Fig. 2 . As shown in the figure, the RC (d) module is organized in two stages named parameter updating and RBF-based QP increment estimation.
1) Parameter updating stage: After encoding the (j −1)th picture with layer identifier (d, t ) (t is used instead of t because the previous picture can belong to a different temporal layer), some parameters required to estimate the QP increment are updated. In particular, the following two parameters are updated. a) A normalized version of the buffer fullness, denoted as nV (d) . b) A normalized version of the amount of bits generated by the AU, denoted as nAU (d) .
The normalized versions of the buffer fullness and the AU output bits are defined as follows:
where V (d) has already been defined as the buffer fullness, BS (d) denotes the buffer size, in bits, associated with the dth dependency layer, AU (d) has already been defined as the AU output bits, and G is estimated from four parameters (whose selection is discussed in Section II-C1): nV (d) , nAU (d) , and two additional constant parameters that are included so that the achieved solution is able to work in a variety of scenarios. The first constant parameter, denoted as nTF , is the normalized target buffer fullness with respect to the buffer size, and the second, denoted as BD, is the maximum buffering delay (or buffer size in seconds), which is related to that measured in bits as
as indicated in (1). In particular, a nonlinear relation between the aforementioned input parameters and the desired QP increment has been obtained by training an RBF network that is able to deal with a wide range of practical situations, as described in Section III. Both stages are described in detail in the following sections.
B. Parameter Updating
The aim of this section is to describe the updating procedure for parameters nV (d) and nAU (d) . The updating equations for nV (d) and nAU (d) require the previous computation of both the buffer fullness and the AU target bits. In turn, the computation of the buffer fullness requires to obtain the AU output bits, and the estimation of AU target bits requires to estimate the average texture and motion complexities for each temporal layer. Therefore, the calculation of all of these quantities are described first, to end up with the updating equations for nV (d) and nAU (d) . 1) Computation of AU Output Bits: Assuming that the picture coding order in SVC is established so that the AUs are sequentially encoded (the encoding of an AU starts when the previous has been completed) [26] , the total number of bits generated by AU
where b (m,t ) j−1 and h (m,t ) j−1 are, respectively, the amount of texture bits and header plus motion data bits generated by the (j−1)th picture, with spatio-temporal layer identifier (m, t ). 2) Buffer Fullness Updating: Once the AU output bits have been obtained, the virtual buffer fullness is updated as follows:
3) Estimation of the Average Texture and Motion Complexities of a Layer
TEX as the average texture complexity of the encoded pictures at spatial/CGS layers 0 to d belonging to the temporal layer t . The updating equation is proposed as follows:
where α is a forgetting factor that is set to 0.5 in our experiments, and Q is defined as follows:
where β is a forgetting factor that is also set to 0.5 in our experiments. It is also worth mentioning that for the lowest temporal layer, which can include I or P pictures, these average complexities are reset (i.e., α and β are temporary set to 1) when the current type of picture is different from the previous one at the same temporal layer, so that potential complexity mismatches due intrinsic encoding differences between I and P pictures are prevented.
4) Estimation of AU Target Bits:
In order for the substream associated with the dth dependency layer to satisfy the target bit rate constraint R (d) , the amount of AU output bits should be controlled according to a bit budget G (d,t ) , which is determined by the model as follows:
where
NOM is the nominal bit budget as follows:
and
MOT represent the bit increments that depend on the relative texture and motion complexities among temporal layers, respectively, that is (12) with N (d,u) being the total number of pictures per GoP with layer identifier (d, u).
Updating Equations: After encoding the (j−1)th picture with layer identifier (d, t ), the parameters required to estimate the incremental variation of QP for the next picture are finally updated by means of the expressions as follows:
Since these parameters bear the current state of the encoding process in terms of buffer occupancy and target bit rate mismatch, the most appropriate QP variation should be derived from them. For instance, if nV (d) were close to 1 (overflow risk) and nAU (d) were close to 2 (large bit rate mismatch), then the QP increment would be high in order to quickly correct such mismatches. On the contrary, if nV (d) were close to 1 but nAU (d) were also close to 1, then the QP increment would not be high, so that the visual quality is maintained. Nevertheless, it is not easy to infer practical decision-making rules from particular examples such as the previous ones. Instead, this task has been addressed through a carefully designed QP increment estimation process that is described in the following section.
C. RBF-Based QP Increment Estimation
This section discusses the reasons behind the features selected as components of the input vector to the RBF network and describes the proposed method to estimate the QP increment for the jth picture.
1) Selection of the Input Vector to the RBF Network:
There are many parameters that can potentially influence the selection of a proper QP increment value, such as measures of actual buffer fullness and AU output bits, target buffer fullness, buffer size, reference QP value, video content properties, GoP size, dependency and temporal layer identifiers, and others. In order to reach a good compromise between performance and computational cost, in this paper we have selected four parameters: nV (d) , nAU (d) , nTF , and BD. The reasons for selecting these ones and rejecting others are given next.
The normalized versions of both buffer fullness nV (d) and AU output bits nAU (d) have to be considered in order to guarantee long-term average bit rate adaptation while maintaining the buffer occupancy at secure levels. In fact, similar parameters to these ones have been already successfully used in the previous papers on the same subject, as those described in [16] .
The normalized target buffer fullness nTF is used by the rate controller to lead the buffer occupancy toward that reference point. Although in VBR scenarios it is common to operate with target buffer fullness values between 40% and 60% of buffer size, we decided to consider this parameter because its influence on the selection of QP (d) becomes crucial when it takes either lower or higher values since the risk of underflow or overflow, respectively, increases dramatically and must be controlled.
The buffer size BD is related to the region of the R-D space where the rate controller can operate; in other words, it determines the operating point between the constant-rate region (small buffer size) and the constant-quality region (large buffer size). Thus, the larger the buffer size, the smoother the QP variation should be so that the visual quality consistency is high.
On the contrary, the temporal layer identifier has been taken into account in an alternative manner that will be described in detail below. In particular, two different RBF networks were trained, one for the lowest temporal layer, and the other for the enhancement temporal layers.
Other parameters were considered and discarded for the sake of the performance-complexity tradeoff, in particular: reference QP value, video complexity measures, GoP size, and dependency layer identifier. Although all of these parameters have an undeniable influence on the selection of the QP increment, their contribution does not turn out to be essential in a VBR scenario where a long-term average bit rate adaptation is sufficient. On the contrary, if they were considered, both the complexity of the RBF network training process and the operation complexity would considerably increase due to the increment of the input vector dimension.
2) QP Increment Estimation: As previously stated, the proposed QP (d) estimation method operates on the input vector as follows:
implicitly assuming that all the virtual buffers share the same nTF and BD values. A carefully designed RBF network is used to estimate
The RBF-based estimation obeys
where L is the number of basis functions
of the hidden layer, w i the output weights, and w 0 the bias. It should be noted that the output of the RBF network is converted into an integer, given the discrete nature of the QP in H.264/SVC. The basis functions are Gaussian-type functions with centers C i and widths , that is The Gaussian-type functions are the most common ones and, as shown later on, have provided good results in our experiments.
As it will be explained in detail in Section III, the training of the RBF network relies on a training data set containing pairs input vector-desired output, which have to be previously generated. Once these training data were generated, it was observed that the data distributions for the lowest temporal layer and the higher temporal layers were different enough to justify the design of two specific RBF networks. There were two alternatives for classifying the temporal layers into two subsets depending on in which subset the layer immediately higher than the lowest layer is considered. We decided to design one RBF network for key pictures (the lowest temporal layer) and the other for non-key pictures given the notable influence of the key picture quality on the global quality. Both QP increment models are named key-picture and nonkey-picture RBF networks to emphasize that dependence on the frame type.
Furthermore, some experiments were performed to properly dimension the RBF networks. The results led us to select seven Gaussian-type functions in both cases. It should be said that similar results were obtained for any higher number of RBFs.
The output of both the key-picture and non-key-picture RBF networks are illustrated in Figs. 3 and 5 , respectively, for nTF = 0.5 and BD = 3. Since the input parameters nTF and BD are set before starting the encoding process, the proposed estimation function can be seen as a surface whose shape depends on these constants. Several outputs are also depicted in Fig. 4, for the key-picture RBF network, and Fig. 6 , for the non-key-picture RBF network, for different target buffer levels and buffer sizes. In these cases, a cut of the 3-D surface for nAU (d) = 1 is depicted for clarity reasons. Once the system was implemented, some unnecessary fluctuations of the QP value at non-key pictures were observed, especially in cases of stationary video complexity when the buffer level approached the target buffer fullness. The problem was related to the estimation of nAU (d) , which is normalized by a bit budget that is computed from estimated video complexities. The estimation errors in the complexities cause random short-term variations in nAU (d) that, in turn, produce short-term QP fluctuations in non-key pictures since the output of the corresponding RBF network exhibits small step sizes QP (d) (see Figs. 5 and 6 ). The proposed modeling for QP increment estimation cannot correct such fluctuations since the QP time evolution is not considered; in other words, the nonkey-picture RBF network is not aware of the QP time evolution because the QP increment at the jth time instant is estimated just from the input vector at the previous time instant. In order to solve this drawback, three solutions were studied. The first consisted of enlarging the input vector to span a couple of time instants; however, the associated computational cost turned out to be unacceptable. The second consisted of filtering nAU (d) to smooth its noisy instantaneous fluctuations [16] , but the coding results were not satisfactory, especially at scene changes. The final solution consisted of expanding the input region nV (d) , nAU (d) for which the output is QP (d) = 0. To this end, a simple post-processing stage of the output of the non-key picture RBF network is proposed, that obeys
This solution is used in every non-key picture and provides a good tradeoff between the performance in stationary video complexity and that achieved in time-varying situations.
D. Implementation Considerations
Although the complexity of the RC algorithm is negligible when compared to that of the encoding process as a whole, it deserves a brief comment. The RBF-based estimation of the QP increment can be seen as a parametric 2-D function, where the parameters are nTF and BD, and the inputs are nV (d) and nAU (d) . Furthermore, since the QP increment is quantized, the output of this 2-D function is discrete. Therefore, if the two input variables are also quantized, the function can be readily implemented as a look-up table. In summary, a look-up table can be used to implement the RBF-based estimation of the QP increment. A different look-up table should be used for each pair of parameter values (nTF, BD).
III. RBF Network Design
In order to find the most suitable RBF network parameters for both key and non-key pictures, training and validation processes were performed. Such processes are described in the following sections.
A. Generation of the Training Data Set
A training data set consisting of pairs
where X (d) is the input feature vector defined in (15) and QP * (d) is the desired output QP increment, should be generated in order to properly train an RBF network for our purposes. The generation of these training pairs is actually a key step in the success of the proposed approach. This section is devoted to describe this process.
The training data set was extracted from a representative set of video sequences exhibiting a large variety of spatiotemporal contents, so that the trained RBF networks could work properly for any type of input sequence. This set of video sequences used for training consisted on two parts. 1) Some of the well-known sequences commonly used in the field, specifically, Akiyo, City, Container, Crew, Hall, Highway, Ice, News, Paris, Silent, Soccer, and Tempete. We used 300 pictures per sequence and some of them were upsampled and/or downsampled in order to get common intermediate format (CIF), quarter CIF (QCIF), and 4×CIF (4CIF) resolutions. 2) Some sequences extracted from high-quality digital video discs (DVD). In this case, we used 900 pictures per sequence that were downsampled to get QCIF and CIF resolutions from standard definition (SD). Furthermore, none of these training sequences was used in the performance assessment of the proposed VBR controller conducted in Section IV.
For each training sequence, a reduced number of consecutive GoP pairs were selected along the sequence. The first GoP of each pair was used to initialize the average texture and motion complexities (a complete GoP is needed because initial average texture and motion complexities are required for each spatio-temporal layer). The second GoP was used to actually extract training data pairs X (d) , QP * (d) . In order to obtain training samples for a variety of scenarios, each GoP pair was encoded using K different configurations. These K different configurations involved several encoder and RC-related parameters: number of dependency layers, spatial resolutions, GoP size, target bit rate, target buffer level, and buffer size.
1) Getting Initial Average Complexities:
Given an encoding configuration k, a baseline QP, denoted as QP
, was chosen for each dependency layer d so that the corresponding target bit rate for the whole sequence R (d) k would be generated. Then, the first GoP of each GoP pair was encoded P times, each one using a different QP increment with respect to QP
, and the computed average texture and motion complexities for each QP increment were stored as initial complexities for the subsequent process. Specifically, in our experiments, the number of encodings for a given baseline QP was P = 10, using QP increments from −5 to 5.
2) Generating Training Pairs: As previously mentioned, once the initial average texture and motion complexities had been obtained for every layer, the second GoP was used to extract the training pairs. For each picture j of the second GoP, the aim was to determine the optimum QP increment for a wide range of potential conditions concerning the buffer occupancy and the adjustment to the AU target bits. In order to achieve this variety of encoding conditions, the multiple encoding process initiated for the first GoP continued along the second GoP for the same set of P quantization values. As a result, before encoding the jth picture, all the previous pictures had been encoded P times, so that a set of P input vectors would be available as follows:
j,k,p summarize the encoding state after the (j − 1)th picture. Then the challenge was to find the optimum QP * (d) for each one of the P possible input vectors, which represent a variety of encoding conditions. To this end, a second set of Q quantization increments QP
with respect to QP
was used to encode the jth picture. Particularly, in our experiments, a total of Q = 23 quantization increments from −11 to 11 were used to find the optimum QP
that minimized certain cost function was chosen as the optimum one as follows:
The cost function has been designed ad hoc for this problem aiming at properly balance several conflicting factors: quality consistency, buffer control, and QP consistency. Specifically, adopts the form as follows:
The first term monitors the quality consistency by means of the squared normalized difference between the distortion D MAX , which was set to 11 QP units in our experiments. The motivation for this third term comes from the fact that, in same cases, due to the high coding efficiency of SVC at high spatio-temporal layers, several QP increments yield quite similar distortion and number of output bits because of the low energy of the alternative currenttransformed coefficients.
The weight vector (λ 1 , λ 2 , λ 3 ) T was selected by means of a validation process (described in the next section) to achieve the best tradeoff among the three terms of the cost function. In order to obtain more meaningful values for the weights, the first term of the cost function was scaled by introducing an additional factor θ such that its dynamic range would be similar to those of the second and third terms. In particular, θ was set to 100 in our experiments. Finally, as we are only interested in the relative weights, the three weights are made to sum up to one.
Before starting out the network training, a set of possible weight vectors for the cost function was pre-established by considering different tradeoffs among quality consistency, buffer control, and QP consistency. Subsequently, several sets of training data were generated per dependency layer following the method previously described. Additionally, a reduced set of values for both the normalized target buffer fullness nTF and buffer size BD were selected, so that a wide range of VBR applications would be covered; specifically, nTF and BD were sampled in the following ranges: 0.1 ≤ nTF ≤ 0.9 and 1 ≤ BD ≤ 3.
For any of the pre-established cost function weight vectors, the following conclusions were drawn from the training data distributions.
1) Figs. 7 and 8 show superimposed training data distributions for both key and non-key pictures. Each figure was obtained for a different weight vector; Fig. 7 comes from the weight vector selected for key pictures (see next section), while Fig. 8 uses the weight vector selected for non-key pictures. As can be observed, in any case the data distributions were different enough to justify the design of two specific RBF networks. 2) As shown in Figs. 9 and 10, the training data distributions for each dependency layer were similar enough to each other to justify the use of the same RBF network for all the layers considered. Fig. 9 shows the data for key pictures and the corresponding weight vector, while Fig. 10 focuses on non-key pictures.
B. RBF Network Training and Parameter Selection
For each pre-established weight vector, two training data sets, one for key pictures and the other for non-key pictures, were generated. Each RBF network was trained several times considering each one of the pre-established weight vectors, different random initializations, and different numbers L of radial basis functions. For this purpose, a training algorithm based on Gaussian processes (GP) [40] was used because it provides a robust solution for the network parameters that relies on maximizing a marginal likelihood. In particular, a MATLAB toolbox due to Snelson and Gharahmani [41] available in [42] was used. This toolbox implements a sparse approximation to GP regression to reduce the training process complexity. In order to select the best weight vector and the best L value, the resulting RBF networks were experimentally assessed for different RC configurations by encoding several video sequences belonging to the training set. First, the weight vector that provided the best quality consistency without incurring in buffer overflows and underflows was selected. The results for both key-picture and non-key-picture RBF networks are given in Table II . Second, once the best weight vector had been fixed, the lowest L value that properly fitted the data was selected to be L = 7. The resulting RBF network parameters for both key and non-key pictures are given in Appendix A.
IV. Experiments and Results
The Joint Scalable Video Model (JSVM) H.264/SVC reference software version JSVM 9.16 [44] was used to implement the proposed VBR controller. In order to assess its Fig. 9 . Key-picture training data distributions for the base layer (black) and the enhancement layers (gray), with nTF =0.5 and BD = 3. The weight vector in (21) used for generating these distributions was λ 1 = 0.90, λ 2 = 0.09, and λ 3 =0.01. A high-quality plot is available online in [43] . Fig. 10 . Non-key-picture training data distributions for the base layer (black) and the enhancement layers (gray), with nTF = 0.5 and BD = 3. The weight vector in (21) used for generating these distributions was λ 1 =0.75, λ 2 =0.24, and λ 3 =0.01. A high-quality plot is available online in [43] . performance, our proposal was compared to two methods: 1) constant QP (CQP) encoding, 1 which can be seen as an unconstrained VBR controller [1] , was used as a reference for nearly constant quality video, and 2) the frame level CBR control algorithm described in [28] .
Following the recommendations for SVC testing conditions described in [45] , both the H.264/SVC encoder and the proposed RC algorithm were configured to simulate on a personal computer two real-time application scenarios: mobile live streaming and Internet protocol television (IPTV) broadcast. In the following sections, both the SVC and RC configurations for each of the proposed testing scenarios are described, and then the experimental results are shown and discussed. 
A. Description of the Application Scenarios

1) Mobile Live Streaming:
A brief description of the SVC encoder configuration for mobile live streaming is given in the following paragraphs. For a more detailed explanation of this application, the readers are referred to [24] .
A high-quality scalable bit stream that consists of a base layer and a set of enhancement layers is made available by a service provider. A mobile terminal, which can be a multimedia phone, personal digital assistant, or laptop, accesses that scalable bit stream through a wireless network and decodes the sub-stream that complies with the arranged QoS. Particularly, starting out with the design suggested in [45] as reference, the following spatial/CGS encoding and RC configuration was 
f) Symbol mode: CAVLC (as suggested in [25] ). g) RC parameters. i) Target buffer fullness: nTF =50%. ii) Buffer size: BD =3 s. Two sets of video sequences at 25 Hz exhibiting a variety of complexities were used in our experiments. The first set consisted of four well-known test sequences recommended in [45] for streaming applications: Bus, Football, Foreman, and Mobile. These sequences were concatenated to themselves several times to reach the aforementioned number of pictures. The second set consisted of three sequences displaying scene changes: Soccer-Mobile-Foreman, Spiderman (movie), and The Lord of the Rings (movie). Soccer-Mobile-Foreman was formed by concatenating 300 frames of each sequence. The other two were extracted from high-quality DVDs and downsampled to either QCIF or CIF format, and have been made available online in [43] . They show many scene cuts, so they are challenging from the RC point of view.
All the sequences were encoded using the set of QP values that best approached some pre-established target bit rates. For the first group of sequences, the target bit rates were those suggested in [45] for the spatial/CGS testing scenario. For the second group, the following medium-quality target bit rates = 4) . In all cases, the output bit rates obtained by CQP encoding were used as target bit rates R (d) for both the RC algorithm in [28] and the proposed VBR controller.
2) IPTV Broadcast: TV broadcast through IP networks involving heterogeneous terminals (resolutions) is one of the natural fields of application for scalable video coding [25] . According to both the IP network characteristics and the target IPTV set-top box definition, a wide variety of scenarios can be specified. Nevertheless, in order to define the IPTV broadcast scenario used in this paper, we only took into consideration the display resolution and computational capabilities of the receiving devices, regardless the actual underlying type of IP network (fixed or mobile access, managed or unmanaged core). In particular, SD and high definition television (HDTV) were selected as target resolutions (emphasizing the difference with respect to those employed for the mobile live streaming scenario) for the following spatial/CGS encoding and RC configuration. The criterion used to select the target bit rate for each dependency layer was that recommended in [45] for the testing scenario. The criterion suggests doubling the rate starting from the lowest until reaching the highest for each spatial resolution, and increasing the minimum rate by a factor of four between consecutive spatial resolutions. Thus, the following target bit rates were proposed to cover the medium-quality range: 1024 Similarly to the mobile live streaming application, the set of QP values that best approached the target bit rates was found, and the actual output bit rates were used as target bit rates for the two RC algorithms.
B. Experimental Results and Discussion
In order to assess the performance of the proposed VBR controller from a quality point of view, the average luminance peak signal-to-noise ratio (PSNR) μ PSNR was used. The Bjøntegaard recommendation [47] was followed to compute PSNR differences with respect to CQP encoding. The average results over all the test video sequences in terms of PSNR increments μ PSNR are summarized in Tables III and IV Incremental results are given with respect to constant QP encoding.
for mobile live streaming and IPTV broadcast scenarios, respectively. Two rows per spatial/CGS layer are shown, one for [28] and another for the proposed method. As can be observed, the performance achieved by the proposed method in terms of average PSNR was similar to that of CQP encoding, and notably superior to that of [28] . Furthermore, the good results achieved by the proposed method at layers 2 and 3 in the IPTV broadcast scenario (Table IV) deserve a special comment. These layers correspond to HD sequences and no samples of HD sequences were used for training. Therefore, these results prove that the RBF networks generalize properly and are able to work well for any resolution. Tables V and VI show a detailed comparison of the three assessed algorithms for two representative video sequences. The Lord of the Rings, taken from the mobile live streaming scenario, is a good example of non-stationary video complexity. On the contrary, Stockholm, from the IPTV broadcast scenario, is an example of stationary video complexity. The analysis of these results allowed us to draw two main conclusions: 1) for non-stationary complexity sequences, the performance of the proposed method was remarkably good, exceeding even that of the nearly constant quality system at some dependency layers, and 2) for stationary complexity sequences, the performance of the proposed method was quite close to that of the nearly constant quality system.
Representative behaviors of the encoder buffer occupancy, PSNR, and QP time evolutions corresponding to the third enhancement layer (d = 3) are depicted in Figs. 11 (The Lord of the Rings) and 12 (Stockholm). When compared to [28] , the proposed VBR controller made better use of the buffer to provide PSNR and QP time evolutions closer to those of the nearly constant quality system. Furthermore, in the non-stationary scenario, the strong correlation among buffer occupancy, PSNR time evolution, and QP time evolution reveals that the proposed method made a proper use of the buffer to successfully allocate larger amounts of bits for more complex scenes, and vice versa. Consequently, the potential quality fluctuation of the compressed video was kept low, in particular at scene changes (e.g., the PSNR time evolution around pictures #260 and #703). It is also worth noting that the proposed method did an excellent work on minimizing unnecessary changes in QP time evolution, which is our main design goal; particularly, in the stationary scenario, it was able to provide a performance close to that of the nearly constant quality system. In terms of PSNR time evolution, the results were not so good for some sequences, such as that shown in Fig. 12 . In these cases, the GoP-periodic PSNR leaps are due to large R-D differences between key and non-key pictures. As can be observed, this behavior also happens in CQP encoding whose performance we intend to meet. In order to assess the proposed VBR control algorithm from the quality consistency point of view, a time-local version of the PSNR standard deviation was computed. This local PSNR standard deviation aims to measure the quality consistency within a scene, so reducing the impact of the scene changes on the PSNR standard deviation. Thus, small local PSNR standard deviations indicate smooth short-term PSNR fluctuations and therefore high quality consistency. In particular, the local PSNR standard deviation was computed over a time-window as follows:
where W denotes the time-window size (in number of pictures) and μ PSNR,W the average PSNR for a given window size. In particular, W was set to 2 T (d) pictures in our experiments, which is a time interval short enough to minimize the influence of PSNR leaps at the scene changes. Finally, in order to summarize the results, the mean value of the local PSNR standard deviation, denoted as σ PSNR,j , was computed.
Additionally, it should be noted that, since the local PSNR standard deviation does not take into account any buffer constraint, CQP encoding provided a smaller local PSNR standard deviation (see Fig. 11 ). Obviously, this smaller local PSNR standard deviation was in exchange for high instantaneous bit rate variations at the scene changes that are not allowed in a constrained buffer scenario. The results in terms of σ PSNR,j increment with respect to CQP encoding, σ PSNR,j , are provided in Tables III and IV. As can be observed, the proposed VBR controller achieved better quality consistency than that of the RC algorithm in [28] . Furthermore, the results, especially at higher spatial/CGS layers, were remarkably close to those of CQP encoding, in spite of the buffer constraint. The proposed VBR controller was also assessed in terms of target bit rate adjustment and mean buffer level. In particular, its performance was comparatively evaluated by computing the output bit rate error, the number of pictures in which either an overflow (#O) or an underflow (#U) occurred, and the mean buffer level, μ V . As can be observed in Tables III-VI, both the RC scheme in [28] and the proposed algorithm provided in most cases output bit rate differences below 2% (the maximum bit rate error recommended in [45] for the spatial/CGS testing scenario). The average results in terms of μ V achieved by the proposed method were close to the target buffer fullness, thus proving a good long-term adaptation to the target bit rate at each dependency layer. Furthermore, the results in terms of #O and #U revealed that the proposed VBR controller was able to significantly reduce both the overflow and underflow risks in sequences with scene changes, such as The Lord of the Rings. The poor performance of the RC algorithm in [28] at scene changes was due to the lack of a specific mechanism to deal with them. A scene change detector would improve its performance in such cases.
Finally, from the complexity point of view, the central processing unit (CPU) time consumed by the proposed VBR controller and the RC scheme in [28] were measured by means of a high-resolution performance counter. In order to minimize the measurement error caused by occasional multitask operations, each sequence was encoded five times and the minimum CPU time was selected for the complexity analysis (nevertheless, it is worth mentioning that the variance of the measured CPU times was very small). The complexity results using an Intel Core2 Duo CPU E8400@3.0 GHz are given in Table VII for the mobile live streaming scenario and in Table VIII for the IPTV broadcast scenario. As can be observed, the RC algorithm in [28] consumed an average CPU time per AU of 239 μs for the mobile live streaming scenario and 2071 μs for the IPTV broadcast scenario, while the proposed VBR controller only consumed 26 μs and 33 μs, respectively. These differences in terms of complexity between both algorithms are mainly due to the R-D model employed by the CBR controller in [28] . This RC algorithm, which follows the usual approach in H.264/AVC [7] , first estimates the frame complexity and subsequently the QP value. The QP value estimation relies on a linear regression that is computationally heavier than the proposed RBF networks. Furthermore, the complexity estimation requires performing simple operations on the whole picture, what explains the significant CPU time increment that happens in the IPTV broadcast scenario (which operates on larger pictures). Furthermore, as previously described in Section II-D, the complexity of the RBF-based QP estimation can be reduced even more by means of a look-up table-based implementation. In particular, preliminary experiments using 10 × 8 nV
look-up tables for QP increment estimation were conducted, achieving nearly equivalent results.
V. Conclusion and Further Work
In this paper, a novel VBR controller for real-time H.264/SVC video coding applications has been proposed. The VBR controller aims to improve the quality consistency by preventing unnecessary QP fluctuations. The proper QP increment estimation at each dependency layer was computed by means of two RBF networks, one for key pictures, and the other for non-key pictures, that are specially designed for this purpose. This approach offered the additional advantage High-quality plots corresponding to every spatial/CGS layer are available online in [43] . of not using any analytic R-D model for QP estimation, so the chicken-and-egg dilemma for frame complexity estimation is no longer a concern. Furthermore, the input vector to the RBF-based QP increment model was enlarged with two additional constant parameters to provide an effective solution for a wide range of both target buffer fullness and buffer size. The proposed VBR controller achieved a good performance in terms of average quality, quality consistency, long-term adjustment to the target rate, and buffer overflow and underflow prevention at each spatial/CGS layer, with low complexity.
As future work, we plan to extend the VBR controller to MGS coding.
Appendix A RBF Parameters
The centers, widths, and weights of the Gaussian-type functions used in our experiments for both key-picture and non- key-picture RBF networks are the following (also available online in electronic format in [43] ). 1) Key-picture RBF parameters. 
