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ABSTRACT 
In estimating structural equation models, researchers frequently treat the data 
as from a single population. However, in most practical situations in social sci-
ence, psychology, marketing and economics, observations may be from different 
groups. Therefore, a finite mixture of structure equation model is developed. In 
this thesis, the performance of a Bayesian approach and a Two-stage approach 
in analyzing mixtures of structural equation model will be compared. In the 
Bayesian approach, the observed variables are augmented with the latent vari-
ables and allocation variables. Gibbs sampler is implemented to generate a se-
quence of random observations from the appropriate conditional distributions to 
obtain estimates of the parameters in the proposed structural equation model. In 
the two stage approach, Bayesian classification is applied to classify the observa-
tions a priori and then a multi-group structural equation model is applied to the 
classified groups. A mixture model in which each component is assumed to have 
i 
a multivariate normal distribution with a general covariance matrix is considered 
first. The observed data are then augmented with the allocation variables. Gibbs 
sampler is again used to generate a random sequence of observations to obtain 
estimates of the parameters and component probability, the classification of each 
observation. Then the classified groups will be input to the LISREL program 
to obtain the maximum likelihood estimates of the structural parameters by a 
multi-group approach. These two proposed methods would be illustrated and 
compared through simulation studies. An analysis of a real data set is presented 
to see the feasibility and efficiency of the two proposed methods. 
ii 
摘 要 
當硏究結構方程模型(structural Equation M o d e l )時，硏究員往往會假設所有數據 
來自一個總體(Population)。可是，在大部份社會科學、心理學、市場學及經濟 
學的實際環境中，各數據可能來自不同的組別。因此，人們便開始硏究有限定 
組別的結構方程模型 °在這篇論文，我們會比較應用貝葉法（ B a y e s i a n Approach) 
及二階法(Two-stage A p p r o a c h )來分析有限定組別的結構方程模型的成效。貝葉 





項拼合，然後運用 G i b b s抽樣法抽取樣本序列，從而估計出各觀察變項的平均 
値、歸屬各組的機會率及各數據的組別。之後各分配好的組別輸入 L I S R E L (線 
性結構關係 )電腦軟件，運用多組估計法，估計出各組的各結構參數的最大似然 
估計値 ( M a x i m u m likelihood estimate) °這兩個方法會透過模擬實驗闡釋及比 
較，我們亦會透過真實數據分析來比較這兩個方法是否可行及有效。 
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Structural Equation Model (SEM) is a common model to study the causal 
effects and correlations among the manifest variables and latent variables that 
cannot be directly observed. It is widely used in behavioral and social sciences in 
order to explain or establish theories in their own field. But in practice, the use 
of S E M with single component may not be appropriate due to the heterogeneity 
of the population which is a common situation in soical science. To solve this 
problem, one method is to use a mixture of K-component S E M with different 
probability densities and mixing proportions. 
Prom the literature, there are several main areas in analyzing mixtures of 
S E M , for examples, the estimation of the parameters (Zhu & Lee, 2001), the 
determination of the number of components in the population (Song & Lee, 2002)， 
etc. In this thesis, the number of components in the population is considered to 
be known (for example from experience) or have been already determined through 
some procedures such as the one proposed by Song and Lee (2002). Therefore, this 
1 
paper concentrates on the estimation of the parameters in different components 
of the proposed SEM. 
In the estimation of the mixtures of SEM, the maximum likelihood (ML) is 
most commonly used. It applies the E M algorithm (Dempster, Laird & Rubin, 
1977) by treating the allocation variables as missing. On the other hand, Zhu and 
Lee (2001) proposed the Bayesian approach as an alternative. In this thesis, we 
consider a Bayesian approach, in which the observed data of the manifest variables 
is augmented with the allocation variables and latent variables. It applies the 
Gibbs sampler (Gemaii & Geman, 1984) to generate a sequence of observations 
from the joint posterior distribution to obtain estimates of the parameters. 
Besides the Bayesian and the M L approaches, there are approaches that first 
identify the allocation of the observations a priori such as by cluster analysis 
(Jedidi, Jagpal & DeSarbo, 1997) then estimate the parameters in the proposed 
model through the multi-group structural equation approach. But according to 
Jedidi, Jagpal and DeSarbo (1997), the parameter estimates obtained are poor 
when the components are not well-separated. In this thesis, a Two-stage approach 
with Bayesian classification instead of other classification method is proposed. 
A mixture model in which each component is assumed to have a multivariate 
normal distribution with a general covariance matrix is considered first. The 
data is then augmented with the allocation variables. Gibbs sampler is again 
used to generate a random sequence of observations to obtain estimates of the 
mean vector, component probability and the classification of each observation. 
2 
Then the classified groups will be input to the LISREL program to obtain the 
maximum likelihood estimates of the structural parameters by a multi-group 
approach. 
In this thesis, the performance of the Bayesian approach proposed by Zhu 
& Lee (2001) and the Two-stage approach will be compared through simulation 
studies. The influence of the prior information of the parameters, the component 
probability and the separation between components to the two approaches are 
investigated. Furthermore, a real data example is analyzed to see the feasibility 
and efficiency of the two approaches. 
The thesis is therefore organized as follows. Chapter 2 defines the mixtures 
of SEM. The methodology of the Bayesian approach and Two-stage approach 
are presented in Chapter 3 and 4. Chapter 5 and 6 illustrate the results and 
findings of the simulation study and real data, example. Finally a discussion and 
conclusion is given in Chapter 7. 
3 
Chapter 2 
Finite Mixtures of Structural Equation Model 
W e assume each observation is a p x 1 random vector which has following 
distribution 
K 
fiVi) = Y. T^kfiJjJiW, Sfc) (2.1) 
where K is the number of components that is assumed to be fixed and known, tta； is 
the unknown component probabilities such that tti H I-ttk = 1.0, fkiVilfJ'k, Sfc) 
is the multivariate normal density function with unknown mean fik and covariance 
structure E^. 
Structural Equation Model is imposed to the random vector y, given the 
conponent k. The measurement equation of the model in k-th component is 
given by 
Vk = fJ'k + AfcCfc + ek (2.2) 
where fik is the mean vector, A^ is the p x q factor loading matrix, Cfc is the 
random vector of latent factors and e^ is the random vector of error which is 
4 
independent to Cfc and distributed as N[0,屯fc], where 屯& is diagonal. 
Furthermore, Ot is partitioned as (jf[,①? where 1% is the 仍 x 1 vector of 
dependent latent variables and “ is the 仍 x 1 vector of independent latent vari-
ables. They describe the causal relationship between the latent variables through 
the following structural equation 
r]k = Bk7]k + Ffc^fc + 5k (2.3) 
where S^ is a random vector of error that is independent to Cfc, Bk and are 
matrices of coefficients of rjk and “ such that Bq^ = (/ — exists and \Bok 
is independent of Bk. Assume the distribution of “ and 5k be ^k] and 
N[0,屯respectively, where 屯从’ is diagonal. Let 9k be the vector of unknown 
parameters in Ak, Bk, F^, 少狄 and 屯a；. Then the covariance structure of Ca； is 
given by 
BokiTk^kTl + BokTk^k 
Scfc = (2.4) 
and ^k{Ok) = AfcScfcAfc + 少a：. And hence 
Vk 〜 A f c S c f c A ^ f + 屯k). (2.5) 
And all these unknown parameter matrices are assumed to be invariant across 
components. 
To identify the model, several constraints can be imposed on some unknown 
parameters. It can be done by fixing some free parameters at preassigned values 
or imposing some linear and nonlinear constraints among the parameters. Usually 
5 
it is done by assigning one parameter in each column of Ak to be one or fixing 
the diagonal elements in ^ ^ to be one. For the identification of the components, 
it is assumed that /^ n < • • • < where fiki is the first element of the mean 




The difficulty of the estimation of the unknown parameters in mixtures of 
S E M is that the allocation of each observation is unknown. To deal with the 
problem, a latent allocation variable Zi for the z-th observation yi is introduced. 
Assume Zi is independently drawn from the following distribution: 
p{zi = k) = TTfc, for A; = 1,..., K. (3.1) 
Moreover, let Y = (^i,..., y^) be the observed data matrix, X = ((i,..., 
be the matrix of latent vectors, Z = (Zi,…，z^) be the vector of allocation vari-
ables, Qyk be the vector of unknown parameters in Afc and 少^^^ be the vector of 
unknown parameters in B^, 1\’ 少k and ^ sk- Let /i, tt, Gy and be the vectors that 
collect all unknown parameters of /i^ , tt^ , 9yk, O^k in K components respectively, i.e. 
/i = (/ii, •.., = (TTi, •.. ,7rK)，6>y = (fiyi,…讽、and = (6>(i，..., 
and 6 be the collection of all unknown parameters, i.e. 9 = (ji,Ti,dy,6(�. 
Notice that if Z is observed, the component of each yi is identified and the 
7 
mixture model reduces to a multiple group model. Further, if X is also observed, 
the S E M will become the linear simultaneous equation model. Therefore, in 
the Bayesian approach, the observed data matrix Y is augmented with X and 
Z. Hence, the conditional distribution of (没’ X，Z) given Y , p(6>’X，Z|Y), rather 
than the conditional distribution of 9 given Y , p(0\Y), is considered. But since 
p{9, X , Z|Y) involves high dimensional integrals which is difficult to handle, the 
Gibbs sampler (Geman & Geman, 1984) is implemented to generate a sequence 
of observations from p{6, X，Z|Y) to obtain the Bayesian solution of 9. The basic 
algorithm of the Gibbs sampler is described as follow: 
At the r-tli iteration, with current values 6>⑷，X(r) and Z(r), 
Step (1): Generate Z(r+i) from p(Z| Y，没⑷) 
Step (2): Generate X(r+i) from p(X| Y’ 6>«，Z(r+i)) 
Step (3): Generate 0(『+1) from p{e\ Y，X(r+i), Z(r+i)) 
In the first iteration, starting value of 9, i.e.没(。)，is used to start Step (1). 
The iteration continues until the sequence of 6 converges. The details in each 
step are presented as follows: 
Step (1): Generation of Z(r+i) from p(Z\ Y,妒)) 
8 
Since 
p(Z| Y,e) = np(zi| y^e) OC f[p(Zi| 7r)p(yi| 
i = l i = l 
it can be shown that 
( J n\ '^kfkiVil /o o\ 
厂 糊 = / f a l 約 ， (3.2) 
where fk(yi \ Mfc，没fc) is the probability density function Nl/Hk, DfcC^ 'fc)] and /(yi| 0)= 
k^fk(yil/-ik, Sfc). Therefore, simulation of the allocation of the observations 
Z from p{Z\ Y,9) is not complicated. 
Step (2): Generation of X(r+” from p(X| Y，6>«，Z(r+i)) 
As X = (Ci，.. •，Cn) are mutually independent and yi are also independent 
with each given Zi, hence 
n 
p(X| Y , 9, Z) oc p{Y\ X，Z，II, ey)p{X\Z, 9^) = 1 1 P � 而，沒 X G I 之i，没c). 
i=l 
Therefore each Q can be generated separately from: 
p{Ci\ VuZi = k,fi,ey)〜Aq^7fiA【^fiO/i - (3.3) 
where = + Af少厂丄八左.Hence, the latent vectors can be generated easily 
from the normal distribution. 
Step (3): Generation of 6>(r+i) from p{9\ Y，X(r+i)，Z(r+i)) 
9 
The generation of 没(『+1) requires the conditional distribution Y , X , Z) 
which is very complicated, so assumptions of the prior distribution of 9 have to 
be imposed to overcome the problem. First, it is natural to assume that the prior 
distribution of tt is independent with that of 9y, Also, the prior distribution 
of /i can be assumed to be independent with that of 9y, in the covariance 
structures. Further, when X is given, the parameters in Oyk = {A^ ,屯a；} are only 
involved in the measurement equation in (2.2) with the manifest variables and 
that in = {Bk,!^,办k,少are only involved in the structural equation in 
(2.3) with the latent variables. Therefore, the prior distribution of Qy and are 
assumed to be independent. Hence, p(6) — p{7r, = p{7T)p(iJ,)p(9y)p{9^ ) ‘ 
and the joint distributon of {9, Z, X，Y) is given by 
p(化 z,x,Y) = p{e)p{z\ ^ M X , Y | Z,e) 
=P(兀)P(/^)P(~)P(〜)P(Z| 7r)p(Y| X，Z，/iA)p(X| Z，&X3.4) 
So the unknown parameters can be generated one by one from their posterior 
distributions. 
Step (3.1): The generation of the component probability tt 
The prior distribution of tt is taken as the symmetric Dirichlet distribution, 
i.e. TT 〜/^(Qf,..., Q；) where its probability density function is given by 
10 
with r(.) is the G a m m a function and a is the hyperparameter that has to be input. 
Since p{Z\ tt) oc flj^ i 兀 t h e conditional distribution of tt is D(a-i-ni,..., a+rix) 
which is in the form: 
p(7r| .)ocp(7r)p(Z|7r)ocn<'^+^ (3.5) 
fc二 1 
where Uk is the number of i that Zi = k. 
Step(3.2): The generation of jik and 9yk 
； 
Let Y k = [ykjh，...，Vkjin^ ) and Xk = (Cfc，• •.，Ck'') be the submatrices of Y 
and X that all the z-th column with Zi ^  k are deleted and Uk is the number 
of observations that Zi — k. Assume that (/ifc, Oyk, and (Mfc'，没yfc',没Cfc') are 
independent for k • k', hence, 
K 
p("，0y,Y,x,z)oc n p{fj^ k)p{ey,)p{e^ k)p{Y^ \ Xk, fi,,〜；Op(Xk| 〜)•（3.6) 
k=l 
So (/ifc, ^yk, ^ck) can be generated separately for each k. W h e n Z is given, the 
finite mixture problem reduces to a multi-sample problem. If there is no cross 
group constraint, the generation can be done for each sample separately. 
Following the suggestions given by Raiffa and Schlaifer (1961), Lindley and 
Smith (1972), Lee (1981), and Broemeling (1985), the following conjugate prior 
11 
distributions for {jik^ Oyk) are used: 
pOfc)〜TV[鄉，Eo], 〜T[aoj,f3ojl 
p{^ ykj\ i ^ k j ) 〜 力 iJkjHQkj], for j = 1，...，p, (3.7) 
where Kykj is a Vkj x 1 row vector that contains the unknown parameters in the 
j-th row of kk. The scalars ^l^o, otQj and /5oj, the vector Ao^j and the matrices So 
and HQkj are the hyperparameters that have to be given by considering informa-
tion from preliminary analysis or previous experience. It has been shown that 
the choice of the values of the hyperparameters does not alter the parameters' 
estimates much. Further, it is assumed that for j + /，{^kj, Kjkj) and {ijjkf, ^ykf) 
are independent. 
As mentioned in the previous chapter, some free parameters have to be fixed 
for model identification. Here some appropriate elements in A a； are fixed to some 
values. Let Cyk = (ckji) be the index matrix that Ckji 二 0 if Xkji is fixed and 1 if 
Xkji is free and rkj = Yli=i Ckji, i.e. the number of free elements in the j-tli row 
of Akj； Xkj 二（（(》*,... Xtj"^*) be a submatrix of X ^ such that all z-th row with 
Ckji = 0 are deleted and Y石=((y。i,…’ yl^ i^ )^ with 
Q 
Vkjls = Vkjls -阳—Y. ^kjiCk'i'^ - Ckji). 
i=l 
Then it is shown in Appendix A that for j = 1，.. • the conditional distribu-
tions of = ip'^j , Aykj and fik are given by: 




where Vtkj = {H^f^j + XfcjX【力-i, i^kj =�[H命〜kj + ^kj^kj], Pkj = Pok + 
l/2{YljY,j - ulpijUkj 4-^IkjH^^Mj)^ 台k = Ya::产k iVi _ ^kC)/nk with E i : � k 
denotes the summation of all i such that Zi = k. 
Step(3.3): The generation of 如 
Since the distribution of “ only involves 少a：, it is assumed that the prior 
distribution of k认 二 (Bk, r^) and "^ sk are independent with that of 少fc. Let 
Xfc = where Xfc’” and X^；,^  are the siibmatrices of Xf, corresponding 
to rjk and “ respectively, we have 
Xfc) oc p(Xfc| 
Hence, the generation of "^ Sk) and 龟k can be done separately. 
Similar to the procedure proposed by Zhu & Lee (2001), the conjugate prior 
distribution for 少j^i is W[Ro, po,q2], where W[',.,.] is the Wischart distribution. 
It is shown in Appendix A that: 
〜/iy[(X,、€X【’€ + n, + Po.仍], (3.9) 
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where IW[-,•] is the inverted Wischart distribution with the probability density 
function proportional to 
+ …。少一一2+1)6邵卜I,⑷厂I(X、A【’€ + 凡-1)}. 
Similar to ijjkj and Ay^j, the prior distribution of ipskj and K^kj are taken as: 
Pi'^Jkj)〜r[ao5j，Ad, i^Skj)〜•，你fcj丑OCA^， (3.10) 
where j = 1,..., k‘kj is a T\kj x 1 row vector that contains the free parameters 
ill the j-th row of A^^, Ci06j,P06j,-^ 0(:kj and //ocfcj are the hyperparameters that 
those values have to be given. 
Furthermore, it is assumed that for j + [ipskj, \kj) and {ipskf,-^ ckf) and 
let C^o = (c^ fcji) be the index matrix associated with A^^ that samely defined as 
Cyk, y^ lj be the siibiiiatrix of Xa： such that all z-th row corresponding to = 0 
/ I * 
are deleted and Xikj = { C i % ,…， ) with 
i=l 
Then it is shown in Appendix A that 
p(AcA;il Xfc, ipskj)〜N[iyskj, i^ Skj^ Skj] and 
PilSkjl Xfc’々）〜rK/2 + (3.11) 
where 7从。•=幅,^skj =(丑o—clj+ XI。.Xg^)-i，mj = [^ ocl'^ ocfcj + ^Ij^Uj] 
and pskj = Po6j + |(X;5jX;，/^j - lyJkj^Jkj^skj + ^Ickj^o^lj^ockj)-
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Note that the generation of the unknown parameters by the Gibbs sampler 
through (3.5) to (3.11) are all from the familiar and simple distributions. There-
fore the computational burden in the generating procedure is not heavy. 
After putting the initial values and the values of hyperparameters for the un-
known parameters, the Gibbs sampler can be started to iterate through Step (1) to 
Step (3) to generate a sequence of estimates of the unknown parametes. According 
to Geman and Geman (1984), after a sufficiently large number of iterations J, as 
called the burn-in phase, the joint distribution of (没(乃，X(乃，Z(乃）converges at an 
exponential rate to the posterior distribution [9, X , Z| Y]. Therefore, [6, X，Z| Y 
can be approximated by the empirical distribution of {(i9⑷，X⑷，Z⑴）：t = 
J + 1,..., J + T } where T is sufficiently large. Hence, the joint Bayesian estimates 
of 6, allocation variables in Z and the latent factors X can be obtained through the 
sample means of the generated sequence of {(6>⑴，X⑷，Z⑷)：t = J+1,..., J + T } 
as: 
“ 為 、 t � , ⑴， ± = (3.12) 
�t=l 丄 t=l i 
At the same time, the consistent estimates of the covariance matrices Var{6\ Y ) 
and Var{C\ Y ) can be obtained by: 
Var(》| = (於)-句(沪)- e f ^ 
VariCl Y ) 二 E (C明—C〜)(C明—（A”『，i = 1’ • • •，n. (3.13) 




Another type of method for analying mixtures of S E M is a two-stage ap-
proach that first classifying the observations into components a priori without 
\ considering the structural model and then estimating the unknown parameters 
by the standard multi-group structural equation methodology. (Joreskog, 1971, 
& Sorbom, 1974). Researchers used different kinds of method to form observa-
tions into groups where cluster analysis (for example K-means cluster) is the most 
frequently used method. It can be easily seen that such approach is comprehen-
sive as the mixture problem reduces to a simple multi-group problem after the 
allocation of the observations is identified. Also, it only composes of the familiar 
cluster analysis and multi-group structural equation analysis. Furthermore, this 
approach is relatively simple and less time-consuming due to the huge availibity 
of the softwares for cluster analysis such as SAS, SPSS, etc and for multi-group 
structural equation analysis like LISREL VIII (Joreskog & Sorbom, 1996) and 
E Q S (Rentier, 1992). 
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But from the literature, researchers criticized that such approach is statisti-
cally inefficient and infeasible for large models. (Jedidi, Jagpal & DeSarbo, 1997) 
Some researchers argued that such kind of method is problematic since the clus-
tering method has no statistical model to support. (Aitkin, Anderson and Hiiide， 
1981) Also, according to Jedidi, Jagpal and DeSarbo (1997), the classification 
and parameters' estimates obtained are poor when the components are not well-
separated. 
W e argue that the unsatisfactory of the results is due to the poor classification 
of the observations. So in this thesis, Bayesian classification instead of cluster 
analysis is proposed to assign observations into groups. W e are interested to see 
if this proposed method provides good classification to the mixtures that are not 
well-separated. In this approach, we simply assume that the observations are 
from a general multivariate normal distribution, i.e. MVN{iJ,k, S^). Notice that 
there is no specific covariance structure of The observations are first classified 
into groups without considering the structural model and then multi-group struc-
tural equation analysis is used to estimate the unknown structural parameters in 
the classified groups. 
The procedures of the Two-stage approach are then presented as follows: 
17 
Step (1): Bayesian Classification 
In this stage, the observations are considered to come from a general MVN 
{ilk, ^ k)- Gibbs sampler is implemented to generate a sequence of observartions 
from the posterior distribution p{7r,/i, E| Y ) to estimate the component proba-
bility TTk, the mean vector jUk, the covariance structure and the allocation of 
each yi. 
Step (2): Multi-group Estimation 
After the allocations of each observation are identified, the raw data of the 
classified groups are input to the LISREL VIII program (Joreskog & Sorbom, 
1996) to obtain the maximum likelihood estimates of the structural parameters 
(Afc,屯k, Bk, Ffc, "^ sk and 少t) by a multi-group approach. 
The details of the two steps are given below: 
Step (1): Bayesian Classification 
Gibbs sampler is again implemented to draw observations from p(7r, E| Y). 
Note that as the observations are only assumed to be from MVN(fik, ^a：), no 
structural parameter is involved in the Gibbs sampling and hence it is simpler and 
the computational burden is reduced. Similar to the Gibbs sampling procedure in 
the Bayesian approach, a latent allocation variable Z — (zi,..., Zn) is introduced 
18 
to augment with the observed data Y where Zi is independently drawn from 
p{zi == k) == TTk, A: = 1,…，K (4.1) 
The Gibbs sampler is described as follows: 
At the (r + l)-th iteration with current (7rW，//M，S(—) 
Step (1.1): Generate Z(r+i) from p{Z\ Y，tt^ ，#(”)，SW) 
Step (1.2): Generate (兀(厂+1)，/^(『+1)，S(r+i)) from p(7r⑷，//⑷，S⑷| Y，Z(r+i)) 
Step (1.1): Generation of Z(r+i) 
t \ 
Similar to the generation of Z in the Bayesian approach, p(Z\ Y,7r, E) is 
given by 
Pi^i =圳 Ui, h S, tt) = ^ ^ (4.2) 
where 九(认| /ijt, ^ k)〜A^[Mfc，^k.. 
Step (1.2): Generation of (7r(r+i)，^ (^『+1), E(r+i)) 
Let the prior distributions of tt,风 and Sa； are taken as: 
TT 〜D(a,...，a)， Hk 〜A^ ("ofc， o^fc), ^k 〜/W^ (i?ofc，pQk)- (4.3) 
where a, /ioA：? ^ ofc? Rqu-, Pok are hyperparameters. Again let Y ^ be the submatrix 
of Y such that all the z-th columns with Zi = k are deleted. It can be shown that 
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the conditional distributions of tt, /i^  and E^ are: 
p(7r| Z)〜D{a + ni，…’ a + uk), 
pOifcl Y , Ek)〜Ninkirik^k'Bk + n仏iok), 
P{^k\ Y,fj,k)〜/W^ [i4，A)fc + nfc]. (4.4) 
where ft, = {n^ ,} Rk 二 + R⑵-、Bf^ = n r ' {Vi _ Mfc) 
and rik is the number of observations such that Zi = k. Note that the generation 
of the parameters are all from the familiar distributions, so the computational 
burden is light. 
After giving the initial values of tt, /ijt, S^；, the Gibbs sampler can be started 
to generate a sequence of observations of the parameters from the conditional 
distributions. After the generated sequence converges in the burn-in phase, T 
observations are collected. The estimates of 7r’",fc,Sjt are obtained via the mean 
and the classification of each observation yi is determined as the component that 
has the maximum ratio to be classified in the T iterations. Eqiiivalently, 
t=\ t=i 
T 
Zi = arg maxk^I{zi = k)/T. (4.5) 
t=i 
Step (2): Multi-group Estimation 
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After the observations are classified into K components, the raw data of the 
classified groups are submitted to the LISREL VIII program (Joreskog & Sorbom, 
1996) to obtain the Maximum Likelihood estimates of the structural parameters 
(Afc, Bk, Tk, by multi-group approach. The M L estimates minimizes 
that following objective function 
• = E 對卯Pfc⑷II 贴 - l 0 9 \ \ S , \ \ - ( p + q ) ] . 
k=l 
(Joreskog & Sorbom, 1989) where is the covariance of the observed variables 
in the k-tli component specified by the model and Sk is the sample covariance 
matrix of the observed variables, for the k-tli submitted group. 
Note that if there is no constraint of parameters across components, each 
classified components can be input to the LISREL program separately without 
： • 




The aims of the simulation study are to: 
1. Compare the performances of the two proposed approaches 
2. Investigate the influence of the prior information to the performances of the 
two approaches 
3. Investigate the influence of the component probability to the performances 
of the two approaches 
4. Compare the performances of the two approaches when the components are 
not well-separated 
5.1 Performance of the Two Approaches 
Two data sets with sample size 300 each are generated from two LISREL 
models with six manifest variables which are related to three latent variables rjk = 
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("fci’ 胸)，and for k = 1,2. The true values of the elements in Ai,A2，Bi，B2 
are taken as: 
1.0 0.8* 0.0 0.0 0.0 0.0 
A'[ = A^= 0.0 0.0 1.0 0.8* 0.0 0.0 ， 
0.0 0.0 0.0 0.0 1.0 0.8* 
0.0 0.0 1 [ 0.0 0.0 
Bi = ,B2= • 
0.5* 0.0 J -0.5* 0.0 
The one's and zero's are fixed and the parameters with asterisks are free. The true 
population values are:少！ 二 $2 = (1.0), Fi = [0.5，0.5严，厂2 = [0.5, _0.5]了,也i = 
i)2i 二 0.64 for i = 1,..., 6, ipsij =如 2 j = 0.8 for j = I and 2, tti = 7r2 — 0.5, Hi = 
0.0 X J6,/i2 = 2.0 X Jg, where Jq is a. 6 x 1 column vector with all elements equal 
to 1. 
One hundred independent datasets are simulated separately from each of the 
two components. The observations from component 1 are merged with those 
from component 2 to from a dataset with 600 observations. So the number of 
replications is 100. To obtain fair comparison of the two approaches, same 100 
datasets are analyzed by the two approaches to produce estimates. 
For the Bayesian approach, hyperparameters in the conjugate prior distribu-
tions are set as follows: for /c = 1 and 2，{Aq^ j, ^ ockj} are fixed at true values, 
Hokj = Hockj = I, a = l,Ro = [5.0],p 二 8, aoj = aosi = 10,Poj = posi = 8 for 
= 1，...，6 and z = 1,2, /io = y,T.o = Sy/2, where y and Sy are the sample mean 
and the sample covariance matrix of the simulated data. 
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The starting values for the free parameters in the Bayesian approach are given 
by： TTi =兀2 = 0.5, = <l>2 = (1.0)，"1 = 0.0 X J6,/X2 = 1.0 X = i>2i = 1.0 
for f = 1，...，6, ilJsij = iJ82j 二 1.0 for j = 1 and 2, 二『2 = 0.0 x J2, Bi = B2 == 
1.0 X I2, and Auj = kiij = 0.0 for the unknown parameters in Ai and A2. 
O n the other hand, for the Two-stage approach, the hyperparameters are 
given as: a = I ,"。= Qqa； = S'y/2,R^k = 3.0 x h.pQk = 20 for /c = 1,2. 
The starting values of the parameters are tti — 7:2 = 0.5, fii = 0.0 x Je, = 
1.0 X Je and Ei = E2 = 1%. For completeness, a listing of the LISREL inputs 
for obtaining structural parameters' estimates for each classified group after the 
Bayesian classification is presented in Appendix C. 
In each of the 100 replications in both approaches, first 500 iterations are 
taken as the biirn-iii phase. Then a sequence of 3000 observations are collected 
for producing estimates. 
Based on the 100 replications, the following measures are calculated to reveal 
the performance of the two approaches: 
• The mean of the 100 estimates (Estimate) obtained in the 100 replications 
• The standard deviation (SD) of the 100 estimates 
• The mean of the 100 standard errors estimates (SE) 
• The root mean squares (RMS) between the estimates, §“ and the true 
values, Q, i.e. 
V 100 
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• The ratio of misspecfication, i.e. the ratio of observations that are more 
than 1500 times inisspecified to another component in the 3000 iterations 
after the burn-in phase 
• The separation between the components (Yung, 1994) 
du = max [(/ii — 〜 ; — /i2)]i" 
Yung (1994) stated that his estimation methods work well for values of dij > 3.8. 
Results of the simulation are reported in Table 1. The sum of the R M S of 
each unknown parameters and the ratio of misspecification are presented in the 
last rows. The number in parathesis under the ratio of misspecification is its 
standard deviation. It can be observed that 
(i) Most parameters' SD, SE and R M S estimates from the Bayesian approach 
is smaller than those from the Two-stage approach. 
(ii) The ratio of misspecification of the two approaches are small and close 
together. It indicates that both methods work well in the classification of 
observations. 
(iii) The separation in this study is 4.1284 > 3.8. The two approaches work as 
well as the methods used by Yung (1994). 
(iv) Both approaches can produce reasonably close and precise estimates. But 
Bayesian approach produces estimates with smaller standard errors. 
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Using a S U N High-Performaiice Computing Server 4500, the computing for 
100 replications in Bayesian approach is about 400 minutes, while that for the 
Bayesian classification in Two-stage approach is about 300 minutes. As the mul-
tiple estimation in LISREL takes little time, so it can be seen that the computa-
tional effort for the Two-stage approach is lighter than the Bayesian approach. 
5.2 Influence of Prior Information to the Two 
Approaches 
First the influence of prior information to the Bayesian approach is investigated. 
In this study, some of liyperparaineters are changed in each of the 6 cases while 
other liyperparaineters and conditions (e.g. number of iterations, starting values) 
are kept to be the same as in section (5.1). The following 6 cases are considered 
to see if the results deviate from that in section (5.1) and hence to have a bet-
ter understanding about the influence of such hyperparameters to the estimation: 
Case (i): Aq^j, HOKJ, Mo, So, Rq, Aocfcj,丑ocfcj are all doubled as that in section (5.1) 
Case (ii): Aq^j, Hokj, l^o, So, Ro, Ao^^j, i^ ocfcj are all halved as that in section (5.1) 
Case (iii): a = 2 
Case (iv): qqa： = aosk = 20 and jdok = Po6k = 8 
Case (v): aok 二 o^ osk 二 10 and A)fc = Po5k = 4 
Case (vi): aok = aosk = 6 and pok = Posk 二 8 
26 
for j = 1，…，6, and k = 1,2. 
The simulation results are presented from Table 2 to Table 4. It can be seen 
that for most parameters, their estimates, SE, SD, R M S and E R M S do not alter 
much. The values of S R M S in the 6 cases from the Bayesian approach are all 
similar to that of the Bayesian approach in section (5.1). It shows that the choice 
of prior information does not have much influence to the estimation in Bayesian 
approach. 
For the Two-stage approach, some of the hyperparameters are changed as 
follows: 
Vj — mirij maxj — Tij ^ 八 
“ mj = ^ / i 0 2 i = forj = l，...，6 
^ok = y for k - 1,2. 
where yj, mirij and maxj are the sample mean, minimum and maximum of the 
j-th manifest variable in the dataset respectively. Since mirij and maxj may 
deviate much from the true value of the mean vector, jii and /i2, iMnj and /io2j 
may deviate more than yj from /ii and ii2-
The simulation results are presented in Table 5. Once again, the estimates 
of parameters, SE, SD, R M S , and T.RMS do not change significantly. Hence, 
similar to the Bayesian approach, the choice of prior information does not have 
much influence to the Two-stage approach. 
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5.3 Influence of the Component Probability to 
the Two Approaches 
In the setting in section (5.1), the sample size and hence the component 
probabilities of the two components are the same. In this session, we are interested 
to see the performance of the two approaches when the component probabilities of 
the components are unequal. So, in this simulation study, we regenerate another 
100 datasets with tti 二 0.7 and 7r2 = 0.3 instead of tti =兀2 = 0.5, while the true 
values of other parameters are the same as in section (5.1). 
Ill this session, sample size is doubled to N = 1200. It avoids that too few 
observations in component 2, which may lead to inconsisent estimates of parame-
ters obtained in LISREL. Therefore, in this session, rii = 840 and n] = 360 while 
all other settings (number of iterations, prior information and starting values) 
are kept to be the same as in section (5.1). 
The simulation results are in Table 6. Results are as expected in the sense 
that as the sample size increases, two approaches give estimates with less bias 
and smaller standard error estimates. As more observations are from component 
1 than component 2，the estimates of the parameters in component 1 is more 
precise with smaller standard errors. 
Also, the ratio of misspecification of the two approaches do not change much. 
It shows that the sample size and component probability does not affect the ratio 
of misspecification. It coincides with our expectation. 
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The results from both approaches are still satisfactory as the SD, SE and R M S 
estimates of the parameters are still small. The component probability seems to 
have little influence to the estimation of the two approaches. 
5.4 Performance of the Two Approaches when 
the Components are not well-separated 
III this session, another 100 datasets are generated with /i! = 0.0 x Jg and 
"2 = 1.5 X Jg and keeping other parameters the same as in section (5.1). The 
separation between the 2 components is reduced from 4.1284 to 3.0963, it is less 
than 3.8, the proposed distance in (Yung, 1994). Similar to the previous studies, 
the setting of the liyperparameters, starting values and number of iterations are 
kept to be the same as in section (5.1). 
Results are presented in Table 7. For the Bayesian approach, the result is 
still satisfactory. Although the percentage of misspecfication increases to 12.7%, 
it is natural and acceptable as the components are now hardly distinguishable. 
When comparing the results to that from the Bayesian approach in section (5.1), 
it can be seen that the results are similar except that the estimates of SD, SE and 
R M S of some parameters increase slightly. Therefore, it can be concluded that 
the Bayesian approach works well when the components are not well-separated. 
On the other hand, the result obtained by the Two-stage approach, in overall 
speaking, is still acceptable although the estimates of some unknown parameters 
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perform less accurate and their SD and RMS estimates increase. 
To conclude, the performances of the Bayesian approach and the Two-stage 
Approach are both satisfactory. But the Bayesian approach is comparatively bet-
ter. O n the other hand, Bayesian classification also works well in the classification 
of observations into components as the Two-stage approach provides estimates 
with acceptable errors. It seems to be better than the K-means cluster for clas-
sicicatioii. Two-stage approach provides a comprehensive way in estimation of 




A Real Data Analysis 
A portion of the ICPSR data collected in the project W O R L D V A L U E S 
S U R V E Y 1981-1984 A N D 1990-1993 (World Value Study Group, ICPSR Version) 
is analyzed to see the feasibility and efficiency of the two approaches. The whole 
data was collected in 45 societies on broad topics such as work, the meaning 
and purpose of life, family life and contemporary social issues. In this real data 
analysis, only the data obtained from West Germany is used. Eight manifest 
variables, (with corresponding question numbers 116, 117, 180, 132，96, 255, 
254 and 252) which related with respondents' job and homelife is chosen and 
denoted by y =('仍’...，ys)^  . The questions corresponding to these variables are 
presented in Appendix B. After deleting cases with missing values, the sample 
size is 1054. These variables are measured in a 10 points scale and hence are 
treated as continuous. 
Prom the questions associated with the manifest variables, we considered a 
measurement model with three latent variables: "job satisfaction, rj\ "homelife, 
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and "job attitude, 2^"- The specifications on the parameter matrices of each 
component are: B = 0，r = (711’ 712),少 5 =喻 = diag{ijji,...,论 8)， 
/ \ 
1.0 A21 0 0 0 0 0 0 ( \ 
iT 1 hi 012 
A = 0 0 1.0 A42 A52 0 0 0 . 
V 021 022 / 
、 0 0 • 0 0 1.0 A73 A83 y 
The zero's in 入 and the off diagonal elements in 少 are fixed. The one's in A are 
fixed for model identification. 
Zhu and Lee (2001) analyzed the dataset with a mixture LISREL model with 
two components. But according to Lee and Song (2002)，a three-component 
model in more suitable. In this thesis, both two-component and three-component 
model are fitted by using both Bayesian and Two-stage approaches. 
For the Bayesian approach, the following hyperparameters are used: a = 
l，/io = y, So = Sy/2,pQ = 5,Ro^ = 5/2, aoA： = Pok = Oiosk = Posk = 6 for all A:, 
Hokj = Ho^kj = ^okj = Aofcj, Aocitj = Aocfcj for the free parameters in A^j and 
A^kj J where Ao^j and 入ocfcj are obtained from the Bayesian estimates that used 
Hokj = Ho《kj = 5/ and Aokj 二 Aocfcj = 0. 
The starting values for the free parameters in Bayesian approach are: tti = 
兀2 = 0.5,^1 二 0.0 X J8,^2 = 10.0 X Jg for a 2-component model; tti 二 兀2 = 
TTa 二 0.333，fii = 0.0 x Jg, 112 = 5.0 x Js, jus = 10.0 x Jg for a 3-component model, 
A/cij = 0.0 for the unknown parameters in all components, = (1.0,1.0), ^ ^ = 
I2, ipsk = 1.0, ipki = 1.0 for all k and i = 1，...，8. 
For the Two-stage approach, the values for the hyperparameters in the Bayesian 
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classification are taken as: a = l,yWofc = P, ^ ok = Sy/2, Rok 二 3 and pofc = 10 
for all k. And the starting values of the unknown parameters are taken as: 
兀1 =兀2 = 0.5,/ii = 0.0 X J8,/i2 二 10.0 X Jg for a 2-component model; m =兀2 = 
TTs = 0.333, 111 = 0.0 X Js, //2 = 5.0 x Jg, fis = 10.0 x J^ for a 3-component model, 
and = h for all k. The LISREL program for a classified group obtained after 
the Bayesian classification in this example is presented in Appendix D. 
To see the rate of convergence of the generated observations from the two 
approaches, the generated sequences of some parameters in the Bayesian and the 
Two-stage approaches are presented in Figure 1 and Figure 2. It can be observed 
from all plots that the generated sequences of the selected parameters converge 
quickly within 200 iterations. But to be safe in the estimation of the unknown 
parameters, in both Bayesian and Two-stage approaches, the first 1000 iterations 
are taken as the burn-in phase and then 1000 observations are drawn for obtaining 
the estimates of the unknown parameters and/or identification of component for 
each observation. 
The estimates for the 2-component model using the Bayesian and Two-stage 
approaches are presented in Table 8. For the 3-component model, results from 
the Bayesian and Two-stage approaches are presented in Table 9. Prom the 
results for the 2-coinponeiit model obtained form both approaches, we can see 
that the results for the two components are quite different as the mean estimates 
of (2/1,…，Vb) in component 1 are larger than that in component 2. For (?/6, 你)， 
the reverse is true. Also, most estimates of the parameters obtained from the 
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Bayesian and Two-stage approaches are similar. 
The results obtained from analysis of the 3-component model show that there 
are clearly three components in the dataset. The mean estimates of (yi,…,y^) 
of coinponet 1 are close to those in component 3 but quite different from those in 
component 2. But for (抓 yj, ys), the mean estimates of component 2 are close to 
those in component 3 but different to those in component 1. Furthermore, most 
estimates of the parameters obtained from the two approaches are similar. From 
the Bayesian estimates, we obtained the separations between the 3 components 
which are equal to du = 3.4209, c/13 二 3.1548，而3 = 2.1589. It indicates that 
both approaches can work well when the components are not well-separated. It 
can be concluded that both approaches are feasible and can work efficiently for 
estimation of mixtures of S E M . 
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Chapter 7 
Conclusion and Discussion 
Finite mixture of S E M is an extensively applicable model for a wide range 
of disciplines (for example, Psychology, Sociology, Marketing, Economics, etc). 
Although the M L estimation is the main stream for the estimation of mixtures 
of S E M , Bayesian analysis of mixtures of S E M has received a lot of attention 
recently. 
Ill this thesis, the Bayesian and Two-stage approaches are developed and com-
pared for analysis of the finite mixtures of structural equation model. Through 
the simulation study and the real data example, it is concluded that both ap-
proaches are feasible to obtain consistent estimates of the unknown parameters in 
the proposed model. Both approaches perform well for different choice of prior, 
unequal component probability and not well-separated components. 
Comparing the performance of the two approaches, it can be seen that the 
Bayesian approach gives comparatively precise estimates with smaller standard 
errors. Although the estimates from the Two-stage approach is comparatively 
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less precise and with larger (but still acceptable) standard error estimates, this 
approach provides an alternative to Bayesian approach with the advantage that 
this approach takes lighter computational effort. Also, we can conclude that the 
Bayesian classification is feasible for the allocation of observations even when the 
components are not well-separated. 
But it should be reminded that large sample size is required for the application 
of the Two-stage approach. If there are few observations in a certain classified 
group after the Bayesian classification, the sample covariance matrix of that group 
may be non-positive definite and the estimates of the structural parameters could 
not be obtained. 
For bevity, we do not assume models to component means and impose con-
straints on the iiiikiiowii parameters across components in the model. Actually, 
the methodology discussed in this thesis can be extended and generalized by some 
modifications in defining the prior distributions and in deriving the conditional 
distributions. 
For this mixture model, there are still many open areas for future research. 
For example, this model can be extended to some more complicated models such 
as mixture of nonlinear S E M or mixture of S E M with means depend on fixed 
covariates. Furthermore, analysis of mixture of S E M with missing values is also 
meaningful and useful. 
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Appendix A: Derivation of the Conditional Distribution 
From (2.2) and (2.4), it can be seen that 
p(0l yuZi = K^Aj) oc exp {—|[cf(s〔i + — Kl^l'^k^Vi 一 f^k)]}, 
which is N { n : ’ : 、 i — (了 1]. 
Prom the likelihood function of Y。，we have 
pOfcl .) oc exp {-^[(//fc - - Aio) 
+ ^ [vi - Ilk - - ^k - AfcCi)]} 
- e x p { — ( S � - i + nfc少i^i)风-2a4\SoVo + 
which is a normal distribution as in (3.8). Moreover, the exponential term in 
YfcI fife, Afc,免k, Xfc) can be expressed as 
E iVi — 叫 - ^ k C i f ^ k ' i V i 一 Mfc - AfcO) 
二 i二 k 
= 染 广 " 『 A 狱 
Zi=k 
j—X 二£—A/ 
= t ^ ^ l [ e - E + 计(w『幻 E c r C ) 
j=l Zi=k Zi=k \ Zi—k / 
P ^ T -
==功厂/ — 2Ayf^jXkjYkj + Ayf^jXkjXf^jAykj • 
j=i 
Hence, it follows that 
j=i 
cx n 〜•邓 { - \ � A X y k j — �f 泰 y k j — � ) }. 
j=i 丄 J 
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Therefore, {Aykj, jkj) are in normal-gamma distribution (Broemeling, 1985). 
From the prior distribution of 少 a n d the distribution of Xfc’《，it can be 
shown that 
Thus, p{^k\ is distributed as + rik+po, g2]. Similarly, 
the conditional distribution for (ipskj, \kj) can be shown as in (3.11). 
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Appendix B: Manifest Variablesin the ICPSR Example 
The number of the variable corresponding to the original dataset is given in 
parathesis at the end of each statement. 
？/i： Overall, how satisifed or dissatified are you with your job? (VI16) 
？/2： How free are you to make decisions in your job? (VI17) 
"3: Overall, how satisfied are you with your home life? (V180) 
2/4： How satisfied are you with the financial situation of your household? (V132) 
y5: All things considered, how satisifed are you with your life as a whole in these 
days? (V96) 
2/6： In the long run, hard work usually bring a better life. (V255) 
ijj'- Competition is good. It stimulates people to work hard and develoop new 
ideas. (V254) 
2/8： Individual should take more responsibility for providing for themselves. (V252) 
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Appendix C: A Sample LISREL Program for a Classified Group in 
the Simulation Study 
Simulation study 
D A NI二6 NO-300 
L A 
Y1 Y2 Y3 Y4 XI X2 
R A FI=DAT11.TXT 





V A 1 LY 1 1 LY 3 2 LX 1 1 
F R LY 2 1 LY 4 2 L X 2 1 
〇U SE T V ND二6 
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Appendix D: A Sample LISREL Program for a Classified Group for 
the ICPSR Example 
ICPSR data example 
D A NI=8 NO二345 
L A 
Y1 Y2 Y3 Y4 Y5 Y6 Y7 Y8 
R A FI=group3.txt 





V A 1 LY 1 1 LX 1 1 L X 4 2 i 
F R LY 2 1 L X 2 1 L X 3 1 LX 5 2 L X 6 2 
O U SE T V N D = 6 
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Table 1: Simulation Results of the Bayesian and Two-stage Approaches 
Bayesian Estimates Two-stage Estimates 
Parameter Estimate SE SD RMS Estimate SE SD RMS 
TTi = 0.5 0.492 0.032~0.027 0.028 0.505 0.034~0.037 0.038 
772 = 0.5 0.508 0.032 0.027 0.028 0.495 0.034 0.037 0.038 
>^1 = 1.0 1.030 0.183 0.158 0.160 0.929 0.188 0.274 0.282 
>^2 = 1.0 1.039 0.157 0.13 0.135 0.966 0.162 0.180 0.182 
叫1 = 0.0 0.036 0.105 0.104 0.110 0.028 0.109 0.127 0.130 
= 0.0 -0.025 0.095 0.107 0.110 0.017 0.099 0.124 0.125 
/zi3 = 0.0 0.041 0.130 0.130 0.135 0.027 0.138 0.160 0.161 
/iii4 = 0.0 0.038 0.115 0.122 0.127 0.025 0.121 0.146 0.148 
/X15 = 0.0 0.017 0.103 0.111 0.112 0.015 0.110 0.131 0.132 
Aii6 = 0.0 0.025 0.094 0.093 0.096 0.022 0.099 0.114 0.115 
H2i = 2.0 1.994 0.087 0.078 0.078 1.992 0.088 0.083 0.083 
H22 = 2.0 1.989 0.080 0.080 0.081 1.987 0.082 0.088 0.088 
M23 = 2.0 1.995 0.094 0.083 0.082 1.995 0.092 0.083 0.083 
IxoA = 2.0 1.999 0.081 0.077 0.076 2.000 0.081 0.079 0.079 
/i25 = 2.0 2.003 0.087 0.081 0.081 1.994 0.087 0.089 0.088 
时 Q = 2.0 2.001 0.080 0.075 0.074 1.995 0.081 0.084 0.084 
如 11 = 0.8 0.762 0.125 0.108 0.114 0.803 0.173 0.227 0.226 
= 0.771 0.128 0.086 0.091 0.777 0.159 0.180 0.180 
•>p62i = 0.8 0.781 0.124 0.086 0.088 0.799 0.146 0.150 0.149 
你22 = 0.8 0.787 0.136 0.107 0.107 0.673 0.129 0.188 0.226 
V；!! = 0.64 0.685 0.102 0.069 0.082 0.584 0.156 0.175 0.183 
^12 = 0.64 0.643 0.082 0.068 0.068 0.646 0.097 0.115 0.115 
^13 = 0.64 0.669 0.105 0.065 0.071 0.589 0.151 0.157 0.164 
|/；14 = 0.64 0.648 0.083 0.067 0.067 0.640 0.097 0.119 0.118 
i/ i^s = 0.64 0.689 0.103 0.076 0.090 0.581 0.157 0.200 0.207 
•016 = 0.64 0.646 0.081 0.065 0.065 0.642 0.100 0.117 0.116 
•021 = 0.64 0.671 0.103 0.077 0.083 0.627 0.125 0.147 0.146 
T/>;22 二 0.64 0.659 0.085 0.069 0.071 0.635 0.088 0.101 0.101 
V>23 = 0.64 0.643 0.109 0.075 0.080 0.654 0.124 0.161 0.161 
•024 = 0.64 0.652 0.088 0.067 0.067 0.599 0.088 0.118 0.125 
功 25 = 0.64 0.696 0.106 0.080 0.097 0.655 0.122 0.149 0.149 
ip26 = 0.64 0.652 0.084 0.064 0.065 0.616 0.088 0.100 0.103 
Ai2i = 0.8 0.830 0.099 0.079 0.084 0.768 0.124 0.163 0.165 
AI42 = 0.8 0.809 0.074 0.058 0.058 0.768 0.092 0.125 0.128 
Ai63 = 0.8 0.847 0.108 0.083 0.095 0.787 0.133 0.185 0.184 
A221 = 0.8 0.810 0.088 0.076 0.076 0.798 0.099 0.104 0.104 
入242 = 0.8 0.808 0.068 0.066 0.066 0.818 0.073 0.098 0.100 
A263 = 0.8 0.836 0.097 0.069 0.077 0.826 0.105 0.101 0.103 
Si2i = 0.5 0.532 0.125 0.116 0.119 0.477 0.117 0.131 0.132 
r i u = 0 . 5 0.534 0.110 0.114 0.118 0.421 0.098 0.156 0.174 
r i2 i = 0.5 0.530 0.132 0.126 0.129 0.479 0.120 0.152 0.152 
B221 = -0.5 -0.505 0.126 0.119 0.119 -0.531 0.107 0.140 0.142 
r2i i = 0.5 0.525 0.100 0.086 0.089 0.489 0.091 0.100 0.100 
r22i = -0.5 -0.516 0.135 0.142 0.143 -0.546 0.111 0.166 0.171 
— S RMS _ 3.992 5.979 
Ratio of misspecification 0.068 0.071 
(0.012) (0.015) 
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Table 2: Simulation Results for Different Prior of Bayesian Approach: Case i ii 
Case (i) Case (ii) 
Parameter Estimate SE SD RMS Estimate SE SD RMS 
TTi = 0.5 0.523 0 .0340 .028 0.036 0.499 0 . 0320 .025 0.025 
tv2 = 0.5 0.477 0.034 0.028 0.036 0.501 0.032 0.025 0.025 
巾 1 = 1.0 1.081 0.188 0.154 0.174 0.934 0.182 0.156 0.168 
$2 = 1.0 1.024 0.161 0.124 0.126 0.947 0.156 0.133 0.143 
m i = 0.0 0.084 0.108 0.109 0.137 0.013 0.104 0.100 0.101 
/X12 = 0.0 0.075 0.100 0.115 0.137 0.000 0.093 0.102 0.101 
fxi3 = 0.0 0.109 0.135 0.135 0.173 0.006 0.129 0.125 0.124 
/xi4 = 0.0 0.100 0.121 0.127 0.161 0.007 0.114 0.116 0.116 
Aii5 = 0.0 0.074 0.108 0.119 0.140 -0.010 0.102 0.107 0.106 
^16 = 0.0 0.076 0.098 0.098 0.124 0.001 0.093 0.089 0.089 
^21 = 2.0 2.014 0.090 0.080 0.081 1.985 0.087 0.076 0.077 
H22 = 2.0 2.006 0.082 0.082 0.082 1.981 0.079 0.080 0.082 
fi23 = 2.0 1.993 0.097 0.086 0.085 1.994 0.092 0.082 0.082 
陶 = 2 . 0 2.003 0.084 0.078 0.078 1.995 0.080 0.076 0.075 
/i25 = 2.0 2.013 0.089 0.082 0.083 1.996 0.085 0.080 0.080 
^26 = 2.0 2.019 0.082 0.076 0.078 1.993 0.079 0.075 0.075 
JPsu = 0.8 0.745 0.124 0.107 0.120 0.780 0.127 0.109 0.110 
= 0.8 0.774 0.127 0.090 0.093 0.781 0.129 0.088 0.089 
= 0.8 0.765 0.125 0.087 0.094 0.796 0.124 0,086 0.086 
V'522 = 0.8 0.762 0.135 0.101 0.108 0.813 0.137 0.110 0.110 
•011 = 0.64 0.701 0.102 0.071 0.093 0.670 0.102 0.067 0.073 
ipi2 = 0.64 0.633 0.083 0.068 0.068 0.657 0.081 0.066 0.068 
t/>13 = 0.64 0.672 0.105 0.065 0.073 0.660 0.105 0.064 0.067 
rpi4 = 0.64 0.643 0.083 0.067 0.067 0.657 0.083 0.066 0.068 
V'ls = 0.64 0.675 0.101 0.073 0.081 0.684 0.103 0.074 0.086 
i/'i6 = 0.64 0.645 0.081 0.065 0.065 0.655 0.081 0.063 0.065 
>^21 = 0.64 0.683 0.105 0.081 0.091 0.660 0.102 0.075 0.077 
•4)22 = 0.64 0.655 0.087 0.070 0.072 0.670 0,083 0.067 0.073 
T/>23 = 0.64 0.673 0.110 0.077 0.083 0.663 0.108 0.073 0.076 
功24 = 0.64 0.647 0.089 0.068 0.068 0.66 1 0.087 0.065 0.067 
xl)2b = 0.64 0.682 0.107 0.077 0.088 0.696 0.105 0.080 0.097 
^26 二 0.64 0.650 0.085 0.066 0.067 0.658 0.083 0.063 0.065 
Ai2i = 0.8 0.862 0.101 0.082 0.102 0.802 0.095 0.075 0.074 
A142 = 0.8 0.818 0.073 0.058 0.061 0.798 0.074 0.057 0.056 
Ai63 = 0.8 0.834 0.100 0.078 0.085 0.835 0.108 0.080 0.087 
A221 = 0.8 0.826 0.093 0.080 0.084 0.793 0.085 0.071 0.071 
A242 = 0.8 0.811 0.068 0.067 0.068 0.802 0.067 0.065 0.064 
A263 = 0.8 0.818 0.094 0.069 0.071 0.831 0.095 0.068 0.075 
B121 = 0.5 0.552 0.127 0.122 0.132 0.517 0.121 0.110 0.111 
T i n = 0.5 0.538 0.105 0.110 0.116 0.524 0.111 0.114 0.116 
r i2 i = 0.5 0.521 0.127 0.122 0.123 0.527 0.131 0.124 0.126 
B221 = 一0.5 -0.542 0.132 0.126 0.132 -0.484 0.121 0.115 0.116 
r2 i i = 0.5 0.510 0.098 0.086 0.086 0.529 0.099 0.084 0.088 
r22l = -0.5 -0.504 0.133 0.142 0.142 -0.513 0.133 0.139 0.138 
— SUMS 4.256 “ 3.872 
Ratio of Misspecification 0.068 ‘ 0.067 
(0.012) (0.010) 
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Table 2: Simulation Results for Different Prior of Bayesian Approach: Case i ii 
Case (iii) Case (iv) 
Parameter Estimate SE SD RMS Estimate SE SD RMS 
TTi = 0.5 0.507 0 .0320 .027 0.028 0.517 0 .0340 .035 0.038 
772 = 0.5 0.493 0.032 0.027 0.028 0.483 0.034 0.035 0.038 
巾 1 = 1.0 0.968 0.182 0.157 0.159 1.099 0.200 0.192 0.215 
= 1.0 0.962 0.156 0.132 0.136 1.047 0.167 0.143 0.150 
^in = 0.0 0.037 0.105 0.104 0.110 0.043 0.104 0.120 0.127 
JU12 = 0.0 0.025 0.095 0.107 0.109 0.044 0.097 0.124 0.131 
/X13 = 0.0 0.040 0.131 0.128 0.133 0.060 0.132 0.154 0.164 
/zi4 = 0.0 0.037 0.115 0.119 0.124 0.060 0.118 0.137 0.149 
^15 = 0.0 0.016 0.103 0.111 0.111 0.057 0.108 0.131 0.143 
；ii6 = 0.0 0.025 0.094 0.095 0.097 0.056 0.098 0.110 0.123 
^21 = 2.0 1.992 0.087 0.078 0.078 2.021 0.087 0.083 0.085 
^22 = 2.0 1.988 0.080 0.080 0.080 2.002 0.080 0.088 0.088 
/i23 = 2.0 1.996 0.093 0.082 0.082 2.006 0.093 0.089 0.089 
^24 = 2.0 1.999 0.082 0.075 0.075 2.010 0.082 0.078 0.078 
^25 = 2.0 2.003 0.087 0.081 0.080 1.993 0.087 0.082 0.082 
^26 = 2.0 2.000 0.080 0.075 0.074 2.002 0.080 0.077 0.077 
V-611 = 0.8 0.762 0.127 0.108 0.114 0.620 0.109 0.101 0.206 
•0<512 = 0.8 0.770 0.128 0.088 0.092 0.659 0.114 0.086 0.165 
1/^ 521 = 0.8 0.780 0.123 0.088 0.090 0.647 0.110 0.086 0.175 
^622 = 0.8 0.788 0.135 0.108 0.108 0.647 0.120 0.106 0.186 
xjju = 0.64 0.686 0.103 0.070 0.084 0.680 0.099 0.078 0.087 
rpi2 = 0.64 0.642 0.082 0.068 0.067 0.558 0.079 0.070 0.108 
t/;i3 = 0.64 0.669 0.105 0.065 0.071 0.631 0.102 0.077 0.077 
妙 14 = 0.64 0.648 0.083 0.067 0.067 0.582 0.078 0.068 0.089 
V>15 = 0.64 0.689 0.103 0.075 0.089 0.595 0.100 0.087 0.098 
功 16 = 0.64 0.645 0.081 0.065 0.065 0.603 0.077 0.069 0.078 
tp^i = 0.64 0.672 0.103 0.077 0.083 0.652 0.100 0.095 0.095 
^22 = 0.64 0.660 0.085 0.069 0.071 0.582 0.081 0.071 0.091 
论23 = 0.64 0.670 0.109 0.076 0.08 1 0.619 0.106 0.089 0.091 
= 0.64 0.652 0.088 0.066 0.067 0.586 0.084 0.073 0.091 
1/；25 = 0.64 0.697 0.106 0.082 0.100 0.596 0.103 0.082 0.093 
t/)26 = 0.64 0.651 0.084 0.065 0.066 0.60 1 0.080 0.068 0.079 
Ai2i = 0.8 0.831 0.099 0.078 0.083 0.932 0.119 0.105 0.168 
Ai42 = 0.8 0.809 0.074 0.058 0.058 0.846 0.082 0.076 0.088 
Ai63 = 0.8 0.847 0.108 0.082 0.094 0.824 0.105 0.099 0.101 
Xooi = 0.8 0.811 0.088 0.074 0.075 0.885 0.103 0.099 0.130 
A242 = 0.8 0.809 0.068 0.066 0.066 0.835 0.073 0.079 0.086 
A263 = 0.8 0.837 0.097 0.071 0.080 0.816 0.095 0.079 0.080 
B121 = 0.5 0.531 0.125 0.117 0.120 0.555 0.135 0.139 0.149 
r i l l = 0.5 0.534 0.111 0.116 0.120 0.489 0.101 0.119 0.118 
r i2 i = 0.5 0.531 0.133 0.126 0.129 0.509 0.124 0.135 0.135 
B221 = -0.5 -0.504 0.126 0.119 0.119 -0.582 0.139 0.141 0.163 
r2.i2 = 0.5 0.526 0.099 0.086 0.089 0.486 0.092 0.092 0.093 
[263 = -0.5 -0.515 0.134 0.143 0.143 -0.483 0.129 0.158 0.158 
SRMS 3.997 — 5 . 0 5 ~ 
Ratio of Misspecification 0.067 0.070 
(0.012) (0.014) 
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Table 2: Simulation Results for Different Prior of Bayesian Approach: Case i ii 
Case (V) Case (vi) 
Parameter Estimate SE SD RMS Estimate SE SD RMS 
TTi = 0.5 0.513 0 .0330.032 0.034 0.505 0.032~0.025 0.025 
7r2 = 0.5 0.487 0.033 0.032 0.034 0.495 0.032 0.025 0.025 
= 1.0 1.056 0.198 0.183 0.190 0.930 0.178 0.149 0.164 
>^2 = 1.0 1.020 0.168 0.148 0.149 0.930 0.154 0.126 0.143 
阳 = 0 . 0 0.040 0.105 0.114 0.121 0.035 0.106 0.102 0.107 
^12 = 0.0 0.036 0.098 0.116 0.121 0.021 0.096 0.104 0.106 
/ii3 = 0.0 0.050 0.134 0.145 0.153 0.038 0.133 0.126 0.131 
/ii4 = 0.0 0.048 0.119 0.131 0.139 0.035 0.117 0.119 0.123 
/il5 = 0.0 0.040 0.107 0.123 0.129 0.005 0.103 0.107 0.106 
；il6 = 0.0 0.042 0.097 0.105 0.112 0.017 0.094 0.091 0.092 
1^21 = 2.0 2.009 0.088 0.083 0.083 1.986 0.088 0.076 0.077 
^22 = 2.0 1.996 0.080 0.086 0.085 1.984 0.081 0.078 0.079 
/i23 = 2.0 2.000 0.093 0.084 0.084 1.988 0.095 0.081 0.081 
fi24 = 2.0 2.005 0.08 1 0.077 0.077 1.992 0.082 0.075 0.075 
1.125 = 2.0 1.997 0.087 0.083 0.082 2.007 0.087 0.079 0.079 
^26 = 2.0 2.00 2 0.080 0.076 0.076 2.002 0.080 0.075 0.074 
jPsn = 0.8 0.677 0.132 0.133 0.180 0.819 0.132 0.111 0.112 
V^ 512 = 0.8 0.714 0.135 0.110 0.139 0.822 0.135 0.089 0.091 
•0^ 21 = 0.8 0.707 0.129 0.108 0.142 0.834 0.131 0.088 0.094 
^S22 = 0.8 0.711 0.144 0.135 0.16 1 0.849 0.143 0.108 0.118 
tPU = 0.64 0.682 0.114 0.093 0.101 0.699 0.104 0.065 0.087 
T/'12 = 0.64 0.582 0.089 0.083 0.101 0.673 0.084 0.068 0.075 
1/^ 3 = 0.64 0.637 0.117 0.094 0.093 0.692 0.107 0.062 0.081 
= 0.64 0.603 0.087 0.080 0.088 0.676 0.085 0.067 0.075 . 
= 0.64 0.621 0.113 0.100 0.102 0.727 0.105 0.074 0.114 i 
功16 = 0.64 0.616 0.085 0.076 0.080 0.669 0.084 0.064 0.070 
'021 = 0.64 0.655 0.114 0.108 0.109 0.688 0.105 0.073 0.087 
^22 = 0.64 0.606 0.090 0.081 0.088 0.69 1 0.087 0.070 0.086 
1/723 = 0.64 0.632 0.122 0.106 0.106 0.696 0.112 0.070 0.089 
^24 = 0.64 0.605 0.094 0.084 0.090 0.680 0.09 1 0.065 0.076 
功25 = 0.64 0.628 0.116 0.102 0.103 0.737 0.108 0.080 0.126 
^26 = 0.64 0.616 0.088 0.077 0.080 0.675 0.086 0.064 0.073 
Ai2i = 0.8 0.900 0.124 0.110 0.148 0.804 0.094 0.073 0.072 
Ai42 = 0.8 0.831 0.084 0.079 0.084 0.798 0.072 0.053 0.053 
Ai63 = 0.8 0.830 0.112 0.101 0.105 0.852 0.109 0.077 0.092 
A221 = 0.8 0.857 0.105 0.100 0.114 0.788 0.085 0.070 0.071 
A242 = 0.8 0.826 0.076 0.081 0.085 0.799 0.066 0.061 0.061 
A263 = 0.8 0.823 0.100 0.083 0.086 0.842 0.098 0.068 0.080 
B121 = 0.5 0.546 0.134 0.134 0.141 0.526 0.123 0.110 0.113 
r i l l = 0.5 0.502 0.105 0.120 0.120 0.547 0.115 0.112 0.121 
r i2 i = 0.5 0.514 0.128 0.132 0.132 0.539 0.136 0.124 0.130 
召221 = - 0 . 5 -0.547 0.136 0.132 0.140 -0.48 1 0.124 0.112 0.113 
Foil = 0.5 0.497 0.096 0.091 0.091 0.538 0.103 0.083 0.091 
[221 = -0.5 -0.495 0.131 0.155 0.155 -0.524 0.137 0.136 0.138 
ERMS 4.834 4.079 
Ratio of Misspecification 0.069 0.067 
(0.013) (0.011) 
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Table 5: Simulation results for different prior information of Two-stage approach 
Two-stage estimates with modified prior 
Parameter Estimate SE SD RMS 
TTi = 0.5 0.498 0 .0330 .034 0.034 
冗2 = 0.5 0.502 0.033 0.034 0.034 
<^ 1 = 1.0 0.908 0.188 0.265 0.280 
= 1.0 0.966 0.162 0.179 0.181 
/ill = 0.0 -0.005 0.105 0.119 0.118 
fxx2 = 0.0 -0.011 0.094 0.114 0.114 
/Z13 = 0.0 -0.020 0.131 0.144 0.145 
^14 = 0.0 -0.013 0.114 0.132 0.133 
…5 = 0.0 -0.019 0.105 0.122 0.123 
^16 = 0.0 -0.007 0.094 0.105 0.105 
= 2.0 1.987 0.086 0.080 0.080 
^22 = 2.0 1.982 0.080 0.083 0.085 
^23 = 2.0 2.002 0.090 0.079 0.079 
= 2.0 2.004 0.079 0.076 0.076 
^25 = 2.0 1.995 0.085 0.084 0.084 
/i26 = 2.0 1.994 0.079 0.080 0.080 
= 0.8 . 0.810 0.181 0.243 0.242 
块 <512 = 0.8 0.774 0.160 0.179 0.180 
V'<521 = 0.8 0.801 0.146 0.150 0.150 
= 0.8 0.687 0.130 0.184 0.215 
t/; i i=0.64 0.574 0.163 0.197 0.207 
>^12 = 0.64. 0.648 0.098 0.117 0.117 
i/>i3 = 0.64 0.591 0.153 0.159 0.166 
欢 14 =0.64 0.638 0.098 0.120 0.119 
|/；15 = 0.64 0.582 0.158 0.199 0.206 
1^6 = 0.64 0.639 0.102 0.123 0.122 
il)2i = 0.64 0.625 0.126 0.145 0.145 
I/>22 = 0.64 0.638 0.088 0.100 0.100 
i/,23 = 0.64 0.651 0.125 0.160 0.159 
rp24 = 0.64 0.605 0.089 0.116 0.120 
•025 = 0.64 0.655 0.123 0.148 0.148 
1/；26二0.64 0.620 0.089 0.100 0.102 
Ai2I = 0.8 0.764 0.127 0.171 0.174 
Ai42 = 0.8 0.770 0.094 0.128 0.131 
Ai63 = 0.8 0.792 0.139 0.198 0.198 
A221 = 0.8 0.797 0.100 0.104 0.104 
A242 = 0.8 0.816 0.074 0.099 0.100 
A263 = 0.8 0.826 0.105 0.100 0.103 
B121 = 0.5 0.472 0.118 0.133 0.136 
r i l l = 0.5 0.410 0.100 0.155 0.178 
r i2 i = 0.5 0.477 0.121 0.151 0.151 
B221 = -0.5 -0.521 0.106 0.139 0.140 
Fail = 0.5 0.491 0.090 0.098 0.098 
[221 = -0.5 -0.541 0.111 0.165 0.169 
一 £ RMS - 5.929 — 
Ratio of Misspecification 0.070 
(0.013) 
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Table 6: Simualtion Results for Unequal Component Probability 
Bayesian Estimates Two-stage Estimates 
Parameter Estimate SE SD RMS Estimate SE SD RMS 
TTi = 0.7 0.700 0.021~0.015 0.015 0.708 0 .0220 .019 0.020 
•K2 = 0.3 0.300 0.021 0.015 0.015 0.292 0.022 0.019 0.020 
>^1 = 1.0 0.985 0.114 0.098 0.099 0.965 0.107 0.135 0.139 
$2 = 1.0 0.960 0.147 0.125 0.131 0.914 0.141 0.165 0.185 
/111 = 0.0 -0.006 0.058 0.061 0.061 0.011 0.059 0.068 0.068 
/212 = 0.0 0.000 0.052 0.051 0.051 0.013 0.053 0.056 0.057 
/ii3 = 0.0 -0.005 0.072 0.066 0.066 0.018 0.073 0.074 0.076 
= 0.0 -0.002 0.062 0.064 0.064 0.018 0.063 0.072 0.074 
= 0.0 -0.003 0.057 0.053 0.053 0.016 0.059 0.059 0.061 
^16 = 0.0 -0.001 0.052 0.055 0.054 0.014 0.053 0.060 0.061 
^21 = 2.0 2.017 0.083 0.076 0.078 2.032 0.085 0.084 0.090 
^22 = 2.0 2.000 0.078 0.075 0.075 2.026 0.079 0.083 0.086 
/ii23 = 2.0 1.983 0.087 0.090 0.091 1.982 0.088 0.095 0.097 
M24 = 2.0 1.983 0.076 0.078 0.079 1.991 0.077 0.082 0.082 
= 2.0 2.005 0.082 0.090 0.090 2.016 0.083 0.095 0.096 
；t26 = 2.0 2.000 0.077 0.081 0.081 2.020 0.079 0.085 0.087 
rjjsii = 0.8 0.778 0.087 0.089 0.091 0.808 0.096 0.139 0.138 
'^612 = 0.8 0.794 0.086 0.079 0.079 0.801 0.091 0.118 0.117 
功 521 =0.8 0.776 0.117 0.091 0.094 0.768 0.127 0.136 0.140 
rl'S22 = 0.8 0.790 0.130 0.099 0.099 0.550 0.107 0.143 0.288 
1/；11 = 0.64 0.667 0.071 0.068 0.072 0.616 0.085 0.109 0.111 
i/>i2 = 0.64 0.638 0.054 0.041 0.041 0.650 0.056 0.037 0.058 
= 0.64 0.662 0.075 0.060 0.064 0.631 0.086 0.097 0.097 
= 0.64 0.638 0.055 0.049 0.048 0.640 0.057 0.063 0.063 
ipi5 = 0.64 0.665 0.072 0.063 0.067 0.612 0.085 0.103 0.106 
iPie = 0.64 0.643 0.054 0.049 0.048 0.653 0.056 0.065 0.066 
V.21 = 0.64 0.667 0.098 0.074 0.079 0.652 0.106 0.133 0.133 
^22 = 0.64 0.652 0.080 0.063 0.064 0.598 0.076 0.097 0.105 
论 23 = 0.64 0.666 0.106 0.079 0.083 0.687 0.105 0.141 0.148 
= 0.64 0.672 0.087 0.076 0.083 0.589 0.077 0.125 0.134 
1/；25 = 0.64 0.683 0.100 0.076 0.087 0.663 0.106 0.130 0.131 
•026 = 0.64 0.664 0.080 0.068 0.072 0.608 0.076 0.102 0.106 
Ai2i = 0.8 0.821 0.065 0.052 0.056 0.762 0.067 0.105 0.111 
Ai42 = 0.8 0.804 0.048 0.042 0.042 0.777 0.050 0.064 0.068 
Ai63 = 0.8 0.818 0.068 0.059 0.06 1 0.767 0.069 0.092 0.098 
A 2 2 1 = 0 . 8 0.815 0 . 0 8 2 0.072 0.074 0 . 8 1 1 0 . 0 8 8 0 . 1 0 1 0 . 1 0 1 
A242 = 0.8 0.803 0.064 0.062 0.062 0.832 0.064 0.096 0.100 
A263 = 0.8 0.823 0.091 0.074 0.077 0.815 0.094 0.107 0.108 
B121 = 0.5 0.512 0.072 0.065 0.066 0.485 0.067 0.077 0.078 
F i l l = 0.5 0.505 0.064 0.056 0.056 0.441 0.056 0.066 0.088 
ri2i = 0.5 0.502 0.074 0.071 0.071 0.476 0.068 0.081 0.084 
B221 = -0.5 -0.514 0.121 0.120 0.120 -0.591 0.099 0.136 0.164 
roi l = 0.5 0.533 0.093 0.095 0.100 0.484 0.085 0.112 0.113 
r22l = -0.5 -0.504 0.128 0.111 0.110 -0.597 0.105 0.135 0.166 
S RMS 3.170 A.5W~ 
Ratio of misspecification 0.065 0.067 
(0.007) (0.008) 
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Table 7: Simulation Results for the Components are not Well-separated 
Bayesian Estimates Two-stage Estimates 
Parameter Estimate SE SD RMS Estimate SE SD RMS 
TTi = 0.5 0.504 0 .0430 .041 0.041 0.501 0.051~0.061 0.061 
772 = 0.5 0.496 0.043 0.041 0.041 0.499 0.051 0.061 0.061 
= 1.0 0.936 0.185 0.146 0.159 0.919 0.225 0.381 0.388 
>^2 = 1.0 0.967 0.161 0.134 0.137 0.941 0.155 0.180 0.188 
⑷1 = 0.0 0.019 0.121 0.128 0.129 0.006 0.134 0.160 0.160 
阳 = 0 . 0 0.013 0.112 0.120 0.120 0.000 0.124 0.151 0.150 
阳 = 0 . 0 0.014 0.149 0.151 0.151 -0.010 0.168 0.201 0.200 
卩 14 = 0.0 0.017 0.133 0.140 0.140 -0.004 0.147 0.179 0.179 
人 zi5 = 0.0 -0.005 0.119 0.126 0.126 -0.005 0.135 0.166 0.165 
= 0.0 0.016 0.110 0.115 0.116 0.011 0.123 0.145 0.145 
^21 = 1.5 1.488 0.094 0.102 0.102 1.488 0.098 0.117 0.117 
= 1.5 1.493 0.087 0.098 0.098 1.494 0.091 0.111 0.111 
,(23 = 1.5 1.496 0.101 0.103 0.102 1.498 0.101 0.106 0.106 
= 1.5 1.481 0.088 0.085 0.087 1.484 0.090 0.093 0.094 
^25 = 1.5 1.509 0.094 0.100 0.099 1.494 0.096 0.116 0.115 
= 1.5 1.491 0.086 0.089 0.089 1.484 0.090 0.105 0.105 
^611 = 0.8 0.752 0.131 0.099 0.110 0.868 0.293 0.502 0.504 
= 0.8 0.767 0.135 0.088 0.094 0.776 0.189 0.279 0.278 
； "0521 = 0.8 0.771 0.127 0.094 0.098 0.769 0.138 0.175 0.177 
= 0.8 0.764 0.140 0.096 0.102 0.566 0.117 0.196 0.305 
1/；11=0.64 0.690 0.106 0.075 0.090 0.513 0.276 0.472 0.486 
= 0.64 0.639 0.085 0.067 0.067 0.643 0.106 0.158 0.157 
1/；13 = 0.64 0.667 0.109 0.067 0.071 0.548 0.182 0.288 0.301 
如 4 = 0.64 0.647 0.086 0.063 0.063 0.636 0.100 0.130 0.130 
V'ls = 0.64 0.686 0.106 0.073 0.086 0.541 0.198 0.298 0.313 
= 0.64 0.643 0.085 0.066 0.066 0.633 0.114 0.159 0.158 
^21 = 0.64 0.677 0.105 0.079 0.087 0.636 0.116 0.164 0.164 
11；22 = 0.64 0.641 0.086 0.0(57 0.066 0.603 0.083 0.116 0.122 
4,23 = 0.64 0.669 0.112 0.075 0.080 0.667 0.115 0.168 0.169 
i/>24 = 0.64 0.654 0.09 1 0.063 0.065 0.593 0.083 0.114 0.123 
1/；25 = 0.64 0.692 0.108 0.086 0.100 0.647 0.117 0.165 0.164 
t/;26 = 0.64 0.652 0.087 0.072 0.072 0.605 0.085 0.125 0.129 
入 121 = 0.8 0.833 0.109 0.080 0.086 0.758 0.153 0.276 0.278 
Ai42 = 0.8 0.809 0.081 0.060 0.060 0.754 0.104 0.176 0.181 
Ai63 = 0.8 0.857 0.118 0.086 0.103 0.805 0.178 0.369 0.367 
A221 = 0.8 0.824 0.090 0.074 0.077 0.812 0.098 0.109 0.109 
A242 = 0.8 0.801 0.069 0.059 0.059 0.820 0.071 0.091 0.093 
^263 = 0.8 0.834 0.097 0.075 0.082 0.825 0.103 0.113 0.116 
B121 = 0.5 0.532 0.137 0.127 0.130 0.465 0.123 0.173 0.176 
F i l l = 0.5 0.527 0.121 0.115 0.117 0.370 0.103 0.193 0.232 
r i2 i = 0.5 0.515 0.144 0.145 0.145 0.469 0.127 0.192 0.194 
B221 = -0.5 -0.532 0.135 0.122 0.125 -0.580 0.108 0.163 0.181 
Psii = 0.5 0.513 0.103 0.090 0.091 0.467 0.089 0.119 0.123 
r22： = -0.5 -0.506 0.140 0.135 0.134 -0.562 0.110 0.169 0.179 
ERMS 4.263 “ 8.253 
Ratio of misspecification 0.127 0.137 
(0.019) (0.025) 
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Table 8: Estimates and Standard Error Estimates in the ICPSR example 
(Assumed K 二 2) 
Bayesian Estimates Two-stage Estimates 
Component 1 Component 2 Component 1 Component 2 
Parameter Estimate SE Estimate SE Estimate SE Estimate SE 
n 0.629 0.029 0.371 0.029 0.677 0.024 0.323 0.024 
Hi 6.773 0.087 7.952 0.069 6.827 0.074 8.009 0.075 
5.828 0.110 6.975 0.112 5.886 0.096 7.014 0.132 
7.066 0.091 8.247 0.065 7.124 0.078 8.292 0.066 
叫 6.251 0.094 7.783 0.082 6.333 0.085 7.829 0.089 
鄉 7.061 0.079 7.984 0.070 7.104 0.073 8.025 0.073 
5.158 0.114 2.985 0.106 5.054 0.105 2.889 0.106 
3.756 0.096 2.317 0.089 3.687 0.089 2.259 0.087 
4.906 0.114 2.830 0.163 4.868 0.112 2.619 0.112 
An 1* - 1* - 1* - 1* -
A21 1.089 0.121 1.226 0.181 1.118 0.125 1.170 0.173 
A 3 2 1* - 1* - 1* - 1* -
A40 0.825 0.083 1.091 0.132 0.841 0.080 0.991 0.112 
A52 1.138 0.101 1.139 0.122 1.106 0.094 1.238 0.118 
A63 1* - 1* - 1* - 1* -
A73 1.628 0.347 0.835 0.095 2.725 1.303 0.889 0.094 
Asa 0.709 0.162 0.933 0.132 0.810 0.186 0.868 0.093 
m 0.613 0.078 0.875 0.134 0.618 0.069 0.909 0.102 
了 12 -0.175 0.094 -0.117 0.071 -0.146 0.095 -0.146 0.056 
1.649 0.221 0.549 0.094 1.633 0.208 0.422 0.065 
-0.096 0.091 -0.163 0.070 -0.095 0.064 -0.119 0.047 
<^ 22 1.013 0.271 1.116 0.191 0.529 0.280 0.935 0.151 
如 1.402 0.242 0.437 0.078 1.376 0.220 0.238 0.086 
功 11 1.486 0.220 0.481 0.082 1.464 0.226 0.405 0.088 
^22 3.543 0.344 2.373 0.273 3.440 0.322 2.583 0.228 
^33 2.249 0.193 0.539 0.071 2.186 0.170 0.425 0.046 
如 4 3.321 0.222 0.931 0.104 3.232 0.198 0.829 0.074 
1.388 0.175 0.565 0.079 1.400 0.165 0.415 0.058 
彻6 5.428 0.403 1.085 0.197 5.681 0.389 0.961 0.112 
妙 77 2.411 0.630 0.633 0.095 0.927 1.826 0.458 0.075 
輪 6.776 0.414 1.559 0.422 6.819 0.396 1.019 0.101 
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Table 9: Parameter Estimates and standard error estimates of the ICPSR example (Assumed K = 3) 
Bayesian approach Two-stage approach  
Component 1 Component 2 Component 3 Component 1 ‘ Component 2 Component 3 
Parameter Estimates SE Estimates SE Estimates SE "Estimates SE Estimates SE E s t i n i f c S E ~ 
^ 0.355 0 . 0 2 6 0 3 7 3 ~ 0 2 7 1 " " “ 0 0 2 ? 0 . 4 5 0 0 . 0 3 1 . 0 . 3 2 2 0 2 2 8 
6.114 0.129 7.812 0,084 7.820 0.108 6.316 0.116 7.934 0.082 7.949 0.104 
1^2 5.295 0.158, 6.769 0.143 6.813 0.166 5.390 0.139 6.984 0.149 6.898 0:160 
P 6.403 0.149 8.216 0.067 7.948 0.133 6.634 0.131 8.249 0.064 8.160 o!l01 
w^ 5.648 0.131 7.373 0.115 7.574 0.126 5.911 0.119 7.421 0.121 7.758 (X118 
1^5 6.410 0.131 8.088 0.073 7.739 0.115 6,659 0.119" ff.126 0.063 7.832 o"o99 
5.247 0.164 4.904 0.154 2.445 0.101 5.040 0.134 4.801. 0.158 2.377 0:100 
4.104 0.154 3.316 0.143 1.960 0.090 4.014 0.137 3,090 0.192 1.844 0.083 
5.107 0.172 4.655 0.159 2.180 0.091 4.955 0.137 4463 0.171 2.072 0.089 
人 11 1* - V - 1* - r - 1* • - ” . 
h i 2.086 0.278 1.152 0.179 1.253 0.152 1.226 0.375 1.211 0.164 1.274 0.191 
hi V - V - V - V . V - 1* . 
^42 0.569 0.162 1.306 0.169 1.063 0.156 0.671 0.114 1.370 0.189 1.187 0.140 
h i 1.499 0.298 1.028 0.119 0.980 0,146 1.262 0.224 1,442 0.152 1.185 0.140 
6^3 r ' V - r ' V - V . 1* 
X73 1.312 0.323 0.094 0,120 0.784 0.109 1.070 0.209 0.212 0.113 0.768 0.093 
X83 0.959 0.232 -0.538 0.318 0.772 0.118 0.879 0.158 -0.705 0.253 0.826 0.105 
XI1 0.183 0.094 0.928 0.146 0.724 0.144 0.313 0.093 1.427 二0.179 0.853 0.140 
X12 -0.158 0.076 0.021 0.066 -0.268 0.123 -0.100 0 .076 0.171 0 .087 -0.288 0 .123 
(|>11 1.268 0.415 0.490 0.072 0.988 0.250 1.489 0.334 0,258 0.049 0.544 0.102 
0.046 0.146 -0.294 0.116 -0.413 0.111 0.159 0.128 -0.262 0.072 -0.273 0.056 
伞22 1.581 0.518 2.737 1.144 0.689 0.137 1.912 0.475 1.591 0.649 0.512 0.097 
V8 1.005 0.198 0.511 0.090 0.508 0.094 1.539 0,510 0.154 0.078 0.148 0.099 
, •‘ • • • 
v|/ii 2.825 0.281 0.553 0.096 0.609 0.116 2.035 0.530 0.358 0.074 0.700 0.116 
\|/22 1.533 0.653 2.854 0,375 2.579 0.351 3.564 0.806 2.560 0.220 2.890 0.305 
\|/33 3.306 0.374 0.546 0.068 0.897 0.177 2.983 0.320 0.527 0.045 0.630 0.075 
\|M4 4.451 0.353 1.494 0.182 0.988 0.160 4.134 0.299 1.594 0.130 0.807 0.100 
\|/55 1.453 0.485 0.442 0.065 0.919 0.139 1.601 0.412 0.161 0.040 0.814 0.100 
\|/66 4.613 0.590 2.357 1.059 0.653 0.118 4.433 0.470 3.450 0.642 0.537 0.071 
\|/77 2.807 0.650 3.389 0.416 0.425 0.064 3.206 0.471 2.412 0.191 0.261 0.038 
V|/88 5.945 0.657 5.068 0.568 0.663 0.1051 5.633 0.469 4.896 0.481 0.471 0.056 
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Figure 1: (a), (b), (c), (d), (e) and (f) are plots of five parallel sequences corre-
sponding to different starting values of tti, /ii3, A242, [112，功 133 and ^ m against 
iterations in the first component in the Bayesian Approach. 
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Figure 2: (a), (b), (c), (d), (e) and (f) are plots of five parallel sequences corre-
sponding to different starting values of tti, fin, nu , a m , 0-133 and (T113 against 
iterations in the first component in the Two-stage Approach. 
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