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Abstract
Horizontal Federated learning (FL) handles multi-
client data that share the same set of features, and
vertical FL trains a better predictor that combine
all the features from different clients. This paper
targets solving vertical FL in an asynchronous
fashion, and develops a simple FL method. The
new method allows each client to run stochas-
tic gradient algorithms without coordination with
other clients, so it is suitable for intermittent con-
nectivity of clients. This method further uses a
new technique of perturbed local embedding to
ensure data privacy and improve communication
efficiency. Theoretically, we present the conver-
gence rate and privacy level of our method for
strongly convex, nonconvex and even nonsmooth
objectives separately. Empirically, we apply our
method to FL on various image and healthcare
datasets. The results compare favorably to cen-
tralized and synchronous FL methods.
1. Introduction
Federated learning (FL) is an emerging machine learn-
ing framework where a central server and multiple clients
(e.g., financial organizations) collaboratively train a ma-
chine learning model [19; 24; 4]. Compared with existing
distributed learning paradigms, FL raises new challenges
including the difficulty of synchronizing clients, the hetero-
geneity of data, and the privacy of both data and models.
Most of existing FL methods consider the scenario where
each client has data of a different set of subjects but their
data share many common features. Therefore, they can
collaboratively learn a joint mapping from the feature space
to the label space. This setting is also referred to data-
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partitioned or horizontal FL [20; 24].
Unlike the data-partitioned setting, in many learning sce-
narios, multiple clients handle data about the same set of
subjects, but each client has a unique set of features. This
case arises in e-commerce, financial, and healthcare applica-
tions [13]. For example, an e-commerce company may want
to predict a customer’s credit using her/his historical transac-
tions from multiple financial institutions; and, a healthcare
company wants to evaluate the health condition of a particu-
lar patient using his/her clinical data from various hospitals
[36]. In these examples, data owners (e.g., financial insti-
tutions and hospitals) have different records of those users
in their joint user base, so by combining their features, they
can establish a more accurate model. We refer to this setting
as feature-partitioned or vertical FL [42].
Compared to the relatively well-studied horizontal FL set-
ting [25], the vertical FL setting has its unique features and
challenges [15; 18]. In horizontal FL, the global model
update at a server is an additive aggregation of the local
models, which are updated by each client using its own data.
In contrast, the global model in vertical FL is the concatena-
tion of local models, which are coupled by the loss function,
so updating a client’s local model requires the information
of the other clients’ models. Stronger model dependence in
the vertical setting leads to challenges on privacy protection
and communication efficiency.
1.1. Prior art
We review prior work from the following three categories.
Federated learning. Since the seminal work [19; 24], there
has been a large body of studies on FL in diverse settings.
The most common FL setting is the horizontal setting, where
a large set of data are partitioned among clients that share the
same feature space [20]. To account for the personalization,
multi-task FL has been studied in [34] that preserves the
specialty of each client while also leveraging the similarity
among clients, and horizontal FL with local representation
learning has been empirically studied in [22]. Agnostic FL
has also been proposed in [26], where the federated model
is optimized for any target distribution formed by a mixture
of the client distributions. Communication efficiency has
been an important issue in FL. Popular methods generally
aim to: c1) reduce the number of bits per communication
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round, including [33; 3; 35; 2], to list a few; and, c2) save
the number of communication rounds [6; 38; 23; 7].
Privacy-preserving learning. More recently, feature-
partitioned vertical FL has gained popularity in the financial
and healthcare applications [13; 42; 28; 17]. Different from
the aggregated gradients in the horizontal case, the local
gradients in the vertical FL may involve raw data of those
features owned by other clients, which raises additional
concerns on privacy. Data privacy has been an important
topic since decades ago [43]. But early approaches typically
require expensive communication and signaling overhead
when they are applied to the FL settings. Recently, the no-
tion of differential privacy becomes popular because i) it is
a quantifiable measure of privacy [11; 1; 8]; and, ii) many
existing learning algorithms can achieve differential privacy
via simple modifications. In the context of learning from
multiple clients, it has been studied in [4; 12]. But all these
approaches are not designed for the vertical FL models and
the flexible client update protocols.
Asynchronous and parallel optimization. Regarding
methodology, asynchronous and parallel optimization meth-
ods are often used to solve problems with asynchrony and
delays, e.g., [31]. For the feature-partitioned vertical FL set-
ting in this paper, it is particularly related to the Block Coor-
dinate Descent (BCD) method [40; 30]. The asynchronous
BCD and its stochastic variant have been developed un-
der the condition of bounded delay in [29; 21; 5]. The
Recent advances in this direction established convergence
under unbounded delay with blockwise or stochastic update
[37; 10]. However, all the aforementioned works consider
the shared memory structure so that each computing node
can access the entire dataset, which significantly alleviates
the negative effect of asynchrony and delays. Moreover, the
state-of-the-art asynchronous methods cannot guarantee i)
the convergence when the loss is nonsmooth, and, ii) the
privacy of the local update which is at the epicenter of FL.
1.2. This work
The present paper puts forth an optimization method for
vertical FL, which is featured by three main components.
1. A general optimization formulation for vertical FL that
consists of a global model and one local embedding model
for each client. The local embedding model can be linear or
nonlinear, or even nonsmooth. It maps raw data to compact
features and, thus, reduces the number of parameters that
need to be communicated to and from the global model.
2. Flexible federated learning algorithms that allow inter-
mittent or even strategic client participation, uncoordinated
training data selections, and data protection by differential-
privacy based methods (for specific loss functions, one can
instead apply multiple-party secure computing protocols).
3. Rigorous convergence analysis that establishes the per-
formance lower bound and the privacy level.
We have also numerically validated our vertical FL algo-
rithms and their analyses on federated logistic regression
and deep learning. Tests on image and medical datasets
demonstrate the competitive performance of our algorithms
relative to centralized and synchronous FL algorithms.
2. Vertical federated learning
This section introduces the formulation of vertical FL.
2.1. Problem statement
Consider a set of M clients:M := {1, . . . ,M}. A dataset
of N samples, {xn, yn}Nn=1, are maintained by M local
clients. Each client m is also associated with a unique
set of features. For example, client m maintains feature
xn,m ∈ Rpm for n = 1, . . . , N , where xn,m is the m-th
block of n-th sample vector xn := [x>n,1, · · · , x>n,M ]> at
client m. Suppose the n-th label yn is stored at the server.
To preserve the privacy of data, the client data xn,m ∈
Rpm are not shared with other clients as well as the server.
Instead, each client m learns a local (linear or nonlinear)
embedding hm parameterized by θm that maps the high-
dimensional vector xn,m ∈ Rpm to a low-dimensional one
hn,m := hm(θm;xn,m) ∈ Rpm with pm  pm. Ideally,
the clients and the server want to solve
F (θ0,θ) :=
1
N
N∑
n=1
` (θ0, hn,1, . . . , hn,M ; yn) +
M∑
m=1
r(θm)
with hn,m := hm(θm;xn,m), m = 1, · · · ,M (1)
where θ0 is the global model parameter kept at and learned
by the server, and θ := [θ>1 , · · · , θ>M ]> concatenates the
local models kept at and learned by local clients, ` is the
loss capturing the accuracy of the global model parame-
ters θ0, θ1, . . . , θM , and r is the per-client regularizer that
confines the complexity of or encodes the prior knowledge
about the local model parameters.
For problem (1), the local information of client m is
fully captured in the embedding vector hn,m, ∀n =
1, · · · , N . Hence, the quantities that will be exchanged
between server and clients are {hn,m} and the gradients
of `(θ0, hn,1, . . . , hn,M ; yn) with respect to (w.r.t.) {hn,m}.
See a diagram for VAFL implementation in Figure 1.
2.2. Asynchronous client updates
For FL, we consider solving (1) without coordination among
clients. Asynchronous optimization methods have been used
to solve such problems. However, state-of-the-art methods
cannot guarantee i) the convergence when the mapping hn,m
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Algorithm 1 Vertical asynchronous federated learning
1: initialize: θ0, {θm}, datum index n, client index m
2: while not convergent do
3: when a Client m is activated, do:
4: †select private datum (or data mini-batch) xn,m
5: †upload secure information hn,m=hm(θm;xn,m)
6: query∇hn,m`(θ0, hn,1, . . . , hn,M ; yn) from Server
7: update local model θm
8: when Server receives hn,m from Client m, do:
9: compute∇θ0`(θ0, hn,1, . . . , hn,M ; yn)
10: update server’s local model θ0
11: when Server receives a query from Client m, do:
12: compute∇hn,m`(θ0, hn,1, . . . , hn,M ; yn)
13: send it to Client m
14: end while
†We can let Step 5 also send hn,m for those n not selected
in Step 4. We can re-order Steps 4–7 as 6, 7, then 4, and 5.
They reduce information delay, yet analysis is unchanged.
Algorithm 2 Vertical t-synchronous federated learning
1: Initialize: θ0, {θm}, datum index n, client index m,
integer 1 ≤ t ≤M
2: while not convergent do
Algorithm 1, Lines 3–7
8: when Server receives hn,m’s from t Clients, do:
Algorithm 1, Lines 9 and 10
11: when Server receives queries from t Clients, do:
Algorithm 1, Lines 12 and 13 for each of t clients
14: end while
is nonlinear (thus the loss is nonsmooth), and, ii) the privacy
of the update which is at the epicenter of the FL paradigm.
We first describe our vertical asynchronous federated learn-
ing (VAFL) algorithm in a high level as follows. During the
learning process, from the server side, it waits until receiv-
ing a message from an active client m, which is either
i) a query of the loss function’s gradient w.r.t. to the em-
bedding vector hn,m; or,
ii) a new embedding vector hn,m calculated using the up-
dated local model parameter θm.
To response to the query i), the server calculates the gradient
for client m using its current {hn,m}, and sends it to the
client; and, upon receiving ii), the server computes the new
gradient w.r.t. θ0 using the embedding vectors it currently
has from other clients and updates its model θ0.
For each interaction with server, each active client m ran-
domly selects a datum xn,m, queries the corresponding
gradient w.r.t. hn,m from server, and then it securely up-
loads the updated embedding vector hn,m, and then updates
the local model θm. The mechanism that ensures secure
Server
Client
{hn,m}n,m
<latexit sha1_base64="DwgYxldDJJmRoS2zW+O6yDN4uhU=">AAAB+nicbVDLSsNAFL3xWesr1aWbYBFcSEmqoMuiG5cV7AOaECbTSTt0ZhJmJkqJ/RQ3LhRx65e482+ctllo64HL PZxzL3PnRCmjSrvut7Wyura+sVnaKm/v7O7t25WDtkoyiUkLJyyR3QgpwqggLU01I91UEsQjRjrR6Gbqdx6IVDQR93qckoCjgaAxxUgbKbQrfj4Mc3HGJ/5k3kO76tbcGZxl4hWkCgWaof3l9xOccSI0ZkipnuemOsiR1BQzMin7mSIpwiM0ID1DBeJEBfns9IlzYpS+EyfSlNDOTP29kSOu1JhHZpIjPVSL3lT8z+tlOr4KcirSTBOB5w/FGXN04kxzcPpUEqzZ2BCEJTW3Oni IJMLapFU2IXiLX14m7XrNO6/V7y6qjesijhIcwTGcggeX0IBbaEILMDzCM7zCm/VkvVjv1sd8dMUqdg7hD6zPH4mQlC0=</latexit>
✓0
<latexit sha1_base64="LPfER6PZIHiTj1bJymXqBpc9Qjw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3bp ZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilTg9HHGnf7ZcrbtWdg6wSLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjk01IvNTyhbEyHvGupohE3fja/ d0rOrDIgYaxtKSRz9fdERiNjJlFgOyOKI7PszcT/vG6K4bWfCZWkyBVbLApTSTAms+fJQGjOUE4soUwLeythI6opQxtRyYbgLb+8Slq1qndRrd1fVuo3eRxFOIFTOAcPrqAOd9CAJjCQ8Ayv8OY8Oi/Ou/OxaC04+cwx/IHz+QPNMY/P</latexit>
…✓1
<latexit sha1_base64="b2Ff/oUFJw0eznxXS1RygRK2bZk=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3bp ZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilTg9HHGnf65crbtWdg6wSLycVyNHol796g5ilEVfIJDWm67kJ+hnVKJjk01IvNTyhbEyHvGupohE3fja/ d0rOrDIgYaxtKSRz9fdERiNjJlFgOyOKI7PszcT/vG6K4bWfCZWkyBVbLApTSTAms+fJQGjOUE4soUwLeythI6opQxtRyYbgLb+8Slq1qndRrd1fVuo3eRxFOIFTOAcPrqAOd9CAJjCQ8Ayv8OY8Oi/Ou/OxaC04+cwx/IHz+QPOtY/Q</latexit>
✓2
<latexit sha1_base64="oe3DagNbCs6bjj10ybLfZH9d5SY=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2m3bp ZhN3J0IJ/RNePCji1b/jzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6wEnC/YgOlQgFo2ilTg9HHGm/1i9X3Ko7B1klXk4qkKPRL3/1BjFLI66QSWpM13MT9DOqUTDJp6VeanhC2ZgOeddSRSNu/Gx+ 75ScWWVAwljbUkjm6u+JjEbGTKLAdkYUR2bZm4n/ed0Uw2s/EypJkSu2WBSmkmBMZs+TgdCcoZxYQpkW9lbCRlRThjaikg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTWAg4Rle4c15dF6cd+dj0Vpw8plj+APn8wfQOY/R</latexit>
✓M
<latexit sha1_base64="TK4UHM1t8wpIKVZXq6dBkCc4bU4=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04kWoYD+gDWWz3bRL N5u4OxFK6J/w4kERr/4db/4bt20O2vpg4PHeDDPzgkQKg6777aysrq1vbBa2its7u3v7pYPDpolTzXiDxTLW7YAaLoXiDRQoeTvRnEaB5K1gdDP1W09cGxGrBxwn3I/oQIlQMIpWandxyJH27nqlsltxZyDLxMtJGXLUe6Wvbj9macQVMkmN6Xhugn5GNQom+aTYTQ1PKBvRAe9YqmjEjZ/N 7p2QU6v0SRhrWwrJTP09kdHImHEU2M6I4tAselPxP6+TYnjlZ0IlKXLF5ovCVBKMyfR50heaM5RjSyjTwt5K2JBqytBGVLQheIsvL5NmteKdV6r3F+XadR5HAY7hBM7Ag0uowS3UoQEMJDzDK7w5j86L8+58zFtXnHzmCP7A+fwB+SWP7A==</latexit>
✓M 1
<latexit sha1_base64="4Yr249Rx1dbbo4yUn+X8KY/qG0w=">AAAB83icbVBNS8NAEN34WetX1aOXxSJ4sSRV0GPRixehgv2AJpTNdtou 3WzC7kQooX/DiwdFvPpnvPlv3LY5aOuDgcd7M8zMCxMpDLrut7Oyura+sVnYKm7v7O7tlw4OmyZONYcGj2Ws2yEzIIWCBgqU0E40sCiU0ApHt1O/9QTaiFg94jiBIGIDJfqCM7SS7+MQkHWz+3Nv0i2V3Yo7A10mXk7KJEe9W/ryezFPI1DIJTOm47kJBhnTKLiESdFPDSSMj9gAOpYqFoEJ stnNE3pqlR7tx9qWQjpTf09kLDJmHIW2M2I4NIveVPzP66TYvw4yoZIUQfH5on4qKcZ0GgDtCQ0c5dgSxrWwt1I+ZJpxtDEVbQje4svLpFmteBeV6sNluXaTx1Egx+SEnBGPXJEauSN10iCcJOSZvJI3J3VenHfnY9664uQzR+QPnM8foiCRag==</latexit>
hn,2
<latexit sha1_base64="uxfqu6sBkinqHsmi0MmoNuRLeBA=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBg5SkCnosevFYwX5AG8pmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwO O9GWbmBYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZK7VE/kxe1ab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE974GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr 5JWrepdVmsPV5X6bR5HEU7gFM7Bg2uowz00oAkMxvAMr/DmJM6L8+58LFoLTj5zDH/gfP4A8hCPTw==</latexit>
rhn,2`
<latexit sha1_base64="WV74xlq1eFf26WEJhmKt0jzRa2E=">AAAB/XicbVDLSsNAFJ34rPUVHzs3g0VwISWpgi6LblxWsA9oQriZTtuhk0mYmQg1BH/FjQtF3Pof7vwbp20W2nrgwuGce7n3njD hTGnH+baWlldW19ZLG+XNre2dXXtvv6XiVBLaJDGPZScERTkTtKmZ5rSTSApRyGk7HN1M/PYDlYrF4l6PE+pHMBCszwhoIwX2oScg5BBkwyATZ7U89yjngV1xqs4UeJG4BamgAo3A/vJ6MUkjKjThoFTXdRLtZyA1I5zmZS9VNAEyggHtGiogosrPptfn+MQoPdyPpSmh8VT9PZFBpNQ4Ck1nBHqo5r2J+J/XTXX/ys+YSFJNBZkt6qcc6xhPosA9JinRfGwIEMnMrZgMQQLRJrCyCcGdf3mRtGpV97xau7uo 1K+LOEroCB2jU+SiS1RHt6iBmoigR/SMXtGb9WS9WO/Wx6x1ySpmDtAfWJ8/kkiVTA==</latexit>
rhn,M `
<latexit sha1_base64="emV+iwuZaZZ8+pKTffeSZjQmwRw=">AAAB/XicbVDLSsNAFJ3UV62v+Ni5CRbBhZSkCrosunEjVLAPaEK4mU7aoZNJmJkINQR/xY0LRdz6H+78G6dtFtp64MLhnHu5954gYVQq2/42SkvLK6tr5fXKxubW9o65u9eWcSowaeGYxaIbgCSMctJSVDHSTQSBKGCkE4yuJ37ngQhJY36vxgnxIhhwGlIMSku+eeByCBj42dDP+OltnruEMd+s2jV7CmuROAWpogJN3/xy+zFOI8IVZiBlz7E T5WUgFMWM5BU3lSQBPIIB6WnKISLSy6bX59axVvpWGAtdXFlT9fdEBpGU4yjQnRGooZz3JuJ/Xi9V4aWXUZ6kinA8WxSmzFKxNYnC6lNBsGJjTQALqm+18BAEYKUDq+gQnPmXF0m7XnPOavW782rjqoijjA7RETpBDrpADXSDmqiFMHpEz+gVvRlPxovxbnzMWktGMbOP/sD4/AG71pVn</latexit>
hn,M
<latexit sha1_base64="318lW61PT/yzJBse7pkEtZpYyBk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJJUQY9FL16ECvYD2lA220m7dLMJuxuhhP4ILx4U8erv8ea/cdvmoK0PBh7vzTAzL0gE18Z1v52V1bX1jc3CVnF7Z3dvv3 Rw2NRxqhg2WCxi1Q6oRsElNgw3AtuJQhoFAlvB6Hbqt55QaR7LRzNO0I/oQPKQM2qs1Br2Mnl+P+mVym7FnYEsEy8nZchR75W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/Nzp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEx/J32ukBkxtoQyxe2thA2poszYhIo2BG/x5WXSrFa8i0r14bJcu8njKMAxnMAZeHAFNbiDOjSAwQie4RXenMR5cd6dj3nripPPHMEfOJ8/GyaPag==</latexit>
…
… …
…
…
…
…
…
…
A A A A
…
S0 Si
…
Figure 1. A diagram for VAFL. The local model at client m is
denoted as θm which generates the local embedding hn,m.
uploading will be described in Section 4. Without introduc-
ing cumbersome iteration, client, and sample indexes, we
summarize the asynchronous client updates in Algorithm 1.
Specifically, since clients update the model without exter-
nal coordination, we thereafter use k to denote the global
counter (or iteration), which increases by one whenever i)
the server receives the new embedding vector hn,m from a
client, calculates the gradient, and updates the server model
θ0; and, ii) the corresponding client m obtains the gradient
w.r.t. hn,m, and updates the local model θm. Accordingly,
we let mk denote the client index that uploads at iteration k,
and nk denote the sample index used at iteration k.
For notation brevity, we use a single datum nk for each
uncoordinated update in the subsequent algorithms, but the
algorithm and its analysis can be easily generalized to a
minibatch of dataNk. Let gˆk0 denote the stochastic gradients
of the loss at nk-th sample w.r.t. server model θ0 as
gˆk0 := ∇θ0`
(
θk0 , h
k−τknk,1
nk,1
, . . . , h
k−τknk,M
nk,M
; ynk
)
(2a)
and the gradients w.r.t. the local model θm as
gˆkm :=∇θm`
(
θk0 , h
k−τknk,1
nk,1
, . . . , h
k−τknk,M
nk,M
; ynk
)
(2b)
=∇θmhknk,m∇hnk,m`
(
θk0 , h
k−τknk,1
nk,1
, . . . , h
k−τknk,M
nk,M
; ynk
)
.
The delay for client m and sample n will increase via
τk+1n,m =
{
1, m = mk, n = nk,
τkn,m + 1, otherwise.
(3)
With the above short-hand notation, at iteration k, the update
at the server side is θk+10 = θk0−ηk0 gˆk0 . For the active local
client mk at iteration k, its update is
θk+1mk = θ
k
mk
− ηkmk gˆkmk − ηkmk∇r(θkmk), (4a)
and for the other clients m 6= mk, the update is
θk+1m = θ
k
m, (4b)
where ηkm is the stepsize and mk is the index of the client
responsible for the kth update.
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2.3. Types of flexible update rules
As shown in (2), the stochastic gradients are evaluated us-
ing delayed local embedding information h
k−τknk,m
m from
each client m, where τknk,m is caused by both asynchronous
communication and stochastic sampling.
To ensure convergence, we consider two reasonable settings
on the flexible update protocols:
1. Uniformly bounded delay D. We can realize this by
modifying the server behavior. During the training process,
whenever the delay of τknk,m exceeds D(> 0), the server
immediately queries fresh hn,m from client m before con-
tinuing the server update process.
2. Stochastic unbounded delay. In this case, the activation of
each client is a stochastic process. The delays is determined
by the hitting times of the stochastic processes. For example,
if the activation of all the clients follows independent Pois-
son processes, the delays will be geometrically distributed.
3. t-synchronous update, t > 0. While fully asynchronous
update is most flexible, t-synchronous update is also com-
monly adopted. In this case, the server computes the gradi-
ent w.r.t. θ0 until receiving {hn,m} from t different clients,
and then updates the server’s model using the newly com-
puted gradient. The t-synchronous updates have more stable
performance empirically, which is listed in Algorithm 2.
3. Convergence analysis
We present the convergence results of our VAFL method for
the nonconvex and strongly convex cases and under differ-
ent update rules. Due to space limitation, this section mainly
presents the convergence rates for fully asynchronous ver-
sion of VAFL (Algorithm 1), and the convergence results
for t-synchronous one (Algorithm 2) are similar, and thus
will be given in the supplementary materials.
To analyze the performance of Algorithm 1, we first make
the following assumptions on sampling and smoothness.
Assumption 1. Sample indexes {nk} are i.i.d. And the vari-
ance of gradient follows E
[
‖gkm −∇θmF (θk0 ,θk]‖2
]
≤
σ2m, ∀m, where gkm is the stochastic gradient gˆkm without
delay, e.g., gkm := ∇θm`
(
θk0 , h
k
nk,1
, . . . , hknk,M ; ynk
)
.
Assumption 2. The optimal loss is lower bounded F ∗ >
−∞. The gradient ∇F is L-Lipschitz continuous, and
∇θmF is Lm-Lipschitz continuous.
Generally, assumption 2 cannot be satisfied under our gen-
eral vertical FL formulation with nonsmooth local embed-
ding functions such as neural networks. However, tech-
niques that we call perturbed local embedding will be intro-
duced to enforce smoothness in Section 4.
To handle asynchrony, we need the following assumption,
which is often seen in the analysis of asynchronous BCD.
Assumption 3. The uploading client mk is independent of
m0, . . . ,mk−1 and satisfies P(mk = m) := qm.
A simple scenario satisfying this assumptions is that the ac-
tivation of all clients follows independent Poisson processes.
That is, if the time difference between two consecutive ac-
tivations of client m follows exponential distribution with
parameter λm, then the activation of client m is a Possion
process with qm = λ−1m /
∑M
j=1λ
−1
j .
We first present the convergence results for bounded τknk,m.
3.1. Convergence under bounded delay
We make the following assumption only for this subsection.
Assumption 4 (Uniformly bounded delay). For each client
m and each sample n, the delay τkn,m at iteration k is
bounded by a constant D, i.e., τkn,m ≤ D.
We first present the convergence for the nonconvex case.
Theorem 1. Under Assumptions 1 – 4, if ηk0 = ηkm =
min{ 14(1+D)L , cη√K } with cη>0, then we have
1
K
K−1∑
k=0
E[‖∇F (θk0 ,θk)‖2] = O
(
1/
√
K
)
. (5)
Under the additional assumption of strong convexity, the
convergence rate is improved.
Theorem 2. Under Assumptions 1 – 4, and the additional
assumption that F is µ-strongly convex in (θ0,θ), if ηk =
4
µmin
m
√
qm(k+K0)
with the constant K0 > 0, then
EF
(
θK0 ,θ
K
)
− F ∗ = O (1/K) . (6)
3.2. Convergence under stochastic unbounded delay
We make the following assumption only for this subsection.
Assumption 5 (Stochastic unbounded delay). For each
client m, the delay τknk,m is an random variable with un-
bounded support. And there exists p¯m, ρ > 0 such that
P
(
τknk,m = d
) ≤ p¯mρd := pm,d.
Under Assumption 5, we obtain the convergence rates of the
same order as those the under bounded delay assumption.
Theorem 3. Under Assumptions 1-3 and 5, if ηk0 = ηkm =
min
{
1
4(1+minm
√
cm)L
,
cη√
K
}
, then we have
1
K
K−1∑
k=0
E[‖∇F (θk0 ,θk)‖2] = O
(
1/
√
K
)
. (7)
Under the additional assumption of strong convexity, the
convergence rate is improved.
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Theorem 4. Assume that F is µ-strongly convex in (θ0,θ).
Then under Assumptions 1-3 and 5, if ηk0 = η
k
m =
2
ν(k+K0)
where K0 is a positive constant, then it follows that
EF (θK0 ,θK)− F ∗ = O (1/K) . (8)
It worth mentioning that under the assumption of bounded
delay and unbounded but stochastic delay, without even
coordinating clients’ gradient samples and local model up-
dates, our algorithm achieves the same order of convergence
as that of block-wise SGD in both cases [41].
4. Perturbed local embedding: Enforcing
differential privacy and smoothness
In this section, we introduce a local perturbation technique
that is applied by each client to enforce the differential
privacy of local information, which also smoothes the other-
wise nonsmooth mapping of local embedding.
4.1. Local perturbation
Recall that hm denotes a local embedding function of
client m with the parameter θm which embeds the in-
formation of local data xn,m into its outputs hn,m :=
hm(θm;xn,m). When hm is linear embedding, it is as sim-
ple as hm(θm;xn,m) = x>n,mθm. To further account for
nonlinear embedding such as neural networks, we represent
hn,m in the following composite form
u0 = xn,m (9a)
ul = σl(wlul−1 + bl), l = 1, . . . , L (9b)
hn,m = uL (9c)
where σl is a linear or nonlinear function, and wl, bl
corresponds to the parameter θm of hm, e.g., θm :=
[w1, · · · , wL, b1, · · · , bL]>. Here we assume that σl is L0σl -
Lipschitz continuous. Specially, when hm is linear, the
composite embedding (9) corresponds to L = 1, σ1(z) = z.
We perturb the local embedding function hm by adding a
random neuron with output Zl at each layer l (cf. (9b))
ul = σl(wlul−1 + bl + Zl), l = 1, . . . , L (10)
where Z1, . . . , ZL are independent random variables. With
properly chosen distributions of Zl, l = 1, . . . , L, we show
below hm is smooth and enables differential privacy. While
it does not exclude other options, our choice of the perturba-
tion distributions is
ZL ∼ N
(
0, c2
)
(11a)
Zl ∼ U [−
√
3cl,
√
3cl], l = 1, · · · , L− 1 (11b)
whereN (0, c2) denotes the Gaussian distribution with zero
mean and variance c2, and U [−√3cl,
√
3cl] denotes the
uniform distribution over [−√3cl,
√
3cl].
4.2. Enforcing smoothness
The convergence results in Section 3 hold under Assumption
2 which requires the smoothness of the overall loss function.
Inspired by the randomized smoothing technique [9; 27], we
are able to smooth the objective function by taking expec-
tation with respect to the random neurons. Intuitively this
follows the fact that the smoothness of a function can be in-
creased by convolving with proper distributions. By adding
random neuron Zl, the landscape of σl will be smoothed
in expectation with respect to Zl. And by induction, we
can show the smoothness of local embedding vector hm.
Then so long as the loss function ` is smooth w.r.t. the local
embedding vector hm, the global objective F is smooth by
taking expectation with respect to all the random neurons.
We formally establish this result in the following theorem.
Theorem 5. For each embedding function hm, if the acti-
vation functions follow σl = σ, ∀l, and the variances of the
random neurons follow (11), and assume ‖wl‖ is bounded,
then with Z := [Z>1 , · · · , Z>L ]>, the perturbed loss satisfies
Assumption 2, which is given by
Fc(θ0,θ) := EZ[F (θ0,θ;Z)]. (12)
Starting from LhbL = L
0
σd/c, the smoothness constants of
the local model θm denoted as LFcθm satisfy the following
recursion (l = 1, · · · , L− 1)
Lhbl = L
h
bl+1‖wl+1‖(L0σ)2 + L0σ‖wL‖ · · ·L0σ‖wl+1‖Lσ¯(cl)
Lhwl = E[‖ul−1‖]Lhbl
LFcθm = L
`
hm(L
0
hm)
2 + L0`
L∑
l=1
(Lhwl + L
h
bl) + L
r
θm (13)
where Lrθm is the smoothness constant of the regularizer
w.r.t. θm; Lhbl and L
h
wl
are the smoothness constants of the
perturbed local embedding h w.r.t. the bias bl and weight
wl; and Lσ¯(cl) := 2
√
dL0σ/cl is the smoothness constant
of the neuron at lth layer under the uniform perturbation.
Theorem 5 implies that the perturbed loss is smooth w.r.t.
the local model θm, and a large perturbation (large cl or c)
will lead to a smaller smoothness constant.
4.3. Enforcing differential privacy
We now connect the perturbed local embedding technique
with the private information exchange in Algorithms 1-2.
As local clients keep sending out embedded information, it
is essential to prevent any attacker to trace back to a specific
individual via this observation. Targeting a better trade-
off between the privacy and the accuracy, we leverage the
Gaussian differential privacy (GDP) developed in [8].
Definition 1 ([8]). A mechanism M is said to satisfy µ-
GDP if for all neighboring datasets S and S′, we have
T (M(S),M(S′)) ≥ T (N (0, 1),N (µ, 1)) (14)
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Figure 2. Testing accuracy versus clock time (sec) in MNIST, Fashion-MNIST, CIFAR10 and Parkinson datasets (from left to right).
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Figure 3. Testing accuracy of VAFL with nonlinear local embed-
ding on ModelNet40 dataset.
where the trade-off function T (P,Q)(α) = inf{βφ : αφ ≤
α}, and αφ, βφ are type I and II errors given a threshold φ.
Intuitively, µ-GDP guarantees that distinguishing two adja-
cent datasets via information revealed byM is at least as
difficult as distinguishing the two distributions N (0, 1) and
N (µ, 1). Smaller µ means less privacy loss.
To characterize the level of privacy of our local embedding
approaches, we build on the moments accountant technique
originally developed in [1] to establish that adding random
neurons endows Algorithm 1 with GDP.
Theorem 6. Under the same set of assumptions as those
in Theorem 5, for client m, if we set the variance of the
Gaussian random neuron at the L-th layer as
c = O
(
Nm
√
K/(µN)
)
(15)
where Nm is the size of minibatch used at client m, N is
the size of the whole batch, K is the number of queries (i.e.
the number of data samples processed by hm at client m),
then VAFL satisfies µ-GDP for the dataset of client m.
Theorem 6 demonstrates the trade-off between accuracy and
privacy. To increase privacy, i.e., decrease µ in (14), the
variance of random neurons needs to be increased (cf. (15)).
However, as the variance of random neurons increases, the
variance of the stochastic gradient (2) also increases, which
will in turn lead to slower convergence.
5. Numerical tests and remarks
We benchmark the fully asynchronous version of VAFL
(async) in Algorithm 1, and t-synchronous version of VAFL
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Figure 4. AUC curve of VAFL with local LSTM embedding on
MIMIC-III clinical care dataset.
(t-sync) in Algorithm 2 with the synchronous block-wise
SGD (sync), which requires synchronization and sample
index coordination among clients in each iteration. We also
include private versions of these algorithms via perturbed
local embedding technique in Section 4.
VAFL for federated logistic regression. We first conduct
logistic regression on MNIST, Fashion-MNIST, CIFAR10
and Parkinson disease [32] datasets. The l2-regularizer co-
efficient is set as 0.001. We select M = 7 for MNIST and
MNIST, M = 8 for CIFAR10 and M = 3 for PD dataset.
The testing accuracy versus wall-clock time is reported in
Figures 2. The dashed horizontal lines represent the results
trained on the centralized (non-federated) model, and the
dashed curves represent private variants of considered algo-
rithms with variance c = 0.1. In all cases, VAFL learns a
federated model with accuracies comparable to that of the
centralized model that requires collecting raw data.
VAFL for federated deep learning. We first train a neural
network modified from MVCNN with 12-view data [39].
We use M = 4 clients, and each client has 3 views of each
object and use a 7-layer CNN as local embedding functions,
and server uses a fully connected network to aggregate the
local embedding vectors. Results are plotted in Figure 3.
We also test our VAFL algorithm in MIMIC-III — an open
dataset comprising deidentified health data [16]. We per-
form the in-hospital mortality prediction as in [14] among
M = 4 clients. Each client uses LSTM as the embedding
function. In Figure 4, we can still observe that async and
t-sync VAFL learn a federated model with accuracies com-
parable to that of the centralized model, and requires less
time relative to the synchronous FL algorithm.
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Supplementary materials for
“VAFL: a Method of Vertical Asynchronous Federated Learning”
In this supplementary document, we first present some supporting lemmas that will be used frequently in this document, and
then present the proofs of all the lemmas and theorems in the paper, which is followed by details on our experiments. The
content of this supplementary document is summarized as follows.
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A. Supporting Lemmas
For notational brevity, we define
Gk0 := ∇θ0F (θk0 ,θk) (16a)
Gkm := ∇θmF (θk0 ,θk) (16b)
gk0 := ∇θ0`
(
θk0 , h
k
nk,1
, . . . , hknk,M ; ynk
)
(16c)
gkm := ∇θm`
(
θk0 , h
k
nk,1
, . . . , hknk,M ; ynk
)
(16d)
gˆk0 := ∇θ0`(θ0, h
k−τknk,1
nk,1
, . . . , h
k−τknk,M
nk,M
; ynk) (16e)
gˆkm :=
{
∇hm(θkm;xnk,m)∇hm`(θk0 , h
k−τknk,1
nk,1
. . . , h
k−τknk,M
nk,M
; ynk) if m = mk
0 else.
(16f)
θˆ := [θ
k−τknk,1
1 ; . . . ; θ
k−τknk,M
M ]. (16g)
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To handle the delayed information, we leverage the following Lyapunov function for analyzing VAFL
V k := F (θk0 ,θ
k) +
D∑
d=1
γd‖θk−d+1 − θk−d‖2 (17)
where {γd} are a set of constants to be determined later.
Lemma 1. Under Assumptions 1 – 4, for ηk0 ≤ 14L , ηkm ≤ 14(L+2γ1) , it follows that (with γD+1 = 0)
EV k+1 − EV k ≤ −
(
ηk0
2
− L(ηk0 )2
)
E[‖∇θ0F (θk0 ,θk)‖2]
−
M∑
m=1
qm
(
ηkm
2
− L(ηkm)2 − 2γ1(ηkm)2
)
E[‖∇θmF (θk0 ,θk)‖2]
+
D∑
d=1
(
Dck+Dγ1 max
m
2(ηkm)
2L2m+γd+1−γd
)
× E[‖θk+1−d−θk−d‖2]
+L(ηk0 )
2σ20 +
M∑
m=1
qm(L+ 2γ1)(η
k
m)
2σ2m. (18)
If {γd} are chosen properly as specified in the supplementary materials, the first three terms in the right hand side of (18) is
negative. By carefully choosing {ηk0 , ηkm}, we can ensure the convergence of Algorithm 1.
We first quantify the descent amount in the objective value.
Lemma 2. Under Assumptions 1-3, the iterates {θk0 ,θk} generated by Algorithm 1 satisfy
E[F (θk+10 ,θ
k+1)|Θk] ≤ F (θk0 ,θk) + ckE[‖θˆ
k − θk‖2|Θk] + L(ηk0 )2σ20
+
M∑
m=1
qmL(η
k
m)
2σ2m − (
ηk0
2
− L(ηk0 )2)‖Gk0‖2 −
M∑
m=1
qm(
ηkm
2
− L(ηkm)2)‖Gkm‖2 (19)
where Θk is the σ-algebra generated by {θ00,θ0, . . . , θk0 ,θk}, and ck is defined as
ck :=
(
ηk0
2
+ L(ηk0 )
2
)
L20 + max
m
(
ηkm
2
+ L(ηkm)
2
)
L2m. (20)
Proof. By Assumption 2, we have
F (θk+10 ,θ
k+1)
=F (θk0 − ηk0 gˆk0 , . . . , θkmk − gˆkmk , . . .)
≤F (θk0 ,θk)− ηk0 〈Gk0 , gˆk0 )〉 − ηkmk〈Gkmk , gˆkmk〉+
L(ηk0 )
2
2
‖gˆk0‖2 +
L(ηkmk)
2
2
‖gˆkmk‖2
≤F (θk0 ,θk)− ηk0 〈Gk0 , gk0 〉− ηk0 〈Gk0 , gˆk0 − gk0 〉− ηkmk〈Gkmk , gkmk〉− ηkmk〈Gkmk , gˆkmk − gkmk〉+
L(ηk0 )
2
2
‖gˆk0‖2+
L(ηkmk)
2
2
‖gˆkmk‖2
≤F (θk0 ,θk)− ηk0 〈Gk0 , gk0 〉 − ηkmk〈Gkmk , gkmk〉+
ηk0
2
‖Gk0‖2 +
ηkmk
2
‖Gkmk‖2 + L(ηk0 )2‖gk0‖2 + L(ηkmk)2‖gkmk‖2
+ (
ηk0
2
+ L(ηk0 )
2)‖gˆk0 − gk0‖2 + (
ηkmk
2
+ L(ηkmk)
2)‖gˆkmk − gkmk‖2. (21)
Note that we have
E
[‖gkmk‖2|Θk] = E [‖gkmk −Gkmk +Gkmk‖2|Θk]
= E
[‖gkmk −Gkmk‖2|Θk]+ 2E [〈gkmk −Gkmk , Gkmk〉|Θk]+ ‖Gkmk‖2
= σ2mk + ‖Gkmk‖2 (22)
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where the last equality follows from Assumption 1.
First we take expectation on (21) with respect to nk, conditioned on Θk and mk = m, we have
E[F (θk+10 ,θ
k+1)|mk = m,Θk] ≤F (θk0 ,θk)− (
ηk0
2
− L(ηk0 )2)‖Gk0‖2 − (
ηkm
2
− L(ηkm)2)‖Gkm‖2 + L(ηk0 )2σ20 + L(ηkm)2σ2m
+ (
ηk0
2
+ L(ηk0 )
2)E[‖gˆk0 − gk0‖2|mk = m] + (
ηkm
2
+ L(ηkm)
2)E[‖gˆkm − gkm‖2|mk = m].
(23)
Then taking expectation with respect to mk, it follows that
E[F (θk+10 ,θ
k+1)|Θk] ≤F (θk0 ,θk)− (
ηk0
2
− L(ηk0 )2)‖Gk0‖2 −
M∑
m=1
qm(
ηkm
2
− L(ηkm)2)‖Gkm‖2 + L(ηk0 )2σ20 +
M∑
m=1
qmL(η
k
m)
2σ2m
+ (
ηk0
2
+ L(ηk0 )
2)L20E[‖θˆ
k − θk‖2|Θk] +
M∑
m=1
qm(
ηkm
2
+ L(ηkm)
2)L2mE[‖θˆ
k − θk‖2|mk = m,Θk]
≤F (θk0 ,θk)− (
ηk0
2
− L(ηk0 )2)‖Gk0‖2 −
M∑
m=1
qm(
ηkm
2
− L(ηkm)2)‖Gkm‖2 + L(ηk0 )2σ20 +
M∑
m=1
qmL(η
k
m)
2σ2m
+
((
ηk0
2
+ L(ηk0 )
2
)
L20 + max
m
(
ηkm
2
+ L(ηkm)
2
)
L2m
)
︸ ︷︷ ︸
:=ck
E[‖θˆk − θk‖2|Θk]
which completes the proof.
B. Convergence under bounded delay
Recalling the definition of θˆ
k
in (16g), if τknk,m ≤ D, then it can be derived that
‖θˆk − θk‖2 ≤
D∑
d=1
D
∥∥∥θk+1−d − θk−d∥∥∥2 . (24)
B.1. Proof of Lemma 1
Recall the definition of V k, that is
V k = F (θk0 ,θ
k) +
D∑
d=1
γd‖θk+1−d − θk−d‖2
where we initialize the algorithm with θ−D+1 = · · · = θ−1 = θ0. We first decompose ‖θk+1 − θk‖2 as
‖θk+1 − θk‖2 = (ηkmk)2‖gˆkmk‖2 ≤ 2(ηkmk)2‖gkmk‖2 + 2(ηkmk)2‖gˆkmk − gkmk‖2. (25)
Taking expectation on both sides of (25), and applying (22) leads to
E
[
‖θk+1 − θk‖2|Θk
]
=
M∑
m=1
E
[
‖θk+1 − θk‖2|mk = m,Θk
]
P(mk = m)
≤
M∑
m=1
2qm(η
k
m)
2‖Gkm‖2 +
M∑
m=1
2qm(η
k
m)
2σ2m + 2 max
m
(ηkm)
2L2mE[‖θˆ
k − θk‖2|Θk]. (26)
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Following Lemma 2 in Appendix A and (26), the Lyapunov function V k satisfies
E[V k+1|Θk]− V k =E[F (θk+10 ,θk+1)|Θk]− F (θk0 ,θk) + γ1E[‖θk+1 − θk‖2|Θk]
+
D−1∑
d=1
(γd+1 − γd)‖θk+1−d − θk−d‖2 − γD‖θk+1−D − θk−D‖2
≤−
(
ηk0
2
− L(ηk0 )2
)
‖Gk0‖2 −
M∑
m=1
qm
(
ηkm
2
− L(ηkm)2 − 2γ1(ηkm)2
)
‖Gkm‖2
+ L(ηk0 )
2σ20 +
M∑
m=1
qm(L+ 2γ1)(η
k
m)
2σ2m
+
D−1∑
d=1
(
Dck +Dγ1 max
m
2(ηkm)
2L2m + γd+1 − γd
)
‖θk+1−d − θk−d‖2
+
(
Dck +Dγ1 max
m
2(ηkm)
2L2m − γD
)
‖θk+1−D − θk−D‖2. (27)
Since we choose ηk0 , η
k
m ≤ η¯ ≤ 14(L+2γ1) , it follows that ck ≤ 32 η¯L2. By taking expectation on both sides of (27), we have
EV k+1 − EV k ≤− 1
4
min{ηk0 , qmηkm}E[‖∇F (θk0 ,θk)‖2] + L(ηk0 )2σ20 + (2γ1 + L)
M∑
m=1
qm(η
k
m)
2σ2m
−
D−1∑
d=1
(
γd − γd+1 − 3
2
Dη¯L2 − 2Dγ1η¯2L2
)
E‖θk+1−d − θk−d‖2
−
(
γD − 3
2
Dη¯L2 − 2Dγ1η¯2L2
)
E‖θk+1−D − θk−D‖2. (28)
B.2. Proof of Theorem 1
Define γ1 =
3
2 η¯D
2L2
1−2D2η¯2L2 ≤ 12DL, and ηk0 = ηkm = η = min{ 14(D+1)L , cη√K }. Select γ2, . . . , γD as follows
γd+1 = γd − 3
2
DηL2 − 2Dγ1η2L2, d = 1, . . . , D − 1.
It can be verified that γD − 32DηL2 − 2Dγ1η2L2 ≥ 0. Then (28) reduces to
EV k+1 − EV k ≤− 1
4
min
m
qmηE[‖∇F (θk0 ,θk)‖2] + η2Lσ20 + η2(2γ1 + L)
M∑
m=1
qmσ
2
m. (29)
By summing over k = 0, · · · ,K − 1 and using η ≤ cη√
K
, it follows that
1
K
K−1∑
k=0
E[‖∇F (θk0 ,θk)‖2] ≤
F 0 − F ∗ +Kη2Lσ20 +Kη2(2γ1 + L)
M∑
m=1
qmσ
2
m
1
4 minm
qmηK
≤ 16DL(F
0 − F ∗)
min
m
qmK
+
4cη(F
0 − F ∗)
min
m
qm
√
K
+
4cηLσ
2
0 + cη(8γ1 + 4L)
M∑
m=1
qmσ
2
m
min
m
qm
√
K
.
B.3. Proof of Theorem 2
By the µ-strong convexity of F (θ0,θ), we have
2µ(F (θ0,θ)− F ∗) ≤ ‖∇F (θ0,θ)‖2. (30)
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Choose γd such that
γd − γd+1 − 3
2
Dη¯L2 − 2Dγ1η¯2L2 = µ
2
min
m
qmη¯γ1, d = 1, . . . , D − 1
γD − 3
2
Dη¯L2 − 2Dγ1η¯L2 = µ
2
min
m
qmη¯γ1.
Solve the above linear equations above and get
γ1 =
3
2 η¯D
2L2
1− 2D2η¯2L2 − µ2 minm qmDη¯
, γd = (D + 1− d)(3
2
Dη¯L2 + 2Dγ1η¯L
2 +
µ
2
min
m
qmη¯γ1), d = 1, . . . , D − 1.
If we choose ηk0 = η
k
m = η
k ≤ η¯ ≤ 14(D+1)L+2µmin
m
qmD
, γ1 ≤ 2η¯D2L2, then (28) reduces to
EV k+1 ≤ (1− µ
2
ηk min
m
qm)EV k + (ηk)2
(
Lσ20 + (2γ1 + L)
M∑
m=1
qmσ
2
m
)
.
Defining R :=
(
Lσ20 + (2γ1 + L)
M∑
m=1
qmσ
2
m
)
and ηk = 4µmin
m
qm(k+K0)
, where K0 =
4(4(D+1)L+2µmin
m
qmD)
µmin
m
qm
, we have
EV k ≤ V 0
K−1∏
k=0
(1− µ
2
min
m
qmη
k) +R
K−1∑
k=0
(ηk)2
K−1∏
j=k+1
(1− µ
2
min
m
qmη
j)
= V 0
K−1∏
k=0
k +K0 − 2
k +K0
+
16R
µ2 min
m
qm
K−1∑
k=0
1
(k +K0)2
K−1∏
j=k+1
j +K0 − 2
j +K0
≤ (K0 − 2)(K0 − 1)
(K +K0 − 2)(K +K0 − 1)V
0 +
16R
µ2 min
m
qm
K−1∑
k=0
1
(k +K0)2
(k +K0 − 1)(k +K0)
(K +K0 − 2)(K +K0 − 1)
≤ (K0 − 1)
2
(K +K0 − 1)2 (F (θ
0
0,θ
0)− F ∗) + 16RK
µ2 min
m
qm(K +K0 − 1)2 .
C. Convergence under stochastic unbounded delay
We first present a useful fact. Given the definition of p¯m, pm,d in Assumption 5, it can be shown that
∞∑
s=d
spm,s = p¯m
(
dρd
1− ρ +
ρd+1
(1− ρ)2
)
:= cm,d
∞∑
s=d
cm,s = p¯m
(
dρd
(1− ρ)2 +
2ρd+1
(1− ρ)3
)
∞∑
d=1
cm,d = p¯m
(
ρ
(1− ρ)2 +
2ρ2
(1− ρ)3
)
:= cm.
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For unbounded delay, we have the following relation
E[‖θˆk − θk‖2|Θk] =
M∑
m=1
E[‖θk−τ
k
nk,m
m − θkm‖2|Θk]
=
M∑
m=1
∞∑
s=1
E[‖θk−sm − θkm‖|Θk]P(τknk,m = s)
≤
M∑
m=1
∞∑
s=1
s∑
d=1
spm,s‖θk+1−dm − θk−dm ‖2
=
M∑
m=1
∞∑
d=1
cm,d‖θk+1−dm − θk−dm ‖2.
Similar to (26), we can decompose the difference term as
E
[‖θk+1m − θkm‖2|Θk] ≤ 2qm(ηkm)2‖Gkm‖2 + 2qm(ηkm)2σ2m + 2qm(ηkm)2L2E[‖θˆkm − θkm‖2|Θk]. (31)
Following Lemma 2 and (31), we have
E[V k+1|Θk]− V k
=E[F (θk+10 ,θ
k+1)|Θk]− F (θk0 ,θk) +
M∑
m=1
γm,1E[‖θk+1m − θkm‖2|Θk] +
M∑
m=1
∞∑
d=1
(γd+1 − γd)‖θk+1−dm − θk−dm ‖2
≤−
(
ηk0
2
− L(ηk0 )2
)
‖Gk0‖2 −
M∑
m=1
qm
(
ηkm
2
− (2γm,1 + L)(ηkm)2
)
‖Gkm‖2 + L(ηk0 )2σ20
+
M∑
m=1
qm(η
k
m)
2(2γm,1 + L)σ
2
m +
M∑
m=1
k∑
d=1
((
ck + 2qmγm,1(η
k
m)
2L2
)
cm,d + γm,d+1 − γm,d
) ‖θk+1−dm − θk−dm ‖2.
If we choose ηk0 , η
k
m ≤ η¯ ≤ 14(L+2 maxm γm,1) , then ck ≤ 32 η¯L2. By direct calculation, we have
EV k+1 − EV k ≤− 1
4
min{ηk0 , qmηkm}E[‖∇F (θk0 ,θk)‖2] + L(ηk0 )2σ20 +
M∑
m=1
qm(η
k
m)
2(2γm,1 + L)σ
2
m
−
M∑
m=1
∞∑
d=1
(
γm,d − γm,d+1 − cm,d
(
3
2
η¯L2 + 2qmγm,1η¯
2L2
))
E[‖θk+1−dm − θk−dm ‖2]. (32)
If we select γm,d such that(
3
2
η¯L2 + 2qmγm,1η¯
2L2
)
cm,d + γm,d+1 − γm,d = −ξmcm,d, m = 1, . . . ,M, d = 1, . . . ,∞
then it remains that
γm,d =
∞∑
s=d
cm,s
(
3
2
η¯L2 + 2qmγm,1η¯
2L2 + ξm
)
.
C.1. Proof of Theorem 3
We set the parameters as
ξm = 0, cm =
∞∑
d=1
cm,d, γm,1 =
3
2cmη¯L
2
1− 2cmqmη¯2L2 ≤ 2η¯cmL
2 ≤ 1
2
√
cmL (33)
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and
ηk0 = η
k
m = η = min
{
1
4(1 + maxm
√
cm)L
,
cη√
K
}
. (34)
Plugging these constants into (32), we have
EV k+1 − EV k ≤ 1
4
min
m
qmηE[‖∇F (θk0 ,θk)‖2] + η2
M∑
m=1
qm(2γm,1 + L)σ
2
m. (35)
By summing (35) over k = 0, · · · ,K − 1, it follows that
1
K
K−1∑
k=0
E[‖∇F (θk0 ,θk)‖2] ≤
F 0 − F ∗ +Kη2
M∑
m=1
(2γm,1 + L)qmσ
2
m
1
4 minm
qmηK
≤ 16(1 + maxm
√
cm)L(F
0 − F ∗)
min
m
qmK
+
4cη(F
0 − F ∗)
min
m
qm
√
K
+
4cη
M∑
m=1
(2γm,1 + L)qmσ
2
m
min
m
qm
√
K
.
C.2. Proof of Theorem 4
If we set ξm = 14cmη¯L
2 and ηk ≤ η¯ = 14(1+maxm√cm)L , then
γm,1 =
3
2cmη¯L
2 + ξm
1− 2cmη¯2L2 = 2cmη¯L
2 ≤ 1
2
√
cmL.
Plugging the parameters in (32) and using the strong convexity in (30), we have
EV k+1 ≤ (1− νηk)EV k + (ηk)2R
where ν = inf
m,d
{ ξmcm,dη¯γm,d ,
µqm
2 } and R :=
(
Lσ20 + (2γm,1 + L)
M∑
m=1
qmσ
2
m
)
.
Choosing ηk = 2ν(k+K0) with K0 =
4(1+maxm
√
cm)L
ν , it follows that
EV k ≤
K−1∏
k=0
(1− νηk)V 0 +R
K−1∑
k=0
(ηk)2
K−1∏
j=k+1
(1− νηj)
= V 0
K−1∏
k=0
k +K0 − 2
k +K0
+
16R
µ2 min
m
qm
K−1∑
k=0
1
(k +K0)2
K−1∏
j=k+1
j +K0 − 2
j +K0
≤ (K0 − 2)(K0 − 1)
(K +K0 − 2)(K +K0 − 1)V
0 +
16R
µ2 min
m
qm
K−1∑
k=0
1
(k +K0)2
(k +K0 − 1)(k +K0)
(K +K0 − 2)(K +K0 − 1)
≤ (K0 − 1)
2
(K +K0 − 1)2 (F
0 − F ∗) + 16RK
µ2 min
m
qm(K +K0 − 1)2 .
Remark 1. To verify the existence of ν > 0, we have
ξmcm,d
η¯γm,d
=
cm,d
∞∑
s=d
cm,s
1
η¯
ξm
3
2 η¯L
2 + 2qmγm,1η¯2L2 + ξm
≥ 1
η¯
(1− ρ)ξm
3η¯L2 + 4qmγm,1η¯2L2 + 2ξm
≥ 1
η¯
(1− ρ)ξm
5η¯L2 + ξm
=
1
η¯
(1− ρ)cm
20 + cm
where we use the fact that cm,d∞∑
s=d
cm,s
≥ 1−ρ2 . Then ν = min{ 1η¯ (1−ρ)cm20+cm ,
µqm
2 }.
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D. Convergence results of vertical t-synchronous federated learning
In the t-synchronous, we useMk to denote the set of clients that upload at iteration k. For notational brevity, we define
gˆk0 =
1
t
∑
m∈Mk
∇θ0`(θ0, h
k−τknk(m),1
nk,1
, . . . , h
k−τknk(m),M
nk(m),M
; ynk)
gˆkm =
{
∇hm(θkm;xnk(m),m)∇hm`(θk0 , h
k−τknk(m),1
nk(m),1
, . . . , h
k−τknk(m),M
nk(m),M
; ynk(m)), if m ∈Mk;
0, else.
Similar to Assumption 3, we assume that
Assumption 6. The probability of client m in the set of uploading clients Mk at iteration k is independent of
Mk−1, · · · ,M1, and it satisfies
P(m ∈Mk) := qm.
D.1. Connecting with asynchronous case
Similar to the previous analysis, the objective value satisfies the following inequality
F (θk+10 ,θ
k+1) ≤ F (θk0 ,θk) + 〈Gk0 , θk+1m − θk0 〉+ 〈Gkm, θk+1m − θkm〉+
L
2
‖θk0 − θk‖2 +
M∑
m=1
L
2
‖θk+1m − θkm‖2
= F (θk0 ,θ
k) + 〈Gk0 , gˆk0 〉+
∑
m∈Mk
〈Gkm, gˆkm〉+
L(ηk0 )
2
2
‖gˆk0‖2 +
L
2
∑
m∈Mk
(ηkm)
2‖gˆkm‖2
≤ F (θk0 ,θk)− ηk0 〈Gk0 , gk0 〉 −
∑
m∈Mk
ηkm〈Gkm, gkm〉+
ηk0
2
‖Gk0‖2 +
∑
m∈M
ηkm
2
‖Gkm‖2 + L(ηk0 )2‖Gk0‖2
+
∑
m∈Mk
L(ηkm)
2‖Gkm‖2 + (
ηk0
2
+ L(ηk0 )
2)‖gˆk0 − gk0‖2 +
∑
m∈Mk
(
ηkm
2
+ L(ηkm)
2)‖gˆkm − gkm‖2.
And by taking expectation with respect toMk, nk(m), it follows that (with t =
M∑
m=1
qm)
E[F (θk+10 ,θ
k+1)|Θk]
≤F (θk0 ,θk)− (
ηk0
2
− L(ηk0 )2)‖Gk0‖2 −
M∑
m=1
qm(
ηkm
2
− L(ηkm)2)‖Gkm‖2 +
1
t2
L(ηk0 )
2σ20 +
M∑
m=1
qmL(η
k
m)
2σ2m
+
((
ηk0
2
+ L(ηk0 )
2
)
L20 + tmax
m
(
ηkm
2
+ L(ηkm)
2
)
L2m
)
E[‖θˆk − θk‖2|Θk].
Following the Lyapunov analysis of the asynchronous case, it can be shown that the vertical t-synchronous federated learning
achieves the same order of convergence rate as in Theorems 1-4.
D.2. Convergence results
For completeness, we state the convergence results for the vertical t-synchronous federated learning as follows.
Theorem 7 (Bounded delay, nonconvex). Under Assumptions 1,2,4 and 6, if ηk0 = tηkm = min{ 14(1+D)L , cη√K } with cη>0,
then we have
1
K
K−1∑
k=0
E[‖∇F (θk0 ,θk)‖2] = O
(
1/
√
K
)
. (37)
Theorem 8 (Bounded delay, strongly convex). Assume that F is µ-strongly convex in (θ0,θ). Then under the same
assumptions of Theorem 7, if ηk = 4µmin
m
√
qm(k+K0)
with K0 =
4(4(D+1)L+µmin
m
√
qmD)
µtmin
m
√
qm
, then
EF
(
θK0 ,θ
K
)
− F ∗ = O (1/K) . (38)
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Theorem 9 (Unbounded stochastic delay, nonconvex). Under Assumptions 1,2,5 and 6, if we choose ηk0 = tηkm =
min
{
1
4(1+minm
√
cm)L
,
cη√
K
}
, then we have
1
K
K−1∑
k=0
E[‖∇F (θk0 ,θk)‖2] = O
(
1/
√
K
)
. (39)
Theorem 10 (Unbounded stochastic delay, strongly convex). Assume that F is µ-strongly convex in (θ0,θ). Then under
the same assumptions of Theorem 9, if ηk0 = η
k
m =
2
ν(k+K0)
where K0 =
4(1+maxm
√
cm)L
tν and ν is a positive constant
depending on µ,L, p¯m, ρ, then it follows that
EF
(
θK0 ,θ
K
)
− F ∗ = O (1/K) . (40)
E. Proof of Theorem 5
Before proceeding to the proof of Theorem 5, we first present the smoothness of a single neuron in the following lemma.
Lemma 3. If σ(x) is L0σ-Lipschitz continuous and differentiable almost everywhere, Z is a continuous random variable
with pdf µ(Z), then σ¯(x) := Eσ(x+ Z) is differentiable with Lipschitz continuous gradient∇σ¯(x) = E∇σ(x+ Z).
Proof. We first prove that σ¯(x) is smooth and E∇σ(x+ Z) = ∇σ¯(x).
EZσ(x+ δv + Z)− EZσ(x+ Z)
δ
=
∫
Rd
σ(x+ δv + Z)− σ(x+ Z)
δ
µ(Z)dZ
Since σ is differentiable almost everywhere, for any fixed x ∈ Rd and directional vector v ∈ Rd, we have
lim
δ→0
σ(x+ δv + Z)− σ(x+ Z)
δ
= v>∇σ(x+ Z) =
n∑
i=1
∂σ
∂xi
(x+ Z)vi a.e.
and ∫
Rd
∣∣∣∣σ(x+ δv + Z)− σ(x+ Z)δ
∣∣∣∣µ(Z)dZ ≤ ∫
Rd
L0σµ(Z)dZ = L
0
σ.
Then by dominated convergence theorem, when taking δ → 0, it follows that
∂σ¯
∂xi
(x) =
∫
Rd
∂σ
∂xi
(x+ Z)µ(Z)dZ,
∂σ¯
∂v
(x) =
∫
Rd
d∑
i=1
∂σ
∂xi
(x+ Z)viµ(Z)dZ =
n∑
i=1
∂σ¯
∂xi
(x)vi.
Therefore, σ¯(x) is differentiable, that is
∇σ¯(x) =
∫
Rd
∇σ(x+ Z)µ(Z)dZ = EZ∇σ(x+ Z).
Next we derive the smoothness constant of σ¯(x). We focus on the uniform distribution and the Gaussian distribution.
Case I. Assume that the uniform distribution Z ∼ U [− c2 , c2 ]d, i.e., µ(Z) = 1cd1{− c2≤Zi≤ c2 ,1≤i≤d}(Z).
‖∇σ¯(x)−∇σ¯(x′)‖ =
∥∥∥∥∫
Rd
∇σ(x+ y)µ(Z)dZ −
∫
Rd
∇σ(x′ + Z)µ(Z)dZ
∥∥∥∥
=
∥∥∥∥∫
Rd
∇σ(y)(µ(y − x)− µ(y − x′))dy
∥∥∥∥ ≤ L0σ ∫
Rd
|µ(y − x)− µ(y − x′)| dy
≤ 2
√
dL0σ
c
‖x− x′‖ := Lσ¯(c)‖x− x′‖
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where the smoothness constant is defined as Lσ¯(c) :=
2
√
dL0σ
c .
Case II. Assume that the Gaussian distribution Z ∼ N (0, c2Id), i.e., µ(Z) = 1σ√2pi e
− ‖Z‖2
2σ2 .
σ¯(x) =
∫
Rd
σ(x+ Z)µ(Z)dZ =
∫
Z∈Rd
σ(y)µ(y − x)dy.
By the Leibniz rule, we have
∇σ¯(x) = −
∫
Rd
σ(y)∇µ(y − x)dy = −
∫
Rd
σ(y + x)∇µ(y)dy.
Then it follows
‖∇σ¯(x)−∇σ¯(x′)‖ =
∥∥∥∥∫
Rd
(σ(y + x)− σ(y + x′))∇µ(y)dy
∥∥∥∥
≤ L0σ
(∫
Rd
‖∇µ(y)‖dy
)
‖x− x′‖
=
L0σd
c
‖x− x′‖ := Lσ¯(c)‖x− x′‖
where the smoothness constant is Lσ¯(c) :=
L0σd
c .
E.1. Proof of Theorem 5
Building upon Lemma 3, we next prove Theorem 5. For simplicity, we assume that all the activation functions are same,
e.g., σl = σ, ∀l = 1, · · · , L. We use Lf to denote the lipschitz constant of a function f . In the following proof, we change
the order of differentiation and integration (expectation) as it is supported by Leibniz integral rule. We also let f¯ = Ef .
Since ∇bL h¯ = E[∇σ¯],∇wL h¯ = E[∇σ¯]u>L−1,∇uL−1EZLh = w>LE[∇σ¯]. The smoothness of σ¯ implies that
∇bL h¯,∇wL h¯,∇uL−1 h¯ are Lh¯bL , Lh¯wL , Lh¯uL−1 -Lipschitz continuous respectively, with
Lh¯bL := Lσ¯(c),
Lh¯wL := L
h¯
bLE[‖uL−1‖],
Lh¯uL−1 := L
h¯
bL‖wL‖,
‖∇uL−1 h¯‖ ≤ L0σ‖wL‖.
Since σ is differentiable almost everywhere, σ¯(wLσ(·+ZL−1) + bL) is differentiable almost everywhere and thus is smooth
in expectation of ZL−1. By some calculation, we can show that
Lh¯bL−1 = L
h¯
uL−1(L
0
σ)
2 + L0σ‖wL‖Lσ¯(cl)
Lh¯wL−1 = L
h¯
bL−1E[‖uL−1‖]
Lh¯uL−2 = L
h¯
bL−1‖wL−1‖.
Following the similar steps, we can obtain that
Lh¯bl = L
h¯
ul
(L0σ)
2 + L0σ‖wL‖ · · ·L0σ‖wl+1‖Lσ¯(cl),
Lh¯wl = L
h¯
bl
E[‖ul−1‖],
Lh¯ul−1 = L
h¯
bl
‖wl‖.
As long as the overall loss `(θ0, h1, . . . , hM ; y) is smooth w.r.t. θ0, h1, . . . , hM , we can extend our results to show that it is
smooth in the local parameters θ1, . . . , θM . Taking ul from hm as example, that is
L
¯`
θm = L
¯`
hm(L
0
hm)
2 + L0`L
h¯m
θm
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we can extend our results to show that Fc(θ0,θ) = 1N
N∑
n=1
E`(θ0, hn,1, . . . , hn,M ; yn) +
M∑
m=1
r(θm) is smooth, where the
expectation is taken with respect to all the random neurons in local embedding vectors h1, . . . , hM . Specifically, the
smoothness of Fc is given by
LFcθm = L
¯`
hm(L
0
h¯m
)2 + L0`
L∑
l=1
(Lh¯wl + L
h¯
bl
) + Lrθm (41)
where Lrθm is the smoothness constant of the regularizer w.r.t. θm; L
h¯
bl
and Lh¯wl are the smoothness constants of the perturbed
local embedding h w.r.t. the bias bl and weight wl.
E.2. The objective difference after local perturbation
Now we evaluate the difference between Fc(θ0,θ) and F (θ0,θ). Note that
|Fc(θ0,θ)− F (θ0,θ)|2 =
∣∣∣∣∣ 1N
N∑
n=1
(EZ`(θ0, h′n,1, . . . , hn,M ;Z)− `(θ0, hn,1, . . . , hn,M ))
∣∣∣∣∣
2
≤ 1
N
N∑
n=1
EZ[|`(θ0, h′n,1, . . . , h′n,M ;Z)− `(θ0, hn,1, . . . , hn,M )|2]
≤ M
N
N∑
n=1
L2`EZ[‖h′n,m − hn,m‖2] (42)
where hn,m and h′n,m correspond to the outputs of (9) and (10), respectively. Since we have that
‖h′n,m − hn,m‖ = ‖u′L − uL‖ ≤ LσL(‖wL‖‖u′L−1 − uL−1‖+ ‖ZL‖) ≤ · · · ≤
L∑
j=1
 L∏
l=j
Lσl‖wl‖
 ‖Zl‖
and thus it follows that
‖h′n,m − hn,m‖2 ≤
 L∑
j=1
L∏
l=j
L2σl‖wl‖2
 L∑
j=1
‖Zj‖2
 .
Taking expectation on both side, we have
E[‖h′n,m − hn,m‖2] ≤
 L∑
j=1
L∏
l=j
L2σl‖wl‖2
L−1∑
j=1
c2l + c
2
 .
Plugging into (42), we arrive at
|Fc(θ0,θ)− F (θ0,θ)| ≤M
 L∑
j=1
L∏
l=j
L2σl‖wl‖2
 12 L−1∑
j=1
c2l + c
2
 12 .
F. Proof of Theorem 6
Let ul, u′l denote the the outputs of l-th layer with inputs u0 = x, x
′. Under the assumptions that Zl ∼ U [−cl/2, cl/2],σl is
Lσl -Lipschitz continuous for l = 1, . . . , L− 1, we can derive that
‖wLuL−1 − wLu′L−1‖ ≤ ‖wL‖LσL−1(‖wL−1‖‖uL−2 − u′L−2‖+
√
dL−1cL−1)
≤ ‖wL‖
L−1∏
l=1
Lσl‖wl‖‖x− x′‖+ ‖wL‖
L−1∑
l=1
 l∏
j=1
Lσj
√
dj
 cl
:= B¯.
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Figure 5. Training loss of VAFL with nonlinear local embedding on ModelNet40 dataset.
Consider the linear operation of L-th layerM(uL−1) = wLuL−1 + bL + ZL which is a random mechanism defined by
ZL ∼ N (0, ν2). Since differential privacy is immune to post-processing [11], σL ◦M does not increase the privacy loss
compared withM. According to Theorem 1 in [1], Algorithm 1 is (ε, δ)-differentially private if ν = c q
√
T log(1/δ)
ε .
G. Simulation details
In this section, we present the details of our simulations, and provide the additional test results.
G.1. Simulation environment
We conducted our simulations on a deep learning workstation with 2 Nvidia Titan V and 2 Nvidia GeForce RTX 2080 Ti
GPUs. Codes are written using Python 3.6 and Tensorflow 2.0.
G.2. VAFL for federated logistic regression
Data allocation. The datasets we choose are CIFAR-10, Parkinson Disease, MNIST and Fashion MNIST. The batch size is
selected to be approximate 0.01 fraction of the entire training dataset. The data are uniformly distributed among M = 8
clients for CIFAR-10, M = 3 for Parkinson Disease, and M = 7 for both MNIST and Fashion MNIST.
Stepsize. The stepsize is η = 1× 10−2 for Parkinson Disease, η = 2× 10−4 for CIFAR-10, and η = 1× 10−4 for both
MNIST and Fashion MNIST.
Random delay. The random delay follows a Poisson distribution with client-specific parameters to reflect heterogeneity.
The delay on each worker m follows the Poisson distribution with parameter 2m and scaled by 1/2M , where M is the
number of workers and m is the worker index. The expectation of maximum worker delay is one second.
Perturbation. The noise added to the output of each local client follows the Gaussian distribution of each task isN (0, 0.01)
for CIFAR-10, MNIST and Fashion MNIST and N (0, 1) for Parkinson Disease.
For each task, we run the algorithms sufficiently many epochs and record the training loss. Testing accuracy and wall clock
time are recorded at the end of each epoch.
G.3. VAFL for federated deep learning
G.3.1. TRAINING ON MODELNET40 DATASET
Local embedding structure. We train a convolutional neural network-based model consisting of two parts: the local
embedding models and the server model. Each local model is a 7-layer convolutional neural network. The server part is a
centralized 3-layer fully connect neural network.
Vertical data allocation. The data we choose is ModelNet40 and we vertically distributed images of the objects in the
dataset from 12 angles and assign to each local client. Each local client deals with the data assigned by their local
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Figure 6. Testing accuracy of VAFL with nonlinear local embedding on ModelNet40 dataset.
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Figure 7. Training loss of VAFL with local LSTM embedding on MIMIC-III critical care dataset.
convolutional network and generate a vector whose dimension is 512 as the local output.
Random delay. The random delay follows exponential distribution with client-specific parameters to reflect heterogeneity.
For each worker m, the delay follows the exponential distribution with parameter m.
Random perturbation. We use ReLU as the local embedding activation function. We add a random noise on the output of
each local embedding convolutional layer. The noises follow the following distributions: U(−0.1, 0.1) (the first two layers),
U(−0.01, 0.01) (the other convolutional layers except the last layer) and N (0, 1) (the last convolutional layers).
Server structure. The server then combines the 12 vectors linearly and pass them into the three-layer fully connected
neural network and classify into 40 classes. The number of nodes of each layer is 256, 100 and 40.
Learning rate. The stepsize of the local embedding update ηm is 10−3 and the server stepsize η0 = ηmM where M is the
number of workers.
G.3.2. TRAINING ON MIMIC-III DATASET
MIMIC is an open dataset comprising deidentified health data associated with 60,000 intensive care unit admissions [16].
The data are allocated into 4 workers having different feature dimensions.
Local embedding structure. The local embedding part is a two layer LSTM models and the server part is a fully connected
layer. The first layer is a bidirectional LSTM and the number of units is 16. The second layer is a normal LSTM layer and
the number of units is also 16.
Random delay. The random delay follows an exponential distribution with client-specific parameters to reflect heterogeneity.
The delay on each worker m follows an exponential distribution with parameter m.
Random perturbation. A random noise following Gaussian distribution N (0, 10−4) is also added on the output of each
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Figure 8. AUC curve of VAFL with local LSTM embedding on MIMIC-III clinical care dataset.
local embedding layer.
We have also added simulation results that compare all the algorithms with their private counterparts on both ModelNet40
and MIMIC-III datasets.
