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Abst rac t - - In  the early 1990s, Yau developed a new class of nonlinear filters, called the Yau Filters 
which contain the Kalman-Bucy filters and the Bencs filters as special case~. It has been shown that, 
from the Lie algebraic point of view, the Yau filters are the most general finite-dimensional filters. 
Yau and Hu proved that the DMZ equation for a Yau filter can be reduced to a Kolmogorov type 
partial differential equation and a system of linear differential equations. They noticed that the PDE 
is independent of the observed ata and hence can be solved off-line. An efficient parallel algorithm 
for the system of ODEs would lead to fast solutions of Yau filtexs and hence their suitability for real- 
life applications. In this paper, we have proposed several parallel methods uitable for this system of 
ODEs. {~ 2005 Elsevier Ltd. All rights reserved. 
Keywords - -Yan  filter, Ordinary differential equation, Initial value problem, Matrix exponential, 
Parallel algorithm. 
1. INTRODUCTION 
I.I. Notations 
T£ denotes the set of all real numbers, and T£ ~x~ denotes the set of all real n-by-n matrices. We 
will use bold-faced italic lower-case letters (like v) for vectors, and bold-faced italic upper-case 
letters (like A) for matrices. I is the identity matrix of appropriate dimension. All logarithms 
will be of base 2 and will be denoted by lg. 
Let v(t) = (v~(t)) be a vector-valued function of time t. The derivative of v is defined to be 
and the integral of v to be 
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For X E "R, =×'*, the exponential of X is defined by 
ex := k! ' 
k=0 
The following theorem is well known in differential equations [1]. 
THEOREM 1. The unique solution to the following initial value problem: 
x'(~) = A~,(t) + ~(t), t > to, 
x(to) = xo, 
is ~iven by 
i 
t 
x(t) = e(*-t°)A~o + e(t-s)A~(s) ds. 
J to 
(i) 
(2) 
(3) 
1.2. The  Yau F i l ter  
In this paper, we will consider the following signal observation model: 
dx(t) = f (x(t ) )  + g(x($)) dr(t), ~(0) -- x0, 
(4) 
dy(t) = h(x(t)) + dw(t), y(O) = O, 
where x, v, y, and w are, respectively, 7-¢ ~, 7¢ ", 7~ m, and TO'* valued processes, and v and w have 
components which are independent standard Brownian processes. Furthermore, f (x)  and h(x) 
are C ¢~ vector-valued functions, and g(x) is orthogonal matrix-valued C ~ function. 
Model (4) arises from many practical problems. For example, it can be regarded as a dynamic 
sys tem 
~'(t) =/(x(t))  
subject o continuous random shock v(t) whose direction and intensity are modified by g(x(t)). 
We assume that the state vector (or signal process) x cannot be observed irectly. However, a 
related quantity y 
y ~- h(x(t)) 
can be observed, but it is corrupted by the noise w(t). The filtering problem is to find an optimal 
estimation of a certain function ¢ of ~(t), based on all past observations y(s), 0 < s < t. 
Unfortunately, if the observations come in a high rate, then the computation may suffer these 
problems. 
1. Long computing time. 
2. Large memory requirement. 
A finite-dimensional reeursive filter (FDRF) is a filtering system which does not suffer the above 
drawbacks. The discussion of general FDRF is beyond the scope of this paper. 
In 1990, Yau [2] first proposed the filtering system (4) with the following condition: 
Ofj Of~ 
Oz~ Ox~ = c~, for 1 _< i, j < n, (5) 
where cij are constants. The following two theorems were proved in [2]. 
THEOREM 2. Condition (5) holds if and only ff 
OF(x) 
£(x)  = ~(x)  + Ox-----7-' 1 < ~ < n, (8) 
where t~ = ~'=1 d~jx~ + d~, 1 < i < n and F is a C ¢~ function. 
If F -- 0 on T¢ ~, then (4) becomes the Kalman-Bucy filter; and if ~ = 0 for all i = 1,.. .  ,n, 
then (4) becomes the Benes filter. 
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THEO1ZEM 3. I f  the estimation algebra of the Yau filtering system is finite dimensional, Shen 
h,(~) = ~ ,  +c, ,  ~<i<~,  (~) 
~=1 
where c O. and ci, 1 < i , j  <_ n, are constants. 
Define 
~7(a~) :-- E fi2(~e) + Of4(x) + E h~(~c). (8) 
/=1 i=1 02~i i= l  
We know that y(z) is a polynomial of degree at most two for most interesting filtering sys- 
tems [3,4]. Hence, we assume 
~r~ 
~(x) = v/jz/zj + Xf'z_, ~/~/ + ~o, 
i , j= l  /=1 
(9) 
where W~j, ~7/, 0 _< i , j  <_ n, are constants. 
Yau and Hu [5] showed that the DMZ equation for the finite-dimensional Yau filters satisfy- 
ing (9) can be reduced to a Kolmogorov type partial differential equation and a system of ordinary 
differential equations as follows. 
THEOREM 4. Consider the Yau filtering system (4) satisfying conditions (6), (7), and (9). The 
solution ~(t,-~) for the robust DMZ equation can be reduced to the solution ~(t,x) for the 
Kolrnogorov type equation 
~--~(t,x) ={A~(t,x) - ~ H~(z)~(t,z)- P(x)~(t,x), 
i=  1 
where 
f(t, x) = e ~(0+c(®)+E?=: a'(*)x'-F(~+b(O)f(t, X + b(t)) 
and a/(t), b/(t) (1 < i < n), and c(t) satisfy the following system of ordinary differential equations: 
1 I I  n 
j~ l  f f=l  
n ~rlq 
b'(O - a,(t) - ~d, jb~(t )  + ~ cj,vj(*) = 0, 
j=l j----i 
n 
1 E(b~(t)) 2 _ E a,(tlb~(t) d(t) + 
i=i /=1 
- V,jb,(t)bj(t) - ~ , ,b / ( t )  + ~ d,b~(t) = 0, 
~d=l  i= l  i= l  
(10) 
(11) 
(12) 
(13) 
with initial conditions ai(O) = bi(O) -- 0 (1 < i < n), and c(O) --- O, if we can choose H(x), G(x), 
and P(m), such that 
~ ( OH'(x) ) - *l(m) + 2P(x) - O 
~=1 H~(~) Ox~ 
and 
H,(~)  ac (m)  = e,(~). 
Ox/ 
Several choices of H(x),  G(m), and P(x) were given in the same paper. 
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Note that the Kolmogorov equation (4) is independent of the observed ata y(t) and hence 
can be precomputed. The two systems of ODEs for a(t) and b(~) are special cases of the more 
general system (2). In fact, equations (10) and (11) fit in the linear system of ODEs (2) where D(t) 
depends on the observation y(t) of the filtering system (4). Function c(t) can be computed by 
integration after a(t) and b(t) are solved. 
In order to obtain real-time performance of the filtering systems, one needs to design efficient 
ODE solvers for (2). It is highly likely that parallel methods for systems of ODEs need to be 
introduced to provide acceptable real-time performance. 
2. PARALLEL  METHODS FOR ODES 
In attempts to solve a general first-order initial value problem numerically, one has to generate 
sequence of state vectors ~(te), ~(tl), x(t2), . . ,  at the time mesh points t0 < tx < t2 < . . ' .  Three 
types of parallelisms have been identified [6-9]. 
1. Parallelism Across the Method--Each x(ti) requires a number of function evaluations and 
one uses multiple processors to perform multiple function evaluations at the same time. 
2. Parallelism Across the System (Problem)--Different processors are used to generate dif- 
ferent components of x(t~) independently. 
3. Parallelism Across the Time (Steps)--A sequence of state vectors :v(Q),~(t~+l),...,  
x(ti+N-X) are generated concurrently by N processors. 
For system (2), we have found that efficient algorithms can take elements from all three of these 
categories. 
Our discussions will be f~om the pure algorithmic point of view, and hence, are independent 
of any specific parallel architecture. In particular, we make the following assumptions (cf. [10]). 
1. The communication time among processors i negligible. (A shared memory architecture 
may satisfy this assumption.) 
2. Each individual instruction takes the same time in sequential and parallel implementation. 
3. If an instruction has to be executed k times, then the recurrent execution time on a single 
processor is k times larger than the concurrent execution time on k processors. 
This way, the running time estimate is intrinsic to the parallel algorithm which represents the 
ideal performance attainable by any parallel machines. 
2.1. Para l le l i sm across  the  System 
Many parallel algorithms on vectors use matrix-vector multiplication, vector addition, and 
scalar-vector multiplication as building blocks. A processor with a vector pipeline can perform 
these operations very efficiently. Without a vector pipeline, it is a simple exercise to employ 
multiple processors to compute different components of the state vectors [11,12], thus achieving 
parallelism across the system. To conceal this level of parallelism, we let c~(n) and fl(n) be 
the running times for a matrix-vector multiplication and a vector addition (or scalar-vector 
multiplication), respectively, where a matrix is n by n and a vector has length n. We will use 
these as the units for measuring the running time of our parallel algorithms. 
In this paper we assume the following. 
1. The observation is sampled at equally spaced mesh points t0 , t l , . . .  ,tN, i.e., ti - ti-1 = h 
for i --- 1, 2 , . . . ,  N where h is a positive constant. 
2. To solve (2), we need to compute x~ := x(t~) for i = 1, 2 , . . . ,  N. 
3. We consider b(to), b(q) , . . . ,  b(tN) as inputs to the system. The time to compute them is 
not included in our time analysis. 
4. Our goal is to construct real-time solvers for (2). Any data that are not depending on the 
inputs can be precomputed and stored in the processors where they are needed. This will 
not be counted toward the running time of the algorithms. 
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2.2. Associative Fan-in Algorithm 
Suppose we want to add N = 2"  vectors of length n stored in N memory cells. The associative 
fan-in algorithm [13] exploits the associative property of the addition operation, and employs the 
following divide-and-conquer type strategy: 
N N/2 N/2 
E = E ' ,  + E" , , / - , ,  
i=1 i=l i=I 
and each of the terms on the right-hand side may likewise be computed recursively using the 
same strategy. As a result, the sum can be computed using N/2 processors in ((lg N)fl(n))-t ime. 
2.3. Quadrature Methods 
The easiest way to introduce parallelism for system (2) is to exploit formula (3). In this paper, 
we assume the following about our system. 
1. The observation is sampled at equally spaced mesh points t0,t l ,  . . . .  iN, i.e., ti - t i -1  ---- h 
for i = 1, 2 , . . . ,  N where h is a positive constant. 
2. To solve system (2), we need to compute x~ := ~(ti) for i ---- 1,2, . . . .  N. 
3. We consider b(t0), b ( t l ) , . . . ,  b(tN) as inputs to the system. The t ime to compute them is 
not included in our time analysis. 
4. Since our goal is to construct on-time solvers for (2), any data that  are not depending on 
the inputs can be precomputed and stored in the processors where they are needed. This 
will not be counted toward the running time of the algorithms. 
In order that (3) can be applied effectively, we assume in this section that  the matr ix exponen- 
tial e uA and its powers can be accurately computed. (See [14,15].) 
3. AN ALGORITHM FOR FUNCTION c(t) 
The differential equation of c(t) (12) can be written as 
c'(t) = r(t) ,  c(to) = co. (14) 
The solution can be easily obtained by an integration, i.e., 
/j c(t) = co + r(8) de. (1~) 
When the sampling period is very small, we may use the extended trapezoidal rule for (4.2). It  
implies that c~ := c(ti) satisfies approximately 
i 
1 F c, = Zr ,  - g ~, i >_ 1, (18) 
k=0 
wh~re  
Define 
Equation (16) then becomes 
h 
ro := co + gr ( to ) ,  
l"~, :--- hr ( tk ) ,  1 < k < i. 
k 
sj,~ := E r~, 
t= j  
O<j<k.  
I r . 
Ci ---- SO,~-- 2 ~. 
(17) 
(18) 
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Figure 1. 
Assume that N = 2"~-1 processors: I°1, P2 . . . . .  PN, are available. Let P1 compute So,1 = F0+P1, 
and let Pk compute rk according to (17), 1 < k ~ N. Then the processors ~ values can be combined 
to yield Cl . . . . .  CN according to the modified associative fan-in algorithm depicted in Figure 1 
(N = 15). 
Each box above represents a group of communicating processom. 'S' denotes the sender and 'R' 
denotes a receiver. In each such group, the sender broadcasts its value to all receivers. A receiver 
adds the received value to its own value. For example, at iteration 1, P2 sends its value (F~) 
to Pa, and Pa adds this value to its own (r3). So after this transaction, Pa has the value S2,a. 
At iteration 2, P1 sends its value S0,1 to Pu and Pa- After this transaction,/)2 has the value So,~ 
and P3 has the value S0,a. The values of the processors after each iteration are as shown in 
Table 1. 
Initial 
Processor Value 
P1 ro + rt 
P2 r2 
P4 r4 
/% rs 
P6 rs 
i% rv 
Ps rs 
P9 r9 
Pm rlo 
• ~1 P l l  
/:~.2 F12 
Pzs lP13 
P14 F14 
Pl~; r15 
Table 1. 
Iteration 
0 1 2 3 
So,I 
$2,2 5,0,2 
5'8,3 S2,a So,a 
5,4,4 3'0,4 
5,5,5 84,8 So,~ 
S~,6 $4,6 So,G 
Ss,s 
S9,9 3.8,9 
SIO, lO 5,8,10 
S11,1~ Sio,ll Ss,n 
3.12,12 SS,12 
S18,1a 5,~2,1a Ss,13 
3.14,14 Sm,14 5,s,14 
S1s,ls S14,i~ $12,~s Ss,ls 
So,8 
So,9 
SO,IO 
5,0,11 
~0,12 
5,D~13 
3.0,14 
3.0,is 
After m iterations, processor i has the value 
to (18). 
ALGORITHM 1. 
fo r  (i C {1,2 , . . . ,N})  do para l le l  { 
g~ ~ £ *-- hr(t ,) ;  
if (i=l) then 
gl ~ co + ~rffo) + gl; 
} 
for 
Soj, i = O, 1~ . . . ,  N. Pi then computes c~ according 
(k * -1  to  ra) do 
fo r  ( j  E {2  k - I  - -  1 ,2  ~- I  - 1+ 2k , . . . ,2  k -1  - 1+ (2 ~-~- I  - 1 )2k})  do  para l le l  
// j = 0 is ignored in the first iteration. 
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// Step size above is  2 k. 
for (£ ~ {I, 2 .... ,2~-D) do parallel 
gj+e ~-- g#+~ + g# ;
for (i • {1,2, . . . ,N})  do para l le l  
ei ~-  g~ - 1£  ; 
THEOREM 5. Let ~ be the time to eva/uate F(~) for any t. 
Algorithm i can ge~exate a sequence of N c~s in O(m~)-time. 
Using N = 2 ~ - 1 processors, 
4. QUADRATURE METHODS FOR SYSTEMS OF  EQUATIONS 
The easiest way to introduce parallelism for (2) is to exploit (3). In order that (3) can be 
applied effectively, we assume in this section that the matrix exponential e hA and its powers can 
be accurately computed. (See [14,15].) 
4.1. A lgor i thm 2 
With a constant sampling period h, the Newton-Cotes rules may be the most natural to apply. 
For example, consider the Simpson's rule 
f~i ' h [e~hAbct~_~) + 4ehAb(t,_l ) + b(ta ] + O (h')  e(~' - ' )%(s )  ds = ~ - -2  
Let E := e hA. It follows from (3) that x~ satisfies the following recurrence relation: 
h [Eb(to) + b(tl)] (trapezoidal rule), (19) xl  = Exo + 
x, = E2x~_2 + ~h [E2b(t,_2) + 4Eb(t~_l) + bit,)] , i _> 2. (20) 
Note that E and E 2 can be precomputed. The two sequences (x0, x2, x4 . . . .  ) and (xl, x3, ~¢5 . . . .  ) 
can be generated in parallel, independently of each other. Hence using two processors, this 
algorithm can generate two state vectors in (3~(n)÷4fl(n))-time. If this speed can keep pace with 
the input stream b(t~), then (19) and (20) provide a reasonable real-time solver for system (2). 
This algorithm can be improved by the following observations. 
1. Parallelism across the method can be introduced by letting multiple processors perform 
the vector operations in parallel. For example, if eight processors are available, then 
six matrix-vector multiplications and two scalar-vector multiplications can be carried out 
concurrently and the results then added. The running time will be approximately a(n) + 
2~(n) per two state vectors. 
2. In general, a Newton-Cotes rule of order p can be written as follows: 
/ ti+~ k f(s) 
# t~ j=O 
where wo, . . . ,wk,  and C are constants, and ~ represents a value of s in the range of 
integration. Hence the recurrence for {xi} has the following form: 
k 
x~+~ = Ekx~ + h E wjE~-Jb(t~+J)' 
j=0  
i =O,l, . . . .  k-1 .  
The subsequences (x0, zk, x2~,... ), (xl, Xk+l, x2k+l,.. • ) . . . . .  (xk-1, x2~-1, x3k-1,.. .  )
can be computed concurrently once the staxt-up state vectors a:0, r l , .  • •, xk-1 have been 
generated. 
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The previous discussions lead to the following algorithm. 
ALGORITHM 2. 
// Assume Xo, . . . ,~k-1  axe known, and E k 
// and hwjE k-j, j----1 ..... k, are precompul;ed 
// and stored where they are needed. 
fo r  (~-0  to N by k) do 
fo r  (i • {t,£-b 1, . . . ,£-b k -  1}) do para l le l  ( 
fo r  (j • (0 ,1 , . . . , k+ l})  do para l le l  
if ( j=k+l )  then 
d~+j ~- E~z~; 
else 
d,+j ~-- hwiE~-Jb(t,+j); 
} 
T~IEOaEM 6. Ignoring the start~up time (time for generating Xl,.. .  ~Zk-l), Algorithm 2 can 
4.2. A lgor i thm 3 
Algorithm 2 achieves parallelism at the expense of more function evaluations per iteration. Its 
advantage is higher order of error estimate. However, the number of processors k(k + 2) required 
to gain the speed up is high. Furthermore, the start-up time is another problem to be reckoned 
with. So when the sampling period is very small, it may be better to use a lower order Newton- 
Cotes rule and introduce higher degree of paxallelism across the time and across the method. For 
example, the classical extended trapezoidal rule for equation (3) reads 
N 
~i  n e(tN--~)Ab(t) ds ---- Z 3"~ ÷ 0 (h2), (21) 
where 
fo :---- hENb(to), 
f~ := hEN-ib(t~), 
IN := hb(to). 
Using equation (21), equation (3) implies 
1 _< i < N, (22) 
• i+l = Ex~ +yi+l ,  0 _< i < N, (23) 
where 
v,+l := h (Eb(t,)) + b(t,+,)), O<_i<N. 
If we let yo := xo, then by iterating (24) repeatedly we obtain 
(2a) 
~i = ~ Ei-gYt, 
~=0 
i = O, 1 , . . . ,N .  (25) 
Define 
J 
t= i  
O<i<j<_N.  (26) 
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We observed that 
and 
0 _< j _< N,  (27) 
=~ = So,j, 
EJ-isq,~ + S~+l j  = sq,j, 0 < q _< i < j < N.  (28) 
Assume that N = 2 "~ - 1 and N processors, P1,P2 , . . . , PN ,  are available. Let P1 compute 
=1 = Eye + Yl and P~ compute y/, 1 < i _< N, initially. Using the same communication pattern 
as in Algorithm 1, the processors' values are combined as follows: in each communicating group, 
the sender broadcasts its value to all receivers. A receiver then multiplies the received value 
by an appropriate power of E and adds it to its own value. More specifically, in each iteration, 
suppose Pq sends its value S~,q to a receiver Pj. which must have the value ~+~,~. P~ will multiply 
the received value by E ~-~ and adds it to its own value. Equation (28) implies that P1 will have 
the value Sq j after this transaction. The values of the processors after each iteration are depicted 
in Table 2. 
Proc. 
PI 
P2 
P3 
/'4 
P5 
Ps 
Pr 
P8 
P9 
P10 
P,, 
Pt2 
Pt3 
Pl4 
P1s 
Table 2. 
Initial 
Value 0 
Eye + yl $o,1 ---- xl 
~2 82,2 
~3 83,3 
]14 84,4 
~5 s5,5 
196 S6,6 
~7 87,7 
~/8 $8,8 
~/9 89,9 
Yl0 ...8.10,10 
Yl l  S l l , l l  
~12 812,12 
Y13 813,13 
Y14 $14,14 
~IS 815,15 
82,3 
84~5 
86,7 
88,9 
810,11 
012,13 
814,15 
Iteration 
2 3 4 
80, 2 ~--- X 2 
$0,3 = ~r3 
80,4 = Z4 
84,6 80,6 ~--- g~6 
84,7 80,7 = X7 
SO, 8 = Z" 8 
80, 9 -~-  Z 9 
S8,10 $0~10 = ~EIO 
88,11 80,11 ~- Xll 
88,12 80,12 '~ X12 
38,13 $0,13 = ~'13 
812,14 88,14 80,14 = $~14 
$12,15 88,1~ 80,.15 = ~lS  
ALGORITHM 3. 
/ /  Assume the necessary  powers of E have been 
// precomputed and stored in each P~. 
for (~E {I,...,]V}) do parallel 
i~ (i = i) 
=1 E(=o + + 
else 
z, ~ ~ (Eb(t,_l) + b(t , ) ) ;  
for  (k*--1 to m) do 
for (j  e {2 k-1 - 1, 2 ~-1 - 1 + 2~, . . . ,  2 ~- i  - 1 + (2 m-k -1  - 1)2k}) do parai lel  
// j----0 is ignored in the first iteration. 
// S~ep size above is 2 k. 
for (£ E {1 ,2 , . . . ,  2k- l})  do parallel 
=j+~ ~ =j+~ + Et=j  ; 
The initial step of P~, 1 < i < N, takes (a(n) + 2fl(n))-time to complete. Note that the 
extra step taken by P1 initially to compute =1 does not increase the parallel time because it 
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does not participate in the first round of communication. After m iterations, processor i has the 
value X~+l, i = 0, 1, . . . ,  N - 1. These iterations will take a total of m(a(n) + fl(n))-time. Hence 
we have proved the following theorem. 
THEOREM 7. Using N = 2 m - 1 processors, Algorithm 3 can generate a sequence of N state 
vectors in ((m + 1)~(n) + (m + 2)fl(n))-time. 
5. RUNGE-KUTTA METHOD 
An explicit four-stage Runge-Kutta (RK) method with a fixed step size h for system (2) gives 
the following recurrence relation: 
1 (ks + 2kt + 2k2 + ka) i > 0, X~+2 = X~ + ~ , _ 
ko := 2h[Ax~ + b(ti)], 
kl := 2h [A <x, + l ko) T b(ti+l)] , 
It follows that 
k2:=2h[A(x~ 
k3 :=2h[A(x~ 
1) ,] 
+5kl  +b(t~+l , 
+1k2)  + b(t,+2)]. 
=:~+2 = Mx~ + r~+2, (29) 
where 
h 
(6A -4- 5hA ~ -4- 3h~A 3 -4- haA') , (30) M:=I+g 
h 
r~+2 := -~ { (I  + 2hA + 2h2A 2 + haA 3) b(ti) + (4I + 3hA + h2A 2) b (t~+l) + b (ti+2)}. (31) 
For simplicity of notation, assume N = 2p = 2(2 m - 1). If we define u~ °) := z2~ and v~ °) := r2~, 
i = 1,... ,p, then (29) becomes 
°) = xo ,  (32) 
u (o) = Mu~O) + v~O), 0 < i < p. 
~+i 
Note  (32) is the same as (23), and hence, can be solved in the same way. Let us define 
J 
S}°) := E MJ-tv~' 0 < i < j < p. (33) 
Then S~?/satisfies 
v~ °) =_ S!o}, 
o _< j _< p. (34) 
,,i°) = so(?), 
Similarly, if we define U} 1) := X2i.4-1 and V~ 1) := T2i+l , i = 1,...  ,p, then we have relationships 
analogous to equations (32)-(34). 
Note that (u~°),..., u(°)) = (x2, x4, . . . ,  XN), and (u~U,..., u~ 1)) = (xs, xs , . . . ,  XN+l). After 
generating xl, say by a predictor-corrector procedure, the two subsequences can be computed 
independently using ideas similar to Algorithm 2. For example, let us assume m = 3, Le., we use 
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"5 oangT~ uT s'e po~!d~p aq u~ sua~.~d uoD~gumnmmoo ~qj~ 'sxw ~''" '~:r '~:r o~ndmoo [ITa~ 
H d ..... od's d pus 'Hx'"' '~a~'~ o~ndmoa lltm zd'""rd't d :saoss~ao~d ~I ---- (I - s~)~ ---- N 
6¢ 
Zm 
9~e 
&r~A 
(0~ ~ ~'0 ~'~ (o) ~ (0 S 
(i~ : 9'0 9'~ (1)S (z) S' 
{i~},, ~ ~'0 (0 S 
{i~ = ~'0 (0 S
{0 ° 
(o) = 
(O~X ~ YO (o) ~ 
(o) S 
(0~ __~ ~'0 (o) S 
uo!%~aO%l 
(0 S 
(o) S 
(o)S' 
c%'S .~" 
COS' (~ 
(~)~ (~ 
[2 
(l.~ ~ = I'O' 
c%°~ ' cJ~ 
Co)$ (o~ a 
c~ ,o~ ~ 
(0~ ~ !c'O (o)~ (o~ ~ + (o~ 
0 enl~A 
[~!%!Ul 
'£ oIqRL 
-g ~ar~!~ I 
IU 
o~ 
"001~ 
£ 
I 
168 gao~I!d n'e A ao~ suo!%~%ndmo o PiI~a~cl 
892 H.-W. CHEI~G AND S. S,-T. YAU 
/ /  Step s ize  above is  2 k. 
for (ee  do parallel 
• ~(")  ,--- ~(~)  MS~ (~) ~+e "-'j+e + 
z iti ly, it t kcs each proce or + aZ( ))-time to compute °) or v l) 1 < i < p. 
The extra steps required to compute v~ °) and v~ °) do not increase the parallel time since the 
corresponding processors do not participate in the first round of communication. Each iteration 
in the modified associative fan-in algorithm takes (~(n) + f~(n))-time to complete. The even and 
odd subsequences can be handled independently. Hence we have the following theorem. 
THEOREM 8. Let N = 2(2 m - 1). After computing z l ,  Algorithm 4 can generate N state vectors 
in ((m + 2)a(n) + (m + 3)~(n))-time using g processors. 
6. CONCLUSION 
Yau and Yan introduced in [4] and then Yau and Hu in [16] a direct method for Kalman-Bucy 
filter with arbitrary initial condition. The same technique was later found to be applicable to 
the Yau filtering system. This novel approach is compared very favorably to other methods. It 
calls for the solution of a Kolmogorov type equation and a system of 2n + 1 ODEs, where n is 
the length of the state vector. Since the Kolmogorov equation is independent of observation, 
it can be solved off-time. To solve the system of ODEs, we found that efficient algorithms can 
draw elements from all three categories of parallelism: across the system, across the method, and 
across the time. In this paper, we have proposed one parallel algorithm for solving c(t) and three 
efficient parallel algorithms for solving the systems of a(t) and b($). Their time analysis was also 
~VeI1, 
The algorithm for c(t) is in fact a parallel integration over a large number of equally spaced 
meshed points where many computations need to be performed. As for the system of ODEs, 
Algorithms 2 and 3 exploit an explicit formula while Algorithm 4 is a parallelized explicit Runge- 
Kutta method. If the matrix exponential ehA and its powers can be accurately computed, 
Algorithms 2 or 3 should be chosen since they give more accurate solutions. Algorithm 3 is more 
efficient han Algorithm 4 and it should be the choice if h is very small and real-time performance 
is necessary. However, if h is relatively large and higher order of error estimate is required, then 
Algorithm 2 with order p > 2 should be needed. The performance of Algorithm 4 is similar to 
that of Algorithm 3, but it does not require the computation of matrix exponentials. Preliminary 
experiments showed that Algorithms 3 and 4 run at about the same time, and they are more 
efficient han Algorithm 2. 
Our analysis has been purely algorithmic. It is independent of any parallel architecture. We 
have implemented our algorithms to run on the SP2 at the Argonne National Laboratory us- 
ing message passing interfaces (MPI) for portability. The SP2 consists of 128 nodes, each of 
which is essentially an RS/8000 model with a 62.5MHz clock, and two compiler servers. The 
nodes are connected via a high speed switch. Our current MPI implementation certainly does 
not take full advantage of these algorithms ince message passing is relatively expensive. We 
expect better speed up on shared-memory machines. On the other hand, we treated the non- 
homogeneous term b(t) as input to the system. But for the system of ODEs arising from the 
filtering problems, the time to compute the nonhomogeneous term is O(mn). Hence when m 
and n are large, the speed up of our algorithms will be much better. To simulate this behavior, 
a relatively expensive function b(t) was used. Using 15 processors, we have observed a speed up 
of six. Further experiments will be carried out to study their performances on various parallel 
architectures. 
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