Abstract. Given a finite group G and a set A of generators, the diameter diam(Γ(G, A)) of the Cayley graph Γ(G, A) is the smallest ℓ such that every element of G can be expressed as a word of length at most ℓ in A ∪ A −1 . We are concerned with bounding diam(G) := maxA diam(Γ(G, A)).
1. Introduction 1.1. Groups and their diameters. Let A be a set of generators for a group G. The (undirected) Cayley graph Γ(G, A) is the graph whose set of vertices is V = G and whose set of edges is E = {{g, ga} : g ∈ G, a ∈ A}. The diameter diam(Γ) of a graph Γ(V, E) is defined by (1.1) diam(Γ) = max v 1 ,v 2 ∈V min P a path from v 1 to v 2 length(P ).
In particular, the diameter of a Cayley graph Γ(G, A) is the maximum, for g ∈ G, of the length ℓ of the shortest expression g = a ε 1 1 a ε 2 2 · · · a ε ℓ ℓ with a i ∈ A and ε i ∈ {−1, 1} for each i = 1, . . . , ℓ. We may define the diameter diam(G) of a finite group to be the maximal diameter of the Cayley graphs Γ(G, A) for all generating sets A of G.
Much recent work on group diameters has been motivated by the following conjecture: where the implied constant is absolute.
Here and henceforth, |S| denotes the number of elements of a set S.
The first class of finite simple groups for which Conj. 1 was established was PSL 2 (Z/pZ) with p prime, by Helfgott [Hel08] . The paper [Hel08] initiated a period of intense activity [BG08a] , [BG08b] , [Din] , [BGS10] , [Hel11] , [GHa] , [Var] , [BGS] , 1 [PS] , [BGT] , [GHb] , [SGV] 1 on the diameter problem and the related problem of expansion properties of Cayley graphs.
As far as work in this vein on the diameter of finite simple groups is concerned, the best results to date are those of Pyber, Szabó [PS] and Breuillard, Green, Tao [BGT] . Their wide-ranging generalisation covers all simple groups of Lie type, but (just like [GHa] ) the diameter estimates retain a strong dependence on the rank; thus, they prove Conj. 1 only for groups of bounded rank. The problem for the alternating groups remained wide open.
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These two issues are arguably related: product theorems (of the type |A · A · A| ≫ |A| 1+δ familiar since [Hel08] ) are false both in the unbounded-rank case and in the case of alternating groups, and the counterexamples described in both situations in [PPSS] , [PS] are based on similar principles.
In the present paper we address the case of alternating (and symmetric) groups. We expect that some of the combinatorial difficulties we overcome will also arise in the context of linear groups of large rank.
For G = Alt(n), Conj. 1 stipulates that diam(Alt(n)) = n O(1) ; [BS92] refers to this special case of Conj. 1 as a "folklore" conjecture. Indeed, this has long been a problem of interest in computer science (see [KMS84] , [McK84] , [BHK + 90], [BBS04] , [BH05] ). On a more playful level, bounds on the diameter of permutation groups are relevant to every permutation puzzle (e.g., Rubik's cube).
The best previously known upper bound on diam(G) for G = Alt(n) or G = Sym(n) was more than two decades old: that grow slowly (|A · A · A| ≤ |A| 1+ε ). This realisation is clearer in [Hel11] than in [Hel08] , and has become current since then. (The term "approximate group" [Tao08] actually first arose in a different context, namely, the generalisation of some arguments in classical additive combinatorics to the non-abelian case. (See also [Hel08,  §2.3], [SSV05, Lem. 4.2] .) The analogy between subgroups and slowly growing sets was also explored in a model-theoretic setting in later work by Hrushovski [Hru] .) This analogy is more important than whether one works with approximate subgroups in Helfgott's sense (|A · A · A| ≤ |A| 1+ε ) or Tao's sense ( [Tao08, Def. 3.7] ; the two definitions are essentially equivalent, and we will actually work with neither. We could phrase part of our argument in terms of statements of the form |A k | ≤ |A| 1+ε , but k would sometimes be larger than n; applying the tripling lemma ( [RT85] , [Hel08, Lem. 2.2], [Tao08, Lem. 3 .4]) to such statements would weaken them fatally.
There is another issue worth emphasising: the study of growth needs to be relative. We should not think simply in terms of a group acting on itself by multiplication -even if, in the last analysis, this is the only operation available to us. Rather, growth statements often need to be thought of in terms of the action of a group G on a set X, and the effect of this action on subsets A ⊆ G, B ⊆ X. (Here X may or may not be endowed with a structure of its own.) This was already clear in [Hel11, Prop. 3 .1] and [GHb] , and is crucial here: a key step will involve the action of a normaliser N G (H) on a subgroup H ≤ G by conjugation.
Our debt to previous work on permutation groups is manifold. It is worthwhile to point out that some of our main techniques are adaptations for sets of classificationfree arguments 4 on the properties of subgroups of Sym(n) by Babai [Bab82] , Pyber [Pyb93] , Bochert [Boc89] , and Liebeck [Lie83] . Of particular importance is Babai and Pyber's work on the order of 2-transitive groups [Bab82] , [Pyb93] .
We shall also utilise previous diameter bounds. Besides Thm 1.1, we shall use the main idea from [BS88] (see Lemma 3.20) and the following theorem by Babai, Beals, and Seress. For a permutation g of a set Ω, the support supp(g) is the subset of elements of Ω that are displaced by g.
Theorem 1.4. ([BBS04
) For every ε < 1/3 there exists K(ε) such that, if G = Alt(n) or Sym(n) and A is a set of generators of G containing an element x ∈ A with 1 < | supp(x)| ≤ εn, then diam(Γ(G, A)) ≤ K(ε)n 8 .
We will use this theorem repeatedly in §6.
We note that until recently Theorem 1.4 gave the largest known explicit class of Cayley graphs of Sym(n) or Alt(n) that has polynomially bounded diameter. In late 2010, partly based on ideas from [BBS04] , Bamberg et al [BGH + ] proved that if a set of generators of Sym(n) or Alt(n) contains an element of support size at most 0.63n then the diameter of the Cayley graph is bounded by a polynomial of n.
1.4. Outline. We begin with some general results on growth in groups, presented in terms of actions ( §3.1-3.3). We then show that large subsets of Alt(n) generate a copy of Alt(∆), |∆| ≫ n, quickly ( §3.4). This enables us to construct such a copy starting from a stabiliser chain with long orbits ( §3.5). (A stabiliser chain is a nested sequence of pointwise stabilisers.) We also note that a group projecting onto Alt(∆) (∆ not tiny) must contain an element of small support ( §3.6).
Section 4 uses random walks to show that, if we are given a set of generators A for Alt(n), we can construct a bounded-size set of generators that are short words on A (Prop. 4.6, Cor. 4.7).
Section 5 is of particular importance. It shows how to construct stabiliser chains with long orbits. The idea is to adapt Babai's splitting lemma [Bab82] from groups to sets.
Section 6 contains the core of the proof and, in particular, the main procedure that gets iterated (Prop. 6.5). We are given a stabiliser chain with long orbits; the procedure extends the chain, whose number of elements m is increased by at least ≫ m(log m)/(log n) new elements.
We now give a sketch of the procedure. (Some definitions are simplified.) We can assume the last set in the stabiliser chain -namely, a pointwise stabiliser B − = A (α 1 ,...,αm) -generates an alternating group, as otherwise we can descend to a smaller group and use induction (Lemma 6.4, based on §3.6 and Thm. 1.1). We have a small set of generators for B − (by §4). We let the setwise stabiliser B + = A {α 1 ,...,αm} (which is large, by Lemma 3.19) act on these generators by conjugation; by an orbitstabiliser principle, either (a) an element of B + centralises B − (and thus has small support, and we are done by Thm. 1.4) or (b) one of the orbits is large. In the latter case, we get many new elements in the pointwise stabiliser of (α 1 , . . . , α m ).
We proceed to organise them in a stabiliser chain (by repeated applications of §5), thereby extending the chain we started with.
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Notation
We write [n] = {1, 2, . . . , n}. For a set Ω, Sym(Ω) and Alt(Ω) are the symmetric and alternating groups acting on Ω. As is customary, we often write Alt(n) and Sym(n) for Alt([n]) and Sym([n]) -particularly when we are thinking of these groups as abstract groups as opposed to their actions.
We write H ≤ G to mean that H is a subgroup of G and H ⊳ G to mean that H is a normal subgroup. We say that a group S is a section of a group G if there exist subgroups H and K of G with K ⊳ H and H/K ∼ = S. We denote the identity element of a group by e.
Let A be a subset of a group G. We write A −1 = {a −1 : a ∈ A}, A k = {a 1 a 2 · · · a k : a 1 , . . . , a k ∈ A}. In [Hel08] , [Hel11] , the first author wrote A ℓ to mean (A ∪ A −1 ∪ {e}) ℓ ; this does not seem to have become standard, and would also not do here due to the potential confusion with alternating groups. (Recall that A n is in common usage as a synonym for Alt(n).) We will often include A = A −1 , e ∈ A explicitly in our assumptions so as to simplify notation. A set A with A = A −1 is said to be symmetric.
We write |A| for the number of elements of a set A. (All of our sets and groups are finite.) Given a group G and a subgroup H ≤ G, we write [G : H] for the index of H in G.
Let a group G act on a set X. As is customary in the study of permutation groups, given g ∈ G and α ∈ X, we write α g for the image of α under the action of g. We speak of the orbit α A = {α g : g ∈ A} of a point α under the action of a set A of permutations. Our actions are right actions by default: (α g ) h = α gh . In consequence, we also use right cosets by default, i.e., cosets Hg (and so G/H is the set of all such cosets). Clearly |G/H| = [G : H].
We define the commutator [g, h] by [g, h] = g −1 h −1 gh. Again, this choice is customary for permutation groups.
Define
(the setwise stabiliser)
(the pointwise stabiliser)
Given a permutation g ∈ Sym(Ω), we define its support supp(g) to be the set of elements of Ω moved by g: supp(g) = {α ∈ Ω : α g = α}. If a subset ∆ ⊆ Ω is invariant under g, i.e., ∆ is a union of cycles of g, then we define g| ∆ ∈ Sym(∆) as the restriction (natural projection) of g to ∆: the permutation g| ∆ acts on ∆ as g does. If ∆ is invariant under some D ⊆ Sym(Ω) then D| ∆ = {g| ∆ : g ∈ D}.
A partition B = {Ω 1 , Ω 2 , . . . , Ω k } of a set Ω is called a system of imprimitivity for a transitive group G ≤ Sym(Ω) if G permutes the sets Ω i , for 1 ≤ i ≤ k. A transitive group G ≤ Sym(Ω) is called primitive if there are only the two trivial systems of imprmitivity for G: the partition into one-element sets, and the partition consisting of one part Ω 1 = Ω.
We say that a graph (or a multigraph) is regular with degree or valency d if every vertex is connected to d others; that is, "degree" and "valency" of a vertex mean the same thing. In a directed graph, the out-degree of a vertex x is the number of edges starting at x while the in-degree is the number of edges terminating at x. A directed graph is called strongly connected if for any two vertices x, y, there is a directed path from x to y.
By f (n) ≪ g(n), g(n) ≫ f (n) and f (n) = O(g(n)) we mean one and the same thing, namely, that there are N > 0, C > 0 such that f (n) ≤ C ·|g(n)| for all n ≥ N .
3. Preliminaries on sets, groups and growth 3.1. Orbits and stabilisers. The orbit-stabiliser theorem from elementary group theory carries over to sets. This is a fact whose importance to the area is difficult to overemphasise. It underlies already [Hel08] at a key point (Prop. 4.1); the action at stake there is that of a group G on itself by conjugation.
The setting for the theorem is the action of a group G on a set X. The stabiliser G x of a point x ∈ X is the set {g ∈ G : x g = x}. Recall that we write x g for g(x) and x A for the orbit {g(x) : g ∈ A}.
Lemma 3.1 (Orbit-stabiliser theorem for sets). Let G be a group acting on a set X. Let x ∈ X, and let A ⊆ G be non-empty. Then
Moreover, for every B ⊆ G,
The usual orbit-stabiliser theorem is the special case A = B = H, H a subgroup of G.
Proof. By the pigeonhole principle, there exists an image x ′ ∈ x A such that the set S = {a ∈ A :
As the following corollaries show, the relation between the size of A, on the one hand, and the size of orbits and stabilisers, on the other, implies that growth in the size of either orbits or stabilisers induces growth in the size of A itself.
Corollary 3.2. Let G be a group acting on a set X. Let x ∈ X. Let A ⊆ G be a non-empty set with A = A −1 . Then, for any k > 0,
Proof. By (3.2),
Since |A 2 ∩ G x ||x A | ≥ |A| (by (3.1)), we obtain (3.3).
Corollary 3.3. Let G be a group acting on a set X. Let x ∈ X. Let A ⊆ G be a non-empty set with A = A −1 . Then, for any k > 0,
Proof. By (3.2) and (3.1),
3.2. Lemmas on subgroups and quotients. We start by recapitulating some of the simple material in [Hel11, §7.1]. The first lemma guarantees that we can always find many elements of AA −1 in any subgroup of small enough index.
Lemma 3.4 ([Hel11, Lem. 7.2]). Let G be a group and H a subgroup thereof. Let A ⊆ G be a non-empty set. Then
where r is the number of cosets of H intersecting A. In particular,
Proof. By the orbit-stabiliser principle (3.1) applied to the natural action of G on G/H by multiplication on the right. 5 (Set x = He = H.)
The following two lemmas should be read as follows: growth in a subgroup gives growth in the group; growth in a quotient gives growth in the group.
Lemma 3.5 ([Hel11, Lem. 7.3]). Let G be a group and H a subgroup thereof. Let A ⊆ G be a non-empty set with A = A −1 . Then, for any k > 0,
Proof. By Cor. 3.2 applied to the action of G on G/H by multiplication on the right (with x = He = H).
For a group G and a subgroup H ≤ G, we define the coset map π G/H : G → G/H that maps each g ∈ G to the right coset Hg containing g. Let A ⊆ G be a non-empty set with A = A −1 . Then, for any k > 0,
Proof. By Cor. 3.3, applied with G acting on X := G/H by multiplication on the right and with x := H seen as an element of G/H.
The following lemma is a generalisation of Lemma 3.4.
Lemma 3.7. Let G be a group, let H, K be subgroups of G with H ≤ K, and let A ⊆ G be a non-empty set. Then
In other words: if
(As usual, all our cosets are right cosets.)
Proof. Since A intersects |π G/H (A)| cosets of H in G and |π G/K (A)| cosets of K in G, and every coset of K in G is a disjoint union of cosets of H in G, the pigeonhole principle implies that there exists a coset Kg of K such that A intersects at least Proof. Let C ⊆ A be a full set of right coset representatives of H. We wish to show that A = A 3 ∩ H C. (This immediately implies both A = A 3 ∩ H A and
Clearly e ∈ A 3 ∩ H C. It is thus enough to show that, if g = hc, where h ∈ A 3 ∩ H and c ∈ C, and a ′ ∈ A, then ga ′ still lies in A 3 ∩ H C. This is easily seen: since C is a full set of coset representatives, there is a c ′ ∈ C with c ′ = h ′ ca ′ for some h ′ ∈ H, and thus
where we use the fact that
3.3. Actions and generators. The proofs of the next two lemmas share a rather simple idea.
Lemma 3.9. Let G be a group acting transitively on a finite set X. Let A ⊆ G with A = A −1 and G = A . Then, for any x ∈ X,
where ℓ = |X|.
Proof. Consider the orbits
we have ℓ ′ ≤ |X|.
Lemma 3.10. Let G be a group acting transitively on a finite set X. Let A ⊆ G with A = A −1 and G = A . Then there is a subset A ′ ⊆ A, |A ′ | < |X|, such that A ′ acts transitively on X.
Proof. Let x ∈ X. Let A 1 = {g}, where g is any element of A such that
. If no such element g i exists, we can conclude that x A i is taken to itself by every g i ∈ A. This implies that x A i is taken to itself by every product of elements of A, and thus (
Hence, we have a chain
Clearly i ≤ |X| − 1, and so
3.4. Large subsets of Sym(n). Let us first prove a result on large subgroups of Sym(n).
Lemma 3.11. Let n ≥ 84. Let G ≤ Sym(n) be transitive, with a section isomorphic to Alt(k) for some k > n/2. Then G is either Alt(n) or Sym(n).
Proof. Since k ≥ 5, the group Alt(k) is simple. Hence some composition factor of G has a section isomorphic to Alt(k). Assume that G is imprimitive and let B be a non-trivial system of imprimitivity for G. Write b = |B| and m = n/b and let K be the kernel of the action of G on B. Since G/K is isomorphic to a subgroup of Sym(b), K is isomorphic to a subgroup of Sym(m) b and b, m < k, we obtain that G has no section isomorphic to Alt(k), a contradiction. This shows that G is primitive.
From [PS80] , we obtain that either G ≥ Alt(n) or |G| ≤ 4 n . Since |G| ≥ | Alt(k)| = k!/2 ≥ ⌈n/2⌉!/2, a direct computation shows that the latter case arises only for n < 84.
Our aim for the rest of this subsection will be to show that, if A ⊂ Sym(n) is very large, then A n O(1) contains a copy of Alt(∆), |∆| > n/2. The next lemma generalizes Bochert's theorem [Boc89] , [DM96, Thm. 3 .3B] to subsets. Recall that, for g ∈ Sym(Ω), we define the support of g by supp(g) = {α ∈ Ω : α g = α}. Proof. Given A ⊆ Sym([n]) as in the statement of the lemma, let k be the smallest integer such that there exists ∆ ⊆ [n] with |∆| = k and (A 2 ) (∆) = {e}. Let ∆ be one such set.
Thus, by the pigeonhole principle, there exist two distinct elements a and b of A in the same coset. Hence ab −1 ∈ Sym([n]) (∆) , that is, ab −1 ∈ (A 2 ) (∆) . This contradicts the definition of k. We conclude that k > n/2.
The set Ω = [n] \ ∆ has cardinality less than k, so by definition there exists g ∈ (A 2 ) (Ω) with g = e. Let δ ∈ ∆ with δ g = δ. As the set ∆ \ {δ} has cardinality less then k, by the definition of k, there exists h ∈ (A 2 ) (∆\{δ}) with h = e. Then supp(h) ⊂ Ω ∪ {δ}. Necessarily, δ ∈ supp(h), otherwise (A 2 ) (∆) contains the nonidentity element h. Hence supp(g)∩supp(h) = {δ} and so the commutator
Now, since A is primitive and contains a 3-cycle, by Jordan's theorem [DM96, Thm. 3.3A] we obtain that A ≥ Alt([n]). In particular, A is 3-transitive, and thus its action by conjugation on the set X of all 3-cycles is transitive. By Lemma 3.9,
where ℓ = |X| = n(n − 1)(n − 2)/3 and A ℓ acts on x by conjugation. Thus
contains all 3-cycles in Alt([n]). Since any element of Alt([n]) can be written as a product of at most ⌊n/2⌋ 3-cycles, we obtain that
What happens, however, if A is not transitive, let alone primitive? We shall see first that, if A is large, then A must have at least a large orbit. In the following two lemmas, we use the inequalities
valid for all n ≥ 1.
Lemma 3.13. Let A ⊆ Sym(n) with |A| ≥ d n n!, for some number d with 0.5 < d < 1. If n is greater than a bound depending only on d, then A has an orbit of length at least dn.
Proof. Let k := ⌊dn⌋. Suppose that |A| ≥ d n n! and that the longest orbit length of A is less than dn. We shall prove that n is bounded from above by a function depending only on d, from which the lemma follows. We start by claiming that
To prove the claim, we define a sequence of groups of nondecreasing order, starting with A and ending with Sym(k) × Sym(n − k). First, we replace A by a direct product of symmetric groups, acting on the same orbits as A. Then, if the length of the longest orbit O 1 is |O 1 | < k, then we add a point α to O 1 from some other orbit O 2 and replace Sym(
Finally, if the largest orbit length is k then we merge all other orbits into one. Now, by (3.7), we have the following inequalities:
Simplifying the left-hand side together with the right-hand side, we obtain
We define c :=
for large enough n, depending only on d, we have
n . However,
4 n is false if n is greater than a bound depending only on d, proving our claim.
Using Bochert's theorem [Boc89] , Liebeck [Lie83] derived a result on large subgroups of Sym(n) that does not assume transitivity or primitivity; the following lemma is a generalisation to sets. Note that we use only elementary counting arguments, whereas [Lie83] is based on a detailed examination of the subgroup structure of Sym(n).
Lemma 3.14. Let d be a number with 0.5 < d < 1. If A ⊆ Sym([n]) (with A = A −1 ) has cardinality |A| ≥ d n n! and n is larger than a bound depending only on d, then there exists an orbit
Proof. By Lemma 3.13, for large enough n the group B = A has an orbit ∆ of length k ≥ dn. Write ρ = k/n and note that d ≤ ρ ≤ 1. The group G = B| ∆ has order at least d n n!/(n − k)!, so estimating k!(n − k)! from above as in (3.8) and estimating n! from below by (3.7), we obtain
Next, we show that for large values of n the transitive group G cannot be imprimitive. Indeed, if G is imprimitive, then using (3.7) we have
A direct computation shows that the function f (ρ) = 2 1/ρ ρ(1−ρ) (1−ρ)/ρ is monotone increasing in the interval [1/2, 1) with supremum 2. Hence, comparing the upper and lower bounds for [Sym(∆) : G] deduced in (3.9) and (3.10), we obtain (3.11) 9 4 n2
As d > 1/2, for large enough n we have (2d) n > (18n)( 9 4 n) and therefore (3.11) cannot hold.
Hence G is primitive and A| ∆ is a set of size at least
)! (where the last inequality holds for n greater than a lower bound depending only on d). Therefore, by Lemma 3.12, (A| ∆ ) n 4 is either Alt(∆) or Sym(∆), and hence so is (
The following auxiliary lemma will allow us to strengthen the conclusions of Lemma 3.14. It shows that, if a set A contains a copy of Alt in a weak sense, A 8n contains a copy of Alt in a strong sense.
If g| ∆ has at least two fixed points then there exists an element h ∈ A so that h| ∆ is a 3-cycle, with supp(h| ∆ ) intersecting supp(g| ∆ ) in exactly one point. Then g ′ = [g, h] ∈ A 2+1+2+1 = A 6 fixes [n] \ ∆ pointwise and g ′ | ∆ is a 3-cycle. If g contains a cycle (αβγδ . . . ) of length at least 4, then we choose an element h ∈ A with h| ∆ = (αβγ) and let
In all other cases, | supp(g| ∆ )| ≥ |∆| − 1 ≥ 6 and all nontrivial cycles of g have length 2 or 3. Hence g| ∆ contains at least two 3-cycles, or at least two 2-cycles. If g| ∆ contains the cycles (αβγ) and (δην) then we choose an element h ∈ A with h| ∆ = (αη)(βδγν). A little computation shows that
Finally, suppose g contains the 2-cycles (αβ) and (γδ). We choose again an element h ∈ A with h| ∆ = (αβγ); then supp([g, h]) = {α, β, γ, δ} and [g, h] fixes [n] \ ∆ pointwise. Since [g, h] ∈ A 6 also fixes at least two points of ∆, we deduce as in the very first case of our analysis that the commutator
Given any 3-cycle s in Sym(∆), we can conjugate g ′ by an appropriate element of A to get an element of (A 16 ) ([n]\∆) whose restriction to ∆ equals s. Now, every element of Alt(∆) is the product of at most ⌊|∆|/2⌋ 3-cycles. Hence (A 16⌊n/2⌋ ) (⌊n⌋\∆) | ∆ contains Alt(∆).
We finally obtain the statement we need on large sets A: a power of A (namely, A 8n 5 ) contains elements acting as the full alternating group on an orbit ∆, and leaving all points outside ∆ fixed.
Proposition 3.16. Let d be a number with 0.5 < d < 1. Let A ⊆ Sym(n) with A = A −1 and e ∈ A. If |A| ≥ d n n! and n is larger than a bound depending only on d, then there exists an orbit
Proof. Immediate from Lemma 3.14 and Lemma 3.15, where the latter is applied with (A n 4 ) ∆ instead of A.
3.5. Bases and stabiliser chains. Given a permutation group G on a set Ω, a subset Σ of Ω is called a base if G (Σ) = {e}. This definition goes back to Sims [Sim70] . If, instead of G, we consider a subset A of Sym(Ω), then, as the following lemma suggests, it makes sense to see whether (AA −1 ) (Σ) (rather than A (Σ) ) equals {e}.
Proof. Notice first that [Sym(Ω) : (Sym(Ω)) (Σ) ] ≤ n |Ω| . By the pigeonhole principle, if |A| > n |Σ| , then there exists a right coset of (Sym(Ω)) (Σ) containing more than one element of A, and thus
Hence, if (AA −1 ) (Σ) = {e}, then we have |A| ≤ n |Σ| , i.e., |Σ| ≥ log n |A|.
The use of stabiliser chains H > H α 1 > H (α 1 ,α 2 ) > · · · is very common in computational group theory (starting, again, with the work of Sims; see references in [Ser03, §4.1]). We may study a similar chain A > A α 1 > A (α 1 ,α 2 ) > · · · when A is merely a set.
We show that for every two distinct tuples
We argue by contradiction, that is, we assume that P and P ′ map (α 1 , . . . , α m ) to the same m-tuple. Let j be the smallest index such that
We thus see that, if we choose α 1 , α 2 , . . . so that the orbits α A (α 1 ,...,α i−1 ) i are large, we get to occupy many cosets of (Sym([n])) (Σ) . By Lemma 3.7, this will enable us to occupy many cosets of (Sym([n])) (Σ) in the setwise stabiliser (Sym([n])) Σ . We will then be able to apply Prop. 3.16 to build a large alternating group within Sym( [Bab82] . The main difference is that we have to work, of course, with sets rather than groups; we also obtain a somewhat stronger conclusion due to our using Prop. 3.16 rather than invoking Liebeck's lemma directly. 
Proof. By (3.12) and Lemma 3.18, A m intersects at least (dn) m cosets of Sym(
We can thus apply Prop. 3.16 (with m instead of n, and A ′ = (A 2m ) Σ | Σ instead of A) and obtain that there is a set ∆ ⊆ Σ such that |∆| ≥ dm and ((A ′ ) 8m 5 ) (Σ\∆) | ∆ contains Alt(∆). Lemma 3.20.
Let Γ be any orbit of H. Then, if n is larger than a bound depending only on c, H contains an element g with g| ∆ = 1 and | supp(g| Γ )| < |Γ|/4.
Proof. Let p 1 = 2, p 2 = 3,. . . , p k be the sequence of the first k primes, where k is the least integer such that p 1 p 2 · · · p k > n 4 . Much as in [BS87] , we remark that, by elementary bounds towards the prime number theorem, (3.13)
provided that n be larger than a bound depending only on c. 
contradicting (3.14). Hence there is a prime p ≤ p k such that p|κ γ for fewer than |Γ|/4 elements γ of Γ. Denoting the order of h by |h|, we define g = h ℓ for ℓ := |h|/p. We obtain that | supp(g| Γ )| < |Γ|/4. We also have that g is non-trivial, since g| ∆ contains a p-cycle. Clearly g ∈ H, and so we are done. 4. Random walks and generation 4.1. Random walks. Let Γ be a strongly connected directed multigraph with vertex set V = V (Γ). For x ∈ V (Γ), we denote by Γ(x) the multiset of endpoints of the edges starting at x (counted with multiplicities in case of multiple edges). We are interested in the special case when Γ is regular of valency d (i.e., |Γ(x)| = d, for each x ∈ V (Γ)) and Γ is also symmetric in the sense that for all vertices x, y ∈ V (Γ), the number of edges connecting x to y is the same as the number of edges connecting y to x. These two conditions imply that the adjacency matrix A of Γ is symmetric and all row and column sums are equal to d. A lazy random walk on Γ is a stochastic process where a particle moves from vertex to vertex; if the particle is at vertex x such that Γ(x) = {y 1 , . . . , y d }, then the particle 6 Since we need only the existence of g for the moment, we are not concerned by the fact that l is very large. Compare this to the situation in [BS88] , where the use of a large l causes diameter bounds much weaker than those in the present paper.
• stays at x with probability 1 2 ; • moves to vertex y i with probability 1 2d , for all i = 1, . . . , d.
Here we are concerned with the asymptotic rate of convergence for the probability distribution of a particle in a lazy random walk on Γ. For x, y ∈ V (Γ), write p k (x, y) for the probability that the particle is at vertex y after k steps of a lazy random walk starting at x. For a fixed ε > 0, the mixing time for ε is the minimum value of k such that 1
for all x, y ∈ V (Γ). We can give a crude (and well-known; see, e.g.,
Proof. Let A be the adjacency matrix of Γ. Since A is symmetric, the eigenvalues of A are real; moreover, their modulus is clearly no more than d in magnitude. Let
be the eigenvalues of A and write P = I/2 + A/2d, where I is the N × N -identity matrix. The matrix P is the probability transition matrix for the Markov process described by a lazy random walk on Γ.
The sum of every row or column of P is 1, i.e., P is a doubly stochastic matrix. The eigenvalues of P are 1 = λ 1 ≥ λ 2 ≥ · · · ≥ λ N ≥ 0 with λ i = 1/2 + µ i /2d for each i = 1, . . . , N . It is well-known that the asymptotic rate of convergence to the uniform distribution of a lazy random walk is determined by λ 2 (see for example [Lov96] ): for each vertex y of Γ and for each k ≥ 1, we obtain from [Lov96, Theorem 5.1] that |p k (x, y) − 1/N | ≤ λ k 2 . By [Fie72, Lemma 2.4 and Theorem 3.4], we have
where µ(P ) = min ∅ =M ⊆V i∈M,j / ∈M p ij . As Γ is a connected regular graph of valency d, we have µ(P ) ≥ 1/2d. Using the Taylor series for cos(x), we see that
Since the series {(1 − 1/n) n } n≥1 is monotone increasing converging to e −1 , for k ≥ N 2 d log(N/ε), we obtain that |p k (x, y) − 1/N | ≤ ε/N , as desired.
We will generally study regular symmetric multigraphs of the following type. Let G be a group and A be a subset of G with A = A −1 and e ∈ A. Let G act on a set X. We take the elements of X as the vertices of our multigraph, and draw one edge from x ∈ X to x ′ ∈ X for every a ∈ A such that x a = x ′ . A walk on the graph then corresponds to the action of an element of A ℓ on an element x of X, where ℓ is the length of the walk and x is the starting point of the walk. Lemma 4.1 then gives us a lower bound on how large ℓ has to be for the action of A ℓ on X to have a rather strong randomising effect. This idea was already exploited in [BBS04, §2] 
. . , g ℓ ∈ A ′ (chosen independently, with uniform distribution on A ′ \ {e} and with the identity being assigned probability 1/2) is at least (1 − ε)
and at most (1 + ε)
Proof. Let ∆ be the set of k-tuples of distinct elements of [n] . Since H acts transitively on ∆ and since A = H, Lemma 3.10 gives us a subset A ′ of A with A ′ transitive on ∆ and with |A ′ | < |∆|. Set A 0 = A ′ ∪ A ′−1 . Let Γ be the multigraph with vertex set ∆ and with Γ(x) = {x a | a ∈ A 0 } as the multiset of neighbours of x for each x ∈ ∆. Clearly, Γ is a regular graph of valency |A 0 | ≤ 2|∆| and with |∆| ≤ n k vertices. Now the statement follows from Lemma 4.1 applied to Γ.
Generators. Given A ⊆ Sym([n]) such that A is Alt([n]) or Sym([n])
, how long can it take to construct a small set of generators for a transitive subgroup of A ? This subsection is devoted to answering that question. We start with proving two auxiliary lemmas. equals α, then g ′ moves α if and only if r j = 1; this happens with probability 1/2. If β = α, then g ′ certainly moves α if r j = 0, and thus moves α with probability at least 1/2. Thus g moves α with probability at least 1/2.
Summing over all α, we see that the expected value of the number of elements of [n] moved by g is at least n/2. In particular, there is a g ∈ A n moving at least n/2 elements of [n].
The proof of the following lemma may seem familiar; its basic idea is common in sphere-packing arguments.
Lemma 4.4. For a positive integer n, let k = ⌊log 2 n⌋ = ⌊(log n)/(log 2)⌋ and U = {0, 1} 5k the set of 0, 1-sequences of length 5k. If n is larger than an appropriate absolute constant then there exists V ⊆ U , |V | > n such that any two sequences in V differ in more than k coordinates.
Proof. We may construct the required set V = {v 1 , v 2 , . . .} by the following procedure. Let v 1 ∈ U be arbitrary. If v 1 , . . . , v m are already defined then consider the balls B k (v i ) of radius k around the v i , i.e., B k (v i ) consists of those elements of U that differ from v i in at most k coordinates. If
then we define v m+1 as an arbitrary element of U m ; if U m = ∅ then we stop the construction of V .
Using (3.7), we can estimate |B k (v i )| as
where the last inequality holds for n larger than an absolute constant. Therefore, if m ≤ 2 k+1 then U m = ∅, proving that |V | > 2 k+1 > n.
The following lemma is the main step toward answering the question raised at the beginning of the subsection. . Then there are g ∈ A n , h ∈ A ⌊n 44 log n ⌋ such that the action of g, h on [n] has at most 472(log n) 2 orbits, provided that n is larger than an absolute constant.
Proof. Let k = 5⌊(log n)/(log 2)⌋. By Lemma 4.3 there is an element g ∈ A n with | supp(g)| = αn ≥ n/2. Let ε = 1/n and ℓ = ⌈2n 6k log(n 2k /ε)⌉. Let h ∈ A ℓ be the outcome of a random walk of length ℓ as in Lemma 4.2.
Consider all words of the form
, we wish to estimate from below the length of the orbit β g,h by counting the number of different images f β ( a) := β f ( a) , for a ∈ U .
To this end, for fixed elements a = (a 1 , . . . , a k ) and − → a ′ = (a ′ 1 , . . . , a ′ k ) in U and β ∈ [n], we wish to bound from above the probability that f β ( a) = f β ( − → a ′ ). We will do this by examining all possible trajectories (β 1 , . . . , β k ), (β ′ 1 , . . . , β ′ k ), where
k−1 , counting how many satisfy β k = β ′ k , and then estimating the probability (for h chosen randomly in the manner described above) that such a pair of trajectories be traversed following f ( a) and f ( a ′ ).
. . , β ′ k are distinct from each other and from β,
The number of such tuples is at least
where we count tuples by choosing first β k j ∈ [n] \ supp(g) for 1 ≤ j < r 0 , then β k ′ ∈ supp(g), then the other β i and β ′ i . To justify the estimate on the number of choices at each stage, notice that at the j th choice with j ≤ r 0 − 1 we have to make selections from [n] \ supp(g) so as to satisfy (c) while keeping them different from previous selections and from β (to satisfy (a)). Then β k ′ can be chosen as an arbitrary element of supp(g) different from β. At this point, (b) is still satisfied automatically. At later choices, if β i or β ′ i is selected at stage j then enforcing (a) eliminates j possibilities and enforcing (b) eliminates j − 1, not necessarily different, possibilities. Note that (4.1) also gives a valid lower estimate (namely, 0) in the case when r 0 − 1 ≥ n − | supp(g)|.
By Lemma 4.2 (with 2k instead of k, and with properties (a), (b) as inputs), the probability that a random h ∈ A ℓ satisfies (4.2)
By properties (c) and (d), we also have β hg 
If αn = | supp(g)| ≥ n − k then we estimate P from below by the summand r 0 = 1 in (4.3), yielding
with the last inequality valid if n is larger than an absolute constant. If αn = | supp(g)| < n − k then, estimating the terms (1 − α − j/n) in the last product in (4.3) from below by (1 − α − k/n), we obtain
Since α ≥ 1/2, we have
if n is larger than an appropriate absolute constant. We conclude that, for any two non-identical tuples
where r( a, a ′ ) is the number of indices 1 ≤ j ≤ k for which a j = a ′ j . By Lemma 4.4, there exists a set V of more than n tuples so that any two tuples differ in more than k/5 coordinates. For fixed β ∈ [n], writing f β ( a) = β hg a 1 hg a 2 ...hg a k , a ∈ V for the random variable β → f β ( a) defined using a random h ∈ A ℓ , we obtain that
Concerning the length of the orbit β g,h , we have
where we use the Cauchy-Schwartz inequality (or the inequality between the arithmetic and quadratic means) in the second step for the numbers m i that measure how many times a particular value γ i occurs among the f β ( a), for some a ∈ V . Now, β∈[n] 1/|β g,h | is just the number of orbits of g, h (since each such orbit contributes |β g,h | · 1/|β g,h | = 1 to the sum). Hence E(number of orbits of g, h ) ≤ 472(log n) 2 .
In particular, there exists an h ∈ A ℓ such that the number of orbits of g, h is at most 472(log n) 2 . Since ℓ = ⌈2n 6k log(n 2k /ε)⌉ is smaller than n 44 log n for n larger than a constant, we are done.
If n is larger than an absolute constant, then there are g 1 , g 2 , g 3 ∈ A ⌊n 44 log n ⌋ such that g 1 , g 2 , g 3 is transitive.
Proof. Let g, h be as in Lemma 4.5. Let ε = 1/n 2 , ℓ = ⌈2n 6 log(n 2 /ε)⌉. Let g ′ ∈ A ℓ be the outcome of a random walk of length ℓ as in Lemma 4.2. Note that ℓ ≤ ⌊n 44 log n ⌋ for n larger than an absolute constant. Let ∆ be the union of orbits of g, h of length less than √ n. Since, by Lemma 4.5, there are at most 472(log n) 2 orbits of g, h , we have |∆| < 472 √ n(log n) 2 . Let S be a set consisting of one element α of each orbit of length less than √ n. Then, for each α ∈ S, Lemma 4.2 implies that
472(log n) 2 √ n and so
Let κ be an orbit of g, h contained in n \ ∆; by definition, |κ| ≥ √ n. Let κ 0 be the largest orbit; by the pigeonhole principle, |κ 0 | > n 472(log n) 2 . Then
By Chebyshev's inequality,
Now, for n larger than a constant,
Therefore, (4.5) and (4.6) imply that with positive probability, (a) κ g ′ intersects [n] \ ∆ for every orbit κ not contained in [n] \ ∆ and (b) κ g ′ intersects κ 0 for every orbit κ contained in [n] \ ∆. In particular, this happens for some g ′ ∈ A ℓ . Properties (a) and (b) imply that g, h, g ′ is transitive. We set g 1 = g, g 2 = h, g 3 = g ′ and are done.
We will later use 7 the following corollary with k = 2.
Corollary 4.7. Let A ⊆ Sym[(n]) with A = A −1 , e ∈ A and A = Sym([n]) or Alt([n]). Let k ≥ 1. If n is larger than a constant depending only on k, then there is a set S ⊆ A ⌊n 45 log n ⌋ of size at most 3k such that S is k-transitive.
Proof. Let α 1 ∈ [n] be arbitrary. Since A is transitive, Lemma 3.9 implies that
Iterating, we obtain a sequence of sets
) and a sequence of elements α 1 , α 2 , . . . ,
The splitting lemma and its consequences
We will prove what is in effect an adaptation of Babai's splitting lemma (proven for groups in [Bab82, Lem. 3.1]) to the case of sets. This is a key point in this paper: the splitting lemma will allow us to construct long stabiliser chains with large orbits.
The following easy lemma will make an "unfolding" step possible.
Notice a feature of the following statement -there is a high power of A in the assumptions, not just in the conclusion. We will "unfold" the high power of A in the course of the proof. (By Σ S we mean the set Σ S = {α g : α ∈ Σ, g ∈ S}.) Proposition 5.2 (Splitting Lemma). Let A ⊆ Sym([n]) with A = A −1 , e ∈ A and A 2-transitive. Let Σ ⊆ [n]. Assume that there are at least ρn(n − 1) ordered pairs (α, β) of distinct elements of [n] such that there is no g ∈ (A ⌊5n 6 log n⌋ ) (Σ) with α g = β. Then there is a subset S of A ⌊3n 6 log n⌋ with (AA −1 ) (Σ S ) = {e} and |S| ≤ 2 log(3/(3 − 2ρ)) · log n .
Proof. Set ℓ = ⌈2n 6 log(n 2 /(1/3))⌉; note that ℓ ≤ ⌊3n 6 log n⌋ and 2ℓ+2 ≤ ⌊5n 6 log n⌋ for n ≥ 5. (For n < 5, the statement is trivial.) By Lemma 4.2 applied with k = 2 and ε = 1/3, we obtain that given any two distinct elements α, β ∈ [n] and g ∈ A ℓ , the pair (α g , β g ) adopts any possible value (α ′ , β ′ ) with probability at least (1 − 1/3)/(n(n − 1)), where we choose g ∈ A ℓ with the distribution in Lemma 4.2 (g = g 1 g 2 · · · g ℓ , g i chosen independently from A ′ ∪ {e}, where A ′ is a symmetric subset of A). Since this distribution is symmetric, this is the same as saying that (α g −1 , β g −1 ) adopts any possible value (α ′ , β ′ ) with probability at least (1 − 1/3)/(n(n − 1)). Now, given (α, β) and g ∈ A ℓ , we have h ∈ (AA −1 ) (Σ g ) and α h = β if and only if ghg −1 ∈ g(AA −1 ) (Σ g ) g −1 and (α g −1 ) ghg −1 = β g −1 . By Lemma 5.1 applied to AA −1 , we have that ghg −1 ∈ g(AA −1 ) (Σ g ) g −1 only if ghg −1 ∈ (gAA −1 g −1 ) (Σ) , which in turn can happen only if ghg −1 ∈ (A 2ℓ+2 ) (Σ) . Thus, if there is no element j ∈ (A 2ℓ+2 ) (Σ) with α g −1 j = β g −1 , then there is no element h ∈ (AA −1 ) (Σ g ) with α h = β. (This is the "unfolding" step we referred to before.)
Since by hypothesis there are at least ρn(n − 1) ordered pairs (α ′ , β ′ ) such that there is no element j ∈ (A 2ℓ+2 ) (Σ) with α ′j = β ′ , and since (α g −1 , β g −1 ) equals any such pair with probability at least (2/3)/(n(n − 1)), we see that the probability that there is no element h ∈ (AA −1 ) (Σ g ) with α h = β is at least 2ρ/3.
Let S be a set of r random g ∈ A ℓ (chosen independently, with the distribution as above). The probability that for every g ∈ S there is an element h ∈ (AA −1 ) (Σ g ) with α h = β is at most (1 − 2ρ/3) r . This must happen if there is an element h ∈ (AA −1 ) Σ S such that α h = β. Thus, the probability that there is such an h is at most (1 − 2ρ/3) r , and the probability that there is such an h for at least one of the n(n − 1) pairs (α, β) is at most n(n − 1)(1 − 2ρ/3) r .
Setting r = ⌈(log n 2 )/(log 3/(3 − 2ρ))⌉, we obtain that the probability that there is such an h for at least one pair is less than 1. Hence there is a set S ⊆ A ℓ with at most r elements such that, for every pair (α, β) of distinct elements of [n], there is no h ∈ (AA −1 ) (Σ S ) with α h = β. This implies immediately that the only element of (AA −1 ) (Σ S ) is the identity.
, where ρ ∈ (0, 1). Then |Σ| > log |A| 2 log(3/(3−2ρ)) · log n · log n .
In particular, if ρ = 0.05 then |Σ| > (log |A|)/(60(log n) 2 ).
Proof. Since |α
, there are at least ρn(n − 1) tuples (α, β) such that there is no g ∈ A ′ with α g = β. By Prop. 5.2, there is a set S ⊆ Sym([n]) such that (AA −1 ) (Σ S ) = {e} and |S| ≤ 2 log(3/(3−2ρ)) · log n . Since (AA −1 ) (Σ S ) = {e}, we know, by Lemma 3.17, that |Σ S | ≥ log n |A|. Clearly |Σ S | ≤ |S||Σ|. Hence
A key idea in the proof of the Main Theorem is the following. For A ⊆ Sym([n]), we can construct A ′ = A ⌊5n 6 log n⌋ and a set Σ = {α 1 , α 2 , . . . } ⊆ [n] starting with an empty set and taking at each step α i to be an element such that |α
; if no such element exists, we stop the procedure. By Cor. 5.3, |Σ| must be large.
An application of Lemma 3.19 will give that, for A ′′ = (A ′ ) 16n 6 , the set (A ′′ ) Σ contains a copy of Alt(∆), where ∆ ⊆ Σ and |∆| ≥ (1 − ρ)|Σ|. Such a large alternating group certainly looks like a valuable tool.
Proof of the main theorem
The core of this section is Proposition 6.5. It is a growth result, but not quite of type |A · A · A| ≥ |A| 1+ε or |A k | ≥ |A| 1+ε . What will grow by a factor at each step is not the number of elements |A| of A, but rather the length m of a sequence α 1 , . . . , α m such that the orbits
, . . . , α
are all large. This growth result (Prop. 6.5) will be applied iteratively. There are two ways for the iteration to stop: (a) an element we construct could fix a large set pointwise (we call this the case of exit), or (b) a group we work with could fail to have a large alternating composition factor. In case (a), we obtain all of G = Alt([n]) in a few steps by Thm. 1.4. In case (b), we can descend to the problem of proving small diameter for n ′ smaller than n by a constant factor. (Here, as is "infinite descent", the term "descent" means the same as induction, seen backwards.) * * * Let us sketch briefly the proof of Prop. 6.5. First, we use (6.5) to construct many elements in the setwise stabiliser G Σ , where Σ = {α 1 , . . . , α m }; in fact we get an entire copy of a large alternating group in (G Σ )| Σ (Lemma 3.19). This is the setup. Then comes the creation step: we use the action by conjugation of G Σ on the pointwise stabiliser G (Σ) to construct many elements of G (Σ) (Lemma 6.1). We organise these new elements (all in a power A ′ of A) as follows: we apply Cor. 5.3 (a consequence of the splitting lemma) to lengthen our stabiliser chain
..,α m+ℓ ) in such a way that the orbits (defined as in (6.1)) are still large. We repeat the organiser step about ≫ (log n)/(log m) times. There are only two ways for this procedure to stop prematurely, namely, exit and descent (cases (a) and (b) discussed above). * * * We start by proving the lemma containing the creation step: we give a way to construct many elements in a subgroup H − of a group G. The basic idea is the application of the orbit-stabiliser principle to the action by conjugation of a subgroup
Proof. Consider the action of B on y = (y 1 , . . . Our descent step rests in part on a simple calculation.
Lemma 6.3. Let f (x) = e (log x) k g(x) , where k ∈ Z + , t > 0, and g : [t, ∞) → [0, ∞) is an increasing function. Let 0 < δ 0 < 1 and δ 1 , δ 2 > 0 be given with
provided x is larger than a bound depending only on k, t, δ 0 , δ 1 , and δ 2 .
Proof. Since the derivative of the function j(z) := (1 − z log(1/δ 0 )) k at z = 0 is less than −(δ 1 + δ 2 ), there exists an interval (0, ε), with ε depending on k, δ 0 , δ 1 , and δ 2 , such that j(z) < 1 − (δ 1 + δ 2 )z holds for all z ∈ (0, ε). Hence, if x is large enough that 1/ log x < ε then
, and h(x) are defined then
The following lemma is also crucial to the descent step. In the proof of the lemma, we use Lemma 3.20 to guarantee the existence of an element that we then construct by other means.
. Assume B − has an orbit Γ of length at least ρn, for some ρ > 8/9.
If all alternating composition factors Alt(k) of B − satisfy k ≤ δn, where δ > 0, and
for some D δ > 0, and n is larger than an absolute constant, then
where c = c(ρ) depends only on ρ.
Proof. The group U := B − | Γ is transitive. It is also isomorphic to a factor group of B − , so U also has no alternating factors Alt(k) with k > δn. By Thm. 1.1 and by (6.3), there exists an absolute constant C 1 such that for
Let H = B + . By Lemma 6.2, Γ is an orbit of H. If n is large enough that Lemma 3.20 applies then there exists g ∈ H of support less than |Γ|/4 on Γ. Take h ∈ B + with h| ∆ = g| ∆ . Then gh −1 ∈ B + (∆) = B − and so, by (6.4), there exists b ∈ (B − ) u with gh −1 | Γ = b| Γ . Therefore, bh ∈ (B + ) 3u+1 satisfies bh| Γ = g| Γ . Since g fixes at least (3/4)|Γ| ≥ (3/4) · ρn > (2/3)n points in Γ, we have | supp(bh)| ≤ (1 − (3/4)ρ)n < n/3. By Thm. such that the following holds: if m ≥ (log n) 2 , then either
Ce c 1 (log n) 4 log log n−c 2 (log n) 3 log log n
or there are α m+2 , α m+3 , . . . , α m+ℓ+1 ∈ [n], ℓ ≥ c 3 (m log m)/(log n), such that The condition c 4 /c 3 < c 2 < 4(log 1/0.95)c 1 is needed for the recursion to work. As we will see, this inequality is easy to attain; we are not taking advantage of any numerical coincidence. We may choose c 1 = 50182, c 2 = 10296, c 3 = 0.0745, and c 4 = 767.
An easy application of Proposition 6.5 proves Corollary 6.6 (which is equivalent to our Main Theorem). Conversely, in order to prove Proposition 6.5, we will use Corollary 6.6 for smaller values of n in an inductive process. In the proofs of Prop. 6.5 and Cor. 6.6, we assume that n is greater than a well-defined (but not explicitly computed) absolute constant n 0 ; we need that n is greater than an appropriate constant so n satisfies some inequalities we introduce during the proofs, and also so that results from the previous sections, valid only for sufficiently large n, can be applied. Once n 0 is defined, the constant C in the statement of Prop. 6.5 can be adjusted so that (6.7) holds trivially for n ≤ n 0 . , Y ) ) ≤ Ce c 1 (log n) 4 log log n , where C and c 1 are as in Proposition 6.5.
The proof consists just of a repeated use of Proposition 6.5, plus some accounting.
Proof. We can assume that n is large enough that m 0 ≤ 0.1n ≤ n − 3 for m 0 = ⌊(log n) 2 ⌋ + 1, and so G acts transitively on the set X of all (m 0 + 1)-tuples. Hence, by Lemma 3.9, the set A 0 := Y n m 0 +1 ⊇ Y |X| acts transitively on the set of all (m 0 + 1)-tuples. Thus (6.5) holds with A 0 instead of A, m 0 instead of m and α i = i for i = 1, 2, . . . , m 0 + 1. We apply Proposition 6.5 with these parameters. We obtain either (6.7) or (6.8).
In the latter case, we set ℓ 0 = ℓ, m 1 = m 0 + ℓ 0 , and iterate: we apply Proposition 6.5 to
0 , . . . where r = ⌊n c 4 log n ⌋. (After each step, we "save" the output ℓ to ℓ i and set m i+1 = m i + ℓ i .) We stop when we obtain (6.7); say this happens when we apply Proposition 6.5 with A = A k = A r k 0 . Clearly m k ≤ 0.1n (as otherwise (6.5) could not hold for i = m k + 1).
It remains to estimate k. For 1 ≤ j ≤ log n, let t j be the largest index i between 0 and k such that m i < e j ; if no such index exists, set t j = 1. We have m 0 ≥ 3 and so t 1 = 1. By Proposition 6.5, m i+1 ≥ (1 + (c 3 log m i )/(log n)) · m i for all i < k, and so, by (1 + c 3 j/(log n)) ⌊(log n)/(c 3 j)⌋+2 > e, we have t j+1 ≤ t j + ⌊(log n)/(c 3 j)⌋ + 2. Thus
log n c 3 j + 2 ≤ c 5 log n log log n for any c 5 > 1/c 3 , with the last inequality valid if n is larger than an appropriate constant. Set c 5 = (1/c 3 + c 2 /c 4 )/2 (say); note that (6.6) ensures that c 2 /c 4 > c 3 , and so c 2 /c 4 > c 5 > 1/c 3 . Since t ⌊log n⌋ + 1 > k (because m k ≤ 0.1n), we get that k ≤ c 5 log n log log n. Thus
·r ⌊c 5 log n log log n⌋ ⊆ Y ⌊e c 6 (log n) 3 log log n ⌋ , for any c 6 > c 4 · c 5 , if n is large enough in terms of c 6 . Set c 6 = (c 4 · c 5 + c 2 )/2 (say), so that c 6 < c 2 . Then, by (6.7) (valid for A = A k ), we obtain Alt([n]) ⊆ (Y ⌊e c 6 (log n) 3 log log n ⌋ ) ⌊Ce c 1 (log n) 4 log log n−c 2 (log n) 3 log log n ⌋ ⊆ Y ⌊Ce c 1 (log n) 4 log log n ⌋−1
If Y contains an odd permutation then Y ⌊Ce c 1 (log n) 4 log log n ⌋ = Sym([n]).
We finally turn to the proof of Proposition 6.5. In what follows, let (6.9) f (x) = e c 1 (log x) 4 log log x and g(x) = c 1 log log x.
Proof of Proposition 6.5. We prove Proposition 6.5 by induction on n. During the proof, in the inductive hypothesis, we will make use of Cor. 6.6 for values smaller than n. We can assume that n is large enough so that m ≥ (log n) 2 > C(0.9), where C(0.9) is as in Lemma 3.19. Apply Lemma 3.19 with d = 0.9 and Σ = {α 1 , . . . , α m }. We obtain a set ∆ ⊆ Σ such that |∆| ≥ 0.9|Σ| and A 16m 6 Σ (Σ\∆)
. This is our initial setup: we have a large set B + in the setwise stabiliser G Σ ; furthermore, we have constructed a large subset ∆ ⊆ Σ such that B + ⊆ (G Σ ) (Σ\∆) and B + | ∆ = Alt(∆). We also have a set B − in the pointwise stabiliser G (Σ) . By (6.5)
10 n, and so B − has an orbit Γ of length at least 0.9n. By Lemma 6.2, Γ is also an orbit of B + .
We would like B − to act as an alternating or symmetric group on Γ; let us show that, if this is not the case, we obtain descent. We may assume that Corollary 6.6 holds for n ′ < n (inductive hypothesis). Hence, if B − has no composition factor Alt(k) with k > 0.95n, then Lemma 6.4 (descent) gives us
for n larger than an absolute constant, where c = c(0.9) is from Lemma 6.4 and f (x) is as in (6.9). We apply Lemma 6.3 with k = 4, h(x) = 16x 6 e c(log x) 3 , δ 0 = 0.95, δ 1 = c 2 /c 1 , δ 2 ∈ (0, 4 log(1/δ 0 ) − δ 1 ) arbitrary, and t large enough that h(x) ≤ exp(δ 2 c 1 (log x) 3 log log x) holds for x ≥ t. We obtain that 16m 6 e c(log n) 3 ·Cf (0.95n) ≤ Cf (n) 1−(c 2 /c 1 )/(log x) for n larger than a constant, and so (6.7) holds and we are done. Thus, we can suppose from now on that B − does have a composition factor Alt(k) for some k > 0.95n. The only orbit of B − that can be of length at least k is Γ, so B − | Γ = B − | Γ must contain Alt(k) as a section. Hence, by Lemma 3.11, B − | Γ ≥ Alt(Γ). (We can assume 0.95n > 84, and thus Lemma 3.11 does apply.) Note we also get that |Γ| > 0.95n. Now that we know that B − | Γ ≥ Alt(Γ), Corollary 4.7 gives us a small set of elements Y = {y 1 , y 2 , . . . , y 6 } ⊆ (B − ) ⌊n 45 log n ⌋ such that Y | Γ is 2-transitive on Γ. We apply Lemma 6.1 (creation) with H − = B − , H + = B + , B = B + and r = 6. (The condition H − ⊳ H + is fulfilled thanks to Lemma 6.2.)
If conclusion (a) in Lemma 6.1 holds, then there is a b ∈ B + (B + ) −1 \ {e} with supp(b) ≤ 0.05n. Thm. 1.4 thus gives us that (A ∪ {b}) Kn 8 ⊇ Alt([n]), where K = K(0.05) is an absolute constant. Assuming that n is large enough to satisfy 2 · 48m 6 · Kn 8 < 96Kn 14 < ⌊exp c 1 (log n) 4 log log n − c 2 (log n) 3 log log n ⌋,
we obtain that (6.7) holds and we are done.
(This is what we call an exit from the procedure.) We can thus assume that conclusion (b) in Lemma 6.1 holds, i.e., we have created a set W = (B + ) −1 Y B + ∩ B − with |W | ≥ |B + | 1/6 . Note that (B + ) −1 Y B + ⊂ A ⌊n 46 log n ⌋ (for n larger than a constant) and |B + | ≥ | Alt(∆)| = (1/2)|∆|! ≥ m 0.899m (for m larger than a constant; recall that |∆| ≥ 0.9m). Hence (6.10) A ⌊n 46 log n ⌋ ∩ B − ≥ m 0.149m .
Now that we have created many elements in the pointwise stabiliser of Σ, it is our task to organise them: we wish to produce α m+2 , . . . , α m+ℓ+1 satisfying (6.8). Note that for all i ≥ 0, B i has an orbit Γ i of length at least 0.9n because α . We are ready for another descent. The group B − w has no composition factor Alt(k) with k > 0.95n, because such a factor would be a section of B w and Lemma 3.11 would imply that B w | Γw is an alternating group on > 0.95n elements, in contradiction with condition (b). Thus the hypotheses of Lemma 6.4 are satisfied with δ = 0.95 and ρ = 0.9 and, by the inductive hypothesis, Lemma 6.4 gives us that A ⌊n c 4 log n e c(log n) 3 ·Cf (0.95n)⌋ ⊇ Alt([n]), where c = c(0.9) and f is as in (6.9). We apply Lemma 6.3 with k = 4, h(x) = x c 4 log x e c(log x) 3 , δ 0 = 0.95, δ 1 = c 2 /c 1 , δ 2 ∈ (0, 4 log(1/δ 0 ) − δ 1 ) arbitrary, and t large enough that h(x) ≤ exp(δ 2 c 1 (log x) 3 log log x) holds for x ≥ t. We obtain that n c 4 log n e c(log n) 3 · Cf (0.95n) ≤ Cf (n) 1−(c 2 /c 1 )/(log x) for n larger than a constant, and so we obtain conclusion (6.7).
We end by noting that we can set c 2 = ⌈c 4 /c 3 ⌉ = 10296, c 1 = ⌈c 2 /(4 log 1/0.95)⌉ = 50182, and thus fulfill (6.6).
We now use Corollary 6.6 to prove both the Main Theorem and Cor. 1.3 (for Sym(n) and Alt(n)) with explicit constants in the exponents.
Theorem 6.7. Let G = Sym(n) or Alt(n). Then diam(G) = O(e c 1 (log n) 4 log log n ), − −− → diam(G) = O(e (c 1 +1)(log n) 4 log log n ), where c 1 > 0 is the absolute constant in Corollary 6.6.
As we have said, c 1 = 50182 is valid.
Proof. Let A be an arbitrary set of generators of G. Let X = A ∪ A −1 ∪ {e}. The undirected Cayley graph Γ(G, X) is just the undirected Cayley graph Γ(G, A) with a loop at every vertex; their diameters are the same. Thus, by Corollary 6.6, diam(Γ(G, A)) = diam(Γ(G, X)) ≤ Ce c 1 (log n) 4 log log n .
By [Bab06, Cor. 2.3], diam( Γ(G, A)) ≤ O diam(G)(n log n) 2 ≤ O e (c 1 +1)(log n) 4 log log n .
Finally, we note that, as Ce c 1 (log n) 4 log log n ≤ e (c 1 +log C)(log n) 4 log log n , the bounds obtained in Thm. 6.7 can be written in the form stated in the Main Theorem and Cor. 1.3.
