Abstract. Generalized intervals (intervals whose bounds are not constrained to be increasingly ordered) extend classical intervals providing better algebraic properties. In particular, the generalized interval arithmetic is a group for addition and for multiplication of zero free intervals. These properties allow one constructing a LU decomposition of a generalized interval matrix A: the two computed generalized interval matrices L and U satisfy A = LU with equality instead of the weaker inclusion obtained in the context of classical intervals. Some potential applications of this generalized interval LU decomposition are investigated.
Introduction
The LU decomposition of a square real matrix A consists of computing two matrices L and U being respectively lower and upper triangular and satisfying A = LU . Such a decomposition eases the solution of many problems such as solving linear equations, inverting matrices, etc..
The Gauss elimination algorithm allows constructing LU decompositions. It has been generalized to interval matrices (see e.g. [1] ). The interval Gauss elimination is widely used in order to construct an outer approximation of united solution sets, i.e. x ∈ R n | ∃A ∈ A ∃b ∈ b Ax = b , where boldface letters mean interval matrices and vectors. In the study of the interval Gauss elimination, an interval LU decomposition has been introduced (cf. [1] ). This interval LU decomposition does not satisfy A = LU but only the weaker relation A ⊆ LU, which is well suited for outer approximation of united solution sets.
Generalized intervals are intervals whose bounds are not constrained to be increasingly ordered (e.g. [−1, 1] is a proper interval while [1, −1] is an improper interval). They have been introduced in [2, 3] in order to improve the mathematical structure of intervals. The generalized interval arithmetic (also called Kaucher arithmetic) is a group for addition and for multiplication of zero free generalized intervals. Thanks to the framework of generalized intervals, a new LU decomposition of a generalized interval matrix A is introduced. It satisfies A = LU.
The paper is organized as follows: Section 2 gives an overview of generalized intervals and their arithmetic. Section 3 presents the generalized interval LU decomposition, and Section 4 shows how it can be used to compute approximations of linear AE-solution sets.
Generalized Intervals
Generalized intervals are intervals whose bounds are not constrained to be ordered, for example [−1, 1] and [1, −1] are generalized intervals. They have been introduced in [2, 3] so as to improve the algebraic structure of intervals, while maintaining the inclusion monotonicity. The set of generalized intervals is denoted by KR and is divided into three subsets: (
Generalized interval arithmetic has better algebraic properties than the classical interval arithmetic: the addition in KR is a group. The opposite of an interval x is − dual x, i.e.,
The multiplication in KR restricted to generalized intervals whose proper projection does not contain 0 is also a group. The inverse of such a generalized interval x is 1/(dual x), i.e.,
Although addition and multiplication in KR are associative, they are not distributive. The addition and multiplication in KR are linked by the following distributivity laws (see [6, 7, 5] ). Whatever are x, y, z ∈ KR, -conditional distributivity:
The three following particular cases will be of practical interest in this paper.
Another useful property of the Kaucher arithmetic is its monotonicity with respect to the inclusion: whatever are • ∈ {+, ×, −, ÷} and x, y, x , y ∈ KR,
The next example illustrates the way these properties will be used in the sequel.
Example 1.
Consider the expression x + uv ⊆ y. Subtracting dual (uv) = (dual u)(dual v) to each side preserves the inclusion:
is the opposite of uv, the following inclusion is eventually proved to hold:
Finally, generalized interval vectors x ∈ KR n and generalized interval matrices A ∈ KR n×n together with their additions and multiplications are defined similarly to their real and classical interval counterparts.
Generalized Interval LU Decomposition
A Gauss elimination algorithm for generalized interval matrices is first presented. It will be used to construct the generalized interval LU decomposition. Consider a generalized interval matrix A = (A ij ). In order to obtain a generalized interval LU decomposition, the Gauss elimination algorithm is applied in the following
.n] multiply the first row by A i1 /(dual A 11 ). As A 11 /(dual A 11 ) = 1 the following row is obtained:
The second step consists in subtracting the dual of the previously computed row to the i th row of the matrix A.
Once this transformation is applied for each i ∈ [2.
.n], the following interval matrix A is obtained:
As in the context of real numbers and classical intervals, this leads to a LU decomposition of the generalized interval matrix A. This LU decomposition can be formulated in the following way:
The previous expressions allow constructing a generalized interval LU decomposition of A: the recursive construction is started by the first row of U which is trivially computed using (12). It is equal to the first row of A. Then, provided that 0 / ∈ pro U ii , the i th column of L using (10) and the i th row of U is constructed using (12). This process is recursively repeated for i + 1.
Proposition 1. Let A ∈ KR
n×n be a generalized interval matrix. Provided that the generalized interval matrices L and U defined by (9) (10) (11) (12) can be constructed, they satisfy A = LU.
Proof. Consider i, j ∈ [1..n] such that i ≤ j. Then by equation (12)
Adding k<i L ik U kj to each side of the equality, 
The computations of the generalized interval LU decomposition are detailed: the first row of U is the first row of A. Now, using (10) and (12),
Therefore, we obtain following interval matrices: 
These interval matrices satisfy A = LU.
Example 3. Consider the interval matrix
The following interval matrices correspond to the generalized interval LU decomposition of A: 
These interval matrices satisfy A = LU. Notice that L is not proper anymore.
As a direct consequence of the property (1), given a generalized interval matrix A ∈ KR n×n , if (pro A) has a classical interval LU decomposition (as defined in [1] ) then A has a generalized interval LU decomposition.
Approximation of Linear AE-Solution Set
We define linear AE-solution sets using a different convention than the one proposed in [5] . The justification of this new convention is out of the scope of this paper (cf. [8] 
Then, the linear AE-solution set Σ (A, b) is the following subset of R n :
. (24) We can exhibit the following two special cases: if A and b are proper, then 
Now as every quantified parameter has only one occurrence in the expression, interval arithmetic leads to the exact range and we obtain the following equivalent condition:
using the group property of the Kaucher arithmetic, the previous condition is equivalent to
x and use the distributivity w.r.t.
This characterization only differs from [5, Theorem 5.1, p. 375] by the new conventions we use. It can be used in order to obtain generalized interval operators that help to approximate linear AE-solution sets. In particular, outer approximations can be done using the generalized interval Gauss-Seidel iteration introduced in [9, 5] . The generalized interval LU decomposition is now used to build inner and outer approximations of linear AE-solution sets Σ (A, b) .
Let L and U be the generalized interval LU decomposition of A. Then define the generalized interval vectors x, x , y, y ∈ KR n such that for all i ∈ [1..n]
Both following properties hold: (i) If L is proper and x is proper then x ⊆ Σ(A, b). (ii) Suppose that U and L are improper. If x is proper then
Proof. As a direct consequence of the construction of the LU decomposition, if
(i) By definition of y and x we have (dual L)y = b and (dual U)x = y. Therefore we obtain (dual L) (dual U)x = b. As L is supposed to be proper, (dual L) is improper. Consider any x ∈ x. A componentwise application of the super-distributivity shows (dual L)(dual U) x ⊆ (dual L) (dual U)x . That is (dual A)x ⊆ b and finally x ∈ Σ(A, b) thanks to (25).
(ii) Assume x ∈ Σ(A, b). Using (25) we obtain (dual L)(dual U) x ⊆ b. As both (dual L) and (dual U) are proper, b has to be proper. Also, the subdistributivity law proves (dual L) ( 
j<i L ij u j , the second inclusion being a consequence of inclusion monotonicity (dual u j ⊆ u j because u j is proper). Finally, using the induction hypothesis and inclusion monotonicity, we obtain u i ⊆ b i − j<i L ij y j which is equal to y i by definition. So far, we have proved (dual U)x ⊆ y . Using induction in a similar way as previously, on can prove x ⊆ x . As a consequence, if x is proper then
Due to the conditions required for the LU decomposition in Theorem 1, outer approximation is likely to succeed when A is improper, i.e. when a tolerable solution set is under consideration. While, inner approximation is likely to succeed when A is proper, i.e. when a united solution set is under consideration. Under these conditions, experimentations have shown that the generalized interval LU decomposition applied to diagonally dominant matrices centered around the identity satisfies the conditions of Theorem 1. However, the generalized interval Gauss-Seidel operator and the direct resolution of the equation (dual A)x = b seem to provide close but better results for this class of matrices. It still remains that in presence of several solution sets sharing the same interval matrix, the generalized interval LU decomposition needs to be computed only once, thereby sparing computation time.
In some situations, the generalized interval LU decomposition can provide a much sharper outer approximation than the generalized interval Gauss-Seidel (GIGS) operator. This is illustrated in the next example. Σ(A, b) . Both the GIGS and the generalized interval LU decomposition have a bad behavior on this example. However, exchanging raws 2 and 3 leads to better behavior. Starting from the initial box (±1000, ±1000, ±1000) the GIGS operator gives raise to ([−18.4091 which is much sharper than the one computed by the GIGS operator.
It must be noted that changing slightly the uncertainties in the interval matrix of the previous example leads to a matrix L which is not proper any more. While this good result is promising, some additional developments will be necessary to deal with more general situations.
Conclusion
An interval LU decomposition has been proposed in the framework of generalized intervals. Thanks to the group structure of the generalized interval arithmetic, this new generalized interval LU decomposition satisfies A = LU. In addition to the theoretical interest of such a generalized interval LU decomposition, we proved that it can be used to construct some approximations of linear AE-solution sets. On some examples, these approximations may be much more accurate than the one computed by the generalized interval Gauss-Seidel operator. However, some stringent conditions about the proper/improper qualities of L and U restrict the application of the decomposition. Some work still have to be conducted to generalize these particular application cases.
