Abstract--Based on the mm-max principle, the standard centering equation m the interior point method is replaced by the optimahty condition of a new proximity measure function Thus, a selfadJusting mechanism ts constructed m the new perturbed system. The Newton direction can be adJusted self-adaptively according to the reformation of last ~terates A self-adJusting interior point method is given based on the new perturbed system Numermal comparison m made between this algorithm and a primal-dual interior point algorithm using "standard" perturbed system Results demonstrate the efficmncy and some advantages of the proposed algorithm (~ 2005 Elsevmr Ltd All rights reserved
I. INTRODUCTION
In this paper, we consider the linear complementarity problem (LCP). Given M c R nxn, q E R ~, find x E R n, s 6 R n satisfying, s = Mx + q, (la)
z >_ 0, s _> 0,
The work Is supported by the National Key Basra Research Speclal Foundatlon of China under Grant Number (G1999032805) *Author to whom all correspondence should be addressed We would hke to thank the reviewers for construct,ve comments on the earher version of the paper Condition (lb) imphes that for each index ~ = 1, 2,..., n, one of the components x~ or s~ should be equal to zero. This condition is known as the complementarity condition. Linear complementarity problem is a fundamental problem in mathematical programming since some optimization problems such as linear and quadratic programming can be reduced to LCP. It also has a wide range of applications in economics and engineering. The interested readers are referred to the survey paper [1] and the monograph [2] .
Interior point methods (IPMs) are an important class of methods for LCPs. Modern interior point methods originated from an algorithm introduced by Karmarkar in 1984 for linear programming. Most IPMs for LCP can be viewed as natural extensions of the interior point methods for linear programming. The most successful interior point methods are the primal-dual methods.
A simple way to present the primal-dual interior point methods (IPMs) is to replace the complementarity condition (lb) by the perturbed equation xs = /ze, where e = [1, 1,.. 1] q-, # > 0. This leads to the following system,
If the matrix M is a P0-matrix (a square matrix with all its principal minors nonnegative), and LCP (1) is strictly feasible, i.e., there exists (x °, s°), such that x ° > O, s o = Mx ° + q > O, then the perturbed system (2) has a unique solution. The solution of (2), which is denoted by (x(/,), s(#)), is called the/z-center of (1). The set of/z-centers with all/z > 0 gives the central path of (1) . Here, we call the equations (2) the "standard" perturbed system and equation (2b), the standard centemng equatwn.
Primal-dual IPMs follow the central path {(x(#), s(/z)) I /Z > 0} approximately and approach the solution set of the LCP (1) as # goes to zero.
The Newton step equations of system (2) are
MAx -As = rq,
where X = diag (Xl, x2,..., Xn), S = diag (sl, s2,..., sn), rq = s -Mx -q. We have from (2b) that a key feature of the central path is that x~s, = # for all ~ = 1, 2,..., n. So, ideally all the iterates should stay on the central path in the iterative process. But in practical implementations, considering the computational efficiency, for a fixed #, the Newton step equations are only repeated for one or very few times. That is to say, we just get an approximate solution to system (2) for a fixed #. Meanwhile this solution is required to be 'close' to the central path. That means, the points that are too close to the boundary are avoided by the algorithm. So, some measure is needed to keep control the distance from the current iterate to the central path. One method is restricting the iterates to a neighborhood of the central path [3] . Another is employing some proximity measure, which will be given some description in the following.
A typical proximity measure function arises from the classical logarithmic barrier function, q~ (xs, #) := ~ -1 -log .
9=1
With v := v/7~/#, the proximity q2(xs, #) can be written as
We can show that kD(v) is strictly convex, and attains its minimal value at v --e, with ~(e) = 0. It follows that fft(xs, #) > 0 and vanishes if and only if xs = #.
Using the following notation,
V xs x s
The Newton equations (3) can be rewritten as follows,
where
This system is called the scaled Newton system and dv := d~ + ds, the scaled Newton direction It's not difficult to see dv = d~ + d~ --v -1 -v = -(1/2)Vff2(v). That is to say, the Newton direction is in some sense the steepest descent direction of the logarithmic barrier function • (v). It shows that solving the centrality equation xs = #e in (2) is equivalent to minimizing the logarithmic barrier function ~(v). That means the centrality equation xs = #e can be replaced by the optimality condition of minimizing
Based on the above relationship between the proximity measure function and Newton search direction, Peng et aL [4, 5] define a class of self-regular proximities and introduce new large-update IPMs for CPs. The iteratlve points are forced to get close to the central path by strengthen the barrier effect of the proximities. They have obtained better iteration bounds under certain conditions. Thus, their work narrows the gap between theory and practice for large-update IPMs.
We think that both the effect of the neighborhood of the central path and proximity measure is to reduce all the pairwise products x,s, to zero at more or less the same rate. Then, the iterates can avoid to get close to the boundary of the negative orthant while the average duality gap # (i.e., xTs/n) decreases effectively. Therefore, it would be better to introduce a mechanism in the algorithm, which can adjust all the pairwise products dynamically according to the information of the current iterates. But, it's hard for the original perturbed system (2) to reach this goal because we can see that each (dv)~ only includes the information of the corresponding v, from its scaled Newton equations (6) , and the effect of other v 3 (3 ¢ z) on it is neglected. Based on the above consideration and inspired by the previous analysis that the centrality equation xs --#e can be replaced by the optimality condition of minimizing proximity measure • (v), we first introduce a new proximity measure ~,~(v), then a new centrality equation will be obtmned. Instead of solving perturbed system (2), we'll study a new perturbed system which includes other parameters. It is just because these parameters that we get some better results than that of using system (2).
A NEW PROXIMITY MEASURE FUNCTION
By using notation (5), we derive that centrality equation xs = #e is equivalent to v 2 = e. That means that the points on central path will satisfy v = v -1 = e. Therefore, if a function (I)(v) is a proximity measure, it must satisfy the following two conditions. (b) It will generate a balancing effect among all the pairwme products because of the min-max term min. maxz<~<~{v~} in min~ ~m(v), so it can improve centrality.
We hope that a dynamic balance between decreasing the duality gap and strengthening centrality will be realized using this new proximity measure.
We can see that ~m(v) is nondifferentiable because of the nondifferentiable function f(v) := maxl<~_<~(v~). ~,~(v). Nondifferentiable proximities have been used in papers [6, 7] , in which some important theoretical results have been given. Using proximity measure ~m(v), a self-adjusting primal-dual interior algorithm for linear programs is presented in paper [8] . Numerical comparison is made with Lipsol software package through computing the Netlib test problems. The efficiency of the algorithm is justified. Note that the parameters )`~ (~ = 1,..., n) represent the Lagrange multiplier estimate of the problem rain. maxl_<~_<~{v~}, whmh will be regarded as constants during iteration. The current value of v should be used when computing )`~.
By using notation in (5), equation (9) can be written as
Replace (2b) by (11), we obtain the following new perturbed system,
The Newton step equation of the above system is MAx -As = rq,
SAx + XAs = (n~) -1 #e -xs.
The left-hand side of equations (13) is the same as (3). So, the Newton steps from (13) are well defined. The only difference between equations (3) and (13) is that the latter has additional parameters (n%~) -1. Let's analyze the effect of them on the Newton step.
If the current iterates are on the central path, that is, x~s~ = # for all indices % then 1/n,k~ = 1 (z = 1, 2,..., n). The perturbed equations (12) and the Newton equations (13) recover to the original equations (2) and (3), respectively. In this case, the parameters (n%~) -1 have no effect on the Newton step. But generally, the x~s~ are not identical for all indices i, so the ,~ computed from (10) will be different. Thus, they will play an adjusting role. Compared with the Newton step from (3), we can find that the Newton step from (13) has the following features.
(a) It can make the smaller x~s~ with x~s~ < # increase more, that means they force such iterates move much closer to the central path. (b) It can make the larger x~s~ with x~s~ > # decrease more so that the duality gap can reduce more. (c) When x~s~ < # for M1 indices ~, it might make those close to the largest x~s~ decrease, while the Newton direction from (3) will definitely increase them.
So, this new direction plays a balancing role on all the pairwme products x~s~. When x~s~ > # for all radices ~, it can also be analyzed to those close to the smallest x~s~ analogously. In summary, the iterates, because of the introduced parameter )~, can be adjusted adaptively faster at the same rate in a neighborhood of the central path according to the information of all the complementary pmrs. This is a compensation for the Newton direction derived from equations (3) because it only includes the information of the complementary pair (x~, s,) itself for each component ~. The self-adjusting interior point algorithm is described as follows.
Algorithm 3.1.
Step 0. Given an initial point (x °, s °) > 0 and the accuracy parameter E > 0. Let a e (0, 1) be the factor to reduce duality gap, V E (0, 1) be the constant used to define the infinity neighborhood of the central path. Denote r~ = (nA~) -1 (z = 1,2,...,n), where A~ is computed according to the formula (10) . Compute the initial duality gap 0 (n%°) -1 for~ 1,2, .,n. Setk:=0. Step 3. Revise the parameter pk+] and compute r~ +1 ,~k+1~-1 =U~,~ j for~--1,2,...,nandlet
Step 4. Let k := k + 1 and go to Step 1
IMPLEMENTATION AND NUMERICAL COMPARISON
For convenience, we call the algorithm based on perturbed system (3) the "standard pmmal-dual interior point algorithm" (SIPA) . Its algorithm description is almost the same as Algorithm 3.1 except for the parameter A~ = 1/n (z = 1, 2,...,n) . Both the two algorithms are implemented based on the Lpsol software package [10] .
Because the main purpose of the numemcal experiment is to see the self-adjusting role of the parameters A, (z = 1, 2,..., n), some modifications are made to the Lipsol codes. In implementing Algorithm 3.1 and SIPA, only the predictor step is implemented, the corrector step is not used. Moreover, the neighborhood,
is used in both the two algorithms.
In the implementation of Algorithm 3.1, parameter Pk is determined by controlling the ratio of maxl<,<~{A~}/minl<~_<n{Af} = rat k dynamically. Set rat k = min{1.4 + #k, 3} The parameter Pk is derived from the following formula,
The other parameters are chosen as follows, The numerical results of this problem are given in Table 1 Dlmenslon Table 2 .
T~ qO)
q (2) q (3) q (4) q(S) Then, M is a P-matrix, i.e., a square matrix all of whose principal subdeterminants are greater than zero. Six problems are generated in this way for each of the dimensions n = 50,100,150,200. The maximum, average, and minimum numbers of iterations needed by the algorithm are summarized in Table 3 It is clear to see in Table 3 that the number of iterations increases very slowly as the number of variables increases. [11] .) Matrix M is generated in the same way as in the previous example. However, q E R n is randomly generated with entries q~ E (-500, 0). The numerical results are given in Table 4 .
CONCLUSIONS
The self-adjusting primal-dual interior point algorithm proposed in this paper is based on constructing a new proximity measure function, in which the min-max function generates a "balancing" effect among all the pairwise products. Then, we get a new centering equation with a set of parameters which play the role of self-adjusting in the proposed algorithm. Prehminary numerical experiment with some standard test problems demonstrates promising results as expected. Further work on theoretical analysis of the algorithm and implementation is left in future research.
