In this paper a network based model for distributed design is presented. In distributed design systems, the transient response is a related to the connections between designers. There are two types of designer connections. The first are intrinsic connections which are established when a single design subsystem controls a design variable that is present in one or more other subsystem's objective function. The second are structural connections which depend on the intrinsic connections and the solution process architecture. Previous research in distributed design has limited its examination to intrinsic connections. Through the application of social network theory, a new model for distributed design is proposed. A case study is presented that demonstrates the construction of this social network model. The model is then analyzed using network theory concepts like 'distance,' 'bridging,' and 'degree centrality' to identify preferable solution process architectures.
I. Introduction
istributed design problems are a type of Multidisciplinary Design Optimization (MDO) problem where design subsystems are linked together through design variables [1] . Each subsystem seeks to minimize its own individual objective function subject to a set of constraints by changing the value of specific design variables under their control. Distributed design problems have been widely studied by the design community and an increasing fraction of problems can be well represented as distributed design systems. For example, there is a trend by large corporations to shift a portion of their design work to suppliers [2] . However, shifting design work to many distributed suppliers leads to challenges in managing interactions between these independent designers.
The recent struggles of Boeing are a good example of the importance of effectively managing design systems. In an effort to mitigate risk and shed development costs a significant portion of Boeing's new aircraft, the Dreamliner, was designed by Boeing's suppliers. Difficulties coordinating between these manufacturers has rippled across Boeing's supply chain and led to financial losses and continuing delays in product delivery [3] . Other aerospace corporations have faced similar challenges. Airbus, one of Boeing's chief competitors, is a multinational conglomerate that must coordinate design work across both disciplinary and cultural boundaries. Their own struggles have led to delays in delivery of their new aircraft, the A-380, which may have been mitigated through better understanding of distributed design processes.
Modeling design systems as complex as those of Boeing and Airbus presents a significant challenge. To meet this challenge several approaches have been taken to model distributed design systems. In one approach each design subsystem is modeled as a player in a non-cooperative game. These players act independently from one another and through successive plays of the game eventually reach an equilibrium solution [4] . In another approach the design system is modeled using a state space representation [5] . Once the design problem has been formulated using state space, concepts from control theory can be applied to better understand the system's behavior. More recently multiagent systems (MAS) have been used to model distributed design processes in [6] [7] . The behavior of MAS models are similar to game theoretic models, but offer more insight into individual designer behavior and allow for more complex interactions.
All these approaches provide insight into how designers interact with one another in distributed design and can determine if the designers will converge to a stable equilibrium solution. Additionally, in their current form the models are largely independent of the system's current solution process architecture, which refers to the order in which the designers iterate, although MAS can capture some of this behavior.
Determining the appropriate solution process architecture is important in distributed design to reduce the amount of time required to reach a converged design solution. In recent studies solution process architecture choices has been shown to have a significant impact on the amount of time spent in the design process [8] . When time is an important factor in the design process, like in the case of both Boeing and Airbus, insight into the system convergence rate can help corporations meet design deadlines and reduce design cost. The importance of managing time in the design process, however, is not limited to these two corporations. An independent report on the British Defense Department estimated that on average defense programs overrun their schedules by 80%, which lead to overall cost increases of 40% [9] . Similarly, in the United States a survey of selected defense projects by the Government Accountability Office found programs in 2009 overran their schedule by an average 21 months and budgets by 25% [10] . These findings emphasize the limitations of current design models for complex systems and the need to better understand and control time through a design process. In distributed design, this includes a better understanding of the how the choice of process architecture influences the system convergence rate.
To address the limitations of current design models in capturing solution process architecture behavior, a new model for distributed design problems is proposed. This paper presents an approach to model distributed design systems by applying social network theory to distributed design problems. This model is sensitive to the process architecture and captures an architecture's influence on the connections between designers. With an established social network model for distributed design, the concepts of distance, bridge, and degree centrality can be applied to provide insight into the system's behavior. The approach to create a network model will be proposed in Section IV, but first background into distributed design and network theory are provided in Section II and Section III respectively.
II. Distributed Design Mechanics
A. Problem Structure Distributed design problems can be classified as a decomposition approach to solving MDO design problems. In decomposition approaches the overall design system is first broken into subsystems and then an appropriate method is chosen to organize the subsystems. Determining how to decompose systems is an important area of research and there are several alternative decomposition approaches to distributed design [11] . Distributed design is unique in that it is non-hierarchical and each design subsystem selfishly acts to minimize their own objective function by changing the value of design variables they control. The major advantages of distributed design, as compared to other decomposition approaches, are it is simple to implement for a design system and requires limited oversight in its execution. The disadvantages in applying a distributed design approach are the subsystems may diverge, and there is no guarantee the converged solution is optimal. In spite of this, many design problems can be well modeled as distributed design problems. Our assumptions in modeling a distributed design problem are the following:
1. Designers have knowledge of only their own objective function, 2. Designers act unilaterally to minimize their own objective function, 3. Designers have complete control over specific local design variables, 4. Designers communicate by sharing the current value of their local design variables.
In addition to being standalone design problems, there are many times distributed design problems emerge as sub problems in a larger design task. So long as these sub problems fulfill the four assumptions listed above, they can be well modeled using techniques applicable to distributed design. For example, one approach to model the decomposition of a system is to use Design Structure Matrices (DSM's) in order to minimize the number of iterative loops. In cases where the number of iterative loops cannot be reduced to zero, each of these iterative loops can be modeled as a discrete distributed design problem [12] .
For any distributed design problem there are two characteristics of primary concern. The first is the equilibrium stability, which determines if the system is convergent, divergent, or a saddle point. The second is the transient response, which determines the time required to reach the equilibrium solution for convergent systems. In Section B equilibrium stability is discussed and in Section C the transient response is discussed. The limitations of current research demonstrated in Section C provide motivation for studying distributed design using social network theory.
B. Equilibrium Stability
A significant portion of the work understanding and modeling the stability properties of equilibrium has been accomplished through the application of game theoretic models to the distributed design process. This approach was first introduced by Vincent [13] , who examined equilibrium conditions in distributed design. In Vincent's approach, distributed design is modeled as a non-cooperative game. This approach was revised by Chanron in [14] to model distributed design using systems and control theory through a state space representation. In [15] , it was demonstrated that design systems may have multiple equilibriums, which can each be individually stable, unstable or saddle points. The approach was extended beyond quadratic objective functions in [15] using nonlinear system theory and Lyapunov functions to identify convergent regions of the design space. For convergent equilibrium solutions these regions are called the domain of attraction and the approach was later refined to provide a better approximation of the domain of attraction in [16] .
Fundamental to this analysis of equilibrium stability is the idea of Rational Reaction Sets (RRS). A RRS is the partial derivative of a designer's objective function with respect to the design variables it controls. The intersection of the designers' RRS's is the system's Nash Equilibrium. A simulated example for an iterative design process is shown in Figure 1 . In this simulation, designer 1 controls design variable x and designer 2 controls design variable y. Since the designers, in this case, are applying an iterative process, each intersection marked by an 'x' in Figure 1 represents a single designer iteration. The starting point for the simulated example is (x,y)= (1, 4) . Designer 1 and designer 2's objective functions are shown in Eqns. (1) and (2) respectively.
Figure 1: Sample Convergence Plot
In Figure 1 , the designers converged after 26 iterations to the Nash Equilibrium, marked by the intersection of both designers' RRS's. The points in the bottom right hand corner of Figure 1 represent the Pareto Set and while these points are important in the investigation of optimality for Nash Equilibriums, they do not influence the system's stability or transient response.
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Research in distributed design has emphasized the stability characteristics of the overall system. However, in [17] a formulation was presented to determine the transient response for two designer systems like the one shown in Eqns. (1) and (2) . It was found in this work that the rate of convergence depends on the solution process architecture chosen. Section C discusses the transient response in the context of the solution process architecture in greater detail and the impact of changes in architecture on the transient response is demonstrated for the two designer problem described in Eqns. (1) and (2).
C. Transient Response
Fundamental to understanding the transient response of distributed design systems is the concept of solution process architecture. In this paper whenever the term "architecture" is used it refers to ordering of the solution process. It does not refer to product architecture, which is an independent and significant area of design research [18] . Instead it refers to the ordering in which the design subsystems are solved. This ordering can include both sequential and simultaneous elements. An example of a purely sequential and purely simultaneous architecture is shown in Figure 2 , along with a hybrid architecture that incorporates aspects of both.
Past research into distributed design convergence has not focused on the process architecture chosen for the system. In Chanron's formulation it was assumed all designers iterated sequentially [19] . For simultaneous or parallel systems, the same result was demonstrated by Smith and Eppinger [20] . The results of Chanron, Smith, and Eppinger have not been proven for architectures that incorporate both sequential and simultaneous properties, or hybrid systems. Although the system's equilibrium point is independent of architecture, its transient response can change significantly based on the chosen architecture.
For the example shown in Eqns. (1) and (2) the designers were sequentially ordered and converged after 26 iterations with a convergence criterion that required the maximum design variable change to be no greater than 2%. When the same problem is simulated again with designer 1 and 2 in parallel using the same convergence criterion, the path taken to the Nash Equilibrium is much different, as shown in Figure 3 . In contrast to the sequential architecture, the parallel architecture converges in 22 iterations.
Figure 3: Sample Convergence Plot
Even for a two designer system there is a significant change, 18%, in the number of iterations required for the sequential architecture to converge when compared to the parallel architecture. It has been recognized in design research that specifying the design architecture is important for design decisions. In [21] , Rogers made use of the DeMAID software package and local designer sensitivities provided through the global sensitivity equations [22] to minimize the number of individual designer iterations required for a system to converge by selectively skipping some subsystems that had a low sensitivity to the current design task. Although this approach reduced the computational time required to reach a solution, it did so by fundamentally altering the design system. In distributed design problems, this level of direct control over subsystems is typically not available. Further, this approach is developed only for sequential design orderings and there are cases when all the criteria outlined in the approach are fulfilled but multiple design orderings with different convergence times are still possible.
Another contribution to examining transient response applied a work transformation matrix, analogous to the global sensitivity equations, to link design tasks [22] . This approach was designed for strictly parallel systems and relative designer sensitivities were determined using an eigenvalue analysis. While this process explores the basic mechanisms governing convergence, it does not suggest an optimal solution process or predict convergence time. In 
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[17] a direct approach was taken to determining convergence rates for unconstrained two designers, two design variable problems. In this analysis a closed form expression was derived to determine the number of iterations required to achieve convergence. This formulation was applicable to both sequential and parallel architectures, but is limited in scope to small design problems. One of the shortcomings of existing distributed design models is they struggle to effectively capture the connections between designers. To better represent these connections and study the behavior that results from changing them, social network theory is applied to distributed design problems. An overview of network theory and its associated terminology is provided in Section III.
III. Social Network Theory Applied to Distributed Design
Social network theory is rooted in graph theory, first introduced by Leonhard Euler in 1736 when he used a graph approach to answer the question: "Is it possible to plan a stroll through Königsberg that crosses each of the town's bridges only once?" [23] . Since its inception, graph theory has been expanded to model systems in disciplines including mathematics, computer science, biology, particle physics, and sociology. One of graph theory's strengths is its ability to represent complex systems in an intuitive form. A graph is a set of nodes, also called vertices or points, some of which are connected by arcs, also called edges or links.
When graph theory is used to model a social network, the nodes and arcs have special representations. Nodes in a social network are called actors and the arcs are the social ties between actors [25] [26] . Actors can be individuals, groups, teams, or organizations and social ties are relationships, including friendships, alliances, instructions, or communication frequencies. An actor's social ties greatly influence their behavior.
When graph theory is used to model distributed design systems, there is a natural correlation to social network representations. The actors in distributed design are specific design subsystems and their social ties are dictated by the transmission of information between designers. The actors, or designers, in distributed design communicate through design variables and social ties are defined by shared design variables. Since designers are both sending and receiving design variables as they individually solve their optimization problem, social ties are best represented as a digraph, which is defined in Table 1 along with several other graph theory terms important to understanding concepts in social network theory [23] [24] . 
In Degree
The number of arcs in a digraph going into a distinct node.
The number of other subsystems which control a design variable linked to a distinct subsystem's design variables.
Out Degree
The number of arcs in a digraph leaving a distinct node.
The number of other subsystems that depend on a specific subsystem to transmit design variables linked to their respective design variables.
Degree
The sum of a distinct node's In and Out degree.
The total number of other subsystems that share design variables with a given subsystem.
Path
A sequence of distinct connected nodes in a graph.
A sequence of distinct subsystems connected along directional arcs in a design system.
Path Length
The number of arcs travelled on a path. -
Geodesic
The shortest path between a pair of nodes. -
Connected
A graph in which a path exists between every pair of nodes.
A design system in which every subsystem shares at least one design variable with another subsystem such that every subsystem directly or indirectly communicates.
Bridge
An arc that if removed, would separate a graph into sub graphs.
An arc, that if removed, would separate a design system into two distinct, decoupled design systems.
In Table 1 the hyphens in the second column indicate the graph theory definition is functionally equivalent to the distributed design correlation. For the remaining definitions some convention is adopted to model distributed design systems as a social network. For this model the convention is adopted that arcs leaving a node represent the design variables controlled by the subsystem. This is chosen because the design subsystem provides that information to the other subsystems. Similarly, arcs entering a node represent design variables received from other subsystems. When traveling along a digraph, arcs may be traversed only in the direction indicated by that arc.
The digraph in Figure 4 is an example of a three subsystem design problem with 3 additional system inputs arranged in a parallel solution process architecture and modeled as a social network [27] . System inputs could represent inputs from a larger design system of which this representation is a subset of. In this problem, the designers are the nodes labeled Payload, Power, and Propulsion while the nodes labeled P pl , M pl , and ΔV are system inputs. The arrowed arcs in Figure 4 show the direction of information transmission between designers and outputs. It is easy to observe that design subsystem Power, feeds information to subsystem Propulsion while receiving information from subsystem Payload and input P pl.
Figure 4: Design System Social Network Representation
In addition to showing the connections between subsystems, social network theory is useful in determining the subsystems that have the most or least influence on the design process. In a social network, the most important actors are the most centrally located in the network. Bavelas defined node (or actor) centrality, considering the most central actor as being located on the shortest path connecting pairs of other actors [28] . Expanding on Bavelas' definition, Shimbel described the situation where some actor Bob would like to communicate with some actor Alice, but must use actor Jane as a liaison [29] . Then, Jane has responsibilities to Bob and Alice, which causes Jane a certain amount of stress. The actors experiencing the most stress are considered the most central in the network. Cohn and Marriott provide an alternative description to the idea presented by Shimbel. They define actors like Jane as the "nexuses" that "bind and intertwine" the strands of a social network. These nexuses serve to synchronize the activities of the other nodes in the network [30] . The common theme carried through all of the descriptions is that central nodes control the flow of information through a network [25] .
Although not used to model distributed design, network theory has seen some application in engineering design. Sosa, Eppinger, and Rowles unite the definitions of node centrality when using social network theory to define component modularity in complex products [24] . This definition provides a corollary to the modeling distributed design, as the term modularity relates to product architecture, distinct from the process architecture investigated in this paper. In [24] , Sosa, Eppinger, and Rowles use social network analysis to equate a low level of node centrality with modularity. These definitions of modularity can be adapted for actor centrality within a social network and centrality can be separated into three categories: degree centrality, distance centrality, and bridge centrality.
Degree centrality:
The larger the number of actors that affect or are affected by an actor, the more central that actor is. The degree of a node is the number of arcs incident with it. Therefore, the more arcs that intersect a node, the more central it is.
Distance centrality: The more distant an actor is from all other actors, the less central it is. Distance centrality is measured by the summation of all the geodesic distances from one node to all the other nodes in the network.
Bridge centrality:
The more an actor bridges two other actors, the more central the bridging actor is. Actors that lie on the most geodesics in a network are the most central.
Because the distributed design social network is a digraph, the definitions of centrality can additionally be separated into "in" and "out" centrality, depending on the direction of the arcs [24] . "Out" centrality examines the arcs that leave a node, while "in" centrality considers the arcs entering a node. Analyzing the network in this manner allows for the determination of designer dependencies. For example, the in-degree centrality of Power in Figure 4 is 2, while the out-degree centrality is 1. Therefore, one subsystem is dependent on the information provided by Power, yet Power is dependent on information from two subsystems. Social network theory provides a meaningful representation of design process architecture, under which the intricacies of subsystem interactions and information flow can be examined. The principle challenge in applying social network theory to examine transient response is to capture solution process architecture differences. An approach to aid in making process architectures decisions that leverages the network theory concepts is outlined in Section IV.
IV. Creating and Utilizing a Network Based Model
In this section the process to create a social network model for a distributed design system is outlined and an approach to utilize the network model to make process architecture choices is presented. Subsection A outlines creating the model with the step by step process used to create the model for the five designer case study in Figure 4 . The approach is then applied to the model created in Subsection B to guide process architecture choices.
A. Creating a Network Model
The basis for the interactions between design subsystems in a network based model is the design variables shared between subsystems. A summary of a five designer system with 16 unique design variables is provided in Figure 5 . 
Figure 5: Five Designer Problem
In Figure 5 each designer minimizes a quadratic objective function and controls several design variables. Although not explicitly shown for higher order objective functions, a network theory representation of these higher order systems captures the same relationships as it does for second order systems. Using the information from Figure 5 the process to create a network based model can begin.
Step 1 -Create a DSM Mapping Subsystems to DV's The top row of each box of Figure 5 summarizes the variables that each designer controls directly. The remainder of the box shows the objective function for each designer, which includes variables that are transmitted from other designers. In this form, it is difficult to grasp the flow of information between designers, which important to create a network model. To better visualize this data, a DSM is created in Table 2 to represent the flows of information between design subsystems. This DSM assumes a parallel solution process architecture, and summarizes only the connections between designers present due to shared design variables, called intrinsic connections. 
While the DSM representation more readily shows the coupling of design variables than just studying the subsystem objective functions, it is still difficult to see how information flows between designers. In a parallel representation all the design coupling is achieved through feedback loops and the convention adopted for this DSM is to place feedback loops in the lower diagonal. For example, using only designers D2 and D3 from Table 2 it can be seen that there are intrinsic connections between design variables x 3 -x 6 , x 4 -x 6 , x 4 -x 7 and x 5 -x 7 . Table 2 provides the information that D2 controls x 3 , x 4 , and x 5 and D3 controls x 6 and x 7 . In order to examine how reordering the solution process architecture will influence the information flow, a whole new DSM must be populated. In a network representation the structure of the representation remains intact and flows can be examined through inspection more readily. The representation of these flows is shown in the social network representation created in step 2.
Step 2 -Identify Nodes and Connections
Based on the data in Table 2 and the original designer equations ( Figure 5 ), a graph is created to represent the design system containing five different nodes, one for each design subsystem. These nodes are interconnected by arcs to represent the intrinsic connections between subsystems. If another designer controls at least one design variable present in the other objective function, an arc is drawn between those designers. The arcs that are arrows leaving a node represent the design variables that the designer controls. The process for drawing an arc can best be illustrated by an example.
From Table 2 it can be seen that Designer 4 (D4) controls x 8 , x 9 , x 10 , x 11 and x 12 . D1 controls design variables x 1 and x 2 , which are linked to one or more of D4's design variables in D1's objective function. Therefore, there is a directed arc leaving node D4 and pointing towards D1 in the social network diagram. Even though a subsystem may share more than one design variable, only a single arc is drawn. The arcs with arrows entering a node represent the design variables that are fed to the subsystem from other nodes. Examining D1 again, the subsystem is fed variables from D4 as well as D2 and D3. Therefore, arcs in a social network representation of a distributed design system are summaries of directed intrinsic connections between subsystems. These relationships are shown as a network in Figure 6 . In some cases a pair of subsystems may be dependent on one another. Rather than drawing two arcs to represent this, it is shown using a double sided arrow to demonstrate the interdependence. The different representations are shown in the arcs associated with D1 which include D1-D4, D1-D2, and D1-D3 linkages. Two of these relationships are connected by double arrows, D1-D2 and D1-D3, showing their dependence on one another.
Expressing a system as a social network provides clarity into the working relationships between design subsystems, which is important to the approach outlined in the next subsection to examine solution process architectures.
B. Approach to Analyze Distributed Design Social Networks
With a network model to capture the relationships between design subsystems, the system can be analyzed using ideas based in social network theory. The primary assumption in this analysis is that a distributed design system's behavior is dictated by the relationships between the design subsystems. To examine the solution process architecture the following two hypotheses are applied to the distributed design system modeled in Subsection A:
i.
Candidates to rearrange have the smallest mutual distance centrality to critical subsystems, ii.
Candidates to rearrange have low out-degree centrality.
A critical subsystem is one that requires the most iterations to reach equilibrium. Since these subsystems converge the slowest, they are a natural place to look for opportunities to improve the system's transient response. Identifying critical subsystems is discussed in Step 1 of the approach and is a topic of future work in the conclusions section. Another major assumption of both hypotheses is that the default solution process architecture is a fully parallel arrangement. Applying them is an attempt to identify candidates that can be rearranged with respect to the other subsystems to change the system transient response. Further, each hypothesis is based on one of the ideas of centrality explained in Section III. In summary, candidates for rearrangement are closely tied to a critical subsystem (small distance centrality) with a low influence on other subsystems (low out-degree centrality). The following four step process demonstrates how to identify a critical subsystem and apply the two hypotheses to a network model.
Step 1 -Identify Critical Design Subsystems
When examining a system's transient response, the critical designers are those designers who converge slowest to an equilibrium solution. There are several possible approaches to identify subsystems that converge slowly to equilibrium, and they can be largely grouped as approaches that do not require simulation and those that do require simulation. An approach to identify critical subsystems without using simulation through modal analysis is identified as an area of future work in the Conclusions section. For this investigation a simulation based approach is used.
In this approach, the design system is simulated using a strictly parallel solution process architecture with 100 randomly generated starting locations. Although this approach requires simulation, the computational load is much less than would be required to analyze the transient response using an optimization approach. The result for a representative example of these simulations is shown in Figure 7 . 7 , and x 8 . The variables requiring the longest time to converge are x 2 and x 7, which are the red triangles and blue circles respectively in Figure 7 Examining Figure 7 it is clear that these two variables require the largest number of iterations, 23, to converge to 2% their settled values. Ownership of x 2 and x 7 is assigned to D1 and D3, and since both variables converge at the same point, there are two critical design subsystems for this design problem.
Step 2-Identify Candidates with Lowest Mutual Distance Centrality
With the identification of the critical subsystem, D1 and D3, the distance centrality of candidates for rearrangement can be examined. Inspection of the network representation in Figure 6 can be used to examine the distance centrality for each subsystem. The relative distance centrality to D1 and D3 determined through inspection is summarized in Table 3 . Table 3 : Distance Centrality to D1 and D3 Distance Centrality
The results in Table 3 demonstrate that candidates to improve D1's transient response are D2 and D3, with distance centrality of 2. Relative to D3 the best candidate is D1 and it should be noted that a change in either D1 or D3 will influence both subsystems' transient response since they are interdependent subsystems. This analysis provides an initial set of candidates which can be further examined by applying the second hypothesis.
Step 3-Identify Candidates with Lowest Out-Degree Centrality Based on the results from Step 2, D4 and D5 have been eliminated from the initial set of subsystem candidates to rearrange. The remaining three candidates are examined with respect to their out-degree centrality because it represents the candidate's relative influence on subsystems other than the critical subsystem. This analysis is summarized in Table 4 . Table 4 show the most influential subsystem from the perspective of out-degree centrality is D2, with 4 outgoing arcs. Modifying the position of D2 is likely to influence a several additional subsystems, as will D1. D3, on the other hand, is only linked to D1 and it is likely rearranging D3 will not negatively impact the other subsystems. Based on these criteria, it is recommended D3 be rearranged to solve its optimization problem sequentially to the other subsystems. This ordering can be written compactly as [1, 2, 4, 5]  [3] , with all subsystems in square brackets simultaneously solving their optimization problem. Based on this recommendation, the final hypothesis can be examined.
Step 4-Examine the New Architecture Distance Centrality The analysis in the previous two steps examined the system's intrinsic connections, which result directly from design variable interdependence. With a change in the process architecture, the system is now reexamined to reduce the overall distance centrality of each subsystem. To do this the concept of structural connections is introduced. Structural connections occur when a design system is arranged with non-parallel process architectures and therefore represent a delay in information communication. For example with the new [1, 2, 4, 5]  [3] process structure, any changes in D1, D2, D4, or D5 are not automatically available to those subsystems since they are executed in parallel. Instead, those changes are passed sequentially to D3. Then after subsystem 3 solves their formulation, subsystems D1, D2, D4, and D5 are made aware of any changes from the previous iteration.
To represent this delay 'dummy' nodes are introduced to the system and opportunities to reduce the distance centrality are examined. A representation of the five designer system with the arrangement recommended in Step 3 is shown in Figure 8 .
Figure 8: Network Representation with Structure Connections
The original network representation in Figure 6 is modified by inserting dummy nodes between subsystems arranged in parallel relative to one another. One dummy node was inserted for each additional sequential step in the process architecture completed before returning to the parallel designers. With a network architecture incorporating structural connections in place, the distance centrality for each designer can be analyzed to identify candidates to rearrange to increase the flow of information. These candidates should be those rejected in Step 2 as having large distance centrality to the critical subsystems. This is because they will minimally impact the change made to the architecture in the previous steps. The distance centrality for D4 and D5 is summarized in Table 5 . For D4 and D5 the overall distance centrality was determined using the structure connections to determine the path length. This analysis determined that D5 has the largest overall distance centrality, meaning it is the most disconnected from the other subsystems. While both candidates could be considered, inspection of Figure 8 shows no reduction in distance centrality is possible by arranging D4 in parallel with D3. However, a reduction can be obtained by arranging D5 in parallel with D3. Further, D5 had a greater distance centrality in Step 2 than D4, which suggests moving it will not have a large impact on either critical designer. The final architecture after this analysis is shown along with simulated transient responses for the process architecture suggested by Step 3 and Step 4. Two potential architectures are shown in Table 6 and both converge in an average of 14 iterations for 100 randomly generated starting locations. A genetic algorithm was used to determine the architectures with the fastest transient response, and identified the same architectures as those in Table 6 . However, using the network theory approach identical results were produced with the need for only a single simulation of a parallel solution process architecture. Determining the best architecture using a genetic algorithm, on the other hand, required evaluation of 20 solution process architectures per generation. The minimum number of generations for the genetic algorithm was set to 15, but none met the convergence criteria before the 15 th generation. The genetic algorithm, therefore, represents significantly more computation than the proposed network based approach. Further examination of the difference the two architectures in Table 6 is investigated in [31] .
V. Conclusions and Future Work
In this paper an analogy between network theory and distributed design is presented. Graph theory concepts, previously applied to social networks, are translated into the context of distributed design and the process to create a network model of a distributed design system is demonstrated. An approach to use this model to examine the transient response of distributed design systems in order to identify potential solution process architectures is explained and a case study demonstrates its effectiveness for a widely studied distributed design problem. In the development of the approach intrinsic and structural connections are introduced as concepts specifically applicable to analyzing distributed design systems as social networks. Intrinsic connections are present when designer controls a design variable that appears in another designer's objective function. Structural connections are dependent on the design system's intrinsic connections but also on the design process architecture.
One of the advantages to modeling distributed design systems as social networks is that they are easier to visualize than raw objective functions with associated design variable ownership or design structure matrices. Another advantage is that it enables the application of tools and techniques from social network theory to understand distributed design systems. The usefulness of these tools is demonstrated through examination of a five subsystem case study.
Future work includes expanding the social network analogy to study how impulses and deliberate design changes propagate through a design system. This will require merging ideas from change propagation theory with definitions in social networks to identify potential nodes that may be change multipliers or change absorbers. Further, identifying key nodes in these systems may enable the specification of architectures that passively work to reduce the influence of changes or impulses in design systems.
Another area of future work is in identifying the critical subsystems without the need for simulation. One avenue to do this may be through the application of modal analysis to determine which design variables, and subsequent designers, are most heavily influenced by modes with a slow transient response. Further, examination of these modes may provide insight into the mechanics governing transient response of distributed design systems as a whole which may be used to improve the network based model and analysis presented in this paper.
