In the last decade, the statistical approach has found widespread use in machine translation both for written and spoken language and has had a major impact on the translation accuracy. The goal of this paper is to cover the state of the art in statistical machine translation. We will re-visit the underlying principles of the statistical approach to machine translation and summarize the progress that has been made over the last decade.
Review of Achievements.
The principles on which today's statistical systems for machine translation are based were worked out only around 1993. Considerable progress has been made since then in both written and spoken language translation. Spoken language translation has been and is being investigated in a number of joint projects at some national levels, the European level and the international level (C-Star, ATR, Verbmobil, Eutrans, Fame, LC-Star, PF-Star, TC-Star, ...) . The best performing translation systems are based on various types of statistical approaches including example-based methods, finite-state transducers and other data driven approaches. This is the characteristic and most striking result of the various projects. A similar experience was made for written language translation. In the US Tides project with large vocabularies (about 100 000 or more words), it was also found that, as a result of this progress, the statistical approach is able to produce competitive results in comparison with conventional translation systems that had been optimized over decades, e.g. for ChineseEnglish and Arabic-English translation. The progress achieved is mainly due to several factors:
• context dependent or phrase-based lexicon models:
The original alignment models do not take into account the context in which both the source and the target words appear. There is an evident need to introduce more context dependencies into these models, e.g. by handling word groups and phrases rather than single words. There have been a number of successful extensions to move away from single words and handle word groups in both the source and target language. Typically, these extensions seem to be limited to the extraction of bilingual phrases after the alignment models (like IBM and HMM) have been trained. In other words, the phrase-based models are not yet incorporated into the training procedure.
• efficient algorithms and implementations: Both for training and testing, the efficiency of the algorithms and their implementations have been improved dramatically. This is particularly true for the so-called search process that generates the target sentence from the observed source sentence. For this task, a dynamic programming beam search strategy has been found to be much more efficient than a (pure) A * strategy.
• log-linear model combinations and re-scoring:
The baseline models in statistical translation are the lexicon model, the alignment model and the language model. Due to model and training shortcomings, it is convenient to assign 'relevance' factors (or scaling exponents) to these models by combining them in a log-linear fashion. Especially in conjunction with N-best lists, these scaling exponents can be trained automatically.
The past experience with speech and language processing has shown that a substantial amount of progress has always been achieved by the improvement of the more or less purely algorithmic concepts of how we model the dependencies of the data and how the system better learns from the data. We expect that future work along these lines will result in significant improvements.
Speech Translation.
In comparison with written language, the translation of speech poses additional difficulties. Some of these difficulties are caused by errors of the recognition process, which is carried out before the translation process. As a result, the sentence to be translated is not necessarily well formed from a syntactic point of view. For spontaneous speech, the system has to cope with specific phenomena like hesitations, disfluencies and false starts. From a strict statistical point of view, the translation of spoken language requires the combination of two operations, namely the recognition of the spoken source sentence and its translation into the target sentence. Thus, we have to re-consider the form of Bayes decision rule in order to find a suitable integration of recognition and translation.
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