We analyze a novel model of the co-evolution of linguistic community structure and language. Intuitively, agents want to communicate well with others in their linguistic community, and similarly, linguistic communities consist of those agents that can communicate effectively amongst themselves. Absent the effects of comunity structure, the model suffers from poor efficiency in the medium-run. Over the long-run, efficiency is attained, but diversity vanishes. When effects of homophily are added to the model we find a more nuanced picture. When the population size is large relative to frequency of stochastic shocks then both diversity and efficiency are observed in the medium-run, but diversity does not survive in the long-run. If stochasic shocks are more frequent then diversity and efficiency can survive the long-run.
Introduction
The stunning diversity of the modern language lanscape provokes curiosity as to its origins and persistence. Models of language evolution have tended to consider in isolation mechanisms accounting for either efficiency or diversity. Nominally, a model of the former phenomenon attempts to find conditions leading to a population state where a single, sensible language predominates-a circumstance that is clearly at odds with the latter. Indeed, a differential equation model of language competition has been suggested as evidence that linguistic diversity is a transient phenomenon destined to die out (Abrams & Strogatz, 2003) .
Exogenous factors such as geographic isolation (Patriarca & Leppnen, 2004 ) and language's role as an in-group marker (Dunbar, 1998) have been suggested to account for this discrepancy. More recently, researchers have proposed homophily, the tendency to associate with similar others, as a mechanism to account for the persistence of diverse linguistic communities (Quillinan, Kirby, & Smith, 2010) . However, the model views languages as abstract feature vectors. In this framework, the desirability of a language is based soley on similarity with neighbors. In contrast, game-theoretic models of language evolution (Trapa & Nowak, 2000) , (Nowak, Plotkin, & Krakauer, 1999) have represented languages explicitly as signalling systems (Lewis, 1969) . These systems' symbols and meanings can possess homonymy and symonymy, so that languages have varying degrees of intrinsic ambiguity. However, linguistic communities are not modelled.
In Section 2 we review the so-called language game. It is known that under replicator dynamics, the population can converge to a distribution of languages that is inefficient (Pawlowitsch, 2008) , (Huttegger, 2007) . We prove a tight lower bound on this efficiency loss, establishing that a particular example from the literature is representative of the worst-case. While diversity can persist in this model, low levels of efficiency can too. This model considers infinite populations-the mass action approach. Infinite populations approximate the behavior of large, finite populations over short time-horizons (Benaim & Weibull, 2003) .
In order to account for the inefficiency, researchers have considered mutationselection dynamics (a perturbation of the replicator dynamics) (Hofbauer & Huttegger, 2008) , or finite-population versions of the model (Pawlowitsch, 2007) , (Fox & Shamma, 2011a) . It is shown in (Fox & Shamma, 2011a ) that replicatorlike dynamics converge to efficient states in the sense of stochastic stability (Young, 1993) . That is, the system spends almost all its time in efficient language states as a parameter describing the frequency of stochastic shocks is made small. We show that the finite-population version of the game is a potential game, which suggests that similar results should exist for most sensible dynamics. These results indicate that, in the long-run, agents overcome inefficient states, but in doing so press out diversity.
We attempt to explain the observed persistence of diversity by suggesting an augmentation of the model that introduces linguistic community structure to agents' interactions. Our model is inspired by a model of opinion formation (Krause, 1997) . Similarly, our agents define their linguistic community to be those other agents with whom they can communicate above a certain threshhold. At each time step a randomly selected agent updates to the language within her community that achieves the highest utility within that same community. Intuitively, such a model ought to be friendly to diversity because disparate languages can coexist in different communities.
We are able to perform an exact analysis of this model for a restricted set of parameters. In this case we find that only monomorphic a language states survive in the long-run. However, this analysis is relevant only when stochastic shocks are extremely rare. Disruptive events with profound implications for the language landscape, such as the reintroduction of Modern Hebrew in the 20th century, would seem to betray such assumptions. Simulation results are provided for higher levels of randomizing behavior, which suggest a strong tendency towards the formation of distinct linguistic communities. Linguistic coherence is high within these communities, but not between them. Alternatively, we make recourse to convergence rates. It has been shown in a closely related setting that systems like our own may require time to convergence that is exponential in the population size (Shah & Shin, 2010) . However, such systems may linger in metastable states over the medium-run (Nimwegen, Crutchfield, & Mitchell, 1997) . We present simulation results that suggest efficient but distinct communities can persist in this manner even when they should be expected to vanish over the long-run. A final simulation study shows that the threshhold parameter defining the linguistic community structure has substantial effects on the relative sizes of the communities observed.
The language game
We consider a simple language game, first proposed in a substantially similar form in (Lewis, 1969) , and reformulated more recently in (Nowak et al., 1999 ). An agent's speech strategy is an m × n binary, row-stochastic b matrix and her hearing strategy is an n × m binary, row-stochatic matrix. The linguistic coherence of a particular speaking strategy P against a particular hearing strategy Q is given by trace(P Q). To see why, expand out
The outer summation considers each of m rows of P . These rows corresponds to the m objects, with the single one in each row indicating the symbol from among the n available that a speaker using P associates with that object. The inner summation for a fixed k equals one if P maps k to the symbol that Q associates with the object k, and zero otherwise. We will consider this basic model of communication from two different perspectives, taking up the infinite-population setting first.
Infinite populations
Suppose that there is a single population of mass equal to one. Each member of the population must choose both speaking and hearing strategies. We confer any ordering on the set of speaking and hearing matrix pairs, or languages. There are m n n m languages so that the population state x is an element of the m n n mdimensional simplex
b A matrix is binary and row stochastic if and only if every row has a single element equal to one and all other elements zero.
where x i indicates the proportion of agents utilizing the i'th language. The fitness of agents speaking the i'th language, (P i , Q i ), is
In words, an agent's fitness is her coherence achieved from both speaking and hearing, assuming random matching with the population. We study the replicator dynamicsẋ
A population state x is a Neutrally Stable State (NSS) if
and if
It has been shown (Pawlowitsch, 2008) , (Huttegger, 2007) that the replicator dynamics converge to states not maximizing average fitness from a set of initial conditions with positive measure. Indeed we may converge on NSS with average fitness of four for any value of m or n (Hofbauer & Huttegger, 2008 ). This fact is particularly unsettling taking into account that the maximum average fitness is 2 min{m, n}. We find that this is the worst-case.
Theorem 1: If x is an NSS then i x i f i (x) ≥ 4 and the bound is tight for all m, n ≥ 2.
An NSS may include multiple languages, prompting researchers to view such states as providing opportunities for language diversification (Pawlotisch, Mertikopoulos, & Ritt, 2011) . However, the accompanying possibility of such a large efficiency gap prohibits the model from providing a holistic account of languages evolving into a diverse landscape.
The mass-action heuristic can be shown to approximate sufficiently large populations over limited time spans (Benaim & Weibull, 2003) . In order to understand the long-term behavior of the model we must represent the finite population explicitly.
Finite populations
We consider N agents, each utilizing a particular language. Let (P, Q) be an vector of N languages, one for each agent. Then the fitness of agent i ∈ {1, ..., N } is
analogous to the infinite-population model. The long-run behavior of this game under various dynamics is taken up in (Fox & Shamma, 2011b) and (Fox & Shamma, 2011a) . Each of these dynamics assume that at each time step an agent will with probability ǫ > 0 switch to a different language at random. The states that are observed with positive probability in the limit as ǫ is taken to zero are called stochastically stable (Young, 1993) . For each dynamic it is shown that the stochastically stable states correspond to monomorphic states maximizing average fitness. We next argue that such outcomes should be expected very generally for this game. A game is a potential game (Monderer & Shapley, 1996) if there exists a function Φ : A → R (the domain being the set of joint strategies) such that for any player i, any joint strategy s, and any strategy s of player i we have
where s −i is the vector of strategiess for players other than i. The implication of this definition is that individual optimizing activity is tantamount to optimization of the potential function Φ.
Theorem 2: The finite-population language game is a potential game with potential function
Since the potential function is proportional to average fitness, it is not suprising that stochastic evolutionary dynamics tend to maximize average fitness. An intriguing question is how this model can be augmented to account for diversity, while preserving some measure of efficiency. Towards this end we propose a dynamic model that assumes the formation of linguistic communities.
Linguistic communities
At each time t we select an agent uniformly at random. This agents neighborhood
is precisely the agents with whom she can communicate at a level above some fixed threshold r ∈ (0, 2 min{m, n}) along with those sharing her language. If she cannot communicate with anyone above the threshhold she picks a new language at random uniformly. Otherwise, with probability 1 − ǫ, she selects the language of an agent within her neighborhood that achieves maximum performance relative to her neighborhood, i.e. from amongst the set arg max
Or, with small probability ǫ > 0 she chooses a random language instead. All other agents continue with their previous language and a new agent is selected for revision as above. Different values of m, n, and r will give a range of possible network structures. As an example, we illustrate the structure for m = n = 2, r = 3 in Fig. 1 . An agent's neighbors are the agents who use the languages that her own language is linked to in this graph. Notice that for these parameters only 12 of 16 languages possess links, and only two are linked to themselves.
The model appears contrived because an agent that can communicate effectively within her community will with high probability eschew the opportunity to revise her language in order to communicate effectively with a larger community. We are altogether ignoring the advantages of incumbency that models of language competition concentrate on. It turns out that for small ǫ, even this is not enough. Theorem 3: Let m = n ≥ 2 and r ∈ (2(n − 1), 2n). Then the stochastically stable states of the linguistic community model are the monomorphic states maximizing average fitness.
Recall that the stochastically stable states are almost all we will see in the long-run. For these parameters, the elaborate linguistic community structure has thus made no difference at all from the viewpoint of stochastic stability . Our analysis does not preclude diversity over the medium-run or for larger values of ǫ, perspectives we now take up.
Stochastic stability characterizes long-run behavior, but such predictions may only become relevant after extraordinary lengths of time. Under more reasonable timescales states that are not stochastically stable may "appear" stable, a phenomenon referred to as metastability. Simulation results illustrated in the leftmost plot of Fig. 2 indicate this can occur for parameter values covered by our theorem.
Two languages satisfy trace(P Q) = m = n = 2, these are the aligned languages and are represented with dotted lines. The wider dots indicates the more prevalent of the two c . The solid line sums over all other languages. Despite eventually settling into monmorphic states, the simulations indicate a metastable epoch where diverse communities thrive. When ǫ is not small relative to the population size, we observe diverse, efficient linguistic communities even over long time-horizons . The impact of increasing the population size with ǫ fixed is illustrated in Fig. 2 . For ǫ = 10 −4 we eventually observe monomorphic states for small N , consistent with stochastic stability analysis. As N grows we observe two equally sized internally efficient linguistic communities d . Interestingly, the relative community sizes are related to the particular choice of threshhold as illustrated in Fig. 3 . 
