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Abstract. In the published articles and works there are solutions regarding
data fusion. However, there is not any verification as for the efficiency of
classifiers in the case of many sources of data given simultaneously. It is,
seemingly, a very significant problem to be considered in the case of e.g.
data fusion in intelligent traffic control. The intention of the author is to
prepare the tools for classification of data which come from various sources.
They can be sets (data files) prepared by the user of application, but they
can also be one (or many) sets from the UCI machine learning repository
(http://archive.ics.uci.edu/ml/).
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1. Introduction
Every cognitive process related to information processing is an (inborn) abil-
ity of live organisms acquired in a very natural manner. Using all the senses (sight,
hearing, taste, touch) enables not only processing of the data which is analyzed
by the brain, but also gives the opportunity for a more effective concluding and
making particular decisions.
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In the traditional decision support system, or expert systems, the decision is
made on the basis of one type of information, most often gathered by an expert in
one data base. Strong dispersion of the data causes the desire to use the information
from multiple sources and only then to designate a particular (global) decision.
The process of simultaneous use of data – information coming from many
sources is known in literature as data fusion or information fusion. Other known
terms are aggregation, integration, consolidation or amalgamation. Data fusion is
a continuous cognitive process occurring in a natural way in the human brain. Ini-
tially it was used for military purposes (e.g. steering unmanned vehicles, automatic
identification, automatic target recognition). At present it is more and more often
used in technological, medical and economic solutions. Simultaneous processing
of information from multiple sources is not a new skill, idea or concept; however,
in the light of constantly appearing new technologies, accessibility to the Internet,
GPS systems, cellular telephone technology, and real time systems, the concept of
data fusion must be considered in many new aspects.
The data fusion methods are used in many domains (e.g. radar systems, air traf-
fic control, robot steering systems, systems of observation and forecasting weather,
natural science, medicine etc.), and are realized both in the hardware and software
scopes. They are based on such knowledge domains as digital signal and image
processing, control theories, pattern recognition, neural networks, fuzzy logic, ar-
tificial intelligence. The role of artificial intelligence are presented in e.g. [1].
In the published articles and works there are solutions regarding data fusion.
However, there is not any verification as for the efficiency of classifiers in the case
of many sources of data given simultaneously. It is, seemingly, a very significant
problem to be considered in the case of e.g. data fusion in intelligent traffic con-
trol. The intention of the author is to prepare the tools for classification of data
which come from various sources. They can be sets (data files) prepared by the
user of application, but they can also be one (or many) sets from the UCI machine
learning repository (http://archive.ics.uci.edu/ml/). The recipient of the presented
idea/solution may be broadly understood group of university employees and stu-
dents, since this tool may be used both in the laboratory exercises in the domain of
data mining and artificial intelligence and the conducted research activity. There
are many descriptions of algorithms of data fusion and classification algorithms.
However, the available tools include usually one of the methods. No methods in-
cluding both of the aforementioned methods (fusion and classification) are known
to the author.
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The article has been divided into several sections. In point 2 there are basic
terms and definitions related to the topic of the research and the developed ap-
plication, namely the process of data fusion and the concepts of classification are
defined. In point 3 the model and the structure of the developed application are
presented, and the classification algorithms (k-NN, and Naive Bayes algorithms,
decision tree) implemented in FussionClasify are shown. Point 4 summarizes and
presents conclusions.
2. Basic terms and definitions
2.1. Definitions – the concept of classification
The problem of classification can be defined as concluding on unknown quali-
ties on the basis of the known qualities of a given object. The classifying algorithm,
which may be described as a certain form of “recipe” for resolving the member-
ship in a given class, is constructed in an inductive way, because a certain set of
examples – a training set – is used. The term ’classification’ may be also defined as
a method of data analysis, the goal of which is prediction of the values of a given
attribute on the basis of a certain set of training data. It encompasses not only the
method of discovering models (so-called classifiers) or functions describing the re-
lations between the properties of objects and their assigned classification, but also
the models of classification which are used for classifying new objects of unknown
classification.
Classification is usually understood as multistage division into classes, sub-
classes or groups according to a predetermined criterion. In the further considera-
tions of the article the following definitions of the space of classification (Defini-
tion 1) and the issue of classification (Definition 2).
Definition 1 The space of classification (the space of objects of classification
or simply the space) is the Cartesian product of a finite number of sets X =
X1xX2xX3...xXn, each of which is a set of real numbers or a certain finite set of
objects. Xi are called the qualities or attributes of the space.
Definition 2 The problem (or issue) of classification is any finite subset of the set
XxC, where X is the space of classification and C is a certain finite set of objects
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called the set of class labels (or set of classes) for this classification problem. For
each object t = (x, c)(XxC), the value c is called the class of the object t and is
designated as C(t).
The methods of classification of objects are researched and developed in many
fields of science, e.g. in signal recognition (recognition of signals of speech, EKG,
EEG etc.).
2.2. Definitions of data fusion
As shown in the introduction, data fusion is commonly used in many domains.
However, there is no unambiguous and precise definition of the term in the liter-
ature. It is probably caused by the variety of domains and fields of knowledge in
which fusion domain is present. And so for example in [2], [3] the term fusion was
specified for military purposes (Definition 3), and was made to formulate the fu-
sion process (outside military uses) as a concept combining various mathematical
methods and techniques (Definition 4).
Definition 3 Data fusion is a multistage, multilateral process dealing with auto-
matic detection, association, correlation and combination of data and information
from one or many sources in order to establish a precise position, route and iden-
tity of an object (and its importance and significance).
Definition 4 Data fusion is the formal framework in which there are expressed
techniques and tools developed in order to combine original data from many sources
(e.g sensors, databases, human knowledge) in such a way that the outcoming deci-
sion or action taken are better e.g. considering precision, accuracy in quality and
quantity.
In [4, 5] there is an expression of the fusion process based on constructed structures
(not based on tools or methods, as it was defined in (Definition 3) and (Definition
4). The authors in (Definition 5) emphasize that the goal of data fusion is obtaining
the so-called “better quality”. This quality is not precisely defined by the authors,
probably due to variety of domains, because depending on the specific use it may
mean accurate measurement, efficiency in classification, or more accurate noise
detection, etc.
Definition 5 Data fusion is the formal framework in which there are expressed
means and tools allowing for combining data coming from many sources, and its
goal is “better quality”.
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The variety of definitions of data fusion – the fusion of information – which can
be found in literature on the subject, as well as innovative technologies appearing
on the market (GPS, cellular telephones etc.), show, according to the author, the
constant need for considering the notion in many new aspects. Data fusion, as
the process of data processing, automatically becomes information fusion used in
the decision support systems, expert systems as knowledge base etc. At the same
time it can be said that it is an interdisciplinary term, because it is based on such
fields of knowledge as digital signal and image processing, control theories, pattern
recognition, neural networks, fuzzy logic, artificial intelligence.
3. FussionClassify - the description of the developed tool
The tool for classifying prepared by the author uses many data files (*.txt,
*.csv) generated by uses of applications, it is also possible to use the files from the
UCI machine learning repository.
3.1. The model of data fusion process
The variety of applications for the process of data fusion led to the develop-
ment of six main models. These are Cycle, Boyd Control, JDL, Omnibus, Waterfall
and Dasarathy. Intelligence Cycle and JDL are the most popular and the most often
modified models.
• Intelligence cycle [6] – the cycle of this model begins with gathering data
(hardware and human) and generates “raw data”, which, in the next stage,
are initially processed (providing e.g. reports, graphs). Information fusion
is done in the next stage – the so called analysis block. Here the detailed
process of analysis of data, gathering specific information and detecting de-
ficiencies in data takes place. The last stage is relying information. Depend-
ing on use it can be recommendation for further data gathering, but it can
also be a decision taken, transfer of the gathered data to an expert system,
etc. The characteristic feature of this model is the possibility of returning to
the sources of data.
• JDL – developed by [3], it is a very popular model of data fusion process
used often with multiple modifications (see e.g.[7]). It is based on 5 levels
(0-4). Level 0, which deals with initial processing of input data (organiz-
ing, normalizing, compressing, etc.) does not belong to the fusion domain.
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Figure 1. Modification of the JDL model of data fusion process in FussionClassify
Level 1 iteratively puts the data together, bringing them to one space, divid-
ing according to a given object, checking additional parameters of a given
object and defines its identity. Therefore, in the first level the organizing,
associating, following and identifying process takes place. Level 2 refers to
a complete evaluation of the analyzed phenomenon or object. Therefore, a
detailed analysis and interpretation of data is required. Heuristic-based and
formal techniques are used. Level 3 uses for analysis all the data gathered in
level 2 and from knowledge bases. Level 4 deals with controlling tracks and
managing all the stages of the data fusion model.
The application FussionClassify is used a modification of the JDL model of data
fusion process. The diagram of modification model JDL is presented in Fig. 1. (See
also [8]).
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3.2. The architecture of the application
In the case of data fusion process we deal with three types of architecture es-
sential for this process, which define the physical structure of the system. These
are the autonomous architecture, centralized architecture and hybrid architecture.
Each of the types has both advantages and disadvantages. The advantages of au-
tonomous architecture are:
• flexibility in the selection of the number and type of sensors from which
the data come (various files formats) without interference in the fusion algo-
rithm,
• optimization of signal,
• processing of easy addition of another data source (a new sensor).
In the case of centralized architecture we deal with unprocessed or minimally pro-
cessed data. In this architecture, the central processor (central fusion processor)
performs the tasks of organizing, association of data, initial processing. Undoubt-
edly, the advantage of centralized architecture is the possibility of performing ac-
curate detection and classification already on level 0 of the data fusion model (e.g.
on the sensor level). The disadvantage of this architecture is the necessity of trans-
ferring big amounts of data to the system directly to the central processor and
simultaneous processing of the data in real time. It requires also big computing
power. Hybrid architecture is a combination of the two aforementioned types of
architecture. The centralized architecture is supplemented with certain character-
istic elements and signal processing algorithms, taking into consideration each file
(sensor) separately. Hybrid architecture is very flexible, depending on the appli-
cation of this architecture elements of centralized fusion (centralized architecture)
may dominate, in other cases the elements of distributed architecture become more
important. Additionally, while applying this type of architecture in the data fusion
process, a module responsible for monitoring the whole fusion process should ap-
pear. The disadvantage is the hardware and software complexity and big require-
ments referring to data transmission. Because the application FussionClassify is
designed mainly for education, it will not receive data directly from sensors. We
do not take into consideration elements related to transmission of big amounts of
data. For academic considerations, also online processing is not taken into consid-
eration. Considering the designation of the developed application for educational
and academic purposes, out of the discussed briefly above types of architecture
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Figure 2. The architecture of data fusion process in FussionClassify
used in data fusion processes, the distributed (autonomous) architecture was cho-
sen. Additionally, in the developed application the autonomous architecture has
been modified. It was assumed, that the purpose of FussionClassify is classifi-
cation of objects, additionally it is not possible to ensure that data is complete,
therefore the modification of the distributed architecture was most optimal. The
diagram of the architecture is presented in Fig. 2.
4. Utilized classification algorithms
In the literature one can find many different types of models of classification
[1, 9, 10, 11], e.g. k-nearest neighbor algorithm (k-NN), Bayes classifiers, neural
networks, Metaheuristics (genetic algorithms), approximate sets, decision trees,
Support Vector Machine (SVM), etc. The developed application FussionClassify
assumes implementation of three most popular classifiers, namely the k-NN, Naive
Bayes and decision tree. These algorithms are discussed briefly below. At the same
time, the project assumes adding other classifiers.
4.1. K - nearest neighbor method
One of the simplest classification methods is the k-nearest neighbor algorithm
[12]. It is based on a simple principle, namely: “data model belongs to this class,
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to which belong most of its k neighboring models”. Therefore, the classification
of a model means designating k samples from the training data set, located the
closest in the context of the used metric (e.g. Euclidean distance, Manhattan or
Hamming distance). Next, the class to which the analyzed sample of data belongs
is determined. Here one of the two methods is used:
• Majority Voting – method of voting on equal rights – the sample belongs to
the class, to which belong most of k neighbors
• Inverse Distance Voting – method of voting taking into consideration dis-
tance – for each of the classes among the found k neighbors the sum of
inverse distances from the analyzed sample is calculated. This sample is
classified to this given class, for which the calculated sum is the biggest.
4.2. The Naive Bayes algorithm
In many data classification systems linear and non-linear methods of mathe-
matical programming are used. It is assumed that searching for optimal solutions
can be limited to the so-called acceptable base solutions, e.g. simplex algorithm.
The Support Vector Machines models are also becoming more and more popular.
In practical applications simple methods, to which the naive Bayes algorithm be-
longs, are used most often [13, 14]. It is naive because it assumes independence of
changeable variables in a given classification space. It definitely simplifies compu-
tation of probabilities and assigning to classes. This algorithm is most often used
for discrete data; in the case of continuous space data must be digitized.
4.3. Decision tree
In addition to the algorithms mentioned above, also decision trees play a big
role in classification of data. They are very popular because of their numerous
advantages, such as:
• representation of complex notions,
• computational efficiency,
• clear representation of the tree,
• easiness in creating rulestent.
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In the literature on the subject we can find substantial number of decision tree
algorithms and their modification. In the course of conducted research, their draw-
backs and faults were recognized. And so, for example, the decision trees created
according to ID3 algorithm do not work in case of incomplete data and noise,
which means that in ID3 there is lack of tolerance to noise and interference. Trou-
bles also appear in case of complicated problems.
In this case ID3 creates a very big and thus unclear tree. In the ID3 algorithm
in case of multivalued values the used information gain measure leads to forming
a flat and very wide tree. Quinlan minimized the above problem of the ID3 al-
gorithm by implementing gain ratio in the C4.5 algorithm. Breiman, on the other
hand, in the CART (Classifiction And Regression Tree) algorithm, based on statis-
tical analysis, used the Gini index as the measure of the best distribution.
5. Expreriments – own research
In the conducted research, own data sets and the sets coming from the UCI
Machine Learning Repository were used. The experiments were to verify the cho-
sen model and architecture in the processes of data fusion and also the discussed
above algorithms of k-nearest neighbors, Bayes classifier and decision trees. In the
works [15, 16] the influence of the choice of the distance measure on the value
of precision and entropy was shown. The obtained results demonstrated that the
cosine measure has a significant advantage over the Euclidean measure. The func-
tioning of the k-nearest neighbors algorithm was examined for two methods of
voting, namely the methods of voting on equal rights and methods of voting with
taking distance into consideration. The results are shown in [17].
It has been noted, that the highest value of entropy was obtained for the k-
nearest neighbors algorithm in the case of first own data set analyzed (Z1). Here
the algorithm made flawless classification of new values. The k-NN algorithm cor-
rectly classified 101 objects to ’No’ class, and 2 to ’Yes’ class. Naive Bayes’a
algorithm showed a significantly greater number of errors. Assigned of probabili-
ties for classes of decision an ′No′ = 0.019 and ′Yes′ = 0.013. (See in Fig. 3, Fig.
4) The collections coming from UCI Repository Machine accurately classify
the k-NN algorithm. For example for ’car’ file k-NN well qualified 1310=vgood,
384=good, 65=unacc, 69=acc class. See Fig. 5 and Fig. 6.
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Figure 3. Result of k-NN algorythm for the Z1 file
Figure 4. Result of Naive Bayes’a algorythm for the Z1 file
Only for the second set of self (Z2) the naive Bayes’a algorithm proved to be
the best as far as classification was concerned. Decision trees did not demonstrate
any mistakes during classification for the analyzed data sets and the implemented
three criteria of the choice of tests in the form of Gini index, coefficient of infor-
mation gain and entropy.
The result of classification in the application FussionClassify is presented in
Fig. 3, Fig. 4, Fig. 5, Fig. 6.
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Figure 5. Result of k-NN algorythm for the CAR file in UCI Repository
Figure 6. Result of Naive Bayes’a algorythm for the CAR file in UCI Repository
6. Conclusions and summary
In this paper the basic terms of data fusion and classification have been given.
Moreover, the models of data fusion process and used architectures (autonomic,
centralized, hybrid) have been presented. The advantages and disadvantages of
each of them have been indicated. And although undoubtedly the flexibility of hy-
brid architecture is its significant and key advantage, the autonomous (distributed)
architecture, which was proposed in the developed application FussionClassify,
proved to be simpler and less demanding, and thus more useful for educational
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purposes. The implemented classification algorithms (k-NN, naive Bayes, decision
tree) supplement the users’ knowledge on the issue of data classification. The ex-
periments showed that the popular algorithms employed in the research are good
classifiers in the prepared data sets. Research must be continued increasing the
number of attributes and the number of classes.
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