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MOMENTS OF THE DISTRIBUTION OF OKAZAKI FRAGMENTS
KRZYSZTOF BARTOSZEK1 AND JUSTYNA SIGNERSKA2
ABSTRACT. This paper is a continuation of [1] which provides formulae for the probabil-
ity distributions of the number of Okazaki fragments at time t during the process of DNA
replication. Given the expressions for the moments of the probability distribution of the
number of Okazaki fragments at time t in the recursive form, we evaluated formulae for
the third and fourth moments, using Mathematica, and obtained results in explicit form.
Having done this, we calculated the distribution’s skewness and kurtosis.
Okazaki fragments are small fragments of DNA remaining after the process of DNA repli-
cation. Denote the number of Okazaki fragments at the time t ³ 0 by Nt (Ω). Let gi(t) de-
note the probability that at time t there are exactly i Okazaki fragments, gi(t) = P(Nt = i).
In [2], [3], [4] it is shown that gi, i = 0, 1, ... satisfy the following system of equations,
g0(t) = e









where 0 < a < 1, Λ > 0 and
hi(t) = ; e-Λt i = 0Ù at0 gi-1(t - y)Λe-Λydy i = 1, 2, 3... . (2)
Denote g = {gi}
¥
i=1. In [2] it was proved that g defines a probability distribution on positive
integers and the recursive formula for its moments was derived. Let nk(t) = E(N
k
t ). We
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-Λat],
(3)
in order to evaluate the explicit expression for the k-th moment, nk(t). We specifically
aimed at calculating n3(t) and n4(t) (n1(t) and n2(t) were already calculated in [1]). For this
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JBinomial[k,j] * à t
a*t
nj[t - s] * ã
-L*sâsN+
L * ã-L*t + L *
k-1â
j=0
JBinomial[k,j] * Jà t
a*t
nderivj[t - s] * ã
-L*sâs-
a * nj[(1 - a) * t] * ã
-L*a*tNN
ptempm_[t_] := ptempm[t] = à nderivm[t]ât
nm[t_] := nm[t] = ptempm[t] - ptempm[0]
r = 4
DoAt1 = TimeUsed[];nderivm[t];
ptempm[t_] = à nderivm[t]ât;nm[t_] = ptempm[t] - ptempm[0];





Varian[t_] := n2[t] - n1[t] * n1[t]
Varian[t]
Skewness[t_] :=






n4[t] - 4 * n3[t] * n1[t] + 6 * n2[t] * n1[t]






FIGURE 1. Mathematica program
purpose we created a short program in Mathematica (Figure 1), which also calculates their
limits as t goes to infinity and the skewness and kurtosis of g.
The computational complexity of this formula is T (n) = Ún-1j=0 T ( j) + 1 whose solution
is T (n) = 3n. Therefore the complexity is Q(3n) assuming that all Mathematica opera-
tions are done in O(1) time. Exponential complexity is a result of the form of expression
(3). Times required to compute consecutive moments on a Celeron 1.80GHz Windows XP
Home Edition Mathematica 5 are shown in Figure 2.
Using the program from Figure 1 we evaluated the formulae for n2(t), n3(t), and n4(t). The
formulae are very long, n3 takes up 1 page while n4 takes up 8, therefore they are not
included. Their graphs with parameters a = 0.4 and Λ = 1 are shown in Figure 3. We
computed for Λ = 1 for simplicity of calculation and also because a change of the value
of Λ merely changes the time scale. Special biological significance is given for values of a
near 0.4 and near 0.006 [4]. We chose a = 0.4. Calculating the limits of n1(t), n2(t), n3(t),
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FIGURE 2. Time of computation of moments.










FIGURE 3. The first, second, third, fourth moments.
and n4(t) as t goes to infinity with the same parameters Λ and a gave the following results.
lim
t®¥




n3(t) = 8.3771 limt®¥
n4(t) = 26.008
(4)
It was found in [2] (see also [1]) that V ar(g) = 1-a
1-(1-a)2
. We further investigated other








2 - 3 (5)
Again the formulae are very long so we present only their graphs with the graphs of the
mean value and variance (as before, with Λ = 1 and a = 0.4) in Figure 4.
The limits of the mean, the variance, the skewness and the kurtosis as t goes to infinity are
the following,
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FIGURE 4. The mean, variance, skewness and kurtosis values of g.
E = lim
t®¥


























Using this representation for gi the authors of [1] computationally obtained the approxi-
mate values for gi, i = 0, 1, 2, ..., 10, where gi = limt®¥ gi(t). We present these results in
Figure 5.
The kurtosis, which says about the degree of peakedness, is about 1 (6) (for comparison,
the kurtosis of the normal distribution is 0). The fact that the skewness is 0.86299 (6)
indicates that the discussed distribution is positively skewed; i.e., if the distribution was
"extended" to the interval (-¥,¥), the right tail would be more pronounced than the left
tail.
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FIGURE 5. The distribution g: values of gi for i = 0, 1, 2, ..., 10.
Further research to find an effective method of calculating the moments is neccessary due
to the exponential complexity of formula (3). Also it should be investigated what effect
different values of a have on the moments.
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