This paper studies the price of S&P 500 index options by using Heston's (19 93) stochastic volatility option pricing model. The Heston model is calibrated by a two -step estimation procedure to incorporate both the information from time-series asset returns and the information from cross-sectional option data. In the first step, the recently developed, simulation-based "indirect inference method" is used to estimate the structural parameters that govern the asset return distribution; in the second step, the risk premium, 
Introduction
The phenomeno n of the implied volatility smile shows that the Black-Scholes (1973) formula systematically tends to misprice out-of-the-money and in-the-money options if the volatility implied from the at-the-money option is used. Various stochastic volatility option-pricing models (Hull and White 1987 , Stein and Stein 1991 , Heston 1993 ) have been developed to capture the "smile" effect. Among them, Heston's model is the most popular because of its three main features: it does not allow negative volatility, it allows the correlation between asset returns and volatility and it has a closed-form pricing formula. However, to calculate option prices based on Heston's model, one needs the structural parameters as well as the unknown spot variance that are far from straightforward. The calibration of the Heston model faces at least three difficulties. First, because volatility is random, an exact likelihood function cannot be computed, which means that the standard econometric method cannot be applied to estimate the underlying asset return diffusion process. Second, the data are observed at discrete times, but the model is built under a continuous-time framework. There must be a map between the continuous-time diffusion process suggested by the theory and the discrete time estimation used in practice. Third, in pricing options under stochastic volatility, the market is not complete; one needs to know the volatility risk premium before pricing the option. Of course, one can always compute the implied parameters from cross-sectional option data, as did by Bakshi, Cao and Chen (1997) , Nandi (1998) , and Lin, Strong and Xu (2001). However, the question remains open whether the implied parameters truly reflect the original information contained in the underlying asset return distribution. As Bates (1996) points out, the major problem of the implied estimation method is the lack of an associated statistical theory. The implied methodology solely based on option prices is thus purely objective driven. In fact, Bakshi, Cao and Chen (1997) find that the implied structural parameters from the option data deviate significantly from their timeseries estimated counterparts. For example, the direct estimation of the correlation coefficient of the asset return and its volatility is about -0.23, while the implied correlation coefficient is about -0.76. It is not clear whether the implausible structural parameters are inherently embedded by the stochastic option pricing model or if the estimation procedure is problematic.
This study estimates the structural parameters that govern the fundamental asset return diffusion process and the corresponding option pricing model jointly. By doing so, both the information in the underlying asset market and the information in the corresponding option market are reflected in the calibrated option pricing model. In the first step, the underlying asset process is estimated by the indirect inference method first proposed by Gourieroux, Monfort and Renault (1993) . In the second step, the correlation coefficient between the asset return and its volatility, the market price of volatility risk and the instantaneous variance required for pricing option are then estimated from the option market price via a non-linear least square method. The idea of estimating the stochastic volatility process first and then estimating the option-related parameters has been explored in the literature. Jiang and van der Sluis (1999), and Fiorentini, Leon and Rubio (2002) use a two -step estimation: in the first step, the structural parameters that govern the stochastic volatility process are estimated by EMM 1 (Efficient Method of Moments); in the second step, the historical volatility is re-projected from the option price. Andersen, Benzoni and Lund (2000) also use EMM to estimate the jump -diffusion volatility process. They then use the estimated parameters to price options. 5 The indirect inference method is a simulation-based moment matching estimation procedure. The general idea is to match the moments of the auxiliary model from the simulated data to the market data. The structural parameters that generate the simulated data are then considered as the true data-generating process. Since the market is not complete in the stochastic volatility model, knowledge of the estimated model parameters is not enough to compute an option price. We have to know the spot volatility as well as the risk premium, λ , wh ich should be estimated from corresponding cross-sectional option data. In the second step, we use a non-linear least square method to imply the spot volatility, the risk premium as well as the correlation coefficient between the asset return and its volat ility. The non-linear least square method is also used by Bakshi, Cao and Chen (1997), Nandi (1998) , and Lin, Strong and Xu (2001) to imply structural parameters from the option price. How our study differs from previous studies is that we only use the non-linear least square method to imply optionrelated parameters while estimating the structural parameters that govern the underlying asset distribution purely from the underlying asset return data. The optimal set of parameters is then used to compute the Heston model price.
After the Heston model price is computed, we compare the empirical performance of the Heston model to the benchmark Black-Scholes model. Since the stochastic volatility model is computationally demanding, it is natural to ask how much we can gain from this model relative to the simple Black-Scholes model. We assess the model performance by two criteria. First, we assess the in-the-sample fit of each model by comparing the implied volatility pattern generated either from the market price or from the Heston model price. Since volatility is the only unknown parameter in the BlackScholes model, the implied volatility can also be used to justify the accuracy of the option-pricing model. Second, we test the out -of-sample forecast performance by comparing the one -day ahead forecasting accuracy of the Black-Scholes model with that of the Heston model.
The rest of the paper is organized as follows. Section 2 describes the data. Section compares the out-of-sample pricing accuracy of the two models. Section 7 concludes the paper.
Data
Our empirical study uses daily closing prices of S&P 500 index options. Similar price data were formerly used by Rubinstein (1985) , Bakshi, Cao and Chen (1997) and Nandi (1998) to test option-pricing models. Our sample period from January 1, 1995 to December 9, 1999 is more recent than the sample period used in former studies. First, general arbitrage violations must be eliminated from the data; otherwise there might be a negative implied volatility. A transaction has to satisfy the following noarbitrage relationships:
Second, very short-term options and very long-term options are excluded. Options with less than 6 days to expiration are excluded because they are very sensitive to liquidity-related biases and their prices are generally very volatile. Options with time to maturity longer than 120 days are also excluded because they are traded at a very high premium. This would place a heavy weight on these high-premium options were we to apply the non-linear least square method to price option.
Third, very deep out-of-the-money and very deep in-the-money options are excluded, because they are not actively traded and their price quotes may not reflect the true option value. An option is said to be very deep in-and out -of-the-money if its absolute moneyness is greater than 7%. The average S&P 500 index level during our sample period is about 1000; a 7% difference would be about $70. This will put more weight on the options quoted in the most recent years than on the options quoted in earlier years. The option moneyness is defined as the percentage difference between the adjusted S&P 500 index level and the strike price:
Fourth, quotes of less than 3/8 are eliminated. These quotes are generally between the bid and ask quote and their prices are very volatile.
Fifth, we eliminate all quotes on days that have only a half day of trading in order to match with the index data set.
Our exclusionary criteria yield a final daily sample of 47,179 observations for 1,235 days. On average we have about 38 option prices available on each day. U.S Treasury bill yields collected from Bloomberg are used as a proxy for the risk-free interest rate. Since option prices are not very sensitive to the interest rate and the interest rate change is small on daily basis, we use one month and three months T-bill yields to represent the short-term and long-term interest rate. The T -bill rate with a maturity closest to option expirations represents the interest rate used in the option pricing model. Dividends affect the stock price. When dividends are paid on the ex-dividend date, the stock price falls by about the amount of the dividend. The S&P 500 index options should be adjusted for dividends. We adjust the index levels by subtracting the present value of the future dividends during the option life period. First we obtain the daily dividends from Bloomberg. Then, for each option contract with t T − periods to the expiration from day t, we compute the present value of the sum of the future dividends during the order to obtain the dividend-exclusive spot index level. This procedure is followed for all option maturities and for each day in the sample. Hereafter, the index level corresponding to option pricing model is the dividend-exclusive index level.
It is a common practice in the literature to divide options into different moneyness-maturity groups to study their price behavior because option prices are very sensitive to their exercise prices and their times to maturity. We divide the option data into several categories according to either moneyness or the time to maturity. A call option is said to be at-the-money if the moneyness is ∈(-2%, 2%), in-the-money if the moneyness ∈(2%, 5%), out-of-the-money if the moneyness ∈(-5%, -2%) and deep inthe-money if the moneyness is greater than 5% and deep out-of-the-money if the moneyness is less than -5%. An option is classified as a short-term option if its maturity date is between 7 and 45 days, a middle-term option if its maturity is between 45 and 90 days and a long-term option if its maturity is longer than 90 days. Thus, we have 15 moneyness-maturity subgroups. Table 1 provides descriptive statistics on daily observations of the S&P 500 index call options for the period from January 1, 1995 to December 9, 1999. More than 36% of the options are at-the-money, indicating that at-the-money options are the most actively traded in the market. About 24% of the options are out-of-the-money and 20% of the options are in-the-money. Only 10% of the options are deep out-of-the-money and 8% of the options are deep in-the-money. The demand for out-of-the-money options is higher than the demand for in-the-money options, which indicates that investors are optimistic about future market increases, since out-of-the-money call options will be valuable only if the market increases significantly in the future. This is probably because the U.S.
equity market was booming during our sample period from 1995 to 1999, which increased the demand and the price for out-of-the-money options. Among the three timeto-maturity groups, the short-term options are most active, accounting for 54% of the sample; the middle-term options account for 38% and the long-term options account for only 8%. The overall average call price in our sample period is $28 with a standard deviation of $21.
Option pricing models

The Black-Scholes option pricing model
Assuming that the asset price, t S , follows a lognormal process with a constant volatility, σ , the current price of a European call option is given by the Black-Scholes formula
where 0 S is the current dividend-exclusive index level, K is the exercise price, r is the risk-free interest rate, and T is the time to maturity. The only unobservable parameter in the Black-Scholes formula is the volatility. One may compute the implied volatility by solving for the volatility that equates the model price with the observed market price. The average implied volatility from the previous day is used as a proxy for volatility to compute the option price on the next day. This procedure is done for all options.
Heston's stochastic volatility option pricing model
Heston's option pricing formula is derived under the assumption that the stock price, t S , and its return variance, t v , follow the stochastic process
where κ is the mean-reverting speed, θ is the long-run mean, η is the volatility of volatility, t dB 1 and t dB 2 are two Brownian motions with correlation coefficient, ρ . The four parameters κ , θ , η and ρ are assumed to be constant. The risk-free interest rate is also assumed to be constant. The market price of volatility risk is assumed to be proportional to instantaneous variance, t v , i.e.,
where λ is a constant. The current price of a European call option with a strike price of K and a time to maturity of T is given by the following formula:
where the two probability functions, j P , j=1,2 , are given by 
The details of deriving the formula can be found in the Heston's (1993) appendix.
Calibrating Heston's stochastic volatility model
To compute option prices from the Heston model, one needs input parameters that are not observable from the market data. Previous studies (Bakshi, Cao and Chen, 1997; Nandi, 1998) rely on cross -sectional option data to imply the structural parameters of the stochastic volatility process. The question remains open whether the asset price distribution implied by the option price is the same as that directly observed from market asset price. Bakshi, Cao and Chen (1997) document that the implied structural parameters deviate significantly from their time-series counterparts. However, little is known about whether this deviation is caused by misspecification of the option pricing model or by problems with the estimation procedure.
We attempt to estimate the parameters jointly from the time series return data and the corresponding option data. We would like to know whether the statistical precision of diffusion parameters could be improved by incorporating information from both the underlying asset market and the options market. More specifically, the Heston model is calibrated by a two-step estimation procedure. In the first step, the simulation-based indirect inference method is used to estimate the structural parameters that govern the underlying asset process (
). Including the correlation coefficient, ρ , would be ideal but would complicate the estimation procedure. A necessary condition for EMM estimation to work is that the estimated parameters in the diffusion process should not exceed the parameters in the auxiliary model. Our auxiliary model is the GARCH (1,1) model, which has only three moments. We can therefore only estimate three parameters
). We set µ to zero because our study of S&P 500 5-minute returns shows that their average is not significantly different from zero. After (
) is estimated, the risk premium, λ , the spot variance, t v , and the correlation coefficient between the asset return and its volatility, ρ , is estimated by a non-linear least square method that minimizes the sum of the squares of the error between the option market price and the Heston model price. It is interesting to compare our results with previous studies that also test Heston's model, for example, Bakshi, Cao and Chen (1997) , to see if different estimation procedures lead to different results. Now, we describe the details of our calibration procedure.
Indirect Inference Estimation
Assuming 0 = µ , the discrete time approximation of Equation (1) Given a set of structural parameters (
), we simulate the return data at 5- , is known. We need to compute the first-order condition of the log-likelihood function evaluated at the fixed GARCH (1,1) parameters B. The moment vector is computed as:
where ) (Θ t R is the return from the simulated data, N is the total number of simulation steps, 96,173. If m is zero, the simulated data will ha ve the same estimated GARCH (1,1) parameters as the observed data, which means that the continuous-time process with structural parameters generating the simulated data is a true data-generating process. The moment vector is typically not a zero vector. Gourieroux, Monfort and Renault (1993) show the following convergence criteria would be optimal.
where the superscript T stands for vector transpose, I is a weighting matrix given by the 
Non-linear least square estimation
After (
) is estimated, we need to estimate the correlation coefficient, ρ, the spot 
where M is the total number of options on the day. This is done for each day. The average estimated correlation coefficient between the asset return and its volatility is -0.4644. The negative correlation reflects the so called "leverage effects"
Discussion of the estimated parameters
phenomenon observed in the equity market, which means that the market reacts more to bad news than to good news. Bakshi, Cao and Chen (1997) and Nandi (1998) also test the correlation coefficient between S&P 500 index return and its volatility. They report respectively that the average correlation coefficient is -0.64 and -0.79. The correlation coefficient computed from historical index return and historical index return volatility is about -0.23. As Bakshi, Cao and Chen (1997) conclude, "the models with stochastic volatility rely on implausible levels of correlation and volatility variation to rationalize the observed option prices." On the other hand, the two-step estimation procedure gives a correlation coefficient that is closer to the time series counterparts. It also appears that the correlation coefficient between the changes for the stock and the variance, ρ, changes over time. The average risk premium, λ, is -0.8712. For a stochastic volatility model, the implied risk premium can be interpreted as an option trader's revealed preference from the observed market option price. The risk premium is actually very volatile across the sample. The average spot variance is 0.0384, corresponding to 19.59% annually, much higher than the volatility estimated from time series S&P 500 index return data.
The implied volatility pattern
A convenient way to examine the deviation between the Black-Scholes model price and the market price is to plot the Black-Scholes implied volatility as a function of the exercise price. The Black-Scholes implied volatility is computed by selecting the volatility that equals the market price and the model price. The implied volatility reflects market expectation for the future volatility of underlying assets during the option period.
It should thus be the same for options that have the same time to maturity. However, numerous studies have documented that the implied volatility tends to vary across exercise prices. Rubinstein (1985) first found that the implied volatility is higher for out -of-the-money and in-the-money options but lower for at-the-money options and named this phenomenon the "volatility smile". Figure 1 shows the implied volatility pattern on March 15, 1995. As we can see, the implied volatility varies significantly across moneyness. The existence of the volatility smile shows that the Black-Scholes model systematically misprice options across the moneyness. Thus, any improvement in the model, such as the stochastic volatility model, should be able to account for the volatility smile effect. Table 3 reports the average Black-Scholes implied volatility. As we can see, the implied volatility differs significantly across the exercise prices. There is an apparent trend that implied volatility increases monotonically as the option goes from out-of-themoney to in-the-money. This pattern, known as the "volatility sneer," was also reported by Dumas, Fleming and Whaley (1998) after the 1987 market crash. The sneer pattern shows that after the market crash, the market expected a greater possibility of a large downside movement and the actual risk-neutral distribution was somehow negatively skewed with a long left-hand fatter tails than the log-normal distribution. The actual outof-the-money option is priced lower than Black-Scholes model price. If the volatility is constrained to be constant across all exercise prices, this will result in the implied volatility for out-of-the-money option being lower than the implied volatility for in-themoney option, thus causes the sneer pattern. In other words, the sneer pattern shows that the Black-Scholes model price is too high for out-of-the-money options and too low for in-the-money options. This trend is true for all maturity groups, but it is the most obvious for short-term options. As the exercise price increases, the implied volatility for the shortterm options increases the most, indicating that the short-term option is most severely mispriced under the Black-Scholes model. between the model price and the market price, while MAE measures the dispersion of the pricing error. We compute MRE and MAE for all maturity-moneyness groups. Table 5 reports 
Conclusion
This study prices S&P 500 index options by using the Heston stochastic volatility optionpricing model. The proposed model is estimated in two steps. First, we estimate the diffusion process that governs the asset return movements by the newly developed indirect inference method. Second, the correlation between asset return and its volatility, 
, where S denotes the closing value of the dividend adjusted S&P 500 index and K denotes the exercise price of the option.
Moneyness ( The Black-Scholes model price is computed by using the average implied volatility from the previous day.
The Heston model price is computed by using the implied parameters estimated from the index and option prices on the previous day by a two-step estimation procedure. The reported percentage pricing error is the average of the market price minus the mode l price, divided by the market price, within each moneynessmaturity category. The numbers in the parentheses are the standard deviations. The sample period is from January 3, 1995 to December 9, 1999, with a total of 47,179 call options. The Black-Scholes model price is computed by using the average implied volatility from the previous day.
The Heston model price is computed by using the implied par ameters estimated from the index and option prices on the previous day by the two-step estimation procedure. The reported absolute pricing error is the absolute value of the market price minus the model price within each moneyness-maturity category. The numbers in parentheses are the standard deviations. The sample period is from January 3, 1995 
