This paper describes a method of use of equations in M.F. Shul'gin's form in Lagrangian variables for steady motion stability and stabilization problems of systems with geometric constraints. These equations of motion are free from Lagrange multipliers; we substantiate their advantage for solving stability and stabilization problems. Depended coordinates corresponding to zero solutions of characteristic equation are allocated in the disturbed equations of motion. These variables are necessarily present in systems with geometric constraints for any control method. It is suggested to present equations of motion in Routh variables for nding stabilizing control coecients; Lagrangian variables are more useful for constructing an estimation system of object state. In addition to previous results, we evaluate the ability to reduce the dimension of measured output signal obtained in conformity with the chosen modelling method. Suppose the state of system is under observations and the dimension of measurement vector is as little as possible. Stabilizing linear control law is fullled as feedback by the estimation of state. We can determine uniquely the coecients of linear control law and estimation system can be determined uniquely by solving of the corresponding linear-quadratic problems for the separated controllable subsystems using the method of N.N. Krasovsky. The valid conclusion about asymptotical stability of the original equations is deduced using the previously proved theorem. This theorem is based on the nonlinear stability theory methods and analysis of limitations imposed by the geometric constraints on the initial disturbances.
Introduction
Working out of control methods for nonlinear dynamic systems (control "in the large" [1] ) is a typical issue both of modern control theory and technical practice. At the same time optimal utilization (energy, informational, computational and so on) at every mode of systems operation remains the most signicant requirement for the modern and perspective automation. In this context, an optimization that is realized in real time during a control process becomes the central problem of the modern stability theory.
In practice, information about an object state is presented as a measurement vector. Generally, the dimension of this vector is much less then the dimension of the state variables vector. So an important stage of applied problems solution is analysis of experimental data to make estimation of the controlled object state optimal and suboptimal [1, 2] . Thus, constructing of nonlinear mathematical models and practical application methods are required for control analysis of modern technical devices. The methods are used for possibly complete employment of properties of an object proper (without any additional actions) motions (modes of operation), reducing the number of equipped actuators (dimension of control), and for decreasing measuring information quantity for control law design.
ÌÀÒÅÌÀÒÈ×ÅÑÊÎÅ ÌÎÄÅËÈÐÎÂÀÍÈÅ Review of Previous Results
There are many alternatives to make a valid choice of a dynamics modelling method for a certain class of problems in analytical mechanics. Ease of use and simplicity of the model directly depends on the chosen form of equations of motion and the type of variables these equations consider.
As it is well known [3, p. 56] , Lagrangian, Hamilton's variables or some other parameters can be assumed as main variables describing the state of a mechanical system with independent Lagrange's coordinates. Routh suggested to use a combination of Lagrangian and Hamilton's variables. Routh's equations are equal to both equations presented in Lagrange's form and equations presented in Hamilton's form [3, p. 7] . Which method you use will be based upon your requirements.
If a system is a subject to constraints it makes the procedure of a choice of the most suitable generalized coordinates more complicated. In the article it is supposed that conguration of a system is restricted by geometric constraints. In numerous actual technical tasks, particularly, in the problems of control for multilink manipulators and other mechanotronic systems it is advisable [48] to describe conguration of mechanical component of the system by n + m parameters, where n is the number of the system degrees of freedom.
Then m of these n + m parameters are called redundant coordinates. There are m independent equations that include these n + m parameters.
Eliminating of the dependent coordinates from (1) is quite dicult and in many cases leads to cumbersome formulas, especially when trigonometrical functions [8, p. 288 ] are included in the equations.
It is useful to consider systems with geometric constraints as systems with redundant coordinates. Numerous works on analytical mechanics were devoted to the dynamics of such systems. At the same time the stability and stabilization problems of steady motion have not been studied enough for systems with redundant coordinates despite the great theoretical and practical signicance.
Dierent forms of equations of motion [47] were analyzed in [9, 10] for systems with geometric constraints. It was shown that accurate mathematical model can be constructed relatively simple if equations in M.F. Shul'gin's form are used. It is also necessary to take into account geometric constraint equations dierentiated once with respect to time. Thus, in general, a common examination methodology for the stability and stabilizations of steady motions problems was created for systems with geometric constraints. Theorem 1 about asymptotical stability was proved in [10] using the theory of critical cases [1113] and taking into account the restrictions on the initial disturbances. It was proved in theorem 1 that an equilibrium position of a system with redundant coordinates is asymptotically stable if the number of zero roots of characteristic polynomial is equal to the number of constraints and the real parts of the other roots are strictly negative. A number of theorems was proved [14] about the sucient conditions of solvability by the method [15, 16] for stabilization problems on the assumption of incomplete state information. These theorems are based on theorem 1 and Malkin's theorem about stability at permanent acting disturbances [12, p. 315317] . Eectiveness of the developed method was shown [17] example of an accurate solving the equilibrium position stability and stabilization problem of one of the most popular bench system called BALL AND BEAM [18, 19] .
Problem Statement
In general, considering systems in Routh's variables essentially simplies [3, 10, 1416, 2022 ] the procedure of linear stabilizing control coecients determination for stabilization problems. But Routh's variables are very disadvantageous [21, 22] for the control implementation while solving the asymptotic stability problems with respect to all variables on the assumption of incomplete state information. In this case required information cannot be obtained directly from the information sensors. Using Lagrangian variables gives additional abilities to reduce the dimension of measuring vector. But the procedure of stabilizing control coecients determination is essentially more complicated if Lagrangian variables are used. Application of this variables considerably complicates the analysis of original (nonlinear) equations structure in the system closed by the designed control law. When control acts on a part of components of a cyclic coordinates vector in any way the number of zero roots of the characteristic equation is more then the number of geometric constraint equations.
In the work we suggest the approach based on application of dierent mathematical models of the same controlled mechanical system at dierent stages. Routh's variables can be used to design the control law that stabilizes the prescribed undisturbed motion. Lagrangian variables are handy for getting the information about the state of the system. The rst stage, the determination of the control law coecients when the dynamics is described in Routh's variables, has been studied [1416] quite extensive. So this work is devoted to the constructing of a nonlinear system dynamics model for systems with geometric constraints in general case if equations of motion are presented in Lagrangian variables. Then we develop the method [15, 16, 21] for dataware of the control loop in the stabilization problem on the assumption of incomplete state information. Suppose conguration of a mechanical system is specied by parameters q 1 , . . . , q n+m , where n is the number of the system degrees of freedom. The system conguration is limited by m independent relations (1) (geometric constraints) between q 1 , . . . q n+m . Without loss of generality coordinates q n+1 , . . . q n+m can be considered as redundant. For convenience, introduce some vectors (the prime denotes transposition):
Then, in the vector-matrix form equations (1) can be written as
Kinematic (holonomic) constraints can be obtained by dierentiating (3) with respect to time:
The depended velocities vector can be expressed from (4):
The general view of the kinetic energy is:
is a symmetric matrix,
Eliminate the depended velocities (5) from expression (6) for the kinetic energy:
Suppose the system is aected by potential forces with energy Π(q) and nonpotential position forcesQ r (q,q) ,Q s (q,q) corresponded to coordinates r, s. Let Q * r (q,ṙ) and Q * s (q,ṙ) denote the nonpotential forces after eliminating the dependent velocities using (5) . Then the vector-matrix equations in M.F. Shul'gin's form [4] in Lagrangian variables can be written as d dt
where
Equations (8) can be considered as a special case of Voronetz equations for nonholonomic systems with integrable kinematic constraints. This fact gives an opportunity to apply all methods of researching nonholonomic systems dynamics. From the other side, this equations have fundamentally dierent structure due to the lack of nonholonomic terms. Consequently there are some interesting features, which should be examined.
Shulgin's Equations in the Presence of Cyclic Coordinates
Suppose there are cyclic coordinates in the sense of [4] among the independent parameters q 1 , . . . , q n describing the system conguration. Then, the explicit form of vector-matrix equations of motion must be deduced.
Let β ′ = (q l+1 , . . . , q n ) denote a vector of cyclic coordinates and α ′ = (q 1 , . . . , q l ) denote a vector with components consists of the rest of the independent coordinates. So the vector r of the independent coordinates is:
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Consequently, the depended velocities are evaluated from geometric constraint equations (1) dierentiated with respect to time as follows:
Let the kinetic energy have the form similar to (6) but herẽ
After eliminating the dependent velocities using (10) the kinetic energy expression is:
If there are not nonpotential forces corresponded to the cyclic coordinates equations can be written as
It is handy to write equations (12) 
Repeated indexes are summed over the values: γ, δ, χ = 1, . . . , l; ξ, σ, τ = l + 1, . . . , n; µ, κ = n + 1, . . . , n + m. In addition to equations (13) it is necessary to take into account dierentiated geometric constraint equations (10) or in the scalar forṁ
As obviously follows from (12) the system has cyclic integrals. Holonomic systems always [35] have steady motions:
Constants α 0 , c β , s 0 can be determined from
Notation (. . .) 0 è B ρν (0) means that the expressions are calculated at a steady motion (15).
Remark 2. According to (16) there is a system of l equations with respect to n + m unknowns. It is necessary to take into consideration the geometric constraint equations (1) as before. Thus, the dimension of the manifold of holonomic systems steady motion is more or equal to n − l, where n − l is the number of the cyclic coordinates.
Remark 3. Stability of the system motion in regard to cyclic impulses ∂L * ∂β directly follows from the equations of motion (12) . Steady motion is not stable with respect to the cyclic coordinates in the general case (in the case of nonasymptotic stability with respect to the cyclic velocities). If we use control that provides an asymptotic stability with respect to the cyclic velocities, unperturbed steady motion will be stable with respect to the cyclic coordinates.
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Equations of Disturbed Motion in the Neighborhood of Steady Motions
Introduce some initial disturbances: α = α 0 + x; s = s 0 + y;β = c β + w and assume that nonpotential forces corresponding to the coordinates of position have the following structure:
s . (17) Coecients are calculated at a steady motion (15) . Let the upper index (2) denote degree of lowest term in the expansion of the corresponding expression. Then, using (13), the vector-matrix equations of disturbed motion with the rst approximation separated can be written as
α (x, y,ẋ, w);
β (x, y,ẋ, w); y = B α (0)ẋ + B (1) α (x, y)ẋ; B where
Then, following [21] , determine variables corresponding to zero roots of the characteristic equation via the linear substitution [23] :
System (18) can be written as
Notice that the matrices G α , G β , F α , F β are composed of coecients of linear in position coordinates and velocities terms of the nonpotential forces Q α , Q s . Also it is necessary to focus attention on the matrix C B . Its components depend on the second-order derivatives of geometric constraint equations (1) and can be lost in case of linearization of the geometric constraint equations. Components of the matrices Φ α , Φ β , Γ depend (in contrast to [20, 24] ) not only on the quadratic in velocities terms of the kinetic energy but on the linear in velocities of position coordinates terms, also.
Thus, we deduced the general form of the mathematical model for the stability and stabilization problems of steady motion for systems with geometric constraints and n − l independent cyclic coordinates to nonlinear vector-matrix equations in Lagrangian variables. It is signicant that for the construction of the model substitution (19) was executed to evaluate variables z corresponding to zero roots of the characteristic equation, which are always present. Then, it is possible to deduce some statements about sucient conditions of stability and instability of undisturbed stationary motion by determining the position of the other roots of the characteristic equation, analogously to [22] . In the case of instability it is possible to consider a stabilization problem of undisturbed motion. Instability takes place if det K < 0, in particular. The information about the state vector of the object can be incomplete. For deniteness let's consider one of the possible stabilization problem statements. For simplicity we examine the simplest variants of measurement vector structure. Suppose the control action u is acted upon by all components of cyclic coordinates vector. Then system (20) with this control takes the form
The canonical rst order system derived from equations (20) is:
,
Then introduce the simplest variants of matrices for coecients of measurement vector linear approximation σ i = Σ i ξ:
The estimation system for obtaining the required information to form the stabilizing control is: 
hold, then there is a linear control
stabilizing steady motion (15) to asymptotic stability with respect to all variables. Hereξ k is estimation vector of a state of system (22) obtained from the measurement σ k by the solution of the stabilization dual probleṁ
Proof. Separate the controllable subsysteṁ (28) and (23) characteristic equations are negative. The components of the matrices Λ k and L k can be determined uniquely by solving the corresponding linear-quadratic problems using the method of N.N. Krasovsky. As the structure of the closed nonlinear system (22) meets the conditions of theorem 1 [10] it is asymptotically stabilized by the control law (26).
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Remark 5.
Obviously, depending on k, we can say which rows of matrix N are determinative for the observability conditions fulllment: if k = 1 (position coordinates perturbation) the rst l rows of N are signicant, if k = 2 (cyclic velocities) then the next l rows of N and, nally, if k = 3 (depended coordinates perturbation) then the last n − l rows of N are determinative. Remark 6. In particular, the required condition for building the estimating system by the developed method cannot be fullled if Γ − F β = 0. An analogous result for holonomic systems with independent coordinates and the kinetic energy T = T 2 was obtained in [24] . In this case the structure of a measuring vector should be changed. One of the possible variants is adding to the vector some components of the velocities vector. In principle, in Lagrangian variables all components of this vector can be directly measured. Thus, the measured signal can comprise disturbances of the cyclic velocities, i.e., if the estimation system is not constructed in Routh's variables the structure of the measurement vector can be essentially dierent (compare with [1416, 21, 22] ). In the rst approximation the matrix N characterizes the proper (uncontrolled) motion of the system. Selection of components of velocities disturbances from the measurement vector depends on its structure. The minimal dimension of the measurement vector is determined [26] by the number of nontrivial invariant polynomials of the matrix and corresponded hardware. The dimension of the control vector due to the chosen way of stabilization and types of variables in the problem is equal to the number of the cyclic coordinates and cannot be decreased (compare with [14] ). Ìîñêîâñêèé àâèàöèîííûé èíñòèòóò, ã. Ìîñêâà Â ïåðåìåííûõ Ëàãðàíaeà ðàçðàáàòûâàåòñÿ ïðèìåíåíèå ñâîáîäíûõ îò ìíîaeèòåëåé ñâÿçåé âåêòîðíî-ìàòðè÷íûõ óðàâíåíèé äâèaeåíèÿ ê çàäà÷àì óñòîé÷èâîñòè è ñòàáèëè-çàöèè óñòàíîâèâøèõñÿ äâèaeåíèé ñèñòåì ñ ãåîìåòðè÷åñêèìè ñâÿçÿìè. Â óðàâíåíèÿõ âîçìóùåííîãî äâèaeåíèÿ âûäåëÿþòñÿ îáÿçàòåëüíî ïðèñóòñòâóþùèå ïðè ëþáîì ñïîñî-áå óïðàâëåíèÿ ïåðåìåííûå çàâèñèìûå êîîðäèíàòû, ñîîòâåòñòâóþùèå íóëåâûì êîð-íÿì õàðàêòåðèñòè÷åñêîãî óðàâíåíèÿ. Îáîñíîâûâàþòñÿ ïðåèìóùåñòâà èñïîëüçîâàíèÿ óðàâíåíèé â ôîðìå, ïðåäëîaeåííîé Ì.Ô. Øóëüãèíûì. Ðàçðàáàòûâàåòñÿ ïîäõîä, îñíî-âàííûé íà ïðèìåíåíèè ìîäåëè â ïåðåìåííûõ Ðàóñà íà ýòàïå îïðåäåëåíèÿ êîýôôèöèåí-òîâ ñòàáèëèçèðóþùåãî óïðàâëåíèÿ è ìîäåëè â ïåðåìåííûõ Ëàãðàíaeà äëÿ ïîñòðîåíèÿ ñèñòåìû àñèìïòîòè÷åñêîé îöåíêè ôàçîâîãî ñîñòîÿíèÿ îáúåêòà. Àíàëèçèðóþòñÿ äîïîë-íèòåëüíûå â ñðàâíåíèè ñ ðàíåå ïîëó÷åííûìè ðåçóëüòàòàìè âîçìîaeíîñòè ñîêðàùåíèÿ ðàçìåðíîñòåé âåêòîðà èçìåðåíèé, äîñòàâëÿåìûå âûáðàííûì ñïîñîáîì ìîäåëèðîâàíèÿ. Ñòàáèëèçèðóþùåå ëèíåéíîå óïðàâëåíèå ðåàëèçóåòñÿ â âèäå îáðàòíîé ñâÿçè ïî îöåíêå ôàçîâîãî ñîñòîÿíèÿ, ïîëó÷åííîé ïî èçìåðåíèþ âîçìîaeíî ìåíüøåé ðàçìåðíîñòè.
