Given a symmetric matrix X, we consider the problem of finding a low-rank positive approximant of X. That is, a symmetric positive semidefinite matrix, S, whose rank is smaller than a given positive integer, , which is nearest to X in a certain matrix norm. The problem is first solved with regard to four common norms: The Frobenius norm, the Schatten p-norm, the trace norm, and the spectral norm. Then the solution is extended to any unitarily invariant matrix norm. The proof is based on a subtle combination of Ky Fan dominance theorem, a modified pinching principle, and Mirsky minimum-norm theorem.
Introduction
Let X be a given real symmetric n n × matrix. In this paper we consider the problem of finding a low-rank symmetric positive semidefinite matrix which is nearest to X with regard to a certain matrix norm. Let ⋅ be a given unitarily invariant matrix norm on The need for solving such problems arises in certain matrix completion methods that consider Euclidean distance matrices, see [1] or [2] . Since X is assumed to be a symmetric matrix, it has a spectral decomposition T The relation between (1.7) and (1.3) is seen when using the Frobenius matrix norm. Let 
Therefore, when using the Frobenius norm, a solution of (1.3) provides a solution of (1.7). This observation is due to Higham [3] . A matrix that solves (1.7) or (1.3) is called "positive approximant". Similarly, the term "low-rank positive approximant" refers to a matrix that solves (1.1).
The current interest in positive approximants was initiated in Halmos' paper [4] , which considers the solution of (1.7) in the spectral norm. Rogers and Ward [5] considered the solution of (1.7) in the Schatten-p norm, Ando [6] considered this problem in the trace norm, and Higham [3] considered the Frobenius norm. Halmos [4] has considered the positive approximant problem in a more general context of linear operators on a Hilbert space.
Other positive approximants problems (in the operators context) are considered in [7] - [11] . The problems (1.1), (1.3) and (1.7) fall into the category of "matrix nearness problems". Further examples of matrix (or operator) nearness problems are discussed in [12] - [18] . A review of this topic is given in Higham [19] .
The plan of the paper is as follows. In the next section we introduce notations and tools which are needed for the coming discussions. In Section 3 we show that q X solves (1.3). Section 4 considers the solution of (1.1) in
Frobenius norm. This involves the Eckart-Young theorem. In the next sections Mirsky theorem extends the results to Schatten-p norms, the trace norm, and the spectral norm. Then it is proved that X  solves (1.1) in any unitarily invariant norm. The proof of this claim requires a subtle combination of Ky Fan dominance theorem, a modified pinching principle, and Mirsky theorem.
Notations and Tools
In this section we introduce notations and facts which are needed for coming discussions. Here A denotes a real m n × matrix with m n ≥ . Let
be an SVD of A , where
The singular values of A are assumed to be nonnegative and sorted to satisfy 1 2 0.
The columns of U and V are called left singular vectors and right singular vectors, respectively. These vectors are related by the equalities T and , 1, , .
A further consequence of (2.1) is the equality , , and , ,
be constructed from the first k columns of U and V , respectively. Let 
where the last inequality follows from the Cauchy-Schwarz inequality and the fact that the columns of U and V have unit length. Another useful property regards the concepts of majorization and unitarily invariant norms. Recall that a matrix norm ⋅ on holds for any unitarily invariant norm. For detailed proof of this fact see, for example, [8] , [20] - [23] . The most popular example of an unitarily invariant norm is, perhaps, the Frobenius matrix norm
which satisfies
Other examples are the Schatten p-norms,
and Ky Fan k-norms,
The trace norm, 
To ease the coming discussions we return to square matrices. In the next assertions 
which proves (2.23).


Corollary 5
The diagonal matrix
in any unitarily invariant norm. Lemma 6 Let X and Y be a pair of real symmetric n n × matrices that satisfy
Proof. Using the spectral decomposition of X it is possible to assume that X is a diagonal matrix: 
are orthonormal matrices, and T 11 11 11 T T 22 22 22 11 W is a singular value of Ŵ . Similarly, each singular value of 22 W is a singular value of Ŵ . Conversely, each singular value of Ŵ is a singular value of 11 W or a singular value of 22 W . The last observation enables us to sharpen the results in certain cases. This is illustrated in Lemmas 8-11 below, which seem to be new. We will use these lemmas in the proofs of Theorems 18-21. 11 22 . denote the related set of low-rank matrices. Then here we seek a matrix B ∈  that is nearest to A in a certain matrix norm. The difficulty stems from the fact that k  is not a convex set. Let k T denote a rank-k truncated SVD of A as defined in (2.8). Then the Eckart-Young theorem [26] says that k T solves this problem in the Frobenius norm. The extension of this result to any unitarily invariant norm is due to Mirsky [27] . (Recall that k T is not always unique. In such cases the nearest matrix is not unique.) A detailed statement of these assertions is given below. For recent discussions and proofs see [25] .
Lemma 8 (Pinching in Schatten p-norms)
Theorem 12 (Eckart-Young) The inequality 
Positive Approximants of Symmetric Matrices
In this section we consider the solution of problem (1.3). Since ⋅ is a unitarily invariant norm, the spectral decomposition (1.2) enables us to convert ( 8], p. 277) and [9] . However, the current proof is simple and short. In the next sections we extend these arguments to derive low-rank approximants.
Low-Rank Positive Approximants in the Frobenius Norm
In this section we consider the solution of problem (1.1) in the Frobenius norm. As before, the spectral decomposition (1.2) can be used to "diagonalize" the problem and the actual problem to solve has the form ( ) 2 , minimize subject to . That is, and .
Also, as before, since S is a positive semidefinite matrix it has non-negative diagonal entries, which implies the inequalities for 1, , Moreover, since 11 S is a principal submatrix of S ,
Hence from the Eckart-Young theorem we obtain that 
Hence it is left to consider the case when 2 1 k n ≤ ≤ − . As before, the diagonal matrix D  is defined in (4.2), and the matrices S and W satisfy (4.4) as well as the partition (4.6). With these notations at hand it is needed to show that
Let D  be partitioned in a similar way: Then there are three different cases to consider. The first case occurs when
Here Theorem 3 implies the inequalities
while from (4.11)-(4.14) and Mirsky theorem we obtain ( ) 
Concluding Remarks
In view of Theorem 14 and Mirsky theorem, the observation that Λ  solves (8.1) is not surprising. However, as we have seen, the proof of this assertion is not straightforward. A key argument in the proof is the inequality (8.15), which is based on Lemma 11.
Once Theorem 22 is proved, it is possible to use this result to derive Theorems 15-18. Yet the direct proofs that we give clearly illustrate why these theorems work. In fact, the proof of Theorem 15 paves the way for the other proofs. Moreover, as Corollary 17 shows, when using the Frobenius norm we get stronger results: In this case we are able to compute a low-rank positive approximant of any matrix 
