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Abstract: This paper describes a hierarchical control scheme for interconnected systems. The higher
layer of the control structure is designed with robust Model Predictive Control (MPC) based on a reduced
order dynamic model of the overall system and is aimed at optimizing long-term performance, while at
the lower layer local regulators acting at a higher frequency are designed for the full order models
of the subsystems to refine the control action. A simulation experiment concerning the control of the
temperature inside a building is reported to witness the potentialities of the proposed approach.
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1. INTRODUCTION AND MAIN IDEA
Physical and cyber-physical systems are becoming more and
more complex, large-scale, and heterogeneous due to the grow-
ing opportunities provided by information technology in terms
of computing power, transmission of information, and network-
ing capabilities. As a consequence, also the management and
control of these systems represents a problem of increasing dif-
ficulty and requires innovative solutions. A classical approach
to deal with this challenge consists of resorting to hierarchical
control structures, where at the higher layer of the hierarchy
simplified models are used to predict and control the long term
behavior of the overall system, while at the lower layer local
control actions are designed to compensate for model inaccu-
racies, disturbances, or parametric variations. Along this line,
many hierarchical control methods have been described in the
past, see e.g. Adetola and Guay (2010), Kadam and Marquardt
(2007) in the context of Real Time Optimization (RTO), or
Amrit et al. (2011); Gru¨ne (2013); Diehl et al. (2011) in the
emerging area of economic MPC.
In view of the potentialities of multilayer control structures, this
paper describes a novel approach to the design of a hierarchical
control structure for large scale systems composed by inter-
connected subsystems. The scheme of the proposed solution is
sketched in Figure 1: the system under control Σ is composed
of M interconnected subsystems Σ1, ...,ΣM . A reduced order
model Σ¯i, i= 1, ...,M is computed for each subsystem, and the
overall reduced order model Σ¯ is obtained; typically Σ¯i and Σ¯
represent low-frequency approximations of the corresponding
systems. At a slow sampling rate, a centralized MPC regulator
RH is designed for Σ¯ to consider the long-term behavior of
the controlled system and to compute the control variables u¯i,
i= 1, ...,M. Then, local regulators RLi, i= 1, ...,M, working at
a faster time scale, are designed for each subsystem Σi : their
scope is to compute the control contributions δui compensating
for the inaccuracies in the high layer design due to the mismatch
between Σ and Σ¯. This structure has already been studied in
Picasso et al. (2016) where, however, only independent systems
Σi with joint output constraints were considered. The advantage
of the approach here proposed is twofold: first, at the slower
time scale the optimization problem underlying the MPC solu-
tion is of reduced dimension and can minimize a global cost
function over a long horizon with a limited computational cost;
second, also the local regulators designed for the local sub-
systems involve the solution to optimization problems whose
complexity only depends on the order of the local submodels.
The paper is organized as follows. In Section 2 the models
considered at the two layers of the control structure are intro-
duced. Section 3 describes the MPC algorithms adopted at the
two layers, while Section 4 is presents the main feasibility and
convergence results as well as a summary of the main steps
to be performed in the algorithm implementation. Section 5
describes a simulation example, while in Section 6 some con-
clusions are drawn. The proofs of the main results are reported
in the Appendix.
Notation: for a given a set of variables zi ∈Rqi , i= 1,2, . . . ,M,
we define the vector whose vector-components are zi in the fol-
lowing compact form: (z1,z2, · · · ,zM) = [zT1 zT2 · · · zTM ]T ∈ Rq,
where q = ∑Mi=1 qi. The symbols ⊕/	 denote the Minkowski
sum/difference. We denote with ‖ · ‖ the Euclidean norm. Fi-
nally, a ball with radius ρεi and centered at x¯ in the Rdim space
is defined as follows
Bρεi (x¯) := {x ∈ Rdim : ||x− x¯|| ≤ ρεi}
2. MODELS FOR THE TWO-LAYER CONTROL SCHEME
In this section we present the model of the complex system
under study and the simplified one used for high-level control.
2.1 Large-scale system model
In line with Lunze (1992), we assume that the overall system Σ
is composed by M discrete-time, linear, interacting subsystems
described by
Σi :
{
xi(h+1) = AiiLxi(h)+B
ii
Lui(h)+E
i
Lsi(h)
zi(h) = CziL xi(h),
(1)
i= 1,2, . . . ,M, where xi ⊆ Rni , ui ∈Ui ⊆ Rmi are the state and
input vectors, and where the interconnections among the Σ′is are
represented by the coupling input and output vectors si ∈ Rpsi
and zi ∈ Rpzi linked through the following expression
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Fig. 1. Overall control scheme.
si(h) =
M
∑
j=1
Li jz j(h) (2)
with Lii = 0, i= 1, ...,M. The setsUi are closed and convex sets
containing the origin.
Collecting all the subsystems (1), the overall dynamical model
of Σ is
Σ : x(h+1) = ALx(h)+BLu(h) (3)
where x = (x1, . . . ,xM) ∈ Rn, n = ∑Mi=1 ni, u = (u1, . . . ,uM) ∈
Rm, m = ∑Mi=1mi. The diagonal blocks of AL are state tran-
sition matrices AiiL , whereas the coupling terms among the
subsystems correspond to the non-diagonal blocks of AL, i.e.,
Ai jL = E iLLi jC
z j
L , with j 6= i. The collective input matrix is
BL =diag(B11L , ..., B
MM
L ). We defineU =∏Mi=1Ui ⊆Rm, which
is convex by the convexity of Ui.
Concerning systems (1) and (3), the following standing as-
sumption is introduced:
Assumption 1.
(1) the state xi is measurable, for each i= 1, . . . ,M;
(2) AL is Schur stable;
(3) the pair (AiiL , B
ii
L) is reachable, for each i= 1, . . . ,M. 
Note that Assumption 1.1 can be relaxed, using suitable ob-
servers - e.g., distributed ones - and accounting for state esti-
mation error in a rigorous way.
2.2 Reduced order models
Associated with each subsystem Σi, i = 1, ...,M, consider a
reduced order model Σ¯i, i= 1, ...,M, with state x¯i ∈Rn¯i , n¯i≤ ni,
and input u¯i ∈ U¯i ⊆ Ui. In a collective form, these systems Σ¯i
define the overall reduced order model
Σ¯ : x¯(h+1) = AHx¯(h)+BHu¯(h) (4)
where x¯=(x¯1, . . . , x¯M)∈Rn¯, n¯=∑Mi=1 n¯i, and u¯=(u¯1, . . . , u¯M)∈
U¯ =∏Mi=1 U¯i ⊆ Rm.
The reduced order models Σ¯i can be defined according to differ-
ent criteria. In any case, it is required that the stability properties
of system Σ are inherited by Σ¯. Moreover, it is assumed that,
for each subsystem i = 1, . . . ,M, there exists a state projection
βi : Rni → Rn¯i , i = 1, ...,M, that allows to establish a connec-
tion between the states xi(h) of the original models and the
states of the reduced models x¯i(h). Collectively, we define β =
diag(β1, ...,βM). In principle, the ideal case would be to verify
x¯(h) = βx(h) for all h ≥ 0. However, due to model reduction
approximations, this ideal assumption must be relaxed; instead,
we just ask that x¯(h) = βx(h) at least in steady-state conditions.
Overall, we require the following standing assumption to be
satisfied.
Assumption 2.
(1) AH is Schur stable;
(2) βi is full rank, for each i= 1, . . . ,M;
(3) letting GˆL(z)= β (zI−AL)−1BL andGH(z)= (zI−AH)−1BH,
it holds that GˆL(1) = GH(1). 
An algorithm to compute the projections βi and the matrices of
Σ¯ can be devised along the lines of Picasso et al. (2016).
3. DESIGN OF THE HIERARCHICAL CONTROL
STRUCTURE
In this section the regulators at the two layers of the hierarchical
control structure are designed.
3.1 Design of the high level regulator
The high level regulator, designed to work at a lower frequency,
is based on the reduced order model (4) sampled with period
NL under the assumption that, ∀k ∈ N, the u¯′is are held constant
over the interval h ∈ [kNL,kNL +NL− 1]. Denoting by u¯[NL]i (k)
these constant values and by u¯[NL](k) the overall input vector,
the reduced order model in the slow timescale is
Σ¯[NL] : x¯[NL](k+1) = ANLH x¯[NL](k)+B
[NL]
H u¯
[NL](k) (5)
where B[NL]H =∑
NL−1
j=0 A
j
HBH. In order to feedback a value of x¯[NL]
related to the real state x of the system, the projected value
βixi(kNL) must be used, so that the reset
x¯[NL]i (k) = βixi(kNL) (6)
must be applied. In collective form (6) becomes
x¯[NL](k) = βx(kNL) (7)
The reset (6) at time k may force x¯[NL](k+ 1) to assume a
value different from the one computed based on the dynamics
of (5) and the applied input u¯[NL](k). This discrepancy, due to
the model reduction error and to the actions of the low level
controllers, is accounted for by including in (5) an additive
disturbance w¯(k), i.e.,
Σ¯[NL]w : x¯[NL](k+1) = ANLH x¯[NL](k)+B
[NL]
H u¯
[NL](k)+ w¯(k) (8)
The size of w¯(k) depends on the action of the low level regula-
tors and its presence requires to resort to a robust MPC method,
which is here designed assuming that w¯(k) ∈ W , where W is
a compact set containing the origin. The characteristics of W
will be defined in the following once the low level regulators
have been specified (see Section 4).
The robust MPC algorithm is based on the scheme proposed
in Mayne et al. (2005). To this end, we first need to define the
“unperturbed” prediction model
Σ¯[NL],ow : x¯[NL],o(k+1) = ANLH x¯[NL],o(k)+B
[NL]
H u¯
[NL],o(k) (9)
and the control gain matrix K¯H such that, at the same time
• FH = ANLH +B[NL]H K¯H is Schur stable.
• F [NL]L = ANLL + B[NL]L K¯Hβ is Schur stable, where B[NL]L =
∑NL−1j=0 A
j
LBL.
We define e¯(k) = x¯[NL],o(k)− x¯[NL],o(k) and we letZ be a robust
positively invariant (RPI) set - minimal, if possible - for the
autonomous but perturbed system
Σ¯[NL],ew : e¯(k+1) = FHe¯(k)+ w¯(k) (10)
Denoting by
−−−→
u¯[NL],o(t : t+NH−1) the sequence u¯[NL],o(t), . . . ,
u¯[NL],o(t + NH − 1), at each slow time-step t the following
optimization problem is solved:
min
x¯[NL ],o(t),
−−−−→
u¯[NL],o(t:t+NH−1)
JH
(
x¯[NL],o(t),
−−−→
u¯[NL],o(t : t+NH−1))
subject to:
• the unperturbed model dynamics (9)
• the initial constraint βx(tNL)− x¯[NL],o(t) ∈Z
• the terminal constraint x¯[NL],o(t+NH) ∈ X¯F
• u¯[NL],o(k) ∈ U¯ 	 K¯HZ , k = t, . . . , t+NH−1,
(11)
where
JH =
t+NH−1
∑
k=t
‖x¯[NL],o(k)‖2QH +‖u¯[NL],o(k)‖2RH +‖x¯[NL],o(t+NH)‖2PH
(12)
and X¯F is a positively invariant terminal set for the unperturbed
system (9) controlled with the stabilizing auxiliary control
law u¯[NL],o(k) = K¯Hx¯[NL],o(k), with K¯HX¯F ⊆ U¯ 	 K¯HZ . Note
that it is implicitly assumed that U¯ ⊃ K¯HZ : this can always
made possible by reducing K¯H and set W and - in turn -
Z ; as it will be discuss in the following, the latter can be
reduced, for example, by increasing NL. The positive definite
weighting matrices QH, RH are free design parameters, while PH
is computed as the solution to the Lyapunov equation
FTH PHFH−PH =−(QH + K¯TH RHK¯H) (13)
Letting x¯[NL],o(t|t),
−−−→
u¯[NL],o(t : t+NH−1|t) be the solution to the
optimization problem (11), the control variable applied at time
t is defined as
u¯[NL](t) = u¯[NL],o(t|t)+ K¯H(βx(tNL)− x¯[NL],o(t|t)) (14)
3.2 Design of the low level regulators
Recall that (see again Figure 1) the overall control action has
components generated by both the high-level and the low-level
controllers, i.e.,
ui(h) = u¯
[NL]
i (bh/NLc)+δui(h) (15)
Indeed, the low level regulators are in charge of computing the
local control corrections δui ∈ Ui	 U¯i compensating for the
effect of the model inaccuracies at the high level expressed by
the term w¯(k) in (8). To this end, first define the auxiliary system
Σˆi given by
Σˆi :

xˆi(h+1) = AiiL xˆi(h)+B
ii
L u¯
[NL]
i (bh/NLc)+E iLsˆi(h)
sˆi(h) =
M
∑
j=1
Li j zˆ j(h)
zˆi(h) = CziL xˆi(h)
xˆi(kNL) = xi(kNL)
(16)
Note that Σˆi can be simulated in a centralized way in the
time interval [kNL, kNL +NL) once the high level controller has
computed u¯[NL]i (k).
Also denote by ∆Σi the model given by the difference of the
system (1), with (2), (15), and (16) in the form
∆Σi :

δxi(h+1) = AiiLδxi(h)+B
ii
Lδui(h)+E
i
Lδ si(h)
δ si(h) =
M
∑
j=1
Li jδ z j(h)
δ zi(h) = CziL δxi(h)
δxi(kNL) = 0
(17)
where δxi(h) = xi(h) − xˆi(h) , δ zi(h) = zi(h) − zˆi(h) and
δ si(h) = si(h)− sˆi(h).
The difference state δxi is available at each time instant h since
xi is measurable and xˆi can be computed from the available
control u¯[NL]i (bh/NLc). However, the difference dynamical sys-
tem ∆Σi is not yet useful for decentralized prediction since it
depends upon the interconnection variables δ si(h) that, in turn,
depend upon the variables δx j(h), j 6= i, which are not known
in advance in the future prediction horizon. For this reason, we
define a decentralized (approximated) dynamical system ∆ Σˆi
by discarding all interconnection inputs and with input δ uˆi(h)
(which will be defined as the result of a suitable optimization
problem), i.e.,
∆ Σˆi :
{
δ xˆi(h+1) = AiiLδ xˆi(h)+B
ii
Lδ uˆi(h)
δ xˆi(kNL) = 0
(18)
For all i = 1, . . . ,M, the input δui(h) to the real model (17) is
computed based on δ uˆi(h), δxi(h), and δ xˆi(h) using a standard
state-feedback policy, i.e.,
δui(h) = δ uˆi(h)+Ki(δxi(h)−δ xˆi(h)) (19)
and where Ki is designed in such a way that the matrix FL =
AL +BLK is Schur stable, being K =diag(K1, . . . ,KM).
Assume now to be at time h= kNL and to have run the high level
controller, so that both u¯[NL]i (k) and the predicted value x¯
[NL](k+
1|k) = ANLH x¯[NL](k) +B[NL]H u¯[NL](k) are available. Therefore, in
order to remove the effect of the mismatch at the high level
represented by w¯(k) in (8), the low level controller working in
the interval [kNL,kNL+NL−1] should, if possible, aim to fulfill
βixi(kNL +NL) = x¯
[NL]
i (k+1|k)
or equivalently,
βiδxi(kNL +NL) = x¯
[NL]
i (k+1|k)−βixˆi(kNL +NL) (20)
Since the model used for low-level control design is the de-
centralized one (i.e., (18)), the constraint (20) can only be
formulated in an approximated way with reference to its state
δ xˆi as follows:
βiδ xˆi(kNL +NL) = x¯
[NL]
i (k+1|k)−βixˆi(kNL +NL) (21)
Note however that the fulfillment of (21) does not imply that
(20) is satisfied due to the neglected interconnections in (18)
which make the term w¯(k) in (5) not identically equal to zero,
although it contributes to its reduction.
Letting
−→
δ uˆi(kNL : kNL +NL−1)= (δ uˆi(kNL), . . . ,δ uˆi(kNL+NL−
1)) ∈ (Rmi)NL−1, the low level control action is computed, at
time instant h = kNL, based on the solution to the following
optimization problem:
min−→
δ uˆi(kNL:kNL+NL−1)
JL
(
δ xˆi(kNL),
−→
δ uˆi(kNL : kNL +NL−1))
subject to:
• the dynamics (18)
• the terminal constraint (21)
• δ uˆi(kNL + j) ∈ ∆Uˆ i, j = 0, . . . ,NL−1,
(22)
where
JL =
NL−1
∑
j=0
‖δ xˆi(kNL + j)‖2Qi +‖δ uˆi(kNL + j)‖2Ri (23)
and where a discussion on how to select the set ∆Uˆ i is deferred
to Appendix A.1.
Finally, at each (fast) time instant, the control component
δui(kNL + j) is given by δui(kNL + j) = δ uˆi(kNL + j|kNL) +
Ki(δxi(kNL + j)−δ xˆi(kNL + j|kNL)).
4. PROPERTIES AND ALGORITHM IMPLEMENTATION
The recursive feasibility and robust convergence properties of
the optimization problems stated at the high and low levels are
now established. To this end, define
κ(NL) = ‖B(NL)‖ (24)
where
B(NL) =
NL
∑
j=1
ANL− jH BH−β
NL
∑
j=1
ANL− jL BL
Also, letA (NL) =A
NL
H β−βANLL ∈Rn¯×n, Isi= [0n¯i,n¯1 . . . In¯i,n¯i . . .
0n¯i,n¯M ], R(NL) =
[
BL ALBL · · · (AL)NL−1BL
]
, ρu be such that
U ⊆ Bρu(0). We now introduce the following technical as-
sumption.
Assumption 3.
(1) ‖ANLL ‖< 1;
(2) for each i= 1, ...,M, lettingRi(NL)=
[
(AiiL)
NL−1BiiL . . . B
ii
L
]
be the reachability matrix in NL steps associated to
(AiiL ,B
ii
L), matrix
Hi(NL) = βiRi(NL) ∈ Rn¯i×Nmi
is full-rank with minimum singular value σHi(NL) > 0;
(3) letting ρu¯ and ρδ uˆi be such that U¯ ⊆Bρu¯(0) and ∆Uˆi ⊇
Bρδ uˆi
(0), respectively, for any i= 1, ...,M it holds that
ρδ uˆi >
κ(NL)ρu¯√
NLσHi(NL)
(25)
(4) for each i= 1, . . . ,M
χi(kNL) =
√
NLρu‖R(NL)‖‖A (NL)‖
(1−‖ANLL ‖)(
√
NLσHi(NL)ρδ uˆi −κ(NL)ρu¯)
≤ 1
(26)
(5) Defining ∆U¯i = ∆Ui(NL − 1), and ∆Ui( j) = ∆Uˆi ⊕
Bρ∆ui ( j)
(0) where ρ∆ui( j) = ∑
j
r=2 ‖KiIsiF j−rL (AL−ADL )‖
ρδ xˆ(r−1) for all j= 2, . . . ,NL, ρ∆ui( j) = 0 for j= 0,1 we
require that
U¯ ⊕ (
M
∏
i=1
∆U¯i)⊆U (27)

It is now possible to specify the size of the uncertainty setW to
be considered in the high level design. Specifically, let
W =Bρw(0) (28)
where ρw = ∑NLj=2 ‖βFNL− jL (AL − ADL )‖ρδ xˆ( j − 1), ρδ xˆ( j) =√
∑Mi=1ρ2δ xˆi( j),
ρδ xˆi( j) = ρδ uˆi
j
∑
r=1
‖(AiiL) j−rBiiL‖ (29)
and where ADL =diag(A
11
L , . . . ,A
MM
L ).
The following result can be proved.
Theorem 1. Under Assumption 3, if x(0) is such that the prob-
lem (11) is feasible at k = 0 and, for all i= 1, . . . ,M
‖x(0)‖ ≤ (
√
NLσHi(NL)ρδ uˆi −κ(NL)ρu¯)
‖A (NL)‖ := λi(NL)
then
(i) w¯(k) ∈ W and problems (11) and (22) are feasible for all
k ≥ 0;
(ii) for all h≥ 0
u(h) ∈U (30)
(iii) the state of the slow time-scale reduced model Σ¯[NL] enjoys
robust convergence properties, i.e.,
x¯[NL](k)→Z as k→+∞
(iv) the state of the large scale model Σ enjoys robust conver-
gence properties, i.e., for a computable positive constant ρx
x(kNL)→
∞⊕
h=0
(F [NL]L )
hBρx(0)

Theorem 1 establishes two important facts. First, it shows that,
if the initial state lies in a suitable set (and Assumption 3 holds),
the joint feasibility properties of the two control layers can be
guaranteed in a recursive fashion. Secondly, it ensures conver-
gence of the state of the small-scale slow system considered by
the higher control layer to a set.
Regarding the main technical Assumption 3, note that it in-
volves quantities, that are all functions of the number of steps
NL. It is worth now analysing their dependence upon it. Indeed,
the following facts can be proved.
• In view of Assumption 2.2, βi are full rank and, in view of
Assumption 1.3, the pairs (AiiL ,B
ii
L) are reachable, so that
Assumption 3.2 is fulfilled by taking NL sufficiently large,
i.e., by making the upper layer slower without modifying
the rate of the lower layer.
• In view of Assumptions 1.2, 2.3, and 2.1, κ(NL) =
‖∑NL−1j=0 A jHBH − GH(1) − (β ∑NL−1j=0 A jLBL − GˆL(1))‖ and
GH(1) = ∑+∞j=0A
j
HBH, GˆL(1) = β ∑+∞j=0A
j
LBL. Therefore
κ(NL)≤‖∑+∞j=NL A
j
HBH‖+‖β ∑+∞j=NL A
j
LBL‖≤‖ANLH ‖‖GH(1)‖
+‖ANLL ‖‖β‖‖GL(1)‖, whereGL(z)= (zI−AL)−1BL. There-
fore κ(NL)→ 0 exponentially as NL → +∞. This shows
that also Assumption 3.3 can be fulfilled by taking NL
sufficiently large.
• Equivalently to Proposition 2.3 in Picasso et al., for any
i= 1, ...,M it can be proved that
lim
NL→+∞
λi(NL) =+∞, lim
NL→+∞
‖ANLL ‖= 0, limNL→+∞χi(NL) = 0
(31)
• The above considerations also show that, by setting a suf-
ficiently large low-level prediction horizon NL, it is always
possible to allow for arbitrarily small input constraint sets
∆Uˆi. This, in turn, allows to obtain an arbitrarily small
high-level disturbance set W and, in turn, a small robust
positively invariant set Z which, eventually, allows to
define the input sets in such a way that (27) can be verified.
The implementation of the multilayer algorithm described in
the previous section requires a number of off-line computations
here listed for the reader’s convenience.
• design of AH, BH, and βi, i = 1, ...,M, such that Assump-
tion (2) is satisfied;
• design of K¯H such that both FH = ANLH + B[NL]H K¯H and
F [NL]L = A
NL
L +B
[NL]
L K¯Hβ are Schur stable;
• design of K = diag(K1, . . . ,KM) such that FL = AL +BLK
is Schur stable;
• computation of ρδ uˆi , ρu¯i (see the procedure proposed in
Appendix A.1) and of the sets U¯i, ∆Uˆi;
• computation of W according to (28) and (29);
• computation of X¯F, Z , see Rawlings and Mayne (2009),
and PH with (13).
5. SIMULATION EXAMPLE
Consider the problem of regulating temperatures of two apart-
ments depicted in Figure 2. The first apartment is constituted
by rooms A1, B1, C1, D1 and E1, while the second one by
A2, B2, C2, D2 and E2. Each apartment is equipped with a
radiator supplying heats qi, i = 1, 2. Heat exchange coefficient
between neighbouring rooms of different apartment, i.e., E2
and C1, is kt1 = 1 W/m
2K, the one between adjacent rooms
inside each apartment is kt2 = 2.5 W/m
2K, and the one be-
tween the rooms and the external environment is kte = 0.5
W/m2K. The external temperature is TE = 0◦C and, for sim-
plicity, we neglect solar radiation. Furthermore, the height of
the walls is H = 4 m. Air density and heat capacity are ρ =
1.225 kg/m3 and c = 1005 J/kgK, respectively. The overall
model is made by dynamic energy balance equations of each
room. The variables q1, q2 are expressed in Watts, while all
the temperature variables are expressed in ◦C. The considered
equilibrium point is: q¯ = (q¯1, q¯2) = (354.2,320.8), with T¯ =
(T¯A1 , T¯B1 , T¯C1 , T¯D1 , T¯E1 , T¯A2 , T¯B2 , T¯C2 , T¯D2 , T¯E2)= (19.6,20.3,20.2,
21.7,18.2,17.2,21.2,21.7,19.6,19.4). Let δTji = Tji − T¯ji and
δqi = qi − q¯i, for j = A, B,C, D and i = 1, 2. In this way,
xi = (δTAi , δTBi , δTCi , δTDi , δTEi) and ui = δqi are the state
and input variables of the i-th subsystem , i.e., ni= 5 and mi= 1,
with i= 1, 2.
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Fig. 2. Schematic representation of a building with two apart-
ments
The control variables are limited, i.e., −506 u1,u2 6 50.
The two subsystems’ continuous-time models have been sam-
pled using the algorithm described in Farina et al. (2013)
with ∆t = 90s to obtain their discrete-time counterpart in the
fast time scales. The eigenvalues of the first subsystem are
{0.73, 0.97, 0.9, 0.85, 0.88}, and the eigenvalues of the second
one are {0.97, 0.76, 0.82, 0.91, 0.87}. Then the procedure de-
scribed in the Section (1) has been used to compute the discrete-
time reduced order model, with AH = diag(0.97,0.97), i.e.,
n¯= 2, as well as the transformation matrices β1 = [0 0 −1 0 0]
and β2 = [0 0 0 0 −1]. The plant model in the slow time scale
has been constructed with NL = 20.
Tube-based Robust MPC has been designed at the high level
according to the algorithm described in Mayne et al. (2005)
with prediction horizon, NH = 10, state and input penalty, QH =
In¯ and RH = 0.1Im¯.
At the low level, the finite-horizon optimization algorithms
described in (22) have been implemented with Q1 = In1 , Q2 =
In2 , R1 = R2 = 10.
The hierarchical control scheme has been simulated starting
from x(0) = (x1(0),x2(0)) = (−2, . . . ,−2) and x¯(0) = βx(0).
The transients of the state and control variables are reported
in Figures 3- 5. These results show the effectiveness of the
proposed algorithm.
6. CONCLUSIONS
A two layer control scheme for systems made by interconnected
subsystems has been presented. Its performance has been tested
in simulation, and its properties of recursive feasibility and
convergence to a set have been established. Current research is
focusing on the extension of the analysis to guarantee conver-
gence to the origin and to deal with tracking problems, as well
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as the application of the proposed approach to other systems
with large dimensions.
APPENDIX
A.1 Computation of the input constraint sets
In the scheme proposed in this paper, the dimensions of the
input constraint sets U¯i and ∆Uˆi are key tuning knobs. They
must be tuned in order to satisfy, at the same time, the inequali-
ties (25), for all i= 1, . . . ,M and (27). To address the design is-
sue, in this appendix we propose a simple and lightweight algo-
rithm based on a linear program. As a simplifying assumption,
we set ∆Uˆi =Bρδ uˆi (0) and U¯i =Bρu¯i (0). Under this assump-
tion, the tuning knobs are the vectors −→ρ δ uˆ = (ρδ uˆ1 , . . . ,ρδ uˆM )
and −→ρ u¯ = (ρu¯1 , . . . ,ρu¯M ). Note that, in case of need, such as-
sumption can be relaxed, at the price of a slightly different
definition of the inequalities below.
First consider inequality (25), to be verified for all i= 1, . . . ,M.
Here the constant ρu¯ appears, defined in such a way that U¯ =
∏Mi=1Bρu¯i (0) ⊆ Bρu¯(0). We can define, for example, ρu¯ =√
∑Mi=1ρ2u¯i ≤ ∑Mi=1ρu¯i . Therefore, to fulfill (25) it is sufficient
to verify the following matrix inequality
−→ρ δ uˆ >
κ(NL)√
NL
diag(
1
σH1(NL)
, . . . ,
1
σHM(NL)
)1M×M
−→ρ u¯ (32)
where 1M×M is the M×M matrix whose entries are all equal
to 1. The second main inclusion to be fulfilled is (27), which is
verified if, for all i= 1, . . . ,M,
∆U¯i⊕ U¯i ⊆Ui (33)
By definition, ∆U¯i = ∆Uˆi⊕Bρ∆ui(NL−1)(0), where
ρ∆ui(NL−1) =
=
NL−1
∑
r=2
‖KiIsiFNL−r−1L (AL−ADL )‖
√√√√ M∑
j=1
ρ2δ xˆ j(r−1)
≤
NL−1
∑
r=2
‖KiIsiFNL−r−1L (AL−ADL )‖
M
∑
j=1
ρδ xˆ j(r−1)
=
NL−1
∑
r=2
‖KiIsiFNL−r−1L (AL−ADL )‖
M
∑
j=1
r−1
∑
k=1
‖(A j jL )r−1−kB j jL ‖ρδ uˆ j
=
M
∑
j=1
λi jρδ uˆ j
(34)
where λi j = ∑NL−1r=2 ‖KiIsiFNL−r−1L (AL−ADL )‖∑r−1k=1 ‖(A j jL )r−1−k
B j jL ‖. This implies that ∆U¯i =Bρδ uˆi+∑Mj=1 λi jρδ uˆ j (0). Therefore,
to verify (33) it is sufficient to enforce the constraint
(Λ+ I)−→ρ δ uˆ+−→ρ u¯ ≤−→ρ u (35)
where Λ is the M ×M matrix whose entries are λi j, i, j =
1, . . . ,M, while −→ρ u = (ρu1 , . . . ,ρuM ), where Bρi(0) ⊆ Ui for
all i = 1, . . . ,M. Eventually, a suitable choice of −→ρ δ uˆ and −→ρ u¯
is obtained as the solution to the following linear programming
problem:
max Jρ−→ρ δ uˆ,−→ρ u¯
subject to constraint (32) and (35)
(36)
where Jρ = γ111×M−→ρ δ uˆ+ γ211×M−→ρ u¯, where γ1, γ2 are arbi-
trary positive weighting constants.
A.2 Proof of Theorem 1
The proof of Theorem 1 lies on the intermediary results stated
below.
Proposition 1.
A) Under Assumption 3 and if x¯[NL](k) = βx(kNL), then for any
initial condition xˆ(kNL) = x(kNL) such that, for all i= 1, . . . ,M
‖x(kNL)‖ ≤ λi(NL) (37)
and for any u¯[NL] ∈ U¯ there exists a feasible sequence
−→
δ uˆi(kNL : kNL +NL−1|kNL) ∈ ∆UˆiNL such that the terminal
constraint (21) is satisfied.
B) if x(kNL) satisfies condition (37), ‖ANLL ‖ < 1, and, for all
i = 1, . . . ,M, (26) is verified, then recursive feasibility of the
terminal constraint (21) is guaranteed.
Proof of Proposition 1
A) Consider the constraint (21) and first note that, since
δ xˆi(kNL) = 0,
βiδ xˆi(kNL +NL) =Hi(NL)
−→
δ uˆi(kNL : kNL +NL−1|kNL) (38)
Moreover, in view of (5)
x¯[NL](k+1) = ANLH βx(kNL)+
NL
∑
j=1
ANL− jH BHu¯[NL](k) (39)
Analogously, from (16) written in collective form
β xˆ(kNL +NL) = βANLL x(kNL)+β
NL
∑
j=1
ANL− jL BLu¯[NL](k) (40)
In view of (38), (39), (40), and the definition A (NL), B(NL),
and Isi, the constraint (21) can be written as
Hi(NL)
−→
δ uˆi(kNL : kNL +NL−1|kNL)
= Isi[A (NL)x(kNL)+B(NL)u¯[NL](k)]
(41)
From this expression, the definitions of σHi(NL), ρu¯, ρδ uˆi , and
in view of (24), it can be concluded that a feasible sequence−→
δ uˆi(kNL : kNL +NL−1|kNL) can be computed provided that√
NLσHi(NL)ρδ uˆi ≥ ‖A (NL)‖‖x(kNL)‖+κ(NL)ρu¯ (42)
from which the result follows.
B) From (3) it holds that
x(kNL +NL) = A
NL
L x(kNL)+R(NL)
−→u (kNL : kNL +NL−1|kNL)
(43)
Therefore
‖x(kNL +NL)‖ ≤ ‖ANLL ‖‖x(kNL)‖+
√
NL‖R(NL)‖ρu (44)
and, in view of (37)
‖x(kNL +NL)‖ ≤ ‖ANLL ‖
(
√
NLσHi(NL)ρδ uˆi −κ(NL)ρu¯)
‖A (NL)‖
+
√
NL‖R(NL)‖ρu
(45)
for all i = 1,2, . . . ,M. From this expression and the definition
of χi(kNL) through (26) it turns out that
‖x(kNL +NL)‖ ≤
(
√
NLσHi(NL)ρδ uˆi −κ(NL)ρu¯)
‖A (NL)‖ (46)
for all i= 1,2, . . . ,M and the result follows. 
Proposition 2. If Problem (22) is feasible, then
A) For all k ≥ 0
‖w¯(k)‖ ≤ ρw (47)
B) For all k ≥ 0,
δui(kNL + j) ∈ ∆Ui( j) (48)
Also it holds that
∆U¯i ⊇ ∆Ui( j) (49)
for all j = 0, . . . ,NL−1. 
Proof of Proposition 2
A) Defining the collective vectors xˆ = (xˆ1, . . . , xˆM), δx =
(δx1, . . . ,δxM), δ xˆ = (δ xˆ1, . . . ,δ xˆM), and ε(kNL + j|kNL) =
δx(kNL + j|kNL) − δ xˆ(kNL + j|kNL), we have that w¯(k) =
βx(kNL + NL)− x¯[NL](k+ 1|k) = β xˆ(kNL + NL) + βδx(kNL +
NL) − x¯[NL](k + 1|k) = (β xˆ(kNL + NL) + βδ xˆ(kNL + NL) −
x¯[NL](k+1|k))+βε(kNL + j|kNL) = βε(kNL + j|kNL). The lat-
ter equality holds in view of the fact that Problem (22) is
feasible, and therefore equality (21) is verified. From (17), (18),
(19), we collectively have that
ε(kNL + j+1|kNL) = FLε(kNL + j|kNL)
+(AL−ADL )δ xˆ(kNL + j|kNL) (50)
In view of the fact that ε(kNL|kNL) = δ xˆ(kNL|kNL) = 0, then
w¯(k) = β ∑NLj=2F
NL− j
L (AL−ADL )δ xˆ(kNL+ j−1|kNL). From this
it follows that
‖w¯(k)‖ ≤
NL
∑
j=2
‖βFNL− jL (AL−ADL )‖‖δ xˆ(kNL + j−1|kNL)‖
(51)
Since δ uˆi are bounded for all i = 1, . . . ,M, i.e., scalar ρδ uˆi are
defined such that δ uˆi ∈ Bρδ uˆi (0). In view of this, we com-
pute that ‖δ xˆ(kNL + j|kNL)‖ ≤ ρδ xˆ( j), where ρδ xˆi( j) is de-
fined in (29). Therefore, δ xˆ(kNL + j|kNL) are bounded, for all
j = 1, . . . ,NL− 1 and more specifically we get that ‖δ xˆ(kNL +
j|kNL)‖ ≤
√
∑Mi=1ρ2δ xˆi( j). Therefore one has (47) for all k ≥ 0.
B) From (50) we have that ε(kNL + j|kNL) = ∑ jr=2F j−rL (AL−
ADL )δ xˆ(kNL+r−1|kNL) and therefore δui(kNL+ j)−δ uˆi(kNL+
j|kNL)=Kiεi(kNL+ j|kNL)=KiIsi∑ jr=2F j−rL (AL−ADL )δ xˆ(kNL+
r−1|kNL). From this it follows that δui(kNL + j) ∈ δ uˆi(kNL +
j|kNL)⊕Bρ∆ui ( j)(0) and therefore δui(kNL + j) ∈ ∆Ui( j). In
view of the monotonicity property ρ∆ui( j+1)≥ ρ∆ui( j) for all
j, it holds thatBρ∆ui ( j+1)(0)⊇Bρ∆ui ( j)(0), which implies (49).

Proof of Theorem 1
(i) If ‖x(0)‖ ≤ λi(NL) and recalling that Assumption 3 holds,
from Proposition 1, recursive feasibility of the optimization
problems (22) is guaranteed, i.e., that there exists, for all k≥ 0,
a feasible sequence
−→
δ uˆi(kNL : kNL +NL−1|kNL) ∈ ∆UˆiNL such
that the terminal constraint (21) is satisfied.
Also, from Proposition 2.A, it is proved that w¯(k) ∈ W for all
k≥ 0, which allows to apply the recursive feasibility arguments
of Mayne et al. (2005), proving that also (11) enjoys recursive
feasibility properties.
(ii) It is now possible to conclude that, in view of the feasibility
of (11), u¯[NL](k) ∈ U¯ ; also, from Proposition 2.B it follows
that δui(kNL + j) ∈ ∆U¯i for all k ≥ 0, j = 0, . . . ,NL− 1, and
i = 1, . . . ,M. From this, under (27), the inclusion (30) can also
be proved.
(iii) We apply the results in Mayne et al. (2005), which guaran-
tee robust convergence properties. In other words, we have that
x¯[NL],o(k)→ 0 as k→ +∞, and that x¯[NL](k) is asymptotically
driven to lie in the robust positively invariant set Z .
(iv) To show robust convergence of the global system state,
from (3) we obtain that
x((k+1)NL) = A
NL
L x(kNL)+B
[NL]
L u¯
[NL](k)
+
NL−1
∑
h=0
AhLBLδu((k+1)NL−h−1) (52)
DenotingBCL,NL =
[
AN−1L BL . . . BL
]
, we obtain that
NL−1
∑
h=0
AhLBLδu((k+1)NL−h−1)=BCL,NL
−→
δu(kNL : kNL +NL−1)
Also, recall that
−→
δu(kNL : kNL +NL−1)=
−→
δ uˆ(kNL : kNL +NL−1)+
diag(K, . . . ,K)−→ε (kNL : kNL +NL−1) and that, by defining
FNL =

0 0 . . . 0 0 0
I 0 . . . 0 0 0
FL I . . . 0 0 0
...
...
. . .
...
...
...
FNL−2L F
NL−3
L . . . I 0 0
 ,
−→ε (kNL : kNL +NL−1)
=FNL diag(A
C
L , . . . ,A
C
L )BL
−→
δ uˆ(kNL : kNL +NL−1)
where ACL = AL−ADL and
BL =
 0 . . . , 0... . . . ...
(ADL )
NL−1BL . . . BL

Recalling that x¯[NL](k) = βx(kNL) and that
u¯[NL](k) = u¯[NL],o(k)+ K¯H(x¯[NL](k)− x¯[NL],o(k)) (53)
we can rewrite (52) as
x((k+1)NL) = (A
NL
L +B
[NL]
L K¯Hβ )x(kNL)
+B[NL]L (u¯
[NL],o(k)− K¯Hx¯[NL],o(k))+BCL,NL
−→
δu(kNL : kNL +NL−1)
(54)
Recall that x¯[NL],o(k), u¯[NL],o(k) → 0 as k → +∞. Also, we
compute that
−→
δu(kNL : kNL +NL−1) = (I+diag(Ki, . . . ,Ki)FNL
·diag(ACL , . . . ,ACL )BL)
−→
δ uˆ(kNL : kNL +NL−1)
(55)
Based on this, we define κδu = ‖BCL,NL(I+diag(Ki, . . . ,Ki)FNL
·diag(ACL , . . . ,ACL )BL)‖ and we write (54) as
x((k+1)NL) =(A
NL
L +B
[NL]
L K¯Hβ )x(kNL) (56)
+B[NL]L (u¯
[NL],o(k)− K¯Hx¯[NL],o(k))+wL(k)
where ‖wL(k)‖ ≤ κδu
√
NL maxh∈{kNL,...,(k+1)NL−1} ‖δ uˆ(h)‖
≤ κδu
√
NL
√
∑Mi=1ρ2δ uˆi . Therefore, since F
[NL]
L =A
NL
L +B
[NL]
L K¯Hβ
is Schur stable, then the asymptotic result follows, where ρx =
κδu
√
NL
√
∑Mi=1ρ2δ uˆi . 
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