Why are these two observations important? First, for petroleum explorers, knowing the origin of hydrocarbons in a sedimentary basin places constraints on where they might be able to accumulate, or whether they are able to accumulate at all. With oil exploration drillholes costing multiple millions of dollars, every piece of data informing site location is of immense worth.
Second, knowing when hydrocarbons migrated offers a unique perspective into the thermal state of the upper crust at the time. Often, petroleum formation takes place in geologically quiet circumstances, driven by the gradual accumulation of sediments causing burial of older sediments beneath them. Sometimes, however, hydrocarbon generation can be driven by later external processes, such as mountain building or crustal thickening. Previous models had suggested hydrocarbon migration into the Alberta giant oil sands at ~60 Ma (4) . The earlier time of migration suggested by Selby and Creaser is comparable to the age of the rocks that host the oil sand deposits, and appears to rule out younger oil generation associated with a mountain-building event, the Late Cretaceous Laramide Orogeny, at ~60 Ma. Instead, Selby and Creaser argue that source rocks as old as 200 Ma could have provided hydrocarbons that migrated and accumulated at 112 ± 5.3 Ma.
The Selby and Creaser study represents an innovative application of a radiogenic isotopic technique, one that is generally applied to so-called "hard rock" geology (5), to a longstanding issue of great importance for the petroleum industry. A host of other questions have long awaited answers. How important is mountain building in driving hydrocarbon generation? Can multiple source rocks contribute to a single hydrocarbon accumulation, but at different times? What is the minimum amount of time that must elapse between deposition of sediment and the generation of hydrocarbons-in other words, how long does it take to produce oil from buried plants and animals? With the Re-Os geochronometer, Earth scientists are at last in a position to provide answers.
U
ltrahard materials are used in many applications, from cutting and polishing tools to wear-resistant coatings. Diamond remains the hardest known material, despite years of synthetic (1, 2) and theoretical (3) efforts to improve upon it. However, even diamond has limitations. It is not effective for cutting ferrous metals, including steel, because of a chemical reaction that produces iron carbide. Cubic boron nitride-the second-hardest material, with a structure analogous to that of diamond-can be used to cut ferrous metals. However, it does not occur naturally and must be synthesized under conditions of extreme pressure and temperature, making it quite expensive. New superhard materials are thus not only of great scientific interest, but also could be very useful.
To design new superhard materials, we must understand what makes diamond special. In diamond, tetrahedrally bonded sp 3 carbon atoms form a three-dimensional, covalent network of high symmetry. Other carbonbased materials have shorter and stronger carbon bonds, but not in three dimensions. For example, the trigonal sp 2 bonds in graphite form sheets with shorter and stronger carbon-carbon bonds. But only weak van der Waals interactions hold the sheets together, allowing layers of graphite to cleave readily. A three-dimensional network composed of short, strong bonds is thus critical for hardness.
In thinking about new ultrahard materials, it is useful to consider the types of structural changes that a material can undergo under load. These changes can be divided into elastic (reversible) and plastic (irreversible) deformations.
A material is considered stiff if it is difficult to compress elastically. Such a material has a large bulk modulus (it is resistant to volume compression) and/or Young's modulus (it is resistant to linear compression). Elastic deformation in a direction different from that of the applied load results in shape rather than volume changes; these motions are measured by the shear modulus. In all elastic distortions, the basic relations between atoms do not change.
A material is considered hard if it resists plastic deformation. In contrast to elastic deformation, plastic deformation usually involves irreversible motion of the atoms with respect to each other, often via the creation and movement of dislocations.
It is a source of substantial confusion that high modulus and high hardness are often discussed together, even though the underlying deformations are fundamentally different. This grouping occurs because the processes can be correlated: If a material shows large elastic changes under small load (low modulus), it tends to respond to larger loads by deforming plastically (low hardness). This is particularly true for shear motions, which are required to scratch or indent a material; a good correlation has been found between shear modulus and hardness (1-3). Highly directional bonding is needed to withstand both elastic and plastic deformations. Purely covalent bonding (such as in diamond) is best, and some ionic character is acceptable. However, highly ionic or metallic bonding is the same in all directions and therefore poor at resisting either plastic or elastic shape deformations.
With these ideas in mind, efforts to design superhard materials can be divided into two main approaches. In the first, light elements, including boron, carbon, nitro- gen, and/or oxygen, are combined to form short covalent bonds. In the second, elements with very high densities of valence electrons are included to ensure that the materials resist being squeezed together. The first approach gained favor in the late 1980s, when calculations suggested that the hypothetical compound C 3 N 4 may be even less compressible than diamond (4). However, after years of experiments, further calculations indicated that even for the least compressible C 3 N 4 structure, the shear modulus would only be 60% of the diamond value (5). New forms of carbon, including fullerenes and nanotubes, generated great excitement in the 1990s, when high-pressure processing produced very hard substances (1). However, these substances, which fall under the rubric of diamondlike coatings, can approach but never reach the hardness of diamond (6); furthermore, squeezing fullerenes and nanotubes is unlikely to be an inexpensive, practical synthetic route to diamondlike carbon. Three-dimensional boron-rich compounds, including B 4 C, B 6 O, their solid solutions, and B/C/N phases, are very hard materials that deserve continued study. However, this approach is unlikely to produce materials with hardnesses exceeding those of boron nitride/diamond solid solutions, which are intermediate in hardness between diamond and cubic boron nitride (1, 2, 7) .
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In the second approach, transition metals that have a high bulk modulus but low hardness are combined with small, covalent bond-forming atoms such as boron, carbon, nitrogen, and/or oxygen. In this way, a material that can maintain both volume and shape can be created. This idea has led to highly incompressible phases such as RuO 2 (8) , WC, and Co 6 W 6 C (9). Unfortunately, these materials do not even approach the hardness of cubic boron nitride, owing to the partially ionic character of the Ru-O bond and the metallic nature of the W-W and Co-W interactions (3) . Borides may be a better choice to achieve the required covalent bonding. Transition metal borides such as the tungsten borides WB 4 , WB 2 , and WB are promising (1, 2) . Elements with a higher density of valence electrons (and thus high bulk modulus) such as rhenium, osmium, and iridium also have the potential to form very hard borides (10); mixed-metal borides could be even harder (see the figure) .
Once the best combination of elements is found, hardness could be increased by controlling the underlying nanostructure. For example, if the motion of dislocations in a material is hindered, hardness can be increased. This phenomenon is well known to occur in an ultrafine-grained diamond called carbonado (11) . More recently, nanoceramics with a grain size of~10 nm have exhibited the same phenomenon (12) . Superlattices of TiN/AlN or carbon nitride/TiN with a periodicity of 6 to 8 nm also exhibit hardnesses two to three times as great as that of the bulk crystalline form of these materials (13, 14) . In all these materials, the interfaces between the nanometer-scale components act as barriers to the movement of dislocations.
Despite all the research activity into synthesizing superhard materials, many opportunities remain unexplored. For example, the lightest element that could produce threedimensional structures, beryllium, has been neglected, perhaps because it is toxic and may require specialized high-pressure equipment. Ternary phases of beryllium with other light elements-boron, carbon, nitrogen, and oxygen-could have exciting properties in their own right or in combination with highvalence electron density metals.
Despite their potential, new materials are unlikely to replace diamond altogether, because in addition to its hardness, diamond possesses many other amazing properties. It is the most incompressible material, has one of the highest indices of refraction, and has a room-temperature thermal conductivity five times as large as that of the best metals. The scientific challenge of finding a superhard material that surpasses diamond in any of these properties will keep the field energized for years to come. Combining high hardness with other properties, such as chemical inertness and low-cost synthesis, could quickly yield practical benefits, for example, by providing a replacement for cubic boron nitride for cutting and polishing steel.
B
rushing your teeth is an experiment in social evolution. Brushing mixes bacteria that were previously surrounded by their clonemates with unrelated bacteria from another part of your mouth. This mixing reduces the relatedness among adjacent bacteria, which can in turn affect their behavior and, ultimately, whether they harm you. This argument is at the center of recent work suggesting that the social behavior of pathogens may be important in understanding disease virulence and antibiotic resistance.
Only some pathogens are dangerous. Understanding what causes virulent pathogens to emerge is a priority for both biologists and physicians (1) . A key factor affecting the evolution of virulence is the number of different pathogen strains that infect a host (2-4). It was first thought that the more strains there are in the host, the more virulent they should become. Frank (2) modeled the effect of multiple strains using Hamilton's kin selection theory (5) . Originally developed to explain animal social behavior, kin selection theory revolutionized thinking by showing that related individuals cooperate with one another because of their shared genes (5). This approach can be applied to disease because multiple infections reduce relatedness among pathogens; kin selection then predicts that multiple infections should also decrease cooperation. The pathogens in Frank's model were not cooperating in a truly social sense but simply were solving the problem of how quickly to divide and reproduce. Frank predicted that low relatedness would make strains divide rapidly in competition, which would harm the host and increase virulence (2) . Despite the elegant theory, many pathogens refused to cooperate with predictions. Studies on viral, bacterial, and plasmodial diseases found that mixed infection often favors the less virulent strain, showing that, contrary to Frank's theory, reduced relatedness often reduces virulence (3, 4, 6 ).
