I. INTRODUCTION
Most current code-division multiple-access (CDMA) systems treat multiuser detection and channel decoding separately. However, recently, by employing turbo decoding techniques, Wang et al. [2] illustrated that near-single-user performance can be achieved in coded CDMA systems even with large cross correlations when joint multiuser detection (MUD) and channel decoding is performed. Obviously, performance analysis of coded systems is needed if we want to explore the potential capacity increase enabled by joint multiuser detection and decoding. However, besides some information-theoretic results [4] , [5] , and a brief mention of the asymptotic efficiency [3] , there does not exist detailed performance analysis for coded CDMA systems. The performance of uncoded systems is well studied [1] . While many concepts for uncoded systems are useful, it is not possible to analyze the performance of coded systems without introducing a significant number of new concepts.
In this correspondence, we analyze the performance of synchronous coded CDMA systems using the same framework as that of uncoded systems [1] . First, we derive the precise probability of error events represented by two-dimensional error matrices. We find that the probability of an error event depends on its total error distance and its compatible probability. In uncoded systems, only the total error distance of an error event significantly affects error performance while the compatible probability, first mentioned in [6] , is a trivial constant that can be easily calculatedy. However, in coded systems, the compatible probability is more difficult to calculate and it may notably affect the bit-error rate (BER) performance at low signal-to-noise ratio (SNR). We establish that the compatible probability is determined by the employed error control code. Next, we provide an upper bound on the BER based on the sum of pairwise error probabilities. As demonstrated before [1] , some error events are decomposable, i.e., their maximum-likelihood decision regions are completely encompassed by that of other pairwise error events, and therefore such error events can be ignored when evaluating the upper bound. We extend the list of conditions for identifying decomposable error events given in [7] and derive a tighter upper bound by only considering indecomposable error events. Then, we explore the symmetry among error events and define the new concept of a conjugate error event set. We show that error events in the same conjugate set have the same probability and decomposability. We also discuss the evaluation of conjugate sets size by introducing several propositions. Finally, we derive a simple approximation of error performance if error patterns with large number of errors are ignored. Such approximation can be readily applied in practical situations.
In the last section, we simulate two cases. The first case is about a simple coded system so that the exact BER bound analysis can be verified using the optimal joint multiuser detection/decoding (OJMUDD) algorithm. In the second case, a possible coded CDMA system is simulated. Where exact analysis is not possible, the simulation results confirm our approximate analysis.
The correspondence is organized as follows. In Section II, we give system descriptions and definitions, in Section III we evaluate the probability of error events, in Section IV we discuss the upper bound on BER, and finally we show simulation results in Section V.
II. SYSTEM DESCRIPTION AND DEFINITIONS
Consider a coded synchronous CDMA system with K users in 
where corresponding to the nonzero elements of a given E E E that is compatible with B B B, because the nonzero elements in E E E equal the corresponding elements in B B
B. Subsequently, the corresponding binary bits ofk 8k
can be determined. By converting "1" in E E E to "1," "01" to "0," and "0" to the unknown element "x," we derive a quasi codeword matrix
Define modular two addition between x and any other value in f1; 0; xg as x, then a quasi parity check is formulated by multiplying a quasi row codeword with its corresponding parity-check matrixThe proof of this point is trivial and is not shown here.
III. THE PROBABILITY OF AN ERROR EVENT WITH OJMUDD
The probability of a permissible error event can be evaluated as
where B is the set of all possible user data matrices. If we assume independent and identically distributed (i.i.d.) information bits, the probability of a particular user data matrix is p(B B B) = 1 2 , where KN is the total number of information bits in the block. P ( 
In [1] , it was shown that p(n l ) is the Gaussian density function of the observation noise and we have the probability of l as
where ( l ) stands for the pairwise decision region of l
is its squared error distance, and R R R is the K 2 K cross-correlation matrix whose k 1 k 2 th element is calculated according to
It is easy to verify that
where
is defined as the total error distance of the error matrix E E E. Define the compatible number of E E E, C(E E E), as the total number of data matrices that are compatible with E E E. Then (2) can be further elaborated as
where Pc(E E E) is defined as the compatible probability of E E E.
Since the row error vectors of an error matrix are independent, the compatible number of an error matrix is the product of the compatible numbers of its row error vectors C(E E E) = K k=1 C( k ). To find C( k ), we can start with the quasi-codewordk ( k ) of k . By removing the unknown bits ink ( k ), we obtain a partial codewordk ( k ) and its partial code-generating matrixG G G( k ) that are related to one another bỹ 
. With these findings, the compatible probability can be written as
Proposition 1: If the number of nonzero elements or the weight of k , w( k ), is less than or equal to N, then its partial code-generating matrix has rank w( k ). Proof: Because the full code-generating matrix has rank N, any w( k ) N rows of it are linearly independent.
For example, suppose a user employs a Because the rank of the partial code generating matrix is 2 and the total number of information bits is 2, the compatible number of the error vector is 2 202 = 1.
IV. BER EVALUATION FOR CODED CDMA SYSTEMS
Suppose the maximum-likelihood decision region of E E E is (E E E), then the error probability for the nth bit of the kth user is derived by
where for each E E E 2Ê E E kn , it can be determined that a detection/decoding error happens at the knth bit. However, it is a well known fact that it is difficult to calculate the integration inside each summation term. Instead, the terms of summation are usually replaced by pairwise error probabilities and we obtain an upper bound
For systematic codes, since the knth bit has direct correspondence to an error element, say kl in E E E, it is straightforward to show that E E E kn = fE E E : kl = 1; 01g. When dealing with nonsystematic codes, to check whether E E E belongs toÊ E E kn , we need to test if the kth row error vector results in an error at the knth bit. To begin with, we derive the error pattern of k and then convert it to the systematic form byz z z k ( k ) = T T T k z z z k ( k ), where T T T k is the conversion matrix of the nonsystematic code. Such conversion matrix exists for most nonsystematic codes. Next, if we find that the knth bit inz z z k ( k ) is one, we can conclude that E E E 2Ê E E kn . As in the uncoded case pointed out in [1] , E E E is decomposable if its maximum-likelihood decision region (E E E) is totally encompassed by the pairwise decision region of another error matrix (E E E 0 ). In such cases, the term P (E E E) in (11) Now we can apply the three conditions of decomposability listed above, i.e., " " " is decomposable if and specific to coded systems 4) both " " " 0 and " " " 00 are permissible.
Proposition 2:
If " " " can pass quasi parity check, then its decomposition " " " 0 and " " " 00 that satisfy Conditions 1 and 2 can pass quasi parity check as well.
Proof: The quasi parity check of " " " is completed by first converting it back to the matrix form and then conducting quasi parity checks on the rows. The known bits in(" " " 0 ) are a subset of the known bits in(" " "), and the rest of known bits in(" " ") are replaced with "x"s in(" " " 0 ). Parity checks involving these replaced "x"s will result in "x"s and are treated as valid results according to the definition of quasi parity check. Therefore,(" " " 0 ) can pass the quasi parity check, and the same argument applies to(" " " 00 ).
Proposition 3: Given that " " " 0 and " " " 00 satisfy Conditions 1 and 2, if " " " 0 is permissible, then " " " 00 is permissible. Proof: To prove that " " " 00 is permissible, we need to show that it can pass quasi parity check which is already shown in Proposition 2, and it has a valid error pattern. Due to the assumption of Conditions 1 and 2 of decomposability, the error patterns are related to each other according to z z z(" "
). Since we assume that both " " " 0 and " " " are permissible, i.e., z z z(" " "), and z z z(" " " 0 ) must be valid codewords, z z z(" " " 00 ) must also be a valid codeword in the context of linear codes.
Proposition 4:
Suppose that for all l 2 f1; . . . ; Lg, l can be decomposed to l 0 and l 00 . By stacking these decomposed column vectors, we obtain " " " 0 and " " " 00 . If either one of the stack vectors are permissible, then " " " is decomposable. Proof: We assume that either " " " 0 or " " " 00 is permissible and therefore using Proposition 3, we can verify that Condition 4 of decomposability is satisfied. Conditions 1 and 2 are satisfied automatically by the stacked error vectors. Finally, since " " " 0 H H H" " " This proposition can simplify the process of searching for a decomposition of an error matrix because if a decomposition is found for every column error vector and one of the stacked vectors is verified to be permissible, a decomposition of the error vector is found. However, the reverse of this proposition is not necessarily true, i.e., if " " " is decomposed to " " " 0 or " " " 00 , the portions corresponding to the lth column, l 0 and l 00 , do not necessarily form a decomposition of the lth column error vector. Given an error matrix, we should first try using this proposition to find a decomposition and if not successful, all other forms of decomposition should be tested before we can pronounce the decomposability of the error matrix.
Suppose the set of indecomposable matrices is E E E kn 2Ê E E kn , the BER bound in (11) can be tightened
Note that a set of several error matrices may have the same probability with E E E, which can be denoted as
Suppose that E E E kn can be partitioned to mutually exclusive groups of matrices with identical error probability. 8l, and if we decompose E E E 3 by setting elements of " " " 0 and " " " 00 corresponding to the conjugated columns in E E E to their opposite sign, we derive a decomposition " " " 3 =" " " 3 +" " " 3 . We can verify that Conditions 1-3 of decomposability are satisfied. Next we prove that " " " 3 is permissible. It is a conjugate of " " " 0 , therefore, it must have a valid error pattern and since we assume that E E E 3 is permissible, " " " 3 can pass quasi parity check as observed in Proposition 2. We conclude that " " " 3 is permissible and so is " " " 3 based on Proposition 3. Now all four conditions of decomposability are satisfied.
Suppose E E E has (E E E) number of nonzero columns, then there could be at most 2 (E E E) number of conjugates. We need to determine how many of these conjugates are permissible. First, we consider the number of permissible conjugates of a given k . From the nonzero elements of k , we can find its partial code-generating matrixG G G(
kn ), we can employ the following steps. 1) Find all row error vectors with weight greater than the rank of their partial generating matrix. Taking out the remaining rows in E E E, we obtain a reduced form of E E E with a total of(E E E) nonzero columns. Find the number of permissible conjugates of the reduced error matrix by checking each variation and suppose the number isM (
((E E E)0(E E E)) because every variation is permissible for the rest of rows. Note that in Step 1, due to Proposition 7, we can quickly exclude row error vectors with less than N nonzero elements.
Since error events with large total error distances and small compatible probabilities have little impact on the overall performance, in approximate analysis, it is quite safe in most cases to ignore events whose error matrices have one or more row vectors with weight larger than N . For the remaining error events, according to Proposition 7 and the algorithm outlined above, M (
(E E E) , and (9) becomes
where k 2 f1; . . . ; Kg and T h is a threshold that one selects depending on the type of application. For example, if the tolerable BER in an application is in the range of 10 03 0 10 02 , then one may set T h to a number less than 10 04 . An approximation of the error performance can be written as
where may have a significant impact at lower ranges of SNR. We can see that the larger the minimum Hamming weight, the better the performance because it increases both w(E E E) and D
2
(E E E). Suppose that identical error control coding is used for all users, then the introduction of interleaver may increase D
(E E E)
which lowers error probability, and (E E E) which increases error probability. However, the overall effect of (E E E) is much lower than that of
(E E E) generally. In summary, for a coded CDMA system, it is preferable to use error control codes with larger minimum Hamming weight and interleavers under limited bandwidth.
We would also like to point out that (13) can be reduced to the upper bound of uncoded CDMA system performance as given in [1] . First of all, in an uncoded system, L = N and the subscript l and n can be interchanged. all possible values of the nonzero elements, we obtain a set of possible matrices. If we number all the error patterns, and let w(E E E j ) be the total number of nonzero elements of the jth error pattern, then there exists a total of 2 j=1 2 w(E E E ) possible matrices. Then these matrices are organized to conjugate sets, and finally, one matrix from each conjugate set is analyzed for its decomposability, probability, and the number of permissible conjugates. The complexity of the algorithm is determined by the error-control codes used. In approximate analysis, only a limited number of error patterns with small total error distance and nontrivial compatible probability is analyzed, and (14) can be used to derive the approximation of BER efficiently. The complexity in such cases depends on the number of conjugate sets inẼ kn , which is determined by the threshold T h one selects. Note that the calculations of the quantities (E E E), w(E E E), and D
2
(E E E) in (14) are all straightforward, and the biggest challenge is to identify the conjugate sets that belongs toẼ kn . The identification process is conceptually equivalent to finding error patterns with small Hamming distance in the performance analysis of error-control codes. For the analysis of nonsystematic codes, an additional procedure is needed for identifying the 2 KN01 error patterns that would indicate an error at the bit to be analyzed. The extra step is as described in Section IV.
V. SIMULATION
Case 1: First we consider the simple case of two equal unit power users using the (3; 2) linear block code described earlier. Suppose the cross correlation between the signature waveforms of the two users equals 0:75. We consider the error probability of the first bit of the first user P11(). Since each permissible row error vector must have a valid error pattern, user 2 can have four valid error patterns and for user 1, excluding the error pattern that (z z z 1 ) 1 6 = 1, there are only two valid error patterns. Except the all-zero error pattern, each error pattern has two nonzero elements for this code. There could be 224 = 8 possible row error vectors for user 1, 3 2 4 + 1 = 13 possible row error vectors for user 2, and the total number of possible error matrices is 104. We can identify 18 conjugate sets among these matrices. Since we have proven that matrices within the same conjugate set have identical decomposability and probability, we only need to examine 18 error matrices each from a conjugate set. The examination resulted in the following eight matrices that belongs to E11: Since in all these error matrices, none of the row error vectors have more than two nonzero elements, according to Proposition 5, all conjugates of these error matrices are permissible and the multiplicity number of each error matrix is simply 2 (E E E) . Based on these calculations, we can upper-bound the error probability of the first bit of the first user using (13) 
where the noise variance is related to the energy per bit and noise variance ratio E b =N 0 as 1 = E N R, when unit receiving amplitude is assumed. In our example, the code rate is R = 2=3. We may also derive a lower bound based on the minimum error distance error events, and in this case the first term in (15) can serve for this purpose. In Fig. 2 , we plot the bounds and the simulation results. We note that after 10 dB, the simulated BER is slightly "higher" than the upper bound. However, at this point the upper bound and lower bound have converged and the imperfect simulation result is caused by limited number of Monte Carlo trials. We accumulated 1000 bit errors for each simulated point, and the simulation follows the bounds very closely.
Case 2: In this case, we examine the impact of compatible probability on BER. The CDMA system considered uses the rate 1=2, constraint length 5, (23; 35) recursive systematic convolutional code for all users. Suppose the cross correlation among four equal power users is k k = 0 1 3 ; 8k 1 6 = k 2 and k 1 ; k 2 2 f1; . . . ; 4g, and only one interleaver is used. Due to the identical channel encoder used for all users, there certainly exist error matrices in which all four nonzero row error vectors are identical, and without diversified interleavers, the nonzero row error vectors can be aligned vertically in the error matrix. Consequently, the nonzero columns are all in the form of l ) = 0, and in turn the total error distance is zero. According to [3, eq. (10)], the asymptotic efficiency in this case would be zero and very bad BER performance is expected due to such error matrices. However, because of their low compatible probability, the impact of these types of error matrices on BER is very low. Suppose the number of nonzero columns of is , then the compatible probability becomes P c = 1 (2 ) according to (9). With zero total error distance, the total contribution to the BER bound in (14) becomes 1 (2 ) if is less than the block size. Since the convolutional code we used has a minimum Hamming distance of 7, the contribution of these types of error matrices is at most 1 (2 ) = 4:77 2 10 07 . Therefore, in the usual BER ranges around 10 05 0 10 04 , the impact of such matrices are trivial.
In fact, except error matrices with single nonzero row error vector, it is not hard to examine and find that all other types of error matrices have negligible impact on BER because of the combined effect of their total error distance and compatible probability. Therefore, near-single-user performance is expected for this CDMA system.
In Fig. 3 , we simulated the performance of this four-user CDMA system using the (23; 35) code. The block size of the information bits for each user is 128. Since OJMUDD is not possible here, we use the suboptimum exact soft-input soft-output (SISO) iterative (turbo) decoding/detection algorithm as proposed in [2] for the joint detection and decoding of the system. The exact SISO turbo detector/decoder consists of an exact multiuser detector and a bank of channel decoders. Extrinsic information are exchanged between the multiuser detector and channel decoders until the algorithm converges. The exact multiuser detector extracts soft information from received signals and the extrinsic information fed from the channel decoders at each symbol interval. After the multiuser detector processes the whole block, the extrinsic information from the channel decoders are subtracted from the soft information and the results (extrinsic information from the multiuser detector) are fed to the channel decoders. This process is repeated until there are no significant changes to the soft information and finally a decision of each information bit is made based on the soft information. As predicted from our analysis, near-single-user performance is still observed in the BER range of 10 04 as shown in Fig. 3 . Three iterations are used in the simulation. This example clearly shows that although some error matrices have very small error distance, because of their small compatible probability, they will not affect the BER performance in lower ranges of SNR. That is, even though some system have very bad asymptotic efficiency, these systems can still perform well in lower ranges of SNR. In Fig. 3 , we have also compared the performance of the (23; 35) code with that of the (15; 17) code while other aspects of the system remain unchanged. We can see that both codes follow their single-user bounds closely. The single-user bounds are obtained through experiments using the bit maximum a posteriori (MAP) (Bahl-Cocke-Jelinek-Raviv(BCJR)) channel decoder. It is quite safe to claim that the performance of coded CDMA systems with interleavers is largely determined by the error distance properties of the error-control codes.
Finally, we want to point out that by using different interleavers for different users, the scenario that all nonzero row error vectors are aligned vertically rarely occurs. Therefore, the total error distance will be larger as pointed out in [3] , and in many cases, single-user performance can still be achieved even when the cross correlations are high as documented in [2] .
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