This is a course for computer system designers and builders, and for people who want to really understand how systems work, especially concurrent, distributed, and fault-tolerant systems.
Topics

General
Specifications as state machines. The Spec language for describing state machines (writing specs and implementations). What it means to implement a spec. Using abstraction functions and invariants to prove that a program implements a spec. What it means to have a crash. What every system builder needs to know about performance.
Specific
Disks and file systems. Practical concurrency using mutexes (locks) and condition variables; deadlock. Hard concurrency: models, specs, proofs, and examples. Transactions: simple, cached, concurrent, distributed. Naming: principles, specs, and examples. Distributed systems: communication, fault-tolerance, and autonomy. Networking: links, switches, reliable messages and connections. Remote procedure call and network objects. Fault-tolerance, availability, consensus and replication. Caching and distributed shared memory. System management.
Previous editions of the course have also covered security (authentication, authorization, encryption, trust), but this year we are omitting this topic in order to spend more time on concurrency and semantics.
Prerequisites
There are no formal prerequisites for the course. However, we assume some knowledge both of computer systems and of mathematics. If you have taken 6.033 and 6.042, you should be in good shape. If you are missing some of this knowledge you can pick it up as we go, but if you are missing a lot of it you can expect to have serious trouble. It's also important to have a certain amount of maturity: enough experience with systems and mathematics to feel comfortable with the basic notions and to have some reliable intuition.
If you know the meaning of the following words, you have the necessary background. If a lot of them are unfamiliar, this course is probably not for you.
Systems
Cache, virtual memory, page Addison-Wesley, 1992 . Not exactly the bible for networking, but tells you nearly everything you might want to know about how packets are actually switched in computer networks.
Distributed systems: Sape Mullender, ed., Distributed Systems, 2nd ed., Addison-Wesley, 1993 . A compendium by many authors that covers the field fairly well. Some chapters are much more theoretical than this course. Chapters 10 and 11 are handouts in this course. Chapters 1, 2, 8, and 12 are also recommended. Chapters 16 and 17 are the best you can do to learn about real-time computing; unfortunately, that is not saying much.
User interfaces: Alan Cooper, About Face, IDG Books, 1995. Principles, lots of examples, and opinionated advice, much of it good, from the original designer of Visual Basic.
Journals
You can find all of these in the LCS reading room. The cryptic strings in brackets are call numbers there.
For the current literature, the best sources are the proceedings of the following conferences. 'Sig' is short for "Special Interest Group", a subdivision of the ACM that deals with one field of computing. The relevant ones for systems are SigArch for computer architecture, SigPlan for programming languages, SigOps for operating systems, SigComm for communications, and SigMod for data bases. 
Note: In Spec we write ==> instead of the ⇒ that mathematicians use for implication. Logicians write ⊃ for implication, which looks different but is shaped like the > part of ⇒.
In case you have an expression that you can't simplify, you can always work out its truth value by exhaustively enumerating the cases in truth The ∧ and ∨ operators are commutative and associative and distribute over each other. That is, they are just like * (times) and + (plus) on integers, except that + doesn't distribute over *:
). An operator that distributes over ∧ is called 'conjunctive'; one that distributes over ∨ is called 'disjunctive'. So both ∧ and ∨ are both conjunctive and disjunctive. This takes some getting used to.
The relation between these operators and ~ is given by DeMorgan's laws (sometimes called the "bubble rule" by logic designers), which say that you can push ~ inside ∧ or ∨ by flipping from one to the other:
Because Bool is the result type of relations like =, we can write expressions that mix up relations with other operators in ways that are impossible for any other type. Notably (a = b) = ((a ∧ b) ∨ (~a ∧ ~b)) Some people feel that the outer = in this expression is somehow different from the inner one, and write it ≡. Experience suggests, however, that this is often a harmful distinction to make.
Implication.
We can define an ordering on Bool with false > true, that is, false is greater than true. The non-strict version of this ordering is called 'implication' and written ⇒ (rather than >= as we do with other types; logicians write it ⊃, which also looks like an ordering symbol). So (true ⇒ false) = false (think of this as: "true is greater than or equal to false" is false) but all other combinations are true. The expression a ⇒ b is pronounced "a implies b", or "if a then b". 2
There are lots of rules for manipulating expressions containing ⇒; the most useful ones are given below. If you remember that ⇒ is an ordering you'll find it easy to remember most of the rules, but if you forget the rules or get confused, you can turn the ⇒ into ∨ by the rule The point of implication is that it tells you when one proposition is stronger than another, in the sense that if the first one is true, the second is also true (because if both a and a ⇒ b are true, then b must be true since it can't be false). 3 So we use implication all the time when reasoning from premises to conclusions. Two more ways to pronounce a ⇒ b are "a is stronger than b" and "b follows from a". The second pronunciation suggests that it's sometimes useful to write the operands in the other order, as b ⇐ a, which can also be pronounced "b is weaker than a" or "b only if a"; this should be no surprise, since we do it with other orderings.
Of course, implication has the properties we expect of an ordering:
2 It sometimes seems odd that false implies b regardless of what b is, but the "if ... then" form makes it clearer what is going on: if false is true you can conclude anything, but of course it isn't. A proposition that implies false is called 'inconsistent' because it implies anything. Obviously it's bad to think that an inconsistent proposition is true. The most likely way to get into this hole is to think that each of a collection of innocent looking propositions is true when their conjunction turns out to be inconsistent. 3 It may also seem odd that false > true rather than the other way around, since true seems better and so should be bigger. But in fact if we want to conclude lots of things, being close to false is better because if false is true we can conclude anything, but knowing that true is true doesn't help at all. Strong propositions are as close to false as possible; this is logical brinkmanship. For example, a ∧ b is closer to false than a (there are more values of the variables a and b that make it false), and clearly we can conclude more things from it than from a alone. Furthermore, ~ reverses the sense of implication (this is called the 'contrapositive'):
(a ⇒ b) = (~b ⇒ ~a) More generally, you can move a disjunct on the right to a conjunct on the left by negating it. Thus (a ⇒ b ∨ c) = (a ∧ ~b ⇒ c) As special cases in addition to the contrapositive we have
∨ ~a ∨ b = ~a ∨ b since false and true are the identities for ∨ and ∧.
We say that an operator op is 'monotonic' in an operand if replacing that operand with a stronger (or weaker) one makes the result stronger (or weaker). Precisely, "op is monotonic in its first operand" means that if If you know what a lattice is, you will find it useful to know that the set of propositions forms a lattice with ⇒ as its ordering and (remember, think of ⇒ as "greater than or equal"): 
Predicate logic
Propositions that have free variables, like x < 3 or x < 3 ⇒ x < 5, demand a little more machinery. You can turn such a proposition into one without a free variable by substituting some value for the variable. Thus if P(x) is x < 3 then P(5) is 5 < 3 = false. To get rid of the free variable without substituting a value for it, you can take the 'and' or 'or' of the proposition for all the possible values of the free variable. These have special names and notation 6 :
4 We can also write this
, which is why a = b is sometimes pronounced "a if and only if b" and written "a iff b". 6 There is no agreement on what symbol should separate the ∀ x or ∃ x from the P(x). We use '|' here as Spec does, but other people use '.' or ':' or just a space, or write (∀ x) and (∃ x). Logicians traditionally write (x) and (∃ x).
there exists an x such that P(x). In Spec,
Here the x i range over all the possible values of the free variables. 7 The first is called 'universal quantification'; as you can see, it corresponds to conjunction. The second is called 'existential quantification' and corresponds to disjunction. If you remember this you can easily figure out what the quantifiers do with respect to the other operators.
In particular, DeMorgan's laws generalize to quantifiers:
Also, because ∧ and ∨ are conjunctive and therefore monotonic, ∀ and ∃ are conjunctive and therefore monotonic.
It is not true that you can reverse the order of ∀ and ∃, but it's sometimes useful to know that having ∃ first is stronger:
Intuitively this is clear: a y that works for every x can surely do the job for each particular x.
If we think of P as a relation, the consequent in this formula says that P is total (relates every x to some y). It doesn't tell us anything about how to find a y that is related to x. As computer scientists, we like to be able to compute things, so we prefer to have a function that computes y, or the set of y's, from x. This is called a 'Skolem function'; in Spec you write P.func (or P.setF for the set). P.func is total if P is total. Or, to turn this around, if we have a total function f such that ∀ x | P(x, f(x)), then certainly ∀ x | ∃ y | P(x, y); in fact, y = f(x) will do. Amazing.
Summary of logic
The ∧ and ∨ operators are commutative and associative and distribute over each other.
DeMorgan's laws:~ (a ∧ b) = ~a ∨ ~b (a ∨ b) = ~a ∧ ~b Implication:
Implication is the ordering in a lattice (a partially ordered set in which every subset has a least upper and a greatest lower bound) with top = false so false ⇒ true bottom = true meet = ∧ least upper bound, so (a ∧ b) ⇒ a join = ∨ greatest lower bound, so a ⇒ (a ∨ b)
For all x, P(x): ∀ x | P(x) = P(x 1 ) ∧ P(x 2 ) ∧ ... There exists an x such that P(x): ∃ x | P(x) = P(x 1 ) ∨ P(x 2 ) ∨ ... 
Index for logic
