












technologies.  Although  those systems  reach satisfactory  results,   they  aren’t 
able to answer more complex queries done by users, especially those directly 
in   natural   language.  To  do   that,   there   are   the  Knowledge­Based  Systems, 
which use ontologies to represent the knowledge embedded in texts. Currently, 
the   construction   of   ontologies   is   based   on   the   participation   of   three 
components: the knowledge engineer, the domain specialist,  and the system 
analyst.  This work demands  time due to the various studies  that should be 
made do determine which elements must participate of the knowledge base 
and  how  these  elements   are   interrelated.   In   this  way,  using  computational 
systems that, at least, accelerate this work is fundamental to create systems to 
the   market.   A   model,   that   allows   a   computer   directly   represents   the 
knowledge,   just   needing   a  minimal   human   intervention,   or   even   no   one, 
enlarges   the   range   of   domains   a   system   can  maintain,   becoming   it  more 
efficient and user­friendly.











is  not  exaggerated   to   affirm  that   Internet  has   around 21.6  billion  of  documents. 
These  documents  deal  with  a  wide  variety  of   subjects,  giving  different,  or  even 
opposite, points of view on them.
In general, Information Retrieval (IR) systems work with indexes to represent the 
documents.  These   indexes  can  be  built  with  or  without  a  controlled  vocabulary. 





engineers  to  relate   terms among them. But,  considering the Internet,   it   is almost 
impossible to build ontologies that represent all domains, besides all the time that is 
necessary to execute the representation.
The   objective   of   this   work   is   to   develop   a   computer   model   to   automatic 
extraction of terms from a random set of text documents, aiming at finding concepts 
and   identifying   the   context   that   the   document   belongs.  Or,   at   least,   to   provide 
information to a domain specialist and/or a knowledge engineer to build an ontology 
on   one   or  more   domains,   simultaneously.   In   this   case,   the   time   spent   in   the 
construction of the ontology can be highly reduced.
This   paper   presents   the   preliminary   results   of   the   work.   Its   studies   aren't 
completed yet, needing more detailed research to finish it. 
Section   2   shows   the   technologies   that   base   the  model,   section   3   shows   the 









































divide   the  domain   in   subdomains,   as  much  as  necessary.  After   that,   knowledge 
engineers  elaborate  a  conceptual  map of   the  subdomain  that  will  be  worked  on. 
Then, they identify the domain's usual vocabulary, visualize the results and identify 
the relevance of these results to the domain. The last step is to insert the terms and 








The  Universal  Networking  Language   (UNL)   [8]   can   be   defined   as   a   digital 
metalanguage   for   the   description,   storage   and   dissemination   of   information 
independently  of  machine  or  natural   language.   It  has  been  developed  by  United 










































































Brazilian   Portuguese   grammar,   such   as:   Nouns,   Adjectives,  Articles,   Pronouns, 
Verbs, Numerals, Adverbs, Preposition, Conjunctions, and Interjections. This map is 
done comparing each token with a dictionary.
If  a   token has  more  than one  entry   in   the  dictionary,  all   the entries  become 
candidates. For instance, the word “meio2” can belong to four different categories: 




























Changed   character:  two   characters   typed   inversely.   Ex.:   “sned”   instead   of 
“send”;


































analysis.  Among  all   the   current   available   technologies,   the  chosen  one   is  UNL, 









words.  The words that  don't  have  a preposition between them are  related with a 
underscore (_).



























creation   of   contexts.   To   do   this,   it   is   used   a  model   based   in   the   statistic   co­
occurrence of words, described in [4]. There, the similarity coefficients between two 
terms are based on coincidences in the term associations in the documents from the 
collection.  The documents  are  represented by  a matrix  based  in  the vector­space 
model,  where   the   rows   are   the   documents’   individual   vectors   and   the   columns 




R1 R2 … Rk ... Rm
D1 rf11 rf12 … rf1k … rf1m
… … … … … … …






also did.  Doing  the calculus   for  many relations  can create cohesion between  the 
relations, generating groups of relations that might be contexts.
Considering the matrix showed in Table 2:






























(1) (2) (3) (5) (6) (10)
D1 1 1 1 1 1 1
D2 0 1 1 0 0 0
D3 0 1 1 0 0 0
D4 0 0 1 0 0 1
D5 0 0 0 0 1 0
The similarities between the relations are disposed in Table 3.
Table 3. Similarities between relations
(1) (2) (3) (5) (6) (10)
(1) X 0.33 0.25 1 0.5 0.5
(2) 0.33 X 0.75 0.33 0.25 0.25
(3) 0.25 0.75 X 0.25 0.2 0.5
(5) 1 0.33 0.25 X 0.5 0.5
(6) 0.5 0.25 0.2 0.5 X 0.33
(10) 0.5 0.25 0.5 0.5 0.33 X
To really find a context, it is necessary to put a minimum threshold to initiate the 
grouping. Tests have been done trying to determine this value, but no result was 
obtained   yet.   Basically,   the   test   is   to   get   one   context   and   select   a   number   of 
documents on it. So, extract the relations and calculate the similarity between that. 
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