Abstract. In this paper Seidel matrices are studied, and their spectrum and several related algebraic properties are determined for order n ≤ 13. Based on this Seidel matrices with exactly three distinct eigenvalues of order n ≤ 23 are classified. One consequence of the computational results is that the maximum number of equiangular lines in R 12 with common angle 1/5 is exactly 20.
Introduction
A Seidel matrix S of order n is an n × n symmetric (−1, 0, 1)-matrix with 0 diagonal and ±1 entries otherwise. Seidel matrices were introduced in [30] in connection with equiangular lines in Euclidean spaces [22] , and were subject of active research during the late 1970s [9] , [29] , [44] , [45] . Recently, there has been a renewed interest in equiangular lines, see [1] , [2] , [3] , [4] , [7] , [10] , [14] , [16] , [18] , [20] , [21] , [25] , [32] , [40] because new results emerged both from new theoretical insights and from computer calculations. In this paper we study small Seidel matrices and their algebraic properties via computeraided methods. Similar studies were done earlier in [8] , [21] , and [30] .
Two Seidel matrices, S 1 and S 2 , are equivalent, denoted by S 1 ∼ S 2 , if there exists a signed permutation matrix P such that S 2 = P S 1 P T . The equivalence operations are therefore simultaneous row and column permutations, and simultaneous multiplication of a row and the respective column by −1. The signed permutation matrices P for which S = P SP T form the full automorphism group of S, denoted by Aut(S). The identity matrix I and its negative −I are automorphisms of every S. The number of Seidel matrices of order n up to equivalence is well-known; for an explicit formula see [31] , [33] , [41] . Similarly, an explicit formula to determine the number of self-complementary Seidel matrices (for which S ∼ −S) can be found in [43] . Here we are interested in efficiently generating and studying Seidel matrices from an algebraic perspective.
Let S be a Seidel matrix of order n ≥ 2 with spectrum Λ(S). Since S is symmetric, the elements of the multiset Λ(S) are real numbers. Let λ min ∈ Λ(S) denote the smallest eigenvalue of S. Assuming that the multiplicity of λ min is n − d (for some d ≤ n − 1), then G := −S/λ min + I is a positive-semidefinite matrix of rank d. The matrix G can be viewed as a Gram matrix corresponding to an equiangular line system of n > d lines in R d , where the pairwise inner product between any two distinct lines is ±1/λ min , see [29] , [30] . The value α := −1/λ min is called the common angle between the lines, and is known to be the inverse of an odd integer once n > 2d. This correspondence motivates the study of Seidel matrices and highlights the importance of their smallest eigenvalue.
The research carried out in this paper was motivated by the question of the existence of 29 equiangular lines in R 14 with common angle 1/5, see [20] , [21] . While we were not able to settle this problem, the computational results presented here can be viewed as a first minor step towards its resolution. The outline of this paper is as follows. In Section 2 we describe the graph-theoretical framework required for the computer representation of Seidel matrices. In Section 3 we study the characteristic polynomial of Seidel matrices of order n ≤ 13, and we determine the number of cospectral Seidel matrices; the number of Seidel matrices with exactly k distinct eigenvalues (1 ≤ k ≤ 13); and the number of Seidel matrices with smallest eigenvalue λ min ∈ {−3, −5, −7}. Similar results are known for graphs, see [6] , [24] . In Section 4 we give a further look at Seidel matrices with exactly three distinct eigenvalues and generate and enumerate them up to n ≤ 23. Several hypothetical Seidel matrices with integer spectrum were shown not to exist. This extends some earlier work done in [21] . Additionally, we observe that there exist Seidel matrices of order 18 and 30 which do not correspond to a regular graph, thus answering a recent question raised in [20, Question B] . Again, similar classification results are known for graphs with few distinct eigenvalues, see [12] , [13] , [38] . In Sections 3 and 4 we also recall several elementary matrix theoretical tools from [26] . In Section 5 we give a look at the equiangular lines problem from a computational perspective. Our computation reveals that the maximum number of equiangular lines in R 12 with common angle 1/5 is 20. This resolves a question left open in [21] . In Section 6 we conclude the paper with the description of certain consistency checks we made during our computations for verification purposes.
Computer calculations of Seidel matrices
In this section we set up a computational framework for Seidel matrices. The standard way to deal with equivalence of various combinatorial objects is to represent them by graphs in a way so that the equivalence (and therefore automorphisms) of those are described by isomorphisms (and automorphisms) of graphs. Isomorphism of graphs is then decided via a canonical labeling algorithm. We use the C library nauty (see [36] ), which was designed to determine isomorphism of (colored) graphs.
2.1. Representation of Seidel matrices. Let S be a Seidel matrix of order n. Then A := (J − I − S)/2 (where I is the identity matrix, and J is the matrix with entries 1 in every position) is the adjacency matrix of what is called the ambient graph Γ(S), corresponding to S. However, since equivalent Seidel matrices can have nonisomorphic ambient graphs, this naive correspondence does not faithfully represent Seidel matrices and their symmetries. The set of nonisomorphic graphs corresponding in this way to a Seidel equivalence class is called the switching class of S. A result of Seidel implies that if n is odd then every switching class contains a unique (up to isomorphism) graph having all vertex degrees even [42] ; there is no similar characterization when n is even [33] .
In order to represent Seidel matirces faithfully, we assign to a Seidel matrix S of order n a two-colored graph on 3n vertices, denoted by X(S). The vertex set of X(S) is
The vertices u i , i ∈ {0, . . . , n − 1} form color class 0, and all other vertices form color class 1. The edge set of X(S) is
Two graphs, X 1 and X 2 , which are colored using the same set of colors are isomorphic, denoted by X 1 ∼ = X 2 if there is a color preserving and incidence preserving bijection between their vertices. The following fundamental lemma ascertains that studying the graphs described above is exactly the same as studying Seidel matrices. See [28, Section 3.3.2] and [34] for results of similar flavor.
We observe that the orbit partition of the color 0 vertices of X(S) in turn induces a partition of the rows of S. We call this partition the row orbit partition of S. As a consequence of Lemma 2.2 if u i ∼ u j are color 0 vertices of X(S) for some i, j ∈ {0, . . . , n − 1}, then removing either of the ith row and column, or the jth row and column of S would yield equivalent sub-Seidel matrices of order n − 1.
The C library nauty [36] performs canonical labeling, determines the automorphism group, and determines the vertex orbits under the action of the automorphism group of a colored graph. We note that this implementation of canonical labeling respects the order of the color classes. In particular, in any canonical labeling we encounter, labels 0, . . . , n−1 will be assigned to vertices u i and labels n, . . . , 3n−1 to vertices v
2.2. Generation of Seidel matrices. We have generated the Seidel matrices of order n ≤ 13 with a variant of canonical augmentation, see [5] , [28, Section 4.2.3] and [35] .
Given a set S containing exactly one representative of every Seidel matrix of order n up to equivalence, our goal is to generate and record in a set T exactly one representative of every Seidel matrix S of order n + 1, up to equivalence. We augment every starting-point Seidel matrix S ∈ S with a new row and column in every possible way, and record in a set U the augmented matrices S up to equivalence. For a given matrix S we construct the graph X( S), and call nauty to determine a canonical labeling and the vertex orbits of the color 0 vertices under the action of the automorphism group. Let p ∈ V (X( S)) be the vertex which got canonical label 0. The strategy for rejecting potential isomorphic graphs is the following: on the one hand, if u n , which is the most recently appended color 0 vertex of X( S), and p are in different orbits, then S is immediately discarded. On the other hand, if u n ∼ p, then the canonical graph of X( S) is compared to the canonical graphs representing the elements of U. The matrix S is recorded and added to U if it has not been found so far, and discarded otherwise. Once all possible augmentations of S were inspected, the contents of U are appended to T , U is reset to the empty set, and the algorithm moves on to process the next element of S. Lemma 2.3. Given a set S containing exactly one representative of the equivalence classes of Seidel matrices of order n, the algorithm described above reports exactly one representative of every Seidel matrix of order n + 1.
Proof. Consider a Seidel matrix S of order n + 1, and compute a canonical labeling of X(S). This reveals the vertex u i (or more precisely, the vertex orbit containing u i ) getting canonical label 0 (i ∈ {0, . . . , n}). Thus removing the ith row and column of S yields a Seidel matrix of order n which in turn is represented by some starting-point matrix S 0 ∈ S, so that S ∼ S 0 for some augmentation. Hence S, up to equivalence, is reported.
Moreover, if S 1 and S 2 were equivalent Seidel matrices of order n + 1, resulting from augmenting the starting-point matrices S 1 and S 2 , respectively, then necessarily S 1 = S 2 . This follows because these matrices were not discarded, and therefore the most recently appended color 0 vertices to their graphs X( S 1 ) and X( S 2 ) were in the same vertex orbit as the vertex with canonical label 0. Thus by Lemma 2.2 removing the vertices with canonical label 0 yield isomorphic graphs. This in turn implies that X(S 1 ) ∼ = X(S 2 ) and hence S 1 ∼ S 2 . By the properties of S this can only happen if S 1 = S 2 . This establishes that equivalent matrices to S are all reported from the same starting point matrix. However, (the canonical graphs of) these matrices are compared (with the elements of U) before they are recorded and those which have already been found were discarded during the search. Therefore the Seidel matrices are reported exactly once.
A nice feature of this generation algorithm and the rejection strategy involved is that it is possible to augment the elements of S in parallel. Also, the number of Seidel matrices recorded in the set T does not depend on the number of starting-point Seidel matrices; it only depends on the number of inequivalent augmented matrices S, stemming from the same starting-point matrix S.
The general idea behind the isomorph rejection strategy is to assign to the equivalence classes of Seidel matrices S of order n + 1 a preferred row orbit (which in turn by Lemma 2.2 assigns a canonical parent object S of order n), and record a matrix during the search only if its most recently appended row belongs to this row orbit. In the algorithm described in the beginning of Section 2.2 this row orbit was given by the vertex orbit of X(S), which contained the vertex with canonical label 0. However, since performing a canonical labeling is computationally expensive, alternative strategies for selecting the preferred row orbit (and thus the canonical parent) should be employed for certain equivalence classes. To this end, we recall a technique based on vertex invariants.
Let S be a Seidel matrix of order n, and let f be a vertex invariant of the vertex orbits of X(S) with ordering ≺ on its range, and consider its values taken on the color 0 vertices u i ∈ V (X(S)), i ∈ {0, . . . , n − 1}. Let U be the set of vertices with unique invariant value, that is U :
Clearly, the members of U form one-element vertex orbits and hence by Lemma 2.2 for every u i ∈ U the subgraphs induced by
i } are unique (up to isomorphism). If U is nonempty, then let the preferred vertex orbit be the one-element set {u : u ∈ U; ∀x ∈ Uf (u) ≺ f (x)}, otherwise if U is empty, then we fall back to the strategy based on canonical labeling. In that case, the preferred vertex orbit remains the one which contains the vertex with canonical label 0.
The sensitivity of f , viz. the ratio of the number of vertex orbits it distinguishes to the total number of vertex orbits is greatly depends on the choice of f : simple vertex invariants are computationally cheap, yet they might not be able to recognize one-element vertex orbits. Indeed, the vertex degree f (u) := degree(u), the most natural choice for vertex invariants, is unfortunately constant on the color classes of X(S) and consequently useless for our purposes. We have used the following vertex invariant for Seidel matrices of order n ≥ 3:
Equivalently, f (u i ) counts the number of 3 × 3 sub-Seidel matrices intersecting the ith row and column of S, which are equivalent to J 3 − I 3 .
During the classification process once we encounter an augmented matrix S, we compute the values of this vertex invariant first, and then check if there are vertices with unique invariant value. If this is the case, then we discard S unless its most recently augmented vertex u n ∈ V (X( S)) is the one with smallest unique invariant value. If there are no vertices with unique invariant value, then it might be more efficient to try another, more powerful invariant first (e.g., one based on the 4 × 4 sub-Seidel matrices) before falling back to canonical labeling. If none of the invariants used were able to find a unique vertex (perhaps because there were no such vertices at all), then we can refine the coloring of the vertices u i of X( S) based on the values taken by f . This extra information, if implemented carefully, could greatly improve the efficiency of nauty. Another possible improvement is to utilize Aut(S) in canonical augmentation, see [5] , [28, Section 4.2.3].
Our C implementation classified the 13 × 13 Seidel matrices in about a day in a cluster of 16 computers having 12 logical processors each. The computed data takes up some 120GB of storage in graph6 format. A pseudocode describing this algorithm is available in the Appendix.
Algebraic properties of Seidel matrices
Recall that the spectrum of a Seidel matrix S of order n, denoted by Λ(S), contains its eigenvalues, λ 0 , . . ., λ n−1 , which are in turn the roots of the characteristic polynomial
We note that the characteristic polynomial has leading coefficient 1 (it is monic), and therefore all of its roots are algebraic integers. Two Seidel matrices S 1 and S 2 are cospectral, and S 2 is called the cospectral mate of S 1 , if Λ(S 1 ) = Λ(S 2 ). Equivalent Seidel matrices are cospectral, but starting from n = 8 examples of inequivalent cospectral matrices appear. In this section we describe results regarding the characteristic polynomial of Seidel matrices of order n ≤ 13. In particular, we tabulate the number of cospectral Seidel matrices, the distribution of Seidel matrices with exactly k ∈ {1, . . . , n} distinct eigenvalues, and the number of Seidel matrices with smallest eigenvalue λ min ∈ {−3, −5, −7}. It turns out, that all of these properties can be treated via inspecting the characteristic polynomial.
There are various algorithms available for computing the characteristic polynomial. We decided to implement a classical algorithm due to the Faddeev-LeVerrier [27] , and in addition for verification and benchmarking purposes a fraction-free Gaussian elimination algorithm [15, Chapter 9] . We found that for these small matrices Faddeev-LeVerrier performed better. Table 1 summarizes our findings regarding the number of cospectral Seidel matrices up to equivalence. In the columns the size, the number of Seidel matrices up to equivalence, the number of distinct characteristic polynomials, the number of Seidel matrices having a cospectral mate, and the largest number of pairwise inequivalent cospectral Seidel matrices are given. It appears that the fraction of Seidel matrices with a cospectral mate increases at first, but from n = 12 starts to decrease. This might suggest that cospectral matrices in general are rare. A similar phenomenon was observed in connection with graph adjacency matrices [6] , [24] .
n #Seidel matrices #char. polys #with mate max. family 1  1  1  0  1  2  1  1  0  1  3  2  2  0  1  4  3  3  0  1  5  7  7  0  1  6  16  16  0  1  7  54  54  0  1  8  243  235  15  3  9  2038  1824  400  4  10  33120  28488  8340  12  11  1182004  925108  437484  25  12  87723296  71366612  28175661  83  13 12886193064 10746314335 3722801719 174 Table 1 . The number of cospectral Seidel matrices for n ≤ 13
The computation of the numbers given in Table 1 was carried out in a similar fashion to what is described in detail in [24] . The main difficulty arose from the fact that the number of characteristic polynomials we initially encountered were too numerous to store and process at once. Therefore at first we split up the Seidel matrices of order 13 according to the value of |det(S)| (mod p) for some prime number p. We chose p = 761 and p = 383 in two independent rounds of computation. Clearly, if S 1 and S 2 have distinct absolute determinant modulo p, then their characteristic polynomials are distinct. Therefore it is possible to investigate these smaller sets independently. Computing and evaluating these characteristic polynomials took about a week.
Another application of computing the characteristic polynomial is to determine the number of Seidel matrices which only have few distinct eigenvalues. The following simple result was used in this regard (see also [26, p. 54] ). Henceforth we denote by deg(p) the degree of the polynomial p; by p ′ the derivative of p; and by GCD(p, q) the greatest common divisor of the polynomials p and q.
Lemma 3.1. Let A be a matrix of order n ≥ 1 with characteristic polynomial p A (λ).
, where q(λ i ) = 0 for every i ∈ {0, . . . , k − 1}, and the result follows.
During the computation of the characteristic polynomials, additionally, we recorded the frequency of the number k := n − deg(GCD(p S (λ), p ′ S (λ))). Our results are shown in Table 2 . 0  0  2  1 2 2 2 3  2  2  2  3  2  2  2  3  0 0 1 2  0  2  3  4  0  10  1  4  1 4 5 16 17  20  37  38  66  64  5  0 2  8 20  55  56  92  166  184  6  4 20 64 188  406  830  1487  2362  7  8 46 218  696  2110  4620  12665  8  92 652  3507  14336  47515  135038  9  900  5960  41276  174522  721408  10  22451 217090  1848989  11633134  11  906230  7082344  70565315  12  78563575  817640532  13 11985482359 Table 2 . The number of Seidel matrices of order n having exactly k distinct eigenvalues A few comments are in order. Since Seidel matrices have 0 trace, any Seidel matrix of order n ≥ 2 has both a negative and a positive eigenvalue. The Seidel matrices with exactly two distinct eigenvalues are called regular two-graphs in the literature, see [19] , [37] , [44] , [45] , and correspond to several sporadic examples of large set of equiangular lines. It is clear that the Seidel matrices ±(J−I) have exactly two distinct eigenvalues, but examples beyond these are somewhat rare. The Seidel matrices with exactly three distinct eigenvalues were studied first in [21] where they were enumerated up to n ≤ 12, and most recently in [20] , where their structural properties were investigated. For example, it is known that they do not exist for prime orders p ≡ 3 (mod 4), see [21, Theorem 5.9] . Close inspection of Table 2 reveals that the number of Seidel matrices with exactly 4 distinct eigenvalues is not strictly increasing. This might suggest that they are rare enough to be interesting. Here we are interested in the number of Seidel matrices S with smallest eigenvalue λ min ≥ x ∈ {−3, −5, −7}. This question can be decided via Lemma 3.2 by considering the matrix S −xI and determining whether it is positive semidefinite. While it is possible to use a complete classification of Seidel matrices of order n, and then check this property for every matrices, in certain cases, for example, when x = −3, it is faster to generate them as described in Section 2, but discarding along the way the Seidel matrices with λ min < −3. The reason for this is interlacing: if a Seidel matrix has smallest eigenvalue λ min , then all of its sub-Seidel matrices have smallest eigenvalue at least λ min . We state this result as follows, see [26, Theorem 4.3.28] . The proof of Theorem 3.3, along with the discussion of the case of equality, can be found in [26, p. 246 ]. See also [23] for several applications of eigenvalue interlacing in graph theory. We remark that if λ is an eigenvalue of S of order n, then by the Geršgorin circle theorem [26, Theorem 6.1.1], we have |λ| ≤ n − 1, and equality holds for the Seidel matrices ±(J − I).
Our findings are tabulated in Table 3 . The focus on negative odd eigenvalues was motivated by the fact that large equiangular line systems correspond to Seidel matrices with such eigenvalues [29] .
n λ min ≥ −3 λ min = −3 λ min ≥ −5 λ min = −5 λ min ≥ −7 λ min = − 7  3  2  0  2  0  2  0  4  3  1  3  0  3  0  5  5  1  7  0  7  0  6  9  4  16  1  16  0  7  16  9  51  2  54  0  8  25  23  215  8  243  1  9  40  38  1601  33  2033  2  10  58  56  21249  306  33027  10  11  75  73  511275  6727  1177470  78  12  96  94  19032270  219754  87080911  1362  13  108  106 965697139  11295930 12660901908  55572   Table 3 . The number of Seidel matrices with eigenvalues −3, −5, and −7
Inspection of Table 3 reveals that while Seidel matrices with λ min ≥ −3 or λ min ≤ −7 are very rare, there is an abundance of Seidel matrices with λ min ≥ −5 for n ≤ 13. Based on the growth rate of these numbers, we rather conservatively estimate that there are some 3 × 10 10 Seidel matrices of order n = 15 with λ min = −5. The Seidel matrices with these properties will serve as starting-point matrices for the search described in the next section where we study Seidel matrices with exactly three distinct eigenvalues.
Seidel matrices with exactly three distinct eigenvalues
Since regular two-graphs are somewhat rare, one might wonder what other combinatorial objects could be useful to the construction of large set of equiangular lines. Inspection of these large sets reveals that most of them correspond to a Seidel matrix with exactly (two or) three distinct eigenvalues. This observation motivated the search initiated in [21] , where based on the full classification of Seidel matrices of order n ≤ 12, enumeration of Seidel matrices with exactly three distinct eigenvalues was given. Here we extend that work slightly further, and enumerate all such Seidel matrices for n ≤ 23. The summary of our results is given in Table 4 . Table 4 . The number of Seidel matrices with exactly three distinct eigenvalues
There are several general methods to construct Seidel matrices with exactly three distinct eigenvalues. The basic result is that if the ambient graph Γ(S) is a connected regular graph with adjacency matrix A, where A has exactly r ∈ {3, 4} distinct eigenvalues, then the Seidel matrix S := J − I − 2A has at most r distinct eigenvalues. Other, more involved constructions based on Seidel matrices with exactly two distinct eigenvalues are described in [ [45] . In the following we recall the result from [21, Proposition 5 .11] to demonstrate that such matrices exist for every composite order n > 4. We use the short-hand notation [λ] a ∈ Λ(S) for a ≥ 1 to indicate that the eigenvalue λ has multiplicity at least a; the notation [λ] 0 ∈ Λ(S) carries no information about λ and should be ignored. We denote by A ⊗ B the Kronecker product of the matrices A and B. 
Proof. Since S ′ is a Seidel matrix, the claim follows immediately after noting that Λ(
1 }, and therefore the matrices K(a, b) are examples of Seidel matrices with exactly three distinct eigenvalues. To compile a table listing all the potential spectrum of such matrices, we derive a simple property first. 
In particular, the quantities above are positive integers. Proof. This follows from the system of equations tr(S) = aλ + bµ + cν = 0, tr(S 2 ) = aλ 2 + bµ 2 + cν 2 = n(n − 1), and a + b + c = n.
c } is called feasible, if the integrality conditions of Lemma 4.2 are met. There are further necessary conditions on the spectrum, some are general for all Seidel matrices, while others only apply to the three distinct eigenvalue case. We list the most important results below:
• The determinant of any Seidel matrix must satisfy det(S) ≡ 1 − n (mod 4), see [21, Corollary 3.6] . This condition eliminates e.g. the case
• The multiplicity of any even eigenvalue must be 1, see [ 
These necessary conditions, along with the Geršgorin bound |λ| ≤ n−1 allow us to compile a table listing the potential spectrum of hypothetical Seidel matrices. In Tables 5 and  6 we do this for each n ≤ 24, where the spectra satisfying all these necessary conditions is displayed, along with the number of inequivalent matrices found, with the convention in Table 5 that λ < 0 ≤ µ ≤ ν. Therefore if S and its complement −S have distinct spectra, then only one of those two cases is indicated. Before describing the search in detail, we comment on Tables 5 and 6 . The data in Table 5 shows that within the range of n ≤ 24 most examples come from the matrices K(a, b). If a certain case can be obtained by application of [21, Lemma 5.12] or [21, Theorem 5.16], then the spectrum of the corresponding regular two-graph (or its complement) is noted. The cases where the smallest (or largest) eigenvalue was −3 (or 3, respectively) could be very easily classified (cf. Table 3 ), while those with smallest eigenvalue −5 required more efforts. The cases with a high eigenvalue multiplicity could be more easily treated than those where these multiplicities are approximately the same. In particular, addressing the existence of Seidel matrices with spectrum
8 } is out of reach with these techniques, as the pruning conditions (see the next paragraphs) in these cases are very weak, and a search would essentially be as difficult as the complete classification of Seidel matrices of order n ≥ 14.
In Table 6 cases with quadratic eigenvalues are listed. We observe that we have examples of order n ≡ 1 (mod 4) with spectrum Lemma 5.12] ). Further examples can be obtained by combining these with Lemma 4.1. We also observe that some of the non-existent cases, e.g.
2 }, would come from the analogous, yet non-existent regular two-graphs with spectrum
Having compiled the tables with the potential spectra, the search for a Seidel matrix S of order n with spectrum
c } was carried out in the same way to what is described in Section 2. However, before accepting a Seidel matrix of order m ≤ n encountered during the search, two further tests were performed. The principles of these Table 5 . Seidel matrices with exactly three distinct integer eigenvalues
Complement of the sporadic matrix S, see [20] 12 Table 6 . Seidel matrices with quadratic eigenvalues (λ ≥ 0 is an integer)
techniques are well-known, see [11] , [37] . Here we describe them for completeness, and to point out some implementation details. First it was tested if the eigenvalues θ i of the generated matrix satisfy min{λ, µ, ν} ≤ θ i ≤ max{λ, µ, ν} for all i ∈ {0, . . . , m − 1}. This condition follows from Theorem 3.3. While this can be checked by two positive semidefiniteness tests by computing the characteristic polynomials based on Lemma 3.2, in practice it is much more efficient to test instead the slightly weaker condition min{λ, µ, ν} − ε < θ i < max{λ, µ, ν} + ε for some ε > 0, say ε = 0.01. This requires a positive definiteness test, which can be done by computing m determinants. Another advantage of this weaker condition is that it can be tested by using integer arithmetic only, thus eliminates the inconvenience of dealing with irrational eigenvalues. Recall that a real symmetric matrix is called positive definite, if all of its eigenvalues are positive. Thus, during the search once we considered a Seidel matrix of order m ≤ n, we tested if both S − (min{λ, µ, ν} − ε)I and −S + (max{λ, µ, ν} + ε)I are positive definite.
The second test was to check if λ, µ, and ν were eigenvalues of sufficiently high multiplicity of the encountered matrices themselves. Again, it follows from Theorem 3.3 that if λ is an a-fold eigenvalue of S of order n (1 ≤ a ≤ n), then λ is an at least (a − 1)-fold eigenvalue of any sub-Seidel matrix of order n − 1. By induction, it follows that any sub-Seidel matrix of order m := n − (a − 1) must have an eigenvalue λ. Deciding the multiplicity of a given eigenvalue λ is a rank computation, which can be performed in integer arithmetic as long as λ is an integer. 
Proof. This is immediate, as the highest exponent k such that p A (λ) is divisible by (λ − λ 0 ) k , is exactly m.
The following immediate corollary of Lemma 4.5 is powerful enough to deal with the quadratic case within the framework of integer arithmetic. Corollary 4.6. Let A = A T be a square matrix of order n and let µ, ν ∈ Λ(A) be distinct conjugate algebraic integers of degree 2 with mulitplicity m ≥ 1 each. Let p A (λ) be the characteristic polynomial of A.
We remark here that Lemma 4.5 and Corollary 4.6 can be reformulated in terms of higher order derivatives of p A (λ).
While the positive definiteness tests allowed certain matrices with not necessarily smallest eigenvalue min{λ, µ, ν} to be considered and augmented during the search, once we have reached matrices of size n, all of these were eliminated by repeated applications of Lemma 4.4 and Corollary 4.6. Thus at the end of the search we were either able to generate all Seidel matrices of the given spectrum up to equivalence, or conclude that no such matrix exists.
In a recent paper Seidel matrices with exactly three distinct eigenvalues were studied [20] , and it was proved that a large family of these have a regular graph in their switching class. This correspondence is useful because graphs are simpler objects to study, and known nonexistence results on regular graphs yield nonexistence results of Seidel matrices. We conclude this section by two results. The first highlights one of our nonexistence results, which does not seem to follow from any of the recent theoretical considerations [20] , [21] . In the manuscript [20] the question was raised whether there exist additional examples of Seidel matrices beyond S of order n = 10 with spectrum
3 }, and its complement −S, having exactly three distinct eigenvalues, which do not contain a regular graph in their switching class. Our second result answers this question.
Theorem 4.8. Let S be a Seidel matrix of order n ≤ 23 with exactly three distinct eigenvalues. Then S is equivalent to some Seidel matrix S ′ so that its ambient graph Γ(S ′ ) is regular, except for the cases S ∼ ±S or S ∼ ± (J 3 ⊗ (S 6 − I 6 ) + I 18 ), where S 6 is a Seidel matrix of order 6 with spectrum
We have verified by computers that the Seidel matrices ± J 2k+1 ⊗ (S 6 − I 6 ) + I 6(2k+1) do not contain any regular graph in their switching class for k ∈ {1, 2}. It remains to be seen if this holds for all k ≥ 3 too. In light of the results tabulated in Table 6 , it is not at all clear whether there exists any further examples (beyond ±S) of Seidel matrices with exactly three distinct eigenvalues, having a quadratic eigenvalue, which do not immediately come from the conference two-graphs.
Equiangular lines in R
7 , R 12 , and R
14
The considerations of this paper were motivated in part by the following open problem: does there exist a configuration of 29 equiangular lines in R 14 ? In the terminology of Seidel matrices, such a system would correspond to a Seidel matrix of order n = 29 with smallest eigenvalue λ min = −5 of multiplicity 15 (as other potential common angles besides α = 1/5 can easily be eliminated by results described in [29] ). By Theorem 3.3, this implies that any sub-Seidel matrix necessarily have smallest eigenvalue at least −5, and in particular, sub-Seidel matrices of size n = 15 have smallest eigenvalue exactly λ min = −5. Our initial intuition was that the condition "S has an eigenvalue λ = −5" is extremely strong, and only a few million such matrices of order 15 are to be found. However, these expectations turned out to be wrong, as inspection of Table 3 reveals that the number of such matrices grows more rapidly than initially anticipated. While we think that generating the 14 × 14 Seidel matrices with λ = −5, or even those with λ min = −5 is very much possible with certain additional efforts, classification of the 15×15 Seidel matrices with the same properties, and moreover, augmenting all of those to reach size n = 29 seems currently out of reach.
Nevertheless, to get some insight into this problem, and in particular, to see how rapidly the number of generated matrices grows in the beginning, and then how fast it declines once we encounter matrices which are large enough to have a guaranteed eigenvalue, we studied two simpler, yet analogous problems. 13 
28 lines in R
7 at angle 1/3. The first problem we studied was the generation of equiangular lines in R 7 with common angle α = 1/3. Such equiangular line systems correspond to Seidel matrices of order n ≥ 8 with smallest eigenvalue λ min = −3 of multiplicity at least n − 7. It turned out, that this problem is very easy as the number of Seidel matrices with λ min ≥ −3 is very limited, see Table 3 . We were able to generate the counts shown in Table 7 Table 7 . Seidel matrices with λ min = −3 of multiplicity at least n − 7 Table 7 displays counts regarding the number of inequivalent configurations of n ≥ 8 equiangular lines in R 7 with common angle 1/3 (for 1 ≤ n ≤ 7 refer to Table 3 ). It shows that the number of distinct configurations grows at first, reaches its peek at halfway at n = 14 lines, and then starts to decrease. Uniqueness is reached at n = 26 lines. It is known that a configuration of n = 29 lines is impossible [29] ; moreover, 28 is the maximum number of equiangular lines in R d for 7 ≤ d ≤ 13. This configuration of n = 28 lines corresponds to a Seidel matrix with spectrum {[−3]
21 , [9] 7 }.
20 lines in R
12 at angle 1/5. While the maximum number of equiangular lines is known to be 28 in R 12 (see Section 5.1), it was not known prior to this work whether there exists a configuration of 21 equiangular lines with common angle α = 1/5 (see [21] ). Such a hypothetical configuration would correspond to a Seidel matrix of order n = 21 with smallest eigenvalue λ min = −5 of multiplicity exactly 9. This in turn implies that any of its 13×13 sub-Seidel matrix would necessarily have smallest eigenvalue λ min = −5. The results tabulated in Table 3 shows that there are exactly 11295930 such matrices, which should be augmented as described in Section 2, and then pruned according to the multiplicity of the eigenvalue −5 as described in Section 4 until n = 21 lines are reached. However, no such configuration turned up during the search, and therefore we have the following result.
Theorem 5.1. The maximum number of equiangular lines in R 12 with common angle α = 1/5 is n = 20.
In Table 8 we display the counts regarding the number of Seidel matrices of order n ≥ 13 having an eigenvalue −5 of multiplicity at least n−12. Note that, for performance reasons, these numbers were not filtered further according to whether or not −5 is the smallest eigenvalue. It turns out that each of the 32 Seidel matrices of order n = 20 found has in fact smallest eigenvalue λ min = −5. Table 5 . We remark here that large enough Seidel matrices with smallest eigenvalue exactly −5 are equivalent to one whose ambient graph is a Dynkin graph [39] . Table 8 . Seidel matrices with λ = −5 ∈ Λ(S) of multiplicity at least n − 12 14 Table 9 . Automorphism group sizes of Seidel matrices of order 13
of the nauty calls, is exhibited in Table 9 . We remark that a variant of the orbit-stabilizer theorem can be applied to verify the counts shown in Tables 7 and 8 , see [28, Section 10.3] .
