The multi-level fast multipole algorithm (MLFMA) is considered for scattering from an electrically large conducting or dielectric target resting on the interface of a dielectric half space. We focus on analysis of the half-space Green's function such that it is computed efficiently and accurately, while retaining a form that is applicable to an MLFMA analysis. Attention is also directed toward development of a simple preconditioner to accelerate convergence of the conjugategradient solver. The utility of the model is examined for several applications, including scattering from an electrically large vehicle, trees and rough dielectric interfaces in the presence of a dielectric half space background.
address this issue, one could evaluate the Sommerfeld integrals via the complex-image technique [1] [2] [3] 9] , wherein each component of the dyadic is represented in terms of a sum of free-space Green's functions, with sources in complex space [9] . This method has been employed previously in the context of the MoM [2, 3] . However, it has been demonstrated that the FMM identities are in general slowly convergent for sources in complex space [1, 7] . Consequently, in previous FMM and MLFMA studies [1, 7] the "near" terms are evaluated via the complex-image technique, as in the MoM [2, 3] , and the "far" FMM/MLFMA terms are evaluated via an approximation to the dyadic Green's function, using a single appropriately weighted image in real space.
While these initial FMM and MLFMA models for scattering near a half-space interface have been found to be highly accurate [1, 7] , the aforementioned approximation to the Green's function limits the range of model applicability. In particular, the real-image representation of the Green's function is analogous to a first-order asymptotic steepest-descent-path (SDP) evaluation, this appropriate for expansion and testing function separated by a wavelength or more [10] . This is typically appropriate for the "far" FMM/MLFMA terms, although we have found that the accuracy of this first-order approximation deteriorates as the target becomes close to the half-space interface.
In this paper we consider a higher-order approximation for efficient evaluation of the half-space Green's function, with the resulting construct still applicable to the FMM formulation. The work reported here the targets of interest touch the half space interface. In this case the image sources can be very near to or even touch some of the testing functions on the target surface. We therefore demonstrate the need to perform singularity extraction [11] when evaluating the fields radiated by such image sources, for accurate computation of the associated (expansion function)-(testing function) interactions.
As discussed above, there are many applications for which one is interested in scattering from dielectric targets in the vicinity of a half space. For example, in the context of scattering from a rough dielectric surface, surface truncation is an important issue. In previous rough-surface studies, beam excitation is often employed [12] , in an attempt to mitigate scattering artifacts introduced by the rough-surface truncation. In the work reported here the rough surface is placed in the presence of an infinite half space, and the surface is represented as a dielectric target composed of the same electrical properties as the background subsurface. By tapering the transition from the half space to the rough interface, and placing the target in direct contact with the dielectric half space, one realizes a smooth transition between an infinite planar surface and a rough region. We pursue this approach in the examples presented below, with the problem solved via the aforementioned MLFMA
formulation. As we demonstrate, the rough surface is modeled by a thin dielectric volume, with the solution realized via a surface-integral-equation formulation. Because of the thin nature of this target, we have found that the scattering formulation is poorly conditioned, leading to slow convergence of the conjugate-gradient (CG) solver.
It is therefore desirable to develop a simple preconditioner to enhance the CG convergence rate, this of interest for scattering from general electrically large targets, the rough surface representing a special case. Therefore, we have implemented a simple preconditioner that was first introduced in the mathematics literature [13, 14] , it particularly useful for dielectric targets. As discussed in detail below, this preconditioner is simple to implement, and in many cases we have found it to increase the CG convergence rate by a factor of two.
The remainder of the text is organized as follows. In Sec. II we discuss the higher-order asymptotic model used to evaluate the half-space Green's function, in the context of the far MLFMA interactions. We also underscore the need to carefully treat the Green's-function singularities for the image-like terms, when the target is near or touches the interface. The simple preconditioner is discussed in Sec. III. Several example results are presented in Sec. IV, including scattering from canonical targets (with comparison to a reference MoM solution) as well as from tree-like targets and a rough dielectric interface. The paper is summarized and conclusions are drawn in Sec. V.
II. Half-Space Green's Function Evaluation

A. Asymptotic form of spectral reflection coefficient
In an MoM analysis one must compute order N interactions between N basis functions and 2 N testing functions [1] [2] [3] [4] [5] [6] [7] [8] . For electrically large problems N becomes large, making an MoM analysis computationally prohibitive. To mitigate this limitation, the FMM and MLFMA have been developed [1, [4] [5] [6] [7] [8] , these employing an identity involving the free-space Green's function. Rather than directly computing order N interactions, the FMM identity divides the basis and testing functions 2 into "near" and "far" terms (the "far" terms need not be in the far field), with the relatively few "near" terms handled as in the traditional MoM. The "far" terms are evaluated by dividing the basis and testing functions into clusters, with interactions computed cluster by cluster. The MLFMA requires order N log N memory and PN log N computation time (CPU), where P is the number of iterations required of the iterative solver (e.g. conjugate gradients [15] ).
As mentioned, within the context of the FMM and MLFMA, the "near" terms are evaluated as in the traditional MoM. Therefore, for the half-space problem, the dyadic Green's function used
Assume the source and observation point are in the same half-space layer. The Sommerfeld integral of a typical dyadic-Green's-function component consists of a direct term plus a reflected term. The direct term corresponds to radiation from the source to the observer, as in a free-space region characteristic of the material properties in which the source and observer reside. This component of the Green's function corresponds to the free-space problem, and its Sommerfeld integral can be evaluated in closed form as the free-space Green's function [9] . This relationship is referred to as the Sommerfeld identity [9] . The complexity in evaluating the half-space Green's function is found in the reflected term, with a typical reflected component of the Sommerfeld integral expressed as where and represent the transverse observation and source points, respectively, with z and z representing the observation and source point along the z-direction (the half-space planar surface is normal to z). In (1) the source and observation point are both in region i, with region 1 at z>0 and region 2 at z<0, where z=0 corresponds to the air-soil interface. Finally, in (1) the z-directed coefficient (k ) is a simple function of polarization, and is given in [16] .
zi For large transverse distance between the source and observer, the Hankel function in (1) can be expressed in terms of its large-argument approximation, and the integral in (1) becomes
The integral in (2) can be evaluated asymptotically via a steepest-descent path (SDP) analysis, with the saddle point k defined by
with this having well-known physical meaning [10] . In the simple SDP evaluation of (2) we yield a result which is a function of the reflection coefficient (k ) evaluated for k =k . To improve zi s accuracy of the asymptotic result, we can employ a higher-order approximation to the reflection coefficient, in the vicinity of the stationary point, expressed as where we take N terms of the Taylor series, for k about the stationary point k . We therefore zi zis represent the reflection coefficient in the form where are constants computed from (4) .
where the plus sign corresponds to source and observation points at z<0, with the minus sign corresponding to z>0. To reach the bottom equation in (6), we have utilized the Sommerfeld identity [9] , and R is the distance from an equivalent real image point to the observer. In previous work, r concerning treatment of the far FMM terms for the half-space problem, only the n=0 term was utilized, resulting in a single real image with weight [1, 7] . Here we utilize higher-order N>0 o terms, resulting in improved accuracy, while still retaining a form appropriate for FMM implementation.
The fundamental FMM identities are [4] [5] [6] [7] [8] where x and x1 denote the observation and source points, respectively, x and x 1 denote the source m m and observation FMM groups, X is a vector (of magnitude X ) connecting the source and mm mm observation groups, h is a spherical Hankel function, and P is a Legendre polynomial [4] [5] [6] [7] [8] . In (7a)
we integrate over the surface of a unit sphere, with unit normal . We see that each of the terms
in the final representation of (6) are in a form compatible with (7) . In particular, we utilize the relation from (7a) that where , with representing a z-directed unit vector. Therefore all terms in the last form of (6) are directly applicable to the FMM identities, with the minimal modification in (8), thereby realizing a simple extension of the free-space FMM to the half-space case. A similar analysis can be carried out for the general case of layered media.
C. Singularity extraction
The principal utility of the procedure developed in (8) is for the case in which the target of interest touches or is very near the half-space interface, since for this case the simpler evaluation [1] in which we simply utilize the n=0 term (a single real image with appropriate amplitude) is inappropriate. When the target is near to or touching the interface, the real-image locations may be close to or even touching some of the testing functions on the target surface. This issue is important for both the "near" and "far" terms in the MLFMA model. We therefore emphasize the need to perform careful singularity extraction when performing such (image source)-(testing function) evaluations, to avoid numerical complications. Related singularity-extraction formulations have been used for many years in the context of MoM near-term interactions [11] .
As discussed above, when the source and observation point are in the same half-space region, each component of the half-space Green's function is composed of two terms. One term represents direct radiation as if in a free-space medium, and the other term represents reflection at the half-space interface. For the former term, interactions between proximate expansion and testing functions are handled as in previous free-space scattering problems [11] . We direct special attention toward the reflection term, this particularly important when using image sources, as discussed in the previous
section. Performing singularity extraction on the reflection terms, we must compute integrals of the form where X1 is a vector locating the source point, X locates a vertex on the source patch basis function where z1 represents the minimum distance between a source point and the interface, this min corresponding to the most singular portion of the integral. We now modify (9) as
The integrals in (10) are now in a form appropriate for previous MoM singularity-extraction studies [11] . Summarizing, we have employed singularity extraction for the image terms near or touching testing functions. The asymptotic-based MLFMA "far" terms are handled analogous to previous MoM singularity-extraction techniques, with a small modification required for the "near" MLFMA terms modeled using a complex-image analysis of the half-space Green's function.
III. Simple Preconditioner
The solution to an integral equation yields a matrix equation [1] [2] [3] [4] [5] [6] [7] [8] of the form Zi=v, where Z is an N×N matrix (for N unknowns), i is an N×1 vector representing the unknown basis-function coefficients, and v is an N×1 vector representing the driving function. When solving this equation via the MLFMA, we do not explicitly fill the matrix Z, but rather efficiently compute the matrix product Zi with order N log N complexity [1,4,-8] . Let P be an N×N matrix, with the goal that the number of CG iterations required for solution of PZi=Pv (for the unknowns i) is considerably less than that required for Zi=v. As we discuss further below, this implies that the condition number of PZ must be considerably smaller than that of Z [17, 18] . We have the attendant requirement that implementation of this preconditioner be efficient.
We desire the matrix product PZ to be highly diagonal, thereby improving its condition number [6, 7] . Consider the nth basis function b (corresponding to the nth element in i), and let the n set S={b , b , ..., b } contain all K testing functions within a prescribed distance of b , where
b =b , assuming a Galerkin procedure [1] [2] [3] [4] [5] [6] [7] [8] . We now solve the following (typically small) matrix n n
In (11) the three components in the inner product <b ,G,b > are, left to right, the ith basis function, n n
the appropriate Green's function, and the jth testing function [1] [2] [3] [4] [5] [6] [7] [8] (all expansion and testing functions are in S). The components p , p , ..., p are defined to constitute the K non-zero
elements in the nth row of P, with K<<N typically. Specifically, coefficient p is placed in the nth n (k) row of P, at the position corresponding to basis function b . Note, however, in practice we do not
explicitly fill the (large) matrix P, but rather perform the matrix product P(Zi) directly, with Zi computed efficiently via the MLFMA. Using the above procedure, the element (n,n) of PZ is unity, while the positions corresponding to the other basis functions in S, in the nth row of PZ, are zero.
With regard to the remaining terms in the nth row of PZ, the (expansion function)-(testing function)
interactions not accounted for in S are relatively small due to the relative distance between these functions. Consequently, this procedure, applied to all rows of PZ, yields a highly diagonal matrix, leading to improved convergence of PZi=Pv, vis-à-vis Zi=v.
Considering the added computational complexity associated with implementing the above preconditioner, note that we need solve N small matrix equations of the form in (11), each of which yields the respective non-zero elements in each row of P. Hence, the additional computational burden is of order N complexity, with this a modest escalation from the N log N MLFMA. With regard to additional memory needs, we only store the approximately NK non-zero elements in P (approximate because each row of P need not require the same number K). In the results reported below, we apply the procedure in (11) to all testing functions within a half wavelength of the nth basis function, and therefore K is typically on the order of ten.
IV. Example Results
A. Green's-function analysis
In Sec. II we developed a simple technique by which the dyadic half-space Green's function can be evaluated efficiently and accurately, within the context of the FMM or MLFMA. As indicated in Sec. II, in our FMM/MLFMA model [1, 7] the "near" terms employ complex-image-technique evaluation of the half-space Green's function, this having the advantage that the subsequent Green's function representation is only a function of the source distance from the half-space interface (assuming the source and observer are in the same layer [9] ). While this approach is useful within the context of the FMM/MLFMA, note that the stationary-point in (4) is a function of both the source and observation point (not just the source height), with this issue discussed further below, when we address its use in the half-space FMM/MLFMA.
It is of interest to use the technique presented in Sec. II to compute example components of the half-space Green's function, with comparison to a direct numerical evaluation of the Sommerfeld integral (performed along the real k axis, using Gauss-quadrature integration). We consider Green'sfunction components G and G , with the reader referred to [16] for more details on the Green's-
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function. In Fig. 2 we present results for these Green's-function components, for the source and observer 0.1 wavelengths from the half-space interface (vertical height), as a function of variable lateral separation. The half-space is nonmagnetic, and the region in which the source and observer reside is characterized by relative permittivity =1.0 while the other half-space region is r characterized by =5.0-j0.2. In Fig. 2 we present three sets of results, the procedure of Sec. II with r N=0 (single real image [1, 7] ), N=4 (higher-order asymptotics), and a real-axis numerical integration of the Sommerfeld integral. We see that the higher-order asymptotic solution provides virtually exact results, down to a lateral separation of 0.7. The single-real-image result yields agreement to a typical error of less than 15%. The N=0 solution improves markedly as the height of the source and observer are increased. Although not shown here, the agreement between the higher-order asymptotic solution and direct Sommerfeld integration remains highly accurate even when both the source and observer are on the interface, while the real-image solution fails entirely (for reasons discussed after (5)).
B. MLFMA validation
We have modified our MLFMA software [1] , utilizing the method in Sec. II to handle the reflected dyadic components, for "far" MLFMA cluster-cluster interactions. As we demonstrate, the model is now applicable to the target sitting on the half-space interface. In this context the following comments are important. In the MoM model and for the "near" MLFMA terms, the complex-image technique is utilized for evaluation of the half-space Green's function. If a source point (basis function) is near the interface, the associated complex images will be so as well [9] . Therefore, we have found that one must be careful in utilizing well-know techniques for singularity extraction [11] , when performing the (expansion function)-(testing function) inner products. Not only must one perform singularity extraction for the traditional real source points, when employing nearby testing functions [11] , one must also do the same for complex-image sources near the interface, when employing near-interface testing functions (see Sec. IIC). Such procedures have been implemented in our MoM model, and for the "near" MLFMA interactions.
Concerning the "far" MLFMA terms employing the representation in (4), we noted in Sec.
IVA that the stationary point is a function of the source and observation positions, implying a different representation for each (basis function)-(testing function) interaction. To simplify the implementation, within the context of "far" MLFMA interactions, the stationary point is defined by the center positions of the source and observation clusters. Therefore, for a given cluster-cluster interaction, all associated expansion and testing functions utilize the same stationary point. This is clearly an approximation, being more accurate for smaller cluster sizes, but comparisons with a rigorous MoM solution suggests this approximation yields accurate results.
To validate the procedures developed in Sec. II, we consider a dielectric cylinder of 60 cm diameter and 2.5 m height placed on a dielectric half space characterized by conductivity )=0.01 S/m and complex relative permittivity =5-j0. 
C. Preconditioner
In Sec. III we presented a preconditioner, which we now examine in the context of example MLFMA results. We present results for a trihedral scatterer, composed of infinitesimally thin perfect conductors. In a rectangular coordinate system, with z=0 corresponding to the air-ground interface, Yuma soil with 5% water content [19] .
In Fig. 4 we present a comparison of the number of iterations required to achieve polarization. In Fig. 4 we present CG convergence results when there is no preconditioner, a diagonal preconditioner [6] , a block-diagonal preconditioner [6] , and the preconditioner reviewed in Sec. III (termed the MN preconditioner, adopting the nomenclature of [13, 14] ). The diagonal preconditioner uses a diagonal P equal to the inverse of the diagonal of Z, while the block-diagonal preconditioner is similarly applied to the inverse of diagonal blocks of Z (here the block size is equal to the MLFMA clusters at the finest level [6] ). We see that the MN preconditioner typically requires 80
fewer CG iterations than the other preconditioners, with the block-diagonal preconditioner being particularly unstable as the number of unknowns N increases. These computations have been performed using the widely used triangular-patch basis functions [11] , with ten basis functions per wavelength.
It is also of interest to examine the additional computational complexity of the MN preconditioner. In Fig. 5 we plot the CPU time per CG iteration (in seconds), for the four cases examined in Fig. 4 . The absolute numbers required per iteration is machine dependent (here we used a 500 MHz Pentium III PC with 1 GByte of memory), and therefore the principal message of Fig.   5 is that the MN preconditioner (as well as the other preconditioners) requires virtually no additional CPU time, relative to applying no preconditioner at all.
It is well known that the EFIE condition number is a strong function of the basis-function sample density [17, 18] . We consider the convergence properties of the preconditioners considered in Fig. 4 , as a function of the triangular-patch basis function sample density. In particular, we consider a 7 m × 7 m × 8 m trihedral over soil, as in the above examples. The target is represented by N=11,175 unknowns, and we consider plane-wave excitation over the frequency range 150-300
MHz, corresponding to a sample density ranging from 7.2 to 15 basis functions per wavelength. We see in Fig. 6 that the utility of the MN preconditioner is clearly manifested as the sample density increases, mitigating some of the EFIE shortcomings. These MLFMA computations were computed to a 1% CG error, and the number of MLFMA levels ranged from 3 to 5, over the bandwidth considered.
In Figs. 4 and 6 the preconditioners have been compared in terms of the number of iterations required for CG convergence, to a specified accuracy. As the number of unknowns N becomes large, the computation time required for each CG iteration increases as N log N, for the MLFMA.
Consequently, the improved CG convergence reported in Figs. 4 and 6 is substantial in terms of overall computation time. It is important, however, to demonstrate that the condition number of the matrix product PZ is indeed reduced, vis-à-vis that of the original matrix Z. Using a standard l norm, 2 the condition number is equal to the ratio of the largest to the smallest singular values, computed via a singular-value decomposition (SVD) [15] . We have found that the MN preconditioner yields a condition number that is consistently a factor-two smaller than that of the original matrix Z, as well as that with the diagonal preconditioner. The condition number of the block-diagonal preconditioner is far worse than that of the other examples, consistent with its poor CG convergence shown in Figs.
and 6.
We have employed the MN preconditioner in the computation of all MLFMA results presented in this paper. For the examples considered, we have found that the CG convergence is typically accelerated by a factor of two, vis-à-vis using no preconditioner.
D. Tree-like target
Having validated the MLFMA and discussed the preconditioner, we now present several example results of interest to remote-sensing applications. In the first example we consider the treelike target depicted in Fig. 7 , where in this figure we plot the induced electric current on the surface of the dielectric target at 500 MHz, with the tree-like target above Yuma soil with 5% water content [19] . The tree height is nominally 6 m, the diameter of the main trunk is 50 cm, and in this example the electrical properties of the tree are =4 and )=0.01 S/m. These parameters are not necessarily r representative of a real tree, and are simply selected for the purpose of a numerical example. The MLFMA model is applicable to general tree properties (here assuming for simplicity the internal tree electrical properties are homogeneous and isotropic), and the study of actual trees will be the subject of future research. For the computations responsible for Fig. 7 N=62,538 unknowns and six MLFMA levels are employed. Computation of these results required 15.6 hours of CPU on a 300 Silicon Graphics computer, using 4.6 Gbytes of RAM.
For foliage-penetrating radar applications, one of the principal sources of clutter involves dihedral-like scattering at the interface of the soil and tree trunk. At the VHF and low UHF frequencies of interest, the effects of the leaves and small branches are of less importance. It is of interest to examine the RCS of a tree-like target like that in Fig. 7 vis-à-vis the RCS when the branching structure is not present (i.e., to compare the RCS of the target in Fig. 7 to the RCS of a simple cylinder target of the same properties, ignoring the branches). In Fig. 8 we compare the monostatic RCS of the tree-like target to that of a cylinder, at frequencies of 50, 100 and 300 MHz, for incidence angles =45 and -180 1 180 . As is expected, the rate of variation in the scattered
fields with azimuthal angle quickens as the frequency of operation increases. The average of the RCS with angle for the tree-like target tends to settle about the isotropic response from the associated cylinder, although the variation can be substantial. For the example considered it appears that the effects of the tree are more substantial in VV polarization, vis-à-vis HH, although this is an issue that warrants more-careful consideration.
E. Tank
The MLFMA software we have developed is applicable to conducting or dielectric targets on a half space. As an example of model utility for conducting targets, we consider scattering from a tank situated atop Yuma soil with 5% water content [19] . In Fig. 9 we present the induced currents on the surface of the tank at 500 MHz, this corresponding to V and H polarization and incidence at the angles =45 and 1 =60 (see coordinate system in figure). For these computations the target is
characterized by N=46,131 unknowns and the MLFMA employed five levels.
As a further demonstration of the model utility, in Fig. 10 we present example SAR imagery for the tank, for HH polarization, at a depression angle of =55 , employing a 60 SAR aperture,
with results in this figure shown for two target orientations relative to the linear synthetic aperture (the aperture is parallel to the horizontal axes in these figures). When computing a SAR signature one must compute multiple scattered waveforms, as a function of frequency and angle of incidence.
Therefore, in these computations the bandwidth considered is 50-200 MHz, in 4 MHz increments.
(12)
F. Rough surface
In computation of scattering from a rough surface, truncating the surface constitutes an important issue. In most previous studies the surface has been truncated abruptly, and the effects of the surface truncations are mitigated by employing beam excitation [12] . This approach generally works well, although one must be careful that surface waves are not excited strongly, since these will propagate away from the illuminated region and interact with the surface truncation. In the context of remote-sensing applications, one often operates over a wide frequency range. The required beamwidth for beam excitation is a function of frequency, becoming very large at low frequencies (such as the 50 MHz computations employed in Fig. 10 ). Therefore, it is of interest to consider an alternative truncation methodology for computing rough-surface scattered fields. The formulation presented in Sec. II allows target placement in direct contact with the air-soil interface of a half space. We therefore use a three-dimensional closed surface to represent surface roughness (see 
V. Conclusions
The MLFMA has been extended to the problem of a general conducting or dielectric target in direct contact with the interface of a lossy half space. The reflection term in the spectral representation of the half-space Green's function has been evaluated using a higher-order asymptotic analysis, yielding a relatively simple extension of our previous first-order saddle-point analysis [1] .
A careful investigation has been presented to confirm the accuracy of this Green's function analysis, followed by a series of example results from general conducting and dielectric targets. In all of these numerical examples we have found that the initial integral-equation formulation yields slow convergence of the conjugate-gradient (CG) iterative matrix solver employed in the context of the MLFMA. Therefore, we have also directed attention toward development of a simple, improved preconditioner. The MN preconditioner has been employed, it developed originally in the mathematics community [13, 14] . We have found that this simple preconditioner requires minimal additional computational expense, and it typically accelerates CG convergence by a factor of two, for both conducting and dielectric targets.
We have presented example results for scattering from a tree-like target, a tank and from a rough air-soil interface. In the latter example, the rough surface is modeled as a closed dielectric target in direct contact with the lossy half space, yielding a smooth transition between the infinite dielectric interface and the finite rough surface. In the results presented here we considered a deterministic rough surface, for simplicity, and in future studies we will employ this formulation to address scattering from a stochastic dielectric rough surface. In addition, future studies will focus on the analysis of scattering from a composite target, composed of dielectric and conducting components. For example, in the present study we have addressed scattering from a tank and from a tree-like target in the presence of a half space, with each target in isolation. In the future this analysis will be extended to consider scattering from a conducting target (e.g. a tank) in the presence of foliage. Induced electric current on the surface of a tree-like dielectric target at 500 MHz, with the target atop Yuma soil with 5% water content [19] . The tree height is nominally 6 m, the diameter of the main trunk is 50 cm, and in this example the electrical properties of the tree are =4 and Scattering angle (degrees)
