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NON-SYMMETRIC PERTURBATIONS OF
SELF-ADJOINT OPERATORS
JEAN-CLAUDE CUENIN AND CHRISTIANE TRETTER
Abstract. We investigate the effect of non-symmetric relatively bounded
perturbations on the spectrum of self-adjoint operators. In particular, we
establish stability theorems for one or infinitely many spectral gaps along with
corresponding resolvent estimates. These results extend, and improve, clas-
sical perturbation results by Kato and by Gohberg/Kre˘ın. Further, we study
essential spectral gaps and perturbations exhibiting additional structure with
respect to the unperturbed operator; in the latter case, we can even allow for
perturbations with relative bound ≥1. The generality of our results is illustra-
ted by several applications, massive and massless Dirac operators, point-cou-
pled periodic systems, and two-channel Hamiltonians with dissipation.
1. Introduction
Analytical information about the spectra and resolvents of non-self-adjoint lin-
ear operators is of great importance for numerical analysis and corresponding
non-linear problems. Recent papers on spectral problems for non-selfadjoint dif-
ferential operators have emphasized the need for universal information on the
non-real spectrum and on eigenvalues in spectral gaps as well as for resolvent es-
timates in spectral gaps, see e.g. [19], [4], [20]. Moreover, operators with spectral
gaps have been featuring in modern applications such as periodic quantum graphs
or photonic crystals, see e.g. [13], [6], [12]. However, even for perturbations of self-
adjoint operators there are only a few general results, usually restricted to bounded
or symmetric or relatively compact perturbations, or more specific results e.g. for
perturbations of Schro¨dinger operators.
In this paper we require neither of these conditions and study the behaviour of
the spectrum under perturbations that are merely relatively bounded. Our main
results concern the stability of spectral gaps and corresponding resolvent estimates,
estimates of the non-real spectrum, the behaviour of essential spectral gaps and of
isolated parts of the discrete spectrum, and the effects of additional structures of
the perturbation. All results are formulated in terms of the relative boundedness
constants of the perturbation; e.g. for the case of infinitely many spectral gaps, we
establish conditions on the lengths of the spectral gaps and bands ensuring that
infinitely many spectral gaps remain open or, more strongly, at most finitely many
spectral gaps close. Our results on structured perturbations seem to be the first
that even allow for perturbations with relative bound ≥1.
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The outline of the paper is as follows. In Section 2 we study the effect of a
relatively bounded perturbation A on the spectrum σ(T ) of a self-adjoint opera-
tor T . We show that, if A has T -bound δA < 1, then the non-real part of σ(T +A)
lies between two hyperbolas and we establish a “gap condition” ensuring that a
spectral gap (αT , βT ) ⊂ R of T gives rise to a stable spectral free strip of T + A.
This means that there exists a non-empty subinterval (αT+A, βT+A) ⊂ (αT , βT )
such that
σ(T + sA) ∩ {z ∈ C : αT+A < Rez < βT+A} = ∅ for all s ∈ [0, 1]; (1.1)
an analogous result is proved for essential spectral gaps. Moreover, we derive a
resolvent estimate for T+A in this spectral free strip. The shape of the hyperbolas,
the gap condition, the bounds αT+A, βT+A, and the resolvent estimate are all
formulated in terms of the relative boundedness constants of A with respect to T
and the endpoints αT , βT of the unperturbed spectral gap.
Similar spectral estimates for form-bounded perturbations were proved in [27];
however, for non-symmetric perturbations there is no general relation between
relative boundedness and relative form-boundedness. We also mention that our
results extend, and improve, classical perturbation results by Kato and by Goh-
berg/Krein, see [17, Theorems V.4.10/11], [16, Lemma V.10.1].
In Section 3 we study the stability of infinitely many spectral gaps (αn, βn) of
T which tend to ∞. We derive conditions on αn, βn ensuring that T + A has
infinitely many stable spectral free strips or that, more strongly, at most finitely
many spectral gaps of T close under the perturbation A. A necessary condition
for the latter is that the spectral gap lengths ln = βn−αn diverge if A has T -
bound δA = 0 and that they diverge exponentially if δA > 0. These results also
apply if two spectral gaps are separated by a single spectral point, e.g. if T has
compact resolvent.
In Section 4 we focus on perturbations that exhibit different additional struc-
tures with respect to the unperturbed operator T , e.g. if T commutes with a self-
adjoint involution τ , then A is supposed to anti-commute with τ , or vice versa.
Using operator matrix techniques, we are able to tighten the spectral estimates
derived in Section 2 and, at the same time, weaken the gap condition to such an
extent that we can even allow for perturbations A with T -bound δA ≥ 1.
For the special case of symmetric perturbations, we complement (1.1) by show-
ing that if e.g. αT+A = αT +δT+A, then σ(T +A) ∩
(
αT −δT+A, αT +δT+A
) 6= ∅
and that if T has eigenvalues of total multiplicity m < ∞ in an essential spec-
tral gap (αT , βT ), then T + A has eigenvalues of total algebraic multiplicity ≤ m
in (αT+A, βT+A). Further, we prove monotonicity results for spectral gaps and
essential spectral gaps for a semi-bounded perturbation A.
Finally, in Section 5 we apply our results to Dirac operators, massless in R2 and
massive with Coulomb-like potentials in R3, to point-coupled periodic systems on
manifolds, and to two-channel scattering systems with dissipation.
The following notation will be used throughout the paper. For a closed linear
operator T on a Hilbert space H with domain D(T ), we denote the kernel and
range by KerT and RanT , respectively, and the spectrum and resolvent set by
σ(T ) and ρ(T ), respectively. Moreover, T is called Fredholm if KerT is finite
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dimensional and RanT is finite co-dimensional; the essential spectrum of T is
defined as σess(T ) := {λ ∈ C : T − λ is not Fredholm}. If T = T ∗ is self-adjoint
and J⊂R is an interval, ET (J) denotes the corresponding spectral projection.
2. Perturbation of spectra and spectral gaps
In this section we study non-symmetric relatively bounded perturbations of
self-adjoint operators and their effect on the spectrum. In particular, we estimate
the non-real spectrum and the change of spectral gaps under such perturbations.
All spectral enclosures are supplied with corresponding resolvent estimates.
If T and A are linear operators in a Banach or Hilbert space, then A is called
T -bounded if D(T ) ⊂ D(A) and there exist a′, b′ ≥ 0 such that
‖Ax‖ ≤ a′‖x‖+ b′‖Tx‖, x ∈ D(T ). (2.1)
The infimum δA of all b
′ ≥ 0 such that there is an a′ ≥ 0 with (2.1) or, equivalently,
the infimum δA of all b ≥ 0 such that there is an a ≥ 0 with
‖Ax‖2 ≤ a2‖x‖2 + b2‖Tx‖2, x ∈ D(T ), (2.2)
is called T -bound of A (see [17, Section IV.1.1]). Note that (2.2) implies (2.1) with
a′ = a, b′ = b, while (2.1) implies (2.2) with a2 = a′2(1 + 1/ε), b2 = b′2(1 + ε) for
arbitrary ε > 0.
Classical perturbation theorems of Kato for spectra of self-adjoint operators T
either assume that the perturbation A is bounded or that T is semi-bounded and
A is symmetric (see e.g. [17, Theorems V.4.10/11]). A much less known theorem of
Gohberg and Krein assumes that A is relatively compact (see [16, Lemma V.10.1]).
The following new result requires neither of these conditions.
Theorem 2.1. Let T be a self-adjoint operator in a Hilbert space H and let A be
T -bounded with T -bound < 1 and with a, b ≥ 0, b < 1, as in (2.2).
i) Then the spectrum of T +A lies between two hyperbolas, more precisely,
σ(T +A) ∩
{
z ∈ C : |Imz|2 > a
2 + b2|Rez|2
1− b2
}
= ∅. (2.3)
ii) If T has a spectral gap (αT , βT ) ⊂ R, i.e. σ(T ) ∩ (αT , βT ) = ∅ with αT ,
βT ∈ σ(T ), and if√
a2 + b2α2T +
√
a2 + b2β2T < βT − αT , (2.4)
then T +A has a stable spectral free strip (αT+A, βT+A) + iR ⊂ C, i.e.
σ(T + sA) ∩ {z ∈ C : αT+A < Rez < βT+A} = ∅, s ∈ [0, 1], (2.5)
with
αT+A := αT +
√
a2 + b2α2T , βT+A := βT −
√
a2 + b2β2T ; (2.6)
if A is symmetric, then
σ(T+A) ∩K√
a2+b2α2T
(αT ) 6=∅, σ(T+A) ∩K√a2+b2β2T (βT ) 6=∅. (2.7)
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iii) If T has an essential spectral gap (αT , βT ) ⊂ R, i.e. σess(T )∩(αT , βT ) = ∅
with αT , βT ∈ σess(T ), and (2.4) holds, then the strip
σ(T +A) ∩ {z ∈ C : αT+A < Rez < βT+A} (2.8)
consists of at most countably many isolated eigenvalues of finite algebraic
multiplicity which may accumulate at most at the points αT+A, βT+A.
Resolvent estimates accompanying the spectral enclosures in Theorem 2.1 i)
and ii) may be found in Proposition 2.8 below.
Proof of Theorem 2.1. i) Since T is self-adjoint, we have the resolvent estimates
(see [17, V.(3.16), (3.17)])
‖(T − z)−1‖ = 1
dist(z, σ(T ))
≤ 1|Imz| ,
‖T (T − z)−1‖ = sup
t∈σ(T )
|t|
|t− z| ≤
|z|
|Imz| ,
z ∈ C \ R. (2.9)
Therefore, for z ∈ C belonging to the second set in (2.3),
‖A(T − z)−1‖2 ≤ a2‖(T − z)−1‖2 + b2‖T (T − z)−1‖2 ≤ a
2 + b2|z|2
|Imz|2 < 1. (2.10)
Now (2.3) follows from the stability result for bounded invertibility (see [17, The-
orem IV.3.17]).
ii) Let z = µ+ iν with µ ∈ (αT , βT ) ⊂ ρ(T ) and ν ∈ R. Then z ∈ ρ(T ),
‖(T − µ)(T − (µ+ iν))−1‖ ≤ sup
t∈σ(T )
|t− µ|√
|t− µ|2 + ν2 ≤ 1, (2.11)
and hence
‖A(T−z)−1‖ ≤ ‖A(T−µ)−1‖ ‖(T−µ)(T−(µ+ iν))−1‖ ≤ ‖A(T−µ)−1‖. (2.12)
For x ∈ D(T ), we have ‖Tx‖ = ‖ |T |x‖ and hence, by (2.2),
‖Ax‖2 ≤ a2‖x‖2 + b2‖ |T |x‖2 = ((a2 + b2|T |2)x, x) = ∥∥√a2 + b2|T |2 x∥∥2.
This yields that, for all s ∈ [0, 1],
‖sA(T−µ)−1‖ ≤ ‖A(T−µ)−1‖ ≤ ∥∥√a2+b2|T |2 (T − µ)−1∥∥
= sup
t∈σ(T )
√
a2+b2t2
|t− µ| .
(2.13)
If Rez=µ∈(αT+√a2+b2α2T , βT−√a2+b2β2T ), then an elementary computation
shows that
sup
t∈σ(T )
√
a2 + b2t2
|t− µ| = max
{
b,
√
a2+b2α2T
µ− αT ,
√
a2+b2β2T
βT − µ
}
< 1. (2.14)
Now (2.5) follows from [17, Theorem IV.3.17].
For the case that A is symmetric, we first prove that if λ ∈ σ(T ), then
σ(T +A)∩(λ−δA,λ, λ+δA,λ) 6= ∅, δA,λ := lim sup
ν∈R\{0}
ν→0
|ν| ‖A(T−λ− iν)−1‖. (2.15)
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If λ ∈ σ(T + A), there is nothing to prove, so we suppose that λ 6∈ σ(T + A).
Since T is self-adjoint, there exists a singular sequence for T and λ, i.e. a se-
quence (un)n∈N ⊂ D(T ), ‖un‖ = 1, with ‖(T − λ)un‖ → 0, n → ∞ (see e.g. [28,
Satz 8.24 b)]). For every ν ∈ R \ {0} we have λ+ iν ∈ ρ(T ) and
T +A− λ = (I + (iν +A) (T − λ− iν)−1 ) (T − λ− iν) ,
which implies that
‖(T +A− λ)un‖ ≤
(
1 + ‖(iν +A)(T − λ− iν)−1‖) (‖(T − λ)un‖+ |ν|). (2.16)
Similarly as above, we obtain that
‖A(T−λ−iν)−1‖ ≤ ‖
√
a2+b2|T |2(T−λ−iν)−1‖ = sup
t∈σ(T )
√
a2+b2t2
(t−λ)2+ν2 =:s(ν)<∞,
(2.17)
since the function over which the supremum is taken is continuous on all of R as
ν 6= 0 and tends to b for t→ ±∞. Now we choose nε ∈ N such that
‖(T − λ)unε‖ <
|ν|
2 + s(ν)
.
Using this in (2.16) and ‖unε‖ = 1, we conclude that
‖(T +A− λ)unε‖ ≤ (2 + s(ν))‖(T − λ)unε‖+
(
2 + ‖A(T − λ− iν)−1‖) |ν|
≤ (3|ν|+ |ν| ‖A(T − λ− iν)−1‖)‖unε‖
and hence
‖(T +A− λ)−1‖ ≥ 1
3|ν|+ |ν| ‖A(T − λ− iν)−1‖ .
Taking the limes inferior over all ν ∈ R \ {0} with ν → 0 on both sides, we find
‖(T +A− λ)−1‖ ≥ lim inf
ν∈R\{0}
ν→0
1
3|ν|+ |ν| ‖A(T − λ− iν)−1‖ =
1
δA,λ
.
Since A has T -bound < 1, T +A is self-adjoint by the Kato-Rellich theorem (see
e.g. [17, Theorem V.4.3]) and thus
1
dist(λ, σ(T +A))
= ‖(T +A− λ)−1‖ ≥ 1
δA,λ
.
This proves (2.15).
Now we are ready to prove claim (2.7). One can show that for the supremum
s(ν) in (2.17) the point t(ν) where it is attained tends to λ for ν → 0 and thus
δA,λ=lim sup
ν∈R\{0}
ν→0
|ν| ‖A(T−λ−iν)−1‖ ≤ lim sup
ν∈R\{0}
ν→0
|ν|
√
a2+b2t(ν)2
(t(ν)−λ)2+ν2 =
√
a2+b2λ2.
This, together with (2.15) applied to the points αT , βT ∈ σ(T ), yields (2.7).
iii) Let (εn)n∈N, (δn)n∈N ⊂ [0,∞), be sequences with εn → 0, δn → 0, n→∞,
αT+εn, βT−δn∈σ(T ) and so that the spectral projection Pn :=ET ((αT+εn, βT−δn))
has finite rank; note that we can choose e.g. εn = 0, n ∈ N, if αT is no accumulation
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point of eigenvalues of T . If we set H1 :=RanPn, H2 :=H⊥1 = KerPn, and denote
by Ti are the restrictions of T to Hi, then dimH1 <∞ and
T = diag(T1, T2), D(T ) = (D(T ) ∩H1)⊕ (D(T ) ∩H2) = D(T1)⊕D(T2),
in H = H1 ⊕H2. Since D(T ) ⊂ D(A), we can also decompose
T +A =
(
T1 +A11 A12
A21 T2 +A22
)
, D(T +A) = D(T1)⊕D(T2),
in H = H1 ⊕H2 where A11 = PnA|D(T )∩H1 , etc. If we write
T +A = T +A, T =
(
T1 0
0 T2 +A22
)
, A =
(
A11 A12
A21 0
)
,
then A is degenerate since dimH1<∞. It is not difficult to check that (2.2) implies
‖Aijx‖2 ≤ a2‖x‖2 + b2‖Tjx‖2, x ∈ D(Tj), i, j = 1, 2, (2.18)
and, for |η| sufficiently large,
‖A12(T2 +A22 − iη)−1‖ ≤ ‖A12(T2 − iη)
−1‖
1− ‖A22(T2 − iη)−1‖ <∞.
Thus A is T -bounded and AT −1 is degenerate, hence compact. Since the essential
spectrum is stable under relatively compact perturbations (see e.g. [11, Theorem
IX.2.1]), we have
σess(T +A) = σess(T +A) = σess(T ) = σess(T2 +A22) ⊂ σ(T2 +A22).
By construction, σess(T1) = ∅ and σ(T2) ∩ (αT +εn, βT −δn) = ∅ with αT +εn,
βT−δn ∈ σ(T2). Applying ii) to T2 and A22 and letting n→∞, we conclude that
σess(T + A) ∩
(
(αT+A, βT+A) + iR
)
= ∅. By i) the strip (αT+A, βT+A) + iR⊂C
contains points of ρ(T ) and hence iii) follows e.g. from [15, Theorem XVII.2.1]. 
Remark 2.2. There is an analogue of Theorem 2.1 in terms of the constants a′, b′
in (2.1) with a′+ b′|αT |, a′+ b′|βT | in place of
√
a2+b2α2T ,
√
a2+b2β2T everywhere;
in particular, (2.4) becomes
(a′ + b′|αT |) + (a′ + b′|βT |) < βT − αT . (2.19)
In fact, since (2.1) implies (2.2) with a2= a′2(1 + ε), b2= b′2(1 + 1ε ) for arbitrary
ε>0, we can use Theorem 2.1 with each such pair of constants and observe that e.g.
βT −min
ε>0
√
a′2(1 + ε) +b′2
(
1 +
1
ε
)
β2T = βT − (a′+ b′|βT |),
where the minimum is attained at ε = b
′|βT |
a′ . Note that the corresponding condi-
tion (2.19) with the constants a, b from (2.2), which may also be used as a′, b′ in
(2.1), is only sufficient but not necessary for (2.4).
Remark 2.3. Theorem 2.1 iii) remains valid if we replace σess(T ) by any of the
sets σe,i(T ), i = 1, 2, 3, 4, defined in [11, Section IX.1] which are all stable under
relatively compact perturbations.
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The spectral inclusion established in Theorem 2.1 is illustrated in Figure 2.1
for the typical case a 6= 0, b 6= 0. Note that the asymptotes of the hyperbolas in
Theorem 2.1 i) are given by |Imz| = ± arcsin b |Rez|; if A is bounded, i.e. a = ‖A‖,
b = 0, the hyperbolas degenerate into the lines |Imz| = ‖A‖, in agreement with
the classical perturbation result (comp. [17, Section V.4.3]).
βTαT
Figure 2.1.Spectral inclusion in Theorem 2.1 (a 6=0, b 6=0).
Theorem 2.1 extends, and improves, two classical perturbation results, firstly,
the well-known stability theorem of T. Kato for symmetric perturbations of semi-
bounded selfadjoint operators (see [17, Theorem V.4.11]) and, secondly, the less
known perturbation result of M.G. Kre˘ın and I.C. Gohberg on relatively compact
perturbations of self-adjoint operators (see [16, Lemma V.10.1]).
The first of the following two corollaries shows that Theorem 2.1 ii) generalizes
Kato’s stability result [17, Theorem V.4.11] to non-symmetric A and improves
Kato’s lower bound for the spectrum of T +A even for symmetric A.
Corollary 2.4. If T in Theorem 2.1 ii) is bounded below with lower bound βT ,
then T +A is m-accretive with
Re σ(T +A) ≥ βT+A =
{
βT −
√
a2+b2β2T , for a, b as in (2.2),
βT − (a′+ b′βT ), for a′, b′ as in (2.1).
(2.20)
Proof. The claim follows from Theorem 2.1 and its proof, applied with αT tending
to −∞, and Remark 2.2. 
Remark 2.5. Corollary 2.4 generalizes Kato’s semiboundedness stability result [17,
Theorem V.4.11] to non-symmetric perturbations. Moreover, if A is symmetric it
improved Kato’s lower bound
σ(T +A) ≥ βT −max
{ a′
1− b′ , a
′ + b′|βT |
}
,
which is worse than the bound in (2.20) if a
′
1−b′ > a
′+b′|βT |, i.e. a′+b′|βT | > |βT |.
The next corollary shows that Theorem 2.1 i) does not only yield Gohberg
and Kre˘ın’s result [16, Lemma V.10.1] as a special case where the perturbation
A is T -compact, but it generalizes their result to T -bounded A with T -bound 0.
Note that if A is T -compact, then A has T -bound 0 since H is reflexive and T is
self-adjoint, thus closed (see [11, Corollary III.7.7]).
Corollary 2.6. If A in Theorem 2.1 i) has T -bound 0, then for every ε > 0 there
exists an rε > 0 such that
σ(T +A) ⊂ K(0, rε) ∪ Σε ∪ (−Σε)
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where K(0, rε) := {z ∈ C : |z| ≤ rε} is the closed ball of radius rε centred at 0 and
Σε := {z ∈ C \ {0} : | arg z| ≤ ε}
is the sector of opening angle 2ε lying symmetrically around the positive real axis.
Proof. Let ε > 0 be arbitrary. Since A has T -bound 0, there exist aε, bε ≥ 0 with
bε so small that
‖Ax‖2 ≤ a2ε‖x‖2 + b2ε‖Tx‖2, x ∈ D(T ), and
b2ε
1− b2ε
<
ε2
2
.
Now let z ∈ σ(T +A). If |Rez|2 ≥ r20 := a
2
ε
1−b2ε
2
ε2 , then Theorem 2.1 i) shows that
|Imz|2
|Rez|2 ≤
a2ε
1− b2ε
1
r20
+
b2ε
1− b2ε
< ε2
and hence z ∈ Σε ∪ (−Σε); if |Rez|2 ≤ r20 , then Theorem 2.1 i) shows that
|z|2 ≤ r20 + |Imz|2 ≤ r20 +
a2ε + b
2
εr
2
0
1− b2ε
=: r2ε
and hence z ∈ K(0, rε). Since rε ≥ r0, the claim follows. 
Remark 2.7. If T is self-adjoint and A is p-subordinate to T with 0 ≤ p < 1, i.e.
D(T ) ⊂ D(A) and there exists c ≥ 0 such that
‖Ax‖ ≤ c‖x‖1−p‖Tx‖p, x ∈ D(T ),
then A is T -bounded with T -bound 0. Hence Corollary 2.6 implies the spectral
enclosure in [26, Lemma 3.5], which was proved there for the more general case that
T is bisectorial with angle θ ∈ [0, π/2) and radius r ≥ 0, see [26, Definition 2.7].
Proposition 2.8. Let T be a self-adjoint operator in a Hilbert space H and let A
be T -bounded with T -bound < 1 and with a, b ≥ 0, b < 1, as in (2.2).
i) For z ∈ C such that |Imz|2 > a2+b2|Rez|21−b2 , we have
‖(T +A− z)−1‖ ≤ 1|Imz| −
√
a2 + b2|z|2 .
ii) For z ∈ C such that αT+A<Rez<βT+A with αT+A, βT+A as in (2.6), we have
‖(T+A−z)−1‖≤ 1
min{Rez−αT , βT−Rez}2+(Imz)2
1
1−max
{
b,
√
a2+b2α2T
Rez−αT
,
√
a2+b2β2T
βT−Rez
}.
Proof. Both claims follow from the estimates of ‖A(T − z)−1‖ established in the
proofs of Theorem 2.1 i) and ii) and [17, Theorem IV.3.17]. 
Remark 2.9. The explicit form of the resolvent estimate in Proposition 2.8 ii) is
different for the cases |αT | ≤ |βT | and |αT | ≥ |βT |. More precisely, if we define
ζ ∈ (αT+A, βT+A) by
ζ := αT+
βT − αT√
a2+b2α2T+
√
a2+b2β2T
√
a2+b2α2T
= βT− βT − αT√
a2+b2α2T+
√
a2+b2β2T
√
a2+b2β2T ,
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then, if |αT | ≤ |βT |, we have αT+A ≤ ζ ≤ αT+βT2 and
‖(T+A−z)−1‖≤
≤

1√
(Rez−αT )2+(Imz)2
Rez − αT
Rez−αT+A , Rez∈
(
αT+A, ζ
]
,
1√
(Rez−αT )2+(Imz)2
βT − Rez
βT+A−Rez , Rez∈
(
ζ,min{αT+βT2 , βT+A}
]
,
1√
(βT−Rez)2+(Imz)2
βT − Rez
βT+A−Rez , Rez∈
(
min{αT+βT2 , βT+A}, βT+A
)
;
if |αT | ≥ |βT |, we have αT+βT2 ≤ ζ ≤ βT+A and
‖(T+A−z)−1‖≤
≤

1√
(Rez−αT )2+(Imz)2
Rez − αT
Rez−αT+A , Rez∈
(
αT+A,min{αT+A,αT+βT2 }
]
,
1√
(βT−Rez)2+(Imz)2
Rez − αT
Rez−αT+A , Rez∈
(
min{αT+A, αT+βT2 }, ζ
]
,
1√
(βT−Rez)2+(Imz)2
βT − Rez
βT+A−Rez , Rez∈
(
ζ, βT+A
)
.
Remark 2.10. For perturbations in quadratic form sense, results similar to those in
Theorem 2.1 were proved by K. Veselic in [27], under corresponding assumptions
on the relative form bounds of the perturbation. If A is symmetric, our assumption
(2.2) implies that |A| ≤ a+ b|T | in quadratic form sense, which is the assumption
in [27]. However, for non-symmetric perturbations there is no general relation
between relative boundedness and relative form-boundedness.
If T has a spectral gap that is symmetric to the origin, the claims in Theo-
rem 2.1 ii) and, in particular, the resolvent estimates in Remark 2.9 simplify as
follows.
Corollary 2.11. Let T be a self-adjoint operator in a Hilbert space H and let A
be T -bounded with T -bound < 1 and with a, b ≥ 0, b < 1 as in (2.2). If T has
a symmetric spectral gap (−βT , βT ) ⊂ R with βT > 0, i.e. σ(T ) ∩ (−βT , βT ) = ∅
and βT ∈ σ(T ), and if √
a2 + b2β2T < βT , (2.21)
then T +A has a stable spectral free strip (−βT+A, βT+A) + iR ⊂ C with βT+A =
βT−
√
a2+b2β2T as in (2.6), more precisely,
σ(T + sA) ∩ {z ∈ C : |Rez| < βT+A} = ∅, s ∈ [0, 1], (2.22)
and, for z ∈ C belonging to the second set in (2.22),
‖(T +A− z)−1‖ ≤ 1√
(βT − |Rez|)2 + |Imz|2
· βT − |Rez|
βT+A − |Rez| . (2.23)
In particular, T +A is bisectorial.
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Theorem 2.1 allows us to strengthen another classical result of Kato who showed
that if T is self-adjoint, A is T -bounded with T -bound < 12 and constants a
′, b′ as
in (2.1), λ is an isolated eigenvalue of T with multiplicity m <∞, and
a′ + b′(|λ| + d) < d
2
, d := dist(λ, σ(T ) \ {λ}), (2.24)
then the open ball B(λ, d/2) contains exactlym eigenvalues of T+A, counted with
algebraic multiplicity, and no other points of σ(T +A) (see [17, Section V.4.3]).
Here we can allow for perturbations with relative bound < 1 (see Remark 2.13
below) and for non-symmetric spectral gaps around the isolated eigenvalue.
Theorem 2.12. Let T be a self-adjoint operator in a Hilbert space H, let A be
T-bounded with T -bound < 1 and with a, b ≥ 0, b < 1, as in (2.2). Suppose that
λ ∈ σ(T ) is an isolated eigenvalue of T of multiplicity m <∞, and set
α := max {ν ∈ σ(T ) : ν < λ} , β := min {ν ∈ σ(T ) : ν > λ} .
If√
a2+b2α2+
√
a2+b2λ2 < λ−α and
√
a2+b2λ2+
√
a2+b2β2 < β−λ, (2.25)
then the vertical strip(
λ−
√
a2+b2λ2, λ+
√
a2+b2λ2
)
+ iR
contains exactlym isolated eigenvalues of T+A, counted with algebraic multiplicity.
Proof. By Theorem 2.1 i) there exists η0 > 0 such that
{z ∈ C : |Imz| > η0} ⊂ ρ(T +A). (2.26)
Moreover, Theorem 2.1 ii) implies that{
z ∈ C : α+
√
a2+b2α2 < |Rez| < λ−
√
a2+b2λ2
}
⊂ ρ(T +A),{
z ∈ C : λ+
√
a2+b2λ2 < |Rez| < β −
√
a2+b2β2
}
⊂ ρ(T +A).
(2.27)
Hence we can choose a closed rectangular Jordan curve Γ=
⋃4
i=1 Γi⊂ρ(T+A) whose
vertical parts Γ1, Γ3 pass through the two strips in (2.27) and whose horizontal
parts Γ2, Γ4 lie in the two sets {z ∈ C : Imz > η0} and {z ∈ C : Imz < −η0},
respectively.
Using the estimates (2.13), (2.14) in the proof of Theorem 2.1 in Γ1, Γ3 and
the estimate (2.10) in the proof of Theorem 2.1 in Γ2, Γ4, one can show that the
family of Riesz projections
P (χ) := − 1
2πi
∫
Γ
(T + χA− λ)−1dλ
depends continuously on χ ∈ [0, 1]. Hence we have dimRanP (1) = dimRanP (0) =
dimE({λ}) = m. This together with (2.26) yields the claim. 
Remark 2.13. i) Theorem 2.12 allows for b < 1, and not only for b < 12 as in [17,
Section V.4.3]; this can be seen e.g. letting λ= 0, a= 0 in (2.25) and (2.24), re-
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ii) Theorem 2.12 can easily be generalized to a finite number of eigenvalues
separated from the rest of the spectrum.
3. Infinitely many spectral gaps
In this section we apply the stability result for a single spectral gap to study
the behaviour of infinitely many spectral gaps. We establish criteria on the gap
lengths ensuring that, under the perturbation, infinitely many spectral gaps are
retained or, more strongly, at most a finite number of (finite) spectral gaps closes.
Theorem 3.1. Let T be a self-adjoint operator in a Hilbert space H with infinitely
many spectral gaps, i.e. σ(T ) ∩ (αn, βn) =∅ with αn, βn ∈ σ(T ), such that αn<
βn≤αn+1, n∈N, αn→∞, n→∞, and let A be T-bounded with T-bound δA<1.
i) If the unperturbed spectral gaps (αn, βn) satisfy
lim sup
n→∞
βn
αn
>
1 + δA
1− δA (≥1), (3.1)
then T +A has infinitely many stable spectral free strips; if even
lim inf
n→∞
βn
αn
>
1 + δA
1− δA (≥1), (3.2)
then at most finitely many spectral gaps of T close under perturbation by A.
ii) If an, bn≥0, bn<1, are so that (2.2) holds with an, bn in place of a, b and
lim inf
n→∞
√
a2n + b
2
nα
2
n +
√
a2n + b
2
nβ
2
n
βn − αn < 1, (3.3)
then T +A still has infinitely many stable spectral free strips; if even
lim sup
n→∞
√
a2n + b
2
nα
2
n +
√
a2n + b
2
nβ
2
n
βn − αn < 1, (3.4)
then at most finitely many spectral gaps of T close under perturbation by A.
Proof. Without loss of generality, we may assume that αn > 0, n ∈ N.
i) Suppose that (3.1) holds. Then there exists s subsequence (nk)k∈N ⊂ N such
that
βnk
αnk
→ lim supn→∞ βnαn =: γs ∈ (
1+δA
1−δA
,∞]. By assumption (3.1) and the
definition of the T -bound δA, we can choose a ≥ 0 and b ∈
(
δA,
γs−1
γs+1
) ⊂ (δA, 1)
such that (2.2) holds. Then
lim
k→∞
√
a2+b2α2nk+
√
a2+b2β2nk
βnk − αnk
= lim
k→∞
√
a2
α2nk
+b2+
√
a2
α2nk
+b2
β2nk
α2nk
βnk
αnk
− 1
= b
γs+1
γs−1 < 1.
By Theorem 2.1 ii), there exists k0∈N so that T+A has infinitely many stable spect-
ral free strips (αT+A,nk , βT+A,nk) + iR with (αT+A,nk , βT+A,nk)⊂(αnk , βnk), k≥k0.
Now suppose that (3.2) holds and choose ε > 0 such that
γi := lim inf
n→∞
βn
αn
>
1 + δA(1 + ε)
1− δA(1 + ε) >
1 + δA
1− δA and δA,ε := δA
1 + ε
1 + ε2
< 1.
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Then there exists n0∈N such that βnαn >
1+δA(1+ε)
1−δA(1+ε)
, n≥n0. Let a, b≥0, b∈(δA, δA,ε),
be such that (2.2) holds. Since αn →∞, there exists N0 ∈ N, N0 ≥ n0, such that
a2
α2n
< b2( ε
2
4 + ε). Observing that
βn
αn
> 1, we obtain that, for n ≥ N0,√
a2+b2α2n+
√
a2+b2β2n
βn − αn =
√
a2
α2n
+b2+
√
a
α2n
+b2
β2n
α2n
βn
αn
− 1 < b
(
1+
ε
2
) βn
αn
+ 1
βn
αn
− 1
< b
(
1+
ε
2
) 1+δA(1+ε)
1−δA(1+ε)
+ 1
1+δA(1+ε)
1−δA(1+ε)
− 1
= b
(
1+
ε
2
) 1
δA(1 + ε)
= b
1
δA,ε
< 1.
By Theorem 2.1 ii), T + A has stable spectral free strips (αT+A,n, βT+A,n) + iR
with (αT+A,n, βT+A,n) ⊂ (αn, βn), n ≥ N0.
ii) The claims in ii) are immediate from Theorem 2.1 since we may allow the
relative boundedness constants an, bn to be chosen differently for each spectral
gap (αn, βn). 
Note that in Theorem 3.1 two spectral gaps may be separated by a single
spectral point if αn=βn+1. In particular, Theorem 3.1 applies if the operator T
has compact resolvent.
While in Theorem 3.1 the assumptions in i) are easier to check, the conditions
in ii) obtained using different relative boundedness constants in each spectral gap
are weaker. In the next proposition we analyze the implications of the latter on
the growth of the lengths of the spectral gaps; we restrict ourselves to (3.4).
Proposition 3.2. Under the assumptions of Theorem 3.1, let ln := βn − αn > 0,
n ∈ N, be the length of the n-th spectral gap of T , and let δA ∈ [0, 1) be the T -bound
of A. Then
(3.4) requires that
{
(ln)n∈N diverges exponentially if δA > 0,
(ln)n∈N diverges if δA = 0 and A is unbounded.
Proof. Without loss of generality, we may assume that αn>0, n∈N.
If δA > 0, then bn ≥ δA, n ∈ N. Together with βn ≤ αn+1, n ∈ N, we find that
(3.4) implies
1 > lim sup
n→∞
√
a2n+b
2
nα
2
n+
√
a2n+b
2
nβ
2
n
βn − αn ≥ lim supn→∞ bn
βn+αn
βn−αn
≥ δA lim sup
n→∞
(
1 + 2
αn
αn+1 − αn
)
.
It follows that
lim inf
n→∞
αn+1
αn
≥ 2 δA
1− δA + 1 =
1 + δA
1− δA > 1
and thus (αn)n∈N diverges exponentially. Because ln = βn − αn ≥ (γi − 1)αn and
γi > 1 for almost all n ∈ N, so does (ln)n∈N.
If δA = 0, we first show that an →∞, n→∞. Otherwise,
‖Ax‖2 ≤ lim sup
n→∞
a2n ‖x‖2, x ∈ D(T );
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since D(T ) ⊂ H is dense, this would imply that A is bounded, a contradiction to
the assumption. From (3.4) it now follows that (ln)n∈N diverges since
1 > lim sup
n→∞
√
a2n+b
2
nα
2
n+
√
a2n+b
2
nβ
2
n
βn − αn ≥ lim supn→∞
2an
ln
. 
The last inequality suggests that in Proposition 3.2 ii), it may be sufficient that
the divergence of (ln)n∈N is of the same order as the divergence of (an)n∈N when
bn → 0, n → ∞, e.g. power-like rather than exponential, possibly modulated by
logarithms [3, 2, 7]. This is confirmed by Example 3.4 below which is used in
Section 5.2 for a physical application.
In fact, in applications often the growth rate of the spectral gaps and spectral
bands is known rather than that of their end-points. Here the following alternative
formulas are useful to check the conditions of Theorem 3.1; again we restrict
ourselves to (3.2) and (3.4).
αn βn αn+1 βn+1
ln=βn−αn ln+1
wn=αn+1−βn wn+1
Figure 3.1. Unperturbed spectral gaps and spectral bands of T .
Remark 3.3. Let ln := βn−αn > 0, wn := αn+1−βn ≥ 0 be the length of the n-th
spectral gap and spectral band, respectively, of T , n ∈ N. Since ∑n−1j=1 (lj +wj) =
αn − α1, n ∈ N, condition (3.2) in Theorem 3.1 i) can be written as
1 + lim inf
n→∞
ln∑n−1
j=1 (lj + wj)
>
1 + δA
1− δA (≥1),
and a sufficient condition for (3.4) in Theorem 3.1 ii) is
κs := lim sup
n→∞
(
bn +
2
ln
(
an + bn
n−1∑
j=1
(lj + wj)
))
< 1. (3.5)
Below, for sequences (xn)n∈N, (yn)n∈N ⊂ R, we use the notation xn . yn if there
exists a constant C > 0 and N ∈ N such that |xn| ≤ C|yn|, n ≥ N ; analogously,
we define xn & yn and we write xn ≈ yn if xn . yn and xn & yn.
Example 3.4. Assume that the assumptions of Theorem 3.1 hold and that A has
T -bound 0. If there exist p1, q1 > 0, p2, q2 ∈ R such that
ln ≈ n
p1(logn)p2 , wn . n
q1(logn)q2 , (3.6)
an . n
p1(logn)p2 , bn . min
{
n−1, np1−q1−1(log n)p2−q2
}
, (3.7)
then there exists ε0 > 0 such that T +εA, 0≤ ε≤ ε0, has infinitely many stable
spectral free strips, more precisely, at most finitely many (finite) spectral gaps of
T do not give rise to stable spectral free strips of T + εA.
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Proof. By assumption (3.6) and some elementary estimates, we have
n−1∑
j=1
lj . n
p1+1(logn)p2 ,
n−1∑
j=1
wj . n
q1+1(logn)q2 . (3.8)
By (3.8) and assumption (3.7), we see that κs defined in (3.5) satisfies
κs . 2 lim sup
n→∞
{
an
np1(logn)p2
+ bn
(
1
2
+ n+ nq1−p1+1(logn)q2−p2
)}
<∞. (3.9)
Hence ε0 > 0 can be chosen so small that the corresponding bound εγ for the
operator εA is < 1 and thus (3.4) holds for all 0 ≤ ε ≤ ε0. Now Theorem 3.1 ii)
yields the claims. 
4. Symmetric and structured perturbations
If the perturbation has some additional properties, we are able to tighten the
stability results for spectral gaps derived in the previous sections. Here we distin-
guish two cases, first, we briefly consider symmetric perturbations A and, secondly,
we consider non-symmetric perturbations that exhibit a certain structure with re-
spect to the spectral gap (αT , βT ) of T . In the latter case, we may even allow for
perturbations with T -bound ≥ 1.
In the sequel, we denote the numerical range of A by
W (A) := {(Ax, x) : x ∈ D(A), ‖x‖ = 1} .
Theorem 4.1. Let T be a self-adjoint operator in a Hilbert space H and let
(αT , βT ) ⊂ R be such that (αT , βT ) contains m eigenvalues of T , counted with
multiplicity. Let A be a T-bounded symmetric operator with T -bound < 1 such
that (2.2) holds with a, b ≥ 0, b < 1, and
i) if (2.4) holds, i.e.
√
a2 + b2α2T +
√
a2 + b2β2T < βT − αT , set
(αT+A, βT+A) :=
(
αT +
√
a2 + b2α2T , βT −
√
a2 + b2β2T
)
;
ii) if A is bounded above and supW (A) +
√
a2 + b2β2T < βT − αT , set
(αT+A, βT+A) :=
(
αT + supW (A), βT −
√
a2 + b2β2T
)
;
iii) if A is bounded below and
√
a2 + b2α2T − infW (A) < βT − αT , set
(αT+A, βT+A) :=
(
αT +
√
a2 + b2α2T , βT + infW (A)
)
;
iv) if A is bounded and supW (A)− infW (A) < βT − αT , set
(αT+A, βT+A) :=
(
αT + supW (A), βT + infW (A)
)
.
Then, in each case, (αT+A, βT+A) contains at most m isolated eigenvalues of
T + A, counted with algebraic multiplicity. In particular, if (αT , βT ) contains no
eigenvalues of T , then (αT+A, βT+A) contains no eigenvalues of T +A.
Proof. Denote by ET the spectral family of the self-adjoint operator T , set
P1 := ET ((−∞, αT ]), P2 := ET ([βT ,∞)), P3 := ET ((αT , βT )),
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and Hi := PiH, i = 1, 2, 3. Then H = H1 ⊕H2 ⊕H3 with dimH3 = m < ∞ by
the assumption on T . Let Tii := PiT |Hi be the part of T in Hi and set
Aij := PiAPj |Hj , D(Aij) := PjD(T ), i, j = 1, 2, 3.
Then the operators Tii, i = 1, 2, are semi-bounded, T11 ≤ α and T22 ≥ β. Since A
is symmetric and T -bounded, the operators Aii are symmetric and Tii-bounded,
i = 1, 2; in particular, (2.2) holds for the pairs Tii, Aii, i = 1, 2 with the same
constants a, b ≥ 0, b < 1. Hence, by Corollary 2.4, for all x ∈ P1D(T ), y ∈ P2D(T ),
((T +A)x, x) = ((T11 +A11)x, x) ≤
(
αT +
√
a2 + b2α2T
) ‖x‖2,
((T +A)y, y) = ((T22 +A22)y, y) ≥
(
βT −
√
a2 + b2β2T
) ‖y‖2. (4.1)
Now we are precisely in the position of [28, Satz 8.28] from which the claim in
case i) follows. In cases ii), iii), and iv) we replace the first, the second, or both,
respectively estimates in (4.1) by corresponding estimates in terms of the numerical
range of A, e.g. for x ∈ P1D(T ),
((T11 +A11)x, x) ≤
(
αT + supW (A)
) ‖x‖2. 
In the previous theorem, the operator matrix representation of T + A with
respect to the “almost spectral gap” (αT , βT ) was used as a tool in the proof. In
the following results, we assume that the perturbation A is either “off-diagonal”
or “diagonal” with respect to the spectral gap (αT , βT ).
Theorem 4.2. Let T be a self-adjoint operator in a Hilbert space H with spectral
family ET and spectral gap (αT , βT ) such that 0 ∈ (αT , βT ), and denote by T11,
T22 the restrictions of T to H1 := ET ((−∞, αT ])H and H2 := ET ([βT ,∞))H,
respectively. Let A be T -bounded and off-diagonal with respect to the decomposition
H = H1 ⊕H2, i.e.
T =
(
T11 0
0 T22
)
, A=
(
0 A12
A21 0
)
in D(T ) = D(T11)⊕D(T22) ⊂ D(A),
with D(T11) = ET ((−∞, αT ])D(T ), D(T22) = ET ([βT ,∞)])D(T ) in H = H1⊕H2.
If the constants a12, a21, b12, b21 ≥ 0, in
‖A21x‖2 ≤ a221‖x‖2 + b221‖T11x‖2, x ∈ D(T11),
‖A12y‖2 ≤ a212‖y‖2 + b212‖T22y‖2, y ∈ D(T22),
satisfy
b12b21 < 1,
√
(a212 + b
2
12β
2
T )(a
2
21 + b
2
21α
2
T ) <
(βT − αT
2
)2
(4.2)
and we set
δT+A :=
βT − αT
2
−
√(βT − αT
2
)2
−
√
(a212 + b
2
12β
2
T )(a
2
21 + b
2
21α
2
T ),
then
σ(T +A) ∩ {z ∈ C : αT + δT+A < Rez < βT − δT+A} = ∅.
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Proof. The proof relies on the Frobenius-Schur factorization (see e.g. [24, (2.2.11)]),
T +A− λ =
(
I 0
A21(T11 − λ)−1 I
)(
T11 − λ 0
0 S2(λ)
)(
I (T11 − λ)−1A12
0 I
)
valid on D(T ) = D(T11) ⊕ D(T22); here S2(λ), λ ∈ ρ(T11), is the second Schur
complement of the operator matrix T +A, given by
S2(λ) := T22 − λ−A21(T11 − λ)−1A12, D(S2(λ)) = D(T22).
It is easy to see that (see e.g. [24,Corollary 2.3.5]), for λ∈(αT, βT )⊂ρ(T11)∩ρ(T22),
λ ∈ ρ(T+A) ⇐⇒ 0 ∈ ρ(S2(λ)) ⇐⇒ 1 ∈ ρ
(
A21(T11−λ)−1A12(T22−λ)−1
)
. (4.3)
Using (2.12), T11 ≤ αT , T22 ≥ βT , and 0 ∈ ρ(T ) = ρ(T11)∩ ρ(T22) by assumption,
we obtain that, for λ ∈ C with αT < Reλ < βT ,
‖A21(T11 − λ)−1‖ ≤ ‖A21(T11 − Reλ)−1‖ ≤ ‖A21T−111 ‖ ‖T11(T11 − Reλ)−1‖
≤
√
a221+b
2
21α
2
T
|αT |
(
1+
|Reλ|
Reλ−αT
)2
=
√
a221 + b
2
21α
2
T
Reλ− αT , (4.4)
and, analogously,
‖A12(T22 − λ)−1‖ ≤
√
a212 + b
2
12β
2
T
βT − Reλ . (4.5)
Thus ‖A21(T11 − λ)−1A12(T22 − λ)−1‖ < 1, and hence λ ∈ ρ(T +A) by (4.3), if
(Reλ− αT )(βT − Reλ) >
√
(a212 + b
2
12β
2
T )(a
2
21 + b
2
21α
2
T ),
which is equivalent to αT + δT+A < Reλ < βT − δT+A. 
Remark 4.3. If we do not assume that 0 ∈ (αT , βT ), the formulation of Theorem 4.2
has to be modified. Then four cases have to be distinguished since, instead of the
estimates (4.4), (4.5), we now have to use
‖A21(T11−λ)−1‖ ≤ ‖A21(T11−Reλ)−1‖ ≤ max
{
b21,
√
a221 + b
2
21α
2
T
Reλ− αT
}
, Reλ>αT ,
‖A12(T22−λ)−1‖ ≤ ‖A12(T22−Reλ)−1‖ ≤ max
{
b12,
√
a212 + b
2
12β
2
T
βT − Reλ
}
, Reλ<βT ,
and the maximum may be either of the two expressions depending on the position
of λ. In all cases, (4.2) is a necessary condition. To obtain a sufficient condition,
the second assumption in (4.2) has to be modified for the four different cases; we
omit the tedious details.
Remark 4.4. Theorem 4.2 extends [1, Theorem 5.4] where A was assumed to be
bounded; in this case, b12 = b21 = 0 so that the formula for δT+A simplifies and
coincides with the corresponding formula therein due to [1, (5.9)].
In the next theorem the unperturbed operator T is bounded below and diagonal
with respect to some decomposition of the Hilbert space H, while the perturbation
A is off-diagonal; in the second theorem, T has a spectral gap symmetric to 0 and
is off-diagonal, while A is diagonal. We mention that such operators T are also
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called abstract Dirac operators [23, Section 5.1]; in the first case T is called even
or bosonic, in the second case odd or fermionic.
Theorem 4.5. Let T be a non-negative self-adjoint operator in a Hilbert space
H and let A be T -bounded. Suppose that τ is a self-adjoint involution in H with
Tτ = τT and Aτ = −τA, i.e.
T =
(
T11 0
0 T22
)
, A =
(
0 A12
A21 0
)
in H = H+ ⊕H−,
where H± :=RanP±, P± :=
1
2 (I ± τ). Let βT,i :=minσ(Tii), i = 1, 2, and a12, a21,
b12, b21 ≥ 0 with
‖A21x‖2≤ a221‖x‖2 + b221‖T11x‖2, x ∈ D(T11) = P+D(T ),
‖A12y‖2≤ a212‖y‖2 + b212‖T22y‖2, y ∈ D(T22) = P−D(T ).
(4.6)
If b12b21 < 1, then
Re σ(T +A) ≥ min{βT,1, βT,2} − δ⊕T+A
where
δ⊕T+A:=
√√
a212+b
2
12β
2
T,2
√
a221+b
2
21β
2
T,1 tan
12arctan
2
√√
a212+b
2
12β
2
T,2
√
a221+b
2
21β
2
T,1
max{βT,1, βT,2}−min{βT,1, βT,2}
.
Proof. If 0 ∈ ρ(T ), then the proof is similar to the proof of Theorem 4.2. Now,
instead of (4.4), (4.5), we have to use the two inequalities
‖A21(T11−λ)−1‖ ≤
√
a221 + b
2
21β
2
T,1
βT,1 − Reλ , ‖A12(T22−λ)
−1‖ ≤
√
a212 + b
2
12β
2
T,2
βT,2 − Reλ (4.7)
for λ < min{βT,1, βT,2}. Hence λ ∈ ρ(T+A) if ‖A21(T11−λ)−1A12(T22−λ)−1‖ < 1
which holds if
λ <
βT,1 + βT,2
2
−
√(βT,1 − βT,2
2
)2
+
√
a212+b
2
12β
2
T,2
√
a221+b
2
21β
2
T,1; (4.8)
elementary identities for solutions of quadratic equations (comp. [18, Lemma 1.1])
show that the right hand side above is equal to min{βT,1, βT,2} − δ⊕T+A.
If 0 /∈ ρ(T ), we consider Tε := T + ε I, ε > 0, instead of T . By what we just
proved, Reσ(Tε +A) ≥ min{βT,1, βT,2}+ ε− δ⊕T+A,ε where δ⊕T+A,ε is obtained from
δ⊕T+A by replacing βT,i by βT,i + ε and aij by aij + ε. Since δ
⊕
T+A,ε → δ⊕T+A, ε→ 0,
the claim follows by a limiting argument. 
Remark 4.6. Theorem 4.5 generalizes, and gives a different proof of, [18, Lemma 1.1]
by V. Kostrykin, K.A. Makarov, and A.K. Motovilov for bounded T and A, as
well as of [25, Theorem 5.6] for unbounded T and bounded A.
Theorem 4.7. Let T be a self-adjoint operator in a Hilbert space H with sym-
metric spectral gap (−βT , βT ) ⊂ R with βT > 0, i.e. σ(T ) ∩ (−βT , βT ) = ∅ and
βT ∈ σ(T ), and let A be T -bounded. Suppose that τ is a self-adjoint involution
in H with Tτ = −τT and Aτ = τA, i.e.
T =
(
0 T12
T ∗12 0
)
, A =
(
A11 0
0 A22
)
in H = H+ ⊕H−,
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where H± :=RanP±, P± :=
1
2 (I ± τ). Let a11, a22, b11, b22 ≥ 0 be such that
‖A11x‖2≤ a211‖x‖2 + b211‖T ∗12x‖2, x ∈ D(T ∗12) = P+D(T ),
‖A22y‖2≤ a222‖y‖2 + b222‖T12y‖2, y ∈ D(T12) = P−D(T ).
(4.9)
If
b11b22 < 1 and
√
a211 + b
2
11β
2
T
√
a222 + b
2
22β
2
T < β
2
T , (4.10)
then T+A has a stable spectral free strip (−β⊕T+A, β⊕T+A)+iR⊂C, more precisely,
σ(T + sA) ∩ {z ∈ C : |Rez| < β⊕T+A} = ∅, s ∈ [0, 1], (4.11)
with β⊕T+A ∈ (0, βT ] given by
β⊕T+A :=
√√√√β2T+
(√
a211+b
2
11β
2
T−
√
a222+b
2
22β
2
T
2
)2
−
√
a211+b
2
11β
2
T+
√
a222 + b
2
22β
2
T
2
.
Proof. The assumptions on T imply that 0 ∈ ρ(T ∗12) and ‖T−∗12 ‖ = 1βT . Hence we
can use the factorization (see [24, (2.2.16)])
T +A− λ =
(
I (A11 − λ)T−∗12
0 I
)(
0 Q2(λ)
T ∗12 0
)(
I T−∗12 (A22 − λ)
0 I
)
valid on D(T ); here Q2(λ) is the so-called second quadratic complement of the
operator matrix T +A (see [25, Definition 2.2.20]) given by
Q2(λ) :=T12 − (A11−λ)T−∗12 (A22−λ), D(Q2(λ)) := D(T12),
for λ ∈ C. By [25, Corollary 2.3.8], we have
λ ∈ ρ(T+A) ⇐⇒ 0 ∈ ρ(Q2(λ)) ⇐⇒ 1 ∈ ρ
(
(A11−λ)T−∗12 (A22−λ)T−112
)
. (4.12)
By (4.9), we can estimate
‖(A11 − λ)T−∗12 (A22 − λ)T−112 ‖ ≤ (‖A11T−∗12 ‖+ |λ|‖T−∗12 ‖)(‖A22T−112 ‖+ |λ|‖T−112 ‖)
≤
(√
a211+b
2
11β
2
T
βT
+
|λ|
βT
)(√
a222+b
2
22β
2
T
βT
+
|λ|
βT
)
.
If |λ| < β⊕T+A, then this upper bound is < 1 and hence λ ∈ ρ(T + A) by (4.12).
Note that β⊕T+A ≤ βT and that β⊕T+A > 0 due to assumption (4.10). 
Remark 4.8. Theorem 4.5 refines and extends Corollary 2.4, and hence Kato’s
semiboundedness stability result [17, Theorem V.4.11], while Theorem 4.7 refines
and extends Corollary 2.11, i.e. Theorem 2.1 for a symmetric spectral gap. In fact,
since different relative boundedness constants may be chosen for A11, A22 in (4.6)
and (4.9), respectively, we only have to impose conditions on the products in (4.10)
and not on the factors; e.g. we can allow for perturbations with relative bound > 1
if the product of the column-wise relative bounds is < 1. If we choose a11=a22=:a,
b11=b22=:b, and in Theorem 4.5 βT,1 = βT,2 =: βT , then δ
⊕
T+A=
√
a2 + b2β2T and
β⊕T+A= βT+A = βT −
√
a2 + b2β2T ; so in this case Theorem 4.5 and Theorem 4.7
coincide with Corollary 2.4 and Corollary 2.11, respectively.
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5. Applications
In this final section we illustrate our results by several applications, including
massless and massive Dirac operators with complex potentials, point-coupled pe-
riodic systems on manifolds with infinitely many spectral gaps, and two channel
scattering Hamiltonians with dissipation.
5.1. Massless and massive Dirac operators. The massive Dirac operator is
the prototype of a non-semi-bounded self-adjoint operator with spectral gap. Re-
cently, the massless Dirac operator in two dimensions has gained particular interest
since it appears as an effective Hamiltonian near the so-called Dirac cones in single
layer graphene, see [14].
Using natural units (i.e. ~ = c = 1), the Dirac operator H0 of a free relativistic
particle of mass m ≥ 0 in dimension d = 2 or d = 3 is the self-adjoint operator
given by
H0 =
−i
∑2
j=1 σj ∂j , D(H0) =W 2,1(R2,C2), d = 2,
−i∑3j=1 αj ∂j +mβ, D(H0) =W 2,1(R3,C4), d = 3, (5.1)
in L2(R2,C2) and L2(R3,C4), respectively. Here σ1, σ2, σ3 ∈M(2,C) and α1, α2,
α3, β ∈ M(2,C) are the Pauli and Dirac matrices, respectively. It is well-known
that H0 has purely absolutely continuous spectrum σ(H0) = (−∞,−m]∪ [m,∞),
see e.g. [23]; in particular, H0 has a spectral gap if and only if m > 0.
Massless Dirac operator in R2. Assume that V : R2 →M(2,C) is a measurable
matrix-valued function with
V ∈ Lp(R2,M(2,C)) for some p > 2.
Using Ho¨lder and Hausdorff-Young inequality (see e.g. the proof of [29, Satz 17.7]),
one obtains the family of inequalities
‖V f‖2 ≤ ap(t)2‖f‖2 + bp(t)2‖H0f‖2, t > 0, (5.2)
of the form (2.2) with
ap(t) := Cpt
− 2
p , bp(t) := Cpt
p−2
p , Cp := ‖V ‖p (2π)−2/p
(
2π
p− 2
)1/p
.
Since bp is a strictly monotonically increasing function, we can solve for t and
re-parametrise ap; the family of inequalities (5.2) can then be written as
‖V f‖2 ≤ ap(bp)2‖f‖2 + b2p‖H0f‖2, ap(bp) := C
p
p−2
p b
− 2
p−2
p , bp > 0. (5.3)
Theorem 2.1 i) yields that
σ(H0 + V ) ⊂
⋂
0<bp<1
{
z ∈ C : |Imz|2 ≤ ap(bp)
2 + b2p|Rez|2
1− b2p
}
.
The envelope of the set on the right hand side may be computed by solving the
system of equations
(1 − b2p)y = ap(bp)2 + b2px, −bpy= ap(bp) a′p(bp) + bpx
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for the variables x= |Rez|2, y= |Imz|2. The resulting curve has the parametrization
x(b) =
(
Cp
bp
) 2p
p−2 2− b2pp
p− 2 , y(b) =
pC2p
p− 2
(
Cp
bp
) 4
p−2
, 0 < bp < 1.
The region bounded by this curve, which contains the spectrum of the Dirac
operatorH0+V with V ∈ Lp(R2,M(2,C)), is displayed in Figure 5.1 for p = 5 and
p = 7. Note that larger p give tighter estimates for the spectrum; asymptotically,
i.e. for bp ց 0, the curves are of the form
|Imz| = Cp
(
p
p− 2
) p−2
2p (p
2
) 1
p |Rez| 2p =
√
p
p− 2(4π)
− 1
p ‖V ‖p |Rez|
2
p .
In the limit case p→∞, the region bounded by the above curves degenerates into
the horizontal strip |Imz|≤‖V ‖∞; for pց2 it degenerates into the complex plane.
Figure 5.1. Curves bounding the spectrum of the massless Dirac
operator in R2 for p = 5 (outer curve) and p = 7 (inner curve).
Massive Dirac operator with Coulomb-like potential in 3 dimensions.
Assume that V : R3 →M(4,C) is a measurable (possibly non-hermitian) matrix-
valued function such that
‖V (x)‖2M(4,C) ≤ C21 + C22 |x|−2 for almost all x ∈ R3,
where ‖ · ‖M(4,C) denotes the operator norm of the matrix V (x) in C4 equipped
with the Euclidean scalar product, and C1, C2 ≥ 0. Theorem 2.11 and Hardy’s
inequality imply that, if
√
C21 + 4C
2
2m
2 < m, then H = H0 + V is bisectorial and
σ(H) ⊂
{
z ∈ C : |Rez| ≥ m−
√
C21 + 4C
2
2m
2, |Imz|2 ≤ C
2
1 + 4C2|Rez|2
1− 4C22
}
.
Thus the spectrum of H = H0+V remains separated into two parts; in particular,
if V is hermitian and hence σ(H) ⊂ R, the electronic and positronic part of the
spectrum of the Dirac operator remain separated.
Remark 5.1. i) Analogous spectral enclosures hold for Dirac operators in Rd.
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ii) The problem of decoupling the corresponding electronic and positronic spec-
tral subspaces, i.e. of finding a generalized Foldy-Wouthuysen transformation for
Dirac operators in Rd with unbounded potentials, was studied in [8].
iii) For d = 1, the Birman-Schwinger principle together with the explicit form
of the resolvent kernel of H0 were used to prove more refined estimates for the
eigenvalues of Dirac operators with non-hermitian potentials in [9].
5.2. Point-coupled periodic systems on manifolds. The spectrum of Schro¨-
dinger operators in Rd with periodic potentials typically exhibits a band-gap struc-
ture. Generically, the number of gaps is infinite for d = 1 and finite for d > 1; this
so-called Bethe-Sommerfeld conjecture was proved for a general class of smooth
potentials for d = 2, 3, see e.g. [21, 22].
However, in the case of singular potentials, the number of gaps may be infinite
also for d>1. Moreover, while the band to gap ratio generally tends to ∞ at high
energies, the situation is reversed for free quantum motion on periodic manifolds,
as shown in [7]. The manifolds consist of two-dimensional spheres, connected
either by points where two spheres touch (case 1) or by line segments (case 2).
The Hilbert space of the system is an infinite number of copies of L2(X,C)
where X is the two-sphere S2 (case 1) or S2 with a line segment [0, d) attached
(case 2). On this Hilbert space we consider the operator
Ŝ =
⊕
m∈Z
(−∆X) in H :=
⊕
m∈Z
L2(X,C),
where
∆X := −∆S2 in L2(S2,C) (case 1),
∆X := (−∆S2)⊕
(
− d
2
dx2
)
in L2(S2,C)⊕ L2([0, d),C) (case 2),
and −∆S2 is the Laplace-Beltrami operator on S2. With domain of ∆X chosen as
the set of functions in W 2,2(X,C) that vanish at two distinct points on S2 (case 1)
or at one point of S2 and at d (case 2), Ŝ is a symmetric operator with infinite
deficiency indices.
If a self-adjoint extension S of Ŝ is selected by means of local boundary condi-
tions reflecting the necklace geometry of the system, see [7, Section 3] for details,
then the gap and band lengths ln and wn of the spectrum of S satisfy
ln ≈ n
2, wn ≈ n
2(logn)−ǫ (case 1), (5.4)
ln ≈ n
2, wn ≈ n
2−ǫ (case 2), (5.5)
for some ǫ ∈ (0, 1).
Consider a perturbation V =
⊕
m∈Z Vm with potentials Vm : X → C such that,
in both cases, suppVm ⊂ S2 and
c := sup
m∈Z
‖Vm‖Lp(S2) <∞ for some p ∈ (2,∞). (5.6)
We can estimate the relative boundedness constants of Vm with respect to −∆S2
in (2.2) using the following interpolation inequality. The latter was established
in [5] in the more general context of compact Riemannian manifolds with uniformly
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positive Ricci curvature; we state the inequality as presented e.g. in [10]. If µ
denotes the normalized surface measure on S2, then, for all q ∈ (2,∞),(∫
S2
|u|q dµ
)2/q
≤ q − 2
2
∫
S2
|∇S2u|2 dµ+
∫
S2
|u|2 dµ, u ∈ H1(S2, dµ). (5.7)
It easily follows from (5.7) that, for m ∈ Z, n ∈ N, and u ∈ D(−∆S2 ),
‖Vmu‖2L2(S2) ≤ ‖Vm‖2Lp(S2)‖u‖2
L
2p
p−2 (S2)
≤ c2(4π)−2/p
(
1
p− 2‖∇S2u‖
2
L2(S2) + ‖u‖2L2(S2)
)
≤ c2(4π)−2/p
(
1
(p− 2)n2 ‖∆S2u‖
2
L2(S2) +
(
1 +
n2
p− 2
)
‖u‖2L2(S2)
)
.
Hence, the relative boundedness constants of V with respect to S in (2.2) satisfy
an ≈ n
2, bn ≈ n
−2.
Thus we are in the situation of Example 3.4 which shows that, if the potential
satisfies (5.6), then there exists ε0> 0 such that S+εV , 0≤ ε≤ ε0, has infinitely
many stable spectral free strips; more precisely, at most finitely many (finite)
spectral gaps of S do not give rise to stable spectral free strips of S + εV .
5.3. Two-channel scattering with dissipation. The Hamiltonian of a non-
relativistic two-channel potential scattering model in Rd is given by (in the centre
of mass frame)
H =
(−∆+ x2 V12
V21 −∆
)
=:
(
HC V12
V21 HS
)
in the Hilbert space L2(Rd,C)⊕L2(Rd,C) where all masses, as well as the Planck
constant ~, have been set to unity. We assume that the HamiltonianHC = −∆+x2
in the confined channel, governing the relative motion between two permanently
confined particles (e.g. a quark and an antiquark), is a harmonic oscillator, while
HS = −∆ in the scattering channel is the free Laplacian.
Then both HC and HS are self-adjoint in L
2(Rd) and bounded below. The
spectrum of HC is discrete, σ(HC) = {2n+ d : n ∈ N0}, while the spectrum of HS
is absolutely continuous, σ(HS) = [0,∞), and hence
βH,1 = minσ(HC) = d, βH,2 = minσ(HS) = 0. (5.8)
The communication between the two channels is mediated by the off-diagonal
potentials V12, V21; if V21 6= V12, which corresponds to a scattering process with dis-
sipation, then the two-channel Hamiltonian H is not self-adjoint. We assume that
V12 ∈ Lp(Rd) for some p > d/2, p ≥ 2,
and that there are p0, p1,α, p2,α≥0, such that, with the usual multi-index notation,
|V21(x)| ≤ p0 +
∑
|α|=1
p1,αx
α +
∑
|α|=2
p2,αx
α. (5.9)
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In terms of the creation and annihilation operators
Aj =
( ∂
∂xj
+ xj
)
, A∗j =
(
− ∂
∂xj
+ xj
)
, j = 1, . . . , d,
the harmonic oscillator HC and the monomials xj can be written as
HC =
d∑
j=1
A∗jAj + d, xj =
1
2
(
Aj +A
∗
j
)
. (5.10)
Then, for f ∈ D(HC),
‖HCf‖2 =
d∑
j,k=1
‖AjAkf‖2 + 2d
d∑
j=1
‖Ajf‖2 + d2‖f‖2,
and hence, if A#j is either Aj or A
∗
j ,
‖A#j A#k f‖2 ≤ ‖HCf‖2, ‖A#j f‖2 ≤
1
2d
‖HCf‖2, ‖f‖2 ≤ 1
d2
‖HCf‖2.
This, together with (5.9) and (5.10) implies that
‖V21f‖2 ≤ b221‖HCf‖2, b221 :=
2p20
d2
+
1
d
∑
|α|=1
p21,α + 2
∑
|α|=2
p22,α. (5.11)
On the other hand, in analogy to (5.2), (5.3), for f ∈ D(HS),
‖V12f‖2≤a212,p(b12,p)‖f‖2+b212,p‖HSf‖2, a12,p(b12,p) :=C
2p
2p−d
p b
− d
2p−d
12,p , b12,p>0,
with
Cp := ‖V12‖p(2π)−d/p 2π
d/2
Γ(d/2)
B(d/2, p− d/2), (5.12)
where B, Γ denote the Beta- and Gamma-function. Together with (5.8), Theo-
rem 4.5 yields that
Reσ(H) ≥ − inf
0<b12,p<b
−1
21
{
b21d a12,p(b12,p) tan
(
1
2
arctan
2b21d a12,p(b12,p)
d
)}
.
Since a12,p is monotonically decreasing, the infimum is approached in the limit
b12,p → b−121 . Altogether, the two-channel Hamiltonian H is m-accretive with
Reσ(H) ≥ −b
2p
2p−d
21 dC
2p
2p−d
p tan
(
1
2
arctan
2b
2p
2p−d
21 dC
2p
2p−d
p
d
)
,
where b21 and Cp are as in (5.11) and (5.12), respectively. We mention that, even
in the case of symmetric potential V21 = V12, this bound is tighter than the bound
obtained from Kato’s semiboundedness stability result [17, Theorem V.4.11].
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