We show that quantification of the performance of quantum-enhanced measurement schemes based on the concept of quantum Fisher information yields asymptotically equivalent results as the rigorous Bayesian approach, provided generic uncorrelated noise is present in the setup. At the same time, we show that for the problem of decoherence-free phase estimation this equivalence breaks down and the achievable estimation uncertainty calculated within the Bayesian approach is by a π factor larger than that predicted by the QFI even in the large prior knowledge (small parameter fluctuation) regime, where QFI is conventionally regarded as a reliable figure of merit. We also conjecture that the analogous discrepancy is present in arbitrary decoherence-free unitary parameter estimation scheme and propose a general formula for the asymptotically achievable precision limit. Capability of performing precise measurements is the cornerstone of modern physics. Unlike classical physics, quantum mechanics provides insight into fundamental limits on the achievable measurement precision that cannot be beaten irrespectively of the extent of any future improvements in measurement technology. The paradigmatic example is that of the optical phase measurement. Within the quantum optical framework the phase of a given state of light can only be defined up to a precision that scales as 1/N where N is the characteristic number of photons (proportional to mean energy) of a given state [1, 2] . This fact has profound implications on the performance of any metrological scheme based on optical interferometry where the difference of optical phase delays in the respective arms of an interferometer is being sensed. The achievable phase difference estimation precision is bounded by ∆ϕ ≥ 1/N which is referred to as the Heiseberg limit [3] [4] [5] , and may be informally viewed as a version of the Heisenberg uncertainty relation adapted to the phase-photon number case. Since there is no hermitian observable representing the optical phase, in order to make the statements on the phase sensing precision limits rigorous one needs to resort to the methods of quantum estimation theory [6, 7] .
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For the purpose of this paper we consider a general estimation scheme depicted in Fig. 1 which is relevant for optical interferometry as well as more general quantum metrological protocols. An N particle probe state |ψ N undergoes an evolution described by the action of a quantum channel Λ N ϕ . A general quantum measurement, {Π x }, is performed on the output state ρ N ϕ = Λ N ϕ (|ψ N ψ N |) and based on the measurement result x one estimates the value of an unknown parameter using an estimator func- Figure 1 . Basic scheme of quantum metrology. N particle state |ψN is send through (a) general quantum channel (b) N parallel quantum channels inscribing parameter value ϕ as well as causing decoherence independently on each of the probes resulting in the output state ρ N ϕ . MeasurementΠx on the output state allows to make an estimateφ(x) based on the measurement results x.
tionφ(x). The main goal in quantum estimation theory is to find the minimal achievable estimation error ∆ϕ optimized over the choice of probe states, measurements and estimators. In general this is a very difficult task and therefore a lower bounds on estimation error are often considered instead of exact precision limits. Commonly used is the quantum Cramer-Rao (C-R) bound valid for any unbiased estimation strategy [6, 8] ∆ϕ
where k is the number of independent repetitions of the experiment, F ϕ is the quantum Fisher information (QFI) while L ϕ is the symmetric logarithmic derivative (SLD) operator defined implicitly by equation
Deriving fundamental precision bounds using the QFI amounts to optimization over input probe states |ψ N that yield the maximal F ϕ . This task is relatively simple in case of decoherence-free unitary parameter estimation models where Λ
, with U ϕ = exp(iHϕ) as the QFI may be related directly to the variance of the evolution generator H. In this case the optimal C-R bound takes the form [5] :
with λ + and λ − being respectively the maximal and the minimal eigenvalues of H, while the optimal input state is defined using the corresponding eigenstates |ψ N = (|+
In a special case of optical interferometry where each photon is represented by a two-level system, with levels corresponding to the photon traveling in one or the other arm of the interferometer, H = σ z /2 and we recover the previously mentioned Heisenberg bound ∆ϕ ≥ 1/N , whereas the optimal input probe state is the so-called N00N state
where the last form of the state is written in the mode occupation basis. This result is usually contrasted with the precision achievable with uncorrelated input probes |ψ N = |ψ ⊗N , where the maximal QFI scales linearly with N , F ϕ = N (λ + − λ − ), and hence bounds the achievable precision by a 1/ √ N scaling formula, characteristic for classical estimation problems, where N is a number of independent and identically distributed (i.i.d.) observations.
The situation is much more involved when decoherence is taken into account. Even though there are various methods that allow to tackle the problem numerically with reasonable efficiency [9] [10] [11] [12] [13] , any numerical approach breaks down in the asymptotic regime of large N . Fortunately, in recent years, powerful analytical methods have been developed that allow to find the maximal achievable QFI in the regime of large N [14] [15] [16] . These techniques allowed to derive analytical precision bounds for a number of important models in quantum metrology, including lossy optical interferometry and atomic interferometry in presence of dephasing, setting useful benchmarks for the whole field of quantum-enhanced metrology. Of a particular interest are uncorrelated noise models, when Λ [15, [17] [18] [19] that generically the asymptotic scaling of QFI is always linear F N →∞ = α·N and as such any quantum-enhanced benefits resulting from the use of entangled states are bounded by a constant factor gain over ,,classical" protocols which utilize uncorrelated probes:
Predictive power of the QFI bounds (2) and (3) crucially depends on how tight they are and whether they can in principle be saturated. Since the bounds are obtained by maximization of the QFI over input states, this translates to the question of whether the QFI is indeed a proper measure quantifying the performance of quantum-enhanced measurement protocols.
In principle the C-R bound, (1), can be saturated in the limit of many independent experiments, k → ∞, by using the maximum likelihood estimator and performing the measurements in the eigenbasis of L ϕ [6, 8, 20] . Practical implications of this statement are far form obvious, however. The QFI is a point-estimation concept that depends only on the local properties of the state at a given parameter value ϕ. Saturating the C-R bound may therefore require unrealistically good prior knowledge on the value of the estimated parameter. This is most pronounced by analyzing the behavior of the phase estimation using the N00N states, which are invariant under 2π/N phase shifts and hence require the prior knowledge of the parameter value to be of the order of 1/N as well. Additionally, since L ϕ in general depends on ϕ so can the optimal measurement, and again a significant prior knowledge may be required to perform the optimal measurement. Last but not least, in order to quantify the performance in terms of the total resources consumed, i.e. kN , one needs to know the behavior of the required number of repetitions k with the increase of N , which is nontrivial [21] and in general does not lead to analytical formulas.
An alternative analysis of the performance of quantum-enhanced measurement schemes, that does not suffer from the above mentioned deficiencies, and hence yields the practically achievable precision limits, is the Bayesian approach where one explicitly takes into account the prior knowledge about the parameter value, represented by a probability distribution p(ϕ) [22] [23] [24] [25] [26] . In this case, we define the average Bayesian error as
where
Finding the minimal ∆ϕ requires optimization over input state, measurements and estimators which in general is much more demanding than maximization of QFI over input states. Still, one can relate Bayesian and QFI approaches through the so-called Bayesian C-R bound [27] ∆ϕ ≥ 1
where I =´dϕ
. Provided the prior is smooth enough, the prior dependent term I is finite and in the asymptotic limit of N → ∞ becomes negligible as compared with F ϕ . Moreover, in the unitary parameter estimation, i.e. when Λ
, irrespectively of the presence or absence of decoherence, QFI does not depend on ϕ [28] , F ϕ = F , and hence Eq. (5) takes the form:
implying that the Bayesian error is asymptotically also bounded by the standard C-R bound. We now ask whether it is possible to achieve equality in the above bound and hence prove asymptotic saturability of the C-R bound. Let us consider first the situation when the maximal QFI scales asymptotically at most linearly with N , F N →∞ = αN , which is a generic case for metrological models with uncorrelated noise [15, 17, 18] . Since QFI is additive on product states, F (ρ ⊗k ) = kF (ρ), it implies that for a sufficiently large N instead of taking a general entangled state of N particles |ψ N , one could take separable state of k copies ("groups") of an entangled state |ψ n with smaller number of particles n = N/k and achieve almost the same QFI. More formally, let us expand the optimal asymptotic QFI in powers of N taking into account the leading correction to the linear asymptotic scaling which without loss of generality may be written as
, see e.g. [16, 29] , with β, γ > 0. The grouping procedure would not change the optimal QFI by more than ǫ, kF (n)/F (N ) ≥ 1 − ǫ, provided the size of the group satisfies:
which implies that for any ǫ > 0 the size of the group n can be assumed to be finite in the asymptotic limit N → ∞, while the number of groups k grows to infinity proportionally to N . Therefore the estimation problem in the asymptotic limit, can be effectively viewed as a parameter estimation problem on a large number of independent and identical copies-(ρ n ϕ ) ⊗k . In this case, however, under some regularity conditions for the Bayesian model [30, 31] there exist a Bayesian estimation strategy that is asymptotically efficient and saturates the C-R bound. For this purpose one can e.g. refer to an elegant quantum local asymptotic normality theorem [32, 33] which states that in the asymptotic limit the estimation problem on uncorrelated copies may be equivalently viewed as an estimation problem on a multi mode quantum gaussian states with the estimated parameter being encoded in a displacement of the state. The optimal estimation strategy then amounts to a measurement of a particular quadrature operator yielding gaussian probability distribution with the variance determined by the QFI. This proves that the QFI based bound (3) is indeed asymptotically saturable and allow us to rewrite it as an equality for the asymptotically achievable Bayesian cost with the constant in the enumerator unchanged:
As an example, in Fig. (2) , we depict the precision limits for phase estimation on N 2-level systems under two different decoherence models: (i) losses or (ii) uncorrelated dephasing, where it is clearly seen that for large N respective Bayesian cost and bound given by the QFI indeed converge. Discussion of the effective numerical approach that allows to obtain exact results for large number of particles and the details of the models are discussed respectively in the Appendices A and B.
Let us now consider the decoherence-free case, Λ ϕ = U ϕ . Since QFI scales quadratically with N we can no longer apply the previous argument about asymptotic "group" structure of the optimal input state. Interestingly, for phase estimation, U ϕ = e iσzϕ/2 , and flat prior, p(ϕ) = 1/2π, it is possible to derive analytically the optimal Bayesian solution utilizing the concept of covariant measurements, see Appendix A, which asymptotically yields ∆ϕ N →∞ = π/N [23] . This asymptotic result is by a factor of π larger from value of the respective C-R bound, see Eq. (2). One might argue that this discrepancy arises due to the assumption of flat prior in the Bayesian approach and that by narrowing the prior one might eventually achieve the exact 1/N scaling. We argue below, that this intuition is wrong, by considering arbitrarily narrow Gaussian priors and proving that the asymptotic scaling remains π/N , which demonstrates that the C-R bound is not achievable in this case. Consider the Gaussian prior p(ϕ) =
2 /2Γ and assume that Γ ≪ 1, so that it is narrow enough so we can neglect the tails outside the interval (−π, π). For unitary parameter estimation with Gaussian prior and quadratic cost there is a close relation between the Bayesian cost and the QFI [11] :
where ∆ 2 0 = Γ is the variance of prior distribution p(ϕ), while F (ρ) is the QFI calculated for the prior-averaged probe stateρ = dθ p(θ)U
. Looking for the minimal ∆ϕ is therefore equivalent to determining the input state for which F (ρ) is maximal. Sinceρ may also be formally viewed as the input probe state subjected to collective dephasing with strength determined by the parameter Γ, we can utilize the asymptotic formula for the optimal QFI for phase interferometry under collective dephasing derived in [16] which reads F = 1 Γ+π 2 /N 2 . Substituting this result into (9) we get
irrespectively of the width of the prior distribution Γ. The assumption of Gaussianity of the prior was needed for formal derivation of the above result but we conjecture that the above holds for general sufficiently regular prior distributions. This is because one may sacrifice N α , α < 1, independently prepared probes and use them to make a rough estimate of the value of the parameter. Such procedure results in N α i.i.d. observations and by Bernstein-von Misses theorem [34] posterior distribution for the parameter converges to a Gaussian distribution which may be then taken as the prior probability distribution for the next step of the estimation procedure utilizing N − N α probes. Numerically results confirming this reasoning, obtained using the techniques of [26] , are illustrated Fig. 3 .
Moreover, based on numerical calculations, we conjecture that the π factor discrepancy between the C-R bound and the asymptotically saturable precision derived for the phase estimation problem holds in general for any decoherence-free unitary parameter estimation U ϕ = e −iϕH , and the correct form of the optimal asymptotically achievable uncertainty reads:
irrespectively of the prior. Intuitively, by performing preliminary measurements on negligible portion of the particles we can narrow the prior distribution to have width of the order of 2π/(λ + − λ − ) so that we will not suffer estimation ambiguity due to using eigenstates with just the extremal eigenvalues. After this preliminary procedure the optimal strategy is isomorphic to the Bayesian phase estimation strategy up to the rescaling of the phase evolution speed by λ + − λ − . In summary we have proved that in presence of uncorrelated decoherence the asymptotic limits on precision of quantum metrological schemes may be credibly calculated using the QFI approach whereas in the deocherence-free unitary parameter estimation a π factor correction needs to be included irrespectively of the extent of prior knowledge.
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calculate for it the output density matrix ρ (0) and SLD L (0) .
Calculate operator
, where H is the generator of the unitary evolution which encodes the parameter and Λ * represents the channel in the Heisenberg picture Λ * (A) = i K † i AK i . 3. Find the eigenvector |v of A corresponding to the smallest eigenvalue.
4. Take |ψ (1) = |v and repeat the procedure.
After sufficiently large amount of iterations, such procedure would give almost optimal state, for which one can calculate QFI. In the case of Bayesian cost in calculations we have used slightly more general form of the error, i.e. , the latter one naturally emerging for the problem of phase estimation due to periodicity of the parameter (note that c s (φ, ϕ) ≈ c(φ, ϕ) wheneverφ ≈ ϕ so asymptotically Bayesian cost for sine cost function should be equal to that calculated with c(φ, ϕ)). For the problems we have considered, dealing with the first function is hard and in general possible only numerically. On the other hand, the sine cost function greatly simplifies the problem for phase estimation and flat a priori knowledge since one can restrict measurements to a class of covariant POVMs [7, 35, 36] parametrized by the estimated value and given by
where Ξ is a positive semi-definite operator called the seed operator. Using the above formula, the average cost simplifies to
With the help of the above equation one may easily derive average cost for the decoherence-free estimation [23] , losses [25] , global dephasing [37] or local dephasing (Appendix C).
In general, for other types of prior probability distributions and more general unitary transformations one have to use iterative algorithms similar to the one described above which are described in details either in [26] for the sine cost function and in [11] for the quadratic cost function.
Appendix B
Derivation of the density matrix in the presence of depahsing
Iterative algorithms described above reduce the optimization problem to a repeated solving of a matrix eigenproblem. Still, in order to fully utilize them one needs to efficiently describe the output density matrices. This is particulary challenging in the case of local dephasing where the output density matrix lies outside the fully symmetric subspace and its dimension in principle scales exponentially with the number of probes. Here we derive a way to efficiently describe the output density matrix for interferometric models under dephasing or loss for N two-level input probes prepared initially in a symmetric state, which can in general be written in the bosonic mode occupation notation |ψ N = N n=0 c n |n, N − n . Local dephasig can be described using two singleparticle Kraus operators of the form
where η denotes strength of decoherence and σ z is the Pauli z operator. The N particle output density matrix is equal to
where π N k represents different permutations of k and N − k copies of K 1 and K 0 operators respectively. To simplify the problem, we can treat our two-level probes as spin 1/2 particles and set up a notation in which we write the input state as a state with total angular momentum j = 
where c 
where α j denotes multiplicity of the subspace with total angular momentum j. Eventually, we may express the output density matrix as (19) where we can ignore them and effectively write ρ N in a block diagonal form:
Eq. (20) describes density matrix with dimension equal to N 2 + 1 2 and scales only quadratically in the number of probes compared to exponential scaling for "brute force" description. Similar formula but utilizing spherical tensors was also found in [13] . The case of losses is relatively simpler. We model loss of probes by inserting two artificial beam splitters in both arms of the interferometer with transmissivities η and vacuum states fed into the respective second input ports. By a standard beam splitter transformation and tracing out the environment one may easily derive the output density matrix as [9] 
and p l0l1 is a normalization factor and l 0 , l 1 represents number of photons lost in respective arms. Such a density matrix has dimension (N + 1)(N + 2)/2 which is again quadratic in the number of probes and thus is feasible to use in iterative procedures.
Appendix C
Bayesian cost in the presence of local dephasing
Using formulas (14) and (20) we may derive the Bayesian cost for the flat prior and the sine cost function in the presence of local dephasing. Calculations are similar to the case of losses obtained in [25] . Because the output density matrix is block-diagonal ρ = ⊕ N/2 j=0 ρ j , without loss of generality we may assume that our seed operator is also block diagonal 
where c represents the vector of state coefficients and M is matrix with nonzero entries
A N,j m,m+1 (η) (27) Finding Bayesian cost reduces therefore to finding the largest eigenvalue of the matrix M .
