Gallego et. al [22] recently proposed a customer-choice-based LP model for network revenue management (RM) which parallels the widely-used deterministic linear programming model. While they focused on analyzing "flexible products" -a situation in which the provider has the flexibility of using a collection of products (e.g. different flight times and/or itineraries) to serve the same market demand (e.g. an origin-destination connection), their approach has important implications for understanding choice-based RM on a network. In this paper, we explore these choice-based applications of their approach. Specifically, we characterize optimal offer sets (sets of available network products) by extending to the network case a notion of "efficiency" developed by Talluri and van Ryzin [27] for the single-leg, choice-based RM problem. We show that, asymptotically as demand and capacity are scaled up, only these efficient sets are used in an optimal policy. This analysis suggests that efficiency is a potentially useful approach for identifying "good" offer sets on networks, as it is in the case of single-leg problems. Second, we propose a practical decomposition heuristic for converting the static LP solution into a dynamic control policy. The heuristic is quite similar to the familiar displacement adjusted virtual nesting (DAVN) approximation used in traditional network RM, and it significantly improves on the performance of the static LP solution. We illustrate the heuristic on several numerical examples.
Introduction and Literature Review
Among both practitioners and researchers, there is growing interest in modeling customer choice behavior in revenue management problems. This interest stems partly from a longstanding dissatisfaction with the limitations of the traditional independent demand model. 1 Indeed, heuristic corrections to the independent demand model to account for "buy-up" and "buy-down" effects date back to the earliest work on capacity control problems (See Belobaba [5] , [6] .), and more rigorous modeling of such phenomenon has been a persistent goal of RM research. Customer choice models are a natural approach to such problems.
In addition, the emergence of low-cost airlines offering simplified, undifferentiated fare structures has rekindled interest in modeling customer choice behavior. In such an environment, customers have considerable flexibility and can purchase a range of itineraries at different price levels. Indeed, some fare products differ only in terms of their price. And even casual analysis of bookings data suggests that airline customers are quite willing to exploit their new-found purchase flexibility (e.g. industry colleagues have reported cases where the only observed bookings on a flight occur in the lowest available fare class). In such an environment, the assumption that each fare product is purchased exclusively by a distinct customer segment has tipped from being an acceptable (if not entirely satisfying) practical compromise into the realm of pure modeling absurdity. These trends have accelerated interest in customer choice modeling as an alternative foundation on which to build RM models and systems.
Several researchers have looked at approximate analysis of customer choice behavior for single-leg RM problems. As mentioned, Belobaba [5] , [6] proposed a correction to the expected marginal seat revenue (EMSR) heuristics that introduces a probability of buying a higher fare when a low fare is closed. (See also Belobab and Weatherford [8] .) Phillips [23] proposed a "state-contingent" approach to revenue management that adjusts controls based on forecasts that depend on the controls in effect (the system "state") at any point in time. Talluri and van Ryzin [27] provided an exact analysis of the optimal control policy for a single-leg model of RM under a general discrete choice model of demand. A key result is that the optimal policy can be characterized in terms of an ordered sequence of "efficient" offer sets. These sets are efficient in the sense that they provide the most favorable trade-off between expected revenue and expected capacity consumption. One of the main contributions of our work is to generalize this analysis of efficient offer sets to the network case.
Network RM problems are discussed extensively in Chapter 3 of Talluri and van Ryzin [28] . Most of the work to date on network problems is based on the independent demand model. Yet even in the independent demand case, the resulting optimization problems are difficult to analyze due to the high dimensionality of the state space. Hence, research in the area has focused on various approximate methods, including approximations based on various math programming and decomposition approaches.
The most popular math programming approximation is the deterministic linear programming (DLP) model, which was introduced first by Simpson [24] and later investigated by Williamson [30] [31], Talluri and van Ryzin [25] [26] , and Bertsimas and Popescu [10] . In this model, demand for each product is treated as a deterministic quantity equal to the mean forecasted demand. A linear program is then solved to find the optimal mix of demand to accept given the capacity constraints on each leg of the network. The primal solution to the DLP model is typically not used directly, however; rather, the optimal dual prices are used to construct bid price controls. 2 Alternatively, the dual prices are used in a displacement adjusted virtual nesting (DAVN) scheme or dynamic programming decomposition scheme, in which product revenue values at each leg of the network are adjusted by subtracting and estimate of the displacement cost on other legs of the network (the dual prices) and then modified leg-level problems are formulated using these displacement-adjusted revenue values. This decomposes the complex network problem into a collection of computationally tractable leg-level problems. Again, see Chapter 3 of Talluri and van Ryzin [28] for an in-depth discussion of such decomposition approaches.
The earliest work on choice behavior in networks is the passenger origin and destination simulator (PODS) studies of Belobaba and Hopperstad [7] . This work has focused on understanding the revenue management implications of passenger choice behavior on traditional RM methods (primarily methods based on the independent demand model). An interesting body of applied research on choice modeling in networks is the work of Andersson [2] [3] and Algers and Besser [1] , who report a research and development effort at SAS to apply logit choice models to estimate buy-up and recapture factors at one of SAS's hubs. Zhang and Cooper [32] analyze choice among parallel flights in the same market (e.g. different departure times between the same origin-destination pair). The model assumes customer choose among the same fare class on different flights but not among fare classes (e.g. customer segments are still effectively separated by the fare class restrictions.) They develop bounds and approximations to the resulting dynamic program. The shortcoming of this work is that the approximation approach is specialized to the parallel flight case. van Ryzin and Vulcano [29] apply a simulation-based optimization to compute optimal parameters of a virtual nesting control policy under a general model of network choice behavior. While their demand model is quite general, their approach is restricted to a specific virtual nesting control scheme.
As mentioned, our work is motivated directly by the work of Gallego et. al [22] . While nominally addressing a problem with flexible fare products, their model is quite general and has important implications for choice-based network revenue management. Their model can be considered as the natural choice-based analog of the DLP model of traditional network RM. We make this connection precise below, but it is an important one to recognize. Our objective is to explore the implications of their work for choice-based RM, relate it to the existing body of knowledge on network RM problems and extend their ideas where possible.
Finally, we note that other models and methods that address choice behavior issues are dynamic pricing models such as those studied by Bitran et al. [12] , Feng and Gallego [15] , [16] , Feng and Xiao [17] [18] [19] and Gallego and van Ryzin [20] , [21] . However, most of these models assume only one product is sold at one price at any point in time. Customers then face a binary choice of whether to buy or not to buy. Yet in the airline case in particular, many fares products are offered simultaneously and customers choose among them based on their preferences for price and also non-price factors, such as refundability and whether or not they can meet various purchase restrictions (e.g. Saturday night stay). In the network case, customers also choose among different routings and flight departure times. The exception is the network model of Gallego and van Ryzin [21] , which allows for multiple products to be sold at the same time, though again the control in their analysis is the price of each product rather than its availability.
Overview
The remainder of the paper is organized as follows: We begin in Section 3 by formulating a general model of revenue management under customer choice behavior. The problem is to find the optimal set of products to offer at any point in time (the optimal offer set) based on the current remaining capacities and remaining time. We then give the corresponding choice-based deterministic LP (CDLP) for this problem as proposed by Gallego et. al [22] , which can be considered as a deterministic approximation of the original stochastic problem.
A fact we then establish in Section 4 is that the solution to CDLP model is in fact asymptotically optimal for the stochastic network choice problem as the demand and capacity are scaled up proportionately (this scaling is made precise below). This result is not surprising, as it parallels the behavior of the DLP solution in the independent demand case. (See Cooper [14] , Gallego and van Ryzin [21] and Talluri and van Ryzin [25] .) Still, the result is reassuring and shows the CDLP shares some of the desirable theoretical behavior of the DLP.
More importantly, the asymptotic optimality of the CDLP provides useful insights about the optimal offer sets. In particular, in Section 5 we use the CDLP and our asymptotic analysis to extend the notion of efficient sets introduced by Talluri and van Ryzin [27] . The notion of efficiency here is an efficient tradeoff between expected revenue and the expected vector of consumption rates. It is a single output, multiple-input notion of efficiency, analogous to notions of efficiency from data envelopment analysis (DEA) [13] .
In Section 6 we explore practical applications of the CDLP model. We first briefly review the column generation strategy for solving the model proposed by Gallego et. al [22] , which provides a general framework for efficiently computing the solution to what is otherwise an exponentially large math program. We then develop a decomposition heuristic for using the dual prices of the CDLP that is analogous to DAVN-like decomposition schemes developed for the traditional independent demand model. We specialize both procedures to the case where customers are assumed to be divided into segments, each of which has a disjoint consideration set of products. We show the computation and approximation methods are quite efficient in this special case. In Section 7, we test our decomposition heuristic using some numerical examples. The results show that the decomposition heuristic produces significant improvements in revenue compared to a direct application of the CDLP solution. Moreover, its performance is much less sensitive to the frequency of reoptimizations, which is an important property given that solving the CDLP for large networks can be quite computationally complex. Finally, conclusions are provided in Section 8
Model
We begin by formulating a general statement of the network RM problem under customer choice behavior. The network has m legs and provides n products (a product is defined by an itinerary and fare class combination). The initial capacities are denoted c = (c 1 , · · · , c m ). The set of fare-products is denoted by N = {1, · · · , n}. Each fare-product j has an associated revenue r j . Define the incidence matrix A = [a ij ] m×n . If leg i is used by product j, a ij = 1; otherwise, a ij = 0. The jth column vector A j is the incidence vector for product j, and the ith row vector A i is the incidence vector for leg i. We use the notation i ∈ A j to denote leg i is used by product j, and j ∈ A i to denote product j uses leg i.
We consider discrete time periods which are indexed forward in time by t. We assume there is at most one arrival of a customer within each time period; that is, time is divided sufficiently finely so that the probability of more than one request is negligible. The probability of an arrival in each period is denoted by λ. While it is not difficult to allow these arrival probabilities to depend on time t, to simplify the exposition we assume the arrival probability is constant over time.
The firm's control is the set of products it makes available at each point in time. We call this subset S ⊆ N of open (available) fare-products the firm's offer set. Given an offer set S, an arriving customer chooses fare-product j in S with probability P j (S), where P j (S) = 0 if j / ∈ S. P 0 (S) denotes the no-purchase probability, and by total probability j∈S P (S) + P 0 (S) = 1. As a practical matter, these probabilities would most likely be derived from a parametric discrete choice model of the type discussed in Section 6.3., though here we consider them as generic choice probabilities. Again one can easily allow these probabilities to vary over time, but to simplify the notation and exposition we omit this generalization in what follows. 3 The state of the network is described by a vector x = (x 1 , · · · , x m ) ≥ 0. We assume the firm is risk neutral and seeks to maximize expected revenues. The firm's decision problem, then, is to find a policy for choosing offer sets S at each time t and given the remaining capacity x such that they maximize their total expected revenues.
Dynamic Programming Formulation
This decision problem can be formulated as a dynamic program (DP). Let the value function, denoted V t (x), be defined as the optimal expected revenue obtainable from time period t through to the terminal time T given that the vector of remaining capacities at time period t is x. The Bellman equation is then:
where the second equation follows from the fact that j∈S P (S)+P 0 (S) = 1. The boundary conditions are:
The Choice-Based Deterministic Linear Programming (CDLP) Approximation
Unfortunately, the above DP model is not solvable for most realistic networks because of the large dimensionality of the state space (e.g. typical numbers for even a modest-sized airline network are capacities on the order of 100 with m = 50 flights, leading to 10 100 states.) Hence, as mentioned above, the only practical approach is to try to approximate the decision problem. One popular approach is to use a deterministic approximation, in which stochastic quantities are replaced by their mean (expected) values and capacity and demand are assumed continuous. This reduces the problem to a math program, which is normally much easier to solve. This is the approach taken by Gallego et. al [22] .
Specifically, their choice-based deterministic linear program (CDLP) is formulated as follows: Let S denote the firm's offer set as before. If the set S is offered and a customer arrives, a deterministic quantity P j (S) of product j is sold. (This is simply the mean value of demand for product j when S is offered.) Let R(S) denote the expected revenue generated from an arriving customer when S is offered. That is,
We will treat R(S) as a deterministic revenue in the CDLP. Similarly, let Q i (S) denote the probability of using a unit of capacity on leg i, i = 1, ..., m given that we offer set S, and let the vector of capacity consumption probabilities be denoted
where P (S) = (P 1 (S), ..., P n (S)) is the vector of purchase probabilities. Again, for the CDLP, we will treat Q(S) as a deterministic consumption rate vector. Likewise, the arrival probability λ is treated as deterministic, measuring the rate of customers arriving in each time period.
Suppose the sequence of offer sets is {S (1) , · · · , S(T )}. Let the number of periods during which the subset S is offered be denoted by t(S). Since demand is deterministic and the choice probabilities are time-homogeneous, it is irrelevant during which periods we offer set S; rather only the total number of periods in which S is offered matters. Indeed, any permutation of a given sequence of sets will produce the same revenue and consume the same vector of capacities. Hence, it is sufficient to view t(S) as the firm's decision variables. We make one further relaxation and allow the variables t(S) to be continuous as well. Effectively, this amounts to assuming we can use a set S for some fraction of a period (e.g. a value t(S) = 2.1 would say that we offer S for two whole periods and 1/10 of another period). The objective is to find the total time t(S) to offer each set S such that we maximize the firm's revenue. This leads to the following linear program:
s.t.
S⊆N

λQ(S)t(S) ≤ c
S⊆N t(S) ≤ T t(S) ≥ 0, ∀S ⊆ N
A few features of this LP are worth noting. First, it has an exponential number of variables, since with n products there are 2 n − 1 possible offer sets S and hence 2 n − 1 corresponding variables t(S). Enumerating all these variables is not feasible for practical problems. Nevertheless, as shown by Gallego et. al [22] and as discussed further in Section 6 below, column generation techniques can be used to try to solve this LP efficiently. Also, as mentioned, an optimal solution to the CDLP specifies the total time (but not sequence in which) each set should be offered. This ambiguity about the order in which sets are offered creates problems when applying the CDLP solution to the original stochastic problem. Again, we discuss this issue further in Sections 6 and 7. Finally, note since there are m + 1 constraints in the LP, there are at most m + 1 basic variables with positive time values. Hence, even though the number of variables is astronomically large, only at most m + 1 sets end up being used in the optimal solution. This observation again motivates the use of column generation techniques.
For reference, the dual of the CDLP is
where π is the vector of dual prices associated with the leg capacity constraints (the first constraint in (2)) and σ is the dual price associated with the time constraint (the second constraint in (2)). Intuitively, the optimal dual prices π provide an estimate of the marginal value of capacity on each leg of the network, and the optimal dual value σ provides an estimate of the marginal value (i.e. opportunity cost) of time.
Asymptotic Optimality of the CDLP
One well-known property of the traditional DLP is that its solution is asymptotically optimal for the original stochastic RM problem. (See for example Cooper [14] .) Here, we show this same property holds for the CDLP.
To do so, we restate the stochastic RM problem as follows: At the beginning of the selling horizon, the firm has the initial set of capacities c = (c 1 , · · · , c m ). It controls the availability of products through a control policy µ, which maps states of the system to control actions (offer sets). The offer set chosen under policy µ at time t is denoted by S µ (t|F t ), where F t denotes the history of the system up to time t. For simplicity, we abbreviate S µ (t|F t ) as S µ (t) (the dependence on F t being implicit from here on). The quantities of product sold during time period t when policy µ is used is denoted by the n-dimensional random vector N (S µ (t)), where N j (S µ (t)) = 1 indicates a sale of product j and N j (S µ (t)) = 0 indicates no sale of product j.
We denote by M the class of of all admissible policies. That is, those policies that are nonanticipating (i.e. the control at time t depends only on the history of the process up to time t, F t ) and satisfy
so they don't sell more capacity than is available. With this setup, the DP formulation (1) can be written more abstractly as the following stochastic control problem:
An optimal policy above is denoted µ * .
We first show that the optimal objective function value of the CDLP (2) provides an upper bound on the optimal expected revenue in the stochastic problem (4), viz
T denote the sequence of optimal controls to the stochastic control problem (4) . Then since µ * is an admissible policy, pathwise we must have
is the expected time we offer set S under policy µ * . (The argument ω emphasizes that the control actions depend on the sample path realization of demand.) That is, the expected quantity of sales of product j is simply the expected rate of sales of j given offer set S multiplied by the expected time each set S is used, summed over all sets S. (This follows from Wald's equation.) Thus, we have
where Q(S) = AP (S) as before. Hence, t(S), S ⊆ N is a feasible solution to CDLP (2) . Further, note that the expected revenue earned from the offer sets S µ * (t) in the stochastic control problem (4) is:
which is exactly the objective function value of the feasible solution t(S), S ⊆ N to the CDLP (2) . Since the objective function from this feasible solution is no more than the optimal CDLP revenue, we therefore have
We next show that this upper bound from the CDLP is asymptotically tight as both capacity and demand are scaled up proportionately. Specifically, consider a sequence of problems, both stochastic and deterministic, indexed by θ in which the initial capacities and the number of periods are increased by a factor of θ to θc and θT , respectively. We call these the θ-scaled problems. The case θ = 1 corresponds to the original (unscaled) problems (4) and (2) above. Let V S θ denote the optimal expected revenue in the θ-scaled stochastic problem and V CDLP θ denote the optimal revenue in the θ-scaled CDLP problem. We will show:
Let t * (S), S ⊆ N denote the optimal solution to the unscaled CDLP problem (2) . Then it is not hard to see that θt * (S), S ⊆ N is an optimal solution for the θ-scaled CDLP with optimal value θV CDLP . Hence, the second limit above is straightforward.
To show the first limit, we construct an admissible policy µ for the θ-scaled stochastic problem as follows: Offer each set S a deterministic amount of time θt * (S). The order in which the sets are offered is arbitrary. Let D(S, t) denote the random vector of product demand given that set S is offered for t units of time, so the vector of demand generated by offering S for θt * (S) units of time is D(S, θt * (S)). Under our policy µ, however, we will not accept all demand generated by offering S. Rather, we limit the demand accepted to the mean demand θT λP (S). That is, the amount of demand accepted when S is offered is N µ (S) = min{D(S, θt * (S)), θT λP (S)}. Since θt * (S), S ⊆ N is a feasible solution for the θ-scaled CDLP, we know that S⊆N θT AP (S) ≤ θc and hence it follows that
as well. Therefore, µ is an admissible policy. Moreover, the sample path revenue from policy µ is
Dividing both sides above by θ and letting θ → ∞ we find
where the third equality above follows from the law of large numbers and the continuity of the minimum function. Thus, the scaled revenue of the policy µ converges almost surely to the upper bound V CDLP . That the expected revenue of the policy µ also converges follows from the dominated convergence theorem, since the demand for each product j is trivially bounded above by θT (the total number of possible customer arrivals). This proves the result. 2
This result suggests that offering sets for a deterministic amount of time as directed by the CCLP solution should be a good approximate policy for the stochastic choice-based RM problem when capacities and demand volumes are large. Still, such asymptotic analyses are known to be quite crude and, given that small percentage differences in performance in RM problems are economically quite significant, one must treat such performance guarantees with a fair degree of caution. In Section 7 below we test the quality of the static CDLP solution and the corresponding upper bound on some numerical examples to give a more practical sense of their performance.
Efficient Sets
A key concept in the exact analysis of the choice-based single-leg RM model in Talluri and van Ryzin [27] is that of an "efficient" offer set. Intuitively, efficient sets are those that offer the most favorable trade-off between expected revenue and expected capacity consumption. Specifically, as above, let R(S) denote the expected revenue and Q(S) (a scalar in the single-leg case) denote the probability of selling a unit (the consumption rate) using offer set S. A set T is said to be inefficient if a mixture of other offer sets can be used to generate more revenue for the same (or lower) consumption rate. That is, there exists a set of convex weights α(S), S ⊆ N satisfying S α(S) = 1 and α(S) ≥ 0, ∀S ⊆ N such that
α(S)Q(S).
If no such mixture exists, set T is said to be efficient. When R(S) and Q(S) are plotted on a scatter plot, efficient sets are those that lie on the efficient frontier in (Q(S), R(S)) space.
As shown by Talluri and van Ryzin [27] , efficient sets are important because they are the only ones used in the optimal solution to the single-led RM problem. Eliminating inefficient sets can reduce the complexity of the problem. Moreover, how these efficient sets are used provides interesting insights. Specifically, they can be ordered such that both R(S) and Q(S) are increasing and sets are used in this order as a function of capacity and time. That is, at any point in time, with more capacity remaining, higher sets in the ordering are used; and for any given capacity, with more time remaining, lower sets in the ordering are used. This monotonicity has important implications for the optimality of nested booking limit/protection level policies as well.
Is there an analogous notion for networks? The answer is somewhat mixed. While there is a natural extension of the definition of efficient sets to networks, it cannot be used to eliminate sets for the exact stochastic network DP in general. Still, we show next that efficient sets are the only sets used in the solution to the CDLP and, by our asymptotic analysis above, this can be used to argue that, asymptotically, they are the only ones used in the stochastic DP as well. This provides some evidence (albeit not irrefutable proof) that efficient sets are good ones to use. Moreover, in some special cases, like the parallel flight leg problem studied by Zhang and Cooper [32] , one can show efficient sets are the only optimal ones to use for the exact stochastic DP.
Characterization of the Efficient Sets
We begin with a precise definition of efficient offer sets in networks, which is the natural extension of the single-leg definition. Specifically, a set T is said to be inefficient if there exists a set of convex weights α(S), S α(S) = 1, α(S) ≥ 0, ∀S such that
In words, a set T is inefficient if a mixture of other sets produces strictly greater expected revenue and consumes no more capacity (in expectation) on each of the m legs of the network. If no such weights exist, T is said to be efficient. Alternatively, efficient sets can be characterized as follows (See the Appendix for a proof.):
Proposition 3 A set T is efficient if and only if, for some
In other words, to generate all efficient sets, let π range over all the nonnegative mvectors and collect the solutions to the above problem; the union of all such solutions are the efficient sets.
The Optimality of Efficient Sets
What's significant about efficient sets in the network case? One important fact is that only efficient sets are used in the solution to the CDLP. Specifically,
Proposition 4 If t * (T ) > 0 in the optimal solution to the CDLP (2), then T is an efficient set.
Proof Note that the reduced cost of a column S in the CDLP (2) is
where π and σ are the dual variables from (3). If t * (T ) > 0, then set T is part of the optimal basis and has a reduced cost of zero at the optimal solution, π * and σ * . But since π * and σ * are dual feasible, by (3) they must satisfy
Therefore, we have
Hence, by Proposition 3, T must be efficient. 2
Thus, efficiency is an important characteristic of the optimal sets used in the CDLP. Unfortunately one can not make the same claim for the exact DP (1). The essential reason why is that the displacement costs V t−1 (x) − V t−1 (x − A j ) in the inner optimization of (1) are not additive in the components of A j . To see why this matters, suppose the value function had a "gradient" ∆V t−1 (x), in the sense that for each product j we could express the displacement cost as
Were this true, the inner optimization of (1) could be written
In this case, Proposition 3 would imply that only efficient sets would be chosen. However, in general this decomposition of the value function is not possible and hence we cannot guarantee that only efficient sets are optimal in general. This phenomenon is essentially a generalization of that investigated in Talluri and van Ryzin [25] , who showed that bid price policies are not optimal in general under the standard linear programming model because of a similar nonadditivity of the value function.
One special case in which this additivity property holds, however, is when each product uses only a single leg, such as the parallel flight problem studied by Zhang and Cooper [32] . In this case, we can define
, where e i denotes the i-th unit vector (the vector with a one in the i-th component and zeros elsewhere). If each product j uses only a single leg, then each A j is a unit vector as well and (6) always holds. So for problems like the parallel flight choice problem, one can indeed assert that only efficient sets are optimal for the exact DP.
Another fact is that in the same asymptotic scaling as used in Proposition 2, there is no loss in optimality from restricting a policy to using only efficient sets. This is immediate from the proof of Proposition 2, where we constructed an asymptotically optimal policy that used only the optimal sets from the CDLP, which by Proposition 4 are always efficient. Hence, in this sense, it is asymptotically optimal to always use efficient sets. This provides another piece of theoretical evidence for the notion that efficient sets are good ones to use and again parallels the results of Talluri and van Ryzin [25] , who showed that bid price policies, while not optimal in general, are asymptotically optimal in the same sense under the standard independent demand model.
Partial Ordering of Efficient Sets
As we saw above, in the single-leg case there is an ordering of the efficient sets such that an efficient set with higher purchase probability have higher expected revenue. For the network choice model, however, there is only a partial ordering. Specifically, suppose S 1 and S 2 are two efficient sets. Then we have:
Proof Since, S 2 is an efficient set, it is the optimal solutions to (5) for some nonnegative vectors π. That is
In particular, taking S = S 1 this implies
But since π ≥ 0, this contradicts the fact that Q(
This says that the efficient sets are partially ordered, in the sense that a set S 2 that produces a vector of purchase probabilities that is higher than a given set S 1 in all components also must have higher expected revenues. While this ordering is essential to understanding the way in which optimal sets are used in the single-leg model, the partial ordering in the network case appears (so far to us) to be less useful. Still, the generalization is worth noting.
Computation and Decomposition Approximations
In this section we look at how to compute the CDLP efficiently and how to use its outputs to construct a more accurate decomposition approximation of the stochastic DP (1). Both are important steps in making the CDLP a viable model in practice.
Solving the LP by Column Generation Method
As already noted, the CDLP (2) is exponentially large; it has 2 n primal variables, corresponding to all possible subsets of the set of network products N . For even modest sized networks, this makes direct application of the model impractical. However, as Gallego et.
al [22] point out, one can use column generation techniques to attempt to overcome this complexity. Roughly speaking, we start with a limited number of columns (subsets) and solve a reduced LP using only these columns. Using the resulting dual solution, we then check to see if there are any columns left out of the problem that have a positive reduced cost relative to these dual prices. If so, a positive reduced cost column is added and the LP is resolved. If there are no such positive reduced cost columns, then the current solution is optimal. In this manner, columns are generated as needed as the problem is solved, the hope being that only a modest number of columns needs to be generated before optimality is reached.
Consider the primal LP (2). The reduced primal problem is identical except that we initially consider only a limited number of subsets (columns), denoted N = {S 1 , S 2 , . . . , S k }. So the reduced problem is
S∈N λQ(S)t(S) ≤ c S∈N t(S) ≤ T t(S) ≥ 0, ∀S ∈ N
Let π, σ be the dual prices for this reduced problem. We want to check and see if these values are dual feasible for the master problem (3). To do so, we must check if there are any sets S not contained in our collection N that have a positive reduced cost. This is achieved by solving the following column generation subproblem:
If the optimal value for this problem is nonpositive, then π, σ are dual feasible and our current solution to the reduced problem is in fact optimal for the original problem (2) . Otherwise, the optimal solution S * corresponds to a subset with positive reduced cost, i.e. λR(S * ) − λπ T Q(S * ) − σ > 0. Therefore, if we add S * to the collection of columns N and resolve (7), the optimal objective function value will increase. Along with the new solution, we get a new set of dual prices, which we then use to check again for another positive reduced cost column, etc. Again, the hope here is that a relatively modest number of columns is generated before an optimal solution is reached, though in the worst case it is possible that an exponential number are generated.
The main practical difficulty in this approach is solving the column generation subproblem (8) . In general, this could be a NP-hard problem as well, though as we show below in some special cases it can be solved quite efficiently. Even if it is a NP-hard problem, one can attempt to solve it approximately to identify a positive reduced cost column (if not the most positive reduced cost column). Still, determining which classes of choice models lead to efficient column generation procedures and how to approximately solve the subproblem in cases where it is complex are largely open questions worthy of additional research.
Decomposition Approximation Method
How should one use the output of the CDLP model in actual applications? One approach, of course, is to apply the primal solution directly. This would involve offering a collection of (at most) m + 1 subsets, each for a fixed amount of time as given by the solution t * (S), S ⊆ N . However, there are a few problems with this approach. First, as mentioned, the order in which the sets are offered is not specified, though one can try various heuristic approaches to ordering the offer sets. The main difficulty, though, is that the solution is static and does not adjust to changes in demand and remaining time and capacity. One can of course attempt to resolve the model frequently, but as suggested above, this is likely to be quite computationally complex. And one is still left with the problem of which of the m + 1 subsets in the basic solution to use at each time once the model is resolved.
In this section, we develop an alternative approach for using the CDLP solution that overcomes these problems. It produces a dynamic policy that prescribes exactly one offer set to use, which varies as a function of the vector of remaining capacities and remaining time. In this way, the policy provides a dynamic policy that adjusts to changing network conditions. The approach is motivated by the sort of decomposition ideas used in traditional network RM and in fact can be viewed as the choice-based equivalent of methods such as displacement adjusted virtual nesting (DAVN) and dynamic programming decomposition. (See Talluri and van Ryzin [28] , Chapter 3 for a discussion of DAVN and DP decomposition.)
The main idea of the approach is to decompose the network DP (1) into a collection of leg-level DPs, each of which is only one-dimensional and therefore easy to solve exactly. To do this, the decomposition uses the the dual solution to (3) to approximate the marginal value of capacity elsewhere in the network. Again, this idea is exactly analogous to using dual prices from the DLP to compute displacement adjust revenues in the traditional network RM case.
Specifically, let π * = (π * 1 , · · · , π * m ) denote the optimal dual prices from (3) corresponding to the m leg capacity constraints. Consider approximating the problem at a given leg i. We approximate the network value function at this leg by:
where V i t (x i ) is a dynamic (time dependent) and nonlinear approximation of the value of the capacity on leg i and π * l x l are static (time independent) and linear approximations of the value of capacity elsewhere in the network. For a given product j that uses leg i (i ∈ A j ), (9) yields the following estimate of the opportunity cost of selling product j:
. Substituting the value function approximation (9) into the network DP (1), the DP recursion becomes:
with the boundary conditions:
This is now a one-dimensional DP. (By one-dimensional here we are referring to the capacity dimension only; time is always an implicit dimension of the DP.) It can be solved efficiently, provided of course that the problem of optimizing subsets at each stage is not too computationally complex. As in the column generation subproblem, the complexity of this subset optimization depends on the choice model. (This is discussed further below.)
We then repeat this approximation at each leg i of the network, yielding a set of onedimensional value functions V i t (x i ), i = 1, . . . , m. These leg-level value functions can then be added together to form a dynamic approximation of the network value function, denoted V t (x), viz
Given this additive approximation, we then select a set dynamically by solving
where
) is the vector of approximate displacement costs. Again, the complexity of solving the above offer set selection problem depends on the choice model. We give a specific example next.
Application to the MNL Choice Model
Consider the special case of the multinomial logit (MNL) choice model. (See Ben-Akiva and Lehrman [9] for a description of the MNL model.) We assume each customer is interested only in a subset of the entire product set. We call this set the customer's consideration set. Customers choose among the available products in their consideration set according to the MNL model. We assume there are L segments of customers and that each segment l has a distinct consideration set C l . Let s l = |C l | denote the number of products in consideration set C l . We further assume the consideration sets are disjoint, so that
Let λ l denote the probability that an arrival is from segment l, so L l=1 λ l = λ is the total arrival probability. We call this the MNL with disjoint consideration sets model.
For this model, it is convenient to define a binary vector y l that indicates which products in consideration set C l are offered. Each component y lj of y l corresponds to the availability of product j and is defined by
Similarly, we let P lj (y l ) denote the probability of a sale of product j to a customer of segment l given y l . Under the MNL choice model, the choice probability is defined by a preference vector, denoted v l , that indicates the preference "weight" for each product contained in C l . This vector, together with the no-purchase preference preference, v l0 , determines a customer's choice probabilities as follows:
The following proposition shows why the MNL model is computationally efficient. This same result is shown by Gallego et. al [22] , though for completeness we provide an alternative proof of it in the Appendix.
Proposition 6 Consider the optimization problem
Rank the values w j in a decreasing order; that is, w [1] 
Then there is a critical value k * , 1 ≤ k * ≤ s, such that the optimal solution to the above problem is given by
This property is useful because, as we show below, both the column generation subproblem (8) in the CDLP and the set selection problem (11) in the decomposition heuristic are of this form. Proposition 6 shows that both these problems can be solved by an efficient ranking procedure. We next discuss each problem in turn.
Solving the CDLP for the MNL with Disjoint Segments
Under the MNL with disjoint segments model, the column generation subproblem (8) separates by segment; that is, each segment l chooses products from its consideration set C l and hence (8) 
Each term on the right hand side above is precisely of the form required by Proposition 6, where w j = r j − A T j π. Therefore, we can find the optimal solution by simply ranking the products in each consideration set by their displacement adjusted revenue values r j − A T j π. By Proposition 6, then, the optimal offer set consists of the k * highest-ranked products for some k * . So the optimization problem reduces to checking at most s l = |C l | possibilities. Hence, the subproblem is quite efficient to solve.
Decomposition Heuristic for MNL with Disjoint Segments
The decomposition heuristic under the MNL with disjoint segments model is also efficient computationally. Indeed, the leg-level DPs (10) become
Again, the inner optimization above is of the form required by Proposition 6, where
Hence, the optimization at each stage in this DP can be solved by simply ranking products by these weights and checking which cut-off value k * yields the highest objective function value. Note the weights again have the interpretation of displacement adjusted revenues -the difference being that leg i has a dynamic displacement cost of ∆V i t+1 (x i ), while all other legs have static displacement costs given by the dual prices π. Once these individual leg-level DPs are solved, sets are selected dynamically in realtime by solving (11) . Again, this is an easy problem as (11) is also of the form required by Proposition 6; hence, a simple ranking procedure can be used to identify the optimal offer set.
Numerical Examples
To test the relative performance of our decomposition heuristic, we conducted numerical experiments using two example networks. One is a collection of parallel flights; the other is a small hub-and-spoke network. In each case, customers were assumed to follow the behavior of the MNL with disjoint segments model. The parameters of the MNL choice models were varied to simulate different degrees of customer willingness to switch among alternatives in the consideration sets. In addition, different load factors were simulated by changing the network capacities.
The following policies were tested:
INDEP -This policy implements the DP decomposition policy based on the independent demand model. We first solved the deterministic linear program (DLP), where mean demand was computed assuming all products are offered. That is, the probability of a request for product j was taken as λ j = P j (N ). The mean demand for product j in the DLP is then T λ j . Once the DLP model was solved, we used the dual prices in a dynamic programming decomposition scheme as described in Chapter 3 of Talluri and van Ryzin [28] . This scheme is in fact equivalent to the decomposition scheme of Section 6.2, but with P j (S) = λ j for all j and S. (The independent demand model assumption.) This policy serves as a benchmark to evaluate the benefits of explicitly using a choice-based modeling in the optimization procedure.
CDLP -This policy implements the static CDLP solution. The optimal solution to the deterministic LP (2) determines the total time to offer each set. Since the sequence in which the sets are offered is ambiguous, we considered two ways to construct this sequence. The first is that sets were offered according to their indexes in the solutions to (2) ; that is, sets were indexed as they were generated and then simply offered according to this order. In the second approach, we randomly generated the sequence to offer. Our tests showed that neither approach dominated the other. Hence, we only report results for the first method in the tables below.
DCOMP -This is our choice-based decomposition heuristic as described in Section 6.2.
We also computed an upper bound on the optimal expected revenue based on the CDLP value (2). We used this upper bound to bound the suboptimality gap of our DCOMP method. In the tables below, we denote the upper bound revenue by UB REV, and the revenues produced by the DCOMP, CDLP, and INDEP methods, by DCOMP REV, CDLP REV and INDEP REV (respectively). We denote the percentage gap between UB and DCOMP by %OPT-GAP. The revenue improvements of DCOMP relative to CDLP and INDEP are denoted %DCOMP-CDLP and %DCOMP-INDEP, respectively.
We also tested the effect of reoptimizing the policies periodically throughout the simulated booking process. In the no reoptimization case, the deterministic LPs are solved only once, and the dual variables associated with the capacity constraints are used to estimate the marginal capacity for the entire time horizon. In the reoptimization procedure, we divided the total time horizon into five equal-size periods and resolved the problem at the beginning of each period, using the remaining time, capacity and estimated demand-to-come as input parameters to the policies.
Simulations were run under various load factors by scaling all leg capacities by a common factor α. Three different load factors were tested. We also simulated various degrees of choice behavior by varying the no-purchase preference value vector v 0 . In the parallel flight example, the number of simulation runs was fixed at 10, 000, while in the small network the number of runs was fixed at 1, 000. T = 300 time periods were used in the parallel flight example and T = 1, 000 time periods were used in the small network example. With these simulation sample sizes, the revenue estimates had relative errors in the range 0.1% − 0.7% with 99% confidence.
Simulation Example 1: Parallel Flights
This set of simulations is based on a network with three parallel flights with two fare classes on each flight (high (H) and low (L)), producing six products in total. We assumed there were two customer segments corresponding to the two fare classes (H and L). That is, we assumed customers were willing to choose among flight times within a class but were not willing to purchase up or down from their preferred fare classes. This is essentially the model studied by Zhang and Cooper [32] .
The arrival probability for each segment were (λ H , λ L ) = (0.2, 0.3). The initial capacities for each flight were c = (30, 50, 40) . For H class, the fares for each flight were r H = (800, 1000, 600) and the preference value for the high-class segment was v H = (5, 10, 1). For L class, the revenue values for each flight were r L = (400, 500, 300) and the preference vector for the low-class segment was v L = (5, 1, 10). The simulation results with and without reoptimization are summarized in Table 1 and Table 2 , respectively.
Note the DCOMP heuristic produces consistent revenue gains over the CDLP policy, especially in the tightly constrained (α = 0.6 and α = 0.8) capacity cases. The gains in these cases are on the order of 1 − 5%, which is quite significant. Also note the extremely large gains (up to 13% improvement in revenue) relative to the independent demand model policy (INDEP). Note the improvements are especially large relative to the INDEP policy in the cases where v 0 = (0, 0), which corresponds to situations where customers are perfectly willing to substitute among the products in their consideration sets. This conforms with intuition and indicates the potential for improvement in revenue from explicitly considering choice behavior when customers are willing to substitute. Table 2 shows that the improvements from using DCOMP over CDLP are not as large when the policies are reoptimized. However, the gains are still significant, especially in the high load factor case (α = 0.6), where improvements are on the order of 1 − 2%. Table 3 reports each policy's gain in revenue from reoptimization. It is clear from this table that the CDLP policy improves significantly when reoptimized periodically; the DCOMP policy performance, in contrast, does not change significantly when it is reoptimized. The DCOMP method, therefore, appears to be more robust in the sense that its performance is less sensitive to the frequency of reoptimization. This behavior is likely to be an advantage in practical applications, because the CDLP is quite computationally complex to solve and therefore one would like to avoid frequent reoptimizations if possible.
Simulation Example 2: Small Network
This example considers a small airline network consisting of 7 flight legs, with two fare classes on each leg and a total of 22 products (including local and connecting itineraries). Figure  1 shows the network and Table 4 describes the products. The product set is segmented into ten disjoint consideration sets, corresponding to ten customer segments. Segments are defined in terms of their fare class preference (business or leisure) and their origindestination market. Table 5 describes the ten customer segments and their consideration sets and preferences. The simulation results for this network are shown in Table 6 and Table 7 .
Without reoptimization, the DCOMP heuristic generally achieves a significant gain over the CDLP solution, though there are a few outlier cases where it does worse. We discuss the reason for this behavior below, but it is essentially due to degeneracy in the CDLP. When the policies are reoptimized, the relative improvement of the DCOMP method over the CDLP is smaller but still significant, especially in the cases of tight capacity (α = 0.6 and α = 0.8). Again, the gains over the INDEP policy are very large in general. However, in one case (α = 0.6, v 0 = (0, 0)), the INDEP method produced a larger revenue than the DCOMP method. This behavior, however, can again be attributed to degeneracy problems in the CDLP solution, as discussed below.
As in the previous example, there is little benefit to reoptimizing our DCOMP procedure, while reoptimizing improves the CDLP method significantly. This is illustrated in Table  8 . Again, this illustrates the robustness and computational advantages of the DCOMP method.
Degeneracy Effects
As noted, our DCOMP approach does worse than the CDLP method in some extreme cases, for instance Example 2 in the cases α = 0.6, v 0 = (0, 0) and α = 1.2, v 0 = (0, 0). The reason is due to degeneracy in the CDLP (2). In our column generation procedure, we chose the first product in each segment's consideration set as the initial offer set of the reduced LP. If the CDLP is degenerate, then multiple dual solutions exist, which results in different Product Legs Class Revenue Products Legs Class Revenue  1  1  1  1000  12  1  2  500  2  2  1  400  13  2  2  200  3  3  1  400  14  3  2 Table 7 : Simulation results for a small network with reoptimization estimates of marginal capacities used in the DCOMP policy. In the extreme case when v 0 = (0, 0), only the most profitable product (revenue net of displacement cost) is made available. In this case, the particular choice of offer sets to initialize the column generation procedure has a significant impact on the dual prices produced, which in turn impacts the DCOMP policy.
To illustrate this effect, consider the case of α = 1.2 and v 0 = (0, 0). We tested two options for initializing the column generation procedure: 1) the first product in each segment's offer set is used to initialize the reduced LP, and 2) the second product in each segment's offer set is used to initialize the reduced LP. These choices lead to different optimal dual solutions in the CDLP. While the CDLP optimal value is the same in each case, the revenues produced by the DCOMP heuristic is quite different, as can be seen from Table 9 . Indeed, Table 9 shows that with the proper choice of the initial subsets, the DCOMP method still generates larger revenue than the CDLP policy. The negative gains of the DCOMP policy observed in Tables 6 and 7 , therefore, can be attributed to this degeneracy effect. Still, one would like the method to be less sensitive to degeneracy, but this an inherent weaknesses of any method that uses dual rather than primal information. From our limited experience, however, it appears that this degeneracy effect is only significant in extreme cases, like the v 0 = (0, 0) cases here, though more experience with the method is needed to make any strong claims in this regard.
Conclusions
Gallego et. al [22] 's choice-based deterministic LP is the natural analog of the traditional deterministic LP, which is widely used in revenue management practice. Here we have extended their analysis of this model, showing that its performance -as in the traditional independent demand case -is asymptotically optimal as capacity and demand are scaled up proportionately. We used these results to extend the concept of efficient sets developed Talluri and van Ryzin [27] to the network case. Efficiency is a potentially useful metric for identifying good offer sets and thereby reducing the complexity of choice-based problems, though more work is needed on this issue. We also developed a heuristic which uses the dual information from the CDLP to decompose the network DP into a collection of leg-level DPs. It is the choice-based analog of traditional network decomposition methods such as Table 9 : Revenues from different settings of the initial consideration sets DAVN and DP decomposition. The method has several attractive features: it is efficient to compute, recommends a unique offer set that changes dynamically in response to changes in remaining capacity and time, improves on the naive CDLP policy significantly-especially in high load factor cases -and is much less sensitive to the frequency of reoptimization. Overall, the heuristic appears to be a viable practical method for using and enhancing the CDLP model of Gallego et. al [22] . While both the CDLP and decomposition heuristic are computationally complex in general, we showed that under the MNL with disjoint segments model, both problems can be solved efficiently. Still, this is a restrictive model and more work is needed to find broader classes of computationally tractable choice models. 
Multiplying each inequality (12) with α(S), and summing those inequalities, we have
If T is not efficient set, then ∃ α(S) ≥ 0, S α(S) = 1, s.t.
R(T ) < S α(S)R(S) Q(T ) ≥ S α(S)Q(S)
Since π ≥ 0,
R(T ) −
S α(S)R(S) − π T Q(T ) −
S α(S)Q(S) < 0 which contradicts (13) . 2
Proof of Proposition 6
We need the following two Lemmas to prove Proposition 6: (14) has the same optimal value as the original problem (14) can be expressed as:
h(z) = h 1 (z) h 2 (z) = w T z e T z + v 0 Note both h 1 (z) and h 2 (z) are linear; in addition, h 2 (z) is nonzero as long as w = 0 (we define 0 0 = 0 here). Therefore, from results on p. 156, in Avriel [4] on quasiconvexity properties of the ratio of linear functions, we conclude that h(z) is quasiconvex.
Next, we claim that the maximizer of the relaxed problem can always be achieved at the boundary points, that is, z i is equal to either 0 or v i , which is equivalent to y i = 0 or 1, i = 1, · · · , s. To see this, suppose z * is the optimal solution to the relaxed problem, but ∃ 1 ≤ j ≤ s, s.t. 
