Abstract
Introduction
Pose estimation is a key component of autonomous navigation systems. Many efficient techniques based on various sensors have been proposed in the literature. In this paper, we present a new method based on vision. We consider the problem of ground vehicle navigation, assuming that the traversed area is observed by an off-board monocular camera. For pose estimation, we fit a projected 3D model of the object to the real camera image. Ideally, the fitting converges to the true vehicle position and orientation in the world. Several approaches based on image matching with 3D models for object localization have been proposed, mostly based on geometry, appearance or a combination of both. The pose fitting techniques use corresponding feature data, image segmentation or comparison of learned or modeled image data. Early works often used a priori knowledge about the shape of the object, matching corresponding features of the object model with the camera image [10] [6] [15] . In these methods, the feature correspondence is either assumed to be known, or the class of applicable shapes is restricted, for example to contain straight lines and triplet line junctions.
A method that does not require assumptions on the class of shapes was proposed by Rosenhahn et al. [16] . In this approach, a contour is approximated with a series of periodic curves (free-form contours) and fitted into the object silhouette. It is assumed that the object silhouette can be efficiently segmented from the camera image. Hinterstoisser et al. [8] implements a 3D object detection using "dominant orientation templates" (DOT). Gradient orientations with strong magnitude are stored in a DOT. New objects are learned online by placing them next to a known image. Detection of 3D objects is possible by storing DOTs from many different viewpoints.
Appearance based methods using 3D models have also been discussed [17] [13] . Statistics of texture and color are extracted from the real object image either at the initialization or in a previously trained model. The object is then segmented according to color and texture statistics. A cost function, based on a local color model, is minimized with respect to the object pose. The color model is mapped to the 3D model and updated with a new matched pose. To reduce the problem of changing illumination, appearance based tracking was combined with geometry based tracking and an illumination model in [14] .
While the region-based segmentation approaches assume distinguishable image statistics between object and background, a segmentation based on motion can also be used [4] . In this work, the projected silhouette of a 3D wire frame model is compared to the foreground silhouette for classification of moving objects. Observing a one-way road, the vehicles trajectory is assumed to be known and the orientation constant. For classification, the overlap between the foreground silhouette and the projected model silhouette is maximized with respect to different models and positions.
Similarly to the work in this paper, other approaches based on comparison of the camera image with a synthetic recreation of the camera scene have also been proposed [12] [11] . In these methods, the similarity measure relies on geometry or appearance change (the gray level gradient), which can be extracted from the shape of the 3D model without training, in contrast to color or texture used in other methods. The edge-image of an on-board camera is matched to a projected image of a pre-recorded 3D map of distinctive building edges to maximize overlapping edges. One drawback of these techniques is the need for previous recording of the 3D model containing the edges of the operation area, which can be expensive and timeconsuming. Another method that observes a traffic scene was proposed by Kolling et al. [9] . This approach compares the gradient magnitude of edges directly by assuming equal gradient magnitude in the real and synthetic images. The system uses motion analysis to gain a rough initial position guess. As this approach assumes equal gradient magnitude in the real and synthetic images, an illumination model and shadow rendering are required.
In contrast to the methods described above, we estimate the pose of a known object without the knowledge of its initial pose or the need for a statistical training stage. The method also performs identification, assigning the corresponding 3D model to the recognized object. An illumination model is not required, since the method is widely independent from shadows. It is important to notice that, unlike many state of-the-art 3D object tracking methods, in the application considered a high resolution view of the object is often not available, making the use of traditional featurebased and convex optimization methods very difficult. For the above reasons, we argue that the use of shading appearance extracted from a 3D model, as proposed in this paper, is an efficient alternative for comparison of images in different poses, yielding to efficient robot localization in outdoor, real-world scenarios.
For pose estimation, we fit a projected 3D model of the object to the camera image, combining edge geometry and shading appearance based fitting. We model shading appearance based on curvature by assigning different grayscale values to different surfaces of the model, such that the gray-scale values depend on the direction of a vector normal to that surface. We use the direction of the gradient in the 2D images to compare the generated synthetic image with the camera image. In combination with the motion segmentation and a calibrated camera, the initial pose of the object can be reliably calculated. A Kalman filter is used for tracking, combining a motion model with the pose estimation from single images. The filter is also used to restrict the search space, speeding up the computation. Unlike urban environments where tracking of vehicles should be general (for any of the many possible types of vehicles), in an industrial environment the use of a predefined model can be seen as a practical solution. To verify the presented approach we use the algorithm to localize a 20 tonne autonomous forklift truck in an outdoor industrial environment under different lighting conditions. Its 3D model can be easily generated in CAD applications or even retrieved from the Internet 1 . The results show that the method can be used as a reliable method for vehicle localization, providing a low average error.
This paper is organized as follows. In Section 2 we present a detailed explanation of the comparison between synthetic image of a projected 3D model and real camera image by modeling appearance change based on surface curvature. In Section 3 we explain how the method can cope with texture. We provide an overview of the full localization framework in Section 4. We verify the presented approach with experiments in Section 5, followed by relevant conclusions in Section 6.
2. Similarity measure between an object in a real and in a synthetic image
To tackle the problem of robot localization, we present a vision-based algorithm that estimates the position and orientation of an object by using a 3D model M 3D and an offboard camera. The algorithm returns a similarity measure between an object in a synthetic grayscale image S and a real camera image I. Matching the pose of a 3D model in a synthetic image to an object in a real image yields an estimate of the object's pose p = (x, y, z, ψ, φ, θ)
T . Here, x, y and z denote the three spatial coordinates and ψ, φ and θ the yaw, roll and pitch angles, respectively. For each pixel in the projected model, the difference between the gradient direction in S and I serves as a matching cost. In this section we provide a detailed explantion of the cost function for pose matching.
Modeling appearance change
Our comparison algorithm relies on a model of shading appearance based on curvature. The algorithm is based on grayscale images, as the pixel intensity is a direct metric for appearance. Working with grayscale images, the model does not need to provide color information, making it more generic. We consider a change of intensity in the 2D image as appearance change. Therefore, the gradient of the grayscale image is a metric for appearance change in the shading, as it is calculated from pixel intensity change.
The main motivation for using the proposed method is, that under most lighting conditions, edges and curved surfaces cause a change of image intensity, as exemplified in Figure 1 (a). The photograph shows a book with a planar cover and a curved spine. The transition between the individual faces shows a sharp intensity change, while the curved back of the book has a smooth intensity transition. Inside a planar surface of the cover, the grayscale value is nearly constant. This can be explained by Lambert's cosine law [7] . Many rough surfaces can be assumed to be Lambertian surfaces. If a Lambertian surface is illuminated by an external light source with a constantly emitting luminance L 0 , the light scattered from the surface has the same radiance in all directions. As a consequence, the emitting radiance is proportional to the incident luminance L = L 0 · cos(α) with α being the angle between the surface normal and the illuminating source. As the position of a light source is constant in an image, the grayvalue of a Lambertian surface in a camera image depends only on the surface normal vector.
Our 3D models are composed of planar surfaces. Curved elements in the 3D model are composed of a series of planar surfaces. Figure 1 (b) explains the assembly of a curved surface with a basic example. The drawing illustrates the topview of the book spine. The real object's surface seen in the camera image is drawn with a green line. The numbers on the inside of the green line represent the grayscale values of the surface seen in Figure 1 (a). The topview of the object model is drawn in red with an offset to the real object's surface. In the model, the curved book spine is composed of 5 planar surfaces. The green arrows indicate the gradient in the camera image, or the intensity change. The normal vectors of the models' plane assembly surfaces are shown as black arrows on the corresponding surface. Since the object surface is a Lambertian scatterer, the intensity of reflected light changes with the orientation of the reflecting surface. In consequence, we use the changing direction of normal vectors of adjacent plane model surfaces to represent the intensity change on the corresponding area of the real object in the camera image. We model appearance change at quantized regions in the synthetic image, as our model is composed of a limited number of plane surfaces. In Figure 1 (b) the regions where the normal vector in the model changes are marked either with yellow or blue, where yellow indicates the sharp intensity changes interpreted as edges and blue indicates smooth intensity transitions from curved surfaces.
To represent intensity change in our model with grayscale values, we need to ensure that adjacent assembly segments with different normal vectors have different grayscale values in the projected image. An efficient way to do so, is to assign every assembly surface first to a three component color value c = [R, G, B]
T which corresponds to the three component normal vector n = [n x , n y , n z ]
T . After that, we generate the synthetic image S by converting the synthetic image with this color assignment to a grayscale image. An example of a synthetic image with the color assignment c = n for each surface is given in Figure  2 .
Since we do not use an illumination model, the synthetic image S provides the direction of intensity change only up to a possible 180
• rotation. As an example, the intensity transition from surface s 1 to surface s 2 can also appear in the opposite direction from s 2 to s 1 .
We overcome this ambiguity in the calculation of the matching cost, described in Section 2.3. Following this strategy, our model is very robust to changing lighting conditions. 
Calculate Gradient
With the modeled appearance change described in Section 2.1, the synthetic image S exhibits intensity gradients similar to that of the camera image, when the model pose matches the object pose in the camera image. The absolute pixel intensities, however, are generally not similar. Therefore, we calculate the Sobel gradient images in the horizon-tal and vertical direction for both grayscale images (real and synthetic). The convolution of I and S with the horizontal and vertical Sobel matrices yield the Sobel images G
Gradient direction and magnitude
As the 3D model does not contain information about lighting and texture, a direct comparison of the gradient is not practical. In contrast, the direction of the intensity change is known up to a possible 180
• rotation, as described in Section 2.1. By transforming the Sobel images G .,. into polar coordinates, we obtain the gradient directions at pixel coordinates (i, j) as follows:
where Φ r (i, j) and Φ s (i, j) range from 0 to 2π. We use the gradient direction to generate our similarity measure. Since our model is composed of a number of planar surfaces, we do not model intensity change at every pixel in the image. Instead, we only consider those pixels where intensity transition is caused by a transition of two adjacent plane surfaces in the model. An efficient way to extract these regions is to use the magnitude of the gradient
as the magnitude is zero if no intensity transition is modeled.
Gradient direction distance
Our similarity measure is based on the gradient direction (1). A small difference between the gradient directions in real and synthetic image represents high similarity between them. An example for a possible 180
• ambiguity is given in Figure 3 , which shows a real image of a cube and the corresponding synthetic image. In this figure, the green and red arrows delineate the gradient directions at a corresponding pixel coordinate in the real and in the synthetic image, respectively. In our calculation of the gradient direction distance we compare the gradient direction of the real image with the gradient direction of the synthetic image and its 180
• shifted variation. Figure 4 illustrates two cases with different constellations of the gradient directions. These graphics show Φ r (i, j) (in green) and Φ s (i, j) (in red). The green and red arrow must be examined for their shortest distance in direction, where a dashed arrow represents the 180
• shifted direction of the red arrow. Figure   4 (a) illustrates the case present in Figure 3 , with respect to gradient direction. A 180
• shift of the red arrow yields a shorter distance to the green arrow than the original nonshifted version. In Figure 4 (b) the 180
• shifted arrow also yields a shorter distance, but as Φ . (i, j) ranges cyclically from 0 to 2π, the shortest distance crosses the (2π) − → 0 + transition, which must be corrected in the calculation of the gradient direction distance. The gradient direction distance is the smallest angle between Φ s (i, j) and Φ r (i, j) and their π shifted correspondence. For its calculation, we first rotate all Φ . (i, j) to the upper half-plane with
After this rotation, the transitions π − → π + and (2π)
To get the shortest distance, we need to comparẽ
where the gradient direction distance is then given by
The maximum gradient direction distance is 90
• .
(a) (b) (c) Figure 3 . The three images shown correspond to (a) the original 3D model colored according to the surface orientation, as described in Section 2.1, (b) the grayscale version of (a), and (c) the real image. The arrows illustrate the gradient directions at one pixel in the synthetic image (b) and in the corresponding real image (c).
Mean gradient direction distance
The gradient direction distance is a measure of similarity at single pixels. To get a similarity measure for the whole object we calculate the arithmetic mean of the gradient direction distance from the pixels in the object's silhouette. To calculate the mean gradient direction distance δ, we do not use all pixels of the object's silhouette but only the pixels where an intensity transition is modeled or where a transition of assembly surfaces of the 3D model appears in the projected 2D image. An efficient way to extract those pixels is to use the gradients magnitude (2) . Consequently, we calculate δ from all pixels with coordinate (i, j) where
where N is the number of pixels considered in the comparison. A good fitting pose of the 3D model to the real object yields small gradient direction distances if the 3D model pose matches the real object pose. Therefore, we use δ as the cost function for pose matching by minimizing the mean gradient direction distance with respect to the object pose.
Dealing with texture
The proposed cost function combines aspects from geometry based and appearance based fitting. Fitting the object edges and contour achieves a strong value of the minimum, but has a very limited region of convergence. The information extracted from smooth intensity change, in contrast, has a larger region of convergence, since curved surfaces occupy larger areas of the image. Our method exclusively uses appearance based on shading. Although color and texture are characteristics that are well suited (if known) to match a model to an object, they are not essential for the pose fitting. In contrast to texture and color statistics, appearance change based on shading is widely constant for different illumination conditions. It is also constant if equal objects have different color, or if the texture changes with time, for example if a surface gets dirty, which is common in an outdoor industrial environment.
Although we do not consider color and texture information of local surfaces, the proposed system presents good robustness to local texture changes. Figure 5 shows a sample image of the forklift-like robot, used in our experiments. The vehicle has elements with different colors, stickers on the left and right sides, dirt, on-vehicle shadows, scratches, and plates, which are not included in the 3D model.
To cope with these textures, we consider the gradient at the inside of a surface is only at discretized lines: the transition of planar surfaces approximating the object curvature. If no shading appearance is modeled in a pixel of the synthetic image, this pixel is not compared to the real image. Even if the gradient direction of a texture fits locally to the gradient direction of shading appearance, this cluster is only a small part in the calculation of the arithmetic mean. 
Full localization system
In this section, we provide details on the full robot localization framework. The developed localization system consists of 4 main parts: Synthetic image generation, initial position estimation, tracking and the matching between the synthetic and the real images.
Camera image and synthetic image generation
Let I k represent the camera image at frame k. The synthetic image generator generates a synthetic grayscale image S p from the 3D model M 3D and its pose p = [x, y, z, ψ, φ, θ]
T . Figure 6 shows the chosen coordinate frame and illustrates the camera surveying the object to localize. The virtual camera parameters are based on the calibration data of the real camera. A generated synthetic image is illustrated in Figure 2 . The image shows the 3D model of the forklift-like robot used in our experiments.
Initial pose search
If an object enters the camera view, the system must perform the initial pose search. For this task we use the motion template algorithm described in [3] and [5] . If motion is detected and cannot be assigned to a target which is already tracked by the system, we assume the presence of a new object. In order to get an initial distance information, we consider that the homography describing the transformation between the camera and the ground plane is known. Figure 6 . Illustration of the modeled environment and its coordinate frame. A camera is surveying an object.
Assuming that the lowermost point of the motion silhouette is either in contact with or close to the ground plane, the transformation from the camera to a 3D point returns a rough guess of the initial position. The pose of the object is searched in a wide-range search space around this initial position guess. The initial pose search is triggered if the search space resulting from the initial position guess is completely covered by the field of view. After tracking has been initialized, in contrast, the object can be partially over the image border. If multiple objects are used, the object can be identified via best match. For this task, the images must be scaled to have an equal silhouette area.
Tracking
A Kalman filter is used to get higher localization precision and to reduce the search space for the matching algorithm. A kinematic model M K is stored with the 3D model M 3D in M = {M 3D , M K }. Kinematic models fitting different types of objects and tracking filters can be found in [1] . In our experiments, we used the model constant velocity and constant yaw rate. The predicted pose vectorp k,m of the tracked target m and the filter covariance matrix restrict the search space for the real/synthetic image matching at frame k. Instead of the rough initial position guess, the predicted pose of the filter serves as the center coordinate of a now restricted search space for the pose estimation, used as the filter update.
Real/synthetic pose matching
We use a simple search strategy to find the best match. The mean gradient direction distance δ serves as a matching cost for matching the pose of an object in a synthetic image to the pose of an object in a real camera image. To reduce the probability of false-matches and to speed up the algorithm, we perform the search only around the initial pose estimate, extending or reducing the search space according to the uncertainty parameter in the tracking. From the assumption of a planar area, the dimension of the search space can be reduced to valid poses. The discretized search space has a reasonable lower limit of granularity, given by the precision of the visual matching determined in Section 5. For each pose in the restricted and discretized search space we calculate the matching cost. Ideally, the best fitting pose yields the smallest mean gradient direction distance δ. An example of a matched pose is illustrated in Figure 5 , where the edges of the 3D model are drawn in white over the image, illustrating the best match.
Experiments
In this section we present experiments illustrating the performance of the proposed system for robot localization. We use an off-board camera surveying a large area, targeting an autonomous hot metal carrier (HMC) in an industrial environment, as shown in Figure 5 . We also perform tests in the same environment with smaller vehicles such as a Gator 2 and a skid steer loader (Bobcat). Tests include video footage from sunny days with sharp shadows and overcast days with soft or no shadows. The camera has a resolution of 768 × 576 pixels and is mounted approximately 7 meters (m) above the ground. Depending on the object distance, we work with downscaled images up to 40% of the original dimensions to increase the computation speed. The observed area ranges from 10 to 50 m distance to the camera and the average vehicle velocity is approximately 4 m/s. The autonomous HMC has the dimensions (length×width×height) 6m×2.6m×3.6m. In our experiments, the synthetic image is generated with OpenGL [18] and the implementation of the image processing framework is based on the OpenCV library [2] . The experiments were run on a 2.66 GHz Intel Core 2 Duo CPU in a single thread.
Assumptions
In order to calculate an initial position guess based on the 2D image, our implementation of the system assumes that the ground is modeled as a planar surface. This is a good approximation for many environments, in particular in industrial domains. From this assumption, a 3D model's pose has three degrees of freedom; the two coordinates (x, y) on the plane and its orientation ψ, such that p is reduced to p = [x, y, ψ] T .
Evaluation
We use a very high precision laser-based localization system [19] as ground truth to evaluate the vision based technique.
In the first test, the algorithm is evaluated without the use of a Kalman filter to reduce the search space. The search grid was set to ∆x = 0.1m, ∆y = 0.1m and ∆ψ = 1
• . The results are shown in Figure 7 and Table 1 . Figure 7 (a) plots a top-view of the test run, where the red line represents the laser-based ground truth. The blue dots indicate the estimated position from the matching algorithm. The camera is mounted at x = 0, y = 0 in the plot. The algorithm fails to localize the target in the region around x = 12.5m, y = 42.5m, as the robot goes out of the camera's field of view. Figure 7(b) shows the corresponding orientation error for the same test run. The average errors are listed in Table  1 under 'Test 1. ' In the second test, we use the results of the first test to quantize the search grid. With a standard deviation σ ψ = 5.21
• , a quantization step ∆ψ = 5
• is a reasonable choice, as it provides a good compromise between speed and localization performance by speeding up the search by a factor of 6.75. The results of the test run are shown in Figure  8 and Table 1 . Figure 8(a) shows the reduced noise due to the Kalman filter. Again, in the region around x = 12.5m, y = 42.5m the tracking becomes unreliable, as the robot is out of the field of view. Once motion is again identified in the video, a new initialization is performed in a larger search space, and the tracking converges again to near the ground truth. Figure 8(b) illustrates the orientation matching with the quantization noise. The results given in Table  1 for 'Test 2' show that the average localization error increases slightly, due to the larger orientation quantization. 
Different objects
We conducted preliminary tests without ground truth information with the Gator and the Bobcat vehicles, shown in Figure 9 . This figure illustrates the fitting results for the two objects. The 3D model of the Gator includes the driver, as it corresponds to a large part of the object. Although the passenger is not included in the model and it is a constant occlusion, a visual evaluation indicates that the algorithm can cope with that degree of occlusion. A satisfactory performance is also observed for the tracking of the Bobcat. Preliminary visual analyses indicate that the system can be easily extended to other objects, as long as they are large enough compared to their distance from the camera.
Conclusions
We presented a new method for robot localization using off-board cameras. The proposed technique matches the pose of a 3D model of an object to its real camera image by modeling general appearance change and comparing the images gradient direction distance. We demonstrated the applicability of the introduced method to a 3D local- ization system in a real industrial environment. It is important to notice that, unlike many 3D object tracking methods, in the application considered a high resolution view of the robot is not always available, making the use of traditional feature-based and convex optimization methods inefficient. The system finds the objects pose without the need of a previous training period and without the need of a given pose at the initialization, yielding practical robot localization in outdoors, real-world scenarios. Further work includes the extension of the system to multi-camera fusion and adaptation to night vision, using an infra-red camera. • and a Kalman filter is used in this experiment.
(a) (b) Figure 9 . Sample images of the Bobcat (a) and Gator (b). The edges of the corresponding 3D models are painted in white to illustrate the fitting results.
