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Limit shapes for the asymmetric five vertex model
Jan de Gier∗, Richard Kenyon†, Samuel S. Watson‡
Abstract
We compute the free energy and surface tension function for the five-vertex model, a model of non-
intersecting monotone lattice paths on the grid in which each corner gets a weight r > 0. We give a
variational principle for limit shapes in this setting, and show that the resulting Euler-Lagrange equation
can be integrated, giving explicit limit shapes parameterized by analytic functions.
1 Introduction
A six-vertex configuration on Z2 is an an orientation of the edges of Z2 with the property (called the ice rule)
that each vertex has two outgoing edges and two incoming edges, as shown in Figure 1.1. If we draw the
subset of north- or west-going edges in such a configuration, then we obtain a figure in which each vertex
is one of the types in Figure 1.2. This subset of edges comprises a collection of edge-disjoint, non-crossing
northwest-going lattice paths.
Figure 1.1 A six-vertex configuration
ε1 ε2 ε3 ε4 ε5 ε6
Figure 1.2 The six possible configurations at each vertex
We associate an integer-valued function h, called the height function, to a six-vertex configuration as fol-
lows. We define h on the set of faces of Z2. If f2 is immediately below or to the right of f1, then we require
that h( f2) − h( f1) is equal to +1 if the edge between f1 and f2 is oriented so that f2 is on its right, and
−1 otherwise. This condition defines h uniquely up to an additive constant; note that the northwest lattice
paths are the contours of h.
Given real numbers ε1, . . . , ε6 and a finite subgraph G = (V, E) of Z2, we associate with each six-vertex
configuration σ on G the Hamiltonian
H(σ) = ∑
v∈V
εσv ,
where σ is regarded as a map from V to {1, 2, . . . , 6} which identifies the type of each vertex. We define the
partition function Z(G) = ∑σ e−H(σ), where the sum is over all six-vertex configurations σ. The six-vertex
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model on G is the probability measure PG defined by
PG(σ) =
e−H(σ)
Z(G)
.
Equivalently, we may define the vertex weights ai = e−εi for i = 1, 2, . . . , 6, in which case the probability of
a configuration is proportional to the product of its vertex weights.
We consider the model with weights
(a1, . . . , a6) = (1, 0, 1, 1, r, r), (1.1)
where r is a positive real number. This is an ε2 → ∞ limit of the six-vertex model. We can see in the context
of Figure 1.1 that setting a2 = 0 corresponds to eliminating the intersections between the northwest-going
lattice paths. Therefore, when r = 1, this model specializes to the monotone, non-intersecting lattice path
(MNLP) model, or equivalently, the honeycomb dimer model. In the case r = 1 the model is determinan-
tal, and the partition function may be computed using the Karlin-MacGregor-Lindstrom-Gessel-Viennot
method [KM59, Lin73, GV89] or the Kasteleyn method [Kas67]. This method is not available for other
values of r.
We will also consider the family of probabilities measures, indexed by r > 0 and (X, Y) ∈ R2, corresponding
to the weights
(a1, . . . , a6) =
(
1, 0, eX , eY, r e
X+Y
2 r e
X+Y
2
)
. (1.2)
Physically, we say that these new weights are the result of applying an “electric field” (X, Y) to the origi-
nal weights (1.1); each vertical edge carries an extra weight eX and each horizontal edge an extra weight
eY. This three-parameter family is sufficient to describe an arbitrary five-vertex model: given weights
(a1, 0, a3, a4, a5, a6), we may normalize to set a1 = 1 and replace a5 and a6 with their geometric mean. For
the boundary conditions we consider (see below) the corresponding probability measure is unchanged by
replacing a5 and a6 with their geometric mean, since the difference between the number of left turns and
right turns is constant.
Our goal is to study the limiting shape of the height function h, for Dirichlet boundary conditions on G, see
for example Figure 1.3 and Figure 7.5.
We will do this by computing a function σr : → R called the surface tension of the model (see [KOS06]
for the r = 1 case), where is the triangle with vertices at (0, 0), (0, 1), and (1, 0). The function σ defines a
variational principle and thus partial differential equation whose solution describes the limiting shape. The
models (1.1) and (1.2) are connected: the surface tension σr and the free energy F(X, Y) of (1.2) are related
by the Legendre transform [KOS06]:
−σr(s, t) = max
{
F(X, Y)− sX− tY : (X, Y) ∈ R2
}
.
The six-vertex model has not been solved in full generality, but Sutherland, Yang, and Yang gave an explicit
diagonalization (for finite system size) [SYY67], based on earlier work by Lieb [Lie67]. It remains an im-
portant open problem to compute the asymptotics of these expressions. The solution by Lieb, and indeed,
applications of the Bethe Ansatz in many other settings rely on nonrigorous arguments at certain points.
However the five-vertex model has a feature (an explicit form for the Bethe roots) that allows us to give a
completely rigorous Bethe Ansatz argument.
The so-called free-fermionic case of the six-vertex model is the case a1a2 − a3a4 + a5a6 = 0. In this case
the model is determinantal, and the limit shape problem admits an exact solution. This was carried out
in a sequence of papers [CKP01, KOS06, KO06, KO07]. The underlying PDE in this case is the complex
2
Figure 1.3 The 5 vertex model with “boxed plane partition" boundary conditions. The lattice paths start along the
diagonal, southeast side on the hexagon and exit along the northwest side. In terms of the height function, these are
Dirichlet boundary conditions: h is zero along the lower and left boundaries, increasing linearly along the diagonal
boundaries, and constant (equal to the side length of the hexagon) along the upper and right boundaries. Shown is
the case r = 0.6 and n = 200.
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Burgers equation φx + φφy = 0, which can be solved using complex characteristics. This equation is also
fundamental in random matrix theory and free probability.
The equation analogous to φx + φφy = 0 in the context of the five-vertex model (1.1) is a generalization of
the complex Burgers equation (equation (5.8) which is not amenable to the complex characteristics method.
Nonetheless we will show how to find explicit solutions, parametrized by arbitrary analytic functions.
When r < 1 the surface tension has the interesting feature of not being strictly convex on all of ; there is
in fact a region near s+ t = 1 where the surface tension is linear, see Figure 4.3. For the limit shape problem
we consider here, this leads to pieces of the limit shape (called “neutral regions”) where the variational
formalism give no information. We conjecture that there is indeed no limit shape in these regions, and the
height function remains random in the scaling limit. The complement of the neutral region is called the
“repulsive” region. See Figure 6.3.
There have been a number of previous works on the five vertex model, see e.g. [Bog09, GS92, HWKK96],
however to our knowledge none achieve an exact form for the free energy, nor discuss the limit shape
problem. The Bethe equations we use for the five-vertex model are very similar to those for the asymmetric
exclusion process, see e.g. [GS92, GM06]; in fact our calculation is inspired by those works.
1.1 Organization
The paper is organized as follows. The calculations for r < 1 and r > 1 are very similar but different in
some details, so we start with the r < 1 case, and redo the calculations for r > 1 in a later section (Section
7).
In Section 2 we use the Bethe Ansatz to compute the eigenvalues of the transfer matrix for fixed n, N, r, X, Y.
(This is valid for both r < 1 and r > 1).
In Section 3 we compute (for r < 1) the asymptotics of the leading eigenvalue. The rescaled limit, as
n, N → ∞ with n/N → s, gives the “microcanonical” free energy Fm(s, Y) defined by
Fm(s, Y) := lim
N→∞
1
N
logΛ− Xs. (1.3)
(Note that for fixed s, the X-dependence of Λ is simply due to a factor eXsN). The (grandcanonical) free
energy F(X, Y) is obtained by maximizing over all s:
F(X, Y) = max
s∈[0,1]
{Xs + Fm(s, Y)}. (1.4)
In Section 4 we compute the surface tension σ(s, t) and the free energy F(X, Y). In Section 5 we write
down the Euler-Lagrange equation for the surface tension minimizing function and reduce it to a first-
order linear PDE. This PDE is solved in Section 6, where we give the general solution parameterized by an
arbitrary analytic function, and give several examples.
In Section 7 we redo the above calculations in the case r > 1. In Section 8 we discuss completeness of the
Bethe Ansatz eigensystem.
Acknowledgements. Research of RK is supported by NSF grants DMS-1612668, DMS-1713033 and the
Simons Foundation award 327929. JdG is support by the Australian Research Council through the ARC
Centre of Excellence for Mathematical and Statistial Frontiers (ACEMS).
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2 Bethe Ansatz equations
2.1 Some notation
Given h, X, Y, and r as described in Section 1, we define
δ = −2h−Y, v = h + 1
2
(Y− X), ε = h + 1
2
Y + log r (2.1)
and 
²1
²2
²3
²4
²5
²6

=

− 12 −1 −1 0
− 12 1 1 0
1
2 −1 1 0
1
2 1 −1 0
0 0 0 −1
0 0 0 −1


δ
h
v
²

following the notation of Nolden [Nol92]. Scaling the corresponding weights by e
1
2 X−h, we get
(a1, . . . , a6) = (1, e−4h+X−Y, eX , eY, r e
1
2 (X+Y), r e
1
2 (X+Y)).
Taking h→ ∞ yields (1.2).
We also define the quantities
2∆ =
a1a2 + a3a4 − a5a6√
a1a2a3a4
= e2h+Y(1− r2) + e−2h−Y
H = e2h,
again following [Nol92].
2.2 Bethe ansatz for the five-vertex model
Consider the model (1.1) on the cylinder of height M and circumference
N, as shown in Figure 2.1. The states of this model are specified by the
vertical bonds, since the horizontal bonds are uniquely determined by the
requirement—implicit in the ice rule—that they connect up the vertical
ones to form disjoint northwest-going paths from the bottom to the top
of the cylinder.
The 2N × 2N transfer matrix T is indexed by configurations of bonds in each
row, with T(x, y) defined to be the product of Boltzmann weights of the
vertices in a circle around the cylinder, with the configuration x in the row
below and y in the row above it, with the horizontal edges filled in as nec-
essary. If x and y are such that no configuration of horizontal edges in the
circle would comply with the ice rule, we set T(x, y) = 0. If x and y are
both the empty configuration, then there are two valid configurations of
horizontal edges between them, and in that case we define T(x, y) to be the
sum of the product of Boltzmann weights over each such configuration.
Figure 2.1 A five-vertex model
on a cylinder with circumfer-
ence N = 5
5
The transfer matrix is related in a straightforward manner to the partition function via Z = trace TM [Bax16,
Chapter 8]. Therefore, the M, N → ∞ behavior of the partition function is governed by the largest eigen-
value of T.
Since the number of vertical edges is constant from row to row, we may write T in block diagonal form
using (Nn )× (Nn ) blocks Tn = Tn(x, y), which we define by restricting T to pairs of configurations with the
same number n of vertical edges.
We can calculate the 1× 1 matrices T0 and TN quite simply. For example, T0 is a 1× 1 matrix with entry
aN1 + a
N
4 , since the possibilities are that every vertex is type 1 or that every vertex is type 4. Therefore, its
eigenvalue is
aN1 + a
N
4 = 1+ e
YN .
If there are N edges in each row, then every vertex must be of type 3. So the eigenvalue of TN is
aN3 = e
XN .
If n = 1, then we can associate with each configuration x the location k of the occupied edge. By the
rotational symmery of the model, T1 is a circulant matrix, meaning that each row is obtained from the
previous one by applying a one-entry circular shift. The eigenvalues of an N×N circulant matrix are given
by [Dav12]
λj = c0 + c1ωj + c2ωj + · · ·+ cN−1ωN−1j (j = 1, . . . , N − 1),
whereωj = exp(2piij/N) is an Nth root of unity and (c0, . . . , cN−1) is the first row of the matrix. Substituting
weights to find the entries, we get
λj = eX
(
1+
r2 eY
ωj − eY
+ eYN
ωjr2
eY −ωj
)
.
Now suppose n > 1. The Bethe ansatz is the idea to look for eigenvectors of Tn of the form
f (k1, . . . , kn) = ∑
pi∈Sn
Apiζ
k1
pi(1) . . . ζ
kn
pi(n), (2.2)
where the sum is over the permutation group Sn, Api, ζ1, . . . , ζn are constants, and 1 ≤ k1 < k2 < . . . < kn ≤
N are the positions of the occupied edges. Substituting (2.2) into the eigenvector equation Tn f = λ f , one
finds that there exist coefficients Api such that f is indeed an eigenvector if the values ζ1, . . . , ζn satisfy the
Bethe equations, which are worked out in [Nol92] for arbitrary a1, . . . , a6:
ζNi = (−1)n−1
n
∏
j=1
1+ H2ζiζj − 2∆Hζi
1+ H2ζiζj − 2∆Hζj .
Taking h→ ∞, these equations yield
ζNi = (−1)n−1
n
∏
j=1
1− (1− r2) eY ζ−1j
1− (1− r2) eY ζ−1i
,
or equivalently
ζN−ni ((1− r2) eY −ζi)n = −
n
∏
j=1
(1− (1− r2) eY ζ−1j ). (2.3)
The eigenvalue corresponding to the eigenvector f , expressed in terms of the corresponding solution of
(2.3), is
Λ := ωN1
n
∏
j=1
(
a3
a1
+
a5a6
a1(a1ζj − a4)
)
+ ωN4
n
∏
j=1
a5a6
a4(a4ζ−1j − a1)
= eXn
[
n
∏
j=1
(
1+
r2 eY
ζj − eY
)
+ eYN
n
∏
j=1
r2
eY ζ−1j − 1
]
. (2.4)
6
1w12(1− w)4 =
{ −10−1
−10−2
−10−3
Figure 2.2 Solutions to |w12(1− w)4| = |y| (Cassini ovals) and w12(1− w)4 = y for y ∈ {−10−1,−10−2,−10−3}
The fact that all eigenvectors of Tn have this form is discussed in Section 8 below. We are only concerned in
this paper with the maximal eigenvalue; other eigenvalues are important when discussing correlations and
fluctuations.
2.3 Leading eigenvalue
We are interested in the limit as M, N → ∞ of the solution of (2.3) and the eigenvalue (2.4) with bond
density n/N tending to a constant 0 ≤ s ≤ 1. We assume throughout the paper for simplicity that N, n are
both even, and r 6= 1. Define wj = ζj(1−r2) eY . In terms of the wj’s, the Bethe equations (2.3) become
wN−nj (1− wj)n = −((1− r2) eY)−N
n
∏
k=1
wk − 1
wk
. (2.5)
Define w := (w1, . . . , wn). Since the right-hand side of (2.5)—which we denote by A(w)—does not depend
on j, we see that there is an equation of the form wN−n(1− w)n = y, where y ∈ C, which is satisfied by wj
for all 1 ≤ j ≤ n.
Curves Ca,b,c of the form a log |w|+ b log |1− w| = c are called Cassini ovals (see Figure 2.2), and taking
the modulus of both sides of (2.5) implies that the solutions of the equation wN−n(1− w)n = y lie on the
Cassini oval Ca,b,c with a = N − n, b = n, and c = log |y|.
The eigenvalue (2.3) may be expressed in terms of the wj’s as
Λ = Λ(w) = eXn(1− r2)n
[
n
∏
j=1
1− wj
1− (1− r2)wj + e
YN
n
∏
j=1
r2wj
1− (1− r2)wj
]
(2.6)
= eXn(1− r2)n eYN
[
1− (−1)n Ar−2n(1− r2)N
] n
∏
j=1
r2wj
1− (1− r2)wj . (2.7)
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Since Λ > 0 for the leading eigenvalue, we may take the absolute value of the right-hand side.
Λ = eXn |1− r2|n eYN
∣∣∣1− (−1)n Ar−2n(1− r2)N∣∣∣ n∏
j=1
r2|wj|
|1− (1− r2)wj| . (2.8)
Our goal is to find Λ as a function of n, N and Y. However due to the implicit nature of the equations, it
is convenient to “work backwards” and start with n, N and y which define the Cassini oval. We will then
reconstruct Y as a function of y, and a posteriori show that, for fixed n/N, the map y → Y is bijective (and
monotone) for the appropriate ranges. If r < 1, the map is from y ∈ (−∞, 0) to Y ∈ (−∞,− log(1− r2)). If
r > 1, the map is from y ∈ (−∞, 0) to Y ∈ (−∞,∞).
2.4 Cassini oval properties
Define the polynomial
p(w) = wN−n(1− w)n. (2.9)
In the following lemma we record some basic facts about level sets of p and |p|.
Lemma 2.1. Equations of the form p(w) = y have the following properties:
(i) When |y| < nn(N−n)N−nNN , the Cassini oval |p(w)| = |y| consists of two components—one of which surrounds
the origin and the other of which surrounds 1 ∈ C—and the equation p(w) = y has N − n solutions on the
former and n solutions on the latter.
(ii) When |y| > nn(N−n)N−nNN , the Cassini oval |p(w)| = |y| is a simple closed curve surrounding both 0 and 1, on
which lie all N solutions of the equation p(w) = y. The rightmost n roots are separated from the rest by the
curve arg(w)arg(1/(1−w)) = (N − n)/n.
(iii) Any circle centered at a point of (−∞, 0] ∩ [1,∞) intersects a Cassini oval in at most two points.
Proof. Statement (i) and the first part of (ii) are trivial. The principal branch of the map w 7→ w(N−n)/n(1−
w) onC \ (−∞, 0) maps the roots of p(w)− y to the circle around 0 of radius |y|1/n, and maps the right-most
n roots to y1/n e2piij/n. When there is one component, the rightmost preimage of −|y| under this map is the
intersection of the oval with the curve arg(1/(1−w))arg(w) =
b
a =
n
N−n .
For (iii), it suffices to show that the oval and the circle intersect transversely at any nonreal point of in-
tersection. Suppose a circle is centered at c ∈ R. As z moves along the oval, we have (differentiating
α log |z|+ β log |1− z| with respect to z)
Re
[(
α
z
− β
1− z
)
dz
]
= 0.
At a point z of non-transversal intersection, we would have additionally Re
[
dz
z−c
]
= 0. These two equations
would imply that dz = 0 unless αz − β1−z and 1z−c point in the same direction, that is, unless their ratio is
real: (
α
z
− β
1− z
)
(z− c) ∈ R.
However we claim that this quantity can be real (for z 6∈ R) only if c ∈ [0, 1]. To see this, for real t, note that
the equation (αz − β1−z )(z− c)− t = 0 has two roots z1, z2. The discriminant of this quadratic is
−4cα(−t + α+ β) + (t− α− cα− cβ)2
8
which is minimized at t = α− αc + βc and takes value 4αβ(−1+ c)c there, which is positive for c 6∈ (0, 1).
Thus z1, z2 are real for c 6∈ (0, 1).
2.5 Consistency equations
Let’s consider the consistency equations p(wj) = A(w), 1 ≤ j ≤ n. If w is a solution to this system, then
1 =
∣∣∣∣∣A(w)p(wj)
∣∣∣∣∣ =
∣∣∣ 1
(1−r2) eY
∣∣∣N n∏
j=1
|wj − 1|
|wj|
n
∏
j=1
|wj|(N−n)/n|1− wj|
=
(
1
|1− r2| eY
)N n
∏
j=1
|wj|−N/n.
Taking the logarithm of both sides and dividing by N gives
0 = − log(|1− r2| eY)− 1
n
n
∑
j=1
log |wj|. (2.10)
Recall that N and n are both assumed even. Then (2.10) can be substituted into (2.8) to yield
Λ(w) = eXn eY(N−n)
∣∣∣1− A(w)r−2n(1− r2)N∣∣∣ n∏
j=1
r2
|1− (1− r2)wj| . (2.11)
We can see that, for fixed y = A(w), to maximizeΛwe must minimize the moduli of 1− (1− r2)wj. If r < 1,
this means (by part (iii) of the lemma) that Λ is maximized when w1, . . . wn are distinct roots of p(w) = y
with maximal real part. When r > 1, Λ is maximized when w1, . . . wn are distinct roots of p(w) = y with
minimal real part. We treat these two cases separately.
Lemma 2.2. Under the assumption that n is even we have y < 0.
Proof. By uniqueness of the maximal eigenvalue, we must have y ∈ R. If y > 0, the root w of p(w) = y with
largest real part is itself real, and the subsequent roots wjs come in complex conjugate pairs. If y < 0, the
roots w with largest real part all come in complex conjugate pairs (as in Figure 2.2). Assuming n is even,
the n roots with maximal real part must be paired up, so necessarily y < 0.
3 Maximal eigenvalue: the r < 1 case
3.1 Two component case
We will first consider the case where the Cassini oval has two components. By Lemma 2.1(i), this occurs for
small |y|. The n roots w1, . . . , wn of maximal real part are exactly those on the component surrounding 1.
Let us evaluate (2.10) in this case. Let Cρ be a circle around the origin of radius ρ, where ρ is chosen so that
one oval is enclosed and one is in the exterior. By Lemma 9.1,
− log((1− r2) eY) = 1
n
(
1
2pi
∫ 2pi
0
log |p(ρ eiθ)− y| dθ− (N − n) log ρ
)
. (3.1)
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For large N, n, on the curve Cρ we have |p(ρ eiθ)|  |y|, so the integrand is well approximated by log |p(ρ eiθ)|.
Plugging in p(w) = wN−n(1− w)n, the right-hand side vanishes, giving − log((1− r2) eY) = o(1), or, in
the limit of large N, Y = − log(1− r2). This is an upper bound on Y; if Y is larger than this, the two ovals
collapse to the points 0 and 1 as n, N → ∞, with the leading n wi’s tending to 1. The eigenvalue in this case
is Λ = eY(N−n)+Xn(1+ o(1)).
Proposition 3.1. Fix r < 1 and Y ≥ − log(1− r2). As n, N → ∞with ratio tending to s, we have limn→∞ 1N logΛ =
Y(1− s) + Xs.
For Y ≤ − log(1− r2), to compute the eigenvalue (2.11) we need to compute
n
∏
i=1
(
1− (1− r2)wi
)
. (3.2)
The map w 7→ 1− (1− r2)w takes points of the oval outside of Cρ to points inside the disk CR at 0 of radius
R = |1− (1− r2)ρ|.
In terms of the polynomial p(w) these points are roots of the monic polynomial
(1− r2)N
(
p
(
1− u
1− r2
)
− y
)
.
Its constant coefficient is
c0 = (1− r2)N
(
p
(
1
1− r2
)
− y
)
= (−1)nr2n − y(1− r2)N
which is the product of the N roots.
Thus using Lemma 9.1 again (with u = R eiφ) the log of the product in (3.2) is
log
(
n
∏
i=1
(
1− (1− r2)wi
))
= log |c0|+ n log R− 12pi
∫ 2pi
0
log
∣∣∣∣(1− r2)N (p( 1− u1− r2
)
− y
)∣∣∣∣ dφ. (3.3)
Again y is negligible, so this reduces to
= log |c0|+ n log R− 12pi
∫ 2pi
0
log
∣∣∣∣∣(1− r2)N
(
1− u
1− r2
)N−n ( r2 − u
1− r2
)n∣∣∣∣∣ dφ.
= log |c0|+ n log R− 12pi
∫ 2pi
0
(N − n) log |1− u|+ n log |r2 − u| dφ (3.4)
= log |c0|,
where we used r2 < R < 1 in the last equality.
Plugging in to (2.11) yields an expression for the microcanonical free energy (1.3) when Y = − log(1− r2):
Fm(s,− log(1− r2)) := lim
N→∞
1
N
logΛ− Xs = −(1− s) log(1− r2).
From (1.4) the free energy when Y = − log(1− r2) is then
F(X,− log(1− r2)) = max{− log(1− r2), X}.
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3.2 One component case
We now consider the case where r < 1 and the Cassini oval has one component.
Fix y, and define a positive number ρ so that the circle Cρ of radius ρ centered at the origin surrounds N− n
of the roots of w 7→ p(w)− y and passes through none of the roots. Define w0 to be the intersection point
between Cρ and the Cassini oval |p(w)| = |y|. Then, applying Lemma 9.1 to (2.10), up to terms tending to
zero as N → ∞, (3.1) gives
− log(|1− r2| eY) = −N − n
n
log |w0|+ arg w0npi log |y|+
1
2pin
∫ 2pi−arg w0
arg w0
log |p(ρ eiθ)|dθ,
and plugging in p(w) = wN−n(1− w)n and |y| = |p(w0)| and simplifying gives
− log(|1− r2| eY) = arg w0
pi
log |1− w0|+ 1
pi
Im Li(w0). (3.5)
The right-hand side of (3.5) reoccurs many times later so we define the function
B(z) =
1
pi
(arg z log |1− z|+ Im Li(z)). (3.6)
See the appendix for some of its properties, as well as properties of the dilogarithm Li.
Note that as w0 tends to a point in (0, 1), the Cassini oval develops a pinch point, and B(w0) tends to 0,
which is again consistent with the two-component case.
3.3 Relating y to Y, one component case
Equation (3.5) relates Y to a certain function of w0, which is defined from n, N and y. We show in this section
that, conversely, w0 (and hence y) can be determined from Y and s = n/N.
Consider, for a given ratio b/a, the triangles with vertices 0, 1, w with w in the upper half plane, which have
angles at 0 and 1 with ratio b/a. These points w form a curve in H. As b/a varies in (0,∞) these curves
foliate the upper half plane, see Figure 3.1.
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Figure 3.1 In blue/green, curves of the form (arg w)/ arg 11−w =
b
a for various values of
b
a ∈ (0,∞), ranging geometri-
cally from about 1/60 to about 60. The orthogonal family of gray curves shown is a collection of level curves of B. The
orthogonality of the level curves of B and of w 7→ (arg w)/ arg 11−w will be important in Section 5.
Such a point w is the point on the Cassini oval |w|a|1 − w|b = y through w with the property that the
proportion of roots of wa(1− w)b = y on the right side of the curve is n : N (see Lemma 2.1(ii)).
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Thus for any w0 in the upper half plane there is a corresponding choice of n/N: we have
1− s
s
=
N − n
n
=
a
b
=
arg(1/(1− w0))
arg(w0)
.
We define θ so that the argument of w0 is sθ, see Figure 3.2.
Conversely, given s = n/N, there is a unique curve defining arg(1/(1−w0))arg(w0) , and on this curve the values of B
are monotone running from 0 (on the real axis in [0, 1]) to infinity. Thus w0 is defined uniquely as a function
of s, r, Y.
sθ (1− s)θ
pi− θ
0 1
w
Figure 3.2 The relationship between s, θ, and w.
3.4 The free energy, one component case
We can start from (3.3). We can evaluate the integral here as follows. For points u inside the image of the
oval, the integrand is approximated by the quantity log((1− r2)N |y|), and for points outside the integrand
is approximated by
log
∣∣∣∣(1− r2)N p( 1− u1− r2
)∣∣∣∣ = log(|1− u|N−n|r2 − u|n).
The errors in these approximations are both o(1) as N → ∞ except when u is within o(1) of the oval; as
such the errors contribute at most o(1) to the result. Setting u0 = R eiφ0 = 1− (1− r2)w0 we have that (3.3)
is
2n log r+ log[1− (−1)nyr−2n(1− r2)N ]+n log R− φ0
pi
(N log(1− r2)+ log |y|)− N − n
2pi
∫ 2pi−φ0
φ0
log |1−u|dφ− n
2pi
∫ 2pi−φ0
φ0
log |r2−u|dφ
= log[1− yr−2n(1− r2)N ]+n log R− φ0
pi
(−2n log r+N log(1− r2)+ log |y|)− N − n
2pi
∫ 2pi−φ0
φ0
log |1−u|dφ− n
2pi
∫ 2pi−φ0
φ0
log |1− u
r2
|dφ
= log[1− yr−2n(1− r2)N ]+n log R− φ0
pi
(−2n log r+N log(1− r2)+ log |y|)− N − n
pi
Im Li(u0)− n
pi
Im Li
(u0
r2
)
.
Plugging in log |y| = (N − n) log |w0|+ n log |1− w0| yields
= log[1− yr−2n(1− r2)N ] + n log R− φ0
pi
((N − n) log |(1− r2)w0|) + n log |1− r
2
r2
(1− w0)|)
− N − n
pi
Im Li(u0)− n
pi
Im Li
(u0
r2
)
= log[1− yr−2n(1− r2)N ]− (N − n)
pi
(φ0 log |1−u0|+ Im Li(u0))− n
pi
(
φ0 log
∣∣∣1− u0
r2
∣∣∣+ Im Li(u0
r2
)
)
+n log R.
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Using (2.11) we get, in terms of the function B(z) of (3.6),
lim
N→∞
1
N
logΛ = sX + (1− s)Y + 2s log r + (1− s)B(u0) + sB
(u0
r2
)
− s log |u0|. (3.7)
Using the identity B(z)− log |z| = B(1− 1/z) with z = u0/r2 gives the microcanonical free energy (1.3) to
be
Fm(s, Y) = (1− s)Y + (1− s)B(u0) + sB
(
1− r
2
u0
)
. (3.8)
The calculation of the free energy F(X, Y), as discussed in (1.4), is performed in Section 4 below.
4 Legendre transform, r < 1 case
The surface tension σ(s, t) satisfies
−σ(s, t) = Fm(s, Y)−Yt
where t = dFmdY .
Fixing r, s, we can parameterize Fm(s, Y) explicitly in terms of θ, where sθ = pi− arg(u0− 1), see Figure 4.1.
Then Y is a function of θ given by (3.5).
Using Y = − log(1− r2)− B(w0), we compute using (9.2)
dY
dθ
= −dB(w0)
dθ
= −sθ d
dθ
log |1− w0| − (1− s)θ ddθ log |w0|.
Letting φ = arg u0 we have
dB(u0)
dθ
= φ
d
dθ
log |1− u0|+ sθ ddθ log |u0|
and
dB(1− r2u0 )
dθ
= φ
d
dθ
log |(u0 − r2)/u0|+ ((1− s)θ− φ) ddθ log |r
2/u0|
= φ
d
dθ
log |u0 − r2| − (1− s)θ ddθ log |u0|.
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Then
dFm(s, Y)
dθ
= (1− s)dY
dθ
+ (1− s)dB(u0)
dθ
+ s
dB(1− r2u0 )
dθ
= (1− s)dY
dθ
+ (1− s)φ d
dθ
log |1− u0|+ sφ ddθ log |u0 − r
2|
= (1− s)dY
dθ
+ (1− s)φ d
dθ
log
|1− u0|
1− r2 + sφ
d
dθ
log
|u0 − r2|
1− r2
= (1− s)dY
dθ
+ φ
(
(1− s) d
dθ
log |w0|+ sφ ddθ log |1− w0|
)
=
(
1− s− φ
θ
)
dY
dθ
.
Thus
t =
dFm
dY
=
dFm
dθ
/
dY
dθ
= 1− s− φ
θ
,
and so φ = (1− s− t)θ.
Figure 4.1 illustrates the relationship between s, t, u, r, and θ.
0
(1− s− t)θ
r2
(1− s)θ
1
sθ
u
tθ
Figure 4.1 Given r and the ratios [s : t : 1− s− t] ∈ N ∗, there is a unique u = u0 in the upper half plane satisfying the
property that the angles indicated are in the ratio [s : t : 1− s− t].
Note that for r < 1 not all ratios [s : t : 1− s − t] are feasible: as u0 ranges over the upper half plane, a
short computation shows that the values (s, t) range over the subsetN ∗ of bounded by the axes and the
hyperbola (
1− r2
r2
)
st + s + t− 1 = 0, (4.1)
see Figure 4.2: the three intervals u ∈ (1,∞), u ∈ (−∞, 0), u ∈ (0, r2) map respectively to the vertices
(s, t) = (1, 0), (0, 0) and (0, 1). For r2 < u < 1, taking the limits as Im u → 0 of the angle ratios, we
have s = u−r21−r2 and t =
r2(1−u)
(1−r2)u , which parameterizes the curved edge of N ∗. When r → 1 this hyperbola
degenerates to the line s + t = 1.
For (s, t) ∈ N \N ∗ the Gibbs measure µs,t is nonextremal; see below.
Recalling that u0 = 1− (1− r2)w0, we have determined the relation between w0 and (s, t). We already have
the relation between Y and w0, which is
Y = − log |1− r2| − B(w0).
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11
N ∗
Figure 4.2 The region N ∗ is bounded by the axes and the hyperbola ( 1−r2r2 )st + s + t− 1 = 0 (shown here for r = 0.6).
By symmetry
X = − log |1− r2| − B(w∗0)
where w∗0 is defined as for w0 but with the roles of s and t reversed.
Plugging in gives the surface tension:
Proposition 4.1 (Surface tension). The surface tension is given by
σ(s, t) = (1− s− t)(log(1− r2) + B(w0))− (1− s)B(u0)− sB
(
1− r
2
u0
)
where u0 is determined by (s, t) implicitly as above, and w0 = (1− u0)/(1− r2).
A plot of σ is shown in Figure 4.3.
Figure 4.3 Minus surface tension as a function of (s, t) ∈ N with r = 0.8. The black line is graph of −σ on the hyper-
bola bounding N ∗; σ is linear in N \N ∗.
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A plot of the free energy F(X, Y) is shown in Figure 4.4.
Figure 4.4 The free energy F(X, Y) for r = 0.8. It is linear in each complementary component of the curved region
shown (except for a slope change along y = x).
5 Euler-Lagrange equation, r < 1 case
In this section we define w = w0 and u = u0, and recall the definition of B(z) in (3.6). The Euler-Lagrange
equation for the limit shape is a PDE for s = s(x, y), t = t(x, y):
divx,y(∇s,tσ(s, t)) = 0.
Since σs = X,σt = Y, this can be written
Xx +Yy = 0. (5.1)
Note that we also have the equation of mixed partial derivatives of h:
sy = tx. (5.2)
Let z = w∗, where w∗ is defined as w but with the roles of s, t reversed. We already have ∂σ∂t = Y =
− log(1− r2)− B(w). By symmetry σ(s, t) = σ(t, s) which gives
∂σ
∂s
= X = − log(1− r2)− B(z¯) = − log(1− r2) + B(z).
Proposition 5.1 (Euler-Lagrange equation). For r < 1 the EL equation (5.1), combined with the mixed partials
equation (5.2), reduces to
B(z)zzx − B(w)wwy = 0. (5.3)
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Note that since B is not complex analytic this equation is NOT equivalent to (5.1); (5.1) alone implies only
that
B(z)zzx + B(z)z¯ z¯x − B(w)wwy − B(w)w¯w¯y = 0.
To prove the proposition we start with a lemma.
Lemma 5.2. The quantities w, z satisfy the relation p(w, z) := 1− w− z + (1− r2)wz = 0.
Proof. Recall that u = 1− (1− r2)w; let u∗ := 1− (1− r2)w∗ = 1− (1− r2)z. Referring to Figure 5.1, we
see that arg u = arg u∗ and |u| · |u∗| = r2. Thus u∗u = r2, or (1− (1− r2)z)(1− (1− r2)w) = r2, which is
the desired result.
0 r2 1
u
u∗
Figure 5.1 Exchanging the roles of s and t in Figure 4.1, the quantity u∗ can be obtained from u by reflection in the ball
of radius r around the origin. Equivalently, u, u∗ have the same argument and the angle at u of the triangle ∠1, u, r2 is
the same as for that of u∗, that is, the points 1, r2, u, u∗ are concentric.
Proof of Proposition 5.1. We compute with w = w1 + iw2 (and using (9.4))
Yy =
dB(w)
dw1
dw1
dy
+
dB(w)
dw2
dw2
dy
=
(
− arg w Re 1
1− w − arg(1− w)Re
1
w
)
dw1
dy
+
(
arg w Im
1
1− w + arg(1− w) Im
1
w
)
dw2
dy
= − arg w Re
(
wy
1− w
)
− arg(1− w)Re
(wy
w
)
.
where wy = ∂∂y (w1 + iw2), and similarly
Xx = − arg w∗ Re
(
w∗x
1− w∗
)
− arg(1− w∗)Re
(
w∗x
w∗
)
.
Conjugating gives
Xx = arg z Re
(
zx
1− z
)
+ arg(1− z)Re
( zx
z
)
.
Thus Xx +Yy = 0 becomes
− arg z(log |1− z|)x + arg(1− z)(log |z|)x + arg w(log |1− w|)y − arg(1− w)(log |w|)y = 0. (5.4)
We can write (5.2) as
∂
∂x
(
arg z
arg( z1−z )
)
=
∂
∂y
(
arg w
arg( w1−w )
)
. (5.5)
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Let
d = arg
z
1− z = − arg
w
1− w .
Multiplying (5.5) by d2 gives
arg(z)xd− arg(z)dx = − arg(w)yd + arg(w)dy
or
− arg(z)x arg(1− z) + arg(1− z)x arg(z) + arg(w)y arg(1− w)− arg(1− w)y arg w = 0. (5.6)
Adding −i times (5.6) to (5.4) gives
arg w(log(1− w))y − arg(1− w)(log w)y − arg z(log(1− z))x + arg(1− z)(log z)x = 0
or
∂B(w)
∂w
wy − ∂B(z)
∂z
zx = 0, (5.7)
the desired result.
It seems fortuitous that we can reduce the two real equations (5.1),(5.2) to a single complex equation; how-
ever this is a general phenomenon for variational problems of this type, due to Ampère, see [Ken19].
We can simplify equation (5.7) as follows. Using the fact that dww(1−w) = − dzz(1−z) , it becomes
∂B(w)
∂w
w(1− w)wy + ∂B(z)
∂z
z(1− z)wx = 0
and with (9.5)
(w arg w + (1− w) arg(1− w))wy + (z arg z + (1− z) arg(1− z))wx = 0. (5.8)
Lemma 5.3. Let r < 1. Let A be the function
A(z) = −z arg z− (1− z) arg(1− z) = ∂B(z)
∂z
z(1− z).
The (x, y) coordinates of the limit shape satisfy the linear first-order PDE
A(w)xw −A(z)yw = 0. (5.9)
Proof. This follows immediately from (5.8), the inverse mapping x = x(w), y = y(w), and the identity
wxxw + wyyw = 0.
6 Limit shapes
In this section we derive a parametrisation for (x, y, H), the coordinates and limiting shape of the height
function, in terms of an analytic function describing the boundary domain. The main results are Theo-
rem 6.5 in Section 6.3 and its corollary in Section 6.4.
18
6.1 Integration
The equation (5.9) can be solved analytically as follows. Divide (5.9) by−θ = arg(z/(1− z)) = − arg(w/(1−
w)) to get
w arg w + (1− w) arg(1− w)
arg w− arg(1− w) xw +
z arg z + (1− z) arg(1− z)
arg z− arg(1− z) yw = 0,
or (recalling s = arg warg(w/(1−w)) and t =
arg z
arg(z/(1−z)) )
(w− 1)xw + sxw + (z− 1)yw + tyw = 0. (6.1)
Since s = Hx, t = Hy for the (real valued) height function H we have sxw + tyw = Hw.
The equation (6.1) is then
(w− 1)xw + (z− 1)yw + Hw = 0,
which we can integrate to get
Theorem 6.1. For any r 6= 1 the following equation holds:
(w− 1)x + (z− 1)y + H(x, y) + f (w) = 0 (6.2)
where f is an analytic function depending only on boundary conditions.
Taking the imaginary part of (6.2) gives
Im[(w− 1)x + (z− 1)y] = − Im f (w) (6.3)
where the right-hand side is an arbitrary harmonic function.
Write w = 1−u1−r2 and z =
1−u∗
1−r2 with u
∗ = r2/u. Then with u = ρ eiφ equation (6.3) gives (absorbing the
(1− r2) factor into f )
x− r
2
ρ2
y =
g(u)− g(u)
u− u (6.4)
where g(u) = (1− r2) f (w). For any given g this can be solved for y, and, plugging back into (5.9), gives an
equation of the form
A1xu + A2x = A3
where A1, A2, A3 are functions of u. This can then be integrated by standard techniques.
6.2 Example zero
Here is an example. Suppose g ≡ 0. Starting from (5.9), using xw = −(1− r2)xu and yw = −(1− r2)yu
gives (using (6.4))
A(w)xu −A(z)
(
ρ2
r2
x
)
u
= 0,
or, multiplying by r2, using ρ2 = uu and rearranging gives
xu
x
=
A(z)u
r2A(w)− uuA(z) . (6.5)
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Lemma 6.2. The numerator of (6.5) is minus the u derivative of its denominator:
(r2A(w)− uuA(z))u = −A(z)u.
Proof. Using equation 9.6, we have
d
dw
[r2Bww(1− w)− uuz(1− z)Bz] = r2w(1− w)Bww − uuz(1− z)Bzz dzdw + (1− r
2)uz(1− z)Bz
= r2w(1− w) Im(w)|w|2|1− w|2 − uuz(1− z)
Im(z)
|z|2|1− z|2 (−
z(1− z)
w(1− w) ) + (1− r
2)uz(1− z)Bz
= (1− r2)uz(1− z)Bz
since r2 Im(w) + uu Im(z) = 0. Since ddu =
−1
1−r2
d
dw , this proves the claim.
Thus
x =
C(u¯)
r2A(w)− uuA(z)
where C is analytic. Here C is determined by the fact that x must be real; however the denominator is
already real:
Lemma 6.3. The expression r2A(w)− uuA(z) is real.
Proof. We have
Im(r2A(w)− uuA(z)) = Im[r2(−w arg w− (1− w) arg(1− w))− ρ2(−z arg z− (1− z) arg(1− z))]
= −r2(Im(w) arg(w) + Im(1− w) arg(1− w)) + ρ2(Im(z) arg(z) + Im(1− z) arg(1− z))
= −r2 Im(w)(arg w− arg(1− w)) + ρ2 Im(z)(arg z− arg(1− z))
= −θ(r2 Im w + ρ2 Im(z))
= 0.
So in this case C is a real constant, and finally y = ρ
2
r2 x.
6.3 General solution
For general g, using again (6.4)), (5.9) is
A(w)xu −A(z)
(
ρ2
r2
(x− k)
)
u
= 0,
where k(u) = g(u)−g(u)u−u . Multiplying by r
2 and expanding,
(r2A(w)− ρ2A(z))xu − uA(z)x = −A(z)(ρ2ku + k(ρ2)u),
or, by Lemma 6.2 and using ρ2 = uu,
[(r2A(w)− ρ2A(z))x]u = −A(z)(ρ2ku + ku) = −A(z)(uuk)u.
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This can be integrated to yield
x =
−1
(r2A(w)− ρ2A(z))
[∫
A(z)(ρ2ku + ku)du + C(u)
]
.
Now upon integration by parts,
x =
−1
(r2A(w)− ρ2A(z))
[
A(z)uuk− u
∫
uk
dA(z)
du
du + C(u)
]
.
Since
dA(z)
du
=
−1
1− r2
dA(z)
dw
=
Im(z)
(1− r2)w(1− w) = −
r2 Im(u)
uu(1− u)(u− r2) ,
(the second equality here follows from a short calculation) we have
x =
−1
(r2A(w)− ρ2A(z))
[
A(z)ρ2k +
∫ r2 Im g(u)
(1− u)(u− r2)du + C(u)
]
=
−1
(r2A(w)− ρ2A(z))
[
A(z)ρ2k + 1
2i
∫ r2g(u)
(1− u)(u− r2)du−
g(u)
2i
∫ r2
(1− u)(u− r2)du + C(u)
]
. (6.6)
Here C(u) is determined by the property that x is real:
Lemma 6.4. Up to an additive constant, the integration constant C(u) is given by the following analytic function of
u:
C(u) = − 1
2i
∫ r2g(u)
(1− u)(u− r2)du +
g(u)
2i
∫ r2
(1− u)(u− r2)du−
r2pig(u)
1− r2
= − r
2pig(u)
1− r2 −
ig(u)r2
2(1− r2) log
(
u− r2
u− 1
)
− 1
2i
∫ r2g(u)
(1− u)(u− r2)du.
Proof. To see this, take the imaginary part of the quantity in square brackets in (6.6); the term outside the
brackets is real. The first integral in (6.6) and the first integral in C(u) add together to give a real quantity.
The second integrals add to give
− r
2g(u)
1− r2 arg
(
u− r2
u− 1
)
= − r
2g(u)
1− r2 (−pi+ θ).
Finally note that
ImA(z) = − Im z(arg z− arg(1− z)) = θ Im z = − r
2θ Im(u)
(1− r2)ρ2
so that
Im(A(z)ρ2k(u)) = − r
2θ Im g(u)
1− r2 .
Using the fact that Im g(u) = − Im g(u), this completes the proof of the claim.
Plugging this value of C(u) into (6.6), we can then write
x =
−1
(r2A(w)− ρ2A(z))
[
Im
(∫ r2g(u)
(1− u)(u− r2)du
)
+ Re
(
− g(u)r
2θ
1− r2 +A(z)ρ
2k(u)
)]
. (6.7)
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We collect the parametrisation of the coordinates and limit shape of the height function, (x, y, H), in terms
of an analytic function g(u), in a final theorem. For any analytic function g(u), define F (u) to be the real
analytic function
F (u) =
∫ r2g(u)
(1− u)(u− r2)du. (6.8)
Then k(u) = Im g(u)/ Im u is written in terms of F (u) as
k(u) =
Im(F ′(u)(1− u)(u− r2))
r2 Im(u)
.
Let furthermore, as above, u = ρ eiφ and
w =
1− u
1− r2 , z =
1− r2/u
1− r2 , θ = − arg
(
z
1− z
)
, A(z) = −z arg(z)− (1− z) arg(1− z).
Theorem 6.5. With the definitions above we have
x =
−1
(r2 A(w)− ρ2 A(z))
[
ImF (u) + Re
(
−F
′(u)(1− u)(u− r2)θ
1− r2 + A(z)ρ
2k(u)
)]
, (6.9)
and y is determined from (6.4),
y =
uu
r2
(x− k(u)) . (6.10)
The (real) height function H is determined from (6.2),
H =
1
1− r2
(
−g(u) + (u− r2)x + r2(u−1 − 1)y
)
. (6.11)
6.4 Arctic boundary
Note that in order for the solution to have an ‘arctic’ boundary, equation (6.4) needs to have a limit when u
becomes real; this means Im(g) is zero for u ∈ R, that is, g is real analytic. Let us consider the behavior of
(x, y) along the arctic boundary, when u = p + qi for p ∈ R and q = ε is small.
The function A(z) is piecewise analytic with four different pieces, giving rise to a piecewise analytic bound-
ary. The behaviour along the boundary of the ingredients of (6.9) are given in Appendix 9.3. Let g(u) be an
analytic function parametrising a domain via (6.9) , and define F (u) as in (6.8). Let
F = ReF ,
then the analytic boundary pieces of the limit shape are determined, up to local constants c1, c2, c3, by the
following equations.
x =

Fp
(r2 − 2p)(1− p)2
r2(p2 − 2p + r2) + Fpp
p(r2 − p)(1− p)2
r2(p2 − 2p + r2) −
c1(1− r2)
pir2(p2 − 2p + r2) p < 0
Fp
1− 2p
r2
+ Fpp
p(1− p)
r2
− c2(1− r
2)
pi(p− r2)2 0 < p < r
2
Fp
1+ r2 − 3p
r2
+ Fpp
−r2 + 2p + 2r2 p− 3p2
r2
+ Fppp
(1− p)(p− r2)p
2r2
r2 < p < 1
Fp
r2 − 2p
r2
+ Fpp
p(r2 − p)
r2
− c3(1− r
2)
pir2(p− 1)2 1 < p,
(6.12)
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where we have used the fact that F satisfies the Cauchy-Riemann equations. The corresponding parameri-
sation of the y coordinate on the boundary is determined by
y =
p2
r2
(
x− g′(p)) . (6.13)
The constants c1, c2, c3 come from the imaginary part ImF , and depend on the height function along the
relevant part of the boundary: when p < 0, the height function H = c1 is a constant; when 0 < p < r2, the
height H is of the form H = y + c2 and when 1 < p, H is of the form H = x + c3.
All but the third of the four equations (6.12) also follow directly from (6.2) and (6.4), which we can consider
to be two linear equations for x, y, once we plug in the appropriate linear function H and take the limit as u
tends to the boundary.
6.5 Quadratic example
Let us take g(u) = −(1− u)(u− r2)/r2 so that F (u) = u by (6.8), and therefore on the boundary F = p
with u = p + iq. The resulting limit shape and piecewise analytic boundary is depicted in Figure 6.1.
Figure 6.1 The limit shape with g(u) = −(1− u)(u− r2)/r2 in the region bounded by the x axis and the line x = y,
shown with height contours. It has boundary values 0 on the x-axis and H(x, y) = y on the line x = y (shown here
with r = 0.7). The four analytic pieces of the frozen boundary are shown in the four colors green, blue, red, purple.
The grey region is the region where the surface tension is minimized. The "arctic boundary" of the grey
region is piecewise analytic with four components depicted here in green, blue, red and purple. The green
region on the left is a facet with constant height, and the colored regions on the right are facets where the
height is linear.
The white region in between the blue, red and purple curves is a region where there is (conjecturally) no
limit shape and the height is random. We call this region the “neutral" region; the non-neutral region is
called the “repulsive” region.
6.5.1 Boundary curves
Since Fp = 1 and higher order derivatives of F are zero, the parametrisation for the boundary curves can be
readily read off from (6.12):
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• Green boundary: p < 0
(x, y) =
(
(r2 − 2p)(1− p)2
r2(p2 − 2p + r2) ,−
p2
(
p− r2)2
r4 (p2 − 2p + r2)
)
Below and on this boundary the limit shape has a facet where the height is constant H = 0.
• Blue boundary: 0 < p < r2
(x, y) =
(
1− 2p
r2
,− p
2
r2
)
The height function is C1 but not analytic across this curve. Along this curve the height varies linearly,
H(x, y) = y, corresponding to the height on the black line. The blue curve is the boundary of the grey
region until it intersects the red curve where it bends away from the grey region. We don’t know
the actual boundary between the blue facet and the white “neutral" region, except that the blue facet
necessarily contains the region directly to its right, as illustrated; it seems likely, and simulations
suggest, that the blue facet extends above this region by a certain amount.
• Red boundary: r2 < p < 1
(x, y) =
(
r2 − 3p + 1
r2
,− p
3
r4
)
This curve bounds the grey region and the height function is not analytic across this curve. To the
right of the red curve the height is neither constant nor linear, but apparently random.
• Purple boundary: 1 < p
(x, y) =
(
1− 2p
r2
,− p
2
r4
)
The purple boundary is analogous to the blue boundary. The height function is C1 but not analytic
across this curve, and along the curve it varies linearly, H(x, y) = x. The purple facet contains the
region directly below the purple curve, and probably some part to the left of this region as well.
6.5.2 Boxed plane partition
For the boxed plane partition of Figure 1.3 we take
g(u) =
(
1− r
u
)√
u2 +
−3+ 2r− 3r2
4
u + r2. (6.14)
See Figure 6.2. This formula is valid for r ∈ (1/3, 1). It has facets analogous to the case F = u above.
This oval limit shape degenerates, as r decreases to 1/3, to a segment. See Figure 6.3. (For an asymmetric
hexagon, with side lengths n1, n2, n3, n1, n2, n3, this degeneration will take place at a different value of r
depending on the ratios n1/n2, n2/n3).
7 r > 1 case
7.1 Maximal eigenvalue: the r > 1 case
Recall that for r > 1 the relevant Bethe roots w1, . . . , wn are the n roots of wN−n(1−w)n = y of smallest real
part. Let Cρ be the circle centered at 0 of the appropriate radius ρ chosen to enclose w1, . . . , wn and no other
roots. If there are two components to the Cassini oval, the circle Cρ separates the two components only if
N = 2n. If there is one component, or if N 6= 2n, Cρ will hit the Cassini oval at exactly two points.
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Figure 6.2 The boxed plane partition limit shape, shown with height contours in the repulsive region. Here r = 0.7,
and the height function is zero at the center.
Figure 6.3 The boxed plane partition repulsive boundary, for r = 1, 56 ,
2
3 ,
1
2 ,
1
3 . At r = 1/3 the repulsive region has
collapsed to a line. For r < 1/3 there is apparently no repulsive region.
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7.1.1 Case N = 2n and two components
In case N = 2n, that is, s = 1/2, and there are two components, Cρ will have one component in its inside
and one in its outside.
By Lemma 9.1, the integral of log |p(w)− y| around Cρ is the sum of the log moduli of the roots outside Cρ ,
plus n log ρ. The summation in (2.10) for the roots inside is obtained by subtracting the sum for the outside
roots from the sum for all the roots, that is, from log |y|.
Thus (2.10) gives
− log((r2 − 1) eY) = 1
n
(
log |y|+ n log ρ − 1
2pi
∫ 2pi
0
log |p(ρ eiθ)− y| dθ
)
. (7.1)
In the integral we can ignore the y term up to negligible errors, leading to
− log((1− r2) eY) = 1
n
log |y|.
For the eigenvalue (2.11) we need to compute
n
∏
i=1
1+ (r2 − 1)wi. (7.2)
The map w 7→ 1+ (r2 − 1)w takes points of the oval inside of Cρ to points inside the disk CR at 0 of radius
R = |1+ (r2 − 1)w0| (and points outside go to points outside).
We use the same equation as before, (3.3), except that (3.4) gives
log
n
∏
i=1
1+ (r2 − 1)wi = log |c0| − n log r2.
This leads to
Fm
(
1
2
, Y
)
=
Y
2
. (7.3)
7.1.2 Case N 6= 2n or one component
In this case let w0 ∈ C (with ρ = |w0|) be the point in the upper half plane at which the circle of radius ρ
intersects the oval. It is convenient to use w0 as a new variable. We have y = −|p(w0)| and we’ll see how
r and n/N are functions of w0 as well. In the formula (7.1), for w = ρ eiθ outside the oval, the integrand is
(up to terms tending to zero as N → ∞) log |p(w)| and for w inside the oval, the integrand is log |y|.
We get up to negligible errors for N large
− log(|1− r2| eY) = log ρ + 1
n
log |y| − arg w0
npi
log |y| − 1
2pin
∫ 2pi−arg w0
arg w0
log |p(ρ eiθ)|dθ
and plugging in p(w) = wN−n(1− w)n and |y| = |p(w0)| and simplifying gives
− log
(
|1− r2| eY
)
= log |w0|+
(
1− arg w0
pi
)
log |1− w0| − 1
pi
Im Li(w0) (7.4)
= log |w0|+ log |1− w0| − B(w0).
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The relationship between w0 and s is as follows. The map w 7→ w(N−n)/n(1− w) maps the roots w1, . . . , wn
to the circle of radius |y|1/n, wrapping the relevant part of the oval once around the circle, with w0 mapping
to |y|1/n +O(1/n). This implies that (for n large) the triangle with vertices 0, 1, w0 has exterior angles in ratio
(1− s) : s, that is, if θ1, θ2 are the angles of the triangle at 0, 1 respectively then (1− s)(pi− θ1) = s(pi− θ2).
We redefine θ so that these angles are sθ and (1− s)θ, see Figure 7.1.
0 1
sθ
w0
(1− s)θ
θ− pi
Figure 7.1
This leads to
s =
pi− arg w0
2pi− arg( w01−w0 )
.
We now compute the eigenvalue (2.11). For this we need to compute
n
∏
i=1
1+ (r2 − 1)wi. (7.5)
The map w 7→ 1+ (r2 − 1)w takes points of the oval inside of Cρ to points inside the disk CR at 0 of radius
R = |1+ (r2 − 1)w0| (and points outside go to points outside).
At this point the computation is identical to that for the r < 1 case, except that w0 there is w0 here. With
u0 = 1+ (r2 − 1)w0, the microcanonical free energy is
Fm(s, Y) = (1− s)Y + (1− s)B(u0) + sB
(
1− r
2
u0
)
. (7.6)
7.2 Legendre transform, r > 1 case
Using Y = − log(r2 − 1) + B(w0)− log |w0(1− w0)|, we compute using (9.2)
dY
dθ
=
dB(w0)
dθ
− d
dθ
log |w0(1− w0)|
=
(
1− sθ
pi
)
d
dθ
log |1− w0|+
(
1− (1− s)θ
pi
)
d
dθ
log |w0| − ddθ log |w0(1− w0)|
= − sθ
pi
d
dθ
log |1− w0| − (1− s)θ
pi
d
dθ
log |w0|.
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We have
dFm(s, Y)
dθ
= (1− s)dY
dθ
+ (1− s)dB(u0)
dθ
+ s
dB(1− r2u0 )
dθ
= (1− s)dY
dθ
+ (1− s)φ d
dθ
log |1− u0|+ sφ ddθ log |u0 − r
2|
= (1− s)dY
dθ
+ (1− s)φ d
dθ
log
|1− u0|
r2 − 1 + sφ
d
dθ
log
|u0 − r2|
r2 − 1
= (1− s)dY
dθ
+ φ
(
(1− s) d
dθ
log |w0|+ sφ ddθ log |1− w0|
)
=
(
1− s− φ
θ
)
dY
dθ
.
Thus
t =
dFm(s, Y)
dY
= 1− s− φ
θ
and φ = (1− s− t)θ as in the r < 1 case. See Figure 7.2.
0
(1− s− t)θ
1
sθ
r2
(1− s)θ
u
tθ
Figure 7.2
The surface tension is then
σ(s, t) = −Fm(s, Y) +Yt
= −(1− s− t)Y− (1− s)B(u0)− sB
(
1− r
2
u0
)
= (1− s− t)(log(r2 − 1)− B(w0) + log |w0(1− w0)| − (1− s)B(u0)− sB
(
1− r
2
u0
)
.
The surface tension and free energy are shown in Figure 7.3
7.3 Euler-Lagrange equation, r > 1 case
The r > 1 case is quite similar to the r < 1 case. We define z = w¯∗ where w∗ is the analog of w when the
roles of s and t are reversed. Then, in terms of u, we have
w =
u− 1
r2 − 1 , z =
r2/u− 1
r2 − 1
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Figure 7.3 Minus the surface tension and free energy in case r = 1.3. The surface tension is analytic on N , zero on
s = 0 and t = 0 and equal to min{1− s, 1− t}2 log r when s + t = 1. The free energy is linear on the complementary
components of the curved part illustrated.
and
1− w− z− (r2 − 1)wz = 0. (7.7)
Note that this is the same relation as in the r < 1 case (Lemma 5.2).
We have
X = − log(r2 − 1) + B(z¯)− log |z(1− z)|
Y = − log(r2 − 1) + B(w)− log |w(1− w)|
and again (5.1) and (5.2) combine to give
Proposition 7.1. For r > 1 the EL equation (5.1), combined with the mixed partials equation (5.2), reduces to(
−B(z)z − 1− 2zz(1− z)
)
zx −
(
B(w)w − 1− 2ww(1− w)
)
wy = 0. (7.8)
Again using dww(1−w) = − dzz(1−z) and wxxw¯ + wyyw¯ = 0 this can be written
Lemma 7.2. Let r > 1. The (x, y) coordinates of the limit shape satisfy the linear first-order PDE
(A(w)− (1− 2w))xw − (A(z) + (1− 2z))yw = 0. (7.9)
7.4 Integration
Equation (7.9) for r > 1 is
(−w(arg w− pi)− (1− w)(arg(1− w) + pi)xw − (z(arg z + pi) + (1− z)(arg(1− z)− pi)yw = 0
and dividing by θ,
(ws− (1− w)(1− s))xw + (zt− (1− z)(1− t))yw = 0,
so we get the same equation (6.1) as in the r < 1 case.
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As in that case the equation (6.1) becomes
(w− 1)xw + (z− 1)yw + Hw = 0,
which we can integrate to get
Theorem 7.3. For r 6= 1 the following equation holds:
(w− 1)x + (z− 1)y + H + f (w) = 0 (7.10)
where f is an analytic function depending only on boundary conditions.
With u = ρ eiφ taking the imaginary part of (7.10) gives (absorbing the (r2 − 1) factor into f )
x− r
2
ρ2
y =
g(u)− g(u)
u− u (7.11)
where g(u) = −(r2 − 1) f (w). For any given g this can be solved for y, and, plugging back into (7.9), gives
an equation of the form
A1xu + A2x = A3
where A1, A2, A3 are functions of u. This can be integrated by standard techniques.
As an example, take g ≡ 0. Then
(A(w)− (1− 2w))xu¯ − (A(z) + (1− 2z))
(
x
ρ2
r2
)
u¯
= 0.
Rearranging gives
xu¯
x
=
(A(z) + 1− 2z)u
r2(A(w) + 2w− 1)− uu¯(A(z) + 1− 2z)
and using Lemma 6.2, we note that the numerator is minus the u¯-derivative of the denominator, so
x =
C
r2(A(w) + 2w− 1)− uu¯(A(z) + 1− 2z)
for a real constant C.
The arctic boundary is piecewise analytic as before; the formulas for p ∈ R are
x =

Fp
(r2 − 2p)(1− p)2
r2(p2 − 2p + r2) + Fpp
p(r2 − p)(1− p)2
r2(p2 − 2p + r2) −
c1(1− r2)
pir2(p2 − 2p + r2) p < 0
Fp
1− 2p
r2
+ Fpp
p(1− p)
r2
− c2(1− r
2)
pi(p− r2)2 0 < p < 1
Fp
r4 p2−4r4 p+2r4−2r2 p3+8r2 p2−4r2 p−2p3+p2
r2(r4+r2 p2−4r2 p+r2+p2))
+Fpp
(p−1)p(r2−p)(pr2+p−2r2)
r2(p2r2+p2−4pr2+r4+r2) +
2c3(r
2−1)
pi(p2r2+p2−4pr2+r4+r2) 1 < p < r
2
Fp
r2 − 2p
r2
+ Fpp
p(r2 − p)
r2
− c4(1− r
2)
pir2(p− 1)2 r
2 < p
(7.12)
for constants c1, c2, c3, c4 which depend on the height function on each facet. The first, second and fourth
terms are identical to that in the r < 1 case. All four of these can be obtained directly from (7.10) and (7.11)
by solving for x and y.
Figure 7.4 shows the arctic boundary for the boxed plane partition. Here g is given by (6.14); this is identical
to the expression for g when 13 < r < 1. For 1 ≤ r ≤ 3, there is one interior component, which breaks up
for r > 3 into two components, each of which has a “flat" boundary segment where the height is x+y2 .
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Figure 7.4 The arctic boundary for the boxed plane partition in the cases r = 2, 2.5, 3, 3.1.
Figure 7.5 Simulations with n = 400 and r = 2.5 (left) and r = 3.1 (right), with the theoretical arctic boundary super-
imposed.
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8 Completeness
Historically one of the major difficulties with the Bethe Ansatz method is showing completeness: do the
computed eigenvectors form a complete eigenbasis for the transfer matrix T? We prove here that this is true
for almost all values of r. This will suffice to show that the leading eigenvector and eigenvalue we compute
are correct.
Let us fix N and n. The equation (2.9) for a given value of y has N solutions w. These N solutions lie one on
each of the N curves (N − n) arg w + n arg(1− w) = (2k + 1)pi, see Figure 8.1.
1
1
Figure 8.1 The curves (N − n) arg w + n arg(1− w) = (2k + 1)pi for N = 16, n = 4.
To get an eigenvalue, choose n out of N of these curves. For any value of y < 0, this determines n potential
Bethe roots wj(y) (the solutions to (2.9) lying on these curves). The correct value of y is now determined by
the consistency relation (2.10): the product ∏ |wj(y)| is a strictly increasing function of y (see Lemma (9.2))
so there is a unique value of y for which (2.10) holds.
This gives (Nn ) eigenvectors.
When r = 1, the unnormalized Bethe roots ζi are distinct Nth roots of 1, and the corresponding eigenvectors
are “antisymmetrized plane waves"
fζ1,...,ζn(x1, . . . , xn) = ∑
σ∈Sn
(−1)σζx1
σ(1) . . . ζ
xn
σ(n).
These form a complete eigenbasis: the exponentials ζx11 . . . ζ
xn
n are a complete eigenbasis on the torus (Z/NZ)n
(as the ζi take on all possible Nth roots of unity), and the antisymmetrization operator A defined by
Ag(x1, . . . , xn) = ∑
σ∈Sn
(−1)σg(xσ(1), . . . , xσ(n))
projects the Fourier basis to a basis for the antisymmetric functions on the torus (Z/NZ)n, which we can
identify with the space of functions { f (x1, . . . , xn)} with strictly increasing indices.
From the completeness at r = 1 it follows that our system is complete for r near 1, since linear independence
is an open condition. In fact since the determinant of the matrix of eigenvectors is nonzero for r near 1, and
an analytic function of r, it is nonzero on a Zariski open set of r ∈ R. It follows that we have completeness
for all but a discrete set of values of r. Moreover at a possible singular value r0 of r, by taking a limit as
r → r0 of the leading eigenvectors for the nearby complete systems, we get the leading eigenvector at r0 as
well (by the Perron-Frobenius theorem, the leading eigenvector at r0 is the unique eigenvector with positive
entries).
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9 Appendix
9.1 Mahler measure
Lemma 9.1. If q(x) is a monic polynomial of degree d with no roots of modulus R then
1
2pi
∫ 2pi
0
log |q(R eiθ)|dθ = ∑
|ri |>R
log |ri|+ ∑
|ri |<R
log R
where the first sum is over roots ri of modulus greater than R and the second sum is over the remaining roots (both
with multiplicity).
Proof. Since z 7→ log |z| is harmonic away from the origin, the circle average 12pi
∫ 2pi
0 log |a+ b eiθ | dθ is equal
to the value of log |z| at the center of the circle, namely log |a|, as long as |a| > |b|. If |a| < |b|, then we can
multiply by the argument of the logarithm by 1 = | e−iθ | and then apply the same idea. So altogether, we
have
1
2pi
∫ 2pi
0
log |a + b eiθ | dθ = log(max(|a|, |b|)).
The result then follows from summing over the roots of q.
9.2 Dilogarithm
For further information on the dilogarithm see [Zag07]. The dilogarithm function Li(z) is defined by
Li(z) = −
∫ z
0
log(1− ζ) dζ
ζ
for z 6∈ [1,∞). From this formula we have the integral∫ 2pi−θ
θ
log |1− r eit | dt = 2 Im Li(r eiθ). (9.1)
The Bloch-Wigner dilogarithm D(z) is a variant of the dilogarithm defined by
D(z) = arg(1− z) log |z|+ Im Li(z).
Here D(z) is continuous on C, real analytic except at z = 0, 1, and satisfies the identities
D(z) = D
(
1− 1
z
)
= D
(
1
1− z
)
= −D
(
1
z
)
= −D (1− z) = −D
( −z
1− z
)
.
In terms of the Lobachevsky function
L(θ) = −
∫ θ
0
log(2 sin t) dt,
we have
D(z) = L(α) + L(β) + L(γ)
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where α,β, γ are the arguments of z, 1− 1z , 11−z respectively, that is, the angles of the triangle with vertices
0, 1, z.
We also define
B(z) =
1
pi
(D(z) + α log a + β log b + γ log c)
where a, b, c are the lengths of the edges of the 0, 1, z triangle.
Note that for a 1-parameter family of triangles, we have
dB =
1
pi
(
log a dα+ α d log a + log b dβ+ β d log b+
log c dγ+ γ d log c− log(2 sinα) dα− log(2 sinβ) dβ− log(2 sin γ) dγ
)
,
which simplifies (using dα+ dβ+ dγ = 0) to
dB =
α
pi
da
a
+
β
pi
db
b
+
γ
pi
dc
c
. (9.2)
We also have with z = z1 + iz2
∂B(z)
∂z1
= − 1pi Im log(z)Re
(
1
1− z
)
− 1pi Re
(
1
z
)
Im log(1− z). (9.3)
and
∂B(z)
∂z2
= 1pi Im log(z) Im
(
1
1− z
)
+ 1pi Im
(
1
z
)
Im log(1− z). (9.4)
Combining these gives
∂B(z)
∂z
= − 1
pi
arg z
1− z −
1
pi
arg(1− z)
z
. (9.5)
Taking the z derivative then yields
∆B(z) = B(z)zz = Im
(
1
piz(1− z)
)
=
Im z
pi|z|2|1− z|2 . (9.6)
9.3 Arctic boundary
For r < 1, to consider the behavior of (x, y) along the arctic boundary of Theorem 6.5, we consider u = p+ qi
for p ∈ R and q = ε is small. The function A(z) consists of four analytic pieces giving rise to the following
expressions in leading order in ε.
R2 A(z) =

−pir
2 p(1− p)
1− r2 p < 0
−pip(r
2 − p)
1− r2 0 < p < r
2
−i r
2ε2
(1− p)(p− r2) +
r2(−2r2 + p + r2 p)ε3
3p(p− r2)2(1− p)2 r
2 < p < 1
pir2 p(p− 1)
1− r2 1 < p.
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and
r2 A(w)− R2 A(z) =

−pir2 (p2 − 2p + r2)
1− r2 p < 0
−pi(r
2 − p)2
1− r2 0 < p < r
2
− 2r
2ε3
3p(p− r2)(1− p) +O(ε
4) r2 < p < 1
−pir2(p− 1)2
1− r2 1 < p.
We also have
(1− u)(u− r2)θ =

−pi(1− p)(r2 − p) p < r2
(
1− r2
)
ε− i
(
r2 − 1) (2p− r2 − 1)
(p− 1) (p− r2) ε
2
+
(
r2 − 1) (6p2 − 6p (r2 + 1)+ r4 + 4r2 + 1)
3(p− 1)2 (p− r2)2
ε3 +O
(
ε4
)
r2 < p < 1
−pi(p− 1)(p− r2) 1 < p.
Let ReF = F. Then to order O(ε) and using the fact that F satisfies the Cauchy-Riemann equations, we
have
k(u) =
Fp(1+ r2 − 2p) + Fpp(p− r2)(1− p)
r2
.
9.4 Increasing product
Lemma 9.2. Given any n roots (with n even) of (2.10) and their analytic continuation for increasing |y|, the absolute
value of their product is an increasing function of |y|.
Proof. Differentiating (2.10) we have (
N − n− nw
1− w
)
dw
w
=
dy
y
(9.7)
which gives
d log |w|
d log y
= Re
1
N − n− nw1−w
.
For fixed N, n the level lines of the right-hand side Re 1
N−n− nw1−w
are the circles through 1− nN , symmetric
with respect to the x axis. The RHS is negative inside the circle S0 through 1− nN and 1. By Lemma 2.1(iii),
the RHS is smallest for the n roots closest to 1, that is, those of largest modulus. Thus we need only consider
the case when the n roots are those of largest modulus.
The map g(w) = w(N−n)/n(1 − w) maps the largest n roots w1, . . . , wn to the points r epii(2j+1)/n where
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rn = |y|. Assume there is one component, and let z = g(w). Then
n
∑
j=1
1
N − n− nwj1−wj
≈ n
2pii
∫ 1
N − n− nw1−w
dz
z
=
1
2pii
∫ w0
w0
dw
w
=
arg w0
pi
.
This is always positive.
If there are two components, to first approximation the sum is zero. However in this case there is an exact
expression for the sum. The function g−1(r eiθ) as a function of eiθ is analytic on S1. Letting h(eiθ) =
1
N−n− nw1−w
where w = g−1(r eiθ), h is also analytic, with a Fourier series
h(eiθ) = ∑
k∈Z
ak eikθ .
Then the desired sum is
n
∑
j=1
h(epii(2j+1)/n) = n ∑
`∈Z
(−1)`an`. (9.8)
Here
anj =
rnj
2pii
∫
S1
1
N − n− nw1−w
z−nj dz
z
=
rnj
2piin
∫
C
(wN−n(1− w)n)−j dw
w
=
rnj
n
(−(N − n)j− 1
nj− 1
)
= − r
nj
n
(
Nj− 1
nj− 1
)
.
Consequently the sum (9.8) is
∑
`>0
(−1)`+1rn`
(
N`− 1
n`− 1
)
which is positive.
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