A physical link can be time-multiplexed to create several time slots, each of which corresponding to a virtual link. A conventional approach establishes a connection along a path using a set of independent timeslots (or virtual links) and thus requires the use of switching devices capable of interchanging time slots. This paper proposes a different approach to all-optical Time Division Multiplexed (TDM) communications in multiprocessor systems. The idea is to establish a connection along a path using a set of time slots (or virtual links) that are dependent on each other, so that no time-slot interchanging is required. It is found that, despite of the possibility that establishing a connection may take a 'longer time, the proposed approach will result in lower overall communication latency as it eliminates the delays introduced by the time-slot interchanging switching devices.
Introduction
Optical interconnects offer many advantages over its electronic counterpart including high connection density and relaxed bandwidth-distance product 11, 2, 31. They have already been considered in the design of both the Touchstone and the CM-2 systems to reduce the wiring density and to increase the system scalability [4, 51. This paper focuses on Time-Division Multiplexed (TDM) communications in optically interconnected multiprocessor systems as a way to achieve significant advancement in performance beyond the state-of-the-art.
Time-Division Multiplexed (TDM) communication techniques are useful in creating multiple virtual links, each of which corresponds to a time slot on a single physical link in interconnection networks. Hav A key issue to be addressed in optically interconnected multiprocessor systems is to reduce the communication latency which is a performance bottleneck in such systems. In this paper, we describe a new multiplexing approach for establishing all-optical connections in multiprocessor systems and compare it with a conventional multiplexing approach.
The paper is organized as follows. In Section 2, we briefly describe the general concept of establishing connections in multiplexed dynamic and direct networks [17] . In such networks, each link is time multiplexed with multiple time slots (i.e. virtual links) and a connection is established during a set of time slots, one on each link that forms a path.
Section 3 describes a conventional approach which we call Link Multiplezing (or LM). Using LM, a connection may be established by selecting a time slot on one link independently of the time slots selected on other links forming the same path. Thus, in order to transfer messages between two possibly different time slots, the switches in the network are required to have the capability of interchanging time slots.
In Section 4, we describe the proposed approach called Path Multiplezing (or PM). Using the proposed approach, the time slots selected on the links forming the path are dependent on each other, such that no timeslot interchanging is needed to transfer message along a path. For example, under special circumstances, all the time slots on the links forming the path would be the same.
We compare the two approaches in terms of overall communication latency, whose components are examined in Section 5.1. Intuitively, given a network containing a set of existing connections, it is more likely that a set of independent time slots, rather than a set of time slots that are dependent on each other, is available for establishing a new connection. Therefore, the conventional LE may result in lower connectionestablishment latency. However, time-slot interchanging in LM will introduce delays as a part of network propagation latency. Thus, PM may reduce the overall communication latency, as well as the hardware and control complexities, due to the elimination of timeslot interchanging.
In the rest of Section 5, we present both analytic and simulation results which show that, for the range of parameter values we considered, the proposed PM approach reduces the overall communication latency when compared to the LM approach. Thus, PM may be used in the design of high performance, low complexity optically interconnected multiprocessor systems. We summarize this paper in Section 6.
Establishing Connections
We consider a network which consists of switches having a fixed number of inputs and outputs. Figure 1 shows an example with a mesh-like topology. Each switch in this network has four pairs of ezternal links to adjacent switches and one pair of internal links to a processing element (PE). Each of these links can be time-multiplexed to create multiple virtual links in multiple time slots. connection, then for the duration of the connection, the same time slot of the nett frame is also used for that connection. However, different time slots may be used on different links.
Common to both approaches studied in this paper is that a connection needs to be established before a source processor can send a message to a destination processor. Connections can be established under either centralized or distributed control as in [18, 
131.
Once a connection is established during one in every R time slots on each link, the source processor divides its message into several fixed sized data packets whose length is equivalent to the duration of a time slot. These packets are sent one after another in every K time slots. That is, one packet is sent in every frame. Clearly, global synchronization is required for bookkeeping information on the usage of the network resources, for sending and receiving data packets at both ends of a connection, and for switching from one (virtual) link to another (virtual) link along the connection.
In the following sections, we give detailed descriptions and examples of how a connection is established using the conventional Link Multiplezing (LM) and the proposed Path Multiplezing (PM) approaches.
Link Multiplexing (LM)
One way to establish a connection in a direct network multiplexed with degree K is the so-called Zink Multiplexing (LM) approach. More specifically, a connection may he established over a set of independent time slots along a path. This, however, calls for the use of Time Slot Interchangers (TSIs) in order to transfer the information carried over the same connection from one time slot to another along the path A TSI capable of interchanging K time slots can be viewed as a "black box" having one input and one output, each being multiplexed with I( virtual channels, or equivalently, carrying frames of K time slots each. In Figure 2 (a), I< is assumed to he 4 and thus an input and output frame have 4 time slots each. The TSI switches time slots 0 , 1, 2 and 3 of the input frame to time slots 2, 0, 3, 1 of the output frame, respectively. By setting the TSI properly, any time slot of the input frame can he switched to any zdle time slot of the output frame (i.e. any time slot to which no other time slots of the input frame has been switched). We now illustrate the L M approach using an example. As shown in Figure 3 , each switch in a network is required to he a TST switch. Assume that a connection from a source to a destination needs to he established on two physical links X and Y. From the viewpoint of switch ( I (that can interconnect links X and Y), the message may arrive during any time slot i on X and then leave during any time slot j on Y , where 1 5 i , j 5 K , as long as these two time slots are available (that is, they are not being used by any other connections). This is because switch Q can interchange time slots. Therefore, when establishing the connection using LM, time slot i and j will he selected independently on link X and Y , respectively. Figure 4 . An Optical-toElectronic (O/E) conversion circuit (i.e. receiver) at the input side converts the incoming optical signals to electronic ones. The converted signals from time slots 0, 1, 2 and 3 are then stored in input buffers 0, 1, 2 and 3, respectively. The 4 x 4 crossbar switch between the input buffers and output buffers is then set such that the content of a given input buffer is copied to a desired output buffer ( e.g. Fig. 4 is an implementation of the TSI in Fig. 2 (a) ). Finally, an Electronic-to-Optical (E/O) conversion circuit (transmitter) transmits the content of the output buffers 0, 1, 2 and 3 in that order. One of the drawbacks of an electronic implementation of a TSI (or TST) is the need for the expensive high speed receiving and transmitting circuits inside each switch, which also lead to its nontransparency to hit-rate. For a direct network consisting of S x S TSTs, in addition to one pair of receiving and transmitting circuits that is needed at the processor-to-network (or processor-to-switch) interface, another S -1 pairs are needed inside each switch, one for each input-ouput link. Since these circuits are designed for a specific receiving and transmitting speed (say a lGh/s), one will have to replace all of them for higher hit-rate transmissions (say at 2 Gh/s). Another drawback that is of special interest to us in this paper is the delay introduced in the process of interchanging time slots, which is at least as long as 11' time slots.
A TSI (or TST) can also he implemented optically using fiber-loop delay lines and Lithium Niohate directional couplers [19, 20, 211 . Such an optical implementation eliminates the need for E/O and O/E conversions for switching and therefore can provide bit-rate transparency. However, optical TSTs are not without their drawbacks. For one thing, they, like electronic ones, will introduce delays as a part of propagation latency of a network, in addition to control and hardware complexity. Moreover, optical TSTs will introduce additional crosstalks and attenuations of optical signals. While all these undesirable effects may not significantly affect long-distance telecommunications applications, and certainly do not undermine the advantages of optical TSTs over their electronic implementations, these undesirable effects could be detrimental to the performance of optically interconnected multiprocessor systems. In the next section, we describe an approach that can establish all-optical connections without using TSTs.
Path Multiplexing (PM)
Before we describe the proposed approach in details, we first review a connection paradigm, called Reconfigaration with TDM (RTDM), which was previously developed for indirect networks [13, 141.
tim -slot 0 tim slot 1 Lime SI01 2 time SI01 3 ;= ;= X is interconnected with link Y. In either case, the time slot to be used on link Y (which is j) is dependent on the time slot used on link X (which is i). In general, when using the PM approach, the time slots on the links along the path are selected in such a way that packets can flow through the links without being buffered, or in other words, no time slot interchanging is required.
The need t o find such a set of time slots in the network may result in a longer connection-establishment latency in PM than in LM. On the other hand, since PM uses the TMS switches that do not introduce delays while LM uses the TSTs switches that do, the overall communication latency in the PM approach may be smaller than that in the LM approach. In the next section, we first examine the components of com-munication latency and then compare the PM and the LM approaches via analysis and simulations.
Comparing PM with LM
Since TST switches have higher control and hardware complexity than TMS switches, it is more expensive to adopt the LM approach especially if it uses electronic TSTs, than the proposed PM approach. In addition, when it comes to choosing an appropriate multiplexing degree for an application, the PM approach is much more flexible than the LM approach especially if the latter uses optical TSTs. Complexity and flexibility aside, what we will focus on in this comparative study, however, is the performance of these two approaches in terms of the communication latency they will result in.
Communication Latency
In this section, we first examine the components of communication latency. In the following discussions, we will use the duration of a time slot as a unit of time. In a TDM environment, it is common to let the duration of a time slot equal to the transmission time of a packet plus some guard bands for synchronization purposes. For example, if the transmission rate is 1 Gb/s and a packet has 512 bits, then it will take 512 ns to transmit the packet. Assuming that the guard bands of 50 R S are used, then a time slot would be 562 ns. Note that, many factors including the transmission technology as well as applications will determine the optimal value of the duration of a time slot.
In circuit-switching, the communication time includes both message-transmission time and communication latency. If the message is divided into m packets, then the time required for transmitting the message into the network is Km time slots since each of these packets is transmitted in every K time slots (i.e. one frame).
The communication latency, on the other hand, is the sum of two component values: connectionestablishment latency and network-propagation latency. The connection-establishment latency, denoted by L E , is the time required for the connection to be established in the network. The network-propagation latency, denoted by L N , is the time for a signal to traverse the path from a source to a destination. To summarize, the communication latency, denoted by L , can be calculated as
L = L E + L N
(1) Note that, LN is further composed of two parts: link propagation latency and switching latency. The first part, the link propagation latency, denoted by L p , is defined to be the time for the signal to traverse an external link. This latency is often negligible in a multiprocessor system (relative to the duration of a time slot). For instance, since processors are usually only a few feet away, the link propagation latency is only a few nanoseconds while a time slot may be several hundred nanoseconds. The second part, the switching latency, denoted by L s , is defined to be the time for a message to go through a switch. Assuming that the average distance between a source and a d e s tination is H hops, the total switching latency along the path, excluding the source or destination point, is ( H -1) x L s . Hence, by neglecting the link propagation latency L p , Eq. 1 can be modified to
Note that, if PM is used, then LS is also negligible. However, as discussed in Sec 3, a TST switch capable of interchanging time slots introduces a delay, which may be K time slots. Thus, L s is non-negligible if LM is used.
If we let the average connection latency in PM and LM be L E ( P M ) and L E ( L M ) respectively, and also denote the communication latency in the two approaches by L ( P M ) and L ( L M ) , respectively, we have
Throughout our comparative study of the LM and PM approaches, we will focus on the value of L ( P M ) as defined in Eq. 3 and the improvement ratio, I , which is defined as follow :
Hence, the larger the I is, the better PM becomes when compared to LM.
Our comparative study of the PM and LM approaches involves two parts: analytical work and simulation. In both cases, a direct network whose links are time-multiplexed with degree K is studied and the communication latency resulted from LM and PM is evaluated. Common assumptions to both analyses and simulation that simplify our evaluation processes have been made. These assumptions include 1. a shortest path is used to establish a given connection (even though alternate paths may exist).
2. a rejected request is resubmitted after t time slots
(t 2 K ) .
3. the destination of each message is randomly chosen among all the processors.
Additional assumptions will be stated in the following two sections that describe analytical and simulation results, respectively.
Probability Analysis
We first calculate the probability that a given counection can be established along a path, which will then be used to calculate L E . In order to simplify the analysis, it is further assumed that
the network is symmetric and consists of S x S
switches. An example is a k-ary n-cube, where k , n 2 2.
5. the network is fully loaded. That is, during each time slot, every input of a switch needs to be connected to an output of that switch.
We first consider the case in which there is no timemultiplexing and hence, a switch can be treated as an S x S crossbar. Accordingly, if multiple inputs compete for a commonoutput link (say X), the probability that a given input will successfully be interconnected to X is
which is approximately 0.67 when S 2 5. In the following discussions, P, will be referred to as the probability that output X is available to a given input.
We will use the notation P A [ H , K ] (the success probability) or m [ H , K ] (the failure probability which equals 1 -PA[H, IC]) to denote the probability that a given connection can or cannot be established between a source and a destination, which are H hops away when the multiplexing degree is Ii'. In a trivial case where K = 1 (which is equivalent to having no time-multiplexing), the LM and the proposed PM approach are not much different and will result in the same P A [ H , 11. More specifically, since a connection can be established only if all the H external links along the path are available, we have When the multiplexing degree Ii' > 1, PM and LM approach will result in different success (and failure) probabilities. Consider first the case in which PM is used. We may begin with the probability that none of the K time slots is available on all the H links. Based on Eq. 7, this probability is Since a connection can be established as long as there is one out of K time slots such that the same time slot is available along all the H links, we have
We now consider the case in which LM is used.
For Q given link, the probability that none of the K time slots is available is (1 -Pa)K, thus the probability that at least one time slot is available on that given link is 1 -(1 -Pa)K. Since a connection can be established as long as on each of the H links along the path, one of the IC time slots is available, we have
where Pa is about 0.67 as given by Eq. 6 .
Assuming that p (which is either PAPM or P A L M )
is the success probability and 1 is the resubmission interval after each failure, then a connection request will experience a latency of 1 with probability p, a latency of ( 1 + 1) with probability p(1 -p), and a latency of (2t + 1) with probability p(1 -p)', etc. Therefore,
i=O which results in Therefore, we may calculate the connection latency
L E ( P M ) and LE(LM) by where P A P M [ H , Ii'] and P A L M [ H ,
K] can be substituted using Eqs. 8 and 9, respectively. Finally, we can determine the communication latency L ( P M ) and L ( L M ) according to Eq. 3 and Eq. 4, respectively, as well as the improvement ratio I according to Eq. 5.
Assuming K = 4 and t = 4, Table 1 shows some of the results obtained through the above probability analysis. From Table 1 , one can see that in all cases, P M results in reduced communication latency when compared to LM. Note that because the difference in LN between the two approaches is linear to H (see Eqs.3 and 4), whereas the difference in LE between the two approaches is ezponentzal (see Eqs. 8, 9 and 12), the improvement ratio decreases with H . 
Simulation Study
In our comparative study, simulations have also been conducted to evaluate the LM and PM approaches. In addition to the common assumptions (1 -3) made above, the simulation model is based on the following set of assumptions:
4'. the network is a two dimensional N x N mesh. 5'. each PE has a message buffer of size b. During each time slot, a PE will generate T messages ( r < 1) unless the message buffer is full. 6'. each message is composed of m packets.
The simulation program is written in C using the libraries from the YACSIM [24] . Statistical measures on the connection latency resulted from PM and LM are collected with a confidence level no less than 90% and a confidence interval no larger than 0.1. In addition, measures on the averagt distance zn hops between a source and a destination of all the connections established is also collected. This would be the value of H in Eq. 4, which, together with the multiplexing degree K , can be used to determine L ( L M ) and therefore the improvement ratio I . This H , for example, is about 6.6 and 13.3, respectively, in the 10 x 10 and 20 x 20 meshes simulated.
The simulation results present,ed in Figures 7 through 11 are obtained by limiting the message rate T not to exceed a certain point, beyond which the network will be saturated as indicated by a steady network throughput. In practice, the actual traffic applied to the network would (and should) not exceed a point where the network is saturated. Our simulation results have indicated that within the range of parameter values we considered, the PM approach will always result in lower communication latency than the LM approach. has a message buffer of size b = 2. Our simulation results indicated that the network is near saturation when message rate r reaches 0.3. At this point, the improvement ratio and communication latency in PM approach 60% and 13 time slots, respectively. At a low message rate (e.g. P = 0.02), the improvement ratio is almost 100%. This occurs because at a low message rate, L ( P M ) is near 0 while L ( L M ) is dominated by the switching latency, which is about 22 time slots. We also observe that the improvement ratio decreases with message rate. This is because while the difference in the network propagation delay LN between PM and LM remains almost constant (at about 22 time slots), the difference in the success probability between PM and LM, and hence the difference in the connection-establishment latency LE between the two approaches, increases with the network traffic load.
In Figure 8 , the effect of buffer size, b, on both improvement ratio and communication latency in PM is shown. It can be seen that in all cases, the improvement ratio is above 50%, although for a given message rate, the improvement ratio decreases with b . This is consistent with the previous observation because a larger value of b translates into a heavier traffic load for the same message rate. We have also studied the effect of various message lenghth m, and as expected, improvement ratio decreases when m increases, which results in an effectively heavier traffic Figure 9 shows that the improvement ratio decreases with t, although it is about 70% at T = 0.14 even for the case t = 16. This is due to the fact that one-time failure probability in establishing a connection is higher in PM than in LM (see Eqs. 8 and 9) and thus, a larger t penalizes PM more than LM. Put in another way, a larger 1 magnifies the disadvantage of PM when compared to LM in establishing a connection (see Eq. 12). In order to investigate the effect of network size N and decouple it from the effect of traffic load, we define normalized message rate R to be such that the average number of messages generated in the network during each time slot is R x N . Because each message will need to travel an average distance on the order of N from its source to its destination, and the number of links in the network is of order N 2 , using the normalized message rate would create a per link load of c x R, where c is a constant. Note that, given R, r = R / N .
Our simulation results have indicated that although the absolute value of the communication latency in both PM and LM increases with N, their difference also increases due t o the increase in the average d i s tance between a source and a destination H, which is linear to N . Therefore, as can be seen from Figure 11 , with the same normalized message rate R, the improvement ratio in networks of different sizes is about the same. It is worth noting that because of the finite buffer size b, having the same R in networks of different sizes can not guarantee that the actual load is also the same.
To summarize, our simulations have shown that PM is effective in reducing the communication latency in a wide range of practical situations. The proposed PM approach applies especially well, as indicated by K=4. M m2. b=2 Figure 11 : Effect of network size N a high improvement ratio, to networks having a large multiplexing degree and a reasonable traffic load.
Concluding Remarks
With tremendously high bandwidth available in optics, it becomes increasingly important to reduce the communication latency which ultimately limits the performance of the multiprocessor systems that utilize optical interconnects. In this paper, we have proposed an approach called Path Multiplexing (PM) as an alternative to the conventional Link Multiplexing (LM) approach for establishing connections in networks where Time-Division Multiplexing (TDM) techniques are used to created virtual channels. We studied the issues related to the implementation of both approaches and compared the two in terms of the resulting communication latency through analysis and simulations.
The conventional LM approach uses switches that are capable of interchanging time slots while the PM approach does not. While the LM approach may result in lower connection-establishment latency due to its flexibility in selecting time slots for establishing a connection, both hardware and control complexity of the network is high. In addition, because interchanging time slots introduce additional delays, the proposed PM approach may reduce the overall communication latency.
We note that there are two circuit-switching based wavelength routing approaches in a Wavelength Division Multiplexed (WDM) system that are analogous to the PM and LM approach. One approach, being analogous t o the PM approach, establishes a connection using a single wavelength [25, 261 and the other, being analogous to the LM approach, establishes a connection using multiple wavelengths and thus requires wavelength converters [27] . The results on blocking probabilities of the two time-domain approaches we have obtained agree in principle with those of the two analogous wavelength-domain approaches [26, 27, 281. However, it is worth noting that the issues regarding communication latency, which relate to, but differ from, those regarding blocking probability, have not been discussed in the WDM domain. As afuture work, we will study how a scheme that combines distributed time slot assignment [13] and adaptive routing algorithms will affect the communication latency of the PM and LM approaches. In addition, the effect of nonnegligible link propagation latency which is present in distributed systems such as LANs and WANs will also be taken into considerations in the comparative study. The results obtained from these studies shall shed a light on the communication latency issues related to wavelength routing under distributed control in WDM systems.
