During the last 20 years computer simulations based on a quantum-mechanical description of the interactions between electrons and atomic nuclei have developed an increasingly important impact on materials science, not only in promoting a deeper understanding of the fundamental physical phenomena, but also enabling the computer-assisted design of materials for future technologies. The backbone of atomic-scale computational materials science is density-functional theory (DFT) which allows us to cast the intractable complexity of electron-electron interactions into the form of an effective single-particle equation determined by the exchange-correlation functional. Progress in DFT-based calculations of the properties of materials and of simulations of processes in materials depends on: (1) the development of improved exchange-correlation functionals and advanced post-DFT methods and their implementation in highly efficient computer codes, (2) the development of methods allowing us to bridge the gaps in the temperature, pressure, time and length scales between the ab initio calculations and real-world experiments and (3) the extension of the functionality of these codes, permitting us to treat additional properties and new processes. In this paper we discuss the current status of techniques for performing quantum-based simulations on materials and present some illustrative examples of applications to complex quasiperiodic alloys, cluster-support interactions in microporous acid catalysts and magnetic nanostructures.
Introduction
The development of modern materials science has led to a growing need to understand the phenomena determining the properties of materials and processes on an atomistic level. The interactions between electrons and ionic cores are governed by the laws of quantum mechanics. Hence computational materials science must be based on accurate and efficient techniques for solving the fundamental quantummechanical equations for complex many-ion, many-electron systems. The decisive breakthrough enabling first-principles simulations (i.e. simulations that do not depend on any adjustable parameter) of materials was the development of density-functional theory (DFT). DFT transforms the intractable complexity of many-body interactions into a set of effective single-particle equations. However, as the form of the functional that would make the reformulation of the many-electron Schrödinger equation exact is not known, the quest for improved approximate functionals leading to increasingly accurate predictions of energies, geometries and properties remains of central interest [1, 2] . Efficient algorithms for solving the Kohn-Sham equation of DFT have been developed and implemented in increasingly sophisticated codes 1 , boosting the application of DFT methods throughout physics, chemistry, materials science and nanotechnology, and extending to fields such as geoscience and molecular biology. However, even with the most efficient codes available today, important gaps exist in the temperature, pressure, time and length scales accessible to DFT calculations and those characteristic for real-world experiments. Bridging these gaps remains a permanent challenge.
The aim of this series of workshops is to confront recent developments achieved in academia with the needs of industrial research focused on designing new materials for emerging technologies. When the first 'Theory meets Industry' (TMI) Workshop was organized in 1998 in Vienna, the overlap between the academic and industrial communities was rather small. Still, the confrontation was very useful because industrial researchers learned that academia had to offer more than they would have thought, and researchers in academia learned to react to the needs of industrial research. The second TMI workshop took place in 2007, and the proceedings, published in the Journal of Physics: Condensed Matter [4] , document the widespread fruitful use of DFT methods developed in academia in industrial research laboratories, as well as progress realized in the development of the underlying methodologies.
In my present contribution I shall address three aspects of ab initio density-functional calculations in materials science. The first concerns progress realized by adopting post-DFT methods (hybrid functionals combining densityfunctional and exact (Hartree-Fock) exchange and manybody perturbation theories), permitting improved predictions of excitation energies and accounting for weak non-bonding interactions arising from dynamical electronic correlations. The second (to be touched only very briefly) concerns methods permitting us to account for the influence of the reactive atmosphere on the stability of a materials surface and for chemical reactions catalyzed by solids, as well as for the calculation of temperature-dependent free energies, opening the route to ab initio calculations accounting for entropic effects. Finally I shall discuss three case studies illustrating the potential of DFT methods in the investigation of complex systems: cluster-support interactions in chemically functionalized zeolites, nucleation on quasicrystalline surfaces and magnetic anisotropy of nanostructures.
From the local-density approximation to post-DFT methods
John Perdew has nicknamed the hierarchy of exchangecorrelation functionals designed to achieve an increasing accuracy of DFT predictions the 'Jacob's ladder' of DFT [2] . The four rungs on this ladder accessible so far are (i) the localdensity approximation (LDA), (ii) the generalized gradient approximation (GGA), (iii) the meta-GGA introducing, in addition, a dependence on the Laplacian of the electron density (i.e. the kinetic energy density) and (iv) hybrid functionals mixing DFT and exact (Hartree-Fock) exchange. Very recently Haas et al [5, 6] have attempted to assess the performance of the LDA, large numbers of different GGA functionals (PBE [7] , PBEsol [8] , MA05 [9] , WC [10] ) and of the meta-GGA [11] at the example of the calculation of the lattice constant and of the bulk modulus of a large number of solids, including simple, transition and rare-earth metals, intermetallic compounds, semiconductors and insulators. The GGA functionals chosen for this study range from the PBE functional constructed to satisfy only a set of general conditions derived from many-body theory, to functionals such as PBEsol or AM05 which have been biased towards solids and surfaces by reducing their gradient dependence [12] .
The conclusion is that the systematic trend through a series of 28 elemental solids and 32 compounds is essentially the same for all functionals. For the lattice constants the mean relative error (mre) varies between −1.32% for the LDA and +1.05% for the PBE-GGA [7] , while the mean absolute relative error (mare) is largest for LDA (1.32%) and PBE (1.18%) and lowest (0.67%) for the PBEsol [8] and WC [10] GGA functionals. For the bulk modulus the performance is best for PBE (mre = −3.4%, mare = 9.5%) and the meta-GGA [11] (mre = 0.6%, mare = 9.9%), with the PBEsol (mre = 6.0%, mare = 9.3%) and WC (mre = 4.9%, mare = 9.1%) performing nearly equally well. In their second paper [6] Haas et al analyzed the physical mechanism behind the trend common to all exchange-correlation functionals and expressed the opinion that further improvements of GGA and meta-GGA functionals will be possible, although this will eventually lead to functionals optimized specifically for certain classes of solids.
Many similar studies have been published over recent years; here we mention only the work of Csonka et al [12] where, in addition to different functionals, different methods based on projected-augmented waves (PAW) as implemented in VASP [13, 14] , Gaussian-type orbitals (GTO) as implemented in GAUSSIAN [15] , and numerical atomic orbitals and Slater-type orbitals (STO) as implemented in BAND [16] have been compared. The answer is that wellconverged results are achieved only if basis-set convergence is carefully controlled-for extended systems this is more difficult for local orbital methods than for plane-wave-based techniques where basis-set completeness is controlled by a single parameter (the cutoff energy).
Do such studies help to choose the best functional for materials simulations? Not directly. Most technologically interesting materials are binary or even multicomponent systems.
Take the case studies discussed below: the icosahedral Al-Pd-Mn quasicrystal consists of (optimal functionals according to Haas et al [5] given in parentheses) a simple metal-Al (PBEsol), a 3d-metal-Mn (PBE) and a 4d-metal-Pd (AM05). The magnetic Co-Pt nanostructures combine a ferromagnetic 3d metal (PBE) and a heavy 5d metal (LDA). The optimal choice for the two examples is not so evident. In addition, in order to be really useful, simulations on different materials belonging to the same class of materials must be comparable. What if, in the magnetic nanostructures, the substrate Pt (LDA) is replaced by Pd (AM05) or Rh (WC)? Are functionals optimized for solids (but admitting a certain loss of accuracy for other systems such as molecules) appropriate for modeling the adsorption of a molecule on sold surfaces? Evidently there are good reasons to choose a functional without any adjustable parameters and a decent overall performance (PBE) over functionals optimized either for solids (PBEsol, AM05, WC) or for molecules.
This brings us to another problem: GGA functionals improve the prediction of ground-state properties, but share the deficiencies of the LDA in predicting excitation energies such as the HOMO-LUMO gap in molecules or the gap [19, 20] .
between the valence and conduction bands in semiconductors and insulators. From molecular quantum chemistry it is well known that hybrid functionals mixing DFT and exact (HartreeFock) exchange provide a better description of the electronic eigenvalue spectra of molecules than pure DFT functionals. The most popular hybrid functional in molecular chemistry is undoubtedly the three-parameter B3LYP [17] functional. However, it has been found that the B3LYP functional fails quite badly in predicting lattice constants and atomization energies of metals and semiconductor solids because the correlation energy part is incorrect in the homogeneous electron gas limit [18, 19] . Better suited for extended systems are hybrid functionals combining good GGA functionals such as PBE with Hartree-Fock (HF) exchange and describing correlation at the PBE level, such as the PBE0 hybrid functional [21] : (1) or the HSE03 functional [22] which splits the Coulomb kernel into a short-and a long-range part and applies the HF/GGA mixing only to short-range exchange. The screening of the long-range exchange also facilitates the implementation of hybrid functionals in plane-wave codes and reduces the computational effort [18] [19] [20] . Both PBE0 and HSE03 yield improved predictions for lattice constants for most solids, but the most dramatic improvement is found for the band gaps in semiconductors and insulators, see figure 1.
For semiconductors [23] and oxides [24] hybrid functionals also improve the accuracy of the calculated elastic properties and phonon dispersion relations. Hybrid functionals have also been found to provide an excellent description of insulating antiferromagnetic rare-earth and transitionmetal oxides where GGA calculations seriously underestimate bandgaps and/or exchange splitting [25, 26] . However, hybrid functionals do not solve all problems-they yield poor results for magnetic metals because the admixture of HF exchange leads to an overestimation of the exchange splitting and the magnetic moments. A notorious, much discussed example for the failure of DFT is the wrong prediction of the adsorption site of CO on the (111) surfaces of late 4d and 5d transition metals (threefold hollow instead of on top) which had been attributed to the underestimation of the HOMO-LUMO gap of the adsorbate [27] . Hybrid functionals correct the HOMO-LUMO gap of the CO molecule, but also unphysically broaden the d-bands so that the overall description of the adsorbatesubstrate complex is not improved [28] .
Even if the HSE03 functional predicts bandgaps very accurately, the question remains whether the improvement is systematic. A very fundamental approach to excitation spectra (i.e. of quasiparticle energies) is based on many-body perturbation theory, also known as the GW method [29] . Within the GW approach quasiparticle energies are determined by the solutions of a set of nonlinear Hartree-Fock-like equations where the exchange-correlation operator has been replaced by the self-energy operator :
where G is the Green function and W the screened Coulomb interaction of the electrons. The GW method includes many-body effects in the electron-electron interactions via the dynamical screening of the exchange operator with the frequency-dependent dielectric matrix of the system and thus goes beyond the mean-field approximation for independent particles. Because a self-consistent solution of the GW equations is computationally very demanding, most calculations rely on simplifying approximations. On the lowest level of sophistication, DFT eigenvalues and orbitals are used to determine the Green's function and the screened Coulomb interaction (using the random-phase (RPA) approximation to the dielectric matrix). This is usually referred to as the G 0 W 0 approximation. An iterative updating of G or of G and W should lead to a step-by-step improvement, but in fact selfconsistent GW calculations tend to overestimate the bandgaps (see figure 2 ) and this has led to some skepticism about the usefulness of the GW method. Recently, Shishkin and Kresse [30] have demonstrated that the overestimation of the bandgaps arises from the neglect of attractive electron-hole interactions which are also responsible for excitonic effects observed in the optical spectra. These effects may be included by using the full polarizability χ determined by the Dyson equation
where χ 0 is the non-interacting polarizability, ν the Coulomb interaction and the exchange-correlation kernel f xc is given by the second variational derivative of the exchange-correlation functional with respect to the electron density. Shiskin and Kresse have demonstrated that a selfconsistent GW calculation accounting for electron-hole interactions (vertex corrections in a diagrammatic language) leads to excellent agreement with the measured bandgaps for narrow-and wide-gap systems (see figure 2) . However, the computational effort is still quite high, limiting practical Comparison of experimental and theoretical bandgaps of semiconductors and insulators, calculated using DFT (PBE) and self-consistent GW calculations with and without vertex corrections accounting for electron-hole interactions. After Shishkin and Kresse [30] .
applications to systems with 70-80 atoms. Therefore it is an important result that simpler GW 0 or hybrid-functional (HSE03) calculations are consistently in good agreement with vertex-corrected self-consistent GW calculations. This has opened the way to highly accurate calculations of the defect levels in semiconductors. A beautiful example is the recent work of Oba et al [31] on neutral and charged oxygen defects in ZnO, based on supercells with 192 atoms. In this material the DFT gap is 0.7 eV, grossly underestimating the experimental gap of 3.5 eV. As the O vacancy level lies about 1 eV below the conduction band minimum and 2.5 eV above the valence band maximum, DFT predicts a defect level in the continuum, whereas hybrid functionals predict a location within the gap. Extended investigations covering other types of point defects in ZnO, SrTiO 3 and SnO x are described by Oba in these proceedings [32] . An extended comparative study of the electronic properties of lead chalcogenides [33] using GGA and HSE03 functionals and GW 0 calculations, including also relativistic spin-orbit effects, demonstrates the reliability of the approach also for the difficult case of narrow-gap semiconductors formed by heavy elements where relativistic effects such as spin-orbit coupling are important. Recently, hybrid functionals have also successfully applied to photovoltaic materials [34] .
Calculations using hybrid functionals (as a shortcut to full GW calculations) and GW methods define the new stateof-the-art for ab initio simulations of semiconductors and insulators. Beyond that, Harl and Kresse [35] have shown that the RPA approximation to the correlation energy used in the GW quasiparticle calculations, combined with the adiabaticconnection fluctuation-dissipation theorem (AC-FDT) [36] , can also be used to calculate total energies. Since the approach also accounts for dynamical correlations, the RPA is also capable of describing the weak van der Waals force. Further improvements can be achieved by including second order screened exchange in the RPA, as described by Grüneis et al [37] .
Finite temperatures and pressures
Standard electronic structure calculations refer to materials at zero temperature and zero pressure (vacuum conditions). However, recent progress allows us to overcome both restrictions. To describe a surface or an adsorbate/substrate complex in equilibrium with a reactive atmosphere, ab initio DFT calculations may be combined with statistical mechanics in the grand canonical ensemble [38, 39] . The thermodynamic stability of a surface at temperature T and pressure p is determined by the surface free energy per unit area:
where G is the surface free energy of the model with a surface area A, and n i and μ i are the number of atoms and the chemical potential of the chemical species i at a partial pressure p i .
For not too high temperatures where the contributions from the vibrational and configurational entropies typically do not exceed values of 10 meVÅ −2 the Gibbs free energy may be approximated by the total energy from the DFT calculations. The chemical potentials μ i are not independent. For the surface of a binary compound, they are related by the condition that the surface is in equilibrium with the bulk crystal, and upper and lower limits are set by the conditions that neither species should condense on the surface. Figure 3 shows as an illustrative example the surface free energy of different possible configurations of a (100) surface of Fe 3 Si with the D0 3 structure, calculated as a function of the chemical potential of Fe above the surface. The calculations have been performed for the low-temperature ferromagnetic and in the high-temperature non-magnetic phases [40] . The calculations show that in the ferromagnetic case a bulkterminated phase (model A) is stable over the admissible entire range of the chemical potential, whereas in the non-magnetic state the stable phase changes from an Fe-enriched surface (model B) to a stoichiometric surface (model A) to a surface where the top layer is composed only of Fe and the first subsurface layer only by Si. This configuration corresponds to the B2-type surface structure found experimentally [41] . This example shows that surface-phase transitions are driven by variations of temperature and partial pressures in the reactive atmosphere-in this example they are in addition coupled to magnetic-phase transitions. Ab initio thermodynamics applied to the surface stability of the Hägg carbide (Fe 2 C 5 ) has been discussed in the contribution of van Rensburg and Petersen [42] to this meeting.
Temperature effects are usually treated as corrections to static zero-temperature total-energy calculations, adding the vibrational free energy (calculated in most cases in a harmonicphonon rigid-rotator approximation) to the total energy from DFT calculations or using ab initio canonical molecular dynamics simulations. Both methods are by now standard and need not be discussed here. Molecular dynamics simulations also account for anharmonicities and/or configurational effects, but they do not give the free energy which is the quantity determining the kinetics of chemical reactions or phase transformations. Possible routes to free-energy calculations based on constrained ab initio molecular dynamics simulations for intermediate configurations along the reaction path, and transition-path sampling techniques permitting us to explore a wide range of reactive configurations are discussed in the contribution by Bucko [43] in these proceedings.
Increasing complexity

Nucleation on quasicrystalline surfaces
Quasicrystals are ordered intermetallic phases with noncrystallographic point-group symmetries (icosahedral, decagonal, etc) and only quasiperiodic instead of periodic translational order. The structures of icosahedral quasicrystals can be described by a cut-and-projection approach from hypercubic structures in six-dimensional space, but the chemical decoration of the quasiperiodic lattices cannot be determined conclusively from diffraction experiments alone. For the refinement and experimental confirmation of atomically resolved structural models, a combination of ab initio calculations and high-resolution scanning tunneling microscopy (STM) have proved to be very fruitful [44] . However, the lack of translational periodicity is, of course, a fundamental challenge to electronic structure calculations. A viable approach is to perform calculations on periodic (or rational) approximants approaching quasiperiodicity in the infinite limit, quite as the Golden Mean τ may be approximated in terms of Fibonacci numbers
The problem is that even the lowestorder (1/1) approximants are very complex crystal structures with a hundred or more atoms per unit cell and that the number of atoms/cell increases by a factor of τ 3 ∼ 4.17 for each step in the hierarchy of approximants, leading to very large, complex models if a realistic description of the quasicrystal is to be achieved. As the bulk structure of icosahedral quasicrystals is now quite well understood, lately the attention has been focused on their surfaces and on the formation of ordered overlayers on these surfaces. The central question is whether the quasiperiodicity of the substrate can propagate to an overlayer formed by a single element although no onecomponent quasicrystals are known to date.
Particularly interesting case studies have been reported on the nucleation of Pb layers on the fivefold surface of icosahedral Al-Pd-Mn [45, 46] .
Deposition of a submonolayer amount of Pb leads to the formation of small islands with fivefold symmetry nicknamed the 'starfish'. These small clusters are anchored at specific sites of the surface known from scanning tunneling microscopy (STM) as the 'white flowers'. At larger coverages, the starfish clusters coalesce to form a continuous overlayer with fivefold symmetry.
Modeling the nucleation on the quasiperiodic surface proceeds by the following steps: (i) construct an idealized model of the bulk quasicrystal by projection from sixdimensional space and refine the atomic coordinates by relaxation, using the Hellmann-Feynman forces from ab initio calculations, (ii) model the surface by a slab cut from the bulk and account for surface-induced structural effects by rerelaxation. Typical models used for surface studies contain Figure 4 shows the structure of the fivefold surface of i-Al-Pd-Mn. The atomic structure may be described by various kinds of tilings: for the description of adsorbate phases, a decagon-boat-hexagon-star (DBHS) tiling is most convenient, while the P1 tiling consisting of pentagons, hexagons, pentagonal stars and thin rhombi emphasizes the relation to the bulk structure consisting of inter-penetrating Bergman and Mackay clusters [47] . The 'white stars' seen in the STM images arise from pseudo-Mackay and Bergman clusters cut by the surface. Figure 5 shows their simulated and measured STM images. These images, together with those of the 'dark stars' created by low-coordinated sites around an Mn atom in the center of a Mackay cluster, provide a striking confirmation of the correctness of the structural model.
The optimal adsorption sites for Pb atoms are found in pseudo-threefold hollows surrounding the center of a decagonal (D) tile with an Mn atom in the center, and in fivefold hollows on every second vertex of a D tile. Together, the ten Pb atoms that can be accommodated in these sites form an arrangement compatible with the STM observations (see figure 6 ). The binding energy per Pb atom is the largest for any five-or ten-atom cluster that can be formed on this surface. At higher coverages, such 'starfish' clusters coalesce, together with similar clusters formed around the 'dark star' sites, to form a compact quasiperiodic overlayer. At coverages close to saturation, additional Pb atoms may be added in the [47] . center of these clusters. As these atoms protrude slightly from the surface, they form bright spots in the STM image. From the tilings superposed on the atomic structure it can be seen that these bright spots occupy vertices of a τ -scaled P1 tiling (see figure 4 ). Details will be published elsewhere [48] . This work shows that combined ab initio simulations and STM images allow the elucidation of complex aperiodic surface structures that could not be resolved with other techniques. Unlike crystalline surfaces where adsorbates bind to highly symmetric, periodically repeated adsorption sites, quasicrystalline surfaces and thin layers offer a wide variety of adsorption sites for molecules. Very recent investigations [49] have demonstrated how this may be exploited, using a principle of 'site isolation' to develop novel active, stable and selective catalysts.
Cluster-support interaction in microporous acid catalysts
The increasingly important role of ab initio DFT calculations in catalysis research is perhaps one of the most convincing success stories illustrating their impact on modern materials science, see, for example, the recent reviews of Nørskov et al [50, 51] .
A still very challenging topic is the characterization of the chemical reactivity and properties of metal-exchanged zeolites acting as acid catalysts. Zeolites are microporous aluminosilicates that can act as acid catalysts by creating Brønsted or Lewis acid sites [52] . The electron deficit on the framework created by the substitution of Si atoms by Al must be compensated by attaching either a hydrogen atom or a transition-metal atom or cluster to the framework oxygen atoms next to the substitution site. Formally, the extraframework atom transfers enough electrons to the framework to saturate all Si(Al)-O bonds and the remaining proton or transition-metal cation acquires Brønsted, respectively Lewis, acid properties.
The properties of metal-exchanged zeolites are particularly interesting. Metal atoms are usually introduced by impregnating zeolites with organometallic precursors and calcination-it is difficult to control whether this leads to the formation of isolated monoatomic extra-framework species or clusters attached to the inner wall of the zeolites. It is known that heating and/or oxidative conditions lead to the fragmentation of metallic clusters, while reductive conditions favor aggregation and growth up to the limit set by the size of the cavities in the zeolite [53, 54] . For example, in mordenite Pd clusters can grow up to Pd 6 in the internal cavities, and the mordenitesupported Pd clusters are highly efficient in the selective catalytic reduction of NO to N 2 , reaching nearly 100% selectivity [55] . Only a very few ab initio studies of zeolitesupported transition-metal clusters have been published to date, and most are based on small clusters representing the zeolite, displaying in addition an unrealistically large Al/Si ratio [56] . Here we review periodic calculations of Pd n , n = 1-6 clusters in mordenite (MOR), probing their chemical properties via the adsorption of NO molecules [57] . Figure 7 shows a characteristic configuration of a supported Pd 6 cluster. The cluster binds to framework oxygen atoms next to two Al(Si) substitution sites, while an NO molecule is adsorbed on the opposite side of the cluster. Such a cluster/framework complex is conventionally described as a Pd 2+ cation bound to a negatively charged framework. The electron transfer to the framework allows all Si(Al)-O bonds of the framework to be fully saturated by an electron pair. The results of the ab initio DFT calculations challenge this oversimplified picture. Figure 8 shows a series of difference electron density plots illustrating the charge redistribution due to (a) the interaction between a neutral Pd 3 cluster and the neutral MOR framework, (b) the adsorption of an NO molecule on the Pd 3 -MOR complex and (c) the interaction of a neutral cluster with an adsorbed NO molecule with the MOR framework.
The first diagram shows that the binding of the cluster to the framework leads to a significant re-hybridization of the Pd orbitals in the cluster and a modest polarization of the oxygen atoms 'activated' by the Al(Si) substitutions, but both cluster and framework remain charge-neutral (although both undergo an appreciable deformation). The second graph illustrates the chemisorption of the NO molecule at a bridge site of the supported Pd 3 -MOR cluster: binding breaks the rotational invariance of the antibonding π state of the molecule and leads to an increased population of this state by electron donation from Pd d states. d-orbitals located at the Pd atoms binding to the molecule are substantially re-hybridized. The electron distribution on the framework, however, is totally unaffected by the molecular adsorption. Finally, the third graph shows the charge redistribution upon attaching a neutral Pd 3 cluster with a pre-adsorbed NO molecule to the neutral framework (to be compared with the case of a clean Pd 3 cluster). We note a slight re-hybridization of the p-states of the molecule leading to a weak increase of its polarity, a polarization of the cluster propagating also to the framework. However, together the analysis confirms the picture of a charge-neutral cluster and zeolitic framework.
The calculations also provide important insight into the stability and chemical reactivity of the zeolite-supported clusters: (i) the clusters bind to the framework by forming two strong bonds between Pd atoms and 'activated' oxygen atoms bound to the framework Al, and weaker bonds to non-activated oxygens, (ii) the selective binding leads to appreciable distortions of both cluster and framework-this is also important for the energetics of cluster-support interactions which depend on the interplay between energy gain through the formation of Pd-O bonds, and energy-loss caused by the geometrical distortions, (iii) formation of a metal-exchanged zeolite by ion-exchange with a protonated species is an exothermic process, (iv) under reducing conditions, the aggregation of atoms or smaller clusters to larger ones (up to the limits imposed by steric hindrance) is energetically favored and (v) the adsorption properties of supported clusters vary strongly with cluster size. Small clusters tend to bind NO less strongly than gas-phase clusters of the same size and lead to a reduced redshift of the stretching frequency of the adsorbate, due to strong distortion of the clusters. In larger (Pd 5 , Pd 6 ) clusters the trend is reversed, the interaction with the support leading to strong bonding and large redshifts, reflecting a pronounced activation of the N-O bond. As the clusters are also large enough to accommodate dissociation products this is an important step towards understanding their activity as selective NO reduction catalysts [57] .
Magnetic anisotropy of nanostructures
The potential application in magnetic or magneto-optic information storage devices has motivated intense research efforts on magnetic nanostructures, with the goal of increasing the information density in these devices. Currently, one bit of information is stored in an ensemble of a few hundred singledomain grains, and the ultimate limit is reached when one bit is stored per grain. In order to avoid loss of information due to thermally induced magnetization reversal, the magnetic anisotropy energy (MAE) must be of the order of 1.2 eV/bit. To reduce the size of the structure carrying one bit requires an increase of the MAE per atom. In addition, to reduce dipolar interactions between neighboring bits, the easy axis of magnetization should be perpendicular to the plane of the storage disk and a high magnetization density (and hence large magnetic moments per atom) is required to remain within the range of realistic writing fields [58, 59] . Magnetic anisotropy is a relativistic phenomenon promoted by the coupling between the spin and the orbital magnetic moment, which is strongest in the heavy (but nonmagnetic) 4d and 5d metals. Large magnetic moments are found among the ferromagnetic 3d elements. Hence bimetallic systems consisting of ferromagnetic 3d and heavy 5d elements seem to offer a viable route for improving simultaneously saturation magnetization and MAE. Prototypical examples are nanostructures (isolated atoms, atomic chains, monolayers) of Co atoms grown on Pt substrates [60, 61] . From xray adsorption (XAS) and x-ray circular magnetic dichroism (XCMD) experiments values of the MAE varying from 9.3 meV for an isolated adatom to 2.0 meV/atom for a monoatomic chain on a stepped surface and to 0.14 meV/atom for a compact monolayer have been measured. The orbital moments of the Co atoms follow a similar variation with dimensionality, μ L = 1.1, 0.68 and 0.31 μ B for atom, chain and monolayer.
The ab initio calculation of the MAE in such nanostructures represents a number of challenges: (i) a fully relativistic treatment, based either on the Dirac equation or including spin-orbit coupling (SOC) self-consistently in a second-order variational approach [62] is required, (ii) the hybridization between the orbitals of the magnetic atoms and of the heavy atoms of the substrate providing the strong spin-orbit scattering must be significant-the degree of hybridization is very sensitive to the precise geometry of the adsorbate/substrate complex, (iii) the smallness of the MAE requires calculations of the total energies for magnetizations directed along the easy and hard magnetic axes with extreme accuracy-it has to examined whether the use of the 'magnetic force theorem' approximating the total-energy difference in terms of the difference in the band energies, calculated with a frozen potential [63] , is sufficiently accurate and (iv) it must be critically examined whether current spin-polarized exchangecorrelation functionals, where the orbital dependence of the exchange potential is averaged out, allow for a sufficiently accurate prediction of orbital moments in nanostructures where they are much less strongly quenched than in a bulk metal.
Most previous theoretical studies of the MAE [60, [64] [65] [66] are based on local exchange-correlation functionals, ideal bulk-like geometries and the use of the magnetic force theorem-however, without ever critically examining the justification for these approximations. We have recently attempted to assess their validity in a comparative investigation of the predictions of MAE and orbital moments based on DFT for the example of isolated Fe and Co atoms on a Pt(111) substrate [67] . It turns out that a very crucial factor is the correct structural optimization of the adsorbate/substrate complex. The results for ideal-bulk-like and fully relaxed structures are confronted in table 1. (Both calculations use a gradient-corrected exchange-correlation functional and determine the MAE from the total-energy difference from self-consistent calculations for in-plane and perpendicular magnetization. They use a five-layer slab with a 5 × 5 surface cell.)
Both calculations lead to similar values of the MAE underestimating the very large value found in the experiment, but lead to a completely different picture of the origin of a large MAE. If the adatom/substrate complex is relaxed, the strong interaction of the magnetic atom with the substrate leads to a strong quenching of its orbital moment which comes out much too small. On the other hand, large spin and orbital moments are induced in the highly polarizable substrate and this is found to make an important contribution to the MAE. Neglect of relaxation largely decouples the magnetic atom and substrate. This allows the formation of a larger orbital moment on the adatom, but strongly reduces the induced magnetic polarization of the substrate whose contribution to the MAE even turns out to be negative.
For a supported Co monolayer on Pt(111), assuming either a bulk-like idealized or a completely relaxed structure, the differences in the predictions of the orbital moments are less dramatic, but as the MAE is much lower, the outcome for the MAE is still very different. The results for freestanding and supported monolayers are compiled in table 2. For a free-standing triangular Co monolayer, with the lattice constant stretched to match a Pt(111) substrate, one finds a modest orbital moment and a band contribution to the magnetic anisotropy strongly favoring an in-plane magnetization-this tendency is enhanced if the dipolar contribution to the MAE is added. The in-plane MAE of a monolayer correlates [68] .
with the MAE calculated for a Co 2 dimer where the easy magnetization axis is aligned with the dimer axis [70] . If the Co(111) monolayer is supported on a Pt(111) substrate, the easy magnetization direction switches to out-of-plane and this re-orientation is evidently caused by the coupling to the substrate. Calculations assuming an ideal bulk-like structure and allowing for relaxation lead to similar spin and orbital magnetic moments for the atoms in the magnetic layer, but to quantitatively different predictions for the induced moments and the MAE. For an ideal structure a weak positive band contribution to the MAE (i.e. favoring perpendicular magnetization) is reversed after adding the dipolar term [68] . Relaxation leads to a stronger coupling of the magnetic layer to the substrate and a positive MAE which is large enough to outweigh the dipolar term and to lead to good agreement with the experimental MAE. However, the orbital magnetic moment of the Co atoms is still underestimated compared to the XCMD results [68] . These investigations are currently being extended to Co and Fe atoms on other 4d substrates [69] . The conclusion is that both approaches produce only a lower limit to the MAE (and this also holds independently of the choice of an exchange-correlation functional). Improved predictions will depend on a more accurate description of the orbital dependence of the exchange potential, which can be achieved only on a post-DFT level. An empirical orbital polarization term (i.e. an exchange-correlation field which couples to the orbital magnetic moment) to be added to the DFT Hamiltonian has been proposed by Brooks et al [71] , but it is not clear whether it leads to a consistent improvement. It has been reported that orbital polarization corrections improve the DFT predictions for the orbital moments in bulk 3d metals (which are very small anyway), but tend to overestimate the orbital moments of 3d atoms supported on noble-metal substrates [60, 72] . Very recently Fritsch et al [73] have studied the influence of orbital polarization, as described by fully relativistic current density-functional theory, on the orbital moments and the MAE of some transition-metal dimers. The orbital polarization corrections produce large, very strongly anisotropic orbital moments and very large anisotropy energies for most-but not all-dimers. However, a systematic study of the influence of orbital polarization corrections on the MAE of nanostructures remains a task for the future.
Discussion and conclusions
I have presented a sketch of the current state-of-the-art of ab initio quantum simulations in solid-state and materials science. For semiconductors and insulators, hybrid functionals and GW methods represent a very important step forwards. They solve the bandgap problem and open the way to reliable computational bandgap engineering. For metals, novel gradient-corrected functionals designed to improve predictions of lattice constants and bulk moduli have been proposed.
However, for the investigation of systems combining molecules and solids these functionals do not supersede the general purpose GGA functionals such as PBE. Eventually some real progress can be realized in self-consistent calculations with improved meta-GGA functionals, because previous experience has taught that the dependence on the kinetic energy density allows us to differentiate between single and double bonds.
Ab initio thermodynamics based on ab initio total-energy calculations has reached a rather mature state, it allows us to account for the changes in the properties of surfaces in contact with a reactive atmosphere and for the concomitant changes in the scenario of catalytic reactions. A number of sophisticated techniques for free-energy integrations based on ab initio DFT calculations and for the exploration of reactive configuration space have been developed. These techniques allow us to overcome the restrictions imposed by harmonic transition-state theory and open routes towards the investigation of entropic effects in catalytic reactions. The computational workload associated with such studies is still very high, but this difficulty will soon vanish thanks to improved computer performance.
The high efficiency of modern DFT techniques also allows us to tackle the investigation of very complex systems. In the examples I have briefly presented above the most important benefit is that the simulations provide information that is not accessible from laboratory experiments. In the studies of quasicrystals and quasicrystalline surfaces, only large-scale DFT calculations allow us to refine the structural models for bulk and surfaces based on diffraction and highresolution transmission electron microscopy to a point where they can be used to derive reliable results for electronic and magnetic properties. In these studies, the interplay between theoretical modeling and STM experiments is particularly fruitful. Only the computer-generated STM images allow a reliable interpretation of the experiments which provide in turn an assessment of the theoretical predictions.
Most properties of metallic clusters supported on the inner walls of zeolites can be determined only indirectly, but ab initio studies allow a detailed investigation of the interactions between the cluster and the zeolite, accounting also for the flexibility of the framework. The last examplethe magnetic anisotropy of nanostructures-I have discussed goes to the limits of DFT. Our studies emphasize that it is extremely important to account for the real structure of the system, because even small changes in the interatomic distances induce large changes in the interaction between the magnetic atoms and their heavy-atom ligands which provide the strong spin-orbit coupling required for a strong magnetic anisotropy. Admittedly, due to the lack or orbital dependence of the exchange-correlation field, the performance of current DFT methods is sub-optimal as far as the calculated orbital moments are concerned, but even with this restriction, deeper insight into the mechanism determining the MAE can be achieved.
