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Abstract
A matching in a graph is a set of edges no two of which share a common vertex. A matching
M is an induced matching if no edge connects two edges of M . The problem of nding a
maximum induced matching is known to be NP-Complete in general and specically for bipartite
graphs and for 3-regular planar graphs. The problem has been shown to be polynomial for several
classes of graphs. In this paper we generalize the results to wider classes of graphs, and improve
the time complexity of previously known results. ? 2000 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Let G=(V; E) be a graph. A set of edges M E is a matching if no two edges of M
share a common vertex. Matchings have been researched extensively for many years.
In this paper we will consider induced matchings which are matchings in which no two
edges in the matching have a third edge connecting them. Equivalently, the subgraph
of G induced by M consists of exactly M itself. Induced matchings were introduced by
Cameron [2], who proved that nding a maximum induced matching is NP-Complete
for bipartite graphs. Ko and Shepherd [16] proved the NP-Completeness for 3-regular
planar graphs. The maximum induced matching problem was shown to be polynomial
for chordal graphs and for interval graphs by Cameron [2] and for circular-arc graphs
by Golumbic and Laskar [12] who called them strong matchings. Fricke and Laskar
[6] give a linear algorithm for trees (see Fig. 1).
Induced matchings are of theoretical and practical importance. There is an immedi-
ate connection between the size of an induced matching and the irredundancy number
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Fig. 1. A graph with induced matching f(4; 6); (3; 8)g but no induced matching of size 3.
of a graph [12]. On the practical side, induced matchings have the following appli-
cations for secure communication channels. Consider a bipartite graph G = (X; Y; E)
where edges represent communication capabilities between broadcaster nodes in X and
receiver nodes in Y . We want to select k edges ei (i = 1; : : : ; k) such that messages
on channel i will be passed from broadcaster X (ei) to receiver Y (ei) so that it is
impossible for a message broadcast on channel i to be leaked or intercepted. Simi-
lar applications exist for VLSI and network ow problems. In the case of arbitrary
undirected graphs, we might interpret each node of a graph as representing a spy with
edges between spies who know each other. Here we want to select k pairs of spies to
work together (the matched edges) such that no active spy knows any other besides
the partner.
In this paper, (1) we reduce the time complexity of the problem for interval graphs
to linear time, (2) we prove the polynomiality of the induced matching problem for
trapezoid graphs, k-interval-dimension graphs and cocomparability graphs by extending
the techniques used for interval graphs, (3) we give a simpler algorithm for trees.
Throughout this paper we will follow notation used in [10]. Formally, an induced
matching in a graph is an induced subgraph whose connected components are disjoint
edges e1; e2; : : : ; ek , that is, no other edge of G connects a vertex of ei with a vertex
of ej for i 6= j. We denote the size of the maximum induced matching in a graph G
by s(G) (equivalent to (G) in [12]).
2. Polynomial time algorithms for special families of graphs
Consider the class of split graphs. A graph G= (V; E) is dened to be split if there
is a partition V = S + K of its vertex set such that S is an independent set and K
induces a complete graph. There is no restriction on edges between vertices of S and
K . It is easy to see that for a split graph G, an induced matching may contain at most
one edge. So, if G contains at least one edge, the maximal induced matching is of size
one and otherwise it is of size zero.
Cameron [2] proposed a general way for nding maximum induced matchings in
graphs also used in Golumbic and Laskar [12]. The approach is to transform the
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original graph G into a special graph G and search for a maximum independent
set in G. Formally, let G = (V; E) be a graph. The graph G = (E; E) has vertices
corresponding to the edges of G with e = (v1; v2) and e0 = (v3; v4), adjacent in G if
and only if they are not an induced matching, i.e.,
ee0 2 E , Gfv1 ;v2 ;v3 ;v4g 6= 2K2:
It is easy to see from the denition that s(G) is equal to (G) the size of a maximum
independent set in G. In fact, G is identical to the square of the line-graph of G [2].
We now recall the following theorem.
Theorem 2.1. (1) If G is an interval graph; then G is an interval graph [2].
(2) If G is a circular arc graph; then G is a circular arc graph [12].
(3) If G is a chordal graph; then G is a chordal graph [2].
Combining this theorem with the fact that there are polynomial time algorithms for
nding a maximum independent set in interval [13,14], circular arc [11,15,17] and
chordal [7] graphs implies that there are polynomial time algorithms for nding a
maximum induced matching for these families of graphs. We will use this method for
trapezoid and cocomparability graphs.
3. Trapezoid graphs
Trapezoid graphs were introduced by Dagan et al. [4]. Consider a channel, i.e., a
pair of two horizontal lines. A trapezoid between these lines is dened by two points
on the bottom and two points on the top line, see Fig. 2. A graph is a trapezoid graph
if there exists a set of trapezoids corresponding to the set of vertices of the graph
such that two vertices are joined by an edge i the corresponding trapezoids intersect.
(The graph in Fig. 1 is a trapezoid graph since it has Fig. 2 as a representation of
intersecting trapezoids.)
We now show a result for trapezoid graphs similar to the results of Theorem 2.1.
This will lead us to a polynomial time algorithm for nding a maximum induced
matching in a trapezoid graph.
Fig. 2. A trapezoid representation.
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Theorem 3.1. If G is a trapezoid graph; then G is a trapezoid graph.
Proof. Let G be a trapezoid graph and let hTviv2V be a representation for it. Let
l1(Tv); r1(Tv); l2(Tv) and r2(Tv) denote the upper left, upper right, lower left and lower
right point of the trapezoid Tv. If e = (u; v) 2 E then Tu intersects Tv by denition.
Dene Te to be the trapezoid with
l1(Te) = minfl1(Tv); l1(Tu)g; r1(Te) = maxfr1(Tv); r1(Tu)g;
l2(Te) = minfl2(Tv); l2(Tu)g; r2(Te) = maxfr2(Tv); r2(Tu)g:
We need to prove that Te \ Te′ 6= ; , (e; e0) 2 E, where e = (u; v) and e0 = (w; x).
By denition (e; e0) 2 E def,Gfu;v;w;xg 6= 2K2, therefore it is sucient to show that
Te \ Te′ = ; , Gfu;v;w;xg = 2K2. If Gfu;v;w;xg = 2K2 then Tu \ Tw = ;, w.l.o.g. assume
that Tu lies totally to the right of Tw. Tv does not intersect Tw but does intersect Tu
and therefore also must lay to the right of Tw. Tx intersects Tw but does not intersect
Tu or Tv and therefore is to the left of Tu and Tv. Therefore Te is to the right of Te′ .
Conversely, if Te \ Te′ = ; then Tu \ Tx = Tv \ Tx = Tu \ Tw = Tv \ Tw = ; and therefore
Gfu;v;w;xg = 2K2.
Corollary 3.2. Finding a maximum induced matching in a trapezoid graph can be
done in polynomial time.
Proof. Felsner et al. [5] showed an O(n log n) time algorithm for nding a maximum
independent set in trapezoid graphs, applying this to G gives the desired result.
4. Cocomparability graphs
We have seen that both interval and trapezoid graphs are closed under the G op-
eration. We now want to generalize this result.
In general, a graph G = (V; E) is said to have interval dimension k if we can
assign k interval representations, hI (i)v iv2V ; 16i6k, to G, such that (u; v) 62 E ,
8i; (16i6k); I (i)u < I (i)v or 8i; (16i6k); I (i)v < I (i)u (where Iu < Iv means that interval
Iu lies to the left of interval Iv). The interval dimension is well dened if and only if
the graph is a cocomparability graph, i.e., the complement of a comparability graph.
(An undirected graph is a comparability graph if its edges can be transitively oriented
[8,10].) Note that trapezoid graphs have interval dimension 2 and that interval graphs
have interval dimension 1.
We can generalize the trapezoid representation to a k-trapezoid representation, de-
ned below, so that the class of graphs obtained by the k-trapezoid representations and
the class of graphs with interval dimension k will coincide. The idea is as follows; con-
sider k horizontal lines ordered one above the other. Now, assume we have two points
rj(v) and lj(v) on each line j. Every two consecutive lines j and j+1 have a trapezoid
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trapped between them dened by the four points, rj(v); rj+1(v); lj(v); lj+1(v). There
are k lines and, therefore, k − 1 trapezoids. A k-trapezoid is the union of these k − 1
trapezoids. A graph is a k-trapezoid graph if with k horizontal lines we can assign a
k-trapezoid (on the horizontal lines) to each vertex such that (u; v) 2 E if and only if
the k-trapezoid representing u intersects the k-trapezoid representing v.
The connection between interval dimension k of a graph and the k-trapezoid is quite
obvious: each horizontal line represents an interval representation and the two points
of the k-trapezoid on that line corresponds to the interval endpoints. One can easily
check that indeed the conditions for an edge in the graph are equivalent in the two
denitions.
Theorem 4.1. If G has interval dimension k; then G has interval dimension k.
Proof. If G has interval dimension k then it is a k-trapezoid graph. Let hkTviv2V be a
k-trapezoid representation of G. If kTv is dened by the points fl1(v); r1(v); l2(v); r2(v);
: : : ; lk(v); rk(v)g then for each edge e= (u; v) 2 E we create a k-trapezoid kTe dened
by the following 2k points: for i = 1; : : : ; k, let li(e) = minfli(u); li(v)g and ri(e) =
maxfri(u); ri(v)g. In a fashion similar to Theorem 3.1 one can show that the k-trapezoid
representation hkTeie2E indeed denes G and therefore G is a k-trapezoid graph. It
follows that G has interval dimension k.
The class of cocomparability graphs is exactly the union of classes of graphs with
interval dimension k (over all k) [4,5,9], therefore, we obtain the following.
Corollary 4.2. If G is a cocomparability graph; then G is a cocomparability graph.
Corollary 4.3. Given a cocomparability graph; in polynomial time we can nd a max-
imum induced matching.
Proof. Golumbic [10] showed a linear time algorithm for nding a maximum clique
in a comparability graph. Since a clique in a graph is equivalent to an independent set
in the complement it follows that in polynomial time we can nd a maximum induced
matching in a cocomparability graph.
5. Interval graphs
A polynomial time algorithm for nding a maximum induced matching in an interval
graph follows from Theorem 2.1. Yet, this method has time complexity, in the worst
case (for dense graphs), of O(jV j4). In this section we present a new algorithm which
runs in O(jV j+ jEj) time.
Let I= fIvgv2V be an interval representation of the interval graph with Iv = [lv; rv].
We dene an interval Iv to be a left-side intersected interval (in short an intersected
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interval) if there exists u such that (u; v) 2 E and ru < rv. We dene an interval Iv
to be the left extreme intersected interval (in short the extreme interval) if Iv is the
intersected interval with smallest rv, i.e. there does not exist a dierent intersected
interval Iu such that ru < rv. Finally, we dene the left closure of v (relative to a
representation) to be fu j lu < rvg, i.e. all vertices corresponding to the intervals Iu
which intersect Iv or are disjoint and to the left of it.
Lemma 5.1. Let G be an interval graph and I its representation. Let v 2 V be a
vertex such that Iv is the extreme interval of representation I and let Cv be the left
closure of v.
(1) Let M be an induced matching in GV−Cv and u a vertex such that (u; v) 2 E
and ru < rv; then M [ f(u; v)g is an induced matching of G.
(2) s(GV−Cv) = s(G)− 1.
Proof. Let G be an interval graph with representation I and let v be the vertex with
the extreme interval in I. Let u be a vertex such that ru < rv and (u; v) 2 E.
Let e = (w; x) be any edge in GV−Cv . Since w; x 2 V − Cv by the denition of
Cv; minflw; lxg>rv>ru. It follows that there must be at least two other edges on
any path from e to (u; v) and therefore (u; v) may be added to any induced matching
in GV−Cv . This shows that (1) is true and also shows that s(GV−Cv)6s(G) − 1.
Therefore, in order to prove (2) all we need to prove is that s(GV−Cv)>s(G)− 1.
Let MG be an induced matching in G of size s(G). Let (w; x) 2 MG be the edge
such that maxfrw; rxg=minfmaxfry; rzg j (y; z) 2 MGg. Now, choose (y; z)( 6= (w; x)) 2
MG. By denition of induced matching Iy \ Iw = Iy \ Ix = Iz \ Iw = Iz \ Ix = ;. This
means that maxfrw; rxg<minflz; lyg. Since Iv is an intersected interval there must
be a vertex u with interval Iu for which lv < ru < rv. Iv is also an extreme interval
so ru < rv6maxfrw; rxg and therefore maxfru; rvg< minflz; lyg for every (y; z)(6=
(w; x)) 2 MG. It follows that f(y; z) j (y; z) 2 MG and (y; z) 6= (w; x)g is an induced
matching in GV−Cv .
We now present our linear time algorithm to nd a maximum induced matching of
an interval graph. The idea is to scan the representation, nd an extreme interval Iv,
choose (u; v) 2 E such that ru is the right endpoint closest to rv from the left and
delete all the vertices in the left closure of v. For notation of the sorted sequence of
endpoints we use p1; : : : ; p2n and assume that we have a function I dened on the
endpoints, where I(pk) is the interval of which pk is an endpoint and v(pk) is the
vertex represented by I(pk).
Algorithm:
1. create an interval representation from the interval graph
2. color every interval green
3. r  null, M  null
M.C. Golumbic, M. Lewenstein /Discrete Applied Mathematics 101 (2000) 157{165 163
4. for k = 1 to 2n
(a) case pk is a left endpoint
i. color I(pk) yellow
(b) case (pk is a right endpoint)^((v(pk); v(r)) 2 E) ^ (I(pk) not red)
i. add (v(pk); v(r)) to the induced matching M
ii. color every yellow interval red
iii. r  null
(c) case (pk is a right endpoint) ^((v(pk); v(r)) 62 E) ^ (I(pk) not red)
i. r  pk
5. return M
end Algorithm
Algorithm correctness: If the graph has no edges the algorithm clearly returns the
correct value. Otherwise, the algorithm chooses the rst two consecutive right endpoints
of intervals that intersect each other. Assume that these intervals represent vertices u
and v such that ru < rv. By the choice of the algorithm, Iv is an extreme interval and
(u; v) 2 E. Therefore, according to Lemma 5.1, we can choose (u; v) as an edge of our
matching, throw away GV−Cv such that s(GV−Cv) = s(G) − 1. This is exactly what
the algorithm does when it colors every yellow interval red.
This process is repeatedly applied and therefore we end up with a maximum induced
matching.
Theorem 5.2. Finding a maximum induced matching on an interval graph can be
done in linear time.
Proof. The rst step runs in linear time since an interval representation can be found
in linear time [1,3]. Scanning the interval endpoints is clearly linear in the number
of vertices and edges. With a linked list and an array for coloring the intervals the
complexity of coloring the intervals is linear in the number of intervals (vertices). So,
the overall complexity of the algorithm is O(jV j+ jEj).
6. Trees
Trees, in contrast to the classes of graphs of the previous sections, are not closed
under G. Fig. 3 is an example to the contrary.
However, since trees are a special case of chordal graphs, for every tree T; T  is
a chordal graph. Therefore, there is a polynomial algorithm for nding the maximum
induced matching in trees. Note that this algorithm does not run in linear time since
T  may have as many as O(n2) edges, e.g. when T is a tree of height one with n
vertices. Fricke and Laskar [6] gave a linear time algorithm to nd a maximum induced
matching in a tree, thus obtaining the following result. The proof provided here gives
a very simple linear algorithm which is applied directly on the tree.
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Fig. 3. An example of a tree T , where T∗ is not a tree.
Theorem 6.1 (Fricke and Laskar [6]). Determining the size of a maximum induced
matching in a tree can be done in linear time.
Proof. Let T be a tree in which we seek a maximum induced matching. Root it at
an arbitrary node. This does not aect the size of the induced matching and from
here on we will assume a rooted directed tree. Denote by Tv the subtree rooted at v,
with 1s (Tv) the size of a maximum induced matching in Tv for which no edge of the
matching touches v and with 2s (Tv) the size when no edge of the matching touches a
son of v. Now, compute s(T ) by recursively computing s; 1s and 
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For each vertex v we compute 1s (Tv) and 
2
s (Tv) by traversing each edge between v
and a son of v twice. To compute s(Tv) note thatX
w 6=u;w2sons(v)
1s (Tw) = 
2
s (Tv)− 1s (Tu):
Therefore, for s(Tv) we traverse each edge between v and its sons only one more time.
Overall, each edge is traversed three times which gives us a linear time algorithm for
nding a maximum induced matching in a tree.
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