We investigate the effects of precision on the efficiency of various local search algorithms on 1-D unimodal functions. We present a (1 + 1)-EA with adaptive step size which finds the optimum in O(log n) steps, where n is the number of points used. We then consider binary (base-2) and reflected Gray code representations with single bit mutations. The standard binary method does not guarantee locating the optimum, whereas using the reflected Gray code does so in ((log n) 2 ) steps. A(1 + 1)-EA with a fixed mutation probability distribution is then presented which also runs in O((log n) 2 ). Moreover, a recent result shows that this is optimal (up to some constant scaling factor), in that there exist unimodal functions for which a lower bound of ((log n) 2 ) holds regardless of the choice of mutation distribution. For continuous multimodal functions, the algorithm also locates the global optimum in O((log n) 2 ). Finally, we show that it is not possible for a black box algorithm to efficiently optimise unimodal functions for two or more dimensions (in terms of the precision used).
Introduction
Consider the problem of minimising a unimodal function f : [a, b] → R defined on some interval [a, b] . We wish to study the effects of changing the precision with which we are working. On the one hand, increased precision will enable us to get closer to the actual optimum value. On the other hand, it increases the number of points that have to be considered during the search process. To study this, we imagine that we place n equally spaced points in the interval concerned, and label them 0, 1, . . . , n − 1. We denote this set of points [n] . We say that such a point is an optimum with respect to f if it has a lower f -value than its neighbours, and we will be assuming that neighbouring points never have exactly the same f -value. A function is unimodal on [n] if there is exactly one optimum point.
Algorithms for solving this problem efficiently (that is, in O(log n) time) are known and indeed date back to the 1950s. These algorithms, such as Fibonacci search [1, 2] , are based on the idea of using a binary search process to cut away large parts of the search space. Black box search algorithms, such as evolutionary algorithms (EAs), do not have prior knowledge of the problem structure. They are designed to work on a wide range of problems. However, in the case where the problem concerned happens to be unimodal, it would be nice to know whether or not such an algorithm can perform with reasonable efficiency compared to Fibonacci search.
In the following section we present and analyse a (1 + 1)-EA that follows a somewhat similar approach to the Fibonacci algorithm, in that the mutation step size halves at each generation. We then consider the standard method of encoding the points as binary strings (using either the base-2 or reflected Gray code representations), and study local search based on flipping individual bits. It is well-known that using base-2 is not desirable since it can introduce new local optima under this search operator. However, local search with the reflected Gray code is guaranteed to find the optimum, and we derive upper and lower bounds on the time for doing so.
Ideally, we would like to create an algorithm which will work well on multimodal problems (ones with many optima). However, the above techniques will not generally work well on such problems, as they will become trapped in a local optimum. There are several strategies for dealing with this situation. For example, one may employ random restarts, or use a tabu-list. Here we consider local search algorithms in which the mutation step size is drawn from a fixed probability distribution. Such algorithms at least have a chance to escape from local optima (especially if such optima are clustered together). The question then remains as to how much this affects the algorithm's ability to locate the optimum when the function is actually unimodal. We present a (1 + 1)-EA based on this idea, using a scale free distribution, and show that it optimises unimodal functions in O((log n) 2 ) steps. Recent research [3] has shown that this is optimal (up to a constant factor) in that there exist unimodal functions for which the running time of such a local search algorithm is bounded below by ((log n) 2 ) regardless of the choice of probability distribution. Furthermore, if we add the constraint that the function to be optimised is continuous (at least at the global optimum), we show that the (1 + 1)-EA can find the global optimum in O((log n) 2 ) steps, even for multimodal functions.
We finish by discussing the problem of optimising unimodal functions in two (or more) dimensions. We construct a class of random unimodal functions of two variables, [n] × [n] → R, for which we demonstrate that deterministic algorithms require (n 2/3 ) steps to locate the optimum. Applying Yao's minimax principle, this gives a lower bound for randomised black box algorithms on the whole class of 2-D unimodal functions, and we conclude that black box algorithms are not efficient in this case. This immediately generalises to unimodal functions of more than two variables.
Binary Search Algorithms
Efficient algorithms for optimising unimodal functions are based on a form of binary search. The basic idea is to start by evaluating the end points 0 and n − 1, and some point x 1 in between. We then evaluate a fourth point x 2 > x 1 , and depending on whether its f -value is higher or lower than that of x 1 we can restrict the next step of the search to the interval [0,
respectively. This process continues iteratively until the optimum is found in O(log n) steps. To maximise the number of points that can be excluded from the search at each step, it is necessary to place the new point in a way that balances the intervals created. It was shown in [1] , in a setting dealing with unimodal real functions directly by calculating with real sample points, that an algorithm that uses interval sizes in the ratio of the Fibonacci sequence approximates the minimum/maximum in an optimal way in a certain sense. The discrete situation was studied in depth in [2] . The number of samples taken is O(log n). However, all these algorithms maintain two sample points while ours only have one.
The same principle is utilised in the quad search algorithm [4] , although here the binary reflected Gray code representation is used in the implementation (see also the following section).
Here we present an algorithm that is based on a somewhat similar idea, but takes the form of a (1 + 1)-EA, in which the mutation step size is halved at each iteration. The halving algorithm is as follows:
Let x be the best point from {x, y, z}. 7: Let k = k + 1 8: If k > log 2 n then stop, else go to 4.
In step 6, "best" means both legal and with the lowest f -value. It is clear that this algorithm iterates for log 2 n time steps and evaluates at most 2 log 2 n + 1 points. We now show that it will terminate at an optimum point (even for a multimodal function) and so, in particular, will optimise a unimodal function. Proof Let T = log 2 n . Suppose the algorithm terminates at a point x T and that this is not an optimum point. Without loss of generality, assume the point w = x T + 1 has f (w) < f (x T ). Then on the previous time step, the algorithm must have been in state x T −1 = x T − 1, since the move was of step size 1, and it is impossible that it came from point w, or that it was a rejected move. Similarly, the time step before that must have been from state x T −2 = x T −1 − 2 = x T − 3. In general, the state at time step T − i must have been
. In particular, the initial point chosen must have been
However, this is impossible since the total number of points is n ≤ 2 T (see Fig. 1 ).
Corollary 1 The halving algorithm optimises a unimodal function in O(log n) steps.
An advantage of this algorithm over the Fibonacci algorithm is that on multimodal functions, different optima may be found by performing restarts. It is also worth noting that one can implement a continuous version of this algorithm by taking m (in step 1) to be the size of the interval on which the function is defined.
Binary and Reflected Gray Code Representations
One approach to constructing evolutionary algorithms for numerical optimisation is to represent numbers as binary strings, using either the standard base-2 representation, or the reflected Gray code. 1 See, for example, [5] . If we assume that n = 2 L , then we use bitstrings of length L to represent the points in the search space. The local search operator corresponds to randomly flipping bits one at a time.
If we have a unimodal function in which the optimum is at 0 or n − 1, then using the base-2 encoding is quite efficient. The target is the all zeros string (or all ones string) and once a bit is set correctly, we do not accept moves which change it. Consequently, the problem is equivalent to the one-max problem and the running time for such a local search algorithm is O(L log L). However, these target strings are rather special in relation to the base-2 encoding. If we had some other optimum point, then local search (using this encoding) is not guaranteed to find the global optimum, as there may be several local optima (with respect to the Hamming neighbourhood). See [5] for details. Using Gray code, however, cannot possibly introduce new optima (since neighbouring points are guaranteed to remain neighbours in Gray code) and so, in particular, unimodal functions remain unimodal. Local search with Gray code is therefore guaranteed to optimise such functions. It has previously been proven that a steepest descent type of algorithm will locate the optimum in O(L 2 ) function evaluations [6] , and empirical data suggested that a next descent type of algorithm might perform significantly better. Here we give an upper bound of O(L 2 ) for both steepest and next descent and, in contrast to [6] , show that (L 2 ) are in fact necessary for both types of algorithm for some unimodal functions. We can visualise the correspondence between numbers and their Gray code representations as a binary tree, like in Fig. 2 for L = 4. This figure also includes a sketch 
The next descent search strategy can be described as follows: Pick a starting point x 0 uniformly at random from [n] . Then iterate the following step, for t = 1, 2, . . . :
We are interested in the expectation of
Our aim is to show that
We associate an integer value (x) with the situation where the process sits at x, as follows. Let (m) = 0. The set A x = {y | f (y) ≤ f (x)} forms an interval in [n], which contains m. If |A x | = 1, we are done; if |A x | = 2 then m and x are immediate neighbours (as numbers), in which case the probability that the correct bit is chosen is 1/L. In this case, we let (x) = 2. From here, we assume that |A x | ≥ 3. We look for the smallest pair of neighbouring subtrees of the same height which include all of A x . The term "neighboring" here does not refer to the tree structure but rather to the ordering of the natural numbers. For example, in Fig. 2 the subtrees with leaf sets {4, . . . , 7} and {8, . . . , 11} are neighbours (height 2), and the subtrees with leaf sets {8, 9} and {10, 11} are neighbours (height 1). Each of the two trees has two subtrees in the standard sense. In this way, we obtain four subtrees of equal height h x . (See Fig. 3 for an example.) These subtrees are numbered 1, 2, 3, 4, from left to right. 
Lemma 1 Let
Since (x 0 ) ≤ 2L, and takes only integer values, 2L successful steps that decrease are sufficient. It is then clear that the expected waiting time until has become 0 is bounded by 2L/(1/L) = 2L 2 , which proves Theorem 2. It remains to prove Lemma 1.
Proof The Lemma is proved by considering several cases. For symmetry reasons, we may assume that x is in tree 1 or tree 2. Note that then it is impossible that m < x, since then f would be increasing to the right of x, and hence A x could not touch trees 3 or 4.
Case 1: x is in tree 1.
Consider the bit i that flips x to its "partner" x in tree 2. 
(x ) < f (x) and (x ) < (x).
Case 2: x is in tree 2.
Since x < m, the function f is decreasing to the left of x, and hence A x does not touch tree 1. Hence A x must touch trees 2, 3, and 4. Consider the bit i that flips x to its "partner" x in tree 3.
Case 2a: m is in tree 2.-Then f is increasing to the right of x , hence A x does not touch tree 4, hence f (x ) < f (x), and (x ) < (x).
Case 2b: m is in tree 3.
not touch tree 4. In all cases we have f (x ) < f (x) and (x ) < (x).
Case 2c: m is in tree 4.-Then A x does not touch tree 2, hence f (
x ) < f (x) and (x ) < (x).
This completes the proof of Lemma 1, and hence Theorem 2 is also proved.
Remark 1
The steepest descent algorithm [6] uses L function evaluations to determine the i that minimises f (x (i) ). One such move will shrink the set A x at least as much as the single good move identified in Lemma 1. This yields an alternative proof for the fact that steepest descent needs at most 2L 2 function evaluations.
An alternative strategy is the random bit climber (RBC) algorithm [6] , which tries bits in a randomised order. Once all bits have been tried, a new random order is generated. This strategy, therefore, runs in phases of L rounds each. Given x = x (s−1)L , we check bit positions according to a random permutation (i 1 , . . . , i L ), and accept whenever an improvement for f is found. The resulting sequence of new points is x (s−1)L+1 , . . . , x sL . After phase s, we choose a new random permutation. The idea is to try to avoid repeatedly picking previously tried, but unsuccessful, bits.
Consider the four trees 1, 2, 3, 4 that belong to x, as in the proof of Lemma 1. We ignore bit positions that do not flip x t−1 to one of its "partners" in trees 1, 2, 3, or 4. Bit flips that lead to points outside these four trees are never accepted, bit flips that lead to other points in the same subtree may or may not be accepted.
If x is in tree 1, there are two cases:
Case 1: The bit flip that leads the sequence x (s−1)L+1 , . . . , x sL into tree 4 is tried and accepted before the move into tree 2. Then the function must decrease before or at the bit flip that moves the point from tree 4 into tree 3 (by the proof of Lemma 1, applied to tree 4 by symmetry). Case 2: The bit flip that leads the sequence x (s−1)L+1 , . . . , x sL into tree 2 is carried out first. Then the function must decrease before or at this step (by the proof of Lemma 1).
Now consider the case that x is in tree 2. Since x < m, A x does not touch tree 1, and no bit flip that leads into tree 1 will be accepted. Hence in x (s−1)L+1 , . . . , x sL we will see the bit flip that leads into tree 3 first, and must decrease before or at this bit flip. (We do not care whether or not the sequence moves into tree 4 afterwards.)
In any case, after one phase of testing the L bits the function must have decreased by at least 1. Hence there can be at most 2L phases.
Remark 2 This argument shows that for the upper bound 2L 2 to hold it is not necessary to change the order of the bit flips in each phase.
It is worth noting that the RBC algorithm offers only a small improvement (bounded by a constant) to the standard (1 + 1)-EA (in which bits are chosen uniformly at random). This is because if k of the L bits are improving moves then the (1 + 1)-EA finds one of them, on average, in L/k time steps, whereas the RBC takes (L + 1)/(k + 1) steps, as the following Lemma shows.
Lemma 2 If k distinct integers are picked randomly from the set {1, 2, . . . , L} then the expected value of the smallest integer chosen is (L + 1)/(k + 1).
Proof Since we are dealing with positive integers, then we can use the formula
The improvement is most when k = 1 in which case the RBC takes half the time to find the right bit to flip. As k increases, the improvement becomes less and less significant.
Gray Code-Lower Bound
We now prove that there exist unimodal functions for which on average (L 2 ) steps are required when using Gray code with either next descent or steepest descent. 2 The function we use is simply the identity function.
Theorem 3 If the next descent or the steepest descent algorithm is applied to the identity function
It is convenient to argue in terms of the binary representations of numbers. As 
This means: to translate from binary representation c L . . . c 0 into Gray code, one splits the binary representation into blocks of 0s and blocks of 1s; the 1s in the Gray code representation mark the borders between these segments.
Flipping a bit in the Gray code representation of x erases or introduces a border between 0-and 1-segments and thus, in the binary representation of x, flips all bits to the right of (and including) this position. Such a change will be accepted in the next descent algorithm if the resulting number is smaller; this is the case if and only if the leftmost bit flipped is a 1.
The search for the minimum of the monotone function x → x with the next descent algorithm can be described in terms of binary representations as the following random process: The search for the minimum of x → x with the steepest descent algorithm can be described as follows: 
Next Descent
We look at the next descent algorithm first.
We define the random variable T as the number of steps until 0 . . . 0 is reached if we start at a randomly chosen string
Theorem 4 For the next descent algorithm on the identity function, E(T ) = (L 2 ).
Proof We fix a starting string
. . , c 0 0 ∈ {0, 1} arbitrary. The probability that one of these strings is chosen as starting point is 1 2 . We let Pr 0 and E 0 be probability and expectation under the condition that we start in s 0 . Clearly, it is sufficient to show that
For 0 ≤ j < L, we say that phase j starts when a state 0 . . . 01c j −1 · · · c 0 is reached. (The leftmost 1 is at position j .) Phase j ends with the step in which position j is chosen for the first time after phase j has started; this is the moment when c j is set to 0 for good. Let T j denote the number of steps spent in phase j . Note that some runs of the process will have a phase j , others will not. By our choice of s 0 , phase L − 1 will always occur. Let A j denote the event that phase j occurs.
Claim 1 For each
The proof of Claim 2 is simple: After phase j has started, we just wait for the first occurrence of the event "bit position j is chosen", which in each round has probability 1/L. The expected waiting time is L.
The proof of Claim 1 is a little more involved, and will be supplied below. Combining both claims, noting that for all runs of the process the segments that belong to different phases are disjoint, and using that Pr 0 (A L−1 ) = 1 implies
which completes the proof of the Theorem. in the block before bit j . Now bits j + 1, . . . , k−1 can't be flipped (otherwise when k is flipped we get a phase > j but < k, contradicting our choice of k). But all the other bits are being flipped with equal probability. We ask the question: which bit gets flipped first out of k and j ? Since the probabilities of them being picked are equal, so each of these two possibilities happens with probability 1/2.
Proof of Claim 1
(i) Position k is chosen.-This finishes phase k. We do not know whether phase j occurs or not. (ii) Position j is chosen.-After this step bit c j has value 0, and it cannot change anymore while phase k lasts, no matter whether position j is chosen again or not. The next change in the segment k, . . . , (j + 1), j occurs when position k is chosen, phase k ends and phase j begins.
Claim 1 is therefore proved.
Steepest Descent
The analysis of the steepest descent algorithm on x → x is not hard. Every round has a cost of L function evaluations. It is easy to see that in a round in which the state is the binary representation c L−1 . . . c 0 the move chosen by the steepest descent algorithm is the one that flips the most significant 1 bit. If it occurs, we call this round the round for j .
Theorem 5 The expected number of indices j such that there is a round for j is L/2. (Expectation is taken over the inputs.) Thus, the expected number of function evaluations is exactly L 2 /2.
Proof There will be a round for j if and only if the rounds for bit positions L − 1, . . . , j + 1 will leave c j at value 1. Bit c j is flipped exactly once in each of these rounds, and the initial value c 0 j is random and independent of what happens in these rounds. Hence the value reached in c j when the last round for some j > j finishes is also random. This means that the probability there is a round for j is exactly 1 2 . Thus, the expected number of function evaluations is exactly L 2 /2.
Fixed Distribution Algorithms
We now consider the class of (1 + 1)-EAs in which the mutation step size is drawn from a fixed probability distribution μ, as follows: . 4 A x is the set of points better than x and B x is the best half of A x . In the worst case it is located on the other side of A x from x Again, "best" in line 5 indicates both legal and with smallest f -value. Note that bit mutations on binary strings do not belong to this class of algorithm, as whether or not you add or subtract the corresponding number depends on the current state.
The main motivation for studying algorithms of this form is that they are less prone to being trapped in local optima on multimodal functions. There is always some probability (depending on the distribution μ) of escaping to a better point. Of course the main problem is that one doesn't know where the better points are, and so one should find a balance between small and large jumps. A probability distribution which has this kind of scale free property is the harmonic distribution:
,
is the (n − 1)-th harmonic number. The (1 + 1)-EA using this distribution is analysed in [3] for a particular unimodal function. Here we present an upper bound for general unimodal functions.
Theorem 6 The (1 + 1)-EA using the harmonic distribution takes on average O((log n) 2 ) iterations to find the optimum of a unimodal function.
Proof As previously, given our current point x, we let A x = {y | f (y) ≤ f (x)}, which forms an interval, containing the optimum, with x at one end. Now let B x be the best half of these points (sorted by f -value). Then B x is also an interval containing the optimum (see Fig. 4 ). We estimate the probability of moving from x to a point in B x . Since the probability of moving a distance d is monotonically decreasing with d, it follows that the worst case is when the interval B x is a distance |B x | away from x. The probability of moving to a point in this interval in one iteration is
.
Any other moves can only shorten the distance to be jumped and so increase this probability. The expected waiting time to arrive in B x is therefore O(log n). Since we need to repeat this at most log n times to locate the optimum, the result follows.
This result shows that our harmonic (1 + 1)-EA performs about as efficiently as local search using a Gray code representation, without the drawback of getting stuck in local optima. In fact a continuous version of this algorithm has been used successfully on a number of benchmark and real-world problems [8, 9] , and is analysed on the sphere function in [10] . One would like to know, however, if one couldn't do better by an even cleverer choice of probability distribution. The following result, proved in [3] , indicates that improvements by only a constant scaling factor are possible.
Theorem 7 There exist unimodal functions for which the running time of a fixed distribution (1 + 1)-EA requires ((log n) 2 ) steps to find the optimum.
Proof The function concerned is simply f (x) = x, with the optimum at 0. See [3] for details.
Continuous Multimodal Functions
We now suppose we have a function f : [0, 1] → R which is continuous and has a finite number of local optima. For simplicity we assume that exactly one of these is the global optimum. We show that the harmonic (1 + 1)-EA is able to find this global optimum efficiently as a function of the precision used.
Because of continuity, the global optimum is located in an interval S of width w which has the property that all the points in S have lower f -value than all the points not in S. We assume that the precision n is large enough that there is a supply of points in S (that is wn > 1). Then, once the search process has reached S, the situation is the same as for unimodal functions, and takes O((log n) 2 ) time steps. To calculate how long it takes to find a point in S, we suppose that the furthest point in [0, 1] is a distance d from S. Then given any point in [0, 1] that is not in S, the probability of making a successful jump into S is
Thus the expected time to reach the optimum is O((log n) 2 ) for constant w.
A generalisation of the Fibonacci search algorithm to multimodal functions can be found in [11] . The algorithm is faster (O(log n) ), but for k-modal problems it maintains k + 1 sample points (instead of our 1) and assumes much stronger smoothness conditions. (If there are k extremal values, the function must be k-differentiable with a monotone kth derivative; in the discrete setting the differences of k-th order must form a monotone sequence.) The only assumption for our algorithm is that the function is continuous at the unique global optimum.
2-D Unimodal Functions
We have so far been concerned with one-dimensional functions and have seen that there exist efficient algorithms for solving unimodal problems in one dimension using black box algorithms such as EAs. It is natural to ask whether or not this continues to be the case if the search space is two-dimensional (or higher). It is known that black box search algorithms are not efficient for solving discrete unimodal functions when the complexity is considered as a function of the dimension of the problem, but where the precision (that is, the number of points per dimension) is fixed. This can be seen, for example, with the class of long-path problems defined on {0, 1} n described in [12] . In contrast, here we consider problems with fixed dimension, but varying precision. We show that for two dimensions (and, therefore, for problems in higher dimensions as well), there are unimodal functions which black box algorithms cannot optimise efficiently.
Let
The function f is unimodal, it if has exactly one maximum. Let F n be the family of unimodal functions f : [n] × [n] → R.
Theorem 8
For any n ∈ N and any randomised black-box algorithm A, there exists a unimodal function f ∈ F n such that A queries an expected number of (n 2/3 ) points, before querying the maximum of f . 3 We use Yao's Min-Max principle (see for example Chap. 9 of [13] ) to prove the Theorem. In order to apply the principle, we have to restrict ourselves to a finite set of functions and to a finite set of deterministic black-box algorithms.
In the following, n is fixed, and w.l.o.g. k = n 1/3 is an odd integer. Let F n be the family of unimodal functions f : [n] × [n] → {−2n, . . . , n 2 }. Further, let A be the family of deterministic black-box algorithms for functions f ∈ F n , that do not query any point twice. Clearly, F n and A are finite, and we can apply Yao's MinMax principle. Moreover, it is easy to see that any black-box algorithm A for F n can be replaced by a black-box algorithm A ∈ A that finds the maximum of any function F n with at most as many queries as A . (Whenever algorithm A queries a point for the second time, A omits that query.)
For A ∈ A and a probability distribution μ over F n , let T A,μ be the random variable that denotes the number of queries A performs until it queries the maximum of f , if f is picked at random according to probability distribution μ. Theorem 8 follows immediately from the following lemma.
Lemma 3
There exists a probability distribution μ over F n , such that for any black-
The rest of this section is devoted to the proof of the Lemma. We define the probability distribution μ by constructing a random function f ∈ F n as described in the following.
Consider a path p
For such a path, we define function y) is not on the path p.
(
It is easy to see that f p is unimodal: Clearly v is the unique maximum, because for every point (x, y) = v i = v on the path, the neighbour v i+1 has a larger function value, and for every point (x, y) not on the path either (x, y − 1) or (x − 1, y) is a neighbour and has a larger function value. We now show how to construct path p at random. This way, we obtain a random construction for a function f p , and thus a probability distribution μ over F n .
Recall that k = n 1/3 . First, we partition the grid into k 2 sectors S a,b , 0 ≤ a, b < k, where each sector is a k 2 × k 2 -sub-grid. Sector S a,b consists of the points (x, y), where ak 2 ≤ x < (a + 1)k 2 and bk 2 ≤ y < (b + 1)k 2 .
It is helpful to visualise the grid as having the point (0, 0) in the bottom left and the point (n − 1, 0) in the bottom right corner. Similarly, the sector S 0,0 is the k 2 × k 2 sub-grid in the bottom left corner of the [n] × [n] grid, and S k−1,0 is in the bottom right corner. We now order the k 2 sectors as follows in a "snake-like" way. As a consequence, S i+1 is either to the left, to the right, or above of S i . For convenience, we define S i = ∅ for i < 0 and i ≥ k 2 .
The idea is the following: Our random path p passes through the sectors S 1 , S 2 , . . . , and ends in sector S k 2 −1 . The random construction of p will ensure, that if the algorithm has no information about sectors S α−1 , S α , S α+1 for some particular sector index 1 < α < k 2 − 1, i.e., if it has never queried any points from these sectors, then it is very unlikely that a query in S α will hit the path p. Thus, in order to find the endpoint of the path, an algorithm must either follow the path from sector to sector (which requires at least (k 2 ) queries due to the number of sectors), or it has to search for a point on p in sector S k 2 −1 without having any information about the location of p in that sector. It will turn out, that the latter also takes an expected number of (k 2 ) queries.
We now describe how to generate the random path p. In each sector It is easy to see that Properties (i)-(iii) from above hold.
Proof If α mod k ∈ {0, k − 1}, then the path p enters sector S α at a point with ycoordinate y α and leaves the sector at a point with y-coordinate y α+1 . Inbetween, the path goes in y-direction only when its points have x-coordinate x α . If α ≡ 0 (mod k), the path enters sector S α at x-coordinate x α , then goes in y-direction until it has reached y-coordinate y α and then goes in x-direction until it leaves the sector. For α ≡ k − 1 (mod k), note that the path either ends at q α (if α = k 2 − 1), or goes from q α to q α+1 only in y-direction. As mentioned above, this random construction of p defines a probability distribution μ over the functions in F n . In the following, whenever we talk about a random path p or a random function f p , we mean a path constructed according to this random experiment, or a function f p picked according to distribution μ.
We now prove some essential properties of the random function f p . Recall that by (1) a point u ∈ [n] × [n] is on path p if and only if f p (u) ≥ 0.
Claim 4 For any point
Proof Since each of the random numbers x α , y α , and y α+1 , is uniformly distributed over a domain of size k 2 , the claim follows immediately from Claim 3.
We now show that whether or not a point is on the path in some sector S α is independent of which points on the path have been sampled in S 1 ∪ · · · ∪ S α−2 and whether or not any points on the path have been sampled in S α+2 ∪ · · · ∪ S k 2 −1 .
For a real number x = 0 we define sign(x) = x/|x|, and sign(0) = 1.
Claim 5
Let α, r, t be integers such that 1 ≤ α < k 2 , and 0 ≤ r ≤ t. Let u ∈ S α , and let u 1 , . . . , u r be arbitrary points in S 0 ∪ · · · ∪ S α−2 , and u r+1 , . . . , u t be arbitrary points in S α+2 ∪ · · · ∪ S k 2 −1 . Finally, let z 1 , . . . , z r ∈ R and σ r+1 , . . . , σ t ∈ {−1, 1} such that the event
occurs with a positive probability. Then the events E and "f p (u) ≥ 0" are independent. Note that all random variables x α , y α , where α ≡ 0 (mod k) or α = 0 are independent. Moreover, if α ≡ 0 (mod k), α > 0, then x α = x α−1 and y α = y α+1 . Thus, by Claim 3 the event "f p (u) ≥ 0" may depend on the random variables x α , y α , y α+1 , and x α−1 , but is independent of all x i , y i , i ∈ {α, α + 1}. Again by Claim 3, the location of p is independent of x α−1 , x α , y α , y α+1 , and so is the location of p . Thus, the event "f p (u) ≥ 0" is independent of the location of p and p , and thus also independent of E. Further, let z 1 , . . . , z t ∈ R, and α ∈ {1, . . . , k 2 − 1}, and r ∈ {0, . . . , t} such that
Then for any point
Proof Assume that Pr(∀1 ≤ j ≤ t : f p (u j ) = z j ) > 0, because otherwise there is nothing to show. For any point u * , if f p (u * ) < 0, then u * is not on the path and f p (u * ) is uniquely determined by the coordinates of u * . Since z j < 0 for j > r, we have
Now consider the following events:
By Claim 5, the event "f p (u) ≥ 0" is independent of event E, and so by Claim 4,
For the same reason, for any r < j ≤ t
and thus
Pr(E | E) (2) = Pr
This leads us to
Now let A ∈ A be a black-box algorithm for functions in F n . The maximum of f p is v , the last point on path p. Note that v is in section S k 2 −1 . We prove that the expected number of queries A needs until it finds v is (k 2 ).
After algorithm A has made t queries, the query-history H is the set {u 1 , . . . , u t } of points that A has queried. We define a potential function that maps the set of possible query-histories to N, and that measures the amount of progress algorithm A has made.
One way for the algorithm to make progress is to find a point on p in a sector S i that is closer to the destination than all other sectors in which A has found points on p, yet. Hence, one component of our potential is ϕ(H ), the largest number of a sector, such that A has queried a point in that sector that is on path p. That is, ϕ(H ) = max{0, j | ∃u ∈ H ∩ S j : f p (u) ≥ 0}.
Another way is to query points in sectors S i , i > ϕ(H ), because this eliminates points that are not on p, and increases the chances of finding the path in a "higher" sector. Thus, the second component of our potential is γ (H ), which denotes the number of points queried in sectors "above" S ϕ(H ) , i.e.,
γ (H ) = |H ∩ (S ϕ(H )+1
The potential of the query-history H is a weighted sum of these two components, with a cap at k 2 /3:
ϕ(H ) + 4γ (H ) .
Before A has queried a point, its query-history is empty, and (∅) = 0. On the other hand, when A has queried the maximum v , then a point on p ∩ S k 2 −1 is in the queryhistory H , so ϕ(H ) = k 2 − 1 and (H ) = k 2 /3. Therefore, during a run of algorithm A the potential of its query-history increases from 0 to k 2 /3. We show that with each query the expected increase in potential is at most constant.
Moreover, if f p (u) < 0, then (H ) − (H ) ≤ 4 according to (5) . Hence,
Utilising [14, Lemma 12] it follows that A needs an expected number of (k 2 ) queries until the potential has increased from 0 to k 2 /3. This completes the proof of Lemma 3.
Conclusions
We investigated the problem of optimising unimodal functions in terms of the precision used. An evolutionary algorithm which halves its mutation step size at each iteration optimises such functions in O(log n) steps and is guaranteed to find a local optimum in multimodal problems. If we use binary strings of length L to represent the points using the reflected Gray code then the running time is (L 2 ), using steepest and next descent algorithms. A (1 + 1)-EA was given in which the mutation step size is drawn from the harmonic distribution. This optimises unimodal and continuous multimodal functions in O((log n) 2 ) steps. It has previously been shown that there exist unimodal functions for which this running time is optimal (up to a constant factor) for fixed distribution algorithms. Finally, we considered functions defined on two dimensions (and higher), and showed that black box algorithms cannot optimise unimodal functions efficiently (as a function of the precision) on such spaces.
