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Abstract
We study the long time behavior of an asymmetric size-structured measure-
valued growth-fragmentation branching process that models the dynamics of a pop-
ulation of cells taking into account physiological and morphological asymmetry at
division. We show that the process exhibits a Malthusian behavior; that is that
the global population size grows exponentially fast and that the trait distribution
of individuals converges to some stable distribution. The proof is based on a gen-
eralization of Lyapunov function techniques for non-conservative semi-groups. We
then investigate the fluctuations of the growth rate with respect to the parameters
guiding asymmetry. In particular, we exhibit that, under some special assumptions,
asymmetric division is optimal in a Darwinian sense.
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1 Introduction
The aim of this paper is to study the long-time behavior of an asymmetric size-structured
growth-fragmentation branching process for population dynamics. This work is moti-
vated by recent biological experiments [39,40,42] that detected asymmetry in cell division
for the species Escherichia coli. E. coli is a rod shaped bacterium that grows exponen-
tially with some elongation rate then divides roughly in the middle into two genetically
identical daughter cells. Each daughter cell therefore creates a new pole at division and
inherits the oth er pole from its mother. After two divisions, it is possible to distinguish
sister cells: one has inherited the old pole of its mother while the other one has inherited
the new pole of its mother. The former is called the old pole cell, and the latter the new
pole cell. It is possible to track experimentally the status (old pole or new pole) of each
cell together with their sizes along time and lineages, see [39,40,42]. These experiments
showed that there is a statistically significant difference between the elongation rates of
the old pole and new pole cells [15]. This is is called physiological asymmetry throughout
this paper. There is also a statistically significant difference between the sizes at birth
of the old pole and new pole cells.This phenomenon is called morphological asymmetry.
To date, the biological mechanisms leading to these behavioral differences are not yet
understood. The aim of this paper is to propose a model for the dynamics of a popula-
tion of cells taking into account both physiological and morphological asymmetry, and
to compare its theoretical properties to that of the symmetric model. In particular, we
study how these asymmetric properties influence the growth speed of the population.
Let us introduce informally our model. We consider a cell population where every
individual is represented by two traits px, pq, where x is its size and p P t0, 1u is its
status, typically 0 for the old pole cell and 1 for the new pole cell. These traits and the
number of individuals in the population evolve randomly in continuous time as follows:
• each individual divides (i.e. dies and gives birth to two new individuals) indepen-
dently from the others (conditionally to the past) following an exponential clock
with size-dependent intensity B;
• between divisions, the size of an individual of trait px, pq grows exponentially with
status-dependent elongation rate αp and its status remains constant;
• at division, an individual of trait px, pq dies and gives birth to two individuals of
trait pθ0x, 0q and pθ1x, 1q, with θ0 ` θ1 “ 1.
The parameters α0 and α1 represent the possibly different elongation rates of old pole
and new pole cells and models physiological asymmetry. The parameters θ0 and θ1
represent the proportion of the size of the mother inherited by each sister cell, thus
taking into account morphological asymmetry. These parameters will not be assumed
to be random even if our results can be easily generalized to this hypothesis. To retrieve
a fully symmetric model, simply take α0 “ α1 and θ0 “ θ1 “ 1{2.
This model belongs to the class of growth-fragmentation dynamics that has attracted
a lot of attention in the litterature, see for instance [2, 7, 9, 10, 17, 25, 35, 36, 38] and
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references therein, among many others. However, it is more general than classical size-
structured growth-fragmentation models as, to our best knowledge, it is the first model
to take physiological and morphological asymmetry into account.
As may be expected in the classical study of growth-fragmentation models, we begin
by demonstrating that our model exhibits Malthusian behavior. This result states that
the population size grows exponentially fast and that the trait distribution converges to
some stable distribution. The exponential growth rate λ is the eigenvalue of some non-
local and non-diffusive operator. Although existence and uniqueness of these eigenele-
ments are expected for such branching models, there is no simple and systematic method
to prove it. Proving such results for related growth-fragmentation models is tricky and
has attracted a large amount of research in recent years [1, 2, 6–8, 18, 30, 37]. Most of
the techniques used in these works cannot be applied to our problem. For instance they
require regularity conditions on the operators imposing in particular that the distribu-
tion of pθ0, θ1q cannot be deterministic. Instead, we use the approach of [2, 12] based
on irreducibility and Lyapunov functions. It is not straightforward that the Malthusian
behavior holds for deterministic values of pθ0, θ1q. Indeed, in this setting, the physiolog-
ical symmetric model (i.e for elongation rates) does not exhibit a Malthusian behavior.
The population grows exponentially fast but the size distribution does not stabilize. It
is shown in [4, 21] that the latter oscillates at frequencies that depend on the initial
configuration. It is because of this atypical property that our demonstration of Malthu-
sian behaviour is delicate. Asymmetry of the elongation rate therefore guarantees the
vanishing of the initial condition as well as the absence of oscillation. That is an in-
teresting first conclusion of our results from a biological point of view. As we aim to
study the influence of asymmetry, we also study the variability of the growth rate of
the population with respect to the variation of α1 ´ α0 and θ1 ´ θ0. From an evo-
lutionary point of view [16, 24, 32, 33], the Malthusian rate λ is called the fitness and
determine if a mutant population can invade a resident one: a mutant with a larger
fitness should invade the resident population. We compute the partial derivatives of
pα1, α0, , θ1, θ0q ÞÑ λ “ λpα1, α0, , θ1, θ0q similarly as in [9, 23, 36, 38] for related models.
As in these works, these formulas involve unknown quantities such as eigenvectors. To
overcome this problem, numerical simulations are often used. Instead, we focus on the
particular case Bpxq “ x which includes the idea that large cells divide faster than
small cells. For this special division rate, we establish new formulas for the asymptotic
distribution, even in the symmetric case. We then extend some results of [26, 27, 43]
which establish some explicit formulas for the asymptotic distribution. To derive them,
we show that a clever transformation of the quantities involved satisfies a functional
equation with known solutions. As a consequence, we show that asymmetry is optimal
in a Darwinian sense. That is an interesting second conclusion of our results from a
biological point of view.
This paper is organized as follows. In Section 2, we define the measure-valued branch-
ing process modeling the physiologically and morphologically asymmetric cell division,
and we make the connection with semigroup theory and partial differential equations.
In Section 3, we prove our first main result concerning the long-time behavior of the
measure-valued branching process. In Section 4, we study the sensitivity of the Malthu-
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sian parameter as a function of the parameters of the model, we prove our second main
result and we establish several explicit formulas in the special case Bpxq “ x.
2 Definition of the model and main results
In this section, we precisely define our asymmetric size-structured branching process
and state our main results regarding its asymptotic behavior: existence of eigenelements,
which can be interpreted biologically as the Malthusian behavior and sensibility analysis
of these eigenelements with respect to the assymetry parameters. In the special case
where the division rate is the identity function, we state in addition the Darwinian
optimality of the asymmetric model.
2.1 Asymmetric branching process
In this section, we define the measure-valued branching process we use to model phys-
iologically and morphologically asymmetric cell division. It can be seen either as a
branching process [28], a piecewise deterministic Markov process [13] or a stochastic
differential equation with jumps [29]. Therefore we detail the model in these three
frameworks. We also introduce here all our notation and explain the link of our model
with the partial differential equations theory.
Branching process path-wise construction Throughout the paper, we use of the
classical Ulam-Harris-Neveu notation [14] to identify each individual in a genealogical
tree. Let
U “
ď
nPN
t0, 1un ,
denote the set of all the descendants of the original (unique) ancestor. The original
ancestor is labeled by H and is identified to t0, 1u0. When an individual u P U dies
(divides), it gives birth to two descendants labelled u0, u1. We denote by bu and du the
birth and the death dates of individual u. Let Vt be the set of alive individuals at time
t ě 0; that is
Vt “ tu P U | bu ď t ă duu .
We denote its cardinal by Nt; this represents the number of alive individuals at time
t. Every individual u P U at time t P rbu, duq possesses a trait Y ut “ pXut , P ut q, where
Xut P R` is the size of individual u at time t and P ut P t0, 1u is its status and encodes
that individuals may have two different dynamics. The global population is described
through the punctual measure
Zt “
ÿ
uPVt
δY ut PM`P pR`ˆt0, 1uq,
where M`P pR`ˆt0, 1uq denotes the set of positive and finite punctual measures on
R`ˆt0, 1u.
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Let us now describe the population random dynamics. For all t ě 0, we set Ft “
σtVs, pY us quPVs ,@s ď tu, the σ-field generated by the traits of all individuals born before
time t and up to time t (or their death, whichever comes first). Conditionnaly on Ft,
we have that
• For all u P Vt and t ď r ă du, the size of individual u up to its death grows
exponentially with a status-dependent growth rate: we have
Xur “ Xut exppαPut pr ´ tqq, P ur “ P ut ,
where α0 ą 0 and α1 ą 0 are the (possibly) different elongation rates modeling
physiological asymmetry. The status is constant until death.
• For all u P Vt, the death dates du are independent random variables with distri-
bution given by
Ppdu ą t` s | Ftq “ exp
ˆ
´
ż s
0
BpXut exppαPut rqqdr
˙
,
where B is a measurable function from R` onto R` representing the size-dependent
division rate. Indeed, as stated above Xut exppαPut rq is the size at time t ` r of
individual u given that it did not die between dates t and r.
• For all u P Vt, we have bu0 “ bu1 “ du, meaning that individual u dies (divides)
and at the same time gives birth to two individuals u0 and u1, and for i P t0, 1u,
Y uibui “ pθiXudu´, iq “ pθiXubue
αPu
t
pdu´buq, iq.
This equation means that the two new individuals get a different status, individual
u0 with status 0 inherits a proportion θ0 of the size at death of individual u, and
individual u1 with status 1 inherits a proportion θ1 of the size at death of individual
u. One has θ0 ą 0, θ1 ą 0 and θ0 ` θ1 “ 1. Allowing θ0 and θ1 to differ from 1{2
models morphological asymmetry.
This model is well defined until the explosion time T such that NT “ `8. We will show
in Lemma 3.1 below, that T “ 8 when the division rate B is locally bounded.
The process pZtqtě0 belongs to the class of measure-valued piecewise deterministic
Markov processes introduced in [11] and satisfy a stochastic differential equations with
jumps, as detailed below. In the sequel, we denote Epx,pq and Ppx,pq respectively the
expectation and probability conditionally to Z0 “ δpx,pq. For any measurable function
f : R` ˆ R` ˆ t0, 1u Ñ R, set
Ztpfq “ Ztpftq “
ÿ
uPVt
fpt, Y ut q “
ÿ
uPVt
ftpY ut q.
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Piecewise deterministic Markov process framework The only source of random-
ness of the process comes from the division clocks du. The special form of the distribution
of the division clocks yields that the measure-valued process pZtqtě0 is a measure-valued
piecewise deterministic Markov process. Its local characteristics, as defined in [11], are
as follows. For any punctual measure ζ “ řnj“1 δpxj ,pjq PM`P pR`ˆt0, 1uq, and t ě 0,
• the flow is defined by
Φpζ, tq “
nÿ
j“1
δ
pxje
αpj
t
,pjq
,
• the jump intensity is λpζq “ řnj“1Bpxjq,
• the Markov jump kernel is given by
Qpζ,Aq “
nÿ
k“1
Bpxkqřn
j“1Bpxjq
1Apζ ´ δpxk,pkq ` δpθ0xk,0q ` δpθ1xk,1qq,
for all Borel subset A of M`P pR`ˆt0, 1uq.
Stochastic differential equation framework The dynamics of the measure-valued
process pZtq can also be described in terms of stochastic differential equation with jumps.
Let N pds, du, dlq be a Poisson point measure on R` ˆ U ˆ R` of intensity ds npduq dl
where ds, dl are Lebesgue measures and npduq the counting measure on U . If f : R` ˆ
R`ˆt0, 1u Ñ R is a bounded measurable function with bounded measurable derivatives
then denote, one has
Ztpftq “
ÿ
uPVt
ftpY ut q “
ÿ
uPVt
ftpXut , P ut q (1)
“
ÿ
uPV0
f0pY u0 q `
ż t
0
ÿ
uPV0
`BsfspY us q ` αPus Xus Bxfs pY us q˘ ds
`
ż
r0,tsˆUˆR`
1uPVs,lďBpXus´q
`
fspθ0Xus´, 0q ` fspθ1Xus´, 1q ´ fspY us´q
˘
N pds, du, dlq.
See [3, 20, 31, 41] for details.
Transitions semi-group We can naturally associate to pZtqtě0 the semigroup pMtqtě0
defined for any non-negative measurable function f : R`ˆt0, 1u Ñ R by
Mtfpx, pq “ E
«ÿ
uPVt
fpY ut q
ˇˇ
Z0 “ δpx,pq
ff
“ Epx,pq
« ÿ
uPVt
fpY ut q
ff
, (2)
which describes the mean behavior of Ztpfq. We will see in Lemma 3.1, thatMt also acts
on bounded functions f through Equation (2). Let us define C1`pp0,`8q ˆ t0, 1uq the
space of non negative and continuous functions with continuous derivative with respect
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to the variable x P R`. In Lemma 3.2, we show that the extended generator A of
pMtqtě0 reads
Afpx, pq “ αpxBxfpx, pq `Bpxq pfpθ0x, 0q ` fpθ1x, 1q ´ fpx, pqq ,
for all f P C1`pp0,`8q ˆ t0, 1uq. The dual semigroup M˚t µ “ µMt describes the mean
behavior of the process Z, that is µMt “ E rZt|Z0 “ µs, for µ PM`P pR`ˆt0, 1uq. Let us
now end this subsection by a link with partial differential equation theory. If we define
pµtq, pµ0t q and pµ1t q by the equality
µMt “ µtpdx, dpq “ δ0pdpqµ0t pdxq ` δ1pdpqµ1t pdxq,
we obtain the following system of growth-fragmentation equations satisfied by pµ0, µ1q:
for all p P t0, 1u, one has
Btµpt pxq ` Bxpαpxµpt pxqq `Bpxqµpt pxq (3)
“ 1
θp
B
ˆ
x
θp
˙
µ0t
ˆ
x
θp
˙
` 1
θp
B
ˆ
x
θp
˙
µ1t
ˆ
x
θp
˙
.
Equation (3) is a system of growth-fragmentation equations with growth rates variability.
To our knowledge, this equation (or more precisely, this system of equations) has never
been introduced before. Our main result (see Theorem 2.2) states that the solutions of
Equation (3) converges at exponential speed to some stable distribution in some weighted
L1´norm.
2.2 Existence of eigenelements and spectral gap inequality
In this section we state our main results concerning the eigenelements of the general
asymmetric model. We first make two assumptions to avoid atypical behaviors.
Assumptions 2.1.
(i) Function B is a positive and continuous function on p0,`8q such that
lim
xÑ0
Bpxq “ 0, lim
xÑ8
Bpxq “ `8.
(ii) Elongation rates verify α0 ‰ α1.
The first assumption states that small cells do not divide and very large cells divide
at once. To see informally the necessity of this type of assumptions, consider the sim-
pler process pXtqtě0 modeling a single cell lineage (without branching) with a constant
division rate (i.e. jump rate) B. This process increases exponentially between jumps
and jumps from XT´ to XT “ ΘXT´ at Poissonian times T ; where Θ is a random
variable taking value in tθ0, θ1u. This process is then the exponential of a Levy process.
Thus, it has 3 possible asymptotic behaviors: convergence to infinity, convergence to 0
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or oscillation without convergence [5, Corollary 2 p.190]. To avoid such trivial behavior,
we assume that small cells do not divide and large cells divide faster.
The second assumption is the physiological asymmetry assumption which is necessary
to avoid oscillation of the size distribution depending on the initial state as shown
in [4, 21].
Our first significant result concerns the existence of eigenelements and the conver-
gence of the semigroup at exponential speed.
Theorem 2.2. Suppose Assumptions 2.1 hold. Then there exist a probability measure
γ, a measurable function h : p0,`8q ˆ t0, 1u Ñ p0,`8q and λ ą 0 such that γphq “ 1
and
@t ě 0, Mth “ eλth, γMt “M˚t γ “ eλtγ. (4)
Moreover, h ď V , γpV q is finite and there exist C,ω ą 0 such that for all t ě 0 and
measure µ, one has
sup
}f{V }8ď1
ˇˇˇˇ
e´λtµMtf ´ µphq
ż
fdγ
ˇˇˇˇ
ď Ce´ωtµp1` V q, (5)
where V : x ÞÑ xq ` 1
xq
for some q ą 0, and the supremum in (5) is taken over all
measurable functions f such that f{V is bounded by 1.
In other words, this theorem reads
Epx,iq
«ÿ
uPVt
fpXut , P ut q
ff
“ hpx, iqeλtγpfq `Opepλ´ωqtq,
where O is the Landau notation; this mean that e´pλ´ωqtOpepλ´ωqtq is uniformly bounded
over measurable functions f such that f{V is bounded.
Setting f “ 1, we see that the mean number of individuals grows exponentially at
rate λ, which is called Malthusian behavior in population dynamics. Parameter λ is
called the Malthusian parameter. In addition we can prove that λ is between α0 and
α1; see Remark 3.6.
Inequality (5) ensures the uniqueness (up to multiplicative constants) of the eigenele-
ments. More precisely, if there exists a measurable function rh, bounded by V , and a
number rλ such that for all t ě 0 (or at least one), Mtrh “ erλtrh then by choosing µ “ δx
and f “ rh in Equation (5) then we see that rλ “ λ and rh “ γprhqh. Similarly, probability
measure γ is unique.
When α0 “ α1, the existence and uniqueness of a unique triplet pλ, h, γq of eigenele-
ments that satisfies (4) was proven in [18] for the symmetric equation (with one cell
population) but the convergence (5) is false [4]. Using this result, we prove in Lemma 4.3
and Lemma 4.4 that existence and uniqueness also hold true for our system of two cell
equations.
We can go further than exhibiting the mean behavior of the process. Indeed, we
can study the variation of the Malthusian parameter as a function of the parameters of
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the model. To do so, we introduce the following change of variable. Let α1 “ α ` ǫ,
α0 “ α´ ǫ in a such way that α “ pα0 ` α1q{2 and ǫ “ pα1 ´ α0q{2, θ “ θ0 (recall that
θ1 “ 1´ θ0) and u “ pα, ǫ, θq P p0,`8q2 ˆ p0, 1q.
We now study the eigenelements pλ, γ, hq as functions of u. However, for the sake of
simplicity we do not highlight this dependence on the parameter u in the notation (it
will be done in Section 4).
Theorem 2.3. Under Assumptions 2.1 (i) and if B is C1 then h is C2 and
(i)
Bλ
Bα “
ż
t0,1u
ż `8
0
xBxhpx, pqγpdx, dpq,
(ii)
Bλ
Bǫ “
ż
t0,1u
ż `8
0
p2p´ 1qxBxhpx, pqγpdx, dpq,
(iii)
Bλ
Bθ “
ż
t0,1u
ż `8
0
Bpxq rBxhpθx, 0q ´ Bxhpp1 ´ θqx, 1qs γpdx, dpq.
On the one hand, this result establishes the regularity of the Malthusian parameter.
On the other hand, it extends some results of [35, 36] to our asymmetric framework.
In the symmetric case α0 “ α1 “ α, the eigenvalue is λ “ α and the eigenfunction
is h : px, pq ÞÑ x. From Theorem 2.3 piiq the influence of physiological asymmetry is
related to the asymptotic mean size of the cells. Unfortunately, the asymptotic measure
γ is generally unknown. From Theorem 2.3 piq, the malthusian parameter λ is increasing
with α. There are no similar arguments in the non-symetric case.
2.3 The particular case Bpxq “ x
In the special case where the division rate B equals the identity function, we obtain more
explicit results such as the shape of γ, the moments of γ, etc which generalize results
of [26, 27]. These results are in Section 4. Together with Theorem 2.3, these additional
properties yield the Darwinian optimality of asymmetry which reads as follows.
Theorem 2.4. Let θ P p0, 1q be such that 1´ θ ă θ and α P p0,`8q. At u “ pα, 0, θq,
we have Bλ
Bǫ ă 0.
Theorem 2.4 implies that if a cell divides into two daughter cells with morphological
asymmetry (θ ‰ 1{2), then it is optimal, in the Darwinian sense that the Malthusian
parameter is increased, that the two daughter cells have different elongation rates and
thus also exhibit physiological assymetry. More precisely, it is advantageous for the
largest cell at division to elongate faster.
The rest of this paper is dedicated to the proofs of our main results theorems 2.2,
2.3, 2.4 and some additional results.
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3 Malthusian behavior: eigenelements of the semi-group
This section is dedicated to the proof of Theroem 2.2 exhibiting the eigenelements of the
semi-group of our asymmetric branching process. Biologically speaking, it establishes
the Malthusian behavior of the asymmetric model. We start with preliminary results
concerning the non-explosion of the process and its infinitesimal generator in section 3.1,
and then proceed to the proof in section 3.2 by using the approach developed in [2].
3.1 Non explosion and martingale properties
We first establish that under mild condition on the division rate B, the process does not
explode in finite time. To that end, we introduce the notation:
α “ maxpα0, α1q, α “ minpα0, α1q.
Lemma 3.1. If B is locally bounded on all intervals of the type r0,M s, for all M ě 0,
then the population does not explode and for all px, pq P R` ˆ t0, 1u and T ą 0, one has
Epx,pqrNT s ď exp
˜
T sup
yďxeαT
Bpyq
¸
.
In particular, pMtqtě0 acts on bounded and measurable functions.
Proof. Starting with one cell with size x and status p, all its descendants have size lower
than xeαT up to time T . Using for instance the Gillepsie algorithm, one can couple our
model on r0, T s with a simple Yule process pΥtq0ďtďT with branching rate
B “ sup
yďxeαT
Bpyq,
in such a way that the number Nt of individuals in the original process at time t ď T is
bounded by Υt. See for instance [28, Section 8 p.105] for the definition and properties
of Yule process. Finally as E1rΥts ď eBt, one obtains
Epx,pqrNT s ď E1rΥT s ď eTB.
As this quantity is finite for all T , the process does not explode in finite time.
An alternative proof could be to use the SDE (1) with a stopping time argument as
in [20, Theorem 4.1].
Let us define the operator A acting on the space of C1 functions f by
Afpx, pq “αpxBxfpx, pq `Bpxq pfpθ0x, 0q ` fpθ1x, 1q ´ fpx, pqq , (6)
for every px, pq P R`ˆt0, 1u.
In the following lemma, we derive a Duhamel type formula (variation of constants
formula for semigroups) describing the evolution of pMtqtě0. Consequently, we show
that operator A is, in the sense stated in this lemma, the generator of pMtqtě0.
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Lemma 3.2. Assume that B is locally bounded over all intervals of the type r0,M s, for
all M ě 0.
(i) For all px, pq P R`ˆt0, 1u, t ě 0 and measurable functions f such that Mtf is
well defined we have
Mtfpx, pq “ fpxeαpt, pqe´
şt
0
Bpxeαpsqds
`
ż t
0
e´
şs
0
Bpxeαps
1
qds1BpxeαpsqMt´sfpθ0xeαps, 0qds
`
ż t
0
e´
şs
0
Bpxeαps
1
qds1BpxeαpsqMt´sfpθ1xeαps, 1qds.
(ii) For all bounded C1 functions f such that Af is bounded, we have thatˆ
Ztpfq ´ Z0pfq ´
ż t
0
ZspAfqds
˙
tě0
is a martingale.
Proof. piq We split the expression of Mtfpx, pq depending on the ancestor individual
being still alive at time t or not. Using the branching property, we obtain
Mtfpx, pq “ Epx,pq
« ÿ
uPVt
fpY ut q1dHąt
ff
` Epx,pq
« ÿ
uPVt
fpY ut q1dHďt
ff
“ fpxeαpt, pqPpdH ą tq
` Epx,pq
»–E
pθ0xe
αpdH ,0q
»– ÿ
uPVt´dH
fpY ut´dHq
fifl 1dHďt
fifl
` Epx,pq
»–E
pθ1xe
αpdH ,1q
»– ÿ
uPVt´dH
fpY ut´dHq
fifl 1dHďt
fifl
“ fpxeαpt, pqe´
şt
0
Bpxeαpsqds
`
ż t
0
e´
şs
0
Bpxeαps
1
qds1BpxeαpsqMt´sfpθ0xeαps, 0qds
`
ż t
0
e´
şs
0
Bpxeαps
1
qds1BpxeαpsqMt´sfpθ1xeαps, 1qds.
piiq Fix a bounded C1 function f and px, pq P R`ˆt0, 1u. From piq, we have that
t ÞÑMtfpx, pq is derivable at time t “ 0 and
BMtf
Bt
ˇˇˇ
t“0
px, pq “ Afpx, pq.
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If Af is further bounded, by the semigroup (or Markov) property and the dominated
convergence theorem, we have that t ÞÑMtfpx, pq is derivable at every time t and
BMtf
Bt px, pq “MtAfpx, pq.
Finally piiq is a consequence of the previous equation and Markov property (as in [19,
Proposition 1.7 p. 162]).
Note again that Lemma 3.2 piiq could be proved through the SDE (1).
3.2 Proof of Theorem 2.2
To prove Theorem 2.2, we use the approach developped in [2]. To do so, we have to
verify that the semigroup pMtqtě0 satisfies [2, Assumptions A] which are the existence of
Lyapunov functions, a mass ratio inequality and a Doeblin minoration condition. These
three steps are described in the next three subsections.
3.2.1 Lyapunov functions
Let V, φ : p0,`8q ˆ t0, 1u Ñ p0,`8q defined by
φpx, pq “ x` 1
x
, V px, pq “ xq ` 1
xq
,
for some q ě pα ` 2q{α ą 1. Note that we have V ě φ ě 0, and that both V and φ
belong to C1`pp0,`8q ˆ t0, 1uq.
The aim of this subsection is to show that V and a well-suited function ψ introduced
in Equation (12) below verify [2, Assumption (A0) (A1) (A2)], that roughly speaking
states that ψ ď V , functions MtV,Mtψ are locally bounded and
MτV ď αV ` θ1Kψ, Mτψ ě βψ, (7)
for some β ą α and τ ą 0, where K Ă p0,`8q is a compact set. These assumptions
guaranty some compactness (or tightness) property for the dynamics of the semigroup.
We start with establishing drift properties for φ and V , based on straightforward
analytic calculations.
Lemma 3.3. Under Assumption 2.1, there exist a, b, ζ P R such that b ą a and
Aφ ě bφ and AV ď aV ` ζφ.
Proof. Let φ0 : px, pq ÞÑ x and φ1 : px, pq ÞÑ 1{x. As the division rate B is non negative,
we have
Aφ0 ě αφ0, Aφ1 ě ´αφ1.
Thus, we have the first inequality with b “ ´α. Now, we write again V “ V0 ` V1 with
V0 : px, pq ÞÑ xq and V1 : px, pq ÞÑ 1{xq and separate the calculations. On the one hand,
we have
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AV0px, pq “ xq pqαp ´Bpxqp1´ θq0 ´ θq1qq ,
and as Bpxq Ñ 8 as x tends to infinity, there exists N such that for all x ě N ,
qα´Bpxqp1´ θ20 ´ θ21q ď b´ 1.
Recall that b “ ´α so that ´pb ´ 1q ą 1 and q ą 1. Thus for all x ě maxt1, Nu, one
has
AV0px, pq ´ pb´ 1qV px, pq ď ´pb´ 1qx´q ď ´pb´ 1qx ď ´pb´ 1qφpx, pq.
Therefore AV0 ´ pb ´ 1qV is bounded by ζ0φ for ζ0 large enough. On the other hand,
we have
AV1px, pq ď V1px, pq
´
´qα`Bpxqpθ´q
0
` θ´q
1
´ 1q
¯
ď V1px, pqpb´ 2`Bpxqpθ´q0 ` θ´q1 ´ 1qq,
as q ě pα ` 2q{α and b “ ´α. Similarly as above, as limxÑ0Bpxq “ 0 we obtain that
AV1 ´ pb ´ 1qV is bounded by ζ1φ for some large enough ζ1 ą 0. We then obtain the
desired result by setting a “ b´ 1 and ζ “ ζ0 ` ζ1.
Lemma 3.3 above almost gives the sufficient drift conditions of [2, Proposition 2.2]
to verify [2, Assumption (A0) (A1) (A2)]. However, a lower bound is missing. The
rest of this subsection is dedicated to adapting arguments of the type [12] to prove [2,
Assumption (A0) (A1) (A2)] in our setting.
Lemma 3.4. Under Assumption 2.1, for every t ě 0, MtV and Mtφ are finite. More-
over,
MtV ď epa`ζqtV, Mtφ ě ebtφ, (8)
and
MtV ď eatV ` ζ
a´ bMtφ, (9)
where a, b, ζ are the constants from Lemma 3.3.
Proof. We begin the proof by a standard localization argument (as in [34]) to prove
that martingale properties of Lemma 3.2 extend to non-bounded functions, then we use
Gronwall lemma. Let m ą 0 and set
τm “ inf tt ě 0 | Du P Vt, Xut R r1{m,msu .
As V and AV are bounded over r1{m,ms, it follows from Lemma 3.2 thatˆ
Zt^τmpV q ´ Z0pV q ´
ż t^τm
0
ZspAV qds
˙
tě0
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is a martingale. Now from Lemma 3.3, AV ď CV for C “ a`ζ, then pe´Cpt^τmqZt^τmpV qqtě0
is a supermartingale (see [19, Corollary 3.3 p. 66] for instance) one obtains
Epx,pq
“
e´CtZtpV q
‰ ď lim inf
mÑ8
Epx,pq
”
e´Cpt^τmqZt^τmpV q
ı
ď V px, pq.
We deduce from this inequality and from φ ď V , that ZtpV q and Ztpφq are integrable and
MtV ď epa`ζqtV . As a consequence, using Lemmas 3.2, 3.3, the preceding localization
argument, and now dominated convergence, we obtain
MtV ď V `
ż t
0
paMsV ` ζMsφqds, (10)
and
Mtφ ě φ` b
ż t
0
Msφds. (11)
On the first hand, Equation (11) and Gronwall Lemma entail the second equation in (8).
On the other hand, Equation (10) and Gronwall Lemma entail
MtV ď eatV ` ζ
ż t
0
eapt´sqMsφds.
Applying operator Ms to the second functional inequality in (8) taken at t ´ s yields
Msφ ď e´bpt´sqMtφ and ends the proof of Equation (9).
Fix now τ ą 0 and set
ψ “ e´pa`ζqτMτφ. (12)
We have the straightforward inequality
ψ ď e´pa`ζqτMτV ď V,
and we can now prove that Equations (7) hold.
Lemma 3.5. There exist β ą α, θ ą 0 and a compact set K such that
MτV ď αV ` θ1Kψ, (13)
and
Mτψ ě βψ. (14)
Proof. Let K “ tV ď Rψu, where constant R will be fixed below. Lemma 3.4 gives (13)
and (14) with
α “ eaτ ` 1
R
, β “ ebτ , θ “ ζ
a´ b .
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By choosing a sufficiently large R, one gets the desired inequality β ą α (recall that
b ą a from Lemma 3.3). It remains to prove that K is a compact set. To that end, let
us show that
lim
xÑ0
ψpx, pq
V px, pq “ limxÑ`8
ψpx, pq
V px, pq “ 0. (15)
From Lemma 3.2 piq and Lemma 3.4, we have
epa`ζqτψpx, pq “Mτφpx, pq
“ φpxeαpτ , pqe´
şτ
0
Bpxeαpsqds
`
ż τ
0
e´
şs
0
Bpxeαps
1
qds1BpxeαpsqMτ´sφpθ0xeαps, 0qds
`
ż τ
0
e´
şs
0
Bpxeαps
1
qds1BpxeαpsqMτ´sφpθ1xeαps, 1qds
ď φpxeαpτ , pqe´
şτ
0
Bpxeαpsqds
`
ż τ
0
e´
şs
0
Bpxeαps
1
qds1Bpxeαpsqepa`ζqpτ´sqV pθ0xeαps, 0qds
`
ż τ
0
e´
şs
0
Bpxeαps
1
qds1Bpxeαpsqepa`ζqpτ´sqV pθ1xeαps, 1qds.
Then using Assumption 2.1 and the definitions of φ and V , we obtain the limits (15).
Remark 3.6. When the existence of eigenelements is known, the preceding inequalities
allow to give some bounds on eigenvalues λ. More precisely as φ0 : x ÞÑ x is bounded by
V , Ztpφ0q is integrable and from Lemma 3.2 and
αφ0 ď Aφ0 ď αφ,
we find that peαtZtpφ0qqtě0 and peαtZtpφ0qqtě0 are sub and super-martingales. Integrat-
ing over Eγ, we find
α ď λ ď α.
3.2.2 Mass ratio inequality
We now show the mass-ratio inequality that states that almost all cells will grow with
almost the same speed. This corresponds to [2, Assumption (A4)] or Equation (16).
Lemma 3.7. For any compact set K Ă p0,`8q, there exist d ą 0 such that for all
px,mq and py, pq in K ˆ t0, 1u and t ě 0, one has
Mtψpx,mq ě dMtψpy, pq. (16)
Proof. The proof is based on the approach developed in [12]. Let us fix px,mq and py, pq
in K ˆ t0, 1u and some time
T ą 1
α
log
ˆ
maxpKq ´minpKq
minpθ0, θ1q
˙
.
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There exists k P N and s ď T such that
y “ θk0θpeα0pT´sqαpsx.
Let use the notation of the path-wise construction introduced in Section 2.1. Let v “
01 ¨ ¨ ¨ 1 with k times the digit 0. We have
MT fpx,mq ě Epx,mq
»–1bvďT,dvěT`s ÿ
uPVv
T
fpXuT , P uT q
fifl ,
where VvT is the set of individuals that are issued from individual v and alive at time T .
As Y vbv`s “ py, pq, the strong Markov property gives
MT fpx,mq ě Epx,mq r1bvďT,dvěT`sMT´bv´sfpy, pqs .
Then for f “Mrψ and r ě 0 we have
Mr`Tψpx,mq ěMr`Tψpy, pqEpx,mq
”
1bvďT,dvěT`se
bpT´bv´sq
ı
.
Now px, yq ÞÑ Epx,mq
“
1bvďT,dvěT`se
bpT´bv´sq
‰
(note that s and k hence v depend on y)
is a continuous function on a compact set and then has a lower bound d0. Hence the
result holds for any t “ r ` T ě T . Now set t ď T . One has
Mtψpy, pq ďMtV py, pq ď epa`ζqtV py, pq ď epa`ζqt supK V
infK ψ
ψpx,mq
ď epa`ζqt´bt supK V
infK ψ
Mtψpx,mq,
hence the result also holds true for t ď T .
3.2.3 Doeblin minoration
In this subsection, we show the Doeblin minoration condition [2, Assumption (A3)].
This assumption is an irreducibility and aperiodicity type assumption.
Lemma 3.8. For any compact set K Ă p0,`8q, there exist a probability measure ν and
c ą 0 such that
@px, pq P Kˆ t0, 1u, δpx,pqMτ ě cν,
where τ is defined above Equation (12).
Proof. Let δ ă minpKq. We show that starting from one cell of size in K, there is a
(possibly very small but) positive probability that at time τ , there is at least one cell
which size is uniformly distributed on I “ rδ1, δs, for any δ1 ă δ fixed.
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Using the notation of the path-wise construction of Section 2.1, we have, for any
non-negative measurable function f ,
δpx,pqMτf ě
ÿ
kě0
Epx,pq
”
f
´
eαpdHeα0pd0´b0qeα1pτ´d0qθ0θ
k
1x, 1
¯
1b01¨¨¨1ďτăd01¨¨¨1
ı
“
ÿ
kě0
Epx,pq
”
f
´
eb0pαp´α0qed0pα0´α1qeα1τqθ0θ
k
1x, 1
¯
1b01¨¨¨1ďτăd01¨¨¨1
ı
,
where 01 ¨ ¨ ¨ 1 contains one 0 succeeded by k times 1. The only source of randomness in
the last expectation are b0, d0, b01¨¨¨1 and d01¨¨¨1. As B is non-negative, the couple pb0, d0q
admits a density pb, dq ÞÑ ϕxpb, dq with respect to the Lebesgue measure. Moreover,
This density is positive over the set
tpb, dq P p0, τq2 | d ą bu,
and pb, d, xq ÞÑ ϕxpb, dq is continuous. One also has
Ppx,pqpb01¨¨¨1 ď τ ă d01¨¨¨1q ą 0,
and thus the latter probability is uniformly lower bounded over K by a some positive
constant (depending on k). Then, by a change of variable (on d0), for some constants
ck, c ą 0, one obtainsÿ
kě0
Epx,pq
”
f
´
eb0pαp´α0qed0pα0´α1qeα1τθ0θ
k
1x, 1
¯
1b01¨¨¨1ďτăd01¨¨¨1
ı
ě
ÿ
kě0
ck
ż eτpα0´α1qeα1τ θ0θk1x
eα1τ θ0θ
k
1
x
fpu, 1qdu
ěc
ż
I
fpu, 1q
δ ´ δ1 du.
The result is proved by setting νpfq “ ş
I
fpu,1q
δ´δ1 du.
Remark 3.9. Lemma 3.8 is the only step where we used Assumption 2.1 piiq. When
α0 “ α1, Lemma 3.8 is not satisfied. We can see in the proof that the change of variable
is no longer possible because d ÞÑ edˆ0 is constant. As shown in [4,21], in such a model,
the distribution of the process is concentrated in a comb that depends on the initial
conditions and then does not verify the Doeblin assumption. This is why eigenelements
exist (see [18]) but the convergence does not hold (see [22]).
Wa can now turn to the proof of Theorem 2.2.
Proof of Theorem 2.2. Theorem 2.2 is now a consequence of [2, Theorem 2.1] and
Lemmas 3.5, 3.7 and 3.8 that establish that [2, Assumptions A] hold in our context. l
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4 Variations of the principal eigenvalue
This section is dedicated to the study of the variations of the principal eigenvalue λ
from Theorem 2.2 with explicit formulas in the special case Bpxq “ x. In particular, it
contains the proof of Theorems 2.3 and 2.4. More specifically, recall the decompositions
α1 “ α` ǫ, α0 “ α´ ǫ in a such way that α “ pα0 `α1q{2 and ǫ “ pα1´α0q{2, θ “ θ0.
Theorems 2.3 and 2.4 describe the variations of the map u “ pα, ǫ, θq P p0,`8q2 ˆ
p0, 1q ÞÑ λ and show that under some suitable assumptions, asymmetry is optimal.
This section is organized as follows. We begin by proving the regularity of eigenele-
ments and then proove Theorem 2.3 in Section 4.1. Then we give a general formula for
the eigenmeasure in Section 4.2. Finally, we conclude this part by studying the special
case where B is the function x ÞÑ x and by proving Theorem 2.4 in Section 4.3.
4.1 Regularity of the eigenelements and proof of Theorem 2.3
We begin by proving that the eigenfunction h defined in Theorem 2.2 is smooth enough.
Lemma 4.1. Under Assumption 2.1, h is in C1 and
Ah “ λh.
Moreover, if B is in Cp then h is in Cp`1.
Proof. We begin by showing that x ÞÑ hpx, pq is continuous. From Lemma 3.2 piq, we
have
eλthpx, pq “ hpxeαpt, pqe
şt
0
Bpxeαpsqds
`
ż t
0
Bpxeαpsqe
şs
0
Bpxeαps1qds1eλpt´sqphpθ0xeαps, 0q ` hpθ0xeαps, 1qqds.
Thus the function Ξ defined by
Ξpt, xq :“
ż t
0
Bpxeαpsqe
şs
0
Bpxeαps
1
qds1eλpt´sqphpθ0xeαps, 0q ` hpθ1xeαps, 1qqds
verifies
Ξpt, xq ď
ż t
0
Bpxeαpsqe
şs
0
Bpxeαps
1
qds1eλpt´sqpV pθ0xeαpsq ` V pθ1xeαpsqqds,
as h ď V . This function then tends to 0 when tÑ 0. Then fixing y ą 0 and choosing t
such that y “ xeαpt, we get
hpx, pq “ hpy, pqapx{y, xq ` bpx{y, xq
where a, b are two functions satisfying
lim
yÑx
apx{y, xq “ 1, lim
yÑx
bpx{y, xq “ 0.
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Thus x ÞÑ hpx, pq is continuous as hpy, pq tends to hpx, pq as y trends to x. The proof
of the differentiation is similar. Indeed, we have
hpxeαptq “ eλthpx, pq ´
ż t
0
Bpxeαpsqe
şs
0
Bpxeαps1qds1eλpt´sqphpθ0xeαpsq ` hpθ1xeαpsqqds.
As h is continuous, we can differentiate the right member of the right hand side. Then
we obtain that h can be differentiated and one has (punctually) Ah “ λh. This yiels
that Bxh is continuous and then h is C1. The functional equation Ah “ λh and the
inequality h ď V permit to bound Bxh and then dominated convergence implies the last
regularity property.
From now on, we study the eigenelements pλ, γ, hq from Theorem 2.2 as functions
of u. We highlight this dependence on the parameter u by denoting Au instead of
A the extended generator of the semigroup pMtqtě0 defined in (6) (the term extended
generator is used from Lemma 3.2 and definitions in [34, Section 1.3], [13] which are
closely related). It is defined for C1 functions f by
Aufpx, pq “ pα´ p1´ 2pqǫqxBxfpx, pq `Bpxqpfpθx, 0q ` fpp1´ θqx, 1q ´ fpx, pqq. (17)
Similarly, we denote by pλu, hu, γuq the eigenelements of Theorem 2.2 and also use
the notation λpuq “ λu. Using Lemma 4.1, we can now prove the continuity of the
eigenvectors with respect to the parameters u.
Lemma 4.2. If B is in C2 then the maps u ÞÑ λu, u ÞÑ hu and u ÞÑ γvphuq are
continuous on p0,`8q2 ˆ p0, 1q for every v P p0,`8q2 ˆ p0, 1q.
Proof. Let punq be any sequence converging to some fixed u P p0,`8q2 ˆ p0, 1q . We
will show that pλun , hunq tends to pλu, huq as n tends to infinity.
By Remark 3.6, pλuq is bounded and by Lemma 4.1, hun is in C2. Using Aunhun “
λunhun and hun ď V , we can bound hunpx, pq, Bxhunpx, pq and B2xhunpx, pq locally in x
uniformly in n. Then Arzelà–Ascoli theorem ensures that pλun , hun , Bxhunq is relatively
compact (for the compact convergence). Taking the (punctual) limit in Aunhun “
λunhun shows that each adherence point pλ, h, Bxhq of this sequence verifies Auh “ λh
and h ď V . Then uniqueness of eigenelements shows that λ “ λu and h “ hu. Finally
the last statement comes from dominated convergence.
We can now differentiate the eigenvalue; namely we are now able to prove Theorem
2.3.
Proof of Theorem 2.3. The proof is based on the equality
λu ´ λv “ γv ppAu ´Avqhuq
γvphuq . (18)
(i) We note u “ pα` δ, ǫ, θq and v “ pα, ǫ, θq. We have
γvppAu ´Avqhuq “
ż `8
0
ż
t0,1u
δxBxhupx, pqγvpdx, dpq,
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that allows us to conclude by dividing by δ, taking the limit δ Ñ 0 and using Lemma
4.2.
(ii) We note u “ pα, ǫ ` δ, θq and v “ pα, ǫ, θq. We have
γvppAu ´Avqhuq “
ż `8
0
r´pǫ` δqxBxhupx, 0q ` ǫxBxhupx, 0qs γvpdx, 0q
`
ż `8
0
rpǫ` δqxBxhupx, 1q ´ ǫxBxhupx, 1qs γvpdx, 1q
“ δ
ˆż `8
0
xBxhupx, 1qγvpdx, 1q ´
ż `8
0
xBxhupx, 0qγvpdx, 0q
˙
,
that allows us to conclude by dividing by δ, taking the limit δ Ñ 0 and using Lemma
4.2 again.
(iii) We note u “ pα, ǫ, θ ` δq and v “ pα, ǫ, θq We have
pAu ´Avqhupx,mq “ Bpxq phuppθ ` δqx, 0q ` hupp1´ θ ´ δqx, 1q ´ hupx,mqq
´Bpxq phupθx, 0q ` hupp1 ´ θqx, 1q ´ hupx,mqq .
We conclude by integrating over γv, by taking the limit δ Ñ 0 and using Lemma 4.2
one last time.
4.2 Explicit eigenmeasure: a general formula
Before focusing on the special case Bpxq “ x, let us establish here a link between the
limiting distribution of the classical symmetric model (as in [26, 35] for instance) and
our asymmetric model.
Lemma 4.3. When ǫ “ 0 (that is α0 “ α1), the eigenmeasure γu is given by
γupdx, dpq “ γ0upxqδ0pdpq ` γ1upxqδ1pdpq,
with
γ0upxq “ e´
şx
1
Bprq`2α
αr
dr
ż x{θ
0
e
şyθ
1
Bprq`2α
αr
dr 1
αθy
BpyqUupyqdy,
γ1upxq “ e´
şx
1
Bprq`2α
αr
dr
ż x{p1´θq
0
e
şyp1´θq
1
Bprq`2α
αr
dr 1
αp1 ´ θqyBpyqUupyqdy,
where Uu is the density of the eigenmeasure for the one-population symmetric model, i.e.
it satisfies:
αxU 1upxq ` p2α `BpxqqUupxq “
1
1´ θB
ˆ
x
1´ θ
˙
Uu
ˆ
x
1´ θ
˙
` 1
θ
B
´x
θ
¯
Uu
´x
θ
¯
, (19)
and
ş`8
0
Uupxqdx “ 1.
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Lemma 4.3 is a cornerstone in the proof of Theorem 2.4. In addition it is inter-
esting by itself. Indeed, it can trivially be generalized for random divisions (random
θ) and using results of [26, 27], we can exhibit some explicit formulas for γ for explicit
distributions of θ (for instance θ uniformly distributed in p0, 1q).
Proof. In this proof we denote the eigenmeasure (by abuse of notation):
γupdx, dpq “ γ0upxqdxδ0pdpq ` γ1upxqdxδ1pdpq.
Since u “ pα, 0, θq we have λu “ α. Using Equation (17) with fpx, 0q “ 0 and fpx, 1q “
fpxq we obtain:
α
ż `8
0
fpxqγ1upxqdx “
ż `8
0
Aufpx, 1qγ1upxqdx`
ż `8
0
Aufpx, 0qγ0upxqdx
“
ż `8
0
pαxBxfpxq `Bpxqpfpp1 ´ θqxq ´ fpxqqqγ1upxq
`
ż `8
0
Bpxqfpp1´ θqxqγ0upxqdx
“
ż `8
0
fpxq `´αpγ1upxq ` xBxγ1upxqq ´Bpxqγ1upxq
` 1
1´ θB
ˆ
x
1´ θ
˙
γ1u
ˆ
x
1´ θ
˙
` 1
1´ θB
ˆ
x
1´ θ
˙
γ0u
ˆ
x
1´ θ
˙˙
dx.
We deduce that
αxBxγ1upxq ` p2α `Bpxqqγ1upxq “
1
1´ θB
ˆ
x
1´ θ
˙
γ1u
ˆ
x
1´ θ
˙
` 1
1´ θB
ˆ
x
1´ θ
˙
γ0u
ˆ
x
1´ θ
˙
.
We write Uupxq “ γ1upxq ` γ0upxq and we conclude by solving the previous equation. In
particular the measures pγ0u, γ1uq are absolutely continuous with respect to the Lebesgue
measure.
Lemma 4.4. When ǫ “ 0 (that is α0 “ α1), we have, for every x ą 0,
hpx, 0q “ hpx, 1q “ x.
Proof. By linearity h “ hp¨, 0q`hp¨, 1q is a positive eigenvector of the classical symmetric
equation and then, by uniqueness, h : x ÞÑ x; see [18] for details. Now, for i P t0, 1u and
x ą 0, we set
gpx, iq “ ´gpx, 1 ´ iq “ hpx, iq ´ hpxq.
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We will show gi “ 0. On the one hand, as hp¨, iq ě 0, gp¨, iq “ ´gp¨, 1´ iq, and hp0q “ 0,
we necessarily have gp0, iq “ 0. Using the eigenvector equations, we have
αg0pxq “ αxg10pxq `Bpxqpg0pθ0x, 0q ´ g0pθ1x, 1q ´ g0pxqq,
and by integration,
g0pxq “
ż x
0
pα`Bpuqqg0puq `Bpuqg0pθ1uq ´Bpuqg0pθ0uq
αu
.du
Then, there exists C ą 0, such that for any δ P r0, 1s,
ζpδq :“ sup
xPr0,δs
|g0pxq|?
x
ď C
?
δζpδq,
where C does not depend on δ nor g0 but only on supr0,1{minpθ0,θ1qsB and α. Conse-
quently if C
?
δ ă 1 then ζpδq “ 0. Thus, gpxq “ 0 on r0, δs. Iterating this argument,
we find g0pxq “ 0 for all x ą 0.
4.3 The particular case Bpxq “ x
In all this section, we assume that B is the function x ÞÑ x, which verifies all our as-
sumptions. To prove our main result Theorem 2.4, we give some explicit formulas in this
special case. More precisely Theorem 4.5 gives an explicit expression of γ, Lemma 4.6
its moments and Lemma 4.7 its logarithmic moments. The section finishes by the proof
of Theorem 2.4. All these explicit results are not necessary for proving Theorem 2.4
but have an interest by themselves, to derive statistical estimators by the method of
moments for example. A reader who is only interested in the proof of the Theorem 2.4
can therefore directly jump to the end of this section.
We are interested in the local behavior of λ at u “ pα, 0, θq. By Lemma 4.3, to
explicit γ at this point, it is enough to study the eigen-measure Uu of the physiological
symmetric model. Namely, the solution Uu to the integro-differential equation (19).
Theorem 4.5. The solution Uu of Equation (19) is given by:
Uupxq “ K
αx2
`8ÿ
n“0
E
«
nź
k“1
˜
1
1´ 1
Qk
1
Qn
exp
ˆ
´ 1
Qn
x
α
˙¸ff
, (20)
where K is a normalizing constant, Qk “
śk
j“1Θj where pΘjqjě1 is an i.i.d. sequence
of random variables with distribution PpΘ “ θq “ θ and PpΘ “ 1´ θq “ 1´ θ.
This result generalizes part of the results in [26, 27]. As we will see in its proof,
using [25], we can also simplify this expression in some special cases. However, we will
not use this explicit expression to calculate moments of γ.
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Proof. We have
pαxUupxqq1 ` px` αqUupxq “ 1
θ
B
´x
θ
¯
Uu
´x
θ
¯
` 1
1´ θB
ˆ
x
1´ θ
˙
Uu
ˆ
x
1´ θ
˙
.
By multiplying by x we obtain
αx2U 1upxq ` 2αxUupxq ` x2Uupxq “
x
θ
B
´x
θ
¯
Uu
´x
θ
¯
` x
1´ θB
ˆ
x
1´ θ
˙
Uu
ˆ
x
1´ θ
˙
.
We define Zpxq “ Ax2Uupxq where A is a normalising constant; we obtain:
αZ 1pxq ` Zpxq “ Z
´x
θ
¯
` Z
ˆ
x
1´ θ
˙
.
We now take the Laplace transform Zpzq “ ş`8
0
e´zxZpxqdx to obtain
Zpzq “ 1
αz ` 1pθZpθzq ` p1´ θqZpp1´ θqzqq. (21)
Let I be a random variable with distribution Z. Equation (21) is equivalent to the
following equality in distribution:
I
d“ E `ΘI,
where PpΘ “ θq “ θ, PpΘ “ 1 ´ θq “ 1 ´ θ and E is exponentially distributed with
parameter 1{α. This equation was studied in particular in [25, Section 3]. By using
[25, Proposition 5] with the following notation, coming from their setting: β P p0, 1q,
X “ lnpΘq{ lnpβq and let E0 „ Ep1q, we obtain
I
α
d“ E0 ` βX I
α
.
which yields Equation (20).
Let us continue now with two lemmas on the calculation of moments of the eigen-
measure.
Lemma 4.6. Set mp “
ş`8
0
xpUupxqdx, for p P N. We have
m0 “ 1, m1 “ α, m2 “ ´α
2
θ logpθq ` p1´ θq logp1´ θq ,
and for all p ą 2:
mp “ ´α
2
θ logpθq ` p1´ θq logp1´ θq
p´1ź
q“2
ˆ
αpq ´ 1q
1´ θq ´ p1´ θqq
˙
.
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Proof. Since Uu is the density of a probability measure, we have m0 “ 1. Now, let us
define the generator
Bfpxq “ αxf 1pxq `Bpxqpfpxθq ` fpp1´ θqxq ´ fpxq. (22)
Then, for every C1 function we haveż 8
0
BfpxqUupxqdx “ α
ż 8
0
Uupxqfpxqdx.
Using now, f : x ÞÑ 1 gives
α “ α
ż `8
0
Uupxqdx “
ż `8
0
BpxqUupxqdx “
ż `8
0
xUupxqdx
and so m1 “ α. Now for p ě 1 and f : x ÞÑ xp, we have
αmp “ α
ż `8
0
xpUupxqdx
“
ż `8
0
Uupxq
`
αxpxp´1 ` xpθpxp ` p1´ θqpxp ´ xpq˘ dx
“ αpp´ 1qmp `mp`1pθp ` p1´ θqp ´ 1q,
which yields for p ą 11,
mp`1 “ αpp ´ 1q
1´ θp ´ p1´ θqpmp. (23)
To complete the demonstration, we need to calculate m2. However, Equation (23) holds
for real numbers p, and then taking the limit pÑ 1 ends the proof.
Lemma 4.7. For all p P N, let us define lp “
ş`8
0
xp logpxqUupxqdx. Then we have
l0 “ 1` 2plogpθq ` logp1´ θqq, l1 “ logpθqα` logp1´ θqα,
and for all p P N˚,
lp`1 “ 1
θp ` p1´ θqp pαp1´ pqlp ´mp`1pθ
p logpθq ` p1´ θqp logp1´ θqq ´ αmpq.
Proof. The proof is simiular to that of Lemma 4.6 using f : x ÞÑ xp logpxq.
We now end the paper with the proof of Theorem 2.4.
Proof of Theorem 2.4. Let u “ pα, 0, θq, then we have λpuq “ α and hupx,mq “ x. By
Theorem 2.3 piiq, we obtain
Bλpuq
Bǫ “
Bλpα, 0, θq
Bǫ “
ż `8
0
xpγ1upxq ´ γ0upxqqdx.
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By Lemma 4.3, we haveż `8
0
xγ1upxqdx “
ż `8
0
e´
x´1
α
x
ż x{p1´θq
0
p1´ θqze p1´θqz´1α BpzqUupzqdzdx
“
ż `8
0
ż `8
zp1´θq
e´
x´1
α
x
p1´ θqze p1´θqz´1α BpzqUupzqdxdz
“
ż `8
0
Gpzp1 ´ θqqBpzqUupzqdz,
where
Gptq “ te t´1α
ż `8
t
e´
x´1
α
x
dx.
So we obtainż `8
0
xpγ1upxq ´ γ0upxqqdx “
ż `8
0
pGpzp1 ´ θqq ´GpzθqqBpzqUupzqdz. (24)
We conclude by studying the monotonicity of G. We rewrite
Gptq “ te tα
ż `8
t
e´
x
α
x
dx,
and we obtain
G1ptq “
ˆ
1` t
α
˙
e
t
α
ż `8
t
e´
x
α
x
dx´ 1.
We apply Jensen inequality to the strictly convex function x ÞÑ 1{x and the measure
pαe´t{αq´11rt,`8qpxqe´
x
αdx, that allows to obtain
pαe´ tα q´1
ż `8
t
e´
x
α
x
dx ą 1
pαe´ tα q´1 ş`8
t
xe´
x
α
“ 1
pαe´ tα q´1pαe´ tα ` α2e´ tα q
“ 1
t` α.
It comes that ż `8
t
e´
x
α
x
dx ą αe
´ t
α
t` α ,
and that G1ptq ą 0. Equation (24) allows us to conclude the proof.
Remark 4.8. Mimicking the proof of Theorem 2.4, we can show that, for general division
rate B, if
G : u ÞÑ ue
şu
1
Bprq
αr
dr
ż `8
u
e´
şx
1
Bprq
αr
x
dx
is increasing (which seem at least right for xp for p ď 1) then the conclusion of Theo-
rem 2.4 also holds true.
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