Abstract. Knowing that two numerical variables always hold different values, at some point of a program, can be very useful, especially for analyzing aliases: if i = j, then A[i] and A [j] are not aliased, and this knowledge is of great help for many other program analyses. Surprisingly, disequalities are seldom considered in abstract interpretation, most of the proposed numerical domains being restricted to convex sets. In this paper, we propose to combine simple ordering properties with disequalities. "Difference-bound matrices" (or DBMs) is a domain proposed by David Dill, for expressing relations of the form "x − y ≤ c" or "c1 ≤ x ≤ c2". We define d DBMs ("disequalities DBMs") as conjunctions of DBMs with simple disequalities of the form "x = y" or "x = 0". We give algorithms on d DBMs, for deciding the emptiness, computing a normal form, and performing the usual operations of an abstract domain. These algorithms have the same complexity (O(n 3 ), where n is the number of variables) than those for classical DBMs, if the variables are considered to be valued in a dense set (R or Q). In the arithmetic case, the emptiness decision is NP-complete, and other operations run in O(n 5 ).
Introduction
In many situations, integer variables are used to address objects: it is the case with array indexes, memory addresses and pointers in languages like C, andthis last case being the initial motivation of this work -with the addressing of devices (memories, processors, sensors,. . . ) in systems-on-chips.
It is well-known that this kind of addressing mechanism raises aliasing phenomena: these aliasing problems are error-prone, can make the programs obscure, and tremendously complicate their analysis: , take equalities into account, but cannot be used for determining disequalities, because they are convex . On the other hand, equality and disequality relations, considered alone, are too poor to permit an interesting analysis: the only new relations that one can deduce from a set of equalities/disequalities come from the transitivity of '=' ((x = y ∧ y = z) ⇒ x = z) and the obvious rule (x = y ∧ x = z) ⇒ y = z. This is why it is interesting to combine this kind of relations with other properties, which enrich the deduction power: in this paper, we intend to combine equalities/disequalities with ordering relations. For instance the obvious rule (x ≤ y ≤ z ∧ x = y) ⇒ x = z may allow non completely trivial deductions.
Our goal is to extend an existing domain with disequalities, without increasing the complexity of the representation and operations. In this paper, we study such an extension of the domain of difference-bound matrices [Dil89, ACD93], used for expressing relations of the form (c 1 ≤ x ≤ c 2 ) and (c 1 ≤ x − y ≤ c 2 ). The simplest kind of disequalities that we can add to these inequalities, are of the form (x − y = 0). It is enough for our initial goal, and, coupled with difference-bound matrices, they allow strict inequalities to be expressed. Now, if we consider also disequalities of the form (x − y = c), we get systems of constraints of arbitrary size (e.g., x − y = 0 ∧ x − y = 2 ∧ x − y = 4 . . .) which contradicts our goal of not increasing the complexity. So, we will limit ourselves to inequalities of the form (x − y = 0) or (x = 0).
The content of the paper is the following: Section 2 is a rapid review of the related works. In Section 3, we recall the definition of difference-bound matrices and the main algorithms used for their manipulation, in particular the use of potential graphs. In Section 4 we define "disequalities DBMs" (or d DBMs), which are a simple extension of DBMs with simple disequality relations of the form (x = y). The notion of potential graph is extended into "disequal potential graph". Section 5 is devoted to the central problem of deciding emptiness of the domain of solutions of a d DBM, and of normalizing d DBMs. Two cases are distinguished, according to whether the solutions are searched in a dense numerical set (like R or Q) or in the set of integers. In the dense case, we exhibit algorithms for emptiness check and normal form computation, with the same theoretical complexity as in the case of classical DBMs. In the arithmetic case, unfortunately, the emptiness problem is NP-complete, and the complexity of the computation of a normal form increases from n 3 to n 5 (n being the number of variables). However, notice that the dense domain is a correct approximation of the discrete one. Section 6 describes other classical operators on d DBMs, and Section 7 gives some simple examples of application to program analysis.
