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We report on the anisotropy of the London penetration depth of CaKFe4As4, discussing how it re-
lates to its electronic structure, and how it modifies under introduction of disorder, both chemically-
induced (by Ni substitution) and irradiation-induced (by 3.5-MeV protons). Indeed, CaKFe4As4 is
particularly suitable for the study of fundamental superconducting properties due to its stoichio-
metric composition, exhibiting clean-limit behavior in the pristine samples and having a fairly high
critical temperature, Tc ≈ 35 K. The London penetration depth λL was measured with a microwave
coplanar resonator technique that allowed us to deconvolve the anisotropic contributions λL,ab and
λL,c and obtain the anisotropy parameter γλ = λL,c/λL,ab. The γλ(T ) found for the undoped
pristine sample is in good agreement with previous literature and is here compared to ab initio
density functional theory and Eliashberg calculations. The dependence of γλ(T ) on both chemical
and irradiation-induced disorder is discussed to highlight which method is more suitable to decrease
the direction dependence of electromagnetic properties whilst keeping a high critical temperature.
Lastly, the relevance of an intrinsic anisotropy such as γλ on application related anisotropic param-
eters (critical current, pinning) is discussed in light of the recent employment of CaKFe4As4 in the
production of wires.
PACS numbers: pacs
Keywords: keywords
I. INTRODUCTION
One of the reasons why iron based superconductors
(IBSs) are very interesting for applications is their
low anisotropy [1]. Despite their complex electronic
structure, when compared to the cuprate family of
high temperature superconductors their properties
relevant to transport applications stand out as al-
most isotropic. However, a closer look reveals some
unconventional behavior of the anisotropy of both
penetration depth (γλ = λc/λab) and upper critical
field (γH = Hc2,ab/Hc2,c) and of their temperature
dependence.
In conventional low-temperature single-band BCS
superconductors, both γλ and γH are temperature
independent and are equal, therefore the temperature
dependence of the anisotropy has been considered for
long as a signature of multi-band conductivity since
it is the typical behavior of MgB2 [2, 3]. Conversely,
it was recently pointed out that it can also originate
from anisotropy of the order parameter such as non
s-wave character [4]. For the same historical reason, it
is common belief that γλ and γH , when temperature
dependent, should vary in an opposite way. If γλ in-
creases with increasing temperature γH should decrease
(as in MgB2 [3]) or vice versa (as in the 122 family of
IBSs [5, 6]). The recent observation of both anisotropies
increasing with increasing temperature in the case of
CaKFe4As4 (CaK1144) [7] challenged this view and
stimulated further theoretical and experimental investi-
gations.
Moreover, the increasing interest on IBSs for the pro-
duction of tapes, wires and coated conductors requires
a full characterization of their anisotropic transport
and pinning properties, that have been shown to be
strongly related to intrinsic anisotropies such as γλ [8].
Specifically, the anisotropy parameter that enters the
anisotropic Ginzburg Landau (AGL) scaling relation
for the angular dependent critical current was shown
to behave just as γλ for MgB2 [9] and Fe(Se,Te) [8]
and as γH for Ba(Fe,Co)2As2 [10]. In addition, vortex
pinning and anisotropy place fundamental restrictions
on the current carrying capability of materials [11] and
therefore a way to engineer them is required.
In this work, we determine experimentally the tem-
perature dependence of the London penetration depth
anisotropy in CaKFe4As4 crystals and how it is mod-
ified by chemical and ion-irradiation-induced disorder.
Chemical disorder is studied by Ni for Fe substitution,
that increases electron doping, whereas 3.5 MeV proton
irradiation produces pointlike defects and small clusters
[12]. The experimental data for the undoped pristine
case is compared to ab initio density functional theory
(DFT) and multiband Eliashberg theory calculations.
The relevance of an intrinsic anisotropy such as γλ
on application related anisotropic parameters (critical
current, pinning) is also discussed in light of the recent
employment of CaK1144 in the production of wires
2[13] and tapes [14]. In this respect, the ability to
tune the anisotropy with disorder is a valuable tool
for applications, and in the paper we discuss which
method between doping and irradiation is more suitable
to decrease the direction dependence of electromagnetic
properties whilst keeping a high critical temperature.
II. EXPERIMENTAL TECHNIQUES AND
THEORETICAL METHODS
A. Crystals preparation
High quality single crystals of CaK(Fe1−xNix)4As4
with analyzed doping levels of x=0, x=0.014 and
x=0.037, were grown by high temperature solution
growth out of FeAs flux [15]. The samples were cleaved
and reduced to the form of thin rectangular plates with
thicknesses ranging from 3 to about 35 µm, in the direc-
tion of the c-axis of the crystals, and width and length
at least one order of magnitude larger.
B. Penetration depth measurements
The London penetration depth was measured by means
of a coplanar waveguide resonator (CPWR) technique
that has already been applied to study other IBS crys-
tals [16–19]. The resonator consists of an YBa2Cu3O7−x
coplanar waveguide to which the sample is coupled. The
whole resonance curve is recorded with a vector network
analyzer, making it possible to track resonant frequency
shifts and variations of the unloaded quality factor. This
procedure gives access to the absolute value of the pen-
etration depth and its temperature dependence after a
calibration procedure is performed (full details in [20]).
The sample is positioned on top of the central strip of the
resonator in a region where the electric field vanishes, in
a configuration with the rf magnetic field parallel to the
ab-planes of the sample, i.e. to its broad face. Due to
the finite size of the crystal and to the consequent de-
magnetization field, the measurements yields an effective
penetration depth λL that is a combination of the main
components λL,ab and λL,c. This combination depends
on the geometry of the sample under consideration, and
for this reason both components can be retrieved by mea-
suring samples with significantly different aspect ratios.
Accordingly, and in the hypothesis that λL,ab < c and
λL,c < a, b (where 2c, 2a, 2b are respectively the thick-
ness, width and length of the samples), the fraction of
penetrated volume can be estimated as λL,ab/c+λL,c/a+
λL,c/b. Thus, the measured penetration depth can be ex-
pressed as:
λL = λL,ab + fs · λL,c, (1)
where fs = c · (1/a+ 1/b) is the sample shape factor.
An example of the λL deconvolution procedure for pris-
FIG. 1. Effective penetration depth of two crystals with a
largely different shape factor and the resulting deconvolved
λL,ab and λL,c contributions. The inset shows the best col-
lapse of λL,ab and λL,c data from three crystals, resulting in
the anisotropy factor discussed in Fig.4
tine undoped CaK1144 is given in Fig.1, where λL,ab and
λL,c are extracted from the comparison of two crystals
with very different shape factors (one order of magni-
tude). To improve precision, further crystals can be an-
alyzed: we show in the inset of Fig.1 the best collapse of
λL,ab and λL,c data from three crystals, resulting in the
γλ(T ) reported in Fig.4 below.
C. Proton irradiation
3.5-MeV proton irradiation was performed at the CN
facility of the LNL laboratories of the Italian National In-
stitute for Nuclear Physics (INFN), with the beam paral-
lel to the c-axis of the crystals. The range of protons into
the material was estimated to be about 66 µm by Monte
Carlo simulations performed with the PHITS [21] and
SRIM [22] codes within the Kinchin-Pease approach. The
thickness of all investigated samples was much smaller
than this value (maximum 35 µm), ensuring that proton
implantation is avoided and that a rather homogeneous
distribution of defects is achieved. CPWR measurements
were carried out before and after each irradiation session.
D. DFT calculations
Density functional theory (DFT) calculations, as im-
plemented in ABINIT [23], were performed to obtain
the Fermi surface of CaKFe4As4. We have used the
Perdew-Burke-Ernzerhof (PBE) functional, in combina-
tion with projector augmented wave (PAW) atomic po-
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FIG. 2. (a) Fermi surface of CaKFe4As4 calculated using
density functional theory, depicted in the Γ-centered Brillouin
zone. (b) Band-resolved electronic density of states around
the Fermi level. A total of eight bands are present, their
characteristics suggesting that the system can essentially be
described by a simplified three-component model.
tentials, taking into account Ca 3s23p64s2, K 3s23p64s1,
Fe 3s23p63d64s2 and As 3d104s24p3 as valence states. An
energy cutoff of 15 Ha for the plane-wave basis was used,
and a 20×20×6 Γ-centered Monkhorst-Pack k-point grid.
The crystal structure was relaxed so that forces on each
atom were below 1 meV/A˚, yielding lattice parameters
a = 3.94 A˚ and c = 11.82 A˚.
The Fermi surface consists of five bands centered
around Γ with hole character and three bands centered
around M with electron character (Fig. 2(a)). One of the
bands centered around Γ (the outer one) is much larger
and more warped than the other four, suggesting that the
system can be essentially described by a simplified three-
component model (one equivalent electron band and two
equivalent hole bands, one of which is the outer Γ band).
To further characterize the superconducting components
we have calculated the band-resolved density of states
(DOS) using gaussian integration of the DFT Kohn-
Sham eigenvalues with a width of 0.1 eV (Fig. 2(b)). The
behavior of the band-resolved DOS supports the choice
to employ a three-component model and allows calculat-
ing the component-resolved DOS at the Fermi level Ni(0)
(Tables I and II).
For each of the three components we also calculated
the average Fermi velocities in the ab and c directions
(Tables I and II) from the DFT Kohn-Sham eigenvalues
(KS) using vF = h¯
−1∇kKS|KS=EF , and subsequently
averaging over the ab and c directions to capture the
anisotropy.
E. Eliashberg modelling
Eliashberg theory has been proven very helpful in the
interpretation of experimental data for IBSs thanks to
the possibility to take into account the spin fluctuation
pairing mechanism and the multiband nature of these
materials [24, 25]. London penetration depth can eas-
ily be calculated from the solution of the imaginary axis
version of the Eliashberg equations. As suggested by
the DFT calculations, we employed a three band model
with pairing provided by antiferromagnetic spin fluctua-
tions. The coupling constants are determined to repro-
duce the experimental critical temperature and the gap
values measured by ARPES [26]. Figure 3 shows the
FIG. 3. Temperature dependence of the first value of the
energy gaps of CaKFe4As4 obtained by the solution of the
imaginary-axis Eliashberg equations. Crosses give the exper-
imental ARPES data [26] for comparison.
temperature dependence of the energy gaps obtained by
the solution of the imaginary-axis Eliashberg equations.
All the details for the Eliashberg procedure to fix free
parameters and calculate the London penetration depth
are given elsewhere [24, 27]. In this specific case though,
we do not consider the plasma frequency on each band
as a free parameter but we obtain it from first principles.
We use a simplified model in which gap anisotropy is not
taken into account. However, it is still possible to eval-
uate anisotropic properties by employing the anisotropic
4average Fermi velocity on each band obtained by DFT. In
fact, the London penetration depth calculated by Eliash-
berg theory can be written as:
(λElL (T ))
−2 =
3∑
i=1
(
ωp,i
c
)2piT × Ξi (2)
where ωp,i is the bare plasma frequency on the i-th
band that is related to the London penetration depth
by ωp = c/λL(0) only in the case of a clean uniform
superconductor at T = 0 and in presence of negligible
Fermi-liquid effects. If this is not the case, this relation
is modified as ωsfp = c/λL(0), where ω
sf
p is the renor-
malized superfluid plasma frequency [28]. Ξi gives the
renormalization of the i-th band estimated by Eliashberg
theory through the gap functions ∆i(iωn) and the renor-
malization functions Zi(iωn) solution of the imaginary
axis Eliashberg equations as:
Ξi =
+∞∑
n=−∞
∆2i (ωn)Z
2
i (ωn)
[ω2nZ
2
i (ωn) + ∆
2
i (ωn)Z
2
i (ωn)]
3/2
(3)
The bare, band resolved and direction (α and β) depen-
dent plasma frequencies can be computed by first princi-
ples [28] (with the parameters values shown in Tab. I):
ωαβp,i =
√
8pie2
o
Ni(0)〈vF,αvF,β〉FSi (4)
where α=ab,c, and v2F,ab = v
2
F,a + v
2
F,b. Accordingly, a
bare anisotropy parameter can be calculated in the zero
temperature limit as γbareλ = ω
ab
p /ω
c
p, as discussed by Ko-
gan [2], while a renormalized anisotropy parameter can
be obtained through Eqs.2 and 3 as γElλ = λ
El
L,c/λ
El
L,ab.
The latter can also be studied as a function of temper-
ature, starting from the temperature dependence of the
gaps calculated within the Eliashberg approach.
TABLE I. Parameters for the three components model.
Component N ∆(0) 〈 vF,a(b) 〉 〈 vF,c 〉
eV−1 meV m/s m/s
1 2.03 11 1.08×105 0.21×105
2 2.94 7 1.16×105 0.90×105
3 1.67 11 2.08×105 0.37×105
III. RESULTS AND DISCUSSION
A. Pristine undoped CaK1144
The experimental γλ(T ) for the pristine undoped
CaK1144 case is shown in Fig. 4 where it is also com-
pared to literature data from µSR experiments [7] and
FIG. 4. Experimental anisotropy for the pristine undoped
CaK1144, γCPWRλ (black solid line) with its estimated uncer-
tainty (shaded area) compared to µSR data (red crosses) [7]
and theoretical expectations, discussed in the text. γbareλ val-
ues (green) at T=0, Tc are derived directly by ab initio DFT
calculations, while γλ(T )
El (orange solid line) takes into ac-
count the normalization given by the Eliashberg approach.
to calculated values. Experimental data are shown up to
the reduced temperature where all the approximations
discussed in Sect. II B are valid. The qualitative be-
havior from the two experimental techniques is compa-
rable, with higher values in the CPWR case that can be
ascribed to higher sample quality or to the higher fre-
quency of the experimental probe that might reduce the
scattering contribution [29]. As discussed above, thanks
to the stoichiometric composition of undoped CaK1144
it has been possible to compute the bare low temperature
anisotropy parameter from first principles as well as the
renormalized one with its temperature dependence in the
hypothesis that the gaps are isotropic. Both theoretical
low temperature values are comparable with our exper-
imental data: the bare value is slightly larger whereas
the renormalized one is in remarkable agreement. The
temperature dependence of the renormalized γElλ shows a
modest upward curvature, reminiscent of the experimen-
tal behavior albeit quantitatively much smaller. From
the comparison between the experimental and theoretical
γλ(T ) it can be deduced that the gap and the full Fermi
surface anisotropy (not included in the model) probably
play a prominent role in the temperature dependence of
the anisotropy parameter. This can be easily deduced
by comparing the limiting behavior of γλ(T ) for T → 0
and T → Tc discussed by Kogan et al. [2]. While for
the low temperature limit only the Fermi velocities play
a role, approaching the critical temperature a parame-
ter that describes gap anisotropy (Ω) enters the equa-
tion. This model has been recently extended to allow an
approximate treatment of two-components systems with
5anisotropic Fermi surfaces, starting from a few input pa-
rameters [4] that can easily be estimated starting from
the DFT and Eliashberg data discussed above. For this
purpose, from our DFT data we group the several bands
contributions in just two components yielding the par-
tial DOS and direction resolved Fermi velocities of each
component and from the Eliashberg calculations we get
an estimate of the gaps in the two component model by
simply averaging the two contributions on the Γ bands.
With the values summarized in Table II we get from Eq.s
31 and 32 in Ref. [4] that both γλ and γH increase
with increasing temperature and that the variation is
stronger for Hc2 than for λL, as experimentally observed
[7] (γλ(0)/γλ(Tc) ' 0.87 and γH(0)/γH(Tc) ' 0.8). As
a reference, we added to Fig.4 the value of γbareλ at Tc,
as γbareλ (0)/0.87.This value is close to the experimental
ones at high temperatures, suggesting that indeed the
Fermi surface anisotropy is crucial to address γλ when
approaching Tc.
TABLE II. Parameters for the two components model [4].
Component N ∆(0) 〈 vF,a(b) 〉 〈 vF,c 〉
eV−1 meV m/s m/s
1 4.97 11 1.12×105 0.60×105
2 1.67 9 2.08×105 0.37×105
B. Disorder dependence of γλ
FIG. 5. Disorder dependence of the penetration depth
anisotropy. Disorder is introduced by chemical substitution
of Ni for Fe (red) and 3.5 MeV proton irradiation induced
defects (blue) or a combination of the two (cyan).
Disorder is a valuable tool to tune anisotropy. Here
we study the effects of two types of disorder: chemi-
cal substitution (Ni for Fe) and 3.5 MeV proton irra-
diation induced defects. This latter source of disorder
produces mostly pointlike defects (vacancies, interstitials
and Frenkel pairs) and small collision cascades with ex-
pected size of a few nm [12], which produce isotropic
scattering of carriers and are then expected to reduce the
anisotropy [2]. As visible from Fig. 5, both typologies
of disorder reduces the overall anisotropy, but the tem-
perature dependence is affected in opposite ways. With
increasing irradiation fluence (and therefore defects con-
centration) γλ(T ) preserves its qualitative temperature
behavior: increasing with temperature for the undoped
case and decreasing with temperature for the 1.7% Ni
doped case. On the other hand Ni substitution changes
the temperature evolution from increasing to decreasing.
This experimental evidence should be interpreted in light
of the fact that substitution of Fe with Ni provides elec-
tron doping and its main consequence is to shift the Fermi
level. However, these dopant ions also cause substantial
scattering [29] (that is pair-breaking), just as the intro-
duction of defects through irradiation does.
We find a decrease of anisotropy at low temperature both
in irradiated and substituted samples, so we can ascribe
this modification to the increase of scattering (a parame-
ter not included in the models previously discussed). On
the other hand, in the previous section, by comparing the
two models, we discussed how in the T → Tc limit the gap
anisotropy is predominant in determining γλ . Therefore,
the observed change of temperature dependence of γλ as
a consequence of Ni substitution is compatible with the
expected modification of the band and gap structure.
Moreover, in combination with the decrease of critical
temperature due to Ni doping or ion irradiation it is pos-
sible to discuss which method (or which combination)
could be more advantageous to tune the anisotropy for a
specific application.
C. Relevance for applications
In the production of tapes, wires and coated conduc-
tors, the nature of grain-boundaries and the anisotropy
of critical current are critical aspects. If the anisotropy
of the material is too high and if precise grain boundaries
orientation is required, a three-dimensionally controlled
crystallites growth is needed, resulting in complicated
fabrication processes and therefore high costs [30].
IBSs have the advantage, with respect to the cuprates,
that the critical angle for grain orientation is quite
large. This fact allows a wide space for improvement
of the intergrain properties through the optimization of
production processes such as texturing and application
of pressure [31]. The intrinsic characteristics of these
materials are not a fundamental limitation in this
respect. This is especially true when considering the
specific case of coated conductors that, although still a
6young technology, are promising to achieve the critical
current densities needed for practical appilcations [32].
However, intragrain properties on the other hand are
not intrinsically as excellent as in the cuprates, and
their optimization is pivotal for applications. For this
reason the study of single crystals properties (where
grain boundaries are absent), and the investigation
of approaches for their optimization, is particularly
relevant. Recently, a study on proton irradiation of
single crystals of CaKFe4As4 has shown that the critical
current of this materials can be strongly enhanced by
introducing pointlike defects [33] making this material
particularly interesting for applications. Moreover,
despite the fact that IBSs are much less anisotropic
than the cuprates, anisotropy values in the range of
2-5 can still result in a decrease of practical values
of the superconducting parameters when external or
stray fields are present (e.g. the engineering critical
current of a coated condudcor employed in the assembly
of magnets), making the optimization of anisotropy a
strong requirement for applications.
When flux-pinning models are considered to explain the
field-angular dependence and anisotropy of the critical
current density in IBSs, it turns out explicitly that
the penetration depth anisotropy plays a role, together
with the coherence length anisotropy [34]. In particular,
γλ directly enters into the elementary pinning force
through the line energy term. The penetration depth
anisotropy appears in the expressions for jc(θ), with a
relative weight depending on the pinning regime, shape
of defects, and in general on the optimization of the
matching between the vortex lattice and the defect
matrix.
In the analysis of the angular dependence of the critical
current Jc(θ), a valuable tool is the AGL approach [35]
that allows one to scale Jc(θ) with an effective magnetic
field. The scaling involves an anisotropy parameter γs
that, for a simple clean single-band case, should be the
effective mass anisotropy that also coincides with the low
temperature limit of the penetration depth anisotropy
γs = γm =
√
mc/mab = γλ.
Here we want to stress that γλ does not take into account
pinning (since it is measured below the critical field for
vortex penetration) but only to the carriers properties
and the way they interact with their surroundings, and
for this reason we describe it as “intrinsic”. Moreover,
it might differ below Tc from
√
mc/mab of the clean
system due to scattering, and since it also depends
on fine details of the pairing, multi-band nature and
structure of the Fermi surface [4].
However, the AGL scaling approach has been shown
to work well also for multiband systems [34] with γs
found to follow the temperature behavior of intrinsic
anisotropies such as γλ for MgB2 [9] and Fe(Se,Te) [8]
and as γH for Ba(Fe,Co)2As2 [10]. A similar relation
between the AGL anisotropy and the intrinsic anisotropy
of the penetration depth, although only qualitative,
has been observed also for other systems such as the
1111 [36] and the 111 [37] IBSs families. All these
observations, together with the quantitative relations
valid for simplified and limiting cases, strongly suggest
that the intrinsic anisotropy has a strong correlation
with the practical ones to be optimized for applications.
A correct application of the AGL scaling with γs
estimated by γλ could yield useful information about
the pinning regime in the material [8], another essential
aspect for applications.
For these reasons the study of γλ and of the possible
approaches to tune it, acquires particular relevance for
the application oriented investigation of IBSs.
In light of the discussion above, the experimental data
summarized in Fig. 5 suggests that ion irradiation might
be advantageous with respect to chemical doping for
tuning the anisotropy. The low temperature value of
γλ can be reduced significantly with a relatively low
proton dose that has a minimal influence on the critical
temperature (γλ(T ' 5K) ' 1 with a decrease of Tc of
less than 1 K, see the table in Fig.5). Moreover, it has
been shown that ion irradiation has a beneficial effect
on the critical current of CaK1144 tapes: 3 MeV proton
irradiation with a dose yielding a comparable decrease of
Tc to the one discussed here resulted in an increase of Jc
close to 500% at 2 K [38]. Comparable results were also
found on single crystals from the same source as in this
study irradiated with 3 MeV protons [33]. Interestingly,
the irradiation dose that yielded the maximum increase
of critical current density caused a reduction of Tc very
close to the one we observe in the crystals that show a
γλ at low temperature equal to 1 (isotropic behavior).
It should be noted that the decrease of the anisotropy
is achieved at the expenses of an increased absolute
value of λL. In principle this increase is detrimental
for high currents and thermal fluctuations but, as just
discussed, the critical current is found to increase thanks
to the contribution of additional pinning. Also thermal
fluctuations are not expected to play a critical role in
applications, since a four-fold increase of λL would result
in a width of the critical fluctuations regime smaller
than 1 K (estimated using the Ginzburg number [39]),
far from the expected working conditions.
The combination of all these results (namely the small
decrease of Tc, the increase of penetration depth and
the advantageouses increase of critical current and
decrease of anisotropy) strongly indicates that proton
irradiation might be extremely useful in the optimiza-
tion of CaKFe4As4 properties for practical applications.
With this respect, it is noteworthy that recently several
steps towards the applicability of ion irradiation in
the commercial production of coated conductors was
reported [40–42]. The proton irradiation used in this
work and the irradiations with larger ions at moderate
energies compatible with commercial production share a
similar typology of defects: in both cases small clusters
and point defects are introduced.
In addition, it has been pointed out that keeping the
stoichiometric composition of CaK1144 is by itself a
7strong advantage in the production process of wires and
tapes [11], and ion irradiation allows to tune several
properties whilst keeping fixed the stoichiometry.
IV. CONCLUSIONS
We reported on the anisotropy of the London pene-
tration depth of CaKFe4As4, experimentally evaluated
by means of a microwave coplanar-waveguide-resonator
technique, compared to expectations based on DFT
ab initio calculations and Eliashberg modeling. The
penetration depth anisotropy found for the undoped
pristine crystals is in fairly good agreement with previous
µSR experiments [7], and with theoretical predictions.
Indeed, it results from Fig.4 that both experimental
evaluations of γλ(T ) (from CPWR and µSR) and both
calculated ones (from bare DFT and renormalized one,
in three-gap and two-gap approximations) show increase
with temperature and comparable absolute values.
More in detail, a remarkable agreement has been found
between the experimental low-temperature anisotropy
and the value calculated from DFT with an Eliash-
berg renormalization within a three-band approach
(γλ(0) ≈ 2.5). On the contrary, the experimental γλ(T )
cannot be reproduced well at temperatures approaching
Tc by the Eliashberg model, where the gap and Fermi
surface anisotropy are not accounted for. A simple
two-component model that includes Fermi surface
anisotropy [4] yields a stronger temperature dependence
of the anisotropy parameter, suggesting that a fully
anisotropic Eliashberg treatment - beyond the aims
of this work - could fully capture the experimentally
observed behavior.
The dependence of γλ(T ) on both chemical and
irradiation-induced disorder has been studied. Both
kinds of disorder resulted in a general decrease of the
intrinsic anisotropy, but with peculiar features. While
irradiation defects mainly act at low temperatures,
preserving the increasing temperature dependence,
doping with Ni on the Fe site causes a decreasing γλ(T )
temperature dependence. This fact, in combination
with the employed models, suggests that Ni substitu-
tion modifies more strongly than irradiation-induced
defects the electronic and gap structure, while interband
scattering is the most likely candidate to explain the
decrease of γλ at low temperature.
We obtained, in particular with a combination of
doping and irradiation, crystals with virtually isotropic
behavior. On the other hand, if one aims at discussing
which method is the most convenient to decrease γλ(T )
in view of practical applications, doping and irradiation
effects on the other key parameters should be taken into
account: doping causes a fast decrease of the critical
temperature, while irradiation mainly affects λL,ab(0).
In the case of tapes or wires, the second method could be
preferred, since it simultaneously assures low anisotropy,
very low decrease of Tc and a huge increase of the critical
current density through flux pinning.
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