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Obsahem práce je návrh formátu pro zápis parametrů a požadavků jednotlivých úloh urče-
ných pro systém Beaker a návrh a implementace programu, který na základě vyloučení
možných kolizních požadavků sloučí úlohy definované na vstupu do souboru úloh, jež je
možné spouštět společně. Výstupem je formát spustitelný v systému Beaker. Práce popi-
suje instalaci operačního systému, na kterém definuje kolizní požadavky. V práci je popsán
způsob zadávání a spouštění úloh v systému Beaker. V závěru je provedeno testování vy-
tvořeného programu.
Abstract
The goal of this thesis is to design a format for entering parameters and requirements of
individual tasks intended for the Beaker system and to design a program that merges tasks
defined upon input based on elimination of possible collision requirements into collection
of tasks that can be run together. The output format should be acceptable by the Beaker
system. The thesis describes installation of the operating system on which collision require-
ments are defined. The thesis describes how to specify and run tasks in the Beaker system.
The results of the program testing are shown in the thesis’ conclusion.
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Operační systémy se neustále vyvíjejí. Jsou do nich přidávány nové funkce, podpora pro
nový hardware i software. Tento vývoj požaduje stále komplexnější systémy pro instalaci
operačních systémů. V této práci si popíšeme způsoby instalace linuxových distribucí Fedora
a Red Hat Enterprise Linux. Tyto distribuce používají k instalaci program anaconda. Za-
měříme se na zlepšení způsobu testování programu anaconda. K dispozici máme sadu testů
spustitelných v systému Beaker 3. Práce řeší zvýšení efektivity testování pomocí systému
Beaker.
Systém Beaker je komplexní nástroj pro spouštění testů. Systém Beaker řídí připojené
testovací fyzické systémy – servery, PC, notebooky. Systému Beaker je zadána distribuce,
parametry fyzického stroje, parametry instalace a úlohy pro spuštění po instalaci systému.
Systém Beaker vybere fyzický stroj, nainstaluje zadanou distribuci a po úspěšné insta-
laci spustí zadané úlohy a zpřístupní výsledky uživateli. Fyzický stroj je následně uvolněn
k dalšímu testování. Pokud je instalace neúspěšná, tak nejsou spuštěny úlohy, systém po
určeném čase instalaci vzdá, nahlásí chybu a uvolní fyzický stroj. Soubory obsahující logy
z instalace systému jsou přístupné uživateli přes webové rozhraní.
Na každém sestavení distribuce Red Hat Enterprise Linux jsou provedeny testy ověřující
různé způsoby uživatelského rozhraní, rozdělení disku, zdroje instalace a výběr balíčků.
Tyto testy programu anaconda mají nejvyšší prioritu, určují zda na sestavení distribuce má
smysl spouštět testy na ostatní komponenty systému. Nemá smysl spouštět test, pokud se
nenainstaluje ani operační systém.
Instalátor anaconda používá k automatické instalaci soubor s příkazy, které určují způ-
sob instalaci, tento soubor je nazýván kickstart. Kickstart je zadán systému Beaker pro
instalaci systému.
Nyní jsou dva způsoby spouštění testů. V prvním způsobu je pro každý test definován
kickstart, je tedy pro každý test spuštěna nová instalace. Tento způsob je neefektivní, jelikož
jsou zbytečně využívány zdroje systému Beaker. Druhým způsob spočívá ve sloučení testů,
které se nevylučují, a vytvoření kickstartu pro tyto kombinace. Výhodou tohoto způsobu
je menší zatížení systému Beaker. Nevýhodou tohoto řešení je případ, kdy instalace selže
kvůli požadavku na kickstart pro jeden test, pak neproběhnou ani ostatní sloučené testy,
následně musí být testy znovu spuštěny jednotlivě prvním způsobem. Nevýhodou obou
způsobů je statický kickstart, instalace se provádí se stejnými parametry. Přínosem této
práce je vytváření kickstartů dynamicky, pokud selže instalace kvůli požadavku úlohy na
kickstart, je možné vyloučit v novém spuštění
”
vadnou“ úlohu.
V kapitole 5 je navrhnut systém šablon pro úlohy a program pro zpracování šablon.
V šablonách budou definovány pouze podstatné informace pro kickstart a názvy testů.
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V šablonách bude možné určit závislosti na architekturách a rodinách distribucí. Na vstup
programu budou zadány názvy šablon, ve kterých program detekuje kolize, vytvoří neko-
lizní kombinace úloh, pro které vygeneruje kickstart a vytvoří výstup přijatelný systémem
Beaker.
Jsou vytvořeny šablony a podpůrné konfigurační soubory pro všechny úlohy nejvyšší pri-





V této kapitole se zaměříme na způsob instalace Fedory 18 a Red Hat Enterprise Linuxu
verze 5 a verze 6. K instalaci je použit program anaconda. Tato kapitola slouží k definování
kolizních domén a poukazuje na rozdíly mezi distribucemi a architekturami. Tato kapitola
je zásadní pro návrh systému šablon. Zdrojem této kapitoly jsou instalační příručky [4, 5, 7].
2.1 Podporované architektury
Podporovanými architekturami jsou:
• i386 – 32 bitová rodina procesorů, dnes je z této rodiny nejrozšířenější verze i686
• x86 64 – 64 bitová verze k i686, zpětně kompatibilní
• s390x – IBM System z, mainframe enterprise řešení od IBM
• ppc64 – PowerPC verze 5 a vyšší
• ia64 – Intel Itanium, podporováno pouze v RHEL5
Tabulka 2.1: Podporované architektury
RHEL5 RHEL6
Fedora 18
Server Client Server Workstation Client ComputeNode
i386
√ √ √ √ √ × √
x86 64
√ √ √ √ √ √ √
ppc64
√ × √ × × × √ 1
s390x
√ × √ × × × √ 1
ia64
√ × × × × × ×
arm × × × × × × √ 1
V tabulce 2.1 si můžeme všimnout, že pro všechny podporované architektury je RHEL5/6
dostupný ve verzi Server. Architektura ia64 je podporována pouze u RHEL5 Server. Archi-
tektury ppc64, s390x a ia64 mají pouze varianty Server.
Z pohledu základní instalace se vymykají architektury s390x a ppc64. Rozdíl je popsán
v podkapitole 2.4.2.
1Sekundární podpora – architektury nemusejí být funkční v období oficiálního vydání.
5
2.2 Způsoby instalace
Zde si naznačíme jakými způsoby lze systém instalovat. Fedora 18, která je z daných distri-
bucí nejnovější, přinesla novou verzi instalátoru. Nová verze nabízí způsob ovládání
”
Hub
and Spoke“2, starší verze používá přímočarého průvodce instalací. Nová verze se snaží
o zvýšení komfortu instalace běžným uživatelem.
Systémy je možné instalovat interaktivně (manuálně) nebo automaticky pomocí kickstartu
2.4. Automatická instalace má své využití převážně při korporátním nasazení nebo na ser-
verech.
Možnosti uživatelského rozhraní instalace (těmito názvy jsou definovány v kickstart
souboru nebo na příkazové řádce zavaděče kernelu instalátoru):
• graphical – grafická instalace, je nutný fyzický přístup ke stroji
• text – textová instalace obecně nabízí méně možností než-li grafická, lze ovládat přes
vzdálenou konzoli
• cmdline – neinteraktivní instalace, nutné zadat kickstart, instalace končí v případě
chybějícího povinného příkazu v kickstartu
• vnc (Virtual Network Computing) – vzdálená instalace pomocí protokolu VNC, fun-
kčně shodná s grafickou
Implicitní rozhraní je grafické, v případě neúspěšného spuštění je nabídnuta vnc nebo
textová instalace. Nastavení uživatelského rozhraní je možné zadat jako parametr kernelu
nebo jako příkaz do kickstartu.
Instalační zdroje:
• DVD – kompletní instalace, není potřeba internetové připojení
• CD – pouze pro RHEL5
• boot.iso – obsahuje instalátor a systém pro jeho spuštění, instalační balíčky jsou
získány ze sítě
• livecd – pouze Fedora, z cd je spuštěn systém, který je při instalaci zkopírován, není
možné vybírat balíčky
• ftp – balíčky pro instalaci jsou staženy z ftp serveru
• http – balíčky pro instalaci jsou staženy z http serveru
• nfs – balíčky pro instalaci jsou staženy z nfs serveru
Rozdělení disku, technologie:
• nativní – disk je rozdělen na oddíly, na které je následně systém nainstalován
• LVM (Logical Volume Management)
• software RAID (Redundant Array of Independent Disks)
2instalátor při konfiguraci obsahuje hlavní okno ’Hub’, ze kterého jsou otevírány vedlejší konfigurační
dialogy ’Spoke’
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• luks – zašifrování diskových oddílů
Systémy souborů:
• ext2 – základní souborový systém pro linuxové systémy
• ext3 – rozšíření ext2 o podporu žurnálování, výchozí souborový pro RHEL 5
• ext4 – odstraňuje limity ext3 a přináší nové funkce, výchozí pro RHEL 6 a Fedoru 18
• swap – souborový systém pro swapovací oddíl
• xfs – pokročilý souborový systém pro ukládání velkého množství dat
• btrfs – pouze ve Fedoře 18, nový souborový systém s pokročilými vlastnostmi
2.3 Průběh instalace
Zavaděč systému načte linuxové jádro (kernel) a initramdisk. V RHEL5/6 se prostředí
initramdisku nazývá stage1. Ve stage1 si uživatel zvolí jazyk instalace, rozložení klávesnice
a zdroj instalace. Následně je stáhnut a spuštěn stage2, který obsahuje samotný instalátor
anaconda. Ve Fedoře 18 je initramdisk neinteraktivní, nastartuje potřebné služby systému a
získá potřebné soubory pro spuštění anacondy. V grafickém rozhraní si uživatel zvolí heslo
pro uživatele root, časovou zónu, rozdělení disku a vybere skupiny balíčků pro instalaci.
V RHEL5/6 jsou jednotlivé akce prováděny ihned po jejich zadání, např. po rozdělení disku
jsou disky naformátovány na požadované rozložení. Ve Fedoře 18 je nejdříve provedeno
veškeré nastavení a po té spuštěna instalace. Díky tomuto chování lze určit zda je na oddílu
pro systém dostatek volného místa pro instalaci systému s vybranými balíčky. Po dokončení
instalace je uživateli nabídnut restart systému.
2.3.1 Přímá instalace přes síťovou kartu
Tento způsob je zdůrazněn, protože je používán systémem Beaker. Instalaci lze provést
skrz standard Preboot execution environment (PXE) [1]. Pro tento druh instalace je nutná
podpora ze strany BIOSu nebo firmwaru síťové karty. PXE využívá rozšiřujících tagů pro-
tokolu DHCP. Postup je znázorněn na obrázku 2.1. V prvnímk kroku DHCP klient získá
z DHCP serveru informaci o TFTP serveru a souborech ke stažení. DHCP server tyto in-
formace poskytuje na základě MAC adresy požadujícího systému. V druhém kroku klient
stáhne z TFTP serveru zavaděč včetně konfigurace. V případě instalace linuxového systému
je přes TFTP protokol stažen kernel a initramdisk. Následné datové toky nepokračují přes
TFTP server. Ve třetím kroku jsou je stažena stage2 a balíčky potřebné k instalaci.
Nastavení potřebných serverů je možné najít v instalační příručce RHEL6 [5].
2.4 Kickstart
Kickstart je textový dokument obsahující příkazy k automatické instalaci systému. Kickstart
může být:
• kompletní – instalace je zcela automatická
• nekompletní – během instalace je uživatel tázán na nedefinovaná nastavení v kickstartu.
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Obrázek 2.1: PXE instalace
Parametry kickstartu jsou důležité pro vytvoření šablon a pomocných konfiguračních sou-
borů.
2.4.1 Povinné příkazy
Aby byl kickstart kompletní musí obsahovat všechny povinné příkazy. Zde je popsáno jejich
základní užití. Pokud není uvedeno jinak, příkazy jsou kompatibilní s RHEL5, RHEL6 a
Fedorou 18.
• lang <id> nastaví lokalizaci instalátoru dle <id>, např. ”lang en US.UTF-8”
• keyboard <layout> nastaví rozložení klávesnice, např. ”keyboard us”, ”keyboard
dvorak”
• install / upgrade je možné vybrat install pro novou instalaci nebo upgrade pro
aktualizaci systému
• rootpw <pw> nastavení hesla uživatele root, např. ”rootpw –plaintext password”nebo
”rootpw –iscrypted <zahešované heslo>”
• timezone <zone> nastavení časové zóny, např. ”timezone –utc America/New York”
• bootloader nastavení umísténí záznamu zavaděče systému, např.
”bootloader –location=mbr”
• reboot po úspěšném nainstalování systému provede restart
• key <key> pouze u RHEL5, volba nastavuje instalační klíč pro odemknutí reposi-
tářů, je možné přeskočit zadání klíče volbou --skip, např. ”key –skip”
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2.4.2 Rozdělení disku
V případě instalace systému musí být nastaveno rozdělení disků. Následující příklady od-
straní veškerá data na disku.
clearpart --all --initlabel odstraní všechny diskové oddíly a inicializuje tabulku
disku (msdos, gpt)
zerombr nerozpoznané diskové tabulky jsou inicializovány, při použití instalátor nepoža-
duje po uživateli potvrzení smazání dat.
Nové rozložení disku lze vytvořit automaticky pomocí příkazu autopart nebo kombinací
příkazů logvol, volgroup, part, raid. Uvedeme si příklady nejčastějších použití. Tyto
příklady budou využity při vytváření šablon. V příkladech není u oddílů (kromě swap)
určen systém souborů. Systém souborů je použit implicitně dle verze distribuce (následně
je testováno zda byl zvolen správný).
LVM
Příkazy v kickstart souboru vytvářející diskový oddíl /boot pro uchování souborů zavaděče
disků, 2x physical volume na jednom nebo dvou discích, volume group VG obsahující defi-
nované physical volume. Nad volume group VG jsou vytvořeny logical volume SWAP a
”
/“:
part / boot −−asprimary −−s i z e =500 −− l a b e l=boot
part pv .01 −−grow −−s i z e 1
part pv .02 −−grow −−s i z e 1
volgroup VG −−p e s i z e =32768 pv .01 pv .02
l o g v o l / −−grow −−s i z e =2048 −−name=ROOT −−vgname=VG
l o g v o l swap −−f s t y p e=”swap” −−recommended −−name=SWAP −−vgname=VG
Na architektuře s390x pod RHEL6 je požadavek, aby oddíl
”
/boot“ byl logical volume, na
jiných architekturách je tato volba zakázaná.
Nativní rozdělení





part / boot −−asprimary −−s i z e =500 −− l a b e l=boot
part swap −−f s t y p e=swap −−recommended −− l a b e l=swap
part / −−grow −−s i z e =2048
RAID1
Příklad vytvoření RAID verze 1:
part / boot −−asprimary −−s i z e =500 −− l a b e l=boot
part swap −−f s t y p e=swap −−recommended −− l a b e l=swap
part ra id .01 −−s i z e =2000
part ra id .02 −−s i z e =2000
ra id / −−dev i c e=0 −− l e v e l=RAID1 ra id .01 ra id . 02
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Při vytváření rozložení disku (kromě autopart) pro ppc64 je nutné vytvořit diskový oddíl
prepboot.
part prepboot −−f s t y p e=”PPC PReP Boot” −−s i z e =8
2.4.3 Balíčky
V kickstart souboru lze definovat skupiny či jednotlivé RPM3 balíčky a to pomocí sekce









2.4.4 Pre a post skripty
Uživatel může přidat do kickstart souboru předinstalační skripty, které jsou spuštěny před
instalací systému. Předinstalační skripty jsou definovány v sekci %pre. Častěji chce uživatel
použít postinstalační skripty, pomocí kterých se může specificky nastavit systém po insta-
laci. Postinstalační skripty jsou definovány v sekci %post. Post skript sekce bez přepínače
spouští skript přes unixové volání chroot [2], které změní kořenový adresář na nainstalo-
vaný systém. Pro spuštění skriptu v prostředí instalátoru lze použít přepínač --nochroot.
Například pro vytvoření uživatele a nahrání ssh klíčů pro přístup bez hesla, vložíme do
souboru kickstart následující řádky:
%post
useradd t e s t #vytvoren i u z i v a t e l e t e s t
echo ’ t e s t : hes lo ’ | chpasswd #nastaven i h e s l a u z i v a t e l e t e s t na ’ hes lo ’
mkdir −p / root / . ssh
#vytvoren i souboru s ˜verejnym kl icem pro vzdalene p r i h l a s e n i
cat >>/root / . ssh / author i z ed keys <<” EOF ”
ssh−r sa $VEREJNY KLIC
EOF
#obnova kontextu pro s e l i n u x
r e s t o r e c o n −R / root / . ssh
Fedoru 18 je nutné ukončit příkazem %end
2.5 Rozdílné chování distribucí
Postupným vývojem a nahrazováním aplikací se měnil formát kickstartu a možnosti. Na-
příklad v RHELu verze 5 se sekce neukončují, koncem sekce je definice začátku sekce násle-
dující nebo konec souboru. V RHELu verze 6 se sekce ukončují pomocí %end, kvůli zpětné
kompatibilitě není ukončení sekce povinné. Ve Fedoře 18 je ukončení sekce pomocí %end
povinné.
3Red Hat Package Manager – balíčkovací systém používaný v RHELu a Fedoře
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Dalším rozdílem je výše zmíněný příkaz kickstart souboru key, který je podporován
pouze v RHEL5.
Rozdíly jsou i mezi různými architekturami. Na PowerPC je nutné vytvářet oddíl
prepboot (oddíl pro zavaděč systému yaboot, který je použit na architektuře PowerPC). Na
RHEL5/6 nelze vytvořit boot oddíl na LVM kromě architektury s390x. Fedora 18 umožňuje
použít LVM oddíl jako boot.




Beaker [3] je aplikace pro automatizované testování softwaru umožňující uživateli ukládat,
spravovat, spouštět a zobrazovat výsledky úloh. Úloha (task) je RPM balíček obsahující
data, metadata a skripty napsané v libovolných jazycích (podporovaných v testovacím
systému).
V této kapitole se zaměříme na systém Beaker ze strany uživatele. Popíšeme způsob
komunikace se serverem, vytváření úloh a jejich zadání do systému. V následujícím textu
je zachována terminologie systému Beaker.
Systém Beaker vychází z systému RHTS (Red Hat test system), který byl vyvíjen pod
uzavřenou licencí firmou Red Hat. Beaker je komunitní projekt vedený firmou Red Hat
s licencí GNU/GPLv21. Podporovanými systémy jsou Red Hat Enterprise Linux (RHEL)
a Fedora. Systém Beaker slouží ke:
• administraci systémů,
• správu automatizovaného inventáře s obsahem informací o hardwaru systémů,
• poskytování prostředí k provedení zadaných úloh,
• plánování spuštění úloh na jednom nebo více systémech,
• uložení a zobrazení výsledků úloh.
3.1 Architektura




Způsob jejich propojení je zobrazen na obrázku 3.1. Při menší instanci systému Beaker (do




Beaker server je hlavní řídící jednotkou systému. Server zajišťuje komunikaci s uživatelem
skrze webové a XML-RPC rozhraní. Skládá se z:
• Beaker Scheduler – plánovač obstarávající výběr testovacího systému, založený na
FIFO frontě
• Beaker Repository – repozitář obsahující úlohy (tasky) ve formátu RPM balíčku







Lab controller slouží pro administraci testovacích systémů. Poskytuje služby pro power
managment, sledování sériové linky. Slouží jako DNS a DHCP server. Poskytuje soubory
pro síťovou instalaci. Testovací systémy komunikují s Lab controllery pomocí volání XML-
RPC
Obrázek 3.1: Provázání komponent systému Beaker
3.2 Vytvoření a zadání úlohy
Na obrázku 3.2 můžeme vidět zjednodušený způsob vytvoření a zadání úlohy. Nyní si de-
tailněji popíšeme procesy na straně uživatele systému.
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Obrázek 3.2: Způsob vytvoření a zadání úlohy
3.2.1 Vytvoření úlohy
Pro vytvoření úlohy použijeme příkaz beaker-wizard z balíčku beaker-client. Tento příkaz
vytvoří základní kostru testu. Úloha (task) se skládá tří povinných souborů:
• Makefile soubor obsahující metadata testu např. doba trvání testu, jméno autora,
název souborů testu.
• PURPOSE dokumentace k testu. Obsahuje popis, parametry testu.
• runtest.sh shellový skript, který vykonává testování a odesílá výsledky na server.
Pro zjednodušení je možné použít funkce z balíčku beakerlib.
Po vytvoření a otestování je vytvořen a nahrán RPM balíček na server pomocí příkazu
make bkradd. Při každém nahrání na server je inkrementováno číslo verze balíčku.
3.2.2 Zadání úloh
Úlohy do systému Beaker se zadávají pomocí XML souborů. Kořenovým elementem XML
souboru je job obsahující jeden nebo více recipeSetů. RecipeSet obsahuje jeden nebo
více recipe. Recipe obsahuje jeden nebo více task. Více recipe v recipeSetu slouží
k provedení tzn. multihost testů. Instalace recipů ze stejného recipeSetu jsou spuštěny
současně.
recipe
Popíšeme si detailněji jednotlivé elementy a atributy recipe. Tyto elementy a atributy
ovlivňují způsob instalace a jsou zahrnuty do návrhu šablon. Recipe je prováděn na jednom
stroji. Jeho atributy jsou:
• kernel options – zde mohou být přidány parametry instalace
• kernel post options – zde mohou být přidány parametry jádra pro nainstalovaný sys-
tém
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• ks meta – metadata upravující kickstart generovaný systémem Beaker
• role – pro multihost testy, může být prázdný nebo obsahovat SERVERS, CLIENTS,
STANDALONE
• whiteboard – popisek
Recipe obsahuje element kickstart, pomocí kterého lze vložit kickstart vytvořený uži-
vatelem, do tohoto elementu bude vložen vygenerovaný kickstart. Elementy pro úpravu
kickstartu generovaného systémem Beaker jsou packages, ks appends, repos, partitions.
HostRequires element slouží pro definici systému, na kterém bude recipe spuštěn. Lze
vybrat konkrétní stroj, seznam strojů, nebo vlastnosti stroje. Pokud je element HostRequi-
res prázdný, je systém vybrán náhodně. V níže uvedeném příkladu je požadavek na podporu
virtualizace (HVM = 1), operační paměť větší než 3 GB a alespoň dva procesory.
DistroRequires slouží k určení architektury operačního systému a určení distribuce,
která bude na stroj nainstalována. V níže uvedeném příkladu je nastavena architektura
x86 64 a verze distribuce RHEL-6.3, ale není uvedena varianta systému, bude tedy přiřa-
zena systémem Beaker náhodně.
Dalšími elementy recipu jsou elementy typu task. Element task obsahuje atribut name
jméno testu (včetně cesty).
<r e c i p e>
<autopick random=” f a l s e ”/>





<d i s t r o R e q u i r e s>
<and>
<d i s t r o a r c h op=”=” value=” x86 64 ”/>
<distro name op=”=” value=”RHEL−6.3”/>
</and>
<d i s t r o v i r t op=”=” value=””/>
</ d i s t r o R e q u i r e s>
<hostRequi res>
<and>
<key va lue key=”HVM” op=”=” value=”1”/>
<arch op=”=” value=” x86 64 ”/>
<key va lue key=”MEMORY” op=”&gt ; ” va lue=”3000”/>
<key va lue key=”PROCESSORS” op=”&gt ; ” va lue=”2”/>
</and>
<system type value=”Machine”/>
</ hostRequi re s>
<p a r t i t i o n s />
<task name=”/ d i s t r i b u t i o n / i n s t a l l ”/>
</ r e c i p e>
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bkr
Příkaz bkr slouží ke komunikaci uživatele se systémem Beaker. Umožňuje získávat informace
o běžících procesech a umožňuje uživateli spouštět úlohy. Příkaz bkr obsahuje přepínače
workflow-*, např. workflow-simple, workflow-snake, které generují job dle dalších zadaných
přepínačů. Pro vygenerování jobu s kickstart souborem je možné použít workflow-snake.
Server snake je server generující kickstart soubory. Pokud nechceme použít snake server
pro generování kickstartu, můžeme napsat job ručně a pomocí
”
bkr job-submit“ nahrát job
na beaker server. Příkaz
”
bkr job-submit“ bude využit pro zadání vygenerovaných jobů.
Zadání kickstartu
Do každého recipe je možné zadat vlastní kickstart. Beaker automaticky doplní předinstala-
ční a postinstalační skripty, které umožní sledovat průběh instalace a nainstalují do nového
systému beaker harness pro spuštění testů. Pokud je kickstart sekce prázdná, tak se použije
implicitní kickstart definovaný administrátory systému Beaker.
3.3 Provedení testu
Po zadání jobu do systému Beaker, je vytvořen požadavek na zabrání testovacích strojů
určených v recipe a stav jobu je nastaven na Queued. Plánovač vloží požadavek do fronty.
V případě dostupnosti stojů jsou vytvořeny na labcontrolleru záznamy obsahující kernel,
initramdisk a kickstart. Stroje jsou zapnuty. Instalace je načtena pomocí bootování ze
sítě přes PXE, který je popsán v 2.3.1. Soubor kickstart obsahuje předinstalační skripty,
které odesílají soubory důležité pro monitorování instalace na server. Odeslané soubory
jsou přístupné přes webové rozhraní systému Beaker. V postinstalační fázi kickstartu je
nainstalován daemon beah (beaker harness) pro spouštění tasků.
3.3.1 Task
Task neboli úloha je test, který je spuštěn pomocí daemona beah (beaker harness). Beah si
pomocí XML-RPC stáhne z lab controlleru recipe. Beah je zodpovědný za spuštění každé




V této kapitole se věnujeme přehledu datových modelů a výběru datového modulu k uložení
šablon, které budou použity pro vygenerování kickstart souboru a jobu pro systém Beaker.
Zdrojem pro tuto kapitolu byly knihy [10, 8].
Základním smyslem datových modelů je vytvoření abstrakce nad daty. Abstrakce slouží
ke zviditelnění pro systém důležitých údajů a zanedbání nepodstatných informací reálného
systému. Datový model je kolekce konceptů sloužící k popisu databáze.
Datové modely můžeme rozdělit do následujících kategorií:
• Konceptuální (vysokoúrovňové) – návrh je blízký způsobu lidského vnímání dat,
• fyzické (nízkoúrovňové) – návrh popisuje uložení dat na fyzických nosičích,
• reprezentační (implementační) – návrh blízký koncovému uživateli s ohledem na způ-
sob uložení na fyzické médium.
Konceptuální datové modely využívají entity, atributy a vztahy. Entity reprezentují
reálný objekt. Atributy popisují vlastnosti entity. Vztahy popisují vazby mezi dvěma nebo
více entitami.
4.1 Reprezentační model
Reprezentační model je nejvíce používaný model v komerčních databázových systémech.
Nejznámějšími reprezentačními modely jsou:
• Hierarchický model,
• síťový model,
• relační datový model.
Jedním z prvních databázových systému byl hierarchický systém. Rozvoj začal v druhé
polovině 60. let. Následně v 70. letech byl systém vylepšen na síťový model. Nevýhodou
těchto systémů je nedostatečná abstrakce a neefektivní ukládání dat na fyzické médium.
Operace nad těmito databázemi byly prováděny pouze programovacími jazyky [8].
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4.1.1 Hierarchická data
V hierarchickém modelu jsou data formována do stromové struktury. Každý element má
právě jednoho rodiče, vyjma kořenového elementu. Rodič má libovolné množství potomků.
Elementy na stejné úrovni by měli být stejného typu. Přístup k datům je v hierarchickém
modelu předvídatelný.
Síťový model Síťový databázový model je rozšířením hierarchického modelu. Element
může mít více rodičů.
4.1.2 Relační databáze
Relační databáze byly původně navrženy k oddělení fyzického úložiště dat od jejich kon-
ceptuální reprezentace a poskytnutí matematického základu pro reprezentaci dat a dotazy
nad nimi. Relační model také představil vysokoúrovňové dotazovací jazyky, které tvoří al-
ternativu k programovacím jazykům.
4.1.3 Objektově orientované databáze
Objektové orientované databáze přináší obecnější datové struktury, využívají objektově
orientovaná paradigmata. Nabízí abstraktní datové typy, zapouzdření operací, dědičnost a
identitu objektů.
4.2 Uložení dat
Hlavními požadavky na uložení dat je jednoduché zpracování hierarchických dat, jednodu-
chá úprava bez speciálních nástrojů. Dalším požadavkem je export do XML. Tyto poža-
davky zvýhodňují jazyky na textové bázi.
4.2.1 JSON
Formát JSON (JavaScript Object Notation) je používán převážně na přenos dat. Výhodou
je nízká režie. Hlavní nevýhodami jsou nemožnost psát komentáře a chybějící podpora
pokročilých funkcí pro transformaci dat.
4.2.2 XML
Jazyk XML (Extensible Markup Language) je standardizovaný značkovací jazyk. Vztahem
mezi XML a datovými modely se zabývá článek [9]. Jazyk XML je dobře navržen pro
zpracování hierarchických dat.
DTD
DTD (Document Type Definition) je jazyk pro popis struktury XML dokumentu. Umožňuje
používat proměnné v XML dokumentu.
XPath
XPath je jazyk, pomocí kterého je možné adresovat část XML dokumentu.
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DOM
Objektově orientovaná reprezentace XML dokumentu, umožňující přístup a modifikaci ob-
jektů.
XSLT
XSLT (eXtensible Stylesheet Language Transformations) je jazyk pro transformaci XML




Cílem této práce je zefektivnit testování instalace systému. Soustředíme se tedy na tasky
využívající vlastní kickstart pro instalaci systému.
V úvodu práce jsou popsány momentální statické způsoby spouštění tasků. Mým cílem
je vytvořit systém pro dynamické spouštění. Systém šablon úloh s minimálními požadavky.
Výhodami dynamického spuštění je náhodné rozdělení tasků mezi joby tak, aby nebyli
vzájemně konfliktní. Tímto způsobem vzniknou různé kombinace tasků. Čím více kombinací
tasků, tím je instalátor lépe otestován. V případě selhání instalace způsobené požadavkem
tasku, je možné tento task nespouštět.
5.1 Kolizní domény
Obecně platí, že testy stejného druhu nelze vykonat zároveň. Druhy těchto testů budeme
nazývat kolizní domény. Příkladem kolizní domény může být rozdělení disku, například testy
na nativní rozdělení disku a na RAID1 definují na jakém oddílu bude kořenový adresář,
není tedy možné aby oba testy úspěšně proběhly zároveň. Tyto testy požadují speciální
instalaci pomocí kickstartu připraveného pro test.
Z podkapitol 2.2 a 2.4 můžeme za kolizní domény určit uživatelské rozhraní instalace,
zdroj instalace, rozdělení disku a kolekce balíčků. Další možnou kolizní doménou mohou
být pre a post skripty, některé mohou být vzájemně nekonfliktní, tento problém bude řešen
označením potencionálně konfliktních skriptů.
5.2 Šablona
Pro každý task bude vytvořena šablona ve formátu XML, která bue definovat požadavky
na kickstart a způsob instalace. Kořenovým elementem bude element template s atributem
name určujícím název. Kořenový element bude obsahovat elementy task, shodné s elementy
task předávanými systému Beakeru v jobu. Textové elementy a atributy mohou obsahovat
proměnné ve formátu ’&promenna;’. Tyto proměnné musí být definovány při generování
výsledného jobu.
5.2.1 Zpracování sekcí dle jejich definic







Elementy mohou být textové nebo prázdné s argumenty. Pro omezení duplicity je možné
odkazovat se na již definované sekce pomocí argumentu type obsahujícím název předdefi-
novaného elementu.
Každý element může obsahovat atributy definující systém, na kterém mají význam.
Těmito atributy jsou:
• arch – určuje pro jaké architektury má element význam
• family – určuje pro jaké verze distribuce má element význam
• variant – určuje pro jaké varianty má element význam
Dalšími elementy jsou elementy upravující způsob spuštění systému. Tyto elementy
nastavují atributy recipu 3.2.2. Elementy nesou název recipe atributu, který chceme defino-
vat. Například instalace v módu bezpečnostního standardu Federal Information Processing
Standard (FIPS) se provede vložením následujícího elementu do šablony:
<k e r n e l o p t i o n s> f i p s =1</ k e r n e l o p t i o n s>
5.2.2 Komentovaný příklad šablony
Pro názornost je zde uveden příklad šablony testující rozložení disku RAID1:
1 <template name=” ra id1 ”>
2 <p a r t i t i o n i n g>
3 part / boot −−asprimary −−s i z e =500 −− l a b e l=boot
4 part swap −−f s t y p e=swap −−recommended −− l a b e l=swap
5 part ra id .01 −−s i z e =2000
6 part ra id .02 −−s i z e =2000
7 ra id / −−dev i c e=0 −− l e v e l=RAID1 ra id .01 ra id . 02
8 </ p a r t i t i o n i n g>
9 <p a r t i t i o n i n g arch=’ ppc64 ’>
10 part prepboot −−f s t y p e=”PPC PReP Boot” −−s i z e =8
11 </ p a r t i t i o n i n g>
12 <task name=”/ d i s t r i b u t i o n / i n s t a l l / ra id1 ”>
13 <params>




Element partitioning na řádcích 2–8 obsahuje část kickstartu pro RAID1 rozložení disku
z 2.4.2, u tohoto elementu není žádný požadavek na architekturu, rodinu nebo variantu. Ele-
ment bude tedy aplikován vždy. Následující element partitioning bude aplikován pouze
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při generování jobu pro architekturu ppc64. Na řádcích 12–16 je element task obsahu-
jící název testu ke spuštění po instalaci systému. Lze vyčíst, že task má zadán parametr
TEST PARAM ARCH obsahující hodnotu
”
&arch;“, která bude při zpracování nahrazena
za architekturu, pro kterou bude job generován.
Tento příklad by mohl být vylepšen přidáním elementu packages, který by definoval
minimální sadu balíčků. Bylo by značně neefektivní na RAID1 instalovat všechny balíčky.
5.3 Konfigurační soubory
Konfigurační soubory se nachází ve složce conf. V šablonách jsou definovány některé sekce
obsahující měnící se části kickstartu, ale je nutné do kickstart souboru vkládat i povinné
sekce. K tomuto účesu slouží soubor
”
conf/default.xml“, ze kterého je čerpáno při každém
generování kickstartu:
<root>




lang en US .UTF−8
keyboard us
i n s t a l l
rootpw redhat
timezone −−utc America/New York
boot loader −−l o c a t i o n=mbr
reboot
zerombr
c l e a r p a r t −−a l l −− i n i t l a b e l
</default>
</ root>
Tento soubor obsahuje povinné příkazy popsané v 2.4.1.
Některé sekce se mohou objevit ve více šablonách, pro zamezení duplicity kódu jsou
vytvořeny konfigurační soubory nastavující předdefinované sekce pro šablony. Tyto soubory
mají název sekce s příponou xml. Soubor obsahuje kořenový element types. Potomky kořene
jsou textové elementy s názvem sekce a atributem name obsahující dotyčnou část kickstart
souboru, volitelným argumentem je zde arg, který nastaví přepínač sekce. Dalšími potomky




< f o o t e r fami ly=’@RHEL6+’>%end</ f o o t e r>
<packages name=’ minimal ’ arg=’−−nobase ’>
@core
</ packages>
<packages name=’ d e f a u l t ’ arg=’−−d e f a u l t ’ f ami ly=’@RHEL6+’ />
<packages name=’ d e f a u l t ’ f ami ly=’@RHEL5 ’>











@ o f f i c e
@print ing
@sound−and−video
@text−i n t e r n e t
@base−x
</ packages>
<packages name=’ d e f a u l t ’ f ami ly=’@RHEL5 ’ arch=’@! s390x ’>
@games
</ packages>
<packages name=’ everyth ing ’>
∗
</ packages>
<packages name=’ everyth ing ’ fami ly=’@RHEL6+’>
−@con f l i c t s−&var iant ;
</ packages>
<packages name=’ everyth ing ’ fami ly=’@RHEL5 ’>
−@ c o n f l i c t s
</ packages>
</ types>
V příkladu si můžete všimnout elementu footer, který je aplikován pro RHEL6 a vy-
šší, tedy pro RHEL6 a Fedoru 18. Kickstart pod RHEL5 nezná přepínač --default je
tedy nutné vypsat všechny skupiny balíčků1. Pokud bude šablona obsahovat <packages
type="minimal"/> budou vygenerovány tyto řádky do kickstartu:
%packages −−nobase
%core
Při zadání verze RHEL6 nebo Fedora 18 přibude na konci %end.
Jelikož v základních šablonách není vyžadováno definování všech elementů, tak jsou chy-
bějící sekce vybrány náhodně (je otestováno více různých kombinací). Soubor default.conf
je určen pro nastavení sekcí, které nejsou vyžadovány šablonou. Například při genero-
vání kickstartu pro vnc instalaci a defaultní set balíčků není určen zdroj instalace a roz-
dělení disku. Tyto chybějící části budou náhodně vybrány ze sekce selection v souboru
default.conf. Příklad souboru:
[ s e l e c t i o n ]
packages = minimal d e f a u l t
p a r t i t i o n i n g = autopart nat ive lvm
1Po úspěšné instalaci systému je vytvořen soubor /root/anaconda-ks.cfg, který obsahuje kicktart vyge-
nerovaný při instalaci, z něj byly zjištěny skupiny balíčků
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ui mode = vnc text cmdline
Z časových důvodů je neefektivní nastavovat do packages instalaci všech balíčků. Testy
budou generovány i pro noční sestavení, u kterých není požadavek na instalaci všech ba-
líčků bez konfliktu. V případě konfliktu v balíčcích se instalace zastaví. Watchdog jobu po
určeném čase vyprší a job nastaví stav
”
aborted“. Neprovede se tedy žádný z testů.
V příkladě conf/packages.xml si všimněme atributů family a arch, tyto atributy
obsahují názvy rodin nebo architektur, na kterých budou tyto sekce použity. Pokud není
tento atribut aplikován, je element zapnut. Pokud chceme povolit více architektur nebo
rodin musíme vytvořit skupinu. Na skupinu se odkazujeme pomocí znaku ’@’. Skupiny
jsou definovány ve složce conf v souborech s názvem arch.xml nebo family.xml. Kořenový
element obsahuje název domény. Potomky jsou elementy group obsahující elementy member.







<member name=” RedHatEnterpr iseLinuxCl ient5 ”/>
<member name=” RedHatEnterpriseLinuxServer5 ”/>
</group>
<group name=”RHEL6”>







Z příkladu lze vyčíst, že skupina @RHEL obsahuje rodiny RedHatEnterpriseLinuxClient5,
RedHatEnterpriseLinuxServer5 a RedHatEnterpriseLinux6.
5.4 Parametry programu
Povinnými přepínači programu jsou:
• arch – určuje pro jakou architekturu budou testy spuštěny
• distro – určuje jaká verze distribuce bude nainstalována
Volitelnými přepínači jsou:
• variant – určuje variantu distribuce, pokud je potřeba
• params – nastavuje proměnné, které mohou být použity v šablonách
• host req – nastaví požadavky na stroj. Vstupem je soubor.
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Přepínač host req lze zadat pouze jednou. Ostatní přepínače lze zadat vícekrát. Pro
vygenerování jobů pro více architektur, variant nebo distribucí zadáme tyto přepínače ví-
cenásobně. Počet vygenerovaných jobů vypočteme vynásobením počtu architektur, variant
a distribucí. Tyto joby budou vzájemně nezávislé, jejich recipe budou rozdílné.




Pro implementaci byl vybrán jazyk Python, z důvodu kompatibility s příkazem bkr 3.2.2,
který je napsán také v jazyku Python. Tento program by se mohl stát v budoucnu modu-
lem příkazu bkr. Všechny použité python knihovny jsou distribuovány současně s jazykem
python verze 2.5 a vyšší. Výhodou tohoto řešení je přenositelnost mezi systémy.
Vstupní argumenty jsou zpracovány pomocí třídy OptionParser z modulu optparse. Za-
dané šablony jsou předány objektu třídy TemplateFinder, který nalezne ve složce templates
a jejích podsložkách názvy šablon a vrátí cesty k šablonám. Následně je pro každou kom-
binaci zadaných architektur, distribucí a variant vytvořen Job. Pro každý Job zvlášť jsou
zpracovány zadané šablony. Šablony jsou předány objektu třídy CoflictFinder. ConflictFin-
der náhodně prohází vstupní šablony, tím je dosaženo různých výstupů při každém spuštění.
ConflictFinder použije XML preprocesor zmíněný níže 6.1 a vyhodnotí konflikty. Conflict-
Finder vezme část šablony týkající se kickstartu a vytvoří řešení 1, následně vezme další
šablonu a porovná zda je kickstartová část kompatibilní s řešením 1, pokud ano přidá jeho
požadavky do řešení 1 a pokud ne tak vytvoří řešení 2. Tímto způsobem zpracuje všechny
zadané šablony. Jednotlivé řešení jsou následně předány objektu třídy KickstartCreator.
KickstartCreator vytvoří pro dané řešení kickstart. V případě, že není zadána povinná
sekce kickstartu, je použita předdefinovaná sekce. Tyto sekce jsou určeny v souboru conf/-
default.conf, který je popsán v 5.3. Z každého řešení je vytvořen recipeSet s jedním recipe.
Recipe obsahuje vygenerovaný kickstart třídou KickstartCreator a tasky zadané v šablo-
nách tohoto řešení. Whiteboard (štítek zobrazený v systému Beaker) pro recipe je nastaven
na jména šablon použitých v tomto řešení.
6.1 XML preprocessing
Každý použitý xml soubor je zpracován skrze třídu Parser. Ve třídě Parser je vytvořen
textový řetězec s deklarací DTD proměnných, tyto proměnné jsou vytvořeny ze zadaných
přepínačů – architecture, variant, distro. Dále je použit přepínač params, který je obsahuje
proměnná = hodnota. Tento vygenerovaný DTD řetězec se přikládá ke každému zpracováva-
nému xml souboru. Tímto způsobem jsou doplněny proměnné v šablonách. Ve třídě Parser
jsou také odstraněny elementy s požadavky na architekturu, variantu a rodinu distribucí.
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6.2 Vytvoření šablon
Byly vytvořeny šablony pro testovací data zadaná firmou Red Hat. Tyto šablony jsou
vytvořeny dle návrhu 5.2. Šablony jsou psány pro RHEL5, RHEL6 a Fedoru 18. Popis
zadaných tasků je uveden v tabulce 6.1. K šablonám byly vytvořeny i potřebné konfigurační
soubory navrhované v podkapitole 5.3.
Tabulka 6.1: Popis zadaných tasků
Task Název šablony Popis
/distribution/install log default instalace defaultního setu balíčků
/distribution/install log everything instalace všech balíčků
/distribution/install log minimal instalace n minimálního setu balíčků
/distribution/install/katy ftp zdroj instalace ftp
/distribution/install/katy http zdroj instalace http
/distribution/install/katy nfs zdroj instalace nfs
/distribution/install/command-line cmdline instalace přes cmdline
/distribution/install/gui-mode gui instalace v graphical mod pro
RHEL6
/distribution/install/katy gui instalace v graphical mod pro
RHEL5
/distribution/install/text-mode text instalace v text mod
/distribution/install/vnc-mode vnc instalace přes VNC
/distribution/install/autopart autopart automatické rozdělení disku
/distribution/install/ext4 native nativní rozdělení disku
/distribution/install/lvm lvm LVM rozdělení disku
/distribution/install/raid1 raid1 RAID1




Tato práce se zabývala navržením a implementací systému pro zefektivnění způsobu testo-
vání instalátoru anaconda přes systém Beaker. Byly popsány způsoby instalace linuxových
systémů Fedora 18, Red Hat Enterprise Linux verze 5 a 6. Byla nastíněna architektura
systému Beaker a bylo popsáno vytvoření a zadání úlohy pro systém Beaker.
Z nabytých informací byl navržen formát šablon pro sjednocování úloh. Byla navržena a
implementována aplikace pro sjednocení šablon a vytvoření výstupního formátu přijatelným
systémem Beaker.
7.1 Nasazení
Vytvořený systém byl otestován na datech poskytnutých firmou Red Hat. O vytvořený
systém projevil zájem Release Test Team, který mimo jiné testuje instalační program ana-
conda. Systém je postupně integrován do interního nástroje pro automatické spouštění
testů.
7.2 Nalezené chyby
Přestože program nebyl plně nasazen, již v raném stádiu vývoje objevil chybu v připra-
vované Beta verzi Fedory 18 – https://bugzilla.redhat.com/868834, tato chyba byla
uznána jako závažná a blokovala vydání Fedory 18 Beta. Chyba se projevovala při instalaci
přes kickstart s kombinací rozložení disku příkazem autopart a definice sekce balíčků.
7.3 Další vývoj
Vytvořené šablony jsou pouze ukázkou možností vytvořeného systému. Při reálném nasazení
počet šablon vzroste.
Program na zpracování šablon by mohl být rozšířen o validaci vstupních a výstupních
XML souborů a o flexibilnější nastavení výstupního souboru pro systém Beaker.
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