We consider a ranking and selection problem in the context of personalized decision making, where the best alternative is not universal but varies as a function of observable covariates. The goal of ranking and selection with covariates (R&S-C) is to use sampling to compute a decision rule that can specify the best alternative with certain statistical guarantee for each subsequent individual after observing his or her covariates. A linear model is proposed to capture the relationship between the mean performance of an alternative and the covariates. Under the indifference-zone formulation, we develop two-stage procedures for both homoscedastic and heteroscedastic sampling errors, respectively, and prove their statistical validity, which is defined in terms of probability of correct selection. We also generalize the well-known slippage configuration, and prove that the generalized slippage configuration is the least favorable configuration of our procedures. Extensive numerical experiments are conducted to investigate the performance of the proposed procedures. Finally, we demonstrate the usefulness of R&S-C via a case study of selecting the best treatment regimen in the prevention of esophageal cancer. We find that by leveraging disease-related personal information, R&S-C can improve substantially the expected quality-adjusted life years for some groups of patients through providing patient-specific treatment regimen.
Introduction
Ranking and selection (R&S) is concerned with choosing the best from a finite collection of alternatives, whose performances are unknown and can only be learned through sampling. In this paper we introduce a new R&S problem in which the performance of an alternative varies as a function of some observable random covariates, which are also known as side information, auxiliary quantities, or contextual variables. This is mainly motivated by the emerging popularity of personalized decision making in various areas such as healthcare, e-commerce, and wealth management as customer-specific data grows exponentially and powerful computational infrastructure becomes more accessible. By taking advantage of personalized information as covariates, decisions can be tailored to the individual characteristics of each customer, thereby conceivably more beneficial.
For instance, medical studies show that the effectiveness of cancer chemotherapy treatment depends on the biometric characteristics of a patient such as tumor biomarker and gene expression, and thus the treatment outcome can be improved significantly by personalizing treatment regimen (Yap et al. 2009 , Kim et al. 2011 . In marketing research, it is known that by sending customized advertisements or promotions based on consumers' demographic information and purchasing behaviors, companies can increase both profits and customer satisfaction considerably (Arora et al. 2008 ). For a third example, leveraging rapid advances in financial technology, automated asset management firms (i.e., robo-advisors) assign portfolios based on investor characteristics such as age, income, and risk preference in order to meet the individual financial need of each client (Faloon and Scherer 2017) .
A critical feature of ranking and selection with covariates (R&S-C) is that the best alternative is not universal but depends on the covariates. Hence, the solution to a R&S-C problem is a decision rule as a function of the covariates that specifies the best alternative for each given value of the covariates. We assume in this paper that we are able to sample each alternative at any value of the covariates, so the computation is done offline. (By contrast, in an online environment the covariates are observed sequentially and their values are non-controllable.) Nevertheless, after the decision rule is computed, it can be applied online to select the best alternative for each subsequent individual after observing his or her covariates.
R&S-C reflects a shift in perspective with regard to the role of simulation in decision making.
R&S-C can be viewed as a tool for system control, since the decision rule it produces can determine the optimal decision dynamically across time. By contrast, R&S is a tool for system design, since it is used to find the best alternative (e.g., production line configuration) before implementation, which is generally expensive and unlikely to change in near future. This shift in perspective is discussed extensively in Nelson (2016) who envisions future development of simulation in the next decade as computational facilities progress rapidly. This perspective is also taken in Jiang et al. (2017) to design algorithms for dynamic risk monitoring.
We assume a linear relationship between the response of an alternative and the covariates.
Despite its simplicity, linear models have distinct advantages in terms of their interpretability and robustness relative to model misspecification, and often show good performance in prediction (James et al. 2013) . Moreover, they can be generalized easily to accommodate nonlinearity by applying covariate transformation via basis functions (Hastie et al. 2009 ). Linear models have also been used in R&S problems; see Negoescu et al. (2011) and , where the former assumes that the responses are linear in the covariates, while the latter linear in certain functions of the covariates. However, these procedures aim to select the best alternative as a static decision rather than the kind of decision rule that we seek.
We develop R&S-C procedures that have certain statistical guarantee in terms of probability of correct selection (PCS), whose definition, nevertheless, is complicated by the presence of covariates.
Specifically, correct selection is now a conditional event given the covariates, thereby suggesting a conditional PCS. We define two forms of unconditional PCS, one by taking expectation with respect to the distribution of the covariates, while the other by taking the minimum over the support of the covariates. Statistical validity of a R&S-C procedure is defined via either form of unconditional PCS.
Main Contributions
First and foremost, we formulate R&S-C as a novel framework to facilitate personalized decision making for choosing the best from a set of competing alternatives. Along the way, we generalize important concepts for R&S problems, including the indifference-zone formulation and PCS, to the new setting.
Second, since the sampling errors of an alternative when sampled at different values of the covariates may have unequal variances, we propose two-stage procedures for both the homoscedasticity and heteroscedasticity cases, respectively, and prove they are statistically valid. In addition, the procedures can be revised to accommodate different forms of unconditional PCS.
Third, we generalize the concept of slippage configuration of the means for R&S problems to the R&S-C setting and prove that it is the least favorable configuration for a family of R&S-C procedures including ours.
Fourth, we conduct extensive numerical experiments to assess the performance of the proposed procedures in terms of the achieved unconditional PCS, and investigate its sensitivity relative to various aspects such as form of unconditional PCS and configuration of the variances.
At last, we formulate a personalized medicine problem of selecting the best prevention regimen for esophageal cancer as a R&S-C problem, and demonstrate its practical value and advantage relative to a more traditional approach to treatment selection which corresponds to a R&S problem, using a Markov simulation model developed and calibrated by domain experts in cancer research.
Related Literature
R&S is a classic research problem in simulation literature over the past decades and a large number of selection procedures have been developed to solve this problem. In general, a procedure specifies the proper sample size of each alternative and determines which alternative to select. The procedures in the literature are developed following either a frequentist or a Bayesian approach, depending on whether the decision maker interprets the mean performance of an alternative as a constant or a random variable; see Kim and Nelson (2006) and for overviews on the two approaches, respectively. Frequentist procedures aim to provide certain statistical guarantee (usually in terms of PCS) even for the least favorable configuration (Rinott 1978 , Kim and Nelson 2001 , Hong and Nelson 2007 , Luo et al. 2015 . Thus, they are typically conservative and require more samples than necessary for average cases. Bayesian procedures, on the other hand, aim to allocate a finite computational budget to different alternatives in order to either maximize the PCS or to minimize the expected opportunity cost. There are a variety of approaches to developing a Bayesian procedure, including value of information Inoue 2001, Chick et al. 2010 ), knowledge gradient (Frazier et al. 2008 (Frazier et al. , 2009 , optimal computing budget allocation (Chen et al. 1997 , Fu et al. 2007 , and economics of selection procedures Gans 2009, Chick and Frazier 2012) . Bayesian procedures often require fewer samples than frequentist procedures to achieve the same level of PCS. However, they do not provide a statistical guarantee in general, except for Frazier (2014) in which a Bayes-inspired procedure is proposed to achieve a pre-specified PCS in the frequentist sense.
The present paper follows a frequentist perspective. Among the frequentist procedures in the literature, there are two-stage procedures and sequential procedures. The former use the first stage to estimate the appropriate sample size for each alternative and select the best alternative at the end of the second stage. Examples include Rinott (1978) , Nelson and Banerjee (2001) , and Chick and Wu (2005) . Sequential procedures do not specify the sample size in advance. Instead, they take samples gradually and meantime eliminate the inferior alternatives sequentially once enough statistical evidence is collected, thereby generally requiring fewer samples than their twostage counterparts; see, e.g., Paulson (1964) , Kim and Nelson (2001 ), Hong (2006 ), and Fan et al. (2016 . However, they may induce substantially more computational overhead due to repeated switches between simulation models from which samples of different alternatives are taken (Hong and Nelson 2005) . The procedures developed in this paper are stage-wise, have a structure similar to the two-stage procedure of Rinott (1978) , and are easy to implement.
Our research is also related to the literature on multi-arm bandit (MAB) with covariates. MAB is an important class of sequential decision making problems in fields such as operations research and statistics. It was first proposed by Robbins (1952) and has been studied extensively since then; see, for instance, Bubeck and Cesa-Bianchi (2012) for a comprehensive review of MAB. In recent years, MAB with covariates (otherwise known as contextual MAB) has drawn considerable attention as a tool for facilitating personalized decision making. The reward is often modeled as a linear function of the covariates (Auer 2002, Rusmevichientong and Tsitsiklis 2010) . In particular, Goldenshluger and Zeevi (2013) consider a linear model whose linear coefficients are arm-dependent, which motivates our formulation of R&S-C. We refer to Slivkins (2014) and references therein for nonparametric models, and refer to Bubeck and Cesa-Bianchi (2012) for a review on recent advances in contextual MAB problems.
The remaining of the paper is organized as follows. In §2 we introduce the R&S-C problem and define various concepts, such as correct selection and statistical validity, that generalize their conventional meanings in the R&S setting. In §3 and §4, we develop two-stage selection procedures for homoscedastic and heteroscedastic sampling errors, respectively. In §5, we discuss the least favorable configuration of the means for R&S-C problems and show that, for a family of selection procedures, it is the so-called generalized slippage configuration. In §6 we conduct extensive numerical experiments to investigate the performance of the proposed procedures in various settings. In §7
we demonstrate the practical value of R&S-C in the context of personalized medicine for esophageal cancer prevention. We conclude in §8 and collect some technical proofs in the Appendix.
Problem Formulation
We consider a collection of k distinctive alternatives. Suppose that the performance of each alternative depends on X c = (X 1 , . . . , X d ) , a vector of random covariates with support Θ c ⊆ R d .
For each i = 1, . . . , k and = 1, 2, . . ., let Y i (X) denote the mean performance of alternative i and Y i (X) denote the th sample from alternative i, where X := (1, X 1 , . . . , X d ) denotes the augmented covariates with support Θ := {1} × Θ c . Our goal is to select the alternative with the largest mean performance conditionally on X = x,
We call this problem R&S-C. By contrast, the sought alternative in the conventional R&S setting is independent of the values of the covariates. In particular, a decision maker who is risk-neutral with respect to the covariates would seek the best alternative via solving
where the expectation is taken with respect to the distribution of X. Notice that
by Jensen's inequality. This indicates that it is better to select an alternative after observing the covariates than before the observation, if the decision maker is risk-neutral with respect to the covariates. The usefulness of R&S-C will be demonstrated further in the context of personalized medicine in §7.
We assume a linear model in which Y i (X) is linear in X and Y i (X) is unbiased. Assumption 1. For each i = 1, . . . , k and = 1, 2, . . ., conditionally on X = x,
where
is a vector of unknown coefficients and i (x) is the sampling error with the following properties:
e., normal distribution with mean 0 and variance σ 2 i (x); Remark 2. Notice that the linear model is a natural extension of the normality assumption commonly used in R&S to R&S-C setting. It is simple to handle, easy to interpret, and robust to model misspecification. Moreover, they can be generalized easily to accommodate nonlinearity by applying covariate transformation via basis functions (Hastie et al. 2009 ).
Indifference-Zone Formulation
We adopt the indifference-zone (IZ) formulation (Bechhofer 1954) to develop selection procedures for the R&S-C problem. The sought procedures ought to provide a lower bound for both the probability of correct selection (CS) and the probability of good selection (GS) under the IZ formulation;
see Ni et al. (2017) for their definitions in the context of R&S problems. However, the events of CS and GS need to first be redefined carefully in the light of covariates.
Let δ be a pre-specified IZ parameter that represents the smallest difference in performance between the competing alternatives that the decision maker considers worth detecting. Let i * (x) denote the selected alternative given X = x upon termination of a procedure. Clearly, i * (x) is not necessarily identical to i * (x) due to the random sampling errors. A CS event occurs when the alternative selected by the procedure is the same as the true best, i.e.,
where the probability is taken with respect to the distribution of the samples used by the selection procedure producing i * (x). In particular, CS is a conditional event and its meaning is ambiguous unless the value of the covariates is specified.
, namely, conditionally on X = x there exists a "good" alternative whose mean performance is within δ of the best alternative, then the decision maker feels indifferent between alternative i and the best alternative when X = x. We define the GS event as the following conditional event where one of the good alternatives is selected:
, then the GS event is reduced to the CS event. In R&S literature, most frequentist procedures based on the IZ formulation are developed for the situation where the best alternative is better than the other alternatives by at least δ, and thus it is conventional to define statistical validity of a procedure by assessing the PCS it achieves.
In the presence of covariates, it appears too restrictive to assume that
and all x ∈ Θ. Hence, in the rest of this paper we use the term PCS in an extended way that accommodates both the events of CS and GS. In particular, we define the conditional PCS as
so that it represents the conditional probability of
and the conditional probability of GS(x) otherwise.
We then define two forms of unconditional PCS. Specifically,
where the expectation is taken with respect to the distribution of X, and
Fixing a particular form (either PCS E or PCS min ), we aim to develop selection procedures that provide a lower bound for the unconditional PCS. In particular, a selection procedure is said to be statistically valid if the achieved unconditional PCS is no smaller than a pre-specified value 1 − α ∈ (1/k, 1). 
Fixed Design
We consider the fixed design setting as follows. Suppose that m ≥ d+1 design points x 1 , . . . , x m ∈ Θ are chosen properly and fixed, and that alternative i can be sampled at x j repeatedly arbitrarily many times, for each i = 1, . . . , k and j = 1, . . . , m. The fixed design is suitable when a simulation model is available and the decision maker can perform experiment design in advance. However, if observations are collected from real experiments or in a sequential manner such as clicks of banner ads on a webpage in the field of online advertising, the fixed design may not be applicable.
The placement of the design points given a computational budget is certainly an important problem in practice. A popular approach for linear models is the so-called D-optimal design, which minimizes the determinant of the covariance matrix of the least-square estimators of the coefficients β. There are various other optimality criteria for computing a good experiment design; see Atkinson et al. (2007, Chapter 10) for more details on the subject. Intuitively, the linear model would prefer the design points to be allocated far away from each other, which implies that the interior of the domain Θ has scarce design points. However, one may consider to spread the design points over Θ roughly evenly in order to protect against model misspecification. It is beyond the scope of the present paper to discuss the experiment design extensively and we leave the investigation to future study. In the rest of this paper, we simply assume that the design points are properly chosen and satisfies the following condition.
Assumption 2. X X is a nonsingular matrix, where
Remark 3. Albeit written in the form of "assumption" for ease of presentation, the above condition can always be satisfied since we may incorporate it in the experiment design as a constraint when we choose the design points. Notice that this is also a typical requirement in linear regression.
Given a design matrix, we will develop selection procedures for both homoscedastic and heteroscedastic sampling errors. Here, homoscedasticity or heteroscedasticity refers to the variances of the sampling errors of the same alternative at different design points. The variances of the sampling errors of different alternatives are always allowed to be different. In particular, the sampling errors for each alternative have equal variances for different values of the covariates for the homoscedasticity case, while they have unequal variances for the heteroscedasticity case. This analogizes the difference between the ordinary least squares method and the generalized least squares method for estimating the unknown coefficients in a linear regression model.
Homoscedastic Sampling Errors
By homoscedastic sampling errors, we mean the following assumption.
We emphasize that by homoscedasticity we do not mean σ 2 1 = · · · = σ 2 k , and they are instead allowed to be unequal. Notice that for certain situations where Assumption 3 fails, it is possible to apply variance stabilizing transformation by redefining the covariates properly to achieve homoscedasticity (Box and Cox 1964) . Similar to the setting of linear regression, the assumption of homoscedasticity simplifies mathematical and computational treatment in our development of selection procedures. Nevertheless, misusing the procedure devised for homoscedasticity in a highly heteroscedastic environment may cause deterioration in the achieved unconditional PCS. We defer the related discussion to §4 after introducing the procedure for the case of heteroscedasticity.
A Two-stage Procedure
We develop a two-stage procedure for the R&S-C problem with fixed design and homoscedastic sampling errors and call it Procedure FDHom. The structure of the procedure is simple and similar to typical two-stage R&S procedures such as Rinott's procedure (Rinott 1978) . The first stage takes a small number of samples in order to estimate the total sample size that is required to deliver the desired statistical guarantee, while the second stage takes the additional samples and produces a selection rule based on the overall samples.
There are several distinctive features in the procedure stemming from the presence of covariates.
First, the concept of PCS is more subtle. Since the form of unconditional PCS is not unique, it must be specified before the procedure commences as it is one of the factors that determine the required total sample size. Second, upon termination the procedure yields a decision rule, instead of a single alternative, which stipulates the best alternative for any given value of the covariates.
Third, estimation of the mean performances of the alternatives becomes essentially estimation of the unknown coefficients of the covariates. Hence, theoretical analysis of the procedure is closely related to linear regression. We now present Procedure FDHom.
Procedure FDHom: 0. Setup: Specify the form of unconditional PCS (either PCS E or PCS min ), the target unconditional PCS 1 − α, the IZ parameter δ > 0, the first-stage sample size n 0 ≥ 2, the number of design points m ≥ d + 1, and the design matrix X . Set h = h Hom E if PCS E is used, and h = h Hom min if PCS min is used, where the constants h Hom E and h Hom min respectively satisfy the following equations
where Φ(·) is the cumulative distribution function (cdf) of the standard normal distribution and η(·) is the probability density function (pdf) of the chi-squared distribution with n 0 m − d − 1 degrees of freedom.
1. First-stage Sampling: Take n 0 independent samples of each alternative i at each design point
x j , and denote them by
and
2. Second-stage Sampling: Compute the total sample size N i = max h 2 S 2 i /δ 2 , n 0 for each i, where a denotes the smallest integer no less than a. Take N i − n 0 additional independent samples of alternative i at each design point x j .
3. Selection: For each alternative i, compute the overall estimate of its unknown coefficients
Return i * (x) = arg max 1≤i≤k {x β i } as the decision rule.
Implementation Guide
The constant h (either h Hom E or h Hom min ) is computed numerically. In our implementation, the integration (including the expectation) is computed by the MATLAB built-in numerical integration function integral, then h is solved by the MATLAB built-in root finding function fzero. However, since the expectation in (4) for computing h Hom E is taken with respect to X, a d-dimensional random vector, using numerical integration suffers from the curse of dimensionality if d is large. In this case, one may use the Monte Carlo method to approximate the expectation.
It is computationally easier to solve for h Hom min . Notice that the minimizer of the left-hand side of (5) is the same as the maximizer of x (X X ) −1 x, since the function Φ(·) is increasing. But this maximization problem is relatively easy to solve as indicated by the following result. Proposition 1. If Θ is a non-empty bounded closed set and Assumption 2 holds, then
where Ξ is the set of all extreme points of the convex hull of Θ.
Proof. It is straightforward to see that X X is positive definite under Assumption 2. Hence, (X X ) −1 is positive definite as well, and thus x (X X ) −1 x is convex in x. Then, the result follows immediately from Theorem 32.2 and Corollary 32.3.3 in Rockafellar (1970) .
For instance, if Θ c is a (continuous or discrete) hyper-rectangle with dimension d, we can simply compute its 2 d corner points to find the maximum.
Statistical Validity
We have the following statistical validity of Procedure FDHom.
Theorem 1. Under Assumptions 1, 2, and 3, Procedure FDHom is statistically valid, i.e.,
In order to highlight the critical issue for establishing the finite-sample unconditional PCS guarantee in Theorem 1, we first revisit R&S problems with unknown variances and no covariates.
Suppose that Y 1 , Y 2 , . . . are independent and identically distributed (i.i.d.) samples that are taken from an alternative. A typical two-stage R&S procedure involves using {Y : = 1, . . . , n 0 } in the first stage to determine a total sample size N ≥ n 0 of the alternatives and using the overall sample mean Y (N ) := N −1 N =1 Y to rank the alternatives (see, for instance, Rinott (1978) ). In order to establish finite-sample PCS guarantee of the two-stage procedure, one needs to characterize the probability distribution of Y (N ) explicitly. However, because N is a random variable that is determined by the first-stage samples, this distribution is unknown and difficult to characterize in general.
A result due to Stein (1945) stipulates that, if Y 1 , Y 2 , . . . are i.i.d. normal random variables and N depends on the first-stage samples only through the sample variance, then Y (N ) has normal distribution with known parameters. Consequently, this result is a cornerstone of finite-sample statistical validity of R&S procedures with unknown variances; see Dudewicz and Dalal (1975) and Rinott (1978) for early use of this result in designing two-stage R&S procedures, and Theorem 2 of Kim and Nelson (2006) for a rephrased version of the result. We now extend this result to the setting of R&S-C and state it in Lemma 1. We defer its proof to the Appendix but remark here that the assumption of the linear model is crucial.
Lemma 1. Let Y = X β + , where β ∈ R d , X ∈ R m×d , and ∼ N (0, σ 2 I) with 0 denoting the zero vector in R m and I the identity matrix in R m×m . Assume that X X is nonsingular. Let T be a random variable independent of n =1 Y and of {Y : ≥ n + 1}, where Y 1 , Y 2 , . . . are independent samples of Y . Suppose that N ≥ n is an integer-valued function of T and no other random variables. Let
is independent of T and has the standard normal distribution.
Notice that the PCS is bounded below by the joint probability that the best alternative eliminates all the other alternatives, which is messy to characterize in general even if all alternatives are sampled independently. The following result due to Slepian (1962) represents a solution by providing a lower bound for the joint probability through marginal probabilities.
Lemma 2 (Slepian 1962) . Suppose that (Z 1 , . . . , Z k ) has a multivariate normal distribution. If
Now we are ready to prove Theorem 1.
Proof of Theorem 1. Notice that under Assumptions 1, 2, and 3, β i (n 0 ) and S 2 i are estimators of β i and σ 2 i based on Y i1 , . . . , Y in 0 , respectively, for each i = 1, . . . , k. By Theorem 7.6b in Rencher and Schaalje (2008) , β i (n 0 ) and S 2 i are independent; moreover,
Obviously, S 2 i is independent of {Y i, : ≥ n 0 + 1} as well. Since N i is an integer-valued function only of S 2 i , by Lemma 1,
For notational simplicity, we let V (X) := X (X X ) −1 X and temporarily write i * = i * (X) suppress the dependence on X. Let Ω(x) := {i : X β i * − X β i ≥ δ|X = x} be the set of alternatives outside the IZ given X = x. For each i ∈ Ω(X), X β i * is independent of X β i given X. It then follows from (6) that
Hence, letting Z denote a standard normal random variable, for each i ∈ Ω(X),
where the inequality follows the definition of N i , and the last equality follows the definition of ξ i .
Then, conditionally on X, by the definition (1) the GS event must occur if alternative i * eliminates all alternatives in Ω(X). Thus,
where the equality is due to the tower law of conditional expectation. Notice that conditionally on
is multivariate normal by (7). Moreover, for i, i ∈ Ω(X) and i = i , due to the conditional independence between X β i and X β i ,
Therefore, applying (9) and Lemma 2,
where the second inequality follows from (8). Since 0 ≤ Φ(·) ≤ 1 and η(·) is a pdf, the integral inside the square brackets in (10) is no greater than 1. Moreover, since |Ω(X)| ≤ k − 1, hence,
Then, it follows immediately from (2), the definition of PCS E , and (4), the definition of h Hom
Heteroscedastic Sampling Errors
In this section we drop Assumption 3 and consider heteroscedastic sampling errors, a more general case. We develop a two-stage procedure for the R&S-C problem with fixed design and heteroscedasticity and call it Procedure FDHet. For simplicity, we use χ 2 ν to denote the chi-squared distribution with ν degrees of freedom.
Procedure FDHet: 0. Setup: Specify the form of unconditional PCS (either PCS E or PCS min ), the target unconditional PCS 1 − α, the IZ parameter δ > 0, the first-stage sample size n 0 ≥ 2, the number of design points m ≥ d + 1, and the design matrix X . Set h = h Het E if PCS E is used, and h = h Het min if PCS min is used, where the constants h Het E and h Het min respectively satisfy the following equations
where γ (1) (·) is the pdf of the smallest order statistic of m i.i.d. χ 2 n 0 −1 random variables, i.e.,
with γ(·) and Γ(·) denoting the pdf and cdf of the χ 2 n 0 −1 distribution, respectively.
1. First-stage Sampling: Take n 0 independent samples of each alternative i at each design point x j , and denote them by Y i (x 1 ), . . . , Y i (x m ), i = 1, . . . , k, = 1, . . . , n 0 . For each i and j, set
2. Second-stage Sampling: Compute the total sample size N ij = max h 2 S 2 ij /δ 2 , n 0 for each i and j. Take N ij − n 0 additional independent samples of alternative i at design point x j .
Remark 4. From the implementation point of view, the constants h Het E and h Het min can be computed in a way similar to that for h Hom E and h Hom min ; see the discussion in §3.2.
A noticeable difference in Procedure FDHet relative to Procedure FDHom is the involvement of the smallest order statistic, which is introduced for computational feasibility. Without it, the equations for computing the constant h would involve (2m)-dimensional numerical integration, which becomes prohibitively difficult to solve for m ≥ 3. See Remark 5 in the Appendix for details.
We have the following statistical validity of Procedure FDHet. Its proof is similar to that of Theorem 1, albeit technically more involved, so we defer it to the Appendix but remark here that the proof relies critically on a generalized version of Lemma 1, which is stated and proved as Lemma 3 in the Appendix.
Theorem 2. Under Assumptions 1 and 2, Procedure FDHet is statistically valid, i.e.,
Clearly, the assumption of homoscedasticity yields more analytical and computational tractability than the assumption of heteroscedasticity. However, if Procedure FDHom is used in the presence of heteroscedastic sampling errors, it may fail to deliver the desired unconditional PCS guarantee.
An intuitive explanation is that using a single variance estimate for all the design points may underestimate the variance at some design points, leading to insufficient sampling effort at those design points. On the other hand, Procedure FDHet may behave in an overly conservative manner in the presence of homoscedastic sampling error. This is because Procedure FDHet demands estimation of the variance at each design point, which amounts to estimating the common variance repeatedly in the homoscedasticity setting and each time is done separately, resulting in excessive samples.
The conservativeness is also attributed to the fact that using order statistic in Procedure FDHet further loosens the lower bound of the unconditional PCS. These trade-off will be revealed clearly in the numerical experiments in §6.
The above discussion provides us a rule of thumb for choosing procedures in practice. Procedure FDHom may be preferred if either the problem of interest has approximately homoscedastic sampling errors, or the decision maker can tolerate some underachievement relative to the desired unconditional PCS. On the other hand, Procedure FDHet may be a better choice if the sampling errors are notably heteroscedastic or if the decision maker is stringent on delivering the unconditional PCS guarantee.
Least Favorable Configuration
For R&S problems, many selection procedures are designed by analyzing the so-called least favorable configuration (LFC) of the means, which, given the variance and the number of samples of each alternative, yields the greatest lower bound of PCS amongst all possible configurations of the means (Bechhofer 1954) . If a selection procedure can meet the target PCS for the LFC, it can certainly meet the same target for all configurations. It is well known that under the IZ formulation, the LFC for R&S problems is the slippage configuration (SC) for many selection procedures (Gupta and Miescke 1982) . The SC is such that there exists a unique best alternative and all the other alternatives have equal means which differ from the best by exactly the IZ parameter.
In this section, we generalize the SC to the R&S-C setting and define the generalized slippage configuration (GSC) as follows:
In the degenerated case, if β il = 0 for all i = 1, . . . , k and l = 1, . . . , d, then Y i (X) ≡ β i0 , so the mean performance of an alternative is independent of the covariates and the GSC is reduced to the SC. While in the general case, for any x ∈ Θ,
Hence, with the GSC, the best alternative is the same for all x, and the other alternatives have equal mean performances. Geometrically, the GSC means that the hyperplanes formed by the mean performances of the inferior alternatives are identical and are parallel to the hyperplane that corresponds to the best alternative. Moreover, the "distance" between the two parallel hyperplanes is δ; see Figure 1 for an illustration for d = 2. (ii) Conditionally on
(iii) N ij is independent of the configuration of the means, for all i = 1, . . . , k, j = 1, . . . , m.
Proof. Suppose that β = (β i : 1 ≤ i ≤ k) follows the GSC. Then, i * (x) ≡ 1 and by Property (i), PCS(x; β) = P x β 1 − x β i > 0, ∀i = 2, . . . , k
where the expectation is taken with respect to the N ij 's and we write PCS(x; β) to stress its dependence on β since we will consider a different configuration of the means later.
By Property (ii), conditionally on X = x and {N ij : 1 ≤ i ≤ k, 1 ≤ j ≤ m}, x β i is independent of x β i for i = i ; moreover,
. In particular,σ 2 (x, Σ i ) does not depend on β by Property (iii). Hence, letting φ(·; µ, σ 2 ) denote the pdf of N (µ, σ 2 ), it follows from (15) that
We now consider a different configuration of the means,
We assume, without loss of generality, that β † 1 = β 1 . We will show below that PCS(x; β † ) ≥ PCS(x; β) for all x ∈ Θ. For each i = 1, . . . , k, we define sets Θ 
Clearly, {Θ 
1 , i = 2, . . . , k. Since Φ(·) is an increasing function and β † 1 = β 1 , it is straightforward to see that PCS(x; β † ) ≥ PCS(x; β) for any x ∈ Θ (1) 1 .
• Case 2: Θ 1 . If Ω(x) = ∅, then each alternative i, i = 2, . . . , k, is in the IZ, and thus PCS(x, β † ) = 1. Otherwise, x β † i ≤ x β i for each i ∈ Ω(x) by (14). Hence,
where the last inequality holds because 0 ≤ Φ(·) ≤ 1 and |Ω(x)| < k − 1.
For each i = 2, . . . , k, if Θ
(1) i = ∅, then we can simply swap the indexes of alternative 1 and alternative i, and follow the same analysis as in Case 1. Likewise, if Θ
(2) i = ∅, we can follow the analysis in Case 2. Therefore, we conclude that PCS(x; β † ) ≥ PCS(x; β) for any x ∈ Θ. Thus, the GSC is the LFC.
Obviously the Procedure FDHom and FDHet possess those features specified in Theorem 3, so we have the following corollary immediately.
Corollary 1. The GSC is the LFC for Procedure FDHom and Procedure FDHet.
Numerical Experiments
In this section, we investigate numerically the statistical validity of the two proposed procedures.
We create a number of problem instances to test the procedures. For each problem instance, we need to specify the number of alternatives k, the dimension of the covariates d, the distribution of the covariates, the design matrix X , the configuration of the means β i , and the configuration of the variances σ 2 i (·). Instead of specifying the above aspects in a combinatorial fashion, which would result in an excessively large number of problem instances, we first create a benchmark problem and then investigate the effect of an aspect by varying it while keeping others unchanged.
The benchmark problem is formulated as follows. Let d = 3 and k = 5. Suppose that the covariates, X 1 , . . . , X d , are i.i.d. Uniform[0, 1] random variables. We set each entry of a d-dimensional design point to be 0 or 0.5, so there are m = 2 d design points in total. We set the configuration of the means to be the GSC, i.e., β 10 − δ = β i0 = 0, β 1l = β il = 1, for i = 2, . . . , k and l = 1, . . . , d, and set the sampling errors to be homoscedastic, particularly σ i (x) ≡ σ i = 10 for i = 1, . . . , k.
We then create 8 test problems below by varying one factor of the benchmark problem at a time, while keeping the other factors of each problem the same as the benchmark problem.
(1) k = 2.
(2) k = 8. (6) Heteroscedastic sampling errors: σ i (x) = 10x β i , i = 1, . . . , 5.
Compared to the benchmark problem, Problems (1) and (2) change the number of alternatives, Problem (3) changes the configuration of the means so it is not the GSC, Problems (4) and (5) change the configuration of the variances while retaining homoscedasticity, Problem (6) considers heteroscedasticity, and Problems (7) and (8) change the dimensionality of the covariates.
In all the problems including the benchmark problem, we set α = 0.05, δ = 1, and n 0 = 50.
We conduct two groups of experiments separately, each for one form of unconditional PCS. We set the target unconditional PCS to be PCS E = 95% in one group, while PCS min = 95% in the other. We conduct R = 10 4 macro-replications for each problem-procedure combination. In each macro-replication r, we apply a procedure (FDHom or FDHet) to a problem to obtain a decision rule i * r (x), and then apply it to select the best alternative for each x t , a realization of X that is randomly generated from its distribution, t = 1, . . . , T with T = 10 5 . We calculate the achieved
where I{·} denotes the indicator function. In addition, we calculate the achieved PCS min
where x 0 is the minimizer in (5) (resp., (12)) when computing the constant h Hom min (resp., h Het min ) for Procedure FDHom (resp., FDHet). We also report the averaged total sample size used by each each procedure for producing the decision rule.
The numerical results are shown in Table 1 and Table 2 , from which we have the following observations. First, as expected, both procedures can deliver the target unconditional PCS in their respective domains. Procedure FDHom can deliver the designed PCS E or PCS min if the sampling errors are homoscedastic, while Procedure FDHet can deliver the desired PCS E or PCS min if the sampling errors are heteroscedastic. Moreover, the achieved unconditional PCS is higher than the target in general; see, e.g., the column " PCS E " under "FDHom" of Table 1 , except the entry for Problem (6). This is especially the case if the configuration of the means is not the GSC, i.e. Problem (3). Overshooting the target unconditional PCS suggests that the total sample size is larger than necessary for meeting the target unconditional PCS. Such conservativeness is a well known issue for R&S procedures under the IZ formulation; see Fan et al. (2016) for an exposition Note. In the presence of heteroscedasticity, the boxed number suggests that Procedure FDHom fails to deliver the target PCSE, whereas the bold number suggests that Procedure FDHet succeeds to do so. Note. In the presence of heteroscedasticity, the boxed number suggests that Procedure FDHom fails to deliver the target PCSmin, whereas the bold number suggests that Procedure FDHet succeeds to do so.
on the issue.
Second, if Procedure FDHom is applied to the case of heteroscedasticity, (i.e., Problem (6)), the target unconditional PCS cannot be met. By contrast, if Procedure FDHet is applied to the case of homoscedasticity, (i.e., all the problems except (6)), it becomes overly conservative. This is reflected by the achieved unconditional PCS being substantially higher the target and the sample size being substantially larger than that for Procedure FDHom.
Third, PCS min is a more conservative form of unconditional PCS than PCS E . In particular,
if PCS E is used to specify the target unconditional PCS, then PCS min is significantly lower than the target, except for Problem (3), whose non-GSC amplifies the procedures' conservativeness stemming from the IZ formulation and provides the "extra" sample size needed for making PCS min reach the target; see Table 1 . By contrast, if PCS min is used instead, then PCS E is virtually 1 for each problem-procedure combination; see Table 2 . Another indication of the conservativeness of PCS min is that in each problem-procedure combination, the sample size when using PCS min as the target unconditional PCS is about 3 times larger than that when using PCS E . For example, in Table   1 the sample size for Problem (0) with Procedure FDHom is 46,864, whereas the corresponding sample size in Table 2 is 140,540.
Fourth, as the number of alternative k increases, which corresponds to Problems (1), (0), and (2), the sample size allocated to each alternative on average (measured by the ratio of the total sample size reported in the tables to k) increases as well. This is caused by the increase in the constant h as k increases. Notice that the sample size required for alternative i in Procedure
FDHom is N i = max{ h 2 S 2 i /δ 2 , n 0 }. Thus, a larger h means a larger N i . A similar argument holds for Procedure FDHet as well. This suggests that as k increases, each alternative must be estimated more accurately in order to differentiate them. Last, the numerical results for Problems (4) and (5) are almost identical. In particular, the value of h is identical for both problems, because the equations that determine h (i.e., equations (4), (5), (11), and (12)) do not depend on the configuration of the variances. Then, since the sum of the variances is the same for both problems, the total sample size which is approximately proportional to h 2 times the sum of the variances is almost the same for both problems. Society. Esophageal adenocarcinoma (EAC) is a main sub-type of esophageal cancer, and its incidence has increased by 500% over the past 40 years (Hur et al. 2013 , Choi et al. 2014 . Thus, the management of Barrett's esophagus (BE), a precursor to EAC, is an active topic in cancer research. A common strategy for BE management is endoscopic surveillance, which attempts to prevent EAC through dysplasia treatment or to identify EAC before it becomes invasive. Recently, chemoprevention has received substantial attention as a method to lower the progression of BE to EAC, and aspirin and statin are two particular drugs that are demonstrated to be effective (Kastelein et al. 2011) . For each BE patient, the progression rate to cancer depends on a variety of factors including age, weight, lifestyle habits such as smoking and alcohol use, the grade of dysplasia, etc. In addition, each patient may have a different response to drugs depending on his or her drug resistance and tolerance. Hence, it is conceivable that the best treatment regimen for BE is patient-specific.
We formulate the problem of selecting the best treatment regimens for each BE patient as a R&S-C problem. There are three alternatives: endoscopic surveillance only (i = 1), aspirin chemoprevention with endoscopic surveillance (i = 2), and statin chemoprevention with endoscopic surveillance (i = 3). For simplicity, we consider only starting age of a treatment regimen, risk (i.e., the annual progression rate of BE to EAC), and drug effects (i.e., the progression reduction effect of a drug) as patient characteristics that determine the effectiveness of a treatment regimen. More specifically, the vector of covariates is X c = (X 1 , X 2 , X 3 , X 4 ) , where X 1 is the starting age, X 2 is the risk, X 3 and X 4 are the drug effects of aspirin and statin, respectively. The performance measure of an alternative is the quality-adjusted life years (QALYs), i.e., Y i (x) represents the expected QALYs of a patient with characteristics x under treatment regimen i. Hur et al. (2004) and Choi et al. (2014) to study the effectiveness of different treatment regimens of BE. The model simulates an average BE patient (i.e., a male BE patient with average characteristics among the patient population) who goes through various health states until death. The main schematic of the model is shown in Figure 3 . The parameters (e.g., the probability transition matrices) are well calibrated so that the simulation outputs match the published results. We adopt their model to simulate individual patient with specific characteristics which are defined as the covariates X c and assumed to be observable. This Markov chain model is, of course, a simplified model compared to those considering detailed biological mechanisms (see for example, the MSCE-EAC model in Curtius et al. (2015) ). But as an illustrative purpose, we adopt this simple model because it is relatively easy to obtain the true values which are necessary to evaluate the performance of our procedures.
A Markov chain model is developed in
The distributions of the covariates are specified as follows. We assume X 1 ∈ [55, 80], as it is documented in Naef and Savary (1972) that there is a BE incidence peak for individuals with ages within this range. We assume X 2 ∈ [0, 0.1] following the specification in Hur et al. (2004) , and set following the study in Kastelein et al. (2011) . Nevertheless, due to lack of data, we do not know the distribution of X c exactly among the entire population of BE patients. Instead, we suppose that X 1 , . . . , X 4 are independent and their distributions are specified in Table 3 . The design points are specified as follows. We take X 1 from {60, 70}, X 2 from {0.1/3, 0.2/3}, X 3 from {1/3, 2/3}, and X 4 from {1/3, 2/3}, so there are 16 design points in total.
We find that the sampling errors are clearly heteroscedastic in trial runs of the simulation model, and thus apply Procedure FDHet to solve the R&S-C problem. We choose the form of unconditional PCS to be PCS E since the distributions of the covariates are assumed to be known. Notice that evaluating the performance of our procedure, i.e., evaluating PCS E , requires the knowledge of the true response surfaces Y i (x), for x ∈ Θ in order to identify the true best decision rule i * (x). To that end, we use extensive simulation to approximate the true response surfaces. We discretize X 2 with step size 0.01 and discretize X 3 and X 4 with step size 0.1. At each discretization point,
we run the simulation model for 10 6 replications so that the estimation error is negligible (e.g., the half-width of the 95% confidence interval is less than 0.02 QALY). Then, the response at any other x is approximated via linear interpolation. To compute PCS E , we conduct R = 300 macroreplications. For each macro-replication r, we apply Procedure FDHet to obtain the decision rule i * r (x), and then apply it to select the best treatment regimen for T = 10 5 simulated BE patients with characteristics that are generated randomly from the distribution of X. The other parameters involved in Procedure FDHet are specified as follows: α = 0.05, δ = 0.2 and n 0 = 100. The result is PCS E = 99.7%, which is substantially higher than target level 1 − α = 95%. This is because the configuration of the means of the problem turns out to be much more favorable than the GSC, and thus the selection procedure behaves in an overly conservative manner in this situation. The probability densities of their distributions are estimated using kernel smoothing based on 10 5 simulated BE patients. The left panel of Figure 5 shows the distributions of Y i * (X) (X) and
for the entire BE population (i.e., X ∈ Θ). We find that their distributions are almost identical with the former slightly more weighted towards the right than the latter. In particular, E[Y i * (X) (X)] = 17.54, whereas E[Y i † (X)] = 17.42. Hence, in terms of QALYs, there is no significant difference between the two approaches for selecting the best treatment regimen when the comparison is based on the entire BE population. However, the significant difference (21.5%) in achieved PCS E between the two approaches suggests that when the the traditional approach is used for the entire BE population, although a substantial number of patients would not receive their personal best treatment regimen, the one they receive is only slightly worse than, or almost as effective as the best personalized treatment.
It must be stressed, however, that Y i * (X) (X) and Y i † (X) having almost identical distributions for X ∈ Θ does by no means imply that personalized medicine and the traditional approach have almost the same effectiveness for all individual BE patients. On the contrary, the difference between the approaches may be substantial for BE patients with some particular characteristics. For instance, the right panel of Figure 5 shows the distributions of Y i * (X) (X) and Y i † (X) conditionally on X 3 = 0.9 and X 4 = 0.2. Obviously, personalized medicine can improve the expected QALYs relative to the traditional approach for this particular subgroup of BE patients, with the mean being increased from 17.00 to 17.92 years. Further, if we consider patients with more detailed information, say, X c = (55, 0.1, 0.9, 0.2) , then personalized medicine would increase their expected QALYs by 2.43 years relative to the traditional approach.
We make several concluding remarks. First, as expected, personalized medicine can provide more suitable treatment regimen for patients by utilizing individual disease-related information.
The improvement over the traditional approach to treatment selection is substantial: a 21.5 percent point increase in PCS E . Although the improvement in expected QALYs for the entire patient population is not significant due to the fact that the two types of chemoprevention appear to have similar effectiveness on a considerable portion of patients, the improvement for patients with certain specific characteristics can be indeed substantial.
Second, R&S-C is a promising tool for facilitating personalized decision making, especially when assessing competing alternatives is computationally expensive. This is usually the case for disease-related simulation because of the high complexity of biological systems and pharmacokinetic/pharmacodynamic mechanisms. Thus, the high-performance computing infrastructure that is necessary for computing the best alternative on the fly after observing the covariates of a subsequent individual may be unavailable in practice. Hence, the "offline-learning-online-application" approach adopted by R&S-C is appropriate, which computes the decision rule offline and applies it online afterwards.
Third, although this case study considers only four covariates, it is conceivable that a large number of covariates may be needed in order to develop a high fidelity simulation model to tailor the decision making process to each individual. However, the high dimensionality of the covariates makes it prohibitively difficult to compute the best alternative exhaustively for each possible value of the covariates offline. It is thus necessary from a computational perspective to model the relationship between the response of an alternative and the covariates in a somewhat parametric way to achieve dimensionality reduction. The linear model used in the present paper is a simple, robust example. Indeed, we find through extensive simulation that the response surface Y i (x) of the Markov chain model is clearly nonlinear i = 1, 2, 3. Nevertheless, the decision rule computed based on the linear assumption yields a 99.7% PCS E .
Conclusions
Ranking and selection is a long-standing research problem in simulation literature. The emerging popularity of personalized decision making leads us to consider this classic problem in a new environment where the performance of an alternative depends on some observable random covariates.
A critical feature in the new setting is that the goal is not to seek a single alternative having a superior performance, but a decision rule as a function of the covariates. Albeit computed offline, the decision rule can be applied online to specify the best alternative for the subsequent individuals after observing their covariates. Therefore, R&S-C reflects a shift in perspective regarding the role of simulation: a tool for system control instead of system design. In particular, we demonstrate the practical value of R&S-C via a case study of personalized medicine for selecting the best treatment regimen in prevention of esophageal cancer.
This paper uses a linear model to capture the relationship between the response of an alter-native and the covariates, and develops two-stage selection procedures accordingly under the IZ formulation. However, the presence of covariates complicates the concept of PCS, since the best alternative varies as a function of the covariates. We define statistical validity of a procedure in terms of unconditional PCS, which itself has two distinct forms depending on the risk preference of the decision maker and the available information about the distribution of the covariates. This paper is a first step towards understanding R&S-C problems. There are many potential directions for future work such as nonparametric models, sequential selection procedures, Bayesian formulation, etc.
Appendix. Technical Proofs
In this Appendix, we prove Lemma 1 and Theorem 2. Before doing that, we first state and prove Lemma 3, which is a generalized version of Lemma 1, because once Lemma 3 is established, Lemma 1 will follow immediately with simple argument. Besides, the proof of Theorem 2 critically relies on Lemma 3.
. . be independent samples of Y (x j ). Let T be a set of random variables independent of n =1 Y (x j ) and of {Y (x j ) : ≥ n + 1}, for all j = 1, . . . , m. Suppose N j ≥ n is an integer-valued function of T and no other random (ii) x β − x β x (X X ) −1 X ΣX (X X ) −1 x is independent of T and has the standard normal distribution.
Proof. For part (i), by the definition of β, it suffices to show that Y T ∼ N (X β, Σ). We first notice that Y (x j ) ∼ N (x j β, σ 2 j ). Since T is independent of
Y (x j ) T ∼ N (nx j β, nσ 2 j ).
On the other hand, since T is independent of {Y (x j ) : ≥ n + 1} and N j is a function only of T , With Lemma 3 established, we are ready to prove Theorem 2.
Proof of Theorem 2. Under Assumption 1, for i = 1, . . . , k, j = 1, . . . , m, Y ij is independent of S 2 ij ; moreover, let σ ij = σ i (x j ), then ξ ij := (n 0 − 1)S 2 ij /σ 2 ij ∼ χ 2 n 0 −1 . These are fundamental results of the sample mean and variance of i.i.d. copies of a normal random variable in statistics; see, e.g., Examples 5.6a and Example 5 in Rencher and Schaalje (2008) . Let S i := {S 2 i1 , . . . , S 2 im }, for i = 1, . . . , k. Then, S i is independent of n 0 =1 Y i (x j ) and of {Y i (x j ) : ≥ n 0 + 1}. Since N i1 , . . . , N im are integer-valued functions only of S i , by Lemma 3, for i = 1, . . . , k,
where Σ i = Diag(σ 2 i1 /N i1 , . . . , σ 2 im /N im ). For notational simplicity, let a := (a 1 , . . . , a m ) = X (X X ) −1 X and write i * = i * (X) suppress the dependence on X. Then,
Let Ω(x) := {i : X β i * − X β i ≥ δ|X = x} be the set of alternatives outside the IZ given X = x.
For each i ∈ Ω(X), X β i * is independent of X β i given X. It then follows from (17) that
Hence, for each i ∈ Ω(X),
where the inequality follows the definition of N ij , and the last equality follows the definition of ξ ij .
where the equality is due to the tower law of conditional expectation. Notice that conditionally on {X, S i * , {S i : i ∈ Ω(X)}}, (X β i * − X β i : i ∈ Ω(X)) is multivariate normal by (18). Moreover, for i, i ∈ Ω(X) and i = i , due to the conditional independence between X β i and X β i , Cov X β i * − X β i , X β i * − X β i X, S i * , {S i : i ∈ Ω(X)} = Var X β i * X, S i * > 0.
Therefore, applying (20) and Lemma 2,
where the second inequality follows from (19).
Notice that ξ ij , i = 1, . . . , k, j = 1, . . . , m, are i.i.d. χ 2 n 0 −1 random variables. Let ξ 
It then follows from (21) and (22) 
Since 0 ≤ Φ(·) ≤ 1 and γ (1) (·) is a pdf, the integral inside the square brackets in (23) where the equality holds because a a = (X (X X ) −1 X) X (X X ) −1 X = X (X X ) −1 X.
Then, it follows immediately from (2), the definition of PCS E , and (11), the definition of h Het E , that PCS E ≥ 1 − α if h = h Het E . Likewise, PCS min ≥ 1 − α if h = h Het min .
Remark 5. We have introduced the smallest order statistics in (22) for computational feasibility.
Without it, Procedure FDHet would still be valid provided that we can compute the constantsh Het However, it is prohibitively challenging to solve the above two equations numerically for m ≥ 3.
By introducing the smallest order statistic, we can instead solve (11) and (12) for h Het E and h Het min , respectively, which is much easier computationally.
