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EFFECTIVE MODELS AND EXTENSION OF TORSORS OVER A
DISCRETE VALUATION RING OF UNEQUAL CHARACTERISTIC
DAJANO TOSSICI
Abstrat. Let R be a disrete valuation ring of unequal harateristi with fration eld K
whih ontains a primitive p2-th root of unity. Let X be a faithfully at R-sheme and G be a
nite abstrat group. Let us onsider a G-torsor YK −→ XK and let Y be the normalization
of XK in Y . If G = Z/p
n
Z, n ≤ 2, under some hypothesis on X, we attah some invariants to
YK −→ XK . If p > 2, we determine, through these invariants, when Y −→ X has a struture
of torsor whih extends that of YK −→ XK . Moreover, we expliitly alulate the eetive
model (reently dened by Romagny) of the ation of G on Y .
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Introdution
Notation and onventions. Throughout the paper, exept in 1, we denote by R a disrete
valuation ring (d.v.r. in the sequel) of unequal harateristi, i.e. a disrete valuation ring with
fration eld K of harateristi zero and residue eld k of harateristi p > 0. Moreover, we
write S = Spec(R). If, for n ∈ N, there exists a distinguished primitive pn-th root of unity ζn
in R, we write λ(n) := ζn − 1. Moreover, for any i ≤ n, we suppose ζi−1 = ζ
p
i . We remark
that v(λ(n−1)) = pv(λ(n)) and v(p) = p
n−1(p − 1)v(λ(n)). We will denote by π ∈ R one of its
uniformizers. Moreover if G is an ane R-group sheme we will denote by R[G] the assoiated
Hopf algebra. All the shemes will be assumed no÷therian, however, sometimes we will expliitly
stress this fat. If not otherwise speied, the ohomology is alulated in the fppf topology.
Key words and phrases. nite group shemes, torsors, unequal harateristi.
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Let G be a nite group. It is known that there is a nie smooth proper stak lassifying
admissible G-Galois overs of stable urves over K, with xed ramiation invariants. While
the problem of understanding its redution mod π seems quite far from being solved. The rst
phenomenon whih may our is the following. Let us onsider a generially smooth stable marked
urve Y → S with an ation of a nite group G with order divisible by p. Denote X = Y/G and
let us assume that G ats freely on Y outside the set of marked points. It ould happen that the
redued ation of G on the speial bre is not faithful. An attempt to solve this kind of problems
is the introdution of the notions of eetive models (by Romagny [19℄) and Raynaud's group
shemes (by Abramovih [3℄). They are very similar notions. In this paper we will utilize the rst
one. More preisely we will investigate in detail on eetive models of ations of yli groups of
order p and p2.
Another motivation for this work, related in some sense to the rst one, is the onstrution
of a Hurwitz spae for automorphisms of order p2 of the formal dis Spec(R[[T ]]). We reall
that for automorphisms of order p it has been done by Henrio ([12℄). One of the main tools
that Henrio used is the strong extension (see later in the introdution for the denition) of
Z/pZ-torsors over the boundary of the formal dis Spec(R[[T ]]{T−1}) where R[[T ]]{T−1} :=
{
∑
i∈Z aiT
i
suh that limi→−∞ ai = 0}. We will speak again about it at the end of the introdu-
tion.
We now introdue more preisely the problem. Let G be an abstrat nite group, X a faithfully
at sheme over R and YK −→ XK a GK -torsor. We remark that, sine K is of harateristi
0, any nite group sheme is étale; so, up to an extension of R, any group sheme over K is an
abstrat group. We all Y the normalization of X in YK . A natural question is the following.
Coarse question: is it possible to nd a model G of GK over R together with an ation on
Y suh that Y −→ X is a G-torsor and the ation of G oinides with that of GK on the generi
ber?
If it happens we say that YK −→ XK an be strongly extended. We observe that the G-ation
on YK an be extended to a G-ation µ : G×R Y −→ Y . The ation ould be not faithful on the
speial ber. The eetive model, as we just said, solve this problem. An eetive model for µ is
a at R-group sheme, dominated by G, with an ation on Y ompatible with µ, suh that the
ation is also faithful. We will reall its preise denition in 1. When it exists, it is unique. This
implies that if there exists G as above, then G must be the eetive model of µ. So the above
question an be reformulated in the following way.
Question: Whih is the eetive model G (if it exists) for the G-ation? When is Y −→ X
a G-torsor?
Let us suppose that (|G|, p) = 1. It is lassial that, if X is regular with geometrially integral
bers then, up to an extension of R, any onnetedG-torsor an be strongly extended. This follows
from the Theorem of Purity of Zariski-Nagata ([2, X 3.1℄) and from the Lemma of Abhyankar
([2, X 3.6℄). See 4.2.12 for the same result when X is not neessarily regular and G is abelian.
Let us now onsider the ase when p||G|. The rst ase is G = Z/pZ. For this group the
eetive models of its ations have been alulated in some ases. For details see the papers
of Raynaud ([16, 1.2.1℄), when X = Spec(R) and R omplete, of Green-Matignon ([9, III 1.1℄),
when X is the p-adi losed dis, of Henrio ([12, 1.6℄), for fatorial ane R-urves omplete with
respet to the π-adi topology, and of Saïdi ([20, 2.4℄) for formal smooth urves of nite type. We
remark that the above results are true under the further assumption that Xk and Yk are integral.
In all the above ases, the eetive model indues a struture of torsor, i.e. the Z/pZ-torsor
YK −→ XK is strongly extendible. In the ane ase, we will extend these results (with weaker
hypothesis on X) also in higher dimensions and, moreover, we will treat the ase G = Z/p2Z.
The paper is organized as follows. In the rst setion we reall the denition of eetive models
and the prinipal results about them. These results are taken from [19℄. In the seond one, we
reall results (taken from [27℄) about the lassiation of nite and at group shemes over R
whih are isomorphi to (Z/pnZ)K (n ≤ 2) on the generi ber. We will all these group shemes
EFFECTIVE MODELS AND EXTENSION OF TORSORS 3
models of (Z/pnZ)K (n ≤ 2). These models are the andidates to be eetive models for ations
of Z/pZ or Z/p2Z. In the third setion, we onstrut a ltration of H1(X,µpn) whih will be
useful to nd the eetive model of Z/pZ-ations and Z/p2Z-ations. In 4 we give a weak answer
to the oarse question for ommutative group shemes. For any m ∈ N and any sheme Z, we
dene mPic(Z) := ker(Pic(Z)
m
−→ Pic(Z)). The preise statement is the following.
Corollary. 4.2.8 Let G be an abelian group of order m and let us suppose that R ontains a
primitive m-th root of unity. Let X be a normal faithfully at sheme over R with integral bers
and mPic(X) = mPic(XK). Let us onsider a onneted G-torsor fK : YK −→ XK and let Y
be the normalization of X in YK . Moreover, we assume that Yk is redued. Then there exists a
(ommutative) R-group-sheme G′ and a G′-torsor Y ′ −→ X over R whih extends fK .
The point is that we do not require Y ′ to oinide with Y , i.e. we do not require Y ′ to be
normal. In suh a ase we speak about weak extension. Clearly, strong extension implies weak
extension.
In 5 we study the strong extension of Z/pZ-torsors. Let us suppose that R ontains a primitive
p-th root of unity. We now suppose that X = Spec(A) is a normal faithfully at R-sheme with
integral bers suh that π ∈ RA, where RA is the Jaobson radial of A, and pPic(XK) = 0 (e.g.
A a loal regular faithfully at R-algebra with integral bers). We will prove in 5.0.1 that any
onneted Z/pZ-torsor YK −→ XK is strongly extendible under the assumption that the speial
ber of the normalization Y of X in YK is redued.
In the sixth setion, we onsider the ase G = Z/p2Z. We will assume that R ontains a
primitive p2-th root of unity. Let X := SpecA be a normal essentially semireexive sheme over
R (see 1) with integral bers suh that π ∈ RA. We moreover assume p2Pic(XK) = 0. Let
YK −→ XK a onneted Z/p2Z-torsor, Y be the normalization of XK in Y , and assume that Yk
integral. We will attah to any suh Z/p2Z-torsor an element of N4. Our main result is that,
for p > 2, this element determines its eetive model G, whih we expliitly desribe (see 6.2.1).
Moreover, we will give a riterion to see if Y is a G-torsor (see 6.2.7). Finally, we will give an
example of Z/p2Z-torsor over XK satisfying the above hypothesis but non-strongly extendible.
The last setion is devoted to study elements of N4 whih arise from a Z/p2Z-torsor over XK
as above. The main result of this setion is the theorem 7.0.8 about the lassiation of 4-uples
of natural integers whih are assoiated to strongly extendible Z/p2Z-torsors over XK .
We reall that the ase R of positive harateristi has been studied by Saïdi in [22℄. He
proved a result of strong extension of Z/pZ-torsors for formal normal shemes of nite type of
any dimension ([22, 2.2.1℄) and moreover he studied the ase of Z/p2Z-torsors. His approah is
slightly dierent: he is not interested in eetive models but only in expliit equations of the
indued over on the speial ber. Moreover, he gave an example of non strongly extendible
Z/p2Z-torsors in [21℄. Another suh example has been given by Romagny ([19, 2.2.2℄). We
remark that in equal harateristi there is no riterion to determine if a Z/p2Z-torsor is strongly
extendible.
To study extensions of Z/pnZ-torsors, with n ≥ 3, it is neessary to have an expliit lassi-
ation of models of (Z/pnZ)K as done in [27℄ for models of (Z/p
2Z)K . The strategy used in
[27℄ ould be used, in priniple, also for models of (Z/pnZ)K . However, this ould lead to very
ompliated alulations.
We nally remark about the onstrution of a Hurwitz spae for automorphisms of order p2
mentioned earlier, that, sine the strong extension does not work for Z/p2Z-torsors, it seems
reasonable to restrit to automorphisms of order p2 whih indue, on the boundary of the formal
dis, strongly extendible overs.
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1. Effetive models
Here we reall some denitions and results about eetive models whih will play a key role
in our results about extensions of Z/p2Z-torsors. For more details see [19℄, from whih most of
the material of this paragraph has been taken. In this setion R, is a d.v.r. not neessarily of
unequal harateristi. We rstly reall the denition of model of a group sheme.
Denition 1.0.1. Let HK be a group sheme over K. Any at R-group sheme G suh that
GK ≃ HK is alled a model of HK . If HK is nite over K we also require that G is nite over R.
In [15,  2℄, the relation of domination between models of a group sheme has been introdued.
Denition 1.0.2. Let G1 and G2 be nite at group shemes over R with an isomorphism
uK : G1,K −→ G2,K . We say that G1 dominates G2 if we are given an R-morphism u : G1 −→ G2
whih restrits to uK on the generi bre. The map u is also alled a model map. If moreover we
are given two ations µi : Gi ×R Y −→ Y , for i = 1, 2, we say that G1 dominates G2 ompatibly
(with the ations) if µ1 = µ2 ◦ (u × id).
We now reall the denition of a faithful ation.
Denition 1.0.3. Let G be a group sheme whih ats on a sheme Y over a sheme T . This
ation is faithful if the indued morphism of sheaves of groups, in the fppf topology of T ,
G −→ AutT (Y )
is injetive.
We reall here the denition of eetive model given by Romagny.
Denition 1.0.4. Let G be a nite at group sheme over R. Let Y be a faithfully at sheme
over R. Let µ : G ×R Y −→ Y be an ation, faithful on the generi bre. An eetive model for
µ is a nite at R-group sheme G ating on Y , dominated by G ompatibly, suh that G ats
faithfully on Y .
Example 1.0.5. Let X be a faithfully at sheme over R and G a nite and at group sheme
over R. Let Y −→ X be a G-torsor over R. Then G is already an eetive model. Indeed let
us suppose that G −→ AutR(Y ) is not injetive. Then there exists a faithfully at morphism
U −→ Spec(R) and g ∈ G(U) \ {0} suh that
Y ×R U
g×id
−→ G ×R Y ×R U
µ×id
−→ Y ×R Y ×R U
is equal to ∆× id : Y ×RU −→ Y ×R Y ×RU where ∆ : Y −→ Y ×R Y is the diagonal morphism.
By the denition of G-torsor G ×R Y ×R U
µ×id
−→ Y ×R Y ×R U is an isomorphism. Then
Y ×R U
g×id
−→ G ×R Y ×R U
µ×id
−→ Y ×R Y ×R U
(µ×id)−1
−→ G ×R Y ×R U
is the zero setion, against assumptions.
We report here some results about eetive models.
Proposition 1.0.6. An eetive model is unique up to unique isomorphism, if it exists.
Proof. [19, 1.1.2℄. 
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The following ruial remark is the reason for our interest in eetive models.
Remark 1.0.7. Let G be a nite and at group sheme over R and Y a faithfully at sheme
over R. Let µ : G ×R Y −→ Y be an ation. Moreover we suppose that YK −→ YK/GK is a
GK -torsor. Then by 1.0.6 we have that the eetive model G whose ation extends that of GK
is unique if it exists. By 1.0.5 this means that if there exists a model G′ of GK , ompatible with
the ation, suh that Y is a G′-torsor, then G′ is the eetive model for µ.
We reall that an ation µ : G×R Y −→ Y is admissible if Y an be overed by G-stable open
ane subshemes.
Proposition 1.0.8. Let G be a nite at group sheme over R. Let Y be a faithfully at sheme
over R and µ : G ×R Y −→ Y an admissible ation, faithful on the generi ber. Assume there
exists an eetive model G. Then
(i) If H is a nite at subgroup of G, the restrition of the ation to H has an eetive model
H whih is the shemati image of H in G. If H is normal in G, then H is also normal
in G.
(ii) The identity of Y indues an isomorphism Y/G ≃ Y/G.
(iii) Assume that there exists an open subset U ⊆ Y whih is shematially dense in any ber
of Y −→ Spec(R) suh that G ats freely on U . Then for any losed normal subgroup
H ⊳ G the eetive model of G/H ating on X/H is G/H.
Proof. [19, 1.1.3℄. 
Theorem 1.0.9. Let G be a nite at group sheme over R. Let Y be a faithfully at sheme of
nite type over R and let µ : G×Y −→ Y be an ation. We assume that Y is overed by G-stable
open anes Ui with funtion ring separated for the π-adi topology, suh that G ats faithfully
on the generi bre Ui,K. Then, if Y has redued speial bre, there exists an eetive model for
the ation of G.
Proof. [19, 1.2.3℄. 
We remark that the ondition about the separatedness of the funtion rings of Ui is assured
if, for instane, we assume Y no÷therian and integral. This follows from the Theorem of Krull
([13, 1.3.13℄).
If we add some hypothesis on Y , then we have a useful riterion to see if a group sheme whih
ats on Y is the eetive model for the ation.
Reall that a module M over a ring A is alled semireexive if the anonial map from M
to its bidual is injetive. Equivalently, M is a submodule of some produt module AI . Indeed,
onsider the set I = HomA(M,A) and the morphism a : M → AI mapping x to the olletion of
values (f(x))f∈I for all linear forms f . By denition, if M is semireexive then for eah nonzero
x ∈M there exists a linear form suh that f(x) 6= 0, so a is injetive. The onverse is easy.
Remark 1.0.10. A semireexive module over R is faithfully at and separated with respet to
the π-adi topology. Indeed, sine M ⊆ RI for some set I, then M is torsion free, hene at
over R. Moreover let x ∈ ∩πmM . Then for any linear form f we have f(x) ∈ ∩πmR = 0.
Sine M is semireexive over R, this implies ∩πmM = 0. So M is separated with respet to the
π-adi topology. But, over a d.v.r, being at and separated with respet to the π-adi topology
implies faithfully at. Indeed, sine ∩πmM = 0 implies M 6= πM , then M is faithfully at (see
[13, 1.2.17℄). We do not know if the onverse is true too, i.e. if any (faithfully) at R-module
separated with respet to the π-adi topology is semireexive over R.
Remark 1.0.11. If M is semireexive over R and M ′ ⊆M is an inlusion of R-modules then M ′
is semireexive over R. It easily follows by denition.
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Example 1.0.12. Any free R-module is semireexive over R, e.g. any redued faithfully at R-
algebra of nite type with geometrially irreduible bers (see [10, 3.3.4,3.3.5℄). Other examples,
not free, are R[[T1, . . . , Tn]] or
R[[T1, . . . , Tn]]{T
−1
1 , . . . , T
−1
n } := {
∑
(i1,...,in)∈Zn
ai1...inT
i1 . . . T in suh that lim
i1+···+in→−∞
ai1...in = 0}.
Finally, if R is omplete, X −→ R a smooth surjetive morphism of nite type of dimension n
and x ∈ X a losed point in the speial ber with residue eld k then OX,x is semireexive over
R. This follows from the previous remark sine OX,x ⊆ ÔX,x ≃ R[[T1, . . . , Tn]].
The following lemma will be useful in 6.
Lemma 1.0.13. Let A be an R-algebra whih is semireexive as an R-module and let B be a
at R-algebra. If there exists a nite R-morphism of modules
A −→ B,
suh that BK is semireexive as an AK-module, then B is semireexive as an R-module.
Remark 1.0.14. In partiular any nite and at R-algebra is semireexive as an R-module.
Proof. Let us onsider BK . It is a vetor spae over K, so in partiular it is semireexive over K.
Sine A and B are at over R, the natural maps A −→ AK and B −→ BK are injetive. We now
prove that B is semireexive over A. Let b ∈ B and let us take an AK-linear form f : BK −→ AK
suh that f(b) 6= 0. It exists sine BK is semireexive over AK . Let b1, . . . , bm generators of B as
an A-module and let n ∈ N suh that πnf(bi) ∈ A for i = 1, . . . ,m. Then we have πnf(B) ⊆ A.
Moreover, πnf(b) 6= 0, sine A is at over R by 1.0.10. So πnf : B −→ A is a linear form with
πnf(b) 6= 0. Then B is semireexive as an A-module. But A is semireexive over R. Therefore,
B is semireexive over R. Indeed for any b ∈ B let us take an A-linear form g : B −→ A with
g(b) 6= 0. Moreover, let us onsider an R-linear form h : A −→ R suh that h(g(b)) 6= 0. Then
h ◦ g : B −→ R is an R-linear form with h ◦ g(b) 6= 0. Hene, B is semireexive over R. 
Denition 1.0.15. We will say that a morphism of shemes f : X → T is essentially semireexive
if there exists a over of T by open ane subshemes Ti, an ane faithfully at Ti-sheme T
′
i for
all i, and a over of X ′i = X ×T T
′
i by open ane subshemes X
′
ij , suh that the funtion ring of
X ′ij is semireexive as a module over the funtion ring of T
′
i .
This is a generalization of the denition of an essentially free morphism given in [1℄. The proofs
of the following two lemmas have been suggested to us by Romagny.
Lemma 1.0.16. Let X be essentially semireexive and separated over T . Let G be a T -group
sheme ating on X → T . Then the kernel of the ation is representable by a losed subsheme
of G.
Proof. Proeeding like in [1℄ we are redued to proving the analogue of [1, 6.4℄. Then the proof
given in [1℄ works in our ase, beause the only property of free modules that is used in the proof
is that they are semireexive. 
The next lemma is the reason we are interested in essentially semireexive shemes. Indeed,
in suh a ase we have an useful riterion to hek if a nite group sheme is an eetive model.
Lemma 1.0.17. Let G be a nite and at R-group sheme whih ats on an essentially semire-
exive R-sheme. Then the ation of G is faithful if and only if the ation of Gk on the speial
bre is faithful.
Proof. Only the if part needs a proof. Let IG be the augmentation ideal of G and let J be the
ideal dening the kernel H of the ation. Sine H is a subgroup sheme of G and Hk is trivial,
then
(1) J ⊆ IG and IG + πR[G] = J + πR[G]
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Moreover, sine R[G]/IG is at over R then
(2) IG ∩ πR[G] = πIG.
We now laim that
IG = J + πIG.
Clearly J + πIG ⊆ IG. We now prove the onverse. Let a ∈ IG, then from (1) it follows that
a = b + πc for some b ∈ J and c ∈ R[G]. Sine, J ⊆ IG then πc ∈ IG ∩ πR[G]. Therefore, by
(2) we have c ∈ IG. Hene, IG ⊆ J + πIG. We have so proved IG = J + πIG. Then IG/J is
an R-module of nite type and (IG/J) ⊗R k = IG/(J + πIG) = 0, so IG/J = 0 by Nakayama's
lemma. Hene, the kernel is trivial. 
2. Models of (Z/pZ)K and (Z/p
2Z)K
2.1. Some group shemes of order pn and models of Z/pZ. Let G be a onstant nite R-
group sheme. By denition, the eetive model for a G-ation over a sheme Y is, in partiular,
a GK-model G of G with a morphism G −→ G. Sine G is étale, for any model G′ of GK
the existene of a morphism G −→ G′ is automati: G′ is nite over R so you an take the
normalization map. In this setion we reall results about models of (Z/pZ)K and (Z/p
2Z)K .
The results are taken from [27℄. See there for the proofs and for more details.
We introdue some R-smooth unidimensional group shemes. For any λ ∈ R dene the group
sheme
G(λ) = Spec(R[T,
1
1 + λT
])
The R-group sheme struture is given by
T 7−→ 1⊗ T + T ⊗ 1 + λT ⊗ T omultipliation,
T 7−→ 0 ounit,
T 7−→ −
T
1 + λT
oinverse,
We observe that if λ = 0 then G(λ) ≃ Ga. It is possible to prove that G(λ) ≃ G(µ) if and only
if v(λ) = v(µ) and the isomorphism is given by T 7−→ λµT . Moreover, it is easy to see that, if
λ ∈ πR \ {0}, then G
(λ)
k ≃ Ga and G
(λ)
K ≃ Gm. It has been proved by Waterhouse and Weisfeiler,
in [28, 2.5℄, that any deformation, as a group sheme, of Ga to Gm is isomorphi to G(λ) for some
λ ∈ πR \ {0}. If λ ∈ R \ {0}, we an dene the morphism
αλ : G(λ) −→ Gm
given, on the level of Hopf algebras, by T 7−→ 1+λT : it is an isomorphism on the generi ber. If
v(λ) = 0 then αλ is an isomorphism. For any at R-sheme X , let us onsider the exat sequene
on the fppf site Xfl
(3) 0 −→ G(λ)
αλ
−→ Gm −→ i∗Gm,Xλ −→ 0,
where i denotes the losed immersion Xλ = X ⊗R (R/λR)→֒X (see [25, 1.2℄). This gives the
following assoiated long exat sequene
(4)
0 −→ H0(X,G(λ)) −→ H0(X,Gm) −→ H
0(Xλ,Gm) −→
−→ H1(X,G(λ)) −→ H1(X,Gm) −→ H
1(Xλ,Gm) −→ . . .
We now dene some nite and at group shemes of order pn. Let λ ∈ R satisfy the ondition
(∗) v(p) ≥ pn−1(p− 1)v(λ).
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Then the map
ψλ,n :G
(λ) −→ G(λ
pn )
T 7−→ Pλ,n(T ) :=
(1 + λT )p
n
− 1
λpn
is an isogeny of degree pn. Let
Gλ,n := Spec(R[T ]/Pλ,n(T ))
be its kernel. It is a ommutative nite at group sheme over R of rank pn. It is possible to
prove that
(Gλ,n)k ≃ µp if v(λ) = 0;
(Gλ,n)k ≃ αpn if p
n−1(p− 1)v(λ) < v(p);
(Gλ,n)k ≃ αpn−1 × Z/pZ if p
n−1(p− 1)v(λ) = v(p).
We observe that αλ is ompatible with ψλ,n, i.e the following diagram is ommutative
(5) G(λ)
ψλ,n

αλ //Gm
pn

G(λ
pn ) α
λp
n
//Gm
Then it indues a map
αλ,n : Gλ,n −→ µpn ,
whih is an isomorphism on the generi ber. And if v(λ) = 0, then αλ,n is an isomorphism. We
remark that
(6) Homgr(Gλ,n, Gλ′,n) ≃ Z/p
n−rZ,
where r = min{0 ≤ r′ ≤ n suh that pr
′
v(λ) ≥ v(λ′)}. The morphisms are given by
Gλ,n −→ Gλ′,n
T 7−→
(1 + λT )p
ri − 1
λ′
for i = 0, . . . , pn−r − 1. It follows easily that Gλ,n ≃ Gλ′,n if and only if v(λ) = v(λ′).
From the exat sequene of group shemes
0 −→ Gλ,n
i
−→ G(λ)
ψλ,n
−→ G(λ
pn ) −→ 0
we have the exat sequene of groups
(7)
. . . −→ H0(X,G(λ))
(ψλ,n)∗
−→ H0(X,G(λ
pn )) −→ H1(X,Gλ,n)
i∗−→ H1(X,G(λ)) −→ H1(X,G(λ
pn )) −→ . . .
In the following when we speak about Gλ,n it will be assumed that λ satises (∗). If R ontains
a primitive (pn)-th root of unity ζn then, sine v(p) = p
n−1(p− 1)v(λ(n)), the ondition (∗) is
equivalent to v(λ) ≤ v(λ(n)). The following result lassies models of Z/pZ.
Theorem 2.1.1. Let us suppose that R ontains a primitive p-th root of unity. If G is a nite
and at R-group sheme suh that GK ≃ Z/pZ, then G ≃ Gλ,1 for some λ ∈ R \ {0}.
Proof. See [18, III 3.2.2℄. 
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2.2. Models of Z/p2Z. We rstly reall the denition of some smooth R-group shemes of
dimension 2, whih are extensions of G(µ) by G(λ), for some µ, λ ∈ R \ {0}. We remark
that it is possible to prove that any ation of G(µ) on G(λ) is trivial ([24, I 1.6℄). Let Y =
Spec(R[T1, . . . , Tm]/(F1, . . . , Fn)) be an ane R-sheme of nite type. We reall that, for any
R-sheme X , we have that HomSch(X,Y ) is in bijetive orrespondene with the set
{(a1, . . . , am) ∈ H
0(X,OX)
m|F1(a1, . . . , am) = 0, . . . , Fn(a1, . . . , am) = 0}.
With an abuse of notation we will identify these two sets. If X and Y are R-group shemes we
will also identify Homgr(X,Y ) with a subset of
{(a1, . . . , am) ∈ H
0(X,OX)
m|F1(a1, . . . , am) = 0, . . . , Fn(a1, . . . , am) = 0}.
For any λ ∈ R \ {0} let us dene Sλ := Spec(R/λR). We now x presentations for the
group shemes Gm and G(λ) with λ ∈ πR. Indeed we write Gm = Spec(R[S, 1/S]) and G(λ) =
Spec(R[S, 1/1 + λS]). We observe that by denition we have that
Homgr(G
(µ)
|Sλ ,Gm|Sλ) = {F (S) ∈ (R/λR[S,
1
1 + µS
])∗|F (S)F (T ) = F (S + T + µST )}
We remark that throughout the paper will be a onit of notation sine S will denote both
Spec(R) and an indeterminate. But it should not ause any problem. If we apply the funtor
Homgr(G(µ), ·) to the sequene (3), we obtain, in partiular, a map
Homgr(G
(µ)
|Sλ
,Gm|Sλ)
α
−→ Ext1(G(µ),G(λ)).
This map is given by
F 7−→ E(µ,λ;F ),
where
E(µ,λ;F )
is a smooth ane ommutative group dened as follows: let F˜ (S) ∈ R[S] be a lifting of F (S),
then
E(µ,λ;F ) = Spec(R[S1, S2,
1
1 + µS1
,
1
F˜ (S1) + λS2
])
(1) law of multipliation
S1 7−→S1 ⊗ 1 + 1⊗ S1 + µS1 ⊗ S1
S2 7−→S2 ⊗ F˜ (S1) + F˜ (S1)⊗ S2 + λS2 ⊗ S2+
F˜ (S1)⊗ F˜ (S1)− F˜ (S1 ⊗ 1 + 1⊗ S1 + µS1 ⊗ S1)
λ
(2) unit
S1 7−→ 0
S2 7−→
1− F˜ (0)
λ
(3) inverse
S1 7−→ −
S1
1 + µS1
S2 7−→
1
F˜ (S1)+λS2
− F˜ (− S11+µS1 )
λ
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Moreover, we dene the following homomorphisms of group shemes
G(λ) = Spec(R[S, (1 + λS)−1]) −→ E(µ,λ;F )
by
S1 7−→ 0
S2 7−→ S +
1− F˜ (0)
λ
and
E(µ,λ;F ) −→ G(µ) = Spec(R[S,
1
1 + µS
])
by
S −→ S1.
It is easy to see that
(8) 0 −→ G(λ) −→ E(µ,λ;F ) −→ G(µ) −→ 0
is exat. A dierent hoie of the lifting F˜ (S) gives an isomorphi extension. We reall the
following theorem.
Theorem 2.2.1. For any λ, µ ∈ R \ {0},
α : Homgr(G
(µ)
|Sλ
,Gm|Sλ)−→Ext
1(G(µ),G(λ))
is a surjetive morphism of groups. And ker(α) is generated by the lass of 1+ µS. In partiular
any extension of G(µ) by G(λ) is ommutative.
Proof. See [23, 3℄ or [24, II 1.2℄ for the ase µ, λ ∈ πR \ {0} and [24, I 2.7, II 1.4℄ for the
others. 
Example 2.2.2. If v(µ) = 0 or v(λ) = 0 we have that Ext1(G(µ),G(λ)) = 0.
We are interested in the study of the models of (Z/p2Z)K . Let us suppose that R ontains a
primitive p2-th root of unity. So (Z/p2Z)K ≃ (µp2 )K . By 2.1.1, it is easy to show that any suh
model is an extension of Gµ,1 by Gλ,1 for some µ, λ ∈ R \ {0}. So the rst step is to study the
group Ext1(Gµ,1, Gλ,1). We remark that it is possible to show that any ation of Gµ,1 on Gλ,1 is
trivial. We now dene some extensions of Gµ,1 by Gλ,1.
Denition 2.2.3. Let F ∈ Homgr(Gµ,1|Sλ ,Gm|Sλ), j ∈ Z/pZ suh that
F (S)p(1 + µS)−j = 1 ∈ Homgr(Gµ,1|Sλp ,Gm|Sλp ).
Let F˜ (S) ∈ R[S] be a lifting of F . We denote by E(µ,λ;F,j) the subgroup sheme of E(µ,λ;F ) given
on the level of shemes by
E(µ,λ;F,j) = Spec
(
R[S1, S2]/
((1 + µS1)p − 1
µp
,
(F˜ (S1) + λS2)
p(1 + µS1)
−j − 1
λp
))
.
We moreover dene the following homomorphisms of group shemes
Gλ,1 −→ E
(µ,λ;F,j)
by
S1 7−→ 0
S2 7−→ S +
1− F˜ (0)
λ
and
E(µ,λ;F,j) −→ Gµ,1
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by
S 7−→ S1.
It is easy to see that
0 −→ Gλ,1 −→ E
(µ,λ;F,j) −→ Gµ,1 −→ 0
is exat. A dierent hoie of the lifting F˜ (S) gives an isomorphi extension. It is easy to see
that, as a group shemes, (E(µ,λ;F,j))K ≃ (Z/p2Z)K if j 6= 0 and (E(µ,λ;F,0))K ≃ (Z/pZ×Z/pZ)K .
Remark 2.2.4. In the above denition the integer j is uniquely determined by F ∈ Homgr(Gµ,1|Sλ ,Gm|Sλ)
if and only if λp ∤ µ.
We reall the following result.
Proposition 2.2.5. Let λ, µ ∈ R \ {0}. The restrition map
i∗ : Homgr(G
(µ)
|Sλ
,Gm|Sλ) −→ Homgr(Gµ,1|Sλ ,Gm|Sλ)
indued by
i : Gµ,1 →֒ G
(µ)
is surjetive. If p > 2, v(p) ≥ (p−1)v(µ) > 0 and v(µ) ≥ v(λ) > 0, then we have an isomorphism
of groups
(ξ0R/λR)p : (R/λR)
F −→ Homgr(Gµ,1|Sλ ,Gm|Sλ)
given by
a 7−→ Ep(aS) :=
p−1∑
i=0
ai
i!
Si.
Proof. See [27, 4.15, 4.22℄. We remark that there is a similar statement for v(µ) < v(λ) whih we
omit sine, as we will see, it is not of interest in this paper. 
We now remark about denition 2.2.3. Applying the funtor Homgr(·,Gm|Sλ) to the exat
sequene over Sλ
0 −→ Gµ,1
i
−→ G(µ)
ψµ,1
−→ G(µ
p) −→ 0,
we have that
(9) ker
(
i∗ : Homgr(G
(µ)
|Sλ
,Gm|Sλ) −→ Homgr(Gµ,1|Sλ ,Gm|Sλ)
)
= ψµ,1∗Homgr(G
(µp)
|Sλ
,Gm|Sλ).
So let F (S) ∈ Homgr(Gµ,1|Sλ ,Gm|Sλ). By 2.2.5 we an hoose a representative of F (S) in
Homgr(G(µ)|Sλ ,Gm|Sλ) whih we denote again F (S) for simpliity. We remark that F (S)
p ∈
Homgr(G(µ)|Sλp ,Gm|Sλp ). Therefore, by (9), we have that
F (S)p(1 + µS)−j = 1 ∈ Homgr(Gµ,1|Sλp ,Gm|Sλp )
is equivalent to saying that there exists G ∈ Homgr(G(µ
p)
|Sλp ,Gm|Sλp ) with the property that
F (S)p(1 + µS)−j = G(
(1 + µS)p − 1
µp
) ∈ Homgr(G
(µ)
|Sλp ,Gm|Sλp ).
This implies that E(µ,λ;F,j) an be seen as the kernel of the isogeny
ψjµ,λ,F,G : E
(µ,λ;F ) −→ E(µ
p,λp;G)
S1 7−→
(1 + µS1)
p − 1
µp
S2 7−→
(F˜ (S1) + λS2)
p(1 + µS1)
−j − G˜( (1+µS1)
p−1
µp )
λp
where F˜ , G˜ ∈ R[S] are liftings of F and G.
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Example 2.2.6. Let us dene
η =
p−1∑
k=1
(−1)k−1
k
λk(2).
We remark that v(η) = v(λ(2)). We onsider
F (S) = Ep(ηS) =
p−1∑
k=1
(ηS)k
k!
.
It was showed in [26, 5℄ that, using our notation,
Z/p2Z ≃ E(λ(1),λ(1);Ep(ηT ),1)
as group shemes. A similar desription of Z/p2Z was independently found by Green and
Matignon ([8℄).
Example 2.2.7. It is easy to see that Gλ,2 is isomorphi, as a group sheme, to E(λ
p,λ;1,1).
Let us dene, for any µ, λ ∈ R with v(µ), v(λ) ≤ v(λ(1)), the group
radp,λ(< 1 + µS >) :=
{
(F (S), j) ∈ Homgr(Gµ,1|Sλ ,Gm|Sλ)× Z/pZ suh that
F (S)p(1 + µS)−j = 1 ∈ Homgr(Gµ,1|Sλp ,Gm|Sλp )
}
.
We an dene the map
β : radp,λ(< 1 + µS >) −→ Ext
1(Gµ,1, Gλ,1)
by
(F (S), j) 7−→ E(µ,λ;F (S),j)
It has been proved in [27, 4.38, 4.39℄ that it is an injetive morphism of groups. The image of β
is the set {E(µ,λ;F (S),j)}, whih is therefore a group isomorphi to radp,λ(< 1 + µS >).
Theorem 2.2.8. Let us suppose p > 2. Let µ, λ ∈ R \ {0} be with v(λ(1)) ≥ v(µ) ≥ v(λ). Then,
radp,λ(< 1 + µS >) is isomorphi to the group
Φµ,λ :=
{
(a, j) ∈ (R/λR)F × Z/pZ suh that pa− jµ =
p
µp−1
ap ∈ R/λpR
}
,
through the map
(a, j) 7−→ (Ep(aS), j)
Proof. [27, 4.47℄ 
Remark 2.2.9. It is lear that if (0, j) ∈ Φµ,λ, with j 6= 0, then µ ≡ 0 mod λp.
Remark 2.2.10. From the proof of this theorem, it also follows that E(µ,λ,F,j), with F (S) =
Ep(aS) ∈ Homgr(Gµ,1|Sλ ,Gm|Sλ), is the kernel of the isogeny ψ
j
µ,λ,F,G, with G(S) = Ep(a
pS) ∈
Homgr(Gµ,1|Sλp ,Gm|Sλp ).
We reall that we are interested in group shemes whih are generially isomorphi to Z/p2Z
and not in extensions. We all
Φ1µ,λ := {a ∈ R/λR|(a, 1) ∈ Φµ,λ};
it is only a set. The following result says that every extension represented by an element of Φ1µ,λ
is a model of (Z/p2Z)K as a group sheme.
Theorem 2.2.11. Let us suppose that R ontains a primitive p2-th root of unity. Let G be a
model of (Z/p2Z)K . Then there exist unique v(λ(1)) ≥ m ≥ n ≥ 0 and a ∈ Φ
1
πm,πn suh that
G ≃ E(π
m,πn;Ep(aS),1)
and moreover Φ1πm,πn is one of the following.
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a) If m < pn, Φ1πm,πn is nonempty if and only if pm− n ≥ v(p), and it is the set{
η
πm
λ(1)
+ α ∈ R/πnR s.t., for any lifting α˜ ∈ R of α ∈ R/πnR,
pv(α˜) ≥ max{pn+ (p− 1)m− v(p), n}
}
.
For the denition of η see 2.2.6.
b) If m ≥ pn then Φ1πm,πn is the set{
α ∈ R/λR s. t., for any lifting α˜ ∈ R, pv(α˜) ≥ max{pn+ (p− 1)m− v(p), n}
}
Conversely if a ∈ Φ1πm,πn then E
(πm,πn;Ep(aS),1)
is a model of (Z/p2Z)K .
Proof. See [27, 4.51 and 4.58℄. The notation Φ1πm,πn is not used there. 
Remark 2.2.12. Let us suppose m < pn. Let b ∈ Φ1πm,πn . By 2.2.9, then b 6= 0. Let b˜ ∈ R be any
of its lifting. Then v(b˜) = v(η π
m
λ(1)
) = m − v(p)p . Indeed, by the theorem, we have b˜ = η
πm
λ(1)
+ α
for some α ∈ R/πnR with v(α˜) > v(η π
m
λ(1)
) = m− v(p)p , where α˜ ∈ R is any lifting of α.
The following proposition tells us, in partiular, when two extensions as above are isomorphi
as group shemes.
Proposition 2.2.13. Let ai ∈ Φ
1
µ,λ, for i = 1, 2. We set Fi(S) = Ep(aiS). Let
f : E(µ1,λ1;F1,1) −→ E(µ2,λ2;F2,1),
be a model map between models of (Z/p2Z)K . Then it is a morphism of extensions and it is given
by
(10)
S1 7−→
(1 + µ1S1)
rj1
j2 − 1
µ2
S2 7−→
(F1(S1) + λ1S2)
r(1 + µ1S1)
s − F2(
(1+µ1S1)
rj1
j2 −1
µ2
)
λ2
for some r ∈ (Z/pZ)∗ and s ∈ Z/pZ. Moreover, it exists if and only if v(µ1) ≥ v(µ2), v(λ1) ≥
v(λ2) and
(11) a1 ≡
µ1
µ2
a2 mod λ2.
Moreover, any suh f is an isomorphism if and only if v(µ1) = v(µ2) and v(λ1) = v(λ2).
Proof. See [27, 4.54, 4.55℄. There the statements are slightly more general. 
2.3. Torsors under Gλ,n and E(µ,λ;F (S),j). We begin desribing expliitly Gλ,n-torsors.
Proposition 2.3.1. Let X be a faithfully at R-sheme and let f : Xfl −→ XZar be the
natural ontinuous morphism of sites. Then R1f∗(G(λ)) = 0. In partiular H1(X,G(λ)) =
H1(XZar,G(λ)).
Proof. It is suient to prove that H1(Spec(A),G(λ)) = 0 for any loal ring A at over R. If
λ = 0, then G(λ) ≃ Ga and the statement is lassial ([14, III 2.14,3.7℄). Let us now suppose
λ 6= 0. We reall that we have the following exat sequene (see (4))
0 −→ H0(Spec(A),G(λ)) −→ H0(Spec(A),Gm) −→ H
0(Spec(A/λA),Gm) −→
−→ H1(Spec(A),G(λ)) −→ H1(Spec(A),Gm) −→ H
1(Spec(A/λA),Gm).
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But, sine A is loal, then H0(Spec(A),Gm) −→ H0(Spec(A/λA),Gm) is surjetive. Moreover
by Hilbert 90 (see [14, III.4.9℄) we have H1(Spec(A),Gm) = Pic(Spec(A)). But, sine A is loal
then Pic(Spec(A)) = 0. So H1(Spec(A),G(λ)) = 0, as neessary. Sine R1f∗(G
(λ)) = 0, it follows
by the Leray spetral sequene that
H1(X,G(λ)) = H1(XZar,G
(λ)).

If Y −→ X is a G-torsor, we will denote by [Y ] the lass of the G-torsor in H1(X,G). Now
let Y −→ X be a Gλ,n-torsor. Let us onsider the exat sequene (7). By 2.3.1 we an take
a overing {Ui = Spec(Ai)} of X by ane subshemes suh that the lass (i∗[Y ])|Ui is trivial,
where i : Gλ,n −→ G(λ). This means that
(12) Y|Ui = Spec
(
Ai[Ti]/(
(1 + λTi)
pn − 1
λpn
− fi)
)
for some fi ∈ Ai suh that 1 + λp
n
fi ∈ A∗i . Moreover, 1 + λTi = fij(1 + λTj) with {fij =
1 + λgij} = i∗[Y ] ∈ H1(X,G(λ)).
Remark 2.3.2. Andreatta and Gasbarri (see [4℄) have given a desription of Gλ,n-torsors from
whih they dedued that aGλ,n-torsor is loally (12). From this fat they dedued thatH
1(X,G(λ)) =
H1(XZar,G(λ)).
We now give an expliit desription of E(µ,λ;F (S),j)-torsors. Let E(µ,λ;F (S),j) be a group sheme
as in the previous subsetion. We have seen that there is the following exat sequene
0 −→ E(µ,λ;F (S),j)
ι
−→ E(µ,λ;F (S))
ψj
µ,λ,F,G
−→ E(µ
p,λp;G(S)) −→ 0
forG(S) ∈ Homgr(G(µ
p)
|Sλp ,Gm|Sλp ) suh that F (S)
p(1+µS)−j = G( (1+µS)
p−1
µp ) ∈ Homgr(G
(µ)
|Sλp ,Gm|Sλp ).
The assoiated long exat sequene is
(13)
. . . −→ H0(X, E(µ,λ;F (S)))
(ψj
µ,λ,F,G
)
∗−→ H0(X, E(µ
p,λp;G(S)))
δ
−→ H1(X, E(µ,λ;F (S),j))
ι∗−→
−→ H1(X, E(µ,λ;F (S))) −→ H1(X,E(µ
p,λp;G(S))) −→ . . .
Corollary 2.3.3. Let X be a faithfully at R-sheme and let f : Xfl −→ XZar be the natural
ontinuous morphism of sites. For any R-group sheme E(µ,λ;F ), we have R1f∗(E(µ,λ;F )) = 0. In
partiular, H1(X, E(µ,λ;F )) = H1(XZar, E
(µ,λ;F )).
Proof. Let us onsider the exat sequene (8), in the fppf topology,
0 −→ G(λ) −→ E(µ,λ;F ) −→ G(µ) −→ 0.
If we apply the funtor f∗, we obtain
. . . −→ R1f∗G
(λ) −→ R1f∗(E
(µ,λ;F )) −→ R1f∗G
(µ) −→ . . .
By 2.3.1 it follows that R1f∗(G(λ)) = R1f∗(G(µ)) = 0. Hene, R1f∗(E(µ,λ;F )) = 0. As in 2.3.1, we
onlude that H1(X, E(µ,λ;F )) = H1(XZar, E(µ,λ;F )). 
Let F˜ (S), G˜(S) be liftings of F (S) and G(S) in R[S]. We remark that
H0(X, E(µ,λ;F (S))) = {(f1, f2) ∈ H
0(X,OX)×H
0(X,OX)|
1 + µf1 ∈H
0(X,OX)
∗
and F˜ (f1) + λf2 ∈ H
0(X,OX)
∗},
and
H0(X, E(µ,λ;G(S))) = {(f1, f2) ∈ H
0(X,OX)×H
0(X,OX)|
1 + µpf1 ∈ H
0(X,OX)
∗
and G˜(f1) + λ
pf2 ∈ H
0(X,OX)
∗}.
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The map (ψjµ,λ,F,G)∗ : H
0(X, E(µ,λ;F (S))) −→ H0(X, E(µ,λ;G(S))) is given by
(f1, f2) 7−→ (
(1 + µf1)
p − 1
µp
,
(F˜ (f1) + λf2)
p(1 + µf1)
−j − G˜( (1+µf1)
p−1
µp )
λp
).
Now let us suppose that X = Spec(A). We desribe expliitly the map δ. We have
H0(X, E(µ,λ;G(S))) = {(f1, f2) ∈ A×A|1 + µ
pf1 ∈ A
∗
and G˜(f1) + λ
pf2 ∈ A
∗}.
and δ((f1, f2)) is, as a sheme,
(14) Y = SpecA[T1, T2]/
(
(1 + µT1)
p − 1
µp
− f1,
(F˜ (T1) + λT2)
p(1 + µT1)
−j − G˜(f1)
λp
− f2
)
,
and the E(µ,λ;F (S),j)-ation over Y is given by
T1 7−→S1 + T1 + µS1T1
T2 7−→S2F˜ (T1) + F˜ (S1)T2 + λS2T2+
F˜ (S1)F˜ (T1)− F˜ (S1 + T1 + µS1T1)
λ
Now let X be a faithfully R-sheme. If Y −→ X is a E(µ,λ;F (S),j)-torsor then, by 2.3.3 there
exists a Zariski overing {Ui = Spec(Ai)} suh that (ι∗)Ui([Y ]) = 0, for any i. This means that
Y|Ui = SpecAi[T1, T2]/
(
(1 + µT1)
p − 1
µp
− f1,i,
(F˜ (T1) + λT2)
p(1 + µT1)
−j − G˜(f1)
λp
− f2,i
)
,
for some f1,i, f2,i as above. By a standard argument we an see that the oyle ι∗([Y ]) ∈
H1(XZar, E(µ,λ;F )) permits to path together the torsors Y|Ui to obtain Y . In 6, we will onsider
the ase X ane and we are interested only in E(µ,λ;F,j)-torsors of the form (14).
3. A filtration of H1(X,µpn)
We rstly reall the following result.
Proposition 3.0.1. Let X be a normal integral sheme. Let f : Y −→ X be a morphism with a
rational setion and let g : G −→ G′ be a map of nite and at ommutative group shemes over
X, whih is an isomorphism over Spec(K(X)). Then
f∗g∗ : H
1(X,G) −→ H1(Y,G′Y )
is injetive.
Proof. See [27, 4.29℄. 
Remark 3.0.2. The previous result will be applied to the ase f = idX or to the ase f : U −→ X
an open immersion and g = idG.
We refer to 2 for the notation. For any λ, µ ∈ R with v(λ) ≥ v(µ) we have a morphism
G(λ) −→ G(µ) dened by T 7−→ λµT . If v(p) ≥ p
n−1(p − 1)v(λ), it is ompatible with ψλ,n and
ψµ,n. So it indues a morphism Gλ,n −→ Gµ,n suh that
Gλ,n
αλ,n
""E
EE
EE
EE
E
//// Gµ,n
αµ,n
||yy
yy
yy
yy
µpn
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ommutes. Let X be a normal integral faithfully at R-sheme. We obtain the following om-
mutative diagram
H1(X,Gλ,n)
(αλ,n)∗
''OO
OO
OO
OO
OO
O
// H1(X,Gµ,n)
(αµ,n)∗
wwooo
oo
oo
oo
oo
H1(X,µpn)
and, applying 3.0.1, we have that (αλ,n)∗ and (α
µ,n)∗ are injetive. Hene,H
1(X,Gλ,n)−→H1(X,Gµ,n)
is injetive. So we have proved the following proposition.
Proposition 3.0.3. Let X be a normal integral faithfully at R-sheme and let i0 = max{i|v(p) ≥
pn−1(p− 1)v(πi)}. Then, for any n, we have the following ltration
0 ⊆ H1(X,Gπi0 ,n) ⊆ H
1(X,Gπi0−1,n) ⊆ . . . ⊆ H
1(X,Gπ,n) ⊆ H
1(X,µpn).
When omparable the above ltration oinides with that of [20, 5.2℄. Moreover it oinides
with that of [17, p.262℄ if n = 1 and X = Spec(A) with A the integer ring of a loal number eld.
If R ontains a primitive pn-th root of unity, then i0 = v(λ(n)).
4. Weak extension of torsors under ommutative group shemes
The aim of this setion is to prove a result of weak extension for torsors under ommutative
group shemes over normal shemes with some hypothesis.
4.1. Preliminary results. We here state some results whih will be useful in what follows.
Proposition 4.1.1. Let i = 1, 2. Let Zi be a faithfully at S-sheme and let Gi be an ane
at S-group sheme, together with an admissible ation, over a faithfully at Zi-shemes Yi.
Moreover, we suppose that Y2 −→ Z2 is a G2-torsor and that there exists a morphism
ϕK : (G1)K −→ (G2)K .
Let us suppose we have a ommutative diagram
Y1

f
//// Y2

Z1 //// Z2
of S-shemes suh that fK is an isomorphism ompatible with the ations. Then there exists a
unique morphism
ϕ : G1 −→ G2
whih extends ϕK and suh that f is ompatible with the ations.
Proof. For i = 1, 2 we all σi : Gi ×R Yi −→ Yi the ations. Sine Y2 −→ Z2 is a G2-torsor, then
σ2 × id is an isomorphism. So by
G1 ×R Y1
σ1×id−→ Y1 ×Z1 Y1
f×f
−→ Y2 ×Z2 Y2
(σ2×id)
−1
−→ G2 ×R Y2
we obtain a morphism
G1 ×R Y1 −→ G2 ×R Y2.
If we ompose it with the projetion p1 : G2 ×R Y2 −→ G2, we obtain a morphism
G1 ×R Y1 −→ G2.
Moreover, we onsider the projetion
p2 : G1 ×R Y1 −→ Y1.
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Therefore, we have a map
(15) ϕY1 : G1 ×R Y1 −→ G2 ×R Y1.
We now prove that it is ompatible with ϕK , i.e. ϕY1 and ϕK indue the same morphism
G1 ×R (Y1)K −→ G2 ×R (Y1)K . We observe that ϕY1 and ϕK indue two morphisms, (ϕY1)K and
(ϕK)Y1 respetively, whih are ompatible with fK . For any ψ : G1 ×R (Y1)K −→ G2 ×R (Y1)K ,
to be ompatible with fK means that the following diagram
G1 ×R (Y1)K
(id×fK)◦ψ

σ1 // (Y1)K
fK

G2 ×R (Y2)K
σ2 // (Y2)K
ommutes, i.e. σ2 ◦ (id×fK) ◦ ψ = fK ◦ σ1. So we have
σ2 ◦ (id×fK) ◦ (ϕY1)K = σ2 ◦ (id×fK) ◦ (ϕK)Y1 = fK ◦ σ1.
Moreover, sine p2 ◦ (id×fK) = fK ◦ p2 and p2 ◦ (ϕY1)K = p2 ◦ (ϕK)Y1 = p2 it follows that
p2 ◦ (id×fK) ◦ (ϕY1)K = p2 ◦ (id×fK) ◦ (ϕK)Y1 = fK ◦ p2.
Sine (Y2)K −→ (Z2)K is a (G2)K-torsor, then
(id×fK) ◦ (ϕY1)K = (id×fK) ◦ (ϕK)Y1 .
For i = 1, 2, let pi be the projetions from G2 ×R (Y1)K and let p
′
i be the projetions from
G2 ×R (Y2)K . Then
p1 ◦ (ϕY1)K = p
′
1 ◦ (id×fK) ◦ (ϕY1)K = p
′
1 ◦ (id×fK) ◦ (ϕK)Y1 = p1 ◦ (ϕK)Y1 .
and
fK ◦ p2 ◦ (ϕY1)K = p
′
2 ◦ (id×fK) ◦ (ϕY1)K = p
′
2 ◦ (id×fK) ◦ (ϕK)Y1 = fK ◦ p2 ◦ (ϕK)Y1 .
Sine fK is an isomorphism, then p2 ◦ (ϕY1)K = p2 ◦ (ϕK)Y1 . Hene, (ϕY1)K = (ϕK)Y1 , i.e.
ϕK is ompatible with ϕY1 . By the next desent lemma we have a unique morphism of shemes
ϕ : G1 −→ G2 whih extends ϕK and ϕY1 . Sine G1 is at over R, ϕK is a morphism of
group shemes and G2 a separated sheme over R, then ϕ is a morphism of group shemes. By
onstrution it is lear that, through ϕ, the morphism f preserves the ations. 
We now prove the desent lemma used in the previous proof.
Lemma 4.1.2. Let S′ → S be a faithfully at morphism. Let X1, X2 be ane S-shemes with
X2 at over S. Given two morphisms ϕK : (X1)K → (X2)K and ϕS′ : X1×S S′ → X2×S S′ that
oinide on S′K , there is a unique morphism ϕ : X1 → X2 that extends them.
Proof. Up to restriting ourselves to an ane subsheme of S′, we an suppose S′ = Spec(A).
For i = 1, 2, let us onsider Xi = Spec(Bi). In terms of funtion rings we have two morphisms
(16) ϕ♯A := ϕ
♯
S′ : B2 ⊗R A −→ B1 ⊗R A
and
(17) ϕ♯K : B2 ⊗R K −→ B1 ⊗R K.
Moreover, by ompatibility, it follows that the above morphisms indue the same map
ϕ♯AK := ϕ
♯
A ⊗ idK = (ϕ
♯
K)⊗ idAK : B2 ⊗R A⊗R K −→ B1 ⊗R A⊗R K.
First of all we prove the uniqueness of ϕ. Sine X2 is at over S, then the inlusion (X2)K −→ X2
indues an injetion B2 →֒ B2 ⊗R K. Therefore, if (any) ϕ exists then it is given, on the level of
funtion rings, by the restrition of ϕ♯K to B2. Therefore it is unique.
18 DAJANO TOSSICI
We now prove the existene of ϕ. We have the following ommutative diagram with the obvious
maps
Bi ⊗R A
(P
PP
PP
PP
PP
PP
P
(
Bi
:uuuuuuuuu
:
$I
II
II
II
II
$
Bi ⊗R A⊗R K
Bi ⊗R K
6nnnnnnnnnnnn
6
Sine S′ −→ S is at, in partiular, the indued map R −→ A is injetive. Moreover, B2 is a
at R-algebra, then for i = 2 all the maps of the above diagram are injetive. We remark that
(16) and (17) imply ϕ♯AK (B2) ⊆ (B1 ⊗R K) ∩ (B1 ⊗R A). We laim that ϕ
♯
AK
(B2) ⊆ B1. Let
us suppose that there exists b ∈ B2 suh that ϕ
♯
AK
(b) 6∈ B1. Then there exists n ≥ 1 suh that
πnϕ♯AK (b) ∈ B1 and π
n−1ϕ♯AK (b) 6∈ B1. Hene,
πnϕ♯AK (b) ∈ B1 ∩ π(B1 ⊗R A).
We remark that sine S′ −→ S is surjetive, then S′k = Spec(A/πA) is nonempty. Now, sine any
sheme over a eld is at,
B1/πB1 −→ (B1 ⊗R A)/π(B1 ⊗R A) ≃ B1/πB1 ⊗k A/πA
is injetive. Therefore,
B1 ∩ π(B1 ⊗R A) = πB1,
whih implies πn−1ϕ♯AK (b) ∈ B1. This is a ontradition. So ϕ
♯
AK
indues a morphism
ϕ♯ : B2 −→ B1.
We have so proved that ϕK : (Y1)K −→ (Y2)K is extendible to a morphism ϕ : Y1 −→ Y2. 
The following easy onsequene of the previous lemma will not be used in the rest of the paper.
Proposition 4.1.3. Let G be an ane at and ommutative S-group sheme. Then
H1(S,G) −→ H1(K,GK)
is injetive.
Proof. Let f : Y −→ S be a G-torsor. This means that there exists a faithfully at S-sheme T
suh that YT := Y ×X T 7−→ T is trivial (for instane we an hose T = Y ). Then it has a setion
ϕT : T −→ YT . Moreover let us suppose that Y −→ S is trivial as GK-torsor on XK . Then there
is a setion ϕK : Spec(K) −→ YK of YK −→ Spec(K). Sine G is ane then f : Y −→ S is an
ane morphism. So Y is ane. From the previous lemma the thesis follows. 
Lemma 4.1.4. Let X,Y be integral faithfully at shemes over S. Moreover, let us suppose that
X is normal. If f : Y −→ X is an integral dominant S-morphism then, fk is shematially
dominant, i.e. f ♯k : OXk −→ f∗OYk is injetive. In partiular, if Yk is integral (resp. redued)
then Xk is also integral (resp. redued).
Proof. Sine any integral morphism is ane by the denition, it is enough to prove the lemma
in the ane ase. So we an suppose X = Spec(A), Y = Spec(B) with an integral injetion
A →֒ B. We will prove that Ak →֒ Bk. This is equivalent to proving πB∩A = πA. One inlusion
is obvious. Now let a ∈ πB ∩ A, then a = πb with b ∈ B. We remark that b = aπ ∈ AK ∩ B is
integral over A. But A is integrally losed by hypothesis. Therefore b ∈ A.
It follows immediately the last statement. 
Lemma 4.1.5. Let X be a at S-sheme. If XK is normal and Xk redued, then X is normal.
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Proof. For a proof see [13, 4.1.18℄. 
4.2. Weak extension. We now onsider an integral normal faithfully at S-sheme X . Let
YK −→ XK be a onneted GK-torsor, for some nite group-sheme GK over K, and Y the
normalization of X in YK . We remark that YK is also normal ([2, I 9.10℄). In partiular YK is
integral, hene Y is integral. We denote by g the morphism Y −→ X .
Lemma 4.2.1. Y is normal.
Proof. By denition of normalization we have that g is an ane morphism. Sine being normal
is a loal property we an suppose that X = Spec(A) and Y = Spec(B). We have to prove that
B is integrally losed. Sine YK is normal, then BK is integrally losed. So, if b ∈ Frac(B) is
integral over B, then b ∈ BK . However, B is integral over A, then b is integral over A. But B is
the integral losure of A in BK , therefore b ∈ B. 
From the proof it follows that, sine X is normal, in fat Y is the normalization of X in K(Y ),
the funtion eld of Y . Therefore g : Y −→ X is nite (see [13, 4.1.25℄). We remark that Y has
also the following property.
Lemma 4.2.2. Let Z be a faithfully at S-sheme, let f : Z −→ X be a dominant integral S-
morphism and let hK : YK −→ ZK be a dominant XK-morphism. Then there exists an integral
X-morphism h : Y −→ Z whih extends hK . Moreover if Z is normal and hK is an isomorphism
then h is an isomorphism.
Proof. We have that g : Y −→ X and f : Z −→ X are ane. So, rst, we onsider the ase
X = Spec(A), Y = Spec(B) and Z = Spec(C). By hypothesis, we an suppose
A ⊆ C ⊆ CK ⊆ BK
with C integral over A. But, sine B is the integral losure of A in BK , then C ⊆ B. So we have
A ⊆ C ⊆ B.
These inlusions are funtorial, so we have an injetive morphism of OX -algebras f∗(OZ) ⊆
g∗(OY ). We remark that Y = Spec(g∗OY ) and Z = Spec(f∗OZ). This implies that there exists
an integral morphism h : Y −→ Z suh that g = f ◦ h.
Now if Z is normal then, by denition of the integral losure of X in YK , learly f∗OZ = g∗OY
and so we have that h is an isomorphism.

We now prove a result of weak extension of Z/mZ-torsors. For any m ∈ N and any sheme Z
we dene mPic(Z) := ker(Pic(Z)
m
−→ Pic(Z)).
Proposition 4.2.3. Let m ≥ 1 be an integer. Let X be a normal faithfully at sheme over
R with integral bers and mPic(XK) = mPic(X). Let fK : YK −→ XK be a onneted Z/mZ-
torsor. Let Y be the normalization of X in YK and suppose that Yk is redued. If R ontains a
primitive m-th root of unity, there exists a unique µm-torsor Y
′
over X whih extends fK.
Remark 4.2.4. Let us onsider the restrition map mPic(X) −→ mPic(XK). If X is a normal
faithfully at sheme over R with integral bers, then the above map is injetive for any m (see
[11, II 6.5℄ and [13, 7.2.14℄; the hypothesis of separatedness ited in [11, II 6.5℄ is not neessary).
The above map is an isomorphism, for any m, if, for instane, X is also separated and loally
fatorial (e.g. regular). See [11, II 6.5, II 6.11℄.
Remark 4.2.5. It has been proved by Epp([6℄) that if, for instane, X is of nite type over R (or
X = Spec(A) with A the loalization or the π-adi ompletion of an R-algebra of nite type)
then, up to an extension of R, it is possible to suppose Yk redued. Moreover the hypothesis
mPic(XK) = mPic(X) is neessary. Indeed, to any L ∈ mPic(XK), by the Kummer theory, we
an assoiate (at least) a µm-torsor YK −→ XK . It is lear that if L is not extendible the same
is true for the µm-torsor YK −→ XK .
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Proof. First, we onsider the ane ase X = Spec(A) and
YK = Spec(AK [Z]/(Z
m − f))
with f ∈ A∗K . Sine Y −→ X is a nite morphism, then Y = Spec(B) for some normal and
nite A-algebra B. Multiplying f by an m-th power of π if neessary, whih does not hange the
µm-torsor YK −→ XK , we an suppose f ∈ A and f = πnf0, with 0 ≤ n < m and f0 6∈ πA.
This is possible sine A is integral and noetherian, so from Krull's Theorem ([13, 1.3.13℄) we have
∩m≥0πmA = 0.
We all Y ′ = Spec(A[Z]/(Zm − f)). We prove that Y ′ is a µm-torsor over X , i.e. f ∈ A∗.
Sine Y ′ is at over R and YK is onneted and normal then Y
′
is integral. Moreover Y ′ −→ X
is an integral morphism, so, by the previous lemma, Y ′ is dominated by Y . So Z ∈ B. Let us
now suppose Z ∈ πB. From Zm = f in B, it follows that f ∈ πmB. Applying m-times 4.1.4 we
have f ∈ πmA, whih is a ontradition. So Z 6∈ πB. Sine Yk is redued, then Zm = f 6∈ πB.
In partiular, f 6∈ πA. And sine f ∈ A∗K there exists g ∈ A \ πA and l ∈ N suh that f
g
πl
= 1.
So fg = πl. But Xk is integral. Then l = 0, whih implies f ∈ A∗.
Now by the Kummer theory, we assoiate to any µm-torsor over XK a line bundle L over XK
suh that Lm ≃ OXK . Sine mPic(X) = mPic(XK) we an assume that L ∈ mPic(X). Then let
{Ui = Spec(Ai)} an ane overing of X suh that L|Ui is trivial. If {gij} ∈ H
1(X,O∗X) represents
L, we have that there exists fi ∈ H0(Ui,K ,O∗Ui,K ) suh that (YK)Ui = Spec(Ai,K [Ti]/(T
m
i − fi))
and gmij =
fi
fj
. As seen before for any Ui = Spec(Ai) we an suppose fi ∈ A∗i . So {Y
′
i =
Spec(Ai[Ti]/(T
m
i −fi))} is a µm-torsor whih extends the Z/mZ-torsor YK −→ XK . The unique-
ness omes from 3.0.1. 
Remark 4.2.6. We remark that Y does not usually oinide with Y ′. This means that Y ′ is
possibly not normal.
Remark 4.2.7. From the rst part of the proof also follows that if X = Spec(A) is ane, then
the proposition remains true if we remove the hypothesis mPic(X) = mPic(XK) and we onsider
only µm-torsors of the type AK [T ]/(T
m − f) with f ∈ A∗K .
Corollary 4.2.8. Let G be an abelian group of order m and let us suppose that R ontains a
primitive m-th root of unity. Let X be a normal faithfully at sheme over R with integral bers
and mPic(X) = mPic(XK). Let us onsider a onneted G-torsor fK : YK −→ XK and let Y
be the normalization of X in YK . Moreover, we assume that Yk is redued. Then there exists a
(ommutative) R-group-sheme G′ and a G′-torsor Y ′ −→ X over R whih extends fK .
Proof. By the lassiation of abelian groups, we have that G = Z/m1Z× · · · ×Z/mrZ for some
m1, . . . ,mr ∈ N. We remark that R ontains a primitive mi-th root of unity for i = 1, . . . , r. So
(Z/miZ)K ≃ (µmi)K for i = 1, . . . , r. Moreover, from hypothesis it follows, for i = 1, . . . , r, that
miPic(X) = miPic(XK). We rstly state the following lemma.
Lemma 4.2.9. Let G1, . . . , Gr be at group shemes over a sheme X. Let Yi −→ X be a Gi-
torsor for any i. Then Y˜ = Y1 ×X · · · ×X Yr is a G1 × · · · ×Gr-torsor, with the ation indued
by those of Gi.
Proof. We skip the proof whih easily follows by denition of torsor.

We now ome bak to the proof of the orollary. We allGi = Z/miZ for i = 1, . . . , r. Moreover,
we all G˜i = G1 × · · · × Gˆi × · · · ×Gr. Let us dene (Yi)K = YK/(G˜i), then (Yi)K −→ XK is a
Gi-torsor. Moreover, (Yi)K is integral and normal. For any i, we all σi the ation of Gi indued
by that of G on (Yi)K . Hene,
σi × id : Gi ×XK (Yi)K −→ (Yi)K ×XK (Yi)K
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is an isomorphism. By the above lemma, we have that (Y1)K ×XK · · · ×XK (Yr)K is a G-torsor.
Moreover, the natural map
q : YK −→ (Y1)K ×XK · · · ×XK (Yr)K
preserves the G-ations; therefore it is a morphism of G-torsors. But, as it is well known, any
morphism of G-torsors is an isomorphism of shemes; hene, q is an isomorphism.
For i = 1, . . . , r, we denote by Yi the normalization of X in (Yi)K . Then Yi is integral and
normal for any i. The projetion YK ≃ (Y1)K ×K · · · ×K (Yr)K −→ (Yi)K indues, by 4.2.2,
an integral morphism Y −→ Yi. Hene, we have, by 4.1.4, that (Yi)k is redued. So, by 4.2.3,
for any i = 1, . . . , r, there exists a µmi -torsor Y
′
i −→ X whih extends (Yi)K −→ XK . Now
let us onsider Y ′ = Y ′1 ×X · · · ×X Y
′
r . Using the above lemma again, it follows that Y
′
is a
µm1 × · · · × µmr -torsor. 
Remark 4.2.10. Let X be an integral sheme faithfully at over R and x an R-point of X . Let
us onsider the fundamental group shemes of Gasbarri π(X, x) over R (see [7℄) and π(XK , xK).
Then Antei, in [5℄, proved that the natural morphism
ϕ : π(XK , xK) −→ π(X, x)K
is a quotient morphism and that ker(ϕ) = 0 if and only if any GK-torsor YK −→ XK (with
a K-setion), suh that the indued morphism π(XK , xK) −→ GK is a dominant morphism, is
weakly extendible to a G-torsor Y −→ X over R (with an R-setion), for some model G of GK .
We stress that in that ontext you have also to extend the setion of YK . But if, for instane, X
is proper over R hene Y is proper over R and the K-setion of YK an be always extended.
Remark 4.2.11. If Yk is not redued we have an example of a torsor not weakly extendible.
For instane, take X = Spec(R[Z, 1/Z]) and YK = Spec(K[Z, 1/Z][T ]/(T
p − πZ)) as Z/pZ-
torsor over XK . It is not too hard to see that Y = Spec(R[Z, 1/Z][T ]/(T
p − πZ)) is normal
(see for example [13, 8.2.26℄), so it is the normalization of X in YK . Moreover the ation of
µp = Spec(R[S]/(S
p − 1)) over Y given by T 7−→ ST is learly faithful. So µp is the eetive
model. Using 4.1.1 it follows that, if YK −→ XK is weakly extendible by a G′-torsor, then there
is a model map µp −→ G
′
. Hene G′ ≃ µp, beause µp does not dominate any group sheme
exept itself. We now laim that there is no µp-torsor Y
′ −→ X whih extends YK −→ XK . Sine
Pic(R[Z, 1/Z]) = 0, we would have, by the Kummer theory, Y ′ = Spec(R[Z, 1/Z][T ]/(T p−f)), for
some f ∈ R[Z, 1/Z]∗ suh that there exists g ∈ K[Z, 1/Z]∗ with fgp = πZ. But, sine R[Z, 1/Z]
is fatorial and Xk is integral it is easy to see that this not possible. In partiular YK −→ XK is
also not strongly extendible.
We give here a proof of strong extension of torsors under nite abelian groups G with (|G|, p) =
1, for some shemes not neessarily regular. For regular shemes refer to the introdution.
Corollary 4.2.12. Let G be an abelian group of order m with (m, p) = 1 and let us suppose that
R ontains a primitive m-th root of unity. Let X be a normal faithfully at sheme over R with
integral bers and mPic(XK) = mPic(X). Let YK −→ XK be a onneted G-torsor and let Y be
the normalization of X in YK . Moreover we assume that Yk is redued. Then YK −→ XK is
strongly extendible.
Proof. Indeed, by 4.2.3, there exists a ommutative nite at R-group sheme G′ and a G′-torsor
Y ′ −→ X whih extends YK −→ XK . Sine the order of G′ is oprime with p, then G′ is étale.
So Y ′ −→ X is étale. Sine X is normal, it follows from [2, I 9.10℄ that Y ′ is normal. Hene,
from 4.2.2, Y ′ = Y and the proof is omplete. 
We now onlude the setion proving a lemma whih will be essential in the setions that
follow.
Let us onsider a normal faithfully at R-sheme X = Spec(A) with integral bers. And we
suppose that π ∈ RA, where RA is the Jaobson radial. This ondition means that the losed
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points of X are in the speial ber. Moreover, it is equivalent to say that, for any λ ∈ R \ R∗,
any lifting of a ∈ (A/λA)∗ is invertible in A. In partiular, A∗ −→ (A/λA)∗ is surjetive. From
(4) it follows that H1(X,G(λ)) ⊆ H1(X,Gm). Then applying the snake lemma to the following
diagram (see (7))
(18) G(λ)(A)

(ψλ,n)∗
// G(λ
pn )(A) //

H1(X,Gλ,n)
i∗ //

H1(X,G(λ)) //

H1(X,G(λ
pn ))

A∗
pn
// A∗ // H1(X,µpn)
i∗ // H1(X,Gm) // H
1(X,Gm)
we have that the following ommutative diagram
G(λ
pn )(A)/(ψλ,n)∗(G
(λ)(A))
αλ
pn
(A)

// H1(X,Gλ,n)

A∗/(A∗)p
n
// H1(X,µpn).
is artesian with αλ
pn
(A) injetive.
Remark 4.2.13. Expliitly the injetion αλ
pn
(A) means that, for any x ∈ A∗, xp
n
≡ 1 mod λp
n
if and only if x ≡ 1 mod λ.
Lemma 4.2.14. Let X be as above and let us suppose that R ontains a primitive pn-th root of
unity. Let YK −→ XK be a µpn-torsor with YK = Spec(AK [T ]/(T p
n
−f)), f ∈ A∗. Let us denote
by Y = Spec(B) the normalization of X in YK . We moreover suppose that Yk is redued. Then,
from 4.2.3 and 4.2.7, there exists a µpn-torsor Y
′ −→ X whih weakly extends YK −→ XK .
i) Using the ltration of 3.0.3, [Y ′] ∈ H1(X,Gπj ,n) if and only if there exists g ∈ A
∗
suh
that fgp
n
= 1 + πjp
n
f0 for some f0 ∈ A.
ii) Let us suppose moreover j < v(λ(n)). If [Y
′] ∈ H1(X,Gπj ,n) \ H
1(X,Gπj+1,n) and
fgp
n
= 1 + πjp
n
f0, for some f0 ∈ A and g ∈ A
∗
, then f0 is not a p
n
-th power mod π.
Proof. We rst prove (i). We observe that [Y ′] ∈ H1(X,µpn) is represented by f ∈ A∗/A∗
pn
.
Sine the above ommutative diagram is artesian, then [Y ′] ∈ H1(X,Gπj ,n) if and only if
f ∈ αλ
pn
(A). And by denition, f ∈ αλ
pn
(A) if and only if there exists g ∈ A∗ suh that
fgp
n
= 1 + πjp
n
f0 for some f0 ∈ A.We now prove the seond statement. Let us suppose that
[Y ′] ∈ H1(X,Gπj ,n) \ H
1(X,Gλ(n),n). We take any g ∈ A
∗
suh that fgp
n
= 1 + πjp
n
f0, for
some f0 ∈ A. If [Y ′] 6∈ H1(X,Gπj+1,n), then, by (i), f0 6≡ 0 mod π
pn
. In fat we will prove
f0 6≡ 0 mod π in A. Sine the torsor Y1 = Spec(A[T ]/(
(1+πjT )p
n
−1
πjpn
− f0)), assoiated with
[Y ′] ∈ H1(X,Gπj ,n), is integral over X and its generi ber is isomorphi to YK , then, by 4.2.2,
the morphism Y −→ X fators through Y1. Moreover, Y −→ Y1 is a dominant morphism
between integral ane shemes; hene T ∈ B \ {0}. The fat that f0 6≡ 0 mod πp
n
A implies
T 6≡ 0 mod πB. Otherwise, if T = πT0 for some T0 ∈ B, then T
pn ≡ 0 mod πp
n
B. And, sine
j + 1 ≤ v(λ(n)), we have
f0 =
(1 + πj+1T0)
pn − 1
πjpn
≡ 0 mod πp
n
B.
So, by 4.1.4, f0 ≡ 0 mod πp
n
A against the assumptions. Therefore, T 6≡ 0 mod πB. Now if
f0 ≡ 0 mod πA, then, sine j < v(λ(n)), T
pn ≡ 0 mod πB. But, as we just proved, T 6≡ 0
mod πB, whih ontradits the fat that Yk is redued. So f0 6≡ 0 mod πA. We nally prove
that f0 is not a p
n
-th power mod π. Indeed, if f0 ≡ g
pn
0 mod π for some g0 ∈ A \ πA then
f ≡ (1 + πjg0)p
n
mod πjp
n+1
. But 1 + πjg0 is invertible mod π then, sine π ∈ RA, 1 + πjg0
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is invertible. Multiplying f by (1 + πjg0)
−pn
, we an suppose f ≡ 1 mod πjp
n+1
, whih implies,
by what we have just proved, that f ≡ 1 mod π(j+1)p
n
. Hene, by i), [Y ′] ∈ H1(X,Gπj+1,n);
this ontradits the hypothesis of maximality of j. 
5. Strong extension of Z/pZ-torsors
Let us suppose that R ontains a primitive p-th root of unity. We now suppose that X =
Spec(A) is a normal faithfully at R-sheme with integral bers suh that π ∈ RA, where RA
is the Jaobson radial of A, and pPic(XK) = 0 (e.g. A a loal regular faithfully at R-algebra
with integral bers or A a fatorial faithfully at R-algebra omplete with respet to the π-adi
topology and with integral bers). We reall we suppose from the beginning that X no÷therian.
Let us onsider a nontrivial Z/pZ-torsor
YK −→ XK .
Let Y be the normalization of X in YK . We suppose that Yk is redued. There exists, by 4.2.3,
a unique µp-torsor Y
′ −→ X suh that Y ′K −→ XK is isomorphi to the Z/pZ-torsor YK −→ XK .
So YK −→ XK denes uniquely an element [Y ′] ∈ H1(X,µp).
Theorem 5.0.1. Notation as above. Let us onsider the ltration of 3.0.3. If [YK ] ∈ H1(X,Gπγ ,1)\
H1(X,Gπγ+1,1), for some 0 ≤ γ ≤ v(λ(1)), then Y is a Gπγ ,1-torsor. In partiular Yk is inte-
gral if γ < v(λ(1)). Moreover the valuation of the dierent of the extension OY,η/OX,(π) is
(p− 1)(v(λ(1))− γ), for the generi point η of any irreduible omponent of Yk.
Remark 5.0.2. The trivial Z/pZ-torsor over XK is strongly extendible by the trivial Z/pZ-torsor
over X .
Proof. Sine pPic(AK) = 0, from the bottom line of (18) with v(λ) = 0, it follows that YK =
Spec(AK [T ]/(T
p − f)) with f ∈ A∗K . From 4.2.7, we an suppose f ∈ A
∗
. Moreover, Y ′ =
Spec(A[T ]/(T p − f)) is the µp-torsor whih extends YK .
If γ = 0, then f is not a p-power mod π (otherwise, by 4.2.14, up to a multipliation by a
p-th power, we an suppose f ≡ 1 mod π and so γ > 0). So Y ′ is normal by 4.1.5. Sine Y ′ is
integral over X and its generi ber is isomorphi to YK then, from 4.2.2, we have Y ≃ Y ′.
If γ = v(λ(1)), then it is an étale torsor and the proof is omplete.
If v(λ(1)) > γ > 0 we an suppose, by 4.2.14, f = 1 + π
pγf0 with f0 6≡ 0 mod π in A. Let us
onsider the Gπγ ,1-torsor
Y1 = Spec(A[T ]/(
(1 + πγT )p − 1
πpγ
− f0)).
By 4.2.14 , f0 6≡ g
p
0 mod π for any g0 ∈ A \ πA. So (Y1)k is redued and, by 4.1.5, Y1 is normal.
Hene again from 4.2.2, we an onlude that Y1 ≃ Y . If γ < v(λ(1)), then Gk is radiial and
Yk −→ Xk is an inseparable morphism. Therefore, sine Xk is irreduible, Yk is also irreduible.
The statement about the valuation of the dierent is lear.

Remark 5.0.3. The theorem remains true if we remove the hypothesis pPic(AK) = 0 and we
suppose that YK = Spec(AK [T ]/(T
p − f)) with f ∈ A∗K . Indeed pPic(AK) = 0 only needs to
ensure that any µp-torsor of XK is of the form YK = Spec(AK [T ]/(T
p − f)) with f ∈ A∗K .
The following orollary will not used for the rest of the paper.
Corollary 5.0.4. Let G be an abelian group of order m and let us suppose that R ontains a
primitive m-th root of unity. Let X = Spec(A) be a normal faithfully at R-sheme with integral
bers suh that π ∈ RA and mPic(XK) = 0. Let hK : YK −→ XK be a onneted G-torsor with
G an abelian group. Let Y be the normalization of X in YK and let us assume that Yk is integral
then h : Y −→ X is faithfully at.
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Proof. Sine G is abelian then G ≃ Z/m1Z × · · · × Z/mrZ × Z/pmr+1Z × · · · × Z/pmsZ, with
(mi, p) = 1 for i = 1, . . . , r. We remark that any yli group is isomorphi, over K, to µl for
some l. So, as above, sine mPic(XK) = 0, we onlude that
YK = Spec(AK [T1, . . . , Ts]/(T
m1
1 − f1, . . . , T
mr
r − fr, T
pmr+1
r+1 − fr+1, . . . , T
pms
s − fs))
with fi ∈ A∗K . Let n = r +mr+1 + · · ·+ms. We have a fatorization
hK : (Yn)K := YK
(hn)K
−→ (Yn−1)K
(hn−1)K
−→ . . .−→(Y1)K
(h1)K
−→ XK =: (Y0)K
with (hi)K a Z/pZ-torsor, if i = 1, . . . , n− r and (hi)K is a Z/mn−i+1Z-torsor if i = n− r + 1, . . . , n.
Any (Yi)K is normal integral and ane. So if (Yi−1)K = Spec((Bi−1)K), it is easy to show
that (Yi)K = Spec((Bi−1)K [T ]/(T
p − f)) with f ∈ (Bi−1)∗K , if i = 1, . . . , n − r or (Yi)K =
Spec((Bi−1)K [T ]/(T
mn−i+1 − f)) with f ∈ (Bi−1)∗K , if i = n− r + 1, . . . , n. We observe that not
neessarily Pic((Yi)K) = 0. Let Yi = Spec(Bi) be the normalization of X in (Yi)K . We also
obtain that Yi is the normalization of Yi−i in (Yi)K . We have a fatorization
h : Y
hn−→ Yn−1
hn−1
−→ . . .−→Y1
h1−→ X.
Sine Yk is integral, then (Yi)k is integral for any i (see 4.1.4). Moreover hi is nite, in partiular
it is losed. So if π ∈ RA then π ∈ RBi also for any i. From the above theorem, 5.0.3, 4.2.12
and 4.2.7 we have, for any i, that Yi −→ Yi−1 is a torsor under some nite at group sheme. In
partiular hi is faithfully at for any i. Therefore, h is faithfully at.

6. Strong extension of Z/p2Z-torsors
6.1. Setup and degeneration types. Now we suppose that R ontains a primitive p2-th root
of unity. Therefore we have (Z/p2Z)K ≃ (µp2)K . We moreover suppose p > 2. Let X := SpecA
be a normal essentially semireexive sheme over R (see 1) with integral bers suh that π ∈ RA.
We also assume p2Pic(XK) = 0. Let hK : YK −→ XK be a onneted Z/p
2Z-torsor. Then we
onsider the fatorization
YK
(h2)K
−→ (Y1)K
(h1)K
−→ XK
with both (h1)K , (h2)K nontrivial Z/pZ-torsors. Let Y1 = Spec(B1) be the normalization of X
in (Y1)K and Y = Spec(B) the normalization of X in YK . We suppose that Yk is integral. Sine
X is normal, by 4.2.2, it follows that Y is normal and that Y is the integral losure of Y1 in YK .
So we have the fatorization
h : Y
h2−→ Y1
h1−→ X
with h1 and h2 degree p morphisms. Again by 4.2.2, it follows that Y1 is normal. By 4.1.4, we
have that, sine Yk is integral, then (Y1)k is integral too.
Sine p2Pic(AK) = 0, we an suppose YK = Spec(AK [T ]/(T
p2−f)) for some f ∈ A∗K \(A
∗
K)
p2
.
By 4.2.3, we an suppose f ∈ A∗. We an also write
YK = Spec(A[T1, T2]/(T
p
1 − f,
T p2
T1
− 1)).
Therefore, we have
(Y1)K = Spec(AK [T1]/(T
p
1 − f))
and
(19) YK = Spec((B1)K [T2]/(
T p2
T1
− 1)).
We remark that BK is nite and free as an AK -module. In partiular it is semireexive over
AK . From 1.0.13 it follows that Y is an essentially semireexive sheme over Spec(R). Therefore
we an apply 1.0.17 to hek if a group sheme is an eetive model for the Z/p2Z-ation on Y .
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We now want to attah to the over YK → XK four invariants. We have seen in the previous
setion that there exists an invariant, whih we alled γ, that is suient to solve the problem
of strong extension of (Z/pZ)K -torsors. So the rst two invariants are simply the invariants γ
whih arise from the two (Z/pZ)K-torsors YK −→ (Y1)K and (Y1)K −→ XK . In preise by the
above disussion it follows that h1 satises hypothesis of 5, hene we an apply 5.0.1. Then, if
we dene γ1 ≤ v(λ(1)) suh that
[(Y1)K ] ∈ H
1(X,Gπγ1 ,1) \H
1(X,Gπγ1+1,1),
it follows that Y1 −→ X is a Gπγ1 ,1-torsor. From 5.0.1, we have that γ1 is also determined by the
valuation of the dierent D(h1) of h1 : Spec(OY1,(π)) −→ Spec(OX,(π)). We indeed have
v(D(h1)) = v(p)− (p− 1)γ1.
From 5.0.1, we have that (Y1)k is integral. Moreover, sine h1 is a losed morphism, then π ∈ RB1 .
But not neessarily pPic((Y1)K) = 0. However, from (19) and the remark 5.0.3 we an also apply
5.0.1 to the morphism h2 : Y −→ Y1. Then, if we dene γ2 ≤ v(λ(1)) suh that
[(Y )K ] ∈ H
1(Y1, Gπγ2 ,1) \H
1(Y1, Gπγ2+1,1),
it follows that Y −→ Y1 is a Gπγ2 ,1-torsor. The invariant γ2 is determined by the dierent of
h2 : Spec(OY,(π)) −→ Spec(OY1,(π)), too. Indeed
v(D(h2)) = v(p)− (p− 1)γ2.
The third invariant is linked to the ltration of 3.0.3. It is the integer j ≤ v(λ(2)) suh that
[YK ] ∈ H1(X,Gπj ,2) \ H
1(X,Gπj+1,2). We observe that there exists a Gπj ,2-torsor Y
′′
whih
extends YK −→ XK . By 4.2.2, we have morphisms Y −→ Y
′′
and Y1 −→ Y
′′/Gπj ,1 suh that
the following diagram ommutes
(20) Y

//// Y ′′

Y1 //
@
@@
@@
@@
@
// Y ′′/Gπj ,1
zzuu
uu
uu
uu
u
X
Lemma 6.1.1. We have the following relations.
i) pj ≤ γ1 ≤ v(λ(1)),
ii) j ≤ γ2 ≤ v(λ(1)),
Proof. By denition of γi, for i = 1, 2, we have γi ≤ v(λ(1)). We now prove the remaining
statements. Let us onsider the diagram (20).
i) We reall that Y1 −→ X is a Gπγ1 ,1-torsor and Y
′′/Gπj,1 −→ X is a Gπpj ,1-torsor. So,
by 4.1.1, we have a morphism Gπγ1 ,1 −→ Gπpj ,1. Therefore γ1 ≥ pj.
ii) We reall that Y −→ Y1 is a Gπγ2 ,1-torsor and Y ′′ −→ Y ′′/Gπj ,1 is a Gπj ,1-torsor. Again
by 4.1.1, we have a morphism Gπγ2 ,1 −→ Gπj ,1. Therefore, γ2 ≥ j.

By denition of j, up to a multipliation of f by an element of (A∗)
p2
, whih does not hange
the µp2-torsor on the generi ber, we an suppose f = 1+π
p2jf0 with f0 ∈ A. And, if j < v(λ(2)),
by 4.2.14 f0 is not a p
2
-th power mod π.
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Before introduing the last invariant, we desribe expliitly the sheme Y . By denition of γ1
and by the proof of 5.0.1, there exists g ∈ A∗ (not unique) suh that fg−p = 1 + πpγ1f1 with
f1 ∈ A. Let us onsider Spec(B1) with
B1 = A[T1]/(
(1 + πγ1T1)
p − 1
πpγ1
− f1).
If γ1 = v(λ(1)) then Spec(B1) −→ X is étale, then Spec(B1) is normal and hene, by 4.2.2,
Y1 = Spec(B1). While if γ1 < v(λ(1)), by 4.2.14, f1 is not a p-th power mod π. Then, by 4.1.5,
Spec(B1) is normal and hene again Y = Spec(B1).
If Y ′1 −→ Y1 is the µp-torsor whih extends YK −→ (Y1)K , then Y is the normalization of Y1
in
(Y ′1)K = Spec((B1)K [T2]/(
T p2
1 + πγ1T1
− g)).
Then, reasoning as above, there exists H(T1) ∈ B∗1 , suh that
g(1 + πγ1T1)(H(T1))
−p ≡ 1 mod πpγ2B1,
and Y = Spec(B) with
B = B1[T2]/
(
(1 + πγ2T2)
p − 1
πpγ2
−
gH(T1)
−p(1 + πγ1T1)− 1
πpγ2
)
.
We remark that the denition of g and H(T1) depends on the hoie of the representative f
of [YK ] ∈ H1(X,µp2) and they are not uniquely determined. We now see how they vary as f
varies. We stress that we require f ≡ 1 mod πp
2j
. Let us substitute ap
2
f to f , with a ∈ A∗
and ap
2
f ≡ 1 mod πp
2j
. It follows from 4.2.13 that ap
2
f ≡ 1 mod πp
2j
is equivalent to a ≡ 1
mod πj . Now it is immediate to see that we have to substitute apg to g and aH(T1) to H(T1).
We now prove that, for a xed f , the elements g and H(T1) are uniquely determined in a ertain
sense.
Lemma 6.1.2. Notation as above. Let us x a representative f = 1 + πp
2jf0 of [YK ] ∈
H1(X,µp2). We have the following results.
(1) The element g is uniquely determined mod πγ1 . Moreover, we an suppose
g = 1 + πjpg0 with g0 6∈ πA.
(2) The element H(T1) is uniquely determined mod π
γ2
. Any H(T1) as above is of the form
H(T1) = 1 + π
jH1(T1) with H1(T1) 6∈ πB1.
if 0 ≤ j < γ2, and we an suppose H(T1) = 1 if j = γ2. Finally, if j > 0, up to a hange
of the representative f , we an suppose H(0) = 1.
Proof. (1) We rstly prove the uniqueness of g mod πγ1 . By denition of g we have gp ≡ f
mod πpγ1 . Let us take g′ ∈ A∗. Then g′p ≡ gp ≡ f mod πpγ1 if and only if
(
g
g′
)p ≡ 1 mod πpγ1
if and only if, from 4.2.13,
g ≡ g′ mod πγ1 .
This proves the uniqueness of g mod πγ1 . In fat we proved something more. Indeed,
sine g is determined by the property gp ≡ f mod ππ
pγ1
, we have also proved that we
an replae g with any g′ ∈ A∗ suh that g′ ≡ g mod πγ1 . (Clearly, H(T1) will also be
dierent).
We now prove that, up to a hange of g by g(1 + πγ1h) with h ∈ A, we an suppose
g = 1 + πjpg0 with g0 6≡ 0 mod πA.
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Sine f = 1 + πp
2jf0 and pj ≤ γ1 (see 6.1.1), we have
gp ≡ 1 mod πp
2j .
Again by 4.2.13, we obtain
g = 1 + πpjg0
for some g0 ∈ A. If pj < γ1 then g0 6∈ πA, otherwise, sine gp ≡ 1+πp
2jf0 mod π
pγ1
, we
would have, again by 4.2.13, f0 ≡ 0 mod π, against hypothesis on f0. While, if pj = γ1
and g0 ≡ 0 mod π, by what proved before, we an replae g with g′ = g(1 + πpjh), with
h 6∈ πA. So g′ = 1 + πpj(g0 + h+ πpjg0h) with g0 + h+ πpjg0h ≡ h 6≡ 0 mod π.
(2) As above, we an prove that H(T1) is unique mod π
γ2
and that we an replae it
with any H˜(T1) suh that H˜(T1) ≡ H(T1) mod πγ2 . And sine g ≡ 1 mod πpjB1 and
γ1 ≥ pj (see 6.1.1) then, H(T1)p ≡ 1 mod πjpB1. Hene, as above, we an onlude
H(T1) = 1 + π
jH1(T1). We now prove that H1(T1) 6≡ 0 mod πB1 if j < γ2 and that we
an assume H(T1) = 1 if j = γ2. If j < γ2, then from
(1 + πjH1(T1))
p ≡ (1 + πpjg0)(1 + π
γ1T1) mod π
pγ2
it follows that, if H1(T1) ≡ 0 mod πB1, then, using 4.2.13, we have g0 + πγ1−pjT1 ≡ 0
mod πB1. Sine B1 is nite and free over R it follows that g0 ≡ 0 mod π, against what
just proved in 1. Now if γ2 = j then we an take H(T1) = 1 whih learly satises the
ondition
H(T1)
p ≡ (1 + πpjg0)(1 + π
γ1T1) mod π
pγ2 .
We now prove the last statement. Let j > 0. From what we just proved we know
that H(0) ≡ 1 mod πjA. Sine π ∈ RA, then H(0) is invertible. If we hange f into
fH(0)−p
2
, from the disussion before the lemma, we have to replae H(T1) with
H(T1)
H(0) .
So the proof is omplete.

Now, given H(T1) =
∑p−1
k=0 akT1
k ∈ B∗1 , let us onsider H
′(T1) as its formal derivative. Using
the above lemma, we suppose a0 = 1 if j > 0. For any m ≥ γ1, we will say that a ∈ πR satises
(△)m if
aH(T1) ≡ π
m−γ1H ′(T1) mod π
γ2 .
We nally give the denition of the fourth invariant.
Denition 6.1.3. We will all eetive threshold the number
κ = min{m ≥ γ1|∃a ∈ πR whih satises (△)m}.
If we take m ≥ γ1 + γ2 and a = 0, we see that suh a minimum exists.
Lemma 6.1.4. For any m ≥ κ there exists a unique solution, mod πγ2 , of (△)m. We will all
αm ∈ πR any of its lifting. If H(0) = a0 ≡ 0 mod πA then αm ≡ 0 mod πγ2 .
Remark 6.1.5. By 6.1.2 it follows that the ase H(0) ≡ 0 mod π an happen only if j = 0.
Proof. Let us rstly suppose a0 6≡ 0 mod πA. If bi, for i = 1, 2, is solution of (△)m, it follows
that for any m ≥ γ1 we have in partiular bia0 ≡ πm−γ1a1 mod πγ2 . Therefore
a0(b1 − b2) ≡ 0 mod π
γ2 .
But a0 6∈ πA, X is at over R and Xk is integral; therefore b1 ≡ b2 mod πγ2 .
We now onsider the ase a0 ∈ πA. Sine H(T ) ∈ B∗1 and a0 ∈ πA, then there exists
0 < i ≤ p− 1 suh that ai 6∈ πA. Let i¯ be the least integer with this property. Let a be a solution
solution of (△)m and suppose that a 6≡ 0 mod πγ2 . In partiular
aai¯ ≡ (¯i + 1)ai¯+1π
m−γ1 mod πγ2
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and
aai¯−1 ≡ i¯ai¯π
m−γ1 mod πγ2 .
Therefore, by the minimality of i¯ and by the fat that a 6≡ 0 mod πγ2 ,
v(a) ≥ m− γ1 > v(a)
whih is a ontradition. Therefore, if a0 ∈ πA, then a ≡ 0 mod πγ2 . 
Denition 6.1.6. Using the previous notation, we say that the degeneration type of YK −→ XK
is (j, γ1, γ2, κ).
Lemma 6.1.7. We have γ1 ≤ κ ≤ γ1 + γ2 − j. In partiular γ2 = j implies κ = γ1.
Proof. By 6.1.2, H ′(T ) ≡ 0 mod πj . Therefore, if we take m = γ1 + γ2 − j, then
πm−γ1H ′(T ) ≡ 0 mod πγ2 .
Therefore, a = 0 satises (△)m. This implies κ ≤ γ1 + γ2 − j. Now, if γ2 = j, then κ ≤ γ1. But,
by denition of κ, we have κ ≥ γ1. Hene κ = γ1. 
6.2. The main theorem. We here prove the main theorem of the paper.
Theorem 6.2.1. Let us suppose that R ontains a primitive p2-th root of unity and that p > 2.
Let X := SpecA be a normal essentially semireexive sheme over R with integral bers suh
that π ∈ RA. We moreover assume p2Pic(XK) = 0. Let YK −→ XK be a onneted Z/p
2Z-torsor
and Y be the normalization of X in YK . Let us suppose that Yk is integral. If YK has (j, γ1, γ2, κ)
as degeneration type, then its eetive model is
E(π
κ,πγ2 ;Ep(ακS),1).
Moreover, if ακ 6≡ 0 mod πγ2 , then v(ακ) = κ− γ1 + j. Otherwise κ− γ1 + j = γ2.
Proof. As we proved in the previous subsetion Y = Spec(B) with
B = A[T1, T2]/
(
(1 + πγ1T1)
p − 1
πpγ1
− f1,
(1 + πγ2T2)
p − 1
πpγ2
−
gH(T1)
−p(1 + πγ1T1)− 1
πpγ2
)
.
By the denition of integral losure of X in YK , the Z/p
2Z-ation on YK an be extended to an
ation on Y . We now expliitly desribe this ation. If we set
ηπ =
πv(λ(1))
λ(1)
η =
πv(λ(1))
λ(1)
p−1∑
k=1
(−1)k−1
k
λk(2)
then we an write, by 2.2.6 and 2.2.13,
(21) Z/p2Z = Spec(A[S1, S2]/
(
(1 + πv(λ(1))S1)
p − 1
πpv(λ(1))
,
(Ep(ηpiS1)+π
v(λ(1))S2)
p
1+π
v(λ(1))S1
− 1
πpv(λ(1))
)
).
Sine YK is a µp2- torsor, on the generi ber, the ation is given by
1 + πγ1T1 7−→ (1 + π
v(λ(1))S1)(1 + π
γ2T1)
(1 + πγ2T2)H(T1) 7−→ (Ep(ηπS1) + π
v(λ(1))S2)(1 + π
γ2T2)H(T1),
so it is globally given by
T1 7−→ π
v(λ(1))−γ1S1 + T1 + π
v(λ(1))S1T1
T2 7−→
(Ep(ηπS1) + π
v(λ(1))S2)
(
(1+πγ2T2)H(T1)
H(π
v(λ(1))−γ1S1+T1+π
v(λ(1))S1T1)
)
− 1
πγ2
The proof of the theorem is obtained as a onsequene of several lemmas.
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Lemma 6.2.2. If an eetive model G for the ation of Z/p2Z exists, then it is of the form
E(π
m,πγ2 ;F,1)
with v(λ(1)) ≥ m ≥ max{γ2, γ1}.
Proof. Sine the eetive model is in partiular a model of (Z/p2Z)K , it follows, by 2.2.11, that the
eetive model G is of the form E(π
m,πγ2 ;F,1)
with v(λ(1)) ≥ m ≥ γ2. Moreover, G/Gπγ2 ,1 ≃ Gπm,1
has an X-ation over Y1. But Y1 −→ X is a Gπγ1 ,1-torsor. So, by 4.1.1, we have a model map
Gπm,1 −→ Gπγ1 ,1. Then m ≥ γ1. 
Let us now onsider a group sheme of type E(π
m,πγ2 ,F,1)
. We onsider the normalization map
ϕ : Z/p2Z −→ E(π
m,πγ2 ,F,1)
. We give neessary and suient onditions to have an ation of
E(π
m,πγ2 ;F,1)
on Y ompatible with ϕ. By 2.2.11, we have that
F (S) = Ep(aS) ∈ ((R/π
γ2R)[S]/(
(1 + πγ1S)p − 1
πpγ1
))∗
for some a ∈ R/πγ2R. In the following, we take a lifting a˜ ∈ R of a ∈ R/πγ2R and onsider
F˜ (S) =
∑p−1
i=0
a˜i
i! S
i ∈ R[S] as a lifting of F (S).
Lemma 6.2.3. There exists an ation of E(π
m,πγ2 ;F,1)
on Y ompatible with ϕ if and only if
F˜ (S)H(T )−H(πm−γ1S + T + πmST ) ≡ 0 mod πγ2
Proof. Let us suppose that suh an ation exists. Reasoning as above, it is possible to show that
the ation is given by
T1 7−→ π
m−γ1S1 + T1 + π
mS1T1
T2 7−→
(F˜ (S1) + π
γ2S2)
(
(1+πγ2T2)H(T1)
H(πm−γ1S1+T1+πmS1T1)
)
− 1
πγ2
Then, in partiular,
(F˜ (S1)+π
γ2S2)
(
(1+piγ2T2)H(T1)
H(pim−γ1S1+T1+pi
mS1T1)
)
−1
πγ2 belongs to
B ⊗A[S1, S2]/
(
(1 + πmS1)
p − 1
πmp
,
(F˜ (S1)+π
γ2S2)
p
1+πmS1
− 1
πpγ2
)
So we have
(22)
(F˜ (S1) + π
γ2S2)
(
(1+πγ2T2)H(T1)
H(πm−γ1S1+T1+πmS1T1)
)
− 1
πγ2
=
F˜ (S1)H(T1)−H(πm−γ1S1 + T1 + πmS1T1)
πγ2H(πm−γ1S1 + T1 + πmS1T1)
+ T2
F˜ (S1)H(T1)
H(πm−γ1S1 + T1 + πmS1T1)
+
+ S2
(1 + πγ2T2)H(T1)
H(πm−γ1S1 + T1 + πmS1T1)
.
This implies
F˜ (S1)H(T1)−H(π
m−γ1S1 + T1 + π
mS1T1) ≡ 0 mod π
γ2 .
But it is lear that this ondition is also suient to dene the required ation. 
The next lemma, together with 6.2.3, links the denition of the eetive threshold with the
existene of an ation of a model of Z/p2Z on Y .
Lemma 6.2.4. Let b˜ ∈ πR. Let us onsider G˜(S) =
∑p−1
i=0
b˜i
i! S
i ∈ R[S]. The following statements
are equivalent.
(i) G˜(S)H(T ) ≡ H(πm−γ1S + T + πmST ) mod πγ2 ;
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(ii) b˜H(T ) ≡ πm−γ1H ′(T ) mod πγ2 , where H ′ is the formal derivative of H.
Moreover, they imply the following assertions.
(1) Let us onsider R[Gπm,1] = R[S]/(
(1+πmS)p−1
πmp ). Then
G˜(S) ∈ Homgr(Gπm,1|Spiγ2
,Gm|Spiγ2 )
and
G˜(S)p ≡ 1 + πmS mod πpγ2R[Gπm,1].
(2) If m > γ1 then
G˜(S)H(T )−H(πm−γ1S + T + πmST )
πγ2
≡
b˜H(T )− πm−γ1H ′(T )
πγ2
mod π
Remark 6.2.5. We assume the theorem in this remark. Let us suppose b˜H(T ) ≡ H ′(T ) mod πγ2 .
In partiular, by denition, κ = γ1. And from 6.2.1, we also have κ ≥ γ2. We remark that if
j = 0, then, again from 6.2.1, it follows that γ2 = j = 0. So in any ase, from 6.1.2(2) we an
suppose H(0) = 1. So if we onsider only the onstant term, as polynomials in T , of the equality
(i), we obtain
H(S) ≡ G˜(S) ≡
p−1∑
i=0
b˜i
i!
Si mod πγ2 .
Moreover, from 6.2.4(i), it follows that we an thinkH(S) as an element ofHomgr(Gµ,1|Sλ ,Gm|Sλ).
Then from 2.2.5, it follows that b˜p ≡ 0 mod πγ2 .
Proof. (i)⇒ (ii). Let us suppose
G˜(S)H(T ) ≡ H(πm−γ1S + T + πmST ) mod πγ2 .
We onsider both members as polynomials in S with oeients in R[T ]. Then, if we ompare
the oeients of S, we obtain (ii).
(i) ⇐ (ii). Let H(k)(T ) denote the kth formal derivative of H(T ). We remark that (i) is
equivalent to
b˜kH(T ) ≡ (πm−γ1)kH(k)(T ) mod πγ2
for 1 ≤ k ≤ p− 1. We prove a little more. We prove that
(23) b˜kH(T ) ≡ (πm−γ1)kH(k)(T ) mod πγ2+min{(k−1)v(b˜),(k−1)(m−γ1)}
For k = 1 it is obvious. Let us now suppose it is true for k, we prove it for k + 1. If we multiply
(23) by b˜, we obtain
(24) b˜k+1H(T ) ≡ b˜(πm−γ1)kH(k)(T ) mod πγ2+min{(k−1)v(b˜),(k−1)(m−γ1)}+v(b˜).
Moreover, if we dierentiate the equation (ii) k times, we obtain
(25) b˜H(k)(T ) ≡ πm−γ1H(k+1)(T ) mod πγ2 .
Multiplying (25) by πk(m−γ1), we obtain
(26) b˜πk(m−γ1)H(k)(T ) ≡ (πm−γ1)(k+1)H(k+1)(T ) mod πγ2+k(m−γ1).
Then (24) and (26) give
b˜k+1H(T ) ≡ (πm−γ1)k+1H(k+1)(T ) mod πγ2+min{kv(b˜),k(m−γ1)}.
as we required. So (i) and 2 are proved. Let us now suppose (i) true.
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1. We reall that H(T ) =
∑p−1
i=0 aiT
i ∈ (A[T ]/( (1+π
γ1T )p−1
πγ1p − f1))
∗ = B∗1 . If a0 ∈ πA
then b˜ ≡ 0 mod πγ2 by 6.1.4. Let us now suppose that a0 6∈ πA. We think H(S) ∈
A[S]/( (1+π
γ1S)p−1
πγ1p ) = R[Gπγ1 ,1] ⊗R A. We onsider the morphism ψπm,πγ1 : Gπm,1 −→
Gπγ1 ,1, given by S 7→ πm−γ1S. Then
ψ∗πm,πγ1 (H(S)) = H(π
m−γ1S)
However if we ompare the oeients of T in (i) we obtain
(27) H(πm−γ1S) ≡ a0G˜(S) mod π
γ2 .
Therefore,
ψ∗πm,πγ1 (H(S)) ≡ a0G˜(S) mod π
γ2 .
Let us now onsider id×ψπm,πγ1 : Gπm,1×Gπm,1 −→ Gπm,1×Gπγ1 ,1. Hene, if we apply
id×ψ∗πm,πγ1 to (i) we obtain, using (27),
a0G˜(S)G˜(T ) ≡ H(π
m−γ1(S + T + πmST )) ≡ a0G˜(S + T + π
mST ) mod πγ2
whih implies, sine a0 6∈ πA and Gπm,1 ×Gπm,1 is at over A,
G˜(S)G˜(T ) ≡ G˜(S + T + πmST ) mod πγ2 .
This means G˜(S) ∈ Homgr(Gπm,1|Spiγ2
,Gm|Spiγ2 ). Moreover, we know that
(28) H(T )p ≡ g(1 + πγ1T ) mod πpγ2B1.
Hene,
(H(T )G˜(S))p ≡ g(1 + πγ1T )G˜(S)p mod πpγ2(R[Gπm,1]⊗R B1).
Moreover, it is easy to see that, sine m ≥ γ1,
R[Gπm,1]⊗R B1 = R[S, T ]/
(
((1 + πγ1T )(1 + πmS))p − 1
πpγ1
− f1,
(1 + πmS)p − 1
πmp
)
.
Then we an substitute
(1+πγ1T )(1+πmS)−1
πγ1 to T in (28) and we obtain
(H(πm−γ1S + T + πmST ))p ≡ g(1 + πmS)(1 + πγ1T ) mod πpγ2(R[Gπm,1]⊗R B1).
By hypothesis we have that
G˜(S)H(T ) ≡ H(πm−γ1S + T + πmST ) mod πγ2(R[Gπm,1]⊗R B1)
and therefore, using (28),
g(1 + πγ1T )G˜(S)p ≡ g(1 + πmS)(1 + πγ1T ) mod πpγ2(R[Gπm,1 ]⊗R B1).
This implies
G˜(S)p ≡ (1 + πmS) mod πpγ2R[Gπm,1 ].

We are now able to nd a andidate to be the eetive model.
Lemma 6.2.6. If an eetive model for the Z/p2Z-ation exists, it must be the group sheme
E(π
κ,πγ2 ;Ep(ακS),1)
. In partiular, we must have ακ ∈ Φ1πκ,πγ2 . Moreover γ2 ≤ κ ≤ v(λ(1)).
Proof. Sine, as we have seen, Z/p2Z ats on Y then, by 6.2.3 and the previous lemma, it follows
that ηπ satises (△)v(λ(1)). Therefore, κ ≤ v(λ(1)).
By 6.2.2 it follows that the eetive model is of the form E(π
m,πγ2 ;F,1)
for some m ≤ v(λ(1))
and F ∈ Homgr(Gπm,1|Spiγ2
,Gm|Spiγ2 ). By 6.2.3 and 6.2.4, we have that if a group sheme
E(π
m,πγ2 ;F,1)
ats on Y then F = Ep(αmS) with αm ∈ πR whih satises (△)m. Conversely,
if m ≤ v(λ(1)) and αm ∈ πR satises (△)m, then by 6.2.3, 6.2.4(1) and 2.2.3 we an onstrut
the group sheme E(π
m,πγ2 ;Ep(αmS),1)
and it ats on Y ompatible with the ation of Z/p2Z. We
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remark that by 6.1.4 the equation (△)m has (unique) solution if and only if m ≥ κ. Moreover,
for any v(λ(1)) ≥ m
′ ≥ m there exists a model map E(π
m′ ,πγ2 ;Ep(αm′S),1) −→ E(π
m,πγ2 ;Ep(αmS),1)
.
Indeed, by denition of m, we have that there exists αm ∈ πR suh that
αmH(T ) ≡ π
m−γ1H ′(T ) mod πγ2 .
Therefore
πm
′−mαmH(T ) ≡ π
m′−γ1H ′(T ) mod πγ2 .
But we know that
αm′H(T ) ≡ π
m′−γ1H ′(T ) mod πγ2 .
And, as seen in 6.1.4, the solution of the above equation is unique mod πγ2 . Therefore,
πm
′−mαm ≡ αm′ mod πγ2 . So, by 2.2.13, there exists a model map
E(π
m′ ,πγ2 ;Ep(αm′S),1) −→ E(π
κ,πγ2 ;Ep(αmS),1).
We reall that for any m ≥ κ the ation of E(π
m′ ,πγ2 ;Ep(αm′S),1)
is given by
T1 7−→π
m−γ1S1 + T1 + π
mS1T1
T2 7−→
F (S1)H(T1)−H(πm−γ1S1 + T1 + πmS1T1)
πγ2H(πm−γ1S1 + T1 + πmS1T1)
+
+ T2
F (S1)H(T1)
H(πm−γ1S1 + T1 + πmS1T1)
+ S2
(1 + πγ2T2)H(T1)
H(πm−γ1S1 + T1 + πmS1T1)
The above model map is ompatible with the ations on Y . In partiular, we have, for any
v(λ(1)) ≥ m > κ, a model map
E(π
m,πγ2 ;Ep(αmS),1) −→ E(π
κ,πγ2 ;Ep(ακS),1).
ompatible with the ations. Sine the above model map is not an isomorphism, there is a
nontrivial kernel H˜ of the morphism restrited to the speial ber. Sine the map is ompatible
with the ations, then H˜ ⊆ (E(π
m,πγ2 ;Ep(αmS),1))k ats trivially on Yk. So
E(π
m,πγ2 ;Ep(αmS),1)
is not the eetive model of the Z/p2Z-ation if m > κ. Hene, if an eetive model exists, it
must be E(π
κ,πγ2 ;Ep(ακS),1). Sine the group E(π
κ,πγ2 ;Ep(ακS),1)
exists, it follows, by 2.2.11, that
κ ≥ γ2 and ακ ∈ Φ1πκ,πγ2 . 
We remark that if X was of nite type over R then Y would be of nite type over R. So
applying the theorem of existene of eetive models 1.0.9 we would have nished. We now prove
that E(π
κ,πγ2 ;Ep(ακS),1)
is the eetive model for the ation of Z/p2Z in the general ase. By
onstrution the ation is faithful on the generi ber. Sine X is essentially semireexive over
R it is suient, by 1.0.17, to hek the faithfulness on the speial ber. Let us suppose that the
map
Gk = (E
(πκ,πγ2 ;Ep(ακS),1))k −→ Autk(Yk)
has nontrivial kernel K˜. Sine the ation of (Gπγ2 ,1)k on Yk is faithful by denition of γ2, then
K˜ ×Gk (Gπγ2 ,1)k is the trivial group sheme. Therefore, K˜ is a group sheme of order p and
(E(π
κ,πγ2 ;Ep(ακS),1))k ≃ (Gπγ2 ,1)k ×k K˜
We distinguish two ases.
κ = γ1. Sine Y −→ Y1 is a Gπγ2 ,1-torsor and K˜ ats trivially on Yk, we have
(29) (Y1)k ≃ Yk/(Gπγ2 ,1)k ≃ Yk/((Gπγ2 ,1)k ×k K˜) ≃ Yk/(E
(πκ,πγ2 ;Ep(ακS),1))k.
But by denition of γ1, Y1 −→ X is a Gπγ1 ,1-torsor. So, using the fat that κ = γ1,
Xk ≃ (Y1)k/(Gπγ1 ,1)k ≃
(
Yk/(Gπγ2 ,1)k
)
/
(
(E(π
κ,πγ2 ;Ep(ακS),1))k/(Gπγ2 ,1)k
)
≃ Yk/(E
(πκ,πγ2 ;Ep(ακS),1))k,
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whih ontradits (29), sine Xk 6= (Y1)k.
κ > γ1. We remark that neessarily γ2 > 0. Indeed, if γ2 = 0, then by 6.1.1(ii) and 6.1.7
neessarily κ = γ1. It is also lear that κ > 0. Now, from 6.2.4(2) and (22), it follows that the
ation on the speial ber is given by the redution mod π of
T1 7−→ T1
T2 7−→
ακH(T1)− π
κ−γ1H ′(T1)
πγ2H(T1)
S1 + T2 + S2
We now prove that
(30)
ακH(T1)− πκ−γ1H ′(T1)
πγ2H(T1)
S1 6≡ bS1 mod π
for any b ∈ R. Let us suppose ακH(T1)−π
κ−γ1H′(T1)
πγ2H(T1)
S1 ≡ bS1 mod π with b ∈ R. Then
ακH(T1)− π
κ−γ1H ′(T1)
πγ2
S1 ≡ bH(T1)S1 mod π
with b ∈ R. Therefore,
(ακ − bπγ2)H(T1)− πκ−γ1H ′(T1)
πγ2
≡ 0 mod π.
It learly follows that
ακ − bπγ2
π
H(T1) ≡ π
κ−1−γ1H ′(T1) mod π
γ2
Then ακ−1 =
ακ−bπ
γ2
π satises (△)κ−1; it is easy to see that this implies ακ−1 ∈ πR. The
minimality of κ is ontradited. So we have proved (30).
We now onsider three dierent ases. If γ2, κ < v(λ(1)), then
(E(π
κ,πγ2 ;Ep(ακS),1))k ≃ αp ×k αp = Spec(k[S1, S2]/(S
p
1 , S
p
2 )).
Its subgroups of order p dierent from (Gπγ2 ,1)k are the subgroups S2 + bS1 = 0 with b ∈ k. If
γ2 < κ = v(λ(1)), then
(E(π
κ,πγ2 ;Ep(ακS),1))k ≃ αp ×k Z/pZ = Spec(k[S1, S2]/(S
p
1 − S1, S
p
2 ))
and the only subgroup isomorphi to K˜ ≃ Z/pZ is S2 = 0. Finally, if γ2 = κ = v(λ(1)), then
(E(π
κ,πγ2 ;Ep(ακS),1))k ≃ Z/pZ×k Z/pZ = Spec(k[S1, S2]/(S
p
1 − S1, S
p
2 − S2))
and the only subgroups isomorphi to K˜ ≃ Z/pZ dierent from (Gπγ2 ,1)k are the subgroups
S2 + bS1 = 0 with b ∈ Fp. In any ase, by (30), the ation restrited to any subgroup of
(E(π
κ,πγ2 ;Ep(ακS),1))k is not trivial.
We now prove the last sentene of the theorem. We have, by denition,
(31) ακH(T1) ≡ π
κ−γ1H ′(T1) mod π
γ2
Moreover, H(T1) ∈ B∗1 and, if we onsider H
′(T1) ∈ B1(π), we have
(32) v(H ′(T1)) = j,
by 6.1.2. If ακ ≡ 0 mod πγ2 , then by (31) and (32), it follows that πκ−γ1+j ≡ 0 mod πγ2 .
Therefore, κ− γ1 + j ≥ γ2. So, by 6.1.7, we have κ− γ1 + j = γ2. While, if ακ 6≡ 0 mod πγ2 , it
follows again from (31) and (32) that v(αk) = κ− γ1 + j. The theorem is proved. 
We here give a riterion to determine when Y has a struture of torsor.
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Corollary 6.2.7. Let us suppose we are in the hypothesis of the theorem. Then Y −→ X is a
G-torsor under some nite and at group sheme G if and only if κ = γ1. Moreover, κ = γ1 if
and only if γ1 ≥ γ2 and H(T ) ≡ Ep(aT ) mod πγ2 , for some a ∈ πR suh that ap ≡ 0 mod πγ2 .
In suh a ase, G = E(π
γ1 ,πγ2 ;H,1)
.
Remark 6.2.8. The degeneration type of any E(π
γ1 ,πγ2 ;Ep(ακS),1)
-torsor is
(v(ακ), γ1, γ2, γ1),
if ακ 6≡ 0 mod π
γ2
and
(γ2, γ1, γ2, γ1)
otherwise. This follows from 6.2.1 and 6.2.7.
Proof. We remarked in 1.0.7 that if Y −→ X is a G-torsor for some nite and at group sheme
then G must oinide with the eetive model G of Z/p2Z ating on Y . In other words, Y −→ X
is a G-torsor if and only if it is a G-torsor. By the theorem we have that the eetive model for
the Z/p2Z-ation is E(π
κ,πγ2 ;Ep(ακS),1)
. Moreover, there is the following exat sequene
0 −→ Gπγ2 ,1
i
−→ G
p
−→ Gπκ,1 −→ 0
By 1.0.8 (i), we have that Gπγ2 ,1 is the eetive model of the ation of Z/pZ ⊆ Z/p2Z on Y . Now
if Y −→ X is a G-torsor, then it satises the hypothesis of 1.0.8 (iii), then Gπκ,1 is the eetive
model of the ation of Z/p2Z/Z/pZ on Y1. But by the denition of γ1, we have that Y1 −→ X is
a Gπγ1 ,1-torsor. Then, again by 1.0.7, we have Gπκ,1 ≃ Gπγ1 ,1, whih implies κ = γ1.
Let us now suppose that κ = γ1. We reall that
Y = Spec(A[T1, T2]/(
(1 + πγ1T1)
p − 1
πpγ1
− f1,
(1 + πγ2T2)
p − 1
πpγ2
−
gH(T1)
−p(1 + πγ1T1)− 1
πpγ2
))
Moreover, by denition of κ, we have ακH(T ) ≡ H
′(T ) mod πγ2 . Then, by 6.2.5, it follows that
H(T ) ≡ Ep(ακT ) mod πγ2 . Now let us substitute T2H(T1)−1 to T2. Then we obtain
Y = Spec(A[T1, T2]/(
(1 + πγ1T1)
p − 1
πpγ1
− f1,
(H(T1) + π
γ2T2)
p(1 + πγ1T1)
−1 − g
πpγ2
))
By denition of E(π
γ1 ,πγ2 ;Ep(ακS),1)
there exists G ∈ Homgr(G(π
γ1 )
|Spipγ2
,Gm|Spipγ2 ) suh that
Ep(ακS)
p(1 + πγ1S)−1 = G(
(1 + πγ1S)p − 1
πpγ1
) ∈ Homgr(G
(πγ1 )
|Spipγ2
,Gm|Spipγ2 ).
We remark that, if we think Ep(ακT1), G(T1) ∈ B∗1 , the previous equation gives
Ep(ακT1)
p(1 + πγ1T1)
−1 ≡ G(f1) mod π
pγ2B1.
However, we have that H(T1)
p(1+πγ1T1)
−1 ≡ Ep(ακT1)p(1+πγ1T1)−1 ≡ g mod πpγ2B1. There-
fore, using 4.1.4,
g ≡ G(f1) mod π
pγ2A
i.e. g = G(f1) +π
pγ2f2 for some f2 ∈ A. Hene, by 2.3, Y −→ X is a E(π
γ1 ,πγ2 ;Ep(ακS),1)
-torsor.
We now have, by denition of κ, that κ = γ1 if and only if there exists ακ ∈ πR suh that
(33) ακH(T1) ≡ H
′(T1) mod π
γ2
We remark that, sine κ ≥ γ2, κ = γ1 only if γ1 ≥ γ2. In suh a ase, by 6.2.5, H(T1) satises (33)
if and only if there exist ακ ∈ πR suh that αpκ ≡ 0 mod π
γ2
and H(T1) ≡ Ep(ακT1) mod πγ2 .

In partiular we obtain the following result.
Corollary 6.2.9. If γ1 < γ2 (or equivalently v(D(h1)) > v(D(h2))), then Y −→ X has no
struture of torsor.
Remark 6.2.10. Unfortunately we have no example of overings with γ1 < γ2. So we don't know
if this ase an really our.
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Example 6.2.11. We here give an example, for any p ≥ 3, where Y −→ X is not a G-torsor under
any group sheme G. Notation is as above. We moreover suppose that there exists f1 ∈ A∗k \A
∗
k
p
suh that Ak \ A
p
k[f1] 6= ∅. Take γ1, γ2 suh that v(p) > pγ1 > p
2γ2 > 0. In partiular we have
v(p) > (p− 1)γ1 + pγ2. Let us take liftings in A of f1 ∈ A∗k \A
∗
k
p
and f2 ∈ Ak \A
p
k[f1] whih we
will again denote by f1 and f2. Moreover, let us onsider g = f1 + π
pγ2f2 ∈ A∗. We onsider the
Z/p2Z-torsor YK −→ XK with
YK ≃ Spec(AK [T ]/(T
p2 − (1 + πpγ1f1)g
p)).
For instane, we an takeA = R[Z](π,Z), γ1 = p+1, γ2 = 1, f1 = 1+Z
2
, f2 = Z, g = 1 + Z
2 + πpZ.
Then we onsider Spec(B1) = Spec(A[T1]/(
(1+πγ1T1)
p−1
πpγ1 − f1)). Sine f1 is not a p-th power
mod π then Spec(B1)k is integral and Spec(B1) is normal (see 4.1.5). So Y1 = Spec(B1). We
remark that by hypothesis we have that T p1 ≡ f1 mod π
pγ2+1
. We now take H(T1) = T1 ∈ B∗1 .
Then we have, by onstrution,
g(1 + πγ1T1)−H(T1)p
πpγ2
≡ f2 mod π.
So we onsider
Spec(B1[T2]/(
(1 + πγ2T2)
p − 1
πpγ2
−
H(T1)
−pg(1 + πγ1T1)− 1
πpγ2
))
Hene
Spec(Bk) = Spec(A[T1, T2]/(T
p
1 − f1, T
p
2 −
f2
f1
))
Sine (B1)
p
k = A
p
k[f1] and f2 6∈ A
p
k[f1], then Spec(Bk) is integral, therefore Spec(B) is normal.
Hene, Y = Spec(B). The degeneration type of YK −→ XK is (0, γ1, γ2, γ1+γ2). IndeedH
′(T1) =
1, so
aT1 ≡ π
κ−γ1 mod πγ2
if and only if a ≡ 0 mod πγ2 and κ− γ1 ≥ γ2. Sine κ ≤ γ1 + γ2 − j this means κ = γ1 + γ2 and
j = 0. The eetive model is
G = E(π
γ1+γ2 ,πγ2 ;1,1).
Sine κ = γ1 + γ2 > γ1 then Y is not a G-torsor by 6.2.7.
7. Realization of degeneration types
We have shown in the above setion that the degeneration type has to satisfy some restritions.
We here want to study the problem of determining the elements of N4 whih an be degeneration
type of some over Y −→ X . The notation and the hypothesis are the same as in the previous
setion.
Denition 7.0.1. Any 4-uple (j, γ1, γ2, κ) ∈ N4 with the following properties:
i) max{γ1, γ2} ≤ κ ≤ v(λ(1));
ii) γ2 ≤ p(κ− γ1 + j) ≤ pγ2;
iii) if κ < pγ2 then γ1 − j = v(λ(1)) − v(λ(2)) =
v(p)
p ; if κ ≥ pγ2 then 0 ≤ p(γ2 − j) ≤
v(p)− pγ1 + κ;
iv) pj ≤ γ1;
will be alled an admissible degeneration type.
Remark 7.0.2. We remark that if κ < pγ2, then j is uniquely determined from γ1 and moreover
i) and iii) imply iv). The rst assertion follows from iii). For the seond, we note that, if κ < pγ2,
multiplying iii) by p, we have pγ1 − pj = (p − 1)v(λ(1)), sine pv(λ(2)) = v(λ(1)). Therefore, by
i), we have
γ1 − pj = (p− 1)(v(λ(1))− γ1) ≥ 0.
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Moreover, we remark that we always have
0 ≤ κ− γ1 + j ≤ min{γ2, v(λ(2))}.
By ii) we have to prove only κ − γ1 + j ≤ v(λ(2)). Moreover, sine v(λ(1)) ≥ κ ≥ pγ2 implies
γ2 ≤ v(λ(2)), we have to onsider only the ase κ < pγ2. But by iii) and i), it follows that
κ− γ1 + j = κ−
v(p)
p
≤ v(λ(1))− v(λ(1)) + v(λ(2)) = v(λ(2)).
Lemma 7.0.3. Any degeneration type (j, γ1, γ2, κ) attahed to a Z/p
2Z-torsor YK −→ XK is
admissible.
Proof. i) omes from denitions and 6.2.6, while iv) has been proved in 6.1.1(i). We now prove
ii). By 6.2.1, it follows that the eetive model of the ation of Z/p2Z on Y is E(π
κ,πγ1 ;Ep(ακ),1)
with v(ακ) = κ− γ1 + j, if ακ 6= 0; and κ− γ1 + j = γ2 if ακ = 0. Sine, by 6.2.6, ακ ∈ Φ1πκ,πγ2 ,
then
(34) αpκ ≡ 0 mod π
γ2 .
Hene, we have
γ2 ≤ p(κ− γ1 + j).
From 6.1.7, it follows that κ− γ1 + j ≤ γ2. This proves ii).
Let us now suppose κ < pγ2. Sine ακ ∈ Φ1πκ,πγ2 , by 2.2.11 and 2.2.12, we have that
κ− γ1 + j = κ−
v(p)
p
,
whih implies γ1 − j =
v(p)
p . While, if κ ≥ pγ2, by 2.2.11, we have that
pv(ακ) = p(κ− γ1 + j) ≥ pγ2 + (p− 1)κ− v(p)
whih gives
p(γ2 − j) ≤ v(p)− pγ1 + κ.
We remark that γ2 − j ≥ 0 omes from 6.1.1(ii). Hene iii) is proved. 
Denition 7.0.4. Any admissible degeneration type, whih is the degeneration type attahed to
a Z/p2Z-torsor YK −→ XK , suh that the normalization Y of X in YK has integral speial ber,
will be alled realizable.
We now see, as a onsequene of theorem 6.2.1, what happens in some partiular ases.
Proposition 7.0.5. Let us suppose YK −→ XK has (j, γ1, γ2, κ) as degeneration type.
i) If j < v(λ(2)) then pj = γ1 if and only if Y is a Gπj ,2-torsor. Moreover, the degeneration
type is (j, pj, j, pj). In partiular Y is a µp2-torsor if and only if γ1 = 0, i.e. v(D(h1)) =
v(p).
ii) j = v(λ(2)) if and only if Y is an E
(π
v(λ(1)),πγ2 ;Ep(ηpiS),1)
-torsor. Neessarily γ2 ≥ v(λ(2))
and the degeneration type is (v(λ(2)), v(λ(1)), γ2, v(λ(1))).
iii) γ2 = j if and only if Y is a E(π
γ1 ,πγ2 ;1,1)
-torsor. Neessarily γ1 ≥ pγ2 and the degeneration
type is (γ2, γ1, γ2, γ1). In partiular Y is a E
(πγ1 ,1;1,1)
-torsor if and only if γ2 = 0, i.e.
v(D(h2)) = v(p).
iv) Let j = 0. Then YK −→ XK is strongly extendible if and only if γ2 = 0.
v) Y is a Z/p2Z-torsor if and only if γ2 = v(λ(1)), i.e. v(D(h2)) = 0. And the degeneration
type is (v(λ(2)), v(λ(1)), v(λ(1)), v(λ(1))).
vi) If γ1 = v(λ(1)), i.e. v(D(h1)) = 0, then j = min{γ2, v(λ(2))}. So we are in the ase (ii)
or (iii).
Remark 7.0.6. The example 6.2.11 is in the ase iv).
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Proof. By the previous lemma (j, γ1, γ2, κ) is an admissible degeneration type.
i) Let us suppose γ1 = pj. If κ < pγ2, then by 7.0.1(iii) it follows that
(p− 1)j = γ1 − j =
v(p)
p
= (p− 1)v(λ(2)),
but this is in ontradition with j < v(λ(2)). Hene κ ≥ pγ2. Therefore, by 7.0.1(ii),
(p− 1)γ2 ≤ κ− γ2 ≤ γ1 − j = (p− 1)j.
But, by 7.0.1(iii), γ2 ≥ j. Hene, γ2 = j. So, by 6.1.7, κ = γ1. Then, by 6.2.7, we have
that Y is a E(π
j ,πpj;1,1)
-torsor. But, as we have seen in the example 2.2.7,
E(π
j ,πpj;1,1) ≃ Gπj ,2
Conversely, as remarked in 6.2.8 (j, pj, j, pj) is the degeneration type of a Gπj ,2-torsor.
We now observe that, in partiular, Y is a µp2 -torsor if and only if γ1 = pj = 0. But,
sine pj ≤ γ1 (see 7.0.1(iv)), then it is true if and only if γ1 = 0, as stated.
ii) Let us suppose j = v(λ(2)). By 7.0.1(i),(iv) we have γ1 = pj = v(λ(1)) and κ = v(λ(1)).
Therefore, by 6.2.1, we have that E(π
v(λ(1)),πγ2 ;Ep(ακS),1)
is the eetive model. In parti-
ular, there is a model map
Z/p2Z ≃ E(π
v(λ(1)),π
v(λ(1));Ep(ηpiS),1) −→ E(π
v(λ(1)),πγ2 ;Ep(ακS),1).
Hene, by 2.2.13, it follows that
ακ ≡ ηπ mod π
γ2 .
So, by 6.2.7, Y is a E(π
v(λ(1)),πγ2 ;Ep(ηpiS),1)
-torsor. Conversely, if Y is a E(π
v(λ(1)),πγ2 ;Ep(ηpiS),1)
-
torsor then, by 6.2.8, the degeneration type is
(v(ηπ), v(λ(1)), γ2, v(λ(1))).
So j = v(ηπ) = v(λ(2)). We observe that j = v(λ(2)) ≤ γ2 by 6.1.1(ii).
iii) From 6.2.7 and 6.2.8, it follows that Y is a E(π
γ1 ,πγ2 ;1,1)
-torsor if and only if κ = γ1 and
γ2 = j. But, by 6.1.7, γ2 = j implies κ = γ1. The thesis follows. From 2.2.7, it follows
that γ1 ≥ pγ2. And by 6.2.8 we have that the degeneration type is (γ2, γ1, γ2, γ1). Now
if γ2 = 0 then, by 6.1.1, j = 0 and we have the last sentene.
iv) If j = 0, then from 7.0.1(ii) we have
γ2 ≤ p(κ− γ1) ≤ pγ2.
The thesis easily follows from 6.2.7.
v) By 6.2.8, it follows that a Z/p2Z-torsor Y −→ X has
(v(λ(2)), v(λ(1)), v(λ(1)), v(λ(1)))
as degeneration type. Now let us suppose γ2 = v(λ(1)). Sine, by 7.0.1(i), v(λ(1)) ≥ κ ≥
γ2 then κ = v(λ(1)). Therefore, the eetive model for Y is Z/p
2Z, sine it is a model of
Z/p2Z whih is an extension of Z/pZ by Z/pZ (see 2.2.13). Let σ be a generator of Z/p2Z.
Sine γ2 = v(λ(1)), then, by 5.0.1, Y −→ Y1 is a < σ
p >-torsor. In partiular, < σp >
has no inertia at the generi point of the speial ber. This implies that Z/p2Z =< σ >
has no inertia at the generi point of the speial ber. Let us now onsider the ation
of < σ > / < σp > on Y1 = Y/ < σ
p >. If σ|(Y1)k = id then we will have the following
ommutative diagram
Yk
%%L
LL
LL
LL
LL
L
//σ // Yk
yyrr
rr
rr
rr
rr
(Yk)/ < σ
p >
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This is a ontradition, sine σ|Yk 6= id. So < σ > / < σ
p > has no inertia at the generi
ber, therefore Y1 −→ X is a Z/pZ-torsor, by 5.0.1. Hene γ1 = κ = λ(1), whih implies,
by 6.2.7, that Y −→ X is a Z/p2Z-torsor.
vi) Sine, by 7.0.1(i), v(λ(1)) ≥ κ ≥ γ1, if γ1 = v(λ(1)) then κ = γ1. So by 7.0.1(iii)
j = v(λ(2))
if γ1 < pγ2 (i.e. γ2 > v(λ(2))), and
j = γ2
if γ1 ≥ pγ2 (i.e. γ2 ≤ v(λ(2))).

Remark 7.0.7. Let us suppose that p|v(p). Then, for instane,
(j,
v(p)
p
+ j, v(λ(1)), v(λ(1)))
is admissible for 0 ≤ j ≤ v(λ(2)), but is not realizable, if j 6= v(λ(2)), by the point (v) of the
proposition.
So we have seen that, in general, not all the degeneration types are realizable. But we now see
that it is true for admissible degeneration types with κ = γ1 < v(λ(1)). They are degeneration
types attahed to (Z/p2Z)K -torsors whih are strongly extendible.
Theorem 7.0.8. Let us suppose that R ontains a primitive p2-th root of unity and that p > 2.
Let X := SpecA be a normal essentially semireexive sheme over R with integral bers suh
that π ∈ RA. We assume p2Pic(XK) = 0, H
1(Xk, µp) 6= 0 and that there exists f ∈ Ak \ Ak
p
suh that A∗k 6⊆ A
p
k[f ]. Then any admissible degeneration type (j, γ1, γ2, κ) with κ = γ1 < v(λ(1))
is realizable.
Remark 7.0.9. The hypothesis H1(Xk, µp) 6= 0 is neessary; otherwise, for instane, it is not
possible to onstrut µp2 -torsors with integral speial bers. Let us now onsider a E
(γ1,1;1,1)
-
torsor with v(λ(1)) > γ1 > 0. From 2.3 it is of the form
Y = Spec(A[T1, T2]/(
(1 + πγ1T1)
p − 1
πpγ1
− f1, T
p
2 (1 + π
γ1T1)
−1 − f2))
for some f1 ∈ A and f2 ∈ A∗. We stress that for any g ∈ A we will denote again by g its image in
Ak. We remark that Yk = Spec(Ak[T1, T2]/(T
p
1 − f1, T
p
2 − f2)) is integral if and only if f1 6∈ Ak
p
and f2 ∈ A
∗
k but f2 6∈ A
p
k[f1]. So if the last ondition would not be satised, there would not be
E(γ1,1;1,1)-torsors with integral speial ber. While the hypothesis γ1 < v(λ(1)) is tehnial and
it should be removed adding appropriate hypothesis on X .
Proof. We reall that in this ase to be an admissible degeneration type means
i) γ1 < v(λ(1));
ii) γ2 ≤ pj ≤ pγ2;
iii) if γ1 < pγ2 then γ1 − j = v(λ(1)) − v(λ(2)) =
v(p)
p ; if γ1 ≥ pγ2 then p(γ2 − j) ≤
(p− 1)(v(λ(1))− γ1);
iv) pj ≤ γ1;
We remark that (iv) is in fat implied by the others. Indeed, let us suppose that pj > γ1.
Then by (ii) we have pγ2 ≥ pj > γ1. But we know, by 7.0.2 that if pγ2 > γ1 then pj ≤ γ1.
Sine κ = γ1, it follows, by 6.2.8, that if (j, γ1, γ2, κ) is realizable it is the degeneration type of
a E(γ1,γ2;Ep(αγ1S),1)-torsor, with v(αγ1) = j if αγ1 6= 0 and j = γ2 if αγ1 = 0. For any γ1, γ2 as in
the degeneration type, by 2.2.11 there exists a group sheme E(π
γ1 ,πγ2 ;Ep(aS),1)
. If a 6= 0 then we
an hoose a suh that v(a˜) = j, where a˜ ∈ R is a lifting of a. In fat, if γ1 < pγ2 it is automati,
by 2.2.12 and iii), that v(a˜) = j. We all a = αγ1 .
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We now onstrut a normal E(γ1,γ2;Ep(αγ1S),1)-torsor with integral speial ber. First of
all, we remark that if γ1 = 0 then γ2 = 0 and E(γ1,γ2;Ep(αγ1S),1) ≃ µp2 . So if we take Y =
Spec(A[T ]/(T p
2
− f)) with f ∈ A∗ not a p-th power mod π, then Yk is integral. Hene Y is
normal by 4.1.5.
We now suppose γ1 > 0. Let us take f1, f2 ∈ A. Sine π ∈ RA, then 1 + πpγ1f1 ∈ A∗ and
Ep(α
p
γ1f1) + π
pγ2f2 ∈ A∗. Then we an dene the E(γ1,γ2;Ep(αγ1S),1)-torsor
Y = Spec
(
A[T1, T2]/
((1 + πγ1T1)p − 1
πpγ1
−f1,
(Ep(αγ1T1) + π
γ2T2)
p(1 + πγ1T1)
−1 − Ep(α
p
γ1f1)
πpγ2
−f2
))
.
See 2.3 and 2.2.10. We have only to nd f1 and f2 suh that Y has integral speial ber. Take
f1 suh that f1 is not a p-th power mod π and A
∗
k 6⊆ A
p
k[f1]. Then we have that the speial
ber of
Y1 = Spec(B1) = Spec
(
A[T1]/(
(1 + πγ1T1)
p − 1
πpγ1
− f1)
)
is integral. We now onsider
Y = Spec
(
B1[T2]/(
(Ep(αγ1T1) + π
γ2T2)
p(1 + πγ1T1)
−1 − Ep(αpγ1f1)
πpγ2
− f2)
)
.
Sine γ2 ≤ γ1 then γ2 < v(λ(1)). The speial ber is
Yk = Spec
(
(B1)k[T2]/
(
T p2 −
Ep(αγ1T1)
−p(1 + πγ1T1)Ep(α
p
γ1f1)− 1
πpγ2
− f2
))
Let P (T1) :=
Ep(αγ1T1)
−p(1+πγ1T1)Ep(α
p
γ1
f1)−1
πpγ2 . If P (T1) + f2 is not a p-th power mod πB1, then
Yk is redued. While if P (T1) + f2 ≡ P1(T1)p mod π for some P1(T1) ∈ B∗1 then we substitute
f2+f3 to f2 with f3 not a p-th power mod πB1. The fat that f3 is not a p-th power mod πB1
means, as one an easily hek, that f3 mod π does not belong to A
p
k[f1]. Suh f3 there exists
by hypothesis on f1. Now, if
P (T1) + f2 + f3 ≡ P2(T1)
p mod πB1
for some P2(T1) ∈ B
∗
1 , then
f3 ≡ (P2(T1)− P1(T1))
p mod πB1.
Then it follows that f3 is a p-power mod πB1, against hypothesis on f3.
Finally, we verify that Y has (j, γ1, γ2, γ1) as degeneration type. Sine κ = γ1, by 6.2.1, we
have that the degeneration type is (v(αγ1 ), γ1, γ2, γ1) if αγ1 6= 0 and (γ2, γ1, γ2, γ1) if αγ1 = 0.
But, sine we have hosen αγ1 suh that αγ1 = 0 and j = γ2 or v(αγ1) = j and αγ1 6= 0, then we
have the thesis.

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