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ENERGY BOUNDS FOR CODES IN POLYNOMIAL METRIC SPACES
P. G. BOYVALENKOV, P. D. DRAGNEV, D. P. HARDIN, E. B. SAFF, AND M. M. STOYANOVA
Abstract. In this article we present a unified treatment for obtaining bounds on the
potential energy of codes in the general context of polynomial metric spaces (PM-
spaces). The lower bounds we derive via the linear programming (LP) techniques of
Delsarte and Levenshtein are universally optimal in the sense that they apply to a broad
class of energy functionals and, in general, cannot be improved for the specific subspace.
Tests are presented for determining whether these universal lower bounds (ULB) can be
improved on larger spaces. Our ULBs are applicable on the Euclidean sphere, infinite
projective spaces, as well as Hamming and Johnson spaces. Asymptotic results for
the ULB for the Euclidean spheres and the binary Hamming space are derived for the
case when the cardinality and dimension of the space grow large in a related way. Our
results emphasize the common features of the Levenshtein’s universal upper bounds
for the cardinality of codes with given separation and our ULBs for energy. We also
introduce upper bounds for the energy of designs in PM-spaces and the energy of codes
with given separation.
Keywords Polynomial metric spaces, energy problems, linear programming, bounds
for codes
MSC[2010] 94B65, 52A40, 74G65
1. Introduction
We consider polynomial metric spaces (PM-spaces) which include compact connected
two-point homogeneous spaces (also called compact symmetric spaces of rank one) when
infinite [18, 22, 27, 30, 32, 38, 40, 48, 51, 52] and P- and Q-polynomial association schemes
when finite [2, 13, 19, 24, 26, 27, 34, 35, 40, 43, 50]. We describe below the main features
of general PM-spaces. More detailed examples are given in Section 3.
Let (M, d) be a compact metric space with finite diameter ∆, and µ a Borel probability
measure on M. Let L2(M, µ) denote the Hilbert space of functions f : M → C such
that ∫
M
|f(x)|2dµ(x) <∞,
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with inner product
(1) 〈u, v〉 :=
∫
M
u(x)v(x)dµ(x).
A continuous (strictly) decreasing function σ : [0,∆] → [−1, 1] such that σ(0) = 1 and
σ(∆) = −1 is called a substitution for M.
Then (M, d) with measure µ and substitution σ is called a polynomial metric space
(PM-space) if there is a finite or countably infinite collection of mutually orthogonal
finite-dimensional subspaces Vi, i ∈ I, where I is an index set consisting of consecutive
nonnegative integers starting at 0, and a collection of real polynomials Qi(t), i = 0, 1, . . .,
of respective degrees i, such that
L2(M, µ) =
⊕
i∈I
Vi,
and for all x, y ∈M,
(2) Qi(σ(d(x, y))) =
1
ri
ri∑
j=1
vij(x)vij(y),
where ri = dim(Vi) and {vij(x) : 1 ≤ j ≤ ri} is any orthonormal basis of Vi.
Remark 1.1. We collect several remarks about the notion of PM-spaces.
(1) The right-hand side of (2) is the kernel for the orthogonal projection onto Vi and
so is independent of the orthonormal basis chosen for Vi.
(2) A metric space (M, d) with measure µ is called distance invariant if, for a met-
ric ball B(x, r) with center x ∈ M and radius r ≥ 0, the quantity µ(B(x, r))
depends only on r and not on x. For a given metric space there is at most one
such probability measure µ. In the case that M is finite, the measure µ must
be normalized counting measure and the metric space (M, d) must be distance
regular; i.e., the number of points that are a distance r from a given point x is
independent of x.
If g : M→M is an isometry, then it follows that the measure µ is invariant
under the action of g; i.e., µ(g(E)) = µ(E) for any µ-measurable set E ⊂ M.
Since Qi(σ(d(gx, gy))) = Qi(σ(d(x, y))), the invariance of µ implies that vij ◦ g
is also an orthonormal basis for Vi showing that the subspaces Vi are invariant
under the action of g.
(3) The metric space (M, d) is called distance-transitive if, for any points x1, x2, y1, y2 ∈
M such that d(x1, x2) = d(y1, y2), there is an isometry g such that yi = g(xi) for
i = 1, 2. In this case, there is a (unique) distance invariant probability measure µ
(also called a Haar measure) that is invariant under the full group of isometries
on M. Infinite connected compact metric spaces that are distance-transitive are
also called “two-point homogeneous spaces” and have been classified by Wang
[52] to be the Euclidean spheres Sn−1 (see Section 3) and the projective spaces
FPn−1 (Section 3), where F is the field of the real numbers R, the field of the
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complex numbers C, the (non-commutative) division ring of quaternions H, or
the (non-associative) algebra of octonions O (the space OPn−1 exists for n = 2, 3
only) [18, 22, 27, 30, 32, 38, 40, 48, 51, 52]. It is shown in [40, Section 3.2] that
all these spaces are PM-spaces.
The finite PM-spaces are (P- and Q)-polynomial association schemes [2, 13, 19, 24,
26, 27, 34, 35, 40, 43, 50]. Two of the most important examples are Hamming spaces
H(n, q) with the Hamming metric and Johnson spaces J(n,w) (see Section 3).
The system {Qi(t)} corresponding to a PM-space forms a sequence of orthogonal
polynomials. The orthogonality is with respect to the measure
(3) ν(t) := 1− µ(σ−1(t)),
where
µ(r) :=
∫
M
µ(B(x, r))dµ(x)
characterizes the mean measure of a metric ball B(x, r) of center x and radius r (see [40,
Section 2]). The properties of the system {Qi(t)} are crucial for many important results
in PM-spaces. Note that Q0(t) ≡ 1 and Qi(1) = 1 for every i, which follows from (2).
Definition 1.2. We denote by T (M) ⊆ [−1, 1] the image of σ; i.e., the set of all possible
values of the function σ(d(x, y)), x, y ∈ M.
Definition 1.3. A code C ⊂ M is a non-empty finite set. The maximum value of the
function σ(d(x, y)) on distinct points of C is denoted by s(C); i.e.,
s(C) := max{σ(d(x, y)) : x, y ∈ C, x 6= y} ∈ T (M).
Furthermore, s(C) = σ(d(C)), where d(C) := min{d(x, y) : x, y ∈ C, x 6= y} is the
minimum distance (separation) of C.
Definition 1.4. For given M and s ∈ [−1, 1), the maximum possible cardinality among
all codes C ⊂M of given s(C) = s is denoted by A(M, s).
Definition 1.5. A code C ⊂M is called a τ -design, if and only if the equality
(4)
∑
x,y∈C
Qi(σ(d(x, y))) = 0
holds true for every i = 1, . . . , τ . The maximum τ = τ(C) such that C is a τ -design, is
called the strength of C.
Definition 1.6. For given M and positive integer τ , the minimum possible cardinality
among all τ -designs in M is denoted by B(M, τ).
The problems for finding upper bounds for A(M, s) and lower bounds for B(M, τ)
are strongly related (see [19, 24, 26, 27, 40] for discussions). We review this relationship,
and, furthermore, we extend it by another one of its features – the problem of obtaining
lower bounds for the energy of codes in PM-spaces.
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Definition 1.7. For a code C ⊂ M and for a given (extended real-valued) function
h(t) : [−1, 1]→ (0,+∞], the h-energy of C is defined by
Eh(M, C) := 1|C|
∑
x,y∈C,x 6=y
h(σ(d(x, y))).
The problem of minimizing the h-energy [4] provided the cardinality of C is fixed is
commonly arising in the study of PM-spaces.
Definition 1.8. For given M and positive integer M ≥ 2, the minimum possible h-
energy of a code C ⊂M of cardinality M is denoted by Eh(M,M); i.e.,
Eh(M,M) := inf{Eh(M, C) : |C| =M, C ⊂M}.
Although the theorems that will be presented in Section 2 hold for general potentials
h we will be especially concerned with functions that are absolutely monotone (strictly
absolutely monotone); that is, h(i)(t) ≥ 0, i = 0, 1, . . . (h(i)(t) > 0, i = 0, 1, . . . ) for all
t ∈ [−1, 1]. For the case of finite PM-spaces we note that if a function F is absolutely
monotone on [−1, 1] in the continuous sense, then its restriction to T (M) will be abso-
lutely monotone in the discrete sense since the discrete derivative δkF (t) = F k(t′)(ξ) for
some ξ ∈ (t, t′). Similarly, we consider corresponding polynomials (Krawtchouk polyno-
mials, Hahn polynomials, etc.) in the continuous variable. Our setting, while somewhat
restrictive, allows for a unified definition, proof, and investigation of universal (in sense
of Levenshtein, see [40]) bounds (Theorems 4.4 and 5.2). Furthermore, such a continuous
setting facilitates the asymptotic analysis of our bounds in finite antipodal PM-spaces
(as we show in Section 6).
Definition 1.9. A PM-spaceM is called antipodal if for every point x ∈ M there exists
a point x ∈ M such that σ(d(x, y)) + σ(d(x, y)) = 0 for any point y ∈ M.
The (antipodal to x) point x in Definition 1.9 is uniquely determined by the equality
d(x, x) = ∆; i.e., σM(d(x, x)) = −1. In antipodal PM-spaces, the system {Qi(t)} is
symmetric; i.e., Qi(t) = (−1)iQi(−t) for all i and t. The Euclidean spheres and the
binary Hamming spaces are the most important examples of antipodal spaces.
The paper is organized as follows. In Section 2 we introduce the techniques of linear
programming in their general form and the universal bounds on minimum/maximum car-
dinality of designs/codes in PM-spaces. Then we explain the important 1/M -quadrature
rule. Section 3 is devoted to an overview of the basic PM-spaces – the Euclidean spheres,
Hamming spaces, Johnson spaces and infinite projective spaces. In Section 4 we prove the
main result in the paper – universal lower bounds on the energy of codes in PM-spaces.
The optimality of our bound is discussed in Section 5 where we prove a necessary and
sufficient condition for the existence of improvements by linear programming. Section
6 is devoted to an investigation of the asymptotic behaviour of our bound in antipodal
PM-spaces for a particular asymptotic process. Section 7 discusses common features in
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bounding cardinalities and energies. The final section considers bounds (lower and up-
per) for the energy of designs in PM-spaces and upper bounds on the energy of codes
with prescribed separation.
2. Linear programming in PM-spaces
General linear programming bounds for the size and energy of codes and designs in PM-
spaces. We first introduce some needed notation. For any real polynomial f(t) of degree
r we have the unique expansion
f(t) =
r∑
i=0
fiQi(t)
with well defined coefficients
fi := ri
∫ 1
−1
f(t)Qi(t)dν(t).
For finite PM-spaces all polynomials are considered modulo
∏
α∈T (M)(t− α).
Definition 2.1. By F≥ (respectively F>) we denote the set of all polynomials such that
fi ≥ 0 (respectively, fi > 0) for every i (respectively for every i ≤ deg(f)).
The next three theorems are folklore in estimating by linear programming (LP) the
quantities A(M, s), B(M, τ) and Eh(M,M). The proofs easily follow by using the
addition formula (2) in the Q-system expansion of the “f -energy” sum∑
x,y∈C
f(σ(d(x, y)))
(see [19, 24, 27, 40, 53, 16]), where f is a real polynomial.
Theorem 2.2. (LP for maximal codes problem) Let M be fixed, s ∈ [−1, 1), and f(t)
be a real non-constant polynomial such that
(A1) f(t) ≤ 0 for every t ∈ T (M) ∩ [−1, s], and
(A2) f ∈ F≥.
Then A(M, s) ≤ f(1)/f0.
Theorem 2.3. (LP for minimum designs problem) Let M be fixed, τ be positive integer,
and f(t) be a real polynomial such that
(B1) f(t) ≥ 0 for every t ∈ T (M), and
(B2) the coefficients in f(t) =
∑r
i=0 fiQi(t) satisfy f0 > 0, fi ≥ 0 for i ≥ τ + 1.
Then B(M, τ) ≥ f(1)/f0.
Theorem 2.4. (LP for minimum energy problem) Let M be fixed and h be a function
defined on T (M). If f is a real polynomial such that (A2) is satisfied and
(C1) f(t) ≤ h(t) for every t ∈ T (M),
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then Eh(M,M) ≥M(f0M − f(1)) for every M ≥ 2.
Different values for s in Theorem 2.2 (different τ in Theorem 2.3 and different M in
Theorem 2.4, respectively) require different choices of good polynomials. Three important
examples of universal bounds derived in PM-spaces by utilization of suitable polynomials
are as follows:
(i) an upper bound on A(M, s) obtained by Levenshtein [40], see the next subsection;
(ii) a lower bound on B(M, τ) obtained by different authors in different PM-spaces
(see [40]); in particular, by Rao [45] for M = H(n, q) and by Delsarte-Goethals-Seidel
[23] for M = Sn−1;
(iii) a lower bound on Eh(M,M) obtained by the authors forM = H(n, q) in [11] and
for M = Sn−1 in [10].
Universal bounds for the size of codes and designs in PM-spaces. Adjacent (to the Q-
system) polynomials Qa,bi (t), i = 0, 1, . . ., are defined to satisfy the orthogonality condi-
tion
(5) ra,bi c
a,b
∫ 1
−1
Qa,bi (t)Q
a,b
j (t)(1 − t)a(1 + t)bdν(t) = δi,j
and the normalizations ca,b
∫ 1
−1(1− t)a(1 + t)bdν(t) = 1 and Qa,bi (1) = 1. (The constants
ra,bi are determined by (5) and these normalizations.) The case a = b = 0 gives the
Q-system. We denote by ta,bi the largest zero of the polynomial Q
a,b
i (t), i ≥ 1. Let
q1 := 1− 1Q1(−1) for brevity.
A universal upper bound on A(M, s) has been derived in different PM-spaces by
Levenshtein [37, 38] (see also [39, 40]). This bound can be stated in terms of the Q-
system and the adjacent systems as follows: for every s ∈
[
t1,1−εk−1+ε, t
1,ε
k
]
one has
(6) A(M, s) ≤ Lτ (M, s) := (q1)ε
(
1− Q
1,ε
k−1(s)
Q0,εk (s)
)
k−1∑
i=0
r0,εi ,
Here and below we use ε ∈ {0, 1} to distinguish between the odd and even cases of
τ = 2k− 1+ ε. In fact, the bound (6) has been proved in PM-spaces where some special
conditions called ‘Krein conditions’ and ‘strengthened Krein conditions’ of the Q-system
are fulfilled (see [40, Section 5]). These conditions, and therefore (6), hold true in all
infinite PM-spaces, as well as the Hamming and the Johnson spaces.
A universal lower bound on B(M, τ) (a counterpart of the Levenshtein bound) that
holds for different PM-spaces is as follows (see [19, 24, 40, 38, 25, 22, 31, 45]):
(7) B(M, τ) ≥ D(M, τ) := (q1)ε
k−1+ε∑
i=0
r0,εi .
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This bound can be obtained by using the polynomials (t+ 1)1−ε
(
Q1,1−εk−1+ε
)2
of degree τ
in Theorem 2.3. Designs that attain (7) are called tight.
The bounds (6) and (7) are strongly connected by the equalities at both ends of the
intervals [t1,1−εk−1+ε, t
1,ε
k ]. We have
(8) L2k−2+ε(M, t1,1−εk−1+ε) = L2k−1+ε(M, t1,1−εk−1+ε) = D(M, 2k − 1 + ε).
This connection is crucial for an appropriate choice of polynomials in our main result
below.
1/M -quadrature rule of Levenshtein. Let
T a,bj (u, v) :=
j∑
i=0
ra,bi Q
a,b
i (u)Q
a,b
i (v), a, b ∈ {0, 1}.
The kernels T a,bj have important connections with different classes of adjacent polynomials
via the Christoffel-Darboux formula.
The Levenshtein bound (6) can be obtained by using in Theorem 2.2 the polynomial
f
(s)
2k−1+ε(t) := (t+ 1)
ε(t− s)
(
T 1,εk−1(t, s)
)2
= (t− α0)2−ε(t− α1)2 . . . (t− αk−2+ε)2(t− αk−1+ε),
(9)
where −1 ≤ α0 < α1 < · · · < αk−2+ε < αk−1+ε = s, ε ∈ {0, 1}, with ε = 1 if and only if
α0 = −1.
By [40, Theorem 5.39] there exist positive weights ρi, i = 0, 1, . . . , k− 1+ ε, such that
for any s ∈ [t1,1−εk−1+ε, t1,εk ] and any real polynomial f(t) of degree at most 2k − 1 + ε the
equality
(10) f0 =
f(1)
L2k−1+ε(M, s) +
k−1+ε∑
i=0
ρif(αi)
holds. We are interested in the special case when L2k−1+ε(M, s) =M and in the following
related parameters:
(i) degree τ = τ(M,M) := 2k − 1 + ε, defined as the unique τ such that D(M, τ) <
M ≤ D(M, τ + 1) (here (8) is crucial);
(ii) nodes αi, which are the zeros of the polynomial f
(s)
2k−1+ε(t) and also roots of the
equation L2k−1+ε(M, s) =M ;
(iii) positive weights ρi, which are important ingredients in the quadrature (10).
Under these circumstances, we call the formula (10) an 1/M -quadrature rule.
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Some further technicalities. For a PM-space M with a corresponding measure ν of or-
thogonality of the Q-system we set (m ≥ 0 is an integer)
(11) bm :=
∫ 1
−1
tmdν(t)
(note that b0 = 1 because of the normalization). For f(t) =
∑k
i=0 ait
i one has the
expansion f(t) =
∑k
i=0 fiQi(t) and it follows from (11) that the coefficient f0 and the
moments bm are connected by the formula
(12) f0 =
k∑
i=0
aibi.
The next lemma gives relations between the moments bj and the Levenshtein parameters
ρi, αi.
Lemma 2.5. [38] For every m ∈ {0, 1, . . . , 2k − 1 + ε},
(13)
1
L2k−1+ε(M, s) +
k−1+ε∑
i=0
ρiα
m
i = bm.
Proof. Set f(t) = tm in (10) and use (11). 
In antipodal PM-spaces we have bi = 0 for i odd. This simplifies the formulas (12) as
well as the equations (13).
Example 2.6. For M = Sn−1, the unit sphere in Rn, we have
b2j =
∫ 1
−1
t2jdµ(t) =
(2j − 1)!!
n(n+ 2) . . . (n+ 2j − 2) .
In particular, b0 = 1, b2 = 1/n, b4 = 3/n(n+ 2), etc.
Example 2.7. In the binary Hamming space H(n, 2) we get
b2j =
1
2n
n∑
i=0
(
1− 2i
n
)2j (n
i
)
,
and, in particular, b0 = 1, b2 = 1/n, b4 = (3n − 2)/n3, and b6 = (15n2 − 30n + 16)/n5.
3. Review of the basic PM-spaces
Euclidean spheres Sn−1. For x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ Sn−1 we have the
usual Euclidean distance
d(x, y) =
(
(x1 − y1)2 + · · ·+ (xn − yn)2
)1/2
,
and the usual inner product 〈x, y〉 = x1y1 + x2y2 + · · ·+ xnyn, connected by
〈x, y〉 = 1− d
2(x, y)
2
.
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This justifies the substitution σ(d) = 1 − d2/2 : [0, 2] → [−1, 1]. The measure µ is the
normalized Lebesgue measure on Sn−1 (the normalized surface area). Therefore,
µ(d) =
σn−1(ϕ)
σn−1
, cosϕ = 1− d
2
2
,
where σn−1(ϕ) is the surface area of a spherical cap of angular radius ϕ and σn−1 =
2σn−1(π/2) is the surface area of S
n−1.
The space Vi consists of the homogeneous harmonic polynomials in n variables of total
degree i. It is well known that
ri = dim(Vi) =
2i+ n− 2
i+ n− 2 ·
(
i+ n− 2
i
)
.
The measure (3) is dν(t) = cn(1− t2)(n−3)/2d t, where cn := Γ(n2 )/
√
πΓ(n−12 ) is a normal-
izing constant, and the Q-system consists of the (normalized by Qi(1) = 1) Gegenbauer
polynomials [1, 49], which satisfy the three term recurrence relation
(i+ n− 2)Qi+1(t) = (2i+ n− 2)tQi(t)− iQi−1(t),
with initial conditions Q0(t) = 1 and Q1(t) = t.
The codes/designs on Sn−1 are finite sets of points of the sphere and are naturally
called spherical codes/designs. The bound (7) was obtained by Delsarte, Goethals, and
Seidel [23] and states
(14) B(n, τ) ≥ D(n, τ) :=
(
n+ k − 1− ε
n− 1
)
+
(
n+ k − 2
n− 1
)
,
where τ = 2k − 1 + ε, ε ∈ {0, 1}. The Levenshtein bound is given by
Lτ (n, s) =
(
k + n− 3 + ε
n− 2
)[
2k + n− 3 + 2ε
n− 1 −
(1 + s)ε (Qk−1+ε(s)−Qk+ε(s))
(1− s) (Qk+ε(s) + (ε− 1)Qk+ε(s))
]
,
where ε ∈ {0, 1}, and was obtained in 1979 [36] (see also [37]).
Hamming spaces. Let n ≥ 2 and q ≥ 2 be positive integers. The q-ary Hamming space
H(n, q) consists of vectors x = (x1, x2, . . . , xn), where xi ∈ {0, 1, . . . , q − 1}, and the
distance between x, y ∈ H(n, q) is the Hamming distance; i.e., the number of coordinates
in which x and y differ. Then ∆ = n and
µ(d) =
1
qn
d∑
i=0
(q − 1)i
(
n
i
)
is the normalized volume of a ball of radius d. The standard substitution is
σ(d) = 1− 2d
n
.
Therefore T (H(n, q)) = {tℓ := 1− 2ℓ/n : ℓ = 0, 1, . . . , n}; i.e., σ(ℓ) = tℓ.
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The Hamming analog of the spherical harmonics is as follows. Let V0 consist of the
constant function 1 and, for i = 1, . . . , n, let Vi consist of the ri functions
Vi = {u(x) : H(n, q)→ C | u(x) = ξα1xj1+···+αixji ,
1 ≤ j1 < · · · < ji ≤ n, α1, . . . , αi ∈ {1, . . . , q − 1}},
where ξ is a (complex) primitive q-th root of unity. Denoting and enumerating the
functions in Vi by Yij, j = 1, . . . , ri, one easily to verifies that V := {Yij : 0 ≤ i ≤
n, 1 ≤ j ≤ ri} is an orthonormal system with respect to the “inner” product 〈u, v〉 =
q−n
∑
x∈H(n,q) u(x)v(x) (see [39, Theorem 2.1]). Therefore, ri = (q − 1)i
(n
i
)
and the
addition formula (2) relates the Q-system and the orthonormal systems Vi, i = 0, . . . , n.
The above implies that the Q-system is defined by
Qi(t) =
1
ri
Kn,qi (n(1− t)/2),
where
Kn,qi (z) :=
i∑
j=0
(q − 1)i−j
(
z
j
)(
n− z
i− j
)
are the q-ary Krawtchouk polynomials [33, 49]. The orthogonality is given by
ri
qn
n∑
ℓ=0
rℓQi(tℓ)Qj(tℓ) = δij , i, j = 0, 1, . . . , n.
The binary space H(n, 2) is antipodal while the spaces H(n, q) with q ≥ 3 are clearly
not antipodal.
The codes in H(n, q) are known as error-correcting codes [41, 44] since they are capable
of correcting ⌊(d− 1)/2⌋ errors if their minimum distance is d. The τ -designs are widely
known as orthogonal arrays [29]. A τ -design C ⊂ H(n, q) of strength τ is a code C ⊂
H(n, q) of cardinality |C| = M = λqτ such that the M × n matrix obtained from the
codewords of C as rows has the following property: everyM×τ submatrix contains every
element of H(τ, q) exactly λ = Mqτ times as rows (the positive integer λ is called index of
C). The characterization of codes by their strength as designs was initiated by Delsarte
[19], where τ + 1 = d′ is the dual distance of the (linear) code C (see also [24, 39, 40]).
The bound (7) in the Hamming spaces can be proved by combinatorial arguments and
was obtained by Rao [45] in 1947:
(15) B(n, τ) ≥ R(n, τ) := q1−ε
k−1+ε∑
i=0
(
n− 1 + ε
i
)
(q − 1)i,
τ = 2k − 1 + ε, ε ∈ {0, 1}. The Levenshtein bound for A(H(n, q), s) =: Aq(n, s) can be
written as
Aq(n, s) ≤ L2k−1+ε(n, s) = qε
(
1− Q
1,ε
k−1(s)
Q0,εk (s)
)
k−1∑
i=0
(
n− ε
i
)
(q − 1)i,
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ε ∈ {0, 1}.
Johnson spaces. Let n ≥ 2 and 1 ≤ w ≤ ⌊n/2⌋ be positive integers. The Johnson space
J(n,w) consists of binary words of length n having exactly w ones (in other words, having
weight wt(x) := w; so the Johnson space J(n,w) is the subset of the binary Hamming
space H(n, 2) consisting of all binary vectors of weight w).
The distance between x, y ∈ J(n,w) is the half of the Hamming distance between x
and y (equivalently, d(x, y) = w − wt(x ∗ y), where the vector x ∗ y has ones exactly in
the places where x and y simultaneously have ones). Then ∆ = w and
µ(d) =
1(n
w
) d∑
i=0
(
w
i
)(
n− i
i
)
is the normalized volume of a ball of radius d. The standard substitution is
σ(d) = 1− 2d
w
.
Therefore T (J(n,w)) = {tℓ := 1 − 2ℓ/w : ℓ = 0, 1, . . . , w}; i.e., σ(ℓ) = tℓ. We also note
that J(n,w) is antipodal if and only if n = 2w.
Furthermore, we have ri =
(
n
i
)− ( ni−1) and the Q-system is defined by
Qi = Ji(w(1 − t)/2),
where
Ji(z) :=
i∑
j=0
(−1)j
(i
j
)(n+1−i
j
)
(
w
j
)(
n−w
j
) (z
j
)
are the Hahn polynomials [15, 28]. The orthogonality is given by
ri(
n
w
) n∑
ℓ=0
(
w
ℓ
)(
n−w
ℓ
)
Qi(tℓ)Qj(tℓ) = δij , i, j = 0, 1, . . . , w.
The codes in J(n,w) are known as constant-weight codes [41]. The τ -designs in J(n,w)
are the classical Sλ(τ, w, n) (defined as a set C of w-subsets of an n-set such that each
τ -subset of the n-set belongs exactly to λ of the w-subsets from C, where λ = |C|(wτ )/(nτ);
the designs with λ = 1 are known as Steiner systems).
As in the Hamming space, the bound (7) for J(n,w) can be proved by combinatorial
arguments. It was obtained by Ray-Chaudhuri and Wilson [46] in 1975 for odd τ and by
Dunkl [25] in 1979 for even τ , and asserts that
B(n, τ) ≥
( n
w
)ε(n− ε
k − 1
)
, τ = 2k − 1 + ε, ε ∈ {0, 1}.
The Levenshtein bound for A(J(n,w), s) := A(n, s, w) can be written as
A(n, s, w) ≤ L2k−1+ε(n, s) =
(n
w
)ε(
1− Q
1,ε
k−1(s)
Q0,εk (s)
)(
n− 1
k − 1
)
, ε ∈ {0, 1}.
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Projective spaces FPn−1, F = R,C, and H. We continue the description of the infinite
PM-spaces following the discussion given in [40] (see Examples 2.4 and 2.11). Let
F
n := {x = (x1, x2, . . . , xn) : xi ∈ F},
where F = R (the field of the real numbers), C (the field of the complex numbers), or H
(the associative noncommutative quaternionic algebra).
The basis in H is formed by the elements 1, i, j, k such that i2 = j2 = k2 = −1,
ij = −ji = k, and any u ∈ H can be represented as u = u0 + u1i + u2j + u3k with
u0, u1, u2, u3 ∈ R. Thus R ⊂ C ⊂ H. For any u ∈ H one defines its conjugate element
u∗ := u0 − u1i− u2j − u3k and verifies that uu∗ = u20 + u21 + u22 + u23.
Now for any F described above we have the norm |u| = √uu∗ and the identities
(uv)∗ = v∗u∗, |uv| = |u| · |v|. Then for vectors x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ Fn we
define their inner product by
〈x, y〉 := x1y∗1 + · · ·+ xny∗n.
Further, x and y are called equivalent if there exists λ ∈ F, λ 6= 0, such that xi = λyi
for every i = 1, 2, . . . , n. Now the elements of the projective space FPn−1 are defined to
be the equivalence classes (called lines) of the non-zero vectors of Fn. For any two lines
X,Y ∈ FPn−1 the angle ϕ(X,Y ) between them is defined by
cosϕ(X,Y ) :=
|〈x, y〉|√
|〈x, x〉||〈y, y〉| ∈ [0, 1], x ∈ X, y ∈ Y.
Indeed, the right-hand side of the last equality does not depend on the particular choice
of the vectors x ∈ X and y ∈ Y and uniquely defines the angle ϕ(X,Y ) ∈ [0, π/2]. Now
the distance between the lines X,Y ∈ FPn−1 is defined by
d(X,Y ) :=
√
1− cosϕ(X,Y ) =
√
2 sin
ϕ(X,Y )
2
∈ [0, 1].
Thus the diameter ∆ equals 1.
The metric space FPn−1 is distance invariant and possesses a unique normalized in-
variant measure µ. For any d =
√
2 sin ϕ2 ∈ [0, 1] one has
µ(d) =
Γ(mn/2)
Γ(m(n− 1)/2)Γ(m/2)
∫ 1
cos2 ϕ
(1− z)m(n−1)2 −1zm2 −1dz,
where m is the dimension (1, 2, or 4) of F over R.
The standard substitution is
σ(d) = 2(1− d2)2 − 1 ∈ [−1, 1]
and the Q-system is given by the Jacobi polynomials
Qi(t) = P
(
m(n−1)
2
−1,m
2
−1
)
i (t).
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A table with main parameters of PM-spaces. We summarize in table format the main
parameters of the PM-spaces from this section.
M d(x, y) µ(x), µ(d) σ(d)
Sn−1 |x− y| µ(x) = dσn−1(x) 1− d22
H(n, q) |i : (xi 6= yi}| µ(d) = 1qn
∑d
i=0(q − 1)i
(
n
i
)
1− 2dn
J(n,w) w − wt(x ∗ y) µ(d) = 1
(nw)
∑d
i=0
(
w
i
)(
n−i
i
)
1− 2dw
FPn−1
√
2 sin ϕ(X,Y )2 µ(d) = γm,n
∫ 1
cos2 ϕ(1 − z)
m(n−1)
2 −1z
m
2 −1dz 2(1− d2)2 − 1
M ν(t) = 1− µ(σ−1(t)) Qi(t) ri
Sn−1 γn(1− t2)n−32 P (
n−3
2 ,
n−3
2 )
i (t)
2i+n−2
i+n−2
(
i+n−2
i
)
H(n, q) 1qn
∑d
i=0(q − 1)i
(
n
i
)
δ−1+ 2i
n
1
ri
Kn,qi (
n(1−t)
2 ) (q − 1)i
(
n
i
)
J(n,w) 1
(nw)
∑d
i=0
(
w
i
)(
n−i
i
)
δ−1+ 2d
w
Ji(
w(1−t)
2 )
(
n
i
)− ( ni−1)
FPn−1 cm,n(1 − t)
m(n−1)
2 −1(1 + t)
m
2 −1d t P
(α,β)
i (t)
(2i+α+β+1)(i+α+βi )(
i+α
i )
(α+β+1)(i+βi )
α = m(n−1)2 − 1, α = m(n−1)2 − 1,
β = m2 − 1 β = m2 − 1
4. Universal lower bounds for Eh(M,M) in PM-spaces
In this section, we shall apply Theorem 2.4 for a choice of polynomials that is motivated by the
relations (8). Let the spaceM and the cardinalityM ≥ 2 be fixed. Then M uniquely determines
the interval
(D(M, 2k − 1 + ε), D(M, 2k + ε)] , ε ∈ {0, 1},
in which it lies. In particular, the positive integer τ = 2k − 1 + ε := τ(M,M) is uniquely
determined.
Since the Levenshtein function L2k−1+ε(M, s) is continuous and strictly increasing for s ∈
[t1,1−εk−1+ε, t
1,ε
k ] from D(M, 2k − 1 + ε) to D(M, 2k + ε) (see (6)-(8), cf. [40, Lemma 5.37]), there
exists a unique s such that
M = L2k−1+ε(M, s).
This s uniquely determines the Levenshtein polynomial (9) (see [40, Section 5]). In particular, we
get the roots of this polynomial α0, α1, . . . , αk−1+ε = s that serve as nodes for the 1/M -quadrature
rule (10) with uniquely determined positive weights ρ0, ρ1, . . . , ρk−1+ε.
As in the case with Levenshtein bounds, we shall appeal to the so-called Krein condition and
strengthened Krein condition (see the discussion in [40] between Corollary 5.41 and Theorem
5.42).
Definition 4.1. [14, 40] The Q-system of M satisfies the Krein condition if
Qi(t)Qj(t) ∈ F≥
for every i and j.
The Krein condition is quite useful since it implies fg ∈ F≥ whenever f ∈ F≥ and g ∈ F≥.
In our considerations this is applied for combinations of polynomials Q1,0i (note that Q
1,0
i (t) =
Ti(t, 1)/Ti(1, 1) ∈ F≥).
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Definition 4.2. [40] The Q-system of M satisfies the strengthened Krein condition if it satisfies
the Krein condition and, in addition,
(t+ 1)Q1,1i (t)Q
1,1
j (t) ∈ F≥
for every i and j.
The strengthened Krein condition is satisfied in all major PM-spaces. More precisely, the
Q-system of M satisfies the Krein condition for all M [40, Corollary 3.13] and it satisfies the
strengthened Krein condition for all infiniteM under consideration [40, Lemma 3.22] as well as for
all finite decomposable1 M (see [40, Lemma 3.25]); in particular, for the Hamming and Johnson
spaces [40, Example 3.23]. The strengthened Krein condition is also satisfied in all antipodal
spaces.
Definition 4.3. For a finite nonempty multiset T of points from [−1, 1) whose points have
multiplicity two except possibly for the left endpoint −1, we denote by HT (h) the Hermite
interpolation polynomial that agrees with the potential function h at every point of T to the
order of its multiplicity.
We now present our main result on lower bounds for energy.
Theorem 4.4. (Universal lower bound (ULB) on energy) Let M be a PM-space and h be abso-
lutely monotone on [−1, 1). If the Q-system of M satisfies the strengthened Krein condition and
M ∈ (D(M, 2k − 1 + ε), D(M, 2k + ε)] is a fixed positive integer, then
(16) Eh(M,M) ≥M2
k−1+ε∑
i=0
ρih(αi).
Moreover, the bound (16) cannot be improved by utilizing polynomials f ∈ F≥ of degree at most
τ = 2k − 1 + ε satisfying f(t) ≤ h(t) for every t ∈ [−1, 1).
Proof. Our choice of the polynomial f(t) to be applied in Theorem 2.4 is explained below sepa-
rately in the odd and even cases for τ = 2k − 1 + ε.
We first verify that condition (A2) of Theorem 2.2 is satisfied by using results from [16, 17]
and the strengthened Krein condition. Our proof is, in some sense, a generalization of the
Levenshtein’s proof of f
(s)
2k−1+ε(t) ∈ F≥ (see [40, Theorem 5.42]).
We first deal with the case ε = 0. Consider the interpolation polynomial f(t) = HT (h), where
T = (α0, α0, α1, α1, . . . , αk−1, αk−1)
= (t1, t2, . . . , t2k−1, t2k)
is the ordered multiset (i.e., t2i+1 = t2i+2 = αi) of the touching points of f and h. Then (see
Lemma 10 from [17]) the Newton formula
f(t) =
m∑
i=0
h[t1, . . . , tm]
m−1∏
j=1
(t− tj)
1A finite PM-space M is called decomposable [38] if there exist a positive integer ℓ ≥ 2 and metric
subspaces Mi, i = 1, . . . , ℓ, of M, such that the following three conditions are satisfied: M = ∪
ℓ
i=1Mi,
each Mi is isometric to the same M˜ with the same standard substitution σ, and for any x, y ∈ M the
number of the subspaces Mi containing simultaneously x and y is equal to
ℓ|M˜|(σ(d(x,y)+1)
2|M|
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gives that f is a nonnegative linear combination of the constant 1 and the partial products
(17)
m∏
j=1
(t− tj), m = 1, 2, . . . , 2k − 1.
We next apply a result from [16] together with the Krein condition to show that f ∈ F≥.
Indeed, it follows from [16, Theorem 3.1] that all partial products
(t− α0)(t− α1) . . . (t− αi), i = 0, 1, . . . , k − 2
expand in the system {Q1,0i (t)} with nonnegative coefficients. Since Q1,0i (t) ∈ F>, it follows from
the Krein condition that all partial products (17) with m ≤ 2k− 2 belong to F>. The last partial
product (with m = 2k−1) is exactly the Levenshtein polynomial f (s)2k−1(t) (see (9)) which belongs
to F> by [40, Theorem 5.42]. Therefore f = HT (h) ∈ F≥.
For ε = 1 we need the strengthened Krein condition. Now f = HT (h) is obtained from the
multiset
T = (α0 = −1, α1, α1, . . . , αk, αk)
= (−1, t1, t2, . . . , t2k−1, t2k)
and is, therefore, a nonnegative linear combination of the constant 1 and the partial products
(18) (t+ 1)
m∏
j=1
(t− tj), m = 0, 1, 2, . . . , 2k − 1
(here the m = 0 case is the constant 1). Theorem 3.1 from [16] now implies that all partial
products
(t− α1)(t− α2) · · · (t− αi), i = 1, 2, . . . , k − 1,
expand in the system {Q1,1i (t)} with nonnegative coefficients. Then all partial products from (18)
expand with positive coefficients in (t + 1)Q1,1i (t)Q
1,1
j (t) and the strengthened Krein condition
completes the argument; i.e., f = HT (h) ∈ F≥. Again, the case m = 2k − 1 gives exactly the
Levenshtein polynomial f
(s)
2k (t) needed to complete the proof.
Next we observe that deg(f) ≤ 2k − 1 + ε and it easily follows from the Rolle’s Theorem that
f(t) ≤ h(t) for every t ∈ [−1, 1). Therefore the condition (A1) is also satisfied and Theorem 2.4
can be applied.
We now calculate the ULB by using the 1/M -quadrature rule (10) and the interpolation con-
ditions for f(t). Since the cardinality of the interpolation multiset T is 2k − ε+ 2, we conclude
that deg(f) ≤ 2k − ε+ 1. Therefore (10) can be applied for f and we have
f0 =
f(1)
M
+
k−1+ε∑
i=0
ρif(αi) ⇐⇒ f0M − f(1) =M
k−1+ε∑
i=0
ρif(αi).
Since f(αi) = h(αi) from the interpolation, we obtain
f0M − f(1) = M
k−1+ε∑
i=0
ρih(αi).
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Finally we prove the optimality property of the our bound. Let F (t) =
∑r
i=0 FiQi(t) of degree
r ≤ 2k − 1 + ε satisfy F (t) ≤ h(t) for every t ∈ [−1, 1). Then we have from (10) applied either
for f(t) and F (t)
f0M − f(1) = M
k−1+ε∑
i=0
ρif(αi) = M
k−1+ε∑
i=0
ρih(αi)
≥ M
k−1+ε∑
i=0
ρiF (αi) = F0M − F (1),
which means that F (t) does not give a better bound than (16). 
Remark 4.5. Similar to the Levenshtein bound case (see [38, Theorem 5.2] and [40, Theorem
5.43]), the ‘odd branch’ of our ULB (this with ε = 0) is valid also for all cardinalities from the even
interval (D(M, 2k), D(M, 2k + 1)]. The parameters arise in the same way since the Levenshtein
function L2k−1(M, s) increases from D(M, 2k) to infinity when s ∈ [t1,0k , tk) (note that t1,0k < tk)
and the proof is essentially the same. Therefore in PM-spaces where the strengthened Krein
condition is not valid (or not proved) we still have a valid ULB despite giving weaker values than
those which would come from the even branch if true.
5. On the global optimality of the ULB
In this section we assume that the conditions of Theorem 4.4 are satisfied and derive sufficient
conditions for the existence of polynomials that would improve the ULB from Section 4. Observe
that such improvements are only (but not necessarily) possible by polynomials of degree larger
than τ(M,M) = 2k − 1 + ε.
For a positive integer j and s ∈ [t1,1−εk−1+ε, t1,εk ] consider the following functions depending on the
Q-system, j and s:
(19) Pj(M, s) := 1
L2k−1+ε(M, s) +
k−1+ε∑
i=0
ρiQj(αi)
(we recall the relation L2k−1+ε(M, s) = M when applicable). Note that Pj(M, s) = 0 for every
1 ≤ j ≤ 2k − 1 + ε and every s ∈ [t1,1−εk−1+ε, t1,εk ] (this follows immediately by setting f(t) = Qj(t)
in (10)). The functions (19) were introduced in [8] for M = Sn−1 and in [7] for general M with
the purpose of investigating the optimality of the Levenshtein bound (see [40, Theorem 5.47]).
We show below that the same functions serve for investigating the optimality of our ULBs. The
next theorem shows that the optimality of (16) can be extended to a larger subspace.
Theorem 5.1. Let M and M ∈ (D(M, 2k − 1 + ε), D(M, 2k + ε)] be fixed and h be absolutely
monotone. Let I ⊆ N\{1, . . . , 2k−1+ε} be an index set. If Pj(M, s) ≥ 0 for every j ∈ I, then the
bound (16) cannot be improved by any polynomial f ∈ Λ = span{Qj : j ∈ I∪{0, 1, . . . , 2k−1+ε}}
such that f ∈ F≥ and f(t) ≤ h(t) in [−1, 1].
Proof. Suppose that f satisfies the conditions of the theorem and write
(20) f(t) = g(t) +
∑
j∈I
fjQj(t),
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where deg(g) ≤ 2k − 1 + ε and fj ≥ 0 for every j ∈ I. Note that f0 = g0. Using the 1/M -
quadrature rule (10) for g(t), equation (19) with L2k−1+ε(M, s) = M , and (20) we obtain
Mf0 − f(1) = Mg0 − f(1) = g(1) +M
k−1+ε∑
i=0
ρig(αi)− f(1)
= M
k−1+ε∑
i=0
ρi

f(αi)−∑
j∈I
fjQj(αi)

 −∑
j∈I
fj
= M
k−1+ε∑
i=0
ρif(αi)−
∑
j∈I
fj
(
1 +M
k−1+ε∑
i=0
ρiQj(αi)
)
= M
k−1+ε∑
i=0
ρif(αi)−M
∑
j∈I
fjPj(M, s) ≤M
k−1+ε∑
i=0
ρih(αi).
For the last inequality, we used that f(αi) ≤ h(αi) for i = 0, 1, . . . , k − 1 + ε, fj ≥ 0 for every
j ∈ I, and Pj(M, s) ≥ 0 again for every j ∈ I. Therefore,
M(Mf0 − f(1)) ≤M2
k−1+ε∑
i=0
ρih(αi)
and since Mg0 − g(1) ≥Mf0 − f(1), the polynomial f does not improve the ULB. 
Theorem 5.1 can be applied in certain cases for proving that universal optimality cannot
be proved by using only LP. This requires careful investigation of properties of the Q-system.
Examples for M = Sn−1 can be found in [10, Sections 4.3-4.4].
Theorem 5.2. LetM andM ∈ (D(M, 2k − 1 + ε), D(M, 2k + ε)] be fixed and h be an absolutely
monotone function. The bound (16) cannot be improved by a polynomial f of degree at least
τ + 1 = 2k + ε such that f ∈ F≥ and f(t) ≤ h(t) in [−1, 1] if Pj(M, s) ≥ 0 for every j ≥ τ + 1.
Furthermore, if h is a strictly absolutely monotone function and Pj(M, s) < 0 for some j ≥ τ+1,
then (16) can be improved by a polynomial of degree exactly j.
Proof. The first part follows from Theorem 5.1 for I = {2k + ε, 2k + ε+ 1, . . .}. For the second
part, we show that (16) can be improved by using in Theorem 2.4 a polynomial
f(t) := ηQj(t) + g(t),
where η > 0 and g(t) of degree at most 2k − 1 + ε is properly chosen.
We consider the new potential function
h˜(t) := h(t)− ηQj(t),
where η > 0 is small enough so that h˜(i)(t) ≥ 0 on [−1, 1] for all i = 0, 1, . . . , j + 1. Since h is
strictly absolutely monotone, this choice of η is possible and the function h˜(t) is in fact absolutely
monotone, because h˜(i)(t) = h(i)(t) > 0 for i > j + 1.
Now choose the polynomial g(t) to be the Hermite interpolant of h˜ at the nodes {αi} exactly
as in Theorem 4.4. As in Theorem 4.4 we deduce that g satisfies condition (A2) and, analogously,
the condition (C1) (i.e., g ≤ h˜), implying that f satisfies both (A2) and (C1) (i.e., f ≤ h) of
Theorem 2.4.
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We next prove that the bound given by f(t) is better than (16). Multiplying by ρi and summing
up the interpolation equalities g(αi) = h˜(αi) we get
k−1+ε∑
i=0
ρig(αi) =
k−1+ε∑
i=0
ρih(αi)− η
k−1+ε∑
i=0
ρiQj(αi).
Since from (10), M
∑k−1+ε
i=0 ρig(αi) = Mg0 − g(1), and from (19),
M
k−1+ε∑
i=0
ρiQj(αi) =MPj(M, s)− 1,
we obtain
Mg0 − g(1) = M
k−1+ε∑
i=0
ρih(αi) + η −MηPj(M, s),
which implies (note that f0 = g0 and f(1) = g(1) + η)
Mf0 − f(1) = M
k−1+ε∑
i=0
ρih(αi)−MηPj(M, s) > M
k−1+ε∑
i=0
ρih(αi);
i.e., the polynomial f(t) gives a better bound. 
6. Some asymptotic properties of the ULBs for Sn−1 and H(n, 2)
In this section we consider the asymptotic behaviour of the bound (16) for the main antipodal
spaces M = Sn−1 and H(n, 2). We introduce the notation Enh (M) for the minimal M -point
h-energy on these spaces and write Dn(τ) for D(M, τ).
We consider sequence of codes of cardinalities (Mn) satisfying
Mn = Lτ (M, s) ∈ (Dn(τ), Dn(τ + 1)]
for fixed τ = 2k − 1 + ε, ε ∈ {0, 1}, n = 2, 3, . . ., such that
(21) lim
n→∞
Mn
nk−1+ε
=
2− ε
(k − 1 + ε)! + δ,
where δ ≥ 0 is a constant. In this case it can be deduced from the explicit formulas (14) and (15)
that the Delsarte-Goethals-Seidel bounds in Sn−1 and the Rao bounds in H(n, 2) both satisfy
D(M, 2k − 1 + ε) = (2− ε)n
k−1+ε
(k − 1 + ε)! + o(n
k−1+ε).
Asymptotics for the parameters αi and ρi under the conditions (21) were obtained in [5] for
Sn−1 and in [11] forH(n, 2). We collect this information in the next lemma. Set δk := 1+δ(k−1)!.
Lemma 6.1. [5, 11] For the asymptotic process described above we have:
a) limn→∞ αi = 0 for i = 1, 2, . . . , k − 1 + ε;
b) α0 = −1 for ε = 1 and limn→∞ α0 = −1/δk for ε = 0;
c) ρ0Mn ∈ [0, 1] for ε = 1;
d) limn→∞ ρ0Mn = δ
2k−1
k for ε = 0.
We need in fact to consider αi, i ≥ 1, more precisely than in Lemma 6.1a).
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Lemma 6.2. ([6] for a), [40] for b) and c)) We have
a) t1,εk ≥ |αk−1+ε| > |α1+ε| > |αk−2+ε| > |α2+ε| > · · · ;
b) if τ = 2k, then c1/
√
n ≤ α1 ≤ c2/
√
n for some positive constants c1 and c2;
c) d1/
√
n ≤ t1,εk ≤ d2/
√
n for some constants positive d1 and d2.
Finally, set
R(t) :=
2k−1+ε∑
j=0
h(j)(0)
j!
tj .
Theorem 6.3. a) If τ = 2k − 1 and Mn is as in (21), then
lim inf
n→∞
Mn

k−1∑
i=0
ρih(αi)−
k−1∑
j=0
h(2j)(0)
(2j)!
· b2j

 = δ2k−1k
(
h
(
− 1
δk
)
−R
(
− 1
δk
))
−R(1).
b) If τ = 2k, Mn is as in (21) and limn→∞Mnρ0 = ρ ∈ [0, 1], then
lim inf
n→∞
Mn

 k∑
i=0
ρih(αi)−
k∑
j=0
h(2j)(0)
(2j)!
· b2j

 = ρ (h(−1) +R(−1))−R(1).
Proof. By the Taylor expansion formula.
h(αi) =
2k−1+ε∑
m=0
h(m)(0)
m!
αmi +R2k+ε,i = R(αi) +R2k+ε,i,
where R2k+ε,i =
h(2k+ε)(ξi)
(2k+ε)! |αi|2k+ε, |ξi| ∈ (0, |αi|), i = 0, 1, . . . , k − 1. Thus
k−1+ε∑
i=0
ρih(αi) =
k−1+ε∑
i=0
ρi
(
2k−1+ε∑
m=0
h(m)(0)
m!
αmi +R2k+ε,i
)
=
2k−1+ε∑
m=0
h(m)(0)
m!
k−1+ε∑
i=0
ρiα
m
i +
k−1+ε∑
i=0
ρiR2k+ε,i.
Using the identity
k−1+ε∑
i=0
ρiα
m
i = bm −
1
L2k−1+ε(M, s) = bm −
1
Mn
from Lemma 2.5 and multiplying by Mn, we obtain
Mn

k−1+ε∑
i=0
ρih(αi)−
k−1+ε∑
j=0
h(2j)(0)
(2j)!
· b2j

 = − 2k−1+ε∑
j=0
h(j)(0)
(j)!
+Mn
k−1+ε∑
i=0
ρiR2k+ε,i
= −R(1) +Mn
k−1+ε∑
i=0
ρiR2k+ε,i.
It remains to investigate the remainder term Mn
∑k−1+ε
i=0 ρiR2k+ε,i. We separate the odd and
even cases.
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a) Observe that the inequalities from Lemma 6.2 imply
(22) 0 ≤MnρiR2k,i = O(n−1)
for i = 1, 2, . . . , k − 1 since Mn ∼ nk−1 and |αi| ≤ c2/
√
n. For i = 0 we use Lemma 6.1d) and
then b).
b) In the even case we have α0 = −1 and
(23) 0 ≤MnρiR2k,i = O(n−1/2)
for i = 1, 2, . . . , k since Mn ∼ nk and |αi| ≤ max{c2/
√
n, d2/
√
n}. 
The next corollary states the first two consequences of Theorem 6.3.
Corollary 6.4. If Mn is as in (21), then
(24) lim inf
n→∞
Enh (Mn)
M2n
≥ h(0)
and
(25) lim inf
n→∞
Enh (M)− h(0)M2n
M2n
· n ≥ h
′′(0)
2
.
7. Common features in bounding maximal codes and minimum energy
In this section we point out the features that are similar between the problems for estimating
A(M, s) and Eh(M,M).
The most striking property is the coincidence of the zeros of the Levenshtein polynomials and
the interpolation nodes for our polynomials. Moreover, in both cases the resulting polynomials
are optimal in a sense (see [47, 38] for the Levenshtein polynomials) and their bounds cannot
be improved by using polynomials of the same or lower degree. In particular, the Levenshtein
polynomials and the ULB polynomials are simultaneously good for linear programming, as the
positive definiteness of the Levenshtein polynomials is an important ingredient in the proof of the
positive definiteness of our polynomials.
Second, the test functions giving necessary and sufficient conditions for existence of improve-
ments of the Levenshtein bounds by linear programming (see [7], [40, Theorem 5.47]) and our
ULB (Theorem 5.2) coincide. Since the target of negative test functions is the same as well, the
investigation is, in fact, identical for both problems. For example, in [10] and [11] we used directly
the results from the investigations in the papers [8] and [7] in the cases of Euclidean spheres and
binary Hamming spaces, respectively. In particular, it follows that in any fixed dimension n ≥ 3,
the suitable parameter sets for the so-called sharp configurations [3, 16, 38] are finite in number.
Furthermore, the coincidence zeros-nodes continues in the next level linear programming
bounds. These are bounds obtained with higher (than τ(M,M)) degree polynomials in cases
where negative test functions exist. Furthermore, next level test functions can be defined and
investigated analogously. We will develop the corresponding framework (called “lifting” of the
Levenshtein framework) in a future work.
Last, but not least, we point out that the coincidence phenomenon appears in the problem
for obtaining upper bounds for the cardinality and lower bounds for the energy of codes with
inner products in prescribed subinterval [ℓ, s] of [−1, 1]. In this case, signed measures positive on
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[−1, s], [ℓ, 1], and [ℓ, s] that are positive definite up to certain degrees set the framework. This is
discussed in [12].
8. Energy bounds for designs and codes with given separation
Lower and upper bounds for energy of designs. We are also interested in bounds for the minimum
and maximum possible potential energies of designs in M. Given a PM-space M, strength τ
and cardinality M > D(M, τ), we denote by Lh(M,M, τ) and Uh(M,M, τ) the minimum and
maximum, respectively, of the h-energy of M -point τ -designs in M; that is,
Lh(M,M, τ) := inf{Eh(M, C) : |C| =M,C ⊂M is a τ -design},
Uh(M,M, τ) := sup{Eh(M, C) : |C| =M,C ⊂M is a τ -design}.(26)
If there exist no τ -designs with cardinalityM inM, we set Lh(M,M, τ) =∞ and Uh(M,M, τ) =
−∞ as is standard for the inf and sup of the empty set.
Let
(27) u(M,M, τ) := sup{u(C) : C ⊂M is a τ -design, |C| = M},
where u(C) := max{〈x, y〉 : x, y ∈ C, x 6= y}, and
(28) ℓ(M,M, τ) := inf{ℓ(C) : C ⊂M is a τ -design, |C| = M},
where ℓ(C) := min{〈x, y〉 : x, y ∈ C, x 6= y}. The quantities u(M,M, τ) and ℓ(M,M, τ) are
useful in the linear programming method since they provide information about the structure of
the designs under consideration.
Theorem 8.1. [9] Let M be a PM-space, τ and M ≥ D(M, τ) be positive integers and h :
[−1, 1]→ [0,+∞]. Suppose I is a subset of [−1, 1) and f(t) =∑deg(f)i=0 fiQi(t) is a real polynomial
such that
(D1) f(t) ≤ h(t) for t ∈ I, and
(D2) fi ≥ 0 for i ≥ τ + 1.
If C ⊂M is a τ-design of |C| =M points such that 〈x, y〉 ∈ I for distinct points x, y ∈ C, then
Eh(M, C) ≥M(f0M − f(1)).
In particular, if [ℓ(M,M, τ), u(M,M, τ)] ⊆ I, then
Lh(M,M, τ) ≥M(f0M − f(1)).
The next theorem discusses upper energy bounds.
Theorem 8.2. [9] Let M, τ , M , and h be as in Theorem 8.1. Suppose I is a subset of [−1, 1)
and g(t) =
∑deg(g)
i=0 giP
(n)
i (t) is a real polynomial such that
(E1) g(t) ≥ h(t) for t ∈ I, and
(E2) gi ≤ 0 for i ≥ τ + 1.
If C ⊂M is a τ-design of |C| =M points such that 〈x, y〉 ∈ I for distinct points x, y ∈ C, then
Eh(M, C) ≤M(g0M − g(1)).
In particular, if [ℓ(M,M, τ), u(M,M, τ)] ⊆ I, then
Uh(M,M, τ) ≤M(g0M − g(1)).
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Lower and upper bounds on the energy of spherical designs were derived and discussed by the
authors in [9].
Upper bounds for energy of codes of given separation. Yet another kind of energy bound can be
obtained by linear programming under the assumption of prescribed separation. Given a PM-
space M, cardinality M ≥ 2, separation inner product s, and h, we denote by Gh(M,M, s) the
maximal possible h-energy of M -point codes inM with prescribed maximal s(C) = σ(d(C)) = s;
that is,
Gh(M,M, s) := sup{Eh(M, C) : |C| = M, s(C) = s}.(29)
If there exist no codes with cardinalityM and maximal inner product s inM, we setGh(M,M, s) =
−∞.
Theorem 8.3. Let M be a PM-space, M ≥ 2 be a positive integer, s ∈ [−1, 1) be fixed, and h be
a function defined on T (M). Let f(t) =∑ri=0 fiQi(t) be a real polynomial such that
(F1) f(t) ≥ h(t) for every t ∈ T (M) ∩ [−1, s);
(F2) fi ≤ 0 for i = 1, . . . , k.
Then Gh(M,M, s) ≤M(f0M − f(1)).
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