Introduction
It is becoming increasingly clear that disruptive lowpower solutions are needed to meet future powerperformance goals. Such disruptive solutions are already being explored in the context of microprocessors. Examples include approaches based on trading robustness for lower power such as better-than-worst-case design [1] . However, it is not clear whether such approaches scale well to post CMOS technologies where hardware fault rates are going to be significantly higher [2] . As such, a radical rethinking of system design might be needed to build robust systems in the fault-prone post CMOS era.
In this paper, we explore one such disruptive solution-robustifying applications by casting these as Markov chain (MC) algorithms. This approach is based on the insight that MC algorithms can produce acceptable results even in the face of certain errors ( §3b). We specifically focus on the Las Vegas formulations of MC algorithms. In Las Vegas algorithms, the solution to a problem is embedded in the state of the MC and the solution is discovered when the MC visits a solution state. In this formulation, we observe that transition probability errors only affect the expected runtime of the algorithm while the algorithm still produces the correct solution. This formulation is not unlike the use of MCs in Markov chain Monte Carlo (MCMC) approaches that have found wide use in inference applications [3] . However, in this paper, we focus on applications that are generally not implemented as MCs and make a case for implementing them as MC applications for increased robustness.
Given the above insight, we propose to replace the rigid and sensitive control flow used in many conventional algorithms for solving deterministic problems with a Markov process that guides the execution towards the solution through a sequence of random steps. To leverage the robustness of such algorithms, we propose building systems that let faults in devices manifest themselves only as transition errors at the algorithmic level. Such an approach could form the basis of building systems that save power by using low-power, possibly unreliable, devices and allow only controlled errors; errors that the application can tolerate. Such systems may also be able to exploit inherent parallelism exhibited by such algorithms and provide overall energy benefits [4] .
Clearly, the underlying assumption here is that it is possible to construct an MC that converges to the solution of a given problem. We show how such MCs can be constructed with four example applications: Boolean satisfiability (SAT), low-density parity-check (LDPC) decoding, sorting and clustering. In addition, we note that such implementations already exist for a wide range of problems such as the ones solved using stochastic local search strategies.
This paper makes the following contributions:
-We propose a novel algorithmic approach to building robust applications-by transforming applications into MC algorithms. We propose executing such algorithms on a system that limits the manifestation of hardware faults to transition errors in the MCs. -We present a methodology for constructing MC algorithms for four problems-Boolean SAT, LDPC decoding, sorting and clustering. We argue that the methodology can be applied to a large class of applications. -We quantify the robustness benefits of casting applications into MC algorithms using algorithmic error injections. We show that MC implementations are indeed significantly more robust than the traditional implementations of these applications. The MC applications were able to tolerate transition errors with rates as high as 10-20%. Even at high error rates, MC algorithms produced acceptable results in terms of runtime and output quality. Also, these algorithms showed gradual degradation in runtime or output quality with increasing error rates.
Our results on the robustness of MCs show that MCs may indeed be an attractive template for building future low-power systems. Such systems could trade off robustness for power benefits using one of several strategies, such as (i) voltage overscaling, (ii) use of low-power, possibly unreliable, post CMOS devices [2] , (iii) eliminating design guardbands [1] or (iv) alleviating the need for on-chip redundancy techniques for robust execution. Such systems may also be able to leverage inherent parallelism exhibited by MCs. 
Related work
The proposed approach to build robust applications by casting them into MC algorithms can be thought of as a novel approach for application robustification [5] . Sloan et al. [5] propose an approach for application robustification where an application with unknown correct output x * is cast into a minimization function f (x) whose minimum lies at x * . The minimization function is then solved using an error-tolerant solver such as gradient descent or conjugate gradient. Our approach, on the other hand, casts an application into an MC where peak(s) in the limiting distribution correspond to the application output(s).
More generally, the proposed approach falls into the category of algorithm-based fault tolerance (ABFT) [6] . Most prior ABFT work is focused on error detection. Correction still relies on checkpointing and restart. Checkpoint-and-restart approaches may have prohibitive overhead at high fault rates. Some works do exist on algorithmic correction [6, 7] . However, these approaches are specific to algebra applications.
A related body of work exists on probabilistic computing [8] . However, prior approaches have focused on techniques to program and execute probabilistic applications. This is the first work to the best of our knowledge that attempts to build robust general applications by casting them into probabilistic implementations via MC algorithms.
Background and motivation
In this section, we review some salient properties of MCs and discuss how applications can use MCs to find their solutions and why such MC algorithms would be robust to certain errors.
(a) Applications and Markov chains
Consider an application that has a set of possible solutions or states. One of those solutions is actually the correct solution or a goal state. For example, consider sorting. Any permutation of the inputs is a state and one such permutation is the goal state. Assuming that there exists an efficient mechanism to check if a particular solution is the correct solution, one approach to find the correct solution of the application is to generate samples from the state space and check to see if any of them is indeed the correct solution. First, consider the case when these samples are generated completely randomly (figure 1a). This scenario corresponds to generating samples from a uniform distribution over the states. For practical applications, the state space is generally large. So, if samples are generated completely randomly, it might take a large number of samples before we find the correct solution. Clearly, this scheme is not efficient.
An MC algorithm performs the above sampling more intelligently. An MC algorithm is an iterative algorithm which, in every iteration, produces a sample from the sample space of the application (figure 1c). These chains are constructed such that, for a given application, the distribution over states has a significant peak at the correct solution (or the goal state; figure 1b), i.e. the probability of generating the goal state as a sample is significantly higher than that of the other states. This suggests that if we use these samples to check for a solution, we will find the solution much faster than when using completely random sampling. Note that such a strategy can also be adopted for the case when the application can have more than one correct solution. In that case, the steady-state distribution over states will have multiple peaks, one at each of the solution states.
How does an MC algorithm ensure such a steady-state distribution over states? This is accomplished by guaranteeing specific transition probabilities between states. These transition probabilities dictate what state the MC will produce next given the state that it has just produced. When these transition probabilities are such that the MC has certain properties (irreducibility and aperiodicity), there is a unique steady-state distribution over states [9] . This provides applications, a mechanism, to ensure that the overall steady-state distribution over states has a specific structure (one with a peak at the goal state) simply by ensuring specific transition probabilities in each iteration of the algorithm. The specific method to calculate the transition probabilities in each iteration depends on the application. However, for all applications, each iteration of the MC algorithm consists of two essential computations (figure 1d). First is the calculation of the transition probabilities. These probabilities depend on the current state and the application inputs. Second is drawing a sample for the next state from the transition probability distribution. This becomes the state that the MC produces in the next iteration. These computations in each iteration, when performed appropriately for each application, result in an MC that has a steady-state distribution over states with peaks at the correct solutions of the application. We present several examples of this process in §4.
(b) Robustness of Markov chain algorithms
In this section, we discuss why MCs are expected to be robust to certain kinds of errors. As described in §3a, an MC algorithm performs two operations in every iteration: calculating the transition probability distribution and sampling from this distribution (figure 1d). Given this understanding, we can think of the robustness of such algorithms at two different levels. First, within an iteration, if there are errors in calculating the transition probability distribution, it does not necessarily mean that the sample generated in that iteration would be different from the case in which there were no errors. This is the first level of error tolerance.
Second, even if errors did result in a different sample, when we look across iterations at the overall algorithm, the effect is that the steady-state distribution over states will be different. However, it is not essential for efficient execution to have an exact distribution as long as the altered distribution has a peak at the correct solution. For such an altered distribution, it is still possible to arrive at a solution in a reasonable amount of time. Owing to the above two levels of error tolerance, we expect MCs to produce acceptable outputs even in the presence of errors. These errors can be in transition probability calculations, in sampling from the transition probability distribution or other errors that lead to a transition error.
Errors may have an effect on runtime, however. The more the steady-state distribution is altered due to errors, the higher is the potential runtime. Errors could also degrade the output quality for certain applications. We discuss these effects for example applications in §6. Ultimately, what transition error rates are tolerable to an application would depend on what runtime and output quality are acceptable to that particular application. 
(c) Generality of Markov chain algorithms
MCs have found wide use in the domain of statistical inference [10] and machine learning [3] . In addition, they are used to solve many other computational problems-especially hard problems-using stochastic local search methods. A few examples include the travelling salesman problem [11] , the knapsack problem [12] , VLSI placement, estimation of the matrix permanent [13] and constraint satisfaction problems [14] . As such, many applications already have MC implementations.
In addition, applications normally not considered as sampling may be implemented using MC algorithms by using the general methodology described in §3a. This involves coming up with a strategy to calculate transition probabilities in each iteration of the MC such that the steady-state transition probability over states has peaks at the correct solutions (figure 2). In §4, we describe how MC implementations for four example applications are made possible by employing this methodology.
Casting applications as Markov chain algorithms
In this section, we present a case study of four applications that are representative of a wider range of applications to demonstrate the general methodology of casting applications as MC algorithms. After discussing the details of each of these applications, we describe how MC algorithms are used to find solutions for these applications and also the output quality metrics for each application. We chose two well-understood combinatorial applications: Boolean SAT and sorting. These applications are representative of very wide classes of algorithmic problems. SAT is the canonical N P-complete problem [15] . Therefore, if we can implement SAT as an MC algorithm, we can obtain MC implementation for any problem in N P by a reduction to SAT. Sorting is a canonical P-complete problem [15] and so if we can cast sorting as an MC algorithm, all other problems in P can be cast to an MC via sorting. The third application, LDPC decoding, is a representative application from the area of communication systems. The fourth application, clustering without prior knowledge of the number of clusters, is a representative application from the domain of unsupervised machine learning.
(a) Boolean satisfiability
Boolean SAT is the problem of determining whether there exists a satisfying assignment to a set of Boolean variables given a set of constraints. If the set of Boolean variables is x 1 , x 2 , . . . , x n , one example clause could be For a problem to be satisfiable, there must exist an assignment of the variables x 1 , x 2 , . . . , x n such that all clauses evaluate to true. There are two main classes of SAT solvers: complete and incomplete [16] . Complete SAT solvers will always find a satisfiable assignment if one exists or will report that the problem is unsatisfiable. Incomplete SAT solvers on the other hand only look for a satisfiable solution assuming that it exists and is not able to report if a problem is unsatisfiable.
In the MC sampling framework, we can think of any assignment of the Boolean variables as a state and the particular assignments that result in all clauses being satisfied as the goal states. Our objective then is to construct an MC that has a steady-state distribution over states with peaks at the goal states. As discussed in §3a, this can be done by using a suitable transition probability function.
We construct a transition probability function that is based on the stochastic local search mechanism used in WalkSAT [17] -a well-known and effective incomplete SAT solver that has found use in areas such as automated planning [18] . We place a restriction in terms of what state transitions are allowed-from any particular state, the algorithm can only transition to another state that differs only in the assignment of a single variable. Thus, transition probabilities to other states become equivalent to probabilities of different variables in the present state being flipped. We calculate these probabilities over variables and sample from it using the following procedure in each iteration:
(i) Pick a clause i by sampling from a distribution over clauses where the probability assigned to a clause x is given by
where g i (x) is either 0 or 1 based on whether the clause is satisfied or not and Z is a normalizing factor ensuring that the probabilities sum up to 1 over all clauses. In this distribution, unsatisfied clauses are assigned a high probability and satisfied clauses a low probability. (ii) We assign a probability of zero to any variable that is not present in clause i. For variable x j present in position j in clause i, let N(x j ) be a function that returns the break count (the number of satisfied clauses that become unsatisfied if that variable is flipped) for the variable. Let G i be the set of variable indices associated with clause g i . Using these quantities, we can define the conditional probability of the random variable j ∈ G i given clause i as
where Z is a normalizing factor and U(x j ) is an energy function defined by
Here, α is our temperature and k > 0. The energy function ensures that variables with low break counts are assigned high probabilities. Pick a variable j by sampling from this distribution. (iii) Flip the state of variable j. Figure 4 presents McSAT, the MC algorithm based on this procedure. Every iteration of this algorithm computes a probability distribution over variables, samples from it and flips that variable. This is equivalent to sampling the next state from a transition probability distribution over states. The procedure used to calculate these probabilities results in the steady-state distribution over states that has significant peaks at the goal states. We present the empirical probability distribution over states (the binary assignment x converted to base-10) when the algorithm is allowed to run for 1 million iterations without the termination condition for a random 3-CNF problem in figure 3 . We observe that the steady-state distribution over states indeed has significant peaks at the states that satisfy this problem. Note that, in the case of SAT, any solution that satisfies all clauses is acceptable. Thus, as long as the MC algorithm produces such a solution, there is no effect on the application's output quality.
(b) Low-density parity-check decoding LDPC codes are linear block codes characterized by sparse parity check matrices. An (N, M) linear block code has a codeword of length N with M parity check bits. It is specified by its parity check matrix H and a generator matrix G. H has the property that Hc = 0, where c is a valid codeword. G is used to encode a message u into a codeword c = Gu T . This process is called source encoding.
Once the message has been encoded, the codeword is sent from the transmitter to the receiver over a noisy channel. Source decoding is performed at the receiver by computing the syndrome s given by s = Hz, where H is the parity check matrix of the code that was used. If z differs from c due to channel noise, the result will be a non-zero vector. Thus, when s = 0, an error has been detected and error correction will have to be performed. If, on the other hand, s = 0, the received codeword is believed to be valid, and the message can be extracted from it by looking at the appropriate bits.
In an MC setting, the assignment of the N bits in the received vector can be considered a state. An assignment for which s = 0 is a goal state. Our objective is to construct an MC that has a steadystate distribution over states with peaks at the goal states. To do that, we construct a transition probability function that is based on the weighted bit flip (WBF) algorithm [19] -one of the several algorithms for decoding LDPC codes. We place the restriction that the algorithm can only transition to a state that differs in the assignment of a single bit. Thus, transition probabilities to other states become equivalent to probabilities of different bits in the present state being flipped. Before we introduce our procedure for calculating the probabilities of different bits being flipped and sampling from their distribution, let us define some notation. Vectors c, x, y and z are indices by n and vector s by m. The element of matrix H at index (m, n) is referred to as h m,n . Also, it is important to keep in mind that row m of H represents the mth check and all the nonzero bits in that row correspond to the bits in the encoded message that participate in that check. We denote this set of codeword bits participating in the mth check as the neighbourhood system N (m) := {n : h m,n = 1}. Similarly, all parity checks in which bit-n participates are denoted by the neighbourhood system M(n) := {m : h m,n = 1}.
Using this notation, an MC algorithm is presented in figure 5 . We call this algorithm McWBF. In each iteration, the algorithm flips one bit in the received vector z. To decide which bit to flip, it first computes probabilities for each bit based on an energy function E n that depends on how many unsatisfied parity checks that particular bit appears in. It then computes a probability of flipping each bit based on the energy function and then samples from the probability distribution to choose a bit and flips it. The procedure used to calculate these probabilities results in a steadystate distribution over states that has significant peaks at the goal states. This, in turn, results in the recovery of a valid codeword.
(c) Sorting
Let us define S as the set of all permutations of the sequence (1, . . . , n) and let x = (x 1 , . . . , x n ) ∈ R n be a set of n elements unordered in magnitude. Sorting is simply the problem of finding a subset S 0 ⊆ S such that x c i ≤ x c i+1 for all c = (c 1 , . . . , c n ) ∈ S 0 . The naive way of solving this problem is to iterate over the set c n times, where in-place swaps c i ↔ c i+1 are performed if x c i > x c i+1 . We can construct an MC algorithm much similar, by defining a distribution that assigns high probability to indexes pointing to unordered elements, and low probability to indexes pointing to ordered elements. However, instead of iterating, we draw index samples from the distribution and swap according to the samples. As the probability of unordered elements is high, the swapping thereof is more likely and the procedure should converge to a solution. For the sorting problem, one possibility is to construct a Gibbs distribution as follows:
where is the normalization factor, β is the temperature of the distribution and δ[a] produces a one if proposition a is true and zero otherwise. Given this distribution, indexes are chosen with high probability if they relate to unordered elements and with low probability if not. Given this distribution, it is straightforward to construct the MC using the procedure in figure 6 .
(d) Clustering
In clustering, the objective is to group N observed data points (say x i 's) into multiple clusters based on some similarity between the data points. One method for performing clustering is by using a mixture model which assumes that the overall data were generated from a mixture of several distributions with each cluster representing the subset of the data that originated from the same distribution. Each such distribution generally has the same form F(θ k ) (say Gaussian) with different cluster parameters θ k . A particular distribution contributes to the overall distribution based on its weight π k (also called its mixing proportion).
The Dirichlet process mixture model (DPMM; figure 7 ) is one such mixture model that assumes specific priors over the cluster parameters and the mixing proportions [20] . A detailed discussion of the model can be found in [21] . Here, we briefly present the details and characteristics of this model that are relevant to understanding its use in clustering.
DPMM assumes that each data point x i has a corresponding hidden variable z i that represents the cluster that generated x i . Hence, z i takes a value k (that corresponds to a cluster number) with probability π k . The cluster parameters θ k are given a common prior distribution G(λ) with hyperparameter λ (equation (4.6) ). The distribution G(λ) is generally chosen to be the conjugate prior of the distribution F(θ k ). π (a vector of all π k ) is given a Griffiths-Engen-McClosky (GEM) prior π ∼ GEM(1, α) (equation (4.4)) [22] . The conditional distributions in the model are presented below.
An interesting characteristic of the DPMM is that it allows the model to have an infinite number of clusters a priori. However, any finite observed dataset would only contain a finite, but random, number of clusters. Once the data are observed, the number of clusters is inferred from the data using the Bayesian posterior inference framework. This allows the complexity of the model to grow as new data are observed, allowing future data to map to previously unseen clusters. The expected number of clusters grows logarithmically with the size of the dataset.
For clustering, our objective is to construct an MC algorithm that, in addition to inferring the number of clusters, also infers the values of the hidden variables z i corresponding to each data point x i . We can think of the assignments of the z i 's as a state. The goal state is an assignment that results in an acceptable clustering based on a clustering criterion such as m.s.e. A variety of inference methods based on Gibbs sampling (which is an MC sampling algorithm) have been proposed for inference in DPMM [23] . The collapsed Gibbs sampling algorithm (algorithm 3 in [23] ) is suitable for our use of DPMM for clustering as we are only interested in knowing the cluster assignments (z i 's) and not the actual cluster parameters (θ k 's). It is an iterative algorithm that in each iteration updates the values of z i for each data point one at a time. It does that by (i) removing x i from its present cluster, (ii) computing the conditional probability of x i belonging to each of the clusters present in that iteration and also to a potential new cluster, and (iii) samples from this distribution to obtain a cluster assignment for z i . Thus, the computation in each iteration fits into our model of calculating a probability distribution and sampling from it ( §3a).
As we used a dataset generated from Gaussian distributions in our evaluations, we assumed a Gaussian mixture model with F(θ k ) being a Gaussian distribution. In such a model, the conditional probabilities of x i 's belonging to different clusters are easy to compute (details in [21] ).
Methodology
In this section, we present the details of our methodology for evaluating the robustness of the MC implementations of the four applications discussed in §4. We first describe the exact implementations that were used for our evaluations (our code and data are available at https://github.com/biplabdeka/markov). Then we describe our fault model and the error injection methodology.
(a) Applications
For SAT, we compare two different implementations: McSAT as presented above, and an iterative version of DPLL which is a deterministic back-tracking algorithm for SAT [24] . DPLL, unlike McSAT, is a complete solver as it is able to convey to the user whether a given problem is unsatisfiable. Both SAT implementations were evaluated with randomly generated 3-CNF problem with 100 variables and 400 clauses. In addition, we further evaluated the robustness of McSAT using SAT-encoded problems from the following domains: graph colouring, planning and all interval series.
For sorting, we compare McSort as presented above with a baseline implementation of QuickSort. These were evaluated using a fully randomized sequence of integers in the range (1,1000). For LDPC decoding, we evaluated the robustness of the McWBF decoding algorithm. We used randomly generated messages that were encoded and decoded using a Gallager (273,82) LDPC code. We used DPMM for clustering and used a collapsed Gibbs sampler for inference. We used code for the collapsed Gibbs sampler that is available at https://github.com/ jacobeisenstein/DPMM. The dataset used for clustering consisted of 200 two-dimensional data points generated from a mixture of five Gaussian distributions. Accordingly, the DPMM model assumed the data to be a mixture of Gaussian distributions. The Gibbs sampling algorithm was run for 25 iterations and the m.s.e. of the clustering assignment was used as the quality metric.
(b) Fault model and error injection methodology
The fault model assumed in our evaluations is shown in figure 8 . We consider faults that manifest themselves as errors in the transition probability calculation and sampling in each iteration. We assume that memory is fault-free and so are the other parts of the computation (loop iteration, termination checking and state update). This is a reasonable model to work with as the transition probability calculation and sampling constitute the bulk of the computation in each iteration for our applications. As such, other parts of the computation can be made robust using redundancybased techniques. We perform error injections at the algorithmic level based on the above model. The worst effect of a fault in the transition probability calculation or in sampling in an iteration is to produce a different sample. Hence, in our injection experiments, we modify the source code to corrupt the sample produced in each iteration with a given error rate. The corrupted sample is assigned a random sample in the state space.
In McSAT, the objective of each iteration is to find a suitable variable to flip. In our error injections, we randomly assign a variable to be flipped (instead of the one selected by the algorithm) at the end of an iteration with a particular error rate. To make as fair a comparison as possible, we inject the same type of error in DPLL. Similar to McSAT, in McWBF, the algorithm selects a bit to flip in the received signal vector in each iteration. We corrupt the result of a particular iteration by selecting a random bit to be flipped. The number of such iterations is again governed by the fault rate. For sorting, we inject errors by randomly choosing elements to swap at the end of an iteration with a particular error rate, instead of the choices made by the algorithms. For clustering, in each iteration, when new cluster assignments are being computed for each of the data points, we assign the data points to one of the existing clusters or to a new cluster randomly.
Results
The results of the algorithmic error injections for McSAT are shown in figure 9 . McSAT is a randomized algorithm and as such it has a variable runtime even without errors. We show the distribution of runtimes (in terms of the number of iterations) at different error rates. We observe that the algorithm produces acceptable runtimes even at fault rates as high as 10 or 20% (the median runtime is still within the 75th percentile mark for the error-free case). In addition, the results also exhibit a gradual degradation in runtime as error rates increase. In comparison, the deterministic algorithm, DPLL, does not show similar robustness to errors. Figure 9 also presents the fraction of runs where DPLL produced correct outputs, incorrect outputs or simply crashed. While DPLL manages to produce correct results in some cases, it either returns an incorrect result (fails) or crashes (unknowns) in the majority of situations.
In order to verify that the observed robustness is not an artefact of a particular input, we repeated our experiments for McSAT with other inputs. We specifically consider SAT-encoded problems from the following domains: graph colouring, planning, all interval series and logistics. All input files were taken from the SATLIB benchmark suite [25] . Results presented in figure 10 show that McSAT displays significant robustness across all inputs.
The results of the algorithmic error injections for McSort are shown in figure 11 . McSort also shows acceptable runtimes in the presence of errors with high error rates and shows gradual degradation of results as error rates increase. By contrast, the deterministic algorithm, QuickSort, does not always produce correct outputs in the presence of errors. The results of the algorithmic error injections in LDPC decoding using McWBF are shown in figure 12 . Similar to McSAT and McSort, LDPC decoding shows acceptable runtimes even in the presence of errors with high error rates and shows gradual degradation in runtime as error rates are increased. Figure 12b shows the bit error rate (BER) performance of the algorithm at different error rates. We observe that at error rates of 0.1 or 1%, the BER performance remains unchanged. At higher error rates, there is a gradual degradation in BER performance. Figure 13 shows the effect of errors on clustering using a DPMM model and Gibbs sampling. At 0.1% error rate, the clustering is still performed correctly. However, at 1% error rate, we observe a few samples that are clustered incorrectly. Thus, errors have an effect on the output quality in this case. Figure 13d shows the m.s.e. of training data points from the inferred cluster centroids as number of iterations increase for different error rates. We observe that errors do not effect the runtime. In each case, the algorithm produces a cluster with the minimum m.s.e. possible for that particular error rate in about the same number of iterations. However, in terms of the minimum m.s.e. achieved (a measure of output quality), there is a gradual degradation with increasing error rates. 
Discussion and future work
Our results presented in §6 show that MC algorithms can produce acceptable results even in the presence of errors at high error rates. In order to demonstrate the feasibility of using such algorithms as a template for building low-power systems using unreliable post CMOS devices, future work will focus on hardware implementations of MC algorithms for specific applications. These would include applications such as neural spike sorting [26] and stereo matching [27] for which MC sampling algorithms exist, but have not been implemented in hardware. Using finegrained fault injection experiments, the robustness of these implementations to errors created by different hardware faults would be evaluated. In addition to robustness, such hardware implementations would also enable us to determine the potential for exploiting different sampling level parallelism strategies [4] for increased performance. Recent work has shown that systems built from intentionally stochastic digital hardware can indeed leverage significant parallelism inherent in Bayesian inference applications [28] . We believe such hardware building blocks could be used to implement MC algorithms and could also potentially exploit significant parallelism.
Hardware implementations would also enable us to determine the potential energy savings that can be achieved by different techniques that trade off robustness for energy benefits. This includes techniques such as function under-design and voltage overscaling. In order to appreciate how much energy savings can be achieved from such an approach, let us assume that we operate at a 14% error rate at the hardware level. In the worst case, where none of these faults get masked, this would lead to a 14% error rate at the algorithm level which we showed is acceptable for applications such as SAT and LDPC decoding. From the voltage-error model presented in [5] , this translates to operation at 70% of the nominal voltage leading to operation at 0. of the nominal energy. Energy savings may be possible in non-voltage-overscaling scenarios as well. For example, the high robustness of certain hardware blocks may mean that they could be implemented using low-power, inherently unreliable technologies. Similarly, it may be possible to implement several datapath blocks at reduced precision with minimal effect on the quality of output. Recent work on intentionally stochastic digital hardware also demonstrates that such hardware is robust to errors due to reduced precision of hardware [28] . We believe that MC algorithms implemented using such hardware building blocks could also exhibit additional robustness to errors due to hardware faults.
In the longer term, our research goals are to (i) evaluate the robustness of MC algorithms not just at the algorithmic level but also the robustness of their hardware and software implementations, (ii) cast applications that are generally not implemented as MC algorithms as MC-based implementations to achieve better robustness, and (iii) develop a general execution model and programmable platform that would allow the robust execution of a variety of MCbased implementations on the same low-power system. Another interesting area of research could be to establish a rigorous theoretical framework for understanding and evaluating the robustness of MC algorithms.
Conclusion
Based on the insight that MCs can be tolerant to errors in transition probabilities, we investigated building robust applications by implementing them as MC algorithms. Several applications already have MC implementations, whereas others can be converted to MCs. To demonstrate the process, we implemented four applications-SAT, LDPC decoding, sorting and clusteringas MCs and evaluated their robustness using algorithmic fault injections. We demonstrated that these applications, when cast as MCs, are significantly more robust than their deterministic implementation. In fact, these algorithms were evaluated at transition error rates as high as 10-20%. Even at such high error rates, MC algorithms produced acceptable results in terms of runtime and output quality. Also, these algorithms showed gradual degradation in runtime or output quality with increasing error rates. Based on these results and on the generality of MC algorithms, we make a case for using MC algorithms as a template for implementing applications on future robust, low-power hardware. Funding statement. This work was supported in part by Systems on Nanoscale Information Fabrics, one of the six SRC STARnet Centres, sponsored by MARCO and DARPA.
