Constraints on binocular matching were investigated by comparing the thresholds for interocular correlation in random element displays for human and model observers, with element density manipulated as a parameter. The models consisted of ideal decision rules operating on the entire stimulus, only on the edges in the stimulus, or only on the sparse minority elements in the stimulus. The results indicate that the human visual system selectively attends to the stimulus edges or to the sparse elements under most circumstances. Efficiencies (human or model) were highest at very low element densities (ϳ20%) and decreased with increasing element density with a log-log slope of Ϫ0.5, indicating that dynamic random element stereograms at the traditional 50% element density are vastly undersampled.
INTRODUCTION
Intuitively, it would seem that a great deal of monocular visual processing precedes stereoscopic processing. As pointed out by Bishop, 1 the fact that the binocular visual world does not seem appreciably more complex than the monocular one has, in the past, led many to assume that monocular forms are first processed and then stereopsis is used to compute the depth of these forms. It followed, then, that a complete understanding of binocular vision must await a complete understanding of monocular vision.
With the advent of the random element stereogram, 2, 3 however, this assumption was overturned. It became clear that stereopsis-quite possibly the most complex and useful facet of binocular vision-could occur in the absence of monocularly recognizable forms and therefore did not require as much sophistication in the monocular input pathways as had previously been assumed. What followed were over three decades of productive investigation (at the levels of physiology, psychophysics, and modeling) into the manner in which stereopsis could occur in the absence of such sophisticated monocular feats as object delineation or the detection of complex features. An ironic lesson that arose from the modeling investigations was that recovering a disparity map from a random element stereogram was a relatively easy task compared with recovering a disparity map from a naturalistic scene. For operation on a more general set of input, however, some monocular filtering was needed. It thus became clear that in binocular vision, we are by no means excused from having to understand the monocular ministrations performed on the visual world before the site of binocular combination. Rather, an understanding of how the monocular filtering influences the mechanisms of stereopsis is central to the understanding of stereopsis itself.
In this study we wished to reveal some of the relevant properties of the monocular filtering operations by comparing the performance of human observers with that of model observers that combined ideal decision rules with various simple monocular filtering properties. Thresholds for the detection of interocular correlation 4 were measured by use of dynamic random element displays at various element densities. By comparing the behavior of the human and the model observers as a function of element density (by means of a measure such as efficiency), we can make inferences about monocular filtering properties, such as sampling density and edge enhancement, present in the human observers. Note that these simplistic models are not meant to be isomorphic with binocular visual processing but rather illustrate the behavior of an ideal decision rule attending to various aspects of the stimuli.
57.3 cm. The haploscope was adjusted such that the subjects' convergence was appropriate for the viewing distance. 5 The display was an Apple 13-in color monitor (operating in gray-scale mode), the gray scale of which was linearized with a custom color lookup table. Responses were collected by means of the keyboard. The haploscope was hooded and the room darkened such that only stimuli displayed on the experimental monitor were visible to the subjects.
C. Stimuli
The stimuli were dynamic random element stereograms comprising 12 independent 20 ϫ 20 element patterns presented at 66.7 Hz, yielding a 180-ms stimulus duration. Each half-image subtended 2 deg on a side (a total area of 4 deg 2 ), such that each element was 6 arcmin on a side. The dynamic random element stereograms were binary; an element could assume one of two values in any given stimulus. The Michelson contrast was jittered between 74% and 99% on a stimulus-to-stimulus basis. This was done to prevent the use of a maximumbinocular-contrast cue when the judgments were being made. Even though the stimuli were dynamic, it could be argued that the visual system might sum the luminances at each image point, resulting in a higher average contrast in more correlated stimuli. Jittering the contrast for each presentation prevents this possibility, and it is an innocuous precaution, as Cormack et al. 6 have shown correlation thresholds to be independent of contrast except at low stimulus contrasts.
The stimuli were presented against a dark surround. Between stimulus presentations, the luminance of the area in which the stimuli were presented was set midway between the maximum and the minimum stimulus luminance (60 cd/m 2 ). A 20-arcmin-square fixation mark was also present and was flanked vertically with nonius lines for the monitoring of fixation.
These stimuli obviously rely quite heavily on the generation of pseudorandom binary sequences. Thus the output of the system-supplied random number generator was improved with the Bays-Durham algorithm. 
D. Procedure
A two-alternative, forced-choice procedure was used; each trial consisted of two stimuli as described above, one of them being the signal interval. The events that composed a trial are shown schematically in Fig. 1 . A trial began with a warning tone presented 1 s before the first interval. A cue tone was then presented and was immediately followed by the first stimulus, which lasted 180 ms. This was followed by a 500-ms interstimulus interval, another cue tone, and the second stimulus interval. The subjects' task was to select the interval with the higher (nonzero) interocular correlation. Note that since the stimuli were dynamic, no luster cue was available. The subject responded following the second interval by pressing one of two response keys; a correct response was signaled by a tone (for the trial shown in Fig. 1, ' 'Interval 1'' would be the correct answer).
Within a condition (a given density), five levels of interocular correlation were used; the particular levels were selected on the basis of pilot data to span the psychometric function for that subject at that density. The levels of interocular correlation were blocked, and their order was randomized within blocks (method of constant stimuli). Ten blocks composed a run, and 15 such runs yielded the data for each condition from a subject.
The data were fitted with Weibull functions by minimizing 2 . Threshold estimates were made by computing the 75%-correct points from the best-fit functions.
E. Modeling
Three basic models were tested. These models were not meant to be isomorphic with the visual system. Rather, they are merely ideal decision rules operating on different aspects of the stimuli. Their value is that they are simple yet informative. If one of them mimics human performance, then it is likely that the human observer and the model are attending the same aspects of the stimulus. All of the models were simulated with the same stimulus-generation engine and psychophysical procedures (e.g., same number of trials) used to run the human subjects. As described in Appendix A, these models were also developed analytically on the basis of the binomial probabilities associated with the stimulus generation. The first model, the ''all-elements'' model, consisted of an ideal discriminator that tabulated the total number of matching element positions in the stimuli and always selected the interval yielding the greater number of matching positions as the signal interval.
The second model, the ''minority-elements'' model, consisted of an ideal discriminator that tabulated the total number of matching minority elements in the stimuli, ignoring elements of the majority color. Thus, for a sparse white-on-black stereogram, the model searched one halfimage until it encountered a white element, and then checked the corresponding position in the other halfimage and registered a match if one was found. It then selected the interval yielding the greater number of minority matches as the signal interval.
The third model, the ''edge'' model, was identical to the second except that it searched the stimuli for luminance edges rather than for minority elements. It is fairly obvious that this model behaves identically to the second at low dot densities. As we shall see below, the two models are also virtually equivalent at high densities.
RESULTS
Thresholds for the detection of interocular correlation as a function of element density for the two subjects are given in Fig. 2 . Density always refers to the incidence of minority elements. Thus there are two possible stimuli for every density, which we denote white-on-black and black-on-white. As can be seen from the figure, threshold initially decreases with increasing element density and then levels off at higher densities. For one observer (LKC), there is a subsequent decrease in the threshold at the highest density tested. There does not appear to be a distinct difference between the thresholds obtained from the black-on-white and the white-on-black stimuli; therefore these data will subsequently be shown averaged within subjects. Note that this comparison also serves as a control for the effects of mean luminance, which necessarily covaried with density.
What do these data tell us about human binocular matching? This question is perhaps best answered by comparing the performance of the human observer with that of an ideal discriminator that is basing judgments on different aspects of the stimuli.
Shown in Fig. 3 are the results from the modeling. The open squares show the performance of the allelements model, an ideal discriminator that tabulates the total number of matching element positions in the stimuli and always selects the interval yielding the greater number of matches as the signal interval.
The filled circles show the performance of the minorityelements model, an ideal discriminator that has access only to the minority elements; it tabulates the number of matching minority elements and again selects the interval yielding the greater number of matches as the signal interval. A discriminator that has access only to the contrast edges in the stimuli (that is, that has access only to the first derivative of the stimuli) performs in a virtually identical fashion, as shown by the half-filled squares.
A surprising aspect of the latter two models is that the correlation threshold is nonmonotonic with increasing density. This nonmonotonicity occurs because of a small difference between the behavior of the signal strength (the numerator of dЈ) and the noise level (denominator of dЈ) as density is increased. Both increase monotonically with increasing density; this result is intuitive. But the slight nonlinearity of both combine to create the curious inversion in their ratio, dЈ. The signal strength [proportional to D*(1 Ϫ D), where D is density; see Appendix A] grows almost linearly for low densities but rolls off slightly at high densities [as (1 Ϫ D) begins to depart significantly from unity]. There is a similar but positively accelerating nonlinearity in the expression for noise level. Thus the ratio between the signal and noise, dЈ, is nonmonotonic, which dictates that correlation values yielding constant dЈ (i.e., correlation thresholds) will be nonmonotonic, as well.
The efficiencies for the two observers were calculated by varying the number of elements given to the models at each density in order to equate the performance of the model with that of the human. The ratio of the number of elements required by the human and the model observers for equal performance was defined as the efficiency of the human relative to that model. These efficiencies are shown in Fig. 4 . The efficiencies of the human observer (LKC in the top panel and DDL in the bottom panel) are shown relative to both the all-elements model (open circles) and the minority elements model (half-filled squares). Perhaps the most striking aspect of these data is the fact that efficiencies are worst at the highest element density, indicating that displays of such high density are vastly undersampled. Moreover, human observers can easily outperform the all-elements model at lower densities, underscoring the fact that the strategy employed by this model is in no sense ''ideal'' at these densities. Fig. 2 . Correlation thresholds as a function of element density for human observers. Density always refers to the incidence of minority elements. Thus there are two possible stimuli for every density, which we denote white on black (white over black symbols) and black on white (black over white symbols). Thresholds can be described by a shallow U-shaped function with distinct threshold elevation occurring at densities below roughly 0.02. There does not appear to be a distinct difference between the thresholds obtained from the black-on-white and white-on-black stimuli. Error bars show ϩ1 standard error of the mean threshold. The open squares show the behavior of the all-elements model, whose threshold decreases as element density increases with a log-log slope of approximately Ϫ0.5. The circles and half-filled squares plot the results of the minorityelements and edges models, respectively. The behavior of these models is nonlinear and is much more reminiscent of the behavior of human observers. Error bars show ϩ1 standard error of the mean threshold. Fig. 4 . Efficiency of binocular matching as a function of element density for the two observers. Open circles show efficiency relative to the all-elements model, and the half-filled squares show efficiency relative to the minority-elements model. At lower densities the latter improves steadily as density decreases with a log-log slope of roughly Ϫ0.5, eventually reaching 30-40% at the lowest density tested. The overall efficiency, shown by the heavy solid curve, is defined as the efficiency relative to the best model at a particular density.
The heavy lines in Fig. 4 show the efficiency of the human observer relative to the model that is best at that density. Thus, it indicates the overall efficiency of the human observer. This overall efficiency decreases with increasing element density with a log-log slope of roughly Ϫ0.5. The best efficiencies are on the order of 40%, and these in good agreement with efficiencies typically reported for high-level visual discriminations, which are generally ϳ50%. 
DISCUSSION
The human data resemble the minority-elements model much more closely than they do the all-elements model. This is an indication that the binocular matching process emphasizes edges and that large homogeneous regions, even when of the same luminance in the two eyes, are not being attended to by the binocular visual system. The superior performance of human observers relative to an ideal discriminator attending to all image loci clearly invalidates this model for low densities. Rather, the visual system is able to attend selectively to luminance edges in the stimulus in order to optimize its performance.
The human data are not, however, merely a shifted version of the minority-elements model. This is easily seen by noting the fact that efficiency is not constant as a function of density; efficiency declines with increasing element density. From this, two things can be concluded. First, observers are not merely using a constant fraction of the stimulus elements. This would imply sparse but efficient sampling and would result in a constant efficiency. Second, observers are not using a small, fixed number of samples, which would result in a decline of efficiency with a slope of Ϫ1. Thus it is likely that the effective spatial sampling rate of the binocular visual system is sparse and that the use of the samples is inefficient. One ramification is that typical stereograms of 50% element density (and small element size) are grossly undersampled at the level of binocular combination. Using a disparity discrimination task, Harris and Parker 9 also reported that efficiencies fell as dot density increased (that is, when they increased the number of dots while holding stimulus size constant). In fact, when their data are replotted on logarithmic coordinates, their efficiencies fall off with a slope between Ϫ1 and zero (Ϫ0.38 for observer JMH). Since our study and that of Harris and Parker required different tasks of the observers yet found compatible results, it seems that sparse and inefficient sampling is a general feature of the binocular visual system. However, Harris and Parker also showed that when the number of dots was large, observers behaved as if using a relatively small, constant number of samples. Considering the results together, we can speculate that the visual system samples the entire stimulus (albeit sparsely and inefficiently) to do binocular matching but uses only the information near a depth discontinuity to do disparity discrimination.
It is also clear from these data that care should be taken when one is comparing the results of studies that use stereograms of different densities. The relationship that we have established between density and binocular matching can be used as a guide for making such comparisons. For example, much of the apparent conflict between the efficiencies found by Harris and Parker 9 and by Cormack et al. 10 can be attributed to the higher element densities used in the latter study rather than to the tasks used (correlation detection versus disparity discrimination) or the level of binocular processing emphasized (binocular combination versus depth encoding).
Finally, it should be noted that neither of the front-end/ discriminator combinations functions as an ideal overall strategy. In fact, on a linear density axis, each performs better than the other over half of the stimulus regime; the all-elements model yields superior performance between 0.275 and 0.5, and the minority-elements model yields superior performance below 0.275.
APPENDIX A
In this appendix the expressions for the interocular correlation threshold are derived from the binomial probabilities that define the stimuli. This is done for both the case in which the observer attends to all element positions of the stimuli (i.e., both dark and light elements) and the case in which the observer attends only to the minority elements. It is also shown that, as indicated by the simulations, the latter case is equivalent to the case in which the observer attends only to edges in the stimulus.
In all cases the following definition of dЈ will be used to derive correlation thresholds:
where E denotes the expected number of matches, denotes the associated variance, and the s and n subscripts denote the signal and the noise intervals, respectively. Since the stimuli are based on binomial probabilities,
where N is the number of stimulus elements (in one halfimage) and p is the probability of a match occurring at an individual element. Combining Eqs. (A1) and (A2) gives
The next step is to express the probabilities of a match occurring in a signal or a noise interval, p s or p n , in terms of the element density, denoted D (0 р D р 0.5; for simplicity, only white-on-black will be considered, which is equivalent to 0.5 р D р 1.0 by the symmetry of the situation), and the interocular correlation is denoted C (0 р C р 1.0). These expressions will be derived from the definitions of density and interocular correlation in the stimulus-generation algorithm. The stimulusgeneration algorithm is shown in the following pseudocode [in which rnd() produces a uniform random number between 0 and 1]:
The associated probabilities for p s (in which C varies) and p n (in which C ϭ 0) depend on the case being considered.
All Elements
For the all-elements case,
At this point, Eqs. (A4) and (A5) can be substituted into Eq. (A3), which results in a long expression for dЈ in terms of C, D, and N (the latter being a constant for our present purposes). Correlation thresholds can then be derived by one of two methods. The first method is numerical; for each density, D, of interest, we can vary C to find the value at which the expression is equal to a threshold value of dЈ Ϯ e (which we take to be 0.95 Ϯ 1.0 ϫ 10 Ϫ6 , equivalent to 75%-correct performance). The filled squares in Fig. 5 show the resulting correlation thresholds as a function of the stimulus density.
The second method is analytical; we can take the expression for dЈ in terms of C, D, and N, solve it for C, and set dЈ to a constant threshold value of 0.95.
On substitution, the numerator of Eq. (A3), dЈ(num), is simply
The denominator of Eq. (A3) becomes somewhat unwieldy, but a few approximations render it a bit more tractable. First, it can be noted that
Although this is not obvious from the expansions of the left-and right-hand sides, it is an accurate numerical approximation; Eq. (A3) then becomes
Next, it can be noted that
Again, this is not obvious from the expansion of p n (1 Ϫ p n ) but is numerically accurate. Finally, combining Eqs. (A7) and (A8) gives
The filled circles in Fig. 5 show correlation threshold as a function of density as given by Eq. (A10). It is clear from this plot that the simplicity of Eq. (A10) excuses the small degree to which it departs from the numerical solution.
Minority Elements
For the minority-elements case Since Eq. (A13) is quite a bit more manageable than the corresponding expression for the all-elements case, the analytical solution can be derived without approximations.
Squaring and rearranging Eq. (A13) gives
which is quadratic in C. Since C is constrained to be positive, only one of the roots is valid, viz., which is shown by the open circles in Fig. 5 . Although cumbersome, it is in good agreement with both the numerical solutions and the simulations. Both the analytical and the numerical solutions do, however, underestimate threshold at very low densities, owing to the violation of the Gaussian assumption implicit in the use of dЈ as an index of discriminability.
Minority Elements versus Edges
To show the similarity of the minority-elements and the edges models, we need not show an equivalence between the expressions for dЈ or correlation threshold. It is sufficient to show that the amount of information available to be matched is the same in the two cases. That is, what needs to be shown is that the number of minority elements and effective edges in the stimuli is approximately the same at all densities. At low densities it is rather intuitive that an observer responding to the luminance edges in the stimulus would behave identically to an observer responding to the minority elements. At low densities there is very little chance of a spurious match occurring, and there is essentially no chance that minority elements will appear in adjacent loci. Although there will be twice as many matching edges as minority elements (in the simple one-dimensional case), half of the edges convey redundant information; every leftward edge is accompanied by a rightward edge that carries no new information. The effective number of edges is thus essentially equal to the expected number of minority elements, E m , where
At high densities the similarity between the two cases is somewhat less obvious. To calculate the number of effective edges, we can divide the minority elements into three types: those that are isolated, those that are flanked by another minority element, and those that are surrounded by two minority elements. These occur with probabilities p(I), p(F), and p(S), respectively, where 
These should, and do, sum to D, the probability of a minority element occurring. The expected number of edges, E e , is E e ϭ N͓2p͑I͒ ϩ p͑F͔͒.
But, as noted above, half of the 2p(I) edges are redundant, so the expected number of effective edges, E e Ј, is
So, although Eqs. (A16) and (A19) are not identical, they are virtually identical numerically for all but densities very near 0.5. Even then the discrepancy is not substantial, especially when one considers that correlation threshold is directly proportional not to the number of entities (elements or edges) available to match but to its square root.
