Abstract We present the product formula for complex multiple Wiener-Itô integrals. As applications, we show theÜstünel-Zakai independent criterion, the Nourdin-Rosiński asymptotic moment-independent criterion and joint convergence criterion for complex multiple Wiener-Itô integrals.
Introduction
The product formula of the real multiple Wiener-Itô integrals is well known. Using this formula there are many interesting findings such as theÜstünel-Zakai independent criterion [8, 15] for two multiple Wiener-Itô integrals, the Nourdin-Rosiński asymptotic moment-independent criterion between blocks consisting of multiple Wiener-Itô integrals [10] and the forth moment theorem (or say: Nualart-Peccati criterion) of a normalized sequence of real multiple Wiener-Itô integrals in a fixed Wiener chaos [9, 12] .
Both the real multiple Wiener-Itô integrals and the complex multiple Wiener-Itô integrals (please refer to [7] or see Section 2 below) were established by Itô K. almost at the same time [6, 7] . However, the product formula of complex multiple WienerItô integrals is still unknown up to now as far as we know. The principle aim of this paper is to answer this question (see Theorem 3.3) . As applications, we will show theÜstünel-Zakai independent criterion, i.e., a necessary and sufficient condition on the pair of kernels (f, g) is derived under which the complex multiple WienerItô integrals I a,b (f ), I c,d (g) are independent (see Theorem 4.2). We will also show the Nourdin-Rosiński asymptotic moment-independent criterion and joint convergence criterion for d-dimensional vectors consisting of complex multiple Wiener-Itô integrals (see Theorem 5.2, Corollary 5.3).
Preliminaries
In this section, for the reader's convenience, we shortly recall the theory of the complex multiple Wiener-Itô integrals of Itô [7] . Consider the triple (A, A, µ), the measure µ is positive, σ-finite and non-atomic. The complex Hilbert space H = L 2 (A, A, µ) is separable. A complex Gaussian random measure over (A, A), with control µ, is a centered complex Gaussian family of the type
such that, for every B, C ∈ A with finite measure,
Notation 1. For a fixed (p, q), suppose that f ∈ H ⊗(p+q) .f is the symmetrization of f in the sense of Itô [7] :
where π and σ run over all permutations of (1, . . . , p) and (p + 1, . . . , p + q) respectively. From now on, denote by
the space of square integrable and symmetric on A p+q in the above sense. Notice that (2.1) is different to the ordinary symmetrization of f in the theory of the real multiple integrals which is given bŷ
where π runs over all permutations of (1, . . . , p + q).
We have clearly (see (5.2) of [7] ) 
Clearly, the above integral satisfies that
where · and ·, · are the norm and inner product on H ⊗(p+q) . Since S pq is dense in H ⊗(p+q) , one can extend the integral to any f ∈ H ⊗(p+q) by taking the limit, i.e.,
where f n ∈ S pq such that f n → f in H ⊗(p+q) , and the definition is independent of the choice of the sequence {f n }. In addition, (2.6-2.8) are still valid to any f, g ∈ H ⊗(p+q) . From the above definition, we can obtain the following lemma easily which will be used several times in the present paper. 
Proof. (i) (2.11) is the consequence of the hypercontractivity of the nonsymmetric Ornstein-Uhlenbeck semigroup [1] .
(ii) Along the same line as (ii) of [10, Lemma 2.1] for the case of real multiple integrals, we can show that (2.12) holds.
3 The product formula of complex multiple WienerItô integrals
, the contraction of (i, j) indices of the two functions is given by
by convention, f ⊗ 0,0 g = f ⊗ g denotes the tensor product of f and g. We write f⊗ p,q g for the symmetrization of f ⊗ p,q g. In what follows, we use the convention
The following lemma is the start point of the product formula for complex multiple Wiener-Itô integrals.
⊙p ⊗ H ⊙q be a symmetric function and let
14) 
and m, n ∈ N. When ρ = 2, we will often write J m,n (z) instead of J m,n (z, ρ).
It follows from the generating function of the complex Hermite polynomials [2, 7] that the product formula for complex Hermite polynomials is given by
where z ∈ C. The above equality gives a heuristic answer to the product formula for complex multiple Wiener-Itô integrals. 
Proof. Similar to the proof of the product formula of the real multiple integral [11] , we show ( 
where g 1 ∈ H ⊙c−1 ⊗ H ⊙d and g 2 ∈ H. It follows from (3.14) that
Thus by the induction hypothesis and (3.14), we have
Using combinatorial considerations, some tedious manipulation yields that The following product formula which is a direct corollary of Lemma 2.2 and Theorem 3.3, will be used later. 
where h is the reversed complex conjugate of g (see Notation 2) , and 
(g) and h be the reversed complex conjugate of g. Then
As a consequence, the squares of the absolute values of complex multiple Wiener-Itô integrals are non-negatively correlated.
Proof. We divide the proof into three steps. Let m = a + b + c + d. First, it follows from Corollary 3.4, the orthogonal property and Itô's isometry of the multiple Wiener-Itô integrals that
Second, we claim that
Let π (σ resp.) be a permutation of the set {1, . . . , a + d} ({1, . . . , b + c} resp.). Denote π 0 , σ 0 the identity permutations. We write π ∼ i π 0 (σ ∼ i σ 0 resp.) if the set {π(1), . . . , π(a)} ∩ {1, . . . , a} ({σ(1), . . . , π(b)} ∩ {1, . . . , b} resp.) contains exactly i elements [12] . Then we have that (ii)⇒ (i): We divide the proof into four steps along the same line as the proof for the real multiple integrals [8] .
Third, note that when
First, let {e n } be any orthonormal basis in H and z i = A e i (a)M(da), then Itô shows that [2, 7] I p,q (e
where
Second, let H f , G f respectively denote the Hilbert subspace in H spanned by all functions
where t ∈ A and h ∈ H ⊗(a+b−1) . Similarly we define H g , G g in terms of g. Denote by
i.e., H f and G g are orthogonal.
Third, let {ϕ n } ({ψ n } resp.) be an orthonormal basis for the Hilbert subspace in
. Since the tensor products ϕ i 1 ⊗· · ·⊗ϕ ia ⊗ ϕ j 1 ⊗ · · · ⊗φ j b form an orthonormal basis in H ⊗a ⊗ G f ⊗b , it follows from monotonic class theorem [4, 5] that f (and g) can be decomposed as
Forth, we claim that F, G are independent. In fact, we write ξ i = A ϕ i (a)M(da) and η j = A ψ j M(da) for all i and j. Then the Cramér-Wold theorem implies that the entire sequences {ξ i } and {η j } are independent [8] . It follows from (4.21) that (i) the random variables (F i,n ) 1≤i≤d are asymptotically moment-independent;
where h j,n is the reversed complex conjugate of f j,n .
Proof. Denote I p (u) be the p-th real multiple Wiener-Itô integrals of u. Suppose that F i,n = U i,n + √ −1V i,n . It follows from Theorem 3.3 of [3] that there exists
, both the real part and the imagine part of F i,n are real multiple Wiener-Itô integrals. Thus, it follows from Theorem 3.4 and Remark 3.5 of [10] that the random vectors (U i,n , V i,n ), i = 1, . . . , d being asymptotically moment-independent, i.e., for any sequence (l 1 , . . . , l d ) and
is equivalent to that lim n→∞ Cov(|F i,n | 2 , |F j,n | 2 ) = 0 for every i = j. It is easy to check that (5.22) is equivalent to (5.24). Thus, (i) is equivalent to (ii). Using (2.3), it follows from Lemma 4.1 that (ii) is equivalent to (iii). Remark 3. In the above condition (iv), we do not assume that the laws of both the real part and the imagine part of η i are determined by their moments. This is the difference between Corollary 5.3 and Corollary 3.6 of [10] .
Proof. Note that Theorem 3 of [13] still holds for probability measures on C d . Precisely stated, if each of d coordinate projections P i (µ) of a probability measure µ on C d is uniquely determined by its moments sequence, then the measure µ is also uniquely determined by its moments. Together with Proposition 2.3 (2), we can show the desired conclusion by means of modifying the proof of Corollary 3.6 of [10] slightly.
In analogy with the characterization of moment-independence of limits of real multiple Wiener-Itô integrals [10, Theorem 3.1], we can deduce the following corollary for complex multiple Wiener-Itô integrals from the above proof. (β) lim n→∞ Cov(|F i,n | 2 , |F j,n | 2 ) = 0 for every i = j.
Moreover, if condition (iv) of Corollary 5.3 is satisfied, then (α) is equivalent to that
(γ) The random variables (η i ) 1≤i≤d are independent.
