Abstract. We prove a functional central limit theorem for modulus trimmed i.i.d. variables in the domain of attraction of a nonnormal stable law. In contrast to the corresponding result under ordinary trimming, our CLT contains a random centering factor which is inevitable in the nonsymmetric case. The proof is based on the weak convergence of a two-parameter process where one of the parameters is time and the second one is the fraction of truncation.
Introduction
Let X 1 , X 2 , . . . be independent, identically distributed random variables in the domain of attraction of a stable law G with parameter 0 < α < 2. That is, assume that the partial sums S n = ∑ n k=1 X k satisfy (1.1) (S n − b n )/a n d
−→ G
with suitable norming and centering sequences {a n }, {b n }. The necessary and sufficient condition for (1.1) is that F , the distribution function of X 1 , satisfies
where L is a function slowly varying at ∞ and p, q ≥ 0, p + q = 1. (See e.g. Feller [8] .) In contrast to the case of finite variances, the contribution of extreme terms in the partial sums S n is not negligible and dropping a single term can change the asymptotic behavior of the sum. Let X n,1 ≤ X n,2 ≤ . . . ≤ X n,n be the order statistics of (X 1 , X 2 , . . . , X n ) and put for d ≥ 1
For fixed d, Le Page, Woodrofe and Zinn [11] determined the asymptotic distribution of the trimmed sum S (d) n and Csörgő, Horváth and Mason [6] proved that under
, suitably centered and normalized, is asymptotically normal. These results give a remarkable picture on the partial sum behavior of i.i.d. sequences in the domain of attraction of a non-normal stable law. They show that the contribution of d n extreme terms under (1.5) already gives the stable limit distribution of the total partial sum S n and the contribution of the remaining elements will be an asymptotically normal variable with magnitude negligible compared with S n .
The previous results describe the effects of the extreme elements of an i.i.d. sample on their partial sum. Note, however, that other kinds of trimming lead to different phenomena.
If the distribution of X 1 is continuous, then |X 1 |, |X 2 |, . . . are different with probability 1, and thus (d) S n coincides with the usual modulus trimmed sum obtained by discarding from S n the d − 1 elements with the largest moduli. Griffin and Pruitt [9] showed that if X 1 has a symmetric distribution, then (dn) S n is asymptotically normal for any d n → ∞, d n /n → 0, but this is generally false in the nonsymmetric case. The purpose of this paper is to describe the asymptotic distribution of (dn) S n in the general case. Put H(t) = P (|X| ≥ t) and m(t) = EXI{|X| ≤ t}, 
where
and W is the Wiener process.
Theorem 1.1 shows that allowing a random centering factor, the modulus trimmed CLT holds for continuous i.i.d. variables under exactly the same conditions as under ordinary trimming. If F is not continuous, the sample (X 1 , . . . , X n ) may contain equal elements with positive probability; according to the definition in Griffin and Pruitt [9] , 'ties' between elements with equal moduli are broken according to the order in which the variables occur in (X 1 , . . . , X n ). But no matter how we break the ties, it may happen that from a set of sample elements with equal moduli some are discarded and others are not, which is rather unnatural from the statistical point of view, since trimming is mainly used to improve the performance of statistical procedures by removing large elements from the sample. The definition of (d) S n in (1.6) resolves this difficulty and leads to satisfactory asymptotic results in the general case. Theorem 1.1 enables one to give, among others, change point tests for heavy tailed processes, while the standard CUSUM test fails under infinite variances. A fairly precise characterization of the modulus trimmed CLT with nonrandom centering and norming factors was given in Berkes and Horváth [1] .
Under additional technical assumptions on the distribution function of X 1 and on the growth speed of d n , Theorem 1.1 was proved by Berkes et al. in [2] with a fairly complicated argument. The proof of Theorem 1.1 is much simpler and extends to dependent samples as well, as we will show in a subsequent paper. Let
Berkes et al. [2] showed that under the conditions of Theorem 1.1 we have that
and therefore Theorem 1.1 yields
where B(t) = W (t)−tW (1) denotes a Brownian bridge. Hence standard CUSUM techniques can be used to detect changes in the mean and/or location when in the case of variables without second moments, observations with modulus larger than η d,n are excluded from the sample.
Let
We will deduce (1.7) from the following two-dimensional limit theorem. 
where A n is defined by (1.8) and {W (x, y), x ≥ 0, y ≥ 0} is a two-parameter Wiener process.
Note that by Kiefer [10] we have
Since the limit process in Theorem 1.2 has continuous trajectories a.s., Billingsley [4] , p. 144-145 implies that 1
which is exactly the functional CLT in (1.7), since W (t, 1) is a Wiener process. Thus Theorem 1.1 is a consequence of Theorem 1.2.
Proof of Theorem 1.2
Given a process
and assume that for some γ > 0 This is a special case of a general tightness condition due to Bickel and Wichura, see [3] , Theorem 3.
As is shown in Csörgő et al. [7] , Proposition A.3, the conditions of Theorem 1.2 imply that H −1 (t) = t −1/α ℓ(t) (0 < t < 1), where ℓ is slowly varying at 0. Then by (1.8) we have
where a n ∼ b n means a n /b n → 1 as n → ∞. 
Proof. Assume first p ≥ 2, 0 < a < b < ∞. Clearly the left hand side of (2.3) equals
(Note that H is non-increasing and thus the left hand side of (2.5) is nonnegative.) Since H is regularly varying with exponent −α, we have
Thus using the uniform convergence theorem for regularly varying functions (see e.g. [5] , Theorem 1.5.2; note that we actually need the analogous result for regular variation at 0), we see that for n → ∞ we have, uniformly for all u in the interval of integration of the second integral in (2.5),
Thus the integral equals (2.6) (1 + o(1))
which yields the right hand side of (2.3) after a simple calculation, since p ̸ = α. If a = 0, then the upper limit in the integral on the right hand side of (2.5) and thus also in (2.6) becomes H(0) = 1 and by using Theorem 1.5.11 of [5] we get the right hand side of (2.3) with a = 0. In the case of (2.4), instead of the integral in (2.6) we get (2.7)
By Proposition 1.3.6(i) in [5] , p. 16 we have ℓ(u) = O(u −ε ) as u → 0 for any ε > 0 which shows that for α > 1 the integral
(u) du converges and thus the expression (2.7) is O(1).
Using the same estimate for ℓ(u) for α = 1 we get the second bound in (2.4).
Finally, for α < 1 Theorem 1.5.11 of [5] yields the first bound in (2.4), completing the proof of Lemma 2.2.
Proof of Theorem 1.2. Let Γ(t, s) denote the limit process in Theorem 1.2 and put
and
Clearly, Z is a centered normal r.v. and (2.8)
We claim that (2.9)
Since the processes U n and Γ are equal to 0 on the boundary of the first quadrant, we have
and the same relation holds for Γ. Thus (2.9) implies
for arbitrary real coefficients µ * m,j and this, by the Cramér-Wold device, implies the convergence of the finite-dimensional distributions in Theorem 1.2.
Relation (2.9) can be written equivalently as
Since the terms in the last sum are random variables with disjoint support, we get from Lemma 2.2
and similarly
Thus using d = d n → ∞ we get by a simple calculation
On the other hand, the previous asymptotics for Ez 2 k,n and the statement of Lemma 2.2 for
and thus by Minkowski's inequality
k,n . Thus (2.11) remains valid if we replace z k,n with z k,n − Ez k,n . Further by (2.2) and (2.8)
The last relation, together with (2.11), (2.12) and Ljapunov's CLT for triangular arrays, implies (2.10).
Next we prove tightness in Theorem 1.2. Consider two pairs of sets
In view of Lemma 2.1, it suffices to show that (2.13)
holds for each ij ∈ {12, 21} with some constant C > 0. Moreover, since U n (t, s) is constant on intervals k/n ≤ t < (k + 1)/n, by the last statement of Lemma 2.1 we may assume that nt, nt 1 and nt 2 are all integers. Using the independence of the X j 's, relation (2.2), Lemma 2.2 and the fact that the function x 2−α has a bounded derivative on [1/2, 3/2], we get
and C 1 , C 2 are positive constants. On the other hand,
where we put
Expanding the product expectation in (2.15), we get the sum of all expressions
By the independence of the X ν 's, the product expectation in (2.16) equals 0 if one of the i, j, k, ℓ differs from the other three. Thus it suffices to estimate the contribution of the terms where i, j, k, ℓ are pairwise equal, or all are equal. Assume first that i = j, k = ℓ and i ̸ = k; the other cases i = k, j = ℓ, i ̸ = j and i = ℓ, j = k, i ̸ = j can be handled similarly as the case i = j = k = ℓ below. Then X i and X k are independent, and thus using Lemma 2.2, the product expectation (2.16) becomes
The number of such pairs (i, k) is at most (nt − nt 1 ) 2 and thus dividing by A 4 n and using (2.2) we get that the contribution of such terms (2.16) is not greater than
Consider now the case i = j = k = ℓ. By the Cauchy-Schwarz inequality we have (m (1) ) 2 ≤ Eξ 2 , (m (2) ) 2 ≤ Eη 2 and thus the absolute value of the last sum is at most 7E(η 2 )E(ξ 2 ), which, apart from the coefficient, is exactly the third expression in (2.17), leading to the same estimate as there. The number of choices for i in (2.18) is nt − nt 1 ≤ (nt − nt 1 ) 2 , so for the contribution of all terms in (2.18) we get the same estimate as for (2.17), i.e. C 5 µ(B 11 )µ(B 12 ). Thus we proved (2.13) for B ij = B 12 and the proof of Theorem 1.2 is completed.
