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Abstract
In this work we generalize two aspects of Nielsen fixed point theory on the complement to Nielsen
coincidence theory. The first aspect concerns the location (under relative homotopies) of coincidence
points. It prepares the way for equivariant coincidence theory and the for second part. A minimum
theorem is forthcoming under the condition that the subspace can be by-passed. The second aspect
(the study of surplus periodic points on the complement) gives a parallel (but quite different) theory
when the subspace cannot be by-passed.
Other features of this work include a modified fundamental group approach which simplifies the
exposition. Secondly in addition to the usual Jiang condition it includes an analogue of it which
ensures that the Reidemeister and Nielsen numbers are the same when the Lefschetz number is
nonzero. Ó 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we generalize two aspects of relative fixed point theory to give the
corresponding concepts for relative Nielsen coincidence theory. Both aspects are clearly of
interest in their own right, but the first is also important in the development of equivariant
coincidence theory ([5,7] and [8]—see also Example 3.18 and the remarks following it).
Let f,g :X→ Y be maps, a coincidence of f and g is a point x ∈X such that f (x)=
g(x). Clearly coincidence theory generalizes fixed point theory for the case that X = Y ,
and g is the identity on X. If f,g :X→ Y are maps, where X and Y are closed oriented
manifolds of the same dimension, then a Nielsen number N(f,g) has been defined (i.e.,
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[15,1]), which is a lower bound for the number of coincidences of maps that are homotopic
to f and g. This bound is known to be sharp for certain classes of manifolds. As with fixed
point theory, if we put constraints on the maps involved then this can significantly alter the
lower bound. For example, if we consider relative maps f,g : (X,A)→ (Y,B), then the
minimum number of coincidences when we restrict to relative homotopies of f and g may
be significantly larger than N(f,g). A relative coincidence number has been introduced to
deal with this situation in [13] and [12] (it is denoted by Nrel(f, g) in these references, but
by N(f,g;X,A) here). In this work we generalize to coincidence theory two variations
of relative fixed point theory due to Zhao ([18] and [19]). We illustrate our considerations
with an example!
Example 1.1. Let X = S1 ⊂ C, be the unit sphere, and let A = {ekpi i/2 | k = 0,1,2,3}.
We define self maps f and g of (X,A) as follows. Define f on the interval [0,pi] by
f (eiθ )= e2iθ , and on [pi,2pi] by f (eiθ )= e−2iθ . Let g = f 2, the second iterate of f . There
are four coincidence points {ekpi i/3 | k = 0,2,3,4}, two in A, and two in the complement
X − A. Now N(f,g;X,A)= 2, however, as we shall see, any maps f1 ' f and g1 ' g
(relative homotopies) will have at least two coincidences on A and two on X−A.
The aim for both parts of this paper is to determine the minimum number M(f,g;
X−A) of coincidence points (under relative homotopies of f and g) on the complement
X−A. Since in the exampleM(f,g;X−A)= 4, andN(f,g;X,A)= 2 then this number
is seen at times to be inadequate. Also the number N(f,g;X,A) does not in general give
us the location of the coincidences. It turns out the appropriate way to study our question
depends on whether or not the subspaceA can be by-passed. Thus the division of the paper
into two parts is natural.
In the first part we have in view that the subspace can indeed be by-passed. We deal
here then with ordinary Nielsen coincidence classes, and define a Nielsen type number
N(f,g;X−A), that will detect which of the N(f,g) ordinary Nielsen classes lie entirely
in the complement, and none of whose representatives can be moved toA by homotopies of
f and g. As usual in Algebraic Topology the geometry is reflected in algebra. In this case it
is reflected in the algebra of Reidemeister classes. In the presence of Jiang type conditions
this enables us to make calculations. We prove a Minimum Theorem 3.23, which requires
that A satisfies the by-passing condition. This first part of the paper (and the new Jiang
type condition in Section 2) is based on part of the first author’s thesis [5].
When A cannot be by-passed the minimum theorem mentioned above does not hold. We
deal with this scenario, and in particular with Example 1.1, in the second part of the paper.
Note in Example 1.1 that all four points are in the same Nielsen class of f and g. This being
the case it should be clear that it is not enough to simply deal with ordinary Nielsen classes.
We define and study a new Nielsen type number SN(f, g;X−A) which uses surplus (and
nonsurplus) classes. These are a kind of local (and therefore finer) coincidence point class
defined on the subspace X − A. We show that SN(f, g;X − A) > N(f,g;X − A), and
that equality holds (and thus the two theories coincide) when A can be by-passed. We also
show that this number satisfies an appropriate Minimum Theorem 4.10.
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We have suggested that the questions raised in this paper are natural, and of interest in
their own right. However, for us an important additional motivation for the first part of
this paper is that it serves as preparation for work on equivariant coincidence theory ([7,8],
see also Example 3.18 which gives insight into how relative theory might be connected to
equivariant theory). In particular, we will want to use Jiang type theorems for calculations
there (cf. Theorem 3.12 and Corollary 3.14). Since this is a primary focus we have not
attempted to give the results in full generality. For example, we consider neither (a) the
semi-index of Jezierski (see [13]), nor do we (b) extend our consideration to manifolds
with boundary following the work of [4]. In fact, as shown in [5], in the latter case most
things described in this paper go through.
After the first author’s thesis was submitted [5], and the work on this paper substantially
completed, the paper [14] came to our attention. That paper sketches some of the results
of section three (for example, Theorems 3.9, 3.10 and 3.12). However, as preparation
for [8] the details in [14] are inadequate. For example, the result [14, Theorem 3.5],
that corresponds to our main computational Theorem 3.12, is wrong when the subspace
is not connected. This is because the shift defined in our Lemma 3.11 is missing—see
Example 3.13 for more details. In addition the applications of our new Jiang type condition
are absent from [14], there is no minimum theorem to indicate the status ofN(f,g;X−A)
as a lower bound, and there are no examples. Of course, [14] does not deal with the second
part of this work either.
Other features of this work include a modified fundamental group approach to
Reidemeister classes, and our exposition differs for that of [18] and [19] in that our section
three is designed to minimize the details needed for Section 4 (compare the proofs of
Theorems 3.23 and 4.10). The modified fundamental group approach has been used in
fixed point theory (see [9,10] etc), but not previously in coincidence theory. Contrary to the
comments in [11, p. 2] this approach has all the advantages of the covering space approach
in that we can discuss possibly empty classes (very necessary for this paper), but without
bringing in the machinery of covering spaces. This considerably simplifies the exposition.
The paper is divided as follows. Following this introduction we have in section two a
kind of review of ordinary coincidence theory and relative coincidence theory. We say a
kind of review, because parts of it are new, and we use the modified fundamental group
approach. In section three the theory of ordinary coincidence classes on the complement
are dealt with, while in section four we deal with surplus coincidence theory.
2. (Local) coincidence theory
In this section we rework and extend the concepts needed in the study of (local) Nielsen
coincidence theory for index. For the algebraic side we use an amended fundamental
group approach which parallels the approach for fixed point theory introduced in [9]. This
approach which assigns an index to the Reidemeister classes (as well as the geometric
classes) enable us to discuss possibly empty classes thus eliminating the supposed
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advantage of the covering space approach. Throughout the paper unless otherwise stated
the spaces X and Y will be compact closed oriented manifolds of the same dimension.
2.1. Nielsen coincidence classes
There are two sides to the theory: the algebraic and the geometric. The geometric portion
of the theory concerns itself with the Nielsen equivalence of coincidence points, and of
index of the resulting Nielsen classes. Let X and Y be manifolds of the same dimension,
and V ⊆ X an open subspace of X which has finitely many path components. Suppose
that f,g :V → Y are maps, we let ΦV (f,g) = {x ∈ V : f (x) = g(x)} denote the set
of geometric coincidences of f and g on V . We say that x, y ∈ ΦV (f,g) are Nielsen
equivalent provided that there is a path c from x to y in V such that f (c)' g(c) rel end
points. We write f (c)∼ g(c) for short. The set of equivalence classes thus generated are
denoted by Φ˜V (f, g). We call them the set of all geometric Nielsen coincidence classes
of f and g (on V ). When V = X we will omit the V and write ΦX(f,g) as Φ(f,g) etc.
Throughout the paper we will use designations such as [x]X, [x]V or simply [x] to denote
generic geometric Nielsen coincidence classes of f and g.
The next step is to assign an index to (some of) the geometric Nielsen classes [x] ∈
Φ˜V (f, g). The definition of the index of a Nielsen coincidence point class [x] is standard
when it is compact (see, for example, [15,1] or [17]). This compactness is automatic for
the two applications we have in mind namely (a) all (ordinary) Nielsen classes for the case
X is compact and V =X, and (b) the surplus coincidence point classes which occur when
X and A are compact and V =X−A (see Theorem 4.3). A compact class [x] on V or X
is said to be essential if its index is nonzero. The number N(f,g) denotes the number of
essential coincidences classes of f and g on X.
It is important in Nielsen theory that the numbers defined are homotopy invariants.
We introduce some notation here to accommodate this. Let H :h0 ' h1 :V × I → Y
be a homotopy, and c :a→ b a path in V . We define paths H(c) and H−1(c) in Y by
H(c)(t)=H(c(t), t), and H−1(c)(t)=H(c)(1− t), respectively. If x0 ∈ V , then H(x0)
will denote the path H(d), where d is the constant path at x0. If F :f ' f1 and G :g ' g1
are homotopies then we say that x ∈ ΦV (f,g) is F ,G related to x ′ ∈ΦV (f1, g1) if there
is a path δ :x→ x ′ in V such that F(δ)∼G(δ). This relation extends to coincidence point
classes.
Theorem 2.1 (See, for example, [1, Theorem 24, p. 81]). If [x] ∈ Φ˜V (f, g) is F ,G related
to [x ′] ∈ Φ˜V (f1, g1), then the index of [x] is equal to the index of [x ′]. Moreover if for [x]
as above there is no [x ′] ∈ Φ˜V (f1, g1) to which [x] is F ,G related, then the index of [x] is
zero.
2.2. Reidemeister classes, modified fundamental group approach
From now on in this section we assume that V = X, and that maps f,g :X→ Y are
given. In what follows we shall not distinguish between a path and its path class in the
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fundamental groupoid pi(X) (or pi(Y )). Thus c can denote both a path and a path class in
pi(X). In addition if h :X→ Y is a map, h(c) will denote either a path or class. If c :a→ b
is a path, then c−1 :b→ a is the path defined by c−1(t)= c(1− t).
We choose base points x0 ∈ X, y0 ∈ Y , but we do not assume that either f or g
is base point preserving. So we choose paths ω from y0 to f (x0) and µ from y0 to
g(x0). Using the paths ω and µ we define homomorphisms f ω∗ and g
µ∗ on pi1(X,x0) by
f ω∗ (α) = ωf (α)ω−1, and gµ∗ (α) = µg(α)µ−1. If y0 = f (x0), and ω is the constant path,
then we shall omit the ω and write f∗. The homomorphisms f ω∗ and g
µ∗ determine an
equivalence relation on pi1(Y, y0) (f ω∗ − gµ∗ congruence) defined by the rule that α ∼ β in
pi1(Y, y0) if and only if there exists γ ∈ pi1(X,x0)with α = gµ∗ (γ )βf ω∗ (γ−1). The resulting
classes are called Reidemeister classes. The Reidemeister class containing α is denoted by
[α]. The set of all Reidemeister classes is denoted by R(f ω∗ , gµ∗ ). The top part of the
diagram is an exact sequence of based sets,
pi1(X,x0)
g
µ∗ ·f−ω∗
θX
pi1(Y, yo)
j
θY
R(f ω∗ , gµ∗ )
θ˜Y
H1(X)
g∗−f∗
H1(Y )
ηY Coker(g∗ − f∗)
(1)
where the first function takes an element α to gµ∗ (α)f ω∗ (α−1), and the second places
an element β in it Reidemeister class [β]. Of course, θX and θY are Hureciwz
homomorphisms, and θ˜Y the induced function. If pi1(Y, y0) is abelian there is a canonical
group structure onR(f ω∗ , gµ∗ ), moreover in this case the entire diagram consists of groups
and homomorphisms, and the vertical functions are isomorphisms.
All the above constructions are independent of the choice of base point and path classes
in the sense that there exists bijections between the various Reidemeister sets (see [9] for
the fixed point case). For example:
Proposition 2.2. Let f , g, x0, y0, ω and µ be as above, and let µ1 and ω1 be other paths
from y0 to g(x0) and f (x0), respectively. Then there is a bijection
Ψ :R(f ω∗ , gµ∗ )→R(f ω1∗ , gµ1∗ )
defined by Ψ ([α])= [µ1µ−1αωω−11 ].
The cardinality #(R(f ω∗ , gµ∗ )) of R(f ω∗ , gµ∗ ) is called the Reidemeister number and is
denoted by R(f,g). From the above discussion, R(f,g) is independent of the choice of
base points x0 and y0, and of the paths ω and µ.
As an example if X = Y = S1, f and g are the standard maps of degree n and m, and ω
andµ are the constant paths at 0, then from the exact sequence aboveR(f ω∗ , gµ∗ )∼= Z|m−n| ,
so R(f,g)= |m− n|.
2.3. Relations between Reidemeister and Nielsen classes
In this subsection we define the relationship between geometric and Reidemeister
classes, we then define index for Reidemeister classes. This is the heart of the modifications
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of the fundamental group approach mentioned earlier. We then discuss computation and
introduce a new Jiang type condition to help in the calculation of N(f,g).
The following injective function establishes a relationship between the geometric and
Reidemeister classes. Define
ρ = ρω,µ : Φ˜(f, g)→R(f ω∗ , gµ∗ ),
on a class [x] by choosing a path c :x0→ x and defining ρ([x]) = [µg(c)f (c−1)ω−1].
The function ρ is well defined and is an injection. Thus
N(f,g)6R(f,g).
Generalizing the fixed point case in [9] we next define index of a Reidemeister class. Let
[α] ∈R(f ω∗ , gµ∗ ), we define
i[α] =
{0 if [α] /∈ Im(ρ),
ind([x]) if ρ([x])= [α]),
where ind is the index given in Section 2.1. All this is independent of the choices of x0,
y0, µ and ω in the sense that for different choices, the canonically defined bijections
between the Reidemeister sets commute with the ρ functions. For example, Ψρ = ρ in
Proposition 2.2 (see [9] for details of the fixed point case). It follows that these bijections
are index preserving.
If F :f ' f1 and G :g ' g1 are homotopies, then there is a bijection
Θ =ΘF,G :R(f ω∗ , gµ∗ )→R
(
f
ωF(x0)
1∗ , g
µG(x0)
1∗
)
.
defined by Θ([α])= [α].
Proposition 2.3. The functionΘ is index preserving.
Proof. We show that if [x] ∈ Φ˜(f, g) is F ,G related to [x]′ ∈ Φ˜(f1, g1), thenΘ(ρ([x]))=
ρ([x ′]). The result then follows from Theorem 2.1. Let δ :x→ x ′ be a path in X such that
F(δ)∼G(δ), and let c :x0→ x . Then cδ is a path from x0 to x ′. Note that
µG(x0)g1(cδ)f1(δ
−1c−1)F−1(x0)ω−1
= µG(x0)g1(c)g1(δ)f1(δ−1)f1(c−1)F (x0)ω−1
= µg(c)G(δ)F−1(δ)f (c−1)ω−1
= µg(c)f (c−1)ω−1.
So ρ([x ′])=Θ(ρ([x])) as required. 2
Thus in this modified fundamental group approach we essentially identify a geometric
class (empty or not) with its “coordinate” (including index).
Theorem 2.4. If F :f ' f1 and G :g ' g1 are homotopies, then N(f,g)=N(f1, g1).
Let M(f,g) be the number
M(f,g)=min #({Φ(f1, g1) | f ' f1, g ' g1}).
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Theorem 2.5. N(f,g)6M(f,g).
We can say more when the homotopies F and G above are self homotopies of f ,
respectively g. Define 〈F,G〉 ∈ pi1(Y, y0) to be ωF(x0)ω−1µG−1(x0)µ−1. Let
T (f ω∗ , g
µ∗ )=
{〈F,G〉 | F :f ' f, G :g ' g}⊆ pi1(Y, y0),
and let T˜ (f ω∗ , g
µ∗ ) be the image of T (f ω∗ , g
µ∗ ) under projection from pi1(Y, y0) to
R(f ω∗ , gµ∗ ). Then any two elements of T˜ (f ω∗ , gµ∗ ) are F,G related for some F andG, and
so have the same index. Let J (f ω∗ ) denote the subset of T (f ω∗ , g
µ∗ ) that has each G :g ' g
the constant homotopy, and let J˜ (f ω∗ ) denote the corresponding image inR(f ω∗ , gµ∗ ). Then
J˜ (f ω∗ )⊆ T˜ (f ω∗ , gµ∗ )⊆R(f ω∗ , gµ∗ ).
Definition 2.6. Let f,g :X→ Y be maps, we say that f and g are pseudo Jiang if gµ∗ is
onto and f ω∗ (pi1(Y, y0))⊆ J (f ω∗ ).
Recall that Y is a Jiang space if any α ∈ pi1(Y, y0) can be represented by a loop H(y0),
for some self homotopy H of the identity on Y . Note that if Y is a Jiang space this does
not imply that any two maps f and g into Y are pseudo Jiang, since gµ∗ might not be onto.
The essence of the proof of the first part of the next theorem, which is well known
(see [1]), is to observe when Y is a Jiang space that J (f ω∗ ) = pi1(Y ), so (1) J˜ (f ω∗ ) =
T˜ (f ω∗ , g
µ∗ )=R(f ω∗ , gµ∗ ), and that in this case pi1(Y ) is abelian, so (2) θ˜Y of diagram (1) is
a bijection. We use this in the proof of the second part of the next theorem which (together
with its illustration) is new.
From now on we will assume that Y is an orientable manifold (so that the Lefschetz
number L(f,g) is defined).
Theorem 2.7. If Y is a Jiang space, or if f and g are pseudo Jiang, then θ˜Y :R(f ω∗ , gµ∗ )
→ Coker(g∗ − f∗) is an isomorphism of groups and
N(f,g)=
{0 if L(f,g)= 0,
# Coker(g∗ − f∗) if L(f,g) 6= 0 .
For the definition of L(f,g) see, for example, [17].
Proof. The proof follows in parallel the two steps outlined just prior to the statement of the
theorem. For (1) it is sufficient to prove that for any α ∈ pi1(Y, y0), there is γ ∈ pi1(X,x0)
such that α ∼ f ω∗ (γ ). Since gµ∗ is onto, there is γ ∈ pi1(X,x0) such that gµ∗ (γ )= α. Now
α ∼ gµ∗ (γ−1)αf ω∗ (γ )= f ω∗ (γ ).
For (2) we give the proof in several steps.
Step I. For any α,β, γ ∈ pi1(Y, y0), αβγ ∼ βαγ . Note that f ω∗ (pi1(X,x0)) ⊆ J (f ω)
implies that f ω∗ (pi1(X,x0)) is abelian. Let α,β, γ ∈ pi1(Y, y0), since gµ∗ is onto, we can
choose a, b, r ∈ pi1(X,x0) such that gµ∗ (a)= α, gµ∗ (b)= β and gµ∗ (r)= γ . Then we have
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αβγ ∼ gµ∗
(
(abr)−1
)
(αβγ )f ω∗ (abr)= f ω∗ (abr)= f ω∗ (a)f ω∗ (b)f ω∗ (r)
= f ω∗ (b)f ω∗ (a)f ω∗ (r)= f ω∗ (bar)∼ gµ∗ (bar)f ω∗ (bar)f ω∗
(
(bar)−1
)
= gµ∗ (bar)= gµ∗ (b)gµ∗ (a)gµ∗ (r)= βαγ.
Step II. For any commutator [α,β] and any γ in pi1(Y, y0), [α,β]γ ∼ γ . By Step I,
[α,β]γ = αβ(α−1β−1γ )∼ βα(α−1β−1γ )= γ.
Step III. If θY (γ ) = θY (γ ′), then γ ∼ γ ′. In fact, in this case, γ ′γ−1 ∈ Ker θ , the
commutator subgroup. Therefore, γ ′ = [α1, β1] · · · [αk,βk]γ for some αi, βi . Repeating
Step II, we have γ ′ ∼ γ .
Finally we have Step IV. This ensures that different Reidemeister classes are taken to
distinct Reidemeister classes. Surjectivity is automatic.
Step IV. If η ◦ θY (β) = η ◦ θY (β ′), then β ∼ β ′. Assume η ◦ θY (β) = η ◦ θY (β ′). By
the definition of η, there is a c ∈ H1(X) such that θY (β ′) − θY (β) = g∗(c) − f∗(c).
Let c = θX(γ ), where γ ∈ pi1(X,x0), then g∗(c)= g∗(θX(γ ))= θY (gµ∗ (γ )) and f∗(c) =
θY (f
ω∗ (γ )). Hence, θY (β ′) = θY (β) + θY (gµ∗ (γ )) − θY (f ω∗ (γ )) = θY (gµ∗ (γ )βf ω∗ (γ−1)).
By Step III, β ′ ∼ gµ∗ (γ )βf ω∗ (γ−1)∼ β . 2
Example 2.8. Let T = S1×S1, and let a and b be paths in S1×0 and 0×S1, respectively,
which represent the generators in the fundamental group of T . We think of a and b as the
standard basis of T . Let Tn be the connected sum of n copies of T , and for i = 1, . . . , n
let ai, bi be the standard basis of the ith copy of T . Now let X = T4, Y = T2, and define
f :X→ Y to be the composite f3f2f1 where f1 :X→ T projects the first factor to T
and sends all else to a singleton, where f2 :T → S1 is projection on the first factor, and
f3 :S1→ T sends a1 to a−11 . Define g to be the map which sends the first two factors of
X to Y by the identity, and which sends the other two factors to a single point. Then for
any choices of x0, y0 of µ and ω gµ∗ is onto, f ω∗ (pi1(X,x0)) = 〈a1〉, J (f ω∗ ) = 〈a1〉, and
L(f,g)= 2. By Corollary 2.7, we have
N(f,g)=R(f, g)= # Coker(g∗ − f∗)= 2.
Example 2.9. Let X and Y and f be as in the above example. Define g = g3g2g1 where
g1 = f1, g2 is projection to b1, and g3 sends S1 to b1. Then we have f ω∗ (pi1(X,x0)) ⊂
J (f ω∗ ) and L(f,g) = 1, N(f,g) = 1, on the other hand, as we shall now see, R(f,g) is
infinite. From the surjectivity of θ˜Y in diagram (1), we need only show that Coker(g∗ −f∗)
is infinite. To see this note thatH1(Y )∼=A⊕B , where A∼= B ∼= Z×Z, and that the image
of both f∗ and g∗ is contained in A. Thus Coker(g∗ −f∗)∼=A′ ⊕B , whereA′ is a quotient
of A, and so Coker(g∗ − f∗) is infinite as required.
2.4. Relative coincidence theory
In this section we relate mostly the work of [13] and [12]. For the rest of this paper X, Y
will be compact oriented n-dimensional manifolds, and A⊆X, B ⊆ Y will be locally flat
submanifolds with the same dimensionm. Let f,g : (X,A)→ (Y,B) be maps of pairs. We
use fA and gA to denote the restrictions of f and g to A. Note that if [x]X, and [a]A are
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coincidence point classes of f and g, respectively of fA and gA, and if [x]X ∩ [a]A 6= ∅,
then [a]A ⊆ [x]X.
Definition 2.10. Let f,g : (X,A)→ (Y,B) be maps of pairs of manifolds as above.
A coincidence class [x]X of f,g :X→ Y is said to be a common coincidence class of
f , g and fA, gA if it contains an essential coincidence class [a]A of fA and gA.
Define N(f,g;fA,gA) to be the number of essential common coincidence classes
of f , g and fA, gA. Clearly we have that 0 6 N(f,g;fA,gA) 6 N(f,g), and that
06N(f,g;fA,gA)6N(fA,gA).
Definition 2.11. Let X,Y be compact oriented n-dimensional manifolds, and let A ⊆
X, B ⊆ Y be submanifolds with the same dimension m. The relative Nielsen number
N(f,g;X,A) of f and g is defined to be the sum
N(f,g;X,A)=N(f,g)+N(fA,gA)−N(f,g;fA,gA).
Clearly N(f,g;X,A)>N(f,g) and N(f,g;X,A)>N(fA,gA).
Theorem 2.12 (Homotopy invariance). If f0 ' f1 and g0 ' g1 as maps of pairs, then
N(f0, g0;X,A)=N(f1, g1;X,A).
Theorem 2.13 (Lower bound property). Any maps f1, g1 homotopic to f,g : (X,A)→
(Y,B), respectively as maps of pairs, have at least N(f,g;X,A) coincidences.
In terms of computation Jang and Lee in [12] give a relative analogue of the first part of
Theorem 2.7 for the case that both Y and B are Jiang spaces. However, since their theorem
is a corollary of our considerations we defer its statement (and generalizations) until the
end of Section 3.
The following theorem from [5] is a relative version of a theorem of Brooks [2]. We
refer the reader to [5] or [6] for its proof.
Theorem 2.14 (A relative version of Brooks’ theorem [5]). Let f,g : (X,A)→ (Y,B) be
maps of a pair of topological spaces (X,A) into a pair of manifolds (Y,B), with A⊆X,
B ⊆ Y locally flat. Let f ' f1 and g ' g1 as maps of pairs. Then there is a map f2
homotopic to f as a map of pairs such that Φ(f2, g)=Φ(f1, g1).
There is also a relative minimum theorem [13], a version of which we give as a corollary
of our considerations at the end of Section 3.
3. Coincidence points on the complement
This section is divided into three subsections, location of coincidences, computations
and the minimum theorem.
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3.1. Location of coincidence points
In this section we investigate coincidence points on the complement. Our aim is to find a
sharp lower bound forM(f,g;X−A). The machinery that we need is more subtle than that
given by the ordinary relative theory outlined in the last section. If f,g : (X,A)→ (Y,B),
then the relative theory discussed there deals with the interaction of the essential classes of
the restrictions fA,gA :A→B and the ordinary essential classes of the maps f,g :X→ Y ,
obtained by forgetting that f and g are actually maps of pairs. However, when it comes
to the location of these coincidences (in A or in X − A), then we also need to consider
the interaction of the nonessential (and possibly empty) classes of fA, and gA with the
essential classes of f and g. We borrow an example from fixed point theory to illustrate
our considerations.
Example 3.1. Let f : (D2, S1)→ (D2, S1) be small irrational rotation. Then f has one
fixed point (coincidence with the identity), and this is located in X − A. However, it is
not hard to construct a relative homotopy of f that moves this single fixed point onto the
boundary and leaves X−A fixed point free.
The question for us then, in any particular example, is to determine which (if any) of
the coincidence point classes of f and g can be moved to A. The criterion cannot be that
it intersects with a nonempty class of fA and gA, since in the above example Φ(fA,gA)
is empty! The solution to this problem introduced in [18] for the fixed point case, was to
discuss “weakly common” fixed point classes. By analogy we introduce “weakly common”
coincidence point classes. However, we do it in the modified fundamental group approach,
discussing only the relationship between the Reidemeister “coordinates” of f and g and
those of fA and gA, rather than (in the covering space approach as in [18]) discussing both
the lifting classes and the associated Reidemeister classes of these functions.
Let f,g : (X,A)→ (Y,B) be maps of pairs of spaces. Let Aˆ =⋃l1Ak be the disjoint
union of all components Ak of A which are mapped by f and g into the same component
(which we label) Bk of B . We shall write fk, gk :Ak→Bk for the restriction of f , g to Ak .
If there is only one path component of A then we can choose the original ω and µ to be
sitting inside A. However, in the general case we choose points x0 ∈X, y0 ∈ Y , and paths
ω and µ as usual. Then for each component Ak of A which is mapped by f and g into the
same component Bk of B , we choose base points ak ∈Ak, bk ∈Bk and paths uk :x0→ ak
in X, and µk :bk→ gk(ak) and ωk :bk→ fk(ak) in Bk . Note the same component Bk of
B may have different names with possibly different choices of bk , ωk and µk .
For each k there is a Reidemeister set R(f ωkk∗ , gµkk∗ ) and a function
v˜k = v˜k(f, g) :R(f ωkk∗ , gµkk∗ )→R(f ω∗ , gµ∗ )
which takes a class [β] to [vk(β)] where vk :pi1(Bk, bk) → pi1(Y, y0) is defined by
vk(α) = µgk(uk)µ−1k αωkfk(u−1k )ω−1. Note that since we identify paths and classes, we
also identify the path α in Bk on the right hand side of the definition with its image ik(α)
in Y , where ik :Bk→ Y is the inclusion.
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Lemma 3.2. The designation [α]→ [vk(α)] is a well defined function v˜k :R(f ωkk∗ , gµkk∗ )→
R(f ω∗ , gµ∗ ). Moreover the following diagram is commutative
Φ˜(fk, gk)
ρk
ik
R(f ωkk∗ , gµkk∗ )
v˜k
Φ˜(f, g)
ρ R(f ω∗ , gµ∗ )
.
Proof. Suppose that α,β ∈ pi1(Bk, bk) are in the same Reidemeister class, i.e., there is a
γ ∈ pi1(Ak, ak) such that β = µkgk(γ )µ−1k αωkfk(γ−1)ω−1k . Then
vk(β)= µg(uk)µ−1k βωkf (u−1k )ω−1
= µg(uk)µ−1k µkgk(γ )µ−1k αωkfk(γ−1)ω−1k ωkf (u−1k )ω−1
= µg(uk)gk(γ )µ−1k αωkfk(γ−1)f (u−1k )ω−1
= µg(ukγ )µ−1k αωkf (γ−1u−1k )ω−1
= µg(ukγ )g(u−1k )µ−1µg(uk)µ−1k αωkf (u−1k )ω−1ωf (uk)f (γ−1u−1k )ω−1
= µg(ukγ u−1k )µ−1
(
µg(uk)µ
−1
k αωkf (u
−1
k )ω
−1)ωf (ukγ−1u−1k )ω−1
= µg(iuk∗ (γ ))µ−1(µg(uk)µ−1k αωkf (u−1k )ω−1)ωf (iuk∗ (γ−1))ω−1
= gµ∗
(
iuk∗ (γ )
)
vk(α)f
ω∗
(
iuk∗ (γ−1)
)
.
Thus [vk(α)] = [vk(β)], and v˜k is well defined.
For the second part, let x ∈ [x]k ∈ Φ˜(fk, gk), c :ak → x be a path in Ak , and let
[x]X = ik([x]k), where ik :Ak → X is the inclusion. Then the diagram is commutative
since
v˜kρ([x]k)=
[
vk
(
µkgk(c)fk(c
−1)ω−1k
)]
= [µg(uk)µ−1k µkgk(c)fk(c−1)ω−1k ωkfk(u−1k )ω−1]
= [µg(uk)gk(c)fk(c−1)f (u−1k )ω−1]
= [µg(ukc)f (c−1u−1k )ω−1]
= ρ([x]X). 2
Definition 3.3. A class [x] ∈ Φ˜(f, g) is said to be a weakly common coincidence class
if there is a k and a [β] ∈R(f ωkk∗ , gµkk∗ ) such that ρX([x])= v˜k([β]). If [x] is essential, it
is called an essential weakly common coincidence class. The number of essential weakly
common coincidence classes of f and g is denoted by E(f,g;fA,gA).
Note that 06N(f,g;fA,gA)6E(f,g;fA,gA), and that each inequality may be strict
(see [18] for examples in the fixed point case). By abuse of notation we sometimes refer to
the algebraic class ρX([x])= v˜k([β]) as a weakly common coincidence class. Note from
Example 3.1 that [β] in Definition 3.3 need not be in the ρ image of Φ˜(fk, gk). Thus the
class [β] may be empty. The next result generalizes Lemma 2.3 of [18].
240 J. Guo, P.R. Heath / Topology and its Applications 95 (1999) 229–250
Lemma 3.4. A coincidence point x ∈ Φ(f,g) belongs to a weakly common coincidence
class if and only if there is a path α : (I,0,1)→ (X,x,A) from x to A and a homotopy
H :g(α)' f (α) : (I,0,1)→ (Y,f (x),B).
To emphasize the point we observe that H : I × I → Y in Lemma 3.4 has H(0, t) =
f (x)= g(x) for all t ∈ I , but H(1, t) is only required to lie in B .
Proof. Assume that x lies in a weakly common coincidence class, and let c : I → X
be a path from x0 to x . By the definitions of ρ and of weakly common coincidence
class there is a component Ak of A and and an element β ∈ pi1(Bk, bk), such that
[µg(c)f (c−1)ω−1] = v˜k([β]). That is there is an element γ ∈ pi1(X,x0) such that
g
µ∗ (γ )µg(c)f (c−1)ω−1f ω∗ (γ−1)= vk(β), or
µg(γ )g(c)f (c−1)f (γ−1)ω−1 = µg(uk)µ−1k βωkf (u−1k )ω−1.
From this we have g(u−1k γ c)f (c−1γ−1uk) = µ−1k βωk. Note that the right hand side
is contained in Bk . If we let α = c−1γ−1uk , it follows from the above that g(α) '
f (α) : (I,0,1)→ (Y,f (x),B) as required.
For the converse assume that x is a coincidence point, that c is a path from x0 to x ,
and that there is a path α : (I,0,1)→ (X,x,A) from x to A together with a homotopy
H :g(α) ' f (α) : (I,0,1)→ (Y,f (x),B). Let Ak be the component of A that contains
a = α(1). The existence of H assures us that there is some component Bk of B such
that both f (Ak), g(Ak) ⊆ Bk . We need an element β ∈ pi1(Bk, bk) such that vk(β) =
g
µ∗ (γ )µg(c)f (c−1)ω−1f ω∗ (γ−1) for some γ ∈ pi1(X,x0).
Let ca :ak → a be a path in Ak , and let l = H(1, ·) be the path from g(a) to f (a)
in Bk . Set γ = ukcaα−1c−1 and β = µkgk(ca)lfk(c−1a )ω−1k . By assumption, we have
g(α)lf (α−1)∼ 0, or l ∼ g(α−1)f (α). Then
vk(β)= µg(uk)µ−1k βωkf (u−1k )ω−1
= µg(uk)µ−1k
(
µkgk(ca)lfk(c
−1
a )ω
−1
k
)
ωkf (u
−1
k )ω
−1
= µg(uk)gk(ca)lfk(c−1a )f (u−1k )ω−1
= µg(ukca)g(α−1)f (α)f (c−1a u−1k )ω−1
= µg(ukcaα−1)f (αc−1a u−1k )ω−1
= µg(ukcaα−1)g(c−1)µ−1µg(c)f (c−1)ω−1ωf (c)f (αc−1a u−1k )ω−1
= µg(ukcaα−1c−1)µ−1µg(c)f (c−1)ω−1ωf (cαc−1a u−1k )ω−1
= gµ∗ (γ )
(
µg(c)f (c−1)ω−1
)
f ω∗ (γ−1).
So v˜([β])= ρ([x]X) as required. 2
There are two corollaries that are useful to us (Corollary 3.6 generalizes [18, 2.7]).
Corollary 3.5. The definition of weakly common coincidence class is independent of the
choices of x0, y0, ak , bk , uk , ω, µ, ωk , and µk .
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Corollary 3.6. A coincidence class of (f, g) containing a coincidence point on A is a
weakly common coincidence class.
Definition 3.7. The number of essential coincidence classes of f,g :X→ Y , which are
not weakly common coincidence classes is called the Nielsen number of f , g on the
complementX−A. It is denoted by N(f,g;X−A).
In other words, N(f,g;X−A)=N(f,g)−E(f,g;fA,gA).
Example 3.8. In Example 1.1 f and g are homotopic, so all four points are in a single
coincidence class so N(f,g;X −A)= 0 (but see Example 4.9).
Theorem 3.9. For any pair of maps f,g : (X,A)→ (Y,B) there are at least N(f,g;
X−A) coincidence points on X−A.
Proof. Clearly each essential coincidence class of f and g has at least one coincidence
point in X. Choose one such point in each class. If any of these points are in A, then
by Corollary 3.6, the class is a weakly common coincidence class. Therefore, for each
essential nonweakly common coincidence class there is at least one coincidence point in
X−A. There are N(f,g :X−A) such classes by definition. 2
Theorem 3.10. N(f,g;X−A) is a homotopy invariant.
Proof. Let F :f ∼ f1 : (X,A)→ (Y,B) and G :g ∼ g1 : (X,A)→ (Y,B) be homotopies.
We know that N(f,g) = N(f1, g1), so we only need to prove that if x ∈ Φ(f,g) and
x ′ ∈Φ(f1, g1) are F,G-related, and x is in a weakly common coincidence class, then so
is x ′.
So suppose that [x] is a weakly common coincidence class, c :x0→ x a chosen path,
and β ∈ pi1(Bk) is such that v˜k([β]) = ρ([x]) where v˜k = v˜k(f, g) :R(f ωkk∗ , gµkk∗ )→
R(f ω∗ , gµ∗ ). As in the proof of Lemma 3.4 there exists a γ such that
µg(γ )g(c)f (c−1)f (γ−1)ω−1 = µg(uk)µ−1k βωkf (u−1k )ω−1.
We show that v˜k([β])= v˜k(Θ([β]))= ρ([x ′]), where this time (cf. Proposition 2.3)
v˜k = v˜k(f1, g1) :R
(
f
ωkFk(ak)
1k∗ , g
µkGk(ak)
1k∗
)→R(f ωF(x0)1∗ , gµG(x0)1∗ )
(cf. Corollary 3.5). Here Fk and Gk are the restrictions of F , respectively G to Ak × I .
Since x and x ′ are F,G-related there exists a path δ :x→ x ′ such that F(δ)∼G(δ) (see
Proposition 2.3). Now vk(β)= vk(f1, g1)(β) is defined to be
µG(x0)g1(uk)G
−1
k (ak)µ
−1
k βωkFk(ak)f1(u
−1
k )F
−1(x0)ω−1
= µg(uk)Gk(ak)G−1k (ak)µ−1k βωkFk(ak)F−1k (ak)f (u−1k )ω−1
= µg(uk)µ−1k βωkf (u−1k )ω−1
= µg(γ )g(c)f (c−1)f (γ−1)ω−1 (from above—cf. Lemma 3.4)
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= µg(γ )µ−1(µg(c)f (c−1)ω−1)ωf (γ−1)ω−1
= µg(γ )µ−1(µG(x0)g1(cδ)f1(δ−1c−1)F−1(x0)ω−1)ωf (γ−1)ω−1
(from Theorem 2.4)
= µg(γ )G(x0)g1(cδ)f1(δ−1c−1)F−1(x0)f (γ−1)ω−1
= µG(x0)g1(γ )g1(cδ)f1(δ−1c−1)f1(γ−1)F−1(x0)ω−1
= µG(x0)g1(γ cδ)f1(δ−1c−1γ−1)F−1(x0)ω−1.
Since ρ([x ′]) is independent of the choice of path from x0→ x ′ (in this case γ cδ), then
the last loop represents the class of ρ([x ′]), and so v˜k([β])= ρ([x ′]) as required. 2
3.2. The computation of the Reidemeister and Nielsen numbers over the complement
In this section, we generalize the results in Section 4 of [18]. As before we let
f,g : (X,A)→ (Y,B) be a pair of maps, and Aˆ = ⋃`1Ak the disjoint union of the
components Ak of A which are mapped by f and g into the same component Bk of B .
For each element Ak of Aˆ there is a commutative diagram
pi1(Bk, bk)
θk
ik∗
H1(Bk)
ηk
ik∗
Coker(gk∗ − fk∗ :H1(Ak)→H1(Bk))
ik∗
pi1(Y, bk)
θY
H1(Y )
ηY Coker(g∗ − f∗ :H1(X)→H1(Y ))
,
where by abuse of notation the ik∗ are induced by inclusions ik :Ak→ X or ik :Bk→ Y .
Let γk = µg(uk)µ−1k ωkf (u−1k )ω−1, and define σk :H1(Bk)→H1(Y ) by σk(α)= ik∗(α)+
θY (γk). Then σk induces a function σ˜k : Coker(gk∗ − fk∗)→ Coker(g∗ −f∗). Note that σ˜k
is a homomorphism if and only if θY (γk)= 0.
Lemma 3.11. The function σ˜k is well defined, and the following induced diagram is
commutative (see diagram (1)).
R(f ωkk∗ , gµkk∗ )
θ˜k
v˜k
Coker(gk∗ − fk∗)
σ˜k
R(f ω∗ , gµ∗ )
θ˜Y Coker(g∗ − f∗)
.
Proof. That σ˜k is well defined follows from the commutativity of the diagram at the begin-
ning of this subsection. For the second part we show that σkθk = θY vfk,gk :pi1(Bk, bk)→
H1(Y ).We again use the commutativity of the diagram at the beginning of this subsection.
Let γ ′k = µg(uk)µ−1k and γ ′′k = ωkf (u−1k )ω−1. Then for each α ∈ pi1(Bk, bk), we have
θY vk(α)= θY
(
γ ′kik∗(α)γ ′′k
)= θY (γ ′k)+ θY (ik∗(α))+ θY (γ ′′k )
= θY
(
ik∗(α)
)+ θY (γ ′k)+ θY (γ ′′k )= ik∗θk(α)+ θY (γ ′kγ ′′k )
= ik∗θk(α)+ θY (γk)= σk
(
θk(α)
)
. 2
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Case (a) of the next theorem corrects [14, Theorem 3.5] (see Example 3.13).
Theorem 3.12. Let f,g : (X,A)→ (Y,B) be maps, and suppose either (a) that Y is a
Jiang space or (b) that f and g are pseudo Jiang. If L(f,g) = 0 then N(f,g) = 0; if
L(f,g) 6= 0 then
N(f,g;X−A)= # Coker(g∗ − f∗)− #
{⋃`
k=1
σ˜k Coker(gk∗ − fk∗)
}
.
Proof. If L(f,g) = 0, then by Theorem 2.7 all the coincidence classes have zero index,
so N(f,g;X−A)= 0. If L(f,g) 6= 0, all the coincidence classes will have nonzero index
and the total number of coincidence classes is Coker(g∗ − f∗) by Theorem 2.7. The result
follows from the definition of weakly common classes, from Lemma 3.11 and the fact that
θ˜k and θ˜Y are isomorphisms (see Theorem 2.7). 2
Example 3.13. An example of Zhao [18, 4.10] is instructive. It shows Theorem 3.12
is wrong in general if
⋃`
k=1 σ˜k Coker(gk∗ − fk∗) is replaced (as in [14, 3.5]) by⋃`
k=1 ik∗Coker(gk∗ − fk∗). The example is for f the flip map on S1 (f (eiθ )= e−iθ ) and
g the identity. Here A= {±1} is the fixed point set of f . Clearly there are no coincidence
points on the complement, and
Coker(g∗ − f∗)= Z2 =
2⋃
k=1
σ˜k Coker(gk∗ − fk∗)
as Zhao shows (see [18, 4.10]). However, the ik∗ are homomorphisms, and H1(Ak)= {0},
so
⋃2
k=1 ik∗Coker(gk∗−fk∗)= {0}. Note thatL(f,g)= L(f ) 6= 0, thusN(f,g;X−A)=
0, but from above #(Coker(g∗ − f∗)−⋃2k=1 ik∗Coker(gk∗ − fk∗))= 1.
Corollary 3.14. Suppose A is connected and either Y is a Jiang space, or that f and g
are pseudo Jiang. If L(f,g)= 0, then N(f,g;X−A)= 0; and if L(f,g) 6= 0, then
N(f,g;X−A)= # Coker(g∗ − f∗)− #
(
σ˜ACoker(gA∗ − fA∗)
)
.
Example 3.15. Let X = Y = S1× S1× S2, and let A= B =∆S1× S1, where∆S1 is the
diagonal in S1 × S1, and the second S1 in A is the equator in S2. Define f,g :X→ Y as
follows:
f
(
eiθ , eiφ, (x, y, z)
)= (e2iφ, e2iθ , (x, y, z)), and
g
(
eiθ , eiφ, (x, y, z)
)= (eiθ , eiφ, (x,−y,−z)).
There are six coincidence points and three coincidence classes of f and g inX, while there
are two coincidence points and two classes of fA and gA in A. Since X and A are Jiang
spaces, and L(f,g) 6= 0 and L(fA,gA) 6= 0, then N(f,g) = #(Coker(g∗ − f∗))= 3, and
N(fA,gA) = #(Coker(gA∗ − fA∗)) = 2. We take x0 = aA to be one of the coincidence
points of A, y0 = bA = f (x0), we may then take µ, ω, µA, ωA and uA to be constant
paths. In this case γ defined at the beginning of this section is constant, and so σ˜A = iA∗ is
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a homomorphism of Z2 to Z3. Thus #(σ˜ACoker(gA∗ − fA∗))= 1, and N(f,g;X −A)=
3− 1= 2. In particular, the two coincidence point classes in X−A cannot be moved to A
by relative homotopies of f and g.
Theorem 3.16. Let f,g : (X,A)→ (Y,B) be a pair of maps, and Aˆ=⋃`1Ak the disjoint
union of the components Ak of A which are mapped by f and g into the same component
Bk of B . Suppose further that either Y and B are Jiang spaces, or f, g and fk, gk
are pseudo Jiang for 1 6 k 6 `. If L(f,g) ·∏mk=1L(fk, gk) 6= 0 and L(fk, gk) = 0 for
m< k 6 `, then the relative Nielsen number N(f,g;X,A) is given by
N(f,g;X,A)= # Coker(g∗ − f∗)+
m∑
k=1
# Coker(gk∗ − fk∗)
− #
{
m⋃
k=1
σ˜k Coker(gk∗ − fk∗)
}
.
Proof. By definition of N(f,g;X,A), and by Theorem 2.7,
N(f,g;X,A)= # Coker(g∗ − f∗)+
m∑
k=1
# Coker(gk∗ − fk∗)−N(f,g;fA,gA).
Now an essential coincidence class of f and g is a common coincidence class if and only
if it contains an essential coincidence class of fk and gk for some k. By Theorem 2.7
and the hypothesis this is the case if and only if 1 6 k 6 m. Thus N(f,g;fA,gA) =
#{⋃mk=1 σ˜k Coker(gk∗ − fk∗)} as required. 2
As in Example 3.15 we may without loss of generality take σ˜ = iA∗ in the next corollary.
Part (i) can also be found in [12].
Corollary 3.17. Let A be connected and L(f,g) ·L(fA,gA) 6= 0. Suppose further that at
least one of the following hold:
(i) Y and B are Jiang spaces,
(ii) Y is an Jiang space and fA and gA are pseudo Jiang,
(iii) f and g are pseudo Jiang, and B is a Jiang space,
(iv) both f and g, and fA and gA are pseudo Jiang. Then
N(f,g;X,A)= # Coker(g∗ − f∗)+ #
(
Coker(gA∗ − fA∗)
)
− #(iA∗Coker(gA∗ − fA∗)).
Proof. Note that under the conditions of the corollary we can chose x0 = aA to be a
coincidence point, y0 = bA = f (x0) = g(x0), and all the paths uA, ω, µ, ωA, and µA
constant. Thus as in Example 3.15, σ˜A = iA∗ is a homomorphism. The result follows. 2
We conclude this subsection with an example which tentatively shows the connection
between equivariant and relative coincidence theory.
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Example 3.18. Let X = Y = S2 the unit two sphere in R3. We denote points in R3 by
cylindrical coordinates (r, θ, z). Let W = Z2 = 〈α〉, and consider the action of W on S2
determined by α · (1, θ, z) = (1, θ,−z). A map f is said to be a W map if w · f (x) =
f (w · x) for all x ∈X and w ∈W . Note that the fixed point set XW of the action is given
by XW = S1 the equator in S2. Let f,g :X→ X be the W maps defined by f (1, θ, z)=
(1,−θ,−z), and g(1, θ, z)= (1,3θ, z), respectively. Since S2 is simply connected and the
Lefschetz number L(f,g) 6= 0, we have from ordinary Nielsen coincidence theory that
N(f,g) = 1. Note that Φ(f,g) = {(1, θ,0) | θ ∈ {0,pi/2,pi,3pi/2}}, i.e., #(Φ(f,g))= 4,
and that f and g restrict to maps fW ,gW :XW → YW . In fact any f1 and g1 which
are W homotopic to f and g, respectively, restrict to maps fW1 , g
W
1 :X
W → YW which
are homotopic to fW and gW , respectively. Thus there are at least N(f,g;X,XW) = 4
coincidence points for any such f1 and g1.
Example 3.18 is not typical of the way that relative coincidence theory is used in
equivariant coincidence theory. A more typical use is the theory on the complement
(see Example 3.15 the motivation for which comes in fact from equivariant theory).
Example 3.18 does however show the existence of a connection however tentative.
3.3. Minimum theorems
The proof of our first lemma is contained in the proof of [13, 2.4]. Note thatU ⊂ (X−A)
in that reference. In order to use this as a relative result we need to choose U this way too.
Lemma 3.19. Let X, Y be manifolds with the same dimension > 3, and let f,g :X→ Y
be maps with a finite number of coincidence points. Let x0, x1 ∈Φ(f,g) and α a path from
x0 to x1 such that f (α)∼ g(α) and α((0,1)) ∩Φ(f,g)= ∅. Let U be a neighborhood of
α([0,1)) such that U ∼=Dn and x1 ∈ ∂U . Then are maps f1, g1 :X→ Y with f1 ' f rel
X−U and g1 ∼ g rel X−U , and such that Φ(f1, g1)=Φ(f,g)− {x0}.
We need a more precise formulation of weakly common coincidence class under the
by-passing condition. Recall [15] that a subspace A of X if every path with end points in
X−A is homotopic rel end points to a path in X−A. The subspace in Example 1.1 cannot
be by-passed.
Lemma 3.20. Let A ⊂ X be a submanifold such that A can be by-passed in X, B ⊂ Y
be a submanifold, and f,g : (X,A)→ (Y,B) be maps. A coincidence point x ∈ Φ(f,g)
belongs to a weakly common coincidence class if and only if there is a path
α :
(
I,0, I − {1},1)→ (X,x,X−A,A)
from x to A such that f (α)' g(α) : (I,0,1)→ (Y,f (x),B).
Proof. The proof is similar to the proof of Lemma 3.5 in [18]. 2
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Note that we cannot rescind the hypothesis that A can be by-passed in Lemma 3.20. To
see this note in Example 1.1 that e2pi i/3 belongs to a weakly common coincidence class,
but there is no path from e2pi i/3 to A of the form described in Lemma 3.20.
Lemma 3.21. For x ∈ Φ(f,g), if there is a path c : (I,0,1)→ (X,x,Ak) from x to Ak
such that g(c)
G' f (c) : (I,0,1)→ (Y,f (x),B), and if g(c(1)) 6= f (c(1)), then for any
point a ∈ Ak − Φ(f,g), there exist maps f ′ and g′ with f ′ ' f and g′ ' g relative to
X−U(a), where U(a) is a neighborhood of a in X, such that Φ(f ′, g′)=Φ(f,g) ∪ {a}
and f ′(α)∼ g′(α). In particular, x and a are in the same class.
Proof. Let l = G(1, ·), then l is a path from g(c(1)) to f (c(1)) in B . We may assume
without loss of generality that c(1)= a. If a 6= c(1), let α : I→Ak be a path from c(1) to a.
Then since g(c)g(α)g(α−1)lf (α−1)f (α)f (c−1) ' g(c)lf (c−1) ' 0 and g(α−1)lf (α) ⊂
B , we can replace c by cα. Let α1, α2 be paths in B such that α1(0)= g(c(1)), α2(0)=
f (c(1)), α1(1) = α2(1) and for any t 6= 1, α1(t) 6= α2(t), and α1α−12 ' l rel {0,1}. Let
U(a) be a neighborhood of a in X, with U(a) ∩ Φ(f,g) = ∅, and such that there is a
homoemorphism
φ :
(
U(a),U(a)∩Ak
)→ (Dn,Dm),
where Dn and Dm are the closed unit balls in Rn and Rm ⊂ Rn with dim(X) = n, and
dim(Ak)=m. Then using φ we can label each point z ∈ U(a) by z = (t, x), where t ∈ I
and x ∈ ∂U(a). Note that if z = (t, x) ∈ Ak for some t ∈ (0,1), then z ∈ Ak for every
t ∈ (0,1). We now define f ′ by the formula
f ′(z)=

f (z) if z ∈X−U(a),
f ((2t − 1, x)) if z= (t, x) ∈U(a) and t > 1/2,
α2(1− 2t) if z= (t, x) ∈U(a) and t 6 1/2.
Now f ' f ′, and in fact, we can define a relative homotopy F by
F(s, z)=

f (z) if z ∈X−U(a),
f
((
t − s/2
1− s/2 , x
))
if z= (t, x) and t > s/2,
α2(s − 2t) if z= (t, x) and t 6 s/2.
It follows that f ′(c) ∼ f (c)α2. To see this, consider the paths c0(t) = (c(t),0), c1(t) =
(c(t),1), cx(t) = (x, t), ca(t) = (a, t) in X × I . Then c1 ∼ cxc0ca , so f ′(c)= F(c1) ∼
F(cxc0ca)= ef (x)F (c0)F (ca) ∼ F(c0)F (ca)∼ f (c)α2, where ef (x) is the constant path
at f (x). In a similar way we can construct a g′ ' g such that g′(c)∼ g(c)α1.
Finally using the homotopy G we see that g(c)α1 ∼ f (c)α2, so f ′(c) ∼ g′(c), and in
particular, x and a are in the same coincidence class of f ′, g′ as required. 2
Lemma 3.22. Let A ⊂ X and B ⊂ Y be submanifolds of dimension strictly less than
the dimension of X and Y , and f,g : (X,A)→ (Y,B) be maps. Let x be an isolated
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coincidence point lying in X−A, and suppose that there is a path α : (I,0, I − {1},1)→
(X,x,X − A,A) from x to A such that f (α) ' g(α) : (I,0,1) → (Y,f (x),B). If
dim(X) = dim(Y ) > 3, then there are maps f ′ ' f , and g′ ' g : (X,A)→ (Y,B) such
that Φ(f ′, g′)= (Φ(f,g)− {x})∪ {α(1)}.
Proof. By Lemma 3.21 there are maps f1, and g1 relatively homotopic to f and g,
respectively such that Φ(f1, g1) = Φ(f,g) ∪ {α(1)}, and f1(α) ' g1(α). By hypothesis
α([0,1))⊂X−A, so we may choose U in Lemma 3.19 such that U ⊂X−A. Thus from
that lemma we obtain maps f ′ and g′ relatively homotopic to f1 and g1, respectively with
Φ(f ′, g′) = Φ(f1, g1)− {x} = (Φ(f,g)− {x})∪ {α(1)} as required. 2
Theorem 3.23. Let f,g : (X,A)→ (Y,B) be maps of a pairs of manifolds with A ⊆ X,
B ⊆ Y locally flat, and suppose that A can be by-passed in X. If dim(X)> 3, then there is
a map f ′ ' f : (X,A)→ (Y,B) such that (f ′, g) has N(f,g;X −A) coincidence points
on X−A.
Proof. As in [13] (see also [5, 1.6.2]) we may assume Φ(f,g) is finite. Since A can be
by-passed in X, we may assume that any points x and y in X−A that lie in the same class
may be joined by a path α in X − A with g(α) ∼ f (α). Thus any such x and y may be
coalesced in the usual way. We may therefore assume that each Nielsen class contained in
X−A contains at most one coincidence point. Since these classes are contained entirely in
X−A, those classes with zero index can be removed exactly as in the absolute case. Now
let x ∈X−A be a coincidence point, which is in a weakly common coincidence class. By
Lemma 3.20 there is a path α satisfying the hypothesis of Lemma 3.22, so by that lemma
x may be moved to A.
By Theorem 2.14, we can assume that g′ = g. 2
Theorem 3.24. If dimA > 3, and A can be by-passed in X, then there is a map f ′ '
f , such that (f, g) has N(f,g;X,A) coincidence points in X and N(f,g;X − A)
coincidence points on X−A.
Proof. By Theorem 2.4 of [13], we can assume that (f, g) has N(f,g;X,A) coincidence
points. By Theorem 3.23, we can move any coincidence point x ∈ X − A in a weakly
common coincidence class to A. 2
4. Surplus coincidence theory
Our aim in this section is to give a sharp lower bound for M(f,g;X − A) when
the subspace does not satisfy the by-passing condition. Let f,g : (X,A)→ (Y,B) and
Aˆ =⋃l1Ak be as in Section 3. We will be considering coincidence point classes on the
complement, i.e., V =X−A in the definitions of Section 2. By abuse we write [x] instead
of [x]X−A. Since all classes considered in this section are on X −A this should cause no
confusion.
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Note the similarity of the next definition with the conclusion of Lemma 3.20. Note also
however that the by-passing condition is absent.
Definition 4.1. A coincidence point x on X−A is said to be nonsurplus if there is a path
α : (I,0, I − {1},1)→ (X,x,X −A,A) from x to A such that f (α) ' g(α) : (I,0,1)→
(Y,f (x),B). A coincidence point of f and g onX−A that is not a nonsurplus coincidence
point is said to be surplus.
It is trivial to show that if [y] is a coincidence point class of f and g on X −A, and if
x ∈ [y], is surplus (nonsurplus) then so also is every x ∈ [y].
Proposition 4.2. The coincidence point classes of f and g on X − A divide the
coincidence points on X−A into surplus and nonsurplus classes.
The proof of the following theorem is similar to the proof of [18, Theorem 3.3].
Theorem 4.3. The number of surplus coincidence classes of f and g on X − A is finite,
and each of them is a compact subset of X.
From the comments in Section 2 we can now see that each surplus coincidence class has
an index.
Definition 4.4. A surplus coincidence class of f and g onX−A is said to be essential if it
has nonzero index. The number of essential surplus coincidence classes is called the surplus
coincidence Nielsen number of f and g on X−A, and is denoted by SN(f, g;X−A).
We need the following lemma for homotopy invariance.
Lemma 4.5. If F :f ' f1 and G :g ' g1 are homotopies and the classes [x] and [y] are
F ,G related, then [x] is a surplus coincidence point class if and only if [y] is.
Proof. We sketch the proof which is similar to the proof of [19, Lemma 3.5]. We use the
contrapositive. Suppose that [x] and [y] are F ,G related and [x] is nonsurplus. Then [x]
and [y] are, respectively the zero and 1 slices of a single coincidence point class of the fat
homotopies F ,G :X × I → Y × I on the complement (X × I) − (A × I). Let x ∈ [x]
then it is easy to see that (x,0) is a nonsurplus point of F and G on the complement
(X × I) − (A × I). Thus by the remarks preceding Proposition 4.2 every coincidence
point of the class containing (x,0) is nonsurplus. In particular, (y,1), and hence y (use the
projection Y × I → Y ) is nonsurplus for any y ∈ [y]. 2
The next theorem now follows from Theorem 2.1 and from Lemma 4.5.
Theorem 4.6. SN(f, g;X−A) is a homotopy invariant.
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Theorem 4.7. For any pair of maps f,g : (X,A)→ (Y,B) there are at least SN(f, g;
X−A) coincidence points on X−A.
Proof. Clearly each essential surplus coincidence class contains a coincidence point on
X−A, the result follows. 2
The proof of the next theorem is similar to the proof of [19, 3.8].
Theorem 4.8. Let f,g : (X,A) → (Y,B) be maps, then SN(f, g;X − A) > N(f,g;
X−A). Furthermore if A can be by-passed in X, then SN(f, g;X−A) =N(f,g;X−A).
Example 4.9. In Example 1.1, since the two surplus points e2pi i/3 and e4pi i/3 are in
separate components of X − A, they determine distinct surplus classes. These classes are
essential, and so SN(f, g;X−A)= 2. Thus we see that the two coincidence points in the
complement in this example cannot be moved to A by relative homotopies of f and g.
4.2. The minimum theorem, closing remarks
In this last subsection of the paper we prove the minimum theorem in the context of
surplus theory, and make some closing remarks. The first thing to observe is that we have
organized the paper so that the proofs of Theorems 3.23 and 4.10 are as close as possible to
being identical. In fact much of the preparation for Theorem 4.10 comes in Section 3. The
difference in the two proofs comes in the reason for the existence of the paths that make
the various parts work. In Theorem 3.23 the the appropriate paths exist since the subspaces
involved satisfy the by-passing condition. In Theorem 4.10 the existence of the appropriate
paths comes directly from the definitions of surplus theory.
Theorem 4.10. Let f,g : (X,A)→ (Y,B) be maps of a pairs of manifolds with A ⊆ X,
B ⊆ Y locally flat. If dim(X)> 3, then there is a map f ′ ' f : (X,A)→ (Y,B) such that
(f ′, g) has SN(f, g;X−A) coincidence points on X−A.
Proof. As in Theorem 3.23 we may assume that there are only finite number of
coincidence points on X. Now if x and y lie in the same surplus fixed point class on
X−A then by definition x and y may be joined by a path α in X−A with f (α)∼ g(α).
So again as in the proof of Theorem 3.23 any two such x and y may be coalesced, and
those with zero index eliminated. We may therefore assume that each of the remaining
SN(f, g;X − A) surplus classes on X − A contains exactly one coincidence point. The
nonsurplus coincidence points on X−A can now be moved to A by Lemma 3.22. 2
Remark 4.11. There is an analogue of Theorem 3.24 for this section too, but it requires
that a new Nielsen type number SN(f, g;X,A) to be defined as follows
SN(f, g;X,A) :=N(f,g;X,A)+ SN(f, g;X−A)−N(f,g;X−A)
= N(fA,gA)+ SN(f, g;X−A)+E(f,g;fA,gA)
−N(f,g;fA,gA).
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This number satisfies the same properties as the surplus Nielsen numbers, i.e., homotopy
invariance, it is a lower bound for the number of coincidences on X. For Example 1.1
NS(f, g;X,A) = 4, and finally under the same hypotheses as Theorem 3.24, there is a
minimum theorem.
Clearly all this specializes to the fixed point case by Theorem 2.14 (this specialization
is also new).
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