Knowledge of performance for different signal options in difficult environments is vital for improving modern satellite navigation systems. Currently, the accuracy of the different transmission signals in realistic multipath environments is still not known in current literature. In this study different classical and advanced signals have been simulated using an urban multipath channel model standardized by the International Telecommunication Union (ITU). For the given multipath channel, signal and receiver effects have been investigated.
Introduction
Multipath propagation and ionosphere influence are two most critical error sources for satellite navigation. Already at the beginning of the development of GALILEO investigations concerning the navigation * German Aerospace Center -DLR † European Space Agency -ESA performance of various signals had been made [1, 2] . Lack of accurate models for signal propagation in urban multipath environments did result in different hypothetical channel models [1] . Their usage in simulations showed an extreme influence of the signal propagation on the navigation accuracy. This exposed the necessity of measurements for the satellite-to-land mobile channel. These measurements have been carried out in [3] and have brought an in-depth understanding of signal propagation in urban, suburban, and rural environments. These measurements have been analyzed [4] and have resulted in a multipath channel model [5] which has been released into the public domain [6] . The International Telecommunication Union (ITU) has standardized this model [7, 8] .
The development of GALILEO [9] and the modernization of GPS [10] have been accompanied by a long discussion about new wideband signal options. These have resulted into the definition of the GALILEO signal format [11] , the invention of GPS M-code for military applications [12] , and a second signal L2C on L5 for civil applications [13] .
A typical solution for synchronizing a navigation signal would be a conventional delay locked loop (DLL) receiver. These classical DLL receivers [14] have been improved by more multipath selective timing error detectors (TEDs) [15] [16] [17] [18] . The development of the multipath estimating DLL (MEDLL) [19] brought about a new class of navigation receivers with a single maximum as a mono-modal estimate. The application of Bayesian estimation receivers [20] [21] [22] extended this estimation approach to a multi-modal estimate by using a particle filter (PF). Therefore, we selected the most promising advanced receiver concepts as candidates to be compared with the DLL: The maximum likelihood (ML) receiver and the sequential Bayesian estimation approach implemented by a particle filter (PF). To determine their strengths and weaknesses these receivers have been investigated using new and classical signal formats.
The results of these investigations are summarized in this work. It has been shown that the dynamic fading process of the line of sight (LOS) introduced difficulties to navigate in urban environments. The receivers lost lock, accuracy was extremely degraded, and availability was reduced. Specifically, the wideband signals have shown problems under these conditions. Here, a tradeoff between highly accurate wideband signals and robust narrow band signals has been found. This tradeoff is signal inherent and not dependent on a receiver structure. Critical situations for DLL receivers have been found especially if the receiver is faced with rapid visibility changes.
The work presented in this paper can be used for further improvement of satellite navigation receivers. To further improve both -the accuracy and robustness of the satellite signals, modification of the current satellite signals has been proposed by adding a narrow-band service to the existing wide-band services.
The paper also briefly introduces the channel model [5] . We describe the three used receivers and depict the simulation setup. The results using narrow-and wideband GPS and GALILEO signals will be shown, and conclusions will be given.
Multipath channel model
In 2002 we performed extensive multipath channel measurements [3, 4] . From these measurements we have developed a realistic channel model which has been published in [5] and is now standardized by International Telecommunication Union (ITU) recommendation 681-7 [7, 8] .
This channel model is based on a randomly generated, artificial scenery and takes into account blockage, reflexions and attenuation introduced by the elements comprised in the scenery. We generate the artificial scenery where we use house fronts at the road side to model the attenuation (blockage) of the line of sight (LOS). In addition to the house fronts, trees and light poles (also randomly generated) contribute to the LOS attenuation. The used attenuation models are realized deterministically and use the "knife edge" model [23] to calculate the LOS attenuation. Independently of the attenuating objects, echoes are generated in the artificial scenery. The echo position, location, power and other parameters are generated randomly according to parametrized stochastic processes. These echoes simulate reflexions with a near field deterministic path from the geometry and a randomly varying stochastic part. In analogy to [24] we defined a typical urban model. Thus we defined a parameter set that defines the artificial scenery like minimum, maximum and average house width and height as well as echo parameters such as location maps for echo probability, power distribution of the echoes to name just a few. We derived these parameters from the mentioned measurements and we assume that the model represents many big cities worldwide e.g. America, Asia and the Middle East. There are however situations, e.g. Lower Manhattan, where the model fit might be improvable. This can be done by adapting the statistics for the model. In [8] the interface for this extension is standardized. A detailed description of the model used here we leave outside the scope of this paper. An interested reader is referred to [8] for more details. To apply the model, a set of parameters needs to be chosen. For best comparability with other publications we kept the parameters from [8] unchanged. Although selected movement parameters such as speed, acceleration and heading as defined in [8] have to be selected to reflect the simulated application. Again we follow [8] and use the speed profile "ITU P.2145 Car A". This is analyzed and shown in section 4 together with other relevant parameters of the used receivers.
In general, the channel impulse response h(t, τ ) of a multipath channel with a direct path and N echoes can be written as
Let us denote the transmitted signal s(t) to be the transmitted signal, then the received signal r(t) can be calculated by using equation 1:
where n(t) denotes the zero-mean white Gaussian noise.
Receivers
In satellite navigation, precise synchronization at the receiver is crucial for providing accurate time delay estimates and subsequent position determination. In particular the synchronization of the spreading code sequences is important, as they provide unambiguous measures of signal travel time.
The signal processing techniques that are considered for multipath-robust receiver architectures have evolved significantly during the last decades. In general two fundamentally different approaches can be distinguished. The classical methods, which are still employed in most of the satellite navigation receivers today, align the conventional receiver components in a way that mitigates the impact of the multipath reception. In contrast, the advanced receiver concepts rely on estimation techniques, whose principles adhere to optimal methods in statistical signal processing. The estimation methods treat multipath explicitly as something to be estimated from the received signal, such that its effects can be trivially compensated at a later processing stage.
In the following, we introduce the concepts of the simulated receivers.
Delay locked loop (DLL)
In a conventional navigation receiver a combination of a DLL and a frequency/phase locked loop (FLL/PLL) is used to aid the estimation of the signal travel times [14] . The DLL is designed to keep track of the timing of the received signal by solving the following optimization problem
The FLL/PLL is used to compensate frequency and phase variations of the signal. The synchronization is continuously refined by the estimate of the actual timing mismatch, which is obtained from the timing error detector (TED) of the DLL. The slope of the TED is designed to be an approximation to the derivative of the cross-correlation function between the received signal and a local replica. This is achieved by means of the differential quotient, for example by employing two local replica s(t−τ 0 +∆τ ) and s(t − τ 0 − ∆τ ), that is one in advance (early) and one in delayed (late) stage by ∆τ , in order to sample the cross-correlation function at the respective values. Figure 1 illustrates the DLL concept. An inphase/prompt correlation is commonly used to feed the frequency/phase estimation of the FLL/PLL. Most of the conventional multipath mitigation techniques align the TED of the DLL to the signal received in the multipath environment in some way. Examples are the narrow correlator [15] , the strobe correlator [16] , the gated correlator [17] , or the pulse aperture correlator [18] , to name a few.
However, in any case multipath reception with delays much smaller than the chip duration of the spreading code leads to a distortion of the TED, which introduces a bias in the time delay estimate of the DLL. Though being susceptible to multipath errors, the DLL-based receiver concept has been proven to be efficient and reliable whilst being of little complexity [14] . Hence, its use is widespread and it can be regarded as the standard for today's satellite navigation receivers. 
Maximum Likelihood Estimation
The concept of maximum likelihood (ML) multipath estimation is an extension of the above DLL concept. It has drawn substantial research interest since the first approach was proposed in [25] . Despite varying details the objective is the same for all ML approaches, namely to find the parameters that maximize probability of the given observation r k conditioned on state of the channel x k :
where r k is a sampled sequence of the received signal r(t) in an interval of duration T according to (2) and k denotes the discrete time index of the interval.
The signal parameters that characterize the channel at this time, that is, specifically the delays τ i , and the coefficients a i are thereby assumed as being constant throughout the observation period, such that
To solve (4) different optimization strategies exist, which basically characterize the different approaches.
Most of these maximization algorithms are based on iterative techniques such as the space alternating generalized expectation maximization algorithm (SAGE) [26] and the Newton type methods. The multipath estimating DLL (MEDLL) [25] uses an iterative maximization method similar to the SAGE algorithm. Newton-type methods with efficient analytical expressions for the gradient and Hessian terms have been considered in [27] and have been chosen for the assessment that is performed within this paper. Further, ML algorithms have been reported in [28, 29] . For the ML approach the likelihood function is according to (2) the complex-normal distribution
with s(τ i ) being a discrete-time representation of s(t − τ i ) in an interval of duration T and σ 2 being the variance of the sampled noise.
As derived in [27] the Newton-type method starts at an initial sample point on the so-called likelihood cost-function, which in our case is given by L(x k ) = − log (p(r k |x k )) . Hence, a maximization of (6) is equivalent to the minimization of L(x k ). By eliminating the dependences with respect to the complex amplitudes a i in an analytical fashion according to [27] the optimization with respect to the delays τ i descends iteratively toward a point of convergence. At each iteration n the estimatex n k is refined usinĝ
with the gradient ∇L(x k ), the Hessian H(x k ), and the step-size parameter ν > 0. Finally the estimate attains the point of convergence and the iteration is stopped according to specific criteria, for example, as soon as the refinement is below a defined threshold. This procedure is carried out at each time instant k independently, such that at each interval an estimate of x k is obtained, which relies only on the recent observation r k and thus does not take into account any prior information from previous intervals.
To determine the (unknown) number of impinging echoes the estimatex ML k is computed for various hypotheses N and the best matching solution is chosen by a likelihood ratio test [30] .
In our implementation of the ML method we apply complexity reduction methods according to [31] , which allow for operating the algorithm on a compressed variant of the received signal.
To obtain the compressed signal, the original received signal is fed to a bank of signal matched correlators, where each of them represents a local replica of the received signal, and that are spaced equally with respect to signal delay across the chip duration of the navigation signal. The estimation is then performed based on the output of the bank of correlators.
Sequential Bayesian Estimation
The sequential estimation approach is motivated by the fact that though the channel is time-variant, its evolution and thus its state are not independent from one observation period to another. Hence, these temporal dependences may be exploited to refine the estimation. The key idea is to combine information derived from the current observation in terms of the likelihood function p(r k |x k ) with some apriori information p(x k ) according to the fundamental theorem of Bayes [32] , which has been widely used in modern detection and estimation applications [33] in order to determine the aposteriori probability density function (PDF)
In case p(x k ) is derived from the entire history of channel observations R k ={r k ′ , k ′ = 1, . . . , k}, the framework of sequential Bayesian estimation is a suitable choice to achieve this goal and it has been proposed by [20, 21] for tracking parameters of navigation signals in multipath environments.
The sequential Bayesian approach determines p(x k |R k ), that is, the aposteriori PDF of the channel parameters x k conditioned on the entire sequence of past channel observations R k , in a recursive fashion. The characterization of the channel, which accounts for the constraints and dependencies during its temporal evolution, enters the algorithm in terms of the statistical channel model p(x k |x k−1 ) [22] . Due to the probabilistic approach all potential channel configurations are considered simultaneously by the PDF representation and hence past channel information is preserved over time. In particular this approach allows for keeping track of ambiguous situations by means of a multi-modal PDF, which is in contrast to the DLL and the ML receiver that are only able to provide point estimates.
Using the aposteriori PDF from the last time instant p(x k−1 |R k−1 ) and the channel model the apriori PDF of the channel parameters is computed during the prediction-step of the algorithm:
The update-step of the algorithm joins the apriori PDF with the likelihood function p(r k |x k ), which represents the current observations according to (6) . The Bayes theorem (8) is used to obtain the current aposteriori PDF of the channel parameters which gives
Once the a-posteriori PDF is evaluated, either the channel configuration that maximizes it can be determined which is the so-called maximum a-posteriori (MAP) estimate or the minimum mean square error (MMSE) estimate can be chosen:
The MMSE estimate has been chosen for this paper, as in our simulations MMSE was more robust than the MAP estimate. To implement the sequential Bayesian approach we have employed a particle filter (PF) according to [34] and the corresponding receiver type will be referred to as PF receiver in the sequel of the paper. An alternative PF implementation for static channel scenarios can be found in [35] . A PF solves the Bayesian filtering equations based on the principle of importance sampling [36] and thus inherently implements only a suboptimal approximation of the optimal Bayesian solution [37] . In a PF the a-posteriori PDF at step k is represented as a sum, and is specified by a set of N p particles:
where each particle with index µ has a state x µ k and has a weight w µ k . For N p → ∞ the approximate aposteriori PDF approaches the true a-posteriori PDF, hence the number of particles N p has to be chosen in a trade-off between performance and complexity.
Following [37] the particles are generated randomly from the so-called proposal density q(x k |x µ k−1 , r k ), such that their respective weights are calculated via
The choice of the proposal density is crucial for the performance of the PF and is, thus, characteristic for the specific realization of the filtering algorithm. A common choice is the so-called sequential importance re-sampling particle filter (SIR-PF) [37] that we have followed in our implementation. In the SIR-PF the proposal density is chosen to be p(
, which follows directly from the channel process characteristics. At each instance k the SIR-PF incorporates the recent observation in terms of the received signal r k in the calculation of the weight w µ k , which can be shown to be the likelihood function p(r k |x µ k ) (6) .
The nominal performance of PF methods in this context has been studied in detail by a couple of papers before. In [38] the statistical multipath error envelope has been assessed and compared against a DLL using a Narrow and a Strobe correlator. As the results of a similar assessment [20] shows that the PF approaches the Cramer-Rao lower bound (CRLB) for an increasing number of employed particles. In addition [35] derives the computation of the applicable Posterior CRLB and studies the amount of particles needed to converge.
The PF estimates the delays τ i of the impinging path and considers the earliest estimate as the LOS delay τ 0 . The later estimates are treated as the delays of the echo paths. As the characteristic for the land mobile scenario, all echoes are assumed to experience a typical life cycle [3] , that is, echoes are created and erased dynamically according to probabilistic models. In the PF according to [34] , an echo detection is included implicitly, thus an explicit estimation of the number of impinging echoes is not required here. This is in contrast to [35] , where the number of echoes is assumed to be known perfectly. However, the number of maximum detectable echoes N m is limited due to complexity constraints and it has been shown in [34] that the PF receiver performance tends to saturate rapidly, if more than one simultaneous echo is detectable by the receiver.
In our implementation of the PF we take advantage of the same complexity reduction methods that have been employed for the ML receiver [31] , that is, specifically the likelihood function is computed from the output of a correlator bank, which reduces the effort for the PF computations significantly [38] .
Simulation setup
We simulated a car drive in an urban environment. For this purpose we divided the route into 10 segments, each lasting for 180 seconds. The total simulation time of 30 minutes has been considered as long enough for sufficient statistics. Every segment was begun with a perfect synchronized receiver. This segment was used for the error statistics as long as the receiver was tracking the signal. This detection was done manually after simulation.
The PF receiver was using 25 correlators set to a coherent integration time of 10 ms to follow dynamic channel changes. The PF receiver considered [0, 1, 2, 3] reflections as hypothesis it was using 1000 particles. The DLL was set to a filter bandwidth of 1 Hz and a correlator spacing of 0.15 chips.
To realize a critical multipath and shadowing situation we simulated a satellite at an elevation of 10
• . To remove the influence of a specific azimuth we simulated a circular route which covered every azimuth equally. To realize a typical stop and go situation in a city a speed profile with high, medium, and slow speed periods as well as stop periods was defined (see figure 2 ). All other parameters of the multipath channel had been set as recommended in the standard [8] . The nominal C /N0 is representing the un-shadowed reception; it was set to 45 dBHz. Further attenuation or blocking of the LOS signal are automatically calculated by the channel model itself depending on the actual reception situation. Thus the LOS power level is changing over time.
Four different global navigation satellite system (GNSS) signal types were simulated: Two of them were in the L1 frequency band and two of them in Galileo's E5 band [11] . Specifically, the simulations were run with the GPS C/A code signal (BPSK(1)), the Galileo BOC(1,1) signal, the AltBOC(10,10) signal using its full bandwidth, and a BPSK(10) signal which uses the E5b frequency band [11] .
Results
In this section we will present the results of our simulations.
Shadowed signal reception
A very difficult situation for GNSS receivers occurs when the LOS signal is shadowed and the reflections become stronger than the LOS. Figure 3 shows such a situation: The LOS is shadowed by house fronts and the received signal contains components from the LOS as well as from reflections. A standard DLL receiver in this situation is misled by the reflection and shows severe errors while a PF receiver successfully estimates the reflection. Hence some of the particles contain an estimate for the weak LOS. This receiver can correct the effect caused by the reflections. Moreover, the strong reflection leads to particles with a high likelihood although the LOS is weak. Therefore, the PF receiver is clearly outperforming the DLL in these situations.
Accuracy versus robustness
Newly designed signals for satellite navigation are designed for high-accuracy navigation. This goal is usually reached by an increase of the signal bandwidth [11, 12] . This leads to two important consequences: Due to the higher bandwidth the chip length will be shorter which results (with the same given C/N 0 ) in a higher detector gain [14] that reduces the variance of the navigation error. Further, the sensitivity to multipath is reduced indeed: Let s(t) be the transmitted satellite signal and h(t, τ ) be the channel impulse response. Then the received signal r(t) is
r(t) = s(t) * h(t, τ ) + n(t).
The correlator output c(t, τ ) of the receiver is [14] :
col. noise term (15) where
is the crosscorrelation function (CCF) between s(t) and g(t) and φ ss is the auto correlation function (ACF) of s(t).
The interpretation of equation 15 is that the correlator output is the channel impulse response filtered by the autocorrelation function of the signal observed in the presence of colored noise. When the signal bandwidth is increased the autocorrelation function is shortened which leads to a higher suppression of multipath components. This property can be seen in figure 4 . In this figure the autocorrelation function of GPS C/A, Galileo E5 (full band), and GPS L5 which equals GALILEO E5b is displayed together with the channel impulse response of the multipath channel. This will increase the navigation accuracy as long as the LOS is present, because reflections that reach the receiver antenna longer delayed are suppressed while the LOS is unaffected.
In the case of shadowing we observe the opposite situation: An echo that has a longer delay than the ACF will be detected by the receiver independent of the LOS. Therefore, the short ACF suppresses 1 these reflections but the LOS is missing or at least attenuated. This results in a lack of useful energy at the correlator output and the DLL is losing lock quickly. Figure 5 shows an example of such a situation: The user is losing the LOS by shadowing and the receivers relying on wideband signals are losing lock. The receiver synchronizing a narrow band signal (GPS C/A) is building up a larger error but stays within the hold range of the DLL. When the LOS comes back after a short period it resynchronizes the signal if the LOS stays long enough.
We have repeated this simulation for different azimuths and the loss of lock for the high bandwidth signals occurred always when the LOS was blocked. Therefore we conclude that it is impossible to synchronize these signals in a blockage situation. From a user point of view this results in a trade off between higher accuracy in LOS situations by using high signal bandwidths (e.g. 80 MHz-GALILEO E5) and robust navigation in shadowing situations by narrow bandwidths (e.g. 1 MHz -GPS C/A or 2 MHz GALILEO BOC (1,1) ). In the L1 band the user can select the signal to be used but unfortunately in the E5, L5 bands only a wide band service is implemented at the moment. Thus, from a user point of view an additional narrow band service on E5 or L5 might be useful. 
Comparison BOC(1,1) versus BPSK(1)
As shown in the previous section the increase of signal bandwidth can have enormous impact on the robust reception of the satellite signal. This brought another improvement of modern satellite navigation to the focus of our interest: The change from BPSK (1) signals (used in GPS) to BOC signals, namely from GPS C/A to GALILEO BOC (1,1). We simulated both signal options using the identical channel described in section 4. Figure 6 shows the result of these simulations: It can be seen that for all three receivers the BOC(1,1) signal outperforms the C/A code signal in terms of accuracy. In terms of robustness the increase of the bandwidth from 1 MHz to 2 MHz had a negligible effect on the availability of the navigation service. Revisiting figure 4 confirms this result: The ACF of the BOC (1,1) signal is wide enough to collect most of the channels energy for robust navigation and is narrow enough to allow a good navigation performance.
Improvements on the satellite signal
In the previous section we discovered a principle tradeoff between robust narrow band and accurate wideband signals. Because this problem is signal inherent and not system specific it affects both GPS and GALILEO. Hence, it is obvious that a potential modification on the satellite signal might solve this tradeoff. It would go beyond this paper to propose a ready to use solution for this problem, which would need extensive research and field trials. However, we want to contribute to an upcoming discussion with signal extensions. Our assumption is that an ionospheric correction is beneficial even for mass market receivers in difficult reception environments. Thus we propose to improve a robust dual frequency reception: We figured out, that the invention of the BOC (1,1), signal to satellite navigation improved its accuracy in the multipath channel while keeping a reasonable robustness. Therefore, and for best compatibility, a possible solution is to insert a narrow band BOC (1,1) service overlaying the wideband services of E5-band signals of GALILEO. For GPS L5 a close solution would certainly be a C/A signal overlaid at the center frequency of L5. Figure 7 shows two possible extensions of the GALILEO E5 signal:
• Possibility 1 uses a center frequency of 1191.795 MHz to transmit an additional BOC (1,1) signal. The advantage of this option is a low spectral interference to the existing E5 services. The disadvantage is that a receiver that uses one side band only (e.g. E5b for the safety of life (SOL) service) would need a wider input bandwidth and would access an unprotected band for the narrow band signal.
• Possibility 2 uses center frequencies of 1176.45 MHz and 1207.14 MHz to insert two BOC(1,1) signals into the E5 band. The advantage of this approach is that no modification of the radio frequency (RF) receiver front-end would be necessary. The disadvantage is of course the doubled necessary signal power.
Receiver performance
In this section we investigate the performance of the different receivers used on the same channel. As a measure we use the root mean squared error ψ which is derived from N samples of the estimated pseudorangeτ (k) and the real pseudorange τ (k) at every time instance k: Figure 8 shows the simulation performance for a mixture of LOS and shadowed situations. For the whole channel the PF clearly outperforms the DLL and the ML. For every estimation period the ML receiver uses independent measurements without history. Therefore it cannot benefit from the previous estimates like the PF receiver, in particular with respect to the presence of multipath. As the coherent observation intervals for the ML and PF receiver are the same, the ML receiver is more susceptible to noise than DLL and PF. The comparison between DLL and ML receiver brings a more differentiated result: If the channel shows only small echo delays the ML receiver can hardly estimate them properly, as the overall error is more dominated by noise than by multipath bias. Therefore the DLL is in advantage here and shows small errors. Increasing echo delays result in higher errors dominated by multipath bias for the DLL, whereas the ML receiver can estimate them better, so in a comparison the break even is reached for about 15 m error. In contrast to the mixed propagation situation a different result can be seen when the same simulations are evaluated for LOS situations only ( figure 9 ). Here the PF and the DLL receivers show a comparable performance whereas the ML receiver still shows erroneous estimates. As discussed in [19, 38] in practice the performance of the ML receiver may be improved by extending its equivalent observation interval beyond the actual coherence time of the channel, in order to reduce its susceptibility to noise. From this we can conclude that in LOS situations it is unlikely to receive a strong echo in the order of the LOS and the DLL receiver is sufficient to synchronize the signal. In shadowing situations the PF receiver is able to estimate the channel properly and thus can suppress multipath effects. This knowledge can be used in a receiver to adopt the receiver complexity to the channel condition: In a shadowing situation a PF receiver should be used whereas in a LOS situation a DLL receiver is sufficient. This selective usage of the different receiver concepts would improve battery lifetime. Further, one can combine PF and DLL in the same chip by flexible use of correlators. This would allow a receiver layout that can receive n s shadowed satellites by using a PF and n v visible satellites by using a DLL. Because it is unlikely that all satellites are shadowed this concept can optimize the complexity. It would reduce chip size of the receiver by approximately 1 − ns ns+nv assuming that the complexity of a PF is high compared to a DLL.
Critical situations for DLLs
During the simulations we have identified a critical situation for a DLL based receiver: When the received signal is weak the navigation accuracy is decreased. In this state the receiver can show a significant error. If the LOS comes back the detector of the DLL will generate a big correction signal to bring the DLL back to the right pseudorange. If this LOS period is longer than its settling time it will synchronize correctly. If the LOS period is shorter than the settling time the big correction signal during the LOS period is loaded into the integrator of the DLL; when exiting this short LOS period the detector signal becomes weak again and the loop behavior is then dominated by the previous correction signal stored in the integrator. In this moment the DLL will execute this "last command" and will lose the lock. We call this short line of sight hit (SLOSH). Figure 10 shows a DLL and a PF receiver in a double SLOSH situation. The first SLOSH loads a medium correction signal into the integrator which cannot settle during the SLOSH. It executes the last correction command and builds up an increasing error in the following non-LOS period. When the second SLOSH occurs the correction command of the detector is big and the DLL tries to settle. Again the SLOSH is too short for settling and the receiver is losing the lock. The PF receiver is unaffected by the SLOSH. In contrast to a DLL it does not use a "flywheel effect" but a Bayesian filter, which combines correctly the apriori and the aposteriori likelihoods. The only observable effect is a widening of the distribution function and a higher noise during the non LOS period.
Conclusion
We have introduced a new particle-based receiver concept and tested this new receiver together with a classical delay locked loop (DLL) and a maximum likelihood multipath estimation DLL in a multipath environment. We have shown that the particle receiver is clearly outperforming the DLL and the maximum likelihood (ML) receiver in shadowed situations. In a line of sight situation a DLL and a particle receiver are showing a comparable performance. We found a tradeoff between accurate and robust navigations signals: Wideband signals show higher accuracies if the line of sight (LOS) is present, narrow band signals show a higher robustness if the LOS is shadowed. As a result of this finding a potentially improved satellite signal extension for robust urban navigation has been suggested to allow both: Robust navigation using an additional narrow band signal and accurate navigation using the existing wideband signal. This may serve as robust and accurate means of navigation in a stand alone configuration or contribute as component to multi-sensor navigation systems, which will push the overall performance in land mobile navigation even further. Further, we compared the GPS C/A service with a GALILEO binary offset coding (BOC) (1,1) signal. While being robust enough the BOC (1,1) showed a better performance in the multipath environment by means of simulation. In a last step we have identified a critical situation for a DLL: The short line of sight hit (SLOSH). This happens when a DLL envisages for a period smaller than the settling time of the DLL a LOS situation occurs. After this event a loss of lock (LOL) is very likely.
