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Re´sume´
In answer to questions recently raised by Merel [Mer], we prove
two non-vanishing theorems for the central value of automorphic L-
functions: let p be prime and let χ be a primitive character modulo p.
Then for all p large enough
1. If χ is not quadratic and even, there exists a primitive weight 2
form f of level p with
L(f ⊗ χ, 12 ) 6= 0.
2. If χ is quadratic and even, then there exists a primitive weight 2
form f of level p with
ords= 12 L(f, s)L(f ⊗ χ, s) = 1.
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1 Introduction
Merel [Mer], en e´tudiant les corps de de´finition possibles des points de p-
torsion des courbes elliptiques (p premier), a rencontre´ le proble`me de non-
annulation de valeurs critiques de fonctions L suivant:
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Question 1 Pour tout caracte`re de Dirichlet primitif χ modulo p
qui n’est pas quadratique pair, existe-t-il une forme modulaire primitive1
(parabolique) f de poids 2 et de niveau p telle que
L(f ⊗ χ, 12) 6= 0
(ou` 12 est le centre de la bande critique, dans la normalisation “analytique”
des fonctions L).
Merel a obtenu de nombreux re´sultats partiels par des techniques base´es
sur les symboles modulaires et des e´tudes de congruences, et a de´couvert
l’e´nonce´ e´le´mentaire e´quivalent suivant:
Question 2 Soit p et χ comme ci-dessus. Existe-t-il u mod p, u 6= 0,
tel que
−1− 1
u∑
x=u+1
(
χ(x)− χ(x)χ(−1)
)
6= 0
(ou` la somme est entre des repre´sentants entiers quelconques)?
Dans un appendice a` [Mer] nous avons e´tabli que la re´ponse a` ces ques-
tions est “Oui”, pour p assez grand, en de´montrant cet e´nonce´ e´le´mentaire.
Ici, en utilisant des me´thodes de´sormais classiques de the´orie analytique
des nombres, nous fournissons une seconde preuve directe de l’e´nonce´ de
non-annulation de valeurs critiques, qui est plus pre´cise, et nous e´tudions le
proble`me correspondant pour χ quadratique pair, pour une valeur spe´ciale
d’une de´rive´e d’une fonction L.
The´ore`me 1 Avec les notations pre´ce´dentes, supposons χ non quadratique
pair. Alors pour p assez grand, p > P pour une certaine constante absolue
et effectivement calculable P (ne de´pendant pas de χ), il existe une forme f
parabolique primitive de poids 2 et niveau p telle que
L(f ⊗ χ, 12) 6= 0.
Plus pre´cise´ment, on a la minoration
|{f ∈ S2(p)∗ | L(f ⊗ χ, 12) 6= 0}| ε p1−1/2
√
e−ε (1)
pour tout ε > 0.
1 Aussi appele´e une forme nouvelle.
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Ce the´ore`me est un corollaire de la proposition suivante calculant asympto-
tiquement la moyenne des valeurs critiques L(f⊗χ, 12) pour f dans l’ensemble
de´crit. Rappelons d’abord quelques notations usuelles ([KM1], [KM2]).
Pour tout entier q ≥ 1, S2(q)∗ est l’ensemble (fini, de cardinal ∼ ϕ(q)12 )
des formes primitives de poids 2 et de niveau q. Pour f ∈ S2(q)∗, on note
f(z) =
∑
n≥1
λf (n)n1/2e(nz), L(f, s) =
∑
n≥1
λf (n)n−s (2)
le de´veloppement de Fourier et la fonction L de Hecke associe´e. Notant (·, ·)
le produit scalaire de Petersson, on e´crit∑h
f∈S2(q)∗
αf =
∑
f∈S2(q)∗
αf
4pi(f, f)
.
Proposition 1 Soit χ un caracte`re primitif modulo p et ` ≥ 1 un entier.
Alors
∑h
f∈S2(p)∗
L(f ⊗ χ, 12)λf (`) =
χ(`)(1−W (χ)2χ2(`))√
`
+O(
√
`
p
)
ou` W (χ) est le “root-number” associe´ a` χ, c’est a` dire W (χ) = τ(χ)
p1/2
, τ(χ)
e´tant la somme de Gauss
τ(χ) =
∑
x mod p
χ(x)e
(x
p
)
.
La constante implicite dans le O() est absolue et effective.
Remarques.
1. Le calcul du signe de la somme de Gauss quadratique montre que
W (χ)2 = 1 si χ est quadratique pair, confirmant que ce cas doit eˆtre
mis a` part. Re´ciproquement, si χ ne l’est pas, on a W (χ)2 6= 1.
2. On peut sans grande difficulte´ expliciter une valeur de P telle que la
proposition implique que le The´ore`me 1 soit vraie pour p > P . Les
auteurs ont ve´rifie´ que P > 1025 convient, mais il ne semble pas aise´,
par les me´thodes suivies, de ramener cela a` une valeur “petite”, disons
P ayant moins de 6 chiffres.
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3. L’exposant 1 − 1/2√e n’est pas significatif: il n’est que le reflet des
me´thodes e´le´mentaires que nous avons choisi d’utiliser: si χ est quadra-
tique impair la preuve fournit 1−ε trivialement , alors que l’ine´galite´ de
Burgess [B] en place de celle de Polya-Vinogradov fournirait 1−1/4√e,
enfin des techniques nettement plus sophistique´es (mais tout a fait
abordable par la technologie actuelle) permettent d’obtenir la non-
annulation d’une proportion positive de L(f ⊗ χ, 12).
Le The´ore`me 1 e´tant acquis, il est naturel de se demander ce qui se passe
lorsque χ est quadratique pair. On verra (Proposition 3) que dans ce cas on
a bel et bien L(f ⊗ χ, 12) = 0 pour toute forme f ∈ S2(p)∗, et la question
naturelle (e´galement souleve´e par Merel) est la suivante:
Question 3. Soit χ un caracte`re quadratique pair modulo p premier.
Existe-t-il une forme modulaire f primitive de poids 2 et niveau p telle que
ords= 1
2
L(f, s)L(f ⊗ χ, s) = 1 ?
Notre second re´sultat affirme que la re´ponse est “Oui”, pour p assez
grand; c’est encore une conse´quence du calcul asymptotique de la valeur
moyenne de la de´rive´e du produit L(f, s)L(f ⊗ χ, s) en 12 .
Proposition 2 Soit χ un caracte`re de Dirichlet primitif quadratique pair.
Alors on a pour tout ε > 0
∑h
f∈S2(p)∗
L(f, 12)L
′(f ⊗ χ, 12) = 2L(1, χ) log
(e2γp
4pi2
)
+ 4L′(1, χ) +Oε(p−1/4+ε).
Comme L(f ⊗ χ, 12) = 0, l’expression conside´re´e est bien la de´rive´e de
L(f, s)L(f ⊗ χ, s) en s = 12 .
Il est bien connu que l’une des quantite´s L(1, χ) et L′(1, χ) n’est pas
“petite”, de manie`re effective (il existe c > 0 effectif tel que L(s, χ) a au
plus un ze´ro dans la re´gion Re(s) > 1 − c/(log q)). Pre´cise´ment on a par
exemple (nous tirons cette ine´galite´ de notes d’Iwaniec, mais le principe est
bien connu):
Lemme 1 Soit χ un caracte`re de Dirichlet primitif quadratique de conduc-
teur q. On a
4
10
L(1, χ)(log q) + L′(1, χ) ≥ ζ(2) +O((log q)−1).
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Par conse´quent, le terme principal de la Proposition 2 est 1 de manie`re
effective, prouvant qu’il existe f telle que ords= 1
2
L(f, s)L(f ⊗ χ, s) = 1.
Pour prouver le lemme, on peut par exemple montrer, par inte´gration le
long d’un contour et en utilisant la majoration de Burgess [B] de L(s, χ) sur
la droite critique, que pour tout ε > 0 et tout x > 1,
∑
n≥1
τχ(n)
n
V (
n
x
) = L(1, χ) log(ηx) + L′(1, χ) +Oε(q3/16+εx−1/2)
ou`
V (y) =
1
2ipi
∫
(3/4)
Γ(s+ 1)y−s
ds
s
= e−y ≥ 0,
τχ(n) est de´fini en (17) et η > 0 est une constante absolue. L’interpre´tation
de τχ(n) comme nombre d’ide´aux de norme n dans le corps quadratique
Q(
√
χ(−1)q) fournit la borne infe´rieure en conside´rant la sous-somme sur
n = m2 et en prenant x = η−1q4/10.
Iwaniec et Sarnak nous ont informe´ qu’une partie des re´sultats de leur
e´taient connus, et qu’ils avaient montre´ (ce que nous ne faisons pas ici) que
quand χ quadratique pair et p est assez grand, L(f, 1/2)L′(f ⊗ χ, 1/2) 6= 0
pour une proportion positive de f .
Comme la re´daction de [IS] n’est pas termine´e et qu’il n’est pas certain
que cette variante y soit incluse, la note pre´sente ne semble pas inutile.
L’apparition du terme principal dans la Proposition 2 (cf. Section 4.3, juste
apre`s le Lemme 10) me´rite d’eˆtre vue...
Remerciements. Nous remercions Lo¨ıc Merel d’avoir soumis ces
proble`mes a` notre attention, David Rohrlich pour des discussions utiles con-
cernant le “signe” de l’e´quation fonctionnelle et enfin le rapporteur pour
sa lecture attentive du manuscrit et pour avoir de´tecte´ d’embarrassantes
erreurs.
P.M. be´ne´ficie d’un soutien de l’Institut Universitaire de France.
2 Pre´liminaires et notations
Soit q ≥ 1 un entier sans facteurs carre´s et f ∈ S2(q)∗. L’e´quation fonction-
nelle de la fonction L associe´e (2) prend la forme suivante: soit
Λ(f, s) =
(√q
2pi
)s
Γ(s+ 12)L(f, s)
5
alors on a pour tout s ∈ C
Λ(f, s) = εfΛ(f, 1− s) (3)
ou` εf ∈ {±1} peut-eˆtre calcule´ dans ce cas par la formule
εf = −µ(q)√qλf (q). (4)
Nous e´tudions maintenant l’e´quation fonctionnelle et le “signe”2 (ou
“root-number”) pour la fonction L tordue par un caracte`re χ primitif mod-
ulo q. Comme le conducteur de χ et le niveau de f sont identiques, ce calcul
est plus subtil que le cas ou le niveau et le conducteur sont premiers entre
eux qui est ge´ne´ralement pre´sente´ dans les livres disponibles; ironiquement,
il va s’ave´rer que le re´sultat est plus simple. En effet, le signe pour L(f⊗χ, s)
est inde´pendant de f .
Notons
(f ⊗ χ)(z) =
∑
n≥1
λf (n)χ(n)n1/2e(nz);
il est bien connu ([Iw3] par exemple) que f est modulaire de niveau q2 et de
caracte`re (“nebentypus”) χ2.
Proposition 3 Avec les hypothe`ses pre´ce´dentes, f ⊗ χ est primitive de
niveau q2. De plus, l’e´quation fonctionnelle satisfaite par
L(f ⊗ χ, s) =
∑
n≥1
λf (n)χ(n)n−s
prend la forme
Λ(f ⊗ χ, s) = −W (χ)2Λ(f ⊗ χ¯, 1− s) (5)
avec
Λ(f ⊗ χ, s) =
( p
2pi
)s
Γ(s+ 12)L(f ⊗ χ, s).
En particulier, le signe est inde´pendant de f .
De´monstration. Il est plus aise´ de raisonner en termes de repre´sentations
automorphes (voir [JL] et [Go]): soit pif la repre´sentation automorphe cus-
pidale de GL(2,AQ) correspondant a` f . On a la factorisation
pif =
⊗
v
piv
2 Pas vraiment un signe en ge´ne´ral, puisqu’il peut eˆtre complexe, mais nous utiliserons
cet abus de langage.
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ou` v parcourt les places de Q (finies et infinie). De meˆme, χ correspondant
naturellement a` un caracte`re de Hecke des ide`les A×Q = GL(1,AQ) de Q,
encore note´ χ, qui se de´compose aussi en
χ =
⊗
v
χv.
La repre´sentation automorphe associe´e a` la forme modulaire f ⊗ χ est
pif⊗χ = pif ⊗ χ =
⊗
v
piv ⊗ χv.
Soit p | q; pif est ramifie´e en p, ainsi que χ, donc χp est un caracte`re
ramifie´ de Q×p , tandis que la classification de Jacquet-Langlands implique
que pip est une repre´sentation spe´ciale
pip = σ(| · |1/2, | · |−1/2)⊗ η
du fait que le conducteur de pip est exactement p (q e´tant sans facteurs
carre´s); le caracte`re η = ηf est soit le caracte`re trivial, soit l’unique caracte`re
quadratique non-ramifie´ et non-trivial de Q×p , cela parce que le caracte`re
central de pip est lui-meˆme trivial.
On en de´duit que pip⊗χp est encore une repre´sentation spe´ciale, pip⊗χp =
σ(|·|1/2, |·|−1/2)⊗ηχp. Le calcul du conducteur d’une repre´sentation spe´ciale
implique dores et de´ja` que pip ⊗ χp a pour conducteur p2 exactement. Cela
confirme que f⊗χ est une forme primitive de niveau q2 (et non d’un diviseur
q∗ | q2), donc a une e´quation fonctionnelle de la forme de´crite, avec un signe
εf⊗χ = ε(pif ⊗ χ) e´gal a` celui associe´ a` pif ⊗ χ par la the´orie de Jacquet-
Langlands. Celle-ci dit que le signe admet une de´composition en produit
ε(pif ⊗ χ) =
∏
v
ε(piv ⊗ χv).
Pour v = ∞, le signe est ε(pi∞ ⊗ χ∞) = −1 car le poids est 2. Pour
v = p avec p | q il faut calculer
ε(σ(| · |1/2, | · |−1/2)⊗ ηχp).
Ceci est implicite dans Jacquet-Langlands et explicite dans Godement
[Go, 1.49, (224)]: soit µ+ = | · |1/2η, µ− = | · |−1/2η, alors
ε(σ(| · |1/2, | · |−1/2)⊗ ηχp) = ε(σ(µ+, µ−)⊗ χp)
= ε(µ+χp)ε(µ−χp)
L(µ+χp)
L(µ−χp)
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ou` les derniers ε et L sont les facteurs epsilon et les facteurs L locaux de la
the`se de Tate. Comme χp est ramifie´, on a L(µ±χp) = 1, et comme µ±η ne
l’est pas on a
ε(µ±χp) = ε(χp)(µ±η)($)
($ e´tant une uniformisante), donc finalement
ε(σ(| · |1/2, | · |−1/2)⊗ ηχp) = (ε(χp)η($))2 = ε(χp)2
et la proposition en de´coule maintenant puisque
∏
p ε(χp) =W (χ).

Remarque. Ce calcul peut e´galement eˆtre effectue´ du coˆte´ de Galois
en utilisant la correspondance de Langlands locale; il suffit alors de citer,
par exemple, [Roh, Cor. page 146].
3 Le premier the´ore`me de non-annulation
Le calcul du signe de l’e´quation fonctionnelle de L(f ⊗ χ, s) est l’e´le´ment
essentiel de la preuve de la Proposition 1. La suite est plus ou moins un
exercice simple base´ sur la formule de Petersson (voir [Du], [KM2] pour
d’autres cas).
Soit p premier, χ un caracte`re primitif modulo p, f ∈ S2(p)∗. Con-
side´rons
Iχ =
1
2ipi
∫
(3)
Λ(f ⊗ χ, s+ 12)G(s)
ds
s
ou` G est un polynoˆme re´el, pair, tel que G(0) = 1 et
G(−1) = G(−2) = 0.
On peut amener le contour d’inte´gration a` la droite Re(s) = −2, passant
par un poˆle simple en s = 0 de re´sidu e´gal a`
Λ(f ⊗ χ, 12) =
( p
2pi
)1/2
L(f ⊗ χ, 12).
Faisant alors le changement de variable s 7→ −s et appliquant l’e´quation
fonctionnelle (5), on trouve
Iχ −W (χ)2Iχ¯ =
( p
2pi
)1/2
L(f ⊗ χ, 12).
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De´veloppant maintenant plutoˆt L(f ⊗χ, s) en se´rie de Dirichlet dans les
inte´grales Iχ et Iχ, et e´changeant somme et inte´grale, on trouve donc en
comparant
L(f⊗χ, 12) =
∑
n≥1
λf (n)χ(n)√
n
W
(2pin
p
)
−W (χ)2
∑
n≥1
λf (n)χ¯(n)√
n
W
(2pin
p
)
(6)
ou`
W (y) =
1
2ipi
∫
(3)
y−sΓ(s+ 1)G(s)
ds
s
;
cette fonction ve´rifie, comme on s’en assure aussitoˆt
W (y) = 1 +O(y5/2), y → 0 (7)
W (y) = O(y−2), y → +∞. (8)
Maintenant on a∑h
f∈S2(p)∗
L(f ⊗ χ, 12)λf (`) =
∑
n≥1
χ(n)√
n
W
(2pin
p
)
∆(`, n) (9)
−W (χ)2
∑
n≥1
χ¯(n)√
n
W
(2pin
p
)
∆(`, n)
ou` ∆(m,n) est le “symbole diagonal” associe´ aux formes modulaires, de´fini
pour m, n ≥ 1 par
∆(m,n) =
∑h
f∈S2(p)∗
λf (m)λf (n).
La formule de Petersson justifie cette appellation:
Lemme 2 Avec les notations pre´ce´dentes, on a la formule
∆(m,n) = δ(m,n)− J (m,n)
ou`
J (m,n) = 2pi
p
∑
r≥1
1
r
S(m,n; pr)J1
(4pi√mn
pr
)
,
J1 e´tant la fonction de Bessel et S(m,n; pr) la somme de Kloosterman.
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Remarque. La formule de Petersson ge´ne´rale exprime∑
f∈F
λf (m)λf (n)
en termes de sommes de Kloosterman, ou` F est une base orthonorme´e de
l’espace Sk(q) des formes paraboliques de poids k et niveau q; dans le cas
pre´sent, les formes primitives forment une base orthogonale de S2(p) car
il n’y a pas de formes anciennes, puisque S2(1) = 0. La normalisation de
S2(p)∗ en base orthonorme´e occasionne l’apparition du produit scalaire de
Petersson implicite dans
∑h
.
Le lemme suivant estime J (m,n) de la fac¸on habituelle.
Lemme 3 Pour tout m,n ≥ 1, on a
|J (m,n)| ≤ C
√
mn
p3/2
ou` C = 8pi2ζ(32)
2 = 538.8413...
De´monstration. On applique la borne J1(x) ≤ x/2 et la borne de Weil
S(m,n; c) ≤ τ(c)(m,n, c)1/2√c
ce qui donne bien
|J (m,n)| ≤ 2pi
p
∑
r≥1
1
r
τ(pr)
√
pr
2pi
√
mn
pr
≤ 8pi2
√
mn
p3/2
ζ(3/2)2.

Appliquant la formule de Petersson a` (9), il vient
∑h
f∈S2(p)∗
L(f ⊗ χ, 12)λf (`) =
(χ(`)−W (χ)2χ¯(`))√
`
W
(2pi
p
)
(10)
−
∑
n≥1
χ(n)−W (χ)2χ¯(n)√
n
J (`, n)W
(2pin
p
)
=
(χ(`)−W (χ)2χ¯(`))√
`
+O(
1√
`p5
) (11)
+O
( `1/2
p3/2
∑
n
∣∣∣W(2pin
p
)∣∣∣) (12)
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par (7) et le lemme. Pour conclure, il suffit maintenant d’observer que
∑
n
∣∣∣W(2pin
p
)∣∣∣ = ∑
n≤p
| . . . |+
∑
n>p
| . . . |  p
en appliquant (7) pour la premie`re somme et (8) pour la seconde. Ainsi (12)
de´montre la Proposition 1.
3.1 Preuve du The´ore`me 1
On commence par montrer le lemme e´le´mentaire suivant qui est un vari-
ante simple du The´ore`me de Vinogradov sur le plus petit entier non-re´sidu
quadratique:
Lemme 4 Soit p un nombre premier assez grand et χ un caracte`re non-
trivial modulo p, alors il existe un entier premier 1 ≤ ` ≤ p1/2
√
e log2 p tel
que |χ(`)− 1| ≥ 1/ log3 p.
De´monstration. On suit fide`lement la pre´sentation donne´e dans [LK] Thm.
7.7.6 du the´ore`me de Vinogradov. On pose
M = [p1/2 log2 p], T = [p1/2
√
e log2 p]
et M l’ensemble des entiers positifs ` ≤ M tels que 1 − <eχ(`) ≥ 1/ log p,
par l’ine´galite´ de Polya-Vinogradov [LK] Thm 7.7.4,
|
∑
m≤M
χ(m)| < √p log p,
on de´duit que
|M| ≥ M
2
− 2
√
p log p
2− 1/ log p.
Supposons alors que tous les premiers ` ≤ T ve´rifient |1− χ(`)| ≤ 1/ log3 p,
ncessairement tous les e´le´ments de M ont un diviseur premier T < q ≤ M
(dans le cas contraire on aurait pour m ∈ M, |χ(m) − 1|  1/ log2 p car
Ω(m) ≤ logm/ log 2 log p) dont on de´duit que
|M| ≤
∑
T<q≤M
M
q
=M(
1
2
− 4(√e− 1) log log p
log p
) +O(
M
log T
);
cette majoration contredit la minoration pre´ce´dente de |M| pour p assez
grand.
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Remarque. Ce lemme tre`s simple peut eˆtre largement ame´liore´, en partic-
ulier l’utilisation de l’ine´galite´ de Burgess ( pour tout ε > 0, il existe δ > 0
tel que pour χ primitif non trivial modulo p on a∑
m≤p1/4+ε
χ(m)ε p(1/4+ε)(1−δ)
en place de l’ine´galite´ de Polya-Vinogradov permet de re´duire l’exposant
1/2
√
e a` 1/4
√
e+ ε et des hypothe`ses supple´mentaires sur l’ordre de χ per-
mettent des exposants encore meilleurs. Nous avons choisit cette version tre`s
simple car elle permet de faire facilement des calculs explicites des contantes
implique´es et evite de recourir a` une technologie trop avance´e.
Retournons a` la preuve du the´ore`me 1: soit
M1(`) =
∑h
f∈S2(p)∗
L(f ⊗ χ, 12)λf (`);
supposons que l’on ait
|W 2(χ)− 1| ≥ 1/ log4 p
d’ apre`s la Proposition 1 applique´e a` ` = 1, on obtient la minoration
|M1(1)| ≥ 1/ log4 p+O(p−1/2),
qui est non nul si p est assez grand. On suppose alors que
|W 2(χ)− 1| < 1/ log4 p,
cela implique en particulier que χ n’est pas quadratique (il n’est pas quadra-
tique pair par hypothe`se, et pour χ quadratique impair |W 2(χ) − 1| = 2).
On applique le lemme pre´ce´dent au caracte`re χ¯2 (qui est non-trivial) et on
en de´duit par la proposition 1 applique´ au nombre premier ` ainsi exhibe´
que
M1(`) =
χ(`)(1−W (χ)2χ2(`))√
`
+O(
√
`
p
);
le terme principal a un module p−1/4
√
e log−4 p alors que le terme d’erreur
est en O(p1/4
√
e−1/2 log p) et est ne´gligeable devant le terme principal.
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Dans tous les cas on a montre´ que pour p assez grand, il existe ` qui est
soit e´gal a` 1 soit premier, tel que
|M1(`)| ≥ 12p−1/4
√
e log−4 p. (13)
Pour en de´duire la minoration (1), on proce`de comme dans [Iw2] (par
exemple): par l’ine´galite´ de Cauchy, on a
∑h
f∈S2(p)∗, L(f⊗χ,12 ) 6=0
1 ≥ |M1(`)|
2
M2(`)
(14)
ou`
M2(`) =
∑h
f∈S2(p)∗
|L(f ⊗ χ, 12)λf (`)|2 ≤ 4
∑h
f∈S2(p)∗
|L(f ⊗ χ, 12)|2
( on a utilise´ la majoration |λf (`)| ≤ 2).
De plus si on e´crit (6) sous la forme
L(f ⊗ χ, 12) =
∑
n≥1
a(n)√
n
W
(2pin
p
)
λf (n)
avec
a(n) = χ(n)−W (χ)2χ¯(n),
on a
M2(`) ≤ 4
∑h
f∈S2(p)∗
∣∣∣∑
n≥1
a(n)√
n
W
(2pin
p
)
λf (n)
∣∣∣2.
On de´coupe la somme sur n en segments dyadiques (lisses) n ∼ N . Par
l’ine´galite´ de Cauchy, et l’ine´galite´ de grand crible de Deshouilliers-Iwaniec
[DI], [DFI], on a
∑h
f∈S2(p)∗
∣∣∣∑
n∼N
a(n)√
n
W
(2pin
p
)
λf (n)
∣∣∣2 ε (1 + N
p
)(Np)ε
∑
n∼N
a(n)2
n
W
(2pin
p
)2
.
Pour N > p1+δ, utilisant W (y) y−1, le terme de droite est
ε N1+εp
∑
n∼N
n−3 ε pN−2+ε  N−2δ/p
tandis que pour N < p1+δ il est
ε pδ+ε.
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Pour ε > 0 donne´ on choisit δ < ε et on somme sur N dans un recouvrement
dyadique, de sorte que pour tout ε > 0 on a la majoration
M2(`)ε pε
Enfin la minoration effective (f, f) ε p1−ε (voir [HL] Appendix et aussi
[HR] Section 6.) pour tout ε > 0 implique alors avec (14) et (13) que
|{f ∈ S2(p)∗ | L(f⊗χ, 12) 6= 0}|  p1−ε
∑h
f∈S2(p)∗ |L(f⊗χ,12 ) 6=0
1ε p1−1/2
√
e−2ε
et on obtient donc (1).
Notons que l’estimation deM2(`) redonne, par positivite´ et graˆce a` la ma-
joration e´le´mentaire (f, f)ε p log3 p la borne de convexite´ L(f ⊗ χ, 12)ε
p1/2+ε pour les valeurs individuelles.
4 Le second the´ore`me de non-annulation
Nous en venons a` la Proposition 2. Notons LK(f, s) = L(f, s)L(f ⊗ χ, s)
(l’indice K e´tant choisi pour rappeler que c’est une fonction L sur le corps
quadratique Q(
√
p)), et
ΛK(f, s) = Λ(f, s)Λ(f ⊗ χ, s) = QsΓ(s+ 12)2LK(f, s)
ou` Q = p
3/2
4pi2
. L’e´quation fonctionnelle pour LK(f, s) prend la forme
ΛK(f, s) = −εfΛK(f, 1− s) (15)
d’apre`s (3) et (5).
De plus, on a
LK(f, s) = L(2s, χ)
∑
n≥1
τχ(n)λf (n)n−s (16)
ou`
τχ(n) =
∑
ab=n
χ(a); (17)
cela de´coule des relations de multiplicativite´ de Hecke
λf (n)λf (m) =
∑
d|(n,m)
χ0(d)λf
(nm
d2
)
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(χ0 de´signant le caracte`re trivial modulo p). Notons que cela exprime
LK(f, s) comme convolution de Rankin-Selberg de f avec une se´rie the´ta
associe´e a` τχ. Pour une e´tude plus approfondie de convolutions de Rankin-
Selberg du point de vue analytique, voir [KMV]. Notons que les re´sultats
conside´re´s ici n’entrent pas dans le cadre de cet article, car la forme par
laquelle on tord f (i.e. la se´rie theta en question) de´pend du niveau de f .
4.1 Le terme principal
Nous ve´rifions maintenant le terme principal de l’asymptotique de la Propo-
sition 2. Conside´rons un polynoˆme G comme ci-dessus et
I =
1
2ipi
∫
(3)
G(s)ΛK(f, s+ 12)
ds
s2
.
En de´plac¸ant le contour et en appliquant l’e´quation fonctionnelle, il vient
(1 + εf )I = Ress=0
Qs+
1
2G(s)Γ(s+ 1)2LK(f, s+ 12)
s2
=
√
QL′K(f,
1
2).
D’ou`, en de´veloppant LK(f, s) dans I a` l’aide de (16),
L′K(f,
1
2) = (1 + εf )
∑
n≥1
τχ(n)√
n
λf (n)V
( n
Q
)
avec
V (y) =
1
2ipi
∫
(3)
y−sG(s)Γ(s+ 1)2L(1 + 2s, χ)
ds
s2
.
Lemme 5 On a
V (y) = L(1, χ) log(e2γ/y) + 2L′(1, χ) +OG(y2) (18)
V (y) = OG(y−5/2). (19)
Cela de´coule de la de´finition de V en manipulant le contour; notons que le
terme principal (18) est
Ress=0
y−sG(s)Γ(s+ 1)2L(1 + 2s, χ)
s2
.
La quantite´ que l’on cherche a` calculer est
Mh1 =
∑h
f∈S2(p)∗
L′K(f,
1
2) =
∑
n≥1
τχ(n)√
n
V
( n
Q
)∑h
f
(1 + εf )λf (n).
Notons ∆+(m,n) =
∑h
f
(1 + εf )λf (n)λf (m).
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Lemme 6 On a
∆+(1, n) = ∆(1, n) +
√
p∆(p, n)
= δ(1, n) +
√
pδ(p, n)− 2pi
p
∑
r≥1
1
r
S(n, 1; pr)J1
(4pi√n
pr
)
− 2pi√
p
∑
r≥1
1
r
S(n, p; pr)J1
(4pi√pn
pr
)
.
C’est une conse´quence facile de la formule de Petersson et de (4). On en
de´duit que
Mh1 = V
( 1
Q
)
+ τχ(p)V
( p
Q
)
+N1 + P1 (20)
ou`
N1 = −2pi
p
∑
n≥1
τχ(n)√
n
V
( n
Q
)∑
r≥1
1
r
S(n, 1; pr)J1
(4pi√n
pr
)
(21)
P1 = − 2pi√
p
∑
n≥1
τχ(n)√
n
V
( n
Q
)∑
r≥1
1
r
S(n, p; pr)J1
(4pi
r
√
n
p
)
. (22)
Les deux premiers termes, d’apre`s le Lemme 5, contribuent
2L(1, χ) log
(e2γp
4pi2
)
+ 4L′(1, χ) +O(p−5/2).
4.2 Estimation de N1
Proposition 4 On a
N1 ε p−1/4+ε.
En ouvrant la somme de Kloosterman S(n, 1; pr), on a
N1 = −2pi
p
∑
r≥1
1
r
∑∗
x mod pr
e
( x¯
pr
)∑
n≥1
τχ(n)√
n
V
( n
Q
)
e
(nx
pr
)
J1(
4pi
√
n
pr
)
. (23)
Lemme 7 Soit g : [0,+∞[→ C une fonction a` de´croissance rapide en 0 et
en +∞, χ un caracte`re primitif modulo q, c un entier ≡ 0 modulo q, x un
entier premier a` c, x¯ l’inverse modulo c de x. On a
∑
n≥1
τχ(n)e
(nx
c
)
g(n) =
χ(x¯)
c
τ(χ)L(1, χ¯)
∫ +∞
0
g(t)dt
16
−2piχ(x¯)
c
∑
h≥1
τχ(h)e
(
−hx¯
c
) ∫ +∞
0
Y0
(4pi√ht
c
)
g(t)dt
+4
χ(x¯)
c
∑
h≥1
τχ(h)e
(hx¯
c
) ∫ +∞
0
K0
(4pi√ht
c
)
g(t)dt
(ou` τ(χ) est la somme de Gauss associe´e a` χ).
Cette formule de sommation, ainsi que son analogue du Lemme 10 ci-
dessous, peut se de´duire de la formule de Poisson en deux variables (voir par
exemple [DI]), ou de la modularite´ d’une se´rie d’Eisenstein a` coefficients de
Fourier τχ(n). Voir aussi [Iw1], et [KMV].
Appliquant cela a` la somme inte´rieure sur n dans (23), on trouve trois
termes, dont le premier est
−2pi
p2
L(1, χ)τ(χ)
∑
r≥1
1
r2
Sχ(1, 0; pr)
∫ +∞
0
J1
(4pi√t
pr
)
V
( t
Q
) dt√
t
ou`
Sχ(a, b; q) =
∑∗
x mod q
χ(x)e
(ax+ bx¯
q
)
.
Lemme 8 On a
Sχ(a, 0; pr) =
{
τ(χ)µ(r)χ(a)χ(r), si (a, pr) = 1
0, si a ≡ 0 mod p.
Puisque ici τ(χ) =
√
pW (χ) =
√
p, le premier terme est donc e´gal a`
−2pi
p
L(1, χ)
∑
r≥1
µ(r)χ(r)
r2
∫ +∞
0
J1
(4pi√t
pr
)
V
( t
Q
) dt√
t
.
Il est aise´ de l’estimer: l’inte´grale est borne´e par∫ +∞
0
=
∫ Q
0
+
∫ +∞
Q

√
p
r
+ p3/4
(utilisant V (x)  1, J1(x)  x pour la premie`re partie, V (x)  x−1,
J1(x) 1 pour la seconde), de sorte que ce premier terme au total est
 1
p
|L(1, χ)| × p3/4 ε p−1/4+ε
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par la majoration (e´le´mentaire) L(1, χ)ε pε.
Pour ce qui est des deux autres termes, contenant les fonctions de Bessel
Y0 et K0, si l’on pose
g(t) =
1√
t
V
( t
Q
)
J1
(4pi√t
pr
)
,
ils valent respectivement
NK1 =
8pi
p2
∑
r≥1
1
r2
∑
h≥1
Sχ(0, 1 + h; pr)τχ(h)
∫ +∞
0
K0
(4pi√ht
pr
)
g(t)dt
et
NY1 = −
4pi2
p2
∑
r≥1
1
r2
∑
h≥1
Sχ(0, 1− h; pr)τχ(h)
∫ +∞
0
Y0
(4pi√ht
pr
)
g(t)dt.
Pour leur estimation, on proce`de comme dans [KM2], Section 2.4.6. Les
de´tails e´tant relativement longs mais tout a` fait banals, nous ne les donnerons
pas. Il est possible de suivre (loc. cit.) presque ligne par ligne, si l’on veut.
Rappellons seulement que la strate´gie est la suivante : on remplace NK1
et NY1 par des variantes ou` la somme sur r est restreinte a` r < R, R un
parame`tre choisi ensuite (R = q2+θ, pour θ > 0 conviendra) : il est facile de
ve´rifier que l’erreur ainsi commise est
ε p
1/2+ε
√
R
pour tout ε > 0. Pour des raisons techniques on remplace aussi g(t) par
g(t)ξ(t) ou` ξ est C∞ sur [0,+∞[, est nulle pour t ≤ 1/2 et = 1 pour t ≥ 1,
ce qui ne modifie pas la somme originale mais permet de faire converger des
inte´grales pre`s de 0.
Pour estimer NK1 , on emploie la de´croissance exponentielle de K0
K0(y) y−1/2 exp(−y),
et pour Y0 on exploite l’oscillation des fonctions Y0 et J1 par inte´grations
par parties successives (voir [KM2], Lemma 7), et une subdivision dyadique
(ie on e´crit ξ =
∑
i≥1 ξi avec ξi supporte´e sur un intervalle dyadique). Le
point principal est qu’il n’y a pas de phase stationnaire.
Le re´sultat final pour ces termes est
Lemme 9 On a pour tout ε > 0
NK1 ε p−1/2+ε, et NY1 ε p−1/2+ε.
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4.3 Estimation de P1
Le terme P1 s’ave`re plus de´licat. Tout d’abord, utilisant
J1(x) x, S(m,n; c) ≤ τ(c)(m,n, c)1/2
√
c,
la contribution des entiers r tels que p | r est facilement estime´e et est
ε p−1/2+ε pour tout ε > 0. Notons P ∗1 la somme restante. Pour (r, p) = 1,
on a la multiplicativite´ tordue
S(n, p; pr) = S(np¯, 1; r)S(nr¯, pr¯; p) = S(n, 0; p)S(np¯, 1; r).
De plus, on a
S(n, 0; p) =
{
µ(p) = −1, si p ne divise pas n
p− 1, si p | n
En se´parant ces deux cas, on trouve pour tout ε > 0
P ∗1 = P2 + P3 +O(p
−1/4+ε)
avec
P2 = −2pip− 1
p
∑
r≥1
(r,p)=1
1
r
∑∗
x mod r
e
( x¯
r
)∑
n≥1
τχ(n)√
n
e
(nx
r
)
V
(np
Q
)
J1(
4pi
√
n
r
)
P3 =
2pi√
p
∑
r≥1
(r,p)=1
1
r
∑∗
x mod r
e
( x¯
r
)∑
n≥1
τχ(n)√
n
e
(np¯x
r
)
V
( n
Q
)
J1
(4pi
r
√
n
p
)
.
Plusieurs remarques sont ne´cessaires ici : tout d’abord, pour p | n, on a
τχ(n) = τχ(n/p) et S(npp¯, 1; r) = S(n, 1; r), d’ou` la formule donne´e pour
P2. D’autre part, le terme d’erreur correspond a` l’estimation de l’effet de
remplacer dans P3 la somme sur n ≥ 1 premier a` p (qui devrait intervenir)
en celle sur n ≥ 1 qui s’y trouve : en effet cette erreur est (en utilisant
encore J1(x) x et la borne de Weil)
=
2pi√
p
∑
r≥1
(r,p)=1
1
r
∑
m≥1
τχ(m)√
mp
S(m, 1; r)V
(mp
Q
)
J1
(4pi√m
r
)
 1
p
∑
r≥1
τ(r)r−3/2
∑
m≥1
τ(m)
√
m
∣∣∣V (mp
Q
)∣∣∣
ε p−1/4+ε
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en estimant V comme d’habitude. Enfin le meˆme type de majorations per-
met de remplacer le facteur p−1p par 1 au prix d’un terme d’erreur en p
−1/2+ε.
Pour les sommes inte´rieures en n, on a besoin de la formule de sommation
suivante, pour laquelle on peut donner les meˆme re´fe´rences que pour le
Lemme 7.
Lemme 10 Soit g : [0,+∞[→ C une fonction a` de´croissance rapide en 0
et en +∞, χ un caracte`re primitif modulo q, r un entier premier a` q, x un
entier premier a` r, x¯ l’inverse modulo r de x. On a∑
n≥1
τχ(n)e
(nx
r
)
g(n) =
χ(r)
r
L(1, χ)
∫ +∞
0
g(t)dt
−2piχ(r)
r
τ(χ)
q
∑
h≥1
τχ(h)e
(−x¯q¯h
r
) ∫ +∞
0
Y0
(4pi√ht
r
)
g(t)dt
+4
χ(r)
r
τ(χ)
q
∑
h≥1
τχ(h)e
( x¯q¯h
r
) ∫ +∞
0
K0
(4pi√ht
r
)
g(t)dt.
Ce lemme s’applique aux sommes sur n dans les deux termes P2 et P3.
Inte´ressons-nous d’abord au premier terme obtenu dans chaque cas: pour
P2 nous trouvons
−2pi
∑
(r,p)=1
1
r
S(1, 0; r)× χ(r)
r
L(1, χ)
∫ +∞
0
V
(pt
Q
)
J1
(4pi
r
√
t
) dt√
t
et pour P3
2pi√
p
∑
(r,p)=1
1
r
S(1, 0; r)× χ(r)
r
L(1, χ)
∫ +∞
0
V
( t
Q
)
J1
(4pi
r
√
t
p
) dt√
t
;
effectuant le changement de variable px 7→ t dans la dernie`re inte´grale, on
de´couvre qu’ils se compensent exactement et leur somme est nulle.
Reste donc a` traiter les quatre termes faisant intervenir les fonctions
de Bessel dans P2 et P3. La me´thode est la meˆme que pour les termes
correspondants de N1 : il faut restreindre la somme a` r < R, le reste e´tant
ε p1/2+εR−1/2, et appliquer les bornes pour K0 ou faire les “inte´grations
par parties” pour exploiter les oscillations de Y0. On trouve encore que ces
quantite´s P Y2 + P
K
2 , P
Y
3 + P
K
3 , sont borne´es par
p−1/2+ε
pour tout ε > 0, en choisissant R = q1+δ pour un certain δ > 0.
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