Abstract-We reconsider the problem of reactive navigation in sphere worlds, i.e., the construction of a vector field over a compact, convex Euclidean subset punctured by Euclidean disks, whose flow brings a Euclidean disk robot from all but a zero measure set of initial conditions to a designated point destination, with the guarantee of no collisions along the way. We use power diagrams, generalized Voronoi diagrams with additive weights, to identify the robot's collision free convex neighborhood, and to generate the value of our proposed candidate solution vector field at any free configuration via evaluation of an associated convex optimization problem. We prove that this scheme generates a continuous flow with the specified properties. We also propose its practical extension to the nonholonomically constrained kinematics of the standard differential drive vehicle.
I. INTRODUCTION
Among the many proposed methods of motion planning in cluttered environments [1] , [2] , one actively researched approach to reactive planners tackles the robot navigation problem by attempting simultaneously to solve the motion planning and control problems via the evaluation of a closed loop vector field. In this paper, we introduce a new construction for such feedback planners using tools from computational geometry and convex optimization that have been more traditionally associated with roadmap-style approaches. In so doing, our construction raises the possibility of a "doubly reactive," scheme mixing some of the advantages of sensorbased exploration [3] with those of hybrid real-time control [4] in that not merely the integrated robot trajectory, but also its generating vector field can be constructed on the fly in real time.
A. Motivation and Prior Literature
The simple, computationally efficient artificial potential field 1 approach to real-time obstacle avoidance [5] incurs topologically necessary critical points [6] , which, in practice, with no further remediation often include (topologically unnecessary) spurious local minima. Actually constructively removing these spurious attractors, e.g., via navigation functions [7] , or other methods [8] 2 has largely come at the price of complete prior information and has been restricted to topologically simple settings.
Extensions to the navigation function framework partially overcoming the necessity of global prior knowledge of
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(and consequent parameter tuning for) a topologically and metrically simple environment [9] , [10] , and controlling nonholonomically constrained kinematic systems [11] , [12] have appeared in the last decade. Sequential composition [13] has been used to cover metrically complicated environments with convex cell-based local potential decompositions [4] (and extended to nonholonomically constrained finite size robots [14] ), but still necessitating prior global knowledge of the environment.
B. Contributions and Organization of the Paper
This paper abandons the smooth potential field approach to reactive planning, constructing a piecewise smooth vector field with the same capabilities as navigation functions for topologically and metrically simple environments (i.e., "sphere worlds" [15] ), but relaxing the assumption of global prior knowledge. We use power diagrams -generalized Voronoi diagrams with additive weights [16] -to identify a collision free convex neighborhood of a robot configuration, and solve the safe navigation problem via continuous evaluation of an associated convex optimization problem. Our construction requires no parameter tuning and requires only local knowledge of the environment in the sense that the sensor needs only locate proximal obstacles -those whose power cells are adjacent 3 to the robot's. The proposed 2 It bears mentioning that harmonic functions are utilized to design potential functions without local minima [8] ; however, such intrinsically numerical constructions forfeit the reactive nature of feedback motion planners under discussion here. 3 A pair of power cells in R N are said to be adjacent if they share a N − 1 dimensional face.
vector field generates a smooth flow with a unique attractor at the specified goal location along with (the topologically necessary number of) saddles -one associated with each obstacle. Since all of its critical points are nondegenerate, our vector field is guaranteed to steer almost all collision free robot configurations to the goal location while avoiding collisions along the way, as illustrated in Fig. 1 . We extend the practicability of the result by adapting the fully actuated point particle vector field planner to the widely used kinematic differential drive vehicle model (retaining the convergence and collision avoidance guarantees, at the necessary cost of a discontinuous feedback law). 4 5 This paper is organized as follows. Section II continues with a formal statement of the problem at hand. In Section III we briefly summarize some important properties of power diagrams and introduce their use for identifying collision free robot configurations. Section IV, comprising the central contribution of the paper, constructs the navigation vector field for a metric sphere world [15] . Section V demonstrates the effectiveness of the proposed navigation algorithm using numerical simulations. We conclude in Section VI with a summary of our contributions and a brief discussion of future work.
II. PROBLEM FORMULATION
For ease of exposition 6 we restrict our attention to a disk-shaped robot, centered at x ∈ W with radius r ∈ R ≥0 , operating in a closed compact convex environment
n with a vector of radii
Hence, the free space F of the robot is defined as
where B (p, ρ) : = q ∈ R N q − p < ρ is the open ball of radius ρ ∈ R ≥0 centered at p ∈ R N , and B (p, ρ) denotes its closure, and . denotes the standard Euclidean norm.
To guarantee the connectivity of the free space F, we assume that our disk-shaped robot can go around any obstacle in any direction throughout the workspace W: 8 4 Generalized Voronoi diagrams and cell decomposition methods are traditionally encountered in the design of roadmap methods [2] , [3] , [17] . A major distinction between our construction and these roadmap algorithms is that the latter typically seek a global, one-dimensional graphical representation of a robot's environment (independent of any specific configuration), whereas our approach uses the local open interior cells of the robot-obstacleworkspace power diagram to determine a locally safe neighborhood of a given free configuration. 5 It is useful to note that our use of power partitions are motivated by another application of Voronoi diagrams in robotics for coverage control of distributed mobile sensor networks [18] - [21] 6 As would be true of any vector field planner on a topological model space, if exact global information is available our results generalize to any star world or forest of stars using an analytic diffeomorphism of a star world to a generalized sphere world [7] , [22] . 7 Here, N is the set of all natural numbers; R and R >0 (R ≥0 ) denote the set of real and positive (nonnegative) real numbers, respectively; and R N is the N -dimensional Euclidean space. 8 Assumption 1 is equivalent to the "isolated" obstacles assumption of [7] .
Assumption 1 Obstacles are separated from each other by clearance of at least
and from the boundary ∂W of the workspace W as
Before formally stating our navigation problem, it is useful to recall the well known topological limitation of a continuous motion planner on a generalized sphere world: if a continuous vector field planner on a generalized sphere world has a unique attractor, then it must have at least as many saddles as obstacles [15] . In consequence, the robot navigation problem that we seek to solve is stated as:
Problem 1 Assuming the first order (completely actuated single integrator) robot dynamics, 
III. ENCODING COLLISIONS VIA POWER DIAGRAMS
In this section, we list some important properties of power diagrams, and then describe how we use power diagrams to determine a safe neighborhood of a robot.
A. Power Diagrams
The power diagram P (p, ρ) = {P 1 , . . . , P n } of a convex environment W in R N , based on a set of generator disks centered at p = (p 1 , . . . , p n ) ∈ W n with a vector of (power)
n , is a partition 9 of W such that every point q ∈ W is assigned to the closest generator based on the power distance, q − p i 2 − ρ 2 i , as [16] 
A power diagram defines a convex cell decomposition of a convex environment, and the boundary ∂P i of P i is defined by the boundary ∂W of the workspace W and the separating hyperplane H ij between power cells P i and P j for some j = i [16] . The separating hyperplane H ij between any pair i = j of power cells P i and P j is perpendicular to the line joining p i and p j and passes through the point
where
and the perpendicular distance of p i to H ij is given by 9 Here we slightly abuse the standard notation, and refer to a collection of subsets of a set A with disjoint interiors whose union is A as its "partition". 10 Here A T denotes the transpose of matrix A
Note that a power diagram may yield empty power cells associated with some generators and/or some generators may not be contained in their nonempty power cells; and a negative value of
B. A Safe Neighborhood of a Robot
Throughout the rest of the paper, we consider a diskshaped robot, centered at x ∈ W with radius r ∈ R ≥0 , moving in a closed compact convex environment W ⊂ R N populated with disk-shaped obstacles, centered at p ∈ W n with a vector of radii ρ ∈ (R >0 ) n , satisfying Assumption 1.
Since the workspace and robot radius is fixed, we suppress all mentions of the associated terms wherever convenient, in order to simplify the notation.
Using the robot and obstacles as generator disks of a power diagram of W, we define the local workspace, LW (x), of the robot, illustrated in Fig. 2 , as,
) if and only if the robot body is contained in LW
(10)
. . , n}; and let P (p,ρ) = {P 0 , P 1 , . . . , P n } be the associated power diagram of W. Note that LW (x) = P 0 . The boundary ∂LW (x) of LW (x) is defined by the boundary ∂W of the workspace W and the separating hyperplane H 0i between convex power cells LW (x) and P i for some i = 0; and, in general, any pair i = j of the convex cells P i and P j are separated by the hyperlane H ij [16] . Hence, using (1), (8) , (9) , and convexity of P (p,ρ), we obtain the result as
⇐⇒ by (8) and convexity of P (p,ρ)
⇐⇒ by (8) and (9) Fig. 2 . Local workspace LW (red) and local free space LF (green) of a robot (blue). To construct its local free space and so its local workspace, the robot only requires to locate the four nearby obstacles whose power cells are adjacent 3 to the robot's power cell (i.e., local workspace).
⇐⇒ by (1) x ∈ F.
To determine a collision free neighborhood of the robot, we define the robot's local free space, LF (x), by eroding LW (x), removing the volume swept along its boundary, ∂LW (x), by the robot body radius, illustrated in Fig. 2 , as [23] 11
Note that LF (x) is a nonempty closed convex set, because x ∈ LF (x) and the erosion of a closed convex set by an open ball is a closed convex set.
12
Lemma 1 Any robot configuration in the local free space LF (x) of a collision free robot location x ∈ F is also collision free, i.e., LF (x) ⊆ F for all x ∈ F.
Proof. The lemma directly follows from that LW (x) is an element of the power diagram of W generated by the robot and obstacles, as discussed in the proof of Proposition 1.
In the sequel, we shall design a vector field controller assuming knowledge of the robot's local free space and so its local workspace. To construct its local workspace, the robot only needs to locate its nearby obstacles whose power cells are adjacent 3 to the robot's local workspace. This can be achieved by assuming an adjustable radius sensory footprint and gradually increasing its sensing range until the set of obstacles in the sensing range satisfies a certain geometric criterion guaranteeing that the detected obstacles 11 Here, 0 is a vector of all zeros with the appropriate size, and A ⊕ B denotes the Minkowski sum of sets A and B defined as
12 It is obvious that the erosion of a closed half-space by an open ball is a closed half-space. Hence, since the erosion operation is distributed over set intersection [23] , and a closed convex set can be defined as (possibly infinite) intersection of closed half-spaces [24] , and an arbitrary intersection of closed sets is closed [25] , the erosion of a closed convex set by an open ball is a closed convex set.
exactly defines the robot's local workspace [18] . We leave a comprehensive detailed study of constructing the robot's local workspace to a future discussion of specific sensor model selections such as a fixed radius sensory footprint and/or a (limited range) line-of-sight sensor.
IV. ROBOT NAVIGATION VIA POWER DIAGRAMS
In this section, we introduce a new provably correct vector field controller for safe robot navigation in a locally sensed metric sphere world (Problem 1), and list its important qualitative properties. We also present its extension for the nonholonomically constrained kinematic differential drive robot model.
A. Feedback Robot Motion Planner
For a choice of a desired goal location x * ∈ F, we propose a robot navigation strategy that steers the robot x ∈ F towards the global goal x * through a safe local target location, called "projected goal", that solves the following convex optimization problem,
where LF (x) (15) is the local free space around the robot location x and is a nonempty closed convex set. It is well known that the unique solution of (16) 
where Π C (q) denotes the metric projection of q ∈ R N onto a convex set C ⊂ R N , and note that Π C is piecewise continuously differentiable [26] .
Accordingly, for the single integrator robot dynamics (4), our "move-to-projected-goal" law u : F → R N is defined as
where k ∈ R >0 is a fixed control gain, and we assume that LF (x) is continuously updated.
B. Qualitative Properties
We now continue with a list of its qualitative (continuity, existence & uniqueness, invariance and stability) properties.
Proposition 2
The "move-to-projected-goal" law in (18) is piecewise continuously differentiable.
Proof. An important property of power diagrams inherited from standard Voronoi diagrams [28] is that the boundary of a power cell is a piecewise continuously differentiable 13 In general, the metric projection of a point onto a convex set can be efficiently computed using a standard convex programming solver [24] . If W is a convex polytope, then the robot's local free space, LF (x), is also a convex polytope and can be written as a finite intersection of halfspaces. Hence, the metric projection onto a convex polytope can be recast as quadratic programming and can be solved in polynomial time [27] . In the case of a convex polygonal environment, LF (x) is a convex polygon, and the metric projection onto a convex polygon can be solved analytically, because the solution lies on one of its edges unless the input point is inside the polygon. function of generator locations. Similarly, for any x ∈ F, we have that the boundary of the local free space LF (x) is piecewise continuously differentiable, because LF (x) is a nonempty erosion of the local workspace LW (x) by a fixed open ball, and LW (x) is an element of the power diagram of the workspace W generated by disks representing the robot and obstacles. Hence, one can conclude that the "move-toprojected-goal" law is piecewise continuously differentiable because metric projections onto (moving) convex cells are piecewise continuously differentiable [26] , [29] , [30] , and the composition of piecewise continously differentiable functions are also piecewise continuously differentiable [31] .
Proposition 3 The free space F in (1) is positively invariant under the "move-to-projected" law (18).
Proof. By construction (16), for any x ∈ F, the "move-toprojected-goal" law always selects a safe local target location x * (17) such that the line segment between x and x * is free of collisions, because the local free space LF (x) is a collision free convex set (Lemma 1) and contains both x and x * . Hence, at the boundary of F, the robot either stays on the boundary or moves towards the interior of F, but never crosses the boundary.
Proposition 4 For any initial x ∈ F, the "move-to-projectedgoal" law (18) has a unique continuously differentiable flow in F (1) defined for all future time.
Proof. The existence, uniqueness and continuous differentiability of its flow follow from the Lipschitz continuity of the "move-to-projected-goal" law in its compact domain F, because a piecewise continuously differentiable function is also locally Lipschitz on its domain [31] , and a locally Lipschitz function on a compact set is globally Lipschitz on that set [32] .
Proposition 5 The set of stationary points of the "move-toprojected-goal" law (18) is {x
* } ∪ {s i } i∈{1,2,...,n} , where
Proof. It follows from (17) and (18) that the goal location x * is a stationary point, because x * ∈ LF (x * ). Note that, for any x ∈ F, if x * ∈ LF (x), then x * = x * . Hence, in the sequel of the proof, we only consider the set of robot locations satisfying x * ∈ LF (x). To see that there is exactly one stationary point associated with each obstacle, for any x ∈ F, consider the power diagram P (p,ρ) = {P 0 , P 1 , . . . , P n } of W associated witĥ
for all i = 0. Recall that LW (x) = P 0 and its boundary ∂LW (x) is defined by the boundary ∂W of W and the separating hyperplane H 0i between P 0 and P i for some i = 0; and LF (x) is obtained by eroding LW (x) by an open disk of radius r. Further, because of the convexity of W, observe from (17) that the projected goal x * satisfies that if (8)) and so x * − p i = r + ρ i . We have from (8) 
= ρ i and x−p i = r + ρ i ) for some i = 0, then, since p i −p j > (ρ i +ρ j +2r) (Assumption 1), x − p j > r + ρ j and so d (x, H 0j ) > r for all j = i. Therefore, there is only one obstacle index i such that x = x * and d (x * , H 0i ) = r (i.e., x * − p i = r + ρ i ). Further, since x * the unique optimal solution of (16), H 0i should be tangent to the level curves of squared distance x − x * 2 [24] , which is the case if x, p i and x * are all collinear. As a result, by eliminating one of such antipodal points around the obstacle, one can verify that the only stationary point s i of (18) associated with ith obstacle is given by (19) , which completes the proof.
Lemma 2
The "move-to-projected-goal" law (18) in a small neighborhood of the goal x * is given by
for some ǫ > 0; and around the stationary point s i (19) , associated with obstacle i, it is given by
for all x ∈ B(s i , ε) and some ε > 0,
14 Proof. The result for the goal location x * follows from the continuity of power diagrams and x * ∈ LF (x * ). To see the result for the stationary point s i , recall from the proof of Proposition 5 that s i lies on the boundary of LF (s i ) defined by the separating hyperplane between the robot's power cell (i.e., local workspace) and ith obstacle's power cell, and has a certain clearance between the boundary segment of LF (s i ) defined by the separating hyperplane between the robot's power cell and any other obstacle's power cell. Hence, using the continuity of power partitions, for any x ∈ B (s i , ε) the projected-goal x * can be located by taking the projection of x * onto (a shifted version of) the separating hyperplane between the robot's power cell and ith obstacle's as
which completes the proof.
Proposition 6
The goal x * is the only locally stable equilibrium of the "move-to-projected-goal" law (18) , and all the stationary points, s i (19) , associated with obstacles are nondegenerate saddles.
Proof. The goal x * is a locally stable point of the "move-toprojected-goal" law, because its Jacobian at x * is the diagonal matrix with all diagonal entries equal to −k (Lemma 2). 14α i is a slightly different version of α ij (7) because LF (x) is the erosion of LW (x) by the robot body radius r.
To determine the type of the stationary point s i , without loss of generality, let p i = (p i1 , 0, . . . , 0) ∈ R N and x * = (x * 1 , 0, . . . , 0) ∈ R N such that p i1 < x * 1 , and so
where β = k
Since it is in a triangular form, the eigenvalues of J are its diagonal elements. Therefore, s i is the nondegenerate saddle point of the "move-to-projectedgoal" law associated with ith obstacle, and this completes the proof.
Proposition 7 The goal location x
* is an asymptotically stable equilibrium of the "move-to-projected-goal" law, whose basin of attraction includes F, except a set of measure zero.
Proof. Consider the squared Euclidean distance to the goal as a smooth Lyapunov function candidate, i.e., V (x) : = x − x * 2 , and it follows from (16) and (18) thaṫ
which is zero if and only if x is a stationary point. Hence, we have from LaSalle's Invariance Principle [32] that all robot configurations in F asymptotically reach the set of equilibria of (18) . Therefore, the result follows from Proposition 2 and Proposition 6 since x * is the only stable stationary point of the piecewise continuous "move-to-projected-goal" law (18) and all other stationary points are nondegenerate saddles whose stable manifolds have empty interiors [33] .
Finally, we find it useful to summarize important qualitative properties of "move-to-projected-goal" law as: 15 
Theorem 1
The piecewise continuously differentiable "move-to-projected-goal" law in (18) leaves robot's free space F (1) positively invariant, and its unique continuously differentiable flow, starting at almost any configuration x ∈ F, asymptotically reaches the goal location x * , while strictly decreasing the squared Euclidean distance to the goal, x − x * 2 , along the way.
C. An Extension for Differential Drive Robots
Consider a disk-shaped differential drive robot described by state (x, θ) ∈ F × (−π, π], centered at x ∈ F with body radius r ∈ R ≥0 and orientation θ ∈ (−π, π], moving in W. The kinematic equations describing its motion arė
where v ∈ R and ω ∈ R are, respectively, the linear (tangential) and angular velocity inputs of the robot. In contrary to the "move-to-projected-goal" law of a fully actuated robot in (18) , a differential drive robot can not directly move towards the projected goal x * (17) of a given goal location x * ∈F, unless it is perfectly aligned with x * , because it is underactuated due to the nonholonomic constraint − sin θ cos θ Tẋ = 0. 16 In consequence, to determine a linear velocity input that guarantees collision avoidance and conforms to the nonholonomic constraint, we select a safe target location that satisfies the following convex optimization problem,
is the straight line motion range due to the nonholonomic constraint. Note that LF (x) ∩ H N is a closed line segment in W. Hence, once again, the unique solution of (27) is given by
where Π C is the metric projection map onto a convex set C. Similarly, to determine the robot's angular motion, we select another safe target location that solves
is the line segment of W containing x and x * , and the unique solution of (30) is
Accordingly, based on a standard differential drive controller [37] , we propose the following "move-to-projectedgoal" law for a differential drive robot, 17 18 16 Here,F denotes the interior of F, and we particularly require the goal location to be inF to guarantee that a robot can nearly align its orientation with the (local) goal location in finite time. 17 We follow [37] by resolving the indeterminacy through setting ω = 0 whenever x = x * ω +x * 2
. Note that this introduces the discontinuity necessitated by Brockett's condition [38] .
where k > 0 is fixed and x * is the projected goal as defined in (17) .
We summarize some important properties of the "moveto-projected-goal" law of a differential drive robot as:
Proposition 8
The "move-to-projected-goal" law of a diskshaped differential drive robot in (33) Proof. The positive invariance of F × (−π, π] under the "move-to-projected-goal" law (33) and the existence and uniqueness of its flow can be established using similar patterns of the proofs of Proposition 2, Proposition 3 and Proposition 4, and the flow properties of the differential drive controller in [37] .
Using the squared distance to goal, V (x) = x − x * 2 , as a smooth Lypunov function candidate, one can establish the stability properties from (26), (27) and (33) as follows:
Hence, it follows from LaSalle's Invariance Principle [32] that all configurations in F × (−π, π] asymptotically reach the set of configurations where robots are located at the associated projected goal x * v at any arbitrary orientation,
Note that, for any fixed x * v , x * ω and x * , the standard differential drive controller asymptotically aligns the robot with (27) and (30) , one can conclude that x * v = x * ω = x * , whenever x = x * v and
Therefore, using a similar approach to the proofs of Proposition 5, Lemma 2 and Proposition 6, one can verify that the set of stationary points of (33) is given by
18 In the design of angular motion, we particularly select a local target location,
∈F given x * ∈F, in the interiorF of F to increase the convergence rate of the resulting vector field. One can consider other convex combinations of x * ω and x * , and the resulting vector field retains qualitative properties. Fig. 3. (left) The Euclidean distance, x * − x * , between the projected goal, x * , and the goal, x * , as a function of robot location. Example trajectories of the "move-to-projected-goal" law starting at a set of initial configurations (green) towards the goal location (red) for (middle) a fully actuated and (right) a differential drive robot.
where s i is defined as in (19) ; and every robot configuration located at x * is locally stable and all stationary points associated with obstacles are nondegenerate saddles with stable manifolds of measure zero. Thus, the result follows.
V. NUMERICAL SIMULATIONS
To demonstrate the motion pattern of our "move-toprojected-goal" law around a goal location, we consider a 10 × 10 environment populated with disk-shaped obstacles, and a goal located at around its upper right corner, as illustrated in Fig. 3 . 19 On the middle and right of Fig. 3 , respectively, we present example trajectories of the "moveto-projected-goal" law for a fully actuated and a differential drive robot. It is really fascinating to observe such a significant consistency between the resulting trajectories and the boundary of the power diagram of the environment, generated by the robot at the goal and obstacles. Note that the boundary of a power diagram is the safest region away from obstacles according to the power distance. Although they are initiated at the same location, as seen in Fig. 3 , a fully actuated and a differential drive robot may follow significantly different trajectories due to their differences in system dynamics and controller design. We also would like to note that the "move-to-projected-goal" law decreases not only the Euclidean distance, x − x * , to the goal, but also the Euclidean distance, x * − x * , between the projected goal, x * , and the global goal, x * , as illustrated on the left of Fig. 3 .
To demonstrate the behaviour of the "move-to-projectedgoal" law far away from a goal location, we consider a 50 × 10 environment cluttered with obstacles, and a goal located at around its upper left corner, as illustrated in Fig.  4 . We present in Fig. 4 example trajectories of the "moveto-projected-goal" law for a fully actuated and a differential drive robot. Once again, the resulting flow is significantly consistent with the boundary of the power diagram of the environment. This might have a value for certain practical settings where a robot requires to balance its distance to nearby obstacles while navigating towards its destination.
VI. CONCLUSION
In this paper, we introduce a novel use of power diagrams for identifying a convex collision free neighborhood of a robot configuration, and propose a convex optimization framework whose continuous evaluation is used to solve the collision free robot navigation problem in a locally sensed metric sphere world, comprising the central contributions of the paper. The resulting vector field has a smooth flow with a unique attractor at a designated goal location, along with one saddle associated with each obstacle. Since all of its critical points are nondegenerate, our vector field asymptotically steers almost all configurations in the robot's free space to the goal location, with the guarantee of no collisions along the way. We also present its extensions for the widely used differential drive model, and demonstrate the effectiveness of the proposed navigation algorithm in numerical simulations.
Work now in progress targets navigation among convex obstacles with continuously differentiable boundaries, and robot navigation using a fixed radius sensory footprint. We are also exploring alternative partitioning methods with similar nice properties to power diagrams, and another possible extension for multirobot feedback motion design.
