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Distance-hereditary graphs (sensu Howorka) are connected graphs in which all 
induced paths are isometric. Examples of such graphs are provided by complete 
multipartite graphs and ptolemaic graphs. Every finite distance-hereditary graph is 
obtained from K, by iterating the following two operations: adding pendant vertices 
and splitting vertices. Moreover, distance-hereditary graphs are characterized in 
terms of the distance function d, or via forbidden isometric subgraphs. t-1 1986 
Academic Press, Inc. 
1. INTRODUCTION 
A distance-hereditary graph is a connected graph in which every induced 
path is isometric. That is, the distance of any two vertices in an induced 
path equals their distance in the graph. So, any connected induced sub- 
graph of a distance-hereditary graph G “inherits” its distance function from 
G. These graphs were introduced by E. Howorka [6], who gave first 
characterizations of distance-hereditary graphs (cf. also [7]). For instance, 
a connected graph G is distance-hereditary if and only if every circuit in G 
of length at least 5 has a pair of diagonals that cross each other. The dis- 
tance-hereditary graphs form a subclass of the parity graphs, which were 
introduced by M. Burlet and J. P. Uhry [4]. In a parity graph any two 
induced paths joining the same pair of vertices have the same parity. 
An important subclass of the distance-hereditary graphs is formed by the 
ptolemaic graphs. They are precisely the triangulated distance-hereditary 
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graphs; see E. Howorka [9]. Among ptolemaic graphs are all block 
graphs, and so one has the following string of concepts: 
block graph + ptolemaic graph + distance-hereditary graph -+ parity graph. 
A unique feature of distance-hereditary graphs is that they can be defined 
in purely metric terms. The metric associated with a connected graph is, of 
course, the distunce function d, giving the length of a shortest path between 
two vertices. Here some sort of “four-point condition” on d is involved, 
viz., for any four vertices u, u, w, X, one compares the distance sums 
d(u, u) + d(w, x), d(u, w) + d(v, x), d(u, .Y ) -t d( v, ~3 ). 
We will show that distance-hereditary graphs are precisely those graphs for 
which always at least two of the above distance sums are equal. For 
ptolemaic graphs a similar characterization is given. The case of block 
graphs was already settled by E. Howorka [S]. Such four-point conditions 
were previously considered for trees (or, more generally, weighted trees), cf. 
J. M. S. Simdes Pereira 1161, P. Buneman [3]. and R. A. Melter and 
I. Tomescu [ 141. There is yet another metric notion: an isometric subgraph 
H of a graph G is an induced subgraph that is also a metric subspace of G 
with respect to the distance function d, that is: for any two vertices of H, 
their distance in H equals their distance in G, or otherwise formulated, H 
inherits its distance function from G. Now, block graphs, ptolemaic graphs, 
and distance-hereditary graphs each admit a characterization purely in 
terms of forbidden isometric subgraphs (the so-called cubefree median 
graphs are characterized in a similar fashion, see H. J. Bandelt Cl]). For 
instance, a connected graph G is ptolemaic if and only if it does not contain 
any circuit of length greater than 3 or the graph of Fig. 1 as an isometric 
subgraph. In a distance-hereditary graph, isometric 4-circuits are allowed 
but two further graphs are forbidden isometric subgraphs. For a class of 
graphs under study it is important to have methods available by which at 
least all finite members can be constructed. A construction of finite 
ptolemaic graphs was performed by E. Howorka [9]. We will show that all 
finite distance-hereditary graphs are obtained from the one-vertex graph by 
a sequence of certain one-vertex extensions. 
FIGUKE 1 
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The paper is organized as follows. In Section 2 we have a brief look at 
block graphs. These observations serve as a starting point for the more 
general case of distance-hereditary graphs. In Section 3 we establish that 
every finite distance-hereditary graph is dismantable in the following sense: 
in each step we can delete either a pendant vertex (i.e., a vertex of degree 1) 
or a vertex x’ which has a companion x such that N(x) - x’ = J/(x’) - X. 
Here 
N(x) = {u ( u is a vertex of G adjacent to x) 
is the neighbourhood of x. Then any finite distance-hereditary graph can be 
constructed by reversing this procedure. This composition/decomposition 
principle represents a powerful tool in deriving properties of distance- 
hereditary graphs. In the infinite case one can often reduce an argument to 
the finite case so that the extension principle applies. In Section 4 charac- 
terizations of distance-hereditary graphs are given which involve forbidden 
isometric subgraphs, the distance function d, and the interval function I. 
For a graph G its interval function I is defined, for any pair u, D of vertices, 
Z(u, u) = (x(x is a vertex of G on some shortest (u, u)-path}. 
The set Z(u, u) is called the interval between u and u. This concept has been 
studied by H. M. Mulder [ 151. In order to get a better understanding of 
the structure of a distance-hereditary graph G, we decompose G in levels 
with respect to the distance from a fixed vertex. In contrast to one-vertex 
extensions this kind of approach allows us to build up a distance- 
hereditary graph by larger pieces. This is done in Section 5. The concluding 
two sections deal with particular instances of distance-hereditary graphs: 
the triangle-free and the triangulated ones, respectively. 
Note that the structure theory of parity graphs parallels to some extent 
our theory of distance-hereditary graphs. For instance, Theorem 17 of [4] 
states that every parity graph can be obtained from the one-vertex graph 
by a sequence of one-vertex extensions and “extensions by bipartite 
graphs.” In the particular case of distance-hereditary graphs the latter kind 
of extension is substituted by the attachment of pendant vertices; see 
Theorem 1 below. Our level construction of distance-hereditary graphs (see 
Section 5 below) is also fairly similar to the corresponding construction of 
parity graphs (see Section 4 of [4]). Finally, there are interesting 
algorithmic features of distance-hereditary graphs, which are not men- 
tioned here explicitly. Indeed, such properties are already shared by 
arbitrary parity graphs; see Section 5 of [4]. 
AU graphs in this paper may be infinite unless stated otherwise. 
DISTANCE-HEREDITARYGRAPHS 185 
2. BLOCK GRAPHS 
A block graph is a connected graph in which every block (i.e., maximal 
2-connected subgraph) is complete. Many characterizations of block 
graphs are known, some of which are mentioned by E. Howorka [S]. 
Theorem 4.3 in his paper offers a purely metric characterization: a connec- 
ted graph is a block graph if and only it its distance function d satisfies the 
four-point condition, i.e., for any four vertices U, u, u’, X, the larger two of the 
distance sums 
d(u, u) + d(w, x), d(u, M’) + d(v, x), d(u, x) + d(o, w) 
are equal. J. M. S. Simdes Pereira [ 161 and P. Buneman [3] have shown 
that a finite metric space is isometrically embedded in a weighted tree if 
and only if the four-point condition is satisfied (by a weighted tree we 
mean a tree with weighted edges). This fact is used below to give another 
proof of Howorka’s theorem, thereby implicitly proving a related result of 
R. E. Jamison-Waldner (see [ 10, Theorem I]) concerning convexity spaces. 
Proposition 1 involves yet another type of metric characterization, namely, 
via forbidden isometric subgraphs. 
PROPOSITION 1. Let G be a connected graph with distance function d. 
Then the ,foIlowing conditions are equivalent: 
(i ) G is a block graph, 
(ii) d satisfies the four-point condition, 
(iii) neither K, minus an edge nor any circuit C, with n 3 4 is an 
isometric subgraph qf G. 
Proof: (i) 2 (ii): It is easy to see that every block graph G-regarded 
as a metric space--can be embedded in the metric space associated with a 
weighted tree. Indeed, this tree is obtained from G as follows: remove all 
edges in any clique K of size at least 3, add a new vertex to K, make it 
adjacent to all vertices in K, and give the old and new edges weight 1 and 
2, ’ respectively. Hence the distance function of G satisfies the required con- 
dition. 
(ii)* (iii): It suffices to show that K4 minus an edge and C, (n 34) 
violate the four-point condition. In K4 minus an edge or C, the four ver- 
tices give the distance sums 2, 2, and 3 or 4. In an odd circuit of length 
2k + 3 2 5, pick any two adjacent vertices v, w, and the neighbours u and x 
of the vertex which is at distance k + 1 from 21 and w. Then the scores are 3, 
2k, and 2k + 2. For an even circuit of length 2k + 4 3 6, choose any two 
adjacent vertices u, u, then pick the vertex w  with d(u, w) = k + 2 and the 
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vertex x with d(u, X) = 2, d(u, X) = 3, and d(w, X) = k. Then again, the dis- 
tance sums in question are pairwise different: k + 1, k + 3, and k + 5. 
(iii) * (i): Let B be a block of G. Suppose that B is not complete. Then 
in B there exists a circuit C of minimal length n 3 4 not inducing a com- 
plete graph. First, observe that C is an induced circuit. If n = 4, this is clear 
since K4 minus an edge is forbidden in G. For n > 4, pick two vertices u and 
u on C such that d(u, V) = 2 (in G). By minimality, some common 
neighbour s of u and II must belong to C. Then, again by minimality, the 
(u, a)-path on C avoiding s must be induced in G. Hence any diagonal of C 
is incident with s. Since K, minus an edge is forbidden, s is not adjacent to 
all other vertices on C. Hence, if C has a diagonal, then we get a circuit of 
length less than n containing two vertices at distance 2 in G. This con- 
tradicts the minimality of n. Therefore C is an induced circuit. Second, we 
prove that any path on C of length k with 3 d k < [n/2] is isometric, using 
induction on k. Let u’ and z be two vertices of C having distance k on C. 
Suppose that d(w, z) <k. Let x be the neighbour of w  on the (w, z)-path Q 
of length k on C, and let y be that of z. Then, by the induction hypothesis, 
we have d(w, JI) = d(?c, I?) = k - 1 > 2. This implies that any shortest 
(w, ,-)-path Q’ has no internal vertices in common with Q. But now Q and 
Q’ form a circuit of length k + d( w, z) -=z 2k < n containing two vertices at 
distance k - 1 > 2, which contradicts the minimality of II. Therefore G has 
an isometric circuit of length n > 4, contrary to condition (iii). 1 
3. ONE-VERTEX EXTENSIONS 
For small graphs one can easily decide whether they are distance- 
hereditary or not-just by using the definition. Examples of graphs which 
are not distance-hereditary are provided by circuits C, of length n b 5 and 
the graphs of Figs. 1-3. Now, if a graph G contains any one of these graphs 
as an induced subgraph, then G is not distance-hereditary either. We use 
this straightforward fact in the sequel whenever convenient. Observe also 
that in any C, (n 3 5) or any graph of Figs. l-3 there is no pair U, u of ver- 
tices with N(u)-u=N(v)-u. 
Next we consider the three one-oertex extensions by which all finite dis- 
FIGURE 2 
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FIGURE 3 
tance-hereditary graphs can be constructed. Let G be a graph and let x be 
any vertex of G. Extend G to a graph G’ in one of the following ways: add 
a new vertex x’ to G and make it adjacent to either (c() only X, or (b) x and 
all its neighbours, or (y) just all neighbours of x. See Fig. 4 for an 
illustration. In case (tl) the new vertex x’ has degree 1 in G’. So, G’ is 
obtained from G by attaching a pendant vertex. In the remaining cases the 
vertices I, x’ form a split pair, that is, N(x) -x’ = N(Y) - x in G’ (whence, 
in particular, G’ -x and G’- x’ = G are isomorphic). We say that in case 
(B) or (y) G’ is obtained from G by splitting a uertex. Operations of this 
kind are quite popular and occur under various names in the literature: 
e.g., in [S] vertices x and x’ forming a split pair are called strong siblings 
(if x and X’ are adjacent) or weak siblings (otherwise), and in [4] they are 
said to be true twins (if adjacent) or false twins (otherwise). 
Now let G be a graph with n vertices which is constructed from K, by a 
sequence of extensions of types (a), (/3), (y). An admissible labelling of G 
enumerates the vertices of G according to their “history”: vertex i is added 
at step i of the construction. Thus, the starting vertex has number 0, and 
the last vertex added gets the label n - 1. Since there may be different 
sequences of one-vertex extensions leading to G, the graph G has in general 
many admissible labellings. 
It is readily seen that any one-vertex extension (in the above sense) of a 
distance-hereditary graph is again such. The converse, however, asserting 
that every finite distance-hereditary graph can be so obtained is proven by 
checking quite a number of cases. 
: G : G G ) 
FIGURE 4 
58?b!41,2-4 
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THEOREM 1. Let G be a finite graph with at least two vertices. Then G is 
distance-hereditary if and only $G is obtained from K2 by a sequence of one- 
vertex extensions: attaching pendant vertices and splitting vertices. 
Proof. First we prove the “if” part of the theorem by induction on the 
number of vertices. Let G be a distance-hereditary graph with at least two 
vertices. Any graph obtained from G by attaching a pendant vertex is, 
evidently, again a distance-hereditary graph. Let G’ be obtained from G by 
splitting a vertex x of G, where x’ is the new vertex of G’. Any induced path 
in G’ containing at most one of x and x’ is isometric by induction 
hypothesis. If both x and x’ are in an induced path P of G’, then either P 
has length 1 (if x and x’ are adjacent) or P has length 2 (otherwise). In 
either case P, trivially, is isometric. Therefore, G’ is distance-hereditary. 
To establish the “only if” part we will prove somewhat more, viz.: every 
finite distance-hereditary graph with at least two vertices contains either a 
split pair or two pendant vertices. Let G be a distance-hereditary graph 
with n > 3 vertices. Assume that every distance-hereditary graph with at 
least two and at most n - 1 vertices contains either a split pair or two pen- 
dant vertices. In order to prove that G also satisfies this condition we 
distinguish a number of cases. 
Case 1. G contains at least two pendant vertices. 
This is the trivial case, and there is nothing to prove. 
Case 2. G contains exactly one pendant vertex z’, which is attached to 
the vertex z, say. 
Certainly, the graph G - 2’ contains at most one pendant vertex. If G - Z’ 
has a pendant vertex, then this must be Z. In this case it follows from the 
induction hypothesis that G - Z’ contains a split pair x, x’. Obviously, z is 
different from x and x’. Hence x, x’ is also a split pair in G, and we are 
done. So assume that G-Z’ has no pendant vertex. By the induction 
hypothesis G - Z’ contains a split pair X, x’. If z is not among x, x’, then 
X, x’ is a split pair in G. Otherwise, if z = x say, then G - x’ has exactly one 
pendant vertex, namely 2’ (attached to z). Hence, again by hypothesis, 
G-s’ contains a split pair y, y’. Since Z’ is adjacent to Z, the vertex z can- 
not be one of y and 1”. Since Z, x’ is a split pair in G-I’, it follows that x’ 
is adjacent to both +V and J+ or none. Therefore Y, I” is a split pair in G. 
Case 3. G has no pendant vertices, but for some vertex z of G, the ver- 
tex-deleted subgraph G-Z has at least two pendant vertices. 
Let u’, v’ be two pendant vertices of G - 2; say, U’ is attached to u and v’ 
to v. We distinguish two subcases. 
Case 3.1. The vertices U’ and u’ belong to the same component of 
G-z. 
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If u # v, then pick a shortest (u, v)-path P in G-Z Then the circuit 
z + U’ -+ P + v’ + z has length n > 5. Furthermore, every diagonal of this 
circuit must be incident with z. Thus the circuit induces a C, (n 2 5) or one 
of the graphs of Figs. l-3. This is impossible, and we conclude that u = u. 
Now, U’ and u’ both have only z and u as neighbours in G. Hence u’, v’ is a 
split pair in G. 
Case 3.2. All pendant vertices of G--z belong to different com- 
ponents of G - Z. 
In particular, z is a cut-vertex of G. Let H be the component of G -2 
containing u’. Then H has at least two vertices and, moreover, is a dis- 
tance-hereditary graph having exactly one pendant vertex, viz. U’ attached 
to U. Hence, by the induction hypothesis, H contains a split pair X, x’. It is 
evident that {u, u’} A {x, x’} = (21. If z is adjacent to either both x and X’ 
or none, then x, x’ is a split pair in G, and we are done. 
So assume that z is adjacent to x but not to x’. The subgraph H’ of G 
induced by H u (z) does not have a pendant vertex. Hence, by the induc- 
tion hypothesis, H’ contains a split pair y, y’. If z is not among y, y’, then 
y, y’ form a split pair in G, and we are done. Therefore assume that z = y. 
Since z is adjacent to u’, and the only other neighbour of U’ in H’ is U, we 
infer that y’ = U. Now, since Z, u is a split pair, and z is adjacent to x, we 
get that u and x are adjacent. This implies that u is also adjacent to X’ 
because x, x’ is a split pair in H. Consequently, x’ is adjacent to z since 
y = z and y’= u form a split pair in H’. This, however, conflicts our 
assumption that -I and x’ are not adjacent. Hence Case 3.2 is settled. 
Case 4. G has no pendant vertices, and for every vertex z of G, the sub- 
graph G-Z contains at most one pendant vertex. 
Note that every component of a vertex-deleted subgraph G- -? has at 
least three vertices. Hence, by the induction hypothesis, it contains a split 
pair. Necessarily, this split pair does not involve a pendant vertex or the 
vertex to which the pendant vertex is attached. By way of contradiction 
suppose that G does not contain a split pair. Then for any split pair x, x’ in 
a vertex-deleted subgraph G - z, the vertex 2 is adjacent to exactly one of s 
and x’. 
In what follows let 2 be a vertex of maximum degree in G, and let U, U’ be 
a split pair in G-Z such that z is adjacent to U’ but not to U. We dis- 
tinguish two subcases. 
Case 4.1. u and u’ are adjacent. 
Then d(u, 2) = 2, and, since G has no pendant vertices, we have 
Wu’) - (4 2) =N(u)-u’#0. 
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Let u, u’ be a split pair in G - u such that u is adjacent to U’ but not to u, 
say. Trivially, o’ # H. 
Case 4.1.1. u’#u’. 
Then u’ is a common neighbour of u and u’. Since u, u’ is a split pair in 
G - U, it follows that u is adjacent to u’. Now, u is adjacent to U’ but not U, 
whence u= 2. Then, as z = u and u’ form a split pair in G-U, and u is 
adjacent to u’ but not to u, the degree of u’ in G exceeds the degree of z by 
1, contrary to our assumption that z has maximum degree. 
Case 4.1.2. V’ = u’. 
Since u is adjacent to u’ = u’ but not to -?, we must have u # z, again by 
our maximality assumption. Then u is adjacent to 2 because ; is adjacent to 
u’ = u’. Furthermore, u and v’ are not adjacent since U, U’ is a split pair in 
G-z such that v is not adjacent to U. Let y be any neighbour of u distinct 
from U’ (recall that N(u) - U’ # @). Then y is adjacent to U‘ = v’ and hence 
to v. Now, u -+ u’ = U’ + z -+ u -+ .r + u is a 5-circuit in which any diagonal 
is incident with y. Thus we get one of the graphs of Figs. 1,2 as an induced 
subgraph, arriving at a contradiction. 
This settles Case 4.1. 
Case 4.2. u and u’ are not adjacent. 
Then we have 2 d d(u, 2) d 3. Let v, D’ be a split pair in G - u with, say, u 
adjacent to u’ but not to L’. Note that v’#z. Then u’ is also adjacent to u’ 
because u, u’ is a split pair in G - 2. Again we have to consider two sub- 
cases. 
Case 4.2.1. d(u, z) = 3. 
Since u’ is adjacent to u, it cannot be adjacent to z (because d(u, 2) = 3). 
Hence v # u’, for, v, u’ is a split pair in G-u, and U’ is adjacent to z. Since 
v, v’ is a split pair in G - U, and U’ is adjacent to u’, the vertex u is a 
neighbour of u’ (but not of u). Hence we get v = z. 
This implies that N(v’) - u = N(u) = N(z), whence the degree of z in G is 
smaller than the degree of v’, a contradiction to the maximality 
assumption. 
Case 4.2.2. d(u, z) = 2. 
Then z has some common neighbour with u. If z were not adjacent to all 
neighbours of U, then we would get a forbidden induced subgraph 
(Figs. 1, 2) since N(u’) - z = N(u). Therefore N(u) s N(z). In particular, u’ 
is a neighbour of z. Suppose for the moment that v # u’. Then u and U’ are 
adjacent since v, v’ is a split pair in G - u, and v’ is adjacent to u’. Then, as 
u, U’ is a split pair in G-z and v is adjacent to u’ but not to u, we must 
have v = z. Now, however, we get u E N(t)‘) and N(u’) - u = N(v) = N(I), 
conflicting with the choice of z. We conclude that u = u’; see Fig. 5. From 
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this and the fact that u, u’ and v, v’ are split pairs in G-z and G-u, 
respectively, we infer that 
N(d) = {u, u’, z} u N(u) - u’. 
Let VV, MJ’ be a split pair in G - U’ such that u‘ is adjacent to w’ but not to 
w. Then u” is either z or a vertex in N(u). Suppose that the latter holds. 
Then w’ is also adjacent to z, and so w  cannot be U. This, however, implies 
that w  is adjacent to U, and hence also to U’ (because U, U’ is a split pair in 
G-z), contradicting the choice of u’ and ~1’. Therefore w’ = z, as indicated 
in Fig. 5. Consequently, either w  is u or d(u, w) = 2. If w  = U, then 
N(z)=N(w’)=N(w)u {u’}=N(u)u {u’), 
whence 
Therefore the degree of u’ in G is greater than the degree of z, which con- 
flicts with the maximahty assumption. Hence w  is at distance 2 from U. But 
now we are in trouble: M’ cannot be adjacent to u = U’ by the choice of 
u’, 1~‘. On the other hand, MJ must be adjacent to 2~’ because M‘, IV’ is a split 
pair in G - u’ and MY’ is adjacent to v’; hence, as v, v’ is a split pair in G - u, 
we get that ~1 and v are adjacent, a contradiction. 
This settles the final case. 
We have thus proven that every finite distance-hereditary graph with at 
least two vertices contains either a split pair or two pendant vertices. So, 
we can decompose G according to (a), (B), (y), and so forth, until we 
finally arrive at the graph Kz. This completes the proof of the theorem. 1 
COROLLARY 1. Every finite distance-hereditary graph G with at least 
four vertices has either at least two disjoint split pairs, or a split pair and a 
pendant vertex, or at least two pendant vertices. 
ProoJ: In the proof of Theorem 1 we have already seen that G has 
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either two pendant vertices or a split pair. Suppose that G has no pendant 
vertex. If G has exactly n = 4 vertices, then G is C,, K4, or K, minus an 
edge, whence the assertion is true. So let G have n 2 5 vertices. Assume that 
every distance-hereditary graph with fewer than n vertices has two disjoint 
split pairs whenever it has no pendant vertex. By Theorem 1, G has a split 
pair U, 2.4’. Consider the distance-hereditary graph G - u’. Observe that 
every split pair of G - U’ is also a split pair of G. If u is a pendant vertex of 
G-U’, then there is no other pendant vertex in G-U’, and hence there 
exists a split pair v, v’ of G - u’; necessarily, v, v’ # U. Similarly, if there is 
exactly one (common) neighbour of u and U’ of degree 2 in G, then there is 
a split pair v, v’ disjoint from U, u’. If u and U’ have two neighbours v, v’ of 
degree 2 in G, then v, v’ is a split pair. In all remaining cases G - U’ has no 
pendant vertex. Therefore, by hypothesis, there are two disjoint split pairs 
in G - u’, one of which is disjoint from U, u’. 1 
Note that Corollary 1 is best possible. For instance, any path P of length 
n > 3 has only two pendant vertices and no split pair. Now split either one 
or two of the pendant vertices of P in fashion (b): then the new graph has 
either exactly one split pair and one pendant vertex or just two (disjoint) 
split pairs and no pendant vertex. 
Corollary 1 provides us with a lower bound for the number a(G) of 
admissible labellings of a distance-hereditary graph with n vertices: 
The lower bound is attained by a path of length n - 1, and the (trivial) 
upper bound, of course, by the complete graph K,. 
COROLLARY 2. Let G be a finite distance-hereditary graph with at least 
three vertices. Then G is built up by one-vertex extensions (a), (j), (y) 
starting with any edge yz of G so that z is never involved in any splitting. 
Proof. This is seen by induction on the number of vertices, using 
Corollary 1. If G has two pendant vertices, then at least one of them is dif- 
ferent from y and Z. If G has only one pendant vertex and a split pair U, u’, 
then either the pendant vertex is different from y and z, or U, U’ are different 
from z (and y). Finally, if G has two disjoint split pairs, then z cannot be 
contained in both. m 
In particular, for every edge yz of a distance-hereditary graph G, there 
exists an admissible labelling of G assigning 0 to z and 1 to y. 
In Theorem 1 and its corollaries we have considered graphs obtained 
from K, by a sequence of one-vertex extensions of all three types, viz. (c(), 
(/I), and (y). If we start with K1 and use extensions only of a single kind, 
i.e., either (a), or (/I), or (y), then we get just (finite) trees, complete graphs, 
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and edgeless graphs, respectively. Ptolemaic graphs are obtained from K, 
by a sequence of one-vertex extensions of types (a), (a), and restricted 
applications of (y), see Section 7. If we start with K, and apply only (a) and 
(y) successively, then we get disjoint unions of bipartite distance-hereditary 
graphs (see Section 6). The case where just splittings (of either kind) are 
used is now dealt with in Proposition 2. There is also yet another graph 
operation involved: the join of two graphs H, and H, is obtained from the 
disjoint union of H, and H, by adding all possible edges between H, and 
Hz. 
The graphs considered in Proposition 2, viz. the graphs without induced 
paths of length 3, occur in the literature under various names. They are 
called 2-parity graphs by M. Burlet and J. P. Uhry [4], complement 
reducible graphs (or briefly cographs) by D. G. Corneil, H. Lerchs, and 
L. Stewart Burlingham [S], D*-graphs by H. A. Jung [ 121 and hereditary 
Dacey graphs by D. P. Sumner [ 191. In Proposition 2 we list a few of the 
known characterizations of these graphs; for further information the reader 
is referred to [S]. 
PROPOSITION 2. For a finite graph G, the following conditions are 
equivalent: 
(i) G contains no induced path of length 3, 
(ii) G is the disjoint union of distance-hereditary graphs with diameter 
at most 2, 
(iii) G can be obtainedfrom the one-vertex graph b-v a sequence of ver- 
tex splittings, 
(iv) G can be obtainedfrom the one-vertex graph by a sequence of the 
following graph operations: complementation and disjoint union, 
(v) G can be obtained from the one-vertex graph by a sequence of the 
following graph operations: join and disjoint union. 
Proof: It is evident that the first two conditions are equivalent. That (i) 
is equivalent to (iii), (iv), and (v), respectively, has been established in 
[4, 5, 191, respectively. 1 
As will be seen in Section 5 the graphs without induced paths of length 3 
are precisely the levels of arbitrary distance-hereditary graphs, and thus can 
be viewed as the building stones of the latter. 
4. METRIC CHARACTERIZATIONS 
The theorem in this section lists various properties each equivalent to 
“distance-hereditary.” Certainly, this list can be continued with variations 
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of the same theme. Anyway, all conditions involve the distance function- 
either explicitly, or via the interval function or isometric subgraphs. A con- 
venient tool in the proof of Theorem 2 is the decomposition procedure for 
finite distance-hereditary graphs as established in Theorem 1 and its 
corollaries. In the infinite case one can first use a local argument (i.e., find a 
finite isometric subgraph which does the job), and then prove the assertion 
just for finite distance-hereditary graphs by induction. 
Observe that whenever the 5-circuit and the graphs in Figs. 1,2 are 
induced subgraphs of some graph G, then they are, trivially, isometric sub- 
graphs. Moreover, if these three graphs do not occur in G (as induced sub- 
graphs), then the graph of Fig. 3 is isometric in G whenever it is an induced 
subgraph of G. 
THEOREM 2. Let G be a connected graph with distance function d and 
interval function I. Then the following conditions are equivalent: 
(i ) G is distance-hereditary, 
(ii) for any two vertices u and v with d(u, v) = 2, there is no induced 
(u, v)-path of length greater than 2, 
(iii) the graphs of Figs. 1-3, and the circuits C, with n 2 5 are not 
induced subgraphs of G, 
(iv) the graphs of Figs. 1-3, and the circuits C, with n > 5 are not 
isometric subgraphs of G, 
(v) the graphs of Figs. l-3 are not induced (or isometric) subgraphs 
of G, and 
implies 
Z(u, v)nZ(v, w)= {v} 
d(u, w) 3 d(u, v) + d(v, w) - 1, 
(vi) the graph of Fig. 1 is not an induced subgraph of G, and for any 
three vertices u, v, w, at least two of the following inclusions hold 
Z(z.4, v) G Z(u, w) u Z(v, w), 
Z(u, w) G Z(u, 0) u Z(v, w), 
Z(v, w) E Z(u, v) u Z(u, w), 
(vii) for any four vertices u, v, w, x, at least two of the following dis- 
tance sums are equal: 
d(u, v) + d(w, -XL d(u, w) + d(v, x). d( u, x) + d( v, w), 
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(viii) G satisfies condition (vii), and if in (vii) the smaller distance 
sums are equal, then the largest one exceeds the smaller ones by at most 2. 
Proof: (i) * (ii) + (iii) =E- (iv): This is easily verified. 
(iv)+(i): First observe that any induced path of length 3 is isometric, 
for otherwise Cs or one of the graphs in Figs. 1 and 2 would occur in G. 
We proceed by induction on the length, that is, assume that every induced 
path of length at most k is isometric, where k 2 3. Let u + x -+ P + y -+ 
2 3 u be an induced path of length k + 1, where P is a subpath with k - 3 
vertices (so, if k = 3, then P vanishes). Suppose by way of contradiction 
that d(u, u) <k + 1. Let u + w  + Q + u be a shortest (u, u)-path, where Q 
has d(u, v) - 2 vertices. Since u + x -+ P + )I--+ z is an induced path of 
length k, we get that d(u, z) = k, whence k - 1 < d(u, u) d k. We consider 
two cases. 
Case 1. d(u, u) = k - 1 (see Fig. 6). 
Then the path u+w-+Q+u has length k- 1, and d(u, w)=k-2. Cer- 
tainly, x + P -+ y + z + u is an induced path of length k. Hence d(x, u) = k 
by hypothesis, and so d(x, w) > k - 1. On the other hand, w  -+ Q + u -+x is 
a path of length k - 1. Hence it must be a shortest path between w  and X, 
and therefore d(x, w) = k - 1. Consequently, the paths w  -+ Q and x -+ P + 
y -+ z have no vertices in common (for otherwise, there would be some 
(x,w)-path oflength k-3). Then C=U~X~P~~-~~--~U~M’~Q-~ 
is a circuit in G of length 2k 3 6. Next we prove that R = x -+ P -+ y --f z-+ 
P -+ w  is induced. Note that the subpath x + P -+ y + II + u of length k is 
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chords in R are wy, wt, and ws; see Fig. 6 (note that t or s may coincide 
with x). If wt or ws is an edge of G, then we get either one of the graphs of 
Figs. 2, 3 or a circuit of length 5 or 6 as an induced subgraph. Hence, if R is 
not induced, then wy is an edge of G. In this case, as the graph of Fig. 3 is 
not an isometric subgraph, x is distinct from t, that is, k > 4. But now 
u+x+ P--+y+ w+ Q --) u is a circuit of length 2k-226 having an 
induced subpath (viz. u + x + P -+ y + w) of length k > 4, contrary to the 
induction hypothesis. Therefore R is an induced path of length k + 1. Recall 
that d(x, w) = k - 1, and w  -+ Q + 1.4 + x is a shortest (w, x)-path. Let w’ be 
the neighbour of w  on C different from u. Now, we can apply the same 
argument as above to x, t, y, ‘I, u, w, w’ instead of U, s, t, y, z, u, w, and so 
on; that is, proceed clockwise on C (k times). This finally shows that every 
pair of diametrical vertices on C is at distance k in G. Therefore C is an 
isometric circuit of length 2k > 6. This, however, is impossible. 
Case 2. d(u, u)= k (see Fig. 7). 
Then u + w  + Q -+ u is a path of length k, and d(u, w) = k - 1 2 2. If w  is 
adjacent to t, then either C, or one of the graphs in Figs. 1, 2 is induced in 
G. So, w  is not adjacent to t. If w  is adjacent to y, then u -+ x -+ P -+ y -+ w  
is an induced path of length k. Hence, by the induction hypothesis, this 
path is isometric, contrary to the fact that d(u, w) = k - 1. So, w  is not 
adjacent to y. Finally, if w  is adjacent to z, then u + x --) P + y + z -+ w  is 
an induced path of length k + 1 with d(u, w) = k - 1. Then, by the previous 
case, we arrive at a contradiction. We conclude that x + P -+ y + z + u + w  
is an induced path of length k + 1. Hence 
k- 1 =d(x, u)- 1 dd(x, w)< 1 +d(u, w)=k. 
From the previous case we infer that d(x, w) = k. Then, in particular, Q 
and x --f P are disjoint, for otherwise there would be some (x, w)-path of 
length k - 2. Therefore C = u + x + P ---t y + z -+ u + w  --+ Q + u is a circuit 
of length 2k + 1 > 7. Now, similarly as in Case 1, we can proceed clockwise 
on C. It then follows that C is an isometric circuit. This again conflicts con- 
dition (iv). 
(i) 3 (v): Let u, u, w  be vertices such that Z(u, u)nZ(u, w) = {u}. Pick 
any shortest (u, u)-path P and any shortest (u, w)-path Q. Let s and t be the 
neighbours of u on P and Q, respectively. For any edge xy joining some 
vertex x of P-u with some vertex y of Q-u, we must have d(u, x) = 
d(u, y) because Z(u, u) n Z(v, w) = {u}. If there is no such edge xy, then the 
union of P and Q is an induced path, whence d(u, w) = d(u, u) + d(u, w). 
Otherwise, let xy be the edge between P - u and Q - u such that n = d(u, x) 
is minimal. If n > 2, then we get an induced circuit of length 2n + 1 > 5, 
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which is impossible. Hence n = 1, that is, XV = st. If there is no further edge 
between P - v and Q - u, then (P u Q) - v induces a (u, w)-path, and so 
d(u, W) = d(u, v) + d(v, MI) - 1. Otherwise, there is yet another edge xy with 
n = d(v, X) 3 2, where n 3 2 is minimal. Then, however, either the graph of 
Fig. 2 is an induced subgraph of G (in case n = 2), or we get an induced cir- 
cuit of length 2n with n 3 3, a contradiction. 
(v) + (iv): First we derive a simple fact from (v). Let X, y, 2 be three 
vertices of G with 
1 6 d(X, 2) < 2 and 2<d(x,y)=d(v,z). 
We assert that there exists a vertex u’ adjacent to x and z with d(w, v) = 
d(x, u) - 1. To see this, let w  be a vertex in Z(x, .v) n Z((y, z) such that d( w, .v) 
is maximal. Clearly we have d(w, Y) < d(x, y) - 1. Moreover, Z(w, x) n 
I( IV, 2 ) = (w}. Now, the condition on the interval function settles the con- 
clusion. 
Suppose that G contains an isometric circuit C of length n 3 5. First 
assume that n = 2k + 1 is odd. Choose three vertices x, y, z on C with 
d(x, z)= 1 and d(x,y)=k=d( )‘, z). Then by the above observation, there 
is a neighbour M’ (of course, not on C) of x and z having distance k - 1 to 
J. Let u be the neighbour of x on C with d(u, y) = k - 1. Then, again by the 
above observation, we can find a vertex ZI adjacent to both u and u’ with 
d( 11, I>) = ti(u, y) - 1 = k - 2. But now we are in trouble, because the vertices 
24, 11, WI, .x, and z induce one of the graphs of Figs. 1,2. 
Therefore n is even, that is, n=2k 36. Choose two vertices v, t on C 
with d(y, t) = k. Let x and z be the neighbours of t on C. Then, by the 
above fact, there is a vertex w  adjacent to both .Y and z such that d(w, y) = 
d(x, y) - 1 = k - 2. Then, as C is isometric, the vertices X, t, -?, w  induce a 
4-circuit. Let u be the neighbour of x on C with d(u, y) = d(x, y) - 1 = 
k - 2. Note that u is not adjacent to MJ, for otherwise the graph of Fig. 2 
would occur in G. Then again we can find a vertex v adjacent to both u and 
u’ with d(u, y) = d(u, .r) - 1 = k - 3. Now the vertices t, U, U, ~1, x, z induce 
the graph of Fig. 3, giving a contradiction. Therefore C,, (la > 5) is not an 
isometric subgraph of G. Finally, since C, and the graphs in Figs. 1-3 are 
not induced subgraphs, the graph of Fig. 3 is not an isometric subgraph 
of G. 
(i) * (vi): First we prove the implication for finite distance-hereditary 
graphs, so that we can apply Corollary 1. The proof is by induction on the 
number of vertices. Let G be a distance-hereditary graph with n vertices. If 
n< 3, then the assertion evidently holds. So, let n 24, and assume that 
every proper connected induced subgraph of G satisfies (vi). If G contains a 
198 BANDELT AND MULDER 
pendant vertex z’ attached to z, then, of course, we only have to check the 
inclusions for which z’ is one of u, v, w; say z’ = u. In this case we have 
Z(u, v)= {u} uZ(z, v) and Z(u, w)= (24) uZ(z, w). 
By the induction hypothesis, at least two of the inclusions hold for the 
intervals Z(z, v), Z(u, w), and Z(z, w). Hence also at least two of the 
inclusions hold for the intervals Z(u, v), Z(v, w), and Z(u, w). 
Next consider the case that G has no pendant vertex. Then, by Corollary 
1, G contains two disjoint split pairs. Hence, for any three vertices U, v, w, 
we can always find a split pair involving at most one of U, v, w. If none of 
the latter is involved, then we are done by hypothesis. Assume therefore 
that U, U’ is a split pair with U’ distinct from v and w. Then it is clear that U’ 
cannot be in Z(u, o) or Z(u, w). Hence, if u’ does not belong to Z(v, w), then 
Z(u, v), Z(v, w), and Z(u, w) are also intervals in G - u’, and we are done. 
Otherwise, if U’ is in Z(u, w), then so is u, whence Z(u, u), Z(u, w) c Z(v, w). 
Thus, trivially, at least two of the three inclusions hold. This settles the 
finite case. 
Second, let G be an infinite distance-hereditary graph, and assume that 
there are vertices U, u, w  such that, say, the first two inclusions do not hold. 
Then we can find a vertex x that is in Z(u, v) but not in Z(u, w) u Z(v, w), 
and a vertex y that is in Z(u, w) but not in Z(u, v) u Z(U, w). Take a shortest 
(u, v)-path P passing through x, a shortest (u, w)-path Q passing through 
y, and some shortest (u, w)-path R. Then the subgraph H of G induced by 
P, Q, and R is a finite distance-hereditary graph. By the choice of P, Q, and 
R, the three intervals in H between the vertices u, v, w  do not satisfy the 
required condition. Thus we get a contradiction by the first part of the 
proof. 
(vi) +. (iv): For either graph in Figs. 2, 3 and for each circuit of length 
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Z(U, u) but not in Z(u, W) u I( u, w), and y is in I( U, w) but not in Z(u, u) u 
Z(u, w). Hence if any of these graphs occurs as an isometric subgraph in G, 
then G does not satisfy the inclusion condition either. Hence the 
implication is proved. 
(i) = (viii): Observe that, if the four vertices U, u, WI, x are not all dis- 
tinct, so that w  =.x say, then the distance sums in question are 
d(u, D) < d(u, w) + d(u, w) = d(u, w) + d(u, w), 
and there is nothing to prove. Therefore let U, u, W, x be mutually distinct. 
As in the proof that (i) implies (vi) we first consider the finite case, and 
proceed by induction on the number of vertices. So, let G be a finite dis- 
tance-hereditary graph with at least four vertices such that every proper 
connected induced subgraph of G satisfies condition (viii). If G contains a 
pendant vertex z’ attached to z, then we only need to check the distance 
sums if 2 ’ is one of u, v, ~1, x, for instance z’ = X. Then we have 
d(u,2,)+d(w,-K)=d(u,v)+d(M,,I’)+l, 
4u, w) + d(u, x) = d(u, w) + d(0, 2) + 1, 
4u, -xl + d(u, w) = d(u, z) + d(v, IV) + 1, 
and we are done by hypothesis. If G has no pendant vertex, then by 
Theorem 1, G contains a split pair. In view of the induction hypothesis we 
may assume that this split pair is among U, v, w, x. Then, if W, x is a split 
pair, we get d(u, w) = d(u, .K) and d(u, W) = d(u, x), whence 
d(u, w) + d(v, x) = d(z.4, x) + d(v, w). 
Assume that these distance sums are less than d(u, u) + d(w, x). Then we 
have 
4% 0) + d(w, x) 6 424, 0) + 2 
<d(u, w)+d(w, u)+Z 
=d(u, w)+d(x,v)+2, 
as required. This settles the finite case. 
Recall that for any vertices U, u, w, x of an infinite distance-hereditary 
graph G there is a finite isometric subgraph H of G containing U, v, u’, x. 
Hence the conclusion holds also in the infinite case. 
(viii) =P (vii): This is trivial. 
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(vii)*(i): Let P=u-iu-+ ... + u’ + x be an induced path of length 
k + 12 3 such that every proper subpath is isometric. Then k - 1 < 
d(u,x)<k+ 1, and we get 
d(u, u)+ d(w,x)= 2, 
d(u, w)+d(u,x)=2k, 
2k - 2 < d( u, x) + d( u, w ) < 2k. 
Now, two of the sums are equal only if either d(u, x) = k + 1, or d(u, x) = 
k - 1 and k = 2. If the latter holds, then u and x are adjacent, contradicting 
the fact that P is induced. Hence d(u, X) = k + 1, and so P is isometric. This 
completes the proof of the theorem. 1 
The equivalence of (i) and (iii) in Theorem 2 above has independently 
been obtained by Michael F. Bridgeland (in 1979, unpublished). Note also 
that this induced subgraph characterization of distance-hereditary graphs 
parallels that of parity graphs due to M. Burlet and J. P. Uhry [4]. 
5. THE LEVEL CONSTRUCTION 
All neighbourhoods N(u) in a distance-hereditary graph G induce graphs 
without induced paths of length 3. Recall that the latter graphs can readily 
be constructed, at least in the finite case (see Proposition 2). Now, these 
graphs serve as building stones in a procedure which constructs a distance- 
hereditary graph level by level. The kth level of a graph G with respect to a 
vertex u is defined by 
Nk(u) = {x 1 x is a vertex of G with d(u, x) = k >. 
For any interval Z(u, u) of G we denote its k th internal level by 
N,(u, u) = N/JU) n Z(u, ?I). 
For simplicity, by level we also mean the subgraph it induces. 
LEMMA. Let G be a distance-hereditary graph. Then for any two vertices 
u and v, and for any integer i with 0 < i < d(u, u), every vertex in Ni(u, v) is 
adjacent to all vertices in Ni+ ,(u, v). 
Proof. We use induction on d(u, v). The assertion trivially holds for 
d(u, v) < 2. So let d(u, v) > 3. If N,(u, v) contains just one vertex, then we 
are done by the induction hypothesis. Now consider any two distinct ver- 
tices x and y in N,( u, v). Let M’ be a vertex in Z(v, x) n I(u, v) such that 
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d(u, w) is minimal. Then we have I(w, x) n I( w, y) = {w). Hence, by con- 
dition (v) of Theorem 2, w  must be adjacent to x and y because d(x, y) < 2. 
Note that w  is in N,(u, 0). Suppose that there is some vertex z in N>(u, II) 
adjacent to y but not to x. Then, as before, we can find a vertex t in 
N,(u, V) adjacent to both w  and z. Now it is easy to see that the graph 
induced by {t, U, w, x, y, z> contains one of the graphs of Figs. l-3 as an 
induced subgraph, which is absurd. We conclude that every vertex in 
N,(u, u) is adjacent to all vertices in N2(u, u), completing the induction. 1 
Note that each level Ni(u, u) of an interval Z(u, u) of a distance-hereditary 
graph induces a graph without any induced path of length 3. This follows 
immediately from the preceding lemma since the graph of Fig. 1 is not an 
induced subgraph. 
THEOREM 3. Let G be a connected graph, and let u be any vertex of G. 
Then G is distance-hereditary if and only if G satisfies the following five con- 
ditions, for any integer k 3 1: 
(1) if v, w are two vertices in the same component of Nk(u), then 
N(v)nN,-,(u)=N(w)nN,-,(u), 
(2) there is no induced path of length 3 in Nk(u), 
(3) if a vertex v of Nk(u) has neighbours x and y in two distinct com- 
ponents X and Y of Nk _, (u), then v is adjacent to all vertices in X and Y, 
and 
(4) if v, w are vertices in different components of Nk(u), then N(v) n 
N, _ ,(u) and N(w) n Nk _ ,(u) are either disjoint, or one of the two sets is 
contained in the other, 
(5) if a vertex v of Nk(u) is adjacent to two vertices x and y in the 
same component of Nk ~ ,(u), then the vertices of this component which are 
not adjacent to v are adjacent to either both x and y, or none. 
Proof: First we prove the “only if” part. Let G be distance-hereditary. 
To prove (1) it suffices to show that the assertion holds for any two 
adjacent vertices v, w  in NJu). From condition (v) of Theorem 2 we infer 
that there is some common neighbour x of v and w  in N,- 1(~). Suppose 
that there exists a neighbour y of v in N,- I(~) which is not adjacent to w. 
Then, by the Lemma, we can find a common neighbour z of x and y in 
Nk _ ?(u). Then v, us, x, y, z induce the graph of either Fig. 1 or Fig. 2, a 
contradiction. Hence (1) is true. 
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Assume that P is an induced path of length 3 in N,Ju). Then, by (1 ), 
there exists a vertex x in Nk ~ i(u) adjacent to all vertices in P. Hence P and 
x induce the graph of Fig. 1, which is forbidden. This proves (2). 
For x and y, given as in (3), we can find a vertex z in Nk- 2(~) adjacent 
to both x and y, by the Lemma. Then X, u, y, z induce a 4-circuit in G. If w  
is some vertex in Nk _ i(u) adjacent to one of x and y, then, by ( 1 ), also w  is 
adjacent to z. Since the graph of Fig. 2 may not occur in G, it follows that 
w  and u are adjacent, proving the first part of (3). Finally, note that, by the 
Lemma, every neighbour of x in Nk ~ 2( U) is also adjacent to y. This settles 
(3). 
Next, given v, w  as in (4) let x be a common neighbour of v and w  in 
N, _ r(u), and let y and z be vertices in Nk ~ i(u) such that y is adjacent to v 
but not to MI, and z is adjacent to w  but not to u. Then, by (1) and (3), 
there exists a vertex t in Nk ~ *(u) adjacent to all three vertices x, y, and z. 
Then the subgraph induced by t, u, ~1, X, y, I contains one of the graphs in 
Figs. l-3 as an induced subgraph, whence we are done. 
Finally, to prove (5), let x and y be neighbours of u within the same 
component of N,- ,(u). From (1) we know that there exists a vertex z in 
N, ~ 2( u) adjacent to all vertices of this component. Let t be a vertex of the 
latter adjacent to x but not to v. If t and y were not adjacent, then t, u, x, y, 
z would induce one of the forbidden graphs in Figs. 1, 2. 
This concludes the proof of the “only if” part. 
Conversely, let G satisfy conditions (1) through (5). We show by induc- 
tion on k that the subgraph Gk of G induced by all levels NJu) with i d k 
does not contain any C, (n 3 5) or any of the graphs in Figs. 1-3 as an 
induced subgraph. For k < 1 this is trivial by (2). So let k > 2. By 
hypothesis, we only have to consider configurations touching NJu). First 
we prove two simple facts, which are used in the sequel. 
(A) If P = v -+ M’ + x + y is an induced path in Gk such that the inter- 
nal vertex x is in Nk(u), then u is also in NJu), and w, y are in Nk- r(u). 
This is seen as follows. By (2), at least one vertex of P belongs to Nk- ,(u). 
Then, by (1 ), there cannot be any edge of P in Nk( u). Hence w  and y are in 
N, ~ ,(u). If u is in N,_*(U), then either (1) or (3) is violated, depending on 
whether w  and y are in the same component of Nk- ,(u) or not. If u is in 
Nk _ i(u), then either (5) or (3) is violated. 
(B) If Q=u -+ w  +x+y+z is a path in Gk with no chords except 
possibly vz such that Q has an internal vertex in NJu), then v, x, z are in 
Nk(u), and w, y are in Nk ~ ,(u). For, by (A), the vertices of Q are alter- 
natively in Nk- 1(~) and Nk(u). If u, x, z are in Nk ~ ,(u), then either ( 1) or 
(4) is violated, depending on whether u’ and y are in the same component 
of Nk(u) or not. 
Now, from (B) and (1) we infer that there is no induced C, (n 3 5) in 




Gk. Note that the graph of Fig. 3 contains two induced paths of length 4. If 
this graph were induced in Gk, then at least one of the two paths would 
violate the conclusion of (B). 
To prove that the graphs of Figs. 1, 2 do not occur in Gk, we consider 
induced paths of length 3 touching Nk(u) such that the end vertices are at 
distance 2 in Gk. By (A) and (1) there are only live possibilities for such 
paths, each depicted in Fig. 9. In the figure, VE N,(u) and 1136 N,~- i(u), 
indicating the levels. Let z be a common neighbour of 21 and y. 
First consider (a). It follows from (1) that 2 is in N,- ,(u). But then 
either (5) or (3) is violated. In case (b) the vertices u and y belong to dif- 
ferent components of Nk(u), by (1). Hence z is in NkP ,(u). This, however, 
violates (4). In case (c) it follows from (1) that z is in Nk-,(u), conflicting 
with (5). Similarly, in case (d), z is in Nk ,(u). But this violates either (5) 
or (3). Finally, in case (e), either ( 1 ) or (3) is not satisfied. Now, in view of 
Theorem 2, the proof is complete. 1 
Figure 10 exhibits a distance-hereditary graph and its levels; the numbers 
indicate an admissible labefling of the graph. 
FIGURE 10 
582bl41/2-5 
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Theorem 3 can be used as a method of constructing distance-hereditary 
graphs. On the other hand, we can manipulate the levels of a given dis- 
tance-hereditary graph (with respect to any vertex U) in various ways, and 
again obtain a graph of this kind. Thereby the only matter of concern is 
that we never violate conditions (1) through (5). Admissible operations on 
single components of levels are, for example, contraction to a single vertex 
and completion (to a complete graph). In particular, if all components of 
the levels are contracted to single vertices, then we get a bipartite distance- 
hereditary graph. 
6. BIPARTITE DISTANCE-HEREDITARY GRAPHS 
A triangle-free graph cannot contain any split pair x, x’ such that x and 
x’ are adjacent. Therefore Theorem 1 immediately yields the following 
result. 
COROLLARY 3. A finite graph G with at least two vertices is a bipartite 
distance-hereditary graph iJ’and only if G is obtained from K2 by a sequence 
of one-vertex extensions of types (~1) and (y), that is, attachments of pendant 
vertices and non-adjacency splittings. 
From Theorem 2 we derive the next corollary. 
COROLLARY 4. For a connected graph G, the following conditions are 
equivalent : 
(i) G is bipartite and distance-hereditary, 
(ii) G is triangle-free and does not contain C, (n 3 5) or the graph of 
Fig. 3 as an isometric subgraph, 
(iii) for any three vertices u, v, w, 
I(& v) l-3 I(% w) n Z(v, w) # 0, 
and at least two of the following unions are equal: 
Z(u, v) u ztu, w), Z(u, v) u Z(v, w), Z(u, w) u Z(v, w). 
Proof We need only check that (i) and (iii) are equivalent. Observe 
that the second part of (iii) is just a restatement of the second part of con- 
dition (vi) in Theorem 2. If U, v, w  induce a triangle in G, then the intersec- 
tion of the three intervals between u, v, w  is empty, proving (iii) * (i). It is 
now a routine matter to show that in every bipartite distance-hereditary 
graph the intersection of any three intervals Z(u, v), Z(u, w), and Z(v, w) is 
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nonempty (use Theorem 1 in the finite case). Anyway, this also follows 
from Proposition 1 of [l] and the proof of Theorem 2 (part (v) * (iv)). 1 
A convex set S in a connected graph G is defined as a set of vertices con- 
taining every shortest path between any two of its vertices, that is: if u and 
v are in S, then so is the whole set I(u, v). By virtue of condition (iii) in 
Corollary 4, the system of convex sets in a bipartite distance-hereditary 
graph has the Helly property, viz. every finite family of pairwise inter- 
secting convex sets has a nonempty intersection. 
Finally, we reformulate Theorem 3 to adjust for the bipartite case. 
COROLLARY 5. Let G be a connected graph, and let u be any vertex of G. 
Then G is bipartite and distance-hereditary if and only ifall levels Nk(u) are 
edgeless, and for any vertices v, w in Nk(u) and neighbours x and y of v  in 
NkeI(u), we have N(x)nNkP,(u)=N(y)nNk-,(u), andfurther, N(v)n 
Nk _ ,(u) and N(w) n Nk ~ 1(u) are either disjoint, or one is contained in the 
other. 
Every distance-hereditary graph G can be transformed into a bipartite 
graph G* in the following fashion: pick a vertex u of G, and remove all 
edges in the levels NJu) (k b 1). Then the resulting graph G* is a bipartite 
distance-hereditary graph by virtue of Corollary 5. G* is, by the way, the 
covering graph of the ordered set given by the canonical order Gu on the 
vertices: x Gu y if and only if x is in I(#, y). 
The above procedure can be reversed: for instance, let G be a (bipartite) 
distance-hereditary graph, and let u be a vertex of G; then make ail internal 
levels Nk(u, v) of intervals I(u, v) complete graphs. The graph so obtained 
is triangulated and distance-hereditary. 
7. PTOLEMAIC GRAPHS 
A connected graph G is called ptolemaic if, for any four vertices u, u, MI, x 
of G, 
d(u, ~1. d(w, x) < d(u, w) . d(v, x) + d(u, x) . d(v, w). 
In metric space, this inequality is known as the ptolemaic inequality, see 
L. M. Blumenthal [2]. Ptolemaic graphs were introduced by D. C. Kay 
and G. Chartrand [13] and fully characterized by E. Howorka [9]. By 
[9] Theorem 3.2 and Theorem 2.1, ptolemaic graphs are precisely the 
triangulated graphs not containing the graph of Fig. 1 as an induced sub- 
graph, or equivalently, precisely the triangulated distance-hereditary 
graphs. Then from Theorem 1 we derive the next corollary. 
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COROLLARY 6. A finite graph G is a ptolemaic graph if and only if G is 
obtained from K, by a sequence of one-vertex extensions of types (a), (p), 
and (y), where applications of (y) are restricted to vertices x whose 
neighbourhoods are (nonempty) complete subgraphs. 
Proof Let x, x’ be any split pair in a ptolemaic graph. If x and x’ are 
not adjacent, then any two (common) neighbours of x and x’ are adjacent 
(because C, is forbidden). 1 
Observe that in Corollary 6 non-adjacency splittings (y) cannot be omit- 
ted, as is confirmed by the graph of Fig. I1 (the minimal such graph). 
An alternative construction of finite ptolemaic graphs is given by 
E. Howorka [9] which amounts to glueing together two ptolemaic graphs 
along certain complete subgraphs. 
From Theorem 2 and Howorka’s theorem we derive a new (metric) 
characterization of ptolemaic graphs. 
COROLLARY 7. For a connected graph G, the following conditions are 
equivalent: 
(i) G is ptolemaic, 
(ii) G does not contain C, (n 34) or the graph of Fig. 1 as an 
isometric subgraph, 
(iii) for any four vertices u, v, w, x, at least two of the distance sums 
d(u, v) + d(w. x), d(u, w) + d(v, x), d(u, x) + d(v, WI 
are equal, and tf the smaller sums are equal, then the largest one exceeds the 
smaller ones by at most 1. 
Proof: It remains to check that (ii) and (iii) are equivalent. 
(ii) 3 (iii): Proceed as in the proof of (i) * (viii) of Theorem 2. Then 
we oniy need to consider four distinct vertices U, v, w, x in a finite ptolemaic 
graph such that W, x is a split pair, and the distance sum d(u, v) + d(w, x) 
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exceeds d(u, w) + d(v, X) = d(u, x) + d(v, w). Recall that d( w, v) = d(x, v). If 
w  and x are adjacent, then 
d(u,u)+d(w,x)=d(u,v)+l 
6d(u, w)+d(w, v)+ 1 
=d(u, w)+d(x, v)+ 1, 
as required. If w  and x are not adjacent, then, by Corollary 6, the 
neighbourhood N(w) = N(x) induces a complete graph, whence d(u, u) < 
d(u, w) + d(w, v) - 1. This gives 
d( u, u) + d( w, x) = d( u, v) + 2 
<d(u, w)+d(w, v)+ 1 
=d(u, w)+d(x, u)+ 1, 
and we are done. 
(iii) + (ii): Recall that for the vertices of a 4-circuit the corresponding 
distance sums are 2, 2, and 4, thus violating condition (iii). 1 
There is yet another important feature of ptolemaic graphs, discovered 
by V. P. Soltan [17,18] and R. E. Jamison-Waldner [lo, 111: a finite 
graph is ptolemaic if and only if its associated convexity space is an 
antimatroid. With Corollaries 6 and 7 in hand, one can readily verify this 
result. 
Similarly, Howorka’s result that every triangulated distance-hereditary 
graph satisfies the ptolemaic inequality can be verified in a quite 
straightforward fashion by using Corollary 6. Then one can also investigate 
the extent to which an arbitrary distance-hereditary graph may violate the 
ptolemaic inequality. It turns out that C, constitutes already an extreme 
case. Indeed, for any four vertices U, v, w, .X of a distance-hereditary graph, 
the relaxed ptolemaic inequality 
holds. Distance-hereditary graphs are not characterized by this inequality 
since it is trivially true for graphs of diameter at most 2. 
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