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Abstract
This paper is a continuation of the previous paper (J. Differential Equations 165 (2000)
255). The main subject is the Gevrey property of formal solutions of an analytic ordinary
differential equation in powers of a parameter. In one case, a given formal solution itself is of
the Gevrey type, while, in another case, the existence of a formal solution implies the existence
of formal solutions of the Gevrey types. These situations are explained systematically in this
paper.
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
1.1. Main problems
We consider the following situation:
(1) A formal power series fðx; eÞ ¼PNm¼1 emfmðxÞ in e is given, where coefﬁcients
fmðxÞ are C-valued functions which are holomorphic in x on a simply connected
domain D0 in the x-plane.
(2) A nontrivial polynomial
Fðy0; y1;y; yc; x; eÞ ¼
XR
m0þm1þ?þmc¼0
ym00 y
m1
1 ?y
mc
c Fm0m1?mcðx; eÞ
in ðy0; y1;y; ycÞ is given with coefﬁcients Fm0m1?mcðx; eÞ ¼
PN
m¼0 e
mFm0m1?mc;mðxÞ
which are formal power series in e whose coefﬁcients Fm0m1?mc;mðxÞ are C-valued and
holomorphic in x on the domain D0:
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(3) The formal power series Fðf; df
dx
;y; d
cf
dxc
; x; eÞ in e is identically equal to zero in
x on the domain D0; i.e.
F f;
df
dx
;y;
dcf
dxc
; x; e
 
¼ 0 for all xAD0: ð1:1:1Þ
(4) We also assume that there exist nonnegative numbers s;K1; and K2 such that
jFm0m1?mc;mðxÞjpK1ðm!ÞsKm2 ð1:1:2Þ
for xAD0 and ðm0;m1;y;mc;mÞANcþ2 such that 0p
Pc
n¼0 mnpR: In other words,
Fm0m1?mcðx; eÞ are of the Gevrey order s in e uniformly in xAD0:
The purpose of this paper is to describe the following three cases as simple as
possible:
Case A: The formal series f is of the Gevrey order s in e uniformly in x on every
compact subset of D0; where s is a nonnegative number.
Case B: The formal series f itself may not be of the Gevrey type, but there exist
other formal power series cðx; eÞ of the Gevrey type which satisfy condition 3, i.e.
F c;
dc
dx
;y;
dcc
dxc
; x; e
 
¼ 0 for all xAD0: ð1:1:10Þ
Case C: This case cannot be treated in this paper.
Case A is similar to the Maillet Theorem concerning formal power series in the
independent variable x (cf. [2]). Case B is similar to the Artin Theorem concerning a
system of analytic equations on several variables (cf. [1]).
1.2. A standard case
In order to describe three Cases A, B, and C of Section 1.1 more explicitly, we
assume another condition:
@F
@yc
f;
df
dx
;y;
dcf
dxc
; x; e
 
a0 ð1:2:1Þ
for some xAD0 as a formal power series in e:
We consider a linear differential operator
L½y ¼
Xc
h¼0
@F
@yh
f;
df
dx
;y;
dcf
dxc
; x; e
 
Dhy; ð1:2:2Þ
where D ¼ d
dx
: A convex polygon is constructed for the operator L as follows:
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Set
@F
@yh
f;
df
dx
;y;
dcf
dxc
; x; e
 
¼
XN
m¼0
emah;mðxÞ ðh ¼ 0;y; cÞ:
For h ¼ 0;y; c; ﬁx nonnegative integers mh ðh ¼ 0;y; cÞ so that ah;mðxÞ ¼ 0 ðm ¼
0;y;mh 	 1Þ for all xAD0 and ah;mhðxÞa0 for some xAD0: If all ah;mðxÞ ¼ 0
identically in x for all mX0; we set mh ¼ þN: Condition (1.2.1) implies that
mcoþN:
Let us consider cþ 1 points ðh;mhÞ ðh ¼ 0;y; cÞ on an ðX ;Y Þ-plane. Set Ph ¼
fðX ;Y Þ: 0pXph;YXmhg; and P ¼
S
h Ph: Let C be the smallest convex set in the
half-plane XX0 which contains P: The polygon for the operatorL is the boundary
curve of this convex set which consists of a ﬁnite number of line segments. In other
words, there exist nonnegative integers
0ph1oh2o?ohk ¼ c ð1:2:3Þ
such that
(i) mh1X0;
(ii) if we set
rn ¼
mhn 	 mhn	1
hn 	 hn	1 ðn ¼ 2;y; kÞ;
we have
0or2or3o?ork;
(iii) mhXmh1 for 0phph1; and
mhn 	 mh
hn 	 h prn for hn	1ohphn and n ¼ 2;y; k:
(see Fig. 1).
Now, we can describe Cases A, B, and C of Section 1.1 under assumption (1.2.1)
precisely as follows:
Case A: This case is deﬁned by h1 ¼ 0; i.e.
e	mh1L½yje¼0 ¼ Q0ðxÞy; ð1:2:4Þ
where Q0ðxÞ is holomorphic on D0 and not identically equal to zero.
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In Cases B and C, we have h140; i.e.
e	mh1L½yje¼0 ¼
Xh1
j¼0
QjðxÞDjy; ð1:2:5Þ
where Q0ðxÞ;y;Qh1ðxÞ are holomorphic on D0 and Qh1ðxÞ does not vanish at some
point xAD0:
Case B: In this case, Qh1ðxÞ does not vanish at any point x in D0:
Case C: In this case, Qh1ðxÞ vanishes at some point x in D0:
Under assumption (1.2.1), we prove the following theorem:
Theorem 1.2.1. (a) In Case A, the formal series fðx; eÞ is of the Gevrey order
maxð 1r2; sÞ in e uniformly in x on every compact subset of D0:
(b) In Case B, the formal series fðx; eÞ may not be of the Gevrey type, but there exist
other formal power series cðx; eÞ in e of the Gevrey order Xmaxð 1r2; sÞ which satisfy
condition 3 of Section 1.1.
(c) Case C cannot be treated in this paper.
Remark 1.2.2. In statement (b), if a real number tXmaxð 1r2; sÞ is given, then there
exists cðx; eÞ of the Gevrey order t:
1.3. The general case
The general case which is given in Section 1.1 can be reduced to a standard case of
Section 1.2 as follows:
Among all polynomials F of (2) of Section 1.1 we choose H which depends on the
smallest number of variables y0;y; yn and is of the lowest degree with respect to yn
Fig. 1.
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such that
H f;
df
dx
;y;
dnf
dxn
; x; e
 
¼ 0 ð1:3:1Þ
as a formal power series in e for all xAD0: Note that
@H
@yn
f;
df
dx
;y;
dnf
dxn
; x; e
 
a0 ð1:3:2Þ
for some xAD0 as a formal power series in e: Also, if a polynomial
Pðy0;y; yn	1; x; eÞ depends only on y0;y; yn	1; then Pðf; dfdx;y; d
n	1f
dxn	1 ; x; eÞa0 for
some xAD0 as a formal power series in e: We conclude that, due to (1.3.1) and
(1.3.2), the polynomial H is in a standard case of Section 1.2.
A relation between the originally given polynomial F and the polynomial H is
given in the following lemma:
Lemma 1.3.1. There exist polynomials Uðy0;y; yn; x; eÞ and Ljðy0;y; yc	j; x; eÞ ðj ¼
0;y; c	 nÞ in y0;y; yc whose coefficients are formal power series in e with
coefficients holomorphic in xAD0 such that
Uðy; y0;y; yðnÞ; x; eÞFðy; y0;y; yðcÞ; x; eÞ
¼
Xc	n
j¼0
Ljðy; y0;y; yðc	jÞ; x; eÞDc	j	nHðy; y0;y; yðnÞ; x; eÞ; ð1:3:3Þ
and
U f;
df
dx
;y;
dnf
dxn
; x; e
 
a0 ð1:3:4Þ
for some xAD0; where yðjÞ ¼ dj ydxj; D ¼ ddx; and f is the formal power series given in
Section 1.1.
Remark 1.3.2. If a formal power series c satisﬁes the equation
H c;
dc
dx
;y;
dnc
dxn
; x; e
 
¼ 0 ð1:3:5Þ
and
cðx; eÞ 	 fðx; eÞ ¼ OðeMÞ ð1:3:6Þ
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for a sufﬁciently large positive integer M; then c satisﬁes also the equation
F c;
dc
dx
;y;
dcc
dxc
; x; e
 
¼ 0: ð1:3:7Þ
Therefore, the general case can be treated by applying Theorem 1.2.1 to the
polynomial H:
We shall prove Theorem 1.2.1 in Section 2, and Lemma 1.3.1 and other lemmas
which will be used in the proof of Theorem 1.2.1 will be proved in Section 3.
2. Proof of Theorem 1.2.1
2.1. Nonexceptional points
To simplify notations, let us denote @F@yhðf;
df
dx
;y; d
cf
dxc
; x; eÞ by ahðx; eÞ; i.e.
ahðx; eÞ ¼
XN
m¼0
emah;mðxÞ ðh ¼ 0;y; cÞ ð2:1:1Þ
and
L½y ¼
Xc
h¼0
ahðx; eÞDhy: ð2:1:2Þ
We deﬁne the polygon forL as in Section 1.2. In particular, we deﬁne h1;y; hk and
r2;y; rk exactly as in Section 1.2. So, hereafter, we use (i)–(iii) of Section 1.2.
Deﬁnition 2.1.1. A point oAD0 is said to be nonexceptional if
ahn;mhn ðoÞa0 for n ¼ 1;y; k: ð2:1:3Þ
At a nonexceptional point o; we use the following lemma.
Lemma 2.1.2. Suppose that oAD0 is a nonexceptional point. Set aðx; eÞ ¼
e	mcacðx; eÞ: Then, we can write the operator L in the following form:
L ¼ emh1aðx; eÞLkLk	1?L2L1; ð2:1:4Þ
where, for n ¼ 2; 3;y; k;
Ln ¼ dpnn þ
Xpn	1
j¼0
Qn;jðx; eÞdjn;
and
ðaÞ
dn ¼ ernD;
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ðbÞ
pn ¼ hn 	 hn	1;
and
ðgÞ
L1 ¼ Dh1 þ
Xh1
j¼0
Q1;jðx; eÞDj:
If we denote by s the smallest positive integer such that srn ðn ¼ 2; 3;y; kÞ are all
integers, and set *e ¼ e1=s; then the quantities Qn;jðx; eÞ are formal power series in *e with
coefficients holomorphic in a disc Dðr;oÞ ¼ fxAC: jx 	 ojorg for some positive
number r. Furthermore,
Qn;0ðo; 0Þa0 ðn ¼ 2; 3;y; kÞ:
This lemma will be proved in Section 3.
2.2. An algebraic differential equation
In Section 1.1 we considered a polynomial F in ðy0;y; ycÞ whose coefﬁcients are
formal power series of the Gevrey order s in e: For a compact and simply connected
subdomain D of D0 and a positive number a0; if a positive number b0 is sufﬁciently
small, there exists a polynomial
Kðy0;y; yc; x; eÞ ¼
XR
m0þm1þ?þmc¼0
ym00 y
m1
1 ?y
mc
c Km0m1?mcðx; eÞ ð2:2:1Þ
such that
(1) coefﬁcients Km0m1?mcðx; eÞ are holomorphic in ðx; eÞADSða0; b0Þ;
where
Sða0;b0Þ ¼ feAC: 0ojejoa0; jarg ejpb0g; ð2:2:2Þ
(2) coefﬁcients Km0m1?mcðx; eÞ have the formal power series Fm0m1?mcðx; eÞ as their
asymptotic expensions of the Gevrey order s uniformly in xAD as e tends to 0
in the sectorSða0; b0Þ; i.e. there exist two nonnegative numbers L1 and L2 such
that
Km0m1?mcðx; eÞ 	
XM	1
m¼0
emFm0m1?mc;mðxÞ

pL1ðM!ÞsLM2 ð2:2:3Þ
for ðx; eÞADSða0; b0Þ; every positive integer M; and ðm0;m1;y;
mc;mÞANcþ2 such that 0p
Pc
n¼0 mnpR:
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The formal power series fðx; eÞ is a formal solution of the algebraic differential
equation:
K y;
dy
dx
;y;
dcy
dxc
; x; e
 
¼ 0: ð2:2:4Þ
We assume condition (1.2.1), i.e.
@F
@yc
f;
df
dx
;y;
dcf
dxc
; x; e
 
a0 ð2:2:5Þ
for some xAD as formal power series in e:
Setting
FMðx; eÞ ¼
XM
m¼1
emfmðxÞ; ð2:2:6Þ
and
yh ¼ d
hFM
dxh
ðx; eÞ þ uh ðh ¼ 0;y; cÞ; ð2:2:7Þ
we write polynomial Kðy0;y; yc; x; eÞ in the form:
Kðy0;y; yc; x; eÞ ¼K FM ; dFM
dx
;y;
dcFM
dxc
; x; e
 
þ
Xc
h¼0
@K
@yh
FM ;
dFM
dx
;y;
dcFM
dxc
; x; e
 
uh
þ KMðu0;y; uc; x; eÞ;
where
(I) KðFM ; dFMdx ;y; d
cFM
dxc
; x; eÞ ¼ OðeMþ1Þ as e tends to 0 in Sða0; b0Þ uniformly in
xAD:
(II) @K@yh ðFM ;
@FM
@x ;y;
dcFM
dxc
; x; eÞ is asymptotically equal to @F@yh ðf;
df
dx
;y; d
cf
dxc
; x; eÞ þ
OðeMþ1Þ as e tends to 0 in Sða0; b0Þ uniformly in xAD; and
(III) KMðu0;y; uc; x; eÞ ¼ Oðfju0j þ?þ jucjg2Þ uniformly in ðx; eÞAD
Sða0; b0Þ:
If we set
y ¼ FMðx; eÞ þ ePu; ð2:2:8Þ
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where P is a positive real number, then differential equation (2.2.4) becomes
0 ¼K FM ; dFM
dx
;y;
dcFM
dxc
; x; e
 
þ eP
Xc
h¼0
@K
@yh
FM ;
dFM
dx
;y;
dcFM
dxc
; x; e
 
Dhu
þ KM ePu; ePdu
dx
;y; eP
dcu
dxc
; x; e
 
: ð2:2:9Þ
If we deﬁne a differential operator
K½u ¼
Xc
h¼0
@K
@yh
FM ;
dFM
dx
;y;
dcFM
dxc
; x; e
 
Dhu;
differential equation (2.2.9) can be written in the form:
K½u ¼ e	P 	K FM ; dFM
dx
;y;
dcFM
dxc
; x; e
 
	KM ePu; ePdu
dx
;y; eP
dcu
dxc
; x; e
 
: ð2:2:10Þ
2.3. A system of nonlinear differential equations at a nonexceptional point
Let us consider differential equation (2.2.10) at a nonexceptional point oAD: Set
T u;
du
dx
;y;
dcu
dxc
; x; e
 
¼ e	2P 	K FM ; dFM
dx
;y;
dcFM
dxc
; x; e
 
	KM ePu; ePdu
dx
;y; eP
dcu
dxc
; x; e
 
: ð2:3:1Þ
Then, differential equation (2.2.10) becomes
K½u ¼ ePT u; du
dx
;y;
dcu
dxc
; x; e
 
: ð2:3:2Þ
Suppose that
M þ 1	 2PX0: ð2:3:3Þ
If M is sufﬁciently large, we can also choose P sufﬁciently large accordingly. Under
assumption (2.3.3), we have
T u;
du
dx
;y;
dcu
dxc
; x; e
 
¼ Oð1Þ ð2:3:4Þ
Y. Sibuya / J. Differential Equations 190 (2003) 559–578 567
as e tends to 0 in Sða0; b0Þ uniformly in ðu; dudx;y; d
cu
dxc
; xÞ for
juj þ du
dx

þ?þ dcudxc

pU and xAD;
where U is an arbitrarily ﬁxed positive number.
Assuming that P sufﬁciently large and applying the implicit function theorem with
respect to dcku ðdk ¼ erk DÞ; we can reduce differential equation (2.3.2) to the
following form:
K½u ¼ eLGðu; dku;y; dc	1k u;x; eÞ; ð2:3:5Þ
where
(1) L is an arbitrary large ﬁxed positive integer,
(2) the function Gðv0; v1;y; vc	1; x; eÞ is holomorphic in ðx; e; v0;y; vc	1Þ in a
domain
xADðr;oÞ; eASða0; b0Þ; jv0j þ jv1j þ?þ jvc	1jpV ; ð2:3:6Þ
where r and V are suitable positive numbers,
(3) K½u is asymptotically equal toL½u þ OðeMþ1Þ as e-0 inSða0; b0Þ uniformly
in ðx; u;y; dc	1u
dxc	1Þ in the domain:
xADðr;oÞ; juj þ du
dx

þ?þ dc	1udxc	1

pV : ð2:3:60Þ
This allows us to write differential equation (2.3.5), by redeﬁning notations in a
suitable way, in the following form:
KkKk	1?K2K1½u ¼ eLGðu; dku;y; dc	1k u; x; eÞ; ð2:3:50Þ
where
(10) L and G satisfy conditions (1) and (2) given above, respectively,
(20) for n ¼ 2; 3;y; k;
Kn ¼ dpnn þ
Xpn	1
j¼0
Bn;jðx; eÞdjn;
where dn ¼ ernD; pn ¼ hn 	 hn	1; and
L1 ¼ Dh1 þ
Xh1
j¼0
Q1;jðx; eÞDj :
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If we denote by s the smallest positive integer such that srn ðn ¼ 2; 3;y; kÞ are
all integers, and set *e ¼ e1=s; then the quantities Bn;jðx; eÞ are polynomials in *e
with coefﬁcients holomorphic in xADðr;oÞ: Furthermore,
Bn;0ðo; 0Þa0 ðn ¼ 2; 3;y; kÞ; ð2:3:7Þ
(30) the formal power series Fðx; eÞ ¼ e	Pffðx; eÞ 	 FMðx; eÞg ¼
e	P
PN
m¼Mþ1 e
mfmðxÞ is a formal solution of ð2:3:50Þ:
Now, we reduce differential equation ð2:3:50Þ to a system of nonlinear
differential equations as follows: If we set
z1 ¼ u; K1½z1 ¼ ez2; K2½z2 ¼ ez3; ;y;Kk	1½zk	1 ¼ ezk;
then
Kk½zk ¼ eL	kþ1Gðu; dku;y; dc	1k u; x; eÞ:
Further, if we set
wj;n ¼ dj	1n zn j ¼ 1;y; pn; n ¼ 1;y; k;
where dn ðn ¼ 2;y; kÞ are deﬁned in ðaÞ of Section 2.1 and d1 ¼ D ¼ ddx;
then
dnwpn;n ¼ dpnn zn ¼ 	
Xpn	1	1
j¼0
Bn;jðx; eÞwjþ1;n þ ew1;nþ1:
Therefore, differential equation ð2:3:50Þ is reduced to the system
dnwj;n ¼ wjþ1:n; j ¼ 1;y; pn 	 1;
dnwpn;n ¼ 	
Ppn	1
j¼0 Bn;jðx; eÞwjþ1;n þ ew1;nþ1;
(
n ¼ 1;y; k 	 1;
dkwj;k ¼ wjþ1;k; j ¼ 1;y; pk 	 1;
dkwpk ;k ¼ 	
Ppk	1
j¼0 Bn;jðx; eÞwjþ1;k þ eL	kþ1Gðu; dku;y; dc	1k u; x; eÞ:
(
8>>><
>>>:
ð2:3:8Þ
2.4. A fundamental lemma
In this section, we consider a system of the form:
d~w
dx
¼ ~gðx; ~w;~y; eÞ; eH d~y
dx
¼ ~f ðx; ~w;~y; eÞ; ð2:4:1Þ
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where
H ¼
h1In1 0 0 ? 0 0
0 h2In2 0 ? ? 0
0 0 h3In3 ? 0 0
? ? ? ? ? ?
? ? ? ? ? ?
0 0 0 ? 0 hqInq
2
6666666664
3
7777777775
;
x is a complex variable, ~wACn0 (n0 is a positive number), ~yAC
n; e is a complex
parameter, ~gðx; ~w;~y; eÞ is a Cn0 -valued function, ~f ðx; ~w;~y; eÞ is a Cn-valued function
of ðx; ~w;~y; eÞ; h1;y; hq are distinct positive integers, n1;y; nq are positive integers
such that n ¼ n1 þ?þ nq; and Ir is the r  r identity matrix. Set
Aðx; eÞ ¼ @
~f
@~y
ðx;~0;~0; eÞ ¼
@f1
@y1
ðx;~0;~0; eÞ ? @f1
@yn
ðx;~0;~0; eÞ
^ ^ ^
@fn
@y1
ðx;~0;~0; eÞ ? @fn
@yn
ðx;~0;~0; eÞ
2
666664
3
777775;
where fk and yk are the k-th entries of ~f and ~y; respectively.
The following lemma was proved in [3].
Lemma 2.4.1. Assume that
(i) ~gðx; ~w;~y; eÞ and ~f ðx; ~w;~y; eÞ are holomorphic in ðx; ~w;~y; eÞ on a domain Dðd0Þ 
Dðr0Þ Dðr0Þ Sða0; b0Þ; where
Dðd0Þ ¼ fxAC: jxjod0g;
Dðr0Þ ¼ f~wACn0 : j~wjor0g;
Dðr0Þ ¼ f~yACn: j~yjor0g;
Sða0; b0Þ ¼ feAC: 0ojejoa0; jarg ejpb0g
8>><
>>:
and d0; r0; r0; a0; and b0 are positive numbers,
(ii) ~gðx; ~w;~y; eÞ and ~f ðx; ~w;~y; eÞ admit asymptotic expansions of the Gevrey order s
as e-0 in Sðr0; a0Þ uniformly in ðx; ~w;~yÞADðd0Þ Dðb0Þ Dðr0Þ; where s is a
nonnegative number,
(iii) the matrix
A0ðxÞ ¼ lim
e-0
Aðx; eÞ
is invertible on Dðd0Þ;
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(iv) the matrices A0ð0Þ and H commute,
(v) we have
lime-0 ~gðx;~0;~0; eÞ ¼~0; lime-0 ~f ðx;~0;~0; eÞ ¼~0;
lime-0
@~g
@~y
ð0;~0;~0; eÞ ¼ O; lime-0 @
~f
@~w
ð0;~0;~0; eÞ ¼ O;
8><
>:
(vi) a formal power series in e of the Gevrey order g:
~QðeÞ ¼
XþN
c¼1
ec~Qc;
is given, where the coefficients ~Qc are in C
n0 and g is a nonnegative number. Then,
(1) (2.4.1) has a unique formal solution ð~w;~yÞ ¼ ð~qðx; eÞ;~pðx; eÞÞ:
~qðx; eÞ ¼
XþN
c¼1
ec~qcðxÞ; ~pðx; eÞ ¼
XþN
c¼1
ec~pcðxÞ
with coefficients ~qcðxÞACn0 and ~pcðxÞACn which are holomorphic on Dðd0Þ such
that
~qð0; eÞ ¼ ~QðeÞ; ð2:4:2Þ
(2) there exist three positive numbers d; r; and a such that (2.4.1) has an actual
solution ð~w;~yÞ ¼ ð~cðx; eÞ;~fðx; eÞÞ which is holomorphic in ðx; eÞADðdÞ Sðr; aÞ
and that ð~cðx; eÞ;~fðx; eÞÞ admits the formal solution ð~qðx; eÞ;~pðx; eÞÞ as its
asymptotic expansion of the Gevrey order maxð 1
h1
;y; 1
hq
; s; gÞ as e-0 in Sðr; aÞ
uniformly in xADðdÞ:
Remark 2.4.2. In case when we have only the system
eH
d~y
dx
¼ ~f ðx;~y; eÞ; ð2:4:3Þ
we do not have to worry about initial condition (2.4.2) at all. In this case,
system (2.4.3) has only one formal solution which is of the Gevrey order
maxð 1
h1
;y; 1
hq
; sÞ:
2.5. Proof of Theorem 1.2.1
Case A: For an arbitrarily given point x0 inD; letV be a small disc with the center
at x0 such that every point V other than x0 is nonexceptional. In the neighborhood
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of such a nonexceptional point, applying Lemma 2.4.1 to system (2.3.8), we can
prove that the formal power series fðx; eÞ is of the Gevrey order maxð 1r2; sÞ in V
eASða; bÞ as e-0 inSða; bÞ uniformly in xAV; where a and b are suitable positive
numbers. Note that, in this case, according to Remark 2.4.2, we do not have to
worry about the Gevrey property of any initial values. In particular, on the
boundary of V; we have
jfmðxÞjpC1ðm!ÞsCm2 s ¼ max
1
r2
; s
 
ð2:5:1Þ
for all positive integers m; where C1 and C2 are nonnegative numbers. Since fmðxÞ
are holomorphic inV; estimates (2.5.1) are also valid inV: Since D is compact, this
proves Theorem 1.2.1 in Case A.
Case B: In this case, we have
e	mh1K½uje¼0 ¼
Xh1
j¼0
QjðxÞDjy;
and Qh1ðxÞ does not vanish at any point xAD0: Therefore, if we give initial
conditions
CMðx0; eÞ ¼ q0ðeÞ;y; d
h1	1CM
dxh1	1
ðx0; eÞ ¼ qh1	1ðeÞ
at some point x0AD0; where q0ðeÞ;y; qh1	1ðeÞ are arbitrarily given formal power
series in e with coefﬁcients in C; we can construct one and only one formal solution
CMðx; eÞ of differential equation (2.3.2). Hence cðx; eÞ ¼ FMðx; eÞ þ ePCMðx; eÞ
satisﬁes conditions ð1:1:10Þ: Notice that cðx; eÞ is a formal power series in e whose
coefﬁcients are holomorphic in xAD0: Furthermore,
@F
@yc
c;
dc
dx
;y;
dcc
dxc
; x; e
 
a0 ð1:2:10Þ
if M is sufﬁciently large.
Assume that x0AD0 is nonexceptional, and that formal power series
q0ðeÞ;y; qh1	1ðeÞ are of the Gevrey order g: Then, applying Lemma 2.4.1 to system
(2.3.8), we can prove that cðx; eÞ is of Gevrey order maxð 1r2; s; gÞ in e uniformly in x in
a neighborhood of x0:
Let D be a compact subdomain of D0: Assume that the nonexceptional point x0 is
inD: Also, we can assume every point of the boundary ofD is nonexceptional. Every
point of D is nonexceptional except for a ﬁnite number of points x1;y; xN : Let D1
be the connected subdomain of D which is constructed by removing small
neighborhoods of x1;y; xN from D: Also, let D2 be the set of all points o of D1
such that cðx; eÞ is of the Gevrey order maxð 1r2; s; gÞ in e uniformly in x in a
neighborhood of o:We can assume that x0AD2: If we can prove that D2 is open and
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closed in D1; then D2 ¼ D1: Hence we can ﬁnish proof of Theorem 1.2.1 as in
Case A.
The set D2 is evidently open. In order to prove D2 is also closed, let limm-þN xm ¼
x for some xmAD2 ðm ¼ 1; 2;yÞ: Then, xAD1; and hence x is nonexceptional. We
can show that xAD2 by applying Lemma 2.4.1 to system (2.3.8) in a neighborhood of
x with initial conditions at a xm for a sufﬁciently large m: This completes the proof of
Theorem 1.2.1. &
3. Proof of lemmas
3.1. Proof of Lemma 1.3.1
Let us suppose that c4n: In this case,
Dc	nHðy; y0;y; yðnÞ; x; eÞ ¼ @H
@yn
ðy; y0;y; yðnÞ; x; eÞyðcÞ þ Tðy; y0;y; yc	1; x; eÞ;
where T is a polynomial in ðy; y0;y; yc	1Þ whose coefﬁcients are formal power series
in e with coefﬁcients holomorphic in xAD0: Set
Fðy; y0;y; yðcÞ; x; eÞ ¼
XN
p¼0
Gpðy; y0;y; yðc	1Þ;x; eÞðyðcÞÞp:
Then
@H
@yn
ðy; y0;y; yðnÞ; x; eÞFðy; y0;y; yðcÞ; x; eÞ
	 GNðy; y0;y; yðc	1Þ; x; eÞðyðcÞÞN	1Dc	nHðy; y0;y; yðnÞ; x; eÞ
is a polynomial in yðcÞ whose degree is less than N: Therefore, we can ﬁnd a
polynomial Q0ðy; y0;y; yðcÞ; x; eÞ in ðy; y0;y; ycÞ whose coefﬁcients are formal
power series in e with coefﬁcients holomorphic in xAD0 such that
@H
@yn
ðy; y0;y; yðnÞ; x; eÞ
 N
Fðy; y0;y; yðcÞ; x; eÞ
	 Q0ðy; y0;y; yðcÞ; x; eÞDc	nHðy; y0;y; yðnÞ; x; eÞ
is independent of yðcÞ: In this way, we can ﬁnd polynomials Rjðy0;y; yc	j; x; eÞ ðj ¼
0;y; c	 n 	 1Þ in y0;y; yc whose coefﬁcients are formal power series in e with
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coefﬁcients holomorphic in xAD0 such that
@H
@yn
ðy; y0;y; yðnÞ; x; eÞ
 M
Fðy; y0;y; yðcÞ; x; eÞ
	
Xc	n	1
j¼0
Rjðy; y0;y; yðc	jÞ; x; eÞDc	j	nHðy; y0;y; yðnÞ; x; eÞ; ð3:1:1Þ
is independent of ðyðnþ1Þ;y; yðcÞÞ; where M is a positive integer. Now, we can
complete the proof of Lemma 1.3.1 by dividing polynomial (3.1.1) by
Hðy;y; yðnÞ; x; eÞ: &
3.2. Proof of Lemma 2.1.2
We consider a linear differential operator
L½y ¼
Xn
h¼0
ahðx; eÞDhy;
where D ¼ d=dx; anðx; eÞ is not identically equal to zero, and
ahðx; eÞ ¼
XþN
m¼0
ah;mðxÞem ðh ¼ 0;y; nÞ
are formal power series in e with coefﬁcients ah;mðxÞ holomorphic in a disc Dðr0Þ ¼
fxAC: jxjor0g:
We construct the polygon for L as in Section 1.2. Now, there exist nonnegative
integer
0ph1oh2o?ohk ¼ n
such that, assuming that mh1 ¼ 0;
(i) if we set
rc ¼
mhc 	 mhc	1
hc 	 hc	1 ðc ¼ 2;y; kÞ;
we have
0or2or3o?ork;
(ii) mhX0 for 0phph1; and
mhc 	 mh
hc 	 h prc for hc	1ohphc and c ¼ 2;y; k:
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Let us assume that o ¼ 0 is a nonexceptional point, i.e.
(iii) ahc;mhc ð0Þa0 ðc ¼ 1; 2;y; kÞ:
Set r ¼ rk: Then,
mn 	 mh
n 	 h
pr hk	1phon;
or 0phohk	1:
(
Set
L ¼ e	rnanðx; eÞ dn þ
Xn	1
h¼0
bhðx; eÞdh
 !
;
where d ¼ erD and
bhðx; eÞ ¼ erðn	hÞahðx; eÞ
anðx; eÞ ¼ e
nh chðx; eÞ;
nh ¼ rðn 	 hÞ 	 ðmn 	 mhÞ
X0; hk	1phon;
40; 0phohk	1
(
and
chðx; 0Þa0 for some xADðr0Þ if mhoþN; and chnð0; 0Þa0 for n ¼
1; 2;y; k 	 1:
Furthermore,
nhk	1 ¼ rðn 	 hk	1Þ 	 ðmn 	 mhk	1Þ ¼ 0:
Set
dn þ
Xn	1
h¼0
bhðx; eÞdh
¼ dp þ
Xp	1
j¼0
Qjðx; eÞdj
 !
dr þ
Xr	1
i¼0
Piðx; eÞemidi
 !
;
where p ¼ hk 	 hk	1 ¼ n 	 hk	1; r ¼ hk	1; and
m0 ¼ n0; mi ¼ minfn0; n1;y; nig i ¼ 1; 2;y; r 	 1:
Note that
m0Xm1X?Xmr	140:
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For 1pcpk 	 1 and 0phohc; we have
nh 	 nhc ¼ rðn 	 hÞ 	 ðmn 	 mhÞ 	 ðrðn 	 hcÞ 	 ðmn 	 mhcÞÞ
¼ rðhc 	 hÞ 	 ðmhc 	 mhÞ
¼ ðhc 	 hÞ r	 mhc 	 mh
hc 	 h
 
40:
This implies that
mhc ¼ nhcomh for 0phohc:
Consequently, for a given h satisfying the condition 0phohc; there exists an h0 such
that 0ph0ph and that
mhc 	 mh ¼ nhc 	 nh0 ¼ rðh0 	 hcÞ þ ðmhc 	 mh0 Þ;
and hence
rðhc 	 hÞ þ mhc 	 mh ¼ rðh0 	 hÞ þ ðmhc 	 mh0 Þprcðh0 	 hÞ þ rcðhc 	 h0Þ ¼ rcðhc 	 hÞ:
Thus we proved
rðhc 	 hÞ þ mhc 	 mh
hc 	 h prc if 0phohc:
Let us ﬁnd Qjðx; eÞ ðj ¼ 0; 1;y; p 	 1Þ and Piðx; eÞ ði ¼ 0; 1;y; r 	 1Þ: Set
dp þ
Xp	1
j¼0
Qjðx; eÞdj
 !
dr þ
Xr	1
i¼0
Piðx; eÞemidi
 !
¼ dn þ
Xn	1
h¼0
Fhðx; eÞdh:
Then,
Fhðx; eÞ ¼
Qh	rðx; eÞ þ
Pp
j¼h	rþ1 Qjðx; eÞ
Pr
i¼maxðh	j;0Þ
 j
h 	 i
 !
emidj	ðh	iÞPiðx; eÞ; rphpn 	 1;
Pp
j¼0 Qjðx; eÞ
Ph
i¼maxðh	j;0Þ
j
h 	 i
 !
emidj	ðh	iÞPiðx; eÞ; 0phor;
8>>>><
>>>>:
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where Qpðx; eÞ ¼ 1; Prðx; eÞ ¼ 1; and mr ¼ 1: Note that
Fhðx; cÞ ¼ emh
Xp
j¼0
Qjðx; eÞdjPhðx; eÞ þ Oðemh	1Þ for 0phor:
The quantities Qjðx; eÞ ðj ¼ 0; 1;y; p 	 1Þ and Piðx; eÞ ði ¼ 0; 1;y; r 	 1Þ should be
determined by the systems of equations:
(I)
Fhðx; eÞ ¼ bhðx; eÞ ðh ¼ r;y; n 	 1Þ
and
(II)
Fhðx; eÞ ¼ bhðx; eÞ ðh ¼ 0;y; r 	 1Þ:
Let s be the smallest positive integer such that sr is an integer, and set *e ¼ e1=s:
Then, using the deﬁnition of fm0; m1;y; mr	1g; we can determine Qjðx; eÞ and Piðx; eÞ
easily as formal power series in *e ¼ e1=s in such a way that
Q0ð0; 0Þa0; Phnð0; 0Þa0 ðn ¼ 1; 2;y; k 	 2Þ:
In fact, if we put e ¼ 0 on the both sides of (I), we yield
Qh	rðx; 0Þ ¼ bhðx; 0Þ; h ¼ r;y; n 	 1:
Since r ¼ hk	1 , nhk	1 ¼ 0; and chk	1ð0; 0Þa0; we have Q0ð0; 0Þa0: Then, next, if we
put e ¼ 0 on both sides of (II) after dividing the both sides by emh ; we yield
Q0ðx; 0ÞPhðx; 0Þ ¼ ½enh	mh chðx; eÞE¼0 þ terms involving P0ðx; 0Þ;y;Ph	1ðx; 0Þ:
In particular,
Q0ðx; 0ÞP0ðx; 0Þ ¼ c0ðx; 0Þ; Q0ðx; 0ÞPhnðx; 0Þ ¼ chnðx; 0Þ n ¼ 1;y; k 	 2
since d ¼ OðerÞ and mhc ¼ nhcomh for 0phohc: In this way, using (I) and (II)
alternately for each power of *e; we can determine Qj and Pi:
Repeating this process, we can complete the proof of Lemma 2.1.2. &
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