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Abstract
High-resolution computer models can simulate complex systems and processes in
order to evaluate a solution quickly and inexpensively. Many simulation models
produce dynamic functional output, such as a set of time-series data generated
during a process. These computer models require veriﬁcation and validation
(V&V) to assess the correctness of these simulations. In particular, the model
validation eﬀort evaluates if the model is an appropriate representation of the
real-world system that it is meant to simulate. However, when assessing a
model capable of generating functional output, it is useful to learn more than
simply whether the model is valid or invalid. Speciﬁcally, if the model is deemed
invalid, then what aspects of the model are incorrect? Is it possible to identify
over what range the model data are a poor representation of the system data?
Current V&V methods cannot identify these ranges. This paper proposes a
wavelet analysis of variance (WANOVA) bisection method that ﬁrst assesses
model validity and can also identify the interval(s) over which the model is
biased. The technique is illustrated using several simulation studies. Ultimately,
this new method supports and expands the eﬃcacy of model validation eﬀorts.
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1. Introduction
Advances in computer hardware technology have allowed the scientiﬁc community to build high-resolution computer models capable of simulating complex
systems and processes. These computer models can not only evaluate a solution
quickly and inexpensively, but also produce dynamic functional output, such as
a set of time-series data generated during a process. Since computer simulation
technology has quickly advanced, it is critical that the set of veriﬁcation and validation (V&V) techniques similarly progresses. V&V is an integral part of the
simulation development process, one that assesses the accuracy and suitability
of the model before relying upon the results.
V&V techniques vary both in quality and applicability to certain models.
Often, the quality of the technique may be judged by the amount of subjectivity involved. Basic V&V approaches [1] include subjective, visual comparisons
of system data to model data. More advanced methods [2] utilize statistical
comparisons of the data that are very complete and more objective. The applicability of a particular V&V technique may depend on the nature of the
simulation output. For example, simulation output may include discrete forms
and functional forms depending on the system being modeled. Discrete simulation output includes measures such as means and variances, while functional
output includes time-series data.
It is clear that while there are a wide variety of V&V techniques available,
it is important to select an approach that meets both quality and applicability
requirements. This paper focuses on objective, statistical validation techniques
used to evaluate models that generate functional output. There are several types
of validation methods that meet this criteria [3, 4, 5, 6, 7]. However, once these
validation techniques are applied, if the model is assessed as invalid, analysts are
still limited in both knowledge and understanding as to the exact nature of the
problem leading to the conclusion of an invalid model. The logical, follow-up
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question to an assessment of invalidity is, “what is wrong with the model?” If
the model generates functional output, such as time-series data, it would be very
valuable to identify over what range the model data are a poor representation
of the system data. Alternatively, over what range is the model data a good
representation of the system? Current techniques stop before answering these
resulting questions.
This paper presents a sequential validation methodology that helps answer
the resulting questions associated with an invalid model based on functional
output. This method ﬁrst assesses the validity of a model using wavelet analysis
of variance (WANOVA). If the model is declared invalid, the wavelet-based test
statistic is used in conjunction with a traditional bisection univariate search
approach to compare the system and model data and identify the interval with
the largest discrepancy. This establishes the region in the signal over which the
model data are most biased in relation to the system data. The identiﬁcation of
this biased region in the signal then allows developers to correct the appropriate
components of the model.
The paper is organized as follows: Section 2 surveys the available literature
on model validation and wavelet-based functional data analysis. Section 3 reviews wavelet analysis and WANOVA as a model validation technique. Section 4
presents the WANOVA Bisection method for identifying simulation model bias.
Section 5 provides a detailed example of the method applied to a simulation
study and the results from a large number of simulations. Finally, Section 6
identiﬁes several distinct invalid model scenarios and assesses the performance
of the algorithm under these conditions.

2. Literature Review
The concept of simulation can be traced back to sampling theory demonstrated with the Buﬀon Needle Experiment in 1777 in what would become the
Monte Carlo simulation method [8]. Since then, the advent of computer technology opened new doors in the ﬁeld of computer simulation. In 1943, Ulam used
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one of the ﬁrst electronic general-purpose computers to conduct computer based
simulations that would numerically estimate solutions to intractable problems
associated with the Manhattan Project and actually coined the phrase Monte
Carlo for the statistical sampling approach [8, 9]. With the rise of computer
based simulations, some recognized the need to assess the simulation process
critically and deﬁne a framework of steps to follow to ensure the quality of the
resulting simulation. These steps included evaluating the model for both correctness and suitability. In 1979, Sargent [10] presented one of the ﬁrst in a
sequence of papers on simulation validation. Over time, Sargent, Balci [1], and
Kleijnen [11] developed some of the foundational work on simulation validation.
Today, Balci [1] describes veriﬁcation as “building the model right,” whereas
validation evaluates “building the right model.”
Over the years, a wide range of validation techniques have emerged. For
example, Balci [2] describes informal techniques that rely on human judgment
and dynamic techniques that utilize statistical analysis such as hypothesis testing and conﬁdence intervals. However, one needs to recognize that many established statistical techniques are designed for use with models that generate
discrete output. Alternative techniques are required to assess models that generate functional output, such as time-series data. Performing analysis on a single
parameter, such as the mean, of the functional data is an oversimpliﬁcation of
the system and model results.
Model validation metrics provide a comprehensive technique for evaluating
models that generate time-series data. Validation metrics measure the discrepancy between system and model data by calculating the error associated with
diﬀerent signal components, such as correlation, lag, and magnitude. Together,
these errors comprise an overall validation metric that describes the level of
agreement between two data signals. Oberkampf and Barone [7] discuss the
construction of validation metrics and some recommended features. Several
authors including Atkinson et al. [3], Geers [12], Russell [13], and Sarin et al.
[14] introduce diﬀerent versions of validation metrics. However, an important
shortcoming with the use of validation metrics is that they still require a sub4

jectively chosen metric value to declare model validity. Accordingly, Sargent
[15] expresses concerns with the use of validation metrics and the subjectivity
required in their use.
More objective model validation techniques exist within the ﬁeld of functional data analysis. Functional data analysis is the statistical study of functional data and includes Functional Analysis of Variance (FANOVA). Ramsay
and Silverman [16] describe FANOVA as a statistical test on whether a treatment has an eﬀect on the functional response. For time-series data, this basic
FANOVA method evaluates a univariate ANOVA for each value of time. Unfortunately, a drawback to this approach is that the dimension of the response can
lead to a large number of hypothesis tests and a compounding Type I error rate.
Other authors [5, 6, 17] have introduced methods to control this Type I error
via multivariate statistics and wavelet thresholding. Wavelets may oﬀer beneﬁts
in this regard, as they are known for their data compression capabilities.
Wavelets transform data from the time domain to the time-frequency domain. They oﬀer the beneﬁts of smoothing, dimension reduction, and decorrelation of data [18, 19, 20]. Several authors [17, 21, 22] explore wavelet-based
functional data analysis, or WANOVA, an approach whose models operate by
transforming the data to the wavelet domain and calculating an appropriate test
statistic. This test statistic is applied to general tests of signiﬁcance with functional data. Section 3 of this paper discusses the dynamics of wavelet analysis
in further detail.
Wavelet-based model validation is well-suited for assessing models that generate functional data for the reasons given above. There are wavelet validation
methods based on model validation metrics [3, 23] and wavelet coherence [24].
Recently, a WANOVA based validation eﬀort has been proposed [4] which uses
a WANOVA test statistic [17] to test for a statistically signiﬁcant diﬀerence
between system and model data. This technique oﬀers an objective evaluation
of the model that is capable of examining data of large dimension. However, if
any of the aforementioned techniques conclude that the model is invalid, there
is still little to no information regarding the extent or location of the disparity,
5

nor any insight for correcting the model. A technique that not only assesses
model validity but also provides information on the region of model bias would
be quite valuable and is presented in this work.

3. Wavelet Analysis and WANOVA
3.1. Wavelets
As introduced above, wavelet analysis transforms data signals from the time
domain to the time-frequency domain via a set of wavelet basis functions. Ogden
[20] states, “broadly deﬁned, a wavelet is simply a wavy function carefully constructed as to have certain mathematical properties. An entire set of wavelets is
constructed from a single ‘mother wavelet’ function, and this set provides useful
‘building block’ functions that can be used to describe any in a large class of
functions.” Wavelets operate in a manner similar to a Fourier transform, but add
several advantages, including computational eﬃciency and the ability to transform non-stationary data. Several textbooks on wavelets [18, 19, 20, 25, 26] are
available for further instruction.
Wavelets are typically deﬁned using a mother wavelet (ψ) and father wavelet
(φ). They may be chosen from a group of established and commonly used
wavelets, such as those developed by Daubechies, Meyer, or Shannon. The
parent wavelet functions generate an entire family of wavelets through dilations
and translations. The dilation index or scale factor is expressed using subscript
j and the translation index or shift factor with subscript k. A linear combination
of these shifted and scaled versions of the wavelet functions represent a signal
as,

f (t) =



cj0 ,k φj0 ,k +


j≥j0

k

dj,k ψj,k ,

(1)

k

where cj,k and dj,k represent the wavelet coeﬃcients. These wavelet coeﬃcients
are estimated via the Discrete Wavelet Transform (DWT), which calculates the
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Figure 1: Decomposition of signal S into Approximation and Details [27]

inner products of the signal and wavelet functions. In Equation 1, the summation containing the father wavelet is known as the low-frequency “Approximation,” while the summation containing the mother wavelet is the high-frequency
“Detail.”
The wavelet decomposition process separates the high and low frequency
content of the signal through an iterative application of the DWT. Each level of
signal approximation is successively decomposed into another level of approximation and details until the desired resolution level is attained. Therefore, the
level i approximation (Ai ) would be decomposed into the level i + 1 approxi
mation and details. Figure 1 illustrates this process, where A3 is k cj0 ,k φj0 ,k ,



D3 is k dj0 ,k ψj0 ,k , D2 is k dj0 +1,k ψj0 +1,k , and D1 is k dj0 +2,k ψj0 +2,k . Further, the inverse wavelet transform may be applied to perfectly reconstruct the
original signal from these approximations and details. The wavelet decomposition process plays a role in the data compression and de-noising capabilities of
wavelets, most notably in a process called wavelet thresholding.
Wavelet thresholding, or wavelet shrinkage, is a technique used to compress
or de-noise a data signal. It utilizes two key properties of wavelet transforms:
orthogonality and sparsity. First, the DWT is an orthogonal linear transform
matrix such that the original observed errors are transformed into noisy estimated wavelet coeﬃcients. Second, wavelet sparsity asserts that most of a clean
signal’s energy is concentrated in a small subset of wavelet coeﬃcients and the
7

remaining coeﬃcients are zero. Donoho and Johnstone [28] introduce thresholding while assuming normal, independent errors. In this case, orthogonality
ensures the wavelet-transformed errors retain their normality. They deﬁne a
universal threshold,

λ = σ̂



2log(n),

(2)

where σ̂ is a consistent estimate of the standard deviation of the noise and
n is the sample size. This universal threshold represents a reasonable upper
bound on wavelet coeﬃcient noise, so all wavelet coeﬃcients that fall below
this threshold are set to zero. The de-noised signal may then be reconstructed
with the remaining nonzero wavelet coeﬃcients. Wavelet thresholding is thus
an eﬀective technique for de-noising and dimension reduction, and is also an
important step in the WANOVA process discussed in the next section.
3.2. WANOVA
WANOVA consists of a statistical hypothesis test performed in the wavelet
domain. These wavelet-based ANOVA models oﬀer several beneﬁts, such as
smoothing the functional data and reducing dimensionality. Several authors
[5, 6, 17, 21, 22, 29, 30] introduce work on WANOVA or related topics. Speciﬁcally, this paper advances the methods presented by Girimurugan et al. [17] and
Atkinson et al. [4].
Girimurugan et al. develop a WANOVA procedure for detecting diﬀerences
among functional data aimed at a statistical process control method called proﬁle monitoring. The authors ﬁrst develop a FANOVA model based on the multivariate Hotelling T 2 statistic. This model considers a functional response Yijk ,
for treatment, i = 1, 2, ..., t, replicate, j = 1, 2, ..., ri , and response, k = 1, 2, ..., n.
The noise is assumed multivariate normal, N (0, Σ), with covariance matrix Σ
equal to σ 2 I ∈ Rn×n [17].
Girimurugan et al. modify the Hotelling-FANOVA statistic by estimating
the sum of squares in the wavelet domain and the variation using the Median
8

Absolute Deviation (MAD), β̂ 2 , of the ﬁnest scale detail coeﬃcients. This results
in the modiﬁed Hotelling-FANOVA statistic,
t
−1 

1
W[Y i. − Y .. ] W[Y i. − Y .. ] ,
ϑ = β̂ 2 (t − 1)
ς
i
i=1

where ςi =

1
ri

+

1
t

t

1
j=1 rj ,

(3)

W represents the DWT, subscript “.” represents

the sum across the applicable parameter, and an overbar represents an average.
Then let the set of wavelet coeﬃcients for the treatment i eﬀect be deﬁned by


Θi = σ̂ −1 W Y i. − Y .. ,

(4)

and let Θ̃i = {θ̃i1 , θ̃i2 , ..., θ̃iTi } for the Ti coeﬃcients after thresholding represent
the thresholded version of these coeﬃcients. The proposed test statistic,

κη =

Ti
t 


2
,
θ̃ik

(5)

i=1 k=1

is used to test the null hypothesis that the set of t proﬁles corresponding to
diﬀerent treatments is statistically equivalent [17].
Atkinson et al. [4] adapt this WANOVA methodology to solve model validation problems. The system data signal, s, is compared to the model data signal,
m, each with dimension n. If the model is valid, the model data signal should
match the system data signal. WANOVA tests the hypotheses that,
H0 : s = m
H1 : s = m.
The test statistic, κη , is nonnegative, and at the α level of signiﬁcance we reject
the null hypothesis if the statistic exceeds a critical value,
κη ≥ κη (α).
9

(6)

Otherwise, we fail to reject the null hypothesis that the model is valid. Under
the null hypothesis, the κη test statistic is distributed as a χ2 distribution
convolved with a reverse truncated χ2 distribution with degrees of freedom based
on the signal dimension and the number of thresholded wavelet coeﬃcients. In
particular, the distribution of κη is


κη ∼ χ2nt ∗ χ2n−nt λ ,

(7)

where n is the signal dimension, nt is the number of Approximation wavelet coeﬃcients not considered for thresholding, ∗ represents the convolution operator,
] [ represents a reverse truncated distribution, and λ is the amount of threshold.
Girimurugan et al. [31] and Atkinson et al. [4] describe the distribution of κη
under the null and alternative hypotheses in greater detail.

4. WANOVA Bisection Method
The WANOVA validation methodology performs a statistical test on functional system and model data to determine whether the data are statistically
equivalent. If a statistically signiﬁcant diﬀerence exists, then the model is
deemed invalid. This assessment of invalidity invites questions as to the nature of the diﬀerence, such as the scope and location of a discrepancy. The
following WANOVA Bisection method answers these questions by identifying
the interval over which the model data diﬀer the most from the system data.
The WANOVA Bisection method operates using an iterative application of
the WANOVA process. Once the model is assessed as invalid, the system and
model data signals are bisected. Next, the WANOVA test statistic is calculated
for each half of the signal and compared against each other. The signal half with
the larger test statistic value is selected and the procedure is repeated on the
selected half. This process continues until a desired interval length is achieved.

10

The resulting interval represents the most biased region of the model data in
relation to the corresponding system data.
The steps below summarize the formal WANOVA Bisection method, which
mimics a traditional root-ﬁnding bisection search method [32].
• Initialization Step
– Let [a1 , b1 ] be the signal interval and let

be the allowable ﬁnal

interval of uncertainty. Let q be the smallest positive integer such
that ( 12 )q ≤


b1 −a1 .

Let p = 1 and proceed to the Main Step.

• Main Step
1. Let λp =

ap +bp
2 .

Perform WANOVA over [ap , λp ] and [λp , bp ] to

calculate κηa and κηb . If κηa > κηb , proceed to Step 2, else proceed
to Step 3.
2. Let ap+1 = ap and bp+1 = λp . Proceed to Step 4.
3. Let ap+1 = λp and bp+1 = bp . Proceed to Step 4.
4. If p = q, stop; the model discrepancy lies in the interval [aq+1 , bq+1 ].
Otherwise, replace p by p + 1 and repeat Step 1.
The analyst may also seek to identify any region(s) in the signal where there
is little to no bias. This region may correspond to valid sections of the model
data that do not require correction. To identify this portion of the signal, simply
modify Step 1 of the WANOVA Bisection method so that, “If κηa < κηb , proceed
to Step 2, else proceed to Step 3.”

5. Simulation Study
5.1. Example of Method
A detailed example illustrates the WANOVA Bisection method for identifying the region of greatest model discrepancy. Through simulation, we generate
a random signal of dimension 1024 for analysis. A series of cosine waves with
randomly selected frequency and phase parameters comprise this random signal,
11

Figure 2: Example Model and System Plot with Biased Region Added

which represents the system data without noise. An additive bias is incorporated
into the signal over the interval [128, 256] to represent invalid model data with a
speciﬁc region of discrepancy. Last, we add normally distributed noise to both
the system and model data signals to obtain representative, noisy data. Of note,
the noisy signals being analyzed have magnitude ranging from approximately
(−5, 5), whereas the model bias is set to +0.75. Figure 2 depicts an example
of System and biased-Model signals. The signals coincide with the exception
of the biased region. Eqach signal then receives its noise component. Figure 3
presents the resulting system (blue) and model data (red) signals. Note that
the presence of noise makes it diﬃcult to identify whether the model is invalid,
let alone allowing identiﬁcation of a speciﬁc region of model discrepancy due to
the bias.
Before applying the WANOVA Bisection method, use WANOVA to assess
whether the model is valid. Compare our calculated κη test statistic value to a
critical value, κ∗η at the α = 0.05 level of signiﬁcance. We obtain κη = 207.50 >
144.64 = κ∗η and therefore reject the null hypothesis and deem the model invalid.
To initialize the WANOVA Bisection method, where [a1 , b1 ] = [0, 1024], set
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Figure 3: Simulation Study System and Invalid Model Data

= 128 as the allowable ﬁnal interval of uncertainty. In the ﬁrst iteration
of the main step, perform WANOVA over [0, 512] and [512, 1024] to calculate
κηa and κηb . In this case, κηa = 129.33 > 88.24 = κηb , so proceed to Step 2
where [a2 , b2 ] = [a1 , λ1 ] = [0, 512]. The second iteration performs WANOVA
over [0, 256] and [256, 512]. Now κηa = 100.41 > 97.46 = κηb , so [a3 , b3 ] =
[0, 256]. In the ﬁnal iteration, analyze [0, 128] and [128, 256] and calculate κηa =
15.18 < 122.28 = κηb . Therefore, the interval is [a4 , b4 ] = [128, 256], and
since the algorithm has achieved the allowable ﬁnal interval of uncertainty, the
method stops. The WANOVA Bisection method identiﬁes the interval [128, 256]
as the region of largest model discrepancy, which correctly matches the region
of inserted bias.
5.2. An Initial Simulation Study
To assess the accuracy of the method over a large number of instances, a
large number of system and model data signals of length 1024 are simulated.
An additive bias equal to 30% of the noisy signal magnitude is incorporated
13

into the model data with a bias duration of 128. Additionally, the system and
model data signals include normally distributed noise according to N (0, 1).
The WANOVA Bisection method is applied to 500 instances where the
WANOVA null hypothesis is rejected. The allowable ﬁnal interval of uncertainty is set to 128. Over the 500 instances, the bisection method correctly
assesses the interval of discrepancy 491 times, for an overall accuracy rate of
98.2%. The nine incorrect assessments occur when the noise overpowered the
bias in the model signal. Nonetheless, the overall accuracy supports the eﬀectiveness of the WANOVA Bisection method at identifying the region of model
discrepancy.
The results obtained are positive, but not fully conclusive. Overall, the
scenarios considered are relatively benign. The bias inserted into the model
signal falls completely within the allowable ﬁnal interval of uncertainty, and
both the bias duration and allowable interval of uncertainty have length 128.
Furthermore, the bias is only inserted in one location in the model signal, which
allows the bisection method to focus on that particular region of discrepancy.
Section 6 considers more complex scenarios that may be more representative
of real-world system and model data. These more challenging biased model
conditions serve to demonstrate the eﬀectiveness of the WANOVA Bisection
method in a variety of invalid model scenarios.

6. Invalid Model Scenarios
6.1. Incorrect Speciﬁcation of Interval
The analyses from the previous section presumed knowledge of the model
bias duration. In real-world applications the analyst does not have prior knowledge of the duration of the model bias. Thus, it is important to assess the
eﬀectiveness of the validation technique when the allowable ﬁnal interval of
uncertainty is incorrectly speciﬁed. Towards this purpose, two scenarios are
evaluated: the acceptable interval is larger than the actual region of bias, and
the acceptable interval is smaller than the actual region of bias.
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In the ﬁrst scenario, the duration of the inserted model bias is 64, but the allowable ﬁnal interval of uncertainty remains at 128. The study assesses whether
the WANOVA Bisection method identiﬁes an interval that contains the smaller
region of model bias. All other study parameters remain the same from the previous simulations. Over 500 instances, the bisection method correctly identiﬁes
the interval that contains the bias region 94.9% of the time. The slightly lower
accuracy rate is attributable to the smaller bias region having a smaller eﬀect
compared to the signal noise.
In the second scenario, the duration of the inserted model bias is 192 data
points long with an allowable interval of uncertainty of 128. Since the bias
now spans two search regions, the search region that is completely biased is the
majority region of bias, while the search region that contains the remaining 64
biased data points is the minority region of bias.
The study evaluates whether the WANOVA Bisection method identiﬁes the
interval with the highest proportion of bias, i.e. the majority region of bias.
All other study parameters remain the same. Over 500 instances, the bisection
method correctly identiﬁes the majority region of bias 77.8% of the time. Additionally, the bisection method identiﬁes the minority region of bias 22.0% of the
time. The algorithm was incorrect for 0.2% of iterations. Ideally, the method
would identify the majority region of bias more consistently. This is due to the
algorithm detecting the bias in the minority region. Nevertheless, overall the
method was accurate in identifying one of the bias regions 99.8% of the time.
Ultimately, these two scenarios show that despite the incorrect speciﬁcation of
the interval with respect to the true bias duration, the WANOVA Bisection
method is still extremely eﬀective at identifying the intervals in the model data
that are biased.
6.2. Multiple Bias Regions
The previous analyses assessed whether the bisection method could identify
the single region of model discrepancy. In practice, the region of bias may not
be limited to just one interval. If there are two or more regions of bias in the
15

model data, it is useful to understand which region the algorithm will identify
ﬁrst and what steps should be taken to ﬁnd the other areas of invalidity.
The next study analyzes model data with two separate regions of varied
model bias, a strong bias region where the bias is equal to 30% of the noisy
signal magnitude and a weak bias region where the bias is equal to 15% of
the noisy signal magnitude. All other parameters are unchanged. Over 500
instances, the algorithm identiﬁes the strong bias region 86.5% of the time, the
weak bias region 6.0% of the time, and was incorrect 7.4% of the time. The
results indicate that the algorithm is more likely to identify the more biased
region ﬁrst. Further, a greater bias discrepancy between the two regions results
in a higher likelihood that the bisection method will identify the strong bias
region. Under similar levels of bias in the two regions, the technique ﬁnds each
region about half of the time, as appropriate and expected.
The last study retains the two separate bias regions, but varies the bias
length in each region. In particular, the long bias region has a duration of 100
data points, while the short bias region has a duration of 50. While the length
of the bias is diﬀerent, the magnitude of bias is equivalent. Over 500 instances,
the WANOVA Bisection method identiﬁes the long bias region on 79.8% of
iterations, the short bias region on 12.2% of iterations, and an incorrect region
on 8.0% of iterations. Overall, the technique generally identiﬁes the region
of highest discrepancy ﬁrst, whether it is due to a larger magnitude of bias
or a larger duration of bias. These results align with the preferred order of
identiﬁcation. Table 1 summarizes the results from all ﬁve of the computational
analyses.
In the majority of analyses, the WANOVA Bisection method correctly identiﬁes the more biased interval ﬁrst. However, one must also account for any
other regions of bias. These other problem areas need to be identiﬁed. There
are two ways to initially account for this situation.
The ﬁrst option is to extract the biased interval from the system and model
data. Then, re-assess the remaining data signals using the suite of WANOVA
model validation techniques we have described. A second option is to inform
16

Table 1: WANOVA Bisection Summarized Results
Correct Identiﬁcation of Biased Region
Scenario Considered

Incorrect Identiﬁcation
Primary

Secondary

Total

Large Run Study

98.2%

-

98.2%

1.8%

Incorrect Interval (oversized)

94.9%

-

94.9%

5.1%

Incorrect Interval (undersized)

77.8%

22.0%

99.8%

0.2%

Multiple Bias Regions (magnitude)

86.5%

6.0%

92.5%

7.5%

Multiple Bias Regions (duration)

79.8%

12.2%

92.0%

8.0%

the model developers of the originally identiﬁed interval of bias allowing them to
correct the necessary components of the simulation model. Then re-assess the
improved version of the model using the WANOVA model validation technique.
Ideally, the improved version will not show the original interval as biased. The
analysts and developers can iterate this test-and-ﬁx process using our WANOVA
validation methods.

7. Conclusion and Recommendations
This paper presents a new model validation methodology that identiﬁes the
interval(s) in model data that are most biased in relation to associated system data. This procedure ﬁrst evaluates the simulation model by executing a
WANOVA validation assessment to determine if the system and model functional data are statistically equivalent. If a statistical diﬀerence exists, then the
WANOVA Bisection method identiﬁes the region of greatest model discrepancy.
It may also be modiﬁed to identify the region of least discrepancy. The paper
illustrates the approach via several simulation studies which demonstrate that
the WANOVA Bisection method is an eﬀective technique for identifying the
most biased interval in the model data.
Although the WANOVA Bisection method is very accurate, there are several considerations and limitations. First, the bias in the model data must be
signiﬁcant enough to be detected among the signal noise in the data. Second,
the wavelet thresholding and WANOVA technique rely upon the assumption of
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normally distributed noise. Third, the method identiﬁes the region of model
discrepancy but does not provide information on the scope or nature of the
bias—positive or negative. Last, as discussed in Section 6, the method performs best when the bias is isolated to a single location in the model data and
the ﬁnal interval of uncertainty is correctly speciﬁed.
In spite of these considerations, the WANOVA Bisection method is quite
robust and eﬀective under the conditions considered in our initial studies at
identifying regions of model discrepancy. The studies in this paper show that a
bias as low as 30% of the noisy signal magnitude is suﬃcient for the algorithm to
be correct on over 98% of problem instances. In addition, the method is quite
robust to more challenging out-of-control conditions, evidenced by accuracy
rates above 92% in a variety of invalid model scenarios.
There are many areas of further investigation. Future work will consider
nonparametric solutions to the problem and also develop methods that not only
identify the location of model discrepancy, but also provide information on the
scope and nature of the bias. Another question is how well the method scales
when there are many regions of discrepancy. With many potential discrepancies,
does the bisection method remain eﬀective or are other search methods more
applicable. Finally, we limited our noise and bias components to a narrow range
when in fact there are potentially many types of noise and bias patterns that
can be examined with respect to improving the robustness of the methodology.
Based on the studies in this paper, the WANOVA Bisection method is a very
eﬀective technique for assessing regions of model discrepancy during the validation process. This validation procedure can objectively evaluate functional
system and model data through the WANOVA validation process. If the model
is deemed invalid, the methodology helps answer some of the resulting questions that typically arise. In particular, the bisection method calculates the
WANOVA test statistic value over diﬀerent intervals of the data and performs
a series of comparisons to identify the region of largest model discrepancy in relation to the system data. This process provides solutions to the questions that
current validation techniques fall short of answering. The identiﬁcation of the
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biased interval(s) in the model data assists model developers to determine what
aspects of the simulation model must be corrected. Thus, the WANOVA Bisection method is a valuable technique for identifying model bias and represents a
critical step in the model validation process for functional data output.
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