We study the preservation of the property of L(R) being a Solovay model under projective ccc forcing extensions. We compute the exact consistency strength of the generic absoluteness of L(R) under forcing with projective ccc partial orderings and, as an application, we build models in which Martin's Axiom holds for Σ ∼ 1 n partial orderings, but it fails for the Σ ∼ 1 n+1 .
Introduction
We continue in this paper the systematic study of the preservation of the property of L(R) being a Solovay model under various classes of forcing notions. This work started in [2] , where we considered the class of projective absolutely-ccc forcing notions and obtained an exact consistency result for the preservation of the property of L(R) being a Solovay model under this class of forcing extensions. As it turned out, the large cardinals involved were the definably-Mahlo cardinals, a weak form of Mahlo cardinals imposed with definability conditions. As a corollary we obtained the equiconsistency of: (1) there exists a definably-Mahlo cardinal; and (2) L(R)-absoluteness for projective absolutely-ccc posets.
In [3] we showed that every projective strongly-proper forcing notion preserves the property of L(R) being a definably-Mahlo Solovay model. Hence, the consistency of L(R)-absoluteness under projective strongly-proper forcing notions has the existence of a definably-Mahlo cardinal as an upper bound. We also proved in [3] that the consistency strength of the preservation of L(R) being a Solovay model under σ-linked forcing notions is exactly that of a Mahlo cardinal, in contrast with the general ccc case, for which a weakly-compact cardinal is required.
Recall that a Solovay model over V is the L(R) of a model M ⊇ V which has the following properties:
1. For every x ∈ R, ω 1 is an inaccessible cardinal in V [x].
2. Every x ∈ R is small-generic over V . That is, for some forcing notion P in V that is countable in M , there is, in M , a P-generic filter g over V such that x ∈ V [g].
The reason we call a model with properties 1 and 2 above a Solovay model is the following result of Woodin (see [2] ), which says that it is elementary equivalent to Solovay's model from [9] . Lemma 1.1 Suppose that V ⊆ M are models of (a fragment of ) ZFC and M satisfies (1) and (2) above. Then there is a forcing notion W in M which does not add new reals and creates a Coll (ω, < ω 1 )-generic filter C over V such that M and V [C] have the same reals.
Our interest in the preservation of the property of L(R) being a Solovay model under forcing extensions that do not collapse ω 1 lies mainly in the fact (Lemma 1.3 below) that it implies a strong form of generic absoluteness for the theory of the reals (see [2] ). Definition 1.2 Let V be a model of ZF . Let P ∈ V be a forcing notion and let ϕ be a formula (possibly with parameters in V ). V is ϕ-absolute for P iff V |= ϕ iff V P |= ϕ.
If Σ is a set of formulas, V is Σ-absolute for P iff for every ϕ ∈ Σ, V is ϕ-absolute for P. Given a class of posets Γ, V is Σ-absolute for Γ iff for every P ∈ Γ, V is Σ-absolute for P in V .
V is L(R)-absolute for P iff there exists an elementary embedding
that fixes all the ordinals (and therefore all the reals). For Γ a class of posets, V is L(R)-absolute for Γ if it is L(R)-absolute for every P in Γ.
The following lemma is proved in [2] . Recall that for Γ a point-class, a Γ-poset is a triple P = P, ≤ P , ⊥ P , where ≤ P is a Γ-subset of ω ω × ω ω , P = field(≤ P ), P, ≤ P is a partial order, and ⊥ P is a Γ-subset of ω ω × ω ω contained in P × P such that for every x, y ∈ P , x ⊥ P y iff x, y are incompatible. P is a projective poset iff it is (isomorphic to) a Γ-poset, for some projective point-class Γ. Notice that a poset P is projective iff it is (isomorphic to a poset that is) first-order definable in H(ω 1 ), with parameters.
Lemma 1.3 Suppose that L(R)
In this paper we consider the class of projective ccc forcing notions. We show that the property of L(R) being a Σ n -weakly-compact Solovay model (see definitions below) is preserved by forcing with Σ ∼ 1 n+1 ccc posets, and that the property of L(R) being a definably-weakly-compact Solovay model is preserved by all projective ccc posets. We give an example of a ∆ 1 3 poset P with the property K, hence ccc, such that Σ 1 4 generic absoluteness under forcing with P implies that ω 1 is Σ 1 -weakly-compact in L. A generalization of this example to higher projective levels yields that the consistency strength of L(R)-absoluteness under Σ ∼ 1 n+1 ccc forcing is exactly the existence of a Σ n -weakly-compact cardinal. Further, the consistency strength of L(R)-absoluteness under projective ccc forcing extensions is exactly that of the existence of a definably-weakly-compact cardinal. In the last section, and as an application of the previous results, we build models in which Martin's axiom holds for Σ ∼ 1 n partial orderings, but it fails for the Σ ∼ 1 n+1 .
Projective ccc forcing extensions
We will address the question of the preservation of the property of L(R) being a Solovay model under arbitrary projective ccc forcing notions. As we will see, we need to consider a definable form of weakly-compact cardinals.
Σ n -weakly-compact cardinals
Recall that a Π 1 1 sentence of the language of set theory is a sentence of the form ∀Xϕ(X), where ϕ(X) is a first-order formula of the language of set theory expanded with the predicate symbol X. Definition 2.1 Let κ be a cardinal and n ∈ ω. κ is Σ n -weakly compact (Σ nw.c., for short), iff κ is inaccessible and for every R ⊆ V κ which is definable by a Σ n formula (with parameters) over V κ and every Π 1 1 sentence Φ, if V κ , ∈, R |= Φ then there is α < κ (equivalently, unboundedly-many α < κ) such that
That is, κ reflects Π 1 1 sentences with Σ n predicates. κ is Π n -weakly compact, (Π nw.c., for short), is defined analogously by substituting Π n for Σ n in the definition above. Thus, an inaccessible cardinal κ is Π n -w.c. iff it reflects Π 1 1 sentences with Π n predicates. An inaccessible cardinal is ∆ n -weakly compact (∆ n -w.c., for short) iff it reflects Π 1 1 sentences with ∆ n predicates.
Definition 2.2 (A. Leshem, [8])
A cardinal κ is Σ ω -weakly compact (Σ ω -w.c., for short), iff κ is Σ n -w.c. for every n ∈ ω. Proposition 2.3 For κ an inaccessible cardinal, the following are equivalent:
4. For every Π 1 1 formula Φ(x 0 , ..., x k ) in the language of set theory and every a 0 , ..., a k ∈ V κ , if V κ |= Φ(a 0 , ..., a k ), then there is λ ∈ I n := {λ < κ : λ is inaccessible and V λ n V κ } such that V λ |= Φ(a 0 , ..., a k ).
Proof: 3 ⇒ 1 and 3 ⇒ 2 are trivial.
1 ⇒ 2: Suppose that R ⊆ V κ . For every Π 1 1 formula Ψ where R appears as a predicate, let Ψ be the formula obtained from Ψ by substituting every occurrence of the subformula Rx, where x is a first order variable, for ¬Rx. Note that Ψ is also Π 1 1 . It is easily shown, by induction on the complexity of formulas, that for every formula Ψ and every α,
Suppose now that R ⊆ V κ is definable by means of a Π n formula over V κ and Φ is a Π
Let Ψ be the Π 1 1 sentence expressing that κ is inaccessible, and let σ be the first order sentence saying that the Π n -club C n := {α < κ :
Since κ is Π n -w.c., there is λ < κ such that
But then, λ is inaccessible and, since C n ∩ λ is unbounded, λ ∈ I n . 4 ⇒ 3: Suppose that R is a ∆ n+1 subset of V κ and Φ is a Π 1 1 sentence such that V κ , ∈, R |= Φ Let ϕ(x, y 0 , .., y k ) be a Σ n+1 formula, and let ψ(x, z 0 , .., z l ) be a Π n+1 formula that define R in V κ with parameters a 0 , ..., a k , and b 0 , ..., b l , respectively. Thus,
Let Φ (y 0 , ..., y k ) be the Π 1 1 formula (with y 0 , ..., y k as the only free individual variables) obtained by substituting every occurrence of the formula Rx in Φ by the formula ϕ(x, y 0 , ..., y k ). Then, clearly V κ |= Φ (a 0 , ..., a k ).
Hence, there is λ ∈ I n such that
Notice that in the proof of 4 ⇒ 3 above, we have not made use of the fact that λ was inaccessible. Thus an inaccessible cardinal κ is Σ n -w.c. iff κ reflects Π 1 1 sentences (in the language with ∈ only) to some λ < κ such that V λ n V κ .
Leshem [8] has proved that if κ is Mahlo, then the set of Σ ω -w.c. cardinals below κ is stationary. So, all these cardinals are, consistency-wise, below a Mahlo cardinal.
The next Fact shows that Σ n -w.c. cardinals are Π ∼ n -Mahlo, and that the least Π ∼ n -Mahlo cardinal is not Σ n -w.c. For definitions and some facts about Π ∼ n -Mahlo cardinals see [2] and [4] . Fact 2.4 Every Σ n -w.c. cardinal κ is Π ∼ n -Mahlo, and the set of Π ∼ n -Mahlo cardinals below κ is Π ∼ n -stationary.
Proof: Suppose that κ is Σ n -w.c. Let C be a Π ∼ n -club of κ. i.e., C is a club on κ which is definable over V κ by means of a Π n formula with parameters. Let Φ the Π 1 1 sentence expressing that κ is inaccessible. Let be the first-order sentence expressing that C is unbounded. Then,
Note that "every Π ∼ n club of κ contains an inaccessible cardinal" is expressible by a first order sentence. Therefore, the above argument shows that there is a Π ∼ n -stationary set of Π ∼ n -Mahlo cardinals below κ. In [4] it is shown that every Σ ω -w.c. cardinal is Σ ω -Mahlo, and that the set of Σ ω -Mahlo cardinals below a Σ ω -w.c. cardinal is Σ ω -stationary. However, also from [4] , if κ is Π n+1 -Mahlo, then the set of Σ n -w.c. cardinals below κ is Π n+1 -stationary.
The tree property
Definition 2.5 Let κ be a cardinal and n ∈ ω. A tree T = T, ≤ T , T ⊆ V κ , is a Σ n -tree (over V κ ) iff there are Σ n formulas ϕ T (x), ϕ ≤ T (x, y) and ϕ ht T (x, y), possibly with parameters in V κ , such that for every t, t ∈ V κ and every α < κ,
where T α denotes the α-th level of the tree T . Similarly, we define the notion of Π n -tree by substituting Π n for Σ n in the above definition. T is a ∆ n -tree iff T is both a Σ n -tree and a Π n -tree. Finally, T is a Σ ω -tree iff T is a Σ n -tree for some n ∈ ω. Definition 2.6 Let κ be a cardinal and n ∈ ω. κ has the Σ n -tree property iff κ is inaccessible and every κ-tree which is a Σ n -tree has a cofinal branch. The notions of having the Π n -tree property, the ∆ n -tree property, and the Σ ω -tree property are defined analogously.
Lemma 2.7 For every n ∈ ω, if κ is Σ n -w.c., then κ has the Σ n -tree property.
Proof: Suppose that κ is a Σ n -w.c. cardinal and let T be a κ-tree which is a Σ n -tree over V κ . Suppose that T does not have a branch of length κ. So, since κ is regular, every branch of T belongs to V κ .
Let Φ be the Π Let F be the function with domain κ such that F (α) = T α , the α-th level of T . F is ∆ n+1 on V κ . Let ϕ the following first-order sentence:
Hence, there is λ < κ such that
Fix some t ∈ T λ . Let pred(t) = {t ∈ T : t < T t}. It is clear that pred(t) is a branch through T ∩ V λ . So, pred(t) ∈ V λ and, hence, since λ is inaccessible, |pred(t)| < λ. A contradiction.
Corollary 2.8
If κ is Σ ω -w.c., then κ has the Σ ω -tree property.
The partition property
Recall that if κ is a cardinal and n > 0 is a natural number, [κ] n is the set of all subsets of κ with exactly n elements.
Given a cardinal κ, natural numbers n, m (n > 0), and a function f :
Definition 2.9 Let κ be a cardinal. κ has the Σ n -partition property iff κ is an inaccessible cardinal and for every function f : [κ] 2 −→ {0, 1} that is Σ n -definable over V κ there exists an f -homogeneous set of cardinality κ. In this case we write κ
The Σ ω -partition property is defined analogously, and we write κ
Lemma 2.10 For every n ∈ ω, n > 0, if κ has the Σ n -tree property, then κ
Proof: Let F : [κ] 2 −→ {0, 1} be Σ n definable over V κ . Let ϕ(x, y, z) be a Σ n formula, possibly with parameters in V κ , that defines it.
For every β < κ, let f β : β −→ {0, 1} be such that for all α < β, f β (α) = F ({α, β}). Let T = {f β γ : γ ≤ β < κ} ordered by extension. Note that T is Σ n definable over V κ :
It is clear that for every β < κ, we have: t ∈ T β iff t ∈ T and dom(t) = β. So, T is a Σ n -tree. Moreover, ht(T ) = κ, and since for every β < κ, T β ⊆ 2 β , and κ is inaccessible, |T β | < κ. Therefore T is a κ-tree.
Since κ has the Σ n -tree property, there is a cofinal branch B through T . Let {t ξ : ξ < κ} be an increasing enumeration of B so that dom(t ξ ) = ξ, all ξ < κ. For every i ∈ {0, 1}, let
We claim that for every i ∈ {0, 1}, H i is an homogeneous subset of κ for F . Fix α, β, γ ∈ H i with α < β < γ. Since t α α, i ⊆ t β and t β β, i ⊆ t γ ,
Corollary 2.11 If κ has the Σ ω -tree property, then κ
Finally, we have: Theorem 2.13 (V = L) Let κ be a cardinal. Then, for every n ≥ 1 the following are equivalent:
2. κ has the Σ n -tree property.
Proof: 1 ⇒ 2 follows from Lemma 2.7. 2 ⇒ 3 follows from Lemma 2.10. The implication 3 ⇒ 1 follows from Lemma 2.12 (this is the only place where V = L is used) and Proposition 2.3.
Corollary 2.14 (V = L) Let κ be a cardinal. Then, the following are equivalent:
2. κ has the Σ ω -tree property.
Generic absoluteness for projective ccc posets
2. Every x ∈ R is small-generic over V .
Notice that since every Σ n -w.c. (Σ ω -w.c.) cardinal is inaccessible, Lemma 1.1 also holds for Σ n -w.c. (Σ ω -w.c.) Solovay models.
We will make use of the following property of Σ n -w.c. cardinals:
Lemma 2.16 Let n ≥ 1. Suppose that κ is a Σ n -w.c. cardinal and P is a κ-cc poset that is Σ n -definable (with parameters) over V κ . If X ⊆ P has cardinality less than κ, then there is a complete subposet Q of P, also of cardinality less than κ, such that X ⊆ Q.
Proof: Let X ⊆ P with |X| < κ. Since κ is inaccessible, there is a cardinal
Note that the formula above is the conjunction of a Σ n formula and a Π n formula. Hence, R is a ∆ n+1 predicate in V κ .
Let Φ be the conjunction of the following sentences of the second order language of type {∈, P, ≤ P , ⊥ P , R}:
1. ≤ P is a partial order with field(≤ P ) = P.
2. ⊥ P is the incompatibility relation of P, ≤ P .
i.e, every maximal antichain of P belongs to R.
Notice that 1 and 2 are first-order, and 3 is Π 1 1 . We have:
V κ , ∈, P, ≤ P , ⊥ P , R |= Φ So, since κ is Σ n -w.c., there is α < κ with λ < α such that
By (1) and (2), Q is a subposet of P that preserves the incompatibility relation of P. Since λ < α, we
This shows that Q is a complete subposet of P of cardinality less than κ which includes X.
M is a Σ n -w.c. Solovay model over V and P is a ccc poset which is, in M , Σ n definable (with parameters) over H(ω 1 ). Then the L(R) of any P-extension of M is also a Σ n -w.c. Solovay model over V .
. Thus, to prove the theorem it will be enough to show that every real in
LetṖ be a Coll κ -name for P in V . By the Factor Lemma for the Levy collapse, we may assume that the parameters of the definition of P are in V . Further, since the Levy collapse is homogeneous, we may assume that Collκ "Ṗ is a poset". Notice that Coll κ is definable by means of a Σ 1 and a Π 1 formula without parameters over V κ (see [2] ). Hence, for n ≥ 1, Coll κ * Ṗ is a poset which is Σ n -definable over V κ , possibly with parameters.
Let
. Letẋ be a simple Coll κ * Ṗ-name for x in V , and let X = {p n,α : n < ω, α < κ n } be the set of all conditions of Coll κ * Ṗ in T C(ẋ). Since Coll κ * Ṗ is κ-cc, |X| < κ. So, by Lemma 2.16, there is a complete subposet Q of Coll κ * Ṗ such that X ⊆ Q and Q has cardinality less than κ. Let
This completes the proof of the theorem since it shows that x is generic over V for the countable poset Q.
Proof: (1): Suppose κ is Σ n -w.c. Force with Coll κ so that the L(R) of the generic extension M is a Σ n -w.c. Solovay model over V . By Theorem 2.17 and Lemma 1.3, L(R)-absoluteness holds in M for ccc posets that are Σ n definable, with parameters, in H(ω 1 ). Hence, for Σ ∼ 1 n+1 ccc posets. Recall that for Γ a class of posets, a poset P is Γ-productive-ccc iff it is ccc and for every ccc poset Q in Γ,
Let Γ n be the class of all Σ ∼ 1 n+1 ccc posets, and let Γ ω be the class of all projective ccc forcing notions. Then, as in [2] , we can show:
Suslin tree, then T × T with the product ordering is a Σ ∼ 1 n+1 poset which is not ccc (see [6] ).
The strength of generic absoluteness under projective ccc forcing notions
In this section we shall prove the following:
Proof: Suppose towards a contradiction that ω 1 is not Σ 1 -w.c. in L. We know (see [2] ) that ω 1 is inaccessible in L and, in fact, ω 1 is inaccessible to reals, i.e., ω
is countable, for every real x. Hence, by Theorem 2.13, there is, in L, an Aronszajn tree T = T, ≤ T whose nodes are elements of 2 <ω 1 and is a Σ 1 -tree over L ω 1 .
We need the following version of the Silver tree S T for T (See [5] ): For every set M ∈ L ω 1 and every X ⊆ M , let H M (X) denote the Skolem Hull of X in M . Let µ be the Mostowski's transitive collapse function. Then, the Silver tree S T for T is defined as follows:
Note that if α, β, a ∈ S T , then α, β, a is a node of height α.
An important fact for our purposes is that the complexity of S T is the same as that of T . That is:
Proof: Fix some recursive enumeration ϕ i : i ∈ ω of all formulas of the language of set theory of the form ∃xϕ(ȳ,z,x), whereȳ,z,x are finite sequences of variables andx is non-empty. We use the following notational conventions: given a formula ϕ i , with ϕ i we denote the formula resulting from the removal of the first block of existential quantifiers of ϕ i . Also, ∃ȳϕ i denotes the formula resulting of adding the block of existential quantifiers ∃ȳ to the formula ϕ i . Note that the maps ϕ i −→ ϕ i and ϕ i −→ ∃ȳϕ i are recursive.
If x is an ordered pair, then for i ∈ {0, 1}, (x) i denotes the i-th coordinate of x.
For every set M ∈ L, we define the function r M from ω × M <ω to M <ω × M <ω as follows: for all i ∈ ω and every b ∈ M <ω ,
Claim 3.4 (V = L) For every set M , the functions r M and Sk M are ∆ 1 with M as a parameter.
Proof:
We only need to show that r M is ∆ 1 . Let Sat(x, y, z) denote the satisfaction relation for sets. i.e., Sat(x, y, z) iff the set x satisfies the formula y with the sequence z of elements of x. Notice that this is a ∆ 1 relation.
For every i ∈ ω, and every
Proof:
Now, suppose now that b 0 , ..., b m ∈ N and i ∈ ω are such that
There are k j ∈ ω and c j ∈ X <ω such that b i = Sk M (k j , c j ), all j < m. Let ϕ l be the following formula:
We continue with the proof of Lemma 3.3. Recall that T is a tree which is definable over L ω 1 with Σ n formulas ϕ T (x) and ϕ ≤ T (x, y), possibly with parameters.
Then, for all α, β < ω 1 and every b ∈ L ω 1 , α, β, b ∈ S T iff L ω 1 satisfies:
(1) α and β are ordinals and α < β. (2) and (3) (2) is ∆ 0 , and (3) and (4) are
It only remains to show that the relation t ∈ (S T ) α is Σ n over L ω 1 . But this is clear, since t ∈ (S T ) α iff t ∈ S T and t 0 = α. This finishes the proof of Lemma 3.3.
Remark 3.6 Notice that the arguments above show that in L, if (T, ≤ T ) is a tree and both T and ≤ T are Σ n -definable over L κ , κ an uncountable cardinal, then S T is a Σ n -tree over L κ . Thus, if V = L, then the conclusion of Lemma 2.7 can be strengthened to: every κ-tree that is Σ n -definable over L κ has a cofinal branch. Hence, in Theorem 2.13 we can add the following as a further equivalence: κ is inaccessible and every κ-tree that is definable over V κ has a cofinal branch.
Continuing now with the proof of Theorem 3.1, recall that W O is the Π 1 1 set of elements of the Baire space ω ω that code well-orderings of ω. If a ∈ W O, let a be the order-type of the well-ordering coded by a (see [6] ). For x ⊆ ω, letx be the element of ω ω coded by x, via some recursive bijection between P(ω) and ω ω .
Lemma 3.7 If C is a Coll ω 1 -generic filter over V , then there is a function π ∈ V [C] from W O into W O such that:
1. For every x ∈ W O, π(x) is a code for the ordinal x .
2. For every x, y ∈ W O, if x = y , then π(x) = π(y).
3. π has a Coll ω 1 -name that can be coded by a ∆ 1 3 subset of ω ω .
Proof: LetẆ O be the set of all simple Coll ω 1 -names σ for a subset of ω such that Collω 1 "σ ∈Ẇ O". Note that, since Coll ω 1 ∈ L, every Coll ω 1 -generic filter over V is also generic over L. So, for every γ < ω 1 let τ γ be the < L -least simple Coll ω 1 -name for a subset of ω such that Collω 1 " τ γ =γ". Let B ω 1 = {τ γ : γ < ω 1 } and leṫ
Define the function π ω 1 fromẆ O into B ω 1 as follows: for every σ ∈Ẇ O,
We can now easily check that if C is Coll (1) and (2) of the Lemma, modulo a recursive coding of elements of the Baire space ω ω by subsets of ω. To prove (3) we need to compute the complexity of the sets and names involved in the definition of π.
First observe that Coll ω 1 is a ∆ 1 2 poset (see [2] set of reals.
Proof: Let < * L be the following relation: for every x, y ∈ ω ω , x < * L y iff x, y code simple Coll ω 1 -names in L for subsets of ω and the name coded by x is < L -less than the name coded by y. Since every simple Coll ω 1 -name for a subset of ω is hereditarily countable, the predicate "x codes a simple
Recall that B ω 1 is the range of a function that assigns to each γ < ω 1 the < L -least Coll ω 1 -name for a subset of ω that is forced by Coll ω 1 to be a code for γ. Thus, x ∈ B * iff (1) x codes a simple Coll ω 1 -name in L for a subset of ω and Collω 1 "x ∈Ẇ O", and (2) for every w, if w codes a simple Coll ω 1 -name for a subset of ω, and w < * L x, then Collω 1 " w = x ".
Since (1) set. Let π * be the relation given by: π * (x, y) iff x and y code simple Coll ω 1 -names σ and τ , respectively, for subsets of ω, and π ω 1 (σ) = τ .
We will finish the proof of (3) of Lemma 3.7 by showing that π * is a ∆ 1 3 relation. Let S(v, x, y) iff v codes a condition p ∈ Coll ω 1 , x and y code simple Coll ω 1 -names σ and τ , respectively, for subsets of ω, and p Collω 1 " σ = τ ". Since the map σ → σ and the relation σ = τ are, respectively, Π 
Since (1) Recall that W F denotes the Π 1 1 set of all reals that code a well-founded relation on ω (see [6] ). Every set in H(ω 1 ) can be coded by some x ∈ W F as follows: x ∈ ω ω codes a ∈ H(ω 1 ) iff ω, E x ∼ = T C(a), ∈ , where for n, m ∈ ω, nE x m iff x(J(n, m)) = 0. Moreover, every x ∈ W F codes one and only one set in H(ω 1 ). So, given x ∈ W F , let us denote by [x] the set coded by x. Note that the map 
Back to the proof of Theorem 3.1, recall that we have a tree T whose nodes are functions in 2 <ω 1 and which is Σ 1 definable in L ω 1 . By Lemma 3.3, S T is also Σ 1 definable in L ω 1 . And by Lemma 3.2, S T is still an Aronszajn tree in V , and in any generic extension of V that preserves ω 1 . Force with Coll ω 1 over V . In the generic extension V [C], and using the function π from Lemma 3.7, we may code the nodes of S T by reals to obtain an isomorphic tree S * T on the reals. Namely: for all x, y, z ∈ ω ω , x, y, z ∈ S * T iff
Thus, S * T is Σ 1 -definable in H(ω 1 ) with π and C as additional predicates. We will now define a version of the specializing forcing of Harrington-Shelah ( [5] ) which will code, using S * T , any given ω 1 -sequence of reals into a single real. So, let X be a fixed sequence of reals of length ω 1 , and let X α denote the α-th element of X.
Let the forcing notion P(S * T , X) be defined as follows:
It is clear that P(S *
T , X) is Σ 1 -definable in H(ω 1 ) with π, C, and X as additional predicates. And as in [5] one can show that P(S * T , X) has the property K, i.e., every uncountable subset contains an uncountable subset of pairwise compatible conditions. Hence it is ccc. Forcing with P(S * T , X) adds an order-preserving and continuous function F X : S * T → Q, with the property that for every n ∈ ω, n ∈ X α iff F (t) = n for some t ∈ S * T of height ω · α. Moreover, F X specializes S * T , i.e., for every a ∈ Q, F −1
is a well-ordering of reals of order-type ω 1 . By using some fixed recursive coding of elements of ω ω by subsets of ω, we may assume that X 0 α ∈ P(ω), all α < ω 1 . We describe next a Σ 1 -definable over H(ω 1 ), with π, C, and X 0 as additional predicates, finite-support iteration of length ω: let P 0 = P(S * T , X 0 ). Given P n , which is Σ 1 -definable over H(ω 1 ), with π, C, and X 0 as additional predicates, we define P n+1 :
For β < ω 1 , let (S * T ) <β denote the set of nodes of S * T of height < β. Notice that the predicate "x ∈ (S * T ) <β " is Σ 1 in the parameter β over H(ω 1 ). LetḞ X n be the P n -name for the generic specializing function F X n . Thus, F X n (S * T ) <ω·(α+1) = { p, t, r : p ∈ P n , t, r ∈ p, and t ∈ (S * T ) <ω·(α+1) }.
Since P n is Σ 1 -definable over H(ω 1 ), with π, C, and X 0 as additional predicates, then so is the set displayed above. LetẊ n+1 be a canonical code forḞ X n . i.e., X n+1 = Ẋ n+1 α : α < ω 1 , where for every α < ω 1 ,
Since P n is ccc, the sentence
is equivalent to a Σ 1 sentence over H(ω 1 ). Now let p,q ∈ P n+1 iff p ∈ P n and p Pn "q ∈ P(S * T ,Ẋ n+1 )". One can easily check that P n+1 is Σ 1 -definable over H(ω 1 ), with π, C, and X 0 as additional predicates.
Let P be the direct limit of the iteration P n : n < ω . Since the support of the iteration is finite, it is easily seen that P is Σ 1 -definable over H(ω 1 ) with π, C, and X 0 as additional predicates (see Lemma 4.4 below). Moreover, every [5] ), and so
It is interesting to observe that P (and, in fact, P(S * T , X)) is not projective in V [C], as there are no uncountable projective sequences of reals in V [C]. However, we claim that the two-step iteration Coll ω 1 * P is ∆ It will be enough to show that the relation R(x, y) given by: "x ∈ Coll ω 1 , y is a Coll ω 1 -name for a real, and x Collω 1 y ∈Ṗ" is ∆ 2 in H(ω 1 ), without parameters.
But since Coll ω 1 is a ∆ 1 2 forcing notion, it will be enough to see that the formula "x Collω 1 y ∈Ṗ" is equivalent both to a Σ 2 and a Π 2 formula in H(ω 1 ). For this, it is sufficient to show that the formula y ∈Ṗ is equivalent both to a Σ 2 and a Π 2 formula in H(ω 1 ). This is clearly so in the Coll ω 1 -name for π as a parameter. But since by Lemma 3.7, π has a Coll ω 1 -name that is ∆ 2 -definable in H(ω 1 ) without parameters, we are done.
Since "∃x(L [x] has uncountable many reals)" is a Σ 1 4 sentence, and it holds in a Coll ω 1 * P-generic extension of V , by Σ = ω 1 , contradicting the fact that ω 1 is inaccessible to reals. This finishes the proof of 3.1. Theorem 3.1 can be easily generalized:
We finish with two Corollaries, summarizing our results: Corollary 3.10 For every n ≥ 2, the following are equiconsistent:
There exists a Σ n -w.c. cardinal. 2. There exists a Σ ω -w.c. cardinal.
On iterations of projective ccc posets
We will show that after the Levy collapse of a Σ n -w.c. cardinal, the property of L(R) being a Σ n -w.c. Solovay model is preserved under finite-support iterations of Σ ∼ 1 n+1 ccc forcing notions.
Lemma 4.1 If P is a ccc forcing notion that is Σ n -definable (with parameters) over H(ω 1 ), n ≥ 1, then the set of P-names that belong to H(ω 1 ) is also Σ ndefinable (with parameters) over H(ω 1 ).
If P is a definable partial ordering and M is a model of a fragment of ZFC that contains the parameters of the definition of P, then the notation P M < • P means that P M ⊆ P and every maximal antichain of P M that belongs to M is a maximal antichain of P. Thus, if P M < • P and G is a P-generic filter over V , then
Lemma 4.2 If P is a ccc forcing notion that is Σ n -definable (with parameters) over H(ω 1 ), n ≥ 1, ϕ is a Σ n formula with P-names that belong to H(ω 1 ) as parameters, and p ∈ P, then the formula p P ϕ is also Σ n (with parameters) over H(ω 1 ).
Proof: First suppose that P is ccc and Σ 1 -definable over H(ω 1 ), with a as the only parameter, ϕ is Σ 1 , with a P-name σ as a parameter, σ ∈ H(ω 1 ), and p ∈ P. Let X = T C({p, a, σ}).
Claim 4.3 p P ϕ iff there exists a countable transitive model M with X ⊆ M such that P M < • P and M |= "p P ϕ".
Proof of Claim: Notice that p P ϕ iff H(ω 1 ) |= p P ϕ. So, we can build M as the transitive collapse of the union of a chain
For the converse, suppose G is P-generic over V with p ∈ G. We need to show
Notice now that the sentence: "There exists a countable transitive model M with X ⊆ M such that P M < • P and M |= "p P ϕ"" is Σ 1 in the parameters, over H(ω 1 ). This proves the lemma for n = 1. We can now proceed by induction on the complexity of ϕ.
Lemma 4.4 If P is a finite-support iteration of countable length of ccc forcing notions that are Σ n -definable (with parameters) over H(ω 1 ), n ≥ 1, then P is also Σ n -definable (with parameters) over H(ω 1 ).
Proof: By induction on the length δ of the iteration P = P γ ;Q γ : γ < δ . For δ = 0, this is trivial. Suppose δ = γ +1. Then, p ∈ P iff p = p ,q , where p ∈ P γ , q is a P γ -name, and p Pγq ∈Q γ . By induction hypothesis, using Lemmas 4.1 and 4.2 above, we have that P is Σ n over H(ω 1 ). Similarly, one shows that ≤ P and ⊥ P are Σ n over H(ω 1 ).
If δ is a limit ordinal, fix a sequence ϕ α : α < δ , where ϕ α is a Σ n formula, with parameters, that defines P α in H(ω 1 ). Now, p ∈ P iff H(ω 1 ) |= ∃α < δ ϕ α (p). This shows P is Σ n definable over H(ω 1 ) with ϕ α : α < δ as a parameter.
It follows from Theorem 2.17 that if L(R)
M is a Σ n -w.c. Solovay model over V and P is a finite-support iteration of countable length of ccc forcing notions that are Σ n definable (with parameters) over H(ω 1 ), n ≥ 1, then the L(R) of any P-generic extension of M is also a Σ n -w.c. Solovay model over V . In particular, every real in a P-generic extension of M is small-generic over V .
Theorem 4.5 Let κ be a Σ n -w.c. cardinal, n ≥ 1, and let λ > 0. Suppose that P = P λ ∈ V is the direct limit of an iteration P α ,Q α : α < λ with finite support such that P 0 = Coll κ and for every α < λ,
Then the L(R) of any P-generic extension of V is a Σ n -w.c. Solovay model over V .
Proof: Suppose G is a P-generic filter over V . Notice that ω
= κ, and so ω
is a Σ n -w.c. cardinal in V . We only need to prove that every real in V [G] is small-generic over V , for then it will clearly follow that for every real
The proof is by induction on λ. So, suppose that for every β < λ, writing P β for the iteration up to β and letting
n * Q n+1 , for n < ω, and P 1 α+1 = P 1 α * Q α , for α ≥ ω. We may assume that for every α, P 1 α "Q 1 α has a largest element 1", and 1 is some fixed real that does not depend on α. Moreover, we may assume that for every p ∈ P 1 and every α < λ, p(α) is a simple P formulas ϕ α (x, y), ψ α (x, y, z), and θ α (x, y, z),
Let µ be a large-enough regular cardinal, and let N H(µ) be such that:
Notice that if α ∈ OR ∩ N , then τ α ∈ N , and since |T C(τ α )| is countable, T C(τ α ) ⊆ N . Now let P * be the direct limit of the finite-support iteration P * α ,Q * α : α < λ defined as follows: P * 0 = P 1 0 , and P * α "Q * α = {x : ϕ α (x, τ α )}", if α ∈ OR ∩ N , and
i.e.,Q * α is the trivial poset. We need to check that the iteration is well-defined. i.e., if P * α "Q * α = {x : ϕ α (x, τ α )}", then τ α is a P * α -name. We will show much more:
α . And if p ∈ N , then the converse also holds.
2. If σ is a simple P * α -name for a real, then it is also a simple P 1 α -name for a real. And if σ ∈ N , then the converse also holds.
3. If p ∈ P * α and σ, σ , τ α are simple P * α -names for reals, then
And if α, p, σ, σ ∈ N , then the converses of (a), (b), and (c) also hold.
Proof: By induction on α. For α = 0 it is clear. So, let α = β + 1.
1. Fix p ∈ P * α . We have that p = p β, σ , where p β ∈ P * β , σ is a simple P * β -name, and either p β P * β "σ = 1", or p β P * β ϕ β (σ , τ β ). So, by induction hypothesis on 1, 2, and 3 (a), we have that p β ∈ P 1 β , σ is a simple P 1 β -name, and either p β P 1
β , σ is a simple P 1 β -name, and p β P 1 β ϕ β (σ , τ β ). Since p ∈ N , we also have that p β, σ ∈ N . So, again by induction hypothesis on 1, 2, and 3 (a), we have that p β ∈ P * β , σ is a simple P * β -name, and p β P * β ϕ β (σ , τ β ), which shows that p ∈ P * α .
2. Now suppose that σ is a simple P * α -name for a real. If q ∈ P * α ∩ T C(σ), we can conclude as before in the case of p, that q ∈ P 1 α . This implies that σ is a simple P 1 α -name. If σ is a simple P 1 α -name for a real and σ ∈ N . Then T C(σ) ⊆ N . So, if q ∈ P 1 α ∩ T C(σ), we can conclude as before in the case of p, that q ∈ P * α . This implies that σ is a simple P * α -name. In particular, if α ∈ N , then τ α is a P * α -name. 3 . Suppose now that p ∈ P * α , σ, τ α are simple P * α -names for reals, and p P * α ϕ α (σ, τ α ). We have already shown that p ∈ P 1 α and σ is a simple P 1 α -name. Since by the induction hypothesis of the Theorem, L(R)
β are both Σ n -w.c. Solovay models over V , with the same ω 1 , and since, by induction hypothesis on 4, P *
, we have:
This proves (a), and similar arguments prove (b) and (c).
Suppose now that α, p, σ ∈ N , and p P 1 α ϕ α (σ, τ α ). We have already shown that p ∈ P * α and σ, τ α are P * α -names. To see that
(q) and since β ∈ N , by the canonical elementary embedding we have
This proves the converse of (a), and similar arguments prove the converses of (b) and (c).
4. Finally, suppose P * β < • P 1 β . By 3, we have that P * α is a subposet of P 1 α and the incompatibility relation is preserved. Now suppose A is a maximal antichain of P * α . Then, A β = df {p β : p ∈ A} is a maximal antichain of P * β and, by induction hypothesis, it is also a maximal antichain of P 1 β . If β ∈ N , then clearly A is maximal in P 1 α . So, suppose β ∈ N . Then every p ∈ A is of the form p β, σ , where
Thus, by the canonical embedding from L(R)
If α is a limit ordinal, then the Claim follows by induction, using the fact that the iterations have finite support. This finishes the proof of the Claim.
Since the iterations have finite support, it follows from the Claim above that P * < • P. Moreover, sinceẋ ∈ N ,ẋ is a P * -name. Notice that P * is a ccc iteration. LetP = P β ,Q β : β < ot(On ∩ N ) be the iteration consisting on all nontrivial iterands of P * . i.e.,P 0 = P * 0 and for every β < ot(On ∩ N ), P β "Q β = {x : ϕ α (x, τ α )}", where α ∈ N and β = ot(α ∩ N ). For each p ∈ P * , letp ∈P be the result of deleting the coordinates of p that correspond to the trivial iterands of P * . Clearly, the map e :p −→ p is a dense complete embedding ofP into P * . Notice thatẋ is aP-name.
Recall that G is P-generic over V , and x is a real in V [G]. Let us write G as G 0 * G 1 , where G 0 is P 0 -generic over V and G 1 is P 1 -generic over V [G 0 ]. We have thatẋ is a P 
Corollary 4.7 Suppose that L(R)
M is a Σ ω -w.c. Solovay model over V and P ∈ M is the direct limit of an iteration P α ,Q α : α < λ with finite support such that for every α < λ, α "Q α is a projective ccc poset" Then the L(R) of any P-generic extension of M is also a Σ ω -w.c. Solovay model over V .
Two applications to Martin's Axiom for projective posets
The first application will show, modulo the consistency of definable weaklycompact cardinals, that Martin's Axiom restricted to posets in a given projective pointclass does not imply Martin's Axiom for posets in higher pointclasses. For every ccc poset P ∈ Γ and for every family A i : i < κ , κ < 2 ℵ 0 , of maximal antichains of P, there exists G ⊆ P directed such that for every i < κ, G ∩ A i = ∅.
For every n ≥ 1, M A(Σ ∼ Proof: Let κ be the least Σ n -w.c. cardinal in L. Let P be the direct limit of an iteration P α ,Q α : α < κ + , with finite support, where P 0 = Coll κ and for every α < κ + , α "Q α is a Σ ∼ 1 n+1 ccc forcing notion"
so that for every P-generic filter G over L,
(see [1] , Theorem 3.10). Now assume, towards a contradiction, that
Then, since ω
= κ is not a Σ n+1 -w.c. cardinal in L, there is, in L, a κ-Aronszajn tree T which is Σ n+1 definable over L κ . As in the proof of Theorem 3.1 we may define a Σ 1 n+2 ccc poset of the form Coll ω 1 * P such that M A(Coll ω 1 * P) implies that there exists a real x such that ω
is not a Σ n -w.c. Solovay model over V , in contradiction with Theorem 4.5. For the second application, let ϕ be the statement "Every set of reals in L(R) is Lebesgue measurable, has the property of Baire, is Ramsey, and has the perfect set property". Theorem 4.11 let n ≥ 1, and suppose that there exists a Σ n -w.c. cardinal. Then, there exists a poset P such that for every P-generic filter G over V ,
Proof: Let κ be a Σ n -w.c. cardinal, and let P be the direct limit of a finitesupport iteration P α ,Q α : α < κ + , where P 0 = Coll κ and for every α < κ + , α "Q α is a Σ ∼ 2. Con(ZF C + ∃κ κ is a Σ ω -w.c. cardinal) implies Con(ZF C + M A(P roj) + ¬CH + ϕ)
