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ABSTRACT
Achieving Quality of Service Guarantees for Delay Sensitive Applications in
Wireless Networks. (August 2012)
Navid Abedini, B.S., Sharif University of Technology, Iran
Chair of Advisory Committee: Dr. Srinivas Shakkottai
In the past few years, we have witnessed the continuous growth in popularity of
delay-sensitive applications. Applications like live video streaming, multimedia con-
ferencing, VoIP and online gaming account for a major part of Internet traffic these
days. It is also predicted that this trend will continue in the coming years. This
emphasizes the significance of developing efficient scheduling algorithms in commu-
nication networks with guaranteed low delay performance. In our work, we try to
address the delay issue in some major instances of wireless communication networks.
First, we study a wireless content distribution network (CDN), in which the
requests for the content may have service deadlines. Our wireless CDN consists of a
media vault that hosts all the content in the system and a number of local servers
(base stations), each having a cache for temporarily storing a subset of the content.
There are two major questions associated with this framework: (i) content caching:
which content should be loaded in each cache? and (ii) wireless network scheduling:
how to appropriately schedule the transmissions from wireless servers? Using ideas
from queueing theory, we develop provably optimal algorithms to jointly solve the
caching and scheduling problems.
Next, we focus on wireless relay networks. It is well accepted that network
coding can enhance the performance of these networks by exploiting the broadcast
nature of the wireless medium. This improvement is usually evaluated in terms of
the number of required transmissions for delivering flow packets to their destinations.
iv
In this work, we study the effect of delay on the performance of network coding
by characterizing a trade-off between latency and the performance gain achieved by
employing network coding. More specifically, we associate a holding cost for delaying
packets before delivery and a transmission cost for each broadcast transmission made
by the relay node. Using a Markov decision process (MDP) argument, we prove a
simple threshold-based policy is optimal in the sense of minimum long-run average
cost.
Finally, we analyze delay-sensitive applications in wireless peer-to-peer (P2P)
networks. We consider a hybrid network which consists of (i) an expensive base
station-to-peer (B2P) network with unicast transmissions, and (ii) a free broadcast
P2P network. In such a framework, we study two popular applications: (a) a content
distribution application with service deadlines, and (b) a multimedia live streaming
application. In both problems, we utilize random linear network coding over finite
fields to simplify the coordination of the transmissions. For these applications, we
provide efficient algorithms to schedule the transmissions such that some quality of
service (QoS) requirements are satisfied with the minimum cost of B2P usage. The
algorithms are proven to be throughput optimal for sufficiently large field sizes and
perform reasonably well for finite fields.
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1CHAPTER I
INTRODUCTION
We are entering an era in which wireless devices are the major sources of Internet
traffic. Many of the applications running on these devices are sensitive to delay.
A recent report on analyzing Internet traffic [1] declares that more than 49% of
Internet traffic during the peak period in North America is generated by real-time
entertainment applications. In another report, conducted by Cisco [2], it is predicted
that the traffic due to online gaming and video calling applications will increase about
300% by end of 2015.
Our main goal in this research is to study the delay issue in wireless communi-
cation networks. We will consider different situations in wireless networks, where low
delay performance is required. For such instances, we show how to take latency into
account and develop efficient scheduling algorithms. More specifically, we study the
following problems:
1. Wireless content distribution networks: caching and scheduling
The rapid growth of wireless content access implies the need for content place-
ment and scheduling at wireless base stations. We study a system under which
clients are divided into clusters based on their channel conditions, and their re-
quests are represented by different queues at logical frontends. Requests might
be elastic (implying no hard delay constraint) or inelastic (requiring that a de-
lay target be met). Correspondingly, we have request queues that indicate the
number of elastic requests, and deficit queues that indicate the deficit in in-
elastic service. Caches are of finite size, and can be refreshed periodically from
The journal model is IEEE/ACM Transactions on Networking.
2a media vault. We design provably optimal policies that stabilize the request
queues (hence ensuring finite delays) and reduce average deficit to zero (hence
ensuring that the QoS target is met).
2. Wireless relay networks: delay versus network coding performance 1
It has been well established that reverse-carpooling based network coding can
significantly improve the efficiency of multi-hop wireless networks. However, in
a stochastic environment when there are no opportunities to code because of
packets without coding pairs, should these packets wait for a future opportunity
or should they be transmitted without coding? To help answer that question we
formulate a stochastic dynamic program with the objective of minimizing the
long-run average cost per unit time incurred due to transmissions and delays.
In particular, we develop optimal control actions that would balance between
costs of transmission against those of delays. In that process we seek to address
a crucial question: what should be observed as the state of the system? We
analytically show that just the queue lengths is enough if it can be modeled
as a Markov process. Subsequently we show that a stationary policy based on
queue lengths is optimal and describe a procedure to find such a policy.
3. Wireless broadcast P2P networks: timely synchronization of data 2
We consider a group of cooperative wireless peer devices that desire to receive
the same content within some deadline. The block(s) of content is divided into
chunks, which are received via two methods that can be used simultaneously (i)
the B2P (base-station-to-peer) network: each peer has an unreliable, expensive,
1This work was done in collaboration with other students, Yu-Pin Hsu and So-
lairaja Ramasamy
2Parts of this work were done in collaboration with other students, Mayank Man-
jrekar and Swetha Sampath
3unicast channel to a cellular base station, and (ii) the P2P (peer-to-peer) net-
work: peers can share the content over a free, lossless internal wireless broadcast
network. Chunks are coded using random linear codes to alleviate the dupli-
cate chunk reception issue, and the state of each peer can be associated with
the rank of the matrix of chunk vectors that it possesses.
We study two problems in this framework. First, a content distribution prob-
lem, in which the QoS metric is that peers are all required to receive a single
common block with a certain target probability by a fixed deadline. Second,
a multimedia live streaming problem, where peers are interested in a common
stream of media content which is generated as a long sequence of blocks, each
requiring a fixed deadline for delivery. The QoS metric requires that each peer
individually receives a minimum long-run average fraction of the blocks within
their deadlines.
We seek efficient algorithms that can attain these QoS metrics at the lowest cost
of using B2P network. We transform the problem into the two questions of (i)
deciding which peer should broadcast on the P2P channel at each time, and (ii)
how long B2P transmissions should take place. For each scenario, we provide
policies for coordinating P2P transmissions which are shown to be optimal for
large field sizes, and determine the stopping time for B2P transmissions in an
oﬄine manner. We also provide performance bounds for finite field sizes.
In the following chapters, we will separately study each of these problems in
detail. We review the previous work that has been done in each area, present our
analytical and simulation results, and give some ideas for the future work.
4CHAPTER II
CACHING AND SCHEDULING OF ELASTIC AND INELASTIC TRAFFIC
The past few years have seen the rise of smart hand-held wireless devices as a means of
content consumption. Content might include streaming applications in which chunks
of the file must be received under hard delay constraints, as well as file downloads
such as software updates that do not have such hard constraints. Since the core of
the Internet is far less bandwidth constrained than access wireless networks, a natural
location to implement a content distribution network (CDN) would be at the wireless
gateway, which could be a cellular base-station through which users obtain network
access. Further, it is natural to try to take advantage of the inherent broadcast nature
of the wireless medium to satisfy multiple clients simultaneously.
An abstraction of such a network is illustrated in Figure 1. There are multiple
cellular base stations (BS), each of which has a cache in which to store content. The
content of the caches can be periodically refreshed through accessing a Media Vault.
We divide clients into different clusters, with the idea that all clients in each cluster
are geographically close such that they have similar channel conditions and are able
to access the same base stations. Note that multiple clusters could be present in
the same cell based on the dissimilarity of their channel conditions to different base
stations. Thus, we have N clusters indexed by n = 1, 2, ..., N . The requests made
by each cluster are aggregated at a logical entity that we call a front end associated
with that cluster. The front end could be running on any of the devices in the cluster
or at a base station, and its purpose is to keep track of the requests associated with
the clients of that cluster. The following constraints affect system operation (i) the
wireless broadcast network between the caches to the clients has finite capacity, (ii)
each cache can only host a finite amount of content, and (iii) refreshing content in
5the caches from the media vault incurs a cost.
Fig. 1. Wireless broadcast content distribution. A media vault is used to place con-
tent in caches at wireless base stations (BS), which can broadcast content.
Clients are grouped into clusters, each of whose requirements are aggregated
at frontends (FE).
Clients can make two kinds of requests, namely (i) elastic requests that have
no delay constraints, and (ii) inelastic requests that have a hard delay constraint.
Elastic requests are stored in a request queue at each front end, with each type of
request occupying a particular queue. Here. the objective is to stabilize the queue,
so as to have finite delays. For inelastic requests, we adopt the model proposed in [3]
wherein clients request chunks of content that have a strict deadline, and the request
is dropped if the deadline cannot be met. The idea here is to meet a certain target
delivery ratio, which could be something like “90% of all requests must be met to
ensure smooth playout”. Each time an inelastic request is dropped, a deficit queue is
updated by an amount proportional to the delivery ratio. We would like the average
value of the deficit to be zero.
6In this research, we are interested in solving the joint content placement and
scheduling problem for both elastic and inelastic traffic in wireless broadcast networks.
While the classical caching literature does not deal with this problem, several papers
on switch scheduling are related to this question. Tassiulas et al. proposed the
Max Weight scheduling algorithm for switches and multihop wireless networks in
their seminal work [4]. They proved that this policy is throughput-optimal, and
characterized the capacity region of the single-hop networks as the convex hull of all
feasible schedules. Various extensions of this work that followed since are [5–8]. These
papers explore the delays in the system for single down-link with variable connectivity,
multi-rate links and multi-hop wireless flows. However, [5–8] do not consider content
distribution with its attendant question of content placement, while [9] only considers
elastic traffic. We use some of the analytical techniques of these papers in the context
of content distribution.
A. Main Results
In this research, we develop algorithms for content distribution with elastic and inelas-
tic requests. We use a request queue to implicitly determine the popularity of elastic
content. Similarly, the deficit queue determines the necessary service for inelastic
requests. Content may be refreshed periodically at caches. We study two different
kinds of cost models, each of which is appropriate for a different content distribution
scenario. The first is the case of file distribution (elastic) along with streaming of
stored content (inelastic), where we model cost in terms of the frequency with which
caches are refreshed. The second is the case of streaming of content that is generated
in real-time, where content expires after a certain time, and the cost of placement of
each packet in the cache is considered.
7• We first characterize the capacity region of the system, and develop feasibility
constraints that any stabilizing algorithm must satisfy. Here, by stability we
mean that elastic request queues have a finite mean, while inelastic deficit values
are zero on average.
• We develop a version of the max-weight scheduling algorithm that we propose
to use for joint content placement and scheduling. We show that it satisfies
the feasibility constraints, and using a Lyapunov argument also show that it
stabilizes the system of the load within the capacity region.
• We then consider the case of periodic refresh under which content may be placed
in the caches at finite intervals of time. We show that a similar algorithm to the
max-weight scheme is optimal here. Further, in contrast to our earlier work [9]
which only considers elastic traffic, joint scheduling and eviction is essential to
stabilize the system.
• We next study another version of our content distribution problem with only
inelastic traffic, in which each content has an expiration time. We assume that
there is a cost for replacing each expired content chunk with a fresh one. For
this model, we first find the feasibility region, and, following a similar technique
to [10], we develop a joint content placement and scheduling algorithm which
minimizes the average expected cost while stabilizing the deficit queues.
• We illustrate our main insights using simulations on a simple wireless topology,
and show that our algorithm is indeed capable of stabilizing the system.
8B. Problem Definition
Consider the content distribution network depicted in Figure 1. There are a fixed
number of inelastic clients in cluster n who make inelastic requests and are denoted
by en,j for j = 1, 2, ..., Nn. The elastic requests in this cluster are made by other
clients who may temporarily exist in the system. Each of these clients is interested
in at most one elastic chunk during his existence. We aggregate all elastic requests
at the frontend (denoted by en,0 in cluster n). For simplicity, we assume the elastic
chunks must be delivered to the frontends. The results will still hold without this
assumption. The system consists of M caches which are all connected to a media
vault. Each cache m has a finite capacity of vm pieces of content (we assume that
all have the same size), for m = 1, 2, ...,M . The media vault stores F, the set of all
content. F is partitioned into two disjoint sets I and E which are respectively the set
of inelastic content and elastic content: F = I ∪ E.
We assume that service from the base stations is by means of broadcast trans-
missions. Since we associate each base station with a cache, we will use the same
notation for a cache and a base station. Suppose that time is slotted. The channel
lmn,j between cache m and the client en,j is modeled as a stochastic On-OFF process
whose state cmn,j(t) at time t is unknown to the scheduler. We assume the channels
of the clients in the same cluster have similar average characteristics. During each
time slot link lmn,j is ON with probability c¯
m
n and OFF with probability 1 − c¯mn , for
j = 0, 1, ..., Nn. When a channel is ON, it can be used to transmit at most one chunk
(per slot) which is being broadcast by the corresponding cache. We divide time into
frames consisting of D time slots.
At the beginning of each frame k, each inelastic client makes at most one request.
The idea is that an inelastic request must either be satisfied by the end of the frame
9or dropped. Let aIn,j(k) = (a
I
n,j(i, k) : i ∈ I) be the inelastic request vector that client
en,j makes at frame k. We model this request by a Bernoulli process with the mean
value λIn,j, that is∑
i∈I a
I
n,j(i, k) = 1 with probability λ
I
n,j∑
i∈I a
I
n,j(i, k) = 0 with probability 1− λIn,j
(2.1)
Note that while the Bernoulli process models an inelastic request for each client, the
distribution of the requests over different content types can be chosen arbitrarily (e.g.
following a Zipf’s law that captures the varied popularity of different types).
Also in each cluster, there may be some requests for each chunk of elastic content
e ∈ E at the beginning of a frame. aEn (k) = (aEn (e, k) : e ∈ E) is used to denote the
elastic request vector. aEn (e, k) ≤ aen < ∞ is a bounded random variable with mean
λen and variance σ
2
e,n. We further assume that arrivals are independently distributed
over frames.
As mentioned above, an inelastic request made at the beginning of a frame is
valid only till the end of that frame. In other words, if an inelastic request is not
served during a frame, it will be dropped. This implies two important results: (1)
there are at most D time slots delay in serving the inelastic requests, (2) because of
the limited resources in the system, all of the requests cannot be served. While the
former provides a hard limit on the maximum service delay for inelastic traffic, the
latter suggests that for providing enough service to each client, we need to declare
a minimum delivery ratio for inelastic requests. Thus, the delivery ratio is the pro-
portion of the inelastic requests which are served. Therefore, the expected inelastic
service of client en,j is ηn,jλ
I
n,j, in which ηn,j is the minimum acceptable delivery ratio.
This model follows that of [3], and is consistent with the idea that streaming media
can tolerate a fraction of chunk losses, but has hard delay constraints on the received
10
chunks.
On the other hand, an elastic request which does not get served during a frame
will be enqueued and wait for the service during next frames. However, we need to
make sure that the request queue lengths in each cluster remain bounded as time
passes so that the delay does not become unboundedly large. Thus we require that
the expected elastic service for a content e in cluster n is λen.
We will consider three variations of this problem: (1) unit period cache refresh,
(2) periodic cache refresh and (3) inelastic caching with expiry and cost of replace-
ment. In the first case, we can reload caches with completely new content at the
beginning of each frame. However, in practice, reloading a cache requires connecting
to the media vault and fetching chunks, which can incur a cost. Hence, we model
cost in two different ways in the following two cases. In the second variation of the
problem, we define the notion of cache refresh period to model the cache reloading
cost. A cache refresh period consists of R frames. The content of a cache can be
completely refreshed only at the beginning of each refresh period. However, in the
inter-refresh frames we may only partially refresh the cache content (i.e., replace at
most rm out of vm chunks of cache m). Thus, to formulate higher refresh costs we
can consider a larger refresh period (i.e., larger R value) or smaller rm values. In the
third case, we assume that the content of the caches expires and will not be useful at
the end of each frame. This case is similar to that of real-time streaming of ongoing
events. However, placing each chunk in a cache induces a cost. Therefore, in order
to reduce the cost, we may occasionally choose to reload a cache partially and not
utilize the whole available capacity. For this variation, we will only consider inelastic
traffic, which is consistent with the idea of real-time streaming.
In the next section, we will consider the unit period scenario. First, the set of
all allowable requests is found, then we show that a max-weight type algorithm is
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throughput optimal in the sense that it can satisfy any set of allowable requests. The
periodic cache refresh case and the inelastic caching with expiry will be addressed in
Sections D and E respectively.
C. Unit Period Cache Refresh
In this section we first find the feasibility region, which is the set of all allowable
schedules. Next, we will determine the capacity region, which is the set of all allowable
requests by the clients.
1. Feasibility and Capacity Regions
Let pm(k) = (pm,f (k) : f ∈ F) be the chunk presence vector at cache m and frame k,
that is pm,f (k) = 1 if f is present in cache m at frame k and pm,f (k) = 0 otherwise.
The cache capacity constraint requires each cache m to satisfy
∑
f∈F pm,f (k) ≤ vm for each frame k. (2.2)
For a given frame k, we denote the constituent time slots by {t : t ∈ k}. During
a time slot each link can transmit one chunk when it is ON. Let sf (m, t) ∈ {0, 1}
denote the scheduled service to chunk f ∈ F from cache m and during time slot
t, that is sf (m, t) = 1 if cache m broadcasts chunk f at time t and sf (m, t) = 0
otherwise. Without loss of generality, we assume that each cache broadcasts at most
one chunk during each slot. Clearly this chunk must be present in the cache at that
time. Therefore, the following conditions need to hold for each cache m and t ∈ k:
∑
f sf (m, t) ≤ 1 and sf (m, t) ≤ pm,f (k) (2.3)
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Since the states of the channels are not known a priori, the scheduler assumes that all
channels are ON to determine the schedule. Also for each inelastic chunk, we have at
most one valid request from each client during each frame. This suggests that each
inelastic chunk i needs to be broadcast at most once in the system during a frame k:
∑
m
∑
t∈k si(m, t) ≤ 1 for each i ∈ I (2.4)
Now, we define the feasibility region FeasReg(V ) for the cache capacity vector V =
(vm : 1 ≤ m ≤ M), as the set of all vectors S = (sf (m, t), pm,f (k) : f ∈ F, 1 ≤ m ≤
M, t ∈ k) satisfying (2.2), (2.3) and (2.4) in frame k.
A set of requests is said to be allowable, if there exists a policy to schedule
the network such that (i) each client receives enough expected service and (ii) the
scheduled service lies in the feasibility region FeasReg(V ).
Suppose that S is a feasible schedule. The actual service µn,j(f, k) received by
client en,j for chunk f during frame k depends on the realization of the channels c
m
n,j(t)
for all m and t and can be written as
µn,j(f, k) =
∑
t∈k
∑
m
cmn,j(t)sf (m, t). (2.5)
Since the inelastic requests have strict deadlines, the provided inelastic service µIn,j(k)
depends on whether there is a request arrival for the delivered chunk in that frame.
That is
µIn,j(k) =
∑
i∈I min(µn,j(i, k), a
I
n,j(i, k))
=
∑
i∈I a
I
n,j(i, k)µn,j(i, k) (2.6)
where the second equality follows from aIn,j(i, k), µn,j(i, k) ∈ {0, 1}.
Since the states of the wireless links and the arrivals are identically and inde-
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pendently distributed over frames, following the same argument as in [11] we can
formally define the capacity region based on the existence of a randomized stationary
policy which can fulfill the requests:
Definition 1. (capacity region of the unit period scenario) Consider a system with
the cache capacities V = (vm : 1 ≤ m ≤ M) and the average channel capacities C =
(c¯mn : 1 ≤ n ≤ N, 1 ≤ m ≤M). A set of request arrivals Λ = (λen, λIn,j, ηn,j : n, j, e) is
allowable if there exists a policy P∗ which during each frame k with the arrival profile
A(k) = (aIn,j(i, k), a
E
n (e, k) : n, j, i, e), chooses a feasible schedule S ∈ FeasReg(V)
with probability P(S|A(k)), such that ∑S∈FeasReg(V) P(S|A(k)) = 1. And
ηn,jλ
I
n,j ≤ µ¯In,j for each client en,j
λen ≤ µ¯en for each e ∈ E and n
(2.7)
where the average services µ¯In,j and µ¯
e
n are defined as
µ¯In,j = EA(k)
[
EC
[
ES
[∑
i,m,t
aIn,j(i, k)c
m
n,j(t)si(m, t)
]]]
µ¯en = EA(k)
[
EC
[
ES
[∑
m,t
cmn,0(t)se(m, t)
]]]
.
Note that ES [.] is the expectation over all feasible schedules in the FeasReg(V ) with
respect to the probability distribution P(S|A(k)) implied by P∗. Also EA [.] and EC [.]
are expectations over respectively arrival processes and channels states. A set of re-
quests is said to be strictly allowable, if (2.7) holds with strict inequalities. The
capacity region is defined as the convex hull of all allowable sets of requests.
2. Max-Weight Algorithm: Throughput Optimality and Implementation
In this section, we show that the max-weight algorithm is throughput optimal. In
other words, the max-weight algorithm can fulfill any set of allowable requests. We
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consider two types of queues: (i) request queues for the elastic traffic and (ii) deficit
queues for the inelastic traffic.
The elastic requests in cluster n go through a set of request queues whose lengths
at frame k are denoted by qen(k) for each chunk e, and follow the dynamic below:
qen(k + 1) = q
e
n(k) + a
E
n (e, k)− µen(k). (2.8)
where µen(k) = min(µn,0(e, k), q
e
n(k
+)) and qen(k
+) = qen(k) + a
E
n (e, k).
Next we define the deficit queue for each client en,j which captures the accumu-
lated unhappiness of the client about the provided inelastic service. dn,j(k) denotes
the length of the corresponding deficit queue at frame k and follows
dn,j(k + 1) = dn,j(k) +
∑
i∈I
a˜In,j(i, k)− µIn,j(k). (2.9)
where a˜In,j(i, k) = a
I
n,j(i, k) with probability ηn,j and it is zero otherwise. Note that
the deficit queue is a virtual queue whose length can be negative. A negative length
shows up when the provided inelastic service is greater than the expected service. We
also define dn,j(k
+) = dn,j(k) +
∑
i∈I a˜
I
n,j(i, k).
The evolution of these queues can be studied by considering a Markov chain
whose states are vectors of all request and deficit queue lengths. Using the Lyapunov
stability criterion, we show that a max-weight algorithm implies that this Markov
chain is positive recurrent and limK→∞ E [max(dn,j(K), 0)] and limK→∞ E [qen(K)] are
some finite values. As a result, we will have the following conditions which are
sufficient for satisfying the elastic and inelastic requests,
lim
K→∞
E
[
1
K
dn,j(K)
]
= ηn,jλ
I
n,j − µ¯In,j ≤ 0
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and for each e,
lim
K→∞
E
[
1
K
qen(K)
]
= λen − µ¯en = 0.
We first present the Foster-Lyapunov stability criterion that will enable us to
derive the future stability results.
Theorem 1. (Foster-Lyapunov stability criterion) Let Q be a countable state-space,
and let ~Q [k] be an irreducible, aperiodic, countable-state Markov chain. Suppose there
exists a Lyapunov function L : Q → R+, and Qˆ, which is a finite subset of Q. If
δ > 0 and b is a constant such that the drift
∆L [k] = E
[
L [k + 1]− L [k] | ~Q [k]
]
≤ −δ + bIQˆ, (2.10)
then ~Q [k] is positive recurrent.
The following theorem summarizes our result on the throughput optimality of
the max-weight algorithm.
Theorem 2. For any set of strictly allowable requests, the max-weight algorithm
(in Algorithm 1) stabilizes the request and deficit queues and hence is throughput
optimal.
In Theorem 2, we show that by applying the max-weight algorithm, the Markov
chain whose states are the vectors of deficit and request queue lengths is positive
recurrent. Therefore, this Markov chain converges to a unique steady state. The
following corollary provides a bound on the queue lengths at the steady state.
Corollary 1. Sum of the average request and the positive part of the deficit queue
lengths at the steady state satisfies
∑
n,j E [{dn,j}+] +
∑
n,e E [qen] ≤
(
∑
n
Nn + 5D
2M2N +
∑
n,e (a
e
n)
2)/2.
(2.11)
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where {dn,j}+ = max(dn,j, 0) and for some  > 0 which is the heavy traffic parameter,
i.e.,  determines how close to the boundary of the capacity region the requests are.
In the next section, we study the periodic cache refresh case as a generalization
of the unit-period scenario. The proof of the above theorem and the corollary is a
special case of the one for the periodic case (Theorem 3 and Corollary 2) and hence
is omitted for the brevity.
In Algorithm 1, sf (m) =
∑
t∈k sf (m, t) is the total scheduled service that cache
m provides for chunk f during frame k. The solution to the maximization (2.13),
(s∗i (m), s
∗
e∗(m)(m), p
∗
m,e∗(m) : m, i), will give the optimal placement: for each cache m
and i ∈ I and e ∈ E
p∗m,i = s
∗
i (m) and p∗m,e = 0 for each e 6= e∗(m) (2.12)
During the corresponding frame, each cache m transmits the loaded inelastic chunks
first. If there are some time slots left, the loaded elastic chunk e∗(m) will be broadcast
for the remaining of the frame.
D. Periodic Cache Refresh
In the periodic cache refresh scenario we model the cost incurred by fetching content
from the media vault using R, the periodicity of cache reloading, and rm ≤ vm, the
number of chunks that can be fetched by cache m in an inter-refresh frame.
Each client en,j is interested in a sequence of chunks during a cache refresh period.
For example, a client who is watching a video makes a request for a sequence of video
frames for the next couple of time units (this corresponds to inelastic traffic, since
there are some QoS constraints associated with a streaming video). On the other
hand, a client who wants to download a software update requires a set of chunks.
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Algorithm 1 Unit-Period Scenario: Max-Weight Algorithm
At the beginning of each frame k: given the queue lengths dn,j(k), q
e
n(k),
and the arrivals A(k) compute,
dn,j = dn,j(k) +
∑
i∈I a˜
I
n,j(i, k)
qen = q
e
n(k) + a
E
n (e, k)
wIm,i(k) =
∑
n,j {dn,j}+aIn,j(i, k)c¯mn
wEm,e =
∑
n q
e
nc¯
m
n
e∗(m) = RAND{argmaxe′(wEm,e′)} (i.e., one of the content chosen uniformly at
random among the elastic content with largest weights)
Solve the following maximization problem:
max
∑
mw
E
m,e∗(m)pm,e∗(m)se∗(m)(m) +
∑
i,mw
I
m,i(k)si(m)
subject to
(i)∀m : ∑f sf (m) ≤ D
(ii)∀i ∈ I : ∑m si(m) ≤ 1
(iii)∀m : pm,e∗(m) +
∑
i∈I si(m) ≤ vm
(iv)∀m, f : sf (m) ∈ {0, 1, ..., D}
(v)∀m : pm,e∗(m) ∈ {0, 1}
(2.13)
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There is no tight delay constraint like the streaming case for this traffic.
Fig. 2. Different time scales.
Let T be a cache refresh period. We denote the frames in T by {l : l ∈ T} or
l = T (0), ..., T (R− 1) (see Figure 2). A = (aIn,j(l), aEn (l) : l ∈ T and n, j) refers to the
arrivals of the requests during this period, where the inelastic request aIn,j(l) and the
elastic request aEn (l) vectors are defined as in the unit-period case.
1. Feasibility and Capacity Regions
As before, we first find the set of feasible schedules. In order to simplify the argument,
we change the notation used in the previous case and define FeasRegP(P ) (read
feasiblity region subject to presence) to be the set of all feasible schedules, when the
content of the caches is given in P = (pm,f : m, f):
S = (sf (m, t) : f ∈ F, 1 ≤ m ≤M, 1 ≤ t ≤ D)
such that:∑
f sf (m, t) ≤ 1 for each m and t∑
m
∑
t si(m, t) ≤ 1 for each i ∈ I
sf (m, t) ≤ pm,f for each m, t and f
(2.14)
For the presence vector P , in addition to the cache capacity constraint, we need to
formulate the partial refresh scheme at the intermediate frames. Therefore for each
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cache m and frame l ∈ T : ∑
f pm,f (l) ≤ vm∑
f |pm,f (l)− pm,f (l − 1)| ≤ 2rm for l 6= T (0),
(2.15)
where rm is the maximum number of chunks, cache m can replace in an inter-refresh
frame.
For the presence pattern P , in addition to the cache capacity constraint, we need
to formulate the partial refresh scheme at the intermediate frames. Therefore for each
cache m and frame l ∈ T : ∑
f pm,f (l) ≤ vm∑
f |pm,f (l)− pm,f (l − 1)| ≤ 2rm for l 6= T (0).
(2.16)
where rm is the maximum number of chunks, cache m can replace in an inter-refresh
frame.
Capacity region, the convex hull of allowable requests, is defined in a similar way
to the unit-period case with a key difference. In the previous case, placement and
service scheduling are done for each frame independently of the previous and future
frames. Note that in the periodic case, because of the partial refresh scheme, at each
inter-refresh frame only a subset of all possible placements is feasible. Therefore, what
is loaded in the cache at a time will directly impact the service of the next frames.
Based on this observation, the capacity region of the periodic refresh scenario is
defined as follows.
Definition 2. (capacity region of the periodic cache replacement scenario) For the
given vectors of cache capacities V and average channel capacities C, a set of requests
Λ = (λen, λ
I
n,j[chunks/frame], ηn,j : n, j, e) is said to be allowable if the following holds:
there exists a policy P∗ which, according to the arrivals profile A in each cache period
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T , provides a service that is greater than the expected service on average:
ηn,jλ
I
n,j ≤ µ¯In,j for each client en,j
λen ≤ µ¯en for each e ∈ E and n
(2.17)
The average inelastic service µ¯In,j =
1
R
EA
[∑
l∈T EP (l)
[
ES(l)
[∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n si(m, t)
]]]
and the average elastic service µ¯en can be written as
µ¯en =
1
R
EA
[∑
l∈T
EP (l)
[
ES(l)
[∑
m,t∈l
c¯mn se(m, t)
]]]
.
In which, ES(l) [.] and EP (l) [.] are expectations over all feasible schedules and place-
ments with respect to the probability distributions implied by P∗.
A set of requests is said to be strictly allowable, if (2.17) holds with strict in-
equalities. In what follows, we will show that the max-weight algorithm can stabilize
the request and deficit queues for any set of strictly allowable requests.
2. Max-Weight Algorithm: Throughput Optimality and Implementation
Similar to the unit-period case, we attain results on the throughput optimality of a
max-weight algorithm (presented in Algorithm 2) for the periodic scenario.
Theorem 3. In the periodic replacement scheme, for any set of strictly allowable
requests, the max-weight algorithm (in Algorithm 2) stabilizes the request and deficit
queues and hence is throughput optimal.
Proof. Recall that the unit-period scenario is a special case of the periodic scheme
(for R = 1), hence the following argument can be used to prove Theorem 2 as well.
We will use the Lyapunov technique, Theorem 1 (for further details see [12]), to
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prove the throughput optimality. Let the Lyapunov function be
L(k) = 1/2
∑
n,e
qen
2(k+) + 1/2
∑
n,j
(max(dn,j(k
+), 0))2.
The max-weight algorithm results in an expected drift
E [L(k +R)− L(k) | state of the system at time k]
which is negative except in a finite subset of the state space. Therefore, by using the
Lyapunov stability criterion, the max-weight algorithm stabilizes both the request
and the deficit queues.
The expected drift over a period T of R frames can be written as
EA,C [L(k +R)− L(k) | qen(k+) = qen, dn,j(k+) = dn,j]
= 1
2
E
[∑
n,e q
e
n
2(k +R+)− qen2
]
+ 1
2
E
[∑
n,j({dn,j(k +R+)}+)2 − ({dn,j}+)2
]
= E
[∑
n,e q
e
n
∑
l∈T a
E
n (e, l + 1)
]
− E
[∑
n,e q
e
n
∑
l∈T min(µn,0(e, l), q
e
n(l
+))
]
+1
2
E
[∑
n,e
(
∑
l∈T
aEn (e, l + 1)−min(µn,0(e, l), qen(l+)))2
]
+1
2
E
[∑
n,j
({dn,j +
∑
i,l∈T
a˜In,j(i, l + 1)−
∑
l∈T
µIn,j(l)}+)2
]
− 1
2
E
[∑
n,j({dn,j}+)2
]
(a)
≤ R∑n,e qenλen − E [∑n,e,l qenµn,0(e, l)]+B1
+1
2
E
[∑
n,j
({dn,j}+ +
∑
i,l∈T
a˜In,j(i, l + 1)−
∑
l∈T
µIn,j(l))
2
]
− 1
2
E
[∑
n,j({dn,j}+)2
]
= R
∑
n,e q
e
nλ
e
n − E
[∑
n,e,l q
e
nµn,0(e, l)
]
+B1
+E
[∑
n,j{dn,j}+(
∑
i,l∈T a˜
I
n,j(i, l + 1)−
∑
l∈T µ
I
n,j(l))
]
+1
2
E
[∑
n,j(
∑
i,l∈T a˜
I
n,j(i, l + 1)−
∑
l∈T µ
I
n,j(l))
2
]
= R
∑
n,e q
e
nλ
e
n − E
[∑
n,e,l q
e
nµn,0(e, l)
]
+R
∑
n,j {dn,j}+ηn,jλIn,j − E
[∑
n,j,l {dn,j}+µIn,j(l)
]
+B,
(2.18)
in which (a) follows since ({X + Y }+)2 ≤ ({X}+ + Y )2, B1 = B11 + B12 and B =
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B1 +B2, where,
B11 =
1
2
E
[∑
n,e
(
∑
l∈T
aEn (e, l + 1)−min(µn,0(e, l), qen(l+)))2
]
B12 = E
[∑
n,e
qen
∑
l∈T
(µn,0(e, l)−min(µn,0(e, l), qen(l+)))
]
B2 =
1
2
E
[∑
n,j
(
∑
l∈T
∑
i
a˜In,j(i, l + 1)− µIn,j(l))2
]
.
The following lemma shows that B has a finite bounded value,
Lemma 1. B ≤ 0.5R2∑nNn +RD2M2N(1 + 1.5R) + 0.5R2∑n,e (aen)2.
Proof. For B11, we have
B11 =
1
2
E
[∑
n,e
(
∑
l∈T
aEn (e, l + 1)−min(µn,0(e, l), qen(l+)))2
]
≤ 1
2
E
[∑
n,e (
∑
l∈T a
E
n (e, l + 1))
2
]
+ 1
2
E
[∑
n,e (
∑
l∈T min(µn,0(e, l), q
e
n(l
+)))2
]
(b)
≤ 1
2
∑
n,eR
2(aen)
2 + 1
2
E
[∑
n(
∑
l∈T,e min(µn,0(e, l), q
e
n(l
+)))2
]
(c)
≤ 1
2
∑
n,eR
2(aen)
2 + 1
2
R2D2M2N
where (b) follows since aEn (e, k) ≤ aen for all frames k and the last inequality (c) holds
because the total elastic service provided for each frontend during a frame is not
greater than the total number of transmissions that can be made (there are M caches
and each one can make at most D transmissions during a frame).
Note that qen(l) ≤ qen(l + 1) + µn,0(e, l) ≤ qen(l + 1) + DM , therefore in order to
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find an upperbound on B12 we have
B12 = E
[∑
n,e,l q
e
n max(0, µn,0(e, l)− qen(l+))
]
≤ E
[∑
n,e,l q
e
n(l
+) max(0, µn,0(e, l)− qen(l+))
]
+E
[∑
n,e,l max(0, µn,0(e, l)− qen(l+))(l − T (0))DM
]
(d)
≤ E
[∑
n,e,l (µn,0(e, l))
2
]
+RDM × E
[∑
n,e,l µn,0(e, l)
]
≤ E
[∑
l,n(
∑
e µn,0(e, l))
2
]
+R2D2M2N
≤ RD2M2N(1 +R)
where (d) follows since l − T (0) ≤ R for any l ∈ T , max(0, µn,0(e, l) − qen(l+)) ≤
µn,0(e, l) and q
e
n(l
+) max(0, µn,0(e, l)− qen(l+)) ≤ (µn,0(e, l))2.
Also we have
−1 ≤
∑
i
a˜In,j(i, l + 1)− µIn,j(l) ≤ 1
which results in
B2 =
1
2
E
[∑
n,j
(
∑
l∈T
∑
i
a˜In,j(i, l + 1)− µIn,j(l))2
]
≤ 1
2
∑
n,j
R2 ≤ R
2
2
N∑
n=1
Nn.
Therefore, B = B1 +B2 is upperbounded by the value in the lemma.
Now that we have seen B has a finite value, in order to show the negativeness of
the expected drift (in (2.18)), we need to show
R
∑
n,e q
e
nλ
e
n +R
∑
n,j {dn,j}+ηn,jλIn,j <
EA,C
[∑
n,e,l q
e
nµn,0(e, l) +
∑
n,j,l {dn,j}+µIn,j(l)
] (2.19)
From (2.5) and (2.6), the right hand side of (2.19) can be rephrased as:
EA
[∑
n,e,l∈T q
e
n
∑
m,t∈l c¯
m
n se(m, t)
]
+ EA
[∑
n,j,l∈T{dn,j}+
∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n si(m, t)
]
At the beginning of each refresh period T , given the queue lengths qen(T (0)
+) =
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qen, d
n
j (T (0)
+) = dnj and the arrivals A, the max-weight algorithm solves the following:
max
∑
n,e,l q
e
n
∑
m,t∈l c¯
m
n se(m, t) +
∑
n,j,l{dn,j}+
∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n si(m, t)
such that for each l ∈ T :
S(l) = (Sf (m, t) : f,m, t ∈ l) ∈ FeasRegP(P (l))
P (l) satisfies the conditions in (2.16)
(2.20)
to find an optimal placement P ∗(l) and schedule S∗(l) for each l ∈ T . Note that the
above maximization is done over all feasible placements P (l) and schedules S(l) ∈
FeasRegP(P (l)) for each frame l. Therefore,
∑
n,e,l q
e
n
∑
m,t∈l c¯
m
n s
∗
e(m, t) +
∑
n,j,l{dn,j}+
∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n s
∗
i (m, t) ≥∑
n,e,l q
e
nEP (l)
[
ES(l)
[∑
m,t∈l c¯
m
n se(m, t)
]]
+∑
n,j,l{dn,j}+EP (l)
[
ES(l)
[∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n si(m, t)
]]
.
in which ES(l) [.] and EP (l) [.] are expectation with respect to the probability distribu-
tions implied by the fulfilling policy P∗ (in Definition 2). By taking expectation over
the sequences of the arrivals A on both sides of the previous inequality, we will get:
EA
[∑
n,e,l q
e
n
∑
m,t∈l c¯
m
n s
∗
e(m, t)
]
+ EA
[∑
n,j,l{dn,j}+
∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n s
∗
i (m, t)
]
≥∑n,e qenEA [∑l∈T EP (l) [ES(l) [∑m,t∈l c¯mn se(m, t)]]]+∑
n,j{dn,j}+EA
[∑
l∈T EP (l)
[
ES(l)
[∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n si(m, t)
]]]
> R
∑
n,e q
e
nλ
e
n +R
∑
n,j{dn,j}+ηn,jλIn,j
where the last inequality follows from the assumption of the strict allowablity of the
requests ((2.17) in Definition 2). Therefore, one can find a small enough  > 0 such
that
EA
[∑
n,e,l q
e
n
∑
m,t∈l c¯
m
n s
∗
e(m, t)
]
+ EA
[∑
n,j,l{dn,j}+
∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n s
∗
i (m, t)
]
≥ R∑n,e qenλen(1 + ) +R∑n,j{dn,j}+ηn,jλIn,j(1 + )
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Considering the above inequality in (2.18) results in
E
[
L(k +R)− L(k)
∣∣∣qen(k+) = qen, dn,j(k+) = dn,j]
≤ B −R(∑n,e qen +∑n,j{dn,j}+). (2.21)
Therefore the max-weight algorithm (in (2.20)) results in a negative Lyapunov
drift (except in a finite subset of the state space) over a refresh period. This concludes
that the max-weight algorithm stabilizes both the deficit and the request queues and
is throughput optimal.
Similar to Corollary 1, we can bound the queue lengths at the steady state for
the periodic case as follows,
Corollary 2. Sum of the average request and the deficit queue lengths at the steady
state is bounded by (for some  > 0, the heavy traffic parameter)
∑
n,j E [{dn,j}+] +
∑
n,e E [qen] ≤ (R
∑
n
Nn +D
2M2N(2 + 3R) +R
∑
n,e (a
e
n)
2)/2.
Proof. Note that the proof of Corollary 1, which is a special case (R = 1) of this
corollary, follows the same argument. By taking expectation from both sides of (2.21)
with respect to the queue lengths, we get the following,
E[L(k +R)]− E[L(k)] ≤ B −R(∑n,j E[{dn,j(k+)}+] +∑n,e E[qen(k+)]).
Since the Markov chain is shown to be positive recurrent, it converges to the steady
state and as k →∞ we have E[L(k +R)] = E[L(k)]. Hence at the steady state,
∑
n,j E [{dn,j}+] +
∑
n,e E [qen] ≤ BR (2.22)
In what follows, we will show that the max-weight algorithm which solves (2.20)
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can be implemented as the policy presented in Algorithm 2 for the periodic case
and Algorithm 1 for the unit-period scenario.
Algorithm 2 Periodic Scenario: Max-Weight Algorithm
At the beginning of a period T : given dn,j(T (0)), q
e
n(T (0)) and A = (An,j :
n, j) compute,
dn,j, q
e
n, w
E
m,e, e
∗(m) and wIm,i(l) (for each frame l ∈ T ) as in Algorithm 1
Solve the following maximization problem:
max
∑
l∈T
∑
mw
E
m,e∗(m)pm,e∗(m)(l)sˆe∗(m)(m, l) +
∑
l∈T
∑
i,mw
I
m,i(l)pm,i(l)sˆi(m, l)
such that for each l ∈ T :
(i)∀m : ∑f sˆf (m, l) ≤ 1
(ii)∀i ∈ I : ∑m sˆi(m, l) ≤ 1
(iii)∀m : pm,e∗(m)(l) +
∑
i∈I pm,i(l) ≤ vm
(iv)∀l > T (0) : ∑i |pm,i(l)− pm,i(l − 1)|+ |pm,e∗(m)(l)− pm,e∗(m)(l − 1)| ≤ 2rm
(v)∀m, f : sˆf (m, l) ∈ {0, 1, ..., D}
(vi)∀m, f : pm,f (l) ∈ {0, 1}
Below, we repeat the maximization in (2.20) with all its constraints,
max
∑
n,e,l q
e
n
∑
m,t∈l c¯
m
n se(m, t) +
∑
n,j,l{dn,j}+
∑
i,m,t∈l a
I
n,j(i, l)c¯
m
n si(m, t)
such that for each l ∈ T :
(i)∀(t ∈ l),m : ∑f sf (m, t) ≤ 1
(ii)∀i ∈ I : ∑m∑t∈l si(m, t) ≤ 1
(iii)∀(t ∈ l),m, f : sf (m, t) ≤ pm,f (l)
(iv)∀m : ∑f pm,f (l) ≤ vm
(v)∀l > T (0) : ∑f |pm,f (l)− pm,f (l − 1)| ≤ 2rm
(vi)∀(t ∈ l),m, f : sf (m, t), pm,f (l) ∈ {0, 1}
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In a couple of steps, we transfer the above maximization problem into a simpler form.
Observation 1. From (iii) for t ∈ l: sf (m, t) = 1 only if pm,f (l) = 1. Therefore we
can replace sf (m, t) by pm,f (l)sf (m, t) in the objective function. Also since the objec-
tive is a linear function of sf (m, t) and it is a maximization problem, the condition
(iii) will be redundant.
Observation 2. Let sˆf (m, l) =
∑
t∈l sf (m, t). The constraints in the max-weight
problem can be modified to be expressed in terms of sˆf (m, l):
(i) requires that each cache transmits at most one chunk in each slot. This is equivalent
to the following condition which says at most D transmissions can be made by each
cache during a frame:
∑
f sˆf (m, l) ≤ D for each m
(ii) can be accordingly replaced by
∑
m sˆi(m, l) ≤ 1 for each i ∈ I
The previous two observations suggest the following equivalent formulation of
the max-weight problem:
max
∑
e,m,l w
E
m,epm,e(l)sˆe(m, l) +
∑
i,m,l w
I
m,i(l)pm,i(l)sˆi(m, l)
such that for each l ∈ T :
(i)∀m : ∑f sˆf (m, l) ≤ D
(ii)∀i ∈ I : ∑m sˆi(m, l) ≤ 1
(iii)∀m : ∑f pm,f (l) ≤ vm
(iv)∀l > T (0) : ∑f |pm,f (l)− pm,f (l − 1)| ≤ 2rm
(v)∀m, f : sˆf (m, l) ∈ {0, 1, ..., D}, pm,f (l) ∈ {0, 1}
where wEm,e =
∑
n q
e
nc¯
m
n and w
I
m,i(l) =
∑
n,j {dn,j}+aIn,j(i, l)c¯mn .
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Observation 3. Suppose S∗ = (s∗f (m, l) : m, f, l) and P
∗ = (p∗m,f (l) : m, f, l) are
the optimal solutions to the above max-weight problem. If p∗e,m(l) = p
∗
e′,m(l
′) = 1 and
s∗e(m, l), s
∗
e′(m, l
′) > 0 for some m, elastic chunks e and e′ and frames l and l′, then we
require wEm,e = w
E
m,e′. Because otherwise providing s
∗
e(m, l) + s
∗
e′(m, l
′) service for eˆ =
argmax(wEm,e, w
E
m,e′) would result in a greater objective value and hence (S
∗, P ∗) would
not be optimal. Therefore for large enough queue lengths, at each frame l each cache m
suffices to load at most one elastic content e∗(m) = RAND{argmaxe′(wEm,e′)}, which
is chosen uniformly at random among the elastic content with the largest weight,
pm,e(l) = sˆe(m, l) = 0, for each e 6= e∗(m).
After applying further simplifications suggested by the above observation, the
max-weight problem changes to
max
∑
m,l∈T w
E
m,e∗(m)pm,e∗(m)(l)sˆe∗(m)(m, l) +
∑
i,m,l∈T w
I
m,i(l)pm,i(l)sˆi(m, l)
such that for each l ∈ T :
(i)∀m : ∑f sˆf (m, l) ≤ D
(ii)∀i ∈ I : ∑m sˆi(m, l) ≤ 1
(iii)∀m : pm,e∗(m)(l) +
∑
i∈I pm,i(l) ≤ vm
(iv)∀l > T (0) : ∑i |pm,i(l)− pm,i(l − 1)|+
|pm,e∗(m)(l)− pm,e∗(m)(l − 1)| ≤ 2rm
(v)∀m, f : sˆf (m, l) ∈ {0, 1, ..., D}, pm,f (l) ∈ {0, 1}
Observation 4. For the unit-period case, it is correct to assume s∗i (m, l) = 1 when
p∗m,i(l) = 1. Because otherwise (s
∗
i (m, l), p
∗
m,i(l)) = (0, 1) would result in the same
objective value as (s∗i (m, l), p
∗
m,i(l)) = (0, 0), i.e., loading chunk i in cache m is not
beneficial. This suggests to consider sˆi(m) = pm,i(l) in our problem, which simplifies
the max-weight algorithm even more for the unit-period case.
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Next, we present a more efficient way to implement the max-weight algorithm,
based on the idea of dynamic programming. First we define two new notations for
each l ∈ T :
1.
w(P (l)) = max
∑
mw
E
m,e∗(m)pm,e∗(m)(l)sˆe∗(m)(m, l) +
∑
i,mw
I
m,i(l)pm,i(l)sˆi(m, l)
such that:
∀m : ∑f sˆf (m, l) ≤ 1
∀i ∈ I : ∑m sˆi(m, l) ≤ 1
∀m, f : sˆf (m, l) ∈ {0, 1, ..., D}
Note that w(P (l)) can be found in polynomial time, since the corresponding
maximization is an assignment problem [13].
2. W (P (l)): the maximum total weight that can be achieved during frames k ≥ l
given P (l).
Therefore, the objective of the max-weight algorithm is to find
max
P (T (0))
W (P (T (0)))
such that for each m:∑
f pm,f (T (0)) ≤ vm
pm,e(T (0)) = 0 for e 6= e∗(m)
(2.23)
It is straightforward to verify that
W (P (l)) = w(P (l)) + maxP (l+1)W (P (l + 1))
such that for each m:∑
f pm,f (l + 1) ≤ vm∑
f |pm,f (l + 1)− pm,f (l)| ≤ 2rm.
(2.24)
30
The modified max-weight algorithm is presented below. This algorithm returns the
Algorithm 3 DP-based Max-weight Algorithm
step 1: Compute w(P (T (R− 1))) for all feasible P (T (R− 1))
step 2:
for l = T (R− 2) down to T (0) do
Compute W (P (l)) for all feasible P (l)’s as in (2.24).
end for
step 3: Return W ∗(P (T (0))) as in (2.23)
maximum value of the max-weight algorithm (in Algorithm 2). By keeping track
of argmax values in steps 2 and 3, the corresponding optimal placements and service
at each frame are provided as well.
E. Inelastic Caching Problem with Content Expiry
In this section, we consider an inelastic caching problem where the chunks expire
after some time. We assume that the life time of an inelastic chunk is equal to the
length of a frame. Hence, we can cache a chunk only for the duration of a frame
after which the content will not be useful any longer. This model is compatible
with real-time streaming of live events. We consider a new model for cache refresh
cost that is consistent with this scenario, in which loading a cache incurs some cost
proportional to the number of fetched chunks. Our objective is to find a policy which
minimizes the long-time average expected cost of cache replacement while stabilizing
the deficit queues in the system. First, we formally define our model and express the
corresponding capacity region. The optimal max-weight algorithm will be presented
next.
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1. Model and Capacity Region
In this model, we only consider inelastic traffic. For simplicity, we aggregate all
requests in each cluster n at its corresponding frontend and use ani (k) to denote
the number of requests for chunk i in cluster n, during frame k. ηni and µ
n
i (k)
respectively denote the delivery ratio associated with and the service during frame
k to chunk i in cluster n. For the sake of argument, assume a Bernoulli arrival
model, i.e., ani (k) ∈ {0, 1} and E[ani (k)] = λni . Like before, for the channels, an
ON-OFF stochastic model with unknown states is considered. We assume loading
cache m during frame k incurs a unit cost γm(k) per chunk. γm(k) is a random
variable identically and independently distributed over frames, with the average of
E[γm(k)] = γ¯m for all k. The total cost of replacing new chunks in the caches, at
frame k, is denoted by Γ(k), where
Γ(k) =
∑
m,i
γm(k)pm,i(k) (2.25)
and pm,i(k) denotes the presence of a fresh chunk of content i in cache m for the k
th
frame.
The feasibility region, set of all feasible schedules, is defined in the same way as
in Section 1. The capacity region can be found by considering the following lemma.
Lemma 2. For the i.i.d arrival processes A(k) and i.i.d loading costs {γm(k) : 1 ≤
m ≤M}, there exists a randomized stationary policy P ∗ such that
• At frame k, based only on the realization of A(k), {γm(k) : 1 ≤ m ≤ M}, it
chooses a feasible schedule S with probability
P∗(S|A(k), {γm(k) : 1 ≤ m ≤M})
(maintaining
∑
S P∗(S|A(k), {γm(k) : 1 ≤ m ≤M}) = 1).
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• On average P ∗ provides enough service, that is
E∗[µni (k)] = E∗[
∑
m,t∈k
ani (k)c
m
n (t)si(m, t)] ≥ ηni λni (2.26)
in which the expectation is with respect to the distributions of the arrivals, load-
ing costs, channels and P∗(S|A(k), {γm(k) : 1 ≤ m ≤M}).
• P ∗ also achieves the minimum average expected cost Γ∗:
E∗[Γ(k)] = Γ∗ (2.27)
The proof follows the same argument as in [10] and is omitted for brevity.
Now the capacity region is the convex hull of all sets of requests for which such
randomized stationary policies exist.
2. Optimal Policy
To keep track of inelastic requests, we use deficit queues as described before. The
deficit queue length dni (k) associated with inelastic chunk i in cluster n follows the
dynamic below:
dni (k + 1) = d
n
i (k) + a˜
n
i (k)− µni (k). (2.28)
Our framework to find an optimal policy is to minimize an upperbound on expected
(Lyapunov drift + cost) at each frame. The following lemma gives this upperbound.
Lemma 3. For the Lyapunov function L(k) = 1
2
∑
n,i ({dni (k)}+)2, we have:
E[L(k + 1)− L(k)|dni (k)] + Y E[Γ(k)|dni (k)]
≤ B + Y E[Γ(k)|dni (k)] +
∑
n,i {dni (k)}+ηni λni
−∑n,i {dni (k)}+E[µni |dni (k)]
(2.29)
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where Y > 0 is some control parameter and B = N |I|
2
.
For brevity and since this lemma is a special case of the analysis in Section 2,
the proof is omitted.
At each frame k, given the arrivals and the costs γm(k), we minimize
Y
∑
m,i γm(k)pm,i(k)−
∑
n,i {dni (k)}+µni (k) (2.30)
over the feasibility region to get the max-weight schedule pˆm,i(k) and µˆ
n
i (k). There-
fore, we will have
B + Y E[
∑
m,i γm(k)pˆm,i(k)|dni (k)]
+
∑
n,i {dni (k)}+ηni λni −
∑ {dni (k)}+E[µˆni |dni (k)]
≤ B + Y E∗[Γ(k)] +∑n,i {dni (k)}+(ηni λni − E∗[µni ])
(2.31)
where the right hand side is what the randomized stationary policy P ∗ achieves. If
the requests are strictly allowable (please refer to Definition 1), then for all n and i,
∃ > 0 such that E∗[µni ] ≥ ηni λni + . Considering this fact and E∗[Γ(k)] = Γ∗ in (2.31)
and (2.29) gives:
E[Lˆ(k + 1)− Lˆ(k)|dni (k)] + Y E[
∑
m,i γm(k)pˆm,i(k)|dni (k)]
≤ B + Y Γ∗ − ∑n,i {dni (k)}+ (2.32)
where Lˆ(k) is the value of the Lypaunov function at frame k when we use the max-
weight schedule.
Corollary 3. The max-weight schedule, derived from minimizing (2.30), results in
a negative Lyapunov drift (except in a finite subset of the state space) and hence
stabilizes the deficit queues.
Corollary 4. The max-weight schedule, derived from minimizing (2.30), results in
a long-time average expected cost Γˆ which deviates from the minimum cost Γ∗ by an
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amount less than B/Y :
Γˆ = limK→∞ 1K+1
∑K
k=0 E[Γˆ(k)] ≤ Γ∗ + BY (2.33)
Observation 5. Note that by increasing the control parameter Y , we can achieve an
average expected cost which is arbitrarily close to the minimum cost. However, this
will potentially lead to larger expected deficit queue lengths. Hence, there is a trade-off
between the cost and the average deficit queue lengths.
Proof. (Corollary 4) Note that (2.32) holds for any frame k. From both sides of this
inequality, we take expectation with respect to the distribution of the deficit queues
dni (k) to get:
E[Lˆ(k + 1)− Lˆ(k)] + Y E[∑m,i γm(k)pˆm,i(k)] ≤ B + Y Γ∗ (2.34)
Assume the initial deficit queue lengths are zero, i.e., Lˆ(0) = 0. Now sum both sides
of (2.34) from k = 0 to k = K and divide by K + 1 to get
E[Lˆ(K+1)]
K+1
+ Y
K+1
∑K
k=0 E[
∑
m,i γm(k)pˆm,i(k))] ≤ B + Y Γ∗ (2.35)
By letting K tend to infinity and noting that E[Lˆ(K+1)] is a bounded positive value
for each K, the desired result in (2.33) is derived.
The previous arguments in implementing the max-weight algorithm (Section 2)
can also be applied to this problem and will result in Algorithm 4.
F. Simulation Results
In this section, we evaluate the performance of the proposed max-weight algorithm,
a distributed greedy policy and an iterative version of the max-weight by simulating
a wireless content distribution network using Matlab. We assume that the caches
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Algorithm 4 Inelastic Traffic with Expiry: Max-Weight
At the beginning of each frame k: given the deficit queue lengths dni (k),
arrivals A(k) and refresh costs γm(k) compute,
wi(m) =
∑
n {dni (k)}+ani (k)c¯mn − Y γm(k)
Solve the following maximization problem:
max
∑
m,iwi(m)si(m)
subject to
(i)∀m : ∑i si(m) ≤ min(D, vm)
(ii)∀i : ∑m si(m) ≤ 1
operate in distinct frequency spectra and hence there is no interference issue. We
further assume that the popularity of the inelastic chunks is distributed uniformly.
In Figures 3(a)-3(d), the evolution of the normalized average queue lengths
( 1
k
∑
nNn
∑
n,j dn,j(k) and
1
|E|k∑nNn
∑
n,e q
e
n(k)) are displayed over the frames k. These
values must converge to zero for a stabilizing algorithm.
For the large networks, the max-weight algorithm can be very hard to implement.
Therefore, the performance of a distributed greedy algorithm is also simulated. In
this algorithm each cache, independent of the others, loads and serves the chunks
based on their weights (as computed in Algorithm 1). The simulation results suggest
that although the greedy algorithm is not throughput optimal, it can provide enough
service if the requests lie sufficiently inside the capacity region (e.g. in Figure 3(c)).
An iterative version of the max-weight, with the possibility of rescheduling at
each time slot instead of each frame, is also simulated. It can be shown that with a
non-zero probability, the iterative max-weight algorithm can achieve strictly smaller
average queue lengths compared to the original algorithm (Figure 3(c)).
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(a) (b)
(c) (d)
Fig. 3. Evolution of the average queue lengths. (a)-(c): unit-refresh with
(|E| = |I| = 5, N = M = 4, Nn = 3, c¯mn = 0.9, ηn,j = 0.5, λIn,j = 0.9,
aEn (e, k)˜B(Nn, 0.9), D = 3 and different cache capacity values vm), (d):
max-weight in a periodic case with (|I| = 4, |E| = 3, N = M = 3, Nn = 3,
c¯mn = 0.9, ηn,j = 0.5, λ
I
n,j = 0.6, a
E
n (e, k)˜B(Nn, 0.6), D = 2, rm = 1, vm = 2
and different periods R)
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(a) (b)
Fig. 4. Inelastic traffic with expiry, the evolution of the average deficit queue length
and cost with respect to different trade-off parameter values (|I| = 12,
N = M = 3, c¯mn = 0.9, η
n
i = 0.6, λ
n
i = 0.9, D = 3, vm = 3, γm˜N (10, 1))
Since the service to a deficit queue is subject to having a new request arrival, in
general the average length of the deficit queues is smaller than the request queues.
Also it is intuitive that by increasing the capacity of the caches, more service can be
provided (Figures 3(a)-3(c)). Also as shown in corollary 2, the average queue lengths
increase by the refresh period R. (Figures 3(d))
The performance of Algorithm 4 that is aimed towards real-time streaming is
evaluated in Figures 4(a) and 4(b). As expected, the average deficit queue length in-
creases by the trade-off parameter Y , while increasing Y lets the average cost decrease
and tend to its minimum value.
G. Summary and Future Work
In this chapter, we studied algorithms for content placement and scheduling in wireless
broadcast networks. We considered a system in which both inelastic and elastic
requests coexist. Our objective was to stabilize the system in terms of finite queue
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lengths for elastic traffic and zero average deficit value for the inelastic traffic. We
showed how an algorithm that jointly performs scheduling and placement in such a
way that Lyapunov drift is minimized is capable of stabilizing the system, and also
showed that iterative versions of the algorithm can enhance performance still further.
We also incorporated the cost of loading caches in our problem with considering two
different models. First, periodic cache refresh, in which the cost is modeled as the
period of refreshing the caches. Similar results to the basic model, unit-period case,
were derived for this variation. Second, inelastic caching with expiry, in which we
directly assumed a unit cost for replacing each content after expiration. A max-weight
type policy was suggested for this model which can stabilize the deficit queues and
achieve an average cost which is arbitrarily close to the minimum cost.
For future work, one can think of extending these results to a multi-hop caching
network. It may also be worthwhile to consider more general QoS requirements like
heterogeneous deadlines. In Section F, we proposed a simple decentralized greedy
algorithm whose performance was evaluated by simulations. Finding more efficient
algorithms, that can be implemented in a distributed fashion, seems to be another
appealing direction for extending this work.
In the content distribution problem studied in this chapter, we did not consider
any type of coding over the transmitted packets. We might be able to enhance the per-
formance of our CDN by utilizing the broadcast nature of the system more efficiently.
Note that a packet broadcast for a particular user will be heard by its neighboring
nodes. In the current framework, we just ignored the received packets which were not
requested. However, we could potentially exploit these overheard transmissions by
employing coding over contents. Network coding is a popular technique to efficiently
use such overheard transmissions, especially in wireless networks. In the next chapter,
we will study the effect of network coding in a simple wireless relay network. We will
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specifically look at the performance of network coding from a delay perspective and
propose a simple algorithm to optimally trade off delay and throughput in network
coding-enabled relay networks.
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CHAPTER III
OPTIMAL DELAY-THROUGHPUT TRADE-OFF IN THE NETWORK
CODING-ENABLED RELAY NETWORKS
In recent years, there has been a growing interest in the applications of network cod-
ing techniques in wireless communication networks. It was shown that the network
coding can result in significant improvements in the performance of multi-hop wireless
networks. For example, consider a wireless network coding scheme depicted in Fig.
5(a). Here, wireless nodes 1 and 2 need to exchange packets x1 and x2 through a relay
node (node 3). A simple store-and-forward approach needs four transmissions. How-
ever, the network coding solution uses a store-code-and-forward approach in which
the two packets x1 and x2 are combined by means of a bitwise XOR operation at the
relay and broadcast to nodes 1 and 2 simultaneously. Nodes 1 and 2 can then decode
this coded packet to obtain the packets they need.
[14] introduces the strategy of reverse carpooling that allows two information
flows traveling in opposite directions to share a path. Fig. 5(b) shows an example
of two connections, from n1 to n4 and from n4 to n1 that share a common path
(n1, n2, n3, n4). The wireless network coding approach results in a significant (up to
50%) reduction in the number of transmissions for two connections that use reverse
carpooling. In particular, once the first connection is established, the second con-
nection (of the same rate) can be established in the opposite direction with little
additional cost.
In this work 1, we focus on design and analysis of scheduling protocols that ex-
ploit the fundamental trade-off between the number of transmissions and delay in
1This work was done in collaboration with other students, Yu-Pin Hsu and So-
lairaja Ramasamy
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Fig. 5. (a) Wireless Network Coding (b) Reverse carpooling.
the reverse carpooling schemes. In particular, to cater to delay-sensitive applications,
the network must be aware that savings achieved by coding may be offset by de-
lays incurred in waiting for such opportunities. Accordingly, we design delay-aware
controllers that use local information to decide whether or not to wait for a coding op-
portunity, or to go ahead with an uncoded transmission. By sending uncoded packets
we do not take advantage of network coding, hence are not energy-efficient. However,
by waiting for packets to code, we might be able to achieve energy efficiency at the
cost of packets getting delayed further.
Consider a relay node that transmits packets between two of its adjacent nodes
that have flows in opposite directions, as depicted in Fig. 6. The relay maintains
two queues q1 and q2, such that q1 and q2 store packets that need to be delivered
to node 2 and 1, respectively. If both queues are not empty, then it can relay two
packets from these queues by performing an XOR operation. However, what should
the relay do if one of the queues has packets to transmit, while the second queue
is empty? Should the relay wait for a coding opportunity or just transmit a packet
from a non-empty queue without coding? This is the fundamental question we seek
to answer. In essence we would like to trade off efficiently transmitting the packets
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against high quality of service (i.e. low delays).
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Fig. 6. 3-Node Relay Network.
Network coding research was initiated by the seminal work [15] and since then
attracted major interest from the research community. Network coding technique for
wireless networks has been considered in [16]. They propose an architecture called
COPE, which contains a special network coding layer between the IP and MAC
layers. In [17] an opportunistic routing protocol is proposed, referred to as MORE,
that randomly mixes packets that belong to the same flow before forwarding them to
the next hop. Moreover, several works, e.g. [18–23], investigate the scheduling or/and
routing problems in the network coding enabled networks. [18] focuses on the network
coding in the tandem networks and formulates a related cross-layer optimization
problem, while [19] devises a joint coding-scheduling-rate controller when the pairwise
intersession network coding is allowed. In an earlier work [20], it is shown how to
design coding-aware routing controllers that would maximize coding opportunities in
multihop networks. [21] and [22] attempt to schedule the network coding between
multiple-session flows. A distributed algorithm is proposed in [23] for the minimum
cost transmission of the multicast session.
However, in contrast to all the above literature, we consider the stochastic arrival
process and see if the packet desires to wait for a coding opportunity. Our objective
is therefore to study the delicate trade-off between the energy exhaustion and the
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queueing delay when network coding is an option. For that we formulate and solve a
stochastic dynamic program, in particular a Markov decision process, to determine the
optimal control actions in various states. The literature is extremely rich for finite
state-space problems. However, although there have been several excellent books
(e.g. [24–27]) on MDPs, there are relatively few articles that provide a methodology to
find optimal policies for problems that are infinite horizon, average cost optimization
with a countably infinite state space. In fact, [27] specifically says that such problems
are difficult to analyze and obtain optimal policies.
A. Main Results
We first consider the case of a relay node that can serve at most 1 packet for each
time, and assume that the arrivals into both queues are independent and identically
distributed. We can think of the system state as the queue lengths and explore the
effect of including the vector of waiting times associated with each of the packets,
to design a cost-minimizing controller. We first claim that although waiting time
information might be available, we do not actually need to use it. Since our system
is Markovian, the problem is essentially that of a Markov Decision Process. In gen-
eral, we could have a controller that belongs to one of the following sets [24]: ΠHR
(randomized history dependent policies), ΠMR (randomized Markov policies), ΠSR
(randomized stationary policies), and ΠSD (deterministic stationary policies). The
complexity of the algorithms exactly decreases from left to right above. In what
regime does the solution to our problem lie? We find that the optimal policy is a
simple queue-length threshold policy with one threshold for each queue at the relay,
and whose action is simply: if a coding opportunity exists, code and transmit; else
transmit a packet if the threshold for that queue is reached. We then show how to
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find the optimal thresholds.
Two general models are examined afterwards. In the first model, the service
capacity of the relay is not restricted to 1 packet per time unit. Then if the relay can
serve a batch of packets, the optimal controller is found to be of the threshold type
for one queue when the length of the other queue is fixed. Moreover, the arrivals with
memory is also studied. The optimal policy for Markov-modulated arrival process
is discovered to have multiple thresholds. We then numerically study a number of
policies, based on waiting time and queue length, waiting time only, randomized
thresholds, and the optimal deterministic queue-length threshold policy to indicate
the potential of our approach. Finally, the performance of the deterministic queue
length based policy in the line network topology is illustrated via simulations.
B. System Overview
Consider a multi-hop wireless network operating a time-division multiplexing scheme
to store and forward packets from various sources to destinations. Time is slotted into
small intervals and in each interval relay node gets a chance to transmit a number of
packets of a flow. These packets are transmitted during a “mini-slot” that the node
has been assigned. We assume that this mini-slot is instantaneous for all practical
purposes. Also, in this work we will not consider any scheduling issues and assume
that we have scheduled mini-slots assigned to each node for each flow where nodes
have opportunities to transmit if they choose to. With that said, we will now describe
the scenario from the perspective of a single node, especially a relay that has the
potential for network coding packets from flows in opposing directions.
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1. Scenario from a Relay’s Perspective
Consider Fig. 6. We call two of the adjacent nodes to the relayR as nodes 1 and 2. Say
there is a flow f1 that goes from node 1 to 2 and another flow f2 from node 2 to 1, both
of which are through the relay under consideration. The packets (type 1 and type 2)
from both flows respectively go through separate queues, q1 and q2, at node R. With
respect to the relay we now define a slot as the time between successive opportunities
for the relay to transmit. The arrival processes to both flows are assumed to be
independent of each other and also independently and identically distributed (i.i.d)
over time, with the random variables Ai for i ∈ {1, 2} respectively. In each slot, n
packets arrive at qi with the probability P(Ai = n) = p(i)n for n ∈ N ∪ {0}. At the
end of a slot, the relay gets an opportunity to transmit. First we consider that at the
end of a slot, the relay can transmit a maximum of one packet. When both queues
are non-empty, one packet from q1 and one from q2 can be transmitted together as a
single packet using XOR coding. This scenario, in which transmitting a combination
of packets results in decreasing the required number of transmissions, is referred as a
coding opportunity. Whenever such a coding opportunity exists between the packets
of two flows, the relay encodes the packets and transmits the coded packet back to
the adjacent nodes. However, if there is only one type of packet at the end of a slot,
there are two options: (i) one of those packets gets transmitted without coding or (ii)
we wait for a future slot to receive a packet in the other queue to utilize the coding
opportunity. We assume that transmissions within a type are according to a first-in-
first-out service discipline. It is unclear as to what is the best course of action, do
nothing (thus worsening delay) or transmit without coding (thus being inefficient).
In other words, to wait or not to wait, that is the question.
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2. Markov Decision Process Model
To develop a strategy for the relay to decide at every transmission opportunity, its
best course of action, we use a Markov decision process (MDP) model. For i = 1, 2
and t = 0, 1, 2, · · · , let Q(i)t be the number of packets of type i in the relay at the end
of time slot t just before an opportunity to transmit. Let At be the action chosen
at the end of the tth time slot with At = 0 implying the action is to do nothing and
At = 1 implying the action is to transmit. As we described before, if Q
(1)
t +Q
(2)
t = 0,
then At = 0 because that is the only feasible action. Also, if Q
(1)
t Q
(2)
t > 0, then
At = 1 because the best option is to transmit a coded XOR packet as it reduces both
the number of transmissions as well as latency. However, when exactly one of Q
(1)
t
and Q
(2)
t is non-zero, it is not immediately clear what action we should choose.
We first define costs for latency and transmission. Let CT be the cost for trans-
mitting a packet and CH be the cost for holding a packet for a length of time equal to
one slot. Without loss of generality, we assume that if a packet is transmitted in the
same slot it arrived, its latency is zero. Also, the cost of transmitting a coded packet
is the same as that of a non-coded packet. That said, our objective is to derive an
optimal policy that minimizes the long-run average cost per slot. For that we define
the MDP{(Qt, At), t ≥ 0} where Qt = (Q(1)t , Q(2)t ) is the state of the system and At
the control action chosen at time t. The state space (i.e., all possible values of Qt) is
the set {(i, j) : i ≥ 0, j ≥ 0}.
Let C(Qt, At) be the immediate cost incurred at time t if action At is taken,
when the system is in state Qt. Therefore,
C(Qt, At) = CH([Q
(1)
t − At]+ + [Q(2)t − At]+) + CTAt, (3.1)
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where [x]+ = max(x, 0). The long-run average cost for some policy θ is given by
V (θ) = lim
K→∞
1
K + 1
Eθ
[
K∑
t=0
C(Qt, At)|Q0 = (0, 0)
]
, (3.2)
where Eθ is the expectation operator taken for the system under policy θ. Notice that
our initial state is an empty system, although the average cost would not depend on
it. Define average-optimal policy as the policy that minimizes V (θ). Our goal is to
characterize and obtain the average-optimal policy. For that we first describe the
probability law for our MDP and then in subsequent section develop a methodology
to obtain the average-optimal policy.
For the MDP{(Qt, At), t ≥ 0}, let Pa(Qt, Qt+1) be the transition probability from
state Qt to Qt+1 associated with action a ∈ {0, 1}. Then the probability law can be
derived as P0 ((i, j), (k, l)) = p
(1)
k−ip
(2)
l−j for all k ≥ i and l ≥ j. Also, P1 ((i, j), (k, l)) =
p
(1)
k−[i−1]+p
(2)
l−[j−1]+ for all k ≥ [i− 1]+ and l ≥ [j − 1]+.
C. Analysis
As we described in the previous section, our goal is to obtain the average-optimal
policy. To that end, we first find the space of possible policies and then identify the
average-optimal policy within this space. Our first question is: what is the appropriate
state space: is it just queue length, or should we also consider waiting time?
1. Should We Maintain Waiting Time Information?
Intuition tells us that if a packet has not been waiting long enough then perhaps it
could afford waiting a little more but if a packet has waited too long, it may be better
to just transmit it. That seems logical considering that we try our best to code but
we cannot wait too long because it hurts in terms of holding costs. Also, one could
48
get waiting time information from time-stamps on packets. Let T (i) be the arrival
time of ith packet and D(i)θ be its delay (i.e. the waiting time before it is transmitted)
while policy θ is applied. Tt,θ is the number of transmission by time t under policy θ.
Then (3.2) can be written as
V (θ) = lim
K→∞
1
K + 1
Eθ
 ∑
i:T (i)≤K
CHD(i)θ + CTTK,θ
 . (3.3)
Given that, would we be making better decisions by also keeping track of waiting
times of each packet? We answer that question by means of a theorem which requires
the following lemma for a generic MDP{(Xt, Dt), t ≥ 0}, where Xt is the state of the
MDP and Dt is the action at time t.
Lemma 4 (Theorem 5.5.3 [24]). For an MDP {(Xn, Dn), n ≥ 0}, given any history
dependent policy and starting state, there exists a randomized Markov policy with the
same long-run average cost.
Using the above lemma we show next that it is not necessary to maintain waiting
time information.
Theorem 4. For the MDP{(Qt, At), t ≥ 0}, if there exists a randomized history
dependent policy that is average-optimal, then there exists a randomized Markov policy
θ∗ that minimizes V (θ) defined in (3.2). Further, one cannot find a policy which also
uses waiting time information that would yield a better solution than V (θ∗).
Proof. From Lemma 4, if the MDP{(Qt, At), t ≥ 0} has a history dependent policy
that is average-optimal, then we can construct a randomized Markov policy that
yields the same long-run average cost given Q0 = (0, 0). Therefore, if there exists
a randomized history dependent policy that is average-optimal, then there exists a
randomized Markov policy θ∗ that minimizes V (θ) defined in (3.2).
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Knowing the entire history of states and actions one can always determine the
history of waiting times as well as the current waiting times of all packets. Therefore
the average-optimal policy θ′ that uses waiting time information is equivalent to a
history dependent policy. From Lemma 4, we can always find a randomized Markov
policy that yields the same average-optimal solution as V (θ′).
2. Average-Optimal Policy: Stationary and Deterministic
In the previous section, we showed that there exists an average-optimal policy that
does not include the waiting time in the state of the system. Afterward, we focus on
queue length-based policies and determine the structure of the average-optimal policy.
In the MDP literatures (e.g. [28]), the conditions for the structure and location of
average-optimal policy usually rely on the results of the infinite horizon α-discounted
cost case, where 0 < α < 1. Accordingly, for our MDP{(Qt, At), t ≥ 0}, the total
expected discounted cost incurred by a policy θ is
Vθ,α(i, j) = Eθ
[ ∞∑
t=0
αtC(Qt, At)|Q0 = (i, j)
]
. (3.4)
In addition, we define Vα(i, j) = minθ Vθ,α(i, j) as well as vα(i, j) = Vα(i, j)−Vα(0, 0).
Define the α-optimal policy as the policy that minimizes (3.4).
Proposition 5. If E[Ai] <∞ for i ∈ {1, 2}, then Vα(i, j) <∞ for every state (i, j)
and discounted factor 0 < α < 1.
Proof. By θ˜, we denote the stationary policy of always doing nothing for each time
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slot. Hence, Vα(i, j) ≤ Vθ˜,α(i, j). Furthermore, we note that
Vθ˜,α(i, j) = Eθ˜
[ ∞∑
t=0
αtC(Qt, At)|Q0 = (i, j)
]
=
∞∑
t=0
αtCH (i+ j + tE[A1 +A2])
=
CH(i+ j)
1− α +
αCH
(1− α)2E[A1 +A2] <∞.
Lemma 5 (Proposition 1 and 3 [28]). Proposition 5 (i.e. Vα(i, j) is finite) implies
that Vα(i, j) satisfies the optimality equation as following,
Vα(i, j) = min
a∈{0,1}
[CH([i− a]+ + [j − a]+) + CTa+ α
∑
k,l
Pa
(
(i, j), (k, l)
)
Vα(k, l)] (3.5)
The stationary policy that realizes the minimum of right hand side of (3.5) is α-
optimal policy. Moreover, let Vα,0(i, j) = 0 and for n ≥ 1,
Vα,n(i, j) =
mina∈{0,1}[CH([i− a]+ + [j − a]+) + CTa+ α
∑
k,l Pa
(
(i, j), (k, l)
)
Vα,n−1(k, l)].
(3.6)
Then, Vα,n(i, j)→ Vα(i, j) as n→∞ for every i, j, and α.
We use the second part of Lemma 5 to prove that Vα(i, j) is a non-decreasing
function.
Lemma 6. Vα(i, j) is non-decreasing with respect to i and j respectively.
Proof. Prove by induction on n in (3.6). It is obvious for Vα,0(i, j). Assume that
Vα,n(i, j) is non-decreasing. Note that
CH([i− a]+ + [j − a]+) + CTa+ α
∑
k,l Pa
(
(i, j), (k, l)
)
Vα,n(k, l)
= CH([i− a]+ + [j − a]+) + CTa+ α
∑
r,s p
(1)
r p
(2)
s Vα,n([i− a]+ + r, [j − a]+ + s)
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is non-decreasing for all a ∈ {0, 1} since CH is non-negative. Therefore, Vα,n+1(i, j)
is non-decreasing because the minimum operator in (3.6) keeps the non-decreasing
property.
The next lemma relates the α-discounted cost and the long-run average cost
cases.
Lemma 7 (Theorem (i) [28]). There exists a stationary and deterministic policy
that is average-optimal for the MDP{(Qt, At), t ≥ 0} if the following conditions are
satisfied: (i) Vα(i, j) is finite for all i, j, and discount factor α; (ii) there exists a
nonnegative N such that vα(i, j) ≥ −N for all i, j, and α; and (iii) there exists a
nonnegative Mi,j such that vα(i, j) ≤ Mi,j for every i, j, and α. Moreover, for each
state (i, j) there is an action a(i, j) such that
∑
k,l Pa(i,j)
(
(i, j), (k, l)
)
Mk,l <∞.
Using this lemma, we will show in Theorem 6 that the our MDP has an average-
optimal policy that is stationary and deterministic. Please refer to Appendix A for
the proof.
Theorem 6. For the MDP{(Qt, At), t ≥ 0}, there exists a stationary and determin-
istic policy θ∗ that minimizes V (θ) if E[A2i ] <∞ and E[Ai] < 1 for i ∈ {1, 2}.
Now that we know the average-optimal policy is stationary and deterministic,
the question is how we find it. In the next section, we investigate this problem and
will show that the average-optimal policy is a threshold-based policy.
3. Structure of Optimal Policy: Threshold Based
The standard methodology to obtain stationary policy for infinite-horizon average
cost minimization problem is to use a linear program (LP) [25]. However, the method
assumes the finite states, so we cannot directly apply to our MDP{(Qt, At), t ≥ 0}, as
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our MDP has infinite states and the Markov chain under some policy is not irreducible
(for example if we always transmit, it is not possible to reach some of the states). To
circumvent that, we might construct a finite size LP with N states and force it to
be irreducible by creating dummy transitions with probability  > 0 between some
states. Let us call this LP(N, ). By letting N → ∞ and  → 0 we argue that our
MDP would have an average-optimal deterministic policy.
LP(N, ) provides a method to obtain the stationary and deterministic subop-
timal policy for our MDP{(Qt, At), t ≥ 0}. We are still interested in how to find
the average-optimal policy. If we know that the average-optimal policy satisfies the
structural properties then it is possible to search through the space of stationary de-
terministic policies and obtain the optimal one. We will study the α-optimal policy
first and then discuss how to extend to the average-optimal policy.
a. Structure of α-Optimal Policy
In this subsection, we will investigate the properties of an α-optimal policy. These
results will be useful in the subsequent section in order to find the average-optimal
scheme. Before examining the general i.i.d. arrival model, first we consider a special
case of Bernoulli arrival processes.
i.i.d. Bernoulli Arrival Processes:
The following lemma summarizes our result for this special case, where the arrivals
to the queues are independently distributed as Bernoulli random variables.
Lemma 8. Consider the i.i.d. Bernoulli arrival process. For the MDP{(Qt, At), t ≥
0}, the α-optimal policy is of threshold type. There exist the optimal thresholds L∗α,1
and L∗α,2 so that the optimal deterministic action in state (i, 0) is to wait if i < L
∗
α,1,
and to transmit without coding if i ≥ L∗α,1; while in state (0, j) is to wait if j < L∗α,2,
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and to transmit without coding if j ≥ L∗α,2.
Proof. Referring to (3.5), let
Vα(i, 0, a) = CH([i− a]+) + CTa+ α
∑
k,l
Pa
(
(i, 0), (k, l)
)
Vα(k, l)
and define Vα(i, 0) = mina∈{0,1} Vα(i, 0, a). Let L∗α,1 = min{i ∈ N ∪ {0} : Vα(i, 0, 1) ≤
Vα(i, 0, 0)}. Then the optimal stationary and deterministic action (for the total ex-
pected α-discounted cost) is An = 0 for the states (i, 0) with i < L
∗
α,1, and An = 1 for
the state (L∗α,1, 0). Note that we do not care about the states (i, 0) with i > L
∗
α,1 since
they are not accessible as (L∗α,1, 0) only transits to (L
∗
α,1−1, 0), (L∗α,1, 0), (L∗α,1−1, 1),
and (L∗α,1, 1). The similar argument is applicable for the states (0, j). Consequently,
there exists a policy of threshold type that is α-optimal.
For the i.i.d. Bernoulli arrival process, we have shown that the the α-optimal
policy can be threshold based. The next question is the possibility to extend to any
i.i.d. arrival process.
General i.i.d. Arrival Processes:
We shall see that a threshold based α-optimal policy exists for the case of general
i.i.d. arrivals as well. Define
Vα(i, j, a) = CH
(
[i− a]+ + [j − a]+)+ CTa+ αE[Vα ([i− a]+ +A1, [j − a]+ +A2)],
and
Vα,n(i, j, a) = CH
(
[i− a]+ + [j − a]+)+CTa+αE[Vα,n ([i− a]+ +A1, [j − a]+ +A2)].
Then, (3.5) can be expressed as Vα(i, j) = mina∈{0,1} Vα(i, j, a), while (3.6) is written
as Vα,n(i, j) = mina∈{0,1} Vα,n−1(i, j, a). For every discounted factor α, we want to
show that there exists an α-optimal policy that is of threshold type. To be precise,
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let the α-optimal policy for the first dimension a∗α,i = arg mina∈{0,1} Vα(i, 0, a), we
will show that a∗α,i is non-decreasing as i increases, and so is the case for the second
dimension.
In our analysis, we investigate some important properties of function Vα,n(i, j, a)
like subadditivity, submodularity and subconvexity. These properties are properly
defined as follows.
Definition 3 (Subadditivity [24]). A function f : (N ∪ {0})2 → R is subadditive if
for all i− ≤ i+ and a− ≤ a+,
f(i+, a+)− f(i+, a−) ≤ f(i−, a+)− f(i−, a−). (3.7)
Definition 4 (Submodularity [29]). A function f : (N ∪ {0})2 → R is submodular if
for all i, j ∈ N ∪ {0}
f(i, j) + f(i+ 1, j + 1) ≤ f(i+ 1, j) + f(i, j + 1). (3.8)
Definition 5 (K-Convexity). A function f : (N ∪ {0})2 → R is K-convex (where
K ∈ N) if for every i, j ∈ N ∪ {0}
f(i+K, j)− f(i, j) ≤ f(i+K + 1, j)− f(i+ 1, j) (3.9)
f(i, j +K)− f(i, j) ≤ f(i, j +K + 1)− f(i, j + 1). (3.10)
Definition 6 (K-Subconvexity). A function f : (N ∪ {0})2 → R is K-subconvex
(where K ∈ N) if for all i, j ∈ N ∪ {0}
f(i+K, j +K)− f(i, j) ≤ f(i+K + 1, j +K)− f(i+ 1, j) (3.11)
f(i+K, j +K)− f(i, j) ≤ f(i+K, j +K + 1)− f(i, j + 1). (3.12)
Remark 7. If a function f : (N ∪ {0})2 → R is submodular and K-subconvex, then
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it is K-convex, and for every r ∈ N with 1 ≤ r < K,
f(i+K, j + r)− f(i, j) ≤ f(i+K + 1, j + r)− f(i+ 1, j) (3.13)
f(i+ r, j +K)− f(i, j) ≤ f(i+ r, j +K + 1)− f(i, j + 1). (3.14)
For simplicity, we will ignore K in Definitions 5 and 6 when K = 1. Suppose it
is true that
Vα(i+ 1, 0, 1)− Vα(i+ 1, 0, 0) ≤ Vα(i, 0, 1)− Vα(i, 0, 0). (3.15)
Now if the α-optimal polity for state (i, 0) is a∗α,i = 1, i.e., Vα(i, 0, 1) ≤ Vα(i, 0, 0),
then the α-optimal policy for state (i + 1, 0) is also a∗α,i+1 = 1. On the other hand,
the α-optimal policy for state (i, 0) is a∗α,i = 0 once the α-optimal polity for state
(i+1, 0) is a∗α,i+1 = 0. Therefore in order to show that α-optimal policy is monotonic,
it suffices to show that (3.15) holds. Equivalently, it is enough to show that Vα(i, 0, a)
and Vα(0, j, a) are subadditive for a ∈ {0, 1}.
Our approach to show the subadditivity property of Vα(i, 0, a) (and Vα(0, j, a))
is by inductively verifying this property for Vα,n(i, j, a). The following useful lemma
provides a set of sufficient conditions for Vα,n(i, j, a) to be subadditive.
Lemma 9. Given 0 < α < 1 and n ∈ N∪{0}. If Vα,n(i, j) = mina∈{0,1} Vα,n−1(i, j, a)
is non-decreasing, submodular, and subconvex, then Vα,n(i, j, a) is subadditive for i and
a when j is fixed, and vice versa. Consequently, min{a : arg mina∈{0,1} Vα,n(i, j, a)} is
non-decreasing w.r.t. i for fixed j, and vice versa.
Proof. Define ∆Vα,n(i, j) = Vα,n(i, j, 1) − Vα,n(i, j, 0). We claim ∆Vα,n(i, j) is non-
increasing, more precisely ∆Vα,n(i, j) is a non-increasing function w.r.t. i while j is
fixed, and vice versa. In what follows, we will prove this claim by focusing on the
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prior part. Notice that ∆Vα,n(i, j) =
CH([i− 1]+ + (j − 1)+) + CT + αE[Vα,n([i− 1]+ +A1, [j − 1]+ +A2)]
−CH(i+ j)− αE[Vα,n(i+ A1, j + A2)]
To be precise for i ≥ 1, if j = 0 we have
∆Vα,n(i, 0) = CT − CH + αE[Vα,n(i− 1 +A1,A2)− Vα,n(i+A1,A2)], (3.16)
otherwise, for j ≥ 1, we get
∆Vα,n(i, j) =
CT − 2CH + αE[Vα,n(i− 1 +A1, j − 1 +A2)− Vα,n(i+A1, j +A2)].
(3.17)
Fix j ≥ 1 in (3.17), according to the subconvexity of Vα,n(i, j), ∆Vα,n(i, j) does not
increase as i increases for i ≥ 1. While j = 0 is given, that is also true due to the
convexity of Vα,n(i, j). Furthermore, the boundary conditions are considered in the
following. Let j ≥ 1 fixed, then
∆Vα,n(1, j) = CT − 2CH + αE[Vα,n(A1, j − 1 +A2)− Vα,n(1 +A1, j +A2)]
∆Vα,n(0, j) = CT − CH + αE[Vα,n(A1, j − 1 +A2)− Vα,n(A1, j +A2)].
(3.18)
Note that E[Vα,n(1 +A1, j +A2)] ≥ E[Vα,n(A1, j +A2)] according to non-decreasing
property of Vα,n(i, j) and then ∆Vα,n(1, j) ≤ ∆Vα,n(0, j). Finally, for j = 0 we have
∆Vα,n(1, 0) = CT − CH + αE[Vα,n(A1,A2)− Vα,n(1 +A1,A2)]
∆Vα,n(0, 0) = CT .
(3.19)
∆Vα,n(1, 0) ≤ ∆Vα,n(0, 0) results from E[Vα,n(A1,A2) − Vα,n(1 + A1,A2)] ≤ 0 as
Vα,n(i, j) is non-decreasing. Consequently, ∆Vα,n(i, j) is a non-increasing function
w.r.t. i while j is fixed.
In the previous lemma, we found some conditions on Vα,n(i, j) which imply the
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subadditivity of Vα,n(i, j, a). If we show that these conditions hold for all values of n,
then one can easily conclude that Vα(i, 0, a) (similarly Vα(0, j, a)) is subadditive and
as a result the α-optimal policy is monotonic.
The following lemma declares that if the mentioned conditions hold for Vα,n(i, j),
then they will also hold for Vα,n+1(i, j). Please refer to Appendix A for the proof.
Lemma 10. Given 0 < α < 1 and n ∈ N ∪ {0}. If Vα,n(i, j) is non-decreasing,
submodular, and subconvex, then Vα,n+1(i, j) is non-decreasing, submodular, and sub-
convex.
Using all the previous preliminary lemmas, we can now present our main result
for the structure of α-optimal policies in the following lemma.
Theorem 8. For the MDP{(Qt, At), t ≥ 0} with any i.i.d. arrival processes to both
queues, there exists an α-optimal policy that is of threshold type. Given Q2, the α-
optimal policy is monotone w.r.t. Q1, and vice versa.
Proof. Prove by induction. Note that Vα,0(i, j) = 0 is non-decreasing, submodular,
and subconvex, that leads to min{a : arg mina∈{0,1} Vα,0(i, j, a)} being non-decreasing
based on Lemma 9. These properties propagate as n goes to infinity according to
Lemma 10.
In the next subsection, we extend these results to average-optimal policies.
b. Structure of Average-Optimal Policy
Thus far, we have characterized the α-optimal policy. The following lemma describes
a useful relation between the average-optimal policy and the α-optimal policy.
Lemma 11 (Lemma and Theorem (i) [28]). Consider the MDP{(Qt, At), t ≥ 0}.
Let {αn}, converging to 1, be any sequence of discount factors associated with the
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α-optimal policy {θαn(i, j)}. There exists a subsequence {βn} and a stationary policy
θ∗(i, j) that is the limit point of {θβn(i, j)}. If the three conditions in Lemma 7 are
satisfied, θ∗(i, j) is the average-optimal policy for (3.2).
Using this lemma, it is straightforward to conclude that a threshold based average-
optimal policy exists. The following theorem formally expresses this result.
Theorem 9. Consider any i.i.d. arrival processes to both queues. The average-
optimal policy for the MDP{(Qt, At), t ≥ 0} is of threshold type. There exist the
optimal thresholds L∗1 and L
∗
2 so that the optimal deterministic action in states (i, 0)
is to wait if i ≤ L∗1, and to transmit without coding if i > L∗1; while in state (0, j) is
to wait if j ≤ L∗2, and to transmit without coding if j > L∗2.
Proof. Let (˜i, 0) be any state, at which the average-optimal policy is to transmit, i.e.,
θ∗(˜i, 0) = 1 in Lemma 11. Since there is a sequence of discounted factors {βn} such
that θβn(i, j) → θ∗(i, j), then there exists N > 0 so that θβn (˜i, 0) = 1 for all n ≥ N .
Due to the monotone of α-optimal policy in Theorem 8, θβn(i, 0) = 1 for all i ≥ i˜ and
n ≥ N . Therefore, θ∗(i, 0) = 1 for all i ≥ i˜. To conclude, the average-optimal policy
is of threshold type.
In the next subsection, we briefly comment about how to find the best thresholds
for an average-optimal policy.
4. Obtaining the Optimal Deterministic Stationary Policy
We have shown in the previous subsection that the average-optimal policy is sta-
tionary, deterministic and threshold type, so we only need to consider the subset of
deterministic stationary policies. Given the thresholds of both queues, the MDP is
reduced to a Markov chain. The next step is to find the optimal threshold.
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First note that the condition E[Ai] < 1 might not be sufficient for the stability
of the queues since the threshold based policy leads to a lower average service rate.
In the following theorem, we claim that the conditions E[A2i ] <∞ and E[Ai] < 1 for
i ∈ {1, 2} are enough for the stability of the queues. For the proof, please refer to
Appendix A.
Theorem 10. For the MDP{(Qt, At), t ≥ 0} with E[A2i ] < ∞ and E[Ai] < 1 for
i ∈ {1, 2}. The reduced Markov chain from applying the stationary and deterministic
threshold based policy to MDP is positive recurrent, i.e. the stationary distribution
exists.
We realize that if E[A2i ] < ∞ and E[Ai] < 1 for i ∈ {1, 2}, then there exists a
stationary threshold type policy that is average-optimal and can be obtained from the
reduced Markov chain. The following theorem gives an example of how to compute
the optimal thresholds for the case of Bernoulli arrivals.
Theorem 11. Consider the Bernoulli arrival process. The optimal thresholds L∗1 and
L∗2 are
(L∗1, L
∗
2) = arg min
L1,L2
CTT (L1, L2) + CHH(L1, L2), (3.20)
where,
T (L1, L2) = p(1)1 p(2)1 pi0,0 + p(2)1
∑L1
i=1 pii,0 + p
(1)
1
∑L2
j=1 pi0,j + p
(1)
1 p
(2)
0 piL1,0 + p
(1)
0 p
(2)
1 pi0,L2
H(L1, L2) =
∑L1
i=1 ipii,0 +
∑L2
j=1 jpi0,j,
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in which,
pi0,0 =
1(
1−αL1+1
1−α
)
+
(
1−1/αL2+1
1−1/α
)
− 1
pii,0 = α
ipi0,0
pi0,j = pi0,0/α
j
α =
p
(1)
1 p
(2)
0
p
(1)
0 p
(2)
1
.
Proof. Let Y
(i)
t be the number of type i packets at the t
th slot after transmission. It is
crucial to note that this observation time is different from when the MDP is observed.
Then the bivariate stochastic process {(Y (1)t , Y (2)t ), t ≥ 0} is a discrete-time Markov
chain which state space is smaller than the original MDP, i.e. (0, 0), (1, 0), (2, 0), · · · ,
(L1, 0), (0, 1), (0, 2), · · · , (0, L2). Define α as a parameter such that
α =
p
(1)
1 p
(2)
0
p
(1)
0 p
(2)
1
.
Then, the balance equations for 0 < i ≤ L1 and 0 < j ≤ L2 are:
pii,0 = αpii−1,0
αpi0,j = pi0,j−1.
(3.21)
Since pi0,0 +
∑
i,j pii,0 + pi0,j = 1, we have
pi0,0 =
1(
1−αL1+1
1−α
)
+
(
1−1/αL2+1
1−1/α
)
− 1
. (3.22)
The expected number of transmissions per slot is
T (L1, L2) = p(1)1 p(2)1 pi0,0 + p(2)1
L1∑
i=1
pii,0 + p
(1)
1
L2∑
j=1
pi0,j + p
(1)
1 p
(2)
0 piL1,0 + p
(1)
0 p
(2)
1 pi0,L2 .
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The average number of packets in the system at the beginning of each slot is
H(L1, L2) =
L1∑
i=1
ipii,0 +
L2∑
j=1
jpi0,j. (3.23)
Thus upon minimizing we get the optimal thresholds L∗1 and L
∗
2.
Whenever CH > 0, it is relatively straightforward to obtain L
∗
1 and L
∗
2. Since it
costs CT to transmit a packet and CH for a packet to wait for a slot, it would be better
to transmit a packet than make a packet wait for more than CT/CH slots. Thus L
∗
1
and L∗2 would always be less than CT/CH . Hence by completely enumerating between
0 and CT/CH for both L1 and L2, we can obtain L
∗
1 and L
∗
2. One could perhaps find
faster techniques than complete enumeration, but it certainly serves the purpose.
Subsequently, we study a special case, p
(1)
1 = p
(2)
1 , p, in Theorem 11. Note that
L1 = L2 , L as both arrival processes are the same, and α = 1 and pii,j = 1/(2L+ 1)
for all i, j. Hence, we have
T (L) = 2pL+ 2p− p
2
2L+ 1
, (3.24)
H(L) = L
2 + L
2L+ 1
. (3.25)
Define R = CT/CH . Then the optimal threshold is
L∗(p,R) = arg min
L
R(2pL+ 2p− p2) + L+ L2
2L+ 1
. (3.26)
By taking the derivative, we obtain that L∗ = 0 if R < 1/(2p− 2p2) and otherwise,
L∗(p,R) =
−1 +√1− 2(1− 2Rp+ 2Rp2)
2
. (3.27)
We can observe that L∗(p,R) is a concave function w.r.t. p. Given R fixed,
L∗(1/2, R) = (
√
R− 1 − 1)/2 is the largest optimal threshold among various values
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of p. When p < 1/2, the optimal-threshold decreases as there is a relatively lower
probability for packets in one queue to wait for a coding pair in another queue. When
p > 1/2, there will be a coding pair already in the relay node with a higher probability,
and therefore the optimal-threshold also decreases. Moreover, L∗(1/2, R) = O(√R),
so the maximum optimal threshold grows with the square root of R, but not linearly.
When p is very small, L∗(p,R) = O(√Rp) grows slower than L∗(1/2, R).
D. Numerical Studies
In this section we present several numerical results to demonstrate the analytical
formulation as well as its extensions. We study the performance of a number of
policies:
1. Opportunistic Coding: when a packet arrives, coding is performed if a compat-
ible packet is available, otherwise transmission takes place immediately.
2. Queue-length-based threshold: a Stationary Deterministic policy that our anal-
ysis suggests it should be optimal for i.i.d arrival processes.
3. Randomized-Queuelength-based threshold: a Stationary policy that Random-
izes over deterministic policies. We expect that it would not perform any better
than deterministic queue-length-based policies.
4. Queue-length-plus-Waiting-time-based thresholds: a History Dependent policy
which is likely to give the best possible performance.
5. Waiting-time-based thresholds: an HR policy that we create for the purpose of
comparison to illustrate that history on its own is only of limited value.
We simulate these policies on two different cases: (i) the single relay with
Bernoulli arrivals (Figures 7(a) and 7(b)) and (ii) a line network with 4 nodes, in
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Fig. 7. The performance of network coding enabled relay networks in terms of trans-
mission and holding costs
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which the sources are Bernoulli (Figure 7(c)). Note that in this case, since the depar-
tures from one queue determine the arrivals into the other queue, the arrival processes
are significantly different from Bernoulli. Our simulations are done in Java and for
each scenario we report the average results of 105 iterations.
Our numerical studies illustrate that, as expected, a deterministic queue-length
based policy is optimal for different network scenarios. The results are intriguing as
they suggest that achieving a near-perfect tradeoff between waiting and transmis-
sion costs is possible using simple policies; and coupled with optimal network-coding
aware routing policies like the one in [20], have the potential to exploit the positive
externalities that network coding offers.
E. Further Discussions and Extensions
We understand that the average-optimal policy is stationary and threshold based for
the i.i.d. arrival process with the service rate 1 packet per time unit. Two more
general models are discussed here.
1. Batched Service
Assume that the relay R can serve a group of packets with the size of K at end of
the time slot. R decides to transmit, At = 1, or to wait At = 0 at the end of every
time slot. The holding cost per unit time for a packet is CH , while CT is the cost to
transmit a batched packet. Then the immediate cost at time t is
C(K)(Qt, At) = CH([Q
(1)
t − AtK]+ + [Q(2)t − AtK]+) + CTAt, (3.28)
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We also want to find the optimal policy θ∗ that minimizes the long-time average cost
V (K)(θ), called K-MDP{(Qt,At), t ≥ 0} problem,
V (K)(θ) = lim
K→∞
1
K + 1
Eθ
[
K∑
t=0
C(K)(Qt, At)|Q0 = (0, 0)
]
. (3.29)
Notice that the best policy might not just transmit when both queues are non-empty.
When K > 1, R might also want to wait even if Q(1)t Q(2)t > 0 because the batched
service of size less than K has the same transmission cost CT . The optimality equation
of the expected α-discounted cost is revised as
V (K)α (i, j) = min
a∈{0,1}
[
CH([i− aK]+ + [j − aK]+) + CTa+
E[V (K)α ([i− aK]+ +A1, [j − aK]+ +A2)]
]
(3.30)
We can get the following results.
Theorem 12. Given α and K, V (K)α (i, j) is non-decreasing, submodular, and K-
subconvex. Moreover, there is an α-optimal policy that is of threshold type. For a
fixed j, the α-optimal policy is monotone w.r.t. i, and vice versa.
Theorem 13. Consider any i.i.d. arrival processes to both queues. For the K-
MDP{(Qt, At), t ≥ 0}, the average-optimal policy is of threshold type. Given j =
j˜ fixed, there exists the optimal threshold L∗
j˜
such that the optimal stationary and
deterministic policy in state (i, j˜) is to wait if i ≤ L∗
j˜
, and to transmit if i > L∗
j˜
.
Similar argument is true for the other queue.
2. Markov-Modulated Arrival Process
So far we only considered i.i.d. arrival processes, here we will study a specific arrival
process with memory, i.e., Markov-modulated arrival process (MMAP). The service
capacity of R is focused on K = 1 packet. Let N (i) = {0, 1, · · · , N (i)} be the state
66
space of MMAP at node i, with the transition probability p
(i)
k,l where k, l ∈ N (i).
The number of packets generated by the node i at time t is denoted by N (i)t ∈ N (i).
Then the decision of R is made based on the observation of (Q
(1)
t , Q
(2)
t ,N (1)t ,N (2)t ).
Similarly, the objective is to find the optimal policy that minimizes the long-term
average cost, named MMAP-MDP{(Q(1)t , Q(2)t ,N (1)t ,N (2)t ) : t ≥ 0} problem. The
optimality equation of the expected α-discounted cost becomes
V MMAPα (i, j, n1, n2) = min
a∈{0,1}
[CH([i− a]+ + [j − a]+) + CTa+
α
∑
k,l
p
(1)
n1,k
p
(2)
n2,l
V MMAPα ([i− a]+ + k, [j − a]+ + l, k, l)].
Then we can conclude the following results.
Theorem 14. Given n1 ∈ N (1) and n2 ∈ N (2), V MMAPα (i, j, n1, n2) is non-decreasing,
submodular, and subconvex w.r.t. i and j. Moreover, there is an α-optimal policy
that is of threshold type. Fixed n1 and n2, the α-optimal policy is monotone w.r.t. i
when j is fixed, and vice versa.
Theorem 15. Consider any MMAP arrival process. The average-optimal policy for
the MMAP-MDP{(Q(1)t , Q(2)t ,N (1)t ,N (2)t ) : t ≥ 0} is of multiple thresholds type. There
exists a set of optimal thresholds {L∗1,n1,n2} and {L∗2,n1,n2}, where n1 ∈ N (1) and
n2 ∈ N (2), so that the optimal stationary decision in states (i, 0, n1, n2) is to wait if
i ≤ L∗1,n1,n2, and to transmit without coding if i > L∗1,n1,n2, while in state (0, j, n1, n2)
is to wait if j ≤ L∗2,n1,n2, and to transmit without coding if j > L∗2,n1,n2.
F. Summary and Future Work
In this chapter, we investigated the delicate trade-off between waiting and transmit-
ting using network coding. We started with the idea of exploring the whole space
of history dependent policies, but showed step-by-step how we could move to sim-
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pler regimes, finally culminating in a stationary deterministic queue-length threshold
based policy. The policy is attractive because its simplicity enables us to characterize
the thresholds completely, and we can easily illustrate its performance on multiple
networks. We showed by simulation how the performance of the policy is optimal
in the i.i.d (Bernoulli) arrival scenario, and how it also does well in other situations
such as for line networks.
An immediate extension to this work will be investigating a similar trade-off in
general queuing networks with shared resources. Also one can check how the results
will change for more general and possibly heterogeneous cost functions.
The aim of this chapter was to develop an analytical framework for studying
the performance of network coding when there are constraints on the service delay.
In the next chapter, we will study a practical situation in which a simple random
linear network coding scheme plays a fundamental role. We will consider a peer-
to-peer network that supports delay sensitive applications like content distribution
with delay constraints on the delivery time and multimedia live streaming which
naturally requires strict delay guarantees. We shall see how using network coding can
(i) simplify the construction of efficient algorithms, and (ii) enhance the performance
of the system.
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CHAPTER IV
WIRELESS BROADCAST P2P NETWORKS
Delay sensitive applications are beginning to dominate Internet applications [30],
accompanied by the rising popularity of smart, handheld devices. Such devices usually
have multiple communication interfaces. For example, smart phones have 3G (or 4G),
WiFi, and Bluetooth interfaces. Cellular data interfaces are currently designed for
unicast communication between a base station to a device, and are expensive, both
in terms of energy and dollar-cost of usage. Other interfaces may be used for ad-hoc
peer-to-peer broadcast transmissions, and are usually less expensive. The hardware
and applications to exploit one or both interfaces for proximate P2P communication
are already making an appearance [31].
The objective of this work 1 is to design algorithms to exploit both base-station
to peer (B2P) and peer-to-peer (P2P) wireless interfaces simultaneously such that a
group of proximate peer devices can all obtain some common information within a
specified deadline and at lowest cost. Essentially, the problem that we are interested
in is the timely synchronization of data on multiple wireless devices with minimal
infrastructure support. Applications can be divided into two categories, namely, (i)
content distribution and (ii) multimedia streaming. Some examples of the content
distribution application might be emergency response situations (here, cellular data
support is limited), as well as ensuring that purchases such as software and media files
are simultaneously available on multiple smart devices (here, cellular data support is
expensive). Furthermore, multimedia streaming applications are becoming increas-
ingly popular. Based on our framework, we can develop new efficient schemes to
1Parts of this work were done in collaboration with other students, Mayank Man-
jrekar and Swetha Sampath.
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stream a common multimedia channel to a group of cooperative peers. The schemes
that we develop will be able to reduce the traffic load on the cellular network and the
media server, and also increase the quality of experience of the peers while decreasing
their cost.
Our setup is illustrated in Figure 8, where peers use both their cellular and
ad-hoc interfaces simultaneously. All information enters the system from a media
server through the cellular interfaces, and is then re-distributed proximately via P2P
broadcast. Each block of information is divided into clunks for transmission. The
questions that we need to answer are (i) how long should peers utilize their cellular
data interfaces? and (ii) which peer should broadcast what chunk at each time?
In order to meet a strict time deadline, there are two intuitive requirements on the
information state of the system at the time of turning off cellular data, namely, (i)
each peer individually, and (ii) the system as a whole should have received sufficient
B2P transmissions. We seek to arrive at an appropriate information state by using
both expensive unicast B2P transmissions and low-cost P2P broadcasts for some
duration of time, such that the P2P broadcasts acting alone can make up the balance
afterward.
Fig. 8. Hybrid P2P wireless network. Each device can utilize both base-station-to-peer
(B2P) and peer-to-peer (P2P) communication.
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If chunks are sent in an uncoded fashion, every base station and every peer would
have to coordinate with each other so as to send an optimal sequence of chunks that
would minimize the number of required B2P and P2P transmissions for a given dead-
line. Furthermore, if any chunk is lost, it would require the whole optimal sequence
to be re-calculated. To avoid this complexity, each transmitted chunk is created us-
ing random linear coding [32,33] so that chunk identities can be ignored. Here, each
coded chunk is a linear combination of the original chunks, with the coefficients drawn
randomly from a finite field. Thus, each coded chunk can be thought of as an element
in a vector space with the scalars in a finite field. The information available with each
peer can then be represented by a matrix that contains all the vectors that it has
received thus far, and the block of information can be decoded when this matrix is of
full rank. Each coded chunk received can either increase the rank of the matrix by
one (adds a degree of freedom (DoF)), or might have no impact if it can be recreated
as a linear combination of existing vectors with the peer.
The problem of efficiently exchanging common information over a broadcast P2P
network (without existence of the external B2P network) was recently studied in
[34–36]. The common objective in these papers is to deliver a block of information to
a group of peers, with some initial conditions, in the minimum number of broadcast
transmissions. The problem of scheduling the P2P network (i.e., finding the right peer
to broadcast at each slot) in our content distribution framework has some similarities
with the problem studied in these papers. All of the aforementioned works consider
a reliable model for the broadcast links. For analytical purposes, we also assume
that our wireless broadcast network is lossless. Indeed we have been conducting
experiments on an Android smart phone testbed, and have empirically found that
P2P WiFi broadcast transmissions essentially succeed with probability one due to
the proximity of the devices. We will comment on the challenges of considering lossy
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P2P transmissions in Section C. Despite the similarities of our model and the ones
mentioned above, we face a new challenge of dealing with a hybrid network (i.e.,
simultaneous B2P and P2P transmissions). Also our QoS metric, minimum cost
timely synchronization, is essentially different from their objective. To solve this
new challenge, we use ideas from queueing theory and develop some results on the
performance of the longest-queue-first algorithm, which will be used in scheduling our
hybrid network. We further generalize the results of the broadcast P2P case in [34]
to a larger class of algorithms.
In the context of P2P multimedia streaming applications, the literature is very
rich and it is well accepted that network coding can indeed simplify the implemen-
tation and yet improve the performance. A few examples of systems built based on
the idea of network coding are Lava [37], CoolStreaming [38], PPLive [39], [40] and
UUSee [41]. While all the above models only consider unicast transmissions among
peers, our P2P framework is one of the few models in this context that allows having
broadcast transmissions over the P2P network. Although in wireless networks it is
very reasonable and also efficient to consider broadcast transmissions, the coordina-
tion of transmissions is much more challenging compared to the systems with only
unicast sessions.
Closest to our multimedia streaming model is [42] that investigates the problem
of managing multiple interfaces for the purpose of cooperatively sharing video content
over a broadcast P2P network. Unlike our delay sensitive model, they try to maximize
a utility function of the average information flow (video) rate achieved by the peers.
Moreover, we will specifically study a live streaming application as opposed to on-
demand streaming. In this model, we need to download and play out the stream
of multimedia in a timely manner in order to meet fixed service deadlines while
guaranteeing some predefined minimum quality requirements.
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Delay sensitive communication in P2P networks has attracted significant recent
interest. For example, [43,44] develop analytical models on the trade-off between the
steady state probability of missing a chunk and buffer size, under different block selec-
tion policies in a streaming situation. Unlike our model, they consider live streaming
with a single deterministic channel between each pair of peers. There is also work
on characterizing cost vs. quality tradeoffs in choosing one or the other wireless
interface [33,45]. However, neither of these consider P2P communications.
In what follows, we first study the content distribution application in Section A.
The live multimedia streaming system will be discussed in Section B. Section C will
conclude this chapter by summarizing our results and presenting some ideas for future
work.
A. Content Distribution with Service Deadline
In this section, we shall consider the problem of delay sensitive content distribution
over a P2P network. We organized this section as follows.
We begin our study by formally describing the system model in Subsection 1.
Our overall objective is to develop algorithms for content distribution to a set of
cooperative wireless users which require some service deadline.
In Subsection 2, we study the content distribution problem in a pure P2P network
(no B2P) with an arbitrary initialization of chunks. Our objective is to find an
algorithm whereby all peers would possess full rank matrices after the smallest number
of broadcast P2P transmissions. We propose a Non-min-Rank-First (NmRF) scheme
for P2P transmissions, wherein any one peer except the one (or ones) with smallest
matrix rank may broadcast a random linear combination. We evaluate the algorithm
for two cases: (i) uncoded initialization, where peers initially possess uncoded packets
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and (ii) coded initialization. We show that the proposed scheme is optimal for large
field sizes, and obtain performance bounds for finite field sizes.
The next step consists of integrating both P2P and B2P transmissions, presented
in Subsection 3. Here, our quality of service (QoS) target is to ensure that all peers
obtain the block with a target probability η by a deadline T. We pose this problem as
an oﬄine stopping time problem for the B2P transmissions. Thus, we have two phases
whose durations are determined in an oﬄine manner. In the first phase, both B2P
and P2P networks are used, while in the second phase only P2P broadcasts are used
to complete the dissemination of the content. We show that the appropriate P2P
broadcast schemes during phase 1 and 2 are, respectively, Max-Rank-First (MRF)
and Non-min-Rank-First for any stopping time. We map the question of selecting
the appropriate peer to broadcast in phase 1 to that of choosing the right queue
to serve in a system of multiple queues. A basic insight that forms the core of the
proof is that the longest-queue-first service regime actually maximizes the minimum
queue length (the usual result is that it minimizes the maximum queue length), which
results in roughly equal ranks for all peers. This in turn ensures that all peers can
meet the delay target. We then show how to compute the optimal stopping time T1
that would achieve the QoS targets with the minimum cost in the case of large field
sizes, and compute performance bounds of the algorithm in the finite field case.
In Subsection 4, we show how we can implement the peer selection algorithms,
MRF and NmRF schemes, in a decentralized fashion. We will see that with a small
overhead in the proposed distributed scheme, peers can individually perform the
algorithm without the need for a central scheduler or excessive communications to
coordinate the transmissions.
Finally, we illustrate the main insights using the simulations on a hybrid network
in Subsection 5, and verify the performance of our suggested algorithms.
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1. System Model
Consider Figure 8 again. There are M peers, denoted by i ∈ {1, . . . ,M}, all interested
in receiving the same block of information. The block is further divided intoN chunks.
Each peer has two communication interfaces—broadcast P2P and unicast B2P. We
assume that each B2P transmission has unit cost, while P2P broadcasts are free.
We assume that the time is slotted and the duration of a time slot is enough for
transmitting at most one chunk over either interface.
A transmitted chunk over a B2P channel may not be successfully delivered due to
the unreliability of the channel. We model each B2P unicast channel as an indepen-
dent Bernoulli random variable with parameter p. Since the peers are all proximate
to each other, they have statistically similar B2P channels. Thus, peers access base
stations with identical probabilities of success at any particular time. We denote the
total number of chunks delivered to peer i via the B2P network by the beginning of
slot t using ei[t]. We assume that each B2P transmission has a unit cost.
The common P2P broadcast channel can only be used by at most one peer,
u[t] ∈ {1, . . . ,M}, in each time slot t. We assume that the peers are near enough to
each other that all of them receive each broadcast successfully. Therefore, the average
data rate over the broadcast P2P channel is 1
p
of the rate over each B2P channel In
practice, the 3G channel is much less reliable than WiFi, and further, the ratio of
data rates achievable using WiFi vs. 3G is of the order of 5 : 1.
xi[t] and ri[t] are used to denote respectively the total number of transmitted
and received chunks by peer i via P2P by the beginning of slot t. Note that according
to the model
∑
i xi[t]−
∑
i xi[t− 1] ≤ 1 for all t > 0 (4.1)
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and because of the lossless nature of the broadcast P2P network, we have
∑
j 6=i
xj[t] = ri[t].
To avoid the problem of piece selection we use random linear network coding.
Each coded chunk is a random linear combination of the N original chunks in the
block. The linear combinations are carried out with coefficients in Fq, a finite field
of size q. Therefore, we can associate a vector γ = (α1, ..., αN) to each coded chunk,
where αi ∈ Fq is the coefficient of the ith original chunk in the corresponding combi-
nation. We will interchangeably use a coded chunk and its corresponding vector γ,
when there is no ambiguity.
Let Si[t] be the set of vectors possessed by peer i at time t, with cardinality nˆi[t].
Thus,
nˆi[t] = ei[t] + ri[t] = ei[t]− xi[t] +
∑
j xj[t]. (4.2)
Further, we represent the dimension of the subspace spanned by Si[t] using ni[t],
which is accordingly called the rank of peer i at time t.
Since the P2P transmissions are heard by everybody, chunks that have already
been broadcast via P2P may not be used in future transmissions. Therefore, without
loss of generality, we assume that at time t, u[t] transmits a chunk which is a linear
combination of the chunks received from the B2P network. This implies that
xi[t] ≤ ei[t] for all t ≥ 0. (4.3)
Observation 6. Given a sequence of transmissions (γ1, . . . , γt) for P2P dissemina-
tion, any permutation Π(γ1, . . . , γt) is also equally effective, i.e., the order of P2P
transmissions is not relevant.
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We define QoS metric (η, T ) in the form of a requirement that all peers are able
to decode the block by the end of time T with probability at least equal to η. We seek
a scheme that would achieve this target at the lowest cost of using B2P transmissions.
Note that a feasible P2P scheme {(x1[t], ..., xM [t])}Tt=0 must satisfy (4.1) and (4.3).
Also, in order to decode the original N chunks at time T , each peer i must have
ni[T ] = N .
2. P2P Broadcast Network
In our P2P broadcast model, only one peer can transmit at a time. In this section,
we attempt to obtain a clear understanding of which peer this should be. Hence, we
study the case of pure P2P broadcasts, assuming that each peer i was initialized with
a set of chunks Si[0] at time t = 0 (i.e., ei[t] = ei[0] := ei for t ≥ 0). If
⋃
i Si[0] spans
the whole space of dimension N, then the P2P broadcasts can be used to ensure that
all peers can eventually recover the block. We would like to find algorithms that do
so with the smallest number of broadcasts. We will study the problem under two
cases, namely, (i) uncoded initialization, and (ii) coded initialization.
a. Uncoded Initialization
In this variation of the problem, we study the basic case in which each peer initially
has a subset of uncoded original chunks. Sprintson et al. [34] study this case, and show
that a Max-rank-first algorithm will achieve the minimum number of transmissions
with probability at least 1− NM
q
.
Max-Rank-First (MRF) algorithm: At any time t, one of the peers with
the maximum rank transmits, i.e., u[t] ∈ {arg maxi ni[t]}. Further, if the ranks of all
peers are equal and smaller than N , an arbitrary peer transmits.
In what follows, we propose a new scheme, Non-min-Rank-First (NmRF), and
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we show that it performs equally well as the MRF algorithm.
Non-min-Rank-First (NmRF) algorithm: At any time t, one of the peers,
except those with the minimum rank, transmits, i.e., u[t] ∈ {1, . . . ,M}\{arg mini ni[t]}.
Further, if the ranks of all peers are equal and smaller than N , an arbitrary peer
transmits.
Note that the MRF algorithm is a special case of the NmRF algorithm. The
main value of the NmRF scheme is that it provides a larger decision space which
can be utilized in different ways. For example, improving the level of fairness in
the system is possible by letting a larger group of peers attend in the transmissions.
Also since there are more candidates for transmitting at each slot, the system is
less vulnerable to unexpected changes in the set of peers. More interestingly, in the
distributed implementation of this system, we will need less number of coordinating
signals, because finding a non-min-rank peer is much easier than one of the max-rank
peers.
We now present results on the performance of NmRF.
Lemma 12. If the peers are initialized with uncoded chunks, NmRF disseminates all
N degrees of freedom to M peers using the minimum number of transmissions with
probability at least 1− NM
q
.
Proof. At time t, given Si[t] for all i ∈ {1, ...,M}, we denote an optimal set of
transmissions to disseminate all degrees of freedom by T [t] = (γt, . . . , γt+Dim(T [t])−1)
such that
γl ∈ Span(Su[l][0]) ∀l ≥ t and Dim(T [t] ∪ Si[t]) = N ∀i, (4.4)
where Span(S) is the subspace spanned by the vectors in the set S, and Dim(S) is the
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dimension of this subspace. Note that Dim(T [t]) +Dim(Si[t]) ≥ Dim(T [t]∪Si[t]) =
N , for all i, which implies
Dim(T [t]) ≥ N −min
i
Dim(Si[t]) = N −min
i
ni[t]. (4.5)
Also, it is shown [34] that when all the ranks are equal, i.e., ni[t] = n < N for all i,
then
Dim(T [t]) ≥ N − n+ 1. (4.6)
This suggests that for any non-minimum rank peer j (or any peer j when all the
ranks are equal), there exists at least one γtˆ ∈ T [t] ∩ Span(Sj[t]). Because otherwise
Dim(T [t]) + Dim(Sj[t]) = Dim(T [t] ∪ Sj[t]) = N , which contradicts (4.5) for the
non-minimum rank peer j (or (4.6) when all the ranks are equal). Consequently, peer
j can generate γtˆ, and transmit it at time t.
The proof of probability bound 1− NM
q
follows a similar approach as in [34] and
is omitted for brevity.
Corollary 5. For the infinite field size q, the NmRF algorithm is optimal.
Note that the above results also hold for the case where the chunks are initially
coded. In what follows, we will specifically study this latter case and show that
by initially providing randomly coded chunks, better performance guarantees can be
achieved.
b. Coded Initialization
In this subsection we assume that the media server performs the network coding
initially and transmits coded chunks instead of the original chunks. Therefore, peers
are assumed to possess randomly coded chunks at the beginning. We immediately
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see that combining the initial randomly coded chunks still further for P2P broadcasts
cannot improve the performance on average. Therefore, we assume that at time t,
u[t] transmits any one of its initial chunks that has not yet been transmitted. This
will alleviate the need for encoding procedure at the peer devices.
Suppose that a peer has rank n < N , i.e, it possesses n linearly independent
coded chunks. For a new coded chunk to be useful to this peer, it has to be linearly
independent of the previous n chunks. However, there is always some non-zero proba-
bility that the new random linearly coded chunk is not useful. An upper bound on this
probability is 1
q
, which does not depend on n (see [32]). If we assume that q is large
enough, then every new randomly coded chunk is indeed useful (i.e, ni[t] = nˆi[t]).
This suggests one can simply count the number of arrivals to a peer to compute its
rank, i.e, ni[t] = nˆi[t]. Hence, we can define the state of the system at time t by
giving the number of chunks from external (B2P) sources possessed by each peer,
(e1[t], . . . , eM [t]), and the amount of shared content between them, (x1[t], . . . , xM [t]).
The following theorem provides an expression for the minimum number of re-
quired transmissions to disseminate all degrees of freedom, in case of infinite field
size.
Theorem 16. Let the system state at time t ≥ 0 be ((e1, . . . , eM), (x1[t], . . . , xM [t]))
and
∑
i ei ≥ N . The minimum number of slots required to complete the dissemination
using only P2P broadcasts is
τ ∗ =
⌈
N −
∑
i
xi[t]−min
(∑
i ei −N
M − 1 ,mini (ei − xi[t])
)⌉
.
Proof. Note that in this proof, we deal with infinite field size q. Let i∗ ∈ {arg maxi ni[t]}
and ni∗ [t] = nmax. In any trajectory of P2P transmissions, peer i
∗ needs to receive
N − nmax broadcasts. Since the order of the transmissions is irrelevant, let the first
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N − nmax transmissions be those needed by i∗. Therefore after τ1 = N − nmax slots,
i∗ will become full-rank, i.e., ni∗ [t + N − nmax] = N . At this time, i∗ can take care
of all remaining P2P transmissions, whose minimum number is τ2 = N −mini ni[t+
N − nmax].
Let yi be the number of times peer i transmits in the first τ1 slots. Then we
require
∑
i 6=i∗ yi = N − nmax and yi ≤ ei − xi[t], (4.7)
and we have, ni[t+N − nmax] = ni[t] +N − nmax − yi.
Consequently, the minimum time, τ ∗ = min(yi)i (τ1 + τ2), to deliver all chunks is
τ ∗ = N −max
(yi)i
(
min
i 6=i∗
(ni[t]− yi)
)
(4.8)
subject to the constraints given in (4.7). From (4.2), τ ∗ can be rewritten as
τ ∗ = N −
∑
i
xi[t]−max
(yi)i
(
min
i 6=i∗
(ei − xi[t]− yi)
)
. (4.9)
Solving the above maximization gives the following solution to the minimum comple-
tion time:
τ ∗ =
⌈
N −
∑
i
xi[t]−min
(∑
i ei −N
M − 1 ,mini (ei − xi[t])
)⌉
.
Note that although the solution to the maximization in (4.9) will provide an
optimal P2P scheme in an oﬄine manner, from Corollary 5 the NmRF online scheme
achieves the same solution.
Next, we consider the finite field case. The following Theorem provides a lower
bound on the probability that the NmRF algorithm completes dissemination by time
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τ ∗.
Theorem 17. When the random linear coding coefficients are drawn from a finite
field Fq, the NmRF algorithm completes dissemination of the block to all peers by
time τ ∗ with probability at least 1− M
q−1 .
In the proof, we will use the following useful lemma.
Lemma 13. A matrix of dimension R × N , whose elements are drawn uniformly
at random from a finite field Fq, is full-rank with probability at least 1 − 1q|N−R|(q−1) ,
where q is the field size.
Proof. Assume R ≤ N. The probability of having R linearly independent rows is
(qN−1)(qN−q)(qN−q2)...(qN−qR−1)
qRN
=
∏N
i=N+1−R(1− q−i) ≥ 1−
∑∞
i=N+1−R
1
qi
= 1− 1
qN−R(q−1) ,
in which the denominator is the number of all matrices of dimension R × N in the
field Fq. Also the r
th term in the numerator is the number of all possibilities for the
rth row, such that it is linearly independent of the previous r − 1 rows. For R > N ,
it can be shown similarly that the probability of obtaining N linearly independent
columns is at least 1− 1
qR−N (q−1) .
Proof. (Theorem 17) Recall that ni[t] and nˆi[t] are the rank and the number of chunks,
respectively, available with i. In the NmRF algorithm, u[t] ∈ {1, . . . ,M}\{arg mini ni[t]}.
First, we show that this theorem holds even if u[t] ∈ {1, . . . ,M}\{arg min nˆi[t]}, i.e.,
at each time t, a peer whose total number of received chunks is not minimum can
transmit.
For the infinite field size case, ni[t] = nˆi[t], i.e., both the above schemes are
identical, and, as shown in Theorem 16, both result in nˆi[t+ τ
∗] ≥ N for all i. Hence,
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we want to compute
P (∀i : ni[t+ τ ∗] = N | ∀i : nˆi[t+ τ ∗] ≥ N) =
1− P (∃i : ni[t+ τ ∗] < N | ∀i : nˆi[t+ τ ∗] ≥ N) ≥
1−∑i P (ni[t+ τ ∗] < N | nˆi[t+ τ ∗] ≥ N) ,
(4.10)
where the last inequality follows from the union bound. Note that nˆi[t + τ
∗] ≥ N
means peer i has received at least N randomly generated chunks by time t + τ ∗,
and the probability that the corresponding nˆi[t + τ
∗] × N matrix is not full-rank is
P (ni[t+ τ ∗] < N |nˆi[t+ τ ∗] ≥ N). From Lemma 13,
P (ni[t+ τ ∗] < N | nˆi[t+ τ ∗] ≥ N) ≤ 1/(q − 1). (4.11)
Consequently, P (∀i : ni[t+ τ ∗] = N | ∀i : nˆi[t+ τ ∗] ≥ N) ≥ 1− Mq−1 .
We observe that for a given state at time t, if the NmRF algorithm fails to
finish the dissemination by time t + τ ∗, then the algorithm which chooses u[t] ∈
{1, . . . ,M}\{arg min nˆi[t]} also fails. Therefore, the NmRF algorithm performs bet-
ter than the other scheme, and the same lower bound is still valid.
Observation 7. Note that unlike the bound for the uncoded initialization case, 1 −
NM
q
, the performance guarantee found in Theorem 17 is independent of N , the number
of chunks. Thus, the probability of failure with a finite field size is likely to be much
lower on average when we start with randomly coded chunks.
To summarize, it is highly preferred to implement the encoding procedure at the
media server. The advantage of this setup is two-fold: (i) need for implementing a
much simpler application at the peers, since they do not need to perform the encoding
process and (ii) achieving potentially a much better performance.
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3. Hybrid Network
In this section, we consider the problem when the B2P network coexists with the
P2P network. We assume that at t = 0 peers have no chunks, and can use both
B2P and P2P transmissions to obtain chunks of the block. Recall the QoS constraint
(η, T ), which requires that all peers must receive the whole block with probability
η by deadline T. All peers have identical Bernoulli B2P channels with equal (unit)
cost and success probability p, which they use to receive randomly coded chunks from
base stations. As discussed in Section b, there is no performance loss if these chunks
are transmitted via P2P broadcasts without performing any further coding. The
questions that we must answer are: (i) how long should the B2P channels be used?
and (ii) which peer should transmit using P2P broadcast at each time? We will seek
an oﬄine solution for the first question. Therefore, it suffices to consider only those
schemes in which we use the B2P channels for the first few time slots and stop using
them afterward.
Fig. 9. Two-phase scheme. Both B2P and P2P transmissions take place in Phase 1,
whereas only P2P transmissions occur in Phase 2.
If we assume N M , since the B2P channels are symmetric, our objective will
be to determine a time T1 such that the B2P channels are all turned off at this time.
We will choose this stopping time in an oﬄine fashion in such a way that the QoS
target can be met with lowest cost. The time-line in our hybrid system is illustrated
in Figure 9. We have two phases, where both B2P and P2P methods are used in
Phase 1, while only P2P is used in Phase 2. Further, due to symmetry of the B2P
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channels, all B2P channels will be turned off simultaneously at T1, with the total cost
being MT1. We first consider the problem in the case of infinite field size.
a. Infinite Field Size
From Figure 9, we observe that the evolution of information state in Phase 2 is
identical to the pure P2P broadcast system in Subsection 2. Theorem 16 can be
used to specify the initial conditions needed to attain any target completion time
(deterministically) in this situation. Thus, from Theorem 16, we define the class of
states Cτ that can finish within time τ purely using P2P broadcasts by
Cτ =
{
((e1, ..., eM), (x1, ..., xM))
∣∣ ∑
i
ei ≥ N, xi ≤ ei,
τ ≥ N −∑
i
xi −min
(∑
i
ei−N
M−1 ,mini
(ei − xi)
)}
Note that the peer selection algorithm during Phase 2 would follow NmRF. Then
the optimal stopping time T1 must be the smallest value (lowest cost) such that
the probability that the system state ((e1[T1], . . . , eM [T1]), (x1[T1], . . . , xM [T1])) is in
CT−T1 at the end of Phase 1 is at least η.
Now, consider the evolution of information state during Phase 1. All B2P chan-
nels are used during this interval. However, P2P broadcast can only happen at time
t if at least one peer has a chunk that has not yet been broadcast via P2P. If there
is no such peer, P2P broadcast must remain idle in that time slot. We call all P2P
transmission policies that transmit whenever it is possible to do so as work conserv-
ing. Denote the event of P2P idleness in time slot s by Is ∈ {0, 1}. Hence, for all
work conserving P2P schemes
Is = 1 only if
∑M
i=1 (ei[s]− xi[s]) = 0. (4.12)
Denote the cumulative P2P idle time within the time interval [0, t − 1] by I[t], i.e.,
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I[t] =
∑t−1
s=0 Is. The following theorem expresses the conditions for (η, T ) to be achiev-
able.
Theorem 18. A target QoS (η, T ) is achievable if and only if there exists a stop-
ping time T1 ≤ T, and a feasible P2P schedule, {(x1[t], ..., xM [t])}T1t=1, such that the
following conditions hold with probability at least η:
(C1)
∑
i ei[T1] ≥ N
(C2)
∑
i ei[T1]− (M − 1)I[T1] ≥MN − (M − 1)T
(C3) ei[T1]− xi[T1]− I[T1] ≥ N − T ∀i.
Proof. The whole system needs to receive at least N chunks from the B2P network
in Phase 1 in order to be able to disseminate all N original chunks to all peers.
Therefore, condition (C1) must hold.
For a work conserving scheme, we have T1 =
∑
i xi[T1] + I[T1]. Further, from
Theorem 16 we have
T2 − T1 ≥ N −
∑
i xi[T1]−min
(∑
i ei[T1]−N
M−1 ,mini(ei[T1]− xi[T1])
)
.
Therefore, T2 ≥ N + I[T1]−min
(∑
i ei[T1]−N
M−1 ,mini(ei[T1]− xi[T1])
)
. For a successful
delivery of the block we need T2 ≤ T , which implies the constraints (C2) and (C3).
Hence, in order to meet the QoS (η, T ), all three conditions in Theorem 18 must hold
with a probability at least equal to η.
From the previous theorem, the optimal stopping time is the smallest value for
T1, for which we have P((C1), (C2), (C3)) ≥ η. The next theorem declares that MRF
is an optimal scheme for Phase 1.
Theorem 19. For any T , T1 and η, the MRF algorithm maximizes P((C1), (C2), (C3))
over all work conserving schemes.
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Proof. To prove this theorem, we model our system as a system of M queues and
a single server, in which ei[t] and xi[t] are respectively the accumulated arrival and
service to some queue i, at time t. The arrival rate is p for all queues, and the server
can serve one queue in each slot. Note that (C1) and (C2) are independent of the P2P
scheme, and (C3) implies some minimum length constraint on the shortest queue in
this model. We show that the Longest-Queue-First (LQF) algorithm (equivalent to
MRF in the P2P network), due to its equalizing effect, results in a longer minimum
queue length compared to all other work conserving policies. The optimality of MRF
follows from this result. For details, see Appendix B.
Now, it remains to find the minimum T1 for which P((C1), (C2), (C3)) ≥ η,
when the MRF scheme is used. To this end, we define a Markov chain M whose
state at time t is (I[t], Z[t]) = (I[t], zi[t] : 1 ≤ i ≤ M), where Z[t] is a vector of
zi[t] = ei[t] − xi[t] elements. For this Markov chain, Theorem 18 determines a set
of desirable states, C(N,M, T, t), to be hit at time t = T1. Lemma 14 provides this
set and the transition probabilities ofM, which can be used to find the minimum T1
(Algorithm 5).
Lemma 14. For the Markov chainM, the one step transition probability is as follows,
P(I,Z)((I + 1{∑
i
zi=0}, {zi − 1{i=i∗}}+ +mi : 1 ≤ i ≤M)|(I, zi : 1 ≤ i ≤M))
=

p
∑M
i=1mi(1− p)M−
M∑
i=1
mi
if ∀i : mi ∈ {0, 1}
0 otherwise
where i∗ = min arg maxi zi and {a}+ = max(a, 0). Also the set of desirable states at
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time t,
C(N,M, T, t) = {(I, Z)| mini zi − I ≥ N − T,∑
i zi + (t− I) ≥ N + (M − 1) max(0, N − T + I)}.
Proof. Note that for all i, zi[t+ 1] = zi[t]− (xi[t+ 1]− xi[t]) +mi, where mi ∈ {0, 1}
and P(mi = 1) = p. Without loss of generality, we assume that at time t MRF
algorithm chooses i∗ = min arg maxi ni[t] = min arg maxi zi[t] (from (4.2)) to make a
P2P transmission. Therefore for all i 6= i∗, xi[t+1] = xi[t]. From (4.12), if
∑
i zi[t] = 0
then I[t + 1] = I[t] + 1. Otherwise, zi∗ [t] > 0 and xi∗ [t + 1] − xi∗ [t] = 1. Therefore,
the state (I, Z) changes with the transition probability presented in the lemma.
Also it can be seen that
∑
i ei[t] =
∑
i zi[t] + t− I[t], because
∑
i xi[t] + I[t] = t
for all work conserving policies. Hence, it is straightforward to see that the conditions
in Theorem 18 imply the set of desirable states C(N,M, T, t) at time t = T1.
In Algorithm 5, we present an algorithm to achieve the QoS target and summarize
its performance as follows.
Theorem 20. Algorithm 5 achieves (η, T ) with the minimum cost, when the field size
is infinite.
b. Finite Field Size
In this subsection, we take into account the effect of the finiteness of the field size.
In Theorem 20 we showed that the suggested scheme provides each peer with at
least N coded chunks by the deadline T, with a probability at least equal to η. Since
the field size was assumed to be unboundedly large, N coded chunks were enough to
decode the original ones. For the finite field case, the received chunks by a peer are not
linearly independent with a non-zero probability. In this case, the corresponding peer
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Algorithm 5 Optimal B2P and P2P schemes (infinite field)
Given M,N, p, T and η:
1) Find T ∗1 such that:
T ∗1 = min{0 ≤ t ≤ T : P ((I[t], Z[t]) ∈ C(N,M, T, t) | (I[0], Z[0]) = 0) ≥ η}.
2) For 0 ≤ t < T ∗1 : turn all B2P channels on and use the MRF algorithm to
schedule the P2P network.
3) At t = T ∗1 : turn all B2P channels off.
4) For T ∗1 ≤ t ≤ T : use the NmRF algorithm to schedule the P2P network.
fails to decode the original chunks. The following theorem declares the probability of
such an event.
Theorem 21. For the field size q, if the proposed scheme in Algorithm 5 is applied,
P (∃i : ni[T ] < N) ≤ 1− η + M
q − 1 . (4.13)
Proof. We have,
P (∃i : ni[T ] < N) = P (∃i : ni[T ] < N | ∃i : nˆi[T ] < N)P (∃i : nˆi[T ] < N) +
P (∃i : ni[T ] < N | ∀i : nˆi[T ] ≥ N)P (∀i : nˆi[T ] ≥ N)
Note that the first probability in the RHS of the above equation is 1. Also it was
shown in Theorem 20
P (∃i : nˆi[T ] < N) ≤ 1− η. (4.14)
Therefore, we get
P (∃i : ni[T ] < N) ≤ 1− η + P (∃i : ni[T ] < N | ∀i : nˆi[T ] ≥ N) ≤ 1− η + Mq−1 ,(4.15)
where the last inequality follows from Theorem 17.
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We can see that the probability of failure has two components. One stems from
the unreliability of the B2P channels, upper bounded by some δ1 (here δ1 = 1−η), and
the other from the finiteness of the field size, upper bounded by δ2 (here δ2 =
M
q−1).
In order to meet the QoS constraint, it suffices to have δ1 + δ2 ≤ 1− η. The following
lemma shows that for decreasing δ2, each peer requires to receive more coded chunks,
which means that B2P usage and the associated cost increase.
Lemma 15. The bound δ2 ∈ (0, Mq−1) is achievable, if for all i we have nˆi(T ) ≥
N + ∆(δ2), where ∆(δ2) =
⌈
logq(
M
q−1)− logq(δ2)
⌉
is the number of additional coded
chunks each peer needs on average, in order to reduce the probability of winding up
with a non-full rank matrix to δ2.
Proof. The proof follows directly from Lemma 13.
4. Distributed Implementation of Peer Selection Algorithms
In the previous sections, we presented two simple peer selection algorithms—MRF
and NmRF. These algorithms indicate which peer is the appropriate one to broadcast
at each time. Although we saw that MRF and NmRF perform well (indeed they are
optimal for large field sizes), coordination of the P2P broadcasts requires a central
entity which has complete knowledge about the rank of all peers. The overhead of
having a central scheduler in a wireless network can enormously degrade the per-
formance. In this section, we present some ideas to decentralize the peer selection
schemes with a small overhead.
Recall our model, in which we assumed the peers are close to each other and the
P2P broadcasts are always successful. For such a model, it is reasonable to further
assume that the delay of sensing a broadcast transmission is negligible. That is, when
a peer broadcasts over the P2P network, every other peer will be aware of it almost
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instantaneously, as in the model considered in [46].
Now, we divide each time slot to two parts; a control slot (with length Tc) and
a data slot (with length Td). The purpose of a control slot is to find an appropriate
peer to broadcast a message during the following data slot. We assume that each peer
includes its current rank in the header of the data message that it transmits. Hence,
after a P2P broadcast, all the peers get to know the rank of the transmitter. We
use this rank as a reference in order to find a maximum-rank (or non-minimum-rank)
peer in the MRF (or NmRF ) algorithm for the next time slot. The generic form of
our distributed peer selection algorithm is as follows:
Distributed peer selection algorithm: At the beginning of time slot t, each
peer i decides whether to contend for a transmission during the data slot based on
its current rank ni[t] and the rank of the previous transmitter u[t− 1] at the previous
slot nu[t−1][t− 1]. If i decides to contend, it will wait for some random back-off time
during the control slot. The decision rule for MRF and NmRF, and the method
of choosing the back-off times will be described later in this section. If during the
waiting interval, peer i hears a transmission from another peer, it does not contend
to transmit. Otherwise, when peer i finishes waiting for its determined back-off time,
it will broadcast a short control message informing its intension to transmit over the
data slot. If no peer attempts to transmit during the control slot, the peer that
transmitted in the previous time slot, peer u[t− 1], will transmit in slot t as well.
Clearly, due to the assumption of zero sensing delay, no collision will happen in
either the control slot or the data slot. Also, the overhead of the control slot can be
significantly small, because in general a control message is much shorter than a data
message. In what follows, we show how peers choose the back-off time in case of MRF
and NmRF algorithms.
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First, we note that from (4.2), we have
nˆi[t] = nˆi[t− 1] + (ei[t]− ei[t− 1]) +
(∑
j 6=i
xj[t]−
∑
j 6=i
xj[t− 1]
)
, (4.16)
where (ei[t] − ei[t − 1]), (
∑
j 6=i xj[t] −
∑
j 6=i xj[t − 1]) ∈ {0, 1} determine if peer i
received a transmission during slot t − 1 respectively from the B2P and the P2P
networks. Thus, the rank of any peer can increase in a slot by at most two.
MRF Algorithm
Following MRF algorithm, for each peer i we have ni[t− 1] ≤ nu[t−1][t− 1] and
from (4.16), nˆi[t] ≤ nˆi[t − 1] + 2 and consequently ni[t] ≤ ni[t − 1] + 2 hold. As a
result, ni[t] ≤ nu[t−1][t − 1] + 2 for all i ∈ {1, ...,M}. In other words, any peer that
contends for transmission in slot will have a rank either one or two greater than the
peer that transmitted in the previous slot.
Back-off time in distributed MRF algorithm: At the beginning of time slot t,
peer i chooses to contend for a transmission if ni[t] ≥ nu[t−1][t − 1] + 1. Now, there
are only two possibilities, and if ni[t] = nu[t−1][t − 1] + 2, peer i waits for a random
time uniformly distributed in [0, Tc/2], else if ni[t] = nu[t−1][t − 1] + 1 it chooses a
uniformly random time in [Tc/2, Tc].
Note that the proposed distributed MRF algorithm can also be applied to de-
centralize the NmRF algorithm. However, we will present a slightly different scheme
which is more suited for the NmRF scheme in pure P2P systems (especially, in Phase
2 of Algorithm 5).
NmRF Algorithm
In a pure P2P system (no B2P transmissions), from (4.16), we have nˆi[t] =
nˆi[t− 1] + (
∑
j 6=i xj[t]−
∑
j 6=i xj[t− 1]), and nu[t−1][t] = nu[t−1][t− 1].
Back-off time in distributed NmRF algorithm: At the beginning of time slot t,
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peer i chooses to contend for a transmission only if ni[t] ≥ nu[t−1][t − 1] + 1. In this
case, it will wait for a random amount of time uniformly distributed in [0, Tc] in the
control slot.
It is straightforward to check that in the proposed distributed schemes, an appro-
priate peer (maximum-rank for MRF and non-minimum-rank for NmRF ) succeeds
in transmitting during the data slot.
5. Simulation Results
We now evaluate the performance of Algorithm 5 for a simple hybrid network with
M = 4 users and different values of N .
Figure 10(a) illustrates the tradeoff between the minimum cost, T1, and the
deadline T . By increasing the B2P channel capacity p, lower costs are achievable
for the same T . Also as T increases, peers have more opportunities to disseminate
chunks in Phase 2. Hence, we can achieve the QoS target with lower costs. However,
T1 should be large enough to satisfy conditions (C1)− (C3), which is why it does not
decrease beyond T = 32. The infeasible region indicates those values for T which are
not achievable (Theorem 18).
The effect of finite field sizes is evaluated in Figure 10(b). Clearly, increasing the
field size results in a better performance.
Figure 10(c) displays the minimum cost to achieve the QoS versus ∆, which is
the minimum number of extra chunks each peer i would receive eventually. These
extra chunks can compensate the failure probability due to finiteness of q. However,
a larger ∆ incurs more cost of the B2P usage. Note that as the field size decreases, a
larger ∆ is required. For example for q = 4, we need at least ∆min = 2 extra chunks
in order to meet the QoS.
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B. Live Multimedia Streaming
In this section, we study a new model for streaming applications and propose simple
optimal algorithms to achieve the required QoS. The structure of this section is as
follows.
In Subsection 1, we adopt a new model, suitable for live streaming applications,
and modify the QoS metric. Unlike the content distribution model, here we have a
continuous stream of multimedia content that can be thought of as a long sequence of
blocks. Each block has a fixed deadline to be delivered from the time it is generated.
As before, we let peers utilize both of their B2P and P2P interfaces simultaneously.
However, we will show how we can separate the decisions on the B2P and the P2P
networks in this new model. According to the new QoS metric, each peer individually
requires a minimum average delivery ratio in order to guarantee smooth playout.
As mentioned above, we can separately study the P2P part of the system. Hence,
we will focus on the P2P network in Subsection 2, and find a set of necessary and suffi-
cient conditions for achievability of a given QoS metric. Then we use ideas from queue-
ing theory and Foster-Lyapunov stability criterion to find an optimal P2P scheme for
sufficiently large field sizes. We shall see that the proposed P2P scheme has a simple
and intuitive form.
In Subsection 3, the problem of coordinating the B2P network will be investi-
gated. Based on the necessary and sufficient conditions found in Subsection 2, we
propose a general framework to find the optimal B2P usage times for any given cost
criterion.
We specifically study a symmetric system, in which all peers have similar QoS
requirements, in Subsection 4. We discover new properties of this system, and it will
be shown how the results found in the previous subsections can be simplified for this
95
special case.
In all the above subsections, we assume the coding is performed in the fields of
sufficiently large size to ignore the degradation effect of receiving useless packets. We
turn our attention to the finite fields in Subsection 5. We will provide some bounds
on the performance of the proposed B2P-P2P algorithm in this case. It will be seen
that this degradation effect decreases inversely proportional to the field size q and is
independent of other parameters like the number of peers or the number of chunks in
a block.
In Subsection 6, we extend our results to a number of interesting situations which
can occur in practice. For example, in order to improve the QoS in the system we
can add some peers (called boosters) whose role is to merely help the other peers.
The effect of having boosters is evaluated in this subsection. Also, an important issue
that arises in multi-user systems is the fairness problem. We will also show how we
can incorporate fairness into our model. Many practical media streaming systems use
some erasure protection coding schemes in order to take care of the failures and hence
improve the quality. We will briefly point out to some examples of these techniques
and suggest a new QoS model suitable for such applications. An optimal P2P scheme
will also be proposed for achieving the new QoS metric.
Some simulation results will be presented in Subsection 7, which will show the
capabilities of our framework and the optimality of the proposed algorithms.
1. System Model
Consider Figure 8 again. There are M peers, denoted by i ∈ {1, . . . ,M}, all interested
in receiving the same stream of data (e.g. a video file). The data source generates
the stream in the form of a sequence of blocks. Each block is further divided into
N chunks. We consider a slotted-time system, where at most one chunk can be
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transmitted over either of B2P or P2P interfaces during a time slot.
These blocks need to be played out at the peer devices in sequence and within
some specific deadlines. Suppose the playing time of a block consists of T slots, we
call this time scale a frame. We require all peers to synchronously play out the kth
block during the kth frame, for k ≥ 1. However a peer i is able to do so, only if he
has received all N chunks of the kth block by the beginning of frame k. Otherwise, i
will be idle during this frame. Let Ii[k] ∈ {0, 1} denote the idleness of peer i during
the kth frame.
We are interested in live streaming applications as opposed to on-demand or
stored content streaming. That is the kth block is available at the servers to dissem-
inate to peers only within some short fixed time before the kth frame. We assume
that the kth block is available at base stations not before frame k − 2.
Each peer i has a QoS metric ηi ∈ (0, 1], which requires him to successfully play
out at least ηi fraction of blocks. ηi is called the delivery ratio of peer i and is the
minimum acceptable long-run average number of frames peer i is busy playing out,
ηi ≤ 1− lim
K→∞
1
K
K∑
k=1
E[Ii[k]]. (4.17)
Similar to our model in Section A, we assume two communication interfaces
(free, reliable broadcast P2P and costly, unreliable unicast B2P) for each peer. We
model each B2P unicast channel as an independent Bernoulli random variable with
parameter p. By u[t] ∈ {1, . . . ,M}, we denote the peer who broadcasts over P2P
channel in time slot t.
Our objective is to find a scheme that would satisfy the delivery ratio requirement
of all peers at the lowest cost of using B2P transmissions. Figure 11 illustrates our
timing structure. Note that peers receive chunks of block k from the B2P network
during frame k − 2. These chunks may be disseminated over the broadcast P2P
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network during frame k − 1. Those peers who could successfully receive enough
number of chunks of block k, before the beginning of frame k, will be able to recover
and play out this block during the kth frame.
Playing (k-2) Playing (k-1) Playing (k)
P2P block (k)P2P block (k-1) P2P block (k+1)
B2P (k) B2P (k+1) B2P (k+2)
frame kframe k-1frame k-2
Fig. 11. Sequence of transmissions over B2P and P2P networks and the playout time
of each block
We would like to emphasize the differences between the content distribution
application, studies in the previous section, with the current live streaming problem.
In the former problem, our objective was to disseminate a single common block of
information to a group of peers. We considered a system-wide QoS constraint which
requires the whole group of peers to receive the common block, with some target
probability, within some fixed deadline. In our proposed scheme, we had simultaneous
transmissions of the block over two interfaces.
In the current live streaming application, our goal is to enable multicasting a live
multimedia channel to a group of peers. Hence unlike the previous problem, we deal
with a much longer time horizon which consists of many subsequent frames. Also
the QoS is defined for each peer individually based on the notion of delivery ratio,
which is in essence a long-run average parameter. In the proposed framework, the
transmission of block k is decomposed to two separate phases; B2P transmissions
during frame k− 2 and P2P broadcasts during frame k− 1. We realized if we do not
decompose the P2P and B2P transmissions, then we will need an excessive amount of
feedbacks and computations to efficiently coordinate the P2P transmissions. However,
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we shall see that the optimal scheme for the proposed timing structure is quite simple
and easily implementable in a distributed fashion without any need for exclusive
feedback from peers.
For now let us focus on a single block (say block k). We denote the total number
of chunks of block k delivered to peer i via the B2P network by the beginning of slot
t using e
(k)
i [t]. Also x
(k)
i [t] and r
(k)
i [t] are used to denote respectively the total number
of transmitted and received chunks of block k by peer i via P2P by the beginning of
slot t. Note that according to the model
∑
i,k x
(k)
i [t]−
∑
i,k x
(k)
i [t− 1] ≤ 1 for all t > 0 (4.18)
that is only one peer can broadcast over the P2P network at each slot, and because
of the lossless nature of the broadcast P2P network, we have
∑
j 6=i x
(k)
j [t] = r
(k)
i [t].
Also our timing structure, displayed in Figure 11, implies the following conditions,
e
(k)
i [t] = 0 for all t ≤ (k − 2)T, k ≥ 2
e
(k)
i [t] = e
(k)
i [(k − 1)T ] for all t ≥ (k − 1)T
r
(k)
i [t] = 0 for all t ≤ (k − 1)T
r
(k)
i [t] = r
(k)
i [kT ] for all t ≥ kT.
(4.19)
For k = 1, we assume that at time 0 peers are initialized with some buffered
chunks from the B2P network. Like before, we use random linear network coding
over the chunks of each block in order to avoid the problem of piece selection. Each
coded chunk is now a random linear combination (with coefficients in finite field Fq)
of the N original chunks in the corresponding block.
Let S
(k)
i [t] be the set of vectors corresponding to the coded chunks of block k
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possessed by peer i at time t, with cardinality nˆ
(k)
i [t]. Thus,
nˆ
(k)
i [t] = e
(k)
i [t] + r
(k)
i [t] = e
(k)
i [t]− x(k)i [t] +
∑
j x
(k)
j [t]. (4.20)
We denote by n
(k)
i [t] (called the k
th rank of peer i at time t) the dimension of the
subspace spanned by S
(k)
i [t].
As seen in the previous section, the reliability of P2P transmissions will result in
two important points. First, we can assume without loss of generality that at time t,
u[t] transmits a chunk which is a linear combination of the chunks received from the
B2P network (during the previous frame). This implies that
x
(k)
i [t] ≤ e(k)i [t] for all k and t ≥ 0. (4.21)
Second, given a sequence of P2P transmissions, any changes in the order of transmis-
sions will not affect the performance.
Note that a feasible P2P scheme {(x(k)1 [t], ..., x(k)M [t])}kTt=(k−1)T must satisfy (4.18)
and (4.21). Also, in order to decode the original N chunks of block k at the beginning
of frame k, peer i must have n
(k)
i [kT ] = N . One can immediately verify that Ii[k] =
1{n(k)i [kT ]<N}
.
Consider Figure 11 again. For each block k, peers have T time slots (duration
of frame k− 1) to further exchange the chunks, received from the B2P network, over
the broadcast P2P network. Hence, the B2P network should deliver enough coded
chunks to peers during frame k − 2 such that they can meet their QoS constraints
using the T P2P broadcasts in frame k − 1.
In what follows, we assume that the field size q is large enough that we can
ignore the effect of its finiteness on the performance of the linear coding (i.e., n
(k)
i [t] =
min{N, nˆ(k)i [t]}). We are also interested in the case where N > T , because otherwise
there are enough number of time slots in each frame for peers to broadcast all N
100
degrees of freedom and hence the optimal P2P scheme becomes trivial. We will
consider the finite field case in Section 5.
2. Coordination of the P2P Broadcast Network
In this subsection, we seek an algorithm to pick the right peer to broadcast over the
P2P network at each time. Since we decomposed the B2P and P2P transmissions,
we can study a pure P2P broadcast network for each block k. The effect of the B2P
transmissions can be modeled as a set of stochastic arrivals of coded chunks to the
peers at the beginning of each frame. That is for each block k, peer i receives a
number e
(k)
i of randomly coded chunks at the beginning of frame k−1. These chunks
will be used during frame k−1 over the P2P network such that peers can satisfy their
QoS metrics. As seen in Section A, it suffices to transmit initial chunks, received from
B2P network, without any further coding or combining.
Note that the e
(k)
i values are random due to unreliability of B2P channels. Fol-
lowing our result in the previous section, if we fix the number of slots each peer
attempts to receive a chunk from the B2P network in each frame, then e
(k)
i values will
be independent over peers, and for each peer i, it is independently and identically
distributed over blocks k. We denote the arrival process to peer i using ei.
Our objective is to find a P2P scheme which can satisfy the QoS requirements
(η1, ..., ηM) of the peers for a given set of arrival processes (e1, ..., eM). First, we need
to determine whether the QoS metric (η1, ..., ηM) is achievable for the given arrivals
(e1, ..., eM) or not.
a. Achievability of QoS Metric
Definition 7. We say the QoS (η1, ..., ηM) is achievable, if there exists a feasible policy
to coordinate the P2P transmissions such that, on average each peer i successfully
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receives ηi fraction of the blocks before their deadlines.
In what follows, we will present some necessary and sufficient conditions for QoS
metrics to be achievable.
We denoted the number of arrived B2P chunks of block k to peer i by e
(k)
i
and further assumed that e
(k)
i values, for k ≥ 1, are independently and identically
distributed as a random variable ei.
Peers have T slots in each frame to exchange the received B2P chunks. Hence,
each peer i can potentially recover block k, only if (i) he has received enough B2P
chunks initially (i.e, e
(k)
i ≥ N − T ) and (ii) the whole system is full-rank at the
beginning of the frame (i.e,
∑
j e
(k)
j ≥ N). We let the idleness of peer i at frame k be
one (i.e., Ii[k] = 1), when i is not able to recover block k. Therefore for each peer i
we have,
1− Ii[k] ≤ 1{e(k)i ≥N−T, ∑j e(k)j ≥N} (4.22)
From (4.17) and since (e
(k)
1 , ..., e
(k)
M ) is assumed to be identically and independently
distributed over frame k with (e1, ..., eM), we get the following necessary condition
on achievability of ηi
ηi ≤ P
(
ei ≥ N − T,
∑
j
ej ≥ N
)
. (4.23)
Note that even if
∑
j e
(k)
j ≥ N holds, we may not be able to deliver the whole
block k to all peers i who satisfy e
(k)
i ≥ N − T . Let Ns(e(k)1 , ..., e(k)M ) =
∑
i(1 −
Ii[k]) be the number of peers who can successfully receive the whole block k, given
the B2P arrivals (e
(k)
1 , ..., e
(k)
M ). The following lemma provides an upperbound on
Ns(e
(k)
1 , ..., e
(k)
M ).
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Lemma 16. Given the B2P arrivals (e
(k)
1 , ..., e
(k)
M ), we have
Ns(e
(k)
1 , ..., e
(k)
M ) ≤ N∗s (e(k)1 , ..., e(k)M ) =
min
(
|S|(N − T ),
[∑
i e
(k)
i − T
]+)
N − T , (4.24)
where S = {i ∈ {1, ...,M} : N − e(k)i ≤ T,
∑
j e
(k)
j ≥ N} and [a]+ = max{a, 0}.
Proof. We have 1 − Ii[k] = 1{n(k)i [kT ]≥N} ≤ 1{nˆ(k)i [kT ]≥N} = 1{e(k)i −x(k)i [kT ]+∑j x(k)j [kT ]≥N}.
Therefore, we can solve the following maximization problem in order to find an up-
perbound on Ns(e
(k)
1 , ..., e
(k)
M ),
max
∑
i 1{e(k)i −x(k)i [kT ]+
∑
j x
(k)
j [kT ]≥N}
subject to
x
(k)
i [kT ] ≤ e(k)i for all i∑
j x
(k)
j [kT ] ≤ T
(4.25)
The first constraint implies
∑
j x
(k)
j [kT ] ≤
∑
j e
(k)
j , hence to achieve the maximum
objective we can let
∑
j x
(k)
j [kT ] = min(
∑
j e
(k)
j , T ).
Lets partition the set of peers {1, ...,M} into sets S and Sc = {1, ...,M}\S. Note
that Sc is the set of peers who, either individually or collectively, have not received
enough number of B2P arrivals and no feasible P2P scheme can help them to recover
the block before its deadline (i.e., Ii[k] = 1 for i ∈ Sc). Hence, Ns(e(k)1 , ..., e(k)M ) ≤ |S|.
Suppose
∑
j e
(k)
j < N , then we have Ns(e
(k)
1 , ..., e
(k)
M ) = |S| = 0. Otherwise∑
j e
(k)
j ≥ N and with our assumption of T < N , the optimization in (4.25) can be
modified to
max
∑
i∈S 1{e(k)i −x(k)i [kT ]≥N−T}
subject to
x
(k)
i [kT ] ≤ e(k)i for all i∑
j x
(k)
j [kT ] = min(
∑
j e
(k)
j , T ) = T
(4.26)
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Note that we can increase x
(k)
i [kT ] upto e
(k)
i for i ∈ Sc without affecting the objective
value. However, we need to make sure that the second constraint is satisfied. Con-
sidering this observation will result in the following modification of our maximization
problem
max
∑
i∈S 1{e(k)i −x(k)i [kT ]≥N−T}
subject to
x
(k)
i [kT ] ≤ e(k)i for all i ∈ S∑
j∈S x
(k)
j [kT ] = [T −
∑
j∈Sc e
(k)
j ]
+
(4.27)
where the optimal value will be |S|−
⌈[
[T−∑j∈Sc e(k)j ]+−∑i∈S e(k)i +|S|(N−T )]+
N−T
⌉
. Note that∑
i∈S e
(k)
i ≥ |S|(N − T ) and [[X]+ + Y ]+ = [X + Y ]+ for any X and any Y ≤ 0.
Therefore,
|S| −
⌈[
[T−∑j∈Sc e(k)j ]+−∑i∈S e(k)i +|S|(N−T )]+
N−T
⌉
= |S| −
⌈[
[T−∑i e(k)i +|S|(N−T )]+
N−T
⌉
=
⌊
min
(
|S|(N−T ),∑i e(k)i −T)
N−T
⌋
.
(4.28)
Note that the above optimal value is subject to the condition
∑
j e
(k)
j ≥ N . However,
it is straightforward to check that we can get a general form for the optimal value of
(4.25) by a slight modification as follows,
⌊min(|S|(N−T ),[∑i e(k)i −T]+)
N−T
⌋
.
Consequently, we get
Ns(e
(k)
1 , ..., e
(k)
M ) ≤
min
(
|S|(N − T ),
[∑
i e
(k)
i − T
]+)
N − T .
Once again from (4.17) and since (e
(k)
1 , ..., e
(k)
M ) is i.i.d over frame k, the following
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necessary condition on
∑
i ηi will be resulted∑
i
ηi ≤ E [bN∗s (e1, ..., eM)c] . (4.29)
The following theorem summarizes our result,
Theorem 22. The QoS metric (η1, ..., ηM) is achievable with respect to i.i.d B2P
arrivals (e1, ..., eM) if and only if the following conditions are satisfied
(C1) ηi ≤ P
(
ei ≥ N − T,
∑
j ej ≥ N
)
for all i
(C2)
∑
i ηi ≤ E [bN∗s (e1, ..., eM)c] .
(4.30)
Proof. The necessity part was shown in (4.23) and (4.29). To prove the sufficiency
of these conditions, we will propose an algorithm in the next subsection which can
fulfill any QoS constraints satisfying (C1) and (C2).
Corollary 6. For the symmetric case, when ηi = η and ei are identically distributed
for all peers i, the condition (C1) is dominated by (C2) and the necessary and suffi-
cient condition on the achievability of the QoS metric (η, ..., η) reduces to
(C2′) η ≤ 1
M
E [bN∗s (e1, ..., eM)c] . (4.31)
Proof. From (4.24) and (C2) in (4.30), we have
Mη ≤ E
[⌊
min
(
|S|(N−T ),
[∑
i e
(k)
i −T
]+)
N−T
⌋]
≤ E
[
min
(
|S|(N−T ),
[∑
i e
(k)
i −T
]+)
N−T
]
(a)
≤ 1
N−T min
(
E [|S|(N − T )] ,E
[[∑
i e
(k)
i − T
]+])
≤ E [|S|] = E
[∑
i 1{ei≥N−T,
∑
j ej≥N}
]
= MP
(
ei ≥ N − T,
∑
j ej ≥ N
)
,
(4.32)
where (a) follows since E[min(X, Y )] ≤ min(E[X],E[Y ]). Hence, condition (C2)
implies condition (C1) for the symmetric case.
In the next subsection, we will use some ideas from queueing theory in order to
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find a simple algorithm which is able to meet any achievable QoS metric.
b. Optimal P2P Scheme
In this subsection, we propose a simple algorithm which can fulfill any QoS metric
satisfying the conditions in (4.30). As a result, (C1) and (C2) are sufficient conditions
on achievability of a QoS metric (Theorem 22). Also the proposed algorithm is
throughput optimal in the sense that it can satisfy any achievable QoS metric.
In order to keep track of peers’ quality of experience, we define a virtual deficit
queue for each peer. The length of this queue di[k], for peer i at frame k, follows the
dynamic below
di[k] = di[k − 1] + ηi − (1− Ii[k]).
Recall that Ii[k] = 1 means peer i is not successful in receiving the block k before
its deadline and hence is idle in frame k. In this case the deficit value of this peer
increases by an amount equal to its delivery ration ηi. Otherwise, Ii[k] = 0 and the
deficit value decreases by 1 − ηi. Therefore, the deficit queue length captures the
accumulated unhappiness of a peer about the QoS experienced so far,
di[k] = kηi +
k∑
l=1
Ii[l]− k.
The evolution of these deficit queues can be studied by a Markov chain D whose
state at each step k is ([d1[k]]
+, ..., [dM [k]]
+). Our objective is to find a P2P scheme
which leads to this Markov chain being stable (positive recurrent). If D is stable,
then E[di[k]]+ converges to some finite value. Consequently, we will have
lim
K→∞
1
K
E[di[k]] ≤ lim
K→∞
1
K
E[[di[k]]+] = 0.
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Hence,
ηi ≤ 1− lim
K→∞
1
K
K∑
k=1
E[Ii[k]]
which implies that the QoS requirement of peer i is satisfied. Next, we will provide a
P2P scheme in Algorithm 6 whose performance is summarized in Theorem 23.
Algorithm 6 Optimal P2P scheme (infinite field)
At the beginning of each frame k − 1, given the arrivals (e(k)1 , ..., e(k)M ):
1) Partition the peers into sets S = {i ∈ {1, ...,M} : N − e(k)i ≤ T,
∑
j e
(k)
j ≥ N}
and Sc.
If S = ∅, nobody can get full-rank. Otherwise,
2) Let all the peers in Sc transmit all they have initially received for t = (k − 1)T
to (k − 1)T + T1 − 1, where T1 = min{
∑
i∈Sc
e
(k)
i , T}.
3) While t < kT − 1 and ∃i ∈ S : n(k)i [t] < N , do:
Let S ′(t) = {i ∈ S : n(k)i [t] ≥ N + t− kT}.
If S ′ 6= ∅, then let one of the peers in S ′ broadcast a chunk.
Otherwise, let iˆ ∈ arg min
i∈S: n(k)i [t]>t−(k−1)T
di transmit.
t← t+ 1.
Theorem 23. The P2P scheme in Algorithm 6 is throughput optimal, in the sense
that it can satisfy all achievable QoS metrics (η1, ..., ηM).
Proof. In this proof, we will use the Lyapunov criterion [12] to show the stability of
Markov chain D. Let V [k] = 1
2
∑
i([di[k]]
+)2 be the Lyapunov function at frame k.
We will show that for any achievable QoS, the proposed P2P algorithm results in an
expected drift
∆V [k] = E [V [k]− V [k − 1] | state of the system at frame k − 1]
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which is negative except in a finite subset of the state space and hence the Lyapunov
Theorem implies that the Markov chain D is stable.
∆V [k] = E [V [k]− V [k − 1] | [di[k − 1]]+ = di : ∀i]
= 1
2
E [
∑
i ([di[k]]
+)2 − ([di[k − 1]]+)2 | [di[k − 1]]+ = di : ∀i]
= 1
2
E
[∑
i
(
[di[k − 1] + ηi − 1 + Ii[k]]+
)2 − (di)2 | [di[k − 1]]+ = di : ∀i]
(a)
≤ 1
2
E
[∑
i (di + ηi − 1 + Ii[k])2 − (di)2
]
= E [
∑
i di (ηi − 1 + Ii[k])] + 12E
[∑
i (ηi − 1 + Ii[k])2
]
(b)
≤ M/2 +∑i diηi − E [∑i di(1− Ii[k])]
(4.33)
where (a) follows from ([X+Y ]+)2 ≤ ([X]++Y )2, and (b) holds since (ηi − 1 + Ii[k])2 ≤
max((ηi)
2 , (1− ηi)2) ≤ 1.
In order to get a negative drift (except in a finite subset), we minimize the above
upperbound. That is at the beginning of each frame k − 1, for given deficit values
([d1[k − 1]]+, ..., [dM [k − 1]]+) = (d1, ..., dM) and any realization of the B2P arrivals
(e
(k)
1 , ..., e
(k)
M ), we solve the following optimization problem,
max
∑
i di(1− Ii[k]) =
∑
i di1{e(k)i +
∑
j 6=i x
(k)
j [kT ]≥N}
subject to
x
(kT )
i [t] ≤ e(k)i for all i∑
i x
(k)
i [kT ] ≤ T
(4.34)
where the second constraint comes from x
(k)
i [(k − 1)T ] = 0 and∑
i
x
(k)
i [t]−
∑
i
x
(k)
i [t− 1] ≤ 1 for all (k − 1)T ≤ t ≤ kT.
It is seen that the optimization in (4.34) is very similar to the one in (4.25).
Hence, we can apply the same argument and verify that the following optimization
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problem is equivalent to (4.34),
max
∑
i dizi
subject to
zi ≤ 1{e(k)i ≥N−T, ∑j e(k)j ≥N} for all i∑
i zi ≤ N∗s (e(k)1 , ..., e(k)M )
(4.35)
where N∗s (e
(k)
1 , ..., e
(k)
M ) is defined in (4.24).
Considering the solution to the above maximization in (4.33) will result in
∆V [k] ≤ B2 +
∑
i diηi − E [max
∑
i dizi]
≤ B2 +
∑
i diηi −max
∑
i diE [zi]
(4.36)
From (4.35), we notice that E [zi] must satisfy
E[zi] ≤ P
(
e
(k)
i ≥ N − T,
∑
j e
(k)
j ≥ N
)
∑
i E[zi] ≤ E
[⌊
N∗s (e
(k)
1 , ..., e
(k)
M )
⌋] (4.37)
In Subsection a, we have shown that an achievable QoS metric (η1, ..., ηM) needs
to satisfy the above conditions. This suggests that for a strictly achievable QoS metric
(η1, ..., ηM), for which these conditions hold with strict inequalities, there exists some
 > 0 such that
max
∑
i
diE [zi] ≥
∑
i
diηi(1 + ) (4.38)
Consequently the drift in (4.36) reduces to
∆V [k] ≤ B2 − 
∑
i diηi (4.39)
So for large enough deficit values di, the drift is negative. This means the P2P
scheme implied by solving (4.34), at each frame, can satisfy any achievable QoS metric
and hence is optimal. Also it proves the sufficiency of the conditions in Theorem 22
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on the achievability of a QoS metric.
The following lemma, whose proof can be found in Appendix B, completes the
proof of Theorem 23,
Lemma 17. For each block k, given the B2P arrivals (e
(k)
1 , ..., e
(k)
M ), the P2P scheme
in Algorithm 6 solves the optimization problem in (4.34).
c. Distributed Implementation of the P2P Scheme
It is easy to see that the proposed P2P scheme in Algorithm 6 can be efficiently
implemented in a decentralized fashion. Lets assume
∑
j e
(k)
j ≥ N . Because first,
gathering the information about the total initial rank of the system (i.e.,
∑
j e
(k)
j )
requires some extra coordination and transmissions, which may not be practically
appealing. Second, if
∑
j e
(k)
j < N (there is not enough degrees of freedom in the
system), then no matter what we do, the peers cannot recover the original block.
With this assumption, we will show how the three phases of the P2P algorithm
can be implemented in a distributed way:
Phase 1- transmissions by peers in Sc: each peer i can individually determine whether
he should transmit in the first phase by checking the number of his initial chunks. If
e
(k)
i < N − T , then i attempts to broadcast his e(k)i initial chunks. Note that coor-
dinating the order of transmissions can be done in a decentralized manner by using
the idea of having short control slots and random back-off times to avoid collisions.
Phase 2- transmissions by peers in S upto some threshold : at each time t peers can
separately evaluate their ranks n
(k)
i [t] to see whether n
(k)
i [t] ≥ N + t− kT . The peers
whose ranks are greater than this threshold can compete, in a distributed way as
described above, to broadcast during time slot t.
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Phase 3- transmissions based on a Min-Deficit-First discipline: if all the peers hit the
threshold in Phase 2, the remaining transmissions should be performed with respect
to a Min-Deficit-First scheme. For this purpose, each peer must be able to determine
whether he has the minimum deficit or not without exchanging exclusive feedback
messages. In order to solve this issue, we propose peers to include their deficit values
in the header of the messages they broadcast. Note that this will introduce some
overhead which can be neglected if the size of the chunks is reasonably large. In this
framework, the deficit values of the peers who transmitted during the first two phases
are known by everybody. What if some of the peers did not attempt to transmit in
the first two phases? How do the other peers get to know their deficit values? The
key point is that each peer can maintain an approximation of the deficit values of
the other peers, by storing the last reported values in the most recent transmissions
by each of the other peers. Since the deficit values change by at most 1 unit in each
frame, these approximations should be within some finite range of the actual values.
On the other hand, we have seen in the proof of Theorem 23 that a finite difference
in the drift (4.33) will not change the results. Therefore, peers can randomly back off
based on their deficit values compared to the approximations of the other values, and
if someone achieves the free channel, he can safely broadcast over the P2P network.
3. Coordination of the B2P Network
In the previous section, we proposed a simple P2P scheme to disseminate the chunks
received from the B2P network over the broadcast P2P interface. We have shown
that the proposed scheme is able to satisfy any achievable long-term QoS metrics and
hence is throughput optimal in this sense. In this section, we focus on the B2P part
of the system.
Recall our objective was to achieve the QoS metric (η1, ..., ηM) at the minimum
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cost of B2P usage. All peers have identical Bernoulli B2P channels with equal (unit)
cost and success probability p, which they use to receive randomly coded chunks
from base stations. As discussed in Subsection 2, there is no performance loss if these
chunks are transmitted via P2P broadcasts without performing any further coding.
The question that we investigate in this section is how long should the B2P channels
be used? We will seek an oﬄine solution for this question. In other words, we want
to find 0 ≤ TB2P (i) ≤ T which is the number of times peer i attempts to receive a
chunk from the B2P channel in a frame.
We will choose these B2P usage time intervals in an oﬄine fashion in such a way
that the QoS target can be met with the lowest average cost C(TB2P (1), ..., TB2P (M)) =∑
i TB2P (i). One can consider any general cost criterion C(TB2P (1), ..., TB2P (M)) to
be minimized.
For the B2P model described above, we can verify that the B2P arrivals e
(k)
i to
each peer i are independently and identically distributed over frames k as a Binomial
random variable Bin(p, TB2P (i)) with parameters p and TB2P (i):
P(e(k)i = a) = 1{0≤a≤TB2P (i)}
(
TB2P (i)
a
)
pa(1− p)TB2P (i)−a.
In order to achieve a given QoS metric (η1, ..., ηM), TB2P (i) values must be large
enough such that the conditions (C1) and (C2) in Theorem 22 are satisfied. Hence in
general, the optimal values of T ∗B2P (i) can be derived by solving the following problem,
minC(TB2P (1), ..., TB2P (M))
s.t.
0 ≤ TB2P (i) ≤ T for all i
ei = Bin(p, TB2P (i)) for all i
(C1) and (C2) in (4.30) are satisfied.
(4.40)
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How can one solve for the optimal T ∗B2P (i) values?
Note that the minimization problem in (4.40) does not have a known simple
form that can be solved efficiently. However since the region for feasible TB2P (i)
values is finite (i.e., {0, 1, ..., T}M), we can simply adopt an exhaustive search to
find the optimal T ∗B2P (i) values. However, one can improve the search algorithm by
considering lower bounds suggested by (C1) in (4.30) and adopting more efficient
search mechanisms like a branch-and-bound algorithm. It is noteworthy that this
search process needs to be performed only once for the given set of system parameters.
As a special case, we may assume TB2P (i) = TB2P for all i. That is all the
peers use their B2P channels for the same duration of time. For this case, the op-
timal T ∗B2P value can be found much faster, since the search region reduces to at
most T values. More specifically, if we are interested in the average cost criterion
C(TB2P (1), ..., TB2P (M)) =
∑
i TB2P (i), the problem in (4.40) is simplified to
min
{
0 ≤ t ≤ T : ∑j ηj ≤ E [N∗s (e1, ..., eM)] ,
maxi ηi ≤ P
(
ei ≥ N − T,
∑
j ej ≥ N
)}
(4.41)
where ei = Bin(p, t) are distributed identically for all i and N
∗
s is defined as in (4.24).
The following observation declares that we can always find the optimal B2P usage
times (even if the achievability region is unknown) with a small overhead, which is
the cost to learn the system behavior.
Observation 8. We can consider two time scales, (i) a short time scale for the
dynamic of the queues in the system, and (ii) a larger time scale for scheduling the
B2P network. We assume the latter time scale is large enough for the queues in the
system to converge to their steady states (if they are stable). Hence starting from
TB2P (i) = T for all i, we can gradually modify and search for the optimal set of
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TB2P (i) values over the larger time scale. Since the space of TB2P (i) values is finite,
it is guaranteed that in finite time (with respect to the larger time scale) our search
algorithm will converge. Note that since the QoS and costs are defined as long-run
average parameters, the first few iterations to find the optimal B2P scheme should
not cause a major problem in the performance of the system.
In what follows, we consider the special case of symmetric QoS metric (η, ..., η)
and derive some interesting results.
4. Symmetric QoS Constraints
Throughout this section, we focus on average cost criterion and further assume N 
M and ηi = η for all i (i.e., symmetric QoS metric). This complete symmetry of
the system plus the assumption of N  M suggests that the solution to (4.40)
should be also symmetric, i.e., T ∗B2P (i) = T
∗
B2P for all i. This immediately implies
that ei are identically distributed for all peers i. Corollary 6 studies this case and
declares the necessary and sufficient condition for achievability of (η, ..., η) reduces to
the constraint (C2′),
η ≤ 1
M
E [N∗s (e1, ..., eM)] .
Hence, the optimal T ∗B2P (M) value can be found as follows,
min
{
0 ≤ t ≤ T : η ≤ 1
M(N−T )E
[
min
(|S|(N − T ), [∑i ei(t)− T ]+)] }, (4.42)
where S = {i ∈ {1, ...,M} : N − ei(t) ≤ T,
∑
j ej(t) ≥ N} and ei(t) = Bin(p, t).
Note that we used T ∗B2P (M) notation to explicitly emphasize the dependence of
the optimal T ∗B2P value on the number of peers M , similarly ei(t) reminds that the
random variable ei depends on the time parameter t. We can rephrase (4.42) as
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follows,
T ∗B2P (M) = min
{
0 ≤ t ≤ T :
Mη ≤ E
[
min
(
1(∑M1 ej(t)≥N)
M∑
i=1
1(ei(t)≥N−T ), [
M∑
j=1
ej(t)− T ]+/(N − T )
)]}
,
(4.43)
Observation 9. Note that in Corollary 6, we have shown for the symmetric case that
condition (C2) implies (C1) in (4.30). That is in order to meet the QoS constraints
we also need to have η ≤ P(ei(t) ≥ N − T,
∑M
1 ej(t) ≥ N). Hence T ∗B2P (M) =
min{0 ≤ t ≤ T : η ≤ P(ei(t) ≥ N − T,
∑M
1 ej(t) ≥ N)} provides a lower bound on
T ∗B2P (M).
In the following lemma, we show that T ∗B2P (M) is always a non-increasing function
of M .
Lemma 18. Suppose that t ∈ [0, T ] satisfies the following inequality,
Mη ≤ E
[
min
(
1(∑M1 ej(t)≥N)
M∑
i=1
1(ei(t)≥N−T ), [
M∑
j=1
ej(t)− T ]+/(N − T )
)]
, (4.44)
then the same t satisfies the inequality for M + 1 as well,
(M + 1)η ≤ E
min
1(M+1∑
1
ej(t)≥N)
M+1∑
i=1
1(ei(t)≥N−T ),
[
M+1∑
j=1
ej(t)− T ]+
(N − T )

 . (4.45)
Consequently, we have T ∗B2P (M) ≥ T ∗B2P (M+1).
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Proof. First notice that
min
1(∑M+11 ej(t)≥N) M+1∑
i=1
1(ei(t)≥N−T ),
[
M+1∑
j=1
ej(t)−T ]+
(N−T )

(a)
= 1(∑M+11 ej(t)≥N) min
M+1∑
i=1
1(ei(t)≥N−T ),
M+1∑
j=1
ej(t)−T
(N−T )
 ,
= 1(∑M+11 ej(t)≥N) min
M∑
i=1
1(ei(t)≥N−T ) + 1(eM+1(t)≥N−T ),
M∑
j=1
ej(t)−T
(N−T ) +
eM+1
(N−T )

(b)
≥ 1(∑M1 ej(t)≥N) min
M∑
i=1
1(ei(t)≥N−T ),
M∑
j=1
ej(t)−T
(N−T )

+1(∑M+11 ej(t)≥N) min
(
1(eM+1(t)≥N−T ),
eM+1
(N−T )
)
,
(4.46)
where (a) holds, because if 1
(
M+1∑
1
ej(t)≥N)
= 1, then
M+1∑
j=1
ej(t) ≥ N > T and both sides
will be the same. Otherwise when 1
(
M+1∑
1
ej(t)≥N)
= 0, both sides are identically zero.
The following argument proves the validity of inequality (b), by considering different
cases:
(1) Let 1(∑M1 ej(t)≥N) = 1: consequently we have 1(∑M+11 ej(t)≥N) = 1 as well and also
note that min(X + c, Y + d) ≥ min(X, Y ) + min(c, d) always holds. Using these two
observations, one can easily verify inequality (b) for this case.
(2) Let 1(∑M+11 ej(t)≥N) = 0: consequently we have 1(∑M1 ej(t)≥N) = 0 and both sides of
inequality (b) are identically zero.
(3) Let 1(∑M+11 ej(t)≥N) = 1 but 1(∑M1 ej(t)≥N) = 0: for this case inequality (b) reduces
to
min
M∑
i=1
1(ei(t)≥N−T ) + 1(eM+1(t)≥N−T ),
M∑
j=1
ej(t)−T
(N−T ) +
eM+1
(N−T )

≥ min
(
1(eM+1(t)≥N−T ),
eM+1
(N−T )
)
.
(4.47)
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Note that if
M∑
j=1
ej(t)− T ≥ 0, the we have
min
M∑
i=1
1(ei(t)≥N−T ) + 1(eM+1(t)≥N−T ),
M∑
j=1
ej(t)−T
(N−T ) +
eM+1
(N−T )

≥ min
M∑
i=1
1(ei(t)≥N−T ),
M∑
j=1
ej(t)−T
(N−T )
+ min(1(eM+1(t)≥N−T ), eM+1(N−T ))
≥ min
(
1(eM+1(t)≥N−T ),
eM+1
(N−T )
)
.
Otherwise when
M∑
j=1
ej(t) − T < 0, since we have considered 1(∑M+11 ej(t)≥N) = 1 for
this case, we have
M+1∑
1
ej(t)− T ≥ N − T,
and
eM+1 +
M∑
1
ej(t) ≥ N.
Therefore, eM+1 ≥ N −
∑M
1 ej(t) ≥ N − T . We can now verify that the right hand
side of (4.47) is 1, while the left hand side is
min

M∑
i=1
1(ei(t)≥N−T ) + 1,
M+1∑
j=1
ej(t)− T
(N − T )
 ≥ 1.
This completes the verification of inequality (b) in (4.46). Now take an expectation
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from both sides of (4.46) to get,
E
min
1(∑M+11 ej(t)≥N) M+1∑
i=1
1(ei(t)≥N−T ),
[
M+1∑
j=1
ej(t)−T ]+
(N−T )

≥ E
1(∑M1 ej(t)≥N) min
M∑
i=1
1(ei(t)≥N−T ),
M∑
j=1
ej(t)−T
(N−T )

+E
[
1(∑M+11 ej(t)≥N) min
(
1(eM+1(t)≥N−T ),
eM+1
(N−T )
)]
(c)
≥ Mη + E
[
1(∑M+11 ej(t)≥N)1(eM+1(t)≥N−T )
]
= Mη + P
(∑M+1
1 ej(t) ≥ N, eM+1(t) ≥ N − T
) (d)
≥ (M + 1)η,
(4.48)
where (c) follows from (4.44) and the fact that 1(eM+1(t)≥N−T ) ≤ eM+1(t)N−T , and (d) holds
by Observation 9.
Therefore, if (4.44) holds, then so does (4.45), and as a result T ∗B2P (M) is non-
increasing by M .
The following lemma completes the characterization of T ∗B2P (M) as a function of
number of peers M .
Lemma 19. Let T ∗B2P (M) be the optimal B2P usage time, defined as in (4.42). The
followings are true,
1. For each value of M ,
T ∗B2P (M) ≥ T ∗B2P (M) = min{0 ≤ t ≤ T : η ≤ P(ei(t) ≥ N − T,
∑M
1 ej(t) ≥ N)}.
2. {T ∗B2P (M)}M is a monotone sequence converging to some value T ∗B2P from above,
where T ∗B2P = min{0 ≤ t ≤ T : η ≤ P(ei(t) ≥ N − T )}.
3. {T ∗B2P (M)}M is also a monotone sequence converging to the same value T ∗B2P
from above.
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Proof. Note that the lower bound T ∗B2P (M) was found in Observation 9. Also it is
clearly seen that
P(ei(t) ≥ N − T,
M∑
1
ej(t) ≥ N) ≤ P(ei(t) ≥ N − T,
M+1∑
1
ej(t) ≥ N).
Therefore, T ∗B2P (M) is monotone non-increasing and converges to some value T
∗
B2P .
However as M goes to infinity,
∑M
1 ej(t) ≥ N holds true with probability 1, and
consequently T ∗B2P = min{0 ≤ t ≤ T : η ≤ P(ei(t) ≥ N − T )}.
The monotonicity of T ∗B2P (M) was proved in Lemma 18, so it remains to show
that T ∗B2P (M) → T ∗B2P .
Note that as M grows large, 1(∑M1 ej(t)≥N) = 1 and by the strong law of large
numbers
1
M
M∑
i=1
1(ei(t)≥N−T )
a.s.→ P (ei(t) ≥ N − T )
and
1
M
[
M∑
j=1
ej(t)− T ]+/(N − T ) a.s.→ E[ej(t)]/(N − T ),
in which a.s. stands for almost surely convergence of random variables. On the other
hand, by the Markov’s inequality for the non-negative random variable ei(t), we have
P (ei(t) ≥ N − T ) ≤ E[ej(t)]
(N − T ) .
Hence, as M tends to infinity, T ∗B2P (M) in (4.42) reduces to min{0 ≤ t ≤ T : η ≤
P(ei(t) ≥ N − T )} = T ∗B2P .
The variation of T ∗B2P (M) as M changes is shown in Figures 12(a) and 12(b). The
non-increasing nature of T ∗B2P (M) is clearly seen in these figures. Also we observe that
with an intermediate (not very large) number of peers in the system, we can achieve
the minimum possible cost. This number is at most M = 15 for the configurations
plotted in these figures. Figure 12(a) displays the variation of the minimum cost as
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(a) Variation of η for p = 0.9 (b) Variation of p for η = 0.9
Fig. 12. Minimum cost T ∗B2P (M) vs. number of peers M (N = 20, T = 15, q =∞)
the delivery ratio η changes. As expected, satisfying a larger delivery ratio incurs
more cost. The variation of cost as a function of B2P channel quality (probability of
success p) is demonstrated in Figure 12(b). By increasing success probability p, lower
costs are sufficient to achieve a given QoS (η = 0.9 for this case).
There are two noteworthy points that can be inferred from these graphs. First,
as indicated by the dotted lines, there is a limit, on the minimum number of peers
in the system, for a QoS to be achievable. For example, if p = 0.6 we need at
least M = 4 collaborative peers in the system to achieve η = 0.9. Second, for a
fixed channel quality p, the smaller η is, the smaller number of peers M is required
to achieve minimum possible cost T ∗B2P . On the other hand, if we fix QoS η and
change the channel quality p, we cannot get such a monotone behavior. For example
in Figure 12(b), the minimum number of peers to achieve the minimum cost for
p = 0.5, 0.7 and 0.9 is respectively M = 8, 7 and 9.
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5. Finite Field Case
So far we only focused on infinite field size case, where we assumed the field size q
is large enough such that all randomly coded chunks are linearly independent with a
probability almost equal to 1. With this assumption, it was sufficient for each peer
to receive N distinct coded chunks in order to recover the original block. We found
some necessary and sufficient conditions on the achievability of a given QoS metric
(η1, ..., ηM) in Subsection 2. An optimal scheme was proposed in Algorithm 6 for
coordinating the P2P broadcast transmissions, and in Subsection 3 we have shown
how to choose the B2P usage times optimally in order to minimize a general cost
criterion.
In this section, we turn our attention into the finite field case, where the field size
q < ∞ and there is a non-zero probability that randomly coded chunks are linearly
dependent. More specifically, we are interested in evaluating the performance of our
proposed B2P and P2P schemes in the finite fields.
Theorem 24. Suppose the coefficients for coding the chunks are drawn uniformly at
random from a field of size q ≥ 2. If we apply the Algorithm 6 for the P2P broadcasts
and choose the B2P usage times according to the optimization problem in (4.40), then
for each peer i we have
lim
K→∞
1
K
K∑
k=1
E[Ii[k]] ≤ 1− ηi + 1
q − 1 . (4.49)
That is on average each peer i can successfully receive and play out the multimedia
stream at least ηi − 1q−1 fraction of time.
Note that the effect of finiteness of the field size is limited by the value 1
q−1 , for
example for field size q = 32, there is only around %3 reduction in the quality of
service. In the simulation results presented in Figures 13(a) and 13(b), we see the
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actual reduction in the QoS is even less than this value.
(a) Variation of η for p = 0.9
(b) Variation of p for η = 0.9
Fig. 13. Achievable delivery ratio with finite field sizes (N = 20, T = 15, M = 4, with
symmetric peers)
Proof. Lets define Iˆi[k] = 1{nˆ(k)i [kT ]<N}
, where nˆ
(k)
i [kT ] is the number of coded chunks
of block k peer i has received by the end of its deadline. Note that in our previous
arguments for the infinite field size, we had n
(k)
i [t] = min{N, nˆ(k)i [t]} and Iˆi[k] = Ii[k].
In the discussion followed by Algorithm 6, and the corresponding result presented
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in Theorem 23, we have shown that
lim
K→∞
1
K
K∑
k=1
E[Iˆi[k]] ≤ 1− ηi (4.50)
holds true, when we employ the P2P scheme in Algorithm 6. For Ii[k], we have
E[Ii[k]] = E[Ii[k]|Iˆi[k] = 1]P(Iˆi[k] = 1) + E[Ii[k]|Iˆi[k] = 0]P(Iˆi[k] = 0)
(a)
≤ E[Iˆi[k]] + E[Ii[k]|nˆ(k)i [kT ] ≥ N ]
= E[Iˆi[k]] + P[n(k)i [kT ] < N |nˆ(k)i [kT ] ≥ N ]
(b)
≤ E[Iˆi[k]] + 1q−1
(4.51)
where (a) follows since E[Ii[k]|Iˆi[k] = 1] = 1 and P(Iˆi[k] = 1) = E[Iˆi[k]], and (b) holds
by Lemma 13 in Section A.
If we sum both sided of (4.51) from k = 1 to K, divide the result by K and let
K tend to infinity, then the desired bound in (4.49) will be achieved using (4.50).
6. Further Discussions and Extensions
This section addresses other features which can be added into our framework. In
Subsection a, we will discuss how the system performance can be enhanced by adding
some extremely altruistic peers (called boosters). The problem of maintaining the
fairness among the peers will be studied in Subsection b. Finally, we consider using
some erasure protection coding schemes in order to improve the peers’ quality of
experience in Subsection c. We propose a new throughput optimal P2P scheme which
can support applications in which such coding techniques are employed.
a. The Effect of Boosters
In order to improve the performance of our system or even make the system capable
of satisfying an unachievable QoS metric, we can add a number of boosters. The role
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of boosters in a system is to help delivering more coded chunks to the peers. We
can easily incorporate the effect of boosters into our framework by adding some peers
with zero delivery ratio.
If we assume there are B boosters in the system who all individually use their
B2P channels Tb times per frame, then they can collectively contribute eb(Tb) number
of coded chunks over the P2P network. eb(Tb) = Bin(p,BTb) is a Binomial random
variable with parameters p and BTb. Now in the presence of these B boosters, we
need to satisfy the following conditions in order to guarantee the QoS requirements
of the peers,
(C1B) ηi ≤ P
(
ei ≥ N − T,
∑
j ej + eb ≥ N
)
for all i
(C2B)
∑
i ηi ≤
E
[
min
(
1(∑M1 ej+eb≥N)
M∑
i=1
1(ei≥N−T ), [
M∑
j=1
ej + eb − T ]+/(N − T )
)]
.
(4.52)
A similar optimization problem as (4.40), with constraints (C1B) and (C2B)
and a cost criterion which is also a function of Tb, can be considered to find the
optimal B2P usage times. In order to coordinate the P2P transmissions, we first let
the boosters broadcast all the eb chunks they have received from the B2P network,
and then follow the Algorithm 6.
Figures 14(a) and 14(b) depict the effect of boosters on the minimum B2P cost
and the achieved delivery ratio respectively. We consider a symmetric configuration
in which all the peers and boosters use their B2P channels for the same duration.
In Figures 14(a), the dotted line shows the variation of the minimum B2P usage
time versus the number of peers M , when there is no booster. In the other curves,
we show how the B2P usage time changes if we fix the number of peers (M = 1, 3, 5
for this plot) and add boosters to the system. It is interesting to note that a small
number of boosters are sufficient to help the peers achieve their minimum possible
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(a) Minimum Cost vs. Number of
Entities (Peers+Boosters) for p = 0.9
η
(b) Maximum Achievable Delivery Ratio
vs. Number of Entities for Fixed
TB2P = 7
Fig. 14. Effect of boosters (N = 20, T = 15, q =∞)
B2P usage time. For example if M = 5, with adding only two boosters we will achieve
the minimum T ∗B2P , while without boosters we need to add 10 more peers in order to
get the same B2P usage time.
We can observe a similar effect in Figure 14(b). That is if we fix the B2P usage
time, by increasing the number of peers (red and blue curves with B = 0), higher
delivery ratios are achievable by the peers. However, if we fix the number of peers and
add boosters to the system the delivery ratio will increase much faster. For example,
if p = 0.7 and M = 4, the maximum quality is achievable by adding only 3 boosters.
b. The Fairness Problem
Fairness is one of the most important factors that should be considered in designing
practical systems. The problem of guaranteeing some level of fairness in the systems
with multiple entities has been extensively studied in literature [47], [48], [49].
In our model, there are a number of peers, with potentially different QoS re-
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quirements, who need to individually download information from the external servers
(i.e., B2P network) and cooperatively share this information over a broadcast P2P
network. Our objective in this subsection is to investigate the fairness issue among
these peers. Note that downloading content from the B2P network incurs some cost
to the peers. Hence, it may not be fair if we require a peer with a small delivery ratio
requirement to use its B2P interface for the same duration as another peer who has
a much larger QoS requirement. In what follows, we show how we can incorporate
the concept of fairness into out framework.
Fairness with respect to B2P download rate: Consider a group of peers with
different QoS constraints η1, ..., ηM . One way to introduce fairness to our model
is to let peers use their B2P network proportionally to their delivery ratios. Our
model is general enough to easily handle this case, by modifying the definition of the
cost function C(TB2P (1), ..., TB2P (M)) in (4.40). Hence, one can define different cost
criteria in order to meet different desired levels of fairness. For example in order to
maintain proportional fairness among peers, we can let TB2P (i) = αηi for all peers
i. Therefore, C(TB2P (1), ..., TB2P (M)) = α
∑
i ηi and we can solve (4.40) to find the
smallest value of α.
c. Improving Robustness by Employing Erasure Protection Techniques
Consider an application of streaming a multimedia channel. In many conventional
systems, the multimedia content is coded as a single stream and peers need to receive
all the constituent packets of the stream in order to playout the multimedia at their
own devices. This coding method is used in video standards like MPEG-1/2/4 and
H.261/3.
One of the proposed techniques for robust multimedia streaming is Multiple De-
scription Coding (MDC) [50]. It is well understood that using MDC we can improve
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the streaming quality. The idea in MDC is to code a multimedia channel into a
number of descriptions and in order to achieve the highest quality a peer needs to
receive all the descriptions. However, the quality degrades gradually as the number of
received descriptions reduces. For example consider an MDC scheme which codes a
stream into two descriptions. By receiving one description, one can decode the media
stream at the basic quality and for the best media experience he needs to get another
description as well. It can be seen how MDC is useful in heterogeneous systems with
various bandwidths and quality requirements. The combination of MDC and ran-
dom linear network coding has been also studied [51] and shown to have advantages
in increasing robustness and decreasing the complexity of the construction. In this
model, the media server codes each generation of the stream using MDC into C de-
scriptions. These C descriptions are further coded using random linear coding before
transmissions. At the receivers, the number of linearly independent descriptions will
determine the rate at which the source information can be decoded.
A similar erasure protection technique, based on Priority Encoding Transmis-
sions (PET) [52], has been considered in [53]. The idea in PET is to partition the
multimedia content into layers of different importance. The level of protection of
different layers increases by their importance. A peer who receives more layers, will
achieve a better quality. However, decoding a layer requires receiving the previous
(more important) layers. Now we can use network coding together with PET (as
mentioned in [53]) to get a better performance. In this scenario, rank of the received
matrix of encoding vectors determines the quality of media playout.
In our proposed framework, we did not consider such erasure protection schemes
and assumed that there exists a single stream in the form of a sequence of blocks and
each peer needs to successfully receive all N chunks in a block in order to be able
to play it out. To clarify the value of these schemes, note that each peer requires
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to receive N linearly independent coded chunks within T slots in order to be able
to recover the corresponding block. Now suppose by the deadline T , a peer i has
received only N − 1 independent chunks. In the current framework, peer i wastes
all he has received in this frame because no useful information can be extracted out
of N − 1 coded chunks. However peer i could potentially playout the corresponding
block with a reasonable quality if the stream was appropriately precoded using one
of the mentioned schemes.
In this subsection, we shall study the application of these schemes in our live
streaming problem. We will slightly modify our model and present a new P2P scheme
for this extended variation.
We assume the media server precodes the blocks of the multimedia stream in
such a way that peers can still decode the original blocks by partially receiving them.
Combining this technique with random linear network coding, we consider the fol-
lowing general QoS metric for our problem.
We assume there are L levels of satisfaction, directly associated with the achiev-
able qualities, with respect to the number of linearly independent chunks a peer
receives. More specifically lets assume 0 = N0 < N1 < N2 < ... < NL = N and
0 ≤ wL ≤ wL−1 ≤ ... ≤ w1 ≤ 1, such that
∑
l wl = 1 and wl is the marginal happiness
of a peer when his rank increase from Nl−1 to Nl. With this notation, the satisfaction
level s
(k)
i of peer i in the k
th frame (corresponding to the service of the kth block) is
s
(k)
i =
L∑
l=1
wl1{n(k)i ≥Nl}
. (4.53)
The new QoS metric is defined as a minimum requirement on the long-run average
satisfaction of each peer i:
limK→∞ 1K
∑K
k=1 s
(k)
i ≥ ηi for all i = 1, ...,M. (4.54)
128
In what follows we assume that the B2P usage times are appropriately chosen
such that the QoS metric (η1, ..., ηM) is achievable for a given set of Nl and wl values.
We shall see how the P2P scheme proposed in Algorithm 6 should change in order to
address the new QoS model.
Using the same methodology as in Subsection 2, we can consider the following
deficit queue dynamics in order to keep track of satisfaction level of each peer i:
di[k] = di[k − 1] + ηi − s(k)i . (4.55)
One can easily verify that stability of the vector ([d1[k]]
+, ..., [dM [k]]
+), as k grows,
implies satisfying the QoS metric.
Note that the B2P arrivals are assumed to be independently and identically
distributed over frames. Hence, similar to the argument in [11], the achievability of
the new QoS metric can be defined based on the existence of a randomized stationary
P2P policy as follows,
Definition 8. Given the B2P arrival processes (e1, ..., eM), the QoS metric (η1, ..., ηM)
is (strictly) achievable for a given set of Nl and wl values if and only if there exists a
policy P∗, to coordinate the P2P transmissions, with the following properties.
Given the realization of the B2P arrivals e(k) = (e
(k)
1 , ..., e
(k)
M ) for each block k, P
∗
chooses a feasible vector of P2P transmissions x(k) = (x
(k)
1 , ..., x
(k)
M ) (satisfying
∑
i x
(k)
i ≤
T and x
(k)
i ≤ e(k)i for all i) with probability P
(
x(k)|e(k)), such that for each peer i,
Ee
[∑
x(k)
s
(k)
i P
(
x(k)|e(k)) | e(k)] > ηi (4.56)
where Ee[.] is expectation with respect to the B2P arrival processes.
Like before, we will utilize the Lyapunov stability criterion to find a throughput
optimal P2P scheme for this case. Lets consider the same Lyapunov function V [k] =
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1
2
∑
i([di[k]]
+)2 as in Subsection 2. Our approach is to minimize an upperbound on
the expected drift ∆V [k] to guarantee the stability of the deficit queues.
It is straightforward to verify the following bound on the drift,
∆V [k] = E [V [k]− V [k − 1] | [di[k − 1]]+ = di : ∀i]
≤M/2 +∑i diηi − E [∑i dis(k)i ] . (4.57)
Minimizing the above upperbound suggests the following framework.
At the beginning of each frame k− 1, for given deficit values ([d1[k− 1]]+, ..., [dM [k−
1]]+) = (d1, ..., dM) and any realization of the B2P arrivals (e
(k)
1 , ..., e
(k)
M ), solve the
following problem,
max W (x(k)) =
∑
i dis
(k)
i =
∑
i di(
∑L
l=1wl1{n(k)i ≥Nl}
)
subject to
n
(k)
i = e
(k)
i +
∑
j 6=i x
(k)
j for all i
0 ≤ x(k)i ≤ e(k)i for all i∑
i x
(k)
i ≤ T
(4.58)
Let W (x(k)
∗
) be the maximum objective value achieved by solving the above maxi-
mization problem. Note that policy P∗ randomly chooses a feasible x(k) according to
some distribution P
(
x(k)|e(k)), hence one can easily verify that
W (x(k)
∗
) ≥
∑
x(k)
W (x(k))P
(
x(k)|e(k)) .
Taking expectation from both sides of the above inequality with respect to the arrival
processes results in
E[
∑
i dis
(k)
i
∗
] = E[W (x(k)∗)] ≥ E[∑x(k) W (x(k))P (x(k)|e(k))]
(a)
>
∑
i diηi ≥
∑
i di(ηi + )
(4.59)
for some small enough  > 0, where (a) follows from the definition of W (x(k)) and
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(4.56). By considering (4.59) and (4.57), we conclude that using the P2P schedule
x(k)
∗
will result in
∆V [k] ≤ M
2
− 
∑
i
(di),
which is negative for large enough di queue lengths, and hence can stabilize the queues.
Therefore, the solution to (4.58) will provide an optimal scheme to coordinate P2P
transmissions at each frame. In what follows, we investigate this optimal P2P scheme
further to find a more simple and intuitive form of this algorithm.
Note that if
∑
i e
(k)
i ≤ T , the optimal solution to the above problem is trivially
x
(k)
i = e
(k)
i for all i. Otherwise, the whole system has received enough DoFs to utilize
all the T time slots in the frame, i.e, we can safely let
∑
i x
(k)
i = T , and we have
max
∑
i di
∑L
l=1wlzil
subject to
zil ≤ 1{e(k)i −x(k)i ≥Nl−T} for all i and l
0 ≤ x(k)i ≤ e(k)i for all i∑
i x
(k)
i = T
(4.60)
We define lmin = min{l : Nl − T ≥ 0} and li = max{l : Nl − T ≤ e(k)i } for each peer
i. Note that since NL = N > T , lmin is well defined, also we let N0 = 0 that makes
sure li ≥ 0 is clearly defined. Also it should be clear that
zil ≥ zi(l+1)
zil = 0 for all l > li and i
zil = 1 for all l < lmin and i.
(4.61)
We shall see the problem (4.60) can be solved in two rounds.
Round 1 : Initially we can let x
(k)
i = min{e(k)i − (Nli − T ), e(k)i } without affecting
the objective function and as a result Tˆ = [T −∑i(min{e(k)i − (Nli − T ), e(k)i })]+
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transmissions will be left for this frame. If Tˆ = 0, then no further transmissions
need to be done. Otherwise Tˆ > 0 and we find the best choice for the remaining
transmissions in Round 2.
Round 2 : For each peer i (with li ≥ lmin) we need to determine the following decision
variables,
zil ∈ {0, 1} for l = li, li − 1, ..., lmin.
Note that if li < lmin, then in the first round of transmissions we should have chosen
x
(k)
i = e
(k)
i and no further transmissions can be done by this peer. Let Mˆ = |{i :
li ≥ lmin}| be the number of peers whose transmissions should be determined in this
round, and without loss of generality we use indices {1, ..., Mˆ} to denote these peers.
We further assume d1 ≥ d2 ≥ ... ≥ dMˆ .
Suppose that a candidate vector (zil : i = 1, ..., Mˆ , l = lmin, ..., li) is given. It
can be verified that for this vector to be feasible, we require
(1)
∑Mˆ
i=1
(
(1− zilmin)(Nlmin − T ) +
∑li
l=lmin+1
(1− zil)(Nl −Nl−1)
)
≥ Tˆ
(2) zil ≥ zi(l+1).
(4.62)
Hence we get the following problem (which is equivalent to (4.60), after considering
the transmissions in Round 1),
max
∑Mˆ
i=1
∑li
l=lmin
vilzil
subject to∑Mˆ
i=1
∑li
l=lmin
(γlzil) ≤ T˜
zil ∈ {0, 1} for all i and l
zil ≥ zi(l+1) for all i and l
(4.63)
where vil := diwl, γl = 1{l>lmin}(Nl−Nl−1)+1{l=lmin}(Nl−T ) and T˜ =
∑
i:li≥lmin(Nli−
T )− Tˆ = ∑i e(k)i − T ≥ 0. We can observe that the above problem is a special form
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of the Knapsack problem with an additional constraint (zil ≥ zi(l+1)) which essentially
requires some order for choosing the items zil.
Lets define ti :=
∑li
l=lmin
(γlzil) and suppose (t1, ..., tMˆ) is provided such that
Mˆ∑
i=1
ti ≤ T˜
and
ti ≤
li∑
l=lmin
γl.
Note that considering the constraint zil ≥ zi(l+1), we can easily verify that the max-
imum value (
∑li
l=lmin
vilzil) that can be achieved, when ti is given, has the following
form
V (ti, i) :=
l(ti)∑
l=lmin
vil = di
l(ti)∑
l=lmin
wl
where l(ti) = max{l ≥ lmin − 1 :
∑l
j=lmin
γl ≤ ti}. It can be seen that V (ti, i) =
di
d1
V (ti, 1).
Now it should be straightforward to realize that problem (4.63) can be equiva-
lently expressed as follows,
max
∑Mˆ
i=1
di
d1
V (ti, 1)
subject to
ti ≤
∑li
l=lmin
γl for all i∑Mˆ
i=1 ti ≤ T˜
(4.64)
The above problem can be easily solved using Dynamic programming in O(MˆT˜ ) time.
Algorithm 7 summarizes our optimal P2P scheme which can support any achiev-
able QoS metric, introduced in this subsection.
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Algorithm 7 Optimal Robust P2P scheme (infinite field)
At the beginning of each frame k − 1, given the arrivals (e(k)1 , ..., e(k)M ) and
the deficit values ([d1[k − 1]]+, ..., [dM [k − 1]]+) = (d1, ..., dM):
1) If
∑
i e
(k)
i ≤ T : let each peer i broadcast his initial e(k)i coded chunks.
2) If
∑
i e
(k)
i > T : let li = max{l : Nl − T ≤ e(k)i } and each peer i transmit up to
min{e(k)i − (Nli − T ), e(k)i } chunks.
2.1) If
∑
i min{e(k)i − (Nli − T ), e(k)i } ≥ T : there is no time slot left for further
transmissions.
2.2) If
∑
i min{e(k)i − (Nli−T ), e(k)i } < T : consider peers {i : li ≥ lmin}, and define
vil := diwl,
γl = 1{l>lmin}(Nl −Nl−1) + 1{l=lmin}(Nl − T ),
T˜ =
∑
i e
(k)
i − T ,
l(t) = max{l ≥ lmin − 1 :
∑l
j=lmin
γl ≤ t},
V (t, 1) :=
∑l(t)
l=lmin
v1l.
(4.65)
Solve the following dynamic programming to get optimal t∗i values,
max
∑
i
di
d1
V (ti, 1)
subject to
ti ≤
∑li
l=lmin
γl for all i∑
i ti ≤ T˜ ,
(4.66)
Now let each peer i ∈ {j : lj ≥ lmin} broadcast 1{l(t∗i )=lmin−1}(Nli − T ) +
1{l(t∗i )≥lmin}(Nli −Nl(t∗i )) of his chunks that have not been transmitted yet.
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7. Simulation Results
In this section, we evaluate the performance of our proposed B2P-P2P scheme for a
number of scenarios.
(1) coding over finite fields versus infinite field : we have already considered this
case in Subsection 5. It is depicted in Figure 13 that the proposed P2P scheme, which
is shown to be optimal for the infinite field size, still performs quite well in the finite
field case. Indeed for a field size of q = 32, the degradation the quality experienced
by the peers is shown to be only %2.
(2) coding versus non-coding solutions : we utilize random linear network coding
in our algorithms to simplify coordinating transmissions. However, it is well under-
stood that in a broadcast system like our P2P network, using network coding can
potentially enhance the performance. In our proposed P2P policy, we assumed that
the media server transmits randomly coded chunks to the peers via B2P network and
peers further disseminate these chunks over the P2P network. We also observed that
peers do not need to perform the encoding process and can only forward the received
chunks from the B2P network, whenever they get a chance to broadcast.
Fig. 15. Benefits of random linear coding at the media server (N = 20, T = 15, M = 4,
with symmetric peers)
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Figure 15 compares our proposed random linear coding scheme with three other
cases for a target η = 0.9: (i) using random linear coding both in media server
and P2P transmissions: it is seen that by performing another layer of encoding at
the peer devices, the performance does not change. (ii) no coding: in this scheme
the original chunks are transmitted over both B2P and P2P interfaces without any
coding. We employ a Max-Rank-First scheme to coordinate the P2P transmissions
and make sure no chunks is transmitted more than once over the P2P network. Note
that for this non-coding scheme, even without receiving all N constituent chunks of
a block, peers can partially recover the original block. Hence, we measure the QoS
as the average number of chunks received by a peer for each block. For different
configurations evaluated in Figure 15, we see that by utilizing coding over chunks,
a better performance is achievable. (iii) sending uncoded chunks from the media
server and performing random linear coding at P2P transmissions: for this scheme
the number of DoFs that a peer can offer to the system is smaller compared to the
first scenario, because peers start with uncoded chunks and a pair of peers have a
non-negligible chance of having common chunks. Hence, it is seen that, compared
to the first two scenarios, the quality will drop significantly for this scheme as well.
It should be noted that for this case, like the non-coding case, the original chunks
received from the B2P network will be immediately available for playing out. Hence,
the QoS metric is defined based on the average number of chunks available for playout
at the peer devices at the end of each frame.
Note that in Figure 15 and for the last two scenarios (no coding scheme and
the case of coding at peer devices only), we assumed the media server is able to
estimate the B2P channel conditions (On or Off) before performing any transmissions.
This information can help distributing the initial uncoded chunks to the peers more
efficiently. For example, for the last scenario in which we employ coding only at peer
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Fig. 16. Effect of B2P channel estimation (N = 20, T = 15, M = 4, with symmetric
peers)
devices, we need to make sure that initially all N original chunks are available in the
system in order to have useful P2P transmissions. Hence, knowing channels states
helps the server to make better decisions regarding what chunks to transmit to each
peer. In practice, it may not be possible to achieve such information about the states
of B2P channels. In this case, the server may randomly choose some uncoded chunks
to transmit to the peers. In Figure 16, the performance of the system is compared
when we have complete channel estimation and when such knowledge does not exist.
It is seen that the achieved QoS of the latter case is worse than the former and the
quality drop for the scheme, in which we perform coding at peer devices, is more
significant.
Figure 17 demonstrates the performance of coding and non-coding schemes when
the target QoS metric is η = 0.55. Note that if the quality metric is defined based
on the average number of received chunks which are available for playing out, then
for some configurations it is better to employ a non-coding scheme. For example for
the case shown in this figure, an MRF P2P algorithm with no coding employed can
deliver a larger number of playable chunks to the peers compared to the scheme which
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Fig. 17. Non-coding scheme outperforms coding solution for some cases(N = 20,
T = 15, M = 4, with symmetric peers)
utilizes random coding.
(3) proposed P2P policy versus other greedy policies : we proposed a P2P scheme
in Algorithm 6 which consists of three phases and showed that such a simple al-
gorithm is throughput optimal. Figures 18(a) and 18(b) compare the performance
of our algorithm with three other algorithms: Round Robin scheme, Min-Deficit-
First discipline and Max-Rank-First algorithm. We can observe that none of the two
greedy algorithms can achieve the required QoS and our P2P scheme proves the best
performance.
Note that in the case of η = 0.55, the Round Robin algorithm performs much
worse. The reason is that peers try to transmit the same number of times during
each frame and most often this does not let any of them receive enough chunks to be
able to recover the original block.
(4) playout smoothness : note that we model our QoS metric in terms the long-
run average number of frames a peer is busy playing out the multimedia content.
Both analytically and by simulations, we proved our proposed algorithm is capable
of supporting such a QoS metric. However in reality, the average playout time alone
cannot completely model the quality a peer experiences. For example assume peer i
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(a) η = 0.9
(b) η = 0.55
Fig. 18. Comparison of Algorithm 6 with greedy algorithms (Round Robin, Min-D-
eficit-First, and Max-Rank-First) (N = 20, T = 15, M = 4, with symmetric
peers)
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requires a minimum delivery ratio ηi = 0.5. Although our algorithm makes sure that
peer i will be able to successfully receive at least 0.5 of the stream, we do not know
in what fashion he receives these blocks. As two extreme examples, suppose peer i
receives the stream periodically with (1) a very large period and (2) a short period.
Which one is more suitable? In case (1), peer i periodically looses a big portion of
the stream, while in case (2) the lost blocks are more uniformly distributed over the
stream. In practice case (2) is more preferred because by coding over the blocks,
peer i will be able to recover the dropped blocks to some extent. Hence we prefer to
receive blocks almost periodically with small periods.
We consider four states si[k] ∈ {1, 0,−1,−2} for a peer i at the beginning of
frame k as follows,
si[k] =

1 if n
(k)
i = N
0 if e
(k)
i < N − T
−1 if e(k)i ≥ N − T , but nˆ(k)i < N
−2 if nˆ(k)i ≥ N , but n(k)i < N
(4.67)
Note that only if si[k] = 1, peer i is able to successfully recover block k. Figures 19(a)
and 19(b) display the variation of si[k] for two delivery ratios η = 0.9 and 0.55
respectively.
Consider peer i and let Tl = jl − kl for l ≥ 1, where jl and kl are defined as
follows
j0 = 0
kl = min{k ≥ jl−1 : si[k] = 1} for l ≥ 1
jl = min{j ≥ kl : si[j] = 0} for l ≥ 1.
(4.68)
We call tl the l
th smooth playout time, that is the length of the lth longest sequence
of frames during which i continuously receives the blocks. As mentioned above, we
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(a) η = 0.9 (b) η = 0.55
Fig. 19. Variations of the state si[k] (N = 20, T = 15, M = 4, p = 0.9, q = 32, with
symmetric peers)
(a) η = 0.9 (b) η = 0.55
Fig. 20. Distribution of smooth playout times Tl (N = 20, T = 15, M = 4, p = 0.9,
q = 32, with symmetric peers)
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would like the sequence (T1, T2, T3, ...) to have a small variance (that is almost periodic
reception) and a small average (to prevent the loss of big portions).
The distribution of the smooth playout time for two different delivery ratios
η = 0.9, and 0.55 is demonstrated in Figures 20(a) and 20(b) respectively. From these
plots and the actual state variation shown in Figures 19(a) and 19(b), we observe our
algorithm performs desirably, since peer i receives blocks almost periodically with a
small variance and no big portion of subsequent blocks is lost.
Fig. 21. Performance of Algorithm 6 in finite fields (N = 20, T = 15, M = 4, with
different QoS)
(5) peers with different delivery ratios : all the above plots and simulations have
been done for a completely symmetric system in which peers have similar QoS re-
quirements. In this part, we simulate a system with M = 4 peers with delivery ratios
(0.9, 0.7, 0.5, 0.3) and show all the previous results hold for the asymmetric case as
well. Figure 21 displays the performance of our proposed algorithm in the finite fields.
It can also be seen in Figures 22(a), 22(b) and 22(c) that the desirable performance
of the algorithm in terms of playout smoothness still holds even when we have peers
with different requirements.
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(a) State variation of the peer with
η = 0.9
(b) State variation of the peer with
η = 0.5
(c) Distribution of smooth playout times
Fig. 22. Playout pattern of the algorithm on an asymmetric system(N = 20, T = 15,
M = 4, p = 0.9, q =∞, (η1, ..., η4) = (0.9, 0.7, 0.5, 0.3))
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C. Summary and Future Work
In this chapter, we studied the problems of content distribution and multimedia live
streaming in a wireless hybrid network, which consists of an expensive unicast B2P
network and a free broadcast P2P network. In the content distribution problem, we
defined our QoS metric as a requirement that all the peers successfully receive a single
common block within a deadline with a target probability. In the streaming variation,
we considered a long sequence of common blocks and defined individual QoS metrics
such that each peer individually needs to successfully receive some minimum fraction
of the blocks within their deadlines.
We utilized random linear coding over finite fields in our algorithms to sim-
plify coordinating transmissions. In the content distribution problem, we presented
a two-phase algorithm. In the first phase, peers receive packets from both B2P and
P2P (using MRF, which appears naturally from the QoS constraints), while in the
second phase, only P2P (using NmRF ) is used. For the live streaming application,
we adopted a new framework in which the decisions on P2P and B2P networks can
be decomposed and proposed a three-phase P2P scheme which was derived from a
Lyapunov stability argument. We further showed that our framework is capable of
handling a general B2P cost criterion as well. We evaluated the performance of these
algorithms both analytically and by simulation.
In our model, we assumed that P2P network is fully connected and reliable. Two
natural extensions for both problems is to consider lossy P2P transmissions and/or
multihop P2P networks. We will shortly comment about the challenges of these
extensions. For future work, one can also study on-demand streaming applications
in which we do not have fixed playout intervals and can buffer the content well in
advance. We briefly mentioned the possibility of finding the optimal B2P scheme by
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applying an iterative search and considering two time scales. It is worthwhile thinking
how this algorithm can be made more efficient and whether it can be implemented in a
distributed fashion. Finally, these P2P algorithms, which work based on cooperation
of the peers, show many interesting aspects from a game theoretic point of view. For
example, it is appealing to develop more efficient mechanisms that naturally lead
peers to some equilibria at which the QoS metrics are satisfied.
1. Extension to Unreliable P2P Network
An interesting direction for the future work is extending the results of this paper to
lossy P2P networks. In this subsection, we shall point out some of the challenges of
this extension.
For the case of unreliable wireless channels, one can consider different models.
In general we can divide the models, based on the capability of peers to estimate the
channels, into two categories: (i) peers can determine the state (ON or OFF) of their
channels at each slot, and (ii) peers do not have any information about the realization
of their channels and only know some average statistics (e.g. the probability of being
ON in an i.i.d. channel model).
Note that channel estimation requires feedback messages and as indicated in [54],
the large overhead of gathering this feedback information makes channel estimation
in broadcast networks practically inefficient. However in a very slow fading scenario,
where the state of the channels does not change during the transmission interval
(T slots), it might be possible to initially determine the realization of the channels.
This model will most often reduce to a multihop broadcast network (represented by
a partially connected graph). [36] studies this model to find the minimum number
of transmissions required to disseminate a common block over a pure P2P network.
There, it was shown that finding the optimal set of transmissions is an NP-hard
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problem in general. With the existence of the B2P network, the problem can only
get harder to solve.
In the other model, we assume peers do not have any knowledge about their
channels’ state at the time of transmission. It should be noticed that mostly ac-
knowledgement messages (ACK) are not available in broadcast networks, hence peers
may not realize whether their transmissions are successful even after broadcasting.
That means in practice, we cannot keep track of the states of the peers (i.e., the
matrices corresponding to the received coded chunks).
The only option left to practically model the system is to assume that there is
no feedback or ACK messages and the only available information is the probabilities
of different channel states (as in [54]). For this case, despite the model considered in
this paper, the peers require to randomly combine all their available chunks at the
time of transmission in order to increase the chance of its usability. Therefore clearly
the number of transmissions done by a peer can be larger than its B2P receptions and
also the order of transmissions is now important. Note that the usefulness probability
of a transmission depends on the history of all the previous transmissions. Hence, it
is not clear how to efficiently solve for the best sequence of transmissions and this
problem remains unanswered.
146
CHAPTER V
CONCLUSION
In this dissertation, we studied different scenarios in wireless communication networks
where delay needs to be taken care of. We considered a wireless content distribution
network in which both inelastic requests (requiring service deadlines) and elastic
requests (delay tolerant) exist. Optimal algorithms were proposed for this framework,
which jointly solve content caching and link scheduling problems.
We also evaluated the effect of delay in relay networks which utilize network
coding. Relay nodes can decrease the number of required transmissions for exchanging
flow packets by employing network coding. However, they may need to delay the
service to the enqueued packets, in order to find coding opportunities. We investigated
this trade-off between delay and the number of transmissions, and proposed a simple
threshold-based algorithm to optimally balance between latency and efficiency.
Finally, we looked at a broadcast cooperative P2P network and showed how
simple (sub)optimal algorithms can be constructed to support delay-sensitive appli-
cations. We specifically focused on a content distribution problem and a multimedia
live streaming application.
We discussed about several possible extensions to the above problems at the end
of each chapter, and occasionally pointed to some challenges and obstacles on these
extensions.
The objective of the work presented in this dissertation was first to understand
how delay can be studied in a couple of popular wireless networks, and then develop
provably optimal algorithms to satisfy the corresponding delay requirements. We
tried to concentrate on some instances of the wireless networks and applications that
are currently very popular and are predicted to have even more appearance in future.
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APPENDIX A
OPTIMAL DELAY-THROUGHPUT TRADE-OFF IN THE NETWORK
CODING-ENABLED RELAY NETWORKS
Proof of Theorem 6
In the proof of this theorem, we use the following result which enhances applying
Lemma 7.
Lemma 20 (Proposition 5 [28]). Assume there exists a stationary policy θ inducing
an irreducible and ergodic Markov chain with the following properties: there exists a
nonnegative function F (i, j) and a finite nonempty subset G with G ⊆ R2 such that
for (i, j) ∈ R2 −G,
∑
k,l
Pθ((i, j), (k, l))F (k, l)− F (i, j) ≤ −C((i, j), θ), (A.1)
and
∑
k,l Pθ((i, j), (k, l))F (k, l) <∞ for (i, j) ∈ G. Then the condition (iii) in Lemma
7 holds.
As described earlier it is sufficient to show that the three conditions in Lemma 7
are met. Proposition 5 results in the condition (i), while the condition (ii) is satisfied
based on Lemma 6 (e.g. set N = 0). Three cases are considered to show that the
condition (iii) holds.
Case (1) p
(i)
0 + p
(i)
1 < 1 for i = 1, 2:
Let F (i, j) = B(i2 + j2) for some positive B in Lemma 20. By θ˜ we denote the
stationary policy of always transmitting, that induces an irreducible and ergodic
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Markov chain from MDP. Then, for all state (i, j) ∈ R2 − {(0, 0), (0, 1), (1, 0)}, we
can compute that
∑
k,l
Pθ˜ ((i, j), (k, l)) [F (k, l)− F (i, j)]
=
∞∑
r=0
∞∑
s=0
P1
(
(i, j), ([i− 1]+ + r, [j − 1]+ + s)) [F ([i− 1]+ + r, [j − 1]+ + s)− F (i, j)]
=
∞∑
r=0
∞∑
s=0
p(1)r p
(2)
s B
[
2i(r − 1) + (r − 1)2 + 2j(s− 1) + (s− 2)2]
=2B
(
i(E[A1]− 1) + j(E[A2]− 1)
)
+B
(
E[(A1 − 1)2] + E[(A2 − 1)2]
)
. (A.2)
Note that E[Ai] < 1, so 2B(E[Ai] − 1) < −CH for sufficiently large B. Moreover,
since E[A2i ] <∞ for i ∈ {1, 2}, (A.1) can be guaranteed. That is∑
k,l
Pθ˜ ((i, j), (k, l)) [F (k, l)− F (i, j)] ≤ −C((i, j), θ˜),
when i, j are large enough, where C((i, j), θ˜) = CH([i− 1]+ + [j− 1]+) +CT . Accord-
ingly, we define G as a finite set such that for (i, j) ∈ R2−G, the above inequality is
satisfied. We also let G include the states {(0, 0), (0, 1), (1, 0)}.
Finally, for (i, j) ∈ G,
∑
k,l
Pθ˜ ((i, j), (k, l))F (k, l)
=B
∞∑
r=0
∞∑
s=0
p(1)r p
(2)
s
[
([i− 1]+ + r)2 + ([j − 1]+ + s)2]
=B
{
(i− 1)2 + 2[i− 1]+E[A1] + E[A21] + (j − 1)2 + 2[j − 1]+E[A2] + E[A21]
}
<∞,
since all the terms are finite. Therefore, the condition (iii) in Lemma 7 is verified
according to Lemma 20.
Case (2) p
(1)
0 + p
(1)
1 = 1 and p
(2)
0 + p
(2)
1 < 1:
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q1
CS1
CS2
CSii
CSi-1i-1
2
1
0
(i,j)
Fig. 23. In case (iii), state (i, j) can only transit to states in the communicating classes
CSi and CSi−1
We shall see that under θ˜ in case (1), the Markov chain is not irreducible and we
cannot use Lemma 20, hence we will directly verify the condition (iii) in Lemma 7.
Consider Figure 23 and define sets CS1 = {(a, b) : a = 0, 1 and b ∈ N ∪ {0}}
and CSi = {(a, b) : a = i, b ∈ N ∪ {0}} for i ≥ 2. Then all CSi are communicating
classes under policy θ˜. The states in CS1 can be shown to be positive-recurrent, but
in CSi with i ≥ 2 are transient. For i ≥ 2, let Ci,j be the expected cost for a passage
from state (i, j) (in class CSi) to the next class CSi−1. Note that state (i, j) has
the probability of p
(1)
0 to escape to class CSi−1 and p
(1)
1 to remain in class CSi. By
considering all the possible paths to escape from state (i, j), we can compute Ci,j as
following, where C(i, Q
(2)
t ) = CT + CH([i− 1]+ + [Q(2)t − 1]+),
Ci,j = E
[ ∞∑
k=0
(p
(1)
1 )
kp
(1)
0
k∑
t=0
C(i, Q
(2)
t )|(Q(1)0 , Q(2)0 ) = (i, j)
]
= p
(1)
0 E
[ ∞∑
t=0
C(i, Q
(2)
t )
∞∑
k=t
(p
(1)
1 )
k|(Q(1)0 , Q(2)0 ) = (i, j)
]
= E
[ ∞∑
t=0
(p
(1)
1 )
tC(i, Q
(2)
t )|(Q(1)0 , Q(2)0 ) = (i, j)
]
(A.3)
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Hence, Ci,j can be viewed as the total expected p
(1)
1 -discounted cost of the system, i.e.
one can imagine that there is the arrival processA1 with P(A1 = 1) = 1 to q1, the same
process A2 to q2, and the relay always transmits. Therefore, Ci,j <∞ with the similar
proof to Proposition 5. By C(i,j),(k,l) we denote the expected cost of a first passage
from state (i, j) to (k, l). Note that C(1,j),(0,0) <∞ for any j by using the Proposition
4 in [28] (intuitively, the expected traveling time from state (1, j) to (0, 0) is finite due
to the positive recurrence of CS1). Let T0 = min{t ≥ 1 : (Q(1)t , Q(2)t ) = (0, 0)} and for
i ≥ 1, Ti = min{t ≥ 1 : Q(1)t = i} with the corresponding state (Q(1)Ti , Q
(2)
Ti
) = (i, j˜i).
Then C(i,j),(0,0) <∞, since
C(i,j),(0,0) = Ci,j +
i−2∑
k=1
Ci−k,j˜i−k + C(1,j˜1),(0,0). (A.4)
By θ̂, we define a policy of always transmitting until T0 after which the α-optimal
policy is employed. Vα(i, j) can be bounded by the discounted cost incurred by θ̂,
Vα(i, j) ≤
Eθ̂
[
Ti−1−1∑
t=0
αtC(Qt, At)|Q0 = (i, j)
]
+
i−2∑
k=1
Eθ̂
[
Ti−k−1−1∑
t=Ti−k
αtC(Qt, At)|Q0 = (i, j)
]
+
Eθ̂
[
T0−1∑
t=T1
αtC(Qt, At)|Q0 = (i, j)
]
+ Eθ̂
[ ∞∑
t=T0
αtC(Qt, At)|Q0 = (i, j)
]
≤ C(i,j),(0,0) + Vα(0, 0)
Let Mi,j = C(i,j),(0,0) in Lemma 7. Then Mi,j <∞ and vα(i, j) = Vα(i, j)−Vα(0, 0) ≤
Mi,j. Moreover,
∑
k,l
P1
(
(i, j), (k, l)
)
Mk,l =
∑
k,l
P1
(
(i, j), (k, l)
)
C(k,l),(0,0) ≤ C(i,j),(0,0) <∞.
Therefore, the condition (iii) of Lemma 7 is met.
Case (3) p
(i)
0 + p
(i)
1 = 1 for i = 1, 2 (i.e. Bernoulli arrivals to both queues):
Note that θ˜ in case(1) cannot define an irreducible Markov chain for this case either.
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By a similar argument to case (2), we can define Mi,j = C(i,j),(0,0), and show that
C(i,j),(0,0) is finite for this case. It is true since there is a finite expected cost for state
(i, j) to escape to {(i− 1, j − 1), (i− 1, j), (i, j − 1)}.
Proof of Lemma 10
Note that in the proof of Lemma 6, we have shown Vα,n+1(i, j) is non-decreasing, if so
is Vα,n(i, j). Therefore, we only need to show the submodularity and the subconvexity
properties of Vα,n+1(i, j).
In what follows, we first prove the submodularity part. The subconvexity prop-
erty will be shown subsequently.
Submodularity
We intend to show that for all i, j ∈ N ∪ {0},
Vα,n+1(i+ 1, j + 1)− Vα,n+1(i+ 1, j) ≤ Vα,n+1(i, j + 1)− Vα,n+1(i, j).
According to Lemma 9, we are only interested in 6 cases of (a∗i,j, a
∗
i+1,j, a
∗
i,j+1, a
∗
i+1,j+1),
where a∗i,j = min{a : arg mina∈{0,1} Vα,n(i, j, a)}.
Case (i) (a∗i,j, a
∗
i+1,j, a
∗
i,j+1, a
∗
i+1,j+1) = (1, 1, 1, 1): We claim that
E[Vα,n(i+A1, j +A2)− Vα,n(i+A1, [j − 1]+ +A2)]
≤ E[Vα,n([i− 1]+ +A1, j +A2)− Vα,n([i− 1]+ +A1, [j − 1]+ +A2)].
(A.5)
When i, j 6= 0, it is true according to submodularity of Vα,n(i, j). Otherwise, both
sides are 0.
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Case (ii) (a∗i,j, a
∗
i+1,j, a
∗
i,j+1, a
∗
i+1,j+1) = (0, 0, 0, 0): We claim that
E[Vα,n(i+ 1 +A1, j + 1 +A2)− Vα,n(i+ 1 +A1, j +A2)]
≤ E[Vα,n(i+A1, j + 1 +A2)− Vα,n(i+A1, j +A2)].
(A.6)
This is obvious from the submodularity of Vα,n(i, j).
Case (iii) (a∗i,j, a
∗
i+1,j, a
∗
i,j+1, a
∗
i+1,j+1) = (0, 0, 0, 1): We claim that
CT − CH + αE[Vα,n(i+A1, j +A2)− Vα,n(i+ 1 +A1, j +A2)]
≤ CH + αE[Vα,n(i+A1, j + 1 +A2)− Vα,n(i+A1, j +A2)].
(A.7)
From the submodularity of Vα,n(i, j), we have
Vα,n(i, j)− Vα,n(i+ 1, j) + Vα,n(i, j)− Vα,n(i, j + 1)
≤ Vα,n(i, j)− Vα,n(i+ 1, j) + Vα,n(i+ 1, j)− Vα,n(i+ 1, j + 1)
= Vα,n(i, j)− Vα,n(i+ 1, j + 1).
(A.8)
Since a∗i+1,j+1 = 1, we have ∆Vα,n(i+ 1, j + 1) ≤ 0, i.e.,
CT − 2CH + αE[Vα,n(i+A1, j +A2)− Vα,n(i+ 1 +A1, j + 1 +A2)] ≤ 0. (A.9)
The claim is true because
CT − 2CH + αE[Vα,n(i+A1, j +A2)− Vα,n(i+ 1 +A1, j +A2)
+Vn(i+A1, j +A2)− Vα,n(i+A1, j + 1 +A2)]
≤ ∆Vα,n(i+ 1, j + 1) ≤ 0.
(A.10)
Case (iv) (a∗i,j, a
∗
i+1,j, a
∗
i,j+1, a
∗
i+1,j+1) = (0, 0, 1, 1): We claim that
−CH + αE[Vα,n(i+A1, j +A2)− Vα,n(i+ 1 +A1, j +A2)]
≤ CH([i− 1]+ − i) + αE[Vα,n([i− 1]+ +A1, j +A2)− Vα,n(i+A1, j +A2)].
(A.11)
When i 6= 0, it is satisfied because Vα,n(i, j) is convex. Otherwise, it is true since
Vα,n(i, j) is non-decreasing.
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Case (v) (a∗i,j, a
∗
i+1,j, a
∗
i,j+1, a
∗
i+1,j+1) = (0, 1, 0, 1): We claim that
CH(j − [j − 1]+) + αE[Vα,n(i+A1, j +A2)− Vα,n(i+A1, [j − 1]+ +A2)]
≤ CH + αE[Vα,n(i+A1, j + 1 +A2)− Vα,n(i+A1, j +A2)].
(A.12)
When j 6= 0, it holds since Vα,n(i, j) is convex. It is true for other cases because of
the non-decreasing property of Vα,n(i, j).
Case (vi) (a∗i,j, a
∗
i+1,j, a
∗
i,j+1, a
∗
i+1,j+1) = (0, 1, 1, 1): We claim that
CH(j − [j − 1]+) + αE[Vα,n(i+A1, j +A2)− Vα,n(i+A1, [j − 1]+ +A2)]
≤ CT + CH([i− 1]+ − i) + αE[Vα,n([i− 1]+ +A1, j +A2)− Vα,n(i+A1, j +A2)].
(A.13)
Based on the submodularity of Vα,n(i, j), we have
Vα,n([i− 1]+, j)− Vα,n(i, j) + Vα,n(i, [j − 1]+)− Vα,n(i, j)
≥ Vα,n([i− 1]+, [j − 1]+)− Vα,n(i, [j − 1]+) + Vα,n(i, [j − 1]+)− Vα,n(i, j)
= Vα,n([i− 1]+, [j − 1]+)− Vα,n(i, j).
(A.14)
It is noted that a∗i,j = 0 and hence ∆Vα,n(i, j) ≥ 0, i.e.,
CT + CH([i− 1]+ + [j − 1]+ − i− j)+
αE[Vα,n([i− 1]+ +A1, [j − 1]+ +A1)− Vα,n(i+A1, j +A1)] ≥ 0.
(A.15)
Therefore, it can be acquired that
CT + CH([i− 1]+ + [j − 1]+ − i− j) + αE[Vα,n([i− 1]+ +A1, j +A2)−
Vα,n(i+A1, j +A2) + Vα,n(i+A1, [j − 1]+ +A2)− Vα,n(i+A1, j +A2)]
≥ ∆Vα,n(i, j) ≥ 0.
(A.16)
Subconvexity
We want to show that for all i and j,
Vα,n+1(i+ 1, j + 1)− Vα,n+1(i, j) ≤ Vα,n+1(i+ 2, j + 1)− Vα,n+1(i+ 1, j).
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There will be only 5 cases of (a∗i,j, a
∗
i+1,j, a
∗
i+1,j+1, a
∗
i+2,j+1) that need to be considered.
Case (i) (a∗i,j, a
∗
i+1,j, a
∗
i+1,j+1, a
∗
i+2,j+1) = (1, 1, 1, 1): We claim that
CH(i− [i− 1]+) + αE[Vα,n(i+A1, j +A2)− Vα,n([i− 1]+ +A1, [j − 1]+ +A2)]
≤ CH + αE[Vα,n(i+ 1 +A1, j +A2)− Vα,n(i+A1, [j − 1]+ +A2)].
(A.17)
When i, j 6= 0, it is true according to the subconvexity of Vα,n(i, j). The argument
is satisfied for i = 0, j 6= 0 due to Vα,n(i, j) being non-decreasing, and for the case
i 6= 0, j = 0 due to the convexity of Vα,n(i, j). Otherwise, it holds according to the
non-decreasing property.
Case (ii) (a∗i,j, a
∗
i+1,j, a
∗
i+1,j+1, a
∗
i+2,j+1) = (0, 0, 0, 0): We claim that
E[Vα,n(i+ 1 +A1, j + 1 +A2)− Vα,n(i+A1, j +A2)]
≤ E[Vα,n(i+ 2 +A1, j + 1 +A2)− Vα,n(i+ 1 +A1, j +A2)].
(A.18)
This is obvious from the subconvexity of Vα,n(i, j).
Case (iii) (a∗i,j, a
∗
i+1,j, a
∗
i+1,j+1, a
∗
i+2,j+1) = (0, 0, 0, 1): We claim that
2CH + αE[Vα,n(i+ 1 +A1, j + 1 +A2)− Vα,n(i+A1, j +A2)] ≤ CT . (A.19)
Since a∗i+1,j+1 = 0, we have ∆Vα,n(i+ 1, j + 1) ≥ 0, i.e.,
CT − 2CH + αE[Vα,n(i+A1, j +A2)− Vα,n(i+ 1 +A1, j + 1 +A2)] ≥ 0. (A.20)
Hence the claim is verified.
Case (iv) (a∗i,j, a
∗
i+1,j, a
∗
i+1,j+1, a
∗
i+2,j+1) = (0, 0, 1, 1): It is trivial, since both sides are
equal to zero.
Case (v) (a∗i,j, a
∗
i+1,j, a
∗
i+1,j+1, a
∗
i+2,j+1) = (0, 1, 1, 1): We claim that
CT ≤ CH(1 + j − [j − 1]+)
+αE[Vα,n(i+ 1 +A1, j +A2)− Vα,n(i+A1, [j − 1]+ +A2)].
(A.21)
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Notice that a∗i+1,j = 1, so ∆Vα,n(i+ 1, j) ≤ 0, i.e.,
CT − CH(1 + j − [j − 1]+)+
αE[Vα,n(i+A1, [j − 1]+ +A2)− Vα,n(i+ 1 +A1, j +A2)] ≤ 0.
(A.22)
Therefore, the argument is confirmed.
Proof of Theorem 10
The proof is based on Foster-Lyapunov criterion [12] associated with the Lyapunov
function L(x, y) = x2 + y2. Notice that
Q
(i)
t+1 = [Q
(i)
t − At]+ +Ai = Q(i)t − At + U (i)t +Ai, (A.23)
where,
U
(i)
t =
 0 if Q
(i)
t − At ≥ 0
1 if Q
(i)
t − At = −1.
(A.24)
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Then it can be observed that
E
[
L(Q(1)t+1, Q(2)t+1)− L(Q(1)t , Q(2)t )|Q(1)t = x,Q(2)t = y
]
= E
[∑2
i=1(Q
(i)
t − At + U (i)t +Ai)2|Q(1)t = x,Q(2)t = y
]
− (x2 + y2)
=
2∑
i=1
E
[
(Q
(i)
t − At +Ai)2|Q(1)t = x,Q(2)t = y
]
+
2∑
i=1
E
[
(U
(i)
t )
2|Q(1)t = x,Q(2)t = y
]
+
2∑
i=1
E
[
2U
(i)
t (Q
(i)
t − At +Ai)|Q(1)t = x,Q(2)t = y
]
− (x2 + y2)
(a)
≤
2∑
i=1
E
[
(Q
(i)
t − At +Ai)2|Q(1)t = x,Q(2)t = y
]
+ 2 + 2E[A1] + 2E[A2]− (x2 + y2)
= 2xE
[
A1 − At|Q(1)t = x,Q(2)t = y
]
+ 2yE
[
A2 − At|Q(1)t = x,Q(2)t = y
]
+E
[
(A1 − At)2|Q(1)t = x,Q(2)t = y
]
+ E
[
(A2 − At)2|Q(1)t = x,Q(2)t = y
]
+2E[A1] + 2E[A2] + 2
(b)
≤ 2xE
[
A1 − At|Q(1)t = x,Q(2)t = y
]
+ 2yE
[
A2 − At|Q(1)t = x,Q(2)t = y
]
+E[A21] + 1 + E[A22] + 1 + 2E[A1] + 2E[A2] + 2
= E[A21] + E[A22] + 2E[A1] + 2E[A2] + 4
+
 2x(E[A1]− 1) + 2y(E[A2]− 1) if (x, y) ∈ B
c
2xE[A1] + 2yE[A2] if (x, y) ∈ B
where B = {(x, y) : (x = 0, y ≤ L2) or (x ≤ L1, y = 0)}. The inequality (a) comes
from (U
(i)
t )
2 ≤ 1 and (Q(i)t − At)U (i)t ≤ 0, while E[At] ≤ 1 results in (b). Since
E[A2i ] < ∞ and E[Ai] < 1 for i ∈ {1, 2}, the result follows from Forster-Lyapunov
theorem.
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APPENDIX B
WIRELESS BROADCAST P2P NETWORKS
Result on Longest-Queue-First (LQF) Algorithm
Consider a system of M queues with i.i.d Bernoulli arrivals of rate p packets per
time slot, which are commonly served by a single server with a service rate of 1
packet/slot. The length of the ith queue at the beginning of time slot t is denoted by
bi[t], and B[t] = (b1[t], ..., bM [t]) is the state of the system at this time. We also use
A[t] = (a1[t], ..., aM [t]) to denote the arrivals to the queues during time slot t.
It is obvious that the LQF algorithm, which schedules the longest queue at
each time, is work conserving. Denote the event that the server is idle at time s by
Is ∈ {0, 1}. In a work conserving scheme, idleness happens only when all the queues
are empty
Is = 1 only if
∑
i bi[s] = 0. (B.1)
Let I[t] =
∑t−1
s=0 Is be the total number of idle slots in interval [0, t− 1] and I[0] = 0.
The following Theorem declares that LQF, on average, results in longer minimum
queue length, as compared to all other work conserving policies.
Theorem 25. Let µ be any causal work conserving scheduling policy for the queueing
system described above. Then for any values of T > 0, B[0], I[T ],
∑
i
t=T−1∑
t=0
ai[t] and
β(I[T ]) ≥ 0,
PLQF
(
min
i
bi[T ] ≥ β(I[T ])
∣∣∣B[0], I[T ],∑
i
t=T−1∑
t=0
ai[t]
)
≥ Pµ
(
min
i
bi[T ] ≥ β(I[T ])
∣∣∣B[0], I[T ],∑
i
t=T−1∑
t=0
ai[t]
)
.
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Proof. Throughout this proof, we assume all policies are work conserving and we may
drop the time index [t], when there is no ambiguity. We also use minX, maxX and
sum(X) to denote respectively the minimum, the maximum and the sum of elements
in the vector X. In our queueing system for each t ∈ [0, T ], we say a set of values
{B[t], I[t], I[T ], ∑T−1τ=0 sum(A[τ ])} is feasible, if there exists a realization of the
Bernoulli arrivals and a service scheme for time τ = 0 to T which result in the above
values. We assume all these values in this proof are feasible.
For any work conserving policy, we have sum(B[t]) =
∑t−1
τ=0 sum(A[τ ]) − (t −
I[t]), which implies, given B[t] and I[t], the total number of arrivals up to time t,∑t−1
τ=0 sum(A[τ ]), is deterministically known.
For given T, I[T ],
∑T−1
τ=0 sum(A[τ ]), β = β(I[T ]) and any t < T , we define the
success probability of a policy µ at time t, P(µ)(B[t], I[t], t), as
P
(
minB[T ] ≥ β
∣∣∣B[t], I[t], I[T ], T−1∑
τ=0
sum(A[τ ]), µ is used from t to T
)
.
We will prove that, given any initial state B[0] and I[0] = 0, the LQF algorithm is
optimal in the sense that its success probability is not less than any other policy µ.
We do this using dynamic programming, and use induction to order states on their
probability of failure. Note that because of the symmetry in the system, if B[t] is a
permutation of Bˆ[t], then P(µ)(B[t], I[t], t) = P(µ)(Bˆ[t], I[t], t). We denote this case
by B[t] ∼ Bˆ[t].
Induction Hypothesis:
1. For each t < T and any state B[t] and I[t], we have
P(LQF )(B[t], I[t], t) ≥ P(µ)(B[t], I[t], t) ∀µ. (B.2)
2. Let B1 = (b1, ..., biˆ, ..., bjˆ, ..., bM) and B2 = (b1, ..., (biˆ+1), ..., (bjˆ−1), ..., bM) and
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0 ≤ biˆ < bjˆ − 1. Then for any t < T and I[t], the following holds
P(LQF )(B1[t], I[t], t) ≤ P(LQF )(B2[t], I[t], t). (B.3)
First we show that the hypothesis is valid for t = T − 1.
Case for t = T − 1 : Let u[T −1] ∈ {1, ...,M} be the served queue at time T −1.
Recall that given B[T−1], I[T−1] and∑T−1τ=0 sum(A[τ ]), the total number of arrivals
during the last time slot sum(A[T − 1]) is known. Then the probability of success,
P(minB[T ] ≥ β|B[T − 1], I[T − 1], I[T ], u[T − 1],∑T−1τ=0 sum(A[τ ])) =
0 if (mink bk ≤ β − 2) or
(
bu[T−1] ≤ β − 1
)
or (maxk bk ≤ β − 1)
P (l) otherwise
(B.4)
where P (l) is the probability that each queue in the set {k : bk = β− 1}∪ {u[T − 1] :
bu[T−1] = β}, of cardinality l, receives one packet at this time. Since the arrival
processes are assumed to be identically distributed, given the total number of arrivals
at this time, sum(A[T − 1]), we have
P (l) = 1{sum(A[T−1])≥l}
(
M−l
sum(A[T−1])−l
)(
M
sum(A[T−1])
) .
It can be verified that P (l) decreases with l, therefore choosing u[T − 1] such
that bu[T−1] > β (if possible) maximizes the probability of success. LQF is hence an
optimal strategy at time T − 1.
Next we prove (B.3) holds for t = T − 1. Note that for LQF, we have bu[T−1] =
maxk bk. Based on the success probability in (B.4), we consider the following cases:
(1) minB2 ≤ β − 2 : From (B.4) and since (minB1 ≤ minB2), we have
P(LQF )(B1, I[T − 1], T − 1) = P(LQF )(B2, I[T − 1], T − 1) = 0.
(2) maxB2 ≤ β− 1 : From (B.4) and since (minB1 ≤ biˆ ≤ maxB2− 1 ≤ β− 2),
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we have P(LQF )(B1, I[T − 1], T − 1) = P(LQF )(B2, I[T − 1], T − 1) = 0 for this case as
well.
(3) minB2 ≥ β − 1, maxB2 ≥ β : For this case, we have biˆ ≥ β − 2. Now
if biˆ = β − 2, then P(LQF )(B1, I[T − 1], T − 1) = 0. Otherwise, biˆ ≥ β − 1 and
the parameters l(B1) and l(B2) of the success probability in (B.4), when the LQF is
applied, for B1 and B2 respectively, are
l(B1) = lˆ + 1{biˆ=β−1} and l(B2) = lˆ + 1{maxB2=β} (B.5)
where lˆ = card({k 6= iˆ, jˆ : bk = β − 1}). Since β ≤ biˆ + 1 ≤ maxB2, it can be seen
that l(B1) ≥ l(B2). Consequently, (B.3) holds for T − 1.
Inductive step: Suppose the hypothesis holds for t+1, ..., T −1. To show (B.2) at
time t, given B[t] and I[t], note that if bi 6= 0 for at most one i ∈ {1, ...,M}, then all
work conserving policies will take the same action. Now suppose there are at least two
non-empty queues. LQF chooses i∗ = arg maxk bk to serve and suppose another policy
µ chooses g, where 0 < bg < bi∗ . The system states at time t+1 corresponding to these
two policies are respectivelyBLQF [t+1] = (b1+a1, ..., bg+ag, ..., bi∗−1+ai∗ , ..., bM+aM)
and Bµ[t + 1] = (b1 + a1, ..., bg − 1 + ag, ..., bi∗ + ai∗ , ..., bM + aM), for the arrivals
A[t] = (a1, ..., aM). Also I[t+ 1] = I[t] for both policies, since we assumed there exist
non-empty queues at time t.
Note that bg +ag ≤ bi∗ +ai∗ for any Bernoulli arrivals. Now if bg +ag = bi∗ +ai∗ ,
then BLQF [t+ 1] ∼ Bµ[t+ 1]. Otherwise, it can be easily verified that
P(LQF )(BLQF [t+ 1], I[t+ 1], t+ 1|A[t]) ≥ P(LQF )(Bµ[t+ 1], I[t+ 1], t+ 1|A[t])
≥ P(µ)(Bµ[t+ 1], I[t+ 1], t+ 1|A[t])
where the first and the second inequalities follow respectively from (B.3) and (B.2)
168
for t + 1. By taking expectation over all arrivals A[t], we conclude that (B.2) holds
at time t as well.
Now, we show that the inequality in (B.3) holds at time t. Consider states B1[t]
and B2[t] as defined in the induction hypothesis. Using LQF at this time, these states
will lead respectively to B1[t+1] and B2[t+1]. Without loss of generality, we assume
LQF always chooses queue jˆ to serve, if this queue has the maximum length. Let
k∗ = arg maxk 6=jˆ bk and consider the following cases:
(1) bjˆ < bk∗ : It can be verified that k
∗ 6= iˆ and the LQF algorithm chooses k∗
to serve in both B1[t] and B2[t] states. Hence, we have B1[t + 1] = (b1 + a1, ..., biˆ +
aiˆ, ..., bk∗−1+ak∗ , ..., bjˆ+ajˆ, ..., bM+aM) and B2[t+1] = (b1+a1, ..., biˆ+1+aiˆ, ..., bk∗−
1 + ak∗ , ..., bjˆ − 1 + ajˆ, ..., bM + aM).
Note that bjˆ + ajˆ − 1 ≥ biˆ + aiˆ for any ajˆ, aiˆ ∈ {0, 1}. If bjˆ + ajˆ − 1 = biˆ + aiˆ,
then B1[t + 1] ∼ B2[t + 1]. Otherwise, from the induction step at time t + 1, (B.3)
holds for B1[t+ 1] and B2[t+ 1] at time t+ 1. By taking expectation over all arrivals
A[t], (B.3) is shown to be true for t as well.
(2) bjˆ = bk∗ : It can be seen that k
∗ 6= iˆ and LQF chooses jˆ and k∗ to serve at
states B1[t] and B2[t] respectively. So, we have B1[t+ 1] = (b1 +a1, ..., biˆ+aiˆ, ..., bk∗ +
ak∗ , ..., bjˆ − 1 + ajˆ, ..., bM + aM) and B2[t + 1] = (b1 + a1, ..., biˆ + 1 + aiˆ, ..., bk∗ − 1 +
ak∗ , ..., bjˆ − 1 + ajˆ, ..., bM + aM). As in the previous case, since bk∗ + ak∗ − 1 ≥ biˆ + aiˆ
for any ak∗ , aiˆ ∈ {0, 1}, (B.3) holds for this case at time t as well.
(3) bjˆ > bk∗ : LQF chooses jˆ to serve in both states B1[t] and B2[t]. We have
B1[t + 1] = (b1 + a1, ..., biˆ + aiˆ, ..., bjˆ − 1 + ajˆ, ..., bM + aM) and B2[t + 1] = (b1 +
a1, ..., biˆ + 1 + aiˆ, ..., bjˆ − 2 + ajˆ, ..., bM + aM).
If bjˆ − 2 + ajˆ ≥ biˆ + aiˆ, then the same argument as before will follow. Otherwise,
bjˆ − 1 + ajˆ = biˆ + aiˆ and for (aiˆ, ajˆ) ∈ {(0, 0), (1, 1)}, both states are similar and
for (aiˆ, ajˆ) ∈ {(0, 1), (1, 0)} they are symmetric. Observation 10 will show that the
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probability of the two latter cases is the same for B1[t] and B2[t]. Hence, by taking
expectation over different realizations of A[t], we will have (B.3) with equality at t in
this case.
Observation 10. Since sum(B1[t]) = sum(B2[t]), given
∑T−1
τ=0 sum(A[τ ]), the total
number of arrivals in the remaining time slots is the same for both states. We assumed
that the arrival processes are identically distributed and are independent over time
slots. Therefore, it is seen that
P((aiˆ[t], ajˆ[t]) = (a, 1 − a)|Bw[t], I[t], I[T ],
∑T−1
τ=0 sum(A[τ ])) has the same value for
all a ∈ {0, 1} and w = 1, 2.
Proof of Optimality of MRF Scheme (Theorem 19)
We will prove the optimality of the MRF scheme in Phase 1, based on the results
developed in Appendix B on the performance of the Longest-Queue-First (LQF) al-
gorithm in the context of queueing systems.
Note that P ((C1), (C2), (C3)) = P ((C1), (C2))P ((C3)|(C1), (C2)) and for a
given T1, P ((C1), (C2)) is independent of the P2P scheme in Phase 1. Because, the
values of ei[T1] and I[T1] are independent of any work conserving scheme and only
depend on the realization of the arrival processes. We will show that MRF maximizes
P ((C3)|(C1), (C2)) and hence is optimal.
P ((C3)|(C1), (C2)) = P (mini ei[T1]− xi[T1] ≥ β(I[T1])|(C1), (C2)) =∑
d
P (mini ei[T1]− xi[T1] ≥ β(d)|(C1), (C2), I[T1] = d)× P(I[T1] = d|(C1), (C2))
where β(I[T1]) = N − T + I[T1]. Note that ((C1), (C2), I[T1] = d) is equivalent to
(
∑
i ei[T1] ≥ N˜ , I[T1] = d), where N˜ = N + (M − 1) max(0, N + d− T ).
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Hence, P ((C3)|(C1), (C2)) =
∑
d
∑
Nˆ≥N˜
P
(
min
i
ei[T1]− xi[T1] ≥ β(d)|
∑
i
ei[T1] = Nˆ , I[T1] = d
)
×
P (I[T1] = d|(C1), (C2))P
(∑
i
ei[T1] = Nˆ |(C1), (C2), I[T1] = d
)
.
We can interpret ei[t] and xi[t] respectively as the accumulated arrival and service
to some queue i, at time t, in which the arrival rate is p for all i and the total service
rate is 1. For such a queueing system, Theorem 25 declares that the LQF maximizes
P (mini ei[T1]− xi[T1] ≥ β(I[T1])|
∑
i ei[T1], I[T1]) , for all values of T1, I[T1],
∑
i ei[T1]
and β(I[T1]) and any initial state.
From (4.2), arg max
i
ei[T1]−xi[T1] = arg max
i
nˆi[T1] and since for the infinite field
size ni[t] = nˆi[t], LQF is translated to the MRF algorithm. Accordingly this implies
that MRF maximizes P ((C1), (C2), (C3)).
Proof of Lemma 17
Suppose
∑
i e
(k)
i ≥ N , because otherwise the whole system does not have enough
degrees of freedom to recover the block and hence the objective value in (4.34) is
identically equal to 0, for any P2P scheme. Also recall our assumption N > T . (Note
that if N ≤ T , any work conserving scheme will achieve the optimal value of (4.34).
More precisely, the duration of the frame T is large enough to broadcast at least
N degrees of freedom and any peer will be able to recover the block after these N
broadcasts.)
Since we have assumed
∑
i e
(k)
i ≥ N and N > T , there are enough arrived chunks
such that we can have a new broadcast transmission at each time during frame k− 1.
That is we can indeed assume
∑
i x
(k)
i = T in (4.34). Note that based on the state
of the system, peers may all get full-rank before the deadline and we do not have to
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make T transmissions. However, for the sake of analyzing the optimization problem
in (4.34), it does not hurt if we consider
∑
i x
(k)
i = T instead of the second condition
in (4.34).
Given the B2P arrivals (e
(k)
1 , ..., e
(k)
M ), we partition the set of peers {1, ...,M} into
sets S and Sc = {1, ...,M}\S as defined in Algorithm 6. Note that Sc is the set
of peers who have not received enough number of B2P arrivals and no feasible P2P
scheme can help them to recover the block before its deadline (i.e., 1{e(k)i +
∑
j 6=i x
(k)
j ≥N}
=
0). Therefore since the peers are assumed to be cooperative, it is socially beneficial
to let the peers in Sc broadcast all they have received over the P2P network. Let
T1 = min{
∑
i∈Sc e
(k)
i , T}. So we can devote the first T1 slots of the current frame to
transmissions from the peers in Sc.
Now we can rephrase the optimization in (4.34) in a simpler form as follows,
max
∑
i∈S di1{xki [kT ]≤eki+T−N}
subject to
0 ≤ xki [kT ] ≤ eki for all i ∈ S∑
i∈S x
k
i [kT ] = T − T1
(B.6)
Note that if T1 = T , for each i ∈ S we have N − eki ≤ T = T1 and hence
1{eki+
∑
j 6=i x
k
j [T ]≥N−T1} = 1. That is during this frame only the peers in Sc will transmit
and their transmissions are sufficient to deliver the whole block to the peers in S.
Recall that from the assumption we maid here, at each time we can have a new
broadcast transmission,
∑
i
x
(k)
i [t] = t− (k − 1)T for any (k − 1)T ≤ t ≤ kT.
On the other hand from (4.2) and for large field sizes, we have n
(k)
i [t] = nˆ
(k)
i [t] =
e
(k)
i − x(k)i [t] +
∑
j x
(k)
j [t].
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To achieve the maximum objective value in (B.6), each peer i ∈ S can transmit
upto e
(k)
i +T−N chunks without hurting the objective value (i.e., x(k)i [t] ≤ ei+T−N).
This will imply the following threshold on the rank of peers who can potentially
broadcast at each time t,
n
(k)
i [t] = e
(k)
i − x(k)i [t] + t− (k − 1)T ≥ N + t− kT.
If all the peers hit the above threshold before the deadline T , then the remaining
transmissions should be done by the peers subsequently in an increasing order of
their deficit values. That is the peer with the smallest deficit (say iˆ) makes more
transmissions while x
(k)
iˆ
[t] < e
(k)
iˆ
or equivalently n
(k)
iˆ
[t] > t − (k − 1)T. If there is a
need for more transmissions, the peer with the next smallest deficit value transmits
its remaining chunks and so on until all peers get full-rank or we hit the deadline T .
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