Let a, b, c be fixed coprime positive integers with min{a, b, c} > 1. In this paper, by analyzing the gap rule for solutions of the ternary purely exponential diophantine equation a x + b y = c z , we prove that if max{a, b, c} ≥ 10 62 , then the equation has at most two positive integer solutions (x, y, z).
Introduction
Let Z, N be the sets of all integers and positive integers respectively. Let a, b, c be fixed coprime positive integers with min{a, b, c} > 1. In this paper we discuss the number of solutions (x, y, z) of the ternary purely exponential diophantine equation
(1.1)
In 1933, K. Mahler [8] used his p−adic analogue of the Thue-Siegel method to prove that (1.1) has only finitely many solutions (x, y, z). His method is ineffective. Later, an effective result for solutions of (1.1) was given by A.O. Gel'fond [4] . Let N(a, b, c) denote the number of solutions 
Preliminaries
Lemma 2.1 Let t be a real number. If t ≥ 10 62 , then t > 6500 6 (log t) 18 .
Proof. Let F (t) = t − 6500 6 (log t) 18 . Then we have F ′ (t) = 1 − 18 × 6500 6 (log t) 17 /t and F ′′ (t) = 18×6500 6 (log t) 16 (log t−17)/t 2 , where F ′ (t) and F ′′ (t) are the derivative and the second derivative of F (t). Since F ′ (10 62 ) > 0 and F ′′ (t) > 0 for t ≥ 10 62 , we get F ′ (t) > 0 for t ≥ 10 62 . Further, since F (10 62 ) > 0, we obtain F (t) > 0 for t ≥ 10 62 . The lemma is proved. Let α be a fixed positive irrational number, and let α = [a 0 , a 1 , . . . ] denote the simple continuous fraction of α. For any nonnegative integer i, let p i /q i be the i−th convergent of α. By Chapter 10 of [7] , we obtain the following two lemmas immediately.
Lemma 2.2 (i)
The convergents p i /q i (i = 0, 1, . . . ) satisfy
Lemma 2.3 Let p and q be positive integers. If |α − p/q| < 1/2q
Let u, v, k be fixed positive integers such that min{u, v, k} > 1 and gcd(u, v) = 1. 3) The equation
has at most two solutions (l, m).
Lemma 2.5 Let (l 1 , m 1 ) and (l 2 , m 2 ) be two solutions of (2.1).
Proof. Since
we have
If l 1 < l 2 and m 1 ≤ m 2 , then from (2.5) we get
Since gcd(u, v) = 1 and min{u, v} > 1, we have u
Hence, by (2.4) and (2.6), we get
a contradiction. Therefore, if l 1 < l 2 , then m 1 > m 2 . Moreover, by (2.5), we get u l 2 −l 1 v m 1 −m 2 ≡ 1 (mod k) and (2.2). On the other hand, by (2.4), we have
Therefore, since gcd(u, v) = 1, by (2.8), we get (2.3). The lemma is proved.
Lemma 2.7 Let (l 1 , m 1 ) and (l 2 , m 2 ) be two solutions of (2.9). If l 1 < l 2 , then m 1 < m 2 ,
10)
Hence, by (2.13), we have
14)
whence we obtain (2.10), since gcd(u, v) = 1. Further, by (2.10) and (2.13), we have
Therefore, by (2.10) and (2.15), we obtain (2.11) and (2.12). The lemma is proved. Let r, s be fixed coprime positive integers with min{r, s} > 1.
Lemma 2.8 ([3])
There exist positive integers n such that
Let n 1 be the least value of n with (2.16). Then we have r n 1 ≡ δ 1 (mod s) and
A positive integer n satisyies (2.16) if and only if n 1 |n. Moreover, if n 1 |n, then r n 1 − δ 1 |r n − δ. Obviously, for any fixed r and s, the corresponding n 1 , δ 1 and f are unique. Lemma 2.9 Let t be a positive integer such that t > 1 and s is divisble by every prime divisor of t. Let n ′ be a positive integer satisfies
If s satisfies either 2 ∤ s or 4|s, then n 1 |n ′ and 
Further, by (2.23), we obtain
Obviously, if t/ gcd(t, f ) = 1, then (2.19) holds. We just have to consider the case that t/ gcd(t, f ) > 1. Let p be a prime divisor of t/ gcd(t, f ). Since p|t and p|s, we see from (2.24) that p|n 2 . Let
Then, α, β and γ are positive integers with β ≥ 2 if p = 2, π i (i ≥ 2) are nonnegative integers satisfy
Hence, by (2.25) and (2.26), we have
By (2.25) and (2.27), we get
Further, we see from (2.24), (2.25) and (2.28) that
Therefore, take p through all prime divisors of t/ gcd(t, f ), by (2.20), (2.25) and (2.29), we obtain (2.19). The lemma is proved.
3 Further lemmas on solutions of (1.1)
,Theorem 2.1) All solutions (x, y, z) of (1.1) satisfy max{x, y, z} < 6500(log max{a, b, c}) 3 .
Lemma 3.2 Let (x, y, z) be a solution of (1.1) with a 2x < c z . If b ≥ 3 and c ≥ 16, then y/z is a convergent of log c/ log b with
Proof. Since min{b, c} > 1 and gcd(b, c)
a contradiction. So we have d = 1 and gcd(y, z) = 1. Since a x < c z/2 , we have a x < b y . Hence, by (1.1), we get
Since a x < b y , by (1.1), we have c z < 2b y and
Hence, by (3.3) and (3.4), we get
whence we obtain (3.1). On the other hand, since b ≥ 3 and c ≥ 16, we have 2/zc z/2 log b < 1/2z 2 . It implies that 0 < log c/ log b − y/z < 1/2z 2 by (3.5). Therefore, applying Lemma 2.3, y/z is a convergent of log c/ log b with (3.1). Thus, the lemma is proved.
Using the same method as in the proof of Lemma 3.2, we can obtain the following lemma immediately. Lemma 3.3 Let (x, y, z) be a solution of (1.1) with b 2y < c z . If a ≥ 10 62 , then x/z is a convergent of log c/ log a with
where
Hence, by (3.8) and (3.9), we obtain
′2 , then from (3.10) we get
Since c = max{a, b, c}, by Lemma 3.1, we have z ′ < 6500(log c) 3 . Since a log b ≥ min{2 log 3, 3 log 2} > 2, by (3.11), we get 13000(log c)
But, since c ≥ 10 62 , by Lemma 2.1, (3.12) is false. Therefore, we have
Applying Lemma 2.3 to (3.13), we find from (3.10) that (
) is a convergent of log c/ log b with (3.7). Thus, the lemma is proved.
Proof. The proof of this lemma is similar to Lemma 3.4 . Since y > y ′ and z ≤ z ′ , we see from
Hence, by the second equality of (3.15), we have
and b 
Therefore, by (3.17), (3.18) and (3.20), we obtain b
Since a x ≥ a = max{a, b, c} ≥ 10 62 , by Lemma 3.1, we can deduce that
Thus, by Lemma 2.3, we fond from (3.21) and (3.22) that (
) is a convergent of log c/ log a with (3.14). The lemma is proved. Obviously, for any element in P (a, b, c), say (A, B, C, λ), (1.1) has a solution (x, y, z) is equivalent to the equation
has the solution
It implies that, for any (A, B, C, λ) ∈ P (a, b, c), the numbers of solutions of (1.1) and (4.2) are equal. Moreover, by Lemma 3.1, we have Lemma 4.1 All solutions (X, Y, Z) of (4.2) satisfy max{X, Y, Z} < 6500(log max{a, b, c}) 3 .
Here and below, we always assume that (1.1) has solutions (x, y, z). Then, for any (A, B, C, λ) ∈ P (a, b, c), (4.2) has solutions (X, Y, Z).
For a fixed element (A, B, C, λ) ∈ P (a, b, c), (4.2) is sure to have a solution (X 1 , Y 1 , Z 1 ) such that Z 1 ≤ Z, where Z through all solutions (X, Y, Z) of (4.2) for this (A, B, C, λ). Since gcd(A, C) = 1 and min{A, C} > 1, by Lemma 2.8, there exist positive integers n such that
Let n 1 be the least value of n with (4.3), and let
Then we have
Obviously, for any fixed triple (A, B, C, λ) ∈ P (a, b, c), the parameters Z 1 , n 1 , δ 1 and f are unique.
Lemma 4.2 (4.2) has at most two solutions (X, Y, Z) with the same value Z.
Proof . By Lemmas 2.4 and 2.6, we obtain the lemma immediately. 
Lemma 4.4 . Let (X 1 , Y 1 , Z 1 ) and (X 2 , Y 2 , Z 2 ) be two solutions of (4.2) such that Z 1 < Z 2 and Z 1 ≤ Z, where Z through all solutions (X, Y, Z) of (4.2) for this (A, B, C, λ). If C satisfies
where f is defined as in (4.5).
Proof . The proof of this lemma is similar to Lemma 2.9. Since A X 1 +λB
where λ ′ ∈ {1, −1}. By Lemma 4.3 , we have
using Lemma 4.3 again, wer have
Therefore, by Lemma 2.8, we get from (4.4), (4.5) and (4.10) that
(4.11) Substitute (4.11) into (4.9), we have
Obviously, if gcd(C Z 2 −Z 1 , f ) = 1, then (4.7) holds. We just have to consider the case that gcd(C Z 2 −Z 1 , f ) > 1. Let p be a prime divisor of gcd(C Z 2 −Z 1 , f ). Since p C and gcd(B, C) = 1, we see from (4.12) that p Y 2 . Let
Then, by (4.6), α, β and γ are positive integers with β ≥ 2 if p = 2, π i (i ≥ 2) are nonnegative integers satisfy (2.26). By (2.26) and (4.13), we have
Hence, by (4.13) and (4.14), we get
, we find from (4.12), (4.13) and (4.15) that α and γ satisfies (2.29). Thus, take p through all prime divisors of gcd(C Z 2 −Z 1 , f ), by (2.29) and (4.13), we obtain (4.7). The lemma is proved.
Lemma 4.6 Let (X j , Y j , Z j )(j = 1, 2, 3) be three solutions of (4.2) with
1/2 and C satisfies (4.6), then max{a, b, c} < 10 62 .
Proof . Since Z 2 ≤ Z 3 , by Lemma 4.3, we have X 2 Y 3 − X 3 Y 2 = 0 and
Further, since Z 1 < Z 2 and C satisfies (4.6), by Lemma 2.9, we get from (4.4), (4.5) and (4.16) that
where f is defined as in (4.5). Recall that X 2 Y 3 − X 3 Y 2 = 0. By (4.17), we have
Furthermore, by Lemma 4.4, we have gcd(
By Lemma 4.1, we have In this section we will prove the theorem for the case that
We now assume that (1.1) has three solutions (x j , y j , z j )(j = 1, 2, 3) with
. By Lemma 4.2, we can remove the case z 1 = z 2 = z 3 . Since C = c = max{a, b, c} ≥ 10 62 , by Lemma 4.5, we can remove the case z 1 < z 2 ≤ z 3 . So we have
(5.4)
Since z 1 = z 2 and
(2.1) has two solutions (l, m) = (x j , y j )(j = 1, 2) for (u, v, k) = (a, b, c z 1 ). Since (x 1 , y 1 ) = (x 2 , y 2 ) by (5.5), we may therefore assume that
(5.6) Then, by Lemma 2.5, we have
and max{a
Accordind to the symmetry of a and b in (5.5), we may assume that
Hence, by (5.3), (5.9) and (5.10), we have
However, since c ≥ 10 62 , by Lemma 2.1, (5.17) is false. Similarly, if s > t, then from (5.14) and (5.15) we get We now assume that (1.1) has three solutions (x j , y j , z j )(j = 1, 2, 3) with x 1 ≤ x 2 ≤ x 3 . Then, (4.2) has three solutions (X j , Y j , Z j ) = (z j , y j , x j )(j = 1, 2, 3) for (A, B, C, λ) = (c, b, a, −1) with Z 1 ≤ Z 2 ≤ Z 3 . By Lemma 4.2, we can remove the case x 1 = x 2 = x 3 . Since C = a = max{a, b, c} ≥ 10 62 , by Lemma 4.5, we an remove the case x 1 < x 2 ≤ x 3 . So we have
(6.4) Since x 1 = x 2 , we have
It implies that (2.9) has two solutions (l, m) = (z j , y j )(j = 1, 2) for (u, v, k) = (c, b, a x 1 ). Since (z 1 , y 1 ) = (z 2 , y 2 ), we may assume that
(6.6) Then, by Lemma 2.7, we get from (6.6) that
and
By the first equality of (6.8), we have
If y 3 ≥ y 2 , by (6.7), then (4.2) has three solutions (
2), (6.1) and (6.9), using Lemma 4.6, it is impossible. Therefore, we obtain y 3 < y 2 .
(6.10)
62 , by Lemma 4.6 with (4.3), we obtain
Hence, by the second equality of (6.8) and (6.11), we have
It implies that (x, y, z) = (x 1 , y 1 , z 1 ) is a solution of (1.1) with b 2y < c z . Therefore, by Lemma 3.3, x 1 /z 1 is a convergent of log c/ log a with 0 < log c log a − x 1 z 1 < 2 z 1 c z 1 /2 log a . (6.13)
On the other hand, by (6.10), (1.1) has two solutions (x 2 , y 2 , z 2 ) and (x 3 , y 3 , z 3 ) such that y 2 > y 3 and z 2 ≤ z 3 . Since a = max{a, b, c} ≥ 10 62 , by Lemma 3.5, (x 3 /d)/(z 3 /d) is also a convergent of log c/ log a with 0 < log c log a − x 3 /d z 3 /d < 2 z 3 a log a , (6.14)
where d = gcd(x 3 , z 3 ). Further, by Lemma 4.3, we have x 1 z 3 − x 3 z 1 = 0. It implies that x 1 /z 1 and (x 3 /d)/(z 3 /d) are two distinct convergents of log c/ log a. Hence, by (ii) of Lemma 2.2, we see from (6.13) and (6.14) that
If t 5 > 0, then from the second equality of (6.28) we get b y 3 −y 1 > a x 1 ≥ a = max{a, b, c} ≥ 10 62 , In this case, (4.2) has three solutions (X j , Y j , Z j )(j = 1, 2, 3) for (A, B, C, λ) = (c, a, b, −1) such that (X 1 , Y 1 , Z 1 ) = (z 1 , x 1 , y 1 ) , (X 2 , Y 2 , Z 2 ) = (z 3 , x 3 , y 3 ), (X 3 , Y 3 , Z 3 ) = (z 2 , x 1 , y 2 ) and Z 1 < Z 2 < Z 3 . However, since 2 ∤ b = C, C Z 2 −Z 1 = b y 3 −y 1 > a = max{a, b, c} ≥ 10 62 , by Lemma 4.6, it is impossible.
Similarly,if t 5 < 0, then from the second equality of (6.28) we get c z 3 −z 1 > a x 1 ≥ a = max{a, b, c} ≥ 10 62 , In this case, (4.2) has three solutions (X j , Y j , Z j )(j = 1, 2, 3) for (A, B, C, λ) = (a, b, c, 1) such that (X 1 , Y 1 , Z 1 ) = (x 1 , y 1 , z 1 ), (X 2 , Y 2 , Z 2 ) = (x 3 , y 3 , z 3 ), (X 3 , Y 3 , Z 3 ) = (x 1 , y 2 , z 2 ) and Z 1 < Z 2 < Z 3 . However, since 4 c z = C Z for any solutions (x, y, z) and (X, Y, Z) of (1.1) and (4.2) respectively, and C Z 2 −Z 1 = c z 3 −z 1 > max{a, b, c} ≥ 10 62 , by Lemma 4.6, it is impossible.
Thus, Theorem 1.1 holds for the case c = max{a, b, c}. To sum up, the theorem is proved.
