With the wide application of big data technology, it is of great significance to study the management platform of discipline competition in colleges and universities. Based on the actual problems in the framework of discipline competition in colleges and universities as the starting point and combined the current frontiers of the development of big data, the context proposes a conceptual model of the discipline competition platform in colleges and universities under big data [1] . Secondly, architecture platform of discipline competition in colleges and universities is designed; the key technology of the platform is analyzed. Ultimately, two kinds of system architecture are compared.
INTRODUCTION
With blogs, social networks and location-based services (LBS) as the representatives' continuous emergence of new information publishing methods, and the rise of cloud computing, networking and other technology, data is at an unprecedented rate in a constant growth and accumulation. Big data era has come. Big data technology has achieved some success in some fields, which provides a feasible way for the establishment of the new architecture of competition work in colleges and universities. At present, colleges and universities are also exploring this aspect of the topic. How to integrate the big data with the university competition and establish a feasible framework model is the key to the application of big data technology.
Although there is no complete solution in education, the big data technology, which has been applied at home and abroad, must be combined with domain knowledge. Under different application requirements, the access, analysis and feedback of big data are different in different field environments. Therefore, according to the needs of education and information management, it is very important to carry out the research on the system architecture of the discipline competition platform in colleges and universities under the background of big data.
CONCEPTUAL MODEL OF DISCIPLINE COMPETITION PLATFORM IN COLLEGES AND UNIVERSITIES UNDER BIG DATA BACKGROUND
According to the characteristics of big data, combined with the actual management of colleges and universities, figure 1 gives the conceptual model of discipline competition platform in colleges and universities based on large data, which initially expresses the survey reporting data, PDA equipment data collection, statistical data and other data sent by the corresponding system to the corresponding relational database system. Then, by the discipline competition big data platform for data extraction, aggregation, storage, management, processing, computing, publishing and other business operations, the user accesses various data resources, computing resources, etc. , through different interfaces. 
ARCHITECTURE DESIGN OF COLLEGE COMPETITION PLATFORM UNDER BIG DATA BACKGROUND
Based on the conceptual model of discipline competition in colleges and universities big data background, it proposes the architecture model. The structure from the bottom to the top is divided into five layers, which is based on the data center and network infrastructure, with large amounts of data storage, processing, mining and visualization analysis of the key technology for support, to provide data storage management and analysis service to users through diversified intelligent terminal and the internet. As is shown in Figure 2 . Access layer is the portal for the user to access the service. The user can access the business resource through the browser access server by PDA, cell phone, computer and other devices.
Application layer in the server stores application module system of discipline competition big data platform. Users can choose according to the corresponding service system and other services. The design of the model using portability, expansibility in big data platform can also be for other cloud servers to provide full sharing of other needs in order to realize the service.
Logic layer and virtual resource layer are the core of the cloud computing architecture management. Logic layer, between the service and the service cluster, is responsible for big data management of the resources of the platform. It links up the underlying virtual resources and the upper application seamlessly, and many applications schedules on users' request, making the resource efficiently and safely to provide services to application. Logic layer is mainly responsible for resource and task management, etc.
Virtual resource layer interconnects different types of storage devices and servers, and realizes massive data's unified management, state monitoring and dynamic expansion of capacity. Using virtualization technology, software, hardware and service make them assembled closely and integrated into an integral whole. For example, through virtualization technology, a large number of the same type of server or physical servers of the same type will be isomorphism to provide high-performance computing services for users. The storage equipment for a large number and resources storage pool will be isomorphism to provide storage service of large users. A large number of the database is isomorphic to the data resources [2] .
Physical layer is used to support the basic network environment, including computers, storage devices, network interconnection devices, database resources etc. In this model the computer hardware requirement is very low. Through network technology, distributed technology and virtualization technology a low performance of the server will be dispersed to form and provide super functional cluster for computing and storage and so on big data operation with more than one cheap ordinary PC server.
KEY POINT ANALYSIS
The mainstream of big data is using distributed database technology for data preservation. The current mainstream distributed data technology mainly includes NOSQL database technology represented by Hadoop and distributed database technology based on SQL.
Considering the source of competition data formats vary widely, each data set is an independent data set from an application perspective, with different data structures and semantic representations. But from the data perspective, the data set is also big data in this big category. In order to take into account the competition big data platform of heterogeneous database, unstructured data support, and to meet the long-term development requirements, therefore, it is decided that realize the data frame model of University competition on the basis of Hadoop. As is shown in Figure 3 . Hadoop is a Java -based distributed intensive data processing and data analysis software framework. The framework is largely inspired by the technology Google outlined in its 2004 white paper on MapReduce. The main components of Hadoop include Hadoop Common: common modules, Hadoop Distributed File System (HDFS) that supports other Hadoop module, Hadoop Dis, Hadoop MapReduce supporting work scheduling and cluster resource management framework, and so on.
Hadoop is a fully distributed file system, and is known as the most successful open source software since Linux. Its greatest strength is the storage and computation of unstructured data. Hadoop is a highly reliable, high-performance, scalable, and scalable distributed storage system. The two core components of Hadoop are HDFS and MapReduce.
MapReduce is the flexible parallel data processing framework of big data. When executing a query set of data, the traditional method is to load data into memory, and then centralized processes through a single server. This method is not very effective when the data volume is not big. But when dealing with large data couldn't cope with the single point calculation method, the advantage of distributed computing of Hadoop is reflected.
MapReduce adapts to the distributed computing framework. A lot of low-performance server device is composed of a large scale computing array; the decomposition of a large task into several small tasks is distributed to multiple server nodes in parallel processing. This method not only satisfies the needs of computing, but also makes the low PC server efficiently utilized. This is the biggest difference between Hadoop and traditional data processing.
HDFS (Hadoop Distributed File System) is a distributed file system. For distributed computing, MapReduce distributes tasks to multiple servers, so that each server must have the ability to access data. HDFS is a good solution to this problem. In the process of processing big data, when the server in Hadoop cluster fails, the whole computation process will not be terminated. Meanwhile, HFDS can guarantee data redundancy in the whole cluster. When the calculation is completed, the result is written into a node of the DS. HDFS has no strict requirements for the format of the stored data, and the data can be unstructured or other categories. Conversely, a relational database needs to structure and define the architecture before storing data [3] .
Hive/Pig finishes the work that MapReduce should do using a common SQL-like sentence, which is the translation process from SQL-like to MapReduce.
Mahout provides some extensible implementation of classical algorithms in the field of machine learning that can help us create smart applications more easily and quickly. Mahout contains many implementations, including clustering, classification, recommendation filtering, frequent subitem mining, and so on.
ZooKeeper is mainly used to do some coordinated services. It is a reliable coordination system for large distributed systems, such as the coordination between two distributed tasks or modules or processes.
Ambari is used for monitoring and management. Amari can help system administrators deploy and configure Hadoop, upgrade clusters and monitor services. API integration and other system management tools are also available.
