Abstract -This paper presents a unified method for designing optimal rank order filters (ROFs), stack filters, and generalized stack filters (GSF's) under the mean absolute error (MAE) criterion. The method is based on classical Bayes minimum-cost decision. Both the a priori and the a posteriori approaches are considered. It is shown that designing the minimum MAE stack filters and GSFs is equivalent to the a priori Bayes decision. To solve the problem, linear programming (LP), whose complexity increases faster than exponentially as a function of the filter window width, is required. This renders the use of this approach extremely impractical. In this paper, we shall develop suboptimal routines to avoid the huge complexity of the LP for designing stack filters and GSF's. It is shown that the only required computations then reduce to data comparisons exclusively, and the number of comparisons needed increases only exponentially (for GSFs) or even slower than exponentially (for stack filters) as a function of the filter's window width. The most important feature of the design routines is perhaps the fact that, for most practical cases, they yield optimal solutions under the MAE criterion.
I. INTRODUCTION
TACK filters are nonlinear digital filters that were S developed as an alternative to linear filters when the latter failed to accomplish certain tasks in many applications in signal and image processing [1]- [6] . These filters are based on two defining properties: the threshold decomposition and the stacking property [7] , [81. The former is a weak superposition property and the latter is an ordering property. Since these are the defining properties Manuscript received July 31, 1990. This paper was recommended by Associate Editor E. J. Coyle.
The authors are with the Signal Processing Laboratory, Tampere University of Technology, SF-33101 Tampere, Finland.
IEEE Log Number 9101485.
of stack filters, they will be discussed in more detail in the next section. This large class of digital filters includes all rank order filters (ROF's); all compositions of ROF's; all compositions of morphological filters composed of opening and closing operations [91, [lo] ; E filters [ll] ; and, allowing randomization of outputs and repetition of samples in the window, FIR filters with non-negative weights and order statistic filters in which the linear section has non-negative weights [12] . Generalized stack filters (GSF's) are an extension of stack filters and include all finite window width digital operations [13].
Some techniques were needed to select one filter among this large class of filters that is best suited for the application at hand. The theory of minimum mean absolute error (MAE) estimation over the class of stack filters and GSF 's [21-[5] , [13] was developed for this purpose. Adaptive stack filtering under the MAE criterion was later developed [6] . Another error criterion, the minimax, was used for selecting the best filter [14] ; however, the current paper deals exclusively with the MAE criterion.
In [2] , it was shown that it is possible to determine the stack filter that minimizes the MAE between its output and a desired signal, given noisy observations of this desired signal. Specifically, it was shown that an optimal window width b stack filter can be determined using a linear program (LP) with O(b2') variables and constraints. This algorithm was claimed to be efficient since the number of different inputs to a window width b stack filter is M h if the filter's input signal is M-valued and since the number of stack filters grows faster than 2*"* [2] . In 1131, it was shown that the optimal GSF under the MAE criterion can be found via an LP with O((2 I + 3lb> variables and constraints for the homogeneous case and O(M(21+3)') for the inhomogeneous case ( M is as before and 2 1 + 1 threshold levels are fed into the Boolean function at each level). Now, for a "small" window of width seven, I = 1, and eight-bit samples, the LP that tinds the best GSF in minimum MAE sense has 20 million variables! Therefore, finding an optimal GSF with a 3 x 3 window size (considered to be a small mask size for image processing) using this approach is quite impossible at the present time. Now, the only alternative left is 0098-4094/91/0900-1003$01.00 01991 IEEE to use the adaptive algorithm [6] assuming that training sequences exist. However, there are two problems associated with this approach: (1) training sequences may not be available; and (2) even if such sequences were available, the algorithm in question may take an extremely long time to produce an optimal filter.
What is lacking here is an "acceptable" suboptimal approach that would considerably reduce the complexity of the required LP and thus allow larger optimization problems to be solved. Furthermore, it would be quite an improvement if such a suboptimal approach would yield optimal solutions under some "reasonable" conditions. This paper is an attempt in this direction. First, we shall develop a suboptimal routine which requires no LP for finding "reasonably good" filters. Secondly, we shall determine sufficient conditions (not too restrictive, hopefully) under which the suboptimal routine produces optimal solutions. The above procedure is developed separately for ROF's, stack filters, and GSF's.
This paper is organized as follows. In Section 11, we briefly review ROF's, stack filters, and GSF's based on the two fundamental properties: the threshold decomposition and the stacking property. The optimal theory developed earlier for stack filters is reviewed in Section 111, where it is given an equivalent interpretation in the context of the classical a priori Bayes minimum-cost decision. Based on this interpretation, we shall develop, in Sections IV and V, suboptimal algorithms for designing stack filters and GSF's, respectively. Conditions under which these suboptimal algorithms result in optimal filters are also discussed in these sections. We will show that these conditions are natural conditions that hold in many practical applications.
Section VI gives the optimality theory a new meaning in terms of the a posteriori Bayes minimum-cost decision. It will be shown that this always leads to an ROF as the optimal filter.
Variations of the solutions, produced by the above algorithms, upon the associated cost coefficients are investigated in Section VII. This analysis shows, among other things, the robustness of the solutions produced by these algorithms.
In Section VIII, some design examples for stack filters, GSF's, and ROF's will be presented, and the application of stack filters and GSF's to image recovery from impulsive noise will be considered. Section IX gives some conclusions.
Finally, the major result in this paper shows how the complexity of finding optimal stack filters and GSF's can be reduced, thus allowing larger, i.e., more interesting, optimization problems to be solved.
ROF's, STACK FILTERS, AND GSF's
Suppose that we have a discrete-time input space R whose elements X ( n ) ( n is a time index) take values in the set {O,l,.. .,AI}. Based Fig. 1 illustrates how the threshold decomposition and the stacking property can be used to filter a 4-valued signal by a window width three asymmetric median filter (which is also a stack filter). where I is an integer and I = 1,2; . ., M . To define the above expression at the boundary levels, we have to define where and 7 are row vectors of length b in which every entry is 0 and 1, respectively. From (2.5) it is easy to show that the rows of any binary threshold array obey the internal stacking property, i.e., An example of a GSF with b = 3 and 1 = 1 is shown in Fig. 2 . It is worth noting that, in GSF's, Boolean functions are allowed to be different at different threshold levels and each Boolean function operates on possibly more than one threshold signal. Therefore, the Boolean functions in a GSF are not necessarily positive; see [13] for a detailed discussion.
DESIGN OF MINIMUM MAE STACK FILTERS AND CLASSICAL BAYES DECISION
The theory of optimal stack and generalized stack filtering under the MAE criterion [2]-[51, [131 allows us to find the best filter in the class of stack filters or GSF's. This is of great importance, since the number of stack filters increases double-exponentially in the filter's window width, while the number of GSF's is even much larger than that of stack filters. In this section, we review this optimality theory in a new equivalent context of Bayes minimum-cost decision.
Bayes decision [18] , [191, which is a classical minimumcost decision method, has a long history. It has found applications in radar and sonar signal processing; a modified Bayes decision, called the Neyman-Pearson criterion, led to the widely employed constant false alarm rate (CFAR) processors. Applications of Bayes decisions in communications include detection of signals embedded in Gaussian or non-Gaussian white noise, using, for example, the maximum likelihood rate criterion. Bayes decisions were also applied in pattern recognition, etc. In this section, we first review the design of optimal stack filters under the MAE criterion and then we shall show that such a design procedure is completely equivalent to the a priori Bayes minimum-cost decision with some consistency constraints. Modifications to GSF's and ROF's will be discussed in Section V and VI, respectively. Given a window width b stack filter Sf(.) operating on R,, the MAE at time n between a desired signal D(n) and the output produc_ed by the stack filter on a multilevel window process X ( n ) E R, can be expressed as Generally, the samples in the window process are composed of a signal component and a noise component. The type of interaction between the signal and the noise can be additive or multiplicative, or can have other characteristics. However, in this paper we shall always assume that the signal and the noise processes are jointly stationary. Therefore, the MAE is the same all the time.
Next, let us further assume that both the signal space and the input space are discrete and take on values in the 
2) depend on the given probability models mentioned above and, by Bayes rule, each can be factored into two terms as
Knowing the probability models of the signal, the noise, (3 Then, the cost function is generalized as follows:
Pf(OIG,),Pf(lIiJ,) = 0 or 1
The following theorem summarizes the solution and the complexity of Optimization #3.1.
Theorem 3.1 ((21) : There is always a solution for Optimization #3.1 that gives the optimal stack filter under the MAE criterion. This filter can be found by solving an LP with O(b2b) variables and constraints.
The complexity of the LP, O(b2'), increases faster than exponentially. A slight increase in b amounts to a large increase in the complexity and prohibits the use of the LP. This insurmountable (and unfortunate) obstacle appears even in relatively small window sizes, e.g., for a 4x4 window, the required LP contains over a million variables and constraints! In practice, it is almost impossible to perform an LP with such a large number of variables and constraints. Seeking suboptimal solutions thus becomes very important.
if G~ >GI.
where E j ( 0 ) = E(cost I 0 output and Gj is observed)
which are the expected costs of deciding a zero or one, respectively, for each binary state observed by the filter Finally, recalling that a stack filter is represented by a positive Boolean function whose outputs obey the stacking property, we can describe the design procedure of optimal stack filters under the MAE criterion (or making the a priori Bayes minimum-cost decision) by the following optimization problem.
Optimization #3.1 (121):
[a.
IV. DESIGN OF SUBOPTIMAL STACK FILTERS
In this section, we shall propose a suboptimal solution for the LP in Optimization #3.1. First, observing Optimization #3.1, one can find that "if' all the stacking constraints between binary states were removed, the resulting problem would be easy to solve. That is, the solution can be obtained by comparing EJ(0) with EJ(l) for each % ~( 0 , 1Ib. Of course, such a solution will in general violate the stacking property and thus will not be a stack filter. However, this raises the following question: can we somehow incorporate the stacking constraints into this approach? The answer is yes! We can solve Optimization #3.1 in an iterative way; at each stage, the optimization considers only a group of binary states that are all incomparable with respect to each other, whereas the stacking constraints are taken into account at the end of each stage.
With this idea, we need first partition 2' binary states (for window width b stack filters) into groups, each group consisting of binary states that are incomparable. There are several ways to partition 2' binary tuples. We select to perform this partition according to the number of 1's in a binary tuple. The reason for this partition choice wi ! be apparent later. The resulting groups are r, = {GI: %. stacking property is used to decide the outputs corresponding to some window process states in other groups. For instance, if the LP performed over rl ( b = 3) says that Pf(ll 010) = 1, then we know, by the stacking property, that Pf(llllO) = 1, Pf(llOll) = 1, and Pf(lllll) = 1. If there still remain some states whose outputs have not been determined yet, we select another group and continue to do an LP over it. (Note that the outputs corresponding to some states in this group might have already been decided by the stacking property, so the number of variables involved in the LP over the qth group is less than or equa! to the number of states in the group which is Ir,l= Cqb, where Cqb is the binomial number.) A similar procedure is repeated until all 2' binary states have been assigned output values, and thus the positive Boolean function representing the stack filter is completely determined.
Next, let us discuss how to select the starting group, which, obviously, seems to be very important to the proposed iterative algorithm. First, it is easy to see that if a group r, with q being very close to 0 or b is selected, either the resulting solution is rather far from the optimal filter, assuming that the optimal solution is not trivial, or the number of binary states in other groups whose outputs will be set by the stacking property is small, leading to a slow iterative algorithm (i.e., the number of comparisons needed is large). To make this clearer, let us suppose, for instance, that r,, is chosen, which contains only b times A one element 0 . . . 0 . Now, if its output is decided to be 1, the stacking property will set outputs of all other binary states to 1, thus resulting in the trivial 1 filter, which is far away from the best filter, by the above assumption. On the other hand, if its output is decided to be 0 (must be), the outputs of all other binary states still remain undecided.
With the above reasoning, the best starting point of the proposed routine is thus to select the middle level binary window process state group r, , with
where 1 x 1 is the largest integer smaller than or equal to x and 1x1 is the smallest integer larger than or equal to x. The same reason suggests the following strategy to choose a group at the second stage, the third stage, and so on, in the iterative algorithm.
Rule A : Set q equal to an integer which is closest to mid
and not all states in r, have been assigned outputs. If there is more than one such group, select the one with the largest number of binary states whose outputs are not yet determined. Clearly, the less frequent the stacking property is used to set other outputs, the closer the suboptimal solution is to the optimal one. On the other hand, the more the stacking property is used to set other outputs, the faster the solution is obtained. The above selection rule with the chosen starting group presents a biased compromise, favoring less frequent use of the stacking property.
Summarizing the above description, the whole optimization procedure can be stated as follows. state in r m i d being 0. To make this clearer, let us consider an example with b = 4. For this example, the starting group is I'z = (0011, 0101, 0110, 1001, 1010, 1100). Suppose that Pf(llOO1l) = 1 and Pf(llOIO1) = 0. By the stacking property, we can then set the outputs for six other binary states in (0, 114, i.e., Pf(llO1ll) = Pf(lllO1l) = Pf(llllll) = 1 and Pf(llOOO1) = Pf(llOIOO) = Pf(llOOOO) = 0. More states could be set by using the decision outputs Optimization #4.1:
Step 1: Set q = mid
Step 2: Minimize:
z, E r, subject to:
Step 3: For each 9. E r,, if Pf(Olq.) = 0, then Pf(OIGj) = 0 for all if Pf(Olq)= 1, then Pf(OIGj)= 1 for all Gj G
Step 4: If all states have been decided, then go to
Step 5, else, reset q according to Rule A and go to
Step 2.
Step 5: Stop.
Since all elements in r, are incomparable (implying that no stacking constraints exist among them), we can immediately conclude, by the reasoning presented at the beginning of this section, that the LP's in Optimization #4.1 are, in fact, trivial ones in the sense that all computations needed are exclusively data comparisons between the expected costs defined by (3.8) and (3.9). Specifically, if Ej(0) < Ej(l), we choose Pf(OIG,) = 1; and if Ej(0) > E j ( l ) , we choose Pf(llq.) = 1. If both costs are equal, one strategy is to choose arbitrarily Pf(OIG,.) or Pf(llGj) to be 1. However, a better way to deal with this case is to leave this state as a don't care state temporarily. Its output can be decided later by the stacking property after the outputs of binary window process states in adjacent groups have been decided. This way, the resulting filter would be closer to the optimal filter.
Moreover, it is easy to see that an upper bound on the number of comparisons needed is 2' since there are only 2' different binary states for window of width b. The exact number of comparisons is difficult to obtain; nevertheless, a tighter bound is desired. First, it is worth pointing out that this number will usually be much smaller than 2b, since the outputs of many binary states would have been already set by the stacking property. For instance, with our choice of starting point and if the states in rmid are not decided to be all 0's or all l's, at least states will be set at the end of the first stage in the algorithm. Actually, the outputs of many more states will be set at the end of the first stage. The given lower bound corresponds merely to the consequence of the output of one state in rmid being 1 and one
of binary states in r2 other than 0011 and 0101. It is even possible that all the other binary states will be set after the first stage. For instance, let us consider the above example again. If the outputs of 0011 and 1100 are decided to be 0 and the outputs of 0101, 0110, 1001, and 1010 are decided to be 1, then all the other binary states in (0, 114 will be set by the stacking property. Thus only 6 comparisons are needed. For this example, one can find that the worst case happens when the binary states selected at the first stage are all decided to be 1 or 0; and this repeats at subsequent stages. For this case, the above example will require 11 comparisons. However, the worst case will result in the max or the 1 filter for the 1 case and the min or 0 filter for the 0 case, respectively, which are rare cases in practice.
Actually, it can be shown that the above worst case holds also for other window widths, and the corresponding number of comparisons required is MAX ( Er ! ! oC: , E:= midCyb) = pCkid which increases slower than exponentially as a function of the filter window width. For window widths less than or equal to 25, we found that 1 G p < 4.20. In practice, p = 2 is a reasonable estimate.
In summary, the above discussion shows two facts: 1) the proposed suboptimal routine completely avoids the use of an LP and the required computations reduce to merely data comparisons, and 2) the number of comparisons is smaller than the number of variables and constraints involved in the LP for finding the optimal stack filter. Hence the suboptimal solution can be obtained efficiently. More importantly, with the proposed rule to choose the starting point and successive groups, the resulting suboptimal filter will be reasonably close to the optimal one. However, deeper insights on the goodness of this suboptimal algorithm (i.e., how close the suboptimal solution is to the optimal one produced by an LP) have not been made clear yet. Of course, it is always possible in practice to find this difference by comparing the MAE'S of the resulting filters. However, this defeats the purpose of using a suboptimal approach. A better (and, of course, wiser) alternative would be to seek sufficient conditions under which the suboptimal approach would yield optimal solutions. This alternative approach would be a great success if the condition is not very restrictive and holds in most practical cases. The following is an attempt towards this direction.
First, let us suppose that Optimization #4.1 is solved ignoring Step 3, that is, the stacking property is not used to set the outputs for binary states in other groups. Then it is easy to show that if this procedure results in a positive Boolean function, then this solution is optimal in the minimum MAE sense.
The above statement is the key to the sufficient conditions we are seeking. What we need are explicit conditions on the coefficients of the objective function to be minimized. Let us consider the binary case first (i.e., the input space Cl is binary). To this end, we assume that the cost coefficients for correct decisions are zeros and those for wrong decisions are the same for all binary states. Therefore, the two cost coefficients for wrong decisions are now denoted by C(l,O), the cost of deciding the output to be 0 when it is actually 1, and C(O,l), the cost of deciding the output to be 1 when it is actually 0. Under these assumptions, (3.7) reduces to
Before stating the first theorem, the following definition explains what it means for the conditional probabilities introduced earlier to possess the stacking property.
Definition 4. I : The conditional probabilities ~(01%)'~ are said to possess the stacking property if the following inequality holds for all binary states:
Based on this definition, we have the following theorem.
Theorem 4.1: If the conditional probabilities d0lGj)'s of the input binary window process possess the stacking property, then the stack filter designed by solving the suboptimal routine is optimal under the MAE criterion.
See Appendix A for the proof. The constraint that the conditional probabilities possess the stacking property, as defined in Definition 4.1, is natural and not so restrictive. It means that the more ones there are in a binary window process state, the less probable it is that the true signal value is zero. Therefore, it is easy to understand that this property should hold in most practical cases.
The above result can easily be extended to multilevel signals. To do this, we shall first define the following stacking property between the expected costs Ej(OYs and The proof is analogous to that of Theorem 4.1 and it is therefore omitted. The stacking property defined for the expected costs has an interpretation similar to that for the condition probabilities in the binary case. It says that as ~~( 0 7 s .
the number of zeros in a binary state increases, the cost of deciding a 0 (1) output decreases (increases). Therefore, if, for a given binary state, the cost of deciding a 0 is less than the cost of deciding a 1, then for any other binary state stacking on top of this state, the cost of deciding a 0 is also less than that of deciding a 1.
Comparing the sufficient conditions of Theorems 4.1 and 4.2, one can find that the condition of Theorem 4.2 is looser than that of Theorem 4.1. Any attempt to further weaken this condition would make the suboptimal solution closer to the optimal one, and might even reduce the complexity of the suboptimal approach (i.e., reduce the number of comparisons). This does not seem to be such an easy task, however. This is especially true for the multilevel case, although one might argue that the sufficient condition of Theorem 4.2 is not required at least for those binary states whose outputs were set by the stacking property. However, this does not lead to any significant improvement in the optimization procedure and more importantly, it does not make the difference between the optimal and suboptimal solutions any easier to compute.
A second attempt to weaken these sufficient conditions, which might be useful in certain applications, is to relax Condition (4.2) of Definition 4.1 as follows. Assuming again here that correct decisions cost nothing, we have the following modification of Theorem 4.1. 3) simultaneously and yet the suboptimal solution is optimal. In addition, the condition of Theorem 4.3 is more general than that of Theorem 4.1 since different cost coefficients are allowed to be used for different binary states.
V. DESIGN OF GSF's
In this section, we continue to discuss the a priori Bayes minimum-cost decision, but the decision problem is now divided into M sub-decisions, on the binary threshold arrays defined in Section 11, which are constrained to be consistent with respect to each other. This approach will produce M Boolean functions. The constraint that the M sub-decisions are consistent with respect to each other guarantees the stacking property in the resulting set of Boolean functions. Therefore, this set of Boolean functions forms a GSF.
From the definition of GSF's, we know that the input, and
The following theorem presents the solution and the complexity of Optimization #5.1.
Theorem 5.1 ([13/): There is always a solution for Optimization #5.1 that gives the optimal GSF under the MAE criterion. The filter can be found by solving an LP with O ( M ( 2 1 +3>b> variables and constraints.
From this theorem, it is easy to see that, again, for a large size window, the complexity of the LP required in Optimization #5.1 is insurmountable, and one must seek a suboptimal approach to reduce this huge complexity problem. This will be discussed in the following.
The idea of the suboptimal routine is to separate the stacking constraints in the set of Boolean functions from the programming itself and solve the LP in several stages. This is the same as the one used to design suboptimal stack filters, but the actual implementation is quite different.
To do this, we first select one threshold level 1 and then solve the corresponding optimization problem on this level only. After this step, we use the stacking property to set the outputs for some binary threshold arrays at other threshold levels. For instance, if the LP on level 1 says that P,$OIG;)= 1, then we must set Pf,(OIG;>=l for (5'1) m = I + l , I + 2 , * * * , M and $ / < $ I .
If there remain some elements in BL whose outputs are still undecided for some Boolean function in the GSF, we select another threshold level and continue to solve an LP on this level. A similar procedure is repeated until all elements in BL on all levels have been assigned outputs. It is easy to see that such an approach guarantees the stacking property in the resulting set of M Boolean functions and therefore a GSF can be obtained.
It is rather straightforward to see that with the same reasoning as for the stack filter case, the most reasonable starting level is the middle level, i.e., I =(M+1)/2 for odd M and I = M/2 -t 1 for even M . (Let [M/2] denote this middle level.) Also, the strategy of level selection at subsequent stages is similar to that proposed for stack filters.
Rule B: Reset I to a level that is closest to the middle level and that contains binary arrays whose outputs have not been determined yet. If there are more than one such level, choose the one with the largest number of binary arrays whose outputs are not found yet.
Note that the same principle following Rule A in the previous section also applies here. Now, the whole optimization procedure can be stated as follows.
Optimization #5,2:
Step 1:
Step 2: Minimize: E BL have been decided at all levels, then go to Step 5; else, reset 1 according to Rule B and go to Step 2.
Step 4: If all
In the same way as was done for the stack filter case, it is easy to show that to solve Optimization #5.2, the use of an LP becomes unnecessary and the required computations are merely data comparisons. Moreover, all the outputs of the Boolean functions on all levels can be decided by the same compare-and-select algorithm described in the previous section.
Due to the complicated architecture of GSF's, the exact number of comparisons needed for the current case is even more difficult to determine than for the stack filter case. However, it is easy to see that this number is proportional to IBLI, the number of binary arrays in B; that equals (21 + 2)'. Let y denote this proportionality factor. Obviously, the worst case is y = M . However, such a case will never be met, since, at the end of the first stage, we can always set the outputs of at least one binary array by using the stacking property. It is worth noting that even in the worst case, the number of comparisons needed is still smaller than the number of variables and constraints involved in the LP: M(21-t 2)' versus M(21+ 3)'. As in the stack filter case, it is even possible that after the first stage, all Boolean functions on other levels will be determined by the stacking property. For instance, let us consider the case b = 3, M = 3, and 1 = 0. The starting level is then I = 2. Now, if the outputs of binary states 000, 001, 010, and 100 on this level are decided to be 1, while the outputs of the other four states are decided to be 0, then the Boolean functions on levels 1 and 3 will all be decided by the stacking property. The resulting three functions are f l = 1, fi = X1X2 + X2X3 + X3X1, and f 3 = 0.
This set of three Boolean functions, though it may not be met in practice, does form a GSF, although fi is not positive. In practice, y = 3 is a reasonable estimate. This estimate is obtained by assuming that at each stage half of the binary arrays in B i whose outputs have not been determined yet are decided to be 1 and the outputs of the other half are decided to be 0.
For the goodness of this suboptimal algorithm, the same remark as in the stack filter case applies. This, however, has a positive impact on this development since we are again compelled to seek sufficient conditions (which we hope would be not so restrictive and hold in most practical cases) under which the suboptimal algorithm would yield optimal solutions.
Let us first focus on the effect of Step 3 in Optimization #5.2 on the solution of the minimization procedure. Suppose that Optimization #5.2 is solved ignoring Step 3 (i.e., the stacking constraints are not used to set the outputs for binary threshold arrays at other levels). Then, it is easy to see that if the resulting set of M Boolean functions satisfies the stacking property along the threshold levels, then the solution is optimal in the minimum MAE sense.
To make the above statement more explicit and hence derive some more useful results, let us define in the following what it means for the expected costs to possess the stacking property along the threshold levels.
Definition 5.1: The expected costs E,!')(O)'s and E,!' )(l)' s are said to possess the stacking property along the thresh- possesses the stacking property, and hence, a GSF is obtained that is optimal under the MAE criterion.
See Appendix A for the proof. For the special case I = O mentioned in Section I1 where each Boolean function fi(.) is fed with the threshold signal on level I only, if we assume that the cost coefficients for correct decisions are zero, then the expected costs Ej'XO) and Ej"(1) reduce to
E,y(O) = C / ( 1 , 0 , G / ) 7 T / ( l l~) T / (~) q y l ) = C/(O71,G,)7T,(0lG,)7T/(G~) ( 5 . 3 )
where G' , was used rather than because for this case, the binary threshold arrays reduce to binary vectors. Accordingly, the stacking property of Definition 5.1 can be modified for this case as follows.
Definition 5.2: The conditional probabilities .rr,(OIi3,)'s are said to possess the stacking property along the threshold levels if for any $, d q,
Note that the same remark following Definition 5.1 also applies here, which differentiates the stacking property defined above from that in Definition 4.1. Now, let us further assume that for a binary threshold state %, the The proof is analogous to that of Theorem 5.2 and it is therefore omitted. The stacking property defined in both Definitions 5.1 and 5.2 has a natural interpretation. Threshold decomposition preserves order, that is, higher binary threshold signals stack on top of lower ones and hence they are likely to contain more zeros. As a consequence, when I approaches to M , the highest level, the probability for the true signal value exceeding the threshold level decreases and accordingly the cost of deciding a zero output decreases. Therefore, it is easy to understand that this property should also hold in most practical cases.
Finally, when I = 0 and C,(O, l,q) and C/(l,O,G,) are not the same for all threshold levels, we have the following theorem.
Theorem 5.4: Let
If GM c GM-c . . c GI, then the suboptimal routine will result in optimal solutions. Proof: For $ . € G I , it can easily be shown that the suboptimal routine will choose P' , (l l G, J = 1. Therefore, the condition GM c G M -, c c G , guarantees the stacking property in the set of A4 Boolean functions. According to our previous statement, the suboptimal solution is optimal in the minimum MAE sense.
0

VI. POSTERIOR DECISIONS AND ROF's
In this section, we give the optimality theory a new interpretation in terms of the a posteriori Bayes minimum-cost decision. Specifically, we will show that this will always lead to an ROF as the optimal solution. The aim of this approach is also to minimize the MAE between a desired signal D(n) and the outQut of a stack filter Sf operating on a window process X(n). In the binary domain, this MAE can be written as (assuming in this section that the cost coefficients for correct decisions are always zero):
In Section 111, we defined ri(0l$.) based on the prior probability models of the signal, the noise, and the input processes, and, therefore, the resulting decision belongs to the a priori Bayes decision. The solution of this decision gives a stack filter or GSF depending on whether the decision is solved as a whole decision or M consistent sub-decisions.
In this section, we introduce another definition of It should be pointed out that the posterior meaning defined above is different from the standard one where the decision is based on the probability model of the outputs. However, such a definition does give the a posteriori meaning because it is based on observations after the filtering pass.
T(OIG,)
By ( 
With these lemmas and assuming that the cost coefficients C(l,O,$.) and C(O,l,G,) are the same for all $3, we present the theorem concerning the solution of the a posteriori Bayes minimum-cost decision as follows.
Theorem 6.1: The solution of the a posteriori Bayes minimum-cost decision is an ROF, which can be obtained without solving an LP.
Also, see Appendix B for the proof. It should be pointed out that from the proof, one can see that the solution actually does not depend on the prior probability models. This is because C(O,l), C(l,O), and ~~( 0 1 % ) are all independent of the probability models.
Finally, an important special case of Theorem 6.1 occurs, often in practice, when C(1,O) equals C(0,l). (ASsume that the filter's window width b is odd.) Consequence 6.1: If the cost coefficients C(0,l) and C(1,O) are equal, then the solution of the a posteriori Bayes minimum-cost decision is the median filter.
Proof: When C(1,O) and C(0,l) are equal, we need only check if ~( l l % ) <~ ( O l % ) in order to decide the output value for $.. This, however, is equivalent to checking if dlI$.)< 0.5. If this is true, then the decision output for % is 0; otherwise the output is 1. But, based on _Lemma 6.3 and Lemma 6.1, it is easy to show that if G,.. 1' < ( b + 1)/2, d l J G j ) is al w: ys less than 0.5, implying a zero output. As long as G,. 1' 2 ( b + 1)/2, dllq.) becomes larger than 0.5, implying a one output. Therefore, the solution is the median filter.
U
Remark:
The case where C(0,l) and C(1,O) are equal is encountered in many practical applications. Thus Consequence 6.1 provides a complementary interpretation to the optimality of the median filter. Several design examples will be presented in Section and AY) = E,(')( 1) -E:')( 0).
(7.4) VIII.
VII. SENSITIVITY ANALYSIS
The following theorem presents the sensitivity of a stack
In the optimization procedures discussed earlier, it is possible that a small and sometimes even a large variation in the cost coefficients does not change the solution. This section is an attempt to quantify these variations. The main question we will try to answer is: how much is each cost coefficient allowed to vary and still produce the same solution? These variations are directly related to deviations in the stochastic models assumed for the signal and noise. The larger these acceptable variations are, the more robust the solution of the optimization procedure is.
In the optimal LP approach, this analysis is known as sensitivity analysis or cost ranging analysis [20] . It is used to determine the range within which each cost coefficient in the cost vector is allowed to vary without changing the optimal solution. This was used in [4], [5] , and [22] where the objective of the LP was modified to design optimal stack filters with structural constraints. To simplify the analysis, let us assume in this section (except for the results presented in Theorem 7.2 and 7.3) that the cost coefficients for correct decisions are zero and those for wrong decisions are the same for all binary states for stack filters (and all binary threshold arrays for GSF's).
Starting with ROF's, we would like to determine the range in which the cost coefficients C(0,l) and C(1,O) are allowed to vary while the optimal ROF remains unchanged. The following theorem does just that.
Theorem 7.1: The rth ROF is optimal under the MAE criterion iff C( 091) <rr(lIG,) (7.1)
filter as a function of the expected costs. Theorem 7.2: The expected costs E,(O)'s and E,(l)'s for a binary state G, can vary independently of the costs corresponding to other binary states. As long as these variations do not change the polarity of A, for all GI's, the optimal stack filter remains unchanged. The proof of this theorem is quite simple. Because the condition stated in the theorem directly implies that the decision output for each binary state is not changed by the variations in the expected costs, the same stack filter will result. A similar result concerning the sensitivity of a GSF can be stated as follows.
Theorem 7.3: The expected costs E,'"(O)'s and E,")(l)'s for a binary array G, ' on threshold level I can vary independently of the costs corresponding to the same binary array G, ' but on different levels. As long as these variations do not change the polarity of AY) for all G, ' E 0; on all levels, the optimal GSF remains unchanged. In the following, two special cases, the binary case for stack filters and the case I = 0 for GSF's, are considered in more detail.
First, let us consider stack filters. For the sensitivity analysis, we assume, without loss of generality, that C(0,l) is fixed and only C(1,O) varies by an amount a. Next. we shall determine the range of values over which a can vary while the resulting stack filter remains unchanged. To do this, suppose that the optimal stack filter f ( . ) has been obtained by the proposed suboptimal routine and let Go and G I denote two sets of binary states such that the stack filter produces a 0 output for all states in Go and a 1 output for all states in G I , respectively. Then, we have for any G, E rrPl and G, E r,. . ;
Next, let us consider the sensitivity analysis of stack filters and GSF's. For these cases, the factors affecting the solution are the expected costs E,(O)'s and E,(l)'s for stack filters or E:"(O)'s and E,(')(l)'s for GSF's. To simplify the analysis, let us further assume that these costs satisfy the stacking property (see Definition 4.2 and 5.1.) Therefore, we need only consider the sensitivity analysis of the two suboptimal routines, proposed in Sections 1V and V, which produce optimal solutions under the above assumptions.
First, define
See Appendix C for the proof. Similarly, for GSF's with I = 0, we fix all C,(0, 1)'s and let each C,(l,O) vary by an amount a,. Then, we have the following theorem.
Theorem 7.5: The optimal GSF designed by the suboptimal routine remains the same iff a, varies in the range for I = 1,2; . ., M . In (7.6), Gr) and G',') denote sets of binary threshold signals such that Gf) = f; '(0) and G$')(l) = f; '(11, where The received process is generated by a nonlinear function H , ( . ) operating on the signal and the noise Markov A nonlinear function operating on Q , to produce the observed values for the signal is defined as Hs((x, y ) ) = x , ( x , y ) E Q,. Note that any signal generated by this Markov chain is a root signal to the window width three median filter. Note also that (8.1) does not generate all 3-valued roots of the window width three median filter.
impulsive nature.
Finally, we shall construct the window process whose states will be observed in the filter's window. Let Q , denote the state space of the window process; then Q, = (QR)b. An expression for the state transition matrix P, can be found in [2] but will not be used here to generate the limiting and conditional probabilities required to compute the cost coefficients. Since the signal and the noise are assumed to be independent, these probabilities can be computed using the procedure developed in [22] . These results are presented in Table I (the window width b is equal to 3).
From this table, we see that the cqnditional probabilities ~~( 0 1 i G~) ' s (1 = 1 and 2) satisfy the stacking properties at each level and from one level to another as well (see Definitions 4.1 and 5.2). It can also be checked that after adding up the probabilities ~' ( 0 , Gj)'s and ~' ( 1 , $)'s weighted by the corresponding cost coefficients, the resulting costs Ej(0)'s and Ej(l)'s also obey the stacking property (see Definition 4.2). Therefore, by Theorems 4.2, 4.3, and 5.3, we know that: 1) the optimal stack filters under the MAE criterion can be obtained by solving the suboptimal routine, 2) the two Boolean functions obtained at levels 1 and 2 are actually positive, and 3) these two Boolean functions automatically form a stacking set, and therefore a GSF is produced that is optimal in the MAE sense. Table I1 lists the designed stack filters and GSF's and their corresponding MAE'S. For the sake of comparison, we also given in Table I1 the MAE's corresponding to the median filter.
The Boolean functions in Table I1 are shown in their MSP form (this can be done since these functions are all positive Boolean functions), where xl, x2, and x g denote the left bit, the middle bit, and the right bit in the filter's window, respectively. The output of the filter is assigned to the middle bit at each window position. From Table 11 , we observe that, for all cases considered here, GSF's have smaller MAE'S than stack filters, except for C(1,O) = 0.5 and 5.0 where the GSF's reduce to a stack filter (which means that for these cases, the GSF's are homogeneous), while the median filter has the largest MAE's.
Before presenting some design examples of ROF's, let us give some numerical bounds for the a and a,% (the ranges within which the cost coefficient is allowed to vary without changing the optimal solution, see the previous section) for the above examples. The results are presented in Table 111 .
Note that the ranges given in the above table are consistent with Table 11 . For instance, C(1,O) = 0.1 and C(1,O) = 0.5 produce different fl(*>'s in Table 11 ; therefore, the difference 0.5 -0.1 = 0.4 must be outside the range of a1 corresponding to C(1,O) = 0.1 in Table 111 ; another example, C(1,O) = 1, 2, and 5 all produce the same fl(. ) in Table 11 ; therefore, the difference 5.0 -1.0 =4.0 must be inside the range of a1 corresponding to C(l,O)=l.O in Table 111 ; and so on. Furthermore, note that the two a ranges in Table 111 corresponding that there exists at least one stack filter (different from those corresponding to C(1,O) = 0.1 and C(1,O) = 0.5 in Table 11 ) which is optimal in the minimum MAE sense and corresponds to a cost coefficient range in (0.1, 0.5).
On the other hand, if two a ranges meet (the upper limit of one is the lower limit of the other, such as in the case of C(1,O) = 0.5 and C(1,O) = 1.01, then there does not exist another optimal stack filter different from the other two. Next, some design examples of ROF's will be presented. To do this, we must first find the number of positive Boolean functions for a given window width and also the number of subsets of these functions that produce a 1 output for some specified binary states. This task is, however, not such an easy one for relatively large window widths 1231. Here, we only consider cases b = 3 and b = 4. Tables I V and V contain the designed minimum MAE ROF's for b = 3 and b = 4, respectively. Note that all filters given in these tables are independent to the prior probability models of the signal and the noise processes, and therefore, they might be used directly in certain practical cases.
In Tables 111 and IV , r = 0 and r = b + 1 correspond to the 1 and the 0 filters, respectively.
Finally, a less artificial application is considered. In this application, stack filters and GSF's are designed for image recovery from impulsive noise. For this case, as the prior statistics of the signal and the noise processes are not available, the probabilities needed in the optimization procedure must thus be estimated assuming that training sequences exist. A detailed procedure for this estimation has been presented elsewhere; see, for instance, [26] and 1271. Here, we consider a stack filter and a GSF (I = 0) with 3 x 3 window mask. Using the method in [261 and [271, we found that the estimated probabilities obey the stacking properties defined in Definitions 4.2 and 5.1. Therefore, our suboptimal algorithms will produce optimal solutions. Figs. 3-6 show the original image, the noisy image, and the restored images by the optimal stack filter and GSF, respectively. Compared to the adaptive approach [6] , which takes several tens of hours to perform the filtering task, our filtering process takes about half an hour for stack filters and about two hours for GSF's.
IX. CONCLUSION
In this paper, a method based on classical Bayes minimum-cost decision, providing a unified approach to the design of optimal ROFs, stack filters and GSF's under the MAE criterion was presented. It was shown that designing optimal ROF's or stack filters and GSF's is equivalent to the classical a posteriori or a priori Bayes minimum-cost decision, respectively. None of the design procedures presented in this paper requires the use of linear programming. The only computation involved is data comparisons whose number increases slower than exponentially as a function of the filter window width, thus rendering the optimization algorithm very efficient and suitable for large scale optimization problems in image and signal processing.
Sufficient conditions under which the suboptimal routines result in optimal solutions were given, and it was demonstrated that these conditions are natural and hold in most practical cases. These conditions have also been confirmed by the presented design examples.
The sensitivity of the designed ROF's, stack filters, and GSF's upon the cost coefficients was analyzed. The results indicate a source of robustness in the resulting optimal filters.
Design examples of optimal ROF's, stack filters, and GSF's using the proposed algorithms were given where the sufficient conditions given in the text have been confirmed. An application of stack filters and GSF's to image recovery from impulsive noise was also considered where the suboptimal routines proposed in this paper were successfully applied to find the optimal filters. C(l,O)r(llGj) < C(O,l)r(Ol$). (A.l) If these two binary states are incomparable, there is no need to compare their outputs, since the decision outputs of two binary states are constrained by the stacking property if and only if one of the binary states stacks on top of the other. Therefore, let us focus on binary state pairs in which the two states possess the stacking property. Without loss of generality, we assume that $ stacks on top of ~( 1 1 % )~ r(llGi)) guarantees that if (A.l) holds for Gi producing a 0 decision output, then (A.1) must also hold for $ producing a 0 decision output. This means that Pf(llGi) > Pf(llGj)! The stacking property is automatically satisfied. Note that here the stacking property was not used to set the output for any binary state. Therefore, according to our previous statement, the suboptimal rouwit + .
i.e., Gi > $. Now, r(OIGj) > r(OIGi) ( Pf(OI%.)= 1. Let us denote by Go the set of these binary states. The hypothesis of Theorem 4.3 states that there are no binary states in G, stacking on top of any binary state in Go; therefore, the stacking property holds among the decision outputs of all binary states. According to our previous statement, the suboptimal solution is optimal in the minimum MAE sense.
0
Proof of Theorem 5.2
Suppose that for a binary threshold array G; , it is decided on level I, by comparing the expected costs associated with this array, that PffOIG;) = 1. This means that Ej')(O> < Ej')(l). Because the expected costs along the threshold levels obey the stacking property, the following inequality must also hold: E ( y 0) < E!" '( 1) for m = 1 + 1 , 1 + 2 , . . . , M and QG/< %I. (A.3) This implies directly that Pfm(OIG/) = 1. Here, we do not use the stacking constraints to set these outputs. Similarly, one can prove the other case, that is, if for some $' , Pffll$') = 1, then the stacking property of the expected costs implies that PfJllG/) = 1 for m = 1 -1,l-2; -*, 1 and for all G f > q'! The set of M Boolean functions automatically satisfies the stacking property. Therefore, according to our previous statement, the suboptimal solution is optimal in the minimum MAE sense. Let us show that r(lIGJ > dlliifi), which is equivalent to (6.5). Suppose that we find a positive Boolean function fc.1 such that f($) = 1. Since Gi > %, f(GJ = 1. This implies that A$')($) < NJ1)(Gi). Now, Nb is constant for a fixed b, hence, r(llGi) r(ll$).
0
Proof of Lemma 6.2
Since Gi *? = $ e?, both states contain the same number of 1's. Assume, without loss of generality, that Gi contains K 1's located at bit positions n,, n2; . ., nK, and Gj contains K 1's at bit positions m,,m,;*.,m,. We must show that the number of positive Boolean functions that produce a 1 for Gi is equal to the number of positive Boolean functions that produce a 1 for $.. Define the following one-to-one mapping T: W n , ) = m,Vk = 1,2; . *, K . Now, any positive Boolean function (in its MSP form) that produces a 1 for Gi must contain at least one term whose literals are some or all of the bits nk's. Using the one-to-one mapping Q, we obtain another positive Boolean function which produces a 1 for $.. 
~~( 9 ) .
(B.
3)
It is easy to check that these costs satisfy the stacking property defined in Definition 4.2. Therefore, the optimal solution under the MAE criterion can be obtained using the suboptimal routine proposed in Section IV, which does not require an LP and whose computational requirements are merely comparisons between the costs, i.e., checking if To prove necessity, suppose that, for some cost coefficients C(0,l) and C(l,O), the optimal ROF is the rth ROF. Then, for any Gi n I--l, according to the optimization procedure, we have C(170)r(llGi) < C(0, l)r(OIGi), which is equivalent to Similarly, we can show that for any Gj E r,., we have These two results imply that (7.1) holds.
To prove sufficiency, assume that C(0,l) and C(1,O) vary, but (7.1) still holds. According to the optimization procedure, (7.1) implies that the Boolean function representing the ROF will produce a 0 output for any Gi E r,-, and a 1 output for any Gj E rr. Extending this result to the multilevel case, one can see that the solution is still the rth ROF. To prove sufficiency, assume that (7.5) holds. Then, it is easy to check that for any Gj€EGo and any %EEG1, the hold. Therefore, the suboptimal routine proposed in Sec-tion IV will produce the Same solution as ~y varies accord- [20] 
