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1. INTRODUCTION
 w x.In many papers for example, see 1]4 dealing with the existence of
solutions for vector optimization problems, some kind of compactness in
the value space of the objective functions is assumed. However, the
compactness often causes difficulties in applications. Very recently, Chen
w xand Craven 5 obtained a sufficient condition for the existence of weakly
efficient solutions for differentiable vector optimization problems involving
differentiable convex functions by using vector variational inequalities for
vector-valued functions. The main tool of their proof is the well-known
w x w xKKM-Fan Theorem 6 . Also, Kazmi 7 proved a sufficient condition for
the existence of weakly efficient solutions for vector optimization problems
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involving differentiable preinvex functions by using vector variational-like
inequalities for vector-valued functions; but he obtained his existence
result under the assumption that the constraint set is compact. So, we must
elucidate his result under weakened compactness assumptions.
The concept of a vector variational inequality was introduced by Gian-
w xnessi 8 in 1980. Since then, several kinds of vector variational inequalities
and vector variational-like inequalities have been studied by many authors
w x  .9]22 see also the references therein . In particular, we can find in
w x15, 17, 21 that the vector variational inequality is very useful for studying
vector optimization problems.
In this paper, we define the generalized efficient solution which is more
general than the weakly efficient solution for the vector optimization
problem, and prove the existence of generalized efficient solutions for
vector optimization problems involving nondifferentiable invex functions
or nondifferentiable convex functions under weakened compactness as-
sumptions by using vector variational-like inequalities for set-valued maps.
From our main results, we obtain the existence result of Chen and Craven
w x w x5 and the modified existence result of Kazmi 7 .
2. PRELIMINARIES
Let R n be the n dimensional Euclidean space and R the real number
system.
A real-valued function f : R n ª R is said to be locally Lipschitz if, for
n  .any u g R , there exists a neighborhood N u of u and a positive constant
 .k such that for any x, y g N u ,
< < 5 5f x y f y O k x y y . .  .
w xThe Clarke 23 generalized directional derivative of a locally Lipschitz
0 .function f at u in the direction d denoted by f u; d is
f 0 u; d s lim sup ty1 f y q td y f y . .  .  . .
yªu
t x0
w xThe Clarke 23 generalized gradient of a locally Lipschitz functions f at
u is denoted by
n 0  : n­ f u s j g R : f u; d P j , d ;d g R , 4 .  .
 : nwhere ? , ? denotes the scalar product on R .
w xInvex functions were introduced by Hanson 24 as a generalization of
differentiable convex functions: let f : R n ª R be a differentiable func-
tion; if there exists a vector-valued function h : R n = R n ª R n such that
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for any x, y g R n,
 :f x y f y P =f y , h x , y , .  .  .  .
 .f is called invex w.r.t. h, where =f y is a gradient of f at y.
w xGiorgi and Guerraggio 25 extended the invexity to nondifferentiable
locally Lipschitz functions as follows:
DEFINITION 2.1. Let f : R n ª R be a locally Lipschitz function. Then f
is called invex w.r.t. h if there exists a vector-valued function h : R n = R n
n n  .ª R such that for any x, y g R and any j g ­ f y ,
 :f x y f y P j , h x , y . .  .  .
Now we give some definitions and the well-known Knaster]
w x  .Kuratowski]Mazurkiewicz]Fan theorem 6 shortly, KKM-Fan theorem
needed for the proof of our Theorem 3.1 in Section 3:
DEFINITION 2.2. Let E be a Hausdorff topological space and Y a
Hausdorff topological space. Then a set-valued map F : E ª 2Y is said to
 .  .4be closed if the graph of F : x, y : y g F x is closed in E = Y.
DEFINITION 2.3. Let E be a vector space and K a nonempty subset of
E. Then the set-valued map G : K ª 2 E is called a KKM map if for each
 4  4 n  .finite subset x , . . . , x of K, co x , . . . , x ; D G x , where coA is1 n 1 n is1 i
the convex hull of a set A.
 .THEOREM 0 KKM-Fan Theorem . Let E be a Hausdorff topological
¨ector space and K a nonempty subset of E and G : K ª 2 E a KKM map. If
 .  .all the sets G x are closed in E and if one is compact, F G x / B.x g K
3. EXISTENCE OF SOLUTIONS
 .Consider the following vector optimization problem P ,
minimize f x [ f 1 x , . . . , f p x .  .  . .
P .
subject to x g X ,
where X is a closed convex subset of R n and f i : R n ª R, i s 1, . . . , p,
are real-valued functions.
w xRecall from Sawaragi et al. 26 that u g X is said to be a weakly
 .  .  .efficient solution of P if there is no x g X such that f x y f u g
yint R p , where int A and R p denote the interior of A and the nonnega-q q
tive orthant of R p, respectively.
  . 4 pThroughout this paper, C x N x g X is a family of convex cones in R
 .  . p p  .such that for any x g X, int C x / B, C x / R , and R ; C x .q
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 .We define a new efficient solution for P as follows; u g X is said to be
 .a generalized efficient solution for P if there is no x g X such that
 .  .  .f x y f u g yintC u .
Of course, the definition of a generalized efficient solution is an exten-
sion of that of a weakly efficient solution. But a generalized efficient
w xsolution is different from nondominated solutions defined by Yu 47 .
In this section, we prove the existence theorems for generalized efficient
 .solutions of the vector optimization problem P . First we establish the
 .relation between the vector optimization problem P and the following
 .vector variational-like inequality problem VV y LI .
i i .Find x g X such that for each y g X, there exists j g ­ f x , i s
1, . . . , p, such that
1 p :  :j , h y , x , . . . , j , h y , x f yintC x , .  .  . .
 : nwhere ? , ? denotes the scalar product on R .
iLEMMA 3.1. Let f be locally Lipschitz and in¨ex w.r.t. h. If x g X is a
 .  .solution of VV y LI , then x is a generalized efficient solution for P .
 .Proof. Let x g X be a solution of VV y LI . Suppose that x is not a
 .generalized efficient solution for P . Then there exists y g X such that
i i i .  .  .  .f y y f x g yintC x . Since f is invex w.r.t. h, for any j g ­ f x ,
i s 1, . . . , p,
1 p p :  :j , h y , x , . . . , j , h y , x g f y y f x y R .  . .  . . q
; yintC x y C x .  .
s yintC x . .
1 p i i  .:   .:.  .  .Hence j , h y, x , . . . , j , h y, x g yint C x for any j g ­ f x .
 .This contradicts the fact that x g X is a solution of VV y LI .
w x w xBy using the proof techniques of Lee et al. 12 and Yao et al. 27 , we
obtain the following theorem;
i  .THEOREM 3.1. Let f be locally Lipschitz and in¨ex w.r.t. h. Let h ?, x
 .be affine for each x g X. Let h y, ? be continuous for each y g X and satisfy
 . R ph x, x s 0 for each x g X. Let W : X ª 2 be a closed set-¨ alued map
 . p   ..defined by W x s R _ yintC x for any x g X. Suppose that there exists
a nonempty bounded subset D of X such that for each x g X _ D, there exists
i i .y g D such that for any z g ­ f x ,
 1 :  p :z , h y , x , . . . , z , h y , x g yintC x . .  .  . .
 .Then the ¨ector optimization problem P has a generalized efficient solution.
LEE, KIM, AND KUK94
 .Proof. By Lemma 3.1, it is sufficient to prove that VV y LI has a
solution. Let X s X l B , which is chosen sufficiently large so thatr r
 n 5 5 4D ; int X , where B s x g R : x O r and int X is the relativeX r r X r
interior of X to X. Then X is nonempty compact and convex. Define ar r
set-valued map F : X ª 2 X r by any y g X ,r r
F y s x g X : 'z i g ­ f i x s.t. .  . r
 1 :  p :z , h y , x , . . . , z , h y , x f yintC x . .  .  . 4 .
First, we prove that F is a KKM map. Suppose to the contrary that F is
 4not a KKM map. Then there exists a finite subset x , . . . , x of X such1 n r
  n  .  4that co x , . . . , x ­ D F x , i.e., there exists x g co x , . . . , x such1 n is1 i 1 n
n  . nthat x f D F x . Hence there exist a P 0 such that  a s 1, x sis1 i i is1 i
n  . a x , and x f F x , i s 1, . . . , n. Thus we haveis1 i i i
 1 :  p : i iz , h x , x , . . . , z , h x , x gy intC x for any z g­ f x . .  .  .  . .i i
  1  .:  p  .:.  . iLet U s y g X : z , h y, x , . . . , z , h y, x g yintC x ;z gr
i .4  .­ f x . Then x g U, i s 1, . . . , n. Since h ?, x is affine, U is convex andi
n  1  .:  p  .:.hence x s  a x g U. Hence z , h x, x , . . . , z , h x, x gis1 i i
 . i i .  .yintC x for any z g ­ f x , i s 1, . . . , p. Since h x, x s 0, 0 g
 .  .yintC x . This is a contradiction since 0 f yintC x . Hence F is a KKM
map.
 .  4Next we prove that F y is compact for any y g X . Let x be ar n
 .sequence of F y which converges to some x# g X . Then there existsr
i i .z g ­ f x , i s 1, . . . , p, such thatn n
 1 :  p :z , h y , x , . . . , z , h y , x g W x . 3.1 .  .  .  . .n n n n n
i  .Since f is locally Lipschitz, there exists a neighborhood N x# of x# and
 .l ) 0 such that for any x, y g N x# ,
< i i < 5 5f x y f y O l x y y , i s 1, . . . , p. .  .
 . i i . 5 i 5Hence for any x g N x# and any z g ­ f x , z O l. So, we can
assume that z i converges to z#i for each i s 1, . . . , p. Since the set-valuedn
i . w x i i . i i .map x ¬ ­ f x is closed 23, p. 29 and z g ­ f x , z# g ­ f x# ,n n
 .  .  .i s 1, . . . , p. Since h y, ? is continuous, h y, x converges to h y, x# . Son
 i  .:  i  .:  .z , h y, x converges to z#, h y, x# . By 3.1 and the closedness ofn n
 1  .:  p  .:.  . pthe graph of W, z#, h y, x# , . . . , z#, h y, x# g W x# s R _
  ..  .  .  .yintC x# . Thus x# g F y and hence F y is closed. Therefore F y
is compact.
 .From the KKM-Fan theorem, F F y / B. Hence there existsy g X r i i .  .x g F F y . Thus for each y g X , there exists j g ­ f x , i sy g X rr
1, . . . , p, such that
1 p :  :j , h y , x , . . . , j , h y , x f yint C x . 3.2 .  .  .  . .
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5 5On the other hand, by assumption, it is obvious that x - r. Hence for
 .any u g X _ X , there exists l g 0, 1 such thatr
lu q 1 y l x g X . . r
i i .  .By 3.2 , there exist j g ­ f x , i s 1, . . . , p, such that
1 :j , h lu q 1 y l x , x , . . . , . .
p :j , h lu q 1 y l x , x f yintC x . .  . . .
 .  .Since h ?, x is affine and h x, x s 0,
1 p :  :j , h u , x , . . . , j , h u , x f yintC x . .  .  . .
i i .Thus for each y g X, there exist j g ­ f x , i s 1, . . . , p, such that
1 p :  :j , h y , x , . . . , j , h y , x f yintC x , .  .  . .
 .that is, x is a solution of VV y LI .
COROLLARY 3.1. Let f i be con¨ex, i s 1, . . . , p. Let W : X ª 2R p be a
 . p   ..closed set-¨ alued map defined by W x s R _ yintC x for any x g X.
Suppose that there exists a nonempty bounded subset D of X such that for each
i i .x g X _ D, there exists y g D such that for any z g ­ f x ,
1 p :  :z , y y x , . . . , z , y y x g yintC x , . .
i . iwhere ­ f x is a subdifferential of f at x. Then the ¨ector optimization
 .problem P has a generalized efficient solution.
i i w xProof. Since f is convex, f is locally Lipschitz 28, p. 25 and the
Clarke generalized gradient of f coincides with the subdifferential of f ii
w x23, p. 36 . Hence from Theorem 3.1, we can obtain the result of Corollary
3.1.
COROLLARY 3.2. Let f i be continuously differentiable and in¨ex, i s
 .  .1, . . . , p. Let h ?, x be affine for each x g X. Let h y, ? be continuous for
 . R peach y g X and satisfy h x, x s 0 for each x g X. Let W : X ª 2 be a
 . p   ..closed set-¨ alued map defined by W x s R _ yintC x for any x g X.
Suppose that there exists a nonempty bounded subset D of X such that for each
x g X _ D, there exists y g D such that
 1 :  p :=f x , h y , x , . . . , =f x , h y , x g yintC x . .  .  .  .  . .
 .Then the ¨ector optimization problem P has a generalized efficient solution.
i wProof. Since f is continuously differentiable, f is locally Lipschitz 23,i
x  .p. 32 . Hence from Theorem 3.1, P has a generalized efficient solution.
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Remark. Corollary 3.2 can be regarded as a generalization of Theorem
w x2.3 in 7 .
COROLLARY 3.3. Let f i be continuously differentiable and in¨ex, i s
 .  .1, . . . , p. Let h ?, x be affine for each x g X. Let h y, ? be continuous for
 . R peach y g X and satisfy h x, x s 0 for each x g X. Let W : X ª 2 be a
 . p   ..closed set-¨ alued map defined by W x s R _ yintC x for any x g X.
Suppose that there exists y g X such that0
 i :lim =f x , h y , x - 0, i s 1, . . . , p. 3.3 .  .  .0
5 5x ª`
xgC
 .Then the ¨ector optimization problem P has a generalized efficient solution.
 .Proof. By 3.3 , there exist r ) 0, i s 1, . . . , p, such that for any x g Xi
5 5with x ) r ,i
 i :=f x , h y , x - 0. .  .0
 5 54Taking m ) max r , . . . , r , x , we have1 p 0
 1 :  p : p=f x , h y , x , . . . , =f x , h y , x g yintR ; yintC x .  .  .  .  . .0 0 q
 .  n 5 5 4for any x g X _ B l X , where B s x g R : x O m . By Corollarym m
 .3.2, the vector optimization problem P has a generalized efficient solu-
tion.
 . w xRemark. The coercivity condition 3.3 is motivated by Yao et al. 27
w xand Chang et al. 29 .
 w x. iCOROLLARY 3.4 cf. 7, Theorem 2.3 . Let f be continuously differen-
 .tiable and in¨ex, i s 1, . . . , p. Let h ?, x be affine for each x g X. Let
 .  .h y, ? be continuous for each y g X and satisfy h x, x s 0 for each x g X.
Suppose that there exists y g X such that the set0
 1 :  p : px g X : =f x , h y , x , . . . , =f x , h y , x f yintR .  .  .  . 4 .0 0 q
 .is compact. Then the ¨ector optimization problem P has a weakly efficient
solution.
Proof. We let
 1 :  p : pD s x g X : =f x , h y , x , . . . , =f x , h y , x f yint R . .  .  .  . 4 .0 0 q
 .Since h y , y s 0, D is not empty. By assumption, D is compact. For0 0
each x g X _ D,
 1 :  p 0 : p=f x , h y , x , . . . , =f x , h y , x g yintR . .  .  .  . .0 q
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 .By Corollary 3.2, the vector optimization problem P has a weakly effi-
cient solution.
Remark. The above Corollary 3.4 is the result modifying Theorem 2.3
w xin Kazmi 7 . He proved his corresponding existence result under the
compactness of X.
From Corollary 3.1, we can obtain the following corollary.
w x iCOROLLARY 3.5 5 . Let f be differentiable and con¨ex, i s 1, . . . , p.
Suppose that there exists y g X such that the set0
 1 :  p : px g X : =f x , y y x , . . . , =f x , y y x f yintR .  . 4 .0 0 q
 .is compact. Then the ¨ector optimization problem P has a weakly efficient
solution.
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