Abstract. Mediation analysis assesses the effect passing through a intermediate variable (mediator) in a causal pathway from the treatment variable to the outcome variable.
Introduction
Assessing the causal effects of experimental stimuli on multiple brain regions is a popular problem in analyzing neuroimaging data, such as functional magnetic resonance imaging (fMRI). It is often important to distinguish the stimulus effects on two brain regions, as an initial step to identify brain pathways. A popular approach is to apply mediation analysis, where the activity of one region is the mediator variable and the activity from the other is the outcome variable. However, causal mediation analysis usually requires strong assumptions, which usually requires some kind of (conditional) randomization of the mediator (Imai et al., 2010) . This assumption is impossible to hold in neuroimaing analysis, because the measured activities of the mediating brain region are not randomized. Furthermore, many fMRI experiments, like ours, collect brain activity measures in several sessions of several subjects. This paper proposes a data-driven and sensitivity-free mediation method for analyzing multilevel fMRI data, and this method can also be applied to many other randomized trials in experimental and clinical studies.
In our experiment, the participants are instructed to provide motor responses to visual stimuli while undergoing fMRI scanning. Each participant is scanned in four sessions, and each session contains about 100 randomized trials with two visual stimuli-"go" and "stop".
The participants are expected to press or to not press a button under these two types of stimuli, respectively. This experiment paradigm has been described in detail in Duann et al. (2009) and Luo et al. (2012) . Similar to Luo et al. (2012) , each trial is an experimental unit, and the stimulus is a treatment that is expected to cause changes in blood flow and oxygenation at different brain regions. These changes are measured by fMRI. The scientists are interested in understanding how different brain regions and pathways involve in this experiment. Prior modeling efforts have identified various pathways, see for example Duann et al. (2009) . This paper investigates the brain pathway to primary motor cortex (PMC), a region that has been known to carry the primary function of movements. A possible hypothesized pathway goes through the presupplementary motor area (preSMA), a primary region for motor response prohibition (Duann et al., 2009 ). This pathway in stop/go trials has also been recently verified by manipulating the preSMA activity (Obeso et al., 2013) , using transcranial magnetic stimulation. The goal of this paper is to quantify the mediation effect through this pathway.
In our mediation model at the first level, Z is the randomized treatment assignment, and R is the outcome brain activity observed at PMC. The treatment effect is expected to go through an intermediate variable (or mediator) M , which is the brain activity measured at preSMA. These three-way relationships are typically visualized via a diagram, such as Figure 1 . The influence of Z can go directly to R or pass through M . There could be an unmeasured confounding variable U influencing both M and R. Our approach will estimate and remove the influence effect of U . In this paper, the influence is analyzed based on the intention-to-treat principal.
A mediation model is one that seeks to identify and explicate the mechanism or process that underlies an observed relationship between an independent variable and a dependent variable via the inclusion of a third explanatory variable, known as a mediator variable.
[27] Mediation analysis is widely applied in behavioral, biological, psychological and social science explaining the process or mechanism by which one variable affects another. [20] In psychology study, a primary reason of mediating variables being popular is the historical dominance of the stimulus organism response model. [9] In this model, mediating mechanisms in the organism translate how a stimulus leads to a response. Mediation analysis is also applicable in prevention and treatment research, where interventions are designed to change the outcome of interest by targeting mediating variables that are hypothesized to be causally related to the outcome. [20] A simplest form of mediation represents how a third variable, mediator (M), serves the relationship between independent variable (Z) and dependent variable (R). A mediation model hypothesizes that the independent variable influences the mediator variable, which in turn influences the dependent variable, rather than hypothesizing a direct causal relationship between the independent variable and the dependent variable. A mediator is a variable that is in a causal sequence between the independent variable and the dependent variable. Figure 1: A conceptual diagram of the mediation model. Two independent errors E 1 and E 2 are included in M and R, respectively, while there could be a confounding variable U influencing both M and R. In our fMRI data, Z is the randomized stimulus, M is the preSMA activity, R is the PMC activity, and U is the unmeasured error.
Structure equation model (SEM) is a popular approach to perform mediation analysis, which assesses the extent of the effect passing through M , see Baron and Kenny (1986) and MacKinnon et al. (2007) . This topic has been studied in the statistical literature, see for example Holland (1988) ; Robins and Greenland (1992) ; Angrist et al. (1996) Daniels et al. (2012) . A popular assumption to infer causal effects is to assume the ignorability of the mediator (Imai et al., 2010) . However, as Imai et al. (2010) writes, "the proposed assumption may be too strong for the typical situations". In fMRI, this assumption usually does not hold, for example due to systematic errors (Sobel and Lindquist, 2014) influencing both the mediator and outcome regions. To circumvent this, a possible remedy is to use an instrumental variable (IV) approach (Lindquist, 2012) if the IV assumption is satisfied. An alternative is to employ sensitivity analysis (Imai et al., 2010; VanderWeele, 2010; Tchetgen et al., 2012) , via computing various mediation estimates based varying sensitivity parameters. However, the appropriate sensitivity parameters are usually unknown in practice, especially for our fMRI. We will develop a mediation method that relaxes the ignorability assumption, by estimating the unknown parameters from the data.
Randomization is the gold standard for causal inference. The main idea of this paper is to treat the continuous mediator M and the continuous outcome R as a bivariate outcome of randomized binary Z, where the bivariate outcome may contain additive correlated errors. We shall call this approach Correlated-error Mediation Analysis (CMA), where this also stands for Consistent Mediation Anlysis under this correlation setting. When the error correlation is known or estimated well, the inference from our simple SEM is based on randomized treatment, and it has causal interpretation. We are aware of more complex SEMs for mediation with covariates, interactions (MacKinnon et al., 2007; Valeri and VanderWeele, 2013) , binary outcomes (VanderWeele and Vansteelandt, 2010) , and functional mediators (Lindquist, 2012) . We leave these as directions of future research.
Under our model, we derive a constrained optimization approach to obtain the maximum likelihood estimator of our coefficients, and we also establish the asymptotic properties.
Our analysis also identifies the key issue in nonidentifiability when the error correlation is unknown. To resolve this issue, we develop a innovative approach using a mixed effects model.
Mixed effects models have been popular in fMRI analysis. As described before, a typical fMRI dataset usually contains multiple subjects scanned repeatedly in multiple sessions, and each session contains multiple trials. At the subject level, general linear models have become a standard approach to analyze the activation patterns (Friston et al., 1994) . To obtain population inference averaging across subjects, mixed effects models are usually employed to capture the subject variability of the linear model coefficients from the previous step (Penny et al., 2003) . Mixed effects models have also been used in mediation analysis for controlling the subject variability in other psychological studies, see for example Kenny et al. (2003) . To date, as far as we know, a unified formulation of mixed effects mediation SEM for fMRI has not been studied before. This paper addresses this gap, with an innovation that we propose to use mixed effects models to estimate the error correlation parameter by maximizing the hierarchical likelihood (Lee and Nelder, 1996; Commenges et al., 2009 ).
This paper is organized as follows. In Section 2, we introduce a single level SEM for mediation analysis with correlated errors, and study the asymptotic properties of our estimator based on maximum likelihood. We also derive the nonidentifiability issue. To remediate this issue, we introduce a mixed effects SEM for fMRI along with its computational algorithms in Section 3. We validate our approach and demonstrate its improvement using extensive simulations in Section 4. We compare with the inference of difference approaches in our real fMRI dataset in Section 5.
A Single Level Mediation Model and Identifiability

Model
We consider a single level SEM for our fMRI data from a single session of a single subject, which is written as two linear equations
where Z is a column vector of n treatment assignments, R and M are the corresponding column vector outcomes, A, C and B are the coefficients of interest, and E 1 and E 2 are the noise terms. Without loss of generality, we assume that R and M are centered around 0 which can be achieved via subtracting the sample means, and thus no intercepts are included in the model. In our fMRI experiment, Z is randomized stop/go stimulus, M and R are centered fMRI activities of preSMA and PMC, respectively. These measures were extracted from preprocessed fMRI time series, as in Luo et al. (2012) . In addition to (1) and (2), Baron and Kenny (1986) considered a third equation
where C is the coefficient of interest and E is the noise term. Equation (3) turns out to be redundant, see a review MacKinnon et al. (2007) .
We write the model (1) and (2) in matrix format as
where the error matrix is assumed to come from a multivariate normal distribution as
⊗ is the Kronecker product operator and I n is the n-dimensional identity matrix. The normality assumption has been widely used in mediation analysis with continuous mediators and outcomes. We use this assumption to illustrate our approach and compare with existing ones. This assumption can certainly be relaxed to other distributions, since our method is based on maximum likelihood.
Due to our experiment, E 1 and E 2 are expected to be correlated (δ = 0). One important cause is the systematic errors induced by the thinking process of the participant and the equipment induced artifacts. Sobel and Lindquist (2014) propose to adjust these systematic errors in causal fMRI analysis. We adjust several known confounding factors (e.g., movement and machine drift) during the preprocessing stage and via a robust linear regression approach (Rosenbaum, 2007; Luo et al., 2012) . However, we believe that not all systematic errors can be measured, for example, the participants' thinking unrelated to the experiment. To include these unmeasured errors that influence both M and R, we use a generic δ to characterize the extent of unmeasured errors. This can be illustrated using a mediation model with an unmeasured confounder U as follows,
where U ,Ẽ 1 , andẼ 2 are mutually independent normal random variables, and g is a fixed and unknown scalar. U here represents the overall effect from unmeasured confounding factors for M and R. Under this model, the errors in (1) and (2) are correlated when g = 0. In short, we do not seek to estimate U (or g), but rather we seek to remove the effect of U (or δ) when estimating the coefficients in (4).
Assumptions and Causal Interpretation
We use Rubin's potential outcome framework (Rubin, 2005) to assess the causal interpretation of our model (4). As Rubin suggested but not implemented in Section 7 of the paper, a valid way is to consider "a bivariate outcome variable" (M, R) in order to infer direct and indirect effects when Z is randomized. We analyze and extend this approach in this paper.
We here briefly analyze this causal interpretation of our SEM coefficients using potential
where all the potential outcomes in the lower case variables should be understood as vectors of length n. We impose the following assumptions:
(A1) stable unit treatment value assumption (SUTVA); (A2) model (4) correctly specified;
(A3) the observed bivariate outcome is one realization of the potential outcome with observed treatment assignment vector z;
(A4) randomized treatment Z with P (Z = z) > 0 for every z. That is, Z⊥ {m (z) , r (z)} for all z. Our Z is randomized in our experiment so this assumption is expected to hold.
The assumptions (A1)-(A3) are standard regularity assumptions in causal inference, see for example Rubin (1978) , Holland (1988) , and Imai et al. (2010) . Imai et al. (2010) reviewed the interpretation of the product AB (or C − C) and the coefficient C as average indirect and direct effects, and their averaging argument still applies to our model (5) as the errors have mean zero. The assumptions (A1) and (A2) are also imposed to ensure the modeling assumptions are satisfied so that our estimation approach can estimate the coefficients consistently.
We do not impose the assumption of ignorability of the mediator, which is a standard assumption in causal mediation analysis, see a review Imai et al. (2010) . A version of this assumption is written as, in Imai et al. (2010) ,
for all z i of unit i. This assumption clearly does not hold in (5) when the errors are correlated.
The violation of this assumption is usually addressed via sensitivity analysis (Imai et al., 2010) with varying δ. Momentarily we will introduce our estimator for the coefficients as a function of δ, the observed bivariate outcome (R (Z) , M (Z)), and randomized treatment Z. Based on the potential outcomes, we here use a generic functionf δ ((r (z) , m (z)) , z) to denote our estimator for a coefficient, say C (or B). The exact formula forf δ will be introduced in Theorem 1. Using this generic notation, we prove that our SEM coefficients have causal interpretation because
where the first line above uses (A4) and the second line uses (A3). The last line expectation is consistently estimated using the observed data by our method, as we analyze in the section.
Method and Asymptotic Properties
To simplify the notation, we introduce the following matrix representation:
Model (4) then takes a multivariate regression form
with the restriction that the (2, 1) entry of Θ is zero. For simplicity, we consider first the case that Σ is known. We propose to estimate Θ via maximum likelihood by
where the log-likelihood is
The solution to the optimization problem is given explicitly by the following theorem.
Theorem 1. The solution to the optimization problem (7) iŝ
The standard SEM estimators (Baron and Kenny, 1986) for B and C are special cases of ours, by setting δ = 0 in Theorem 1. Our estimatorÂ is the same as the standard estimator. We estimate the total effect coefficient C in (3) by the standard estimator
By the maximum likelihood theory, we prove the following asymptotic property of our estimator. The finite sample performance will be evaluated using simulations in Section 4.
Theorem 2. Assume (A1) and (A2). Suppose Z Z/n → q as n → ∞, then the estimators in Theorem 1 converge asymptotically as
where V is the inverse Fisher's information matrix of (A, C, B),
Theorem 2 shows that our estimator is not only consistent but also achieves the Fisher efficiency. That is, our estimator is asymptotically efficient. By a similar calculation, we establish the asymptotic property of the direct effect estimatorĈ and the total effect estimatorĈ in the following theorem.
Theorem 3. Under the same conditions in Theorem 2, the estimatorĈ in (9) and the estimatorĈ in Theorem 1 converge as
Using the estimators in Theorem 1, we consider estimating the indirect effect by two approaches: the product estimator AB p =ÂB and the difference estimator
By Theorems 2 and 3, the asymptotic properties of these two indirect effect estimators are established using the Delta method approach (Sobel, 1982) . 
Because our estimatorsB,Ĉ, AB d (or AB p ) differ from the standard Baron-Kenny SEM estimators when δ = 0, it is easy to see that the standard estimators are not consistent.
Identifiability under Unknown Correlation
The covariance Σ is in general not identifiable from our model as we can show that the likelihood function (Θ, Σ) achieves the same maximum value with varying δ.
Theorem 5. For every fixed δ ∈ (−1, +1), (Θ, Σ) achieves the same maximum likelihood value, where the maximum is taken over the remaining parameters (A, B, C, σ
We illustrate this theorem in Figure 6 where the maximum likelihood value (sometimes called profile likelihood) for varying δ is constant. Therefore, one cannot simply use maximum likelihood to estimate δ.
To illustrate the intuition behind this theorem, we consider the following moment calculation. Plugging (1) into (2), it yields
It has been known that A and C can be estimated consistently using regression based on
(1) and (3). The covariance matrix Σ B of (E 1 , E ) can be then estimated using the sample covariance of the residuals aŝ
We useσ
sinceÂ can be consistently estimated, whereΣ B (i, j) is the (i, j)th entry ofΣ B . Thisσ does not rely on the correlation parameter δ. From (11), the two entries in the population
var
Therefore, the three parameters (B, σ 2 , δ) cannot be determined from two equations. It is also easy to see (B, σ 2 ) can be solved from the two equations once δ is given. Given δ and Σ B , (B, σ 2 ) can be estimated from (14) and (15) aŝ In contrast, Theorems 2 and 3 provide the asymptotic approach for the variance. When δ is known, we thus propose to use the estimated variances in (13) and (17) to replace the population variances in Theorems 1-3 and Corollary 4. This method requires inputing δ, and thus it will be called CMA-δ. In our fMRI experiment, this parameter δ is usually unknown, partly because we don't know the extent of the systematic errors. We further develop our model (4) and method (7) to allow estimating δ from the data in the next section.
A Multilevel Mediation Model
Model
Our fMRI data is collected in multiple trials in multiple sessions from multiple subjects.
For session k of subject i, we denote the treatment vector by Z ik , the mediating region activity vector by M ik , and the outcome region activity vector by R ik , where i = 1, . . . , N and k = 1, . . . , K i . In our experiment, K i = K = 4 for all subject i. We model each session of each subject by our single level model (4) as
and vec
where A ik , B ik , and C ik are the SEM coefficients in session k of subject i, and there are n ik trials. We assume that δ is constant across subjects and sessions to avoid the nonidentifiability issue in Theorem 5. We use this as a first step to provide estimation for δ, which can be assessed using bootstrap as we demonstrate in Section 5.
We propose the following mixed effects model for the coefficients in (18),
where A, B and C are the fixed effects; α i , β i , and γ i are the random effects of A ik , B ik and C ik , respectively; the random effect u i follows a three-dimensional normal distribution with mean zero and covariance matrix Ψ; and Our models (18) and (20) can be conceptualized as a three-level linear SEMs (RabeHesketh et al., 2004 ), but we build on our single level CMA method that allows correlated errors. The random effect specification is similar to the popular random effect models in fMRI analysis (Penny et al., 2003) , but we impose the random effect on the SEM parameters instead of the coefficients from general linear models. Our model is also similar to the mixed effects SEM model by Kenny et al. (2003) when δ = 0 in (18), and we will develop an approach to estimate δ momentarily. Under our assumptions (A1)- (A4), we have the causal interpretations of the single level SEM parameters, and the resulting fixed effect coefficients then will also have causal interpretations as explained before in Kenny et al. (2003) .
Method 3.2.1 Estimating δ via Mixed Effects Likelihood
As we have shown in Theorem5, the profile likelihood of the single level SEM is a constant function of δ. A naive approach of estimating δ is to maximize the log-likelihood of the higher level mixed effects model, considering the estimated coefficients as the observed outcomes.
To visualize the maximum log-likelihood value of the mxied effects model as a function of δ, we generate a simulation data with 50 subjects and four sessions. Under each session, the number of observations of each subject is set to be 100. Figure 2 shows the value of the log-likelihood value of the mixed effects model and the δ estimates using Algorithm 1.
The performance of this method in finite samples is further evaluated through simulation 
Estimating δ via H-likelihood
We propose to estimate δ by maximizing the hierarchical likelihood (h-likelihood)
where h 1 is the likelihood of the data given the subject level parameters and δ, h 2 is the probability of the single level SEM parameters given the random effect coefficient, and h 3 is the (prior) probability of the random effect coefficient. The exact formulas for h 1 , h 2 and h 3 are given in the supplementary information. In standard linear mixed effects models, one usually integrates out the random effect coefficient to obtain the marginal probability.
We use the h-likelihood without integration since it is easier to compute for any δ.
We have shown that δ is not identifiable in Section 2.4, because there are more parameters than the number of equations. Using the h-likelihood, however, we avoid this problem as δ is shared across equations, and it is expected to yield different maximum h-likelihood values for varying δ in general. This assumption can be checked by plotting the h-likelihood against δ, see Figure 6 . Theoretically, estimator based on h-likelihood is an M-estimator, thus it converges to the true population parameter under certain regularity conditions (Van der Vaart, 2000) . For example, under mixed effects models, Lee and Nelder (1996) prove that maximizing h-likelihood is asymptotically equivalent to maximizing marginal likelihood.
There are 5N K + 3N + 11 parameters in the h-likelihood function (21). When N and K is large, it is computationally expensive to jointly maximize over all these parameters simultaneously. To alleviate the computational complexity, for a fixed δ, we propose a three-step procedure in Algorithm 2 to compute the maximum h over all other parameters (called profile h-likelihood value). We then estimate δ by the one that achieves the largest profile-likelihood value by an optimization algorithm, such as Newton's method. In the algorithm, the first step optimizes h 1 over σ 1 ik and σ 2 ik , since h 2 and h 3 are independent of them. The second step then optimizes h over the remaining parameters using the coordinate decent method. This algorithm may not converge to the global optimal but it provides good estimates for δ in practice, see Figure 3 and additional numerical results in Sections 4 and 5.
In general, the shape of the h-likelihood values depends on the observed data. Under our case, we can visualize the optimized values from Algorithm 2 and verify if δ can be uniquely determined by our procedure. We use the same data as in Section 3.2.1. Figure 3 shows the value of h-likelihood h as a function of δ and our estimatesδ using Algorithm 2.
For this example data, our h-likelihood method reduces the bias in the δ estimate by the mixed effects likelihood, and we provide extensive simulations to illustrate this in Section 4.2.2.
A Two-step Approach
As a comparison, we also consider a two-step estimation approach for the coefficients using either the true δ or the δ estimated from the profile h-likelihood method in Algorithm 2. This two-step approach is typically called two-level analysis in fMRI (Friston et al., 1994) . We find this approach usually gives the same estimates for the coefficients but with a slight improvement in the variance components, probably because that we optimize over the variances approximately in Algorithm 2. In our two-step approach, we use restricted maximum likelihood (REML) estimation for both the coefficients and variances, see Algorithm 3. Theoretically, under standard regularity conditions,δ estimated from Algorithm 2 converges to the true δ in probability as N → ∞, K → ∞, n ik → ∞ for every i and k.
By our Theorem 2,Â ik ,Ĉ ik andB ik converge in probability as n ik → ∞ under the true δ.
Then the consistency of the fixed effect estimates Â ,B,Ĉ from Algorithm 3 follows from the standard result on linear mixed effects models, see for example Jiang et al. (1996) .
Simulation Study
In this section, we first compare the proposed single level method CMA-δ with the BaronKenny (BK) method (Baron and Kenny, 1986 ) and the causal mediation method (TYHKI) (Imai et al., 2010 ) when δ is known. We implement the BK method via standard regression, and use the R package mediation for the TYHKI method. When δ is unknown, we then compare the naive mixed effects model log-likelihood method CMA-ml in Section 3.2.1, our profile h-likelihood method CMA-h in Section 3.2.2, two-step refitting method CMA-ts with known δ in Section 3.2.3, with the single level method CMA-δ and the linear mixed effects SEM (KKB) method (Kenny et al., 2003) . We also consider a hybrid method (CMA-h-ts)
where the CMA-ts method is applied with the estimatedδ from CMA-h. We implement both our multilevel CMA methods and the KKB method using the R package lme4.
Single Level Mediation Model
In this study, 100 samples are generated. Z is generated from a Bernoulli distribution with probability 0.5. The coefficients are set to be A = −5, B = −10, and C = 4 under the alternative, and they are also set to zero under varying nulls respectively. The errors are generated from bivariate normal distribution with mean zero and unit marginal variance, and the correlation δ is set to be one of the two cases: δ = 0 and δ = 0.5. We input the true δ = 0.5 in our method CMA-δ to evaluate the finite sample performance of our theory in Section 2, while the variances σ 2 1 and σ 2 2 are estimated using (13) and (17). We compare with the sensitivity analysis in the TYHKI method with true δ = 0.5. Simulation is repeated 1000 times. Table 1 shows that the estimates for (A, C, B, C , AB, C − C). In our CMA-δ method and TYHKI (when setting δ equal to the truth), the estimates for (B, C, AB, C − C)
are unbiased and almost identical. The product and difference estimates for the indirect effect by CMA-δ are almost identical. BK and TYHKI (setting δ = 0 when δ = 0.5) can yield large biases in B and C, and thus biases in the indirect and direct effect estimates.
In the supplementary information, we also compared the asymptotic confidence interval estimates in CMA-δ with the bootstrap approach in TYHKI. They yield similar coverage probabilities, and all are close to the designated level.
Multilevel Mediation Model 4.2.1 δ Known
We first study the performance of a single level mediation method in the multilevel setting when δ is given. We choose our method CMA-δ as a representing method because it yields good performance (almost the same as TYHKI) with the true δ as input. We set the total number of subjects N = 50 and the number of sessions K = 4. Under each session, for each subject, the number of trials is a random sample drawn from Poisson distribution with mean 100. The fixed effects are set to be A = −5, C = 4 and B = −10 under the alternative, and zero under varying nulls respectively. The variance components are set to Table 2 shows that both CMA-h and CMA-ts yield unbiased estimates for the fixed effect coefficients. The single level CMA-δ method can yield estimates with large vari- ability in finite samples, as it does not take the subject variability in multilevel data into consideration. Though the fixed effect coefficients in CMA-h and CMA-ts are similar, the variance estiamtes in CMA-h is slightly smaller than the truth, probably due to the known bias in h-likelihood (Commenges et al., 2009 ). CMA-ts slightly overestimates λ 2 since the estimated coefficients introduce extra variability into the mixed effects model.
δ Unkown
We use the same simulated data in Section 4.2.1 to evaluate our methods when δ is estimated from CMA-ml and CMA-h, comparing with the KKB estimates with δ = 0. Table 3 shows that both CMA-ml and CMA-h yield close estimates for δ in most cases, except the first case when all coefficients are nonzero. CMA-h slightly improves the estimate ofδ in terms of biasness. CMA-h-ts usually provides better estimates for the fixed effect coefficients and variance components. KKB estimates yield large biases in B and C, as well as in the indirect effect, when the true δ is 0.5.
We further investigate the first case in Table 3 , in which the biases are the largest in finite samples. These biases are expected to go to zero when N and K increases. We thus use larger n = 50, 200, 500, 1000, 5000 and K = 4, 10, 20 in the first case of our simulation study. Figures 4 and 5 shows that the CMA-ml and CMA-h estimates of δ, and CMA-h-ts estimates of C and B approach the true values as the number of subjects and the number of sessions increase. The biases inδ,Ĉ andB are reduced by more than half when N increases to 200. From the figures, we can see that the bias inδ from CMA-h is significantly lower for finite sample size, so as the biases inĈ andB. 
An fMRI Study
Our fMRI dataset consists of 97 subjects with four experimental sessions. Each session is about 10 minutes in length with a median of 91 trials. With probability 3/4, the trial is a "go" trial (Z = 0), and with probability 1/4, the trial is a "stop" trial (Z = 1).
Brain activities for each trial (sometimes called single trial beta values) are extracted from fMRI, following the preprocessing steps in Luo et al. (2012) . In the precessing pipeline, we remove the temporal dependence via multiplying the fMRI signals by the estimated whitening matrix (Friston et al., 1994) , and we also remove the effect of motion parameters on the fMRI time series via robust linear regression. In this study, the primary motor cortex (PMC) activity is the outcome (R), the presupplementary motor area (preSMA) activity is the mediator (M ), and the randomized stop/go stimulus is the treatment variable (Z). Our study interest is to test whether preSMA plays a significant role in the brain pathway to PMC under the stop/go stimulus. We compare our multilevel methods (CMA-h, CMA-ts, and CMA-h-ts) and our single level method CMA-δ. The confidence intervals are calculated using asymptotic theory or bootstrap. In bootstrap, we use 500 Wild Bootstrap (Wu, 1986) samples. Figure 6 shows the h-likelihood of the fMRI data over different δ values. CMA-h yields a δ estimate of -0.254 (Table 4 ) and the mediation effect (AB) of 0.005, which is about 50% higher of the estimated mediation effect if the correlation is ignored (δ = 0 case, AB = 0.003). Bootstrap with bias correction (DiCiccio and Efron, 1996) shows an average estimate of δ to be -0.267 (standard error 0.041) with a 95% confidence interval (-0.354, -0.195 ). These results show that the stop stimulus increases the preSMA activity which then further increases the PMC activity via the preSMA-PMC pathway, while the stop stimulus directly decreases the PMC activity. The indirect effect (ÂB p = 0.0054 andÂB d = 0.0068) is estimated to be larger than the direct effect (C = −0.0017), and the indirect effect is Algorithm 1 An approach to compute the other parameters given δ and estimate δ using mixed effects likelihood in our multilevel mediation model. Compute the maximized log-likelihood value of the mixed effects model and coefficient estimates for a given δ:
for each i and k using Theorem 1, (13) and (17).
2. With the estimatedb ik as the observed outcomes, fit the mixed effects model (20) and estimate b, Ψ and Λ.
3. Return the maximum log-likelihood value of the mixed effects model. When δ is unknown, apply an optimization algorithm (e.g., Newton's method) to maximize over δ using the maximum log-likelihood value at Step 3 above.
Algorithm 2 An algorithm to compute the other parameters given δ and estimate δ in our multilevel mediation model.
Compute the profile h-likelihood value and coefficient estimates for a given δ:
for each i and k using (13) and (17).
With the estimatedσ
, estimate b ik , u i , b, Ψ and Λ by maximizing the h-likelihood (21) over these remaining parameters using cooredinate decent method.
Return the maximum h-likelihood value.
When δ is unknown, apply an optimization algorithm (e.g., Newton's method) to maximize over δ using the profile h-likelihood value at Step 3 above.
Algorithm 3 An algorithm to compute the two-step estimates with given δ, either the truth or estimated from Algorithm 2. Given δ (orδ that maximizes the log-likelihood of the mixed effects model using Algorithm 1 or the profile h-likelihood using Algorithm 2):
1. Estimate A ik , C ik and B ik using our estimators in Theorem 1, for each session k of each subject i.
2. Apply the REML estimation method on the estimatedÂ ik ,Ĉ ik andB ik , i = 1, . . . , N and k = 1, . . . , K.
significant at the 5% level by bootstrap (but not the asymptotic method). This confirms that the significant role of preSMA in stop/go trials. The direct effect is negative (though not significant), which is consistent with the fact that the subjects are expected to withhold motor movement during stop trials.
Table 4 also shows that the estimates for B, C and AB can change greatly if δ is changed from the estimatedδ to 0. The single level method CMA-δ ignoring the subject variability can also yield large changes in estimates, and the indirect effect estimates are reduced greatly, almost by 50%. The mediation effect is 0.005 when the correlation is -0.254. When assuming no correlation (δ = 0), the mediation effect from the single mediation model is 0.003. Because the single level method does not take into account the subject variability (see Figure 7) , the confidence intervals for the indirect effect is much smaller. Table 4 : Average estimates and (bootstrap) confidence intervals from our CMA methods on the fMRI dataset. The confidence intervals of CMA-h and CMA-h-ts, except the bootstrap ones, are calculated from the mixed models, and the confidence intervals of CMA-δ are calculated based on the asymptotic variances.δ = −0.254δ = −0.254 δ = 0 Session (e) AB d Figure 7 : plot of estimated coefficients for each session and each subject, using δ = 0 in CMA-ts and the estimatedδ = −0.254 in CMA-h-ts.
The estimated δ = −0.267 by CMA-h-ts is significant from zero by bootstrap (Table 4 ).
This shows that there are other unadjusted confounders besides motion. If we repeat the above analysis without adjusting motion intentionally, we obtain a larger δ = −0.280 in magnitude while our multilevel methods (CMA-h, CMA-h-ts) with estimated δ yield similar estimates as in Table 4 . This shows that we also gain robustness by allowing additive errors in our methods.
Discussion
We propose a two-layer mediation model for an fMRI data. This model addresses the correlated error issue in fMRI. We use extensive simulations and a real fMRI dataset to illustrate the improvements.
The mediation effects estimated in this paper is intention-to-treat. In fMRI, there are complications to study the causal effects of the actual treatments for example, partly due to non-compliance to the instructions. For example, though rare in our data, the participants may press buttons in "stop" trials and not press buttons in "go" trials, contrary to the instructions. It will be interesting to study if our framework can also be extended to this non-compliance setting, and in general to non-randomized treatment.
We use a computationally efficient approach to compute the estimates in our model.
However, it is unclear whether the estimation accuracy can be improved using a global optimization algorithm. It is also interesting to study whether the marginal likelihood method can improve our proposed h-likelihood method in finite samples, though it is expected to be computationally expensive.
We leave to future work on various extensions of our proposed framework, including covariates, interactions, and fucntional mediation. In fMRI analysis, it would be intereting to include covariates (e.g. motion) directly in our model, and to study the interactions of the stimulus and the mediator. It is also possible to extend to multiple mediators setting.
However, estimating the correlation matrix will be challenging.
We remark that the method is motivated by an fMRI experiment, but the methodology can certainly be extended to many other studies when the correlated errors are believed to be present.
