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ON THE DERIVED FUNCTORS OF DESTABILIZATION AND
OF ITERATED LOOP FUNCTORS
GEOFFREY POWELL
Abstract. These notes explain how to construct small functorial chain com-
plexes which calculate the derived functors of destabilization (respectively iter-
ated loop functors) in the theory of modules over the mod 2 Steenrod algebra;
this shows how to unify results of Singer and of Lannes and Zarati.
1. Introduction
These notes consider the interface between unstable modules U over the Steen-
rod algebra A and M , the category of A -modules, in particular the structure of
the left derived functors of destabilization D : M → U (which is the left adjoint
to the inclusion U ⊂ M ) and of the family of iterated loop functors, Ωt : U → U
(the left adjoint to the suspension functor Σt : U → U ), for t ∈ N. For clarity
of exposition, the prime 2 is privileged, and the underlying field F is usually the
prime field F2; there are however analogous results for odd primes.
The motivation comes from the study of mod 2 singular cohomology. The Steen-
rod algebra A is the algebra of stable cohomology operations for mod 2 cohomology,
hence the cohomology of a spectrum (i.e. an object from stable homotopy theory)
is naturally an A -module. The cohomology of a space has more structure: it is
an unstable A -module and is equipped with the cup product. The suspension on
spectra (or pointed topological spaces) corresponds via reduced cohomology to the
algebraic suspension; on M this is an equivalence of categories but not on unstable
modules U . The algebraic loop functor Ωt : U → U is a first approximation to
the behaviour in cohomology of the iterated loop functor on pointed topological
spaces. Similarly, the destabilization functor D : M → U gives a first algebraic
approximation to the behaviour in cohomology of the infinite loop space functor
Ω∞ from spectra to pointed spaces. (This is an over-simplification, since it takes
no account of the cup product; see Section 2.5 for slightly more precision.)
The two basic algebraic ingredients which are used are the Singer functors
Rs, s ∈ N, which are defined for all A -modules, and the Singer residue map
F[u±1] → Σ−1F, which is A -linear and induces differentials. Part of the interest
of the current approach is that it provides a clear explanation of the relationship
between the methods of Lannes and Zarati [LZ87] and those of Singer ([Sin81] etc.).
The work of Lannes and Zarati makes no allusion to chain complexes; from the cur-
rent viewpoint, they are considering the degenerate case where the differential is
trivial. It is worth noting that their argument makes essential usage of connectivity,
which is also a key point in the strategy used here.
This text explains how to construct a natural chain complex DM , for M an A -
module, with homology calculating the derived functors of destabilization, and, for
t ∈ N and N an unstable module, a chain complex CtN , with homology calculating
2000 Mathematics Subject Classification. Primary 55S10; Secondary 18E10.
Key words and phrases. Steenrod algebra – unstable module – destabilization – iterated loop
functor – derived functor – total Steenrod power.
1
2 G. POWELL
the derived functors of Ωt. The existence of such a chain complex goes back to the
work of Singer [Sin78, Sin80], but the construction given here is new.
The complex CtN is given as a quotient of D(Σ−tN) and the projection
D(Σ−tN)։ CtN
induces in homology the natural transformation Ds(Σ
−tN) → ΩtsN between left
derived functors.
The chain complex DM is also related to the chain complex Γ+M introduced
by Singer [Sin83] and Nguyễn H. V. Hưng and Nguyễn Sum [HS95] (who work at
odd primes), to calculate the homology of M over the Steenrod algebra. Namely,
there is a natural inclusion
DM →֒ Γ+M
which, in homology, induces the Lannes-Zarati homomorphism (up to dualizing)
[LZ87], the derived form of:
DM → F⊗A M,
thus giving rise to DsM → Tor
A
s (F,M). (A word of warning: DM is an unstable
module, in particular concentrated in degrees ≥ 0, hence the map to F⊗A M is not
in general surjective.) This morphism is of interest, since it is intimately related to
the mod 2 Hurewicz morphism.
The final section indicates some recent developments in the subject and some
open problems. In particular, the potential higher chromatic analogues of this
theory are of significant interest. This material is only outlined here.
A number of exercises (of varying levels of difficulty) are included, reflecting the
origin of this text as lecture notes; likewise, some proofs are left as exercises. The
reader is encouraged to attempt them all, since they are essential to the under-
standing of the subject.
Acknowledgement: The author is grateful to the anonymous referee for their
careful reading of the manuscript and for their suggestions.
The author would like to thank the VIASM for the invitation to give this lecture
course and for providing excellent working conditions during his visit in August
2013. He is also grateful to the participants of the special activity on Algebraic
Topology for their interest.
Finally, the author also wishes to acknowledge the financial support provided by
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2. Background
Throughout, unless indicated otherwise, the underlying prime is taken to be 2
and the ground field F is the field F2 with two elements. All the results intro-
duced have analogues for odd primes, although the arguments are slightly more
complicated in the odd primary situation.
A general reference for the theory of (unstable) modules over the Steenrod alge-
bra is the book by Schwartz [Sch94] and, for A -modules, that of Margolis [Mar83].
References for the results stated can be found for example in the author’s papers
[Pow10, Pow14, Pow12]; many go back to Massey and Peterson and the work of
Singer.
2.1. The Steenrod algebra as a quadratic algebra. The mod 2 Steenrod al-
gebra A is, by definition, the algebra of stable cohomology operations for mod 2
singular cohomology. Hence the Steenrod algebra can be identified with the coho-
mology H∗(HF2) (here H
∗(−) always denote cohomology with mod 2 coefficients)
of the Eilenberg-MacLane spectrum, HF2, which represents mod 2 cohomology.
The algebra A is a non-homogeneous quadratic algebra, as explained below. Let
A˜ be the algebra
A˜ := T (Sqi|i ≥ 0)/ ∼
where Sqi has degree i and ∼ corresponds to the Adem relations (for a < 2b):
SqaSqb =
[a/2]∑
j
(
b− j − 1
a− 2j
)
Sqa+b−jSqj,
where Sq0 is considered as an independent generator. Since the relations are ho-
mogeneous of length 2, the algebra A˜ is a homogeneous quadratic algebra and, in
particular, has a length grading in addition to the internal grading coming from the
degrees of the generators.
There is a surjection of algebras A˜ ։ A which corresponds to imposing the
relation Sq0 = 1; the algebra A inherits a length filtration from A˜ (no longer
a grading). The relations defining A have length ≤ 2, which means that A is
quadratic.
The graded A associated to the length filtration can also be described as a
quotient of A˜ , namely
A = A˜ /〈Sq0〉.
This is again a homogeneous quadratic algebra. Moreover, it has the important
property that it is Koszul. This notion, introduced by Priddy [Pri70], is at the
origin of the existence of small resolutions for calculating the homology of the
Steenrod algebra; the Koszul dual is the (big) Lambda algebra.
The construction of the complexes introduced here is related to the quadratic
Koszul nature of A and also to the relationship between the Steenrod algebra and
invariant theory; many of the ideas go back to the work of Singer [Sin78, Sin80,
Sin83] etc.
Remark 2.1.1. The odd primary analogues depend upon the work of Mùi [Mùi86,
Mùi75], which describes the (more complicated) relationship between invariant the-
ory and the Steenrod algebra.
See for example the work of Nguyễn H. V. Hưng and Nguyễn Sum [HS95] general-
izing Singer’s invariant-theoretic description of the Lambda algebra to odd primes,
Zarati’s generalization [Zar84] of his work with Lannes [LZ87] and the author’s
paper [Pow14].
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2.2. The category of A -modules. Let M denote the category of (left) A -
modules. This is an abelian category with additional structure; namely, the fact
that A is a Hopf algebra implies that the tensor product (as graded vector spaces)
of two A -modules has a natural A -module structure. Explicitly, the Steenrod
squares act via:
Sqn(x⊗ y) =
∑
i+j=n
Sqi(x) ⊗ Sqj(y);
this corresponds to the fact that the diagonal ∆ : A → A ⊗ A is determined by
∆Sqn =
∑
i+j=n Sq
i ⊗ Sqj .
Since A is a connected algebra (concentrated in non-negative degrees, with A 0 =
F) the Hopf algebra conjugation (or antipode) χ : A ◦ → A is determined by the
diagonal [MM65] and is an isomorphism of algebras, where A ◦ is A equipped with
the opposite algebra structure (χ is an anti-automorphism of A ).
Via χ, the category of left A -modules is equivalent to the category of right A -
modules: a right A -module M can be considered as a left A -module by setting
am := mχ(a) for a ∈ A and m ∈M .
Hence the category M has a duality functor:
(−)∨ : M op → M
M 7→ M∨ := HomF(M,F),
where the usual right A -module structure on M∨ is regarded as a left structure
via χ.
Notation 2.2.1. For n ∈ Z, let ΣnF denote the A -module F in degree n.
Remark 2.2.2. Since A is connected, {ΣnF|n ∈ Z} gives a set of representatives of
isomorphism classes of the simple objects of M .
Example 2.2.3. Duality gives (ΣnF)∨ = Σ−nF.
Definition 2.2.4. For n ∈ Z, the nth suspension functor Σn : M → M is ΣnF⊗−.
Proposition 2.2.5.
(1) The category M has enough projectives, with set of projective generators
{ΣnA |n ∈ Z}.
(2) For n ∈ Z, Σn : M → M is an exact functor which is an equivalence
of categories, with inverse Σ−n : M → M . In particular, Σn preserves
projectives.
Proof. For the first point, ΣnA is a free A -module, hence projective (in fact, ΣnA
is the projective cover of ΣnF). Moreover, forM an A -module, HomM (Σ
nA ,M) ∼=
Mn, whence it follows that {ΣnA |n ∈ Z} is a set of projective generators.
The second statement is clear. 
2.3. Unstable modules and destabilization. Whereas the cohomology of a
spectrum (object from stable homotopy theory which represents a cohomology the-
ory) is simply an A -module, the cohomology of a space has further structure; it is
an algebra (via the cup product) and the underlying A -module is unstable.
Definition 2.3.1. An A -module M is unstable if Sqix = 0, ∀i > |x|. The full
subcategory of unstable modules is denoted U ⊂ M .
Proposition 2.3.2. The category U is an abelian subcategory of M and is closed
under the tensor product ⊗ of M .
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Proof. From the definition of instability, it is clear that a submodule (respectively
quotient) of an unstable module is unstable. This implies that U is an abelian
subcategory of M .
Closure under ⊗ is seen as follows. By definition, Sqn(x⊗y) =
∑
i+j=n Sq
i(x)⊗
Sqj(y); if n > |x⊗ y| and i+ j = n, then either i > |x| or j > |y|, so that the right
hand expression is zero, as required. 
Remark 2.3.3. The duality functor (−)∨ : M op → M does not preserve U , since
the relation Sq0 = 1 implies that an unstable module is concentrated in degrees
≥ 0. The dual M∨ of a module M concentrated in degrees ≥ 0 is concentrated in
degrees ≥ 0 if and only if M = M0; for example, the dual of ΣF is not unstable.
Example 2.3.4. For n ∈ N, the suspension functor Σn : M → M restricts to
an exact functor Σn : U → U (given by ΣnF⊗ −). This is not an equivalence of
categories if n > 0.
For later use, the following definition is recalled, which uses the tensor product
of U .
Definition 2.3.5. An algebra in M is a graded algebra such that the structure
morphisms are A -linear. An unstable algebra K is an unstable module which is a
commutative algebra in M (and hence in U ) such that the Cartan condition holds:
Sq|x|(x) = x2, ∀x ∈ K. Unstable algebras form a category K , with morphisms the
algebra morphisms which are A -linear. Forgetting the algebra structure yields a
functor K → U .
In a few places the terminology nilpotent, reduced, nil-closed will be used; for the
convenience of the reader, the definition is recalled (see [Sch94] for further details).
Definition 2.3.6. An unstable module N is nilpotent if the operation Sq0 (where
Sq0(x) := Sq
|x|(x)) acts locally nilpotently.
An unstable module M is reduced if HomU (N,M) = 0 for any nilpotent module
N and nil-closed if, in addition, Ext1U (N,M) = 0 for all nilpotents N .
Remark 2.3.7. If M is reduced, there is a nil-closed unstable module M and an
inclusion M →֒M with nilpotent cokernel. The module M is unique up to isomor-
phism and is called the nil-closure of M .
Such considerations arise when considering the localization of U away from the
nilpotent unstable modules, namely the study of the quotient category U /N il (see
[Sch94, Chapter 5]).
The following gives the archetypal examples of nilpotent unstable modules:
Example 2.3.8. For M an unstable module, ΣM is nilpotent.
The notion of destabilization arises naturally through topological considerations,
for example when passing from stable homotopy theory (spectra) to unstable ho-
motopy theory (spaces).
Definition 2.3.9. Let D : M → U be the left adjoint to the (exact) inclusion
functor U →֒ M .
Exercise 2.3.10. For M an A -module, show that the linear subspace
BM := 〈Sqi(x)|i > |x|〉,
as x ranges over elements of M , is a sub A -module. Deduce that DM ∼= M/BM
is an A -module (unstable, by construction).
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Namely, from the explicit construction, if f : M → N is a morphism of A -
modules with N unstable, there is a natural factorization:
M

f
// N
M/BM.
;;
Notation 2.3.11. For n ∈ Z, let F (n) denote D(ΣnA ); this is the free unstable
module on a generator of degree n.
Proposition 2.3.12. The category U has enough projectives and {F (n)|n ∈ N}
forms a set of projective generators.
Proof. By adjunction, for N an unstable module, there are natural isomorphisms
HomU (D(Σ
n
A ), N) ∼= HomM (Σ
n
A , N) ∼= Nn,
which show both that D(ΣnA ) is projective and that these form a set of projective
generators (recalling that an unstable module is necessarily concentrated in non-
negative degrees). 
Proposition 2.3.13. The functor D : M → U is right exact (but not exact) and
preserves projectives.
Proof. The functor D is left adjoint to the exact forgetful functor M → U , hence
preserves projectives and is right exact.
To see that D is not exact, consider the A -module E := Σ−1H˜∗(RP 2). The
latter lies in the non-split short exact sequence in M :
0→ ΣF→ E → F→ 0
where the classes are linked by Sq1. Clearly DE = F and DΣF = ΣF, so applying
D exhibits the non-exactitude. 
The functor D can be used to define division functors. The most important
examples considered here are the (iterated) loop functors.
Definition 2.3.14. For n ∈ N, let Ωn : U → U denote the composite functor
DΣ−n, where Σ−n : M → M is restricted to a functor U → M . (For n = 1, Ω1
is denoted simply Ω.)
Proposition 2.3.15. For n ∈ N, the functor Ωn : U → U is left adjoint to
Σn : U → U ; it is right exact (but not exact for n > 0) and preserves projectives.
Proof. It is straightforward to check that DΣ−n is left adjoint to Σn : U → U .
Since the latter is exact, it follows that Ωn is right exact and preserves projectives.
Non-exactitude can be seen as in Proposition 2.3.13; for example, consider applying
the functor Ω to ΣE for n = 1 (noting that E is not unstable). 
Exercise 2.3.16. Show that, for 0 < n ∈ N, ΩF (n) ∼= F (n− 1).
Proposition 2.3.17. For n ∈ N there is a natural equivalence of functors
ΩnD ∼= DΣ−n : M → U .
Proof. For N an unstable module and M an A -module, there is a chain of natural
adjunction isomorphisms
HomU (Ω
nDM,N) ∼= HomU (DM,Σ
nN) ∼= HomM (M,Σ
nN)
∼= HomM (Σ
−nM,N) ∼= HomU (DΣ
−nM,N),
from which the result follows. 
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Exercise 2.3.18. LetM be an unstable module which is of finite type (i.e. dim(Mn)
is finite ∀n). Show that the functor D(− ⊗M∨) is left adjoint to M ⊗−.
This left adjoint is usually referred to as the division functor by M and written
(− :M); see [Lan92] for general considerations on such functors.
Example 2.3.19. An important division functor which can be constructed by
using destabilization is Lannes’ T -functor T := (− : H∗(BZ/2)), so that, for M an
unstable module,
TM = D
(
M ⊗H∗(BZ/2)∨
)
,
where BZ/2 is the classifying space of the group Z/2, which has the homotopy
type of RP∞. (For the structure of H∗(BZ/2), see Example 2.4.4 below.) The
dual H∗(BZ/2)∨ can be identified as the homology H∗(BZ/2), considered as a left
A -module via the conjugation χ.
Remark 2.3.20. Lannes’ T -functor is an essential tool in modern homotopy theory
and is defined for any prime p. It has good properties which make it accessible to
calculation; for example it is exact and commutes with tensor products. Moreover,
the T -functor restricts to a functor on the category K of unstable algebras. An
underlying fundamental algebraic fact is that the cohomology of an elementary
abelian p-group, H∗(BV ;Fp), is injective in U .
The homotopical importance of T stems from the fact that TH∗(X) is an ap-
proximation to the calculation of H∗(Map(BZ/p,X)). Indeed, there is a canonical
comparison map TH∗(X)→ H∗(Map(BZ/p,X)) that is given by adjunction from
the morphism induced in cohomology by the evaluation map
Map(BZ/p,X)×BZ/p→ X.
Under adequate hypotheses upon X , the comparison map is an isomorphism.
The reader should consult [Sch94] for this and much more, in particular the
application of T -functor technology to Sullivan’s fixed point set conjecture (see
also [Lan92]).
2.4. Derived functors. The abelian categories M and U both have enough pro-
jectives (by Propositions 2.2.5 and 2.3.12), hence one can do homological algebra in
them. Recall that a projective resolution P• of an object M of an abelian category
is a complex of projectives
. . .→ Ps → Ps−1 → . . .→ P1 → P0,
with Ps in homological degree s, and which has homology concentrated in degree
zero with H0(P•) ∼= M . This will frequently be denoted by P• → M , where the
arrow corresponds to the surjection P0 ։M .
Remark 2.4.1. If M is an unstable module, there are two possible notions of pro-
jective resolution: a projective resolution in U , P• →M (that is, by projectives in
U ), or a resolution in M , F• →M , by free A -modules.
Definition 2.4.2. For s, n ∈ N, let
(1) Ds : M → U denote the sth left derived functor of D : M → U ;
(2) Ωns : U → U denote the sth left derived functor of Ω
n : U → U .
Explicitly, if F• →M is a free resolution in M of an A -module M , then DsM
is the sth homology of the complex DF•. Note that DF• is a complex with each
object DFs projective in U , by Proposition 2.3.13; it is a projective resolution of
DM if and only if all the higher derived functors DsM vanish.
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Exercise 2.4.3. Let M be an A -module and suppose that there exists t ∈ N such
that ΣtM is unstable (such a t does not exist in general - see Remark 2.4.5 below).
Show that, for all s ∈ N, there exists a natural morphism DsM → Ω
t
sΣ
tM. This
exhibits the close relationship between derived functors of destabilization and of
iterated loop functors.
Example 2.4.4. Derived functors of destabilization are highly non-trivial. For
example we consider a lower bound for D1(Σ
−1
F) as follows.
Recall that H∗(BZ/2) ∼= F[u], where |u| = 1; this is an unstable algebra, and this
fact determines its structure as an A -module. (Explicitly, the total Steenrod power
SqT =
∑
i∈N Sq
i on u is SqT(u) = u(1+u), via the Cartan condition and instability
and this determines the structure via the Cartan formula for cup products, which
implies that SqT is multiplicative.)
One can form the localization F[u±1], so that u−1 is a class of degree−1. This has
an A -algebra structure (not unstable!), which is determined by the total Steenrod
power of u−1. This can be calculated by using the multiplicativity of SqT:
1 = SqT(1) = SqT(u−1u) = SqT(u−1)SqT(u),
giving SqT(u−1) = u
−1
1+u , which translates as
Sqn+1(u−1) = un
for all n ∈ N.
Let Pˆ denote the sub F[u]-module of F[u±1] generated by u−1, so that there is
a (non-split) short exact sequence of A -modules:
0→ F[u]→ Pˆ → Σ−1F→ 0.
It is straightforward to see that DPˆ = 0 and DΣ−1F = 0. Hence the long exact
sequence for derived functors
. . .→ D1Pˆ → D1(Σ
−1
F)→ DF[u]→ DPˆ → DΣ−1F→ 0
shows that D1(Σ
−1
F)։ DF[u] ∼= F[u] is surjective. (It is in fact an isomorphism,
by Corollary 5.1.10.) Thus D1(Σ
−1
F) is infinite, even though Σ−1F has total
dimension one.
Remark 2.4.5. The A -module Pˆ is bounded below; however ΣtPˆ is never unstable,
since all the Sqi act non-trivially upon the lowest dimensional class.
2.5. Motivation for studying derived functors of destabilization and of
iterated loop functors. The functors Ds : M → U arise naturally in algebraic
topology.
Example 2.5.1. There is a Grothendieck spectral sequence calculating Ext∗A (M,N)
in terms of ExtU when N is an unstable module. This is the spectral sequence de-
rived from considering HomA (−, N) as the composite functor HomU (D(−), N).
The spectral sequence has the form
Extp
U
(DqM,N)⇒ Ext
p+q
A
(M,N).
WhenN is injective in U (for exampleN = F orN = H∗(BV ), for V an elementary
abelian 2-group), the spectral sequence degenerates to the isomorphism
Extq
A
(M,N) ∼= HomU (DqM,N).
Such Ext groups are important for calculating the E2-term of the Adams spectral
sequence. This motivated Lannes and Zarati’s work on the derived functors of
destabilization [LZ87] and is intimately related to an approach to the Segal conjec-
ture for elementary abelian p-groups.
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Example 2.5.2. Derived functors of destabilization occur in studying the relation-
ship between the cohomology of a spectrum E and the cohomology of the infinite
loop space Ω∞E associated to E.
Recall that there is an adjunction counit Σ∞Ω∞E → E, where Σ∞ is the sus-
pension spectrum functor. This gives rise to a commutative diagram in M :
H∗(E) //
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
H∗(Σ∞Ω∞E) ∼= H∗(Ω∞E)
DH∗(E),
55
where the factorization exists since H∗(Ω∞E) is an unstable algebra and, in par-
ticular, an unstable module.
Recall from Definition 2.3.5 that K denotes the category of unstable algebras
and that the Steenrod-Epstein enveloping algebra functor U : U → K is left
adjoint to the forgetful functor K → U . This is given explicitly by
UM := S∗(M)/〈Sq|m|m = m2〉,
the quotient of the free commutative algebra on M given by imposing the Cartan
condition.
Hence, the above induces a morphism of unstable algebras:
U(DH∗(E))→ H∗(Ω∞E).
When E = ΣnHF2 is a suspension of the mod 2 Eilenberg-MacLane spectrum,
this is an isomorphism. However, in general it is far from being an isomorphism
(examples can be given by considering suspension spectra E = Σ∞X). Haugseng
and Miller [HM16] have constructed a spectral sequence which, in favourable cir-
cumstances, calculates H∗(Ω∞E) from H∗(E),
based on a cosimplicial Adams resolution of E constructed from Eilenberg-
MacLane spectra. The E2-term is expressed in terms of non-abelian derived func-
tors of UD. In particular, they show how the derived functors of destabilization
intervene.
Kuhn and McCarty [KM13] construct a spectral sequence to calculate H∗(Ω∞E)
using the Goodwillie-Arone tower associated to the functor E 7→ Σ∞Ω∞E. In ad-
dition, they exhibited an algebraic approximation to H∗(Ω∞E), which is expressed
in terms of the derived functors of destabilization. This generalizes earlier work of
Lannes and Zarati [LZ84] for suspension spectra.
Example 2.5.3. Similar considerations arise in giving an algebraic approximation
to H∗(ΩnX) in terms of H∗(X), when X is a pointed space. As a first approxima-
tion, one shows that there is a natural morphism of unstable algebras
U(ΩnQH∗(X))→ H∗(ΩnX),
where Q : Ka → U is the ‘indecomposables’ functor, defined on the category Ka
of augmented unstable algebras by QK := K/K
2
, where K is the augmentation
ideal. (The base point of X induces the augmentation of H∗(X).) This can be
shown to be an isomorphism for Eilenberg-MacLane spaces but, in general, is far
from being an isomorphism.
Under suitable hypotheses on the space X , in particular supposing that the
cohomology of X is of the form UM for some unstable module M , Harper and
Miller [HM89] gave an algebraic approximation to H∗(ΩnX), which is expressed in
terms of the derived functors of certain iterated loop functors. It is expected that
their results can be generalized.
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Remark 2.5.4. Note that the topological based loop space functor Ω is right adjoint
to the reduced suspension functor Σ and the infinite loop space functor Ω∞ is
right adjoint to the suspension spectrum functor Σ∞ (at the level of homotopy
categories). The suspension functor Σ commutes with cohomology; however, since
H∗(−) is contravariant, the algebraic approximations to these functors are left
adjoints.
3. First results on derived functors of destabilization and of
iterated loops
In this section, elementary results on the derived functors of D and Ωn are
considered, as a warm-up to constructing the chain complexes which compute the
respective derived functors.
3.1. Derived functors of Ω. There is a simple chain complex which calculates
the derived functors of Ω; to define it requires the introduction of the doubling (or
Frobenius) functor Φ.
Definition 3.1.1. Let Φ : M → M be the functor which associates to M the
module ΦM concentrated in even degrees with (ΦM)2k = Mk and action of the
Steenrod algebra determined by Sq2i(Φx) = Φ(Sqix).
Let λM : ΦM → M be the natural morphism (of graded vector spaces) defined
by λM (Φx) = Sq0(x) := Sq
|x|(x).
Remark 3.1.2. The functor Φ and the linear transformation λ are defined for all
A -modules.
Proposition 3.1.3. If M is an unstable module, λM : ΦM → M is A -linear;
hence λ induces a natural transformation λ : Φ|U → 1U .
Proof. This is an important exercise in using the Adem relation for SqaSq|x|(x)
and the instability condition. By the latter, one may reduce to the case a ≤ 2|x|; it
remains to show that the right hand side is zero for a odd whereas, for a = 2j ≤ 2|x|,
Sq2jSq0(x) = Sq0Sq
j(x).
The reader should provide the details for themselves. 
Remark 3.1.4. For M an unstable module, λM is injective if and only if M is a
reduced unstable module.
Proposition 3.1.5. The functor Φ : M → M satisfies the following properties:
(1) Φ is exact;
(2) Φ commutes with tensor products, in particular Φ(ΣM) ∼= Σ2ΦM .
Proof. This follows directly from the definitions. 
Remark 3.1.6. In odd characteristic p, the corresponding functor Φ does not com-
mute with tensor products; behaviour of ΦΣ is complicated, whereas ΦΣ2 ∼= Σ2pΦ.
Exercise 3.1.7. For K an unstable algebra, show that λK : ΦK → K is a mor-
phism of unstable algebras. If K is reduced (equivalently has no nilpotent elements
as a commutative algebra), show that ΦK identifies with the subalgebra of K gen-
erated by the squares of elements of K. For example ΦF[u] ∼= F[u2] ⊂ F[u].
Proposition 3.1.8. For an unstable module M , the higher derived functors Ωs,
s > 1 of Ω are trivial, (i.e. Ωs = 0 ∀s > 1) and there is a natural exact sequence
in U
0→ ΣΩ1M → ΦM
λM→ M → ΣΩM → 0.
DERIVED FUNCTORS 11
In particular, the complex in M :
Σ−1ΦM
Σ−1λM−→ Σ−1M
has homology ΩM and Ω1M in homological degrees 0, 1 respectively.
Proof. By definition, ΩM is the destabilization of Σ−1M . Hence (using the fact
that M is unstable),
ΣΩM ∼=M/〈Sq|x|x〉,
which is precisely the cokernel of λM .
It is a standard fact that the free unstable modules F (n) are reduced (for example
this can be seen since F (n) is a submodule of H∗(BVn), where Vn is a rank n
elementary abelian 2-group), hence λP is a monomorphism if P is a projective
unstable module.
Consider a projective resolution P• → M in U . By the above property, the
natural transformation λ gives rise to a short exact sequence of complexes:
0→ ΦP• → P• → ΣΩP• → 0.
The functors Φ and Σ are exact, hence the homology of P• and ΦP• is concentrated
in homological degree zero, where it is respectively M and ΦM , whereas the ho-
mology of ΣΩP• is isomorphic to ΣΩsM in homological degree s, by construction
of the derived functors.
The long exact sequence in homology in low degrees gives the exact sequence
0 = H1(ΦP•)→ H1(ΣΩP•)→ H0(ΦP•) = ΦM
λM→ M = H0(P•)→ H0(ΣΩP•),
which shows that the kernel of λM is isomorphic to ΣΩ1M , as required.
In higher homological degree, it follows immediately that ΩsM = 0 for s > 1.
The final statement is clear. 
Corollary 3.1.9. For p = 2, an unstable module M is reduced if and only if
Ω1M = 0.
Proof. By definition, M is reduced if and only if λM is injective, hence if and only
if ΣΩ1M = 0. The latter condition is equivalent to Ω1M = 0, as required. 
Exercise 3.1.10.
(1) Give an example of a nilpotent unstable module N such that ΩN is reduced.
(2) Show that Ω1N is nilpotent if N is a nilpotent unstable module. (Hint:
reduce to the case that N is a finitely-generated unstable module and hence
to the case that N has a finite filtration with quotients that are suspensions
of unstable modules. By induction on the length of the filtration, hence
reduce to the case of a suspension.)
(3) Zarati [Zar90] showed that an unstable module M (over F2) is nil-closed if
and only if M and ΩM are both reduced. Prove this.
Hints:
(a) To show that ΩM of a nil-closed unstable module is reduced, show that
it suffices to consider the nilclosed injective unstable modules and
hence reduce to considering the case M = H∗(BV ), V an elementary
abelian 2-group. The rank one case is straightforward; use this to-
gether with the behaviour of Ω on tensor products to treat the general
case by induction.
(b) IfM is reduced, there is a short exact sequence associated to nil-closure
(see Remark 2.3.7):
0→M →M → Q→ 0,
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with Q a nilpotent unstable module and M nil-closed. Now use the
exact sequence of derived functors of Ω together with the fact that
Ω1Q is nilpotent.
3.2. Applications of Ω and Ω1.
Proposition 3.2.1. For C• a chain complex of reduced unstable modules, ΩC• has
homology which fits into a natural short exact sequence:
0→ ΩHs(C•)→ Hs(ΩC•)→ Ω1Hs−1(C•)→ 0.
Proof. Since each Cn is reduced, the natural transformation λ induces a short exact
sequence of complexes
0→ ΦC• → C• → ΣΩC• → 0.
Using the exactness of Φ and Σ together with the naturality of λ, the associated
long exact sequence in homology is
. . .→ ΦHs(C•)
λ
→ Hs(C•)→ ΣHs(ΩC•)→ ΦHs−1(C•)→ . . . .
By Proposition 3.1.8, the cokernel of λHs(C•) is ΣΩHs(C•) and its kernelΣΩ1Hs(C•).
Applying these identifications for s and s − 1 respectively gives the stated short
exact sequence. 
Corollary 3.2.2. For s, t ∈ N and M an unstable module, there is a natural short
exact sequence
0→ ΩΩtsM → Ω
t+1
s M → Ω1Ω
t
s−1M → 0.
In particular
ΩtsM =
{
0 s > t
(Ω1)
tM s = t.
Proof. Let P• → M be a projective resolution of M in U and take C• := Ω
tP•,
which is a complex of projective unstable modules (by Proposition 2.3.15) and
these are reduced. The homology of C• is, by definition, Hs(C•) = Ω
t
sM , whereas
Hs(ΩC•) = Ω
t+1
s M . The required short exact sequence is furnished by Proposition
3.2.1.
The final statement is proved by a straightforward induction upon t. 
Exercise 3.2.3. Assuming Zarati’s theorem that an unstable module M (over F2)
is nil-closed if and only if M and ΩM are both reduced, show that M is nilclosed
if and only if ΩtsM = 0 for s > 0 and t ≤ 2.
Remark 3.2.4. For natural numbers t1, t2 and an unstable module M , there is a
Grothendieck spectral sequence
Ωt1p Ω
t2
q M ⇒ Ω
t1+t2
p+q M.
The short exact sequence of Corollary 3.2.2 corresponds to the case t1 = 1.
Corollary 3.2.2 leads to an estimation of the connectivity of the modules ΩtsM .
Definition 3.2.5. For M an A -module, the connectivity of M , conn(M) ∈ Z ∪
{−∞,∞}, is
conn(M) := sup{i|Mj = 0, ∀j ≤ i}.
Lemma 3.2.6. For M an A -module, conn(ΦM) = 2conn(M) + 1.
Proof. An immediate consequence of the definitions of Φ and of conn. 
Proposition 3.2.7. For s, k ∈ N and M an unstable module:
conn(Ωs+ks M) ≥ 2
s(conn(M)− k).
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Proof. It is clear that conn(ΩM) ≥ conn(M)−1 and, by Lemma 3.2.6, conn(Ω1M) ≥
2conn(M). The general result is proved by induction upon s, using the Grothendieck
short exact sequence of Corollary 3.2.2 for the inductive step. 
Remark 3.2.8. Since an unstable module M is always concentrated in non-negative
degrees, conn(M) ≥ −1, hence it is clear that the previous statement is not optimal.
3.3. Interactions between loops and destabilization. Recall from Proposition
2.3.17 that, for t ∈ N, there is a natural isomorphism between ΩtD,DΣ−t : M ⇒
U . The following result is another application of Proposition 3.2.1:
Corollary 3.3.1. For M an A -module, there is a natural short exact sequence:
0→ Ω(DsM)→ Ds(Σ
−1M)→ Ω1(Ds−1M)→ 0.
Proof. Let F• → M be a free resolution of M (in M ) and take C• = DF•, which
is a complex of projective unstable modules by Proposition 2.3.13.
Proposition 2.3.17 implies that ΩC• is naturally isomorphic toD(Σ
−1F•); Σ
−1F•
is a projective resolution of Σ−1M , hence the homology of ΩC• calculates the
derived functors Ds(Σ
−1M), whereas the homology of C• calculates the derived
functors DsM . The result follows immediately from Proposition 3.2.1. 
Remark 3.3.2. The module Ω1(Ds−1M) is the obstruction to Ω(DsM)→ Ds(Σ
−1M)
being an isomorphism. This is zero if and only if Ds−1M is reduced, by Corollary
3.1.9.
Remark 3.3.3. For m ∈ N and an A -module M , there is a Grothendieck spectral
sequence
Ωmp DqM ⇒ Dp+qΣ
−mM.
The short exact sequence of Corollary 3.3.1 corresponds to the case m = 1.
3.4. Connectivity for Ds. The explicit identification of the destabilization func-
tor DM =M/BM (see Exercise 2.3.10) leads to the following result:
Lemma 3.4.1. For M an A -module, the natural surjection M ։ DM is an
isomorphism in degrees ≤ 2(connM + 1).
Proof. The lowest degree element (if it exists - i.e. if conn(M) is finite) of M has
degree conn(M) + 1, hence the lowest degree element of BM has degree at least
2(conn(M) + 1) + 1. The result follows. 
The following statement is a general result for connected algebras, stated here
for the Steenrod algebra.
Lemma 3.4.2. An A -module M has a free resolution F• → M in M with
conn(Fs) ≥ conn(M) + s.
Proof. An exercise for the reader. 
The following weak result is sufficient for the initial applications; a much stronger
result holds (combine Lemma 5.1.6 with Theorem 5.1.8).
Proposition 3.4.3. For 0 < s ∈ N and M an A -module
conn(DsM) ≥ 2(connM + s).
Proof. It is sufficient to treat the case conn(M) finite (the other cases are clear),
hence we may take a free resolution F• → M as in Lemma 3.4.2. Consider the
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natural surjection of complexes F• ։ DF•. For s > 0, the portion pertinent to Hs
is
Fs+1 //

Fs

// Fs−1

DFs+1 // DFs // DFs−1,
where the top row is exact and the homology of the bottom row (in degree s)
is DsM , by definition. The vertical morphisms are all isomorphisms in degrees
≤ 2(connM + s), by the hypothesis on F• together with Lemma 3.4.1; the result
follows. 
Notation 3.4.4. For M an A -module and c ∈ Z, let M>c denote the sub A -module
of elements of degree > c, so that conn(M>c) ≥ c.
There is a natural short exact sequence of A -modules
0→M>c →M →M/M>c → 0(1)
and natural inclusions M>c+1 →֒M>c and surjections M/M>c+1 ։M/M>c such
that
M ∼= colim
c→−∞
M>c
M ∼= lim
c→∞
M/M>c.
Proposition 3.4.5. For M an A -module, s ∈ N and c ∈ Z, the natural morphism
DsM → Ds(M/M
>c)
is an isomorphism in degrees ≤ 2(c+ s− 1).
Hence the natural morphism
DsM → lim
c→∞
Ds(M/M
>c)
is an isomorphism.
Proof. Consider the long exact sequence for the derived functors Ds associated to
the short exact sequence (1):
. . .→ Ds(M
>c)→ DsM → Ds(M/M
>c)→ Ds−1(M
>c)→ . . . .
Proposition 3.4.3 implies that conn(Ds(M
>c)) ≥ 2(c+ s) and conn(Ds−1(M
>c)) ≥
2(c+ s− 1). The first statement follows immediately, implying the second. 
Remark 3.4.6. Proposition 3.4.5 implies that, to study the derived functors Ds,
it is sufficient to consider A -modules M which are bounded above (i.e. such that
M>c = 0 for c≫ 0).
3.5. Comparing Ds and Ω
t
s. This section establishes a precise relationship be-
tween the derived functors of destabilization and of iterated loop functors. (This
material is slightly technical and is not required for the subsequent results, hence
can be skipped on first reading.)
Throughout the section, M is taken to be an iterated desuspension of an un-
stable module, so that there exists T ∈ N such that ΣtM is unstable ∀t ≥ T .
If M 6= 0, conn(M) is finite; by Lemma 3.4.2, there exists a free resolution of
M in M , F• → M , with conn(Fs) ≥ conn(M) + s. Consider the free resolu-
tion ΣtF• of Σ
tM , for t ≥ T . Then, by construction, D(ΣtF•) is a complex of
projective unstable modules which has homology Hs(DΣ
tF•) ∼= Ds(Σ
tM) and,
in particular, H0(DΣ
tF•) = Σ
tM ; Proposition 3.4.3 implies that, for s > 0,
conn(Hs(DΣ
tF•)) = conn(Ds(Σ
tM)) ≥ 2(connM + s+ t) ≥ 2(connM + t+ 1).
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Remark 3.5.1. The hypothesis upon T implies that connM + T + 1 ≥ 0.
The complex DΣtF• can be seen as an approximation to a projective resolution
(in unstable modules) of the unstable module ΣtM . More precisely, one has the
following:
Lemma 3.5.2. Let M be an A -module and t ∈ N such that ΣtM is unstable.
There is a short exact sequence of complexes of projectives in U :
0→ DΣtF• → P• → Q• → 0(2)
such that
(1) P• is a projective resolution of Σ
tM in U ;
(2) DΣtF• → P• induces an isomorphism on H0;
(3) Q0 = 0 and, ∀s, conn(Qs) ≥ 2(connM + t+ 1).
Proof. (Indications.) This is proved by the algebraic analogue of adding cells in
the process of CW approximation. Starting from the morphism DΣtF• → Σ
tM
(considered as a morphism of chain complexes in U ), one adds ‘cells’ (free unstable
modules) to the complex DΣtF• to obtain a factorization
DΣtF• //

ΣtM
P•
≃
::
with the dotted map a weak equivalence. By construction, P• is a projective reso-
lution of ΣtM , the vertical map induces an isomorphism in H0, moreover it is an
inclusion with cokernel Q• a complex of projective unstable modules.
Finally, the connectivity estimate for the homology ofDΣtF• gives a lower bound
on the connectivity of the cells which need to be added, hence upon Q•. 
Proposition 3.5.3. Let M be an A -module and t ∈ N such that ΣtM is unstable.
Then, for all s ∈ N, the natural morphism
DsM → Ω
t
sΣ
tM
is an isomorphism in degrees ≤ 2(connM + 1) + t.
Proof. Consider F• →M as above and the short exact sequence (2) of Lemma 3.5.2.
Applying the functor Ωt and using the natural isomorphism ΩtD(ΣtF•) ∼= DF•
given by Proposition 2.3.17, this yields a short exact sequence of complexes
0→ DF• → Ω
tP• → Ω
tQ• → 0,
where the first morphism induces DsM → Ω
t
sΣ
tM in homology.
The connectivity condition on Q• implies that conn(Ω
tQs) ≥ 2(connM + 1) + t.
The result follows from the long exact sequence in homology. 
Corollary 3.5.4. For M an A -module and T ∈ N such that ΣTM is unstable,
there is a natural isomorphism
DsM ∼= lim
T≤t→∞
ΩtsΣ
tM
and the inverse system stabilizes locally for t≫ 0 (i.e. in any given degree).
Proof. An exercise for the reader. 
Exercise 3.5.5. Let M ∈ M be a module which is bounded below (Mn = 0 for
n≪ 0). Show that, for fixed s, d ∈ N, there exist c, T ∈ N such that ΣT (M/M>c)
is unstable and, for all t ≥ T ,
(DsM)
d ∼=
(
ΩtsΣ
t(M/M>c)
)d
.
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4. Singer functors
Singer introduced a series of functors which are indispensable for understanding
the derived functors of iterated loops and destabilization. This section recalls the
definition of (variants of) these.
4.1. The unstable Singer functors Rs. Following Lannes and Zarati [LZ87], we
recall the construction of the unstable Singer functors Rs, for s ∈ N; by convention
R0 is the identity functor R0 : U → U .
Notation 4.1.1. For s ∈ N, let D(s) denote the sth Dickson algebra, which is defined
as the algebra of invariants
D(s) := H∗(BVs)
GLs ,
where the action of the general linear group on the cohomology of the classifying
space BVs is induced by the natural action on Vs = F
⊕s.
The Dickson algebraD(s) has underlying algebra the polynomial algebra F[ωs,i|0 ≤
i ≤ s − 1], where ωs,i is the Dickson invariant of degree 2
s − 2i (for example, the
top Dickson invariant, ωs,0, is the product of all non-zero classes in H
1(BVs)). (See
[Wil83] for further details on the Dickson algebras.)
Notation 4.1.2. For K an unstable algebra, let K-U denote the category of K-
modules in U ; forgetting the module structure defines a functor K-U → U .
An object ofK-U is an unstable moduleM equipped with a K-module structure
such that the structure map K ⊗M →M is A -linear.
Proposition 4.1.3. For K an unstable algebra, the category K-U has a unique
abelian structure such that K-U → U is exact. Moreover the tensor product of
K-modules ⊗K defines a tensor structure on K-U , with unit K (i.e. K-U is a
symmetric monoidal category (K-U ,⊗K ,K)).
Proof. An unstable algebra K is, in particular, a unital commutative monoid in U
and the category K-U is its category of modules. The result is standard and is left
as an exercise for the reader. 
Recall that H∗(BV1) ∼= F[u], with |u| = 1, has a canonical unstable algebra
structure.
Definition 4.1.4. For M an unstable module, let
(1) St1 : ΦM → F[u] ⊗M denote the linear map (not A -linear) defined by
St1(x) :=
∑
u|x|−i ⊗ Sqi(x);
(2) R1M denote the sub F[u]-module of F[u]⊗M generated by {St1(x)|x ∈M}.
Remark 4.1.5. The above notation is adopted for typographical simplicity; strictly
speaking, St1(x) should be denoted St1(Φx).
Proposition 4.1.6. [LZ87] For M an unstable module, the sub F[u]-module R1M ⊂
F[u] ⊗ M is stable under the A -action, hence R1 defines a functor R1 : U →
F[u]-U .
Proof. The proof is left as an essential exercise for the reader. (Remark 4.1.10 and
Exercise 4.1.11 below provide the ingredients. Namely, consider ΣPˆ ⊗M (using
the notation of Remark 4.1.10); Exercise 2.3.10 shows that B(ΣPˆ ⊗M) is a sub
A -module; it suffices to identify this.) 
Remark 4.1.7. Forgetting the F[u]-module structure, R1 is frequently considered
as a functor R1 : U → U . However, the F[u]-module structure is important when
considering iterated loop functors in Section 5.2.
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The functor R1 has many remarkable properties, such as indicated in Proposition
4.1.8 below. (The richness of the behaviour of these functors is further exhibited
by localizing away from nilpotents; for this, see [Pow12].)
Proposition 4.1.8. (Cf. [LZ87].) Let M,N be unstable modules.
(1) The functor R1 : U → F[u]-U is exact; more precisely, the underlying
F[u]-module of R1M is isomorphic to F[u]⊗ ΦM .
(2) There is a natural isomorphism of unstable modules
F⊗F[u] R1M ∼= ΦM ;
the canonical surjection is written ρ1 : R1M ։ ΦM and there is a natural
short exact sequence in F[u]-U :
0→ uR1M → R1M → ΦM → 0
(3) The functor R1 preserves tensor products: there is a natural isomorphism
R1(M ⊗N) ∼= R1M ⊗F[u] R1N .
Proof. See [LZ87] (or prove this as a non-trivial exercise). 
Exercise 4.1.9.
(1) Show that the map St1 is injective and hence deduce part (1) of Proposition
4.1.8.
(2) Show that the projection ρ1 : R1M → ΦM is compatible with λM , namely
the following diagram commutes:
R1M
ρ1



// F[u]⊗M
ε

ΦM
λM
// M,
where ε is induced by the augmentation of F[u].
(Hint: consider the composite around the top of the diagram, which is
a morphism of F[u]-modules.)
(3) Show that the total Steenrod power St1 is multiplicative, when K is an
unstable algebra. Namely, for x, y ∈ K,
St1(xy) = St1(x)St1(y)
where the product on the right hand side is formed in the unstable algebra
F[u]⊗K.
(4) ForK an unstable algebra, show that R1K is naturally an unstable algebra,
equipped with a natural inclusion F[u] →֒ R1K, so that R1 defines a functor
R1 : K → F[u] ↓ K to the category F[u] ↓ K of F[u]-algebras in K .
(Hint: show that R1K is a sub unstable algebra of F[u] ⊗ K. For the
morphism F[u] →֒ R1K, apply R1 to the unit F→ K.)
(5) For K an unstable algebra, show that R1 induces a functor R1 : K-U →
R1K-U .
(Hint: use the functoriality of R1.)
(6) Determine the structure of R1F[u2] ⊂ F[u1, u2] and identify it as the ring of
invariants for the action of the upper triangular subgroup B2 ⊂ GL2. (Here
B2 is isomorphic to the group Z/2 and acts by u1 7→ u1 and u2 7→ u2+ u1.
The ring of invariants can be calculated directly.)
Remark 4.1.10. Lannes and Zarati [LZ87] showed that R1 is intimately related to
destabilization. Namely, the short exact sequence (see Example 2.4.4)
0→ F[u]→ Pˆ → Σ−1F→ 0
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defines a non-trivial class e1 ∈ Ext
1
A (Σ
−1
F,F[u]). For an unstable module M ,
tensoring gives the short exact sequence
0→ F[u]⊗M → Pˆ ⊗M → Σ−1M → 0
and the long exact sequence for derived functors of destabilization induces a mor-
phism
αM : D1(Σ
−1M)→ D(F[u]⊗M) = F[u]⊗M.
Considering the case M = ΣN , for an unstable module N , Lannes and Zarati
observed that αΣN induces a surjection
D1N ։ ΣR1N ⊂ ΣF[u]⊗N.
In the case N = F, Lannes and Zarati proved moreover that D1F ∼= ΣR1F ∼=
ΣF[u] (this follows directly from the chain complex constructed in Section 5.1 be-
low). Proposition 3.2.1 shows that D1(Σ
−1
F) ∼= ΩD1F, which is therefore isomor-
phic to F[u].
Exercise 4.1.11. (Cf. [LZ87].) Prove the result of Lannes and Zarati stated above
that, for N an unstable module,
αΣN : D1N ։ ΣR1N ⊂ ΣF[u]⊗N
is surjective.
(Hint: using the fact that N is unstable, show that B(ΣPˆ ⊗N) ⊂ ΣP ⊗N and
identifies with ΣR1N ⊂ F[u]⊗ ΣN . Here it suffices to consider Sq
i(Σu−1 ⊗ x) for
i > |x|.)
Remark 4.1.12. The functor R1 has topological significance: let X be a pointed
topological space and write EZ/2 for the universal cover of BZ/2, which is an
acyclic space equipped with a free Z/2-action. (An explicit model is given by
S∞ = colim
n→∞
Sn, with projection S∞ → RP∞ induced by the Z/2-Galois coverings
Sn → RPn.)
The diagonal of X induces a Z/2-equivariant map EZ/2+∧X → EZ/2+∧X∧X
(here (−)+ denotes the addition of a disjoint basepoint) and passage to the quotient
by the Z/2-action gives:
∆2 : BZ/2+ ∧X → S2X := EZ/2+ ∧Z/2 (X ∧X).
S2X is the quadratic construction on the pointed space X .
In mod 2 cohomology, this induces
∆∗2 : H˜
∗(S2X)→ H
∗(BZ/2)⊗ H˜∗(X)
and the image of∆∗2 is R1H˜
∗(X). This is related to the construction of the Steenrod
operations.
The Singer functors can be iterated. For example, R1R1 : U → R1F[u]-U (see
Exercise 4.1.9) and R1R1M is the sub R1F[u]-module of F[u1, u2] ⊗M which is
generated by St2(x) := St1(St1(x)).
Notation 4.1.13. For M an unstable module, s ∈ N and a fixed basis of Vs ∼= F
⊕s,
define Sts as a linear map
Sts : Φ
sM → H∗(BVs)⊗M
inductively by Sts = St1 ◦ Sts−1.
Remark 4.1.14. Here, for precision, one should indicate the basis element used for
each St1 (cf. [LZ87]). However, this issue is resolved by the following result.
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Lemma 4.1.15. [LZ87] For M an unstable module, the linear map Sts takes values
in D(s) ⊗M ⊂ H∗(BVs) ⊗M , hence is independent of the choice of basis of Vs
used in the definition.
By construction, the iterated Singer functor R◦s1 comes equipped with a natu-
ral inclusion R◦s1 M →֒ H
∗(BVs) ⊗M , which depends upon the basis used in the
construction. This dependency is removed by the following definition:
Definition 4.1.16. For s ∈ N, let Rs : U → D(s)-U be the functor defined on an
unstable module M by
Rs(M) :=
(
D(s)⊗M
)
∩R◦s1 M.
Remark 4.1.17. The functor can be defined explicitly by taking RsM to be the sub
D(s)-module of D(s) ⊗M generated by Sts(x), ∀x ∈ M . The advantage of the
previous construction is that it implies immediately that this submodule is stable
under A .
Remark 4.1.18. The quadratic nature of the construction is exhibited by the identity
for s ≥ 2:
Rs =
⋂
a+b+2=s
R◦a1 R2R
◦b
1 .
This shows that the functors Rs are determined by the generating functor R1 and
the relation R2 →֒ R1R1.
Exercise 4.1.19. Make the previous statement precise and prove it (hint: consider
generators for GLs).
Exercise 4.1.20. For 0 < s ∈ N and any inclusion is : Vs−1 ⊂ Vs, show that the
canonical inclusions of the Dickson invariants fit into a commutative diagram in
K :
D(s)


//

H∗(BVs)
i∗s

ΦD(s− 1) 

// D(s− 1) 

// H∗(BVs−1).
(Use Exercise 3.1.7 for the first inclusion of the bottom row.) In particular, there
is a canonical surjection of unstable algebras D(s)։ ΦD(s− 1).
Explicitly, show that i∗s maps ωs,0 to zero and ωs,i 7→ ω
2
s−1,i−1 for i > 0.
Exercise 4.1.21. For M in D(s − 1)-U , show that ΦM is naturally an object
of ΦD(s − 1)-U and hence, via the surjection D(s) ։ ΦD(s − 1), in D(s)-U .
(An analogous result holds replacing the module categories such as D(s)-U by the
category D(s)-M of D(s)-modules in M .)
Proposition 4.1.22. For s ∈ N and unstable modules M,N ,
(1) Rs : U → D(s)-U is exact and commutes with tensor products: Rs(M ⊗
N) ∼= RsM ⊗D(s) RsN .
(2) The natural transformation ρ1 induces a natural surjection ρs : Rs ։
ΦRs−1 via the inclusion Rs →֒ R1Rs−1 composed with (ρ1)Rs−1 , which
fits into a short exact sequence in D(s)-U :
0→ ωs,0RsM → RsM → ΦRs−1M → 0.
Proof. See [LZ87] or prove this as an exercise. (Hint: for M = F, the short exact
sequence corresponds to the natural projection D(s)։ ΦD(s− 1).) 
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Remark 4.1.23. The class e1 ∈ Ext
1
A (Σ
−1
F,F[u]) of Remark 4.1.10 gives rise, via
Yoneda product, to the class es ∈ Ext
s
A (Σ
−s
F, H∗(BVs)) and it is a fundamental
result of Singer’s that this class is invariant under the action of GLs (see [LZ87],
for example).
Standard methods of homological algebra (it is easier to think in terms of derived
categories) show that the functor D induces a natural morphism (for s ≤ t ∈ N)
ExtsA (M,N)→ HomU (DtM,Dt−sN).
Thus, the class es induces a linear morphism (natural in the A -module M)
αMs : Ds(Σ
−sM)→ D(H∗(BVs)⊗M).
If M is unstable, the right hand side is H∗(BVs)⊗M and Lannes and Zarati show
that αMs induces a map
αMs : Ds(Σ
−sM)→ RsM
(this may also be seen using the results of the next section). This exhibits the
relationship between the Singer functor Rs and the derived functor of destabilization
Ds.
4.2. Singer functors for M . The unstable Singer functorsRs : U → D(s)-U
forget
−→
U generalize to
M
Rs // D(s)-M
forget
//M ,
where D(s)-M is the category of D(s)-modules in M .
Recall that localization gives an inclusion F[u] →֒ F[u±1] of A -algebras. If the
A -module M is not unstable, then the Steenrod total power St1 (see Definition
4.1.4) onM does not take values in F[u]⊗M ; if M is bounded above it takes values
in F[u±1]⊗M but, in the general case, it is necessary to use a large tensor product
⊗ (half-completed tensor product - see [Pow14], for example) so that St1 is a linear
map
St1 : ΦM → F[u
±1]⊗M.
With this modification, R1 is defined as in the unstable case, so that R1M comes
equipped with a canonical inclusion R1M →֒ F[u
±1]⊗M . Many of the good prop-
erties of R1 pass to this setting, in particular:
Proposition 4.2.1. The functor R1 : M → F[u]-M is exact.
Proof. A generalization of Proposition 4.1.8. 
The higher functors Rs are constructed as before; the large tensor product leads
to some technical issues.
Localization inverting the top Dickson invariant gives a commutative diagram of
A -algebras:
D(s) //

H∗(BVs)

D(s)[ω−1s,0 ]
// H∗(BVs)[ω
−1
s,0 ]
which, in the case s = 1, corresponds to F[u] →֒ F[u±1]. The localized Dickson
algebra D(s)[ω−1s,0 ] is the appropriate generalization of F[u
±1].
The general Singer functors Rs : M → D(s)-M , come equipped with a natural
embedding for an A -module M
RsM →֒ D(s)[ω
−1
s,0 ]⊗M,
and are exact. Moreover, they can be constructed from iterates of R1 by imposing
the quadratic relation R2.
DERIVED FUNCTORS 21
Remark 4.2.2. Care must be taken in considering the composition because of the
large tensor product; see [Pow14] (which is written for the odd characteristic case,
but the methods also apply over F2).
As in the unstable case, one has the following fundamental short exact sequence:
Proposition 4.2.3. [Pow14] For 0 < s ∈ N and M an A -module, there is a
natural short exact sequence in D(s)-M :
0→ Σ−1RsΣM → RsM → ΦRs−1M → 0.
4.3. The Singer differential. There is a new phenomenon when considering the
Singer functors defined on M , corresponding to the Singer differential.
Proposition 4.3.1. The residue, namely the unique non-trivial map of graded
vector spaces:
∂ : F[u±1]→ Σ−1F,
is A -linear. (Equivalently, u−1 is not in the image of Sqi, ∀i > 0).
Proof. Since the Steenrod algebra A is generated by {Sq2
n
|0 < n ∈ N}, it suffices
to show that Sq2
n
(u−(2
n+1)) = 0 for all 0 < n ∈ N. As in Example 2.4.4, the
Steenrod total square acts via SqT(u−1) = u
−1
1+u , hence, by multiplicativity of Sq
T
and using the hypothesis n > 0,
SqT(u−(2
n+1)) =
( u−1
1 + u
)( u−2n
1 + u2n
)
=
( u−1
1 + u
)(
u−2
n
+ 1 + . . .
)
.
It follows that the term in degree −1 is zero, as required. 
Definition 4.3.2. For M an A -module, let dM : R1M → Σ
−1M denote the
composite natural transformation:
R1M →֒ F[u
±1]⊗M
∂⊗M
−→ Σ−1M.
Exercise 4.3.3. Show that, if M is unstable, then dM : R1M → Σ
−1M is trivial.
The following result is the basis for building the chain complex calculating the
derived functors of destabilization.
Proposition 4.3.4. For M an A -module, the cokernel of ΣdM : ΣR1M → M is
DM .
Proof. This is left as a fundamental exercise for the reader. 
5. Constructing chain complexes
Recall from Section 4.2 that Rs : M → D(s)-M is an exact functor and that
there is a natural differential dM : R1M → Σ
−1M for M an A -module (see Def-
inition 4.3.2). Moreover, there is a natural inclusion Rs →֒ Rs−1R1. These are
the key ingredients to constructing the chain complexes which calculate the derived
functors of destabilization and of iterated loop functors.
5.1. Destabilization.
Definition 5.1.1. For M an A -module and 1 ≤ s ∈ Z, let ds,M : RsM →
Rs−1(Σ
−1M) denote the natural morphism given as the composite:
RsM


// Rs−1R1M
Rs−1dM
// Rs−1(Σ
−1M),
so that d1,M identifies with dM .
22 G. POWELL
Proposition 5.1.2. For M an A -module and s ∈ N, the composite
Rs+2(M)
ds+2,M
// Rs+1(Σ
−1M)
ds+1,Σ−1M
// Rs(Σ
−2M)
is trivial.
Proof. (Indications. See [Pow14] for a proof in odd characteristic; the method
adapts to F2.) Using the quadratic nature of the functors Rs, it is straightforward
to reduced to the case s = 0.
This case can be proved using the relationship between the Steenrod algebra
and invariant theory, as in the work of Singer [Sin83]; one method is to embed the
diagram in the F2-analogue of the chain complex Γ•M considered by Nguyễn H. V.
Hưng and Nguyễn Sum [HS95] (their arguments adapt to characteristic two). 
Recall that the category of chain complexes for an abelian category is abelian.
Corollary 5.1.3. There is an exact functor D : M → Ch(M ) with values in
N-graded chain complexes defined on an A -module M by
DnM := ΣRs(Σ
s−1M)
dn : DnM → Dn−1M := Σds,Σs−1M .
Proof. Proposition 5.1.2 implies that DM is a chain complex and the construction
is functorial. Since Rs : M → M is an exact functor (forgetting the action of D(s))
and Σ is exact, the functor D is exact. 
As shown by the work of Singer on the derived functors of iterated loop functors
[Sin80], a key input to the proof of the main result is to have a short exact sequence
of complexes which gives rise to the long exact sequence of derived functors of
destabilization.
Notation 5.1.4. For M an A -module and s ∈ N, let DsM denote Hs(D•M), so
that D0M = DM , by Proposition 4.3.4.
Proposition 5.1.5. For M an A -module, there is a natural short exact sequence
of chain complexes:
0→ Σ−1D•(ΣM)→ D•M → Σ
−1ΦD•−1(ΣM)→ 0.
Moreover, in homology this induces a long exact sequence in M :
. . .→ Σ−1Ds(ΣM)→ DsM → Σ
−1ΦDs−1(ΣM)
λs−1
−→ Σ−1Ds−1(ΣM)→ . . . .
The connecting morphism λ0 identifies with Σ
−1λDM , using the identification D0M =
DM .
Proof. Indications. (Cf. [Pow14], which treats odd characteristic.) The first state-
ment follows from the naturality of the construction of the chain complex of Propo-
sition 4.2.3 and of the differential.
For the final statement, the long exact sequence is the long exact sequence in
homology, using the exactness of the functors Σ and Φ. The identification of λ0 is
straightforward. 
Lemma 5.1.6. For M an A -module and s ∈ N, conn(DsM) ≥ 2
s(connM + s).
Proof. Straightforward. 
Proposition 5.1.7. Ds(Σ
tA ) = 0 ∀t ∈ Z and 0 < s ∈ N.
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Proof. For s = 1 and t ∈ Z recall that D(Σt+1A ) = F (t + 1), so that the long
exact sequence of Proposition 5.1.5 is of the following form:
. . .→ Σ−1D1(Σ
t+1
A )
αt+1
→ D1(Σ
t
A )→ Σ−1ΦF (t+ 1)
Σ−1λ
→ Σ−1F (t+ 1)→ . . . .
The morphism λ is injective, since F (t + 1) is reduced, hence the morphism αt+1
is surjective. Since conn(D1(Σ
t+1A )) → ∞ as t → ∞, by Lemma 5.1.6, it follows
that D1(Σ
tA ) = 0 ∀t ∈ Z.
This forms the initial step of an induction upon s; the inductive step is similar
(but easier). 
Theorem 5.1.8. For M an A -module, there is a natural isomorphism
Hs(DM) ∼= DsM.
Proof. This follows by standard arguments of homological algebra, since D0M =
DM by Proposition 4.3.4 and Ds vanishes for s > 0 on the projectives of M , by
Proposition 5.1.7. 
Remark 5.1.9. From the construction, it is not clear a priori that the homology of
the complex should be unstable.
From this result, one recovers immediately one of the main results of Lannes and
Zarati [LZ87]:
Corollary 5.1.10. For M an unstable module and s ∈ N, there is a natural iso-
morphism
Ds(Σ
1−sM) ∼= ΣRsM
and a short exact sequence of unstable modules
0→ RsM → Ds(Σ
−sM)→ Ω1Ds−1(Σ
1−sM)→ 0.
In particular, if M is reduced, then Ds(Σ
−sM) ∼= RsM.
Proof. The first statement is a consequence of the vanishing of the relevant differen-
tials in the chain complex D•M under the given hypotheses and the second follows
from the short exact sequence of Corollary 3.3.1. Finally it is clear that RsM is
reduced if M is reduced. Hence, by induction on s, one sees that Ds(Σ
−sM) is
reduced and the Ω1 term vanishes. 
Remark 5.1.11. Kuhn and McCarty [KM13] (who work with homology) give a
geometric construction of the analogous chain complex, notably giving a geometric
construction of the Singer functors and the differential. The reader should compare
the above with their approach, which shows the relationship with the Dyer-Lashof
operations.
Exercise 5.1.12. Show that, if M is a finite A -module (of finite total dimension),
then the derived functors DsM are all non-trivial for s≫ 0.
5.2. Iterated loops. Fix t ∈ N, which corresponds to the number of loops Ωt.
Notation 5.2.1. For t ∈ N, let R1/t : M → F[u]-M denote the functor defined on
an A -module M by
R1/tM := F[u]/(u
t)⊗F[u] R1M,
equipped with the natural projection R1M ։ R1/tM in F[u]-M .
Example 5.2.2. For M an A -module, R1/0M = 0 and there is a natural isomor-
phism R1/1M ∼= ΦM .
Exercise 5.2.3. Show that
(1) R1/t is exact;
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(2) R1/t induces a functor K → F[u]/(u
t) ↓ K .
Lemma 5.2.4. For N an unstable module, the differential dΣ−tN induces a com-
mutative diagram
R1(Σ
−tN)
dΣ−tN //

Σ−t−1N
R1/t(Σ
−tN)
d1/t,N
// Σ−t−1N,
in particular the morphism d1/t,N : R1/t(Σ
−tN)→ Σ−t−1N is A -linear.
Proof. Straightforward. 
The following underlines that the instability hypothesis is essential here:
Exercise 5.2.5. Give an example of an A -module N (necessarily not unstable)
for which the diagram is not commutative.
Proposition 5.2.6. For N an unstable module, the cokernel of
Σd1/t,N : ΣR1/t(Σ
−tN)→ Σ−tN
is ΩtN .
Proof. This is left as an important exercise for the reader. (Cf. Proposition 4.3.4.)

Definition 5.2.7. For integers 0 ≤ s ≤ t, let Rs/t : M → D(s)-M denote the
functor defined on an A -module M by
Rs/tM := image{RsM →֒ (R1)
◦sM ։ R1/t ◦R1/t−1 ◦ . . . ◦R1/t−s+1M},
equipped with the canonical surjection RsM ։ Rs/tM in D(s)-M .
Remark 5.2.8. The functor Rs/t is zero if s > t, since R1/0 = 0.
Exercise 5.2.9. (This is somewhat harder than some previous exercises.) For
integers 0 ≤ s ≤ t and an A -module M , describe R1/t ◦ R1/t−1 ◦ . . . ◦R1/t−s+1M
explicitly as a quotient of (R1)
◦sM by specifying the ideal Is,t ⊂ (R1)
◦s
F such that
R1/t ◦R1/t−1 ◦ . . . ◦R1/t−s+1M ∼=
(
(R1)
◦s
F
)
/Is,t ⊗(R1)◦sF (R1)
◦sM.
Deduce from this an analogous description of Rs/tM in terms of RsM .
Proposition 5.2.10. For integers 1 ≤ s ≤ t,
(1) Rs/t : M → D(s)-M is exact;
(2) Rs/t restricts to an exact functor on unstable modules Rs/t : U → D(s)-U .
Proof. Straightforward. 
By construction, for an A -module M , there is a natural inclusion Rs/tM →֒
Rs−1/tR1/t−s+1M, which fits into the commutative diagram:
RsM



// Rs−1R1M

Rs/tM


// Rs−1/tR1/t−s+1M.
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Hence, as in the construction of d1/t,N , there is an induced morphism in M ,
which is given for N an unstable module by the composite:
Rs/t(Σ
−(t−s+1)N) //
ds/t,N **❯❯❯
❯
❯❯
❯❯
❯❯
❯❯
❯
❯❯
❯
Rs−1/tR1/t−s+1(Σ
−(t−s+1)N)
Rs−1/td1/t−s+1,N

Rs−1/t(Σ
−(t−(s−1)+1))N).
Lemma 5.2.11. For integers 1 ≤ s ≤ t and an unstable module N , the following
diagram commutes:
Rs(Σ
−(t−s+1)N)
d
s,Σ−(t−s+1)N
//

Rs−1(Σ
−(t−(s−1)+1)N)

Rs/t(Σ
−(t−s+1)N)
ds/t,N
// Rs−1/t(Σ
−(t−(s−1)+1)N).
Proof. Straightforward. 
Remark 5.2.12. The hypothesis that N be unstable is essential for this compatibil-
ity, as in Lemma 5.2.4.
There is also an analogue of the short exact sequence of Proposition 4.2.3, based
on the observation that, for t ≥ 1 and M an A -module, the natural surjection
ρ1 : R1M ։ ΦM factorizes naturally across a surjection
ρ1 : R1/tM ։ ΦM.
Proposition 5.2.13. For integers 1 ≤ s ≤ t, the morphism ρ1 induces a short
exact sequence for the functors R∗/t which forms the bottom row of the commutative
diagram for M an A -module
0 // Σ−1RsΣM //

RsM
ρs //

ΦRs−1M //

0
0 // Σ−1Rs/t−1ΣM // Rs/tM ρs
// ΦRs−1/t−1M // 0,
where the top row is provided by Proposition 4.2.3 and the vertical morphisms are
the canonical surjections.
Proof. (Indications.) The only non-trivial point is to identify the kernel in the
bottom row; this is clear in the case s = 1 and the higher cases are treated by
induction. 
Exercise 5.2.14. For M a finite A -module (i.e. the total dimension is finite) and
integers 1 ≤ s ≤ t,
(1) show that the total dimension of Rs/tM is finite;
(2) calculate conn(Rs/tM) in terms of connM and s, t;
(3) calculate the top dimension of Rs/tM in terms of the top dimension of M .
(Hint: use information on the algebra Rs/tF, which can be obtained inductively
using Proposition 5.2.13.)
Definition 5.2.15. Let Ct• : U → Ch(M ) denote the exact functor defined on an
unstable module N by CtsN := ΣRs/t(Σ
−(t−s+1)N) and with differential Σds/t,N .
Remark 5.2.16. The fact that Ct is a chain complex (namely d2 = 0) is a consequence
of the corresponding result for D, which follows from Proposition 5.1.2.
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Exercise 5.2.17. Show that the chain complex Ct•N is bounded for any unstable
module, N . Namely, CtsN = 0 for s > t.
Proposition 5.2.18. For N an unstable module, there is a natural surjection of
chain complexes:
D(Σ−tN)։ Ct(N).
Moreover, the short exact sequences of Proposition 5.2.13 induce a short exact se-
quence of chain complexes which fits into the commutative diagram
0 // Σ−1D•(Σ
−t+1N) //

D•(Σ
−tN) //

Σ−1ΦD•−1(Σ
−t+1N)

// 0
0 // Σ−1Ct−1• (N) // C
t
•(N) // Σ
−1ΦCt−1•−1(N)
// 0.
Exercise 5.2.19. Show that C1•N =
(
Σ−1ΦN → Σ−1N
)
.
Remark 5.2.20. The functor N 7→ Ct•N , for N an unstable module, has the same
formal properties as that constructed by Singer in [Sin80]. The current presentation,
being based upon quotients of the Singer functors and the Singer differential, makes
explicit the relationship between DΣ−t and Ct.
Theorem 5.2.21. For N an unstable module and s, t ∈ N, there is a natural
isomorphism
ΩtsN
∼= Hs(C
t
•N).
Moreover, the surjection of chain complexes D•(Σ
−tN) ։ Ct•(N) of Proposition
5.2.18 induces the natural transformations Ds(Σ
−tN)→ ΩtsN in homology.
Proof. (Indications.) The proof of the first point is formally similar to that of
Theorem 5.1.8 but the inductive step is easier, since a double induction on t and s
can be used. This argument is identical to that used in Singer [Sin80], which only
requires the formal properties of the chain complex. 
The following result is analogous to Corollary 5.1.10 (and is implicit in [Sin80]).
Corollary 5.2.22. For N an unstable module, s, t ∈ N and k ∈ N such that
k ≥ t− s+ 1, there is a natural isomorphism:
Ωts(Σ
kN) ∼= ΣRs/t(Σ
k−(t−s+1)N)
of unstable modules.
Under these hypotheses, there is a short exact sequence of unstable modules:
0→ Rs/t−1(Σ
k−(t−s+1)N)→ Ωts(Σ
k−1N)→ Ω1Ω
t−1
s−1(Σ
k−1N)→ 0.
Proof. Straightforward. 
Remark 5.2.23. Unlike the functor R1, the functor R1/t restricted to U does not
send reduced unstable modules to reduced objects if t > 1; in particular, R1/tF ∼=
F[u]/ut is not reduced for t > 1.
Example 5.2.24. For t = 1 and N an unstable module,
(1) for s = 0 and k ≥ 2, Ω(ΣkN) ∼= ΣΣk−2N ∼= Σk−1N , as expected;
(2) for s = 1, we require k ≥ 1 and get Ω1(Σ
kN) ∼= ΣR1/1(Σ
k−1N) ∼=
Σ−1ΦΣkN , using the identification R1/1 ∼= Φ and ΦΣ ∼= Σ
2Φ.
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5.3. The Lannes-Zarati homomorphism. The derived functors of destabiliza-
tion are related to homology over the Steenrod algebra as follows. For N an
A -module, there is a natural transformation DN → F ⊗A N of functors from
A -modules to A -modules, where F ⊗A N is given the trivial A -module struc-
ture. This is obtained by applying the destabilization functor D to the quotient
N ։ F⊗A N and then composing with the canonical inclusion:
DN ։ D(F⊗A N) = (F⊗A N)
≥0 ⊂−→ F⊗A N.
This passes to derived functors to give
DsN → Tor
A
s (F, N).
Now, as in Remark 4.1.23, for M an unstable module, there is a natural trans-
formation αMs : Ds(Σ
−sM) → RsM. Moreover, by [LZ87, Théorème 2.5], α
ΣM
s
induces an isomorphism
Ds(Σ
1−sM)
∼=
−→ ΣRsM.
Hence there is a natural morphism of A -modules ΣRsM → Tor
A
s (F,Σ
1−sM) ∼=
ΣTorAs (F,Σ
−sM) and thus F⊗A RsM → Tor
A
s (F,Σ
−sM).
The dual of this map,
ExtsA (Σ
−sM,F)→ (F⊗A RsM)
∗,
is the Lannes-Zarati homomorphism.
Remark 5.3.1. The Lannes-Zarati homomorphism corresponds to an associated
graded of the mod 2 Hurewicz map
π∗(Ω
∞Σ∞X)→ H∗(Ω
∞Σ∞X)
when M is the reduced cohomology of the pointed space X . (The proof of this
assertion is sketched in [Lan88] and [Goe86].)
Singer [Sin83] constructed a chain complex Γ+•M that computes the homology
of M over the Steenrod algebra as a sub-complex of a larger complex Γ•M . Using
the method of Nguyễn H. V. Hưng and Nguyễn Sum [HS95] (adapted to the prime
2) and the material presented here, it is possible to show the following:
Proposition 5.3.2. There is a natural inclusion of chain complexes
D•M →֒ Γ
+
•M
that induces the dual Lannes-Zarati homomorphism in homology.
Remark 5.3.3. Alternative approaches to chain level representations of the Lannes-
Zarati homomorphism have been given (see [HT15] for example).
6. Perspectives
This section indicates some recent developments and open problems1. The
ground field is sometimes taken to be Fp with p odd.
1This material was not presented in the original lectures.
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6.1. The spherical class conjecture and related problems. For X a pointed
space, the mod 2 Hurewicz map induces
h : π∗(QX)→ H∗(QX ;F2),
where QX := Ω∞Σ∞X is the associated infinite loop space. Here, π∗(QX) identi-
fies with the stable homotopy groups πS∗ (X) of X .
The famous Curtis conjecture asserts the following:
Conjecture 6.1.1. [Cur75] For X = S0, the kernel contains all classes except those
of odd Hopf or Kervaire invariant.
Various generalizations of the Curtis conjecture have been proposed. Many in-
volve the Adams filtration, which we recall here for a generalized homology theory
E∗:
Definition 6.1.2. A map f : X → Y between spectra has E-Adams filtration at
least s ∈ N if there is a factorization
X = X0
f0 //
f
22X1
f1 // . . . // Xs−1
fs−1
// Xs = Y
where, for each i, E ∧ fi is null.
Remark 6.1.3. For ordinary cohomology HFp, this corresponds to the filtration
arising from the Adams spectral sequence, which has E2-page
Exts,t
A
(H∗(Y ), H∗(X)),
where the cohomological degree s corresponds to the Adams filtration.
Nguyễn H. V. Hưng has proposed the following generalization of the Curtis
conjecture (see [HT15]):
Conjecture 6.1.4 (The generalized spherical class conjecture). For X a pointed
space, the mod 2 Hurewicz homomorphism
h : π∗(QX)→ H∗(QX ;F2)
vanishes on classes of Adams filtration greater than 2.
The Hurewicz map can also be studied in the stable context. Taking Y to be a
spectrum and using Fp coefficients, we have the mod p Hurewicz map:
h : π∗(Y )→ H∗(Ω
∞Y ;Fp).
Motivated by his recent work on the Hurewicz map relating the Adams filtration
to a certain augmentation ideal filtration (see Section 6.2 below), Kuhn [Kuh14]
has proposed:
Conjecture 6.1.5. Let Y be a spectrum such that H∗(Y ;Fp) is finitely generated as
an A -module. Then there exists s such that the kernel of
h : π∗(Y )→ H∗(Ω
∞Y ;Fp)
contains all elements of Adams filtration at least s.
Remark 6.1.6. If Y = Σ∞X , for X a pointed space (satisfying certain finiteness
hypotheses), Gaudens and Schwartz [GS13] have shown that the hypothesis of Con-
jecture 6.1.5 that H∗(Y ;Fp) is finitely generated as an A -module implies that
H∗(Y ;Fp) is actually finite.
Hence, in the unstable realm, Conjectures 6.1.4 and 6.1.5 should be considered
on finite, pointed CW complexes. Here, the former asserts the stronger form that s
can be taken to be 2. It is possible that the more general stable conjecture proposed
by Kuhn could shed further light on the unstable case.
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Remark 6.1.7. The above conjectures are hard. As a first step, it is interesting to
consider related algebraic conjectures, as below.
Recall that the Lannes-Zarati homomorphism is an algebraic approximation to
the Hurewicz morphism (see Remark 5.3.1). The following was proposed by Nguyễn
H. V. Hưng (see [HT15]):
Conjecture 6.1.8 (The generalized algebraic spherical class conjecture). For M an
unstable module, the mod 2 Lannes-Zarati homomorphism
ExtsA (Σ
−sM,F)→ (F2 ⊗A RsM)
∗
vanishes in positive degree for s > 2.
Remark 6.1.9. This conjecture has been proved for M = F2 and s ∈ {3, 4, 5} (see
[Hưn97, Hưn99, Hưn03, HQT14]). However, the general case seems to be beyond
reach using existing techniques.
A further simplification is obtained by restricting to the image of the algebraic
Singer transfer [Sin89]. This leads to the following (cf. [HT15, Conjecture 1.6] and
the presentation in [HP16]), in which RsM is considered as a submodule of Ps⊗M ,
where Ps := H
∗(BVs), Vs a rank s elementary abelian 2-group.
Conjecture 6.1.10 (The weak generalized algebraic spherical class conjecture). Let
M be an unstable A -module (over F2) and s > 2 be an integer. Then every positive
degree element of the Singer construction RsM is A -decomposable in Ps ⊗M .
The full weak generalized algebraic spherical class conjecture was proved as the
main result of [HP16]:
Theorem 6.1.11. For M an unstable module (over F2) and 2 < s ∈ N, the
morphism
RsM → F2 ⊗A (Ps ⊗M)
is trivial on elements of positive degree.
Remark 6.1.12.
(1) Theorem 6.1.11 gives evidence supporting Conjecture 6.1.8, in particular
providing a result valid for all unstable modules M . Theorem 6.1.11 may
also lead to further progress on the Conjecture; this is a subject for future
research.
(2) Current approaches to Conjecture 6.1.8 rely heavily upon knowledge of
the structure of ExtsA (Σ
−sM,F), hence are difficult to generalize. One
motivation for studying chain-level constructions of the Lannes-Zarati map
is to develop methods which do not depend upon such information.
Remark 6.1.13.
(1) Implicit in the above is the relationship between the Singer functors Rs and
the calculation of the (co)homology of the infinite loop space QX associated
to a pointed spaceX . This relationship is clearer when working in homology,
where the Dyer-Lashof operations appear naturally. (The reader is also
referred to [Kuh15, Section 2], where a presentation is given which makes
use of the Hecke algebra.)
(2) The Singer functors appear naturally in other problems. For example, in
[Kuh15], Kuhn shows how unstable module theory in conjunction with an
understanding of the Singer functors leads to a conceptual, modern proof
of the Whitehead Conjecture.
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6.2. Generalizations of the Lannes-Zarati homomorphism. Kuhn [Kuh14]
has recently provided a new perspective which may allow Lannes-Zarati theory
to be extended to certain generalized cohomology theories. Kuhn’s constructions
rely on working with highly structured commutative ring spectra (here taken to be
commutative S-algebras, in the sense of [EKMM97]).
Hypothesis 6.2.1. Let E be a commutative S-algebra such that E is connective
and the unit map induces a surjection π0(S)→ π0(E).
Example 6.2.2. The ring spectrum E can be taken to be the mod p Eilenberg-
MacLane spectrum HFp, for any prime p.
For X a spectrum, the E-based unstable Hurewicz map π∗(X) → E∗(Ω
∞X) is
induced by the map of spaces:
h : Ω∞X → Ω∞(E ∧ Σ∞Ω∞X)
which is adjoint to the map Σ∞Ω∞X → E ∧Σ∞Ω∞X induced by the unit of E.
To state Kuhn’s result, recall that the E-based Adams resolution of X is the
natural decreasing filtration
. . .→ X(2)→ X(1)→ X(0) = X,
where X(s+ 1) is the fibre of X(s)→ E ∧X(s) induced by the unit map of E.
Remark 6.2.3. The E-based Adams resolution gives another viewpoint on the E-
Adams filtration introduced in Definition 6.1.2.
To illustrate this, observe that the map X(s)→ E ∧X(s) admits a retract after
smashing with E (using the multiplicative structure of E), hence
E ∧
(
X(s+ 1)→ X(s)
)
is null. In particular, any map of spectra U → X that factors across X(s) → X
has Adams filtration at least s.
As explained in [Kuh14], Σ∞Ω∞X can be given a natural, non-unital commu-
tative S-algebra structure and admits a decreasing augmentation ideal filtration:
. . .→ I3(X)→ I2(X)→ I(X) ≃ Σ∞Ω∞X.
The fundamental new input from [Kuh14] is then the following
Theorem 6.2.4. Suppose that E satisfies Hypothesis 6.2.1 and let p be a prime.
Then, localized away from (p− 1)!, the Hurewicz map lifts to a map of towers:
hs : Ω
∞X(s)→ Ω∞(E ∧ Ip
s
(X))
that relates the E-based Adams filtration with the augmentation ideal filtration.
Remark 6.2.5. If X is a connective spectrum, there are fibration sequences of spec-
tra for t ∈ N:
It+1(X)→ It(X)→ DtX,
where DtX := X
∧t
hSt
is the tth extended power construction on the spectrum X .
In the case E = HFp, the Singer functors Rs (or, rather, their homological
counterparts) are closely related to the calculation of the homology E∗(DpsX) in
terms of E∗(X) (see the construction of the homological Singer functors in [KM13,
Kuh15] and also [Kuh14]). This establishes the relationship of the above with
Lannes-Zarati theory.
Kuhn [Kuh14] observes that Lannes-Zarati theory can be generalized when the
augmentation ideal filtration is known to split after smashing with E. This occurs
for example for
(1) X the suspension spectrum Σ∞Z of a space Z;
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(2) E the nth Morava E-theory at the prime p, after localizing the filtration
with respect to nth Morava K-theory.
Example 6.2.6. [Kuh14] Take E = HFp and suppose that Z is the suspension
of a pointed space. In this case, the homological Singer functors appear as the
primitives of the Hopf algebra H∗(QZ;Fp), and the mod p Hurewicz map induces:
πS∗ (Z)→RH∗(Z;Fp) :=
⊕
RsH∗(Z;Fp)
(using homological Singer functors). This is filtration-preserving and recovers Lannes-
Zarati’s higher Hopf invariants at all primes [LZ84, LZ83].
Example 6.2.7. Let E be the nth Morava E-theory at the prime p. For the tech-
nical details involved in applying Theorem 6.2.4, the reader is referred to [Kuh14]
and, in particular, [Kuh14, Corollary 1.17].
It is expected that, when X is a spectrum with E∗(X) a finitely-generated free
E∗-module, that there will be an algebraic E-theory Lannes-Zarati morphism.
This provides a tantalizing glimpse of higher chromatic analogues of the theory
outlined in these notes for singular cohomology, and represents a rich field for future
research.
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