The evaluation of complexity in univariate signals has attracted considerable attention in 1 recent years. This is often done using the framework of Multiscale Entropy, which entails two basic 2 steps: coarse-graining to consider multiple temporal scales, and evaluation of irregularity for each of 3 those scales with entropy estimators. Recent developments in the field have proposed modifications 4 to this approach to facilitate the analysis of short-time series. However, the role of the downsampling 5 in the classical coarse-graining process and its relationships with alternative filtering techniques has 6 not been systematically explored yet. Here, we assess the impact of coarse-graining in multiscale 7 entropy estimations based on both Sample Entropy and Dispersion Entropy. We compare the classical 8 moving average approach with low-pass Butterworth filtering, both with and without downsampling, 9 and empirical mode decomposition in Intrinsic Multiscale Entropy, in selected synthetic data and 10 two real physiological datasets. The results show that when the sampling frequency is low or high, 11 downsampling respectively decreases or increases the entropy values. Our results suggest that when 12 dealing with long signals and relatively low levels of noise, the refine composite method makes 13 little difference in the quality of the entropy estimation at the expense of considerable additional 14 computational cost. It is also found that downsampling within the coarse-graining procedure may 15 not be required to quantify the complexity of signals, especially for short ones. Overall, we expect 16 these results to contribute to the ongoing discussion about the development of stable, fast and 17 robust-to-noise multiscale entropy techniques suited for either short or long recordings. 18 Keywords: Complexity; multiscale dispersion and sample entropy; refined composite technique; 19 intrinsic mode dispersion and sample entropy; moving average; Butterworth filter; empirical mode 20 decomposition; downsampling.
physiological dynamics over multiple temporal scales. 48 To provide a unified framework for the evaluation of impact of diseases in physiological signals, 49 multiscale SampEn (MSE) [3] was proposed to quantify the complexity of signals over multiple 50 temporal scales. The MSE algorithm includes two main steps: 1) coarse-graining technique -i.e., 51 combination of moving average (MA) filter and downsampling (DS) process -; and 2) calculation of 52 SampEn of the coarse-grained signals at each scale factor τ [3] . A low-pass Butterworth (BW) filter 53 was used as an alternative to MA to limit aliasing and avoid ripples [11] . To differentiate it from the 54 original MSE, we call this method as MSE BW herein. 55 Since their introduction, MSE and MSE BW have been widely used to characterize physiological 56 and non-physiological signals [12] . However, they have several main shortcomings [12] [13] [14] . First, 57 the coarse-graining process causes the length of a signal to be shortened by the scale factor τ as a 58 consequence of the downsampling in the process. Therefore, when the scale factor increases, the 59 number of samples in the coarse-grained sequence decreases considerably [14] . This may yield 60 an unstable estimation of entropy. Second, SampEn is either undefined or unreliable for short 61 coarse-grained time series [13, 14] . 62 To alleviate the first problem of MSE, intrinsic mode SampEn (InMSE) [15] and refined composite 63 MSE (RCMSE) [14] were developed [15] . The coarse-graining technique is substituted by an approach 64 based on empirical mode decomposition (EMD) in InMSE. The length of coarse-grained series obtained of downsampling in the classical coarse-graining process, which has not been systematically explored 83 yet, is then investigated in the article. We assess the impact of coarse-graining in multiscale entropy 84 estimations based on both SampEn and DispEn. To compare these methods, several synthetic data and 85 two real physiological datasets are employed. For the sake of clarity, a flowchart of the alternatives to 86 the coarse-graining method in addition to the datasets used in this article is shown in Figure 1 . A coarse-graining technique with DS denotes a decimation by scale factor τ. Decimation is defined 95 as two steps [17,18]: 1) reducing high-frequency time series components with a digital low-pass filter; 96 and 2) DS the filtered time series by τ; that is, keep only one every τ sample points.
97
Assume we have a univariate signal of length L: u = {u 1 , u 2 , . . . , u i , . . . , u L }. In the 98 coarse-graining process, the original signal u is first filtered by an MA -a low-pass finite-impulse 99 response (FIR) filter -as follows:
The frequency response of the MA filter is as follows [19] :
where f denotes the normalized frequency ranging from 0 to 0.5 cycles per sample (normalized Nyquist 102 frequency). The frequency response of the MA filter has several shortcomings: 1) a slow roll-off of the 103 main lobe; 2) large transition band; 3) and important side lobes in the stop-band. To alleviate these 104 problems, a low-pass BW filter was proposed [11] . This filter provides a maximally flat (no ripples) 105 response [19] . The squared magnitude of the frequency of BW filter is defined as follows:
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where f c and n denote the normalized cut-off frequency and filter order, respectively [11, 19] . Herein, 107 n = 6 and f c = 0.5 τ [11] . The original signal u is filtered by BW filter. In fact, the low-pass filters 108 eliminate the fast temporal scales (higher frequency components) to take into account progressively 109 slower time scales (lower frequency components).
110
Next, the time series filtered by either MA or BW is downsampled by the scale factor τ. Assume 111 the downsampled signal is
112
In this study, we consider the coarse-graining process with and without DS. MSE 
where I MF λ denotes the λ th IMF obtained by EMD. Thus, CSI (1) specific scale factor, the cut-off frequency for CSI is considerably lower than that for MA or BW (see 242 Figure 2 ). 243 We also generated the Lorenz signal o with length 10,000 sample points and sampling frequency Figure 13 . Mean value and SD of results obtained by the complexity measures computed from the young and old subjects' stride interval recordings.
[40]. Accordingly, the wavelet-based filter bank could be used as a complexity approach. VMD can also be used as an alternative to EMD in InMSE and InMDE. VMD, unlike EMD, provides a solution flandrin/emd.html. For the Butterworth filter, we used the functions "butter" and "filter" in Matlab 406 R2015a. 
