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1. Introduction
Let D denote the open unit disc of the complex plane C and assume that ϕ : D → D is an analytic map. Then ϕ induces a
composition operator Cϕ mapping f → f ◦ϕ for analytic or harmonic functions f : D → C. The properties of these operators
have been extensively studied over the past few decades.
In [16] Sarason showed how Cϕ can be viewed as an integral operator acting on the unit circle T = ∂D via Poisson
extension. As a consequence Cϕ becomes a bounded operator on the spaces M(T) and Lp(T) (1 p ∞) of complex Borel
measures and p-integrable functions on T. Sarason characterized the compactness and weak compactness of Cϕ on M(T)
and L1(T) by a condition which is conveniently stated in terms of the Aleksandrov measures of ϕ . These are the positive
measures τα (α ∈ T) deﬁned on the unit circle by the identity
Re
α + ϕ(z)
α − ϕ(z) =
∫
T
Pz dτα (z ∈ D)
where Pz denotes the Poisson kernel. Sarason’s criterion says that Cϕ is compact (equivalently, weakly compact) on the
spaces M(T) and L1(T) if and only if each τα is absolutely continuous. It is known due to the subsequent work of Shapiro
and Sundberg [18] that this is further equivalent to Cϕ being compact on Lp(T) (1 < p < ∞) and on the Hardy spaces
Hp (1 p < ∞), where the latter can be viewed as closed subspaces of Lp(T) consisting of those functions whose negative
Fourier coeﬃcients vanish. In fact, it was later proved by Cima and Matheson [3] that the essential norm of Cϕ on H2 (i.e.
the distance, in the operator norm, from the ideal of compact operators) is given by the formula
‖Cϕ‖e = sup
α∈T
√∥∥τ sα∥∥,
where τ sα stands for the singular part of τα .
E-mail address: pjniemin@cc.helsinki.ﬁ.
1 The author was partially supported by the Academy of Finland, project No. 118422.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2011.04.068
566 P.J. Nieminen / J. Math. Anal. Appl. 382 (2011) 565–576The principal purpose of this paper is to establish some quantitative reﬁnements of the results cited above and extend
them to a more general context of weighted composition operators. In our case these are operators of the form MwCϕ
where Mw is the operator of pointwise multiplication by a Borel function w : T → C. Let E(ϕ) denote the union of the
(closed) supports of the measures τ sα over α ∈ T. Then our main result can be stated as follows.
Theorem 1. Let ϕ : D → D be an analytic map and w : T → C a bounded Borel function such that |w| is continuous on E(ϕ). Then
MwCϕ as an operator on M(T) and L1(T) satisﬁes
‖MwCϕ‖e = ‖MwCϕ‖w = sup
α∈T
∫
T
|w|dτ sα.
Also, as an operator on Lp(T) (1 < p < ∞) it satisﬁes
‖MwCϕ‖pe = sup
α∈T
∫
T
|w|p dτ sα.
In analogy with the notation ‖ ‖e for the essential norm of an operator, ‖ ‖w refers to the weak essential norm, i.e.
distance from weakly compact operators.
A similar result holds for the Hardy space H2. This sharpens an earlier estimate due to Kriete and Moorhouse [8,
Thm. 3.1].
Theorem 2. Let ϕ : D → D be an analytic map and w ∈ H∞ such that |w| is continuous on E(ϕ). Then MwCϕ as an operator on H2
satisﬁes
‖MwCϕ‖2e = sup
α∈T
∫
T
|w|2 dτ sα.
Our results are based on a rather general method of producing compact and weakly compact approximants for linear
operators T : L1(X,μ) → L1(Y , ν) acting between integrable functions on standard metric measure spaces. The idea is
originally due to Weis [20] who used a representation of the adjoint of T by a stochastic kernel on Y to compute the weak
essential norm of T and actually construct a best weakly compact approximant for T . In Section 2 we revisit Weis’ theorem,
and under suitable assumptions placed on the kernel, modify it to yield a compact approximant for T . We also consider the
case when T extends to an operator between regular Borel measures instead of just integrable functions.
In the case of composition operators it is known that the adjoint of Cϕ is given by the Aleksandrov operator whose
kernel consists of the Aleksandrov measures associated with ϕ; see Section 3. Applying the general theory developed in
Section 2 we then get the ﬁrst statement of Theorem 1, and an interpolation method can be used to cover the remaining
cases. These arguments are carried out in Section 4.
As another application, in Section 5, we consider differences of composition operators on M(T) and L1(T) spaces. We
establish an asymptotic formula for their essential and weak essential norms, which provides a quantitative version of a
compactness criterion obtained in [12].
2. Compact approximation and stochastic kernels
Throughout this section we let (X,μ) and (Y , ν) be metric measure spaces where X and Y are compact metric spaces
equipped with positive, ﬁnite and regular Borel measures μ and ν . Given a bounded linear operator T : L1(X,μ) → L1(Y , ν),
we let ‖T‖e and ‖T‖w denote the essential and weak essential norms of T , respectively.
It is known that the essential norm ‖T‖e is not always attained, i.e. T may fail to have a best compact approximant.
This was observed by Feder [7] who constructed an example of a bounded linear operator T : L1[0,1] → L1[0,1] such that
‖T − S‖ > ‖T‖e for every compact operator S acting on L1[0,1]. Quite surprisingly, however, the situation turned out to be
different for weakly compact approximants. The following theorem was established by Weis [20].
Theorem 3 (Weis). For every bounded linear operator T : L1(X,μ) → L1(Y , ν) there exists a weakly compact operator S0 :
L1(X,μ) → L1(Y , ν) such that
‖T‖w = ‖T − S0‖ = (T ),
where
(T ) = limsup
ν(A)→0
‖MAT‖
and MA denotes multiplication by the characteristic function of a Borel set A ⊂ Y .
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T ′g(x) =
∫
Y
g dνx (a.e. x ∈ X) (2.1)
for all g ∈ L∞(Y , ν) where (νx)x∈X is a stochastic kernel that consists of (signed or complex) regular Borel measures on Y .
As pointed out by Weis, the existence of such a representation can be traced back to Neveu’s classic book [11, Sec. V.4] in
the probabilistic context of Markovian operators. For more information, see also the survey article [21] and the references
therein.
Weis’ method was constructive in the sense that he built the operator S0 starting from the kernel (νx). Moreover, writing
dνx(y) = k(x, y)dν(y) + dνsx(y) (a.e. y) (2.2)
for the Lebesgue decomposition of νx with respect to ν he showed that
(T ) = limsup
ν(A)→0
ess sup
x∈X
|νx|(A)
= lim
n→∞ess supx∈X
{
‖νsx‖ +
∫
Y
∣∣kn(x, y)∣∣dν(y)
}
, (2.3)
where |νx| is the total variation measure of νx and kn is deﬁned by
kn(x, y) =
{
k(x, y) if |k(x, y)| > n,
0 otherwise.
(2.4)
Remark 4. It is implicit in (2.1) that each g ∈ L∞(Y , ν) is |νx|-integrable for a.e. x. We also have the following basic proper-
ties:
(i) x → νx(A) is Borel measurable for every Borel set A ⊂ Y ,
(ii) ν(A) = 0 implies νx(A) = 0 for a.e. x,
(iii) ess supx∈X ‖νx‖ = ‖T ′‖ = ‖T‖.
Moreover, the kernel (νx) is essentially unique in the sense that if (ν ′x) is another kernel representing T ′ , then ν ′x = νx for
a.e. x.
Conversely, if (νx) is an essentially bounded family of regular Borel measures on Y satisfying properties (i) and (ii), then
there exists an operator T : L1(X,μ) → L1(Y , ν) such that (νx) represents T ′ as above. Heuristically νx corresponds to the
image of the Dirac measure at x under T ; see Proposition 7 below for a precise statement.
As a particular case Theorem 3 states that the operator T is weakly compact if and only if (T ) = 0. This already follows
from the classical Dunford–Pettis criterion (see e.g. [22, III.C.12]), which says that a bounded set E in L1(Y , ν) is relatively
weakly compact if and only if it is uniformly integrable, i.e. sup f ∈E
∫
A | f |dν → 0 as ν(A) → 0; just apply it to the image of
the unit ball under T . At the other extreme, if νx is singular for a.e. x, i.e. T ′ has a singular representation in the terminology
of [21], then (T ) = ‖T‖.
Based on the representations (2.1) and (2.2) we next give a version of Weis’ theorem for compact approximation.
Theorem 5. Let T : L1(X,μ) → L1(Y , ν) be a bounded linear operator with representation (2.1) for T ′ . Assume that the function
x → k(x, y) in (2.2) is continuous for a.e. y. Then the operator S0 in Theorem 3 can be chosen compact and hence ‖T‖e = (T ).
The beginning part of the following proof is a slight modiﬁcation of Weis’ original argument (cf. Remark 6 below) and it
yields Theorem 3. Then we indicate the additional reasoning needed to verify the compactness of S0 in Theorem 5.
Proof of Theorems 3 and 5. First note that for every weakly compact operator S we have ‖T − S‖(T − S) = (T ) because
(S) = 0. Thus the aim of the proof is to ﬁnd a weakly compact (respectively, compact) S0 such that ‖T − S0‖ = (T ).
Our basic idea is to split the absolutely continuous component of the kernel into two parts by the identity
∣∣k(x, y)∣∣= [∣∣k(x, y)∣∣∧ s(x)]+ [∣∣k(x, y)∣∣− s(x)]+, (2.5)
and then use the ﬁrst part to construct the operator S0. The cutoff values s(x) will be speciﬁed in a moment. As usual, the
notation a ∧ b here refers to the minimum of two reals a and b, and a+ = max(a,0).
Let A be the set of those x ∈ X for which ‖νsx‖(T ) < ‖νx‖. In view of (2.3) we can choose for each x ∈ A the least
number s(x) ∈ [0,∞] such that
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∫
Y
[∣∣k(x, y)∣∣− s(x)]+ dν(y) = (T ), (2.6)
or equivalently,∫
Y
[∣∣k(x, y)∣∣∧ s(x)]dν(y) = ‖νx‖ − (T ).
Since the integral
∫
Y [|k(x, y)| ∧ s]dν(y) is increasing with respect to s, it is straightforward to check that the map x → s(x)
becomes measurable on A. For x ∈ X \ A we set s(x) = 0; note that ‖νx‖(T ) for a.e. x ∈ X \ A.
Deﬁne a unimodular function θ(x, y) such that k(x, y) = θ(x, y)|k(x, y)| and let
h(x, y) = θ(x, y)[∣∣k(x, y)∣∣∧ s(x)]. (2.7)
In particular, h(x, y) = 0 whenever x ∈ X \ A. The operator S0 : L1(X,μ) → L1(Y , ν) is now deﬁned by the formula
S0 f (y) =
∫
X
h(x, y) f (x)dμ(x)
for all f ∈ L1(X,μ). Note that S0 is an ordinary integral operator and its adjoint S ′0 : L∞(Y , ν) → L∞(X,μ) is given by
S ′0g(x) =
∫
Y
h(x, y)g(y)dν(y).
By (2.5) and (2.6) it is easy to see that ‖T − S0‖ = ‖T ′ − S ′0‖ = (T ).
We next show that S0 is weakly compact, i.e. (S0) = 0. Assume the contrary. Using the last expression of (2.3) for
(S0) and noting that the kernel of S ′0 is absolutely continuous, we get that
ess sup
x∈A
∫
Y
∣∣hn(x, y)∣∣dν(y)(S0) > 0
for all n  1, where hn stems from h as in (2.4). For a ﬁxed n, pick a point x ∈ A such that the set {y: |h(y, x)| > n} has
positive ν-measure. Then n < s(x) and hence
∥∥νsx∥∥+
∫
Y
∣∣kn(x, y)∣∣dν(y) = ∥∥νsx∥∥+
∫
Y
[∣∣k(x, y)∣∣− s(x)]+ dν(y) +
∫
Y
∣∣hn(x, y)∣∣dν(y)
= (T ) +
∫
Y
∣∣hn(x, y)∣∣dν(y).
Taking essential supremum over x ∈ A and then inﬁmum over n yields (T )  (T ) + (S0), which is a contradiction.
Hence S0 is weakly compact, and Theorem 3 is proved.
To deduce that the continuity hypothesis of Theorem 5 makes S0 compact, we argue as follows. Since (S0) = 0, the
remarks preceding Theorem 5 show that there exists a μ-null set N ⊂ X such that the family of functions h(x, ·) is uniformly
integrable for x ∈ X \ N . Let (xn) be any sequence of points in X \ N . Since X is compact, there is a subsequence (xn( j)) that
converges to a point x0 ∈ X . Passing to a further subsequence, if necessary, we may also assume that s(xn( j)) → s0 ∈ [0,∞].
Then
lim
j→∞
h(xn( j), y) = lim
j→∞
θ(xn( j), y)
[∣∣k(xn( j), y)∣∣∧ s(xn( j))]
= θ(x0, y)
[∣∣k(x0, y)∣∣∧ s0]
for a.e. y ∈ Y . Since by Vitali’s convergence criterion (see e.g. [6, III.6.15]) uniform integrability and pointwise convergence
imply convergence in the L1 norm, we conclude that the sequence of functions h(xn( j), ·) converges in L1(Y , ν). Hence the
family {h(x, ·): x ∈ X \ N} is relatively compact in L1(Y , ν), which implies that S0 is compact (see e.g. [6, VI.8.11]). This
proves Theorem 5. 
Remark 6. The difference between our argument and Weis’ original proof for Theorem 3 lies in the way of splitting the
kernel function k(x, y) when constructing the approximant S0. Instead of (2.7), Weis chooses h(x, y) = k(x, y)χBx (y) where
Bx = {y: |k(x, y)| t(x)} for a suitable value t(x) 0 when x ∈ A. The advantage of our method is seen in the proof of the
norm compactness of S0 (for Theorem 5) since the splitting that we use preserves the pointwise continuity of the kernel.
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and M(Y ) are the spaces of (signed or complex) regular Borel measures on X and Y , respectively, equipped with the total
variation norm. We will show that, under natural assumptions placed on the underlying measure space (X,μ) and the
associated kernel, Theorems 3 and 5 hold true for the extended operator as well.
We collect some basic facts relating the operator extension and the associated integral representation in the next propo-
sition, whose proof is straightforward and omitted. Here and elsewhere in the paper C(X) stands for the space of continuous
functions on a given compact metric space X viewed as the predual of M(X).
Proposition 7. (a) Let T : L1(X,μ) → L1(Y , ν) be a bounded linear operator. Then T admits a bounded linear extension Tˆ : M(X) →
M(Y ) such that
∫
Y
g d(Tˆσ) =
∫
X
(∫
Y
g dνx
)
dσ(x) (2.8)
for each σ ∈ M(X) and g ∈ C(Y ) where (νx) is a kernel representing T ′ as in (2.1). Furthermore, Tˆ δx = νx and ‖Tˆ‖ = supx∈X ‖νx‖.
(b) Conversely, every bounded family (νx) of measures in M(Y ) satisfying properties (i) and (ii) of Remark 4 deﬁnes via (2.8) a
bounded operator Tˆ : M(X) → M(Y ) which has a restriction T : L1(X,μ) → L1(Y , ν).
(c) The operator Tˆ above is weak*–weak* continuous if and only if the map x → νx is weak* continuous from X into M(Y ).
Remark 8. It is not diﬃcult to check (e.g. by a monotone class argument) that (2.8) holds true for all bounded Borel
functions g on Y . Consequently
Tˆσ(A) =
∫
X
νx(A)dσ(x)
for every Borel set A ⊂ Y .
The next result comprises analogues of Theorems 3 and 5 for Tˆ . We say that the measure μ is everywhere positive if
μ(U ) > 0 for every nonempty open set U ⊂ X .
Theorem 9. Let Tˆ be an extension of T and let (νx) be the associated kernel as in Proposition 7. Suppose that μ is everywhere positive
and the map x → νx is weak* continuous.
(a) The operator S0 of Theorem 3 can be extended to a weakly compact operator Sˆ0 : M(X) → M(Y ) and ‖Tˆ‖w = ‖Tˆ − Sˆ0‖ = (T ).
(b) If, in addition, the function x → k(x, y) in (2.2) is continuous for a.e. y, then Sˆ0 can be chosen compact and hence ‖Tˆ‖e = (T ).
The proof of Theorem 9 basically boils down to the following lemma, which explains the relevance of the weak* conti-
nuity assumption. Compare this lemma to Eq. (2.3).
Lemma 10. Suppose, as in Theorem 9, that μ is everywhere positive and x → νx is weak* continuous. Then
(T ) = limsup
ν(A)→0
sup
x∈X
|νx|(A)
= lim
n→∞ supx∈X
{∥∥νsx∥∥+
∫
Y
∣∣kn(x, y)∣∣dν(y)
}
.
Proof. The second equality does not depend on the continuity assumption and its veriﬁcation is routine; we omit the
details.
We prove the ﬁrst equality. Denote its right-hand side by d. By (2.3) we clearly have (T ) d. For the opposite inequal-
ity, let  > 0 and choose A ⊂ X and x0 ∈ X such that ν(A) <  and |νx0 |(A) > d −  . Since ν is regular, we may assume
that A is open. By the regularity of νx0 it is also possible to ﬁnd a continuous function g ∈ C(Y ) supported in A such that‖g‖∞  1 and |
∫
Y g dνx0 | > d −  . Then if N ⊂ X is any μ-null set, the assumptions of the lemma imply that there exists a
point x ∈ X \ N (near x0) for which |
∫
Y g dνx| > d −  and hence |νx|(A) > d −  . This shows that ess supx∈X |νx|(A) > d −  .
Letting  → 0 yields (T ) d. 
Proof of Theorem 9. Clearly the essential and weak essential norms of Tˆ : M(X) → M(Y ) are greater than or equal to those
of T : L1(X,μ) → L1(Y , ν). We prove the converse inequality.
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Sˆ0σ(y) =
∫
X
h(x, y)dσ(x)
for σ ∈ M(X). Now Lemma 10 guarantees that all points x in the complement of A satisfy ‖νx‖(T ). Therefore, as in the
previous proof we see that ‖Tˆ − Sˆ0‖ = (T ) and that the whole family {h(x, ·): x ∈ X} is uniformly integrable. Moreover,
under the pointwise continuity hypothesis of part (b), the previous reasoning used to prove Theorem 5 shows that this
family is relatively compact in L1(Y , ν). These observations easily yield that the image of the unit ball of M(X) in L1(Y , ν)
under Sˆ0 is uniformly integrable or relatively compact, respectively. 
For later reference we ﬁnally record a special case in which the expression for (T ) takes a particularly simple form.
Note that for positive νx condition (iii) below is already implied by (ii).
Lemma 11. Assume that (i) μ is everywhere positive, (ii) x → νx is weak* continuous, (iii) x → ‖νx‖ is continuous, and (iv) x →
k(x, y) is continuous for a.e. y ∈ Y . Then (T ) = supx∈X ‖νsx‖.
Proof. By Lemma 10 it is clear that (T )  ‖νsx‖ for all x. To prove the reverse inequality, we choose sets A j ⊂ Y and
points x j ∈ X such that ν(A j)  2− j and |νx j |(A j) → (T ) as j → ∞. By passing to a subsequence, we may assume that
(x j) converges to some point x0 ∈ X . Now observe that
|νx j |(A j) ‖νx j‖ −
∫
Y
χY \A j (y)
∣∣k(x j, y)∣∣dν(y).
As j → ∞, we have χY \A j (y)|k(x j, y)| → |k(x0, y)| for ν-a.e. y. Hence an application of Fatou’s lemma shows that
(T ) ‖νx0‖ −
∫
Y
∣∣k(x0, y)∣∣dν(y) = ∥∥νsx0
∥∥.
This completes the proof. 
3. Composition operators and Aleksandrov measures
For the purposes of the following two sections we next collect some preliminaries on composition operators and Alek-
sandrov measures. We follow Sarason’s [16] idea of describing composition operators as integral operators acting on the
unit circle. Although Sarason did not make explicit reference to Aleksandrov measures, it is straightforward to reformulate
his ideas by using them.
Throughout the rest of this paper D stands for the open unit disc of the complex plane, T = ∂D is the unit circle and
m denotes the normalized Lebesgue measure on T. We also write Lp(T) = Lp(T,m) for the spaces of p-integrable functions
on T with 1 p ∞. Recall that the analytic Hardy space Hp can be identiﬁed (via Poisson extension) with the subspace
of Lp(T) consisting of functions whose negative Fourier coeﬃcients vanish.
Let ϕ : D → D be an analytic map. If σ ∈ M(T) and Pz(ζ ) = (1−|z|2)/|ζ − z|2 is the Poisson kernel for z ∈ D, the Poisson
integral u(z) = ∫
T
Pz dσ deﬁnes a harmonic function on D. Then u ◦ ϕ is harmonic in D as well and can be represented
as a Poisson integral (u ◦ ϕ)(z) = ∫
T
Pz dτ for some (necessarily unique) τ ∈ M(T). Deﬁne Cϕσ = τ . As shown in [16], Cϕ
then becomes a bounded linear operator on M(T) and restricts to a bounded operator on Lp(T) for 1 p ∞. Moreover,
Cϕ(Hp) ⊂ Hp .
To understand the action of Cϕ on the unit circle, note that the correspondence Cϕσ = τ can be written as
∫
T
Pϕ(z) dσ =∫
T
Pz dτ for all z ∈ D. In particular, if δα is the unit mass at α ∈ T, we see that τα = Cϕδα is the Aleksandrov measure of ϕ
at α, i.e.
Re
α + ϕ(z)
α − ϕ(z) =
1− |ϕ(z)|2
|α − ϕ(z)|2 =
∫
T
Pz dτα. (3.1)
Moreover, approximating any continuous function g ∈ C(T) by linear combinations of Poisson kernels, we arrive at the
identity
∫
g d(Cϕσ ) =
∫
Aϕ g dσ , (3.2)T T
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Aϕ g(α) =
∫
T
g dτα. (3.3)
The operator Aϕ was studied by Aleksandrov [1], who showed that Aϕ is well deﬁned and bounded on Lp(T) for 1 p ∞
and takes C(T) into itself. Consequently Aϕ is the adjoint (or preadjoint) of Cϕ on each of the spaces Lp(T) and C(T).
Being determined by Eq. (3.1), the Aleksandrov measures τα bear a close function-theoretic relationship to the inducing
map ϕ . We write dτα = τ aα dm+ dτ sα for the Lebesgue decomposition of τα with respect to m, so that τ aα is (the density of)
the absolutely continuous component and τ sα is singular. It follows from (3.1) and basic properties of Poisson integrals (see
e.g. [14, Ch. 11]) that τ aα(ζ ) = (1−|ϕ(ζ )|2)/|α −ϕ(ζ )|2 for a.e. ζ ∈ T and that τ sα is carried by the set where ϕ(ζ ) = α. Here
ϕ(ζ ) is the nontangential boundary limit of ϕ for a.e. ζ ∈ T.
In applications to composition operators especially signiﬁcant are the singular components τ sα since they are intimately
related to the unimodular boundary values of ϕ . In fact, the location and magnitude of the singular mass reﬂect the local
“aﬃnity” of ϕ for α in a natural way. To illustrate this we mention the following classical fact (see e.g. [15, Thm. 3.1]):
• ϕ has a ﬁnite angular derivative at ζ ∈ T if and only if there is α ∈ T such that τα({ζ }) > 0. In that case, ϕ(ζ ) = α and
|ϕ′(ζ )| = τα({ζ })−1.
We refer the reader to the survey articles [10,13] and lecture notes [15] for more information and various applications
of Aleksandrov measures.
4. Essential norms of weighted composition operators
In this section we turn to consider weighted composition operators and apply the general theory developed in Section 2
to establish Theorems 1 and 2.
Given a Borel function w : T → C, we let Mw denote the multiplication operator induced by w on T. That is, for each
σ ∈ M(T) we regard Mwσ as the measure τ deﬁned by dτ = w dσ , provided that
∫
T
|w|dσ < ∞. In the sequel we simply
write τ = wσ . For functions f ∈ L1(T) we of course have Mw f (ζ ) = w(ζ ) f (ζ ) for a.e. ζ ∈ T. Note, however, that in the
case of measures w must be thought of as a speciﬁc (everywhere deﬁned) function instead of an equivalence class modulo
null sets.
Operators of the form MwCϕ , where ϕ : D → D is an arbitrary analytic map, are called weighted composition operators
and they can be seen as a simultaneous generalization of multiplication operators and composition operators. Letting (τα)
be the family Aleksandrov measures for ϕ , we see from the duality relation (3.2) that
∥∥MwCϕ : L1(T) → L1(T)∥∥= ess sup
α∈T
∫
T
|w|dτα
with the understanding that the operator is well deﬁned and bounded if and only if the right-hand side is ﬁnite. For
boundedness on M(T), one needs to replace “ess sup” by “sup” here. In fact, the stochastic kernel representing the adjoint
of MwCϕ on L∞(T) is given by the measures MwCϕδα = wτα for α ∈ T. Since the function α → τ aα(ζ ) is continuous for
a.e. ζ ∈ T, Theorems 3 and 5 show that MwCϕ : L1(T) → L1(T) satisﬁes
‖MwCϕ‖e = ‖MwCϕ‖w = limsup
m(A)→0
ess sup
α∈T
∫
A
|w|dτα.
From now on we will focus on the special case where w is a bounded function and satisﬁes an additional continuity
condition as in Theorem 1. Such a situation was considered previously by Kriete and Moorhouse [8] in the setting of
the Hardy space H2. Note that the boundedness of w obviously guarantees that Mw is bounded on M(T) and Lp(T) for
1 p ∞.
We isolate the ﬁrst statement of Theorem 1 in the following proposition. Recall that E(ϕ) denotes the union of the
closed supports of the measures τ sα , i.e.
E(ϕ) =
⋃
α∈T
spt
(
τ sα
)
.
Proposition 12. Let w : T → C be a bounded Borel function such that |w| is continuous on E(ϕ). Then MwCϕ as an operator on
M(T) and L1(T) satisﬁes
‖MwCϕ‖e = ‖MwCϕ‖w = sup
α∈T
∫
T
|w|dτ sα.
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quantitative extension of Sarason’s [16] compactness criterion saying that Cϕ is (weakly) compact on M(T) and L1(T) if
and only if each τα is absolutely continuous.
For the veriﬁcation of Proposition 12 we need a measure-theoretic lemma, whose proof we sketch here for completeness.
Lemma 13. Let (Y , ν) be a compact metric space equipped with a positive, ﬁnite and regular Borel measure. Let ν j ( j  0) be a se-
quence of positive, ﬁnite and regular Borel measures on Y such that ν j → ν0 weak* and νaj (y) → νa0(y) for ν-a.e. y ∈ Y as j → ∞. If
g is a bounded Borel function on Y which is continuous at every point of the set E = spt(νs0), then
∫
Y g dν j →
∫
Y g dν0 as j → ∞.
Proof. We may assume that g = 0 on E . To see this, note that g|E can be continued to a continuous function h on Y and
writing g = h + (g − h) one observes that the proof of the lemma reduces to considering the function g − h instead of g .
Let  > 0. Since g is continuous and vanishes at every point of E , there exists a closed set F ⊂ Y with E ∩ F = ∅ such
that |g| <  in Y \ F . Then the following assertion holds:
• For each η > 0 there exist δ > 0 and J > 0 such that ν j(A) < η whenever A ⊂ F , ν(A) < δ and j > J .
The veriﬁcation of this is similar to the proof of Lemma 11 and we omit the details. Consequently νsj(F ) → 0 as j → ∞
and the family of functions νaj ( j  1) is uniformly integrable on F . Since g is bounded, we conclude that
∫
F g dν j →∫
F g dν
a
0 =
∫
F g dν0. In the complement of F we have |g| <  and hence |
∫
Y \F g dν j|  K for each j  0, where K =
sup j ‖ν j‖ < ∞. When combined, these observations show that limsup j→∞ |
∫
Y h dν j −
∫
Y h dν0|  2K . Since  > 0 was
arbitrary, this completes the proof. 
Proof of Proposition 12. Writing w = u|w| for a unimodular function u and noting that Mu is an isometry, we see that we
may assume w = |w| 0.
Consider the measures να = MwCϕδα = wτα for α ∈ T. They have the Lebesgue decomposition dνα = wτ aα dm + w dτ sα .
The function α → w(ζ )τ aα(ζ ) is clearly continuous for a.e. ζ ∈ T. Moreover, since α → τα is weak* continuous and w is
continuous in the support of each τ sα , Lemma 13 implies that α → να is weak* continuous. Now Theorems 3, 5 and 9 show
that the essential and weak essential norms of MwCϕ on L1(T) and M(T) are equal to (MwCϕ), and Lemma 11 gives
(MwCϕ) = supα ‖νsα‖. 
To complete the proof of Theorem 1 we use suitable test functions and an interpolation argument to treat the range
1 < p < ∞.
Proposition 14. Let w : T → C be a bounded Borel function such that |w| is continuous on E(ϕ). Then MwCϕ as an operator on
Lp(T) (1 < p < ∞) satisﬁes
‖MwCϕ‖pe = sup
α∈T
∫
T
|w|p dτ sα.
Proof. To establish the lower bound we utilize the normalized reproducing kernel functions for H2 given by ka(z) =√
1− |a|2/(1 − az). They have the property that ‖ka‖2 = 1 for all a ∈ D while ka → 0 weakly in H2 as |a| → 1. In addi-
tion, it was shown by J.E. Shapiro [17, Lemma 4.4] that |Cϕka|2m → τ sα weak* as a → α radially.
Let fa = k2/pa . Then ‖ fa‖p = 1 and fa → 0 weakly in Lp(T) as |a| → 1. Hence ‖K fa‖p → 0 for every compact operator
K on Lp(T). This implies that ‖MwCϕ‖e  limsup|a|→1 ‖MwCϕ fa‖p . Moreover, by the result of J.E. Shapiro cited above,
|Cϕ fa|p m → τ sα weak* as a → α radially. Hence an application of Lemma 13 yields
‖MwCϕ fa‖pp =
∫
T
|w|p|Cϕ fa|p dm →
∫
T
|w|p dτ sα
as a → α radially. This proves the desired lower estimate for ‖MwCϕ‖pe .
For the converse inequality we note that MwCϕ : Lp(T,m) → Lp(T,m) is isometrically equivalent to the operator
Cϕ : Lp(T,m) → Lp
(
T, |w|pm). (4.1)
To estimate the essential norm of (4.1) from above we employ interpolation between the corresponding L1 and L∞ spaces.
The stochastic kernel representing the adjoint of Cϕ : L1(T,m) → L1(T, |w|pm) is given by the measures |w|pτα for
α ∈ T. As in the proof of Proposition 12 we see that they satisfy the assumptions of Theorem 5 and Lemma 11. Let S0 :
L1(T,m) → L1(T, |w|pm) be the compact approximant given by Theorem 5 (in the exact form constructed in the proof).
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∥∥Cϕ − S0 : L1(T,m) → L1(T, |w|pm)∥∥= sup
α∈T
∫
T
|w|p dτ sα.
On the other hand, it easily follows from the construction of S0 that
∥∥Cϕ − S0 : L∞(T,m) → L∞(T, |w|pm)∥∥ 1.
By the classical Riesz convexity theorem (see e.g. [2, Thm. 4.1.7]), interpolation between the last two estimates yields
∥∥Cϕ − S0 : Lp(T,m) → Lp(T, |w|pm)∥∥
(
sup
α∈T
∫
T
|w|p dτ sα
)1/p
.
Moreover, since S0 is compact on L1 and bounded on L∞ , it is compact on Lp (see e.g. [2, Thm. 4.2.9]). Therefore we have
obtained the desired upper bound for the essential norm of (4.1), and the proof is complete. 
The case p = 2 of the last proposition easily yields Theorem 2 which we restate below as a corollary. It sharpens an
estimate due to Kriete and Moorhouse [8, Thm. 3.1]. For unweighted composition operators this result was obtained by
Cima and Matheson [3].
Corollary 15. Let w ∈ H∞ such that |w| is continuous on E(ϕ). Then MwCϕ as an operator on H2 satisﬁes
‖MwCϕ‖2e = sup
α∈T
∫
T
|w|2 dτ sα.
Proof. The lower bound (which was also proved in [8]) follows as in the proof of Proposition 14 above because the functions
ka belong to H2. To obtain the upper bound, replace the operator S0 by RS0, where R is the orthogonal projection (i.e. Riesz
projection) from L2(T) onto H2. 
Remark 16. We draw attention to the open problem of computing the exact value of the essential norm of a composition
operator (weighted or not) on Hp for p = 2. Of particular interest is the case of H1. It is routine to prove the estimates
sup
α∈T
∥∥τ sα∥∥ ‖Cϕ‖w  ‖Cϕ‖e  2 sup
α∈T
∥∥τ sα∥∥ (4.2)
for Cϕ acting on H1, but we do not know if the factor 2 here can be made smaller for a general symbol ϕ . The upper
bound in (4.2) can be proved e.g. by using the compact operators Kr (0 < r < 1) mapping f → fr where fr(ζ ) =
∫
T
Prζ f dm
which have the properties that ‖Kr − I : H1 → H1‖ 2 while Kr → I in the strong operator topology as r → 1. Indeed, it
is a general fact that ‖T : H1 → H1‖e  2‖T : L1(T) → L1(T)‖e for every bounded linear operator T : L1(T) → L1(T) with
T (H1) ⊂ H1. The same argument clearly works for other values of p in the range 1 p < ∞ as well.
Remark 17. An alternative approach to the compactness properties of (unweighted and weighted) composition operators on
the Hp spaces and their relatives is based on the Carleson measure considerations. In the weighted case, see in particular
the papers [4,5] by Contreras and Hernández-Díaz, where various boundedness and compactness criteria are obtained.
5. Differences of composition operators
A recurring theme in the study of composition operators has been the inquiry into the structure of the set of all compo-
sition operators acting on a given function space modulo the compact operators. As a ﬁrst step several authors have focused
attention on the problem of characterizing compact differences of composition operators on a number of classical spaces.
In the context of H2 this problem was initially raised in the papers of MacCluer [9] and Shapiro and Sundberg [19], and it
still remains open.
In the spaces L1(T) and M(T), however, the present author and Saksman [12] obtained the following result: Let ϕ and
ψ be analytic maps taking D into itself, and let (τϕ,α) and (τψ,α) be the associated families of Aleksandrov measures. Then
Cϕ − Cψ is (weakly) compact on M(T) and L1(T) if and only if
(i) τ sϕ,α = τ sψ,α for all α ∈ T, and
(ii) the set {τ aϕ,α − τ a : α ∈ T} is uniformly integrable.ψ,α
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for 1  p < ∞) but condition (ii) above fails and hence Cϕ − Cψ is noncompact on M(T) and L1(T). The necessity of (i),
even for compactness on H2, was already shown by J.E. Shapiro [17].
As a consequence of Theorems 3, 5 and 9 we get the following quantitative version of the above result:
Theorem 18. Let ϕ,ψ : D → D be analytic maps. Then the difference T = Cϕ − Cψ as an operator on L1(T) and M(T) satisﬁes
‖T‖e = ‖T‖w = lim
n→∞ supα∈T
{∥∥τ sϕ,α − τ sψ,α∥∥+
∫
{|τ aϕ,α−τ aψ,α |>n}
∣∣τ aϕ,α − τ aψ,α∣∣dm
}
.
Proof. Recall that the families of Aleksandrov measures satisfy the continuity assumptions of Theorems 5 and 9. Therefore
so do their differences τϕ,α − τψ,α . The desired formula now follows from Lemma 10. 
Although the expression given by the last theorem may look somewhat abstract, it can be used to derive explicit lower
bounds for the essential norm of Cϕ − Cψ . As a concrete example we give a lower bound in terms of the discrete parts of
the Aleksandrov measures. The reader should ﬁgure out how to rephrase the next proposition using angular derivatives of
ϕ and ψ (cf. the remark at the end of Section 3).
Proposition 19. Let ϕ , ψ and T = Cϕ − Cψ be as in Theorem 18. For α ∈ T deﬁne
Sα =
{
ζ ∈ T: τϕ,α
({ζ }) = τψ,α({ζ })}.
Then T as an operator on L1(T) and M(T) satisﬁes
‖T‖e = ‖T‖w  τϕ,α(Sα) + τψ,α(Sα).
The proof of the proposition makes use of the test functions
Q z(ζ ) = 1− |z|
1+ |z| Pz(ζ ) =
(
1− |z|
|ζ − z|
)2
deﬁned for each ζ ∈ T and z ∈ D. Clearly 0 < Q z  1. Furthermore, the support of Q z gets essentially concentrated around
the point z/|z| as z approaches the boundary; precisely, for each  > 0 there exists a constant c > 0 such that
{Qrξ > } ⊂
{
ξeiθ : |θ | < c(1− r)
}
(5.1)
for all ξ ∈ T.
In the next lemma we let z(λ; t) = (1− t)eiλt for 0 < t < 1 and λ > 0. Then t → z(λ; t) is a curve in D which approaches
1 nontangentially as t → 0, making an angle of arctanλ with the real axis. Also let α(λ; t) = eiλt ; this is the point of T
which is closest to z(λ; t).
Lemma 20. Fix ξ ∈ T and a > 0. Then
lim
t→0
∫
T
Q ξ z(λ;at) dτϕ,α(λ;t) =
{
a if τϕ,1({ξ}) = a,
(λ) otherwise
where (λ) → 0 as λ → ∞.
Proof. We may assume that ξ = 1. We also keep λ ﬁxed and drop it from the notations α(λ; t) and z(λ; t).
By the deﬁnition of Aleksandrov measures, Eq. (3.1), we have∫
T
Q z(at) dτϕ,α(t) = 1− |z(at)|1+ |z(at)| ·
1− |ϕ(z(at))|2
|α(t) − ϕ(z(at))|2 . (5.2)
Assume ﬁrst that τϕ,1({1}) = b > 0. This means that ϕ(1) = 1 as a nontangential limit and ϕ′(1) = 1/b as a nontangential
derivative. Then we have the ﬁrst-order approximations α(t) = 1 + iλt + o(t), z(at) = 1 − at + iλat + o(t) and ϕ(z(at)) =
1− (a/b)t + iλ(a/b)t + o(t) as t → 0. These approximations, when applied to (5.2), yield after routine manipulations that∫
T
Q z(at) dτϕ,α(t) = a
2b + o(1)
a2 + λ2(b − a)2 + o(1) .
As t → 0, this tends to the expression a2b/[a2 + λ2(b − a)2], which is of the desired form.
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ϕ(1) = 1, or ϕ has no ﬁnite angular derivative at 1. In the former case limt→0 |α(t) − ϕ(z(at))| > 0, and in the latter case
|α(t) − ϕ(z(at))| 1− |ϕ(z(at))| and limt→0[1− |ϕ(z(at))|]/[1− |z(at)|] = ∞ (by the Julia–Carathéodory theorem). In both
cases it is easily seen that the right-hand side of (5.2) tends to 0 as t → 0, regardless of the value of λ. 
Proof of Proposition 19. We assume that α = 1. Let ζ j ( j = 1, . . . , J ) be a sequence of distinct points in S1 for which
τϕ,1({ζ j}) > 0; if there are only ﬁnite number of such points in S1, we assume that this is a complete enumeration of them.
Similarly, let ξk (k = 1, . . . , K ) be distinct points of S1 with τψ,1({ξk}) > 0. Also let a j = τϕ,1({ζ j}) and bk = τψ,1({ξk}). Note
that we may have ζ j = ξk for some j and k but in this case a j = bk .
Fix λ > 0. For small t > 0 consider the function
gt =
J∑
j=1
Q ζ j z(λ;a jt) −
K∑
k=1
Q ξkz(λ;bkt). (5.3)
Since ζ j z(λ;a jt) → ζ j as t → 0 and these are distinct points of the circle, (5.1) guarantees that if  > 0, then the ﬁrst sum
in (5.3) is bounded above by 1+  for small enough t . Arguing similarly for the second sum and letting  → 0, we see that
supζ |gt(ζ )| → 1 as t → 0. Moreover, for each  > 0, we have m({|gt | > }) → 0 as t → 0. By Theorem 18 it then follows
that
‖T‖e = ‖T‖w  limsup
t→0
sup
α∈T
∣∣∣∣
∫
T
gt d(τϕ,α − τψ,α)
∣∣∣∣. (5.4)
We estimate the above lower bound using the points α = α(λ; t). By Lemma 20 we get
lim
t→0
∫
T
Q ζ j z(λ;a jt) dτϕ,α(λ;t) = a j,
lim
t→0
∫
T
Q ξkz(λ;bkt) dτϕ,α(λ;t) = k(λ),
where k(λ) → 0 as λ → ∞. Arguing similarly for integrals with respect to the measures τψ,α(λ;t) , we deduce that
lim
t→0
∫
T
gt d(τϕ,α(λ;t) − τψ,α(λ;t)) =
J∑
j=1
a j +
K∑
k=1
bk + (λ),
where (λ) → 0 as λ → ∞. In conjunction with (5.4) and after letting λ → ∞, this yields
‖T‖e = ‖T‖w 
J∑
j=1
a j +
K∑
k=1
bk.
The proposition follows by taking suprema over ﬁnite subsets of S1, if necessary. 
Acknowledgments
The author is grateful to Eero Saksman for pointing out the paper [20] and to Hans-Olav Tylli for remarks and suggestions that improved the presen-
tation.
References
[1] A.B. Aleksandrov, Multiplicity of boundary values of inner functions, Izv. Akad. Nauk Armyan. SSR Ser. Mat. 22 (5) (1987) 490–503, 515 (in Russian);
English transl. in: Sov. J. Contemp. Math. Anal. 22 (1987) 74–87.
[2] C. Bennett, R. Sharpley, Interpolation of Operators, Academic Press, 1988.
[3] J.A. Cima, A.L. Matheson, Essential norms of composition operators and Aleksandrov measures, Paciﬁc J. Math. 179 (1997) 59–64.
[4] M.D. Contreras, A.G. Hernández-Díaz, Weighted composition operators on Hardy spaces, J. Math. Anal. Appl. 263 (2001) 224–233.
[5] M.D. Contreras, A.G. Hernández-Díaz, Weighted composition operators between different Hardy spaces, Integral Equations Operator Theory 46 (2003)
165–188.
[6] N. Dunford, J.T. Schwartz, Linear Operators. Part I: General Theory, Interscience, 1958.
[7] M. Feder, On a certain subset of L1(0,1) and nonexistence of best approximation in some spaces of operators, J. Approx. Theory 29 (1980) 170–177.
[8] T. Kriete, J. Moorhouse, Linear relations in the Calkin algebra for composition operators, Trans. Amer. Math. Soc. 359 (2007) 2915–2944.
[9] B.D. MacCluer, Components in the space of composition operators, Integral Equations Operator Theory 12 (1989) 725–738.
[10] A. Matheson, M. Stessin, Applications of spectral measures, in: Recent Advances in Operator-Related Function Theory, in: Contemp. Math., vol. 393,
Amer. Math. Soc., Providence, RI, 2006, pp. 15–27.
576 P.J. Nieminen / J. Math. Anal. Appl. 382 (2011) 565–576[11] J. Neveu, Bases Mathématiques du Calcul des Probabilités, Masson, 1964; English transl.: Mathematical Foundations of the Calculus of Probability,
Holden-Day, 1965.
[12] P.J. Nieminen, E. Saksman, On compactness of the difference of composition operators, J. Math. Anal. Appl. 298 (2004) 501–522.
[13] A. Poltoratski, D. Sarason, Aleksandrov–Clark measures, in: Recent Advances in Operator-Related Function Theory, in: Contemp. Math., vol. 393, Amer.
Math. Soc., Providence, RI, 2006, pp. 1–14.
[14] W. Rudin, Real and Complex Analysis, 3rd ed., McGraw-Hill, 1987.
[15] E. Saksman, An elementary introduction to Clark measures, in: Topics in Complex Analysis and Operator Theory, Univ. Málaga, 2007, pp. 85–136.
[16] D. Sarason, Composition operators as integral operators, in: Analysis and Partial Differential Equations, in: Lect. Notes Pure Appl. Math., vol. 122,
Dekker, New York, 1990, pp. 545–565.
[17] J.E. Shapiro, Aleksandrov measures used in essential norm inequalities for composition operators, J. Operator Theory 40 (1998) 133–146.
[18] J.H. Shapiro, C. Sundberg, Compact composition operators on L1, Proc. Amer. Math. Soc. 108 (1990) 443–449.
[19] J.H. Shapiro, C. Sundberg, Isolation amongst the composition operators, Paciﬁc J. Math. 145 (1990) 117–152.
[20] L. Weis, Approximation by weakly compact operators in L1, Math. Nachr. 119 (1984) 321–326.
[21] L. Weis, Decompositions of positive operators and some of their applications, in: Functional Analysis: Surveys and Recent Results III, North-Holland,
1984, pp. 95–115.
[22] P. Wojtaszczyk, Banach Spaces for Analysts, Cambridge Univ. Press, 1991.
