Repeated ocean bottom seismic (OBS) surveys are an effective tool for time-lapse reservoir monitoring. It is desirable to acquire high-fidelity and repeatable 4-D OBS data in order to reveal small reservoir changes. However, compensating for water-column variations occurring between repeated surveys is a challenging task. In this paper, we propose using the up-down deconvolution (U/D) method to remove changes in water velocity and water depth from 4-D ocean bottom seismic data. We successfully apply the U/D method to time-lapse synthetic examples.
Introduction
Time-lapse or "4-D" seismic is designed to reveal subtle signals which are representative of reservoir changes. It is necessary to minimize all possible differences inevitably caused by changes of acquisition and processing algorithms between vintages. For 4-D OBS surveys, receiver positions can be made repeatable by permanent deployment of buried hydrophone and geophone sensors at the ocean bottom. It is extremely difficult to achieve complete repeatability on the source side because of variations in the water column and in shot locations. The latter can be addressed by repeating the exact shot locations as closely as possible. The former is due to variations in the water column caused for example by tidal effects and sea-water temperature and salinity changes, as well as source-side ghost variations due to variations in sea-surface conditions.
The conventional approach to the attenuation of these undesirable changes consists of a combination of moveout corrections and static shifts which require knowledge of water velocities and tides (Lacombe et al., 2009) , often difficult to obtain. Also, sea surface variability (rough sea) is not handled by these corrections. Often a post-stack matching step is required to account for unresolved differences. In this paper, we will show that the U/D method can compensate for water column changes without knowledge of water velocity and depth changes between vintages.
The principle behind this application of the U/D method is that the effect of the water column is identical on both the down-going and up-going wavefields and cancels by deconvolution. Thus the U/D method can be used to process two or more surveys acquired at different times to minimize water column induced variations.
Method
The theory of using up-down deconvolution to address surface-related water column multiples in a horizontally layered media is well known (see, for example, Sonneland and Berg, 1987) . Amundsen (2001) discusses the method in detail and extends the method to more complex geology. Wang et al., (2009 and 2010) show that for a flat seafloor the method has a wider range of applicability than originally assumed. Figure 1 illustrates the principle of updown deconvolution. A recorded up-going signal is the combination of a down-going signal D with the response of the subsurface R. Though illustrated for a single ray-path, this concept is applicable to the wavefield as a whole although strictly speaking it is valid only for a 1-D earth.
In practice for ocean bottom data we typically apply the U/D method in the receiver gather domain, since shots are typically better sampled than receivers. When the data are redatumed to the sea surface we can choose a set of common water column parameters (same sea height, same water velocity) for two or more surveys, thus removing water column effects. Additionally, source-side multiples may vary between surveys, due to water-column changes. This is a concern in 4-D processing because source-side multiples are not attenuated by the conventional PZ summation approach. However, the effect of variable source side multiples is effectively attenuated by the U/D method. 
Synthetic Examples
We apply the U/D method to two vintages of a time-lapse synthetic dataset calculated using the reflectivity method. The earth model is horizontally layered and isotropic. The two vintages have distinct water velocities and water depths. More in detail, the monitor model has a water velocity of 1480m/s, a reservoir velocity of 2600m/s and a water depth of 1510m. The corresponding baseline velocities and water depth are 1500m/s, 2500m/s and 1500m, respectively. Water column effects overwhelm the 4-D signal in the pressure receiver gather (Figure 2c ). On the other hand, water column effects are successfully removed by the U/D method (Figure 2f ). We use a constant 1500m/s water velocity and 1500m water depth to redatum the U/D deconvolution result of both baseline and monitor surveys. Notice how all surface-related water column multiples are effectively attenuated in Figure 2f .
As a second example, we generate two vintages of a 2-D isotropic finite-difference elastic synthetic data set using distinct water velocities and compared up-down deconvoulution and conventional PZ summation results. The sea bottom is mostly flat at a depth of 1300-1850m but significant subsurface structure is present. The average sea bottom dip is about 2 o . Figure 3 shows the baseline Pvelocity model. The monitor P-velocity model is characterized by a decrease of 0.3% (~5m/s) in water velocity and a decrease of 5% in the reservoir velocity, while S-velocity and density are unchanged. We perform 2-D wavefield separation and up-down deconvolution. We then image the data using a reverse time migration (RTM) algorithm adapted for OBS geometry. The up-down deconvolution results show good data repeatability between the baseline model and the monitor model (Figure 4 ) with a Normalized Root Mean Squared (NRMS) value of 0.09±0.03 in the overburden (Figures 7a and 7c ). This result is obtained without a-priori knowledge of the water velocity or its variations between monitor and base surveys. The conventional PZ summation results also show good data repeatability provided that we use the correct water column models ( Figure 5 ) in imaging each vintage, with a NRMS value of 0.11±0.04 in the overburden (Figures 7b  and 7d ). However, some residual shot-side multiples are still present in the baseline and monitor images. These multiples will be imaged to different locations in the baseline and the monitor surveys, and will therefore appear in the 4-D difference when a conventional PZ summation is used. Additionally, notice how repeatability is lower in the overburden when using the conventional PZ summation method, even when the exact velocities are used and no multiples are present in the shallow overburden window. The difference in repeatability is due to the fact that when PZ summation is used, differences in water velocity cause illumination differences in the two data vintages, even if the correct imaging velocity is used. On the other hand, when the correct water column velocity is not used in imaging, repeatability is very poor (Figure 6) . A post-stack matching step would be required to compensate for unresolved differences. On the contrary, the up-down deconvolution result in Figure 4 is not influenced by water column effects and no matching is required.
The benefit of up-down deconvolution is also evident in the frequency-domain NRMS analysis shown in Figure 8 . In the overburden, the up-down deconvolution result shows a lower and wider NRMS bandwidth compared to the conventional PZ summation result.
Conclusions
Provided the sea bottom is flat or gently dipping, the U/D method provides an effective and automatic water column correction for 4-D OBS data processing, without requiring any water-column knowledge. It also removes residual source-side water column multiples which affect 4-D seismic repeatability. These multiples will image to different locations even when the exact water velocity is known for each data vintage. In the examples shown, each data vintage is characterized by a spatially invariant water velocity. Lateral velocity variations within the water layer, either time invariant or time variant (i.e. due to tides and shooting line changes) may reduce the efficacy of the U/D method in the same way as seabottom structure can. The extent and sensitivity of the U/D method to these changes remains to be investigated. Figure 5 . From left to right: RTM images for the baseline model, the monitor model and their difference when the water column velocity variation is assumed to be known and is used in imaging. Receiver side multiples are attenuated using a conventional PZ summation results. The repeatability of the subsurface structure is significantly improved between the baseline model and the monitor model. But the residual multiples are not repeatable even when the correct water column velocity is used. 
