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SOLUTION OF VARIATIONAL INEQUALITY PROBLEMS ON
FIXED POINT SETS OF NONEXPANSIVE MAPPINGS USING
ITERATIVE METHODS.
ERIC U. OFOEDU∗, 1
Abstract. In this paper, we introduce new implicit and explicit iterative
schemes which converge strongly to a unique solution of variational inequality
problems for strongly accretive operators over a common fixed point set of
finite family of nonexpansive mappings in q-uniformly smooth real Banach
spaces. As an application, we introduce an iteration process which converges
strongly to a solution of the variational inequality which is a common fixed
point of finite family of strictly pseudocontractive mappings. Our theorems
extend, generalize, improve and unify the corresponding results of Xu [48] and
Yamada [50] and that of a host of other authors. Our corollaries and our
method of proof are of independent interest.
1. Introduction
Let (E, ‖.‖) be a real normed space. Let S := {x ∈ E : ‖x‖ = 1}. The space E is
said to have a Gaˆteaux differentiable norm if the limit
lim
t→0
‖x+ ty‖ − ‖x‖
t
exists for each x, y ∈ S. E is said to have a uniformly Gaˆteaux differentiable norm
if for each y ∈ S the limit is attained uniformly for x ∈ S. The space E is said to
be uniformly smooth if and only of for all ǫ > 0, there exists δ > 0 such that for all
x, y ∈ E with ‖x‖ = 1 and ‖y‖ ≤ δ, the inequality
‖x+ y‖+ ‖x− y‖
2
− 1 < ǫ‖y‖
holds. It is well known that every uniformly smooth real Banach space is a reflex-
ive real Banach space and has uniformly Gaˆteaux differentiable norm (see e.g., [13]).
Let E be a real normed linear space with dimension, dim(E) ≥ 2. The modulus of
smoothness of E is the function ρE : [0,∞)→ [0,∞) defined by
ρE(t) = sup
{‖x+ y‖+ ‖x− y‖
2
− 1 : ‖x‖ = 1, ‖y‖ = t
}
.
Key words and phrases. Modulus of smoothness, generalized duality maps, accretive opera-
tors,
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In terms of the modulus of smoothness (see e.g. [13]), the space E is called uni-
formly smooth if and only if lim
t→0+
ρE(t)
t
= 0. E is called q-uniformly smooth if and
only if there exists a constant c > 0 such that ρE(t) ≤ ct
q, t > 0. It is easy to see
that for 1 < q < +∞, every q-uniformly smooth Banach space is uniformly smooth;
and thus has a uniformly Gaˆteaux differentiable norm.
Let E be a real normed linear space with dual E∗. We denote by Jq the generalized
duality mapping from E to 2E
∗
defined by
Jqx := {f
∗ ∈ E∗ : 〈x, f∗〉 = ‖x‖q, ‖f∗‖ = ‖x‖q−1},
where 〈., .〉 denotes the generalized duality pairing between members of E and mem-
bers of E∗. For q = 2, the mapping J = J2 from E to 2E
∗
is called the normalized
duality mapping. It is well known that if E is uniformly smooth or E∗ is strictly
convex, then duality mapping is single-valued; and if E has a uniformly Gaˆteaux
differentiable norm then the duality mapping is norm-to-weak∗ uniformly continu-
ous on bounded subsets of E. If E = H is a Hilbert space then the duality mapping
becomes the identity map of H (see e.g., [13, 52]). In the sequel, we shall denote the
single-valued generalized duality mapping by jq and the single valued normalized
duality mapping by j.
A real normed space E with strictly convex dual is said to have a weakly sequentially
continuous generalized duality mapping jq if and only if for each sequence {xn}n≥1
in X such that {xn}n≥1 converges weakly to x∗ in X , we have that {jq(xn)}n≥1
converges in the weak∗ topology to jq(x∗). A real Banach space E is said to satisfy
Opial’s condition if for any sequence {xn}n≥1 in E such that {xn}n≥1 converges
weakly to x∗ in E, we have that
lim sup
n→∞
‖xn − x
∗‖ < lim sup
n→∞
‖xn − y‖
for all y ∈ E, y 6= x∗. By Theorem 1 of Gossez and Lami Dozo [17], it is known
that if E admits weakly sequentially continuous duality mapping, then E satisfies
Opial’s condition (see [17] for more details). Aside from Hilbert spaces, it was noted
in [5] that the most significant class of Banach spaces having a weakly sequentially
continuous generalized duality mapping are the sequence spaces ℓq for 1 < q < +∞
(see [6] and [7], where it is also shown that Lq(R) has no weakly sequentially con-
tinuous duality mapping for q 6= 2).
A mapping f : E → E is said to be a strict contraction or simply a contraction if
and only if there exists γ0 ∈ [0, 1) such that for all x, y ∈ E,
‖f(x)− f(y)‖ ≤ γ0‖x− y‖.
A mapping T : E → E is called nonexpansive if and only if for all x, y ∈ E,
‖Tx− Ty‖ ≤ ‖x− y‖.
A point x ∈ E is called a fixed point of an operator T if and only if Tx = x. The
set of fixed points of an operator T is denoted by F (T ), that is, F (T ) := {x ∈ E :
Tx = x}.
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A mapping A : E → E is said to be accretive if and if for all x, y ∈ E there exists
jq(x − y) ∈ Jq(x− y) such that
〈
Ax− Ay, jq(x− y)
〉
≥ 0.
The operator A : E → E is said to be ψ-uniformly accretive if there exists a strictly
increasing continuous function ψ : [0,+∞)→ [0,+∞) with ψ(0) = 0 such that for
all x, y ∈ E, there exists jq(x− y) ∈ Jq(x− y) such that
〈
Ax −Ay, jq(x − y)
〉
≥ ψ(‖x− y‖).
A : E → E is called strongly accretive if and only if there exists a constant η > 0
and for all x, y ∈ E there exist jq(x − y) ∈ Jq(x− y) such that
〈
Ax−Ay, jq(x− y)
〉
≥ η‖x− y‖q.
It is easy to see that every strongly accretive mapping is ψ-uniformly accretive with
ψ(τ) = ητq ∀ τ ∈ [0,+∞). When E = H is a Hilbert space, accretive, ψ-uniformly
accretive, strongly accretive mappings coincide with monotone, ψ-uniformly mono-
tone, strongly monotone mappings, respectively.
A bounded linear operator A : H → H is called a strongly positive operator if and
only if there exist a constant k > 0 such that for all x ∈ H,
〈
Ax, x
〉
≥ k‖x‖2.
Thus, every strongly positive bounded linear operator on H is strongly monotone.
Iterative approximation of fixed points and zeros of nonlinear operators has been
studied extensively by many authors to solve nonlinear operator equations as well
as variational inequality problems (see e.g., [20], [25]-[31], [35]-[41], [14, 15]). In
particular, iterative approximation of fixed points of nonexpansive mappings is an
important subject in nonlinear operator theory and its applications in image re-
covery and signal processing is well known (see e.g., [12, 34, 51]). Most published
results on nonexpansive mappings centered on the iterative approximation of fixed
points of the nonexpansive mappings or approximation of a common fixed points
of a given family of nonexpansive mappings.
Iterative methods for nonexpansive mappings are now also applicable in solving
convex minimization problems (see, for example, [48] and references therein). Let
H be a real Hilbert space with inner product
〈
., .
〉
. Let C be a closed convex
nonempty subset of H , let T : C → C be a nonexpansive mapping such that
F (T ) 6= ∅. Given u ∈ C and a real sequence {αn}n≥1 in the interval (0, 1), starting
with an arbitrary initial x0 ∈ C, let a sequence {xn}n≥1 be defined by
xn+1 = αn+1u+ (1− αn+1)Txn, n ≥ 0.(1.1)
Under appropriate conditions on the iterative parameter {αn}n≥1, it has been
shown by Halpern [18], Lions [23], Wittmann [44] and Bauschke [2] that {xn}n≥0
converges strongly to PF (T )u, the projection of u to the fixed point set, F (T ) of T .
This means that the limit of the sequence {xn}n≥0 solves the following minimization
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problem:
find x∗ ∈ F (T ) such that ‖x∗ − u‖ = min
x∈F (T )
‖x− u‖.
H. K. Xu [48] studied the following quadratic minimization problem: find x∗ ∈ F (T )
such that
1
2
〈
Ax∗, x∗
〉
−
〈
x∗, u
〉
= min
x∈F (T )
(1
2
〈
Ax, x
〉
−
〈
x, u
〉)
,(1.2)
where u ∈ H is fixed and A : H → H a bounded linear strongly positive operator.
Let C1, C2, ..., CN be N closed convex subsets of a real Hilbert space H having a
nonempty intersection C. Suppose also that each Ci is a fixed point set of nonex-
pansive mappings Ti : H → H, i = 1, 2, ..., N , Xu [48] proved strong convergence of
the iterative algorithm
x0 ∈ H, xn+1 = (I − αn+1A)Tn+1xn + αn+1u, n ≥ 0(1.3)
(where Tn = Tn mod N and the mod function takes values in {1, 2, ..., N}) to a
unique solution of the quadratic minimization problem (1.2).
Marino and Xu [26], proved that the iteration scheme given by
x0 ∈ H, xn+1 = αnγf(xn) + (I − αnA)Txn, n ≥ 0(1.4)
converges strongly to a unique solution x′ ∈ F (T ) of the variational inequality〈
(γf −A)x′, y − x′
〉
≤ 0 ∀ y ∈ F (T ),(1.5)
which is the optimality condition for the minimization problem
min
x∈F (T )
(1
2
〈
Ax, x
〉
− h(c)
)
,
where h is a potential function for γf (that is, h′(x) = γf(x) for all x ∈ H); pro-
vided f : H → H is a contraction, T : H → H is nonexpansive and the iterative
parameter {αn}n≥0 satisfies appropriate conditions.
In [50], Yamada introduced the following hybrid iterative method
x0 ∈ H, xn+1 = Txn − µλnA(Txn), n ≥ 0,(1.6)
where T is nonexpansive, A is L-Lipschitzian and strongly monotone operator with
constant η > 0 and 0 < µ < 2η
L2
. He proved that if {λn}n≥1 satisfy appropriate
conditions, then (1.6) converges strongly to a unique solution x′ ∈ F (T ) of the
varational inequality 〈
Ax′, y − x′
〉
≥ 0 ∀ y ∈ F (T ).
Recently, M. Tian [43] introduced the following iterative method:
x0 ∈ H, xn+1 = αnγf(xn) + (I − µαnA)Txn, n ≥ 0.(1.7)
Tian [43] proved that if f : H → H is a contraction, A : H → H is an η-
strongly monotone mapping, T : H → H a nonexpansive mapping and the parame-
ter {αn}n≥1 satisfies appropriate conditions, then the sequence {xn}n≥1 converges
strongly to a unique solution x′ ∈ F (T ) of the variational inequality〈
(γf − µA)x′, y − x′
〉
≤ 0 ∀ y ∈ F (T ).
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In this paper, motivated by the results of the authors mentioned above, it is
our aim to introduce new implicit and explicit iterative schemes which converge
strongly to a unique solution of variational inequality problem over a common
fixed point set of finite family of nonexpansive mappings in q-uniformly smooth
real Banach spaces. As an application, we introduce an iteration process which
converges storngly to a solution of the variational inequality which is a common
fixed point of family of strictly pseudocontractive mappings. Our theorems extend,
generalize, improve and unify the corresponding results of Xu [48] and Yamada [50]
and that of a host of other authors. Our corollaries and our method of proof are of
independent interest.
2. Preliminary
Let µ be a bounded linear functional defined on ℓ∞ satisfying ‖µ‖ = 1 = µ(1). It
is known that µ is a mean on N if and only if
inf{an : n ∈ N} ≤ µ(an) ≤ sup{an : n ∈ N}
for every a = (a1, a2, a3, ...) ∈ ℓ∞. In the sequel, we shall use µn(an) instead of
µ(a). A mean µ on N is called a Banach limit if µn(an) = µn(an+1) for every
a = (a1, a2, a3, ...) ∈ ℓ∞. It is well known that if µ is a Banach limit, then
lim inf
n→∞
an ≤ µnan ≤ lim sup
n→∞
an
for all a = (a1, a2, a3, ...) ∈ ℓ∞. Furthermore, if a = (a1, a2, ...), b = (b1, b2, ...) ∈ ℓ∞
and lim
n→∞
an = a
∗
(
lim
n→∞
(an − bn) = 0
)
, then µn(an) = a
∗
(
repectively, µn(an) =
µn(bn)
)
.
In what follows, we shall make use of the following Lemmas:
Lemma 2.1. Let E be a real normed linear space, then for 1 < q < +∞, the
following inequality holds:
‖x+ y‖q ≤ ‖x‖q + q
〈
y, jq(x+ y)
〉
∀ x, y ∈ E, ∀ jq(x + y) ∈ Jq(x+ y).
Lemma 2.2. (See e.g., [4, 46, 48]) Let {λn}n≥1 be a sequence of nonnegative real
numbers satisfying the condition
λn+1 ≤ (1− αn)λn + σn, n ≥ 0,
where {αn}n≥0 and {σn}n≥0 are sequences of real numbers such that {αn}n≥1 ⊂
[0, 1],
∞∑
n=1
αn = +∞. Suppose that σn = o(αn), n ≥ 0 (i.e., lim
n→∞
σn
αn
= 0) or
∞∑
n=1
|σn| < +∞ or lim sup
n→∞
σn
αn
≤ 0, then λn → 0 as n→∞.
Lemma 2.3. (Compare with Lemma 3 pg. 257 of Bruck [11]) Let C be a nonempty
closed and convex subset of a real strictly convex Banach space E. Let {Ti}i≥1 be a
sequence of nonself nonexpansive mappings Ti : C → E such that F :=
∞⋂
i=1
F (Ti) 6=
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∅. Let {σi} ⊂ (0, 1) be such that
∞∑
i=1
σi = 1. Then the mapping T :=
∞∑
i=1
σiTi : C →
E is well defined, nonexpansive and F (T ) =
∞⋂
i=1
F (Ti).
Lemma 2.4. (See [53], p.202 Lemma 3). Let E be a strictly convex Banach space
and C be a closed convex subset of E. Let T1, T2,...,Tr be nonexpansive map-
pings of C into itself such that the set of common fixed points of T1, T2,...,Tr is
nonempty. Let S1, S2,...,Sr be mappings of C into itself given by Si = (1−γi)I+γiTi
for any 0 < γi < 1, i = 1, 2, ..., r, where I denotes the identity mapping on C.
Then S1, S2,...,Sr satisfies the following:
r⋂
i=1
F (Si) =
r⋂
i=1
F (Ti) and
r⋂
i=1
F (Si) =
F (SrSr−1...S1) = F (S1Sr−1...S2) = ... = F (Sr−1...S1Sr).
Lemma 2.5. (See e.g. [47]) Let E be a q-uniformly smooth real Banach space for
some q > 1, then there exists some positive constant dq such that
‖x+ y‖q ≤ ‖x‖q + q
〈
y, jq(x)
〉
+ dq‖y‖
q ∀ x, y ∈ E, ∀ jq(x) ∈ Jq(x).(2.1)
If E is Lq (or ℓq) space, the constant dq in (2.1) has been calculated. This is shown
in the following lemma.
Lemma 2.6. (See e.g. [21]) Let E be Lq (or ℓq) space (1 < q < +∞) and x, y ∈ E,
(1) if 1 < q < 2, then
‖x+ y‖q ≤ ‖x‖q + q
〈
y, jq(x)
〉
+ dq‖y‖
q ∀ x, y ∈ E, ∀ jq(x) ∈ Jq(x),
where dq =
1+bq−1q
(1+bq)q−1
, and bq is the unique solution of the equation
(q − 2)bq−1 + (q − 1)bq−2 − 1 = 0, 0 < b < 1.
(2) if 2 ≤ q < +∞, then
‖x+ y‖2 ≤ ‖x‖2 + 2
〈
y, j(x)
〉
+ (q − 1)‖y‖2 ∀ x, y ∈ E, ∀ j(x) ∈ J(x).
Lemma 2.7. (Lemma 2.2 of [45], p. 1411) Let C be a closed convex nonempty
subset of a reflexive Banach space which satisfies Opial’s condition and suppose
T : C → E is nonexpansive, then the mapping I − T is demiclosed at zero, that is
is {xn}n≥1 is a sequence in C such that xn ⇀ x∗ and xn − Txn → 0 as n → ∞,
then x∗ = Tx∗
3. Main results.
Lemma 3.1. Let E be a real normed space. Let A : E → E be a strongly accretive
mapping with a constant η > 0. Let λ > 0, then the mapping λA : E → E is
strongly accretive.
proof. Observe that
〈
λAx − λAy, jq(x− y)
〉
= λ
〈
Ax−Ay, jq(x− y)
〉
≥ λη‖x− y‖q.(3.1)
This completes the proof. ✷
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Lemma 3.2. Let E be a real normed space. Let A : E → E be a strongly accretive
mapping with a constant η > 0. Let T : E → E be a nonexpansive mapping such
that F (T ) 6= ∅, λ > 0 and u ∈ E be a fixed vector. Suppose that the solution
x′ ∈ F (T ) of the variational inequality
〈
u − λAx′, jq(p − x′)
〉
≤ 0 ∀ p ∈ F (T )
exists, then x′ is unique.
Proof. Suppose for contradiction that the variational inequality has two solutions
in F (T ), say x′ 6= y′, then we have, in particular, that
〈
u− λAx′, jq(y′ − x′)
〉
≤ 0
and
−
〈
u− λAy′, jq(y′ − x′)
〉
≤ 0.
Thus, adding these two inequalities and using (3.1), we obtain that
λη‖y′ − x′‖q ≤
〈
λAy′ − λAx′, jq(y′ − x′)
〉
≤ 0,
a contradiction. Hence, the variational inequality has a unique solution, provided
the solution exists. This completes the proof. ✷
Let 1 < q < +∞ and let E be a q-uniformly smooth real Banach space. Let
A : E → E be an L-Lipschitzian strongly accretive mapping with a constant η > 0.
Let T : E → E a nonexpansive mapping. Then for the map (I − tλA)T : E → E
(where I is the identity map of K, λ > 0 and t ∈ (0, 1)), we obtain using Lemma
2.5 that
‖(I − tλA)Tx− (I − tλA)Ty‖q = ‖Tx− Ty − tλ(ATx−ATy)‖q
≤ ‖Tx− Ty‖q − qtλ
〈
ATx−ATy, jq(Tx− Ty)
〉
+dq(tλ)
q‖ATx−ATy‖q
≤ ‖Tx− Ty‖q − qtηλ‖Tx− Ty‖q
+dq(tLλ)
q‖Tx− Ty‖q
≤
(
1− tλ(qη − dqL
qλq−1)
)
‖Tx− Ty‖q
So that if λ is such that 0 < λ <
(
qη
Lqdq
) 1
q−1
, we have that
0 < 1− tλ(qη − dqL
qλq−1) < 1
and since T is a nonexpansive mapping of E into E and 1 < q < +∞, we obtain
‖(I − tλA)Tx− (I − tλA)Ty‖ ≤
(
1− tλ(qη − dqL
qλq−1)
) 1
q
‖Tx− Ty‖
≤
(
1− tλ(qη − dqL
qλq−1)
) 1
q
‖x− y‖.(3.2)
Lemma 3.3. Let E be a q-uniformly smooth real Banach space. Let A : E → E
be an L-Lipschitzian strongly accretive mapping with a constant η > 0. Let T :
E → E be a nonexpansive mapping such that F (T ) 6= ∅. Let u ∈ E be fixed,
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0 < λ <
(
qη
Lqdq
) 1
q−1
and t ∈
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
, then there exists a unique
zt ∈ E such that
zt = tu+ (I − tλA)Tzt.(3.3)
Proof. For each t ∈
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
, define St : E → E by Stx =
tu+ (I − tλA)Tx for all x ∈ E. Then,
‖Stx− Sty‖ = ‖(I − tλA)Tx− (I − tλA)Ty‖
≤
(
1− tλ(qη − dq(L)
qλq−1)
) 1
q
‖x− y‖
Thus, for all t ∈
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
, we have that St is a strict contraction
on E. Hence, there exists a unique zt ∈ E which satisfies (3.3). This completes the
proof. ✷
Lemma 3.4. Let E, A, u ∈ E and T be as in Lemma 3.3. Let {zt} satisfy (3.3),
then
(1) The mapping from
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
to E given by t 7→ zt is con-
tinuous.
(2) {zt} is bounded;
(3) lim
t→0
‖zt − Tzt‖ = 0;
Proof.
(1) Let t0 ∈
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
be arbitrary. It is enough to show that
the mapping from
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
to E given by t 7→ zt is con-
tinuous at t0. Now, for some constant M1 > 0 and using Lemma 2.1, we
have that
‖zt − zt0‖
q = ‖(t− t0)u− (t− t0)λATzt + (I − t0λA)Tzt − (I − t0λA)Tzt0‖
q
≤ ‖(I − t0λA)Tzt − (I − t0λA)Tzt0‖
q
+q
〈
(t− t0)u− (t− t0)λATzt, jq(zt − zt0)
〉
≤
(
1− t0(qηλ − dq(Lλ)
q)
)
‖zt − zt0‖
q + |t− t0|M1‖zt − zt0‖
q−1.(3.4)
Thus, we obtain from (3.4) that
‖zt − zt0‖ ≤
M1
t0(qηλ− dq(Lλ)q)
∣∣∣t− t0
∣∣∣
and the result follows.
(2) Let p ∈ F (T ). If zt = p for all t ∈
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
, then we are
done. Otherwise, let t∗ ∈
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
be such that zt 6= p
∀ t ∈ (0, t∗]; then using (3.2), (3.3) and Lemma 2.1, we have that ∀ t ∈
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(0, t∗],
‖zt − p‖
q = ‖(I − tλA)Tzt − (I − λA)p+ t(u − λAp)‖
q
≤
(
1− t(qηλ − dq(Lλ)
q)
)
‖zt − p‖
q
+qt
〈
u− λAp, jq(zt − p)
〉
≤
(
1− t(qηλ − dq(Lλ)
q)
)
‖zt − p‖
q
+qt‖u− λAp‖.‖zt − p‖
q−1(3.5)
Thus, we obtain from (3.5) that
‖zt − p‖ ≤
(
1− t(qηλ− dq(Lλ)
q)
)
‖zt − p‖+ qt‖u− λAp‖.(3.6)
Inequality (3.6) therefore gives
‖zt − p‖ ≤
q‖u− µAp‖
qηλ− dq(Lλ)q
.
Hence, the path {zt} is bounded; and so is {ATzt}.
(3) Therefore, using (3.3), we have that for some constant M0 > 0,
‖zt − Tzt‖ ≤ t‖u− λATzt‖ ≤ tM0 → 0 as t→ 0.
This completes the proof. ✷
Theorem 3.5. Let E, A, u ∈ E and T be as in Lemma 3.3. Let {zt} satisfy
(3.3), then {zt} converges strongly to some x
′ ∈ F (T ) which is a solution of the
variational inequality
〈
u− λAx′, j(p− x′)
〉
≤ 0 ∀ p ∈ F (T ).(3.7)
Proof. By Lemma 3.2, if solution of (3.7) exists in F (T ), then it is unique. Let
p ∈ F (T ), then using (3.3), we have that
zt − p = t
(
u− λAp
)
+ (I − tλA)Tzt − (I − tλA)p.(3.8)
Thus, using (3.2), (3.8) and Lemma 2.1,
‖zt − p‖
q = ‖(I − tλA)Tzt − (I − tλA)p‖
q
+qt
〈
u− λAp, jq(zt − p)
〉
≤
(
1− t(qηλ− dq(λL)
q
)
‖zt − p‖
q
+qt
〈
u− λAp, jq(zt − p)
〉
.(3.9)
So, (3.9) implies that
‖zt − p‖
q ≤
1
qηλ− dq(λL)q
〈
u− λAp, jq(zt − p)
〉
.(3.10)
From Lemma 3.4 we know that {zt} is bounded. Let {tn}n≥1 in
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
be such that lim
n→∞ tn = 0 and set zn = ztn . Then, defining Ψ : E → R ∪ {+∞} by
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Ψ(x) = µn‖zn− x‖q for all x ∈ E, where µn is a Banach limit on ℓ∞, we have that
Ψ is continuous, convex and lim
‖x‖→+∞
Ψ(x) = +∞. Thus, setting
K =
{
y ∈ E : Ψ(y) = min
x∈E
Ψ(x)
}
,
then K is bounded closed convex and nonempty subset of E and since by Lemma
3.4, lim
n→∞
‖zn−Tzn‖ = 0, we obtain using Lemma 2.1 that for some constantQ∗ > 0
and for all y ∈ K,
Ψ(Ty) = µn‖zn − Ty‖
q = µn‖Tzn − Ty + zn − Tzn‖
q
≤ µn
(
‖Tzn − Ty‖
q + q
〈
zn − Tzn, jq(zn − Ty)
〉)
≤ µn
(
‖Tzn − Ty‖
q + ‖zn − Tzn‖Q
∗
)
≤ µn‖zn − y‖
q + µn‖zn − Tzn‖Q
∗ = µn‖zn − y‖q = Ψ(y).(3.11)
Thus, T (K) ⊂ K; that is, K is invariant under T . Since E is uniformly smooth
real Banach space and thus every bounded closed convex nonempty subset of E has
the fixed point property for nonexpansive mappings, then there exists x′ ∈ K such
that Tx′ = x′. Since x′ is also a minimizer of µ over E, it follows that for arbitrary
x ∈ E and for all ξ ∈ (0, 1), Ψ(x′) ≤ Ψ
(
x′ + ξ(x − x′)
)
. Lemma 2.1 gives
‖zn − x
′ − ξ(x − x′)‖q ≤ ‖zn − x′‖q − qξ
〈
x− x′, jq
(
zn − x
′ − ξ(x− x′)
)〉
.(3.12)
Inequality (3.12) implies that
µn
〈
x− x′, jq
(
zn − x
′ − ξ(x − x′)
)〉
≤ 0.(3.13)
Furthermore, since E is uniformly smooth, the generalized duality mapping jq is
norm-to-norm uniformly continuous on bounded subsets of E; and hence
lim
ξ→0
(〈
x− x′, jq(zn − x′)
〉
−
〈
x− x′, jq
(
zn − x
′ − ξ(x− x′)
)〉)
= 0.
So, for all ǫ > 0, there exists δǫ > 0 such that for all ξ ∈ (0, δǫ) and for all n ∈ N,
we have that〈
x− x′, jq(zn − x′)
〉
−
〈
x− x′, jq
(
zn − x
′ − ξ(x− x′)
)〉
< ǫ.
This implies that for all ξ ∈ (0, δǫ),
µn
〈
x− x′, jq(zn − x′)
〉
≤ ǫ+ µn
〈
x− x′, jq
(
zn − x
′ − ξ(x− x′)
)〉
≤ ǫ
and since ǫ > 0 is arbitrary, we obtain that
µn
〈
x− x′, jq(zn − x′)
〉
≤ 0 ∀ x ∈ E.
Hence, we have in particular, that for the fixed u ∈ E and 2x′ − λAx′ ∈ E
µn
〈
u− x′, jq(zn − x′)
〉
≤ 0(3.14)
and
µn
〈
(2x′ − λAx′)− x′, jq(zn − x′)
〉
= µn
〈
x′ − λAx′, jq(zn − x′)
〉
≤ 0.(3.15)
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Moreover, since {tn}n≥1 is in
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
and x′ ∈ F (T ), we obtain
from (3.10) that
‖zn − x
′‖q ≤
1
qηλ − dq(λL)q
〈
u− λAx′, jq(zn − x′)
〉
=
1
ω
(〈
u− x′, jq(zn − x′)
〉
+
〈
x′ − λAx′, jq(zn − x′)
〉)
,(3.16)
where ω = qηλ− dq(λL)q. So, from (3.16) (using (3.14), (3.15) and the linearity of
Banach limit) we obtain that
µn‖zn − x
′‖q ≤
1
ω
µn
〈
u− x′, jq(zn − x′)
〉
+
+
1
ω
µn
〈
x′ − λAx′, jq(zn − x′)
〉
≤ 0.(3.17)
So, µn‖zn − x′‖q = 0 and this implies that there exists a subsequence {zni}i≥1 of
{zn}n≥1 such that zni → x
′ as i→∞.
We now show that x′ is a solution of the variational inequality (3.7). From (3.3),
we obtain that
zni = tniu+ (I − tniλA)Tzni .
This gives
λAzni − u = −
1
tni
(zni − Tzni) + λ(Azni −ATxni).(3.18)
Thus, for all p ∈ F (T ), we obtain from (3.18) that
〈
λAzni − u, jq(zni − p)
〉
= −
1
tni
〈
zni − Tzni , jq(zni − p)
〉
+λ
〈
Azni −ATxni , jq(zni − p)
〉
(3.19)
Since T is nonexpansive, we have that (I − T ) is accretive. Thus,〈
zni − Tzni, jq(zni − p)
〉
=
〈
(I − T )zni − (I − T )p, jq(zni − p)
〉
≥ 0.
So, (3.19) gives
〈
λAzni − u, jq(zni − p)
〉
≤ λ
〈
Azni −ATxni , jq(zni − p)
〉
(3.20)
Using (3.20), we obtain (for some constant M2 > 0) that〈
λAx′ − u, jq(x′ − p)
〉
=
〈
λAzni − u, jq(zni − p)
〉
−
〈
λAzni − λAx
′, jq(zni − p)
〉
+
〈
u− λAx′, jq(zni − p)− jq(x
′ − p)
〉
≤ M2
(
‖Azni −ATzni‖+ ‖λAzni − λAx
′‖
+‖jq(zni − p)− jq(x
′ − p)‖
)
.(3.21)
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Hence, since A, T are continuous, zni → x
′ ∈ F (T ) as i → ∞ and the generalized
duality mapping is norm-to-norm uniformly continuous on bounded subsets of E
(and thus norm-to-norm continuous on bounded subsets of E), we obtain from
(3.21) that (as i→∞)〈
λAx′ − u, jq(x′ − p)
〉
≤ 0 ∀ p ∈ F (T ).
So, x′ ∈ F (T ) is a solution (3.7).
Finally, we show that {zn}n≥1 converges to x′. Suppose that there is another sub-
sequence {znl}l≥1 of {zn}n≥1 such that znl → z
′ ∈ E as l → ∞. Then by serial
number (2) of Lemma 3.4, we have that z′ ∈ F (T ). Similar argument (from (3.18)
to (3.21) with zni replaced by znl) shows that〈
λAz′ − u, jq(z′ − p)
〉
≤ 0 ∀ p ∈ F (T ).
Uniqueness of solution of (3.7) shows that x′ = z′. Hence, zn = ztn → x
′ and
n → ∞. Consequently, we obtain that the path {zt} given by (3.3) converges
strongly (as t → 0) to unique x′ ∈ F (T ) which solves the variational inequality
(3.7). This completes the proof. ✷
Remark 3.6. One may worry about how lim
t→0
zt = x
′. Actually, this follows from the
fact that for any sequence {tm}m≥1 in
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
such that tm → 0
as m → ∞, the argument of the proof of Theorem 3.5 shows that {ztm}m≥1 =
{zm}m≥1 converges to x∗ ∈ F (T ) which solves the variational inequality (3.7) and
since solution of (3.7) is unique, then x∗ = x′. Thus, the path {zt} has a unique
accumulation point as t→ 0.
The following corollaries follow from our discussion so far.
Corollary 3.7. Let E be a real Lp or (ℓp) space. Let A and T be as in Lemma 3.3
and {zt} satisfy (3.3), then we obtain the same conclusion as in Theorem 3.5.
Remark 3.8. Since every Hilbert space is a 2-uniformly smooth Banach space, it
follows from Lemma 2.6 that if E = H is a Hilbert space, then dq = d2 = 1.
Furthermore, we recall that in a Hilbert space H , the duality mapping coincide
with the identity mapping on H. Thus, we have the following corollary.
Corollary 3.9. Let H be a real Hilbert space, T : H → H a nonexpansive mapping
such that F (T ) 6= ∅ and A : H → H be an L-Lipschitzian strongly accretive mapping
with a constant η > 0. Let u ∈ H be fixed. Suppose that 0 < λ < 2η
L2
and
t ∈
(
0,min
{
1, 12ηλ−(λL)2
})
, then there exists a unique zt ∈ H satisfying (3.3).
Moreover, {zt} converges strongly (as t→ 0) to a unique solution x′ ∈ F (T ) of the
variational inequality
〈
u− λAx′, p− x′
〉
≤ 0 ∀ p ∈ F (T ).
Corollary 3.10. Let E be a strictly convex q-uniformly smooth real Banach space,
let A : E → E be an L-Lipschitzian strongly accretive mapping with a constant
η > 0. Let Ti : E → E, i = 1, 2, ... be a countable family of nonexpansive mappings
such that F :=
∞⋂
i=1
F (Ti) 6= ∅. Let T :=
∞∑
i=1
σiTi, where {σi}i≥1 ⊂ (0, 1) is such
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that
∞∑
i=1
σi = 1. Let u ∈ E be fixed. Suppose that the conditions of Lemma 3.3
are satisfied, then there exist a unique zt ∈ E satisfying zt = tu + (I − tλA)Tzt.
Moreover, {zt} converges strongly (as t→ 0) to a unique solution x′ ∈ F (T ) of the
variational inequality
〈
(u− λAx′, j(p− x′)
〉
≤ 0 ∀ p ∈ F.
Proof. By Lemma 2.3, T :=
∞∑
i=1
σiTi is well defined, nonexpansive and F (T ) = F.
The rest follows as in the proof of Theorem 3.5. ✷
Corollary 3.11. Let E be a strictly convex q-uniformly smooth real Banach space,
let A : E → E be an L-Lipschitzian strongly accretive mapping with a constant
η > 0. Let Ti : E → E, i = 1, 2, ...,m be a finite family of nonexpansive mappings
such that F :=
m⋂
i=1
F (Ti) 6= ∅. Let T :=
m∑
i=1
σiTi, where {σi}mi=1 ⊂ (0, 1) is such
that
m∑
i=1
σi = 1. Let u ∈ E be fixed. Suppose that the conditions of Lemma 3.3
are satisfied, then there exist a unique zt ∈ E satisfying zt = tu + (I − tλA)Tzt.
Moreover, {zt} converges strongly to a unique solution x′ ∈ F (T ) of the variational
inequality
〈
u− λAx′, j(p− x′)
〉
≤ 0 ∀ p ∈ F .
4. Strong convergence of explicit iteration scheme for finite family
of nonexpansive mappings.
In the sequel, we shall assume that 0 < λ <
(
qη
Lqdq
) 1
q−1
, αn ∈
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
∀ n ∈ N, lim
n→∞
αn = 0,
∞∑
n=1
αn =∞ and lim
n→∞
αn+r − αn
αn+r
= 0⇐⇒ lim
n→∞
αn
αn+r
= 1.
Theorem 4.1. Let E be a q-uniformly smooth real Banach space which admits
weakly sequentially continuous generalized duality mapping, let A : E → E be an L-
Lipschitzian strongly accretive mapping with a constant η > 0. Let Ti : E → E, i =
1, 2, ..., r be a finite family of nonexpansive mappings such that Ω :=
r⋂
i=1
F (Ti) 6= ∅.
Let u ∈ E be fixed and {xn}n≥1 be a sequence in E generated iteratively by
x0 ∈ E, xn+1 = αn+1u+ (I − αn+1λA)Tn+1xn, n ≥ 0,(4.1)
where Tn = Tn mod r and mod function takes values in {1, 2, ..., r}. Suppose that Ω =
F (TrTr−1...T1) = F (T1Tr−1...T2) = ... = F (Tr−1...T1Tr), then, {xn}n≥0 converges
strongly to a solution of the variational inequality
〈
u− λAx′, jq(p− x′)
〉
≤ 0 ∀ p ∈ Ω.(4.2)
.
Proof. Since the mapping G = T1T2...Tr : E → E is nonexpansive, then following
the method of proof of Theorem 3.5, we have that for all t ∈
(
0,min
{
1, 1
qηλ−dq(Lλ)q
})
,
there exists unique zt ∈ E which satisfies zt = tu + (I − tλA)Gzt, moreover, {zt}
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converges to a unique solution x′ ∈ F (G) = Ω of (4.2). We now show that the ex-
plicit scheme (4.1) converges strongly to x′. We start by showing first that {xn}n≥0
is bounded. Now, let p ∈ Ω and set
r := max
{
‖x0 − p‖,
q‖u− λAp‖
qηλ− dq(Lλ)q
}
.
We show by induction that
‖xn − p‖ ≤ r ∀ n ≥ 0.(4.3)
Observe that for n = 0 (4.3) clearly holds. Assume for n > 0 that (4.3) is true. We
show that (4.3) is also true for n+ 1. Suppose for contradiction that this does not
hold, then
‖xn+1 − p‖ > r ≥ ‖xn − p‖.
Thus, using (3.2), (4.1) and Lemma 2.1, we obtain that
‖xn+1 − p‖
q = ‖αn+1u+ (I − αn+1λA)Tn+1xn − p‖
q
= ‖(I − αn+1λA)Tn+1xn
−(I − αn+1λA)p+ αn+1(u− λAp)‖
q
≤ ‖(I − αn+1λA)Tn+1xn − (I − αn+1λA)p‖
q
+qαn+1
〈
u− λAp, jq(xn+1 − p)
〉
≤
(
1− αn+1(qηλ − dq(Lλ)
q)
)
‖xn − p‖
q
+qαn+1‖u− λAp‖.‖xn+1 − p‖
q−1
<
(
1− αn+1(qηλ − dq(Lλ)
q)
)
‖xn+1 − p‖
q
+qαn+1‖u− λAp‖.‖xn+1 − p‖
q−1.(4.4)
Inequality (4.4) implies that
‖xn+1 − p‖ <
q‖u− λAp‖
qηλ− dq(Lλ)q
,
a contradiction. Hence, the sequence {xn}n≥1 is bounded. Consequently,
{Tn+1xn}n≥1 and {ATn+1xn}n≥1 are also both bounded.
Furthermore, using (4.1),
xn+r − xn = (αn+r − αn)u + (I − αn+rλA)Tn+rxn+r−1 − (I − αn+rλA)Tnxn−1
−(αn+r − αn)λATnxn−1.(4.5)
Thus, using the fact that Tn+r = Tn, we obtain from (4.5) using Lemma 2.1 that
for some constant M5 > 0,
‖xn+r − xn‖
q ≤
(
1− αn+1(qηλ− dq(Lλ)
q)
)
‖xn+r−1 − xn−1‖q
+|αn+r − αn|M5
=
(
1− αn+r(qηλ − dq(Lλ)
q)
)
‖xn+r−1 − xn−1‖q
+M5αn+r
|αn+r − αn|
αn+r
(4.6)
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So, using (4.6), we obtain from Lemma 2.2 that
lim
n→∞
‖xn+r − xn‖ = 0(4.7)
Furthermore, from the recursion formula (4.1) and for some constant M6 > 0, we
obtain
‖xn+1 − Tn+1xn‖ = αn+1‖u− λATn+1xn‖ ≤ αn+1M6.
Thus,
lim
n→∞
‖xn+1 − Tn+1xn‖ = 0.
Similar argument shows that
xn+r − Tn+rxn+r−1 → 0 as n→∞.(4.8)
Thus, we obtain using (4.8) and the fact that Tn is nonexpansive that
xn+r − Tn+rxn+r−1 → 0 as n→∞
Tn+rxn+r−1 − Tn+rTn+r−1xn+r−2 → 0 as n→∞
Tn+rTn+r−1xn+r−2 − Tn+rTn+r−1Tn+r−2xn+r−3 → 0 as n→∞
...
Tn+r...Tn+2xn+1 − Tn+r...Tn+2Tn+1xn → 0 as n→∞.
Adding up these yields
xn+r − Tn+r...Tn+2Tn+1xn → 0 as n→∞.(4.9)
But,
‖xn − Tn+r...Tn+2Tn+1xn‖ ≤ ‖xn − xn+r‖
+‖xn+r − Tn+r...Tn+2Tn+1xn‖(4.10)
Thus, using (4.7), (4.9) and (4.10), we get that
lim
n→∞
‖xn − Tn+r...Tn+2Tn+1xn‖ = 0.(4.11)
Next, we show that
lim sup
n→∞
〈
u− λAx′, jq(xn − x′)
〉
≤ 0.
Let {xnk}k≥1 be a subsequence of {xn}n≥1 such that
lim sup
n→∞
〈
u− λAx′, jq(xn − x′)
〉
= lim
k→∞
〈
u− λAx′, jq(xnk − x
′)
〉
.
Since {xn}n≥1 is bounded and since E is a reflexive real Banach space, there exists
a subsequence {xnkm }m≥1 of {xnk}k≥1 such that {xnkm }m≥1 converges weakly to
some p∗ ∈ E. Without loss of generality, we may assume that nkm is such that
Tnkm = Ti for some i ∈ {1, 2, ..., r}, for all m ≥ 1. It therefore follows from (4.11)
that
lim
m→∞ ‖xnkm − Ti+r...Ti+2Ti+1xnkm ‖ = 0.
16 E. U. OFOEDU
So, by Lemma 2.7, p∗ ∈ F (Ti+r...Ti+2Ti+1) = Ω. Thus, since E has weakly sequen-
tial continuous generalized duality mapping, we have that
lim sup
n→∞
〈
u− λAx′, jq(xn − x′)
〉
= lim
k→∞
〈
u− λAx′, jq(xnk − x
′)
〉
= lim
m→∞
〈
u− λAx′, jq(xnkm − x
′)
〉
=
〈
u− λAx′, jq(p∗ − x′)
〉
≤ 0
(4.12)
Thus, setting
θn = max
{
0,
〈
u− λAx′, jq(xn − x′)
〉}
,
then it is easy to see that lim
n→∞
θn = 0. Furthermore, we obtain from the recursion
formula (4.1) using Lemma 2.1 that
‖xn+1 − x
′‖q ≤
(
1− αn+1(qηλ − dq(λL)
q)
)
‖xn − x
′‖q
+qαn+1
〈
u− λAx′, jq(xn+1 − x′)
〉
≤
(
1− αn+1(qηλ − dq(λL)
q)
)
‖xn − x
′‖q + δn ∀ n ≥ 0,
where δn = αn+1q(qηλ− dq(λL)q)
[
θn+1
qηλ−dq(λL)q
]
, which is clear o(αn+1). Hence, by
Lemma 2.2, {xn}n≥1 converges strongly to x′ ∈ Ω which is a unique solution of
(4.2). This completes the Proof. ✷
Remark 4.2. We note that in the corresponding result of Xu [48], the assumption
Ω = F (TrTr−1...T1) = F (T1Tr−1...T2) = ... = F (Tr−1...T1Tr)
was made. We now consider a situation where this condition is dispensed with.
Example 4.3. Let E be a strictly convex q-uniformly smooth real Banach space
which admits weakly sequentially continuous generalized duality mapping, let A :
E → E be an L-Lipschitzian strongly accretive mapping with a constant η > 0.
Let Ti : E → E, i = 1, 2, ..., r be a finite family of nonexpansive mappings such that
Ω :=
r⋂
i=1
F (Ti) 6= ∅ and Si = (1 − ωi)I + ωiTi, i = 1, 2, ..., r. Let u ∈ E be fixed and
let {xn}n≥1 be a sequence in E generated iteratively by
x0 ∈ E, xn+1 = αn+1u+ (I − αn+1λA)Sn+1xn, n ≥ 0,(4.13)
where Sn = Sn mod r and mod function takes values in {1, 2, ..., r}, then {xn}n≥0
converges strongly to a solution of the variational inequality (4.2)
Proof. By Lemma 2.4,
r⋂
i=1
F (Si) =
r⋂
i=1
F (Ti) and
r⋂
i=1
F (Si) = F (SrSr−1...S1) =
F (S1Sr−1...S2) = ... = F (Sr−1...S1Sr). The rest follows as in the proof of Theorem
4.1. ✷
Corollary 4.4. Let E be a q-uniformly smooth real Banach space which admits
weakly sequentially continuous generalized duality mapping, let A : E → E be an
L-Lipschitzian strongly accretive mapping with a constant η > 0. Let T : E → E,
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be a nonexpansive mapping such that F (T ) 6= ∅. Let u ∈ E be fixed and let {xn}n≥1
be a sequence in E generated iteratively by
x0 ∈ E, xn+1 = αn+1u+ (I − αn+1λA)Txn, n ≥ 0,(4.14)
then {xn}n≥0 converges strongly to a unique x′ ∈ F (T ) which is a solution of the
variational inequality (3.7)
Proof. Follows as in the proof of Theorem 4.1 using Theorem 3.5. ✷
Remark 4.5. We remark that corollaries synonymous to Corollaries 3.7, 3.9, 3.10
and 3.11 are obtainable in this section. But we must note, however, that though
Theorem 4.1, Corollary 4.3 and corollary 4.4 hold in the sequence space ℓq, they
do not hold in Lq(R) for 1 < q < +∞, q 6= 2 since Lq(R), q 6= 2 do not possess
weakly sequentially continuous duality mapping.
Remark 4.6. The addition of bounded error terms to our recursion formulas leads
to no further generalization. It is easy to see that if we replace u by λu in both
implicit and explicit iteration scheme studied in this paper, we obtain that our
iteration schemes converge strongly to a unique solution x′ ∈ Ω of the variational
inequality
〈
u − Ax′, jq(p − x′)
〉
≤ 0 ∀ p ∈ Ω, where Ω is the set of common fixed
points of finite family of nonexpansive mappings.
5. Applications
Convergence Theorem for families of strictly pseudocontractive
mappings.
Let E be a normed space. A mapping T : E → E is called k-strictly pseudocontrac-
tive if and only if there exists a real constant k > 0 such that for all x, y ∈ D(T )
there exists j(x− y) ∈ J(x− y) such that
〈
Tx− Ty, j(x− y)
〉
≤ ‖x− y‖2 − k‖x− y − (Tx− Ty)‖2.(5.1)
Without loss of generality we may assume that k ∈ (0, 1). If I denotes the identity
operator, then (5.1) can be re-written as
〈
(I − T )x− (I − T )y, j(x− y)
〉
≥ k‖(I − T )x− (I − T )y)‖2.(5.2)
In Hilbert spaces, (5.1) (or equivalently (5.2)) is equivalent to the inequality
‖Tx− Ty‖2 ≤ ‖x− y‖2 + β‖(I − T )x− (I − T )y‖2, where β = (1− k) < 1.
It was shown in [33] that if T is k-strictly pseudocontractive, then the following
inequality holds〈
(I − T )x− (I − T )y, jq(x− y)
〉
≥ kq−1‖(I − T )x− (I − T )y)‖q.(5.3)
Thus, if E is a q-uniformly smooth real Banach space; and T : E → E is a k-strictly
pseudocontractive mapping, then for the map Ta := (1−a)I+aT ) : E → E (where
I is the identity map of E and a > 0), we obtain by Lemma 2.5 using (5.3) that:
‖Tax− Tay‖
q = ‖x− y − a
(
(I − T )x− (I − T )y
)
‖q
≤ ‖x− y‖q − qa
〈
(I − T )x− (I − T )y, jq(x− y)
〉
+dqa
q‖(I − T )x− (I − T )y‖q
≤ ‖x− y‖q − a(kq−1q − dqaq−1)‖Ax−Ay‖q,
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where A = (I−T ). If a is such that 0 < a <
(
qkq−1
dq
) 1
q−1
, we have that the mapping
Ta is nonexpansive. It is also easy to see that the fixed point set of Ta and that of
T coincide.
Thus, we have the following theorem
Theorem 5.1. Let E be a q-uniformly smooth real Banach space which admits
weakly sequential continuous generalized duality mapping, let A : E → E be an
L-Lipschitzian strongly accretive mapping with a constant η > 0. Let Ti : E →
E, i = 1, 2, ..., r be a finite family of k-striclty pseudocontractive mappings such that
Ω∗ :=
r⋂
i=1
F (Ti) 6= ∅. Let {ai}ri=1 be such that 0 < ai <
(
qkq−1
dq
) 1
q−1
, i = 1, 2, ..., r
and define Tai = (1− ai)I + aiTi. Let u ∈ E be fixed and {xn}n≥1 be a sequence in
E generated iteratively by
x0 ∈ E, xn+1 = αn+1u+ (I − αn+1λA)Tan+1xn, n ≥ 0,(5.4)
where Tan = Tan mod r and mod function takes values in {1, 2, ..., r}. Suppose that
Ω∗ = F (TarTar−1 ...Ta1) = F (Ta1Tar−1 ...Ta2) = ... = F (Tar−1 ...Ta1Tar), then,
{xn}n≥0 converges strongly to a solution of the variational inequality
〈
u− λAx′, jq(p− x′)
〉
≤ 0 ∀ p ∈ Ω∗.(5.5)
.
Corollary 5.2. Let E be a strictly convex q-uniformly smooth real Banach space
which admits weakly sequentially continuous generalized duality mapping, let A :
E → E be an L-Lipschitzian strongly accretive mapping with a constant η > 0. Let
Ti : E → E, i = 1, 2, ..., r be a finite family of k-striclty pseudocontractive mappings
such that Ω :=
r⋂
i=1
F (Ti) 6= ∅. Let {ai}ri=1 be such that 0 < ai <
(
qkq−1
dq
) 1
q−1
, i =
1, 2, ..., r and define Tai = (1−ai)I+aiTi and Sai = (1−ωi)I+ωiTai , i = 1, 2, ..., r.
Let u ∈ E be fixed and let {xn}n≥1 be a sequence in E generated iteratively by
x0 ∈ E, xn+1 = αn+1u+ (I − αn+1λA)San+1xn, n ≥ 0,(5.6)
where San = Sn mod r and mod function takes values in {1, 2, ..., r}. Then, {xn}n≥0
converges strongly to a solution of the variational inequality (5.5).
Corollary 5.3. Let E be a q-uniformly smooth real Banach space which admits
weakly sequentially continuous generalized duality mapping, let A : E → E be an
L-Lipschitzian strongly accretive mapping with a constant η > 0. Let T : E → E,
be a k-striclty pseudocontractive mapping such that F (T ) 6= ∅. Let be such that
0 < a <
(
qkq−1
dq
) 1
q−1
and define Ta = (1 − a)I + aT. Let u ∈ E be fixed and let
{xn}n≥1 be a sequence in E generated iteratively by
x0 ∈ E, xn+1 = αn+1u+ (I − αn+1λA)Taxn, n ≥ 0,(5.7)
then, {xn}n≥0 converges strongly to a unique x′ ∈ F (T ) which is a solution of the
variational inequality (3.7)
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Remark 5.4. Prototype for our iteration parameter {αn}n≥1 (see e.g. [48]) is given
by
αn =


1√
n
if n is odd,
1√
n−1 if n is even.
If we assume that r is odd, since the case r being even is similar, it is not difficult
to see that
αn
αn+r
=


√
n+r−1√
n
if n is odd,
√
n+r√
n−1 if n is even.
Remark 5.5. It is easy to see that Corollary 4.3 is an obvious improvement on the
corresponding results of Xu [48] in the sense that the condition
Ω = F (TrTr−1...T1) = F (T1Tr−1...T2) = ... = F (Tr−1...T1Tr)
which was imposed by Xu is dispensed with.
Remark 5.6. When E = H , a Hilbert space, λ = 1 and A is a bounded lin-
ear strongly positive operator, our iteration process (4.1) reduces to the iteration
scheme studied by Xu [48]. If the fixed vector u ∈ E is identically equal to the
zero vector of H , A a strongly monotone operator and we consider a single nonex-
pansive mapping, (4.1) reduces to the scheme studied by Yamada [50]. We recall
that the results of Xu [48] and Yamada [50] remain in Hilbert spaces. Our theo-
rems, therefore, extend, generalize, improve and unify the corresponding results of
these authors and that of a host of other authors in the more general setting of
q-uniformly real Banach spaces and for the more general class of strongly accretive
mappings. Our corollaries, applications and method of proof are of independent
interest.
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