Abstract. We assess the ODE/IM correspondence for the quantum g-KdV model, for a non-simply laced Lie algebra g. This is done by studying a meromorphic connection with values in the Langlands dual algebra of the affine Lie algebra g (1) , and constructing the relevant Ψ-system among subdominant solutions. We then use the Ψ-system to prove that the generalized spectral determinants satisfy the Bethe Ansatz equations of the quantum g-KdV model. We also consider generalized Airy functions for twisted Kac-Moody algebras and we construct new explicit solutions to the Bethe Ansatz equations. The paper is a continuation of our previous work on the ODE/IM correspondence for simply-laced Lie algebras.
Introduction
The ODE/IM correspondence is a rich and surprising link between the theory of quantum solvable integrable models and the spectral analysis of linear differential operators. The origin of the correspondence goes back to [13, 4] , where it was proved that the spectrum of certain Schroedinger operators is encoded in the Bethe Ansatz equations of the quantum KdV model. Such a discovery has boosted a remarkable research activity, especially in the physical literature, that did not result in a general theory but produced large number of generalizations -see e.g. [11, 6, 10, 22, 19, 28, 35, 34, 27, 12, 1, 3] -linked with a variety of deep theories, such as generalized quantum KdV, Drinfeld-Sokolov hierarchies [14] , the geometric Langlands duality and N=4 SYM.
The crucial step in our construction of the ODE/IM correspondence is based on the idea of Feigin and Frenkel [19] that the differential operator corresponding to quantum g-KdV should be an affine oper with values in the Langlands dual of the affine Lie algebra g (1) . Following this idea as well as some further developments contained in [34] , we proved in [29] the ODE/IM correspondence in the case when g is simply laced. In the present paper we study the ODE/IM correspondence for quantum g-KdV models for a non simply-laced simple Lie algebra g.
The integrability of the quantum g-KdV model, first constructed in [18] , is expected 1 to be encoded in n = rank g entire functions Q (1) , . . . , Q (n) satisfying the g-Bethe Ansatz equations [33, 10] :
for every E * ∈ C such that Q (i) (E * ) = 0. In equation (0.1), Ω and the β j , j = 1, . . . , n, are free parameters and C = (C ij ) n i,j=1 is the symmetrized Cartan matrix of the Lie algebra g. Note that in the simply-laced case C = C and thus (0.1) generalizes the simpler ADE Bethe Ansatz [37, 10, 29] .
In order to establish an ODE/IM correspondence for the Lie algebra g, the object to study is a meromorphic connection on the complex plane, introduced in [19] (see also [34] ), with values in the Langlands dual Lie algebra L g (1) of the untwisted affine Kac-Moody algebra g (1) . The algebra L g (1) is an affine Kac-Moody algebra of type g (r) , where g is simply-laced simple Lie algebra and r = 1, 2, 3 is the order of a diagram automorphism of g, see Table 1 . The algebra L g (1) is an affine Kac-Moody algebra of type g (r) , where g is simply-laced simple Lie algebra and r = 1, 2, 3 is the order of a diagram automorphism of g, see Table 1 . The connection reads L(x, E) = ∂ x + x + e + p(x, E)e 0 , 2) where is a generic element of the Cartan subalgebra h 0 of the simple Lie algebra g 0 ⊂ g (r) (see Table 2 ), and e = n i=1 e i , where e 0 , e 1 , . . . , e n are the positive Chevalley generators of L g (1) . Finally, the potential p has the form p(x, E) = x M h ∨ − E, where M > 0 and h ∨ is the dual Coxeter number of g (1) . The choice of a potential of this form is expected to correspond to the ground state of quantum g-KdV [10, 19] , and we stick to these potentials for simplicity. Notice, however, that all proofs work with minor modifications for the more general potentials discussed in [6, 19, 3] , which should correspond to higher states of the theory. As shown in Table 1 , when g is simply-laced then the algebra g (1) is self-dual: L g (1) = g (1) . Therefore, in this case we have r = 1 and g g, and the connection (0.2) coincides with the one we studied in [29] . Otherwise, r > 1 and L g (1) is a twisted affine Kac-Moody algebra. 1 The Bethe Ansatz equation (0.1) are expected to hold for the eigenvalues Q (i) (E) of the Q operators of the quantum g-KdV model. However, these operators were constructed only in the case g = sl 2 , in [5] , and g = sl 3 , in [2] . n + 1
n , n = 6, 7, 8 E
(1) n 3(n 2 − 11n + 34) The g-Bethe Ansatz will be obtained by choosing suitable finite dimensional representations of L g (1) . Indeed, for every finite dimensional representation of L g (1) , the connection (0.2) yields the linear differential equation
which has two singular points: a regular singularity in x = 0 and an irregular singularity in x = ∞. The existence of a subdominant (at ∞) solution to equation (0.3) depends on the choice of the representation, but if a subdominant solution exists, then a natural generalization of the spectral problem for the Schrödinger operator arises by considering the behavior at 0 of the subdominant solution. Since the g-Bethe Ansatz will be obtained from the study of the generalized spectral problems, a first criterion to select the correct representations of L g (1) is to require the equation (0.3) to admit a subdominant solution in that representation.
A second crucial role in the construction of the Bethe Ansatz is played by the so-called Ψ−system [10, 29] . This is a system of quadratic relations among the n = rank g subdominant solutions Ψ (i) (x, E) defined on distinguished representations V (i) , i = 1, . . . , n, of L g (1) . It reads . . , D n ), namely C = DC, where C is the Cartan matrix of g, and B = 21 n − C denotes the incidence matrix of g. In addition, R i is a certain isomorphism of representations of L g (1) , which reduces to the identity map if D i = 1. In the simply-laced case, the Ψ−system (0.4) coincides with the one studied in our previous paper [29] . The existence of the Ψ−system was conjectured in [10] (and there proved in the case A n ) and proved for a simply-laced Lie algebra in [29] . The construction of the Ψ−system for non simply-laced Lie algebras was unknown before the present paper.
Although the problem considered in the present work shares some similarities with the simply-laced case, we stress that the extension of the ODE/IM correspondence to the case of a non simply-laced Lie algebra g is highly non trivial, as the appearance of the twisted Kac-Moody algebra L g (1) = g (r) provides new difficulties. First, in the simply-laced case we chose the representations V (i) of the untwisted Kac-Moody algebra L g (1) = g (1) , i = 1, . . . , n = rank g, to be some evaluation representations of the fundamental representations of g. To construct the Ψ-system and the Bethe Ansatz for a non simply-laced Lie algebra g, we need to properly select the representations V (i) of the twisted Kac-Moody algebra L g (1) = g (r) , for i = 1, . . . , n = rank g, among the evaluation representations of the rank g > n fundamental representations of g.
Another problem arises in the study of the element Λ = n i=0 e i ∈ L g (1) , whose spectrum in the representations V (i) 's plays an extremely important role in the proof of the ODE/IM correspondence. In our previous work [29] , we were able to explicitly diagonalize Λ due to the fact that in the case of an untwisted Kac-Moody algebra Λ is the eigenvector of a Killing-Coxeter element. However, for twisted Kac-Moody algebras, Λ is not the eigenvector of a Killing-Coxeter element (nor a twisted Killing-Coxeter element), and the study of its spectrum requires a different approach. Finally, the Langlands duality, which was hidden in the simply-laced case, has now to be explicitly taken in account, and the whole construction of the correspondence from the connection (0.2) to the Bethe Ansatz (0.1) has to be modified accordingly.
For the sake of completeness, and to provide a unifying presentation to the ODE/IM correspondence, the results of the present paper are stated for an arbitrary simple Lie algebra. However, the proofs are provided in detail for the non simply laced case only, as in the simply laced case they were already obtained in [29] .
The paper is organized as follows. In Section 1 we review some basic facts about the theory of Lie algebras, diagram automorphisms of Lie algebras, Kac-Moody Lie algebras and their finite dimensional representations.
In Section 2 we review the asymptotic analysis of equation (0.3), following [29] . The main result is provided by Theorem 2.2 about the existence of the subdominant solution of the equation (0.3). It states that if in a finite-dimensional representation the element Λ has a maximal eigenvalue (see Definition 2.1), then equation (0.3) admits a unique subdominant solution Ψ(x, E).
Section 3 is devoted to the construction of the Ψ-system (0.4). For every node i = 1, . . . , n of the Dynkin diagram of g, we define a distinguished finite dimensional representation V (i) of L g (1) . The construction of these representations relies on the definition of a good vertex of a Dynkin diagram with respect to a diagram automorphism, which we introduce in Definition 3.2. In Theorem 3.7 we claim that in each representation V (i) the element Λ has a maximal eigenvalue λ (i) , where λ (1) = 1, and that the following remarkable identity holds:
As a consequence of these results we get the existence of the fundamental solutions Ψ (i) (x, E), for every i = 1, . . . , n, as well as of the Ψ-system (0.4), which is provided by Theorem 3.8.
We prove Theorem 3.7 for non simply-laced Lie algebras by a case-by-case inspection in Section 4. In the simply laced-case a proof was given in [29, Proposition 3.4] .
In Section 5 we derive the Bethe Ansatz equations (0.1). To this aim, as done in [29] , we study the local behavior of equations (0.3) close to the Fuchsian singularity x = 0, and we define the generalized spectral determinants Q (i) (E; ) and Q (i) (E; ). Using the Ψ-system (0.4) we prove Theorem 5.3, which gives a set of quadratic relations among the spectral determinants, known as Q Q-system. In Theorem 5.5, evaluating the Q Q-systems at the zeros of the functions Q (i) (E; ), we obtain the Bethe Ansatz equations (0.1). We also investigate the action of the Weyl group of g 0 on the space of solutions to the Bethe Ansatz, and this provides a set of new solutions.
Finally, in Section 6, we study an integral representation of the subdominant solution of equation (0.3), in the case of a non simply-laced Lie algebra g, with a linear potential p(x, E) = x and = 0. Although this case is not generic, we can anyway define the spectral determinants Q (i) (E) = Q (i) (E; 0) and we provide their expression in terms of Airy functions associated to the twisted Kac-Moody algebra L g (1) . In this way, we provide new examples of exact solution to the Bethe Ansatz equations, others than the ones already known in the literature [36] .
Parameters of the ODE/IM correspondence. We conclude the introduction by showing the exact relation among the parameters Ω, β 1 , . . . , β n , appearing in the Bethe Ansatz equation (0.1) and the parameters M and ∈ h 0 of the connection (0.2). The first relation is very simple, and reads
The relation between the phases β j 's and the parameters of the connection is more involved. On the integrable systems side, the phases β j 's parametrize the possible twisting of periodic boundary conditions, and from [33] we know that the latter can be described in terms of elements of the Cartan subalgebra h of g. It then follows that the phases β j 's naturally belong to h * ∼ = C n , where n = rank g. Note that the element belongs to the Cartan subalgebra h 0 ⊂ g 0 ⊂ g (r) , which also has dimension n. If we choose ∈ h 0 to be generic, namely to belong to the open convex dual of a Weyl chamber W , then such is associated with the element w of the Weyl group of g 0 that maps the principal Weyl chamber to W . For any in generic position we have
where ω j is the j-th fundamental weight of h 0 and h is the unique element of h 0 satisfying the commutation relations [h, e i ] = e i , for every i = 1, . . . , n. The relation between β j 's and is only piecewise linear, due to the action of the Weyl group of g 0 . However, the Weyl group of g 0 is isomorphic to the Weyl group of g, and the latter naturally acts on the space of solutions of the Bethe Ansatz equations (0.1), see Subsection 5.1.
Twisted Kac-Moody algebras and finite dimensional representations
As stated in the Introduction, the ODE/IM correspondence for a simple Lie algebra g requires the study of a connection with values in the Langlands dual Lie algebra L g (1) of the untwisted Kac-Moody algebra g (1) . As shown in Table 1 , the
is a Kac-Moody algebra of type g (r) , where g is a simply-laced Lie algebra and r is the order of a diagram automorphism σ. To any simple Lie algebra g we thus associate a unique pair ( g, r), as follows:
For g simply-laced, which is the case considered in [29] , we have L g (1) = g (1) , so that the diagram automoprhism has order r = 1 (the identity), and the above correspondence becomes trivial: g −→ (g, 1). For g non simply-laced we have r > 2, and the list of non-trivial diagram automorphisms of g obtained by the correspondence (1.1) is provided in Table 2 .
In this section we review some facts about diagram automorphisms of simple Lie algebras and we describe how the Cartan matrix and the Dynkin diagram of g can be recovered by means of σ from the Cartan matrix and the Dynkin diagram of g. Moreover, we introduce those aspects of the representation theory of L g (1) which we will use throughout the paper.
1.1. Simple Lie algebras and Dynkin diagram automorphisms. Let g be a simply-laced Lie algebra, with Dynkin diagram as given in Table 3 . Set I = {1, . . . , n = rank g}, let C = ( C ij ) i,j∈ I be the Cartan matrix of g and B = 21 n − C be the incidence matrix of the Dynkin diagram of g. We denote by { e i , h i , f i | i ∈ I} ⊂ g the set of Chevalley generators of g. They satisfy the relations (i, j ∈ I)
Recall that a diagram automorphism σ is a permutation on the set I such that C σ(i),σ(j) = C ij . It is well known that a diagram automorphism σ extends to a Lie algebra automorphism (which we still denote by σ) σ : g → g defined on the Chevalley generators by (i ∈ I)
The diagram automorphism σ, of order r, induces on g the following gradation
It is well known that g 0 -the invariant subalgebra under the action of σ -is a simple Lie algebra, see Table 2 . Let I σ denote the set of orbits in I under the action of the permutation σ, and let I = {min j∈J j} J∈ I σ ⊂ I . For every i ∈ I we also denote by i ∈ Z + the cardinality of the orbit under the action of σ containing i and we set
The following elementary result is crucial for our purposes.
Proposition 1.1. Let g be a simple Lie algebra with Cartan matix C, and let B be the incidence matrix of its Dynkin diagram. Let g be the simply-laced Lie algebra and σ the diagram automorphism of order r corresponding to g through the map (1.1). The following facts hold:
. . , n}, where n = rank g.
ii) The Cartan matrix C can be obtained summing over the rows of C along the orbits of σ. Namely,
(1.5)
iii) The incidence matrix B can be obtained summing over the rows of B along the orbits of σ. Namely,
Proof. If g is simply-laced then r = 1, σ is the identity automorphism and there is nothing to prove. In particular, in this case we have I = I, C = C, B = B and D i = 1 for all i ∈ I. I f g is non simply-laced, then parts i), ii) and iii) have been proved in [20] , and part iv) can be checked by a direct computation.
Remark 1.2. In [20] , the simple Lie algebra g whose Cartan matrix is obtained by the Cartan matrix of g as in (1.5) was called the orbit Lie algebra of g with σ.
As already noted in [20] , g is not constructed as a subalgebra of g, and it does not need to be isomorphic to the fixed point subalgebra g 0 , see Table 2 .
. . .
. . . 
1.2.
Basic facts about representation theory of Lie algebras. As in Section 1.1, let g be a simply-laced Lie algebra, and let us denote by h ⊂ g its Cartan subalgebra. We denote by R ⊂ h * the set of roots of g and by ∆ = {α i | i ∈ I} ⊂ R the set of simple roots. Also, we denote by P ⊂ h * the set of weights of g and by P + ⊂ P the set of dominant weights. If ω ∈ P + , we denote by L(ω) the irreducible highest weight representation with highest weight ω, and we denote by P ω ⊂ P the set of weights of L(ω). Recall that the fundamental weights of g are those elements ω i ∈ P + , i ∈ I, satisfying
The corresponding highest weight representations L(ω i ), i ∈ I, are known as fundamental representations of g, and for every i ∈ I we denote by v i ∈ L(ω i ) the highest weight vector of the representation L(ω i ). Hence, we naturally associate to the i−th vertex of the Dynkin diagram of g the corresponding fundamental representation L(ω i ) of g. Let us consider the dominant weight
Recall from [29] that we can find a unique copy of L(η i ), i ∈ I, as irreducible component of the representation 2 L(ω i ) as well as of the representation j∈ I L(ω j ) ⊗ Bij .
We can thus decompose the representation
where U is the direct sum of all the irreducible representations different from L(η i ), and the subrepresentation isomorphic to L(η i ) is generated by the highest weight vector f i v i ∧ v i . It follows from this that for every i ∈ I, there exists a unique morphism of representations of g:
We now consider the action of the diagram automorphism σ on g-modules. Let V be a g-module, so that we have a Lie algebra homomorphism ρ : g → End(V ). Then, the composition ρ σ = ρ • σ : g → End(V ) is a Lie algebra homomorphism; we denote by V σ the vector space V with the g-module structure given by ρ σ . Note that V σ is irreducible if and only if V is irreducible. The following result shows that L(ω i ) σ is a fundamental representation of g. Lemma 1.3. We have the following isomorphism of representations
Proof. By definition, the highest weight vector v i ∈ L(ω i ) satisfies the conditions
Hence, the representation ρ σ acts on v i as follows (j ∈ J):
σ , and this implies that L(ω i ) σ is isomorphic to the fundamental module L(ω σ −1 (i) ).
1.3.
Twisted affine Kac-Moody algebras and finite dimensional representations. Let g be a simple Lie algebra and ( g, r) the pair associated to it by the map (1.1). In this section we review the loop algebra realization of the affine KacMoody algebra L g (1) = g (r) and we define its finite dimensional representations which will be of interest for this paper. The presentation below is given for the twisted case, but it reduces to the untwisted case when r = 1. We follow mainly [25] , to which we refer for further details.
denote the loop algebra of g. The Lie algebra structure of g extends to a Lie algebra structure on L( g) in the obvious way. We extend σ to a Lie algebra homomorphism (which we still denote by σ) σ :
The subalgebra of invariants with respect to σ is known as (twisted) loop algebra and we denote it by
The gradation (1.3) of g, together with the action (1.11), induces on the twisted loop algebra the following gradation
The twisted affine Kac-Moody algebra g (r) = L( g, r) ⊕ Cc is obtained as the unique central extension of L( g, r) by a central element c. The Chevalley generators
can be obtained as follows. The generators e i , h i , and f i , for i ∈ I, are obtained as linear combinations of the Chevalley generators of g:
(1.12) Moreover, they generate the simple Lie algebra g 0 . The generator e 0 (respectively f 0 ) is of the form
where a ∈ g 1 (respectively a ∈ g −1 ) is a lowest (respectively highest) weight vector with respect to the action of g 0 . Finally, the generator h 0 is obtained as a linear combinations of the generators h i , i ∈ I, and the central element c.
in the following way: as a vector space we take V k = V , and the map ρ k is defined by
The representation V k is known as an evaluation representation of g (r) at t = e 2πik . . Moreover, every level zero finite dimensional irreducible representation of g (r) can be obtained as a tensor product of evaluation representations [32] .
Note that (ρ k ) σ = (ρ σ ) k (we are using the same notation introduced in Section 1.2). Since we will be interested only in evaluation representations of g-modules, and not in their twisting by the action of σ, we will always denote by V σ k the evaluation representation ρ
Proposition 1.5. Let V be a finite dimensional representation of g, and let L(ω i ), i ∈ I, be a fundamental representations of g.
, where r is the order of σ.
For every i ∈ I and k ∈ C, there exists an isomorphism of evaluation representations
is of the form x m ⊗ t lr+m , where
where in the second identity we used the fact that x m ∈ g m . This proves part i).
. Hence, part ii) follows by Lemma 1.3. Part iii) follows applying i times part ii). Remark 1.6. Note that the isomorphism R i given in equation (1.13) reduces to the identity when D i = 1.
1.4.
The cyclic element Λ. For any simple Lie algebra g, we define the element
the sum of the positive Chevalley generators of
, which will play an important role in order to derive the main results in Sections 2 and 3. Let h ∨ denote the dual Coxeter number of g (1) (equivalently, h ∨ is the Coxeter number of L g (1) ), and let h ∈ h be the unique element such that (see e.g. [9] , [25] )
Then, Λ is an eigenvector with eigenvalue e 2πi h ∨ of the inner automorphism e
-automorphism M k which fixes g and c and sends t → e 2πik t, then we have
from which it follows that in any evaluation representation the spectrum of Λ is invariant under multiplication by γ. Moreover, using Proposition 1.5 (iii) we easily see that, for any i ∈ I, we have
where L(ω i ) is the i-th fundamental representation of g and D i is defined by equation (1.4). Hence, the spectrum of Λ in the evaluation representation L(ω i ) k is invariant under the multiplication by γ Di .
2.
L g (1) -valued connections and differential equations
be the set of Chevalley generators of L g (1) , and let us denote by e = n i=1 e i . Let h 0 ⊂ g 0 denote the Cartan subalgebra of the simple Lie algebra g 0 and let us fix an element ∈ h 0 . Recall that h ∨ is the dual Coxeter number of g (1) , as in Table 1 . Following [19] (see also [34, 29] ), we consider the
, which we denote in the same way. Then from equations (2.1) and (1.15) we get
Let C be the universal cover of C * . If we consider a family -depending on E -of solutions ϕ(x, E) :
and for k ∈ C introduce the function
then by equations (2.2), we have that
In other words, ϕ k (x, E) : C → V k is a solution of (2.3) for the representation V k .
Fundamental Solutions.
For any evaluation representation of the Lie algebra L g (1) , the connection (2.1) defines a linear differential equation with a Fuchsian singularity at x = 0 and an irregular singularity at x = ∞. We are interested in a solution -known as fundamental solution -uniquely specified by a prescribed subdominant (WKB, exponential) behaviour in a Stokes sector containing the positive semiaxis. In order to construct the fundamental solutions we follow [29] , where the case of g simply-laced was considered.
Definition 2.1. Let A be an endomorphism of a vector space V . We say that a eigenvalue λ of A is maximal if it is real, its algebraic multiplicity is one, and λ > Re µ for every eigenvalue µ of A.
We let V be an evaluation representation of L g (1) such that Λ defined by equation (1.14) has a maximal eigenvalue λ. Defining C = C \ R ≤0 the complement of the negative real semi-axis in the complex plane, we consider solutions
From WKB theory we expect the dominant asymptotic to be proportional to
Therefore, we need to study the asymptotic expansion of the function p(x, E)
and
For every j = 1, . . . , s, the function c j (E) is a monomial of degree j in E. We define the action S(x, E) to be the integral of q(x, E), and we distinguish two cases. In the generic case
h ∨ M / ∈ Z + , the action is defined as
where we chose the branch of q(x, E) satisfying q ∼ |x| M for x real. In the case
We notice that if M (h ∨ − 1) > 1 the actions S(x, E) coincides with
M +1 . We are now in the position to state the main result of this section.
, such that the matrix representing the action of Λ ∈ L g (1) on V is diagonalizable and has a maximal eigenvalue λ. Let ψ ∈ V be the corresponding unique (up to a constant) eigenvector. Then, there exists a unique solution Ψ(x, E) : C → V to equation (2.6) with the following asymptotic behaviour:
Moreover, the same asymptotic behaviour holds in the sector | arg x| <
, that is, for any δ > 0 it satisfies
(2.10) The function Ψ(x, E) is an entire function of E.
Proof. The proof coincides with the proof of Theorem 2.4 in [29] . Indeed, the latter does not depend on the choice of the affine Lie algebra, and holds for every finite dimensional representation satisfying the hypotheses of the theorem. Without entering into the details, we recall here that the proof is based on two subsequent gauge transformations that bring the original ODE into an almost diagonal form. The first transformation is given by
and where δ was defined in (2.7). For the second, letting = i∈I i h i and h = i∈I a i h i , and introducing the quantity
, then we have a transformation of the form
where α(x) = (x q(x, E)) −1 . Finally after the change of variable x → S(x, E), equation (2.6) is eventually transformed to 
The uniqueness of the subdominant solution Ψ(x, E) is a direct consequence of the maximality of the eigenvalue λ. The extension of the asymptotic formula to the sector | arg x| < π 2(M +1) − δ requires some more work, for which we refer to the cited Theorem 2.4 in [29] .
Remark 2.3. If V is an evaluation representation or a tensor product of evaluation representations, the matrix representing Λ ∈ L g (1) in V is diagonalizable, because Λ is a semisimple element [25] .
We conclude this section recalling that for any k ∈ R such that |k| < (2.6). Using the expansion (2.10) we obtain that on the positive real semi axis
where γ = e 2πi h ∨ was defined in (1.16).
The Ψ-system
In this section we prove a system of quadratic relations -known as Ψ-systemamong n = rank g fundamental solutions
, to be introduced below. The Ψ-system for arbitrary classical Lie algebras has been first conjectured in [10] .
Remark 3.1. In our previous paper [29] , starting from a simply-laced Lie algebra g we considered a g (1) -valued connection as well as suitable evaluation representations of g (1) , and we proved the validity of the Ψ-system conjectured in [10] for the Lie algebra g. Using that Ψ-system, we obtained the g-Bethe Ansatz. We remark that a Ψ-system for arbitrary simple Lie algebras g can be obtained following precisely the same steps -thus considering a connection with values in g (1) rather than in L g (1) . However, it is easy to check that this Ψ-system does not lead to the g-Bethe Ansatz equations (Q-system) if the algebra g is non simply-laced.
We now provide a Ψ-system valid for an arbitrary simple Lie algebra g, and reducing to the one considered in [29] when g is simply-laced. Moreover, we prove in Section 5 that this Ψ-system leads to the g-Bethe Ansatz. Let g be a simple Lie algebra and let ( g, r) be the pair associated to it through the map (
, that we denoted by L(w i ), i ∈ I, the fundamental representations of g, and that for every i ∈ I there exists a morphism of representations of g defined by equation (1.10). For each i ∈ I we consider representations
defined as evaluation representation of the form
where the numbers k i ∈ C will be chosen so that in the representation V (i) the element Λ defined by equation (1.14) has a maximal eigenvalue. As proved in Theorem 2.2, the latter condition ensures the existence of a fundamental solution to the ODE (2.3) in the evaluation representation V (i) . In order to find the values of the k i 's we proceed as follows. Given the set I of the vertices of the Dynkin diagram of g numbered as in Table 3 , we introduce a bipartition [7] of the form I = I 1 ∪ I 2 such that 1 ∈ I 1 and all edges of the Dynkin diagram of g lead from I 1 to I 2 . Then, we define the function p : I −→ Z/2Z as
It is easy to check using Table 2 that we always have p(i) = p(σ(i)). In addition, we set s i = (−1) p(i) , i ∈ I. We then consider the morphism of g-modules (1.10), which extends to the following morphism of evaluation representations of
:
Assume now that Λ has a maximal eigenvalue in V (i) for each i ∈ I. By equation (1.17) we expect Λ to have maximal eigenvalue also in the representation V
Requiring in addition Λ to have a maximal eigenvalue also in the tensor product representation
3) appearing in (3.2), provides a way to choose the values of the k i 's. Indeed, it is clear that Λ has a maximal eigenvalue in a representation of the form ⊗ j V (j) , provided the indices j appearing in the tensor product belong to different σ-orbits. Otherwise, since by (3.1) and Proposition 1.5 ii) we have
, an extra twisting appears. Due to the above argument, and looking at the morphism (3.2), it seems reasonable to impose the conditions k i − k j + s i Di 2 = 0 for any node i ∈ I satisfying the property that for every j ∈ I such that j = σ(j) then at least one between B ij and B iσ(j) is zero. These are precisely those nodes i ∈ I such that at most one node j for each orbit appears in the tensor product representation (3.3). We are led therefore to the following definition. Definition 3.2. Let σ be a diagram automorphism of g. A vertex i, i ∈ I, of the Dynkin diagram of g is called good (with respect to σ) if for every j ∈ I such that j = σ(j), then we have B ij B iσ(j) = 0.
The above condition can be recasted into an equivalent condition on the incidence matrix B of the Dynkin diagram of g: i ∈ I is good if and only if B ij ∈ {0, 1} for every j ∈ I. Moreover, see equation (1.6), if i, j ∈ I and i is good, then B ij = B ij . With the above notion of a good vertex of a Dynkin diagram of g we define inductively the numbers k i appearing in equation (3.1). Definition 3.3. Set k 1 = 0. If the index i ∈ I is good and j ∈ I is such that
For any pair ( g, r) of a simply-laced Lie algebra g and diagram automorphism σ of order r given by the correspondence (1.1), there is at most one index which is not good. Since the Dynkin diagram is connected, the inductive procedure in Definition 3.3 uniquely defines the values of all the k i 's. We write them explicitly in Table 3 . Note that we always have k i = k σ(i) , and that in the case r = 1 we recover the values of the twists obtained in [29] . Table 4 : The values of the scalars k i . The number r is the order of σ.
The following result will be useful later.
Lemma 3.4. For every i, j ∈ I such that B ij = 0, we have
Therefore there is nothing to prove since B ij = B ij = 1. Suppose now that i is not good. Then, every j ∈ I \ {i} is good and we have
where in the last identity we used the fact that s i = −s j if B ij = 0. From the definition of the matrix B, it follows that if i is not good and B ij = 0, then B ij = j . This concludes the proof.
Using Lemma 3.4, for every i ∈ I we define a morphism m i of representations constructed using wedge products as well as tensor products of the V (j) (or their twists), with j ∈ I. This is nothing than the morphism (3.2), for i ∈ I, and with the choice of the k i 's as in Table 3 .
Proposition 3.5. For every i ∈ I, there exists a unique morphism of representations of
, given by 4) and such that
, and Ker m i = U . Here, v i is a highest weight vector of the fundamental representation L(ω i ) of g, and U is the subrepresentation defined in the direct sum decomposition (1.9).
Remark 3.6. Since v i is a highest weight vector of the fundamental representation L(ω i ) of g, then by (1.12) we have that f i v i = f i v i for every i ∈ I and f i the corresponding Chevalley generator of g.
Proof.
Recall by equation (3.1) that V (i) = L(ω i ) ki and that we are assuming k i as in Definition 3.3. We consider the morphism m i given by (3.2) . Due to equation (1.6), the following isomorphisms of L g
(1) -representations hold:
Furthermore, by Proposition 1.5 ii), we get the following isomorphism of representations of L g (1) :
Hence, combining equations (3.5) and (3.6), using Lemma 3.4 and permuting the terms in the tensor product in the right hand side of (3.6), we get the following isomorphism of representations:
It can be easily checked that
In addition, since s i = ±1 and using the isomorphism of representations given by equation (1.13) with k = k i − Di 2 , we get the isomorphism
Then, for every i ∈ I, the homomorphism in (3.4) is defined as
, where m i is as in equation (3.2) . Note that ζ
. This proves the Proposition.
With the choice of the numbers k i as in Table 3 , the element Λ has a maximal eigenvalue in the representations V (i) , i ∈ I, defined by equation (3.1). More precisely, we can prove the following result.
Theorem 3.7. Let g be a simple Lie algebra and let V (i) = L(ω i ) ki , i ∈ I, with the k i 's as in Table 3 , be representations of L g (1) . Then, we can always normalize Λ in such a way that the following facts hold true. i) In any representation V (i) , i ∈ I, the element Λ has a maximal eigenvalue λ
and, in particular, λ (1) = 1. We denote by ψ (i) the corresponding unique (up to a constant factor) eigenvector.
ii) The following linear relations among the eigenvalues λ (i) , i ∈ I, hold
iii) For every i ∈ I, in the representation j∈I
, Λ has the maximal eigenvalue µ i and the corresponding eigenvector is
, we have that µ i is a maximal eigenvalue for Λ and the corresponding eigenvector is
v) We can normalize the eigenvector ψ (i) in such a way that the following (algebraic) Ψ-system holds
is an untwisted affine Kac-Moody algebra and Λ defined by (1.14) can be characterized as an eigenvector of a Killing-Coxeter transformation. The proof of Theorem 3.7 in the simply-laced case was obtained in [29] using this fact and a related result by Kostant [26] . For g non simply-laced,
is a twisted affine Kac-Moody algebra and some of the properties of the element Λ used in the proof in the simply-laced case fail to hold. In particular, Λ is not the eigenvector of a Killing-Coxeter transformation (nor of a twisted Killing-Coxeter transformation), and the study of its spectrum in the fundamental representations
requires a different approach. We prove Theorem 3.7 for a non simplylaced Lie algebra g -by a direct case by case inspection -in Section 4.
By Theorem 3.7(i), for any representation V (i) , i ∈ I, there exists a maximal eigenvalue λ (i) and a maximal eigenvector ψ (i) . It follows from Theorem 2.2 that there exists a fundamental solution
with the following asymptotic behavior
. (3.10)
We are now in the position to establish the Ψ-system. Theorem 3.8. Let g be a simple Lie algebra and let the solutions
have the asymptotic behaviour (3.10). Then, the following identity, known as Ψ-system, holds for every i ∈ I:
Here, the morphism m i is defined by equation (3.4) and the isomorphism R i is defined by equation (1.13).
Proof. Due to Theorem 3.7 iii) and Theorem 2.2, the unique subdominant solution to equation (2.6) in the representation j∈I
where
. Moreover, by equation (2.13), and Theorem 3.7 iv) we have that
The proof follows by Theorem 3.7 i) and v) and the uniqueness of the subdominant solution.
Example 3.9. For a simply-laced Lie algebra g equation (3.11) becomes (i = 1, . . . , n = rank g)
where I = {1, . . . , n} and B = (B ij ) n i,j=1 is the incidence matrix of the Dynkin diagram of g (see Proposition 1.1). This Ψ-system coincides with the one obtained in [29] .
where we set Ψ (0) = 1.
where we set Ψ (0) = 1. 
Example 3.13. For g of type G 2 , equation (3.11) becomes
For every simple Lie algebra, the Ψ-system provided in the examples above coincides with the one conjectured in [10] (for the highest weight component of the vectors Ψ (i) (x, E)). In this direction some partial results were already obtained by [34] in the case of classical Lie algebras.
Remark 3.14. The authors of the paper ODE/IM correspondence and Bethe Ansatz equations for affine Toda field equations, Nucl. Phys. B. 896 (2015), whose arXiv version appeared after [29] , claim to have obtained the Ψ−system for an arbitrary simple Lie algebra. However, that paper contains no derivation of the Ψ−system, for instance, the representations V (i) are not even defined. In addition, except that in the case A (1) n (which was already known, [10, 29] ) the Ψ−system proposed is not correct. We point out some major inconsistencies in the proposed Ψ−system. First the authors claim that there is an embedding ι (that should correspond to our
Such embedding does not need to exist. In fact, for example in the case D n , n > 5, the dimension of 2 L(ω n ) is larger than the dimension of L(ω n−2 ). Second, the alleged Ψ−system is written using expressions of the kind ι(Ψ − belong to distinct representations and thus the action of the algebra on their wedge product is not defined. Third, the asymptotic behavior of the Ψ function, equation (2.22) or (A.3) of the above mentioned paper, is valid only if M (h ∨ − 1) > 1 or E = 0, in which case it coincides with the asymptotic behaviour already proved (in general) in [29] (see also Theorem 2.2 above). We finally note that the important relations among maximal eigenvalues of Λ in different representations, equation (3.8) of the above mentioned paper, was verified there "for many cases". However, a complete proof of these identities was already available [29, Proposition 3.4 a)].
Proof of Theorem 3.7
We first state some preliminary results, that will be used in the proof of Theorem 3.7. The following result is well-known.
Lemma 4.1. Let A be an endomorphism of a vector space V with eigenvalues λ 1 , λ 2 , . . . λ r . Let us assume that
is a maximal eigenvalue for the action of A on k V , provided that µ ∈ R.
Lemma 4.2. Let V = C n be the standard representation of sl n . For every i = 1, . . . , n − 1, there exists an embedding (that is, an injective morphism) of representations
where 0 V ∼ = n V ∼ = C is the trivial one-dimensional module.
Proof. Recall the standard decomposition
By a special case of [21, Exercise 15.30] there is a natural homomorphism of representations
explicitly given by
and the kernel of ϕ i is the highest weight representation with highest weight 2 ω i , where ω i the i-th fundamental weight. Since 2 ω i is a highest weight vector of Sym Lemma 4.3. Let g be a simple Lie algebra and let V be an irreducible finite dimensional representation. Let {u 1 , . . . , u N } be a basis of V consisting of weight vectors such that u 1 is the highest weight vector, and we denote by ht(i) the height of the weight vector u i , for i = 1, . . . , N . Let
and write ψ
If F : {1, . . . , M } → {1, . . . , N } is a strictly increasing function, then α F (1),...,F (M ) = 0 only if at least one of the two following conditions hold:
Proof. Since u 1 is a highest weight vector we have that hu 1 = αu 1 , for some α ∈ C. For every i ∈ I, we have the commutation relation [h, f i ] = −f i (see (1.15)), thus we get hu j = (α − ht(j))u j , for every j = 1, . . . , N . Hence, γ −kh u j = γ k(ht(j)−α) u j , from which follows that
By elementary linear algebra we get
.
Using the Vandermonde determinant formula the right hand side above becomes
This term vanishes when one of the conditions (a) or (b) is satisfied thus concluding the proof.
4.1. Proof of Theorem 3.7 for g of type B n , n ≥ 3. The dual Coxeter number of g (1) is h ∨ = 2n − 1 thus we set γ = e 2πi 2n−1 . Recall that in this case L g (1) is of type A (2) 2n−1 . The simple Lie algebra of type A 2n−1 , n ≥ 1, can be realized as the algebra of (2n) × (2n) traceless matrices
where the Lie bracket is the usual commutator of matrices. Let us consider the following Chevalley generators of g (i ∈ I = {1, . . . , 2n − 1}):
where E ij denotes the elementary matrix with 1 in position (i, j) and 0 elsewhere. It is well-known that the representation L(ω 1 ) is given by the natural action of g on L(ω 1 ) = C 2n . Moreover, we have that
We denote by u j , j = 1, . . . , 2n, the standard basis of C 2n , and we have that
is a highest weight vector of the representation L(ω i ). Using the numbers k i 's for g given by Table 3 , one gets
By Lemma 4.2 and looking at the values of the D i 's as in Table 2 , we have the following morphisms of representations of A
In the last formula we used the relation
, which was proved in Proposition 1.5 ii). A set of Chevalley generators for A
2n−1 can be obtained as follows (i = 1, . . . , n − 1):
Recall that Λ = e 0 + e 1 + · · · + e n . We set
Then, it is easy to check that Λψ (1) = ψ (1) . By equation (1.16), for every j = 0, . . . , 2n − 2, we have that γ −jh ψ (1) ∈ V (1) is an eigenvector with eigenvalue γ j . Since the element Λ is semi-simple, a simple dimensionality argument shows that 0 is an eigenvalue of multiplicity one. Hence, for the representation V (1) , λ (1) = 1 is a maximal eigenvalue with corresponding eigenvector ψ (1) . Furthermore, by Lemma 4.1, and due to (4.3), it follows that for every i ∈ I,
is a maximal eigenvalue of Λ in the representation V (i) . This proves part i). Note that, in this particular case, equations (3.8) become
where we set λ (0) = 0. Using (4.6), one checks directly that equations (4.7) are satisfied, thus proving part ii).
We prove part iii) and part iv) in the case i = n first. In this case the representation j∈I
is simply
, and by part i), it has the maximal eigenvalue λ (i−1) + λ (i+1) with eigenvector ψ
. This proves part iii). Part iv) follows from part iii). Indeed, using the embeddings (4.4) we can prove that
or it is not an eigenvalue of the latter representation. Clearly, γ
and it is an eigenvector with eigenvalue (γ
Let us prove now parts iii) and iv) for i = n. Using the same argument as in the case i = n, part iv) follows directly from part iii), which we prove here. Clearly γ . We prove this by contradiction.
Suppose that there is another eigenvector ϕ ± (not proportional to γ ± 1 4 h ψ (n−1) ) with eigenvalue x ± such that Re x ± ≥ Re γ , it follows
. This contradicts part iv) for i = n.
Finally, we prove part v). Recall by part i) that for any eigenvalue λ of Λ in
, and using equations (1.15) it can be easily checked that the eigenvector corresponding to λ (i) is given by
Moreover, noticing that ht(j) = j − 1, for j = 1, . . . , 2n, (in fact u j+1 = f j u j ), we can use use Lemma 4.3, with F (j) = j, for 1 ≤ j ≤ i, and the explicit expression for ψ (1) given in equation (4.5) to get
where c i = 0 and y i is a combination of lower weight vectors. By the decomposition (4.8), we have that the vector
has a non-trivial component in the highest weight subrepresentation generated by the highest weight vector ⊗ j∈I v Bij j . By part iii), the corresponding eigenvalue has multiplicity one and therefore ψ (i) ⊗ belongs to this highest weight subrepresentation, which coincides with the image of the morphism m i . By part i), we have that
is an eigenvector of Λ with the same eigenvalue as ψ (i) ⊗ . Since this eigenvalue is unique by part iv), we have that
for some non-zero β i . We can always normalize all the ψ (i) 's in order to obtain β i = 1 for all i ∈ I.
4.2.
Proof of Theorem 3.7 for g of type C n , n ≥ 2. The dual Coxeter number of g (1) is h ∨ = n + 1 thus we set γ = e 2πi n+1 . Recall that in this case we have
n+1 . Let n ∈ Z + , and consider the involution on the set {1, . . . , 2n + 2} defined by i → i = 2n + 3 − i. Given a matrix A = (A ij ) 2n+2 i,j=1 ∈ Mat 2n+2 (C) we define its anti-transpose (the transpose with respect to the antidiagonal) by
, where
Following [14] , the simple Lie algebra of type D n+1 can be realized as the algebra
where the Lie bracket is the usual commutator of matrices. For 1 ≤ i, j ≤ 2n + 2, we define
and we consider the following Chevalley generators of g:
It is well-known that the representation L(ω 1 ) is given by the natural action of g on L(ω 1 ) = C 2n+2 . Moreover we have that
while L(ω n ) and L(ω n+1 ) are the so-called half-spin representations of g. For convenience we introduce the irreducible but not fundamental representation
Since the algebra D n+1 is a subalgebra of sl 2n+2 , by Lemma 4.2 we have the embeddings
where L(ω 0 ) ∼ = C. Moreover, we have the following decompositions (see [21] and
We denote by u j , j = 1, . . . , 2n + 2, the standard basis of C 2n+2 , and by v i the highest weight vector of the representation L(ω i ). It is well-known that the highest weight vector of the fundamental representation L(ω i ), for i = 1, . . . , n − 1, is
A set of Chevalley generators for D (2) n+1 is obtained as follows (i = 1, . . . , n − 1):
where n = 1 if n is even and n = √ −1 if n is odd.
Remark 4.4. Notice that if n is odd then e 0 is not real in V (1) , even though the spectrum is invariant under complex conjugation. The appearence of a non-real matrix Λ is unavoidable: in fact, as shown below, we have
, and Λ cannot have a real maximal eigenvalue in this representation if e 0 is a real matrix in the representation L(ω 1 ) 0 .
Using the numbers k i 's for g given by Table 3 , we have that
where c i = 1 if i is even and c i = 0 if i is odd. We also define U (n) = n L(ω 1 ) cn . Moreover, we have that
The matrix R 1 that realizes the isomorphism R 1 :
given in (1.13) is
Recall that Λ = e 0 + e 1 + · · · + e n . Let us set
Then, it is easy to check that Λψ (1) = ψ (1) . By equation (1.16), it follows that
is an eigenvector with eigenvalue γ j , for every j = 0, . . . , n. Similarly
is an eigenvector with eigenvalue γ j− 1 2 for every j = 0, . . . , n.. Hence, for the representation V (1) , the eigenvalue λ (1) = 1 is a maximal eigenvalue with corresponding eigenvector ψ (1) . Furthermore, by Lemma 4.1, it follows that
is a maximal eigenvalue of Λ in the representation V (i) , for every i = 1, . . . , n − 1, and the corresponding eigenvector is easily checked to be
The same formulas for i = n yield the maximal eigenvalue λ (n) and the corresponding eigenvector ψ (n) of U (n) . Since ht(j) = j − 1, for j = 1, . . . , n (in fact u j+1 = f j u j for j ≤ n − 1), we can use Lemma 4.3, with F (j) = j, for 1 ≤ j ≤ i, and the explicit expression for ψ (1) given by (4.14) and for R 1 given by (4.13) to get 16) where κ i = 0 and y i is a combination of lower weight vectors. Similarly ψ (n) = κ n v n + y n , with κ n = 0.
We note that the spectrum of Λ in the representations i L(ω 1 ) ci , for i = 1, . . . , n − 1, coincides with the spectrum of the element Λ of the Kac-Moody algebra A
. This spectrum is well-known and was also analyzed in our previous paper [29] . Thus, if i = 1, . . . , n − 1, for any 0 ≤ α < 
. Furthermore, the µ (i) 's satisfy the relation (γ ∼ = V (n) (using the morphism R n+1 ), we have that
For 0 ≤ α < 1 4 the representation given in equation (4.18) has one eigenvalue with real maximal part γ α µ (n) , where
. Therefore, it follows that in
the element Λ has one maximal eigenvalue of the form
, with y 1
, then in the representationV
the element Λ has two complex conjugates eigenvalues with maximal real part, namely γ ±α µ (n) . Since the spectra of Λ in the representations V (n) and V (n) 1 2 are invariant under complex conjugation 2 , we can conclude that in one of the two representations V (n) and V (n) 1 2 , Λ has a maximal eigenvalue, while in the other representation, it has two complex conjugated eigenvalues with maximal real part. Therefore we can find a suitable normalization of Λ such that it has a maximal eigenvalue in the representation V (n) . In fact, if Λ does not have a maximal eigenvalue in the representation V (n) , then it acquires it after sending n → − n in the choice of Chevalley generators for D (2) n+1 . However, this change in the choice of the Chevalley generators does not alter the spectrum of Λ in the representations V (i) , for i = 1, . . . , n − 1. Hence, we have that
is a real positive number and
. Using the identities (4.17) together with µ (n) = µ (n+2) , we arrive at the identity
Note that, in this particular case, equation (3.8) reads
where we set λ (0) = 0. Using equations (4.15) and (4.19) one can check directly that (4.20) is satisfied thus proving part ii).
Part iii) and iv) in the case i ≤ n − 2 can be proved in the same way as done for the analogue statement for the Lie algebra B n in the case i = n. The details of the proof are therefore omitted.
Let us conclude the proof of part iii). For i = n − 1 it follows from the fact that V
has a maximal eigenvalue as it was proved in the proof of part i). For the case i = n we need to show that V (n−1) has a maximal eigenvalue which also has already been proved in part i). Now we can conclude the proof of part iv). For i = n − 1 it follows by noticing that V (n−1)
follows from the decomposition V (n−1)
We are then left to show part v). The proof is analogous to the one for the B n case. Using the embeddings (4.9) and the decompositions (4.11,4.12), it is sufficient to show that the vector ψ
has a non-trivial component lying in the highest weight subrepresentation generated by the highest weight vector
v j . In turn, this follows from the fact that ψ (i) has a non-trivial component in the highest weight vector of V (i) . For i = n, this follows from the decomposition (4.16). The case i = n is proved using the decomposition (4.18) for α = 0 as follows: Note that, from (4.16), it follows that the vector ψ (n) ∈ U (n) has a non-trivial component in the highest weight vector v n = u 1 ∧ · · · ∧ u n which is the image of v n ⊗ v n under the decomposition (4.18). We have seen in the proof of part i) that ψ (n) is identified under the decomposition (4.18) with the vector ψ
Hence ψ
must have a non-trivial component in the highest weight vector v n and, since h acts diagonally, ψ (n) has a non-trivial component in the vector v n .
4.3.
Proof of Theorem 3.7 for g of type G 2 . The dual Coxeter number of g
is h ∨ = 4 thus we set γ = e πi 2 . Recall that in this case we have
4 . Using the same notation of Section 4.2 with n = 3, the Chevalley generators of g = D 4 are:
It is well-known that the representation L(ω 1 ) is given by the natural action of g on L(ω 1 ) = C 8 . Moreover we have that
where σ is the Dynkin diagram automorphism of D 4 defined in Table 2 . A set of Chevalley generators of D
4 is:
. Using the definitions of the k i 's in Table 3 we have
The characteristic polynomial of the matrix Λ in the representation V (1) is p 1 (x) = x 4 − 4 √ 3 + 7 x 4 − 1 . Therefore the the matrix Λ has maximal eigenvalue λ (1) = 1. The vector ψ (1) can be explicitly computed and its components in the standard basis of C 8 are all non-zero. Hence, the proof of Theorem 3.7 in this case follows the same lines as for the case of the non simply-laced Lie algebra of type C n in Section 4.2. We omit the details. However we plot in Figure 4 .3 the spectrum of Λ in V (1) and V (2) . Remarkably, even though the specturm in V (1) has a Z/4Z invariance, the spectrum of V (2) has a Z/12Z invariance, as predicted by the theory. This reflects in the special form of the characteristic polynomial p 1 (x) of Λ in V (1) . Figure 1 . The spectrum of Λ for the algebra D
4 in the represenations V (1) and V (2) .
4.4.
Proof of Theorem 3.7 for g of type F 4 . Recall that in this case we have
6 . In order to study the algebra E we use the realization of E 6 proposed in [23] by 27×27 matrices, coinciding with the representation L(ω 1 ). It is well-known from representation theory [21] , that the representation L(ω 6 ) is the dual representation of L(ω 1 ). Moreover, we have the following isomorphisms of representations of the Lie algebra E 6 :
Finally, L(ω 4 ) is the adjoint representation and using standard tools in representation theory we compute
Using the numbers k i , i = 1, . . . , 6, for the Lie algebra E 6 given by Table 3 , we have
Following [25] we can compute a set of Chevalley generators of the Kac-Moody algebra E
6 and then the characteristic polynomial of Λ in the representations listed in (4.22) . The characteristic polynomials p 1 (x) and p 4 (x) of Λ in the representations V (1) Note that all the characteristic polynomials of Λ in the remaining representations in (4.22) can be computed from p 1 (x). Therefore the eigenvalues in all the representations in (4.22) can be computed finding the roots of a third and fourth order polynomial. We let the reader verify that in any representation V (i) listed in (4.22) there exists a maximal eigenvalue λ (i) , and that the λ (i) 's satisfy the relations (3.8). Moreover, in the weight vectors basis proposed in [23] , the coefficients of the eigenvector ψ (1) are all strictly positive. Using these facts and the decomposition (4.21), the proof of Theorem 3.7 follows using the same method outlined for the cases of the non simply-laced Lie algebras B n and C n in Sections 4.1 and 4.2 respectively. We omit the details.
The Q-system (g-Bethe Ansatz)
Following the construction in the simply-laced case [29] , in order to obtain the Q-system (Bethe Ansatz) for the algebra g we consider the monodromy around the Fuchsian singularity x = 0 of solutions to the linear differential equation (2.3) obtained applying the connection (2.1) to an evaluation representation of L g (1) . More precisely, for i ∈ I we define a function Q (i) (E) as the coefficient of the most singular part in the expansion around x = 0 of the fundamental solution Ψ (i) in the representation V (i) . In the case A
1 , the function Q (1) thus obtained corresponds to the spectral determinant of a Schrödinger operator. Quite naturally, the functions Q (i) , i ∈ I, will be called below generalized spectral determinants.
We restrict in this section to the case when M h ∨ ∈ Z + . From the general theory of Fuchsian singularities of linear ODEs, the singular behaviour at x = 0 depends on the spectrum of the element ∈ h 0 . Therefore, we consider a dominant weight ω ∈ P + of g, the related highest weight representation L(ω), and the set P ω ⊂ P of weights appearing in the weight space decomposition of L(ω). Then, we describe some properties of the spectrum of the element ∈ h 0 ⊂ h when acting on L(ω). The eigenvalues of are of the form λ( ) with λ ∈ P ω a weight of L(ω), and a generic choice of ∈ h 0 leads to non resonant eigenvalues, namely λ( ) − λ ( ) / ∈ Z if λ = λ . We require to be generic in the above sense as well as regular with respect to the set of roots R of g, namely to induce a decomposition of the form R = R + ∪ R − , where
Associated to such a ∈ h 0 there are a Weyl chamber W , an element w of the Weyl group of g, which maps the fundamental Weyl chamber relative to ∆ ⊂ R into W , and a set of simple roots ∆ = {w (α i ) | α i ∈ ∆, i ∈ I}.
Remark 5.1. For any ∈ h the outer automorphism σ acts on the Weyl group of g by conjugation: w σ( ) = σw σ −1 . Since by definition ∈ h 0 is fixed by σ, it follows that the element w obtained above from a generic ∈ h 0 commutes with σ, and therefore it belongs to the Weyl group of g 0 . Indeed, the latter can be charaterized as the subgroup of elements of the Weyl group of g commuting with σ.
In [29] we proved the following result Proposition 5.2. Let ∈ h 0 be a generic element, and let w be the associated element of the Weyl group. Then the weight w (ω) ∈ P ω , ω ∈ P + , has multiplicity one in L(ω) and Re w (λ)( ) > Re λ( ) for any weight λ ∈ P ω , λ = w (ω). In the case of a fundamental weight ω = ω i , i ∈ I, of g, the weight w (ω i − α i ) ∈ P ωi has multiplicity one and Re w (
be weight vectors corresponding to the weights w (ω i ) and w (ω i − α i ) respectively. Then, the elements
are weight vectors with the same weight η i = j∈ I B ij ω j ∈ P + . We normalize
in such a way that they are identified through the morphism (3.4):
As a consequence of the above results, and since M h ∨ ∈ Z + , from the general theory of Fuchsian singularities of linear ODEs it follows that for any evaluation representation V (i) k , i ∈ I and k ∈ C, there exist normalized solutions χ
3), which are eigenvectors of the monodromy matrix and have the most singular behavior at x = 0, with asymptotic expansion:
In addition, χ
k (x, E) are entire functions of E. Due to (2.4), and as a result of a comparison of the asymptotic behaviors we obtain
for every k, k ∈ C. Since for generic ∈ h 0 , the eigenvalues −w (ω i )( ), and −w (ω i − α i )( ) are non-resonant, we can uniquely define two functions Q (i) (E; ) and Q (i) (E; ) as the coefficients of the following expansion in the invariant subspaces of the monodromy matrix,
where, v (i) (x, E) belongs to an invariant subspace of lower weights vectors. We call Q (i) (E; ) and Q (i) (E; ) the generalized spectral determinants of the equation (2.1). The Ψ-system (3.11) implies the following non-trivial functional relations among the generalized spectral determinants. Proposition 5.3. Let ∈ h 0 be generic. Then, the spectral determinants Q (i) (E; ) and Q (i) (E; ) are entire functions of E and satisfy the following Q Q-system:
4)
where θ i = w (α i )( + h).
Proof. Let be generic, so that the solutions χ (i) and ϕ (i) as defined above exist. Since equation (2.3) depends linearly on E, then we have that the functions Ψ (i) , χ (i) and ϕ (i) , are entire with respect to the parameter E, from which it follows that also Q (i) and Q (i) are entire functions of E. In order to get the Q Q-system, we note that the expansion (5.3) implies the following one:
k (x, E)+. . . , where γ i = w (ω i )( + h), δ i = w (ω i − α i )( + h) and the remaining unspecified terms are of lower weight. Substituting the above expansion into the Ψ-system (3.11), we thus obtain:
+ . . . .
Collecting on both sides above the coefficients of the highest weight vector, and introducing the quantities θ i = γ i − δ i = w (α i )( + h), one arrives at the Q Qsystem (5.4).
In the simply-laced case the Q-system follows from the Q Q-system after a oneline calculation. In the present case, some more work is needed.
Proof. Recall that from Proposition 5.3 that we defined θ i = w (α i )( + h), for every i ∈ I. For every i ∈ I, we have that α i = j∈ I C ji ω j . Moreover, by the construction (1.12) of the Chevalley generators of L g (1) , it follows that ω j (a) = ω σ(j) (a) for every a ∈ h 0 and j ∈ I. Now assume that D i θ i = j∈I C ij β j , for i ∈ I and certain β j . Then, for i ∈ I, we have the following identities:
The lemma is proved.
We are now in the position to state our fundamental result:
Then the following identity, known as Q-system (or g-Bethe Ansatz), holds: 6) where
while evaluating at E = Ω
Due to the assumption (5.5) we can get rid of the function Q (i) , obtaining the identity
To deduce the Q-system from the above, we consider three cases. First of all, recall that if i = j then by definition C ij = −B ij . Therefore, if i = j and B ij = 1, then we have C ij = D i C ij = −D i , and
On the other hand, if i = j and B ij > 1, then D i = 1 r and B ij = r, from which it follows that C ij = D i C ij = −D i B ij = −1, and so
As a consequence of these identities, and due to the relation ω = Ω 1 M h ∨ , equation (5.9) can be written as
The last step we need is to write the quantities D i θ i , i ∈ I, in terms of the components of the symmetrized matrix C. This is done in Lemma 5.4. The theorem is proved.
5.1. Action of the Weyl group on solutions to the Bethe Ansatz. It is known that the Weyl group acts on the space of solutions to the Bethe Ansatz equations, see e.g. [31] . We now show how the Weyl group of g 0 acts on the solutions to the Bethe Ansatz equation (5.6) in our construction, and we prove that for generic ∈ h 0 the action is free. We identify the Weyl group of g 0 as the subgroup of the Weyl group of g whose elements are fixed by the action of the outer automorphism σ; see Remark 5.1. The action is described as follows. Fixed an element w of the Weyl group, we notice that in the representation L(ω i ) the weights w (w(ω i )) and w (w(ω i − α i )) have multiplicity one, as follows from Proposition 5.2 and the fact the multiplicity of a weight is invariant under the Weyl group action. If is generic in the sense of Proposition 5.2, we can define the two solutions χ w (x, E) which are eigenvectors of the monodromy matrix with eigenvalues e i2πw (w(ωi))( ) and e i2πw (w(ωi−αi))( ) respectively. We can therefore decompose the subdominant solution Ψ(x, E) in (new) invariant subspaces of the monodromy matrix as follows 
where w(β) j = 1 M h ∨ w (w(ω j ))( + h). Finally, we note that the stabilizer of the tuple (ω 1 , . . . , ω n ) consists of the identity element only. In fact, if an element in the Weyl group of g 0 stabilizes (ω 1 , . . . , ω n ) then, since it is invariant under conjugation by σ, it stabilizes the tuple (ω 1 , . . . , ωñ), whereñ is the rank of g; it is well known that the unique element of the Weyl group of g stabilizing (ω 1 , . . . , ωñ) is the identity [24] . We deduce that for a generic also the stabilizer of the Bethe Ansatz solution (Q (1) , . . . , Q (n) ) is trivial. Indeed, the equality Q (i) (E, ) = Q (i)
w (E, ) cannot hold for any i ∈ I, since w(β) j = β j for at least one j ∈ I.
Airy functions for twisted Kac-Moody algebras
We consider in more detail the special case of (2.6) with a linear potential p(x, E) = x and with = 0. The element = 0 is clearly non-generic, however the Q-functions can be easily defined in this case. Following [29] , we fix an element w in the Weyl group of g 0 and we call v 
2n−1 in the standard representation. We study the A
2n−1 -Airy function, n ≥ 3, in the standard representation V (1) = C 2n . Namely, we want to find a solution for equation (6.4) The general solution of (6.6) is Φ 1 (s) = κs where κ is an arbitrary complex number. We choose the path c as in Lemma 6.1 with M = 2n. It eventually lies on the rays of arguments e ± πi 4n , and it is clockwise oriented. On this path the exponential function is oscillatory, therefore fixed ε > 0, for any x such that | arg x| < 
and thus the Airy function coincides with the fundamental solution Ψ (1) -up to a multiplicative constant. The solutions Ψ (1) k , k ∈ Z, |k| < n, are obtained by integrating (6.2) along the contour obtained rotating c by e kπi 2n .
D (2)
n+1 in the standard representation. We study the D (2) n+1 -Airy function, n ≥ 2, in the standard representation. Namely, we want to find a solution for equation (6.4) Even though equation (6.9) has a two dimensional space of solutions, these corresponds to a one dimensional space of solutions to equation (6.1), as the integral (6.2) vanishes on a one dimensional subspace of solutions of (6.9). To prove this fact we proceed as follows. The function Π(s) = s . We define therefore the Stokes line c and the Stokes Sector Σ as in Lemma 6.1 with M = n + 2. From standard WKB theory [17] , we know that there exist two linearly independent solutions of (6.10) which inside the Stokes sector have the following uniform asymptotics
n+2 . Notice that the integral c s k e −xs Π ± (s)ds is well defined for any k ∈ C if x > 0 because Π ± (s) are oscillatory on the Stokes line. Moreover, by the Cauchy Theorem we have that c s k e −xs Π − (s)ds = 0 if x > 0, because s k e −xs Π − (s) is both analytic and exponentially small in the Stokes sector. After the above discussion and using the asymptotic expansion (6.5) we obtain By Theorem 2.2, the Airy function is the fundamental solution Ψ (1) of the equation (6.1). We notice further that the general solution of (6.9) can be written by means of modified Bessel functions I ν (z) [16] after the transformation of the independent variable z = It is well known [16] that I ν (z) ∼ 1 2πz e z , arg z < π 2 . Therefore, the fundamental solution Ψ
(1) (x) written in the integral form (6.2) depends on the sum c 1 + c 2 only.
Moreover, the solutions Ψ As we did in the previous subsection, we use the WKB method to study solutions to the latter equation. By this mean, we easily prove that in the Stokes sector Σ defined as in Lemma 6.1 with M = 5 there is a basis of solutions Π ± (s) with the following asymptotic behavior
