The performance of media-based modulation (MBM) systems, where additional information can be conveyed by the indices of the channel states created by RF mirrors, over time-selective channels is investigated. By transforming the MBM system model into a traditional MIMO system model, we first propose a reduced complexity sphere decoder algorithm. Then two channel tracking algorithms, which are based on least mean square adaptive filter and recursive least-squares adaptive filter, are employed in order to combat the performance loss caused by the time-varying channels. Numerical results show that the proposed sphere decoder and these two channel tracking algorithms perform well in MBM systems.
Introduction
Recently, media-based modulation (MBM) [1] [2] [3] has been proposed as a new technology to improve the spectral efficiency. Compared to the traditional modulation, where the information is embedded in the RF source (namely, the source-based modulation (SBM) as referred in [1] ), additional information can be embedded into the indices of the active channel states in MBM systems. This can be achieved, for example, by placing a number of mirrors around each transmit antenna and indexing the mirror configuration.
MBM can be regarded as an instance of index modulation (or channel modulation as described in [4] ), which has attracted significant attention recently due to the advantages in significantly improving the spectral and energy efficiency compared to the traditional digital modulation technique. For index modulation techniques, additional information bits can be embedded into the indices of the building blocks of the considered communication systems [5] . Although the concepts of antenna selection technique [6, 7] and reconfigurable antennas [8, 9] are very similar to the concept of index modulation, the main difference is that the antenna selection and reconfigurable antennas techniques do not index the activated antennas indices and the antenna patterns to convey additional information bits. One application of index modulation is the space shift keying (SSK) [10] . In SSK, the transmitter only activates one out of all the transmit antennas to convey the information bit, and hence the spectral efficiency scales only logarithmically in the number of transmit antennas. This implies that the SSK should exponentially increase the number of transmit antennas in order to linearly improve the spectral efficiency, which will also exponentially increase the system hardware cost in terms of both economic and energy consumption. However, these drawbacks for SSK can be significantly reduced in the MBM system, since the spectral efficiency in MBM only scales linearly with the number of RF mirrors, while the number of transmit antennas remains fixed.
For MBM technique, it has been proved in [2] that a 1 × MBM over static multipath channel asymptotically achieves the capacity of parallel AWGN channels, where for each unit of energy over the single transmit antenna, the effective energy for each AWGN channel is the statistical average of channel fading. It is confirmed in [3] that the performances of SIMO-MBM are better than the SBM in some aspects and a significant coding gain can be obtained if single parity check symbol code is applied to a SIMO-MBM. The authors in [11] presented the layered MIMO mediabased modulation (LMIMO-MBM), which overcomes the recovery complexity issues at the cost of losing symbol error rate performance. By combining the space-time block coding and MBM, the concept of space-time channel modulation scheme is introduced in [4] . It is shown in [4] that proposed schemes achieve considerably better error performance than the existing MBM systems. Reference [12] combined MBM and space modulation technique to further improve the error performance of MIMO-MBM systems. More importantly, a simple and convenient model, which is named generalized spatial modulation-MBM (GSM-MBM), is proposed in [12] . Based on [12] , the intricate MBM model originally described in [1] can be reformed as an explicit MIMO system model, which allows us to use existing MIMO algorithm to handle the newly raised problem in MBM systems. There have been a variety of existing works on the performance of MBM systems. However, the performance of MBM systems over time-selective channels has not been previously treated. Thus, in this paper, we investigate the performance of the MBM systems over time-selected channels by using the GSM-MBM model. Based on this model, traditional MIMO decoding algorithms can be used in MBM systems. Although the maximum likelihood (ML) decoder is optimal, the algorithm complexity is prohibited in practice. While the authors in [3] proposed a novel detection algorithm for SIMO-MBM based on sphere decoder to improve the processing speed of the receiver, we note that there is still room to reduce the complexity of sphere decoder. Therefore, in our work, we first present a reduced complexity sphere decoder for the MIMO-MBM systems. As illustrated later, our proposed decoder has almost the same performance as ML decoder. Then the symbol error rate (SER) performance of MIMO-MBM over time-selective channels is investigated using the proposed decoder method and two tracking algorithms called least mean square-(LMS-) MBM and recursive least-squares-(RLS-) MBM are proposed to improve the performance of MIMO-MBM. Numerical simulations verify that the proposed channel tracking algorithms can perform well in MBM systems.
System Model
In this section, we consider a × MIMO system used with MBM technique and assume that there are MBM + SBM bits information to be transmitted per channel use, where MBM bits are the MBM information, SBM bits are the SBM information, and and represent the number of transmit and receive antennas, respectively. In such system, each transmit unit can create = 2 MBM independent channel states by turning on/off MBM RF mirrors. By employing the GSM-MIMO model described in [12] , the received signal at the receiver can be expressed as
where H ∈ C × and x ∈ C ×1 represent the overall channel matrix and the overall data symbol vector, respectively. More precisely, the overall channel matrix and the overall data symbol vector are given by
where x = [0, . . . , 0, SBM , 0, . . . , 0] with SBM denoting the data symbol modulated by SBM bits and H = [h (1), h (2), . . . , h ( )] with h ( ) ∈ C ×1 denoting the th channel state at the th transmit antenna, respectively. z ∼ CN(0, 2 I) is the Gaussian noise, where we assume that each element has zero-mean and finite variance 2 . Note that the system model in (1) is a special case of the GSM-MBM model by assuming that all the transmit antennas are activated. Thus, in the following, we refer to the system model in (1) as MIMO-MBM.
Next, we will take an example to illustrate how to use the equivalent system model to realize the process of MIMO-MBM. For simplicity, we take the example as illustrated in Figure 1 , where a MIMO-MBM system with = 2, = 4, MBM = 1, and SBM = 1 is considered. According to (1)-(2), the received signal can be expressed as 
Then different transmit units can send data symbol using the rule in Table 1 . If the th transmit unit sends MBM information 0 and SBM information SBM , which implies that the th channel h (1) is used to convey the SBM data symbol SBM , then the whole transmit data of the th transmit unit can be represented as x = [ SBM , 0]. If the th transmit unit sends MBM information 1 and SBM information SBM , which implies that the th channel h (2) is used to convey the SBM data symbol SBM , then the whole transmit data of the th transmit unit can be represented as
Intuitively, if the receiver can perfectly recover the transmit data [
MBM ] can be obtained by using the same rule as shown in Table 1 . In this way, both the MBM information and SBM information are demodulated at the receiver.
Reduced Complexity Sphere Decoder for MIMO-MBM
By using the generalized system model in (1), the receiver can recover the transmit data symbol x using existing decoder methods, that is, the ML decoder. However, the complexity of ML decoder is very high, especially when the constellation size is large. For completeness, we provide the computational complexity of ML decoder in the sequel. At the receiver side, the ML decoder is considered to detect the signal x aŝ
where A is the set of all possible x's. We then evaluate the complexity of ML decoder using the number of add/ multiply/comparisons operations [3] :
where ML_add = (4 +4 −1)̂, ML_multiply = 4 ( + 1)̂, ML_comparison =̂,̂is the constellation size, and is the number of receive antennas. Here we take the quadrature amplitude modulation (QAM) for example. We can easily see that the complexity of ML decoder is prohibitive if the whole constellation size of MBM is large. Nevertheless, we note that the complexity of comparison operation is relatively lower than that of add/multiply operation. Therefore, we aim at reducing the number of add/multiply operations at the cost of increasing a few more comparison operations in order to reduce the complexity of the recovery process. In particular, we will propose a modified sphere decoder (SD) for MBM to achieve the same performance as the ML decoder.
The considered SD for MBM, which is called SD-MBM algorithm later in this paper, is a modified version of the SD algorithm presented in [13] . Assume that is the sphere radius and the SD can be expressed aŝ
which means that SD performs a ML search only through those points in the sphere with radius . If is sufficiently large, then the solution of (6) will be the same as the solution of (4). If a candidate x is within the search radius , then the following equation must be true:
where h is the th row of H. In other words, a candidate can be rejected from further calculation if any partial sums are out of the sphere. This property reduces the amount of work required to evaluate candidates when the constellation size is large.
In fact, if we find a point in the sphere, we can update the radius with the Euclidean distance of that point to further reduce the complexity. But the initial sphere radius is not easy to find because if the radius is too large, there will be too many points to be searched; if the radius is too small, there will be no point to be found. The authors in [7] give a conventional method of deciding initial radius:
where 2 is the variance of noise, is the number of receive antennas, and is a constant number based on experience.
If we set the radius properly, we can always find the optimal solution and reduce the complexity. If we set the radius small occasionally, no point is in the sphere after the search and hence we need to enlarge the radius and do the search again. In this case, fortunately, since many points have been searched last time, we do not need to start over; we only need to start from where we stopped at last time and hence each point is searched no more than once. In this way, the numbers of add and multiply operations are reduced only at the cost of a few more comparisons. In what follows, we provide the full procedure of SD-MIMO-MBM: let be the constellation size of MBM, let A be a set containing all possible transmit signals, A = {x 1 , x 2 , . . . , x }, let ( ) be the position of search along path , and let (x ) be the Euclidean distance along path . Then the algorithm can be formulated as Algorithm 1. The advantage of the modified SD-MIMO-MBM is that it always can find a point in the sphere and search every point along each path no more than once, which reduces the complexity of the decoding process significantly.
Time-Selective Channels Model for MIMO-MBM
It is known that a moving terminal, especially for the terminal on the high-speed railway [14] , will induce large Doppler
( 1 ) = 2 and go to (10) (6) end if (7) ( shift effect, which is the cause of the time-selectivity in the fast-fading channel. Therefore, in this section, we use an improved sum-of-sinusoids statistical simulation model of Rayleigh fading channels to model time-selective channels property and study the performance of MIMO-MBM. The normalized low-pass fading process of a new statistical sumof-sinusoids simulation model is defined by [15] 
where = (2 − + )/4 , = 1, 2, . . . , , , , and are statistically independent and uniformly distributed in the range of [− , ) for all , and is the number of sinusoids. Thus, the channel matrix of MIMO-MBM at time instant can be represented as
. . . . . . ℎ [ , ] . . .
where ℎ [ , ] denotes the th channel coefficient between the th transmit unit and the th receive antenna at th time instant and is described as (9) . We use autocorrelation to model the variation of channel factors with time [16] :
where 0 (⋅) is the 0th-order Bessel function of the first kind and is the maximum Doppler shift. The coefficient relies on and 1 − 2 .
Channel Tracking for MIMO-MBM
In this section, we discuss how to obtain the channel matrix at the receiver and improve the performance of the decoding process. During the channel estimation phase, the transmitter sends pilots by scanning through the whole constellation space. The accuracy of estimated channel matrixĤ depends on the length of pilots [17] . The initial estimated channel matrix can be expressed as [18] 
where H is the exact channel matrix,H is the estimation error matrix, and ∈ [0, 1] is the scale of estimation error. The estimated channel matrixĤ is used to recover the data at the receiver. Intuitively, for time-selective channels, the symbol error rate will be larger than that in time-invariant channel. Therefore, it is important to use channel tracking to update channel matrix in order to improve the system performance.
Least Mean Square (LMS) Algorithm for MIMO-MBM.
The adaptive LMS algorithm is widely used in practice due to its simplicity, computational efficiency, and good performance under a variety of operating conditions. It is based on minimum mean squared error (MMSE) criterion and is introduced in [19] in the form of vectors updating problem.
We use it to track the channel matrix of MIMO-MBM in time-selective channels and develop an algorithm to improve the performance of recovery process at the receiver side. We assume that the channel matrixĤ[ ] is obtained after the pilot training at time instant . We also assume that the receiver employs the channel estimateĤ[ ] to detect the 
Then, substituting (15) into (16) and calculating the derivative of (16) yield
Since our goal is to minimize MSE of (16), we update the channel matrix using (18):
where is the step size. According to [19] , in order to simplify the selection of step size , we employ the normalized LMS-MBM algorithm to update the channel matrix: The idea of LMS-MBM algorithm is that the receiver updates the estimated channel matrix to decode signal and reduce MSE. The implementation of the adaptive algorithm starts with a training transmission, which is used to acquire initialĤ[ 0 ] estimates. Then we use LMS-MBM algorithm to estimate channel matrix and detect the transmit data symbol. The steps of LMS-MBM algorithm are summarized as follows:
Step 1: initialĤ[ 0 ], , and parameter = 1
Step
Step 3 Step 2: O( +1 )
x[ ], y[ ], andĤ[ ] are the estimated symbol, the received signal, and the estimated channel matrix at time , respectively. is the step size parameter of updating process and 0 < < 1; is the time of data transmission after pilot transmission. The calculation complexity is listed at the end of each step.
Recursive Least Square (RLS) Algorithm for MIMO-MBM.
The complexity of RLS algorithm [19] is a little higher than that of LMS algorithm because it considers the minimization of the total weighted squared error, which depends on all received signals and all transmitted symbols before time instant and the channel matrix at time . Therefore, the channel matrix at time index is chosen to minimize the cost function:
where is the forgetting factor and 0 < < 1. We try to obtain channel matrixĤ[ ] to reduce the weighted squared error and calculate the derivative of (20):
where
From (22), we have
(23)
, we obtain
By assuming that R[ ] is invertible and multiplying both sides of (24) by R −1 [ ], we can obtain
The step size factor is defined as
Similarly, substituting R[ ] and D[ ] into (21), we obtain
where 
Combining (30) with (29), we get
Similarly, combining (26), (30), and (32), we obtain
which shows that the two adaptation gains have the same direction but different mold. And the major problem is how to update step size factor g[ ] or g[ ]. By defining
we have such an updating
which is proven in [19] and omitted here. The update of channel matrix can be achieved by using (27), (31), (33), (34), (35), (36), and (26). We use this algorithm called RLS-MBM to track the channels of generalized media-based modulation and improve the performance of symbol error rate. It is summarized as follows:
Step 1: initialĤ[ 0 ], P[ 0 ], parameter , and = 1
Step Step 7: updating P[ 0 + ]; then = + 1 and go to
Step 2: O( 2 2 )
x[ ] y[ ] andĤ[ ] are the estimated symbol, the received signal, and the estimated channel matrix at time , respectively. is the forgetting factor and 0 < < 1; is a large constant initial parameter and is the data transmission time after pilot transmission.
Complexity Analysis for LMS-MBM and RLS-MBM.
The aim of this subsection is to present the computational complexity of the proposed LMS-MBM and RLS-MBM channel tracking algorithms. The LMS-MBM and RLS-MBM algorithms are shown in Sections 5.1 and 5.2, respectively, with the complexity corresponding to each step of the algorithms. As we can see, the overall order of complexity of LMS-MBM is given by
As for RLS-MBM, the overall order of complexity is given by
In practice, we assume that ≥ because the SER performance loss of MIMO-MBM is huge when is large. Therefore, if ≥ 2, RLS-MBM = O( +1 ), which means that the complexities of LMS-MBM and RLS-MBM are the same.
. Therefore, the computational complexities of LMS-MBM and RLS-MBM are equal.
Numerical Simulations
In this section, we present simulations to evaluate the performance of proposed sphere decoder for MIMO-MBM and the tracking ability of LMS-MBM and RLS-MBM for MIMO-MBM in time-selective channels. The time-invariant channel vectors corresponding to each transmit unit are generated with complex i.i.d. Gaussian random components of unit variance, while the time-selective channel vectors of each transmit unit are generated according to Section 4. Energy per bit is defined as the sum of signal energies of transmit units divided by the total number of bits per channel use. Thus the signal-to-noise rate (SNR) is defined as [20] 
where is the signal energy of each transmit unit and is the number of bits per channel use. Other default values of various parameters are listed in Table 2 . We employ average symbol error rate (SER) and mean square error (MSE) of channel estimation as performance metrics to evaluate performances of MIMO-MBM. MSE of channel estimation is defined as [21] 
Performance of Sphere Decoder for MIMO-MBM.
In this subsection, we present the number of add/multiply/comparison operations to evaluate performance of the proposed SD-MIMO-MBM developed in Section 3. Assume that the empirical parameter = 3 [22] and the whole process is under time-invariant Rayleigh fading channels. We consider the case with = 2 transmit units, each transmit unit with 1 bit to be sent, and the number of receive antennas = {2, 4, 6}. Figure 2 compares the SER performances of the proposed SD decoder and ML decoder for MIMO-MBM. We can readily see that SD-MIMO-MBM and ML decoder have an identical performance. Therefore, in the following, all the figures regarding the SER performance are plotted by using the SD-MIMO-MBM algorithm. The radio of computational complexity between the sphere decoder and the ML decoder, which is defined as
is depicted in Figure 3 . We can see that (1) a higher reduction in computational complexity is achieved for high SNR values for both decoders; (2) compared to traditional SD decoder, a higher reduction is achieved for more receive antennas, which means that the larger the constellation size is, the more reduction can be achieved for SD-MIMO-MBM; (3) the computation complexity of SD-MIMO-MBM is slightly higher than that of traditional SD for MIMO-MBM when the number of receive antennas is 2 due to the small constellation size. This is because the SD-MIMO-MBM decoder needs a few more comparison operations. 
Performance of MIMO-MBM in Time-Selective Channels.
In this subsection, we evaluate performances of MIMO-MBM in both time-invariant channels and time-selective channels. We consider the case with = 2 transmit units, each transmit unit with 2 bits to be sent, and the number of receive antennas = {2, 4, 6}. The receiver is assumed to have perfect knowledge of the channel matrix during the pilot estimation phase.
The average SER performance of MIMO-MBM versus SNR with different channels and different receive antennas is shown in Figure 4 . As for time-selective channels, we assume that the maximum Doppler shift is 100 Hz and the maximum variation of channel factors is 0.96. We can see the following: (1) compared with the time-invariant channel case, the SER performance loss of MIMO-MBM in time-selective channels is negligible at low SNR; (2) the SER performance of time-selective channel saturates to a constant value in the high SNR region, which implies that higher SNR cannot improve the SER performance for time-selective channels; (3) as the number of receive antennas grows large, the SER performance can be significantly improved, since the constellation size also grows large, which results in improving the accuracy of transmission. Figure 5 shows the average SER performance of MIMO-MBM versus the maximum variation of channel factor for time-invariant and time-selective channels with = 4 receive antennas and SNR = 10 dB. The range of is from 0.84 to 1 and the change of is only based on the change of maximum Doppler shift. We can see that as grows larger, the change of channel becomes slower and the SER performance goes better. When is close to 1, the SER performance of MIMO-MBM in time-selective channels is getting close to that in time-invariant channels. 
Performances of LMS-MBM and RLS-MBM.
In this subsection, we evaluate the performance of channel tracking algorithms discussed in Section 5 and the performances of MIMO-MBM in time-selective channels with LMS-MBM and RLS-MBM. For simplicity, we assume that the number of receive antennas = 4, the length of pilot sequences is = , the step size parameter of LMS-MBM is 0.1, and the initial parameter and forgetting parameter of RLS-MBM are 100 and 0.99, respectively. Figure 6 shows the average SER of MIMO-MBM versus the SNR over time-invariant and time-selective channels with and without channel tracking algorithms. We can see that the SER performance of MIMO-MBM in time-selective channels without channel tracking algorithm is the worst. The SER with LMS-MBM algorithm and RLS-MBM algorithm both outperform the SER without channel tracking algorithm. However, RLS-MBM performs better than the LMS-MBM. For example, when the target SER is 10 −2 , the SNR degradation of the one with LMS-MBM is 2.3 dB and the SNR degradation of the one with RLS-MBM is 2.7 dB. But there is still room compared to the one in time-invariant channels because the SNR degradation is 5.8 dB compared to the one in time-selective channels without channel tracking.
The MSE of MIMO-MBM versus the SNR with different channel tracking algorithms is plotted in Figure 7 . We can see that when the SNR is low, the curves of LMS-MBM and RLS-MBM are overlapped and both of them outperform pilot-aided estimation. When the SNR is high, RLS-MBM performs better than LMS-MBM. Figure 8 shows the MSE versus the maximum variation of channel factors at SNR = 10 dB. We can see that when = 1, the channel becomes time-invariant. However, the MSEs of LMS-MBM and RLS-MBM increase with the decreasing of , which implies that the faster the channel changes, the larger the estimation error is, even if the channel tracking algorithms are used. Figure 9 shows the SER versus the maximum variation of channel factors. We can see that when the target SER is 10 −2 , the coefficient of LMS-MBM and RLS-MBM estimated channels can be about 0.959 and 0.885, respectively. LMS-MBM and RLS-MBM algorithms are only carried out once during the channel tracking process in Figures 6-9 . Actually, system can improve the reliability by implementing channel tracking algorithms more times at each symbol. Furthermore, during the pilot-aided channel estimation, the length of pilots affects the accuracy of channel tracking. Apparently, better SER performance can be obtained if the length of pilots is long. However, since using longer pilots reduces the spectral efficiency of system, it is very important to choose the reasonable length of pilots. MBM system needs to transmit pilots by scanning through all the channel states, which makes MBM need at least pilots. Figure 10 gives the performance of LMS-MBM and RLS-MBM with = { , 2 , 3 } pilots, respectively. We can see that as the number of pilots gets larger, the performance of LMS-MBM and RLS-MBM gets better. As for LMS-MBM, when the target SER is 10 −2 , the corresponding SNRs for MBM with , 2 , and 3 pilots are 9.9 dB, 8.5 dB, and 8 dB, respectively. As for RLS-MBM, when the target SER is 10 −2 , the corresponding SNRs for MBM with , 2 , and 3 pilots are 9.5 dB, 8.2 dB, and 7.8 dB, respectively. Therefore, longer pilot training length results in a better performance of LMS-MBM and RLS-MBM.
Conclusion
In this paper, by employing the GSM-MBM model, a reduced complexity sphere decoder and two channel tracking algorithms called LMS-MBM and RLS-MBM in time-selective channels based on the MIMO-MBM model are proposed. The proposed sphere decoder performs as well as ML decoder in SER performance and reduces the complexity of the decoding process, especially when the constellation size is large. Two channel tracking algorithms based on least mean square adaptive filter and recursive least-squares adaptive filter called LMS-MBM and RLS-MBM are proposed. The complexities of these two algorithms are equal to each other on a macro level, but RLS-MBM is more complicated than LMS-MBM in some details. Numerical simulations verify that although the two channel tracking algorithms improve systems' SER performance significantly, RLS-MBM outperforms the LMS-MBM. Meanwhile, the length of pilots affects the performance of LMS-MBM and RLS-MBM. Longer pilot training length results in a better performance. The details about the performances of the proposed sphere decoder and two tracking algorithms were illustrated by simulations.
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