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I. INTRODUCTION 
In a recent paper [2], we defined the “secondary zeta-functions” as a pair 
of functions derived from the Dirichlet series involving the powers of primes 
in one case and the non-trivial zeros of the Riemann zeta-function in the 
other and showed that the two secondary zeta-functions are related by a 
formula analogous to the functional equation of the Riemann zeta-function 
itself. This paper deals with a few properties of a pair of secondary zeta- 
functions. 
For convenience of notation we make the convention throughout that 
4 -t- + shall run through the complex zeros of c(s), the Riemann zeta- 
function. Thus some values of y will be complex if the Riemann hypothesis 
is false. Furthermore, if multiple zeros of t(s) exist, then the terms in sums 
over y shall occur in their appropriate order of multiplicity. 
The secondary zeta-functions Z,(S) and ZJs), whose properties we are 
going to investigate, are defined by: 
Z,(s) = Jim 
T+- l”.-.En<7 
+$$ (m logp)--s - ,:,:.,-. &I, 
wherep runs through the prime numbers and m through the positive integers, 
and 
Z&) : 1 y-s. 
IWIY) 20 
The Dirichlet series involved in the definition of the function Z,(s) does 
not converge in the ordinary sense, but we can overcome this difficulty by 
using the notion of modified Abel summability which was used by 
Atkinson [I] to deal with certain divergent Dirichlet series in the theory of 
partitions. 
The paper consists of four sections. In the section following this introduc- 
tion, the poles of the function Z,(s) have been investigated. The behaviour of 
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the function Z,(S) near s 1 1 have been examined in the next section. Some 
particular values of the functions Z,(s) and Z,(s) have been calculated in the 
last section. 
2. THE POLES OF THE FUNCTION Z,(s) 
We have the Equation ([3], p. 58): 
- ;& + 1) j c (2 ..:. !), 
S--P P 
(2.1) 
,I 
where b : log 2~ - .iC - I, C being the Euler’s constant, and p - 1 T iy 
runs through the nontrivial zeros of the function c(s). 
Putting s : ;- t in (2.1), we obtain: 
(2.2) 
Lye also have the result ([7], p. 247): 
Writing 4 --L it for z in (2.3), we obtain: 
(2.3) 
(2.4) 
Equations (2.2) and (2.4) now give: 
Therefore, iff(t) represents the derivative with respect to t of the function 
on the left of the equation above, then 
486 CHAKRAVARTY 
where 
a = 2n + .A. 
The function f(t), thus defined, is regular at t = $ and consequently 
regular for all t > 0. As t--t CO, it is of the order O(te2) and therefore, the 
function F(s), the Mellin transform off(t), given by 
F(s) L- Q(t) P-1 dt (2.6) 
converges for 0 < Re(s) < 2. It is, however, possible to get an analytic 
continuation for F(s). 
Now, for 0 < Re(s) < 2, we have: 
I 
m  P-l dt __ a(1 - S) Car-2 
0 0 + aI2 sin s7r ’ 
and 
I 
m p -y2 x(s - 1) ye-2 
o (t2 + .y2)2 “-’ dt = 2 sin &r ’ 
(2.7) 
(2.8) 
Therefore, using (2.5) in (2.6), we have, with the help of (2.7) and (2.8): 
F(s) = 2 4 ,,;‘,““-’ + c 
n-1 Rely)>0 
7r(l - s) 
_- sin Sn X(2 - ‘) - 2;;;) 40 - 4, @e(s) -c 11, 
(2.9) 
where 
x(s) = 2” f (4n + 1)-S, VW) > 1) (2.10) 
T&=1 
and 
.a4 = 1 I+, (Re(s) > 1). 
l&?(Y)>0 
Now, the functional equation connecting Z,(s) and Z,(s) is given by [2]: 
Z,(s) - r(l - s){21-” - 2-577(1 - s) - (2-s - 4) [(I - s)} 
= -2F(l - s) sin &rZ,( 1 - s), (2.11) 
where 
T(S) = i (-1)“(2n + l)-8, 
?I=0 
(Re(s) > 1). (2.12) 
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Ne may write 
q(s) = *E. (4n + l)-” - f (4n t 3)-“, 
,I -0 
so that 
$ (4n + 1)-S == ,&(4n j- l)-” - 1 
=1 rl(s) + E (4n -:. 3)-’ - 1 
n-o 
+(s)+&*n.I 1)-“-l 
n=o 
that is, 
= &r)(s) + i(1 - 2-y C(s) - I, 
AT(S) + 4 (1 - 2-q 5(s) = 1 + 2-sx(s), (Re(s) > 1). (2.13) 
Replacing s by 1 - s, this can be written as: 
2-“q(l - s) -t (2-8 - 4) ((1 - s) = 21-s + x(1 - s), (Re(s) < 0). 
(2.14) 
Using (2.14), we can now write the functional Eq. (2.1 I) as: 
Z,(s) :: - T(l - s) x(1 - s) - 2r(l - s) sin &.Z,(2 - s), (Re(s) < 0). 
(2.15) 
Hence, with the help of (2.9), we can write: 
Z,(s - 1) = - r’2rG S)-$zF(s), (Re(s) < 1) 
F(s) = -- 
w 
=.: - & jIf(t) t”-’ dt, (I < Re(s) < 2), (2.16) 
using the analytic continuation of F(s). 
But, by definition, 
Writing this forf(t) and integrating by parts, (2.16) becomes: 
since the integrated term vanishes for 1 < Re(s) < 2. 
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Hence, 
I = 
-u4 TL r(s) o J I 
(0 < Kc(s) < I). 
To get the analytic continuation for 2&(s), we write: 
I x 
I 
0: 1 _ el;2-1 
0 *-t 
p-1 dt = - j,” p-1 dt ,: eu/2-~)u du 
= -r(s) j:eh-~ du, (0 < Re(s) < 1). 
We can now say that 
Z,(s) + J‘: e~“u-8 du 
has a single valued analytic continuation for Re(s) > 0 with no poles. 
Far Re(r) < I, we have 
s 1 cz: (4)” ’ eiuu-8 du = C - 1 a nLO n! tPa du = f o n=U 2”n! (n i- 1 - S) . 
This shows that $e:Uu-s du has a continuation with simple poles of 
residues 
1 - 
p-l@ _ I) !  at s = my (m = 1, 2, 3 ,... ). 
Therefore, the function Z,(S) has simple poles of residues 
1 
p-ym _ I)! =t s == m, (m = I, 2, 3 ),,. ). 
3. THE BEHAVIOZTR OF THE FUNCTION Z,,(s) NEAR s = 1 
To begin with we assume the Riemann hypothesis to be correct and let 
N(x) denote the number of zeros of the function c(s) in 0 < Im(s) < x. 
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Consider the function 
It is known ([6], p. 181) that the function 
S(x) = N(x) - (5 log & - 2) 
is of order O(log x) as x -+ co. Hence, the integral (3.1) exists when x is 
infinite if Re(s) < I. As x + 0, the integrand is of order 0(x0-’ log X) and 
hence the integral exists at x 1 0 if Re(s) > 0. Therefore, the integral (3.1) 
converges for 0 < Re(s) < 1. 
\Ve write: 
The first integral on the right converges for Re(s) < 1 and for Re(s) > 0, 
the second integral is equal to 
1 j I -.- log 2lr I , -- 
2x! 1. . s s- -9- \ 
Therefore. we have: 
‘I’(s) = 1; 1 N(x) - (+f log $ -- $-) ; x”-? d.T 
1 1 + log 27r -. ._- _. -. 
2ns’ 27rs 
(Re(s) < 1). (3.2) 
This will give us the analytic continuation of T(s) for Re(s) < 0. \Vc can 
write: 
I 1 + log 277 
I- Fj-;” i- -F, (Re(s) < 0). (3.3) 
Integrating by parts, the second integral in (3.3) can be shown to be equal to 
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Therefore, Eq. (3.3) becomes: 
T(s) = 1: N(x) xs-2 dx, (Re(s) < 0) 
1 =- 
i 
= x8-l dN(x). 
1-S * 
Now, without the Riemann hypothesis, we have: 
and so 
N(x) = c 1 
OcRe(v)<z 
(3.4) 
Returning now to Equation (3.2), we obtain, using (3.4): 
+ ,y S(x) x6-2 dx, (Re(s) < 1). 
Replacing s by 1 - s, we have: 
k&= 241 1 _ 42 I 1 24 + log2r _ s) 1. 1I m 1 S(x) x-s-1 dx, uw > 0). 
As x + co, S(x) = O(log x) and so the last integral is regular at s = 1. 
We can therefore write, near s = 1: 
;&= 
1 log 27r 
2?r(S - 1)2 - 2n(s - 1) + O(l) (3.5) 
But since 1 Im(r)l < 4, we have: 
1 
--jRi$ Y” I=o(+i) 
and so 
would converge at s = 1 (as in C, l/y2). This means that the difference is 
regular at s = 1. Hence, Z,(S) behaves as the expression on the right-hand 
side of (3.5) near s = 1 and we may write: 
Z,(s) = 1 log 2x 
2n(s - 1)” - 2a(s - 1) + O(l)* (3.6) 
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We can now conclude that the function Z,(s) has a double pole at s :: 1 
with residue - (log 27r)/27r and principal part 
1 log 27r .-.__ 
2x(s - I)” -s-ip=iy 
4. SOME PARTICULAR VALUFS OF THE kXCTIONS z,(S) AND z,(S) 
From Section 2 of this paper we have the functional equations [Eqs. (2.15) 
and (2.13)]: 
Z,(s) = -r( 1 - s) x( 1 - s) - 2r( 1 - s) sin +rZJ 1 - s) (4.1) 
and 
x(s) = 2a-r7@) + (28-l - f) C(s) - 28, (4.2) 
where x(s) and T(S) are given by (2.10) and (2.12) respectively. 
The function q(s) also satisfies a functional equation which can be derived 
from the general summation formula [5, p. 661: 
&{f(a) --f(3a) $ ...I = %qqlqB) -F,(3P) + **.>, (4.3) 
where F,*(x) is the Fourier sine transform of f(x) and $? = n/2. If we let 
then 
f(x) = x-8 (0 < Re(s) < 1) 
With these f(x) and Fs(x), the conditions of the summation formula are 
satisfied and the rightside of (4.3) becomes: 
&@x(l - s) cos &s7@“-’ - (3/3)3-l $ a..}, 
Hence, using ap = n/2, it follows from (4.3) that the functional equation 
for T(S) can be written as: 
7)(s) = (?r/2)“-’ cos gs7rr(l - s) 7j(l - s). (4.4) 
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This gives: 
v(O) = 6, 
since 
1 1 T)(I) = 1 - j T 5 - ... =. $ ; 
q(l - 2m) = 0 and d-24 = R E2,, 
since [4, p. 2401 
7(2m i- 1) = (-I)” 22mfj&, n2m+l, 
where E2, is an Eulerian number. 
We also have the following results [6, p. 191: 
5(O) = -4, [(- 2m)= 0 
and 
[(l -Zm) : (--IP, ) 
where B,, is a Bernoulli number. 
Hence, we obtain from (4.2): 
x(O) = 4, 
and 
,Y( I - 2m) = ( -l)m(2-2m - 1) 2 - 21-2773 
x(-2m) == 2-2m(+E,, - 1). 
(4.5) 
We aslo know from Section 2 of this paper that the function Z,(s) has simple 
poles at s = m, (m = 1, 2, 3 ,...) with residues 
1 
(m = 2m-1(m l)! ’ 1, 2, 3 ,... ). - 
Since Z,(s) has a simple pole at s =: I with residue 1, we must have 
lj$l(s - l)Z,(s) : I. 
Hence, multiplying the functional Equation (4.1) throughout by s - 1 
and taking limits of both sides s + 1, we obtain: 
1 = {x(O) + 2Z,(O)} l$l {I - s) F(l - s)} 
=-: x(0) + 2-q(0), 
whence 
Z,(O) = g. 
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In the same way we can calculate Z,,(--2~2). Considering the residue of 
Z,(s) at s : 2m + 1, we get: 
Therefore, multiplying the functional Eq. (4. I) throughout by s - 2m - I 
and taking limits of both sides as s -+ 2nz $ 1, we obtain: 
1 
-. .-..-- = 
22ni(2m)! 
{X(-2m) + 2(-l)” ZJ-2m)) l:E+, ((2m $ 1 - s) r(l -- s)). 
(4.6) 
Rut 
and so Eq. (4.6) gives: 
ZJ-2m) = (--1)“&&$. 
In particular, using Ea == - 1, we get: 
9 
‘q-2) : - 3. 
To find Z,(O), we again consider the functional Eq. (4.1) and take limits 
of both sides as s + 0. U’e obtain: 
where 
Z,(O) :- - h-2 {x( 1 - s) + 2 sin fsrrZ,( 1 - s)f, (4.7) 
x( 1 - s) = 2-“r7( 1 - s) + (2-S - $) [( 1 - s) - 21-3. 
Now, T( 1) F- n/4 and near s -:= 0, the function <(I - s) can be written as 
WI, P- 16): 
and 
5(1 - s) = - f $- c + O(s), 
2-s = 1 - s log 2 + O(G). 
Also, from the previous section we know that near s :=: 0, the function 
Z,(l - s) can be written as (Eq. 3.6): 
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Hence, using the usual series expansion for sin 4 m, we can write (4.7) as: 
=2--(;+; C + ; log 871). 
But if we put s = 4 in the known functional equation: 
+ (s) = log 27r + ; 7r cot ; .m - ; (1 - S) - + (1 - S), 
we find 
Therefore 
5’ 1 -- 0 = 5 2 + + ; C + ; log Err. 
Z,(O) = 2 - $ (k). 
To find Z,(-2m), we observe that the function Z,(S) is regular at 
s = 2m + 1, (m = 1, 2, 3 ,...) and therefore the functional Eq. (4.1) should 
give us values of Z,(- 2m), (m = 1, 2, 3,...). Putting s = - 2m in the afore- 
said functional equation, we obtain: 
Zd--2m) = -(2m)! {2%j(2m + 1) + (22m - 4) [(2m + 1) - 22m+1) 
= (2m)! {22m+1 - (2” - 4) [(2m + 1)) - a(- 1)” 7F-t1E2, , 
using (4.5). 
In particular, using q(3) = $132, we get: 
Z,(-2) = 16 - ; - 75(3). 
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