Abstract. In this paper, we prove the existence of an ancient solution to the Ricci flow whose limit at t = −∞ is the Euclidean Schwarzschild metric.
Introduction
In this paper, we consider the Euclidean Schwarzschild metric which is defined on M = [0, 4π] × (1, ∞) × S 2 :
This metric is obtained from the Schwarzschild metric [10] by changing the time coordinate into τ = −it and taking black-hole mass to be 1 2 . We also have t is periodic with period 4π. Therefore, this manifold is diffeomorphic to
and its metric is asymptotic to the flat metric on S 1 × R 3 as r → ∞, see [4] , [7] .
Since g 0 is a Ricci flat metric (cf. section 2), it is a solution of the vacuum Einstein equation R ij − 1 2 g ij R = 0 and g 0 can be regarded as a critial point of the Einstein-Hilbert action
where R is the scalar curvature of g and κ is a constant. This metric is unstable, i.e. the bilinear form In [4] , Allen argued the instability of g 0 by showing that there exist a negative eigenvalue λ and a corresponding eigenvector h ∈ C This coordinate has several advantages. First of all, g αβ are finite near p = 0 locus. Secondly, we have our M is a punctured disk S 1 × (0, 1) times a S 2 now (That is, r = 1 locus will be a point). To avoid confusion, we call this coordinate the p-coordinate.
Eigenvectors with Negative Eigenvalues:
In this section, we prove the existence of solution of a modified equation (equation (3. 3)).
Ricci-de Turck flows and modified eigenvectors:
Recall that we want to prove the existence of h which satisfies ∂ ∂δ (−2Ric(g 0 + δh))| δ=0 = −λh.
The left hand side of this equation can be expressed as
where H is the trace of h, (ζh) k is defined by −g ij ∇ i h jk and the Lichnerowicz Laplacian ∆ L is defined by (∆ L h) jk = ∆h jk + 2R r p j k h rp − g pq R jp h qk − g pq R kp h jq , see [3] . So our equation becomes
Ideally, we want to use variational approach to obtain a solution h. This means we need to find a functionalâ :
such that the minimizer ofâ over C ∞ 0 (Sym 2 (T * M )) ∩ { h = 1} will satisfy the Euler-Lagrange equation (∆ L h) kl + ∇ k ∇ l H + ∇ k (ζh) l + ∇ l (ζh) k = −λh kl . Unfortunately, we don't know how to find thisâ.
However, if we consider a simpler equation (∆ L h) kl = −λh kl , (3. 3) we know how to define a functional a whose Euler-Lagrange equation is (3. 3) (the formula of a will appear in the next subsection). Moreover, equations (3.3) and (3.2) are related. The relation between these two equations can be explained by de Turck's argument [5] . In following paragraphs, we show how to connect these two equation by de Turck's method.
Here we follow notations of section 1. We claim the following statement: suppose that we have an ancient solution of Ricci flowĝ(x, t), which is defined on M × (−∞, N ] for some N ∈ R, such that after changing the time variable by taking t = 1 −λ log(δ) we haveĝ(x, δ) = g 0 + δh + o(δ). Then there exist a family of diffeomorphisms ϕ δ : M → M , ϕ 0 = id such that if we write g = ϕ * δ (ĝ) = g 0 + δh + o(δ), h will satisfy equation (3.3) . Conversely, if we have ah satisfying (3.3) and a g = ϕ * δ (ĝ) = g 0 + δh + o(δ) which is a Ricci-de Turck flow, then we can find a h satisfying (3.2) and a Ricci flowĝ by constructing a family of diffeomorphisms.
For this family of diffeomorphisms ϕ δ : M → M , we define y(x, δ) = ϕ δ (x). The Ricci flow equation implies
where
Following the idea of de Turck, we need to find a y which is governed by
whereΓ k jl are the Christoffel symbols of g 0 . Since the difference between two connections is a tensor, we have A
is a (2,1)-tensor. So the equation (3.4) is coordinate free. Equation (3.4) is not a standard initial value problem of first order PDEs, but we can still prove that the solution exists in our case. We will show the existence of solution in section 6.2. Now we suppose that y exists for t ∈ (−∞, N ], then
which will equal
Similarly, we have
These show that we can use de Turck's method to eliminate
We will only focus on equation (3.3) in this paper. For convenience, we replacē h by h in following paragraphs.
Existence of modified eigenvector:
In this section, we prove the existence of h in (3.3) . First of all, since g 0 is a Ricci flat metric, we can simplify (
3) will be the variational equation for (3.6). Our goal is finding the minimizer of this functional. Here we set up some notations.
Notations 1 :
In this article, the integration uses the following simplified notation
Here f is a function. Also, sometime we useġ to denote g 0 because the lower 0 may be cumbersome when we have some other indices.
to denote the space of symmetric smooth 2-tensors and the space of compactly supported symmetric smooth 2-tensors.
We will also use the following weighted norms h
Here we choose the function space. First we notice that M ≃ R × S 2 . We let SO(3) be the rotation group acting on S 2 part. We can only choose those 2-tensors which are invariant under this action. That means we choose all h such that g * (h) = h for all g ∈ SO(3). We call a tensor is radially symmetric if it satisfies this property. Moreover, we have a(g * (h)) = a(h) for all g ∈ SO(3). Now, because our metric g 0 is radially symmetric, by [9] , we can see that the critical point(minimizer) will be radially symmetric, too. Definition 3.2. We define space H 1 as
We also write the
Before we start our proof of the existence, we need some lemmas. We make some remarks here. First of all, we consider H However, if we have a sequence of radially symmetric 2-tensors
are uniformly bounded. So we can find a subsequence of {h (z) } and h ∈ H 1 such that (
2 √ g 0 dp) 
, z ∈ N} be a sequence of radially symmetric 2-tensors satisfying h (z)
as z → ∞.
Next, we prove a Hardy type inequality.
Proof. First, we change our coordinate by taking
So we have dV ol = w 2 p 2(1−p 2 ) 3 dt ∧ dp ∧ dΩ where w 2 is the area of S 2 .
Therefore r
Now we notice that 1 4
This completes our proof. Now, we can start to prove the solution of equation (3.3) exists by finding a minimizer.
Theorem 3.5. a. The functional a defined by (3.6) has a minimizer on the set
We can write the minimizer as
, where h 0 , h 1 , h 2 are function depending on r only.
Before we prove this theorem, we prove the following lemma.
Lemma 3.6. There is aĥ ∈ H 1 such that a(ĥ) < 0.
Proof. First of all, we defineh ∈ C ∞ (Sym 2 (T * M )) as follows
We can compute the covarient derivatives ofh and get (3.9) ∇ 2h12 = ∇ 2h21 = 2r; ∇ 3h13 = ∇ 3h13 = 2r sin 2 θ; ∇ khij = 0 otherwise. Now we defineĥ = η(r)h, where η is a piecewise smooth, radially symmetric function defined as follows
where n > 0 will be determined later. Then we have
where w 2 is the area of S 2 .
. We can rewrite integrals on the right hand side of the previous equation as
We prove that
for all r ∈ [1, √ 2], we have
Next, since η(r) = 1 for all r ∈ I 2 , we have
Now we consider J 7 . Again, because η(r) = 1 on I 2 , we have
We consider J 4 . Since η ′ (r) = n for all r ∈ I 1 and 1 − r −1 ≤ r − 1, we have
Therefore we have
)( √ 2 − 1) ≈ −2.7451.... If we take n sufficient large, we will have
Finally, we prove J 3 + J 5 + J 8 < 0.7. Since 
By lemma 3.6, we can assume that a(h (z) ) < 0 for all z. Recall that |R ijij | ≤ r −3ġ iiġjj . We then have
is bounded. Therefore there is a weak limit 
for all R > 1 as z tends to infinity. Also, we can easily get h 2 ≤ 1. Now fix ε > 0, using the fact lim inf z→∞ h (z)
2 ≤ ε and
Because ε is arbitrary, lim inf z→∞ M |∇h (z) | 2 ≥ M |∇h| 2 . By (3.14), we get
Next, we will show that h is not zero. Here we use the Hardy type inequality (3.8). We can assume that there exists ε > 0 such that
This implies that
Consider the positive part of left hand side, i.e. {r ≤ 2} ∩ M = S. We have
, we will
). To make our notation simple, we replace the notation h by h, which is the minimizer we found.
Part b: First of all, notice that we can write
According to our computations of the curvature in section 2, the negative term of a(h) is contributed only by the diagonal part of h (We have only one coordinate chart, so diag(h) makes no confusion). Therefore we have
So h is a minimizer iff h = diag(h). Next, we prove that h ii , ∀i, are independent of t. This is also easy to see. We prove this by contradiction. If not, we can choose t 0 ∈ [0, 4π] such that it minimizes
We define h * = h(t 0 ). Because there h doesn't change along the t direction, we have |∇h
Combining these two facts and h is radially symmetric, we prove part b.
Short-Time Existence
4.1. Estimate of |h| and |∇h|. In the previous section, we prove that there is h ∈ H 1 such that ∆ L h = −λh and h is radially symmetric. Using the Sobolev inequalities, we will prove that h ∈ C 0, 1 2 (Ω) for any compact subset Ω ⊂ M . Using ideas introduced by Schauder, we will then prove further regularity property of h locally (Since ∆ L h = −λh is a elliptic PDE and h ∈ C 0,
Repeating this process, we will prove that h ∈ C ∞ (Ω)). Notice that, even though h is obtained by taking a weak limit of a sequence of compactly supported 2-tensors, it doesn't indicate that |h| will vanish as r → 1 and r → ∞. We will show in this section that such is indeed the case.
Here we start with estimates of h. We generalize our arguments a little bit such that we can apply these arguments in next section.
Here we define
) be a radially symmetric 2-tensor. Suppose |k|, |∇k| and |∇∇k| are L 2 functions. Then
for some universal constant C (When we use the term "universal constant", it means a constant that depends only on g 0 ).
Proof. We use p-coordinate as we did in lemma 3.5 and use the divergence theorem.
So the left hand side of (4.3) is smaller than
Now consider the right hand side, we have
where w 2 is the area of
Use the similar argument, we have
Here we claim that lim inf p→1
which is a contradiction.
Therefore we have
So we get (4.1).
To prove the second inequality, We use the similar argument as about by replacing k by ∇k. We can apply this proposition to our h.
Corollary 4.4.
Let h be the eigenvector provided by theorem 3.5. Then there exist
where C 2 , C 3 depends on λ and C 1 is universal.
Proof. We apply proposition 4.2. Notice that h 2 = 1 and ∇h 2 ≤ 1, so we get the first inequality. Moreover, since equation (3.3) tell us that |∇∇h| can be controlled by |h| (Here we use the fact that h is radially symmetric), so ∇∇h 2 ≤ C 2 (λ). We can get the second inequality.
Since h is radially symmetric, |∇∇h| can be controlled by (∆ L h). Similarly, |∇ (3) h| can be controlled by ∇(∆ L h). Now apply (4.4) and (4.5) in equation (∆ L h) = −λh and ∇(∆ L h) = −λ∇h. We get (4.6).
4.2.
Vanishing of h at infinity. We can improve our estimate near p = 0 and p = 1. First of all, because h is radially symmetric, the equation (4.3) and follow the argument of proposition 4.2, we will get
Now, because k W l+1,2 ≤ C l,λ , corollary 4.3 can be generalized such that
for some constant C l,λ depending on l and λ.
Proposition 4.5. Let h be the eigenvector provided by theorem 3.5, we have
for p ≤ 1 2 and a constant C l,λ depending only on l and λ. Therefore,
Proof. We use equation (4.3) in proposition 4.2 again. Since
. This gives us the estimate on the left hand side of (4.3).
Since we already know that the right hand side of (4.3) can be expressed as p(
To get the estimate of
3) and follow the the same argument. Then we can get this result.
We finish this subsection by giving a similar estimate of |h| near p = 1. Proposition 4.6. Let h be the eigenvector provided by theorem 3.5, we have
and a constant C l,λ depending only on l and λ. Therefore we have
Proof. We can prove this estimate by using the argument of proposition 4.2. Recall that: when x ≥ 1 2 , we use divergence theorem by taking Y = |k| 2ġ11 ∂ 1 and M x = M ∩ {p > x}. We will have
For l > 1, we replace Y by |∇ (l) k| 2ġ11 ∂ 1 and follow the the same argument.
4.3. Short-time existence. Now we can prove the short-time existence theorem. Our proof is based on work of Shi [1] . Here we quote two theorems given by Shi.
We have a similar result for Ricci-de Turck flows which is also given by Shi [1] .
Theorem 4.8. Let (M n ,ḡ) be a complete noncompact manifold with |Rm(ḡ)| ≤ k 0 < ∞, then there exists a constant T (n, k 0 ) > 0 such that the Ricci-de Turck flow equation
, has a smooth solution on 0 ≤ t ≤ T (n, k 0 ). Using this result, we get Theorem 4.9. Let (M, g 0 ) be the Euclidean Schwarzschild metric, h be the eigenvector (2-tensor) obtained from theorem 3.5 and ε > 0. The Ricci-de Turck equation
pl ), has a solution for short-time when ε is small enough.
Proof. Since we have the boundedness of |∇ (m) h| for m = 0, 1, 2, 3 by corollary 4.4, we can prove this theorem by applying Shi's result directly.
Remark 4.10. We can prove that g is diagonal and radially symmetric by following Shi's argument carefully. In [1] , Shi proves the existence of solutions by solving the Dirichlet problems on each D i ⊂ M , i ∈ N, where D i are compact subsets and ∪D i = M . We use p-coordinate in our case, we choose a sequences such that s i ↑ 1 as i → ∞. Now if we define D i = M ∩ {p ≤ s i }, g will be a limit of a sequence of 2-tensors g i with each g i satisfies Ricci-de Turck equation on D i and |g i − (g 0 + εh)| vanished on the boundary of D i . Since the initial metric is diagonal and radially symmetric and D i are radially symmetric, we have g i are diagonal and radially symmetric. This implies g is diagonal and radially symmetric.
Remark 4.11. By choosing D i as above, since g is the limit of a sequence {g i } where |g i − (g 0 + εh)| vanished on the boundary of D i , we can prove that our solution g actually satisfies |g − (g 0 + εh)| → 0 as r → 1. In the next section, we will prove that |g − (g 0 + εh)| → 0 as r → ∞ by using the comparison theorem.
Remark 4.12. If we compute the curvature R ijij (g 0 + εh) directly, we will have
We have the following proposition:
) be a radially symmetric 2-tensor which satisfies
for some ε > 0. Then there is universal constants C > 0 and N > 0 such that
Long-Time Existence:
To prove the long-time existence, first we notice that if the initial curvature |Rm(ḡ)| ≤ k 0 , then there is a Ricci-de Turck flow g defined on M × [0, T ] where T depends only on k 0 . Now we check whether |Rm(g(T ))| ≤ k 0 or not. If |Rm(T )| ≤ k 0 , we will prove that g can be extended to 2T . Then we check the validity of |Rm(g(2T ))| ≤ k 0 . If |Rm(g(2T ))| ≤ k 0 , we will prove that g can be extended to 3T . Continue this process, we can prove that the time interval can be extended to be large as desired if we have some control of |Rm(g)|(t).
We start with several definitions.
Estimate cones:
In this subsection, we define a special set called the estimate cone. We can see in the following sections that the Ricci-de Turck flow with initial value in an estimate cone will stay in it. Moreover, the structure of this cone will help us to find a convergent subsequence of Ricci-de Turck flows in the next section.
We also denote the translation of this cone C h,M (f ) = C h,M + f and call h the axis of this cone.
such that k is radially symmetric and diagonal. We consider the estimate cone under the following norm:
Then we define our function space as
< ∞ and k is symmetric and diagonal} Also, we change our time variable. Definition 5.3. We define δ(t) to be e −λt for all t ∈ R.
Now we set our axis h to be the eigenvector which is given by theorem 3.5 and change our time variable by δ = e −λt . We are interested in those ϕ ∈ C h,M (g 0 ).
5.2. Shi's estimates. Based on theorem 2.5 in Shi's paper and his argument, we have the following theorems.
Theorem 5.4. Suppose the conditions of theorem 4.8 are fulfilled. Then for any ρ > 0, there is a T (ρ, n, k 0 ) > 0 such that
Shi also gave a proof of the derivative estimates. See [1] . 
where c(n, k 0 ) depends only on n and k 0 . 
We start with the Ricci-de Turck equation. First of all, the Ricci-de Turck equation is given by
with initial dataḡ = g 0 + εh. Here we use ∇,∇ and∇ to denote the covariant derivatives with respect to g ij ,ḡ ij and (g 0 ) ij . Since the metric g ij is diagonal, we have
is equal to 0 if i = j = 1 and is equal to
Now we set v(x, t) = g(x, t) −ḡ(x) and w(x, t) = v(x, t) − (δ(t) − ε)h(x), where h is the eigenvector provided in theorem 3.5. We want to derive a evolution equation for w.
First, we consider the equation for v. Since∇ḡ ≡ 0, we have
where A ii can be writen as
if i = 1 and
For (δ(t) − ε)h, we have
Therefore, we get
Vanishing of |g −ġ| at infinity. In this subsection, we prove that |v| = |g −ḡ| → 0 as r → ∞. We start with equation (5.1).
Using the facts that |Rm(ġ)| ≤ Cr −3 and proposition 4.6, we have |Rm(ḡ)| → 0 as r → ∞. Now, by Theorem 5.4, we have |v|, |∇v| are bounded. Therefore, v is a solution of the following parabolic equation
So we can compute directly and get the evolution equation for |v| 2 =ḡ ijḡkl v ik v jl :
So by theorem 5.3, we can choose T 0 > 0 depending only on |Rm(ġ)| such that
Because v is radially symmetric (by remark 4.10), |v| depends only on r. We can change the variables by taking
for r ≤ 2 r for r ≥ 3 a smooth increasing function for r ∈ (2, 3).
Then L is uniformly parabolic parabolic by using this coordinate and |v| 2 is a function defined on (s, t) ∈ (0, ∞) × [t 0 , t 0 + T 0 ].
Since we want to the use comparison theorem, we should quote the following maximum principle first. The proof of this lemma follows the idea of theorem 6 in section 2.3 of [6] .
with an unbounded U ⊂ R n is a solution of the following parabolic equation
where a ij are smooth, bounded functions defined on U × [0, T ] and (a ij ) is uniformly elliptic, say
for some constants A, a. Then we have
Proof. First of all, we assume 4aT < Λ −1 .
So there exists ε > 0 such that
The function
Finally, let U r = B r (0) ∩ U . We have for all x, |x| = r ν(x, t) ≤ u(x, t) − µ(T + ε − t) u.
by taking r → ∞ and µ → 0.
If it is not the case that 4aT < Λ −1 , we can apply the result above on [0,
8a . Now we can prove our proposition
Proof. We change our coordinate by taking
So we can write
Using the parametric method [11] , we can find the fundamental solution of L, say Φ(s, ξ, t, τ ). Define
and (W − |v| 2 ) ≥ 0. Therefore by lemma 5.6, we have |v| 2 ≤ W .
, by the definition of W and the estimates of fundamental solutions [11] |Φ(s, ξ, t, τ )| ≤ C(t − τ )
Remark 5.8. We notice that
ii . Now we fix a t ∈ [0, T 0 ]. By proposition 4.6, for any l ∈ N, there exists a constant C l > 0 such that |R ii | ≤ C l s −l . Since we have |v| ≤ Cs . This implies W ≤ Cs −6 , which means |v| ≤ Cs −3 . Therefore, we can prove inductively that for any l ∈ N, there exists a constant C l > 0 such that |v| ≤ C l s −l . Now we use p-coordinate, we will have |v|(p) ≤ C l (1 − p) l for all l ∈ N.
In fact, we can prove the following lemma:
Lemma 5.9. Let v be a solution of equation (5.1) and T 0 be the constant given by proposition 5.7. Then for any t ∈ [t 0 , t 0 + T 0 ] fixed, we have
For the proof of this lemma, see appendix.
Energy estimate and improved regularity:
We want to achieve two goals in this subsection. First, we shall prove that the Ricci-de Turck flow will stay in a estimate cone. Second, we want to show that the deviation of the Ricci-de Turck flow from initial dataḡ will satisfy (4.8). All these facts rely on the energy estimate of parabolic PDEs.
We use | · | 0 , | · | ε , and | · | to denote the norms of tenser w.r.tġ,ḡ and g. Also we define
Moreover, we introduce several norms for matrix valued functions on the M × [t 0 , t 0 + T ].
We can define the corresponding ε-version of these norms by replacingġ-norm bȳ g-norm and∇ by∇.
Finally, we define the following notations.
Now we can prove the following theorem.
Theorem 5.12. There are universal constantsT > 0, C 0 > 0 and ι > 0 such that if we fix ε ≤ ι and T ≤T , then
Proof. First, by remark 4.12, we can choose ι small such that |Rm(ḡ)| ε ≤ 2|Rm(g 0 )| for all ε ≤ ι. Now take ρ = min{ By theorem 5.5, there exists T 2 (k 0 ) such that sup M×[t0,t0+T2(k0)] |∇g| ≤ C(k 0 ) and sup M×[t0,t0+T2(k0)] |∂ t g| ≤ C(k 0 ). We can also find a T 3 (k 0 ) which is given by theorem 4.9. which is the length of the time interval of the existence.
Finally, we take T 0 as the one in proposition 5.7. We setT = min{T 0 , T 1 , T 2 , T 3 }. Now we fix a T ≤T . Here we start with proving B kk
Equation (5.2) tells us that
by using inequalities (4.4), (4.5) and (4.6). We get our estimate after integration.
Next, we estimate
Therefore, we have to estimate the following terms:
). Finally we consider the term 2g kkḡ kkR kk . SinceṘ kk = 0 (Ricci flat), we have |R kk | ≤ |R kk −Ṙ kk | ≤ ε. So we can easily get the estimate of this term:
. Therefore we can write C kk as following
For k = 1, we will have an extra term
which can be expressed as
We finish the estimate of C kk here.
We can summarize that w = (w kk ) k=0,1,2,3 will satisfy a system of parabolic equations
with w = 0 on M × {t 0 } and ∂M × [t 0 , t 0 + T ], where F = dδ 2 (t) + eεδ(t) + f ε 2 +f ε and
is the Kronecker's delta).
Because T ≤ min{T 1 , T 2 }, this implies w kk ,∇w kk are bounded. So w can be regarded as a solution of linear equations
. Therefore, by lemma 5.9, we can apply the energy estimate of linear parabolic equation from [6] on M . We will have ( w
for all t ∈ [t 0 , t 0 + T ]. Because · (0) and · (ε) are equivalent, we have completed the proof.
Remark 5.13. Here we notice that εf kk = 2R kk − λεh kk = (
. In section 3, we already know that
for all k. However, sinceġ and h are radially symmetric and diagonal, we have
We have the following corollary immediately.
Corollary 5.14. There are universal constantsT > 0, C 0 > 0 and ι such that if we fix ε ≤ ι and T ≤T , then
for ε is small enough and all t ∈ [t 0 , t 0 + T ].
We can improve the regularity and get the following estimate.
Theorem 5.15. Let w be defined as above. We have |w| 0 (t), |∇w| 0 (t), |∇∇w| 0 (t) and |∇ (3) w| 0 (t) ≤ Cδ(t) (5.9)
for all x ∈ M , t ∈ [t 0 , t 0 + T ], T ≤T and a universal constant C.
Proof. Because · (0) and · (ε) are equivalent, we can just prove these inequalities using the ε-norm. To get the improved regularity, we notice that |h|, |∇h| ∈
The energy estimate tells us that
To get the improved regularity, we consider the equation for w t by differentiate equation (5.5) with respect to t on the both sides. We will have a parabolic equation of the form
where |K| ε ≤ O(δ)(|∇∇w| ε +|∇w| ε +|w| ε ). By lemma 5.9, we can apply the energy estimate
H 3 (M) (t 0 )) which implies that w t and∇w t are also in L 2 (M ). By equation (5.5) and proposition 4.2, the sup norms of w,∇w and w t are bounded. Thus we have proved that the asserted bound for the sup norm of the boundedness of sup norm of∇∇w.
To estimate∇ (3) w, we should prove that∇w t is bounded first. We consider the equation
We use the first derivative estimate in [2] (Theorem 6.1 in VII) to get the sup norm of∇w t . We use this bound to bound |∇ (3) w| from the equation ∂ t∇ w =∇Lw +∇F and the bounds for w,∇w,∇∇w and∇w t .
5.6. Inductive estimates. In this subsection, we will prove a lemma which is essential in our proof of the long-time existence.
Lemma 5.16. Let ι be the constant given by theorem 5.12. There exist universal constants
Proof. By equation (5.8), w satisfies
Now letT be the constant given by theorem 5.12. We fix the constants
i )} which will be specified later. This implies that M i δ(t) ≤ 1 for all i = 1, 2, 3, 4 and t
In what follows,C denotes a constant that depends only on M 1 , M 2 and M 3 ; its precise value can be assumed to increase between each successive appearance. SimilarlyD denotes a constant that depending only on M 1 , M 2 , M 3 and M 4 .
First of all, by (5.12) and M i δ(t) ≤ 1 for all t ∈ [t 0 , t 0 + (k − 1)T ], we can find a universal constant V such that
For t ∈ [t 0 + (k − 1)T, t 0 + kT ], by using the energy estimate on equation (5.7), we have
where C 0 is the constant given by theorem 5.12. So if we replace (5.12) by (5.18), we will have the estimate
Therefore, if we choose
for all t ∈ [t 0 , t 0 + kT ]. Now by Grownwall's inequality, we have
Next, we define M 2 . By multiplying both sides of (5.13) by w t then integrating both sides, it follows from Cauchy's inequality that
for t ∈ [t 0 , t 0 + (k − 1)T ]. Using integration by parts and then integrating from t = t 0 to t = (k − 1)T , we have
For t ∈ [t 0 + (k − 1)T, t 0 + kT ], if we replace (5.12) by (5.18) and follow the computation to derive (5.19), we will have
for all t ∈ [t 0 + (k − 1)T, t 0 + kT ] and someĈ depending on M 1 and M 2 . By (5.19), we have
Now we choose M 2 = max{2|λ|
). We use 
4C
) respectively.
We still need to define M 3 and M 4 . We consider the equation of w t which can be written as
For t ∈ [t 0 + (k − 1)T, t 0 + kT ], using the energy estimate again
Therefore if we set M 3 = −2λV and B =C + 3M 3V + 3( Finally, we consider the integration
. By using the integration by parts and then integrating from t = t 0 to t = (k − 1)T we get
So we have 
for all t ∈ [t 0 + (k − 1)T, t 0 + kT ] and someD depending only on M 3 and M 4 . By (5.21), we have
Now we choose M 4 = max{2|λ| Theorem 5.18. Let ι be the constant given by theorem 5.12. There exists a universal N > 0 such that for any ε ≤ ι, the Ricci-de Turck equation
pl ) is solvable for t ∈ [t 0 , N ] where t 0 := 1 −λ log(ε). Proof. Since we can write g = g 0 + δ(t)h + w with w satisfies equation (5.2), we only need to prove w exists for t ∈ [t 0 , N ].
By proposition 4.13, if we set k 0 = 3|Rm(g 0 )|, we can apply theorem 5.15 and remark 4.12 to obtain
for some constant C. This implies that we can define A := min{
Let T be the constant given by lemma 5.16. By theorem 4.8, if we have
we can solve the Ricci flowĝ satisfies ∂ĝ ∂t = −2Ric(ĝ);
on (x, t) ∈ M × [t 1 , t 1 + T ] with t 1 := t 0 + T . Now we can extend the Ricci-de Turck flow on [t 1 , t 1 + T ], too. Here we need to be careful: the Ricci-de Turck flow we want to extend is the one starts from t 0 , not the Ricci-de Turck flow starts from t 1 . So our diffeomorphism will be ∂x
which is solvable on the same interval of short time existence of the Ricci flow (Here we need the boundedness of |ĝ| and |∇ĝ|, which have been proved in [1] ). This implies that we can extend the Ricci-de Turck flow for a period of time T . By lemma 5.16, we can prove inductively that g is solvable on
Hence, we have proved the long time existence theorem.
Corollary 5.19. Let ι be the constant given by theorem 5.12 and N be the constant given by theorem 5.18. There is an universal constant C > 0 such that if w is the solution of equation (5.6) with ε ≤ ι, then
Recall our definition of estimate cones. We have Corollary 5.20. Let ι be the constant given by theorem 5.12 and N be the constant given by theorem 5.18. There is an universal constant M > 0 such that if g is the solution of equation (5.22) with ε ≤ ι, then g ∈ C h,M (g 0 ).
Proof. By corollary 5.19, we can choose this cone with its opening depending on C.
Existence of Ancient Solutions
Finally, we can prove the existence of the ancient solution. We start with finding the ancient solution of the Ricci-de Turck flow. Then we prove the existence of the de Turck diffeomorphisms. . Proof. Let {ε n } be a decreasing sequence which tends to 0. For each n ∈ N, we have a corresponding solution g (εn) which satisfies
By the regularity theorem of parabolic PDE's, it is an ancient Ricci-de Turck flow, too.
Finally, we should prove the this solution is not a trivial, i.e. g =ġ.
We write g (εn) =ġ + δ(t)h + w (εn) . Using remark 5.13, w kk =ġ kk + δh kk + O(δ 2 ) for all k = 1 which is not equal toġ kk for all t.
Therefore we have completed this proof.
6.2. Solvablity of de Turck diffeomorphisms. Finally, we need to show that the 1st order PDE of the de Turck deffeomorphism can be solve. Recall that in section 3, we define the following PDE Therefore, we finish our argument and prove theorem 1.1.
Appendix
Here we follow the notations of section 5.4 and prove lemma 5.9 7.1. Higher derivative estimates. Here we prove the higher derivative estimates of g. This estimate is essential for the proof of lemma 5.9.
Let g be the solution of the Ricci-de Turck equation ∂ ∂t g ij (x, t) = −2R ij (x, t) + ∇ i V j + ∇ j V i for all (x, t) ∈ M × [0, T ]; (7.1) g ij (x, 0) =ḡ(x) for all x ∈ M with |Rm(ḡ)| ≤ k 0 for some T > 0. By using de Turck method, we can find a family of diffeomorphisms ϕ t : M → M such thatĝ = (ϕ Base on this lemma, we can prove the following proposition for the Ricci-de Turck flow g. 
as n → ∞. Now using the mean value theorem and boundedness of ( ∂ ∂p ) k+2 |v| 2 we prove (7.10). By (7.10), we can extend |v| 2 as a smooth function defined on [0, 1]. Since |v| 2 ≤ C l (1 − p) l for all l ∈ N, we can prove that for any l ∈ N, there exists a constant C ′ l such that
