In dealing with the moving-target tracking in a wireless sensor network (WSN) system, one should not only consider the tracking quality but also the whole system's energy consumption. However, tracking quality and energy consumption are two incompatible optimization objectives to be achieved simultaneously. Therefore, in the procedure of tracking moving targets, how to select appropriate nodes for carrying out tracking seems to be very important. In this paper, by compromising both tracking accuracy and system energy consumption, a novel node management approach based on particle filtering prediction is proposed. Through the new approach, the moving target's location at the next moment will be calculated and determined first, then by representing the location as a predefined circular area on the plane, the final tracking nodes can be selected by setting the threshold of the energy consumption and the received signal strength. Computer simulation results show that compared with the traditional selective trigger mechanism based on prediction and the famous probing environment and collaborating adaptive sleeping (PECAS) node scheduling mechanism, the proposed algorithm can not only achieve much better tracking quality, but also activate only a fewer number of nodes for final tracking. Obviously, this advantage will finally reduce the whole WSN system's power consumption.
I. INTRODUCTION
Target tracking, such as the intruding vehicle tracking in military surveillance, or the ecological monitoring of habitat, etc, has become one of the most important applications of a wireless sensor network (WSN) [1] [2] . There are commonly two kinds of algorithms for target tracking based on WSN: the centralized tracking method and the distributed tracking method. The centralized tracking algorithm such as the centralized particle filtering (CPF) [3] is a tracking method that the monitoring nodes firstly send their monitoring information to a sink node, and then the sink node completes the final localization of the target. The advantages of the centralized tracking method is that the entire network can take part in the tracking, and the computation and storage are not limited, so subscriber can get a lot of information about the target and can achieve a high-level tracking quality. However, as it is well known, too many nodes participating in tracking not only causes a waste of resources, but also makes the nodes closer to the sink node to expire quickly because of their frequent usage. Compared with the centralized tracking method, the distributed tracking one [4] , is an algorithm mainly depending on the information exchanging and collaboration among the monitoring nodes. Since the network cluster and convoy tree are widely used in distributed tracking algorithm, the whole network traffic can be kept quite low, guaranteeing a rational resource allocation among the different sensing nodes in WSN and making the lifetime of network longer. However, how to build a dynamic cluster or a convoy tree is a quite difficult work, because it needs to design an effective node management approach which should not only ensure a high-level tracking accuracy but also reduce the whole system's energy consumption by selecting appropriate nodes to carry out target tracking.
In this paper, we present a novel node management scheme based on particle filtering prediction. Through this new method, we can achieve the monitoring information through sensor nodes firstly; then use particle filtering to predict the target location at the next moment; next by representing the location as a predefined circular area, the dynamic node group clusters in circular region are activated to track the moving target (the reason of using regional circle to describe the target location is to reduce the loss rate of target tracking caused by prediction error). This new method can achieve the goal of enhancing the tracking quality, reducing the energy consumption, and then prolonging the whole network lifetime.
II. RELATED WORK
Ye et al presented a Probing Environment and Adaptive Sensing (PEAS) method in [5] , where node status is adjusted by observing the change of environment. Each individual node sleeps for a period of exponentially ran-Manuscript received July 27th, 2011; revised September 23rd, 2011; accepted July 1, 2012. dom time interval before it wakes up and broadcasts the probed message, and then waits for a short time to collect the status information of its neighbor nodes. These neighbor nodes within the detection range response to the received probing message after waiting for a random back time. As to the probing node, if none message is received, it will enter into "working state" until its power runs out or the node falls into failure due to other reasons; or it will re-enter into "sleep state". In [6] , Gui proposed an improved collaborative Probing Environment and Collaborating Adaptive Sleeping (PECAS) method; by setting a time limit to the operating status of each node, and detecting the last working time when it responses to the probed message, meaningless detection can be avoided. Nodes will automatically go into sleep mode when it runs out its working time, and meanwhile other neighbor nodes will generate new working nodes via probing message. Ref. [7] proposed four kinds of sensor activating mechanisms, that is the natural start, random start, selecting start based on trajectory prediction and the periodic start. In these mechanisms, forecast-based mechanism has exhibited more working efficiency and energy saving ability than the other three mechanisms.
In the application of target tracking, the organization of nodes can be generally divided into three categories: the tree-based scheme, the cluster-based scheme, and the prediction-based scheme. For the tree-based scheme, a method called Dynamic Convoy Tree-based Collaboration (DCTC) framework is proposed in [8] , where the convoy tree in DCTC framework first includes the sensor nodes around the target; along with the moving of the target, it needs to add some new nodes and at the same time prune some old ones to rebuild the transmission tree by a mobility prediction method. For the cluster-based scheme, Jin proposed a dynamic clustering algorithm in [9] . When a high-performance sensor node is triggered by interested events, the sensor node will be activated first, and invite the neighbor nodes to join in a cluster to track the target collaboratively. In prediction-based programs, besides the prediction method, the convoy tree and dynamic cluster are also used. Double-prediction [10] and Prediction-based Energy Saving (PES) [11] mainly focus on keeping the majority of nodes sleeping until they are awakened by an active node in order to reduce the energy consumption in target monitoring phase [12] . However, the trajectory prediction based trigger mechanism and the dynamic convoy tree based forecast mechanism are both highly dependent on the accuracy of mobility prediction algorithm. In fact, it is very difficult to predict the target location at the next time duration, and if the prediction is wrong, the notification will result in consecutive errors, resulting in working failure of sensor nodes scheduling and leading to loss of the tracking target finally.
III. NODE MANAGEMENT ALGORITHM BASED ON PARTICLE FILTERING PREDICTION
There are four kinds of states {S0, S1, S2, S3} for the sensor nodes with different energy status in different module combinations [13] . The various states of sensor nodes are described as follows:
S0 state (active): All the modules of sensor nodes are in working status. Nodes perform data acquisition, wireless receiving and transmission, and make some necessary processing to the collected data. At this state, the node's energy consumption is in the largest stage. S1 state (semi-active): In this state, the function of node sending data is turned off. However, a node can still receive commands from the cluster head.
S2 state (wait): In this state, only the sensing module is active, and nodes can monitor the surrounding environments. If T time durations pass, nodes which have not detected a target will go to sleep mode automatically.
S3 state (sleep): If nodes are in this state, we can think that there are no any energy consumption. Sensing, processing, storage and wireless communications components are all turned off. But the nodes can be activated by an inner timer or other means.
In target tracking, in order to improve the energy-using efficiency, the sensor nodes will dynamically adjust their status according to certain rules. The transfer diagram of nodes status among the four states is shown in Fig. 1 . 
A. Algorithm Design
The goal of the approach designed in this paper is to choose appropriate nodes to track target and to reduce the energy consumption of the nodes on the premise of guaranteeing tracking quality. The designing rule is like that: based on forecasting, the target's position is firstly expressed as a certain circle area; after taking dynamic cluster mechanism as the designing principle, the tracking nodes are chosen by setting up energy and signal perceiving strength n E I , that is, only the nodes meeting the conditions can be selected by the dynamic cluster to participate in the target tracking.
Dynamic clusters mechanism: LEACH (Low-Energy Adaptive Clustering Hierarchy) is a classic dynamic clusters algorithm [14] . In order to balance the energy consumption of different nodes, every node acts as the cluster-head in turn, and the network selects the cluster-head periodically to avoid that a particular node consumes energy all the time. But it is assumed in LEACH that the nodes always have data to send, and that the cluster structure will not be changed once it has been formed. So it is hard to be applied in target tracking in WSN. Since target moves into monitoring area randomly, sensor nodes do not know when they should have data to transmit.
Along with the movement, the target may be in or out of the perception range of a node, involving joining or exiting of the node. Therefore, dedicated algorithm about selecting the head of dynamic cluster and forming the cluster is needed in the target tracking in WSN.
Prediction mechanism: This prediction algorithm uses Particle Filtering [15] , which is a kind of Bayesian probability filtering algorithm based on Monte Carlo simulation, also known as Sequential Monte Carlo method. The so-called filtering means "filtering out" the target's current state, and also refers to using the current and previous observations to estimate the target's current state in estimation theory. The meaning of Particle Filtering is that the a posterior probability (APP) of the spreading of target state can be used to approximate the number of particles. In particle filtering, there are several important factors: the acquisition of sequential importance, the selectivity of suggested distribution, and the particle resampling. 
Hence, at time k , the minimum mean square estimation of the unknown parameter x is The node management method is the one that predicts the speed of a uniformly moving target with different angle of incidence, and the sensor nodes are randomly distributed within the region of the target motion. Sensor nodes can locate each other, and at the same time, the target detection and location have also been completed. The flowing chart of the algorithm can be shown in Fig. 2 .
B. Clusters Design
Initial cluster formation: Assume N nodes are randomly and uniformly distributed in the monitoring area, and the covering is connective. Nodes know themselves' coordinates. Each node has the information about: (a) node ID; (b) node current state; (c) its own coordinate; (d) node's energy; (e) neighbor node ID and the corresponding node energy. If target does not enter the monitoring area, nodes are in {S2} or {S3} state, and the state is in periodic transition. When target moves into the sensor monitoring area, the node is in S2 state and has detected the goal from a tracking cluster, and elect the initial cluster head. After which, they turn into state S0. The cluster head sends JOIN message packet to the nodes within its communication scope, and invites the dormant nodes to join the tracking. According to the comparison between the accepted target signal I and the set signal threshold T I , the nodes with higher values turn into S0 state to participate in the moving target tracking.
The election of initial cluster head considering energy and signal strength as two quantity indexes are shown in the flowing Fig. 3 .
Figur e 3. Initial cluster head election and the construction of initial cluster
Dynamic reconstruction cluster: Due to the target moving and the corresponding position forecasting, the algorithm will inevitably select some new nodes to join in tracking, and simultaneously prune some old nodes from tracking. Obviously, this needs to dynamically reconstruct the cluster (see Fig. 4 ). Set range threshold DT; when moving target's distance from the initial cluster head is more than DT, a new cluster head election starts, and the cluster head (CH) with the biggest energy will act as the new cluster head; meanwhile, the previous cluster head will transmit all the information to the new cluster head.
In addition to saving the node information, the cluster head also saves the target information: (a) The target current position; (b) The predicted target regional circle at the next moment; (c) The time information when target appears. 
C. Target Prediction Using Particle Filtering
Filtering problem is often nonlinear in many practical problems, so a lot of suboptimal approximate methods are proposed [16] . The most widely used ones are extended Kalman filter (EKF) and unscented Kalman filter (UKF). However, they can only solve nonlinear Gaussian problems, and are non-effective for nonlinear non-Gaussian problems. Particle filtering algorithm does not require that the state noise model and the observation noise must be Gaussian, so it is far superior to other filtering methods in many practical cases, and can provide higher tracking precision.
Target's state equation and its observation equation are as follows:
Where and are zero mean Gaussian random variables which are independent to each other. k W k V For two-dimensional tracking, the target can be seen to be uniform motion in a short time. Target position ( , )
x y and time t satisfy the following conditions:
Then the state transition matrix is:
and the noise matrix is:
When introducing angle parameter, the forecast error is indicated as the angle between the actual position and the predicted position, which is expressed as n θ shown in the 
Using the angel of previously predicted location, we can accurately predict the next location of moving target, and the next location is ' ' ( , ) 
We can obtain the next location of target by predicting. But predicting a precise location in practice is difficult; it may lead to tracking losing. Therefore, we express the predicted location as a region around the location. The region is represented as a circle whose coordinate origin is the circle center and its radius is fixed as certain number shown as below: , here s R R = , and s R is the sensing radius of sensor node. Radius is set as the sensing radius of sensor to ensure that the target can be perceived by nodes as much as possible to avoid tracking losing.
IV. NUMERICAL SIMULATIONS

A. Design of Scenic Parameters
Using Matlab as the simulation platform and only considering the linear motion target-tracking scenario for simplicity, prediction-based selective trigger mechanism and PECAS schedulers are compared with the proposed algorithm. The monitoring area of WSN and the basic parameters of sensor nodes are shown in Table I . 
B. Main Evaluation Indexes
Tracking Error (TE): TE indicates the tracking accuracy and is given by the formula ( ( ), ( )) ( ( ), ( )) g s TE P x t y t P x t y t = − .
Where is the location of the moving target on the predicted trajectory at certain moment, and is the actual location of the moving target at the same moment. TE is the Euclidean distance between these two positions.
( ( ), ( )) g P x t y t ( ( ), ( )) s P x t y t Tracking Node Number (TN): When the tracking accuracy is guaranteed, the fewer the Tracking Node Number, the more efficient the algorithm is.
Energy Consumption (EC): Power is one of the most important performance indicators to be considered in a wireless sensor network. During the tracking, the less the tracking node number, the lower the energy consumption is. Energy consumption which mainly measures the utilization of the overall energy by the node management algorithm, is defined as follows:
.
Where means the i th node in the monitoring region; is the number of total nodes within the monitoring area, and is the energy consumption of the i th node. 
where 0 x and are the initial positions of the target; is the variable of time; In the simulation, the maximum size of tracking quality (TQ) is set to 6m, which means that the maximum distance error between the target position and the meas-urement one can not exceed 6. This Fig.7 intuitively displays the tracking effects of each node under different management mechanisms. We can see from Fig. 8 that the node selectivity management based on PF forecasting is better than that of the selection and PECAS scheduling mechanisms. Moreover, from Fig. 7 , we can see that although PF forecasting selects the least number of nodes, but the tracking effect is still the best.
From the perspective of energy consumption shown in Fig. 9 , the node management approach based on PF prediction only selects the eligible nodes in the circle as the tracking nodes and others are in a dormant state, so it can save more energy than other two mechanisms. Whether beginning or in the tracking process, this method can make as many as redundant nodes go to sleep mode. Obviously, the more nodes start, the more energy consumes. Aiming at the problem of improving the target tracking precision while at the same time reducing the energy consumption in WSN, this paper designed a novel node management method based on particle filtering prediction.
For linear moving targets, the proposed method first predicts the location of the moving target at next moment by representing it as a circle of fixed radius; then carries out node management and corresponding dynamic cluster tracking. Simulation results show that the performance of the new algorithm can be superior to the traditional selective and PECAS scheduling mechanisms based on prediction whether in tracking precision or in WSN nodes energy consumption.
