In the proposed chapter, we are going to outline the results of a study on an arithmetical plane of a broad family of dynamic systems having polynomial right parts. Let these polynomials be of cubic and square reciprocal forms. The task of our investigation is to find out all the different (in the topological sense) phase portraits in a Poincare circle and indicate the coefficient criteria of their appearance. To achieve this goal, we use the Poincare method of central and orthogonal consecutive displays (or mappings). As a result of this thorough investigation, we have constructed more than 250 topologically different phase portraits in total. Every portrait we present using a special table called a descriptive phase portrait. Each line of such a special table corresponds to one invariant cell of the phase portrait and describes its boundaries, as well as a source of its phase flow and a sink of it.
Introduction
A dynamic system appears to be a mathematical model of some process or phenomenon, in which fluctuations and other so-called statistical events are not taken into consideration. It can be characterized by its initial state and a law according to which the system goes into a different state. A phase space of a dynamic system is the totality of all admissible states of this system.
It is necessary to distinguish dynamic systems with the discrete time and with the continuous time. For dynamic systems with the discrete time (they are called cascades), a system's behavior is described with a sequence of its states. For dynamic systems with continuous time (which are called flows), a state of the system is defined for each moment of time on a real or an imaginary axis. Cascades and flows are the main subject of study in symbolic and topological dynamics.
Dynamic systems, both with discrete and continuous time, can be usually described by an autonomous system of differential equations, defined in a certain domain and satisfying in it the conditions of the Cauchy theorem of existence and uniqueness of solutions of the differential equations.
Singular points of differential equations correspond to equilibrium positions of dynamic systems, and periodical solutions of differential equations correspond to closed phase curves of dynamic systems.
The main task of the theory of dynamic systems is a study of curves, defined by differential equations. This process includes splitting of a phase space into trajectories and studying their limit behavior-finding and classifying the equilibrium positions, and revealing the attracting and repulsive manifolds (i.e., attractors and repellers; sinks and sources). The most important notions of the theory of dynamic systems are the notion of stability of equilibrium states, which means the ability of a system under considerably small changes of initial data to remain near an equilibrium state (or on a given manifold) for an arbitrary long period of time, as well as the notion of roughness of a system (i.e., the saving of a system's properties under small changes of a model itself). A rough dynamic system is a system that preserves its qualitative character of motion under small changes of parameters.
The research methods proposed in this chapter are new and effective; they can also be used for the study of applied dynamic systems of the second order with polynomial right parts.
According to Jules H. Poincare, a normal autonomous second-order differential system with polynomial right parts, in principle, allows its full qualitative investigation on an extended arithmetical plane R 2 x, y [1] . Inspired by the great Poincare's works, mathematicians of the next generations, including contemporary researchers, have studied some of such systems, for example, quadratic dynamic systems [2] , ones containing nonzero linear terms, homogeneous cubic systems, and dynamic systems with nonlinear homogeneous terms of the odd degrees (3, 5, 7) [3] , which have a center or a focus in a singular point O (0, 0) [4] , as well as other particular kinds of systems.
We consider in the present chapter a family of dynamic systems on a real plane x, y.
such that X (x, y), Y (x, y) are reciprocal forms of x and y, X is a cubic, Y a square form, and X (0,1) > 0, Y (0, 1) > 0. Our objective is to depict in a Poincare circle all kinds (different in the topological sense) of possible for systems phase portraits for Eq. (1), and also to indicate the criteria of every portrait realization close to coefficient ones. With this aim, we apply Poincare's method of consecutive mappings: first, the central mapping of a plane x, y (from a center (0, 0, 1) of a sphere ∑), augmented with a line at infinity (i.e., R 2 x, y plane) on a sphere ∑: O þÀ ðÞ -curve of a system: = the system's O-curve adjoining to a point O from a domain x>0 (x<0).
TO-curve of a system: = the system's O-curve, which, being supplemented by a point O, touches some ray in it.
A nodal bundle of NO-curves of a system := an open continuous family of the system's TO-
A saddle bundle of SO-curves of a system, a separatrix of the point O:= a fixed TO-curve, which is not included in some bundle of NO-curves of a system.
E, H, P-O-sectors of a system: an elliptical, a hyperbolic, a parabolic sector.
A topological type (T-type) of a singular point O of a system:= a word A O consisting of letters N, S (a word B O consisting of letters E, H, P), which describes a circular order of bundles N, S of its O-curves (of its O-sectors E, H, P) when traversing the point O in the " + "-direction, i. e., counterclockwise, starting with some of them. 2) Real roots of a polynomial P(u) (polynomial Q(u)) are in fact angular coefficients of isoclines of infinity (isoclines of a zero));
3) When we write out the real roots of the system's polynomials P(u), Q(u), separately or all together, we always number the roots of each one of them in an ascending order.
3. Topological type (T-type) of a singular point O(0, 0)
In order to find all O-curves and to split their totality into the bundles N, S, let us use the method of exceptional directions of a system in the point O [1] . According to this method, the equation of exceptional directions for the point O of the Eq. (1) system has the form.
For this, the following cases are possible: Table 1 ; Table 1 . Т-type of a singular point when d>0( r=1, 6).
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2) in the case of d ¼ 0 depending on signs of values q and P(q), they have forms, indicated in a Table 2, 3) in the case of d < 0 they have forms: Table 1) .
Note 2. Let us clarify the meaning of the new symbols introduced in Theorem 1.
S 0 (S 0 ) means a bundle S, adjoining to point O(0,0) from the domain x > 0 along a semi-axis
The lower sign index " + " or "-" on every bundle N or S, different from S 0 and S 0 , indicates whether the bundle consists of O þ -curves or of O À -curves. Upper index 1 or 2 on every such a bundle indicates whether its O-curves are adjoining to point O along a straight line y ¼ q 1 x or along a straight line y ¼ q 2 x:
In Table 2 , row 5, 6, a bundle N does not have a lower sign index because it contains both O þ -curves and O À -curves simultaneously. Indeed, such a cycle could surround a singular point O (0,0) of an Eq. (1) system, and then the Poincare index of this singular point must be equal to 1 [1] . However, Bendixon's formula for the index of an isolated singular point of a smooth dynamic system is as follows:
where eh ðÞis the number of elliptical (hyperbolic) O-sectors of the system. This formula and our Theorem 1 give: for the singular point O (0, 0) of every Eq. (1) system, Poincare index
Corollary 2. For the singular point O (0, 0) of an Eq. (1) system, 11 different topological types (T-types) are possible, and from the analysis of these 11 T-types we can conclude: 
Infinitely remote singular points (IR points)
Now it is time to discuss the behavior of trajectories of the Eq. (1) systems in a neighborhood of infinity. For the investigation of this question we use the method of Poincare consecutive transformations, or mappings [1] .
The first Poincare transformation
unambiguously maps a phase plane R 2 x,y of the Eq. (1) system onto a Poincare sphere ∑:
with the diametrically opposite points identified, which is considered without its equator E, and an infinitely remote straight line of a plane R 2 x, y . The first Poincare transformation maps onto the equator E of the sphere ∑; the diametrically opposite points are also considered to be identified.
The Eq. (1) system in this mapping transforms into a system, which in the Poincare coordinates u, z after a time change dt ¼Àz 2 dτ looks like the following:
where Pu ðÞ: X 1; u ðÞ and Q u ðÞ: Y 1; u ðÞ are reciprocal polynomials.
This new system is determined on the whole sphere ∑, including its equator, and on the whole u; z ðÞ À plane α * , which is tangent to a sphere ∑ at point C = (1, 0, 0). We shall study this system, namely on a plane R 2 u, z , and project the received results onto a closed circle Ω, sequentially mapping, first, a plane R 2 u,z onto the sphere ∑ from its center, and second, its lower semi-sphere H onto the Poincare circle Ω, i. e., onto a closed unit circle of a plane R The second Poincare transformation
also unambiguously maps a phase plane R 2 x,y onto a Poincare sphere ∑ with the diametrically opposite points identified, considered without its equator. Every Eq. (1) system transforms into a system, which in the coordinates τ,v,zlooks like the following:
This last system is determined on the whole sphere ∑, and on the whole v; z (1) system. Consequently, the following corollary is correct. 2) Such a system's infinitely remote trajectories (including IR points) are displayed on the boundary Γ of a circle Ω, filling it.
Following Poincare, we call the first trajectories of the Eq. (1) system in Ω, and the second, we call trajectories of the Eq. (1) system on Γ.
As it follows from the aforementioned conclusions, to each IR point O i u i ; 0 ðÞ , of the Eq. (1) system, i ∈ 1; …; mg, f correspond two diametrically opposite points situated on the Γ circle.
we shall introduce the following notation. ÀÁ from the side u > u i or from the side u < u i of the isocline u ¼ u i.
In Table 3 , row 1, a bundle N does not have a lower sign index because as the detailed study of this case shows, it contains O 
Systems containing 3 and 2 multipliers in their right parts
In this section, we present a solution to the main assigned problem for those Eq. (1) systems whose decompositions of forms X (x, y), Y (x, y) into real forms of lower degrees contain 3 and 2 multipliers, respectively:
where
The solution process contains the follows steps.
Basic concepts and notation
The following notations are introduced for the arbitrary system under consideration in the Section 5.
P(u), Q(u)
-the system's polynomials P, Q :
RSP (RSQ) -an ascending sequence of all real roots of then system's polynomial P(u) (Q(u)), RSPQ -an ascending sequence of all real roots of both the system's polynomials P(u), Q(u).
The double change (DC) transformation
Let us call a double change of variables in this dynamic system: (t, y) ! (Àt, Ày). The double change transformation transforms the system under consideration into another such system, for which numberings and signs of roots of polynomials P(u), Q(u), as well as the direction of motion upon trajectories with the increasing of t are reversed. Let us agree to call a pair of different Eq. (2) systems mutually inversed in relation to the DC transformation, if this transformation appears to convert one into another, and call them independent of a DC transformation in the opposite case.
Clearly, 10 different types of RSPQ are possible for an arbitrary Eq. (2) system, as C As we can conclude using the DC transformation of Eq. (2) systems, six of the RSPQs appear to be independent in pairs. Similarly, each of the remaining four systems has the mutually inversed one among the first six Eq. (2)-systems.
Let us assign a specific number r ∈ 1; …; 10 fg to each one of the different RSPQs of the Eq. (2) system in such a manner that RSPQr = 1, 6 are independent in pairs, while RSPQ sequences with numbers r = 7, 10 are mutually inversed to RSPQ`s which have numbers r = 1, 4:
It is time to introduce the important notion of a family number r of Eq. (2) systems.
An r family of Eq. (2) systems ∶ ¼ the totality of systems (belonging to Eq. (2) family) having the RSPQ number r:
Now following a single plan, we consistently investigate the families of Eq. (2)systems that have numbers r = 1, 6: For families having numbers r = 7, 10, we obtain data through the DCtransformation of families, r = 1, 4.
A plan of the investigation of each selected Eq. (2) family contains the follows items.
1. We determine a list of singular points of systems of the fixed family in a Poincare circle Ω: They appear to be a point O (0, 0) ∈ Ω and points O AE i (u i ,0 ) ∈ Г,i=0, 3,u 0 =0 .For every point in the list, we use the notions of a saddle (S) and node (N) bundles adjacent to this point's semi-trajectories, of a separatrix of the singular point, and of a topodynamical type of the singular point (TD type).
2. Further, we split the family under consideration to subfamilies with numbers s = 1, 7: For every subfamily, we reveal topodynamical types of singular points and separatrices of them.
3.
We investigate the separatrices' behavior for all singular points of systems belonging to the chosen subfamily ∀ s ∈ {1, …, 7}. Very important are the following questions: a question of a uniqueness of a continuation of every given separatrix from a small neighborhood of a singular point to all the lengths of this separatrix, as well as a question about a mutual arrangement of all separatrices in a Poincare circle Ω. We answer these questions for all families of systems under consideration.
4.
As a result of all previous studies, we depict phase portraits of dynamic systems of a given family and outline the criteria of every portrait appearance [5, 6] .
From this section, we can conclude the following:
Systems of the family number r=1 have 25 different types of phase portraits.
Systems of families number 2 and 3: there are 9 types of phase portraits per family.
Systems of families 4 and 5: there exist 7 types of phase portraits per family.
Systems belonging to the family number r=6 show 36 different types of phase portraits.
Hence, we have obtained 93 different types in total for the systems described in this section-a lot of possible types at first glance. However, it is important to keep this in mind: every given family includes an uncountable number of differential systems. 
It is natural to distinguish two classes of Eq. (3) systems. The A class contains systems with k 1 ¼ 1,k 2 ¼ 2; and the B class contains systems with
In this section, we give a full solution of the assigned task for systems belonging to the A class of the Eq. (3) family, i.e.,
The process of forming the solution contains steps similar to the ones described in Section 4 of this chapter.
For an arbitrary Eq: 4 ðÞ -system, we introduce the following concepts.
Let P(u), Q(u) be the system's polynomials P, Q :
and RSP (RSQ) be an ascending sequence of all the real roots of the system's polynomial, while P(u) (Q(u)),RSPQ is an ascending sequence of all the real roots of both system's polynomials P(u) and Q(u). There exist 6 different possible variants of RSPQ as C An r-family of Eq: 4 ðÞ-systems is the totality of Eq. 4 ðÞdynamic systems with the RSPQ number r from the list of six allowable variants.
A consistent research of families of Eq. 4
ðÞdynamic systems.
The steps of research of every fixed family belonging to Eq. 4 ðÞdynamic systems are as follows.
1. For all singular points of a given dynamic system that belongs to the family under consideration, let us introduce notions of S (saddle) and N (node) bundles of semitrajectories, which are adjacent to a chosen singular point; also let us introduce a notion for its separatrix and a notion for its topodynamical type (TD-type).
2. Now the considered family must be divided into subfamilies numbered s ∈ 1; …; 5 fg :Then it is necessary to determine the TD-types of singular points of systems belonging to the obtained subfamilies, and separatrices of singular points ∀s ¼ 1, 5.
3.
For all five subfamilies, we investigate the separatrices`of singular points behavior and find an answer to a question concerning a uniqueness of a global continuation of every chosen separatrix from a tiny neighborhood of a singular point to all the lengths of this separatrix in the Poincare circle Ω, as well as an answer to a question of all separatricesm utual arrangement in Ω.
The mutual arrangement of all separatrices in the Poincare circle is invariable when, for a given s, a global continuation of every separatrix of each singular point of the subfamily number s is unique. Consequently, all systems of a chosen subfamily number s have, in a Poincare circle, one common type of phase portrait:
But in a different situation, when, for a fixed number s, systems of such subfamily have, for example, m separatrices with global continuations that are not unique, this subfamily is divided into m additional subfamilies (so as to say subsubfamilies) of the next order.
As we could understand conducting their further study, for each of subsubfamilies, the global continuation of every separatrix is unique, and the mutual arrangement of separatrices in the Poincare circle Ω is invariable.
