Abstract. A Voigt function is the convolution of a Gaussian and a Cauchy, or Lorentzian, density. The computation of these functions is required in problems arising in a variety of subjects such as nuclear reactors, atmospheric transmittance, and spectroscopy. This letter presents a new series for the approximate computation of Voigt functions. The derivation is accomplished using straightforward Fourier techniques, and it yields computable error bounds between the approximation and the Voigt function. The approach also permits a simple derivation of an asymptotic expansion for large argument values.
Introduction
T HE convolution of a Gaussian probability density and a Cauchy, or Lorentzian, probability density is known as a Voigt function. Because Voigt functions arise in many di erent contexts, such as nuclear reactor theory, atmospheric transmittance, and spectroscopy, there has been much interest in computing them, e.g., 1], 4]{ 11].
In the present letter we derive a simple new series approximation for Voigt functions along with computable error bounds in Section 2. We also give a simple derivation of an asymptotic expansion with error bounds in Section 3. A numerical example is discussed in Section 4.
The standard Gaussian and Lorentzian probability densities are G( ) := e ? 2 =2 = Since h(z; 0) = G(z), our interest is in the case > 0.
A new series for h
We derive the approximation of h(z; ), To establish our claims, we proceed as follows. We begin by taking Fourier transforms of (1) 
We show in the appendix that We have now proved that for any z and any > 0, lim W!1 lim N!1 h W;N (z; ) = h(z; ). In practice, W and N are nite, and we now show that h W;N can be approximated byh W;N as follows. If W is large, then (7) tells us thatĝ n (2 =W)G(nz 0 ). Making this substitution in (9) yields the right-hand side of (2). To bound the error in making this substitution, observe that ĝ n ? ( (10) , and (13), we see that our approximation guarantees more accuracy as min increases.
Asymptotic expansion of h
We have shown that for xed W and N,h W;N (z; ) can uniformly approximate h(z; ). However, from (4) and the Riemann{Lebesgue lemma, we see that for xed , as jzj ! 1, h(z; ) ! 0. This decay is also exhibited by the approximation in (2) and (3). Hence, for large jzj, the bounds on the approximation error may be greater than the magnitude of the number we are trying to compute. Therefore, in this section we present an asymptotic expansion h n (z; ) that becomes more accurate as jzj ! 1.
We begin by rewriting (4) Numerical bounds on the above errors can be obtained by noting that the magnitude of the integral in (14) is less than R 1 0 F (2n) (!) d!, which can be computed easily with a numerical integration routine for small and n. Remark. After appropriate scaling, it can be seen that h n is equivalent to 9, equation (14)]. The derivation in 9] is quite di erent from ours, and no error analysis is given.
Numerical example
The application that motivated this work required the computation of h(z; ) for all z and all 2 0:1; 4]. To obtain an approximation with a relative error of less than 1 10 ?6 , we proceeded as follows. Since h can be computed quite accurately, though slowly, with a numerical integration routine, we rst observed that the asymptotic expansion h 5 yields a relative error of less than 1 10 ?6 for jzj > 11 when 2 0:1; 4]. To approximate h for jzj 11 , we proceeded as follows. From the graphs of h shown in gure 1 for several values of , we saw that the minimum value of h occurs at z = 11 and = 0:1, for which h( 11; 0:1) = 2:7 10 ?4 . So, to obtain a relative error of less than 1 10 ?6 , it su ces to bound the absolute error between h andh W;N by 2:7 10 ?10 . By taking W = 14, we found that the bounds in (6) and (12) were 5:00 10 ?13 and 4:58 10 ?13 , respectively. By computing the integral in (11) for n 1 numerically, we found that the largest magnitude for n > N = 15 was achieved at n = 16 yielding K 15 (14) = 4:88 10 ?10 . Thus, the bound in (10) is 1:95 10 ?10 , and the total uniform error bound is 2:4 10 ?10 as required. Graphs of h(z; ). The legend indicates the di erent values of .
