Abstract-Genetic programming (GP), is a very general and efficient technique, often capable of outperforming more specialized techniques on a variety of tasks. In this paper, we suggest a straightforward novel algorithm for post-processing of GP classification trees. The algorithm iteratively, one node at a time, searches for possible modifications that would result in higher accuracy. More specifically, the algorithm for each split evaluates every possible constant value and chooses the best. With this design, the post-processing algorithm can only increase training accuracy, never decrease it. In this study, we apply the suggested algorithm to GP trees, extracted from neural network ensembles. Experimentation, using 22 UCI datasets, shows that the post-processing results in higher test set accuracies on a large majority of datasets. As a matter of fact, for two setups of three evaluated, the increase in accuracy is statistically significant.
I. INTRODUCTION
Most high-accuracy techniques for predictive classification produce opaque models like artificial neural networks (ANNs), ensembles or support vector machines. Opaque predictive models make it impossible for decision-makers to follow and understand the logic behind a prediction, which, in some domains, must be deemed unacceptable. When models need to be interpretable (or even comprehensible) accuracy is often sacrificed by using simpler but transparent models; most typically decision trees. This tradeoff between predictive performance and interpretability is normally called the accuracy vs. comprehensibility tradeoff. With this tradeoff in mind, several researchers have suggested rule extraction algorithms, where opaque models are transformed into comprehensible models, keeping an acceptable accuracy. Most significant, are the many rule extraction algorithms used to extract symbolic rules from trained neural networks; e.g. RX [1] and TREPAN [2] . Several papers have discussed key demands on reliable rule extraction methods; see e.g. [3] or [4] . The most common criteria are: accuracy (the ability of extracted representations to make accurate predictions on previously unseen data), comprehensibility (the extent to which extracted representations are humanly comprehensible) and fidelity (the extent to which extracted representations accurately model the opaque model from which they were extracted).
We have previously suggested a rule extraction algorithm [5] . G-REX is a black-box rule extraction algorithm; i.e. the overall idea is to treat the opaque model as an oracle and view rule extraction as a learning task, where the target concept is the function learnt by the opaque model. Hence rule sets extracted directly map inputs to outputs. Black-box techniques typically use some symbolic learning algorithm, where the opaque model is used to generate target values for the training examples. The easiest way to understand the process is to regard black-box rule extraction as an instance of predictive modeling, where each input-output pattern consists of the original input vector and the corresponding prediction from the opaque model. From this perspective, black-box rule extraction becomes the task of modeling the function from (original) input attributes to the opaque model predictions; see Figure 1 One inherent advantage of black-box approaches, is the ability to extract rules from arbitrary opaque models, including ensembles. The extraction strategy used by G-REX is based on GP. More specifically, a population of candidate rules is continuously evaluated according to how well the rules mimic the opaque model. The best rules are kept and combined using genetic operators to raise the fitness (performance) over time. After many generations (iterations) the most fit program (rule) is chosen as the extracted rule.
One key property of G-REX is the ability to use a variety of different representation languages, just by choosing suitable function and terminal sets. G-REX has previously been used to extract, for instance, decision trees, regression trees, Boolean rules and fuzzy rules. Another, equally important, feature is the possibility to directly balance accuracy against comprehensibility by using an appropriate fitness function. Although comprehensibility is a rather complex criterion, the simple choice to evaluate comprehensibility using the size of the model is the most
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GP has in many studies proved to be a very efficient search strategy. Often, GP results are comparable to, or even better than, results obtained by more specialized techniques. One particular example is when GP is used for classification, and the performance is compared to, for instance, decision tree algorithms or rule inducers. Specifically, several studies show that decision trees evolved using GP often are more accurate than trees induced by standard techniques like C4.5/C5.0 [7] and CART [8] ; see e.g. [9] and [10] . The main reason for this is that GP is a global optimization technique, while decision tree algorithms typically choose splits greedily, working from the root node down. Informally, this means that GP often will make some locally sub-optimal splits, but the overall model will still be more accurate and more general.
On the other hand, GP search is locally much less informed; i.e. each split is only optimized as a part of the entire decision tree. In addition, GP is not able to find all possible splits, simply because the number of constants available to the GP is limited. This problem is actually accentuated in the later stages of evolution, when populations tend to become more homogenous. With this in mind, the main purpose of this study is to investigate whether some straightforward post-processing techniques, where explicit searching is used to find optimal splits, can improve the performance of GP-induced decision trees.
II. BACKGROUND AND RELATED WORK
Eggermont, Kok and Kosters in two papers evaluate a refined GP-representation for classification, where the search space is reduced by letting the GP only consider a fixed number of possible splits for each attribute; see [11] and [12] . More specifically, a global set of threshold values for each numerical attribute is determined, and then only these threshold values are used in evolution. It should be noted that the threshold values are chosen globally instead of at each specific node. In the two papers, a maximum of five thresholds are selected for every attribute, and both information gain and information gain ration are evaluated as criteria for the selection. Although the results are somewhat inconclusive, the proposed technique are generally more accurate than both C4.5 and standard GP.
As mentioned above, the normal result of rule extraction is another predictive model (the extracted model) which in turn, is used for actual prediction. At the same time, it is important to realize that the opaque model normally is a very accurate model of the relationship between input and target variables. Furthermore; the opaque model could be used to generate predictions for novel instances with unknown target values, as they become available. Naturally, these instances could also be used by the rule extraction algorithm, which is a major difference compared to techniques directly building transparent models from the dataset, where each training instance must have a known target value. Despite this, all rule extraction algorithms that the authors are aware of, use only training data (possibly with the addition of artificially generated instances) when extracting the transparent model. We have previously argued that a data miner often might benefit from also using test data together with predictions from the opaque model when performing rule extraction. Below, test data inputs together with test data predictions from the opaque model is termed oracle data, with the motivation that the predictions from the opaque model (the oracle) are regarded as ground truth during rule extraction. Naturally, target values for test data are by definition not available when performing rule extraction, but often input values and predictions from the opaque model could be. With access to a sufficiently sized oracle dataset, the rule extraction algorithm could either use only oracle data or augment the training data with oracle instances.
The use of oracle data was first suggested in [13] , and further evaluated in [14] . The main result was that rules extracted using oracle data were significantly more accurate than both rules extracted by the same rule extraction algorithm (using training data only) and standard decision tree algorithms; i.e. rules extracted using oracle data explained the predictions made on the novel data better than rules extracted using training data only.
Since the use of oracle data means that the same novel data instances used for actual prediction also are used by the rule extraction algorithm, the problem must be one where predictions are made for sets of instances rather than one instance at a time. This is a description matching most data mining problems, but not all. One example, where a sufficiently sized oracle dataset would not be available, is a medical system where diagnosis is based on a predictive model built from historical data. In that situation, test instances (patients), would probably be handled one at a time. On the other hand, if, as an example, a predictive model is used to determine the recipients of a marketing campaign, the oracle dataset could easily contain thousands of instances. Since the use of oracle data has proven to be beneficial for rule extraction using G-REX, we in this study evaluate the suggested post-processing techniques on trees extracted both with and without the use of oracle data.
III. METHOD
The overall idea introduced in this paper is to post-process GP trees; i.e. only the winning tree is potentially modified. In this study, the GP trees are extracted from opaque models using G-REX. When searching for possible modifications, the structure of the tree is always intact; as a matter of fact, in this study, only the constants in the interior node splits can be modified. More specifically, the post-processing explicitly searches for constant values that would increase the accuracy, one node at a time. The algorithm is presented in pseudo code in Figure 2 below: do currentAcc = evaluateTree(tree); foreach interior node constant=findBestSplit(node, instances); modifyNode(&node, constant); newAcc = evaluateTree(tree); while (newAcc > currentAcc) At the heart of the algorithm is the function findBestSplit, which takes the current node and the instances reaching that node as arguments. The function should return the best constant value to use in the current split. If, as an example, the node is If x1 > 7.5 the function will try alternative values for 7.5, and return the value resulting in the highest accuracy. Which values to consider are determined from the instances reaching the node. In the preceding example, all unique values for x1, found in the instances reaching the node, would be tested. It must be noted that the evaluation always starts with the value found by the GP, so postprocessing can never decrease accuracy, only increase it. Clearly, different criteria (like information gain) could be used when evaluating the potential splits, but here we use accuracy; i.e. the split is modified if and only if the modified tree classifies more instances correctly.
Changing splits will, of course, affect which instances that reach each node, so when all nodes have been processed, another sweep could very well further increase accuracy. Consequently, the entire procedure is repeated until there is no change in accuracy between two runs.
When modifying the interior nodes, we could start at the root node or at the leaves. In either case, the question in each node is whether it is possible to increase the overall accuracy by finding a split that changes the distribution of instances to the children; i.e. we assume that all nodes further down the tree will remain as they are. The difference is whether the children are optimized before or after their parent. If we start at the root node, we would first optimize that split, and then proceed down the tree. Or, more generally, when we get to a specific node, the parent node is always already modified, but the children are not. When processing the tree in this manner, we are in fact performing a preorder traversal; see Figure 3 below. The numbers in the squares show the order in which the nodes are processed. If we instead start at the leaves, no node will be optimized before its descendants. Using this strategy, we perform a postorder traversal; see Figure 4 below. 
Some diversity is introduced by using ANNs with different architectures, and by training each network on slightly different data. More specifically, each ANN uses a "bootstrap" training set; i.e. instances are picked randomly, with replacement, from the available data, until the number of training instances is equal to the size of the available training set. The result is that approximately 63% of the available training instances are actually used. Averaging is used to determine ensemble classifications. When using GP for rule extraction, the available functions, F, and terminals T, constitute the literals of the representation language. Functions will typically be logical or relational operators, while the terminals could be, for instance, input variables or constants. Here, the representation language is very similar to basic decision trees; see the grammar presented using Backus-Naur form in Figure 5 below. The GP settings used for G-REX in this study are given in Table I below. 
B. Datasets
The 22 datasets used are all publicly available from the UCI Repository [15] . For a summary of dataset characteristics see Table II below. Instances is the total number of instances in the dataset. Classes is the number of output classes in the dataset. Cont. is the number of continuous input variables and Cat. is the number of categorical input variables. It is obvious that the post-processing algorithms suggested can affect mainly splits with continuous attributes. When searching for a categorical split, the alternative values actually represent totally different splits; e.g. X1 == 3 instead of X1 == 5. It is, therefore, quite unlikely that there are better categorical splits than the ones found by the GP.
With this in mind, we first considered using only datasets with mainly continuous attributes. Ultimately, though, we decided to include also datasets with mostly categorical attributes, to confirm our reasoning. Having said that, we did not expect the post-processing algorithms to actually modify any trees from the Bcancer, Tictactoe and Zoo datasets.
C. Experiments
As mentioned above, the post-processing techniques are evaluated on G-REX trees extracted both with and without the use of oracle data. Consequently, three experiments are conducted, each comparing three different options for postprocessing; No, Pre and Post. No post-processing is exactly that; i.e. the G-REX tree obtained is evaluated on test data without modifications. Pre and Post apply the algorithm described in Figure 2 to the tree obtained from G-REX, before the potentially modified tree is evaluated on test data. Naturally, the processing of the nodes is performed in preorder and postorder, respectively. So, to iterate, on each fold, both post-processing algorithms start from the same G-REX tree. This tree is also evaluated to obtain the result for No. The difference between the three experiments is whether oracle data is used or not. When G-REX original is used, rules are extracted using training data only. G-REX all means that both training data and oracle data are used. G-REX oracle, finally, uses only oracle data. For a summary, see Table III below. For the evaluation, stratified 10-fold cross-validation is used.
TABLE III EXPERIMENTS

Experiment
Data used for rule extraction
G-REX original Training G-REX all
Training and Oracle G-REX oracle Oracle IV. RESULTS Table IV below shows fidelity results. It should be noted that fidelity values were calculated on the exact data used by G-REX; i.e. for original training data only, for all both training and oracle data, and for oracle, oracle data only. From Table IV , it is obvious that the post-processing algorithm was able to find better splits and thereby increasing fidelity. As a matter of fact, when using only training data, the post-processing algorithm increased the fidelity on all datasets but the three "categorical only" mentioned above. This does not mean that the postprocessing algorithm always was able to modify the trees, on several datasets there were, in fact, no modifications on a large majority of the folds. When using oracle data only, the number of instances in the fitness set is quite small, so the fidelity of the starting tree is normally quite high. For five datasets (Hepati, Iris, Labor, Sonar and Wine) the fidelity is even a perfect 1.0 to start with. Because of this, it is not surprising that there are relatively few improvements found.
When using all data, the starting tree has most often, but not always, a higher fidelity, compared to the tree extracted using training data only. Still, the post-processing managed to increase fidelity on all datasets but the three "categoricalonly" and Horse. Often, however, the increase is quite small, sometimes even the result of a single modification, on just one fold. Overall, however, the picture is clearly that the suggested algorithm was capable of increasing fidelity.
Naturally, fidelity is not vital per se, the important question is whether the modifications would also increase test set accuracies. Table V shows that on a majority of datasets, the increase in fidelity also led to an increase in test set accuracy. Again, it must be noted that these result do not mean that test set accuracies were always increased. As a matter of fact, on several folds, an increase in fidelity led to no change in accuracy. On some folds, the increase in fidelity even led to lower accuracy. When aggregating the results over all ten folds, however, the results are very promising for the suggested algorithm. To further analyze the result, the two post-processing algorithms were pair-wise compared to each other and No, one experiment at a time. For G-REX oracle, the picture is quite different. Here, there is generally very little to gain by using the post-processing suggested. The reason is, of course, the very high fidelity obtained by the rule extraction to start with. Still, it could be noted that the post-processing was able to increase accuracy on five data sets. For two of these (Bld and Vehicle) the increase is not negligible; see Table V .
V. CONCLUSIONS
We have in this paper suggested a novel algorithm for postprocessing of GP trees. The technique iteratively, one node at a time, searches for possible modifications that would result in higher accuracy. More specifically, for each split, the algorithm evaluates every possible constant value and chooses the best. It should be noted that the algorithm can only increase accuracy (on training data), since modifications are only carried out when the result is a more accurate tree. In this study, we evaluated the algorithm using the rule extraction technique G-REX. Results show that when the rule extraction uses only training data, the post-processing increased accuracy significantly. When using both training and oracle data, it is still clearly advantageous to apply the post-processing. Even when starting from a tree extracted using oracle data only, the post-processing is sometimes capable of increasing accuracy. Overall, the very promising picture is that the post-processing more often than not increases accuracy, and only very rarely decreases it.
VI. DISCUSSION AND FUTURE WORK
In this study, we applied the novel technique to rule extraction, but it could, of course, just as well, be used on any GP classification tree. So, one obvious future study is to evaluate the suggested technique on GP classification. Another study is to investigate whether it would be beneficial to search for an entire new split, not just a constant value. In that study, it would be natural to also evaluate different criteria (like information gain) as alternatives to accuracy. This would, however, be very similar to standard decision tree algorithms. The challenge is to find the right mix between the locally effective greed in decision tree algorithms and the global optimization in GP.
Finally, we have also performed some initial experiments, with promising results, where the algorithm suggested was instead used as a mutation operator during evolution. Potential benefits are higher accuracy or faster convergence.
