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An Embellished Account of Agafonov’s Proof of Agafonov’s
Theorem
Thomas Seiller and Jakob G. Simonsen
Abstract
We give an account of Agafonov’s original proof of his eponymous theorem. The
original proof was only reported in Russian [11, 1] in a journal not widely available, and
the work most commonly cited in western literature is instead the english translation [2] of
a summary version containing no proofs [3]. The account contains some embellishments to
Agafonov’s original arguments, made in the interest of clarity, and provides some historical
context to Agafonov’s work.
We give an account of Agafonov’s original proof of his eponymous theorem. The original
proof was only reported in Russian [11, 1] in a journal not widely available, and the work
most commonly cited in western literature is instead the english translation [2] of a summary
version containing no proofs [3].
The account contains some embellishments to Agafonov’s original arguments, made in the
interest of clarity:
1. The original proof relies on results of Postnikova [14]. We detail Postnikova’s contribu-
tion and provide some historic context to her result.
2. The original proof contained a mixture of arguments expressed both via running text
and explicit lemmas and theorems. While we have retained the general flow of argumen-
tation from the original, we have used explicit lemmas and propositions for a number of
observations occurring in the running text.
3. We have made several arguments explicit and provided detailed arguments in places
where Agafonov relied on immediate understanding from his specialist audience, but
where we believe that non-expert readers with modern sensibilities might prefer more
elaborate explanations. The most pertinent examples are:
(a) We explicitly prove why it suffices to prove that a connected finite automaton picks
out b ∈ {0, 1}n for n = 1 with limiting frequency p from any p-distributed sequence
(Lemma 13).
(b) We have appealed directly to probabilistic reasoning (using Chebyshev’s Inequality)
in the proof that, par abus de langage, the probability of deviation from probability
p among the symbols selected by a finite automaton from sets of substrings picked
from a p-distributed sequence tends to zero with increasing length of the strings
(Lemma 16). In [1], this was essentially proved by a reference to the Strong Law
of Large Numbers and a statement that the proof was similar to Lemma 3 of
Loveland’s paper [10].
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1 Preliminaries
If α = a1a1 · · · is a right-infinite sequence over an alphabet A and N is a positive integer, we
denote by α|≤N the finite string a1a2 · · · aN .
We denote by A∗ the set of (finite) words over A and by A+ the set of finite non-empty
words over A.
Definition 1. A finite probability map (over an alphabet A) is a map p : A+ −→ [0, 1] such
that, for all positive integers n,
∑
a1···an∈An
p(a1 · · · an) = 1.
A finite probability map p is said to be:
• Bernoulli if, for all positive integers n, and all a1, . . . , an ∈ A, p(a1 · · · an) =
∏n
j=1 p(aj).
• Equidistributed if, for any string a1 · · · an ∈ An, p(a1 · · · an) = |A|−n.
Observe that an equidistributed p is also Bernoulli. For alphabets |A| > 1, any map
g : A −→ [0, 1] with
∑
a∈A g(a) = 1 induces a Bernoulli finite probability map pg by letting
pg(a1 · · · an) ,
∏n
j=1 g(aj). This map is equidistributed iff g(a) = |A|
−1 for every a ∈ A.
The use of the word “Bernoulli” is due to the fact that Bernoulli finite probability maps
correspond directly to the measure of cylinders in Bernoulli shifts [20]; in the literature on
normal numbers, the word Bernoulli is sometimes used slightly differently, for example Schnorr
and Stimm [18] use the term Bernoulli sequences for sequences distributed according to finite
probability map that are equidistributed in our terminology.
We are interested in the finite probability maps whose values can be realized as the limiting
frequencies of finite words in right-infinite sequences over {0, 1}.
Definition 2. Let b = b1 · · · bN and a = a1 · · · an be finite words over A. We denote by
#a(b) the number of occurrences of a in b, that is, the quantity
|{j : bjbj+1 · · · bj+n−1 = a1a2 · · · an}|
Let p be a finite probability map over A, and be α is a right-infinite sequence over A. If
the limit
freqa(α) = lim
N→∞
#a(α|≤N )
N
exists and is equal to some real number f , we say that a occurs in α with limiting frequency
f . If every a ∈ A+ occurs in α with limiting frequency p(a), we say that α is p-distributed.
Observe that a right-infinite sequence α is normal in the usual sense iff it is p-distributed
for (the unique) equidistributed finite probability map p over A. Also observe that it is not
all finite probability maps p for which there exists a p-distributed sequence.
An example of a finite probability map that is not Bernoulli, but such that there is at
least one p-distributed right-infinite sequence, is the map b defined by b(α) = 1/2 if α does
not contain either of the strings 00 or 11 (note that for each positive integer n, there are
exactly two such strings of length n of each length), and b(α) = 0 otherwise. Observe that
the right-infinite sequence 010101 · · · is p-distributed.
In the remaining sections, we will work with the alphabet {0, 1} unless otherwise specified.
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2 Preliminaries and Historical aspects
2.1 Borel
The notion of p-distributed sequences can be traced back to a 1909 paper by Émile Borel [5].
In this work, Borel studies the decimal representation of numbers and introduces the following
definitions.
Definition 3 (Borel normality). Consider an integer b > 1. Consider a number 0 < a < 1 and
denote by αb its decimal sequence ab1, . . . , a
b
n, · · · ∈ {0, 1, . . . , b−1}
ω in base b, i.e. a =
∑
n
abn
bn
.
Then x is said to be:
1. simply normal w.r.t. the basis b when freqc(α) =
1
b
for all c ∈ {0, 1, . . . , b− 1};
2. entirely normal (or just normal) w.r.t. the basis b when for all integers n, k the number
bkx is simply normal w.r.t. the basis bm;
3. absolutely normal if it is entirely normal w.r.t. every possible basis b.
Borel already remarks that normality correspond to what we introduced as p-distribution1:
The characterising property of a normal number2 is the following: considering a
sequence of p symbols, denoting by cn the number of times this sequence is to be
found within the n first decimal numbers, we have limn→∞ cnn =
1
bp
.
The main result of Borel on normal numbers is the following theorem.
Theorem 1 (Borel [5]). The probability that a number is absolutely normal is equal to 1, i.e.
almost all numbers are absolutely normal.
As a consequence, the probability that a number is normal, or simply normal, is also equal
to 1. In particular, the cardinality of the set of normal numbers is equal to the cardinality of
the continuum 2ℵ0 , and normal numbers are dense in the set of all real numbers.
2.2 von Mises
The notion of p-distributed sequences also appeared in connection with the notion of kollektiv
introduced by von Mises in order to capture the concept of random sequence. The intuition
behind von Mises approach it that a random sequence is one that cannot be predicted. I.e.
the frequency of each possible outcome is independent from a the choice of a Spielsystem, i.e.
a way to predict the outcome of successive trials. In other words, a sequence of trials outcomes
is not random whenever there exists a strategy to select a subsequence of the trials in order
to modify the frequency of the outcomes. This is expressed as the second condition in the
following definition. As reported by Church [6], a sequence α = a1, a2, . . . , an, . . . in {0, 1}ω
is a kollektiv according to von Mises [22, 23] when:
1. freq1(α) is defined and equal to p;
1The translation is ours, in which we replaced the basis 10 considered by Borel with a parametrised basis b.
2I.e. entirely normal w.r.t. the basis b, where b = 10 in Borel’s original paper.
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2. if β = an1 , an2 , . . . is any infinite sub-sequence of α formed by deleting some of the terms
of the latter sequence according to a rule which makes the deletion or retention of an
depend only on n and a1, a2, . . . , an−1, then freq1(β) is defined and equal to p.
However, Church judges this definition to be "too inexact in form to serve satisfactorily as the
basis of a mathematical theory" and proposes the following formalisation.
Definition 4 (von Mises kollektiv). Let α be a sequence a1, a2, . . . , an, . . . in {0, 1}ω . It is a
kollektiv (in the sense of von Mises, as formalised by Church) when:
1. freq1(α) is defined and equal to p;
2. If ϕ is any function of positive integers, if3 b1 = 1, bn+1 = 2bn+ an, cn = ϕ(bn), and the
integers n such that cn = 1 form in order of magnitude an infinite sequence n1, n2, . . . ,
then the sequence β = an1 , an2 , . . . satisfies that freq1(β) is defined and equal to p.
In this section, several other notions of kollektiv will be discussed and introduced, and we
will therefore use the following definitions.
Definition 5 (Strategy). A strategy S is a predicate over the set of finite binary words, i.e.
S ⊂ {0, 1}∗ = ∪ωi=0{0, 1}
i.
Definition 6 (Selected Subsequence). Given a strategy S and an infinite sequence α =
a1, a2, . . . , an, . . . in {0, 1}ω , we define the sequence S(α) as follows. Let i1, i2, . . . , ik, . . . be
the (increasing) sequence of indices j such that α|≤j−1 ∈ S.
S(α)j = aij
Definition 7 (Kollektiv). A sequence α = a1, a2, . . . , an, . . . in {0, 1}ω is a kollektiv w.r.t. a
set of strategies S when:
1. freq1(α) is defined and equal to p;
2. for any strategy S ∈ S, freq1(S(α)) is defined and equal to p.
2.3 Church
With this definition, the notion of von Mises kollektiv coincides with that of kollektiv w.r.t.
the set of all strategies. As discussed by several authors [21, 16, 9, 8], this notion of kollektiv
is however inadequate, because it is too restrictive. This is further explained by Church, who
explains why no kollektiv can exist if one considers such a strong notion:
[...] it makes the class of random sequences associated with any probability p other
than 0 or 1 an empty class. For the failure of (2) may always be shown by taking
ϕ(x) = aµ(x) where µ(x) is the least positive integer m such that 2
m > x: the
sequence an1 , an2 , . . . will then consist of those and only those terms of a1, a2, . . .
which are 1’s4.
As a consequence, Church introduces a new notion of kollektiv, by factorising in the notion of
computability. This choice is furtehr argumented as follows:
3Note that the terms bn are written as follows in binary bn = 1a1a2 . . . an−1.
4Indeed, the function defined by Church ensures that cn = an.
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the scientist concerned with making predictions or probable predictions of some
phenomenon must employ an effectively calculable function : if the law of the
phenomenon is not approximable by such a function, prediction is impossible.
Thus a Spielsystem should be represented mathematically, not as a function, or
even as a definition of a function, but as an effective algorithm for the calculation
of the values of a function.
Definition 8 (Church kollektiv). Let α be a sequence a1, a2, . . . , an, . . . in {0, 1}ω . It is a
kollektiv (in the sense of Church) when:
1. freq1(α) is defined and equal to p;
2. If ϕ is any effectively calculable5 function of positive integers, if b1 = 1, bn+1 = 2bn+an,
cn = ϕ(bn), and the integers n such that cn = 1 form in order of magnitude an infinite
sequence n1, n2, . . . , then the sequence β = an1 , an2 , . . . satisfies that freq1(β) is defined
and equal to p.
2.4 Admissible sequences
Towards the general purpose of defining mathematically the notion of random sequence, other
notions were also considered at the time. For our purpose, the notions of "admissible number"
introduced by Copeland [7], also studied by Reichenbach under the name "normal number"
[16, 17] will be of interest.
Definition 9 (Copeland-admissible sequence.). Let α = a1, a2, . . . , an, . . . be a sequence in
{0, 1}ω . For all integers r, n, define the sequence
(r/n)α = ar, ar+n, . . . , ar+kn, . . .
The sequence α is admissible (in the sense of Copeland) if the following are satisfied:
1. For all r, n, freq1((r/n)α) is defined and equal to p.
2. (1/n)α, (2/n)α, . . . , (n/n)α are independent6 numbers.
Note that Copeland remarks that this second item is a consequence of the assumption that
the sequence is obtained by independent trials (i.e. "the probability of success is a constant
and does not vary from one trial to the next"). Church notes the connection between this
notion of normal numbers and that of "completely normal number" by Armand Borel [5]:
These admissible numbers (to adopt Copeland’s term) are closely related to the
normal numbers of Borel – indeed an admissible number associated with the prob-
ability 12 is the same as a number entièrement normal to the base 2.
5Today, one would rather use the terminology "computable".
6Independence here is understood in terms of probability theory, as is detailed in Copeland’s paper in which
he states that two numbers are independent if and only if p(x · y) = p(x) · p(y).
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2.5 Postnikov and Pyateskii
Around twenty years after Church’s paper, a notion of of Bernoulli-normal sequences was
introduced by russian mathematicians, Postnikov and Pyateskii [13]. This notion coincides
with the notion of p-distributed sequence defined above.
Definition 10 (Bernoulli-normal sequence). Let α ∈ {0, 1}ω be a sequence a1, a2, . . . , an, . . .
and consider for every integer s > 0 the s-th caterpillar of x:
βs = (a1, . . . , as−1), (a2, . . . , as), . . . , (aP , . . . , aP+s−1), . . . .
The sequence α is Bernoulli-normal if for any word w of length s with j ones, freqw(β
s) exists
and is equal to pj(1− p)s−j.
In subsequent work, Postnikov [12] considers the following alternative definition of admis-
sible sequences. While this differs from Copeland’s definition, we provide here a proof that
the two notions coincide.
Definition 11 (Postnikov admissible sequence). Let α = a1, a2, . . . , an, . . . be a sequence
in {0, 1}ω . This sequence is called admissible (in the sense of Postnikov) if for any word w
of length m with r1, r2, . . . , rk the positions of its 1s, the sequence β[w] = b0, b1, . . . , bn, . . . ,
defined by
bn = anm+r1 , anm+r2 , . . . , anm+rk ,
satisfies that freq1k(β[w]) exists and is equal to p
k.
Lemma 2. A sequence α ∈ {0, 1}ω is admissible in the sense of Copeland if and only if it is
admissible in the sense of Postnikov.
Proof. Let α be a Postnikov-admissible sequence. Let us define the word uni = 00 . . . 010 . . . 0,
of length n with a single 1 at position 1 6 i 6 n. Then freq1(β) exists and is equal to p. Since
β[uni ] = (i/n)α, this proves α satisfies the first item in Copeland’s definition. The second
item, namely the independance of the sequence (1/n)α, (2/n)α, . . . , (n/n)α, is obtained by
considering words uni,j, of length n with 1s exactly at the positions i and j. Indeed, we have
freq11(β[u
n
i,j]) = p
2 = freq1(β[u
n
i ])freq1(β[u
n
j ]), which coincide with Copeland’s formalisation
of independence.
Conversely, let α be a sequence, w a word of length m and r1, r2, . . . , rk the positions of the
1s in w. If α is Copeland-admissible, freq1k(β[w]) =
∏k
i=1 freq1(β[u
n
ri
]) by the requirement of
independence, and therefore
freq1k(β[w]) =
k∏
i=1
freq1((ri/n)α) = p
k
using that β[unri ] = (ri/n)α and the first property of Copeland-admissible sequences, namely
that freq1((i/n)α) = p for all 1 6 i 6 n.
Postnikov’s then shows how the two notions, i.e. Bernoulli-normal and admissibility, coin-
cide. However, the proof of Postnikov’s theorem is – to the authors’ knowledge – not available
in english. As this result is related to the proof of Agafonov’s theorem, we expect to include
a translation in a later version of this document.
Theorem 3 (Postnikov [12]). A sequence α ∈ {0, 1}ω is Bernoulli-normal if and only if it is
admissible.
6
2.6 Postnikova
A few years later, a short and beautiful paper by Postnikova characterises Bernoulli-normal
sequences as the sequences for which the distribution of 1s is preserved by selecting strategies
depending only on a finite number of preceding bits. In fact, Postnikova’s result is the first to
introduce finiteness and widely opens the way to Agafonov’s theorem. It is stated as a new,
restricted, notion of kollektiv.
Definition 12 (Postnikova-kollektiv). Let α = a1, a2, . . . , an, · · · ∈ {0, 1}ω be a sequence.
The sequence α will be called a kollektiv (in the sense of Postnikova) if:
1. freq1(α) exists and is equal to p;
2. for all word w of length s, w occurs in α an infinite number of times, and if a subsequence
β is made up consisting of the values immediately following the appearance of w then
freq1(β) exists and is equal to p.
Note that using our own definition of kollektiv w.r.t. sets of strategies, a Postnikova-
kollektiv is a kollektiv w.r.t. the set of strategies defined by a single finite word used as
postfix, i.e. strategies Sw defined as
{v ∈ {0, 1}∗ | ∃u,v = u ·w}.
Theorem 4 (Postnikova). A sequence α ∈ {0, 1}ω is Bernoulli-normal if and only if it is a
Postnikova-kollektiv.
The proof of this theorem can be found in the english translation [15] of Postnikova’s
paper [14]. Note the error in translation in the definition of Postnikov-admissible sequences:
the translator mentions “the relative frequency of appearances of ones in the sequence (2)”,
while it should read the relative frequency of appearances of the word 1k in the sequence (2).
The confusion comes from the original russian formulation (which can be traced back to
Postnikov’s work [12]) which is already ambiguous.
2.7 Agafonov
Agafonov’s contribution was to relate this to the notion of automata. The main theorem of
his original russian paper [11] is stated as follows.
Theorem 5 (Agafonov [11]). A sequence α is normal if and only if it is a kollektiv w.r.t. the
set of strategies computable by finite automata, i.e. it satisfies:
1. freq1(α) exists and is equal to p;
2. for all automata M , the subsequence β consisting of the values immediately following the
words accepted by M is such that freq1(β) exists and is equal to p.
In fact, the proof of the implication from right to left in Agafonov’s theorem is a conse-
quence of Postnikova’s theorem. Agafonov only refers to her work for this part of the proof.
Indeed, if a sequence is a kollektiv in the sense of this theorem, it is also a Postnikova-kollektiv.
Agafonov’s contribution is therefore the proof of the converse implication, namely: if a se-
quence α is normal, it is a kollektiv w.r.t. the set of strategies computable by finite automata.
However, the notion of normality used by Agafonov is not the notion of p-distributed se-
quence (Definition 2), or equivalently of Bernoulli-normal sequence (Definition 10). Agafonov
uses instead a notion of normality by blocks.
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Definition 13 (Agafonov normal). Let α ∈ {0, 1}ω be a sequence a1, a2, . . . , an, . . . and
consider for every integer s > 0 the s-th block sequence of x:
βs = (a1, . . . , as−1), (as, . . . , a2s−1), . . . , (aks, . . . , a(k+1)s−1), . . . .
The sequence α is Agafonov-normal if for any word w of length s with j ones, freqw(β
s) exists
and is equal to pj(1− p)s−j.
This definition can be shown to be equivalent to Postnikov-admissibility which, combined
with Postnikov’s theorem (Theorem 3), proves the notion coincides with the usual notion of
normality.
Lemma 6. A sequence α is Agafonov-normal if and only if it is Postnikov-admissible.
Proof. In fact, the proof of this appears in the proof of Postnikov theorem, as Agafonov-
normality is used as an intermediate notion. The proof of the right-to-left implication is
taken from Postnikov’s proof [12]. The key observation is that the quantity freq1k(β[w]) that
appears in Postnikov-admissibility corresponds to the frequency of appearance of words in ∆
in the sequence of blocks defined from α, where ∆ is the set of words u of length k that have
1s at these positions in which w has 1s (but which may differ from w on other bits).
We first show that a Postnikov-admissible sequence α is Agafonov-normal. Let Σ be the
set of all length k word with fixed α bits equal to 1 and β bits equal to 0, α+ β ≤ k. Write
Tl(Σ) the number of occurrences of Σ in the sequence of blocks. Then by induction on β,
using the definition of admissibility, we obtain:
lim
l→∞
Tl(Σ)
l
= pαqβ. (1)
This gives the result by fixing Σ as a singleton, i.e. α+ β = k.
Conversely, consider given an Agafonov-normal sequence. By definition, we know that
the frequency of a word w (with j bits equal to 1) is equal to pjqk−j. We want to sum this
frequency over all words that have 1s at the same positions as w but in which some 0s may
have become 1s. I.e. we have all combinations of putting 1s in k − j boxes. So the sum can
be written as:
freq1k(β[w]) = p
j

∑
k−j
(
i
k − j
)
piqk−j−i

 = pj(p + q)k−j = pj.
3 Agafonov’s original proof: a direct translation
We fix once and for all the alphabet Σ = {0, 1}.
Definition 14. Let a = a1a2 . . . an be a word over Σ. We define:
µp(a) = p
#1(a)(1− p)n−#1(a)
Definition 15. For M ⊆ {0, 1}N , de define µp(M) =
∑
w∈M µp(w).
Definition 16. Let α = a1, a2, . . . , an, . . . be a sequence in {0, 1}ω . For all natural number
n we define the n-block decomposition of α as the sequence (α(n,r))r>1 defined by
α(n,r) = an(r−1)+1an(r−1)+2 . . . xnr
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Definition 17. Let α be a sequence in {0, 1}ω , w a finite word of length n, and k an integer.
We define freqw(α; k) =
1
k
Card{α(n,r) = w | r 6 k}.
Notice that a sequence α is Agafonov-normal (Definition 13) if and only if for all finite
word w of length n with j bits equal to 1, limk→∞ freqw(α; k) exists and is equal to p
jqn−j.
Definition 18. Let A be a strongly connected automata with set of states Q. For all q ∈ Q,
we write Aq the automata A in which the state q is chosen as initial.
Definition 19. Let A be a strongly connected automata with set of states Q, and q ∈ Q.
Let w = w1w2 . . . wn be a finite word. We write Aq[w] the word picked out by the automata
Aq, i.e. the word wi1wi2 . . . wik where i1 < i2 < · · · < ik is the increasing sequence of indices
1 6 j 6 n such that w|≤j−1 is accepted by Aq.
Definition 20. Let A be a strongly connected automata with set of states Q. For all p ∈ [0, 1],
b ∈ [0, 1], n ∈ N and ǫ > 0, we define the sets:
Dpn(b, ǫ) = {w ∈ {0, 1}
n | ∀q ∈ Q, len(Aq[w]) > bn, |
#1(Aq[x])
len(Aq[x])
− p| < ǫ}
Claim 7. For all ǫ > 0 and all p ∈ [0, 1], limn→∞ µp(D
p
n(b, ǫ)) = 1.
Proof. This claim is a consequence of Lemma 9 and Lemma 10 below, noting that Dpn(b, ǫ) =
Σn(En(b) ∪Gn(b, ǫ)).
Theorem 8. Let α be a normal sequence with ratio p ∈ [0, 1], A a strongly connected automata.
Then the sequence β = A[α] is normal with ratio p.
Proof. We will show that ∀ǫ,∃L,∀l > L, |1
l
∑l
i=1 yi − p| < ǫ.
Pick δ > 0 small enough (δ < bǫ8 ). By Claim 7, we pick n ∈ N such that µp(D
p
n(b, ǫ)) >
1 − δ. Now, we consider η < bǫ8 (i.e. sufficiently small); since α is normal, there exists
S ∈ N such that ∀s > S, ∀a ∈ {0, 1}n, |freqa(α; s) − µp(a)| <
η
2n , i.e. ∀M ⊆ {0, 1}
n,
|freqM (α; s)− µp(M)| < η.
We now consider the sequence β[n,r] as the sequence of blocks of A[α] (of changing length
between 0 and n) corresponding to the sequence of blocks α(n,r), and write θ the frequency of
1s in the blocks picked out from the blocks in Dpn(b, ǫ2). Then |θ − p| <
ǫ
2 .
Now let L =
∑s
i=1 len(β[n,i]) and ℓ =
∑
i∈I len(β[n,i]) with I = {i 6 s | α(n,i) 6∈ D
p
n(b,
ǫ
2)}.
We write θ =
∑
i∈I #1(β[n,i])∑
i∈I len(β[n,i])
and ρ =
∑s
i=1 #1(β[n,i])
L
. Then |ρ− θ| < ℓ
L
.
We then show ℓ
L
< ǫ2 and deduce that |ρ− p| < ǫ as follows. We consider a small enough
δ > 0 and find S big enough to have
Card{i 6 S | α[n,i] ∈ D
p
n(b,
ǫ
2))}
S
> 1− δ − η
On one hand, for all w ∈ Dpn(b, ǫ2)) more than bn characters are picked out, therefore we have
L > (1− δ − η)Sbn. On the other hand, for all w ∈ {0, 1}n less than n characters are picked
out and
Card{i6S | α[n,i] 6∈D
p
n(b,
ǫ
2
))}
S
< δ + η, thus ℓ < (δ + η)Sn. Hence ℓ
L
< (δ+η)(1−η−δ)b <
ǫ
2 .
Finally, |ρ− p| 6 |ρ− θ|+ |θ − p| < ǫ.
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Lemma 9. Define En(b, q) = {w ∈ {0, 1}
n | Aq[w] 6 bn}, and En(b) = ∪q∈QEn(b, q). Then
for all p ∈ [0, 1] and for all automaton A, there exists c, d > 0 such that for all ǫ > 0, the
following holds.
lim
n→∞
µp(En(
c− ǫ
d
)) = 0
Proof. Let us consider (X,B, µp) the measure space with X = {0, 1}ω , B induced by cylinders,
and µp({α | ∀j ∈ {1, 2, . . . , n}, αij = bj}) = µp(b1b2 . . . bn).
For a word v, define C(v) = {α ∈ {0, 1}ω | ∃β ∈ {0, 1}ω , α = v.β}. If R is a finite
(prefix-free7) set of words, then
µp(∪v∈RC(v)) = µp(R). (2)
Now, take A a finite automaton ({0, 1}, Q,Q∗, φ). This defines a Markov chain of set of
states Q:
pi,j =


1 if φ(i, 1) = φ(i, 0) = j
p if φ(i, 1) = j, φ(i, 0) 6= j
1− p if φ(i, 1) 6= j, φ(i, 0) = j
0 otherwise
If A is strongly connected, there exists a smallest ni,j such that p
(ni,j)
i,j > 0. Define the period
D as the least common multiple of the family (ni,j)i,j∈Q2.
Let Q0, Q1, . . . , QD−1 be the classes of “periodical states”. Given Qr, we have a Markov
chain with probabilities p(D)i,j for i, j ∈ Qr. For all Qr, there exists a family (ci)i∈Qr such that∑
i∈Qr
ci = 1 and limn→∞ p
(Dn)
i,j = cj .
Consider qAj(α) = q1q2 . . . the realisation of the Markov process with α as input and
j ∈ Q. We have
µp,Aj({qAj (α) | α ∈M}) = µp(M). (3)
Let ν(n)i (~q) = Card{qj = i | j 6 n}. For all ǫ > 0 and all i, j,
lim
n→∞
µp,Aj{~q s.t. |
d
n
ν
(n)
i (~q)− ci| > ǫ} = 0 (4)
by the law of large numbers for finite regular ergodic Markov chains.
From Equation (3) and Equation (4), we have
lim
n→∞
µp{α s.t. |
D
n
ν
(n)
i (qAj(~x))− ci| > ǫ} = 0
For a finite word a, write qAj(a) = q1q2 . . . qn (n = len(a)). Using Equation (2),
lim
n→∞
µp{a1a2 . . . an, |
D
n
ν
(n)
i (qAj(a1a2 . . . an))− ci| > ǫ} = 0 (5)
If in qAj (a), there exists qi ∈ Q
∗, then Aj picks out aj from a. Let c = mini∈Q∗ ci. From
Equation (5), for all j ∈ Q, limn→∞ µpEn( c−ǫD , j) = 0.
The lemma then follows from µpEn( c−ǫD ) 6
∑
j∈Q µpEn(
c−ǫ
D
, j).
7This precision is added by the authors.
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Lemma 10. Define Gn(b, ǫ, q) = {w ∈ {0, 1}
n | len(Aq[w]) > bn, |
#1(Aq [w])
len(Aq [w])
− p| > ǫ}, and
Gn(b, ǫ) = ∩q∈QGn(b, ǫ, q). Then for all p, b, ǫ and all automaton A,
lim
n→∞
µp(Gn(b, ǫ)) = 0.
Proof. (Similar to Lemma 3 from D.W. Loveland, The Kleene hierarchy classification of re-
cursively random sequences [10].)
By the "strong law of large numbers", for all ǫ > 0,
lim
n→∞
µp(∪ℓ>n{y | |
1
ℓ
ℓ∑
i=1
yi − p| > ǫ}) = 0
Define Fn(b, ǫ) = ∪bn<ℓ6n{y ∈ {0, 1}ℓ | |
1
ℓ
∑ℓ
i=1 yi − p| > ǫ}. And define Rn(b, ǫ) as the set
obtained from Fn(b, ǫ) by removing the words w such that there exists a word u in Fn(b, ǫ)
with u ≺ w.
From the fact that
∪w∈Rn(b,ǫ)C(w) ⊂ ∪ℓ>bn{y | |
1
ℓ
ℓ∑
i=1
yi − p| > ǫ}
and
µp(Rn(b, ǫ)) = µp(∪w∈Rn(b,ǫ)C(w))
and the equation above, we deduce that
lim
n→∞
µpRn(b, ǫ) = 0.
By Lemma 11 and the equality
Gn(b, ǫ, q) = {w ∈ {0, 1}
n | Aq[w] ∈ Sn(b, ǫ)}
we get that µp(Gn(b, ǫ, q)) 6 µp(Rn(b, ǫ)). Consequently, limn→∞ µp(Gn(b, ǫ, q)) = 0 for all
q ∈ Q, hence limn→∞ µp(Gn(b, ǫ)) = 0.
Lemma 11. Let S be a strategy, and F a finite subset of {0, 1}∗. Let R be the set obtained
from F by removing those words w such that there exists a word u ∈ F with u ≺ w (i.e. u is
a prefix of w). Let M be the set {w ∈ {0, 1}n | S(w) ∈ F}. Then
µp(M) 6 µp(R).
Proof. It is sufficient to prove that for a given word w = a1a2 . . . ak the set M = {u ∈
{0, 1}n | w  S(u)} satisfies µp(M) 6 µp(w). This is show by induction on the length k of
the word w.
The base case is w = a1 = 1 (by symmetry – 1 becomes 0, p becomes 1 − p –, this is
sufficient). Let α = x1x2 . . . xn be a word in M , and write xf the first symbol picked out by
S; in particular xf = 1. Now, one can define α¯ = x1x2 . . . xf−1x¯fxf+1 . . . xn, i.e. the word
obtained from α by simply flipping the f -th bit. Then α¯ 6∈ M . One can then define the set
M¯ = {α¯ | α ∈M}. As µp(α¯) =
1−p
p
µp(α) and ·¯ defines a one-to-one correspondence between
11
M and M¯ , we have µp(M¯ ) =
1−p
p
µp(M). Moreover, M and M¯ are disjoint subsets of {0, 1}n,
hence µp(M) 6 1− µp(M¯). We can then conclude from these two equations that µp(M) 6 p.
Now, consider the word w = a1a2 . . . akak+1 with ak+1 = 1. We have M = {α ∈
{0, 1}n | a1 . . . ak1  S(α)}. Given α ∈M , define α¯ as the word obtained from α by flipping
its k + 1-th picked out bit, i.e. α¯ is the unique word obtained from x¯ by flipping a single
bit and such that a1 . . . ak0  S(α¯). Define M¯ as the set {α¯ | α ∈ M}. Let N be the
set {α ∈ {0, 1}n | a1 . . . ak  S(α)}. Then N contains both M and M¯ , and the latter two
sets are disjoint. Moreover the induction hypothesis implies that µp(N) 6 µp(a1a2 . . . ak).
Hence µp(M) + µp(M¯ ) 6 µp(a1a2 . . . ak). Since µM¯ =
1−p
p
µp(M), we deduce that µp(M) 6
pµp(a1a2 . . . ak) = µp(a1a2 . . . ak1).
4 Adaptation of Agafonov’s proof
We now give an embellished, modern account of Agafonov’s proof; we have endeavoured to
use pedagogical explanations and have extended the treatment to make the text more readily
readable the the modern reader.
Definition 21. A finite-state selector over {0, 1} is a deterministic finite automaton S =
(Q, δ, qs, QF ) over {0, 1}. A finite-state selector is strongly connected if its underlying directed
graph (states are nodes, transitions are edges) is strongly connected. Denote by L(S) the
language accepted by the automaton.
If α = a1a2 · · · is a finite or right-infinite sequence over {0, 1}, the subsequence selected by
A is the (possibly empty) sequence of letters an such that the prefix a1 · · · an−1 ∈ L(S), that
is, the automaton when started on the finite word a1 · · · an−1 in state qs ends in an accepting
state after having read the entire word.
For two words u,v, we write u  v if u is a prefix of ≺ v, and u ≺ v if u is a proper prefix
of v.
Definition 22. Let a = a1 · · · an and b = b1 · · · bN be finite words over {0, 1}. We denote by
#1(a)b the number of occurrences of a in b, that is, the quantity
|{j : bjbj+1 · · · bj+n−1 = a1a2 · · · an}|
Definition 23. Let a = a1a2 . . . an be a word over {0, 1}, and p a probability distribution on
{0, 1}. We define:
µp(a) =
n∏
i=1
p(ai)
If M ⊆ {0, 1}∗ is finite, we define µp(M) =
∑
w∈M µp(w) (and set µp(∅) = 0).
Definition 24. Let α = x1x2 . . . xn · · · be a sequence over {0, 1}. We say that α is p-block-
distributed if, for each n > 1 and every w ∈ {0, 1}n, the n-block decomposition (α(n,r))r>1 of
α satisfies:
lim
k→∞
|i ≤ k : α(n,k) = w|
k
= µp(w)
As already remarked above, this notion coincides with Agafonov-normality (Definition 13).
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Remark 1. Like in Agafonov’s original paper, for a finite-state selector A, we do not require
that all cycles in the underlying directed graph of A contain at least one accepting state. This
assumption is occasionally made in modern papers on Agafonov’s Theorem to ensure that if
w ∈ {0, 1}ω is a normal sequence, then A[w] is infinite as well. But just as in Agafonov’s
paper, the requirement turns out to be unnecessary (see Lemma 14).
However, in Agafonov’s paper, the probability µp(1) of obtaining a 1 was assumed to satisfy
0 < µp(1) < 1 (i.e., both 0 and 1 occur with positive probability). Without this assumption,
there are connected automata that fail to pick out infinite sequences from p-distributed ones.
For example, define A = ({q0, q1}, {0, 1}, δ, q0 , {q0}) where
δ(q0, 0) = q0 δ(q0, 1) = q1
δ(q1, 1) = q0 δ(q0, 1) = q0
Define µp(0) = 1 and µp(1) = 0. Then, w = 10ω is p-distributed, but A[w] = 0, hence is
finite.
Motivated by Remark 1, we have the following definition:
Definition 25. A Bernoulli distribution p : {0, 1} −→ [0, 1] is said to be positive if, for all
a ∈ {0, 1}, p(a) > 0. The probability map µp : {0, 1}∗ :−→ [0, 1] is positive if p is positive.
Proposition 12 (Finite-State selectors are compositional). Let A and B be DFAs over the
same alphabet. Then there is a DFA C such that, for each sequence w, C[w] = B[A[w]].
Proof. Let A = (QA, {0, 1}, δA , qA0 , F
A) and B = (QB , {0, 1}, δB , qB0 , F
B). Define QC =
QA × QB , and set qC0 = (q
A
0 , q
B
0 ) and F
C = FA × FB . For each qB ∈ QB, define the set
DqB = {(q, q
B) : q ∈ QA} ⊆ QC . Observe that QC =
⋃
qB∈QB DqB and that for q
B, rB ∈ QB
with qB 6= rB, we have DqB ∩DrB = ∅, and thus {DqB : q
B ∈ QB} is a partitioning of QC .
Hence, the transition relation, δC , of C may be defined by defining it separately on each subset
DqB :
δC((q, qB), a) =
{
(r, qB) if q /∈ FA and δA(q, a) = r
(r, rB) if q ∈ FA and δA(q, a) = r and δB(qB , a) = rB
Thus, when C processes its input, it freezes the current state qB of B (the freezing is repre-
sented by staying within DqB ) and simulates A until an accepting state of A is reached (i.e.
just before A would select the next symbol); on the next transition, C unfreezes the current
state of B and moves to the next state rB of B and then freezes it and continues with a
simulation of A.
Observe that a symbol is picked out by C iff the state is an element of FC = FA × FB
iff the symbol is the next symbol read after simulation of A reaches an accepting state of A
when the current frozen state of B is an accepting state of B.
The following shows that to prove that p-distributedness is preserved under finite-state
selection, it suffices to prove that the limiting frequency of each a ∈ {0, 1} exists and is equal
to p(a).
Lemma 13. Let α be a p-distributed sequence. The following are equivalent:
• For all connected DFAs A, A[α] is p-distributed.
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• For all connected DFAs A and all a ∈ {0, 1}, the limiting frequency of a in A[α] exists
and is equal to p(a).
Proof. If, for all A, A[α] is p-distributed, then in particular the limiting frequency of a in A[α]
exists and is equal to p(a) for all A.
Conversely, suppose that, for all DFAs A and all a ∈ {0, 1}, the limiting frequency of a
in A[α] exists and is equal to p(a). We will prove by induction on k ≥ 0 that the limiting
frequency of every v1 · · · vkvk+1 ∈ {0, 1}k+1 exists and equals p(v1 · · · vkvk+1).
• k = 0: This is the supposition.
• k ≥ 1. Suppose that the result has been proved for k − 1. Let v1 · · · vk ∈ {0, 1}k ; by
the induction hypothesis, the limiting frequency of v1 · · · vk in A[w] is p(v1 · · · vk). We
claim that there is a strongly connected DFA B that, from any sequence, selects the
symbol after each occurrence of v1 · · · vk. To see that such a DFA exists, let there be a
state for each element of {0, 1}k and assume that the state is the current length-k string
in a “sliding window” that moves over w one symbol at the time; when the window is
moved one step, the DFA transits to the state representing the new length-k string in
the window, i.e. from the state representing the word w1 · · ·wk, there are transitions to
w2 · · ·wk0 and w2 · · ·wk1; it is easy to see that each state is reachable from every other
state in at most k transitions. The unique final state of B is the state representing v1
...vk;
the start state of B can be chosen to be any state representing a string w1 · · ·wk such
that there is exactly k transitions to the final state.
By Proposition 12, there is a connected DFA C such that C[w] = B[A[w]].
For any a ∈ {0, 1} and any sufficiently large positive integer N , we have
#1(a)C[w≤N]
|C[w≤N]|
=
#1(a)B[A[w≤N]]
|B[A[w≤N]]|
==
#1(v1 · · · vka)A[w≤N]
#1(v1 · · · vk)A[w≤N]
As C is connected, there is a real number b with 0 < b ≤ 1 such that C selects at least bN
symbols from w≤N , and by the induction hypothesis, for every ǫ > 0, there is anM such
that for all N > M/b,
∣∣∣#1(a)C[w≤N]|C[w≤N]| − p(a)
∣∣∣ < ǫ and hence ∣∣∣#1(v1···vka)A[w≤N]#1(v1···vk)A[w≤N] − p(a)
∣∣∣ < ǫ.
But for all sufficiently large N , the induction hypothesis furnishes∣∣∣∣#1(v1 · · · vk)A[w≤N]|A[w≤N]| − p(v1 · · · vk)
∣∣∣∣ < ǫ
But as
#1(v1 · · · vka)A[w≤N]
|A[w≤N]|
=
#1(v1 · · · vka)A[w≤N]
#1(v1 · · · vk)A[w≤N]
·
#1(v1 · · · vk)A[w≤N]
|A[w≤N]|
we hence have (as p(v1 · · · vk)p(a) = p(v1 · · · vka) because p is Bernoulli):∣∣∣∣#1(v1 · · · vka)A[w≤N]|A[w≤N]| − p(v1 · · · vka)
∣∣∣∣
< ǫ2 + ǫ
(
#1(v1 · · · vka)A[w≤N]
#1(v1 · · · vk)A[w≤N]
+
#1(v1 · · · vk)A[w≤N]
|A[w≤N]|
)
≤ ǫ2 + 2ǫ
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Hence, for all a ∈ {0, 1}, the limiting frequency of v1 · · · vka in A[w≤N] exists and equals
pv1 · · · vka, as desired.
Definition 26. A strategy S is a predicate over the set of finite words, i.e. S ⊆ {0, 1}∗.
Given a strategy S and a right-infinite sequence x in {0, 1}ω , we define the sequence S(x)
as follows. Let i1, i2, . . . , ik, . . . be the (increasing) sequence of indices j such that x<j ∈ S
and S(x)j = xij .
Thus, S(w) is simply the subsequence of w that are “picked out” by applying S to prefixes
of w. Note also that if w ∈ S, then in any word on the form w · b · v, then S must pick b.
Thus, S cannot be made to, for instance, only pick out 0 or 1–it picks out “the next symbol”
after any w ∈ S.
Definition 27. Let A = (Q, {0, 1}, δ, q0 , F ) be a connected DFA. For all q ∈ Q, we denote by
Aq the automaton (Q, {0, 1}, δ, q, F ), i.e. where the state q is chosen as the initial state.
Definition 28. Let A = (Q, {0, 1}, δ, q0 , F ) be a connected DFA, and let q ∈ Q. Let α be a
right-infinite sequence over {0, 1}. We denote by Aq[x] the subsequence α¯ of α picked out by
Aq, that is, wi ∈ w¯ if and only if Aq(w<i) reaches an accepting state.
For every fixed positive integer n, it is clear that ({0, 1}n,Pr) is a finite probability space
where Pr(M) = µp(M) for every M ⊆ {0, 1}n.
Definition 29. Let A = (Q, {0, 1}, δ, q0 , F ) be a strongly connected DFA. For all p ∈ [0, 1],
b ∈ [0, 1], n ∈ N and ǫ > 0, we define sets Dpn(b, ǫ), En(b, q) and Gn(b, ǫ, q) as follows:
Dpn(b, ǫ, q) =
{
w ∈ {0, 1}n : |Aq[w]| > bn and max
a∈{0,1}
∣∣∣∣#1(a)Aq[w]|Aq[w]| − p(a)
∣∣∣∣ < ǫ
}
(6)
Dpn(b, ǫ) =
⋂
q∈Q
Dpn(b, ǫ, q) (7)
En(b, q) = {w ∈ {0, 1}
n : |Aq[w]| ≤ bn} (8)
En(b) =
⋃
q∈Q
En(b, q) (9)
Gn(b, ǫ, q) =
{
w ∈ {0, 1}n : |Aq[w]| > bn and max
a∈{0,1}
∣∣∣∣#1(a)Aq [w]|Aq[w]| − p(a)
∣∣∣∣ ≥ ǫ
}
(10)
Gn(b, ǫ) =
⋃
q∈Q
Gn(b, ǫ, q) (11)
Observe that, for all b, n, ǫ,
{0, 1}n = En(b) ∪D
p
n(b, ǫ) ∪Gn(b, ǫ)
(but En(b) and Gn(b, ǫ) are not necessarily disjoint).
Lemma 14. Let A = (Q, {0, 1}, δ, q0 , F ) be strongly connected, n a positive integer, and b be
a real number with b > 0. Then there exist real numbers c, d > 0 such that for all real numbers
ǫ > 0:
lim
n→∞
µp
(
En
(
c− ǫ
d
))
= 0
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Proof. Now, the DFA A induces a stochastic |Q| × |Q| matrix P by setting
Pij =
∑
a∈{0,1}
µp(a) · [δ(i, a) = j].
Note in particular that Pij = 0 iff there are no transitions from i to j in Q on a symbol
a ∈ {0, 1} with µp(a) > 0. As A is strongly connected, there exists a path from state i to state
j for each i, j ∈ Q, and as p is a positive Bernoulli distribution, we have µp(a) = p(a) > 0,i, j,
whence for each i, j there is an integer nij such that Pn
ij
ij > 0, that is, P (and its associated
Markov chains) is irreducible. As all states of a finite Markov chain with irreducible transition
matrix are positive recurrent, standard results (see, e.g., [19, Thm. 54]) yield that there
is a unique positive stationary distribution π : Q −→ [0, 1] (s.t., for all i ∈ Q, π(i) > 0
and λ(i) =
∑
j∈Q λ(j)Pij). Furthermore, the expected return time Mi to state i satisfies
Mi = 1/π(i) [19, Thm. 54].
Let D be the least common multiple of the set {nij : (i, q) ∈ Q2}, and let (Xn)n≥1 =
(X1,X2, . . .) be a Markov chain with transition matrix P and some initial distribution λ on
the states.
Consider, for each i ∈ Q, the variable V (i) where Vi, where
Vi(n) =
n−1∑
k=0
1Xk=i
As P is irreducible, the Ergodic Theorem for Markov chains (see, e.g., [19, Thm. 75]) yields
that
lim
n→∞
Pr
(∣∣∣∣Vi(n)n − π(i)
∣∣∣∣ ≥ ǫ
)
= lim
n→∞
Pr
(∣∣∣∣Vi(n)n − 1Mi
∣∣∣∣ ≥ ǫ
)
= 0 (12)
Let α ∈ {0, 1}n and let qAj (α) = q1 · · · qn−1 be the sequence of states visited when A is
given α as input starting from state j (i.e., q1 = j). Observe that the probability of observing
the state sequence q1 · · · qn−1 in a Markov chain with transition matrix P is Pr(q1 · · · qn−1) =
µp({α : qAj(α) = q1 · · · qn−1). and thus:
Pr
(
q1 · · · qn−1 :
∣∣∣∣∣
∑n−1
k=0 [qk = i]
n
− π(i)
∣∣∣∣∣ ≥ ǫ
)
= (13)
µp
(
α : qAj(α) = q1 · · · qn ∧
∣∣∣∣∣
∑n−1
k=0 [qk = i]
n
− π(i)
∣∣∣∣∣ ≥ ǫ
)
= (14)
µp
(
α : qAj (α) = q1 · · · qn ∧
∣∣∣∣Vi(n)n − π(i)
∣∣∣∣ ≥ ǫ
)
(15)
Hence, by (Equation (12)) and the above, we have
lim
n→∞
µp
(
α : qAj(α) = q1 · · · qn ∧
∣∣∣∣Vi(n)n − π(i)
∣∣∣∣ ≥ ǫ
)
= 0 (16)
If qAj(w) = q1 · · · qn−1 and one of the states qi ∈ {q1, . . . , qn−1} is an element of F , then
Aj picks out wi. Set c = minqj∈F π(i). Then, for all j ∈ Q, (Equation (16)) yields that
limn→∞ µp(En(c−ǫ)) = 0. The result now follows from µp(En(c−ǫ)) ≤
∑
j∈Q µp(En(c−ǫ), j).
16
Remark 2. In Lemma Lemma 14, the assumption that the DFA A is strongly connected can
be omitted if we make the assumption that every cycle of A contains an accepting state.
Let k be the maximal number of non-accepting states in any path in A from one accepting
state to another that does not contain any other accepting states than the start and end
states of the path. As every cycle of A contains an accepting state, k is well-defined. If
w = w1w2 · · · ∈ {0, 1}
ω and A[w] is infinite, then, by construction, |Aq[w1 · · ·wn]| ≥ d where
n = d(k + 1) + r and 0 ≤ r < k + 1. As d = (n− r)/(k + 1) > n/(k + 1) − 1 ≥ n/(k + 2) for
n > 2(k + 1), we have |Aq[w1 · · ·wn]| ≥ n/(k + 2). Hence, for n > 2(k + 1), Aq[w1 · · ·wn] >
n/(k + 2), whence En(1/(k + 2), q) = ∅ for n > 2(k + 1), and thus µp(En(1/(k + 2), q)) = 0;
setting c = 1 and d = 1/(k + 2) then proves the lemma).
The assumption that every cycle of A contains an accepting state is occasionally made
in the modern literature on Agafonov’s Theorem, e.g. [4]. The reason for not making this
assumption is that it is unnecessary for strongly connected automata
Lemma 15. Let S be a strategy, and let F be finite subset of {0, 1}∗. Let R = F \ {w : ∃u ∈
F.u ≺ w} be the set obtained from F by removing words w that already have a proper prefix
in F . Define, for each positive integer n, the set Mn = {w ∈ {0, 1}
n : S(w) ∈ F}. Then,
µp(Mn) 6 µp(R).
Proof. Observe that
Mn =
⋃
u∈R
{w : S(w) ∈ F ∧ u  S(w)}
and thus
µp(Mn) =
∑
u∈R
µp({w : S(w) ∈ F ∧ u  S(w)}) ≤
∑
u∈R
µp({w : u  S(w)})
Thus, if, for any word u = a1a2 · · · ak, the set Mu = {w ∈ {0, 1}n : u  S(w)} satisfies
µp(Mu) 6 µp(u), it follows that
µp(Mn) ≤
∑
u∈R
µp({w : u  S(w)}) ≤
∑
u∈R
µp(u) = µp(R)
as desired. We thus proceed to prove µp(Mu) 6 µp(u) by induction on k = |u|.
• Base case: u = a ∈ {0, 1}, so µp(u) = µp(a) = p(a). Let α = x1x2 . . . xn be a word in
Mu and let xf ∈ {0, 1} be the first symbol selected by S when applied to α; as α ∈Mu,
we have xf = a. Now, for each b ∈ {0, 1} \ {xf}, define α¯b = x1x2 · · · xf−1bxf+1 . . . xn,
that is, α¯b is the word obtained from α by changing the fth symbol to b. Then, α¯b /∈Mu.
We define the set M¯u = {α¯b : α ∈ Mu, b ∈ {0, 1} \ {a}}. Observe that µp(α¯b) =
µp(α)p(b)/p(a), and hence:
µp(M¯u) =
∑
α∈Mu
∑
b∈{0,1}\{a}
µp(α)
p(b)
p(a)
=
∑
α∈Mu
µp(α)
p(a)

 ∑
b∈{0,1}\{a}
p(b)


=
1− p(a)
p(a)
∑
α∈Mu
µp(α) =
1− p(a)
p(a)
µp(Mu)
17
Furthermore, as α¯b /∈ Mu for any b ∈ {0, 1} \ {a}, we have Mu ∩ M¯u = ∅, whence
µp(Mu) + µp(M¯u) ≤ µp({0, 1}
n) = 1 and therefore µp(Mu) ≤ 1− µp(M¯u). Thus,
µp(Mu) ≤ 1− µp(Mu)
1− p(a)
p(a)
that is,
µp(Mu) ≤
1
1 + 1−p(a)
p(a)
= p(a) = µp(u)
as desired.
• Inductive case: u = a1a2 . . . akak+1 with ak+1 = a for some a ∈ {0, 1}. We have
Mu = {α ∈ {0, 1}
∗ : a1 · · · aka  S(α)}. Given α ∈ Mu, let for each b ∈ {0, 1} \ {a},
α¯b be the word obtained from α by changing the k + 1th symbol selected by S to b.
Observe that ¬(α¯b  u). Define M¯u to be the set {α¯b : α ∈ M, b ∈ {0, 1} \ {a}},
and note that Mu ∩ M¯u = ∅, and that µp(α¯b) = µp(α)p(b)/p(a) and thus, as above,
µp(M¯u) = µp(Mu)(1− p(a))/p(a).
Let Nu be the set {α ∈ {0, 1}∗ : a1 . . . ak  S(α)}. Then Nu contains as subsets
both Mu and M¯u, whence µp(Mu) + µp(M¯u) ≤ µp(Nu). The induction hypothesis
furnishes that µp(Nu) ≤ µp(a1a2 . . . ak), and thus µp(Mu) + µp(M¯u) ≤ µp(a1a2 . . . ak).
As µp(M¯u) = µp(Mu)(1− p(a))/p(a), we deduce that
µp(Mu) ≤ µp(a1a2 . . . ak)− µp(M¯u) = µp(a1a2 . . . ak)− µp(Mu)
1− p(a)
p(a)
and thus that
µp(Mu) ≤
µp(a1a2 . . . ak)
1 + 1−p(a)
p(a)
= µp(a1a2 . . . ak)p(a) = µp(a1a2 . . . aka)
as desired.
Lemma 16. Let S be a strategy, a ∈ {0, 1}, b, ǫ be real numbers with 0 < b ≤ 1 and ǫ > 0,
and define, for all positive integers n:
Hn(b, ǫ) =
{
w ∈ {0, 1}n : |S(w)| > bn ∧
∣∣∣∣p(a)− #1(a)S(w)|S(w)|
∣∣∣∣ ≥ ǫ
}
=
⋃
bn<ℓ≤n
{
w ∈ {0, 1}n : S(w) ∈ {0, 1}ℓ ∧
∣∣∣∣p(a)− #1(a)S(w)ℓ
∣∣∣∣ ≥ ǫ
}
Then:
lim
n→∞
µp(Hn(b, ǫ)) = 0
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Proof. Define
Fn(b, ǫ) =
⋃
bn<ℓ≤n
{
y ∈ {0, 1}ℓ :
∣∣∣∣p(a)− #1(a)yℓ
∣∣∣∣ ≥ ǫ
}
Observe that Hn(b, ǫ) = {w ∈ {0, 1}n : S(w) ∈ Fn(b, ǫ)}. Let Rn(b, ǫ) ⊆ {0, 1}≤n be the set
obtained by removing from Fn(b, ǫ) all w such that there is u ∈ Fn(b, ǫ) with u ≺ w (i.e.,
remove all words from Fn(b, ǫ) that already have a prefix in Fn(b, ǫ)). Lemma Lemma 15 yields
that µp(Hn(b, ǫ)) ≤ µp(Rn(b, ǫ)), and thus that limn→∞ µp(Rn(b, ǫ)) = 0.
Consider the stochastic variable Xa that is 1 when a is picked from {0, 1} with probability
p(a), and 0 otherwise. Then, the mean of Xa is p(a) and the variance of Xa is p(a)(1− p(a)).
Now consider performing ℓ ≥ 1 independent Bernoulli trials drawn according to Xa. Define
q(1) = p(a), q(0) = 1− p(a), and q(1c) = p(a)q(c) and q(0c) = (1− p(a))q(c) for c ∈ {0, 1}+,
and consider the probability distribution q¯ : {0, 1}ℓ −→ [0; 1] on {0, 1}ℓ. Now, for any v ∈
{0, 1}ℓ, q¯(v) is the probability of obtaining v by performing ℓ repeated Bernoulli trials as
above.
Define the stochastic variable Xℓa = Xa + Xa + · · · + Xa (ℓ times). Then, X
ℓ counts
the number of occurrences of a by performing ℓ Bernoulli trials as above. By Chebyshev’s
inequality, Xℓa satisfies:
Pr
(∣∣∣∣p(a)− Xℓaℓ
∣∣∣∣ ≥ ǫ
)
≤
p(a)2(1− p(a))2
ℓǫ2
(17)
Define the map g : {0, 1} −→ {0, 1} by g(a) = 1 and g(b) = 0 for all b ∈ {0, 1} \ {a}; g
obviously extends homomorphically to a map g˜ : {0, 1}ℓ −→ {0, 1}ℓ by setting g˜(c1c2 · · · cℓ) =
g(c1)g(c2) · · · g(cℓ).
Observe that, for any y ∈ {0, 1}ℓ, we have:
|p(a)−#1(1)g˜(y)/ℓ| ≥ ǫ iff |p(a)−#1(a)y/ℓ| ≥ ǫ (18)
For any u ∈ {0, 1}ℓ,
q¯(u) = p(a)#1(1)u(1− p(a))ℓ−#1(1)u =
∑
y∈{0,1}ℓ:g˜(y)=u
µp(y) = µp({y ∈ {0, 1}
ℓ : g˜(y) = u}))
Hence, for any event U ⊆ {0, 1}ℓ, we have:
Pr(U) =
∑
u∈U
q¯(u) =
∑
u∈U
µp({y ∈ {0, 1}
ℓ : g˜(y) = u}))
= µp
({
y ∈ {0, 1}ℓ : g˜(y) ∈ U
})
(19)
The event |p(a)−Xℓa/ℓ| ≥ ǫ is shorthand for the set{
u ∈ {0, 1}ℓ :
∣∣∣∣∣p(a)−
∑ℓ
j=1 uj
ℓ
∣∣∣∣∣ ≥ ǫ
}
=
{
u ∈ {0, 1}ℓ :
∣∣∣∣p(a)− #1(1)uℓ
∣∣∣∣ ≥ ǫ
}
19
We thus obtain:
Pr
(∣∣∣∣p(a)− Xℓaℓ
∣∣∣∣ ≥ ǫ
)
= Pr
({
u ∈ {0, 1}ℓ :
∣∣∣∣p(a)− #1(1)uℓ
∣∣∣∣ ≥ ǫ
})
= µp
({
y ∈ {0, 1}ℓ :
∣∣∣∣p(a)− #1(1)g˜(y)ℓ
∣∣∣∣ ≥ ǫ
})
by (Equation (19))
= µp
({
y ∈ {0, 1}ℓ :
∣∣∣∣p(a)− #1(a)yℓ
∣∣∣∣ ≥ ǫ
})
by (Equation (18))
=
∑
y∈{0,1}ℓ
µp
({
y :
∣∣∣∣p(a)− #1(a)yℓ
∣∣∣∣ ≥ ǫ
})
(20)
Observe that:
µp (Rn(b, ǫ)) = µp

 ⋃
bn<ℓ≤n
{
y ∈ {0, 1}ℓ ∩Rn(b, ǫ) :
∣∣∣∣p(a)− #1(a)yℓ
∣∣∣∣ ≥ ǫ
}
=
∑
bn<ℓ≤n
µp
({
y ∈ {0, 1}ℓ ∩Rn(b, ǫ) :
∣∣∣∣p(a)− #1(a)yℓ
∣∣∣∣ ≥ ǫ
})
(21)
But as µp(a1 · · · aℓ) ≥ µp(a1 · · · aℓaℓ+1) for any a1, . . . , aℓ, aℓ+1 ∈ {0, 1} and no element of
Rn(b, ǫ) is a prefix of any other element, we have
∑
bn<ℓ≤n
µp
({
y ∈ {0, 1}ℓ ∩Rn(b, ǫ) :
∣∣∣∣p(a)− #1(a)yℓ
∣∣∣∣ ≥ ǫ
})
≤ µp
({
y ∈ {0, 1}⌊bn⌋ :
∣∣∣∣p(a)− #1(a)y⌊bn⌋
∣∣∣∣ ≥ ǫ
})
(22)
We thus have:
µp(Rn(b, ǫ) ≤ µp
({
y ∈ {0, 1}⌊bn⌋ :
∣∣∣∣p(a)− #1(a)yℓ
∣∣∣∣ ≥ ǫ
})
by (eq. (21)) and (section 4)
= Pr
(∣∣∣∣∣p(a)− X
⌊bn⌋
a
⌊bn⌋
∣∣∣∣∣ ≥ ǫ
)
by (Equation (20))
≤
p(a)2(1− p(a))2
⌊bn⌋ǫ2
by (Equation (17))
Thus, limn→∞ µp(Rn(b, ǫ)) = 0, as desired.
Corollary 16.1. Let b, ǫ be real numbers with 0 < b ≤ 1 and ǫ > 0. Then,
lim
n→∞
µp(Gn(b, ǫ)) = 0
Proof. By Lemma Lemma 16 with S = Aq, we obtain limn→∞ µp(Gn(b, ǫ, q)) = 0 and as
Gn(b, ǫ) =
⋃
q∈QGn(b, ǫ, q), we have µp(Gn(b, ǫ)) ≤
∑
q∈Q µp(Gn(b, ǫ, q)). As Q is finite, we
hence obtain limn→∞ µp(Gn(b, ǫ)) = 0.
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Lemma 17. There is a real number b with 0 < b ≤ 1 such that for all ǫ > 0,
lim
n→∞
µp(D
p
n(b, ǫ)) = 1.
Proof. Observe that, for all b with 0 < b ≤ 1:
{0, 1}n \Dpn(b, ǫ)) = {w ∈ {0, 1}
n : ∃q ∈ Q.|Aq[w]| ≤ bn}
∪
{
w ∈ {0, 1}n : ∃q ∈ Q.|Aq[w]a| > bn ∧ max
a∈{0,1}
∣∣∣∣#1(a)Aq[w]|Aq[w]| − p(a)
∣∣∣∣ ≥ ǫ
}
=

⋃
q∈Q
En(b, q)

 ∪

⋃
q∈Q
Gn(b, ǫ, q)


and thus,
µp({0, 1}
n \Dpn(b, ǫ)) ≤ µp

⋃
q∈Q
En(b, q)

 + µp

⋃
q∈Q
Gn(b, ǫ, q)


= µp(Gn(b, ǫ)) + µp(En(b))
Choose, by Lemma Lemma 14 real numbers c, d such that limn→∞ µp(En( c−ǫd )) = 0, and
set b = (c − ǫ)/d. By Corollary Corollary 16.1, we obtain limn→∞Gn(b, ǫ) = 0, and thus
limn→∞ µp({0, 1}
n \Dpn(b, ǫ)) = 0. The result now follows by µp(D
p
n(b, ǫ))) = 1− µp({0, 1}
n \
Dpn(b, ǫ)).
Theorem 18. Let α be a p-block-distributed right-infinite sequence, and A a strongly connected
DFA. Then the sequence β = A[α] is p-distributed.
Proof. By Lemma Lemma 13 it suffices to show that, for all a ∈ {0, 1}, the limiting frequency
of a in A[α] exists and is equal to p(a).
Consider the sequence (β(n,r)) of blocks of A[x] corresponding to the sequence of blocks
(α(n,r)), that is β(n,r) is the sequence of symbols picked out from block α(n,r) when A is applied
to α; note that each β[n,r] has length between 0 and n.
For each positive integer m, define Lm =
∑m
i=1 |β[n,i]|, and for each a ∈ {0, 1}, write
ρma =
∑m
i=1 #1(a)β(n,i)
L
. Observe that, to prove the theorem, it suffices to show that, for any real
number ǫ with 0 < ǫ < 1 and sufficiently large m, that |ρa − p(a)| < ǫ.
Furthermore, set Im = {i 6 m : α(n,i) 6∈ D
p
n(b,
ǫ
2)}, and set ℓm =
∑
i∈Im
|β(n,i)|.
Now, define θma by:
θma =
∑
i∈{1,...,m}\Im
#1(a)β(n,i)∑
i∈{1,...,m}\Im
|y(n,i)|
=
∑
i∈{1,...,m}\Im
#1(a)β(n,i)
Lm − ℓm
That is, θma is the frequency of occurrences of as when the blocks β(n,i)] picked out from blocks
α(n,r) ∈ D
p
n(b,
ǫ
2 ) are concatenated. Observe that, by definition of D
p
n, we have |θma −p(a)| <
ǫ
2 .
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We have:
ρma − θ
m
a =
∑m
i=1#1(a)β(n,i)
Lm
−
∑
i∈{1,...,m}\I #1(a)β(n,i)
Lm − ℓm
=
(∑
i∈Im
#1(a)β(n,i)
Lm
+
∑
i∈{1,...,m}\Im
#1(a)β(n,i)
Lm
)
−
∑
i∈{1,...,m}\I #1(a)β(n,i)
Lm − ℓm
(†)
=
∑
i∈{1,...,m}\Im
#1(a)β(n,i)
Lm
−
∑
i∈{1,...,m}\Im
#1(a)β(n,i)
Lm − ℓm
+
∑
i∈Im
#1(a)β(n,i)
Lm
≤
∑
i∈Im
#1(a)β(n,i)
Lm
≤
∑
i∈Im
|β(n,i)|
Lm
=
ℓm
Lm
(23)
where the penultimate inequalities in the last line above follows because Lm ≥ Lm − ℓm
implies
∑
i∈{1,...,m}\I #1(a)β(n,i)
L
−
∑
i∈{1,...,m}\I #1(a)β[n,i]
L−ℓ ≤ 0, and the final inequality follows
because
∑
i∈I #1(a)β[n,i] ≤
∑
i∈I |β[n,i]| = ℓm.
By basic algebra, we have:∑
i∈{1,...,m}\Im
#1(a)β(n,i)
Lm
−
∑
i∈{1,...,m}\Im
#1(a)β(n,i)
Lm − ℓm
=
−ℓm
∑
i∈{1,...,m}\I #1(a)β(n,i)
Lm(Lm − ℓm)
and as ∑
i∈{1,...,m}\Im
#1(a)β(n,i) ≤
∑
i∈{1,...,m}\Im
≤
∑
i∈{1,...,m}\Im
|β(n,i)| ≤ Lm − ℓm
we conclude that
−ℓ
∑
i∈{1,...,m}\I #1(a)β[n,i]
L(L− ℓ)
≥ −
ℓm
Lm
and thus by (†) that
ρma − θ
m
a +
∑
i∈Im
#1(a)β(n,i)
Lm
≥ −
ℓm
Lm
whence −ℓm/Lm ≤ ρa − θa, which combined with (Equation (23)) yields |ρa − θa| ≤ ℓ/L.
By Lemma 17 pick a b such that such that for all ǫ > 0, we have limn→∞ µp(D
p
n(b, ǫ)) = 1.
Choose δ > 0 with δ < bǫ8 . Pick n ∈ N such that µp(D
p
n(b, ǫ)) > 1 − δ. Now, pick α < bǫ8 .
Because α is p-block-distributed, there exists M ∈ N such that for all k ≥ M and all G ⊆
{0, 1}n, the prefix α≤kn of α of length kn satisfies:∣∣∣∣ |{i ≤ k : α(n,i) ∈ G}|k − µp(G)
∣∣∣∣ < α
In the particular case G = Dpn(b, ǫ/2), we thus have:∣∣∣∣∣ |{i ≤ k : α(n,i) ∈ D
p
n
(
b, ǫ2
)
}|
k
− µp
(
Dpn
(
b,
ǫ
2
))∣∣∣∣∣ < α
and thus
1− δ −
|{i ≤ k : α(n,i) ∈ D
p
n(b,
ǫ
2 )}|
k
≤ µp
(
Dpn
(
b,
ǫ
2
))
−
|{i ≤ k : α(n,i) ∈ D
p
n(b,
ǫ
2 )}|
k
< α
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and thus ∣∣∣{i ≤ k : α(n,i) ∈ Dpn (b, ǫ2
)}∣∣∣ > k(1− δ − α) (24)
By definition of Dpn(b, ǫ2)), every α(n,i) ∈ D
p
n(b,
ǫ
2 )) satisfies |A[α(n,i)]| > bn, and we thus
have, whence
Lm =
m∑
i=1
|y(n,i)| =
m∑
i=1
|A[α(n,i)]| ≥
∣∣∣{i ≤ m : α(n,i) ∈ Dpn (b, ǫ2
)}∣∣∣ bn > m(1− δ − α)bn
Furthermore, by definition of Im and (Equation (24)),
|Im| =
∣∣∣{i 6 m : α(n,i) 6∈ Dpn (b, ǫ2
)}∣∣∣ = m− ∣∣∣{i ≤ m : α(n,i) ∈ Dpn (b, ǫ2
)}∣∣∣
< m−m(1− δ − α) = m(δ + α)
But then,
ℓm =
∑
i∈Im
|y(i,n)| ≤ |Im|n < mn(δ + α)
and thus:
ℓm
Lm
<
mn(δ + α)
m(1− δ − α)bn
=
δ + α
b(1− δ − α)
<
bǫ
8 +
bǫ
8
b
(
1− bǫ8 −
bǫ
8
) < ǫ8
1− 14
<
ǫ
2
where we have used that bǫ < 1 in the penultimate inequality.
We now finally have
|ρa − p(a)| ≤ |ρ
m
a − θ
m
a |+ |θa − p(a)| <
ℓm
Lm
+
ǫ
2
<
ǫ
2
+
ǫ
2
= ǫ
concluding the proof.
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