This study aims at validating a software tool for automated segmentation and quantification of the left atrium (LA) from 3D echocardiography.
Introduction
Despite the importance of left atrial volumetric analysis in cardiovascular disease, and the availability of real-time 3D echocardiography (RT3DE), there is currently a lack of automated solutions for the quantification of the left atrium (LA) using this modality. While most commercial software tools do not provide automated LA analysis, some research software tools exist, requiring different levels of user interaction. 1 Typically, these tools require manual initialization of at least four or five points, which indicate the location of the mitral annulus and the LA apex in selected cross-sectional views. 2, 3 Other solutions rely on complete delineation of the LA endocardial border, 4 or at least its initialization, 5 in three long-axis views. Only recently a fully automated tool has been made commercially available, 6 which relies on a complete anatomical model of all heart chambers and main vessels, learned from a large dataset of manually annotated echocardiographic exams 7 and currently only outputs the end-systolic LA volume. Most of these tools have been validated against computed tomography and cardiac magnetic resonance imaging (cMRI). A recent review paper by Pedrosa et al.
1 discusses these different studies, which globally show that LA volumes can be accurately determined using RT3DE, although most tools still rely on significant user interaction. In LA volumetric analysis, the most consensual convention recommends that LA delineation excludes the insertion of the pulmonary veins (PV), the LA appendage (LAA) and the mitral valve (MV) tenting volume from the LA body. 8 In automated approaches, the PV and LAA exclusion is usually achieved by regularizing the LA surface towards a smooth shape. However, the exclusion of the MV tenting volume is usually more challenging to automate, because it implies the placement of a LA virtual border in a region without edges. This is the reason why most automated tools still require the manual initialization of the MV ring (and the automatic ones require large datasets from which to learn). Alternatively, we recently proposed a new tool, which employs a simple dual-chamber model of the left side of the heart to achieve a workflow for the segmentation of the LA endocardium throughout the whole cardiac cycle, with automatic detection and tracking of the MV ring and the LA endocardium. In this tool, the detection of the AV-plane does not require machine learning or statistical appearance modelling, but rather builds on the assumption that this plane can be detected by fitting a dual-chamber model to the image data. The feasibility of this approach has been demonstrated in a pilot study with data from healthy subjects. 9 In the present study,
we explore the use of that novel tool in a setting closer to that of a clinical scenario, testing it in a heterogeneous dataset of echocardiographic images of patients with a wide range of cardiac pathologies and recordings with different image quality (including very challenging cases).
Methods

Segmentation methodology
The LA segmentation tool used in this study uses deformable surfaces to represent the endocardial wall of the cardiac chambers. As described in detail in the original article, 9 a dual-chamber model represents the LA and the left ventricle (LV), which are attached in a planar region representing the AV plane. This configuration allows to automatically detect and track the AV plane, thus eliminating the need of user input to define the MV annulus position. The model is automatically adapted to the image data by an estimator that determines its pose and deformation, in order to provide the best fit between the endocardium position in the model and the image volume. While the endocardial surface is implicitly defined in the model, its location within the sampled volume is estimated by an edge detector that searches for the blood -tissue interfaces (i.e. dark-bright transitions) within the image intensity profiles sampled along lines that are evenly distributed through the model, and locally orthogonal to its surface. The echocardiographic recording of the complete cardiac cycle is analysed using this estimation process to sequentially perform segmentation in each time frame, starting at ED (end-diastole). Temporal continuity is ensured at all times by the estimator, which incorporates a simple kinematic model thus providing temporal smoothness to the complete recording analysis result.
Analysis workflow
The LA segmentation tool has a supervised user interface, which follows the steps schematized in Figure 1 . The TTE image is presented to the user in cross-sections (two longaxis views and one short-axis view, which are initially aligned with the probe main axes, and can be manually adjusted). When the segmentation is started, the algorithm automatically detects the AV plane, and its Figure 1 Workflow diagram of the automated tool (only four-chamber slices are shown in this schematic). location in the long-axis views is presented to the user for approval. If the user approves this automatic detection, the process continues automatically, with the complete segmentation and tracking of the LA and the LV. Otherwise, the AV plane location can be manually indicated with a single click at the centre of the MV annulus in any of the long-axis views. In the end, the result of the segmentation is shown in the crosssections, and the LA volume curve is plotted together with the LA volumetric indices ( Figure 2 ): LA minimum volume (LAVmin), LA maximum volume (LAVmax), LA stroke volume (LASV) and LA emptying fraction (LAEF). The user can then view the segmentation results at end-diastole (ED) and end-systole (ES) (automatically defined as the minimum and maximum volume frames, with option for manual correction), and can play it as a cine-loop. Finally, the user also has the option to make adjustments to the contours resulting from the automatic segmentation.
Validation setup
In order to validate this software suite in a realistic scenario, 141 images were selected from an existing database, acquired for a multi-centre trial (Determining Optimal non-invasive Parameters for the Prediction of Left vEntricular morphological and functional Remodeling in Chronic Ischemic Patients-DOPPLER-CIP). 10 While 20 of these patients were randomly selected for tuning purposes (tuning dataset, see Algorithm tuning section), the remaining n ¼ 121 were used as testing dataset, including patients with different clinical history ( Table 1) . These exams were selected according to the criteria in Table 2 . Recordings with different frame rates ( Table 3 ) and image quality ( Table 3 and Figure 3 ) were included in the study, to evaluate the performance of the tool in a realistic scenario. The automated quantification was evaluated by comparing the resulting LA functional indices (LAVmin, LAVmax, LASV, and LAEF) with reference values from a blinded core-lab analysis, where the volumes were measured manually by an expert in echocardiography using a dedicated software tool (Tomtec 4D LA-Analysis, Tomtec, Inc., Unterschleissheim, Germany). Similarly to previous studies (e.g. validation of RT3DE against CMR using Tomtec's software suite), 4 the reference contours were delineated at the ED and ES frames, in three different apical views: two-chamber, four-chamber, and long-axis. Correlation and Bland -Altman analysis were used to assess the agreement between the two methods, for each of the LA indices.
Reproducibility
To infer the reproducibility of the manual reference values, a subset of 12 recordings (i.e. 10% of the testing group) was randomly selected from the dataset. Using the same reference software tool (Tomtec 4D LA-Analysis), the subset was re-analysed by another expert after blinding of the images, providing data for evaluating the respective inter-observer variability, which was measured as the The inter-observer variability of the automated measurements was also measured for the exams that required manual input (either AV plane initialization or contour adjustments). The remaining exams were not reanalysed, since the software outputs the exact same result every time the analysis is performed fully automatically (without manual corrections).
Algorithm tuning
Since the segmentation algorithm is based on a state approximation estimator, there are modelling parameters that necessarily influence the segmentation output. While most of these parameters are generic for any LA recording input (e.g. amount of shape regularization, kinematic inertia), others may be more sensitive to image quality (e.g. edge detection criteria). Since this algorithm had yet only been tested in good quality images of healthy subjects, 9 we performed a tuning step in a tuning subset.
In the aforementioned edge detector, the segmentation algorithm assumes that the endocardial border is located at the middle of the transition of intensities from dark (blood) to bright (myocardium). Since this assumption may not hold true, particularly in images of low quality (with blurry speckles), an offset was added to this edge detection procedure and its value was determined empirically. The offset parameter was tuned in a random set of 20 recordings (tuning set), where different values were tested and the best one was selected as that providing the best agreement with expert manual reference values (lowest LA volume relative error, calculated as (
Repeated random sub-sampling validation was used to assess the sensitivity to this parameter (edge detection offset), by repeating the above randomization-and-testing procedure 10 times, and evaluating the stability of the optimal values obtained for the tuned parameter.
Results
Automatic analysis evaluation
The test dataset (n ¼ 121) was analysed with both the automated method and the manual contouring reference tool. The automated analysis required no user interaction (fully automated) in 113 of the exams (93%). For the remaining exams, 5 (4%) required manual correction of the initial alignment with one user click (to aid in the AVplane identification), and 3 (2%) required manual adjustment of the automatically detected contours. The paired comparison of the results from the automated method and the manual reference are displayed as correlation plots in Figure 4 and Bland-Altman plots in Figure 5 .
LA quantification reproducibility
The agreement between the manual and the automated methods (from the correlation and Bland -Altman analysis of Figures 4 and  5) is presented in Table 4 , as well as the reproducibility of the automated and manual reference measurements. None of the exams in the subset used to analyse the reproducibility of the reference method (n ¼ 12) required manual interaction in the automated analysis. As this would result in a variability of 0% (i.e. perfectly reproducible results), we report the inter-observer variability obtained with the automated method ( Table 4 : Automated 1 vs. Automated 2) in the subset that required manual input (n ¼ 8), which is the upper bound for any possible sample subset.
Algorithm tuning
The tuning of the edge detection offset resulted in an optimal value of + 1.1 mm (LA volume relative error of 0.8 + 7.6%, n ¼ 20), which was the value used for the rest of the study. In the repeated sub-sampling validation, the optimal value for this parameter varied by +0.2 mm.
Analysis time
Overall, the automated analysis was performed in 21 + 26 s per exam (16 + 3 s for the fully automated analyses and 90 + 70 s for those that required manual input). Manual analysis using the reference method (Tomtec 4D LA-Analysis) was performed in 250 + 47 s.
Discussion
The results obtained in this study demonstrate that the methodological approach employed in this tool provides a feasible way to automate the analysis of RT3DE recordings, both in the initialization (LA and AV plane location) and in the endocardial segmentation. This was the first time that the described tool was tested with clinical data, using recordings acquired in a multi-centre setting, with different acquisition skills, image quality, and patient characteristics. Therefore, the edge detection module of the tool had to be tuned for a dataset with such diverse and challenging characteristics. However, the result of this tuning showed very good results in terms of volumetric agreement with the expert manual reference (mean disagreement of 0.8%); and the repeated random sub-sampling validation showed that once tuned the algorithm became robust and stable with regard to this parameter (the optimal value would change very little when tuned in different random subsets, as shown by its small standard deviation). In this relatively large dataset, the fact that 93% of the exams were analysed completely automatically shows that this framework is suitable for analysing RT3DE recordings of the LA with little workload for the user, resulting in significantly lower analysis times. It provides a simple workflow, allowing users to analyse large datasets of echocardiographic exams. This also demonstrates that the dual-chamber approach for automatic detection and tracking of the AV plane is reliable in the large majority of the images. In the remaining cases, we observed that the initial alignment failed in cases of extremely abnormal heart size, the LA was too skewed relatively to the LV main axis, or the image sector was largely misaligned from the LV apex (non-standard apical acquisition). In such cases however, the software still required very little interaction, where only one click was required for initialization. This represents a remarkable improvement compared with most of the semi-automated tools available, which rely on the user to detect the MV annulus (at least four clicks) in every exam.
The volume measurements resulting from the automated analysis were in agreement with those estimated manually ( Table 4 : automated vs. manual), despite a small bias in the LAVmax (21.6 mL, in a range from 20.0 to 68.6 mL). The limits of agreement of the LA volume as determined by Bland-Altman analysis constitute reasonable intervals (+5.7 mL for LAVmin and +9.7 mL for LAVmax) when taking into account that the images were acquired in a clinical multi-centre setting, thus presenting variable quality. Moreover, some fundamental differences between the methods must also be considered: aside from the automation, the manual reference volumes are measured from a surface that is fitted to contours, which are delineated in three slices (2D). This dimensionality difference means not only that the manual references depend more on the geometrical assumptions of the interpolation method (image content between slices is discarded), but also that the myocardial walls are detected in very distinct manners: while the manual contours are placed at the edges in a 2D slice, the automated contours are driven towards edges that are detected in the 3D volumetric space.
Regarding the derivation of the LASV and the LAEF (LASV normalized to the LAVmax), the methods were not in as close agreement as they were for the volumes. While the biases are still small (22.2 mL for LASV and 23.8% for LAEF), the respective limits of agreement of the differences between the methods were +8.4 mL and +13.5%. From the error propagation perspective, this can be explained as an amplification of the smaller disagreement of the LAV measurements, when they are combined to derive the respective relative difference (i.e. the LAEF).
The inter-observer variability analysis allows to objectively evaluate the overall results, as the differences between the automatic and manual measurements can be compared with the variability of the reference method between observers (reproducibility). In this perspective, the disagreement between the automated and the reference measurements ( Table 4 : automated vs. Manual 1; automated vs. Manual 2) was comparable with the interobserver variability of the reference measurements ( Table 4 : Manual 1 vs. Manual 2) for LAVmin and LAEF. For LAVmax and LASV, this agreement was also comparable for one of the experts and better for the other (lower disagreement). Moreover, the reproducibility of the automated method ( Table 4 : Automated 1 vs. Automated 2) was significantly higher than that of the manual reference. It is also better than that reported in the literature (using Tomtec LA Function): inter-observer variability ≤5 + 2% for LAVmin and ≤8 + 4% for LAVmax (vs. 10 + 9% and 9 + 8%, respectively). 5 In addition to the methodological differences mentioned above, the image quality of the recordings is another important factor to take into account. In terms of image quality, this study excluded only recordings where the LA volume was not possible to determine at all, while including recordings of good, fair, and poor image quality (Figure 3) , thus emulating a challenging clinical scenario. Closest agreement between methods can be expected in carefully prepared datasets of selected good image quality, as is typically found in technical image segmentation papers 9 ; however, that was not the target of this study, but rather to evaluate the performance of this tool in a more realistic scenario, using data obtained in conditions that are very close to clinical routine, where it is often not possible to acquire recordings of good image quality, particularly in patients with history of (or at risk for) cardiovascular events. Finally, this study evaluated the feasibility of the dual-chamber method to automate the manual initialization and contour delineation of the LA, having shown to reduce significantly the effort in user input. It should be noted that in the actual clinical practice, manual adjustments are typically made to the automatic contours. This was not done in this study (except to correct clear failures of the automatic contours), in order to provide insight into the actual agreement between segmentations generated manually and automatically, in a supervised (but automatic) workflow.
Clinical potential
The added value of such a tool for RT3DE automated LA (and LV) analysis potentially extends beyond the derivation of the LA indices reported in this validation study. In addition to automating the analysis of the LA volumes at ED and ES describing global LA volumetric function, it provides a complete spatio-temporal description of the LA dynamics and its coupling with LV function. In terms of output, 3D meshes of the LA become available for every frame in the cardiac cycle, as well as LV meshes whenever the dataset is adequate. The benefits are manifold: without extra effort to the user, (i) LA volumes can be assessed from RT3DE, avoiding problems inherent to 2D volume measurements, such as geometric assumptions of the formulae or the possible foreshortening of the chamber in crosssectional views; (ii) the LA can be automatically assessed with respect to its reservoir, conduit, and booster function (total emptying fraction, as well as passive and active components), or even in more detail regarding the complete volume -time curves; (iii) LA shape parameters can be assessed (e.g. LA sphericity); (iv) LA global longitudinal strain and global circumferential strain can be assessed from the temporal change in the length of the LA body (from base to apex or along its circumference, respectively); (v) the 3D segmentation can be used for automatic ROI definition for the calculation of 3D strain, if integrated with speckle-tracking software suites (as already available for LV strain 11 ); (vi) coupled LA and LV assessment can be obtained, if the 3D recording includes both chambers in the sampled volumes.
Limitations
This study did not include a validation with an independent imaging modality, such as MRI.
The method was tested in data acquired with scanners from one unique vendor because it requires access to volumetric image data, which is usually stored in proprietary formats. Methodologically, however, the same concept can be implemented and applied to 3D ultrasound recordings from different vendors.
