bitrary s-coherent system when the lifetimes of its components are s-independently distributed according to a common absolutely conLet X1, ..., X,, be the component lifetimes of an tinuous distribution F. The system failure rate is written explicitly as a n-component s-coherent system, and let X(i) be the i-th function of F and its failure rate. The representation is used in several ex-smallest component lifetime, i = 1, ..., n. Let P be the set amples, including an example showing that the closure theorem for k-out-of all permutations of the integers {I, ..., n }. Each of the of-n systems in i.i.d. IFR components proven by Barlow & Proschan can-n1 orde not be extended to all s-coherent systems. The class of s-coherent systems n rings of { 1, ..., n } may be identified with some ir = for which such closure obtains is characterized.
(Or(1), ..., 7r(n)) E P. Let the n components have lifetimes that are i.i.d. from F, an absolutely continuous distribution with pdf f. Among other things, this implies that ties among X1, ..., Xn have probability zero, and that the I. INTRODUCTION events:
A formal definition of a s-coherent system is given by AT = {XT(I) < Xr(2) < ... < X,r(n)l (2) Barlow & Proschan [1] . Informally speaking, s-coherent systems are those whose performance improves whenever for ir E P, are unambiguously defined and constitute a any component or subset of components improves, and partition of the probability space on which the vector X of which contain no components which don't affect system observations is defined. For each 7r E P, the events A X are performance. The most widely studied s-coherent systems equally likely, with P(A,) = 1/n!. Given A,., the system are k-out-of-n:G systems, that is, those which function if lifetime can be equated with a particular order statistic and only if at least k components are functioning. This X(1), where i depends on 7r. An example serves to clarify subclass of s-coherent systems is the easiest to handle this latter point. Consider the system corresponding to the analytically, yet forms a rather small subset of the collec-schematic drawing in figure 1 X (3) the values {pi} in (3) from the identity (1). It is therefore
(1, 3, 2) x1 < X3 < X2 X(2) clear that the failure rate representation (4) is feasible and (2, 1, 3) X2 < X1 < X3 X(3) presents no essential difficulties for any s-coherent system (2, 3, 1) X2 < X3 < X1 X (2) posing a problem within the memory capabilities of a (3, 1, 2) X3 < X1 < X2
x (2) modern computer.
(3,2,1)
III. REMARKS ON THE CLOSURE (3) onthesetS = {t|F(t) < 1}, onecanuse(4) fort E Swith f(t) = dF(t)/dt. Moreover, the distribution of the system
For each ir E P, P(T = X(i) IAr) is equal to 1 for some i lifetime Tis IFR if and only if rA(t) given in (4) is increasing and is equal to 0 for all other values of i. This reflects the on S. Thus, the representation (4) can shed light on the fact that given A 1 , the order statistic equivalent of T is monotonicity properties of the system failure rate. Divide completely determined. Thus writeboth numerator and denominator of (4) by (F(t))': 
is increasing for x E (0, oo). This observation can be used to supply an elementary proof of the following closure npi EI n .-nj theorem. This theorem is proven by Barlow & Proschan [1, =IPi j=()(F(t))J(F(t))
p 108] using properties of convex ordering.
Theorem 1: Let k and n be integers, with 1 c k c n. Con-
sider a k-out-of-n:G system of n components whose
(4) Then, the distribution of system lifetime is IFR.
E= j=+ S p) (n)(F(t))'(F-(t))n '
Proof: For a k-out-of-n:G system, the probability distribution {Pi} in (3) is degenerate at a single point, that is,
Using (7) in (6), the result is: according to two distinct exponential distributions have a is increasing for x E (0, oo). It is easy to verify that h'(x) > failure rate that is initially increasing but eventually 0 for all x > 0. Thus, the bridge structure in figure 2 has an decreasing. This somewhat disturbing and counter-IFR system lifetime whenever the five components are inintuitive example led to the study of Birnbaum, Esary, dependently distributed according to a common IFR Marshall [2] in which the larger class of IFRA distributions distribution. This example shows that the IFR closure was introduced into the literature and the fundamental theorem extends beyond the class of k-out-of-n systems. closure theorem for IFRA distributions was established. The theorem does not obtain, however, for the class of all However, since the IFRA class has some well-known s-coherent systems, as the following example shows. Conpathologies (eg, the nonparametric maximum likelihood sider the s-coherent system in figure 1. From table 1, we see estimator of an IFRA distribution is s-inconsistent), that for this system pI = 0, P2 = 2/3 and p3 = 1/3. Thus, further study of the IFR class seems well justified.
when the three component lifetimes are i.i.d. according to As theorem 1 above indicates, restricting attention to an absolutely continuous distribution F, we have systems whose components have i.i.d. lifetimes insures the -2 2 preservation of the IFR property for an important class of rAt)
4F(t)F (t) + F -)F(t) f(t) s-coherent systems. This closure theorem leads to the F (t) + 3F(t)F (t) + F (t)F(t) F(t) natural conjecture that all s-coherent systems in i.i.d. IFR G2(t) + 4G(t) J(LL components are IFR. The representation in (4) is very G2(t) + 3G(t) + 1 F(t)
useful in examining this conjecture. As an example, examine a s-coherent system which is not k-out-of-n. Con-where G(t) F(t)/F(t). Now suppose X1, X2, X, are sider the bridge structure pictured in figure 2 below.
i.i.d. according to an exponential distribution with constant failure rate X. Then
Is rAt) in (10) We now turn to the problem of characterizing the Let f(t) dF(t)/dt for t E {t |F(t) < I }. From (4), the class of s-coherent systems for which the type of closure in result IS: theorem 1 holds. The following definition simplifies the discussion. rAt) Definition: A s-coherent system is IFR closed if the system 4F 3(t)F(t) + 18F 2(t)Ftkt) + 4F(t)F3(t) lifetime has an IFR distribution whenever all system com-F 4(t) + 5F 3(t)F(t) + 8Ff 2(t)F2(t) + 2F(t)F3(t) ponents are i.i.d. according to an IFR distribution. A class f(t) of systems is IFR closed if each system in the class is IFR closed.
Using such language, theorem 1 may be restated as:
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