ABSTRACT. We prove that, for a generic set of smooth prescription functions h on a closed ambient manifold, there always exists a nontrivial, smooth, closed hypersurface of prescribed mean curvature h. The solution is either an embedded minimal hypersurface with integer multiplicity, or a non-minimal almost embedded hypersurface of multiplicity one.
INTRODUCTION
Given a function h : M → R on an ambient manifold, a hypersurface Σ ⊂ M has prescribed mean curvature h if its mean curvature satisfies (0.1)
Prescribed mean curvature (PMC) hypersurfaces Σ = ∂Ω are critical points of the functional
where Vol h (Ω) = Ω h is the enclosed h-volume. PMC hypersurfaces are a canonical generalization of minimal and constant mean curvature (CMC) hypersurfaces, and have applications to physical phenomena such as capillary surfaces [21, §1.6] . Indeed, the local existence theory (or Dirichlet problem) for PMC hypersurfaces is quite well-understood, with several results extending naturally from the CMC to the PMC setting [34, 29, 30, 31, 58, 17] . The global theory or existence problem for closed PMC hypersurfaces, however, is to the authors' knowledge almost completely open for nonconstant prescription functions h. In this article, we initiate a program to resolve the existence of closed PMC hypersurfaces, based on extending our min-max theory developed in [65] for CMC hypersurfaces. In particular, we prove that there exists a closed hypersurface of PMC h for a generic set of prescription functions h: Theorem 0.1. Let M n+1 be a smooth, closed Riemannian manifold of dimension 3 ≤ n + 1 ≤ 7.
There is an open dense set S ⊂ C ∞ (M ) of prescription functions h, for which there exists a nontrivial, smooth, closed, almost embedded hypersurface Σ n of prescribed mean curvature h.
In subsequent works, we plan to complete the global existence theory by approximating an arbitrary given smooth function h ∈ C ∞ (M ). Here a hypersurface is almost embedded if it locally decomposes into smooth sheets that touch but do not cross; in fact, our constructed PMC hypersurfaces Σ decompose into at most two sheets, and have touching set of codimension 1 -this is somewhat surprisingly the same regularity as we obtained in the CMC setting [65] . The dimension restriction comes from the regularity theory for stable minimal hypersurfaces [52] and is typical of variational methods for hypersurfaces.
The existence problem for closed PMC hypersurfaces may be viewed as a higher dimensional extended Arnold-Novikov conjecture. The original question, which remains open, is the existence of closed embedded curves of prescribed constant geodesic curvature on a topological S 2 (see [25, 50, 51] for more backgrounds); Arnold [6, later posed the natural extension to nonconstant prescribed curvature. Our previous theory [65] has already completely resolved the higher dimensional problem for constant (mean) curvature.
In Theorem 0.1, we use the set S = S M,g of Morse functions whose zero locus is a (possibly empty) hypersurface whose mean curvature vanishes to finite order. The mean curvature flow gives us a neat argument to show that this set is indeed generic: In fact, our min-max theory is powerful enough to handle still more general prescription functions, namely those that satisfy either ( †) If Σ n ⊂ M n+1 is a smoothly embedded hypersurface and h| Σ vanishes to all orders at p ∈ Σ, then there exists r > 0 for which Σ 0 = {h = 0} ∩ B r (p) is a connected, smoothly embedded hypersurface tangent to Σ at p, and if the mean curvature of Σ 0 vanishes to infinite order at any point, then it vanishes identically; or ( ‡) The zero set of h : M n+1 → R is contained in a countable union of connected, smoothly embedded (n − 1)-dimensional submanifolds.
Any function in S satisfies ( †), as does any analytic function on a real analytic manifold. A general function satisfying ( †), however, could have nontrivial minimal hypersurfaces in its zero set. In this case each component of our constructed PMC hypersurface is either one of these (embedded) minimal components or a definitively non-minimal component, which is almost embedded with codimension 1 touching set. Note, however, that ( ‡) precludes the possibility of minimal PMC hypersurfaces.
The local existence theory of PMC hypersurfaces is a natural problem for geometric PDE, and has been fairly well-understood by parametric methods, such as [34, 29, 30, 31, 58, 17] , and also non-parametric methods [24, 22, 26, 5] . For the latter, however, graphical PMC hypersurfaces have typically been studied only for prescription functions independent of the vertical direction. In [62, Problem 59] , Yau posed the global existence problem of finding PMC surfaces in R 3 , which inspired some important partial results such as [59, 23, 63] . Finally we take care to mention the results of [18] , obtained through a homological (currents) approach.
In order to prove Theorem 0.1, we consider the variational properties of PMC hypersurfaces as critical points of the A h -functional. Because we are interested in the global problem of finding closed PMC hypersurfaces, it is far from clear direct minimization of the A h functional can produce a solution other than the empty domain A h (∅) = 0 or the total manifold A h (M ) = − M h. Therefore, the minmax method becomes the natural way to find nontrivial critical points of A h .
The min-max theory for minimal submanifolds was initiated by Almgren [3] , and has been a remarkably successful tool in the study of the area functional. Using methods of geometric measure theory, Almgren was able to prove the existence of a nontrivial weak solution as stationary integral varifolds [4] in any dimension and codimension. In codimension one, higher regularity was established by Pitts [49] (for 2 ≤ n ≤ 5), and later Schoen-Simon [37] (for n ≥ 6). Colding-De Lellis [13] established the corresponding theory using smooth sweepouts based on ideas of Simon-Smith [56] . The preceding body of work completely resolved the h ≡ 0 case of Theorem 0.1.
Recently, Marques-Neves [43, 1, 45] used the Almgren-Pitts min-max theory to resolve a number of longstanding open problems in geometry, including their celebrated proof of the Willmore conjecture. Consequently, the min-max program has seen a series of developments in various directions, including (but not limited to) [16, 28, 37, 44, 42, 15, 41, 36, 12, 46, 57] . In [65] , we extended the min-max theory to study the A c functional (h ≡ c) for the construction of CMC hypersurfaces. The present work thus represents a natural continuation of our work, further extending the min-max theory to the PMC setting and the study of the A h functional. 0.1. Min-max procedure. We now give a heuristic overview of our min-max method. In the main proofs, for technical reasons we will work with discrete families as in Almgren-Pitts, but here we will describe the key ideas using continuous families to elucidate those ideas.
Let M , h be as in Theorem 0. Fix such a family {Ω 0 x }, and consider its homotopy class [{Ω 0
x }] = {Ω x } ∼ {Ω 0 x } . The h-minmax value (or h-width) is defined as
A sequence {{Ω i x } : i ∈ N} with max x∈I A h (Ω i x ) → L h is typically called a minimizing sequence, and any sequence {Ω i x i : x i ∈ (0, 1), i ∈ N } with A h (Ω i x i ) → L h is called a min-max sequence. Our main result (for the precise statement see Theorem 4.8) then says that there is a nice minimizing sequence {{Ω i x } : i ∈ N}, and some min-max sequence {Ω i x i : x i ∈ (0, 1), i ∈ N }, such that: Here, and for the remainder of this article, we make the assumption that M h ≥ 0. This ensures that A h (M ) ≤ 0 and hence any positive width sweepout must have a nontrivial maximal slice; we can always guarantee this condition by changing the sign of h, and doing so does not affect the existence result, since a two-sided hypersurface with PMC h will have PMC −h under its opposite orientation.
Our proof broadly follows the Almgren-Pitts scheme, but with several important difficulties. An important observation is that several of the innovations we developed in [65] may be used to handle the A h functional even for nonconstant h. However, in the present setting we must develop the background compactness and regularity theory for PMC hypersurfaces, and when h is allowed to have a significant zero set it becomes crucial to obtain good control of any touching phenomena.
To describe these challenges, we first review the Almgren-Pitts min-max method, which may be organized into five broad steps as follows:
• Construct a sweepout with positive width, and extract a minimizing sequence;
• Apply a 'tightening' map to construct a new sequence whose varifold limit satisfies a variational property and an 'almost-minimizing' property;
• Use these properties to construct 'replacements' on annuli which must be regular;
• Apply successive concentric annular replacements to the min-max limit and show that they coincide with each other, and hence extend to the center; • Show that the min-max limit coincides with the replacement near the center.
Given a minimizing sequence, in the minimal (h ≡ 0) setting one constructs a new 'tightened' sequence, for which any min-max (varifold) limit must be stationary -that is, a weak solution in the sense of first variations. The A h functional, however, is not well-defined on varifolds, so it is not straightforward to formulate a notion of weak solution for its critical points. In the PMC setting, we are able to show that the min-max limit V (after tightening) has first variation bounded by c = sup |h|. As in [65] , it is an important and delicate observation that this relatively loose variational property still provides enough control to develop the remaining regularity theory.
We also show that the limit V is h-almost minimizing, which we formulate as property of being (a limit of) constrained almost-minimizers for the A h functional (see Definition 6.1). To construct (h-) replacements in a subset U ⊂ M , one then solves the corresponding series of constrained minimization problems. For the A h functional, each (local) A h -minimizer will be an open set Ω * i with stable, regular PMC boundary in U , and the h-replacement V * is obtained as the varifold limit lim |∂Ω * i |. At this point, it is clear that a good compactness theory for PMC hypersurfaces is essential for the regularity of V * .
To establish the regularity of V , successive replacements V * and V * * are applied on two overlapping concentric annuli A 1 and A 2 . The goal is to show that the replacements glue together smoothly on the overlapping region and may thus be extended all the way to the center, by taking further replacements. Here the main technical issue is to preserve the regularity and uniqueness across the gluing interface.
Finally, one would like to prove that the min-max limit V coincides with the extended replacement V * near the center. In the minimal setting, one can appeal to the constancy theorem. Since in the PMC setting we also make an assertion about the multiplicity of V , we instead directly prove that V * has at worst a removable singularity at the center, then use a moving sphere argument to show that the densities of V and V * are the same in the annular region.
The primary concern in the PMC setting is the compactness and regularity theory for PMC hypersurfaces. Whilst it is not too difficult to show that limits of PMC hypersurfaces remain almost embedded, for the moving sphere and gluing arguments above it is essential that we may avoid the bulk of any touching singularities of the replacement hypersurfaces by choosing the gluing interface to be transverse to the touching set. If the touching sets are small enough -(n − 1)-rectifiable, for instance -then we may indeed achieve this by Sard's lemma.
Unlike the minimal or CMC settings, however, in the PMC setting we may not have a complete twosided or even one-sided maximum principle. Moreover, whilst the difference of PMC hypersurfaces with opposite orientations will satisfy an elliptic PDE, there is an inhomogenous term which does not have a sign for general h. The danger that arises is the possibility of infinite order but non-identical touching, for which the tamest example is two PMC sheets sticking together as a minimal hypersurface on a small subset. To overcome this, we use unique continuation for elliptic differential inequalities to prove the necessary compactness theorem: Under assumptions ( †) or ( ‡), any infinite order touching for the limit implies that all sheets are identical, minimal and contained in the zero set of h.
The possibility of minimal components also presents a technical issue for the gluing step, as again one would like to prevent non-minimal sheets gluing together into a higher multiplicity minimal sheet. We can rule this out by first obtaining a putative gluing to a smooth PMC hypersurface, then using unique continuation results coming from our work to control the touching set.
To complete the details of the min-max procedure, we adapt several ideas that we previously introduced to handle the CMC setting [65] , demonstrating also the flexibility of those techniques. For instance, an essential observation is that the h-volume is still of lower order than the area term in the A h functional. This immediately allows us to show that L c is positive on any sweepout, as a consequence of the isoperimetric inequality for small volumes (see Theorems 2.3 and 4.9). Moreover, an important issue in both the CMC and PMC settings is that the total mass of the replacement V * may differ from the total mass of the original varifold V ; however the mass defect is again controlled by the higher order term h ∞ Vol(U ), which converges to zero under any blowup process. Using this insight, we are able to prove that any blowup of the min-max limit V has the good replacement property of Colding-De Lellis, and is therefore regular (see Proposition 6.10); in particular the tangent cones of V are always planes.
Finally, to complete the gluing in the non-minimal setting, we must nevertheless work around a nontrivial touching set at the gluing interface. Again the compactness theory for PMC hypersurfaces is key, and an important step is to show that the second replacement V * * may be represented by a boundary in A 1 ∪ A 2 . This yields that V * and V * * glue together -with matching orientations -as desired. Near the touching set, we then use the graphical decomposition into embedded sheets together with the gluing along regular part to properly match the sheets together. 0.2. Outline of the paper. Our basic notation and background material is described in Section 1. Then in Section 2 we recall some preliminary results including the regularity for A h -minimizers.
In Section 3, we describe curvature estimates and compactness for almost embedded PMC hypersurfaces, including unique continuation lemmas and estimates of the touching set for functions satisfying ( †) or ( ‡). We also prove there the genericness of condition ( †), that is, Proposition 0.2.
In Section 4 we formulate the precise min-max procedure, and prove the existence of nontrivial (positive width) sweepouts. Then in Section 5 we review the tightening process for varifolds of bounded first variation and its consequences for the A h functional. In Section 6 we further observe that the replacement theory for constant prescribed mean curvature extends to an h-replacement theory for our suitable functions h.
Finally, in Section 7 we complete the regularity of the min-max varifold.
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NOTATION
In this section, we collect some notions. We refer to [55] and [49, §2.1] for further materials in geometric measure theory.
Let (M n+1 , g) denote a closed, oriented, smooth Riemannian manifold of dimension 3 ≤ (n+1) ≤ 7. Assume that (M, g) is embedded in some R L , L ∈ N. B r (p), B r (p) denote respectively the Euclidean ball of R L or the geodesic ball of (M, g). We denote by H k the k-dimensional Hausdorff measure; I k (M ) the space of k-dimensional integral currents in R L with support in M ; Z k (M ) the space of integral currents T ∈ I k (M ) with ∂T = 0; V k (M ) the closure, in the weak topology, of the space of k-dimensional rectifiable varifolds in R L with support in M ; G k (M ) the Grassmannian bundle of un-oriented k-planes over M ; F and M respectively the flat norm [55, §31] and mass norm [55, 26.4] on I k (M ); F the varifold F-metric on V k (M ) and currents F-metric on I k (M ), [49, 2.1(19) (20) ]; C(M ) or C(U ) the space of sets Ω ⊂ M or Ω ⊂ U ⊂ M with finite perimeter (Caccioppoli sets), [55, §14] [27, §1.6]; and X(M ) or X(U ) the space of smooth vector fields in M or supported in U .
We also utilize the following definitions: a) Given T ∈ I k (M ), |T | and T denote respectively the integral varifold and Radon measure in M associated with T ;
here the first variation of V along X is δV In this paper, we are interested in the following weighted area functional defined on
The first variation formula for
where ν = ν ∂Ω is the outward unit normal on ∂Ω.
When the boundary ∂Ω = Σ is a smooth immersed hypersurface, we have
where H is the mean curvature of Σ with respect to ν; if Ω is a critical point of A h , then (1.2) directly implies that Σ = ∂Ω must have mean curvature H = h| Σ with respect to the outward unit normal ν. In this case, we can calculate the second variation formula for A h along normal vector fields
In the above formula, ∇ϕ is the gradient of ϕ on Σ; Ric M is the Ricci curvature of M ; A Σ is the second fundamental form of Σ.
PRELIMINARIES
In this section, we collect some preliminary results. We present a maximum principle for varifolds with bounded first variation, a regularity result for boundaries that minimize the A h -functional, and a result on isoperimetric profile for small volumes.
2.1. Maximum principle for varifolds with c-bounded first variation. We will need the following maximum principle which is essentially due to White [61, Theorem 5] . 
2.2.
Regularity for boundaries which minimize the A h functional. The following result about regularity of boundaries which minimize the A h functional can be found in [47] . 
for all Λ ∈ C(M ) as in the statement of the theorem and small enough r. Indeed, for such Λ, since
where c = sup |h| and Λ△Ω is the symmetric difference. In fact this essentially replaces condition [47, 3.1(1)], and we finish the proof in the same way, by estimating H n+1 (Λ△Ω) ≤ 2ω n+1 r n+1 , where ω n is the volume of the unit n-ball and, by the isoperimetric inequality,
n . Combining these estimates with (2.2) yields that
which is clearly equivalent to (2.1) for small r. This completes the proof.
2.3.
Isoperimetric profiles for small volume. We will use the following consequence of the fact that the isoperimetric profile is asymptotically Euclidean for small volumes [11] (see also [48, Theorem 3] ). Note that the result indeed holds for any Ω ∈ C(M ) by using the regularity theory for isoperimetric domains (c.f. Theorem 2.2).
Theorem 2.3. There exists constants C 0 > 0 and V 0 > 0 depending only on M such that
, whenever Ω ∈ C(M ) and Vol(Ω) ≤ V 0 .
STABLE PMC HYPERSURFACES
In this section, we establish curvature estimates and the compactness theory for stable hypersurfaces of prescribed mean curvature h : M → R. In particular, when h satisfies either assumption ( †) or ( ‡), we obtain good control on the touching set that arises upon taking the limit of embedded stable PMC hypersurfaces.
3.1. Stability and curvature estimates. Definition 3.1. Let Σ be a smooth, immersed, two-sided hypersurface with unit normal vector ν, and U ⊂ M an open subset. We say that Σ is a stable h-hypersurface in U if
• the mean curvature H of Σ ∩ U with respect to ν equals to h| Σ ; and
Definition 3.2. Let Σ i , i = 1, 2, be connected embedded hypersurfaces in a connected open subset U ⊂ M , with ∂Σ i ∩ U = ∅ and unit normals ν i . We say that Σ 2 lies on one side of
, where ν 1 points into U 1 , and either:
• Σ 2 ⊂ Clos(U 1 ), which we write as Σ 1 ≤ Σ 2 or that Σ 2 lies on the positive side of
, which we write as Σ 1 ≥ Σ 2 or that Σ 2 lies on the negative side of Σ 1 .
be an open subset, and Σ n be a smooth ndimensional manifold. A smooth immersion φ : Σ → U is said to be an almost embedding if at any point p ∈ φ(Σ) where Σ fails to be embedded, there is a small neighborhood W ⊂ U of p, such that
We will simply denote φ(Σ) by Σ and denote φ(Σ i ) by Σ i . The subset of points in Σ where Σ fails to be embedded will be called the touching set, and denoted by S(Σ). We will call Σ\S(Σ) the regular set, and denote it by R(Σ).
Remark 3.4. From the definition, the collection of components {Σ i } meet tangentially along S(Σ).
Definition 3.5 (Almost embedded h-boundaries).
(1) An almost embedded hypersurface Σ ⊂ U is said to be a boundary if there is an open subset Ω ∈ C(U ), such that Σ is equal to the boundary ∂Ω (in U ) in the sense of currents; (2) The outer unit normal ν Σ of Σ is the choice of the unit normal of Σ which points outside of Ω along the regular part R(Σ); (3) Σ is called a stable h-boundary if Σ is a boundary as well as a stable immersed h-hypersurface.
We have the following variant of the famous Schoen-Simon-Yau (for 2 ≤ n ≤ 5) [53] and SchoenSimon (n = 6) [52] curvature estimates. Theorem 3.6 (Curvature estimates for stable h-hypersurfaces). Let 2 ≤ n ≤ 6, and U ⊂ M be an open subset. If Σ ⊂ U is a smooth, immersed (almost embedded when n = 6), two-sided, stable h-hypersurface in U with ∂Σ ∩ U = ∅, and Area(Σ) ≤ C, then there exists C 1 depending only on n, M, c = sup |h|, C, such that
Moreover if Σ k ⊂ U is a sequence of smooth, immersed (almost embedded when n = 6), two-sided, stable h-hypersurfaces in U with ∂Σ k ∩ U = ∅ and sup k Area(Σ k ) < ∞, then up to a subsequence, Σ k converges locally smoothly (possibly with multiplicity) to some stable h-hypersurface Σ ∞ in U .
Proof. The compactness statement follows in the standard way from the curvature estimates. The curvature estimates follow from standard blowup arguments together with the Bernstein Theorem [53, Theorem 2] and [52, Theorem 3] , the key being that the blowup will be a stable minimal hypersurface, and when n = 6, the blowup of a sequence of almost embedded h-hypersurfaces will be embedded by the classical maximum principle for embedded minimal hypersurfaces (c.f. [14] ).
3.2.
Some hypotheses on the zero set. We consider smooth prescription functions h : M n+1 → R satisfying the following property:
is a smoothly embedded hypersurface and h| Σ vanishes to all orders at p ∈ Σ, then there exists r > 0 for which Σ 0 = {h = 0} ∩ B r (p) is a connected, smoothly embedded hypersurface tangent to Σ at p. Moreover, if the mean curvature of Σ 0 vanishes to infinite order at any point, then it vanishes identically.
This property is satisfied by any nonzero analytic function on a real analytic Riemannian manifold:
Suppose that M is a real analytic manifold with real analytic metric g. Then any nonzero analytic function h : M → R satisfies ( †).
Proof. Let p, Σ be as in ( †).
Now suppose h is a nonzero analytic function. Near p, there exists a real analytic hypersurface Σ 0 that agrees with Σ to infinite order at p. Then h| Σ 0 is analytic and vanishes to all orders at p, so h must vanish identically on Σ 0 , and we can take r small enough so that
Similarly, H Σ 0 is an analytic function on Σ 0 , so if it vanishes to all orders at a point then it must vanish identically on Σ 0 .
If M is only smooth, we can still show that functions satisfying ( †) are generic:
) be a smooth closed Riemannian manifold. Consider the set S of smooth
Morse functions h such that the zero set {h = 0} =: Σ 0 is a smooth closed hypersurface, and the mean curvature of Σ 0 vanishes to at most finite order.
Then S is open and dense in C ∞ (M ). Moreover each function in S satisfies ( †).
Proof. Recall that the set of Morse functions is open and dense in C ∞ (M ). In fact, since nondegenerate critical points are isolated, the singular set {h = ∇h = 0} of any Morse function h has only finitely many points. It follows that the set S 0 of Morse functions h with empty singular set {h = ∇h = 0} = ∅ is also open and dense. By the implicit function theorem, having empty singular set is equivalent to the condition that Σ 0 = {h = 0} is a smooth, embedded, closed hypersurface. First we address the openness. Take h ∈ S. Near Σ 0 , the gradient is bounded below, |∇h| ≥ δ > 0, so any small perturbation of h will have zero set given by a smooth hypersurface close to Σ 0 . Moreover, since the mean curvature of the level sets of h are given by H = div ∇h |∇h| , any bound for the order of vanishing of H will be preserved under smooth perturbation.
To show that S is dense, it suffices to show, given h ∈ S 0 , that we can construct a smooth perturbation of h whose zero set does not have mean curvature vanishing to infinite order. First, it is clear that we may perturb h so that no component of Σ 0 has identically vanishing mean curvature, so we assume this without loss of generality. The idea is then to run the mean curvature flow Σ 0,t starting from the zero set Σ 0 , and construct a smooth deformation h t of h which has the flowing hypersurface Σ 0,t as its zero set.
One way to perform this procedure is to extend the mean curvature vector of Σ 0,t , for a short time interval [0, t 0 ], to a smooth time-dependent vector field X t supported in a fixed neighbourhood of Σ 0 . We may then take h t to be the pullback of h under the flow of X t . Alternatively, we can get somewhat more control by running mean curvature flow on all nearby level sets, and interpolating as follows:
Denote N ǫ = {|h| < ǫ}. Since |∇h| is nonzero on Σ 0 , for sufficiently small |s| < ǫ the level sets Σ s = {h = s} are smooth, closed, embedded, hypersurfaces. Fix a smooth function 0 ≤ φ ≤ 1 that is equal to 1 outside N ǫ/3 , and equal to 0 inside N ǫ/4 .
We claim that for a short time interval [0, t 0 ], the level set flow on N ǫ/2 starting from h admits a smooth solution. That is, there exists a smooth family of smooth functionsh t , such that the level sets Σ s,t := {h t = s} are given by the classical mean curvature flow starting from Σ s . For small enough ǫ and t 0 , we also have {|h t | < ǫ/5} ⊂ N ǫ/4 ; in particular h andh t have the same sign at each point of N ǫ/3 \ N ǫ/4 . We defer the proof to Section 3.3. With the functionsh t in hand we may define
By either construction, we have a smooth family of smooth Morse functions h t , with zero set {h t = 0} = Σ 0,t as desired. We claim that at positive times the mean curvature of a hypersurface flowing by mean curvature cannot vanish to infinite order, unless it was a minimal hypersurface to begin with. Again the proof is deferred to Section 3.3. But we already ensured that no component of Σ 0 was minimal, so by the claim, the mean curvature of Σ 0,t can only vanish to at most finite order as desired.
Finally, if h ∈ S and p, Σ are as in ( †), then p ∈ Σ 0 and we need only check that T p Σ 0 = T p Σ. But this is clear as otherwise the vanishing of h| Σ to all orders would force p to be a degenerate critical point of h on M .
We can also handle smooth prescription functions with small zero set. In particular we can consider smooth functions h : M n+1 → R satisfying the property:
( ‡) The zero set {h = 0} is contained in a countable union of connected, smoothly embedded (n − 1)-dimensional submanifolds.
3.3.
Some results on mean curvature flow. Here we prove two results on mean curvature flow that were needed to show that the set S was a generic set. First we give a smooth short-time existence result for level set flows when everything is uniformly smooth. Proof. First, it follows from Evans-Spruck [19] that there is a unique weak solutionh t of the level set flow with initial data h. By short-time existence and continuous dependence on the smooth initial data for the mean curvature flow, there exists a short time interval t 0 > 0 such that for any |s| ≤ ǫ, the mean curvature flow Σ s,t starting from Σ s exists and is smooth for t ∈ [0, t 0 ]. Therefore by [19] again, the level sets {h t = s} must coincide with the classical flows Σ s,t . In particular, for t ∈ [0, t 0 ], the mean curvature flow defines a smooth family of smooth, surjective maps F t : N ǫ → N t ǫ , where N t ǫ := {|h t | < ǫ}. We claim that the F t are in fact a smooth family of smooth diffeomorphisms.
By the avoidance principle for mean curvature flow, each F t is certainly injective. In fact, by [19] once more, the distance between distinct level sets is bounded by
. This implies that dF t is uniformly nonsingular and the inverse function theorem then implies the claim.
By taking t 0 smaller if needed we can ensure that N t ǫ ⊃ N ǫ/2 . Thenh t is well-defined on N ǫ/2 and satisfiesh t = h • (F t ) −1 , which completes the proof.
Second, we establish that at positive times, the mean curvature on a hypersurface flowing by mean curvature cannot vanish to infinite order unless it is minimal. Proof. For hypersurfaces under mean curvature flow, the mean curvature satisfies the parabolic PDE (∂ t −△ g )H = (|A| 2 +Ric(ν, ν))H, where △ g is the hypersurface Laplacian. Since the flow is smooth on [0, t 0 ], we have |A| 2 + | Ric(ν, ν)| ≤ C < ∞. The conclusion follows from the spacelike strong unique continuation principle for parabolic PDE (see for instance [60, Corollary 4.2.7] or [20, 2] ) and backwards uniqueness for mean curvature flow [38, 40] .
3.4.
Estimates for the touching set. Let h : M n+1 → R be a smooth function. Suppose that Σ n 1 , Σ n 2 are connected smoothly embedded hypersurfaces of prescribed mean curvature h in a connected open subset U ⊂ M , which lie to one side of one another. We would like to show that for certain classes of prescription functions h, it follows that either Σ 1 = Σ 2 or the touching set Σ 1 ∩Σ 2 is (n−1)-rectifiable. This section is devoted to proving the following theorem: Proof. By a covering argument, it suffices to prove that the assertion holds on a neighbourhood of each touching point p. So let p ∈ Σ 1 ∩ Σ 2 , then we may take a chart (B r (p), g) ≃ (B n+1 r (0), g ′ ) for which T p Σ 1 = T p Σ 2 corresponds to the plane P = {x n+1 = 0}, ν 1 (p) corresponds to e n+1 and the hypersurfaces Σ i may be written as graphs x n+1 = u i (x) of smooth functions u i over the plane P .
The function u 1 then satisfies the quasilinear elliptic PDE Hu 1 = h(x, u 1 (x)), Here H = Q + H 0 is the mean curvature operator, and the zero order term H 0 is the mean curvature of P in (B r (0), g ′ ).
We now divide into cases:
, then the u i satisfy the same quasilinear elliptic PDE Hu = h(x, u(x)), so since h is smooth and u 1 (0) = u 2 (0), the strong maximum principle of Serrin [54] implies that u 1 ≡ u 2 . The standard connectedness argument for unique continuation then yields: 
If h does not vanish at p, then Lv(p) = 0, so the Hessian of v at p has rank at least 1. The implicit function theorem then implies that, on a possibly smaller neighbourhood of p, the touching set {v = Dv = 0} is contained in an (n − 1)-dimensional submanifold; (for more details one may consult [ 
is contained in a countable union of connected, smoothly embedded (n−1)-dimensional submanifolds.
It remains to estimate the stationary touching set Σ 1 ∩ Σ 2 ∩ {h = 0}, so in the remainder of this section we assume h(p) = 0. Of course, if h satisfies ( ‡), that is, if {h = 0} is already contained in a countable union of connected, smoothly embedded (n − 1)-dimensional submanifolds, then we are already done.
First suppose that Σ 1 , Σ 2 have a finite-order touching at p, that is, if v = u 1 − u 2 vanishes to finite order at x = 0. Then by the work of Hardt-Simon [32] the touching set {u = Du = 0} is in fact, again on a possibly smaller neighbourhood of p, contained in a countable union of (n−2)-dimensional submanifolds.
It is for the remaining case of infinite-order touching that we require property ( †). Indeed, suppose that v = u 1 − u 2 vanishes to infinite order at 0. Then by differentiating (3.2) we see that h(x, u i (x)) vanishes to infinite order at x = 0, that is, h| Σ i must vanish to infinite order at p.
Therefore by property ( †), we may choose a possibly smaller ballB r (p) and a possibly new chart so that {h = 0} ∩B r (p) is minimal and is identified with the set P = {x n+1 = 0} ⊂ B n+1 r (0). The smooth functions u i then describe the height of Σ i above the zero set of h. In particular
and they satisfy (3.1) with zero order term H 0 = 0.
To proceed it is useful to record the following lemma which handles the case where either graph separately vanishes to infinite order: Proof. Since u vanishes to infinite order at x = 0, the mean curvature operator Qu = H Σ − H Σ 0 will be a perturbation of the Laplacian near 0. On the other hand, by supposition we have H Σ −H Σ 0 = h| Σ . So using that h is Lipschitz, for sufficiently small δ > 0 we will have |L 0 u| ≤ C|u|+ǫ|Du| for |x| < δ, where L 0 = a ij D ij is a uniformly elliptic operator with smooth coefficients |a ij − δ ij | < ǫ. Strong unique continuation for elliptic differential inequalities (see for instance Aronszajn [7] ) then implies that u ≡ 0 for |x| < δ.
We pause to record the following corollary: Now by the lemma, if some u i vanishes to infinite order at x = 0, then Σ i = {h = 0} on a neighborhood of p, and is therefore a minimal hypersurface. Lemma 3.13 then implies that the other sheets also coincide with {h = 0} near p. Again the usual connectedness argument for unique continuation then shows that the Σ i must all be the same minimal hypersurface in U .
The only remaining case is in which each u i vanishes to finite order at p. In this case, by a result of Bär [8] (see also [10] ) the zero set of u i is locally contained in the union of countably many (n − 1)-dimensional submanifolds.
This concludes the proof of Theorem 3.11.
For convenience we state the following obvious corollaries of Theorem 3.11 for almost embedded hypersurfaces: Theorem 3.20 . The locally smooth convergence results follow straightforwardly from Theorem 3.6 and the almost embedded assumption. One can also rule out sheets of the same orientation coming together, using the maximum principle Lemma 3.12 and the classical maximum principle for embedded minimal hypersurfaces (c.f. [14] ) respectively. Now we consider the case where the Σ k are all boundaries. Namely, denote Σ k = ∂Ω k for some Ω k ∈ C(U ). By standard compactness [55, Theorem 6.3] , a subsequence of the ∂Ω k converges weakly as currents to some ∂Ω ∞ with Ω ∞ ∈ C(U ).
Take an arbitrary point p ∈ Σ ∞ . Suppose p has density l ≥ 1. Since we know the limit is almost embedded, we have an ordered graphical decomposition of Σ ∞ in a neighborhood B p ⊂ U of p given by
, then there must be another sheet Σ m ∞ in between, i < m < j, with the opposite orientation; and hence, Σ ∞ ∩ B p is a minimal hypersurface with multiplicity l.
Indeed, suppose for the sake of contradiction that Σ ∞ has two sheets with the same orientation and no sheet in between. Then the same is true for Σ k for large enough k, and we may assume without loss of generality that i = 1, j = 2. 
where each a i = 0, 1. It is then easy to see that any choice of the a i will contradict the fact that, counting orientation,
Thus if there were the two sheets Σ i ∞ , Σ j ∞ with the same orientation, then there must be another sheet Σ m ∞ in between with the opposite orientation. But since all sheets touch at p, by Lemma 3.12 the sheets Σ i ∞ , Σ j ∞ must coincide, which forces Σ m ∞ to coincide as well. But then Σ i ∞ = Σ m ∞ has prescribed mean curvature h with respect to both orientations, so h must vanish and it must be a minimal hypersurface. Lemma 3.13 then implies that any other sheet touching at p must coincide with Σ i ∞ as claimed. Of course, if l > 2 then there must be two sheets converging with the same orientation. Thus we have shown that either: p has density l = 1 and is a regular point; p has density l = 2 and is a touching point between two non-minimal sheets of opposite orientation; or p is a regular point on a minimal hypersurface of density l ≥ 2.
In particular if Σ i ∞ is not minimal then it has density 1 on its regular part and density 2 on its touching set. Having density 1 on the regular part is enough to conclude that Σ ∞ ∩ B p = Σ i ∞ ∩ B p = ∂Ω ∞ B p as currents.
THE h-MIN-MAX CONSTRUCTION
In this section, we present the setup of the min-max construction mainly following Pitts [49] . We also prove the existence of a non-trivial sweepout with positive A h -min-max value.
4.1. Homotopy sequences. We will introduce the min-max construction using the scheme developed by Almgren and Pitts [3, 4, 49] ; see also [65, Section 3] . For a map to the space of Caccioppoli sets: φ : I(1, j) 0 → C(M ), the fineness of φ is defined as:
Similarly we can define the fineness of φ with respect to the F-norm and F-metric. We use φ :
such that φ i is 1-homotopic to φ i+1 in C(M ), {0} with fineness δ i , and
Remark 4.4. Note that the second condition implies that sup
Definition 4.5. Given two (1, M)-homotopy sequences of mappings S 1 = {φ 1 i } i∈N and
It is easy to see that the relation "is homotopic to" is an equivalence relation on the space of (1, M)-homotopy sequences of mappings into C(M ), {0} . An equivalence class is a (1, M)-homotopy class of mappings into C(M ), {0} . Denote the set of all equivalence classes by π 
x lies in the domain of φ i .
The A h -min-max value of Π is defined as
we call any such sequence {∂φ i j (x j )} as in (4.3) a min-max sequence.
Note that by [49, 4.1(4)], we immediately have:
, there exists a critical sequence S ∈ Π. The main theorem of this paper is as follows: Remark 4.10. We first describe a heuristic argument using smooth sweepouts which will help to reveal the key idea. Let C 0 > 0 and V 0 > 0 to be the constants in Theorem 2.3, and fix 0 < V ≤ V 0 such that V The remaining assertion that the critical sets are nontrivial follows from the following lemma.
Proof : Suppose this is not true, then there exists a sequence {Ω i } ⊂ C(M ), with
Up to a subsequence, we can assume that lim i→∞ Ω i = Ω ∞ weakly in the sense of Caccioppoli sets for some Ω ∞ ∈ C(M ). In particular, the characteristic functions
. By the lower semi-continuity, we have
By the Constancy Theorem, we must have
Since we assumed that M h ≥ 0, either case then yields a contradiction upon taking i → ∞ in (4.5). This completes the proof of the lemma and hence the proof of Theorem 4.9.
TIGHTENING
In this section, we recall the tightening process, which we constructed to study the A c functional (defined like A h but with the constant function c) as part of our min-max theory for constant mean curvature surfaces [65, §4] . The same process can be applied to the A h functional, and we will prove that after applying the tightening map to a critical sequence, every element in the critical set has uniformly bounded first variation. Note that the tightening process is adapted from those in [13, §4] and [49, §4.3]. [65, §4] . . We fist recall several key ingredients obtained in [65, §4] for the tightening process. In this section, we always let c ≡ sup M |h|. Given L > 0, consider the set of varifolds in V n (M ) with 2L-bounded mass:
Review of constructions in
. Given X ∈ X(M ), we use Φ X : R + ×M → M to denote the one parameter group of diffeomorphisms generated by X.
We have constructed in [65, §4] :
, which is continuous with respect to the C 1 topology on X(M ); (ii) two continuous functions g : R + → R + and ρ : R + → R + , such that ρ(0) = 0 and
Our goal is to show that given Ω ∈ C(M ) with ∂Ω ∈ A L , we can deform Ω by Φ |∂Ω| (t) to get a 1-parameter family Ω t = Φ |∂Ω| (t)(Ω) ∈ C(M ), so that the A h functional of Ω t for some t > 0 can be deformed down by a fixed amount depending only on γ(|∂Ω|) = F(|∂Ω|, A c ∞ ).
(Note that δA h Ω (X) ≤ δ|∂Ω|(X) + c |X|dµ ∂Ω by (1.2).) Finally note that the flow Ψ V (t, ·) is generated by the vector field
5.2.
Deforming sweepouts by the tightening map. We now apply our tightening map to the critical sequence provided by Lemma 4.7. As in our min-max theory for the CMC setting, the conclusion is that varifolds in the critical set have c-bounded first variation, where now c = sup |h|. Indeed, the proof proceeds essentially unchanged, with the A c functional replaced by A h .
Proposition 5.1 (Tightening). Let
, and assume L h (Π) > 0. For any critical sequence S * for Π, there exists another critical sequence S for Π such that C(S) ⊂ C(S * ) and each V ∈ C(S) has c-bounded first variation, c = sup |h|.
Proof. Take S * = {φ * i }, where φ * i :
Denote φ t i (·) = Ξ i (·, t). First, we first recall the following fact, the proof of which follows by a standard argument using (5.1); (see [65, §4.4 Claim 1]): 
so actually we must have lim γ i = 0 and this implies that lim |∂φ * i (x i )| ∈ A c ∞ . Moreover, by our construction of the tightening map (see property (iii) in §5.1), each |∂φ 1 i (x i )| had to be ρ(γ i )-close to |∂φ * i (x i )| under the F-metric, therefore lim |∂φ
and this finishes the proof of the claim.
Heuristically, one would like to set φ i = φ 1 i as the desired sequence, but since the isotopies Ψ |∂φ * i (x)| depend on x, the fineness of {φ 1 i } could be large even if f (φ * i ) is small. Thus we need to interpolate φ 1 i to get the desired φ i , but we need to make sure the values of φ i after interpolation are F-close to those of φ 1 i . The idea is to extend φ 1 i to a piecewise continuous (with respect to the F-metric) map on I and then apply the discretization result in [64, Theorem 5.1] .
Similar difficulties appeared in the same way in [43, §15] . Instead, we use another interpolation method in Claim 2 as developed in [65] . For completeness, we provide detailed proof in Appendix B.
Claim 2: there exist integers l i > k i and maps φ i : I(1, l i ) 0 → (C(M ), {0}) for each i, such that S = {φ i } is homotopic to S * , and
In particular, S is a valid sequence in Π, and we now check that it satisfies the requirements of the proposition. First, property (c) and the fact that S * is a critical sequence directly imply that S is also a critical sequence. It remains to show that every element in C(S) must lie in C(S * ) and have c-bounded first variation. Given V ∈ C(S), one can find a subsequence (without relabeling)
We will need to first consider φ i (
, where x i is the nearest point to x i in I(1, k i ) 0 . By (c) and (d), we have lim A h (φ 1 i (x i )) = L h (Π) and also lim |∂φ i (x i )| = lim |∂φ 1 i (x i )| as varifolds. Then by Claim 1, we conclude that V ∈ A c ∞ ∩ C(S * ). This completes the proof.
h-ALMOST MINIMIZING
In this section, we introduce the notion of h-almost minimizing varifolds, and show the existence of such a varifold from min-max construction. We also construct h-replacements for any h-almost minimizing varifold. Using the properties of these replacements, we show that all blowups of halmost minimizing varifolds are regular. As an easy consequence, the tangent cones of such varifolds are always planar.
Definition 6.1 (h-almost minimizing varifolds). Let ν be the F or M-norm, or the F-metric. For any given ǫ, δ > 0 and an open subset U ⊂ M , we define A h (U ; ǫ, δ; ν) to be the set of all Ω ∈ C(M )
We say that a varifold V ∈ V n (M ) is h-almost minimizing in U if there exist sequences ǫ i → 0, δ i → 0, and
A simple consequence of the definition is that h-almost minimizing implies bounded first variation:
Following similar arguments to [49, 4.10] , we can show that every sequence which has been pulled tight using Proposition 5.1 has a critical limit which is h-almost minimizing on small annuli:
In fact, one may show that for any critical sequence S of Π, there exists a varifold V ∈ C(S), so that for any small annulus A, there exists a min-max sequence {Ω i } such that Ω i are eventually in A h (A; ǫ i , δ i ; M) for ǫ i , δ i → 0, and have the nontrivial varifold limit |∂Ω i | → V . The main idea is that if there is no such sequence, the procedures described in [49, 4.10] allows one to deform S homotopically to a new sequenceS with L h (S) < L h (S), which contradicts the criticality of S.
We omit the proof of Theorem 6.4 except to point out the following equivalence result among several almost minimizing concepts using the three different topologies. In particular, it implies that we can work with the M-norm at the expense of shrinking the open subset U ⊂ M . Now we formulate and solve a natural constrained minimization problem.
Proof. Let us first describe the construction of Ω * . Take any minimizing sequence {Λ j } ⊂ C Ω , i.e.
Notice that spt(Λ j − Ω) ⊂ K and A h (Λ j ) ≤ A h (Ω) + δ for all j. By standard compactness [55, Theorem 6.3], after passing to a subsequence, ∂Λ j converges weakly to some ∂Ω * with Ω * ∈ C(M ) and spt(Ω * − Ω) ⊂ K. Since ∂Λ j converges weakly to ∂Ω * , we have that
and Ω * h = lim j→∞ Λ j h. Therefore,
Now by taking the advantage of the discrete deformation sequence, properties (i-iii) follow in the same way as those in [65, Lemma 5.7] , and we leave the details to readers.
Given an h-almost minimizing varifold V , we can construct our h-replacements by applying Lemma 6.7 to the approximating sequence as in Definition 6.1 and taking the limit: Proposition 6.8 (Existence and properties of replacements).
Lemma 6.9 (Regularity of h-replacement). Let 2 ≤ n ≤ 6. Suppose that h satisfies ( †) or ( ‡).
Under the same hypotheses as Proposition 6.8, if
(1) Σ i is not minimal, and m i = 1 so the density of V * is 1 along R(Σ i ) and 2 along S(Σ i ); or (2) Σ i is minimal and smoothly embedded, but m is some natural number. Finally, if p ∈ Σ i and m i = 1 then Σ is locally a boundary in a neighborhood of p.
Proof. By the regularity for local minimizers of the A h functional (Theorem 2.2), we know that each ∂Ω * i is a smoothly embedded h-boundary in int(K) by Proposition 6.8(iv). Moreover, ∂Ω * i is stable in int(K) in the sense of Definition 3.1. If this were not true, one can deform Ω * i by ambient isotopies supported in int(K) such that the A h values are strictly decreasing; it is then easy to see this contradicts Lemma 6.7(i). The lemma then follows from the compactness Theorem 3.20.
By iterating Proposition 6.8, we see that blowups of an h-almost minimizing varifolds have the good replacement property of [13, 16] . This allows us to characterize certain blowups of the the h-min-max varifold. In particular the tangent cones are planar; see also Section 7. The detailed proofs follow similar to [65, Lemma 5.10, Proposition 5.11], and we omit them here.
Given p ∈ M, r > 0, let η p,r : R L → R L be the dilation defined by η p,r (x) =
x−p r . Proposition 6.10. Let 2 ≤ n ≤ 6, and V ∈ V n (M ) be an h-almost minimizing varifold in U . Given a sequence p i ∈ U with p i → p ∈ U and, a sequence r i > 0 with r i → 0, let V = lim(η p i ,r i ) # V be the varifold limit. Then V is an integer multiple of some complete embedded minimal hypersurface Σ in T p M , and moreover, Σ is proper. Proposition 6.11 (Tangent cones are planes). Let 2 ≤ n ≤ 6. Suppose V ∈ V n (M ) has c-bounded first variation in M and is h-almost minimizing in small annuli. Then V is integer rectifiable. Moreover, for any C ∈ VarTan(V, p) with p ∈ spt V ,
REGULARITY FOR h-MIN-MAX VARIFOLD
In this section, we prove the regularity of our min-max varifolds. In particular we prove that every varifold which has c-bounded variation and is h-almost minimizing in small annuli is a smooth, closed, almost embedded, hypersurface of h-prescribed mean curvature whose non-minimal components have multiplicity one. Proof. The conclusion is purely local, so we only need to prove the regularity of V near an arbitrary point p ∈ spt V . Fix a p ∈ spt V , then there exists 0 < r 0 < r am (p) such that for any r < r 0 , the mean curvature H of ∂B r (p) ∩ M in M is greater than c. Here r am (p) is as in Definition 6.3. In particular, if r < r 0 and W ∈ V n (M ) has c-bounded first variation in M and W = 0 in B r (p), then by the maximum principle (Proposition 2.1)
Note that in the second equality we need a localized version of Proposition 2.1 which holds true by the remark after [61, Theorem 2] . We will show that V B r 0 (p) is either an embedded minimal hypersurface (on which h ≡ 0) with integer multiplicity, or an almost embedded hypersurface of prescribed mean curvature h with density equal to 2 along its touching set.
The argument consists of five steps:
Step 1: Constructing successive h-replacements V * and V * * on two overlapping concentric annuli.
Step 2: Gluing the h-replacements smoothly (as immersed hypersurfaces) on the overlap.
Step 3: Extending the h-replacements to the point p to get a h-'replacement'Ṽ on the punctured ball.
Step 4: Showing that the singularity ofṼ at p is removable, so thatṼ is regular.
Step 5: V coincides with the almost embedded hypersurfaceṼ on a small neighborhood of p.
We now proceed to the proof.
Step 1. We first describe the construction of h-replacements on overlapping annuli; a key property will be that the replacements are also boundaries in the chosen annulus (see Claim 1), at least near points of multiplicity one. Fix 0 < s < t < r 0 . By the choice of r 0 , we can apply Proposition 6.8 to V to obtain an hreplacement V * in K = Clos(A s,t (p) ∩ M ). By (7.1) and Lemma 6.9, the restriction
is a nontrivial, smooth, almost embedded, stable h-hypersurface with some unit normal ν 1 ; when the multiplicity is 1, Σ 1 is locally a boundary so we can choose ν 1 to be the outer normal.
By Proposition 3.17, the touching set S(Σ 1 ) is contained in a countable union of (n−1)-dimensional connected submanifolds S (k) 1 . Since a countable union of sets of measure zero still has measure zero, it follows from Sard's theorem that we may choose s 2 ∈ (s, t) such that ∂(B s 2 (p) ∩ M ) intersects Σ 1 and all the S (k) 1 transversally. Given any s 1 ∈ (0, s), by Proposition 6.8(iii), V * is still h-almost-minimizing in small annuli, and we can apply Proposition 6.8 again to get an h-replacement V * * of V * in K = Clos(A s 1 ,s 2 (p) ∩ M ). By (7.1) and Lemma 6.9 again, the restriction
is also a nontrivial, smooth, almost embedded, stable h-hypersurface with some unit normal ν 2 , which points outward at multiplicity 1 points in A s 1 ,s 2 (p). Note that by Proposition 6.8(v), both V * and V * * have c-bounded first variation.
We first observe that the second h-replacement can be chosen to be locally given by a boundary near 'multiplicity one' points in ∂B s 2 (p), and in particular near non-minimal components of Σ 2 . 
The claim follows by constructing the ǫ i -replacements Ω * * i → V * * from corresponding replacements Ω * i → V * (in particular, with consistent orientations). We refer the reader to [65, Theorem 6.1, Claim 1] for the details.
Step 2. We now show that Σ 1 and Σ 2 glue smoothly (as immersed hypersurfaces) across ∂(B s 2 (p) ∩ M ). Indeed, define the intersection set
Then by transversality, Γ is an almost embedded hypersurface in ∂(B s 2 (p) ∩ M ), and S(Γ) is its touching set. Notice that It follows from the maximum principle that
Indeed, (7.1) implies that any y ∈ Clos(Σ 2 ) ∩ ∂(B s 2 (p) ∩ M ) is also a limit point of spt V * * from the outer side of ∂B s 2 (p), on which V * * coincides with Σ 1 . In fact, with a little more work we have Proof of Claim 2: By Proposition 6.8(i), we have
Given any x ∈ Γ, using (7.4), Proposition 6.11 and the fact that Σ 1 meets ∂(B s 2 (p)∩M ) transversally, we have
This implies that x is a limit point of spt V * * from inside of ∂B s 2 (p), and thus completes the proof of the claim.
Furthermore, we will show that Σ 1 glues with Σ 2 in C 1 , i.e. the tangent spaces of Σ 1 and Σ 2 agree along Γ, with matching normals.
First we have the following.
Claim 3: Fix x ∈ Γ, and denote the plane P x = T x Σ 1 (with multiplicity 1). Then for any sequence of x i → x with x i ∈ Γ and r i → 0, up to a subsequence we have
where τ w denotes translation by a vector w, and v ∈ (P x ) ⊥ is a vector in T x M orthogonal to P x (v may be ∞, in which case τ v P is understood to be the empty set).
The proof of Claim 3 follows from the half space theorem for minimal hypersurfaces [35, Theorem 3] and the classical maximum principle for minimal hypersurfaces, after using that V * and V * * coincide on A s 2 ,t (p) to determine the blowup on a halfspace. We refer the reader to [65, Theorem 6.1, Claim 3(A)(B)] for the details.
Since {(η x i ,r i ) ♯ V * * : i ∈ N} have uniformly bounded first variation, a standard argument using the monotonicity formula implies that, in the Hausdorff topology, either
To show that Σ 1 and Σ 2 glue together along Γ in C 1 near q, we will need:
Claim 4: For each x ∈ Γ, we have 
Proof of Claim 4:
The uniformity follows from the fact that [T · Σ 1 ] is continuous on Γ, so we only need to establish the convergence to
So consider a sequence z i ∈ Σ 2 converging to some x ∈ Γ. Take x i ∈ Γ to be the nearest point projection (in R L ) of z i to Γ and r i = |z i − x i |. Note that x i → x ∈ Γ and r i → 0, so we are in the situation of Claim 3. Note that Σ 2 ∩ B r i /2 (z i ) is an almost embedded, stable h-hypersurface in M , so by Theorem 3.20 a subsequence of the blow-ups η x i ,r i (Σ 2 ∩ B r i /2 (z i )) converges smoothly to a smooth, embedded, stable, minimal hypersurface Σ ∞ contained in a half-space of T x M .
On the other hand, Claim 3 and (7.6) imply that η x i ,r i (Σ 2 ∩ B r i /2 (z i )) converges in the Hausdorff topology to a domain in T x Σ 1 . Therefore, we have Σ ∞ ⊂ T x Σ 1 . The smooth convergence then implies that ν 2 (z i ) converges to one of the unit normals ±ν 1 (x) of T x Σ 1 . Now suppose that x ∈ R(Γ) and x lies in a multiplicity 1 component of Σ 1 . Then the multiplicity of Σ 2 is also 1 near x, by the upper semi-continuity of density function for varifolds with bounded first variation [55, 17.8] . Then by (7.5), [55, Theorem 3.2(2)] and Claim 1(c), we have
This implies that the limit of ν 2 (z i ) must be ν 1 (x) by Claim 1, so Claim 4 is proved.
We first consider the gluing near a regular point q ∈ R(Γ). By Claim 4, Σ 1 and Σ 2 glue together along Γ as a C 1 hypersurface with matching unit normals and prescribed mean curvature h (in the weak sense). Note that if either Σ i was a minimal hypersurface near q then we may have had to choose the opposite normal to ν i to ensure the C 1 gluing. (This is allowed since in this situation h vanishes on Σ i , so it still has prescribed mean curvature h with respect to the opposite normal.)
The higher regularity then follows from a standard elliptic PDE argument. More precisely, Σ 1 and Σ 2 can be written as graphs of some functions u 1 , u 2 over T q Σ 1 respectively. Since Σ 1 and Σ 2 both have prescribed mean curvature h with respect to unit normals pointing to the same side of T q Σ 1 , they satisfy the same mean curvature type elliptic PDE with inhomogeneous term given by h| Σ 1 ∪Σ 2 , which has the same regularity as the glued hypersurface Σ 1 ∪ Σ 2 . The higher regularity follows from the elliptic regularity of this PDE.
Thus we have proven that Σ 2 glues smoothly with Σ 1 ∩ A s 2 ,t (p) along R(Γ). Moreover, by the unique continuation for elliptic PDE (for instance Corollary 3.18) we know that Σ 2 is identical to Σ 1 in a neighborhood of R(Γ) in A s 2 ,t (p) ∩ M . We now show that the smooth gluing extends to the touching set S(Γ). Now consider an arbitrary fixed singular point q ∈ S(Γ). By Lemma 6.9, in some small neighborhood U ⊂ M of q, Σ 1 ∩ U is the union of two connected, embedded h-hypersurfaces Σ 1,1 ∪ Σ 1,2 with unit normals ν 1,1 and ν 1,2 , such that Σ 1,2 lies on one side of Σ 1,1 and they touch tangentially at S(Σ 1 ) ∩ U = Σ 1,1 ∩ Σ 1,2 . By Lemma 3.12, ν 1,1 = −ν 1,2 along the touching set S(Σ 1 ) ∩ U . Denote Γ ∩ Σ 1,1 = Γ 1 and Γ ∩ Σ 1,2 = Γ 2 , then as embedded submanifolds of ∂(B s 2 (p) ∩ U ), Γ 2 lies on one-side of Γ 1 and they touch tangentially along S(Γ) ∩ U .
By Claim 4, using the regularity of Σ 2 in Lemma 6.9, near q the hypersurface Σ 2 can be written as a set of graphs {Σ 2,i : i = 1 · · · l} over the half space [T q (Σ 1 ∩ B s 2 (p))]. Now since Σ 2 glues smoothly with Σ 1 along R(Γ), and since R(Γ) is an open and dense subset of Γ, we know that the set {Σ 2,i : i = 1 · · · l} consists of exactly two elements: one of them, denoted by Σ 2,1 , glues smoothly with Σ 1,1 along Γ 1 \S(Γ); the other one, denoted by Σ 2,2 , glues smoothly with Σ 1,2 along Γ 2 \S(Γ). This, together with (7.7), implies that the pairs (Σ 1,1 , Σ 2,1 ) and (Σ 1,2 , Σ 2,2 ) glue together in C 1 near q respectively (with matching orientations). Again higher regularity follows from the elliptic PDE argument as for the regular part. This completes the smooth gluing near the touching set.
Step 3. We now wish to extend the replacements, via unique continuation, all the way to the center p.
Henceforth we denote V * * by V * * s 1 and Σ 2 by Σ s 1 to indicate the dependence on s 1 . By varying s 1 ∈ (0, s), we obtain a family of nontrivial, smooth, almost embedded, stable h-hypersurfaces 
be the connected components of Σ. Then by (7.5) we also have
and for any s
. By Proposition 6.8, V * * s 1 has c-bounded first variation and uniformly bounded mass for all 0 < s 1 < s. Therefore as s 1 → 0, the family V * * s 1 will converge to a varifoldṼ ∈ V n (M ) with c-bounded first variation, i.e.Ṽ = lim
, and Ṽ ({p}) = 0,
Since p ∈ spt V * * s 1 , by the upper semi-continuity of density function for varifolds with bounded first variation [55, 17.8] , we know that p ∈ spt Ṽ .
Step 4. We now determine the regularity ofṼ at p.
First,Ṽ has c-bounded first variation. Second, spt Ṽ , when restricted to any small annulus A r,2r (p) ∩ M , already coincides with a smooth, almost embedded, stable h-hypersurface Σ. Using these two ingredients, we can use a standard blowup argument (see for instance Proposition 6.11 or [65, Proposition 5.11]) to show that every tangent varifold ofṼ at p is an integer multiple of some n-plane, i.e. for any C ∈ VarTan(V, p),
Now the removability of the singularity ofṼ at p (as an almost embedded hypersurface) follows similarly to [49, Theorem 7.12] . We include the details for completeness. We can assume that
for some m ∈ N. Since Σ is stable in a punctured ball of p, by Theorem 3.20, for any sequence r j → 0,
locally smoothly in R L \ {0} for some n-plane S ⊂ T p M . However, S may depend on the sequence r j . By the convergence and the regularity of Σ, there exists σ 0 > 0 small enough, such that for any 0 < σ ≤ σ 0 , Σ has an ordered (in the sense of Definition 3.2) graphical decomposition in A σ/2,σ (p):
Here Σ i (σ) are distinct graphs over A σ/2,σ (p) ∩ S for some n-plane S ⊂ T p M , and m i > 1 only if Σ i (σ) is minimal. Since (7.10) holds for all σ, by continuity of Σ we can continue each Σ i (σ 0 ) to (B σ 0 (p) \ {p}) ∩ M , and we denote this continuation by Σ i . Since each piece Σ i has prescribed mean curvature h, by a standard extension argument (c.f. the proof in [33, Theorem 4.1]), each Σ i can be extended as a varifold with c-bounded first variation in B σ 0 (p)∩ M (recall c = sup |h|). Given C i ∈ VarTan(Σ i , p), to see that C i has multiplicity one, first notice that
since each Σ i is h-stable and thus its re-scalings converge with multiplicity to a smooth, embedded, stable, minimal hypersurface by Theorem 3.20. If equality does not hold for some i in (7.11), this will derive a contradiction sinceṼ Step 5. Finally, to complete the proof we show that V coincides withṼ on a small ball about p.
We will need the following simple corollary of the first variation formula. Since spt V * * ρ = Σ on A ρ,s 2 (p), we therefore have y ∈ Σ. Next we show the reverse inclusion Σ ⊂ spt V . Since Σ extends across p as an almost embedded hypersurface, we know that T y Σ is transverse to ∂(B dist(y,p) (p) ∩ M ) for all y ∈ Σ ∩ B r (p) for small enough r. Let ρ and V * * ρ be as above, then y ∈ spt V * * ρ . By Proposition 6.11, VarTan(V * * ρ , y) = {Θ n ( V * * ρ , y)|T y Σ|}. By the transversality, we then have y ∈ Clos(spt V * * ρ ∩ B ρ (p)), so since V * * ρ = V inside B ρ (p) we conclude that y ∈ Clos(spt V ∩ B ρ (p)) ⊂ spt V as desired.
Note that we do not have a suitable Constancy Theorem (c.f. [55, 41.1] ) for varifolds with bounded first variation. In order to show that V coincides with Σ near p, our strategy is to show that V =Ṽ as varifolds in a neighborhood of p. By the transversality argument as above, we only need to show that the densities of V andṼ are identical along Σ ∩ (B r (p)\{p}, where r is chosen as in Claim 5.
Claim 6: Θ n ( V , ·) = Θ n ( Ṽ , ·) on Σ ∩ B r (p)\{p}.
Proof of Claim 6:
Let y ∈ Σ and ρ = dist(y, p) < r be as above. Then since V * * ρ = V inside B ρ (p), by transversality and Proposition 6.11 we have VarTan(V, y) = VarTan(V * * ρ , y). But V * * ρ =Ṽ on A ρ,s 2 (p), so we must have VarTan(V * * ρ , y) = {Θ n ( Ṽ , y)|T y Σ|}. Thus Θ n ( V , y) = Θ n ( Ṽ , y).
Combining Claims 5 and 6 yields that V =Ṽ on B r (p) ∩ M . This finishes the proof of Step 5, and hence also completes the proof of the main Theorem 7.1.
Finally we have the following result which is implied by the above proof. In particular, if V ∈ C(S) for some critical sequence S ∈ Π as given by Theorem 6.4 
and the remarks following it, we have
Proof. It suffices to prove that ∂Ω i sub-converges to Σ weakly as currents. Take Ω as the weak limit of Ω i as Caccioppoli sets (up to a subsequence), then spt(∂Ω) ⊂ Σ, and |∂Ω| = 0 or Σ as varifolds by the Constancy Theorem (by taking Σ as the ambient space). Fix an arbitrary regular (non-touching) point p in Σ. As in Step 1 of the proof of Theorem 7.1, we can take a first replacement V * near p. In fact, we showed that a posteriori V * coincides with V . The construction of V * , however, came with the constrained minimizers Ω * i by Proposition 6.8. The Constancy Theorem still implies that Ω * i converges weakly to Ω, but now according to the proof of Lemma 6.9, the ∂Ω * i are all smoothly embedded h-hypersurfaces, converging smoothly to Σ in int(K). Therefore ∂Ω * i must converge to Σ as currents in int(K). This shows that ∂Ω = Σ inside int(K) as currents, and hence they must coincide everywhere, which concludes the proof.
APPENDIX A. AN INTERPOLATION LEMMA
The following interpolation lemma was proved in in [65, Appendix A] when h is a constant function. This type of result was essentially due to Pitts [49, Lemma 3.8] , but the modification to find the interpolation sequence using boundaries of Caccioppoli sets was completed by the first author [64, Proposition 5.3] . The extension to non-constant functions h proceeds similar to [65, Appendix A], the key being to control Ω h ≤ c Vol(Ω), so we omit the details here. The desired properties (a, b, c, d) of φ i follow straightforwardly from (B.1)(B.2) and the properties of Q j . SinceQ i is obtained from a continuous deformation from φ * i , a further interpolation argument shows that S is homotopic to S * , and hence we finish the proof of Claim 2.
