Determining whether Hamiltonian cycles exist in graphs is an NP-complete problem, so it is no wonder that the Combinatorica function HamiltonianCycle is slow for large graphs. Theorems by Dirac, Ore, Pósa, and Chvátal provide sufficient conditions that are easy to check for the existence of such cycles. This article provides Mathematica programs for those conditions, thus extending the capability of HamiltonianQ, which only tests the biconnectivity-a simple necessary condition-of a given graph. We also investigate experimentally the limiting behavior of whether the conditions are fulfilled for large random graphs. The phenomenon seen is proved as a theorem, closely related to earlier results by Karp and Pósa. ‡ Introduction
The structure of our paper is as follows. First we define the functions that test the conditions in the theorems by Dirac, Ore, Pósa, and Chvátal and we apply these functions to all the graphs in FiniteGraphs. Two examples are shown to prove that the conditions are different. Next, a few examples are used to show that in some cases the HamiltonianCycle function takes more time than one of our functions using the simplest necessary condition. Experiments on large Erdős-Rényi random graphs GHn, pL as n (the number of vertices) tends to infinity follow, leading to a conjecture that if p > 1 2 (p is the probability of an edge), then the conditions are typically fulfilled, and if p < 1 2 , then they are typically violated. This is in accordance with the results of Pósa [9] and Karp (see [4] ). The conjecture is finally rigorously proved and also illustrated. ‡ Functions
We need these two packages.
Get@"Combinatorica`"D êê Quiet; Get@"GraphUtilities`"D;
First of all, the function RequireQ verifies the necessary condition that all of the vertices of the graph should have at least two neighbors.
RequireQ@G_D := Min@Degrees@GDD ¥ 2;
Next we test four sufficient conditions formulated as in [10] .
Dirac's theorem
A simple graph with n r 3 graph vertices in which each vertex has degree at least a n 2 q has a Hamiltonian cycle. 
Ore's theorem
If a simple graph G has n r 3 graph vertices and every pair of vertices that are not joined by an edge has a sum of degrees that is greater than n, then G has a Hamiltonian cycle.
Pósa's theorem

If a simple graph G has degrees d
, then G has a Hamiltonian cycle. 
O -1FFF ‡ Examples
In these examples we can see the usefulness of the theorems. These two examples also illustrate that the theorems do not always give the same result. However it is easy to see the connection between Dirac's theorem and Ore's theorem, because satisfying the conditions of Dirac's theorem implies that the conditions of Ore's theorem are also satisfied. There are more implications between these theorems, which are not as easy to prove: the conditions of Ore's theorem imply those of Pósa's theorem and the conditions of Pósa's theorem imply those of Chvátal's theorem.
These two examples also illustrate that the theorems do not always give the same result. However it is easy to see the connection between Dirac's theorem and Ore's theorem, because satisfying the conditions of Dirac's theorem implies that the conditions of Ore's theorem are also satisfied. There are more implications between these theorems, which are not as easy to prove: the conditions of Ore's theorem imply those of Pósa's theorem and the conditions of Pósa's theorem imply those of Chvátal's theorem.
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‡ Limit Values in Large Graphs
In applying the theorems for large Erdős-Rényi random graphs (see [11] ) using Mathematica, a question emerges: what kinds of limit do exist?
Let p denote the probability of the existence of an edge. We wonder what happens if p is fixed and the number of vertices tends to infinity. 
Search for Hamiltonian Cycles
As can be seen in the previous example, Pósa's theorem or Chvátal's theorem is more efficient than the others because they gave True and the others did not, so let us use only these two. Our simulation results have shown that in a random graph with a hundred vertices with probability 0.48 for an edge, the conditions of the theorems are violated in about 99.6% of the cases. However, changing the edge probability to 0.52 implies that the conditions of the theorems are satisfied in about 98.8% of the cases.
Let us try these limits in graphs with a thousand vertices.
The ratios seem to be the same, but it is very difficult to compute the relevant probabilities. Here is a table with the test results.
Text ü Grid@88"number of\nvertices", "number of\ntest graphs", "probability\nof an edge", "number of cases\nwhen Pósa's\ntheorem is true", "number of cases\nwhen Chvátal's\ntheorem is true"<, 8100, 10 000, 0.48, 0, 38<,  8100, 10 000, 0.52, 8739, 9862<,  8100, 100 000, 0.48, 9, 344<,  8100, 100 000, 0.52, 87 620, 98 780<,  81000, 1000, 0.48, 0, 0<,  81000, 1000, 0.52, 1000, 1000< , change the edges of the graph with these rules:
If NHyL > NHxL:
We can examine the distribution of in-degrees and out-degrees separately.
With this construction the sum of the in-degree and out-degree for each vertex x is less than or equal to the degree of x in the original graph. BinomialHn, pL = X 1 + X 2 + … + X n , where X i = BernoulliHpL for all i oe 81, 2, …, n<. By
The distribution of in-degrees
It is well known that
The speed of convergence of the CLT is at least on the order of , then b > 0 for large n, so IPIBinomialIe
(This is because lim nØ ¶ H1 + a n L n = e lim nØ ¶ n a n .)
So the probability that all in-degrees are greater than n 4 tends to 1. We can prove the same for the out-degrees, so all of the degrees will be greater than n 2 in the original graph. Then the probability of satisfying the conditions of Dirac's theorem tends to 1 and the same holds for the other three theorems.
, direct the edges of the graph using the following rules if NHyL > NHxL.
Double the edge and direct them in opposite ways, x Ø y and
With this construction the sum of the in-degree and out-degree for each vertex x is greater than or equal to the degree of x in the original graph.
The distribution of the in-degree of x is BinomialJ
, pM if n is even. Let us work with the worst case.
So the probability that all the in-degrees are less than n 4 -1 tends to 1. We can prove the same for the out-degrees, so all degrees will be less than n 2 -2 in the original graph.
Then the probability of satisfying the conditions of Chvátal's theorem tends to 0, and the same holds for the other three theorems. ‡ Some illustrations of the proof follow.
Here we can see that the distribution of the degrees is near to BinomialHn -1, pL, where n is the number of the vertices and p denotes the probability of the existence of an edge. Let e > 0; if we fix p = 
M.
L. Pósa [9] : Almost all graphs with n vertices and c n logHnL edges are Hamiltonian.
With these theorems it is easy to see that if p > 1 2 and n Ø ¶, then the probability that GHn, pL is Hamiltonian tends to 1. Moreover these theorems imply that if p is independent of n and n Ø ¶, then the probability that GHn, pL is Hamiltonian tends to 1.
The experiments show that the theorems are not only useful, but also raise interesting questions. ‡ Acknowledgments I wish to thank Gábor Wiener and Gábor Borbély for stimulating discussions and suggestions. The help of Ágnes Tóth both in programming and theory is highly appreciated. I am grateful to Daniel Lichtblau and Ambrus Zsbán, who gave ideas for the proof.
