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Abstract
Given p∈ (1, 2), we study Lp solutions of a multi-dimensional backward stochastic differential equation with
jumps (BSDEJ) whose generator may not be Lipschitz continuous in (y, z)−variables. We show that such a
BSDEJ with p−integrable terminal data admits a unique Lp solution by approximating the monotonic generator
by a sequence of Lipschitz generators via convolution with mollifiers and using a stability result.
Keywords: Backward stochastic differential equations with jumps, Lp solutions, monotonic generators, convo-
lution with mollifiers.
1 Introduction
Let p ∈ (1, 2) and T ∈ (0,∞). In this paper, we study Lp solutions of a multi-dimensional backward stochastic
differential equation with jumps (BSDEJ)
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Us)ds−
∫ T
t
Zs dBs −
∫
(t,T ]
∫
X
Us(x)N˜p(ds, dx), t ∈ [0, T ] (1.1)
over a probability space (Ω,F , P ) on which B is a Brownian motion and p is an X−valued Poisson point process
independent of B. Practically speaking, if the Brownian motion stands for the noise from the financial market, then
the Poisson random measure can be interpreted as the randomness of insurance claims. In the BSDEJ (1.1) with
generator f and terminal data ξ, a solution consists of an adapted ca`dla`g process Y , a locally square-integrable
predictable process Z and a locally p−integrable predictable random field U .
The backward stochastic equation (BSDE) was introduced by Bismut [11] as the adjoint equation for the Pon-
tryagin maximum principle in stochastic control theory. Later, Pardoux and Peng [64] commenced a systematical
research of BSDEs. Since then, the BSDE theory has grown rapidly and has been applied to various areas such
as mathematical finance, theoretical economics, stochastic control and optimization, partial differential equations,
differential geometry and etc, (see the references in [32, 27]).
Li and Tang [70] introduced into the BSDE a jump term that is driven by a Poisson random measure independent
of the Brownian motion. These authors obtained the existence of a unique solution to a BSDEJ with a Lipschitz
generator and square-integrable terminal data. Then Barles, Buckdahn and Pardoux [17, 7] showed that the well-
posedness of BSDEJs gives rise to a viscosity solution of a semilinear parabolic partial integro-differential equation
(PIDE) and thus provides a probabilistic interpretation of such a PIDE. Later, Pardoux [63] relaxed the Lipschitz
condition of the generator on variable y by assuming a monotonicity condition on variable y instead. Situ [69] and
Mao and Yin [76] even degenerated the monotonicity condition of the generator to a weaker version so as to remove
the Lipschitz condition on variable z.
During the development of the BSDE theory, some efforts were made in relaxing the square integrability on the
terminal data so as to be compatible with the fact that linear BSDEs are well-posed for integrable terminal data
or that linear expectations have L1 domains: El Karoui et al. [32] showed that for any p−integrable terminal data,
the BSDE with a Lipschitz generator admits a unique Lp−solution. Then Briand and Carmona [13] reduced the
Lipschitz condition of the generator on variable y by a strong monotonicity condition as well as a polynomial growth
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condition on variable y. Later, Briand et al. [14] found that the polynomial growth condition is not necessary if one
uses the monotonicity condition similar to that of [63].
In the present paper, assuming that the generator f satisfies monotonicity conditions (H6) and (H3) on (y, z);
that f has a general growth condition (H2) on y, a linear growth condition (H4) on z; and that f is Lipschitz
continuous in u, we show in Theorem 2.1 that for any p−integrable terminal data ξ, the BSDEJ (1.1) admits a
unique Lp−solution (Y, Z, U) (see the notations in Subsection 1.1). Consequently, we obtain a general martingale
representation theorem for p−integrable martingales in the jump case (Corollary 2.1).
To demonstrate Theorem 2.1, we start with an inequality (3.2) about the difference of two local p−integrable
solutions to BSDEJs with different parameters under a general monotonicity condition (3.1). The basic inequality
(3.2) gives rise to an a priori estimate (3.3) of the Lp−norm of a solution (Y, Z, U) of a BSDEJ with parameter (ξ, f)
in terms of the Lp norms of |ξ|+∫ T0 |f(t, 0, 0, 0)|dt. The inequality (3.2) also leads to a stability result of Lp−solutions
of BSDEJs (Proposition 3.2), which claims that a sequence of solutions to BSDEJs is a Cauchy sequence under the
Lp−norm if their terminal data is a Cauchy sequence under the Lp−norm and if the solutions satisfy an asymptotic
monotonicity condition (3.4). Then the uniqueness of the Lp−solution to BSDEJ (1.1) immediately follows.
For the existence of an Lp−solution to BSDEJ (1.1), we first deal with the case when the monotonic generator f
has linear growth (H2’) in y and when the random variable |ξ|+∫ T
0
|f(t, 0, 0, 0)|dt is bounded. In Proposition 3.3, we
exploit convolution with mollifiers to approach the monotonic generator f by a sequence of Lipschitz generators, and
utilize the stability result (Proposition 3.2) to show that the L2−solutions of the BSDEJs with the approximating
Lipschitz generators and the bounded terminal data is actually a Cauchy sequence in Sp whose limit solves the
BSDEJ (1.1). Then by truncating the generator f and the terminal data ξ respectively, we employ the stability
result again to obtain the general existence result in Theorem 2.1.
When the generator f is Lipschitz in (y, z, u), we can use the classic fixed-point argument to demonstrate the
existence of a unique Lp−solution of BSDEJ (1.1) with p−integrable terminal data ξ, see Theorem 4.1. In Propo-
sition 4.1, we further represent a Lipschitz generator as the limit of the difference quotients of Lp solutions to the
corresponding BSDEJs.
Main Contributions.
Given U ∈ U2, unlike the case of Brownian stochastic integrals, the Burkholder-Davis-Gundy inequality is
not applicable for the p/2−th power of the Poisson stochastic integral ∫
(0,t]
∫
X
Us(x)N˜p(ds, dx), t ∈ [0, T ]: i.e.
E
[
sup
t∈[0,T ]
( ∫
(0,t]
∫
X Us(x)N˜p(ds, dx)
) p
2
]
can not be dominated by E
[( ∫
(0,T ]
∫
X |Ut(x)|2Np(dt, dx)
) p
2
]
. Moreover, one
may not be able to compare E
[( ∫
(0,T ]
∫
X
|Ut(x)|2Np(dt, dx)
) p
2
]
with E
[( ∫ T
0
∫
X
|Ut(x)|2ν(dx)dt
) p
2
]
. Then we could
not follow the classical argument in the proof of [14, Proposition 3.2], neither could we employ the space U2,p :=
{
U :
E
[( ∫ T
0
∫
X |Ut(x)|2ν(dx)dt
) p
2
]
<∞
}
or the space U˜2,p :=
{
U : E
[( ∫
(0,T ]
∫
X |Ut(x)|2Np(dt, dx)
) p
2
]
<∞
}
.
To address these technical difficulties, we first generalize the Poisson stochastic integral for a random field U ∈Up
by constructing in Lemma 1.1 a ca`dla`g uniformly integrable martingale MUt :=
∫
(0,t]
∫
X
Us(x)N˜p(ds, dx), t ∈ [0, T ],
whose quadratic variation [MU,MU ] is still
∫
(0,t]
∫
X
|Us(x)|2Np(ds, dx), t∈ [0, T ]. Our inequality (5.1) shows that
E
[
[MU,MU ]
p
2
]
≤E
∫
(0,T ]
∫
X
|Ut(x)|pNp(dt, dx)=E
∫ T
0
∫
X
|Ut(x)|pν(dx)dt (1.2)
In deriving the key Lp−type inequality (3.2) about the difference Y 1−Y 2 of two local p−integrable solutions to
BSDEJs with different parameters, our delicate analysis shows that the variational jump part of the dynamics of
|Y 1−Y 2|p will eventually boil down to the term E∫ T
0
∫
X
|U1t (x)−U2t (x)|pν(dx)dt, which justifies our choice of Up
over U2,p or U˜2,p as the space for jump diffusion. The estimation course of the variational jump is full of analytical
subtleties, but we manage to overcome them by leveraging Taylor’s expansion, (1.2) and some new techniques
(
see
(5.11)−(5.19) for details).
It is also worthy mentioning that although our “convolution with mollifiers” approach seems similar to that of [69],
some special treatments are necessary along the way to overcome various technical hurdles raising in the Lp−jump
case; and some auxiliary results, like Lemma A.2 and A.6, are interesting in their own right.
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The financial significance of the present paper lies in the fact that it allows us to study many mathematical finance
problems for a large class of p−integrable financial positions (which may not be square-integrable) under nonlinear
evaluation criteria or risk measurement in a market with jumps. In particular, the paper provides a solid technical
ground for our accompanying articles [74, 75, 73]:
Given a real-valued p−integrable ξ, the wellposedness result (Theorem 2.1 or 4.1) shows that the BSDEJ with
a generator g and the terminal data ξ admits a unique solution, whose Y−component Y ξ can be regarded as the
so-called “(conditional) g−expectation” of ξ: Eg[ξ|Ft] := Y ξt , t ∈ [0, T ]. In [74], we first derive a strict comparison
theorem for Lp−solutions of BSDEJs with Lipschitz generators g that satisfy an additional condition on u−variable
(see (A3) therein). Then we demonstrate that the g−expectations, as nonlinear expectations with Lp domains
under jump filtration, inherit many basic properties from the classic linear expectations and are closely related to
axiom-based coherent and convex risk measures (see [4, 33, 67]) in mathematical finance.
In [75], we study a general class of jump-filtration consistent nonlinear expectations E with Lp−domains, which
includes many coherent or convex time-consistent risk measures ρ = {ρt}t∈[0,T ]. Under certain domination condi-
tion, we demonstrate that the nonlinear expectation E preserves many important (martingale) properties of linear
expectations (including optional sampling and Doob-Meyer decomposition), and thus can be represented by some
g−expectation. Consequently, one can utilize the BSDEJ theory to systematically analyze the risk measure ρ with
Lp−domains and employ numerical schemes of BSDEJs to run simulation for financial problems involving ρ in a
financial market with jumps.
Moreover, we analyze in [73] a BSDEJ with a p−integrable reflecting barrier L whose generator g is Lipschitz
continuous in (y, z, u). We show that such a reflected BSDEJ with p−integrable parameters admits a unique Lp
solution, and thus solves the corresponding optimal stopping problem under the g−expectation or some dominated
risk measure with Lp−domain: the Y−component of the unique solution is exactly the Snell envelope of process L
under the g−expectation and the first time it meets L is an optimal stopping time for maximizing the g−expectation
of reward L or minimizing the risk measure of financial position L.
Relevant Literature.
Besides the aforementioned works, we would like to make a synopsis of some recent research on BSDEJs.
1) Kruse and Popier [53] lately studied a similar Lp−solution problem of BSDE under a right-continuous filtration
which may be larger than the jump filtration:
Yt=ξ+
∫ T
t
f(s, Ys, Zs, Us)ds−
∫ T
t
Zs dBs−
∫
(t,T ]
∫
X
Us(x)N˜p(ds, dx)−
∫ T
t
dMs, t∈ [0, T ], (1.3)
where M is a local martingale orthogonal to the jump filtration. However, their wellposedness result requires a
relatively stronger monotone condition and Lipschitz continuity of f in z
(
see (H1) and (H3) therein
)
.
Klimsiak studied Lp solutions of reflected BSDEs under a general right-continuous filtration in [49], and analyzed
Lp solutions to BSDEs with monotone generators and two irregular reflecting barriers in [48].
2) The researches on BSDEs over general filtered probability spaces have recently attracted more and more attention.
A series of works [16, 30, 32, 15, 18, 56, 19] are dedicated to the theory of BSDEs (1.3) but driven by a ca`dla`g
martingale under a right-continuous filtration that is also quasi-left continuous. Lately, [12, 62] removed the quasi-
left continuity assumption from the filtration so that the quadratic variation of the driving martingale does not need
to be absolutely continuous. On the other hand, based on a general martingale representation result due to Davis and
Varaiya [28], Cohen and Elliott [22, 23] discussed the case where the driving martingales are not a priori chosen but
imposed by the filtration; see Hassani and Ouknine [38] for a similar approach on a BSDE in form of a generic map
from a space of semimartingales to the spaces of martingales and those of finite-variation processes. Also, Mania and
Tevzadze [57] and Jeanblanc et al. [40] studied BSDEs for semimartingales and their applications to mean-variance
hedging.
As to BSDEs driven by other discontinuous random sources, Xia [72] and Bandini [6] studied BSDEs driven by
a random measure; Confortola et al. [25, 26] considered BSDEs driven by a marked point process; [61, 5, 66, 36]
analyzed BSDEs driven by Le´vy processes; [2, 68, 46] discussed BSDEs driven by a process with a finite number of
marked jumps.
3) There are also plenty of researches on quadratic BSDEJs:
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To study the exponential utility maximization problem with an additional liability, Becherer [9] extended Koby-
lanski [52]’s monotone stability approach to a jump-diffusion model and obtained a unique bounded solution to a
related BSDE driven by a random measure whose generator may not be Lipschitz continuous in u. Becherer et al.
[10] recently generalized this result for random measures of infinite activity with a non-deterministic compensator.
Meanwhile, Morlais [58] utilized a similar monotone stability approach and dynamic programming to show that a
special quadratic BSDEJ with bounded terminal data has a unique solution, whose Y component is the value process
of an exponential utility maximization problem with jumps. Morlais [59] even obtained an existence result for such
quadratic BSDEJs with exponentially integrable terminal data.
For general quadratic BSDEJs with unbounded terminal data, Ngoupeyou [60] and El Karoui et al. [31] extended
Barrieu and El Karoui [8]’s quadratic semimartingales approach to the jump case. They managed to obtain an
existence result for quadratic-exponential BSDEJs (i.e. quadratic BSDEJs whose generators have a exponential
growth in u) with unbounded terminal data. Also, Jeanblanc et al. [41] described the value process of a utility
optimization problem under Knightian-uncertainty in a jump setting as a class of quadratic-exponential BSDEJs.
When generators of quadratic-exponential BSDEJs are allowed to be locally-Lipschitz, Fujii and Takahashi [34]
provided a sufficient condition for the Malliavin’s differentiability of such BSDEJs with bounded terminal data while
[3] could still employ [52]’s monotone stability approach to show the wellposedness of such BSDEJs.
As to different methods on quadratic BSDEJs, Kazi-Tani et al. [42, 45] exploited the fixed-point approach as
in Tevzadze [71] and an exquisite splitting technique to demonstrate the wellposedness of quadratic-exponential
BSDEJs with bounded terminal data and applied this result to study the related nonlinear expectations; Laeven and
Stadje [55] took a duality approach to characterize the value of an optimal portfolio valuation problem as the unique
solution to a BSDEJ with a convex generator which has at most quadratic growth in z.
4) For results on BSDEJs in other interesting directions, see [44, 43] for second-order BSDEs with jumps and the
related fully-nonlinear PIDEs; see Cohen and Elliott [20, 21, 24] for BSDEs driven by Markov chains; see Kharroubi
et al. [47] for (minimal) solutions to BSDEs with constrained jumps and related quasi-variational inequalities; see
Aazizi and Ouknine [1] for a class of constrained BSDEJs and its application in pricing and hedging American
options; see Klimsiak and Rozkosz [50, 51] for a general (non-Markovian) BSDE and a related semilinear elliptic
equation with measure data whose operator is associated with a regular semi-Dirichlet form; see [54, 37] for BSDEJs
with singular terminal data and their applications to optimal position targeting and a non-Markovian liquidation
problem respectively; see also [35] for numerical simulation of BSDEJs by Wiener chaos expansion among other.
The rest of the paper is organized as follows: In Section 1, we list necessary notations, and we generalize the
Poisson stochastic integral for U ∈ Up so as to define BSDEJs in Lp sense. After making some assumptions on
generator f
(
including the monotonicity conditions in (y, z)
)
, we present in Section 2, the main result of our paper,
the existence and uniqueness of an Lp−solution to a BSDEJ with p−terminal data, which gives rise to a general
martingale representation theorem for p−integrable martingales in the jump case. In Section 3, we give an inequality
about the difference of two local p−integrable solutions to BSDEJs as well as two consequences of it: an a priori
estimate and a stability result of Lp−solutions of BSDEJs, both are important to prove Theorem 2.1. Section 3
also includes a basic existence result of Lp−solutions to BSDEJs with bounded parameters, which is also crucial for
Theorem 2.1. Section 4 further discusses the wellposedness of BSDEJs with Lipschitz generators in Lp sense and
the corresponding generator representation. The proofs of our results are deferred to Section 5, and the Appendix
contains some necessary technical lemmata.
1.1 Notation and Preliminaries
Throughout this paper, we fix a time horizon T ∈ (0,∞) and consider a complete probability space (Ω,F , P ) on
which a d−dimensional Brownian motion B is defined.
For a generic ca`dla`g process X , we denote its corresponding jump process by ∆Xt :=Xt−Xt−, t ∈ [0, T ] with
X0− :=X0. Given a measurable space (X ,FX ), let p be an X−valued Poisson point process on (Ω,F , P ) that is
independent of B. For any scenario ω ∈ Ω, let Dp(ω) collect all jump times of the path p(ω), which is a countable
subset of (0, T ] (see e.g. Section 1.9 of [39]). We assume that for some finite measure ν on
(X ,FX ), the counting
measure Np(dt, dx) of p on [0, T ]×X has compensator E
[
Np(dt, dx)
]
= ν(dx)dt. The corresponding compensated
Poisson random measure N˜p is N˜p(dt, dx) :=Np(dt, dx)−ν(dx)dt.
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For any t∈ [0, T ], we define sigma-fields
FBt := σ
{
Bs; s ≤ t
}
, FNt := σ
{
Np
(
(0, s], A
)
; s ≤ t, A ∈ FX
}
, Ft :=σ
(FBt ∪FNt )
and augment them by all P−null sets in F . Clearly, the jump filtration F = {Ft}t∈[0,T ] is complete and right-
continuous (i.e. satisfies the usual hypotheses, see e.g., [65]). Let P
(
resp. P̂
)
denote the F−progressively measur-
able (resp. F−predictable) sigma-field on [0, T ]×Ω, and let T collect all F−stopping times.
For a generic Euclidean space E with norm ‖ · ‖, we define:
D(x) := 1{x 6=0}
1
‖x‖x and πr(x) :=
r
r ∨ ‖x‖x, ∀x ∈ E, ∀ r ∈ (0, T ].
See Lemma A.4 and Lemma A.6 for the properties of these two functions.
Given l ∈ N, the following spaces of functions will be used in the sequel:
1) For any p∈ [1,∞), let Lp+[0, T ] be the space of all measurable functions ψ : [0, T ]→ [0,∞) with
∫ T
0
(
ψ(t)
)p
dt<∞.
2) For p∈(1, 2], let Lpν :=Lp(X ,FX , ν;Rl) be the space of all Rl−valued, FX−measurable functions u with ‖u‖Lpν :=( ∫
X |u(x)|pν(dx)
) 1
p <∞. For any u1, u2∈Lpν , we say u1=u2 if u1(x)=u2(x) for ν−a.s. x ∈X.
3) For any sub-sigma-field G of F , let
• L0+(G) be the space of all real-valued non-negative G−measurable random variables;
• Lp+(G) :=
{
ξ ∈ L0+(G) : ‖ξ‖Lp+(G) :=
{
E
[
ξp
]} 1
p <∞
}
for all p ∈ [1, 2);
• L∞+ (G) :=
{
ξ ∈ L0+(G) : ‖ξ‖L∞+ (G) := esssup
ω∈Ω
ξ(ω) <∞
}
;
• L0(G) be the space of all Rl−valued, G−measurable random variables;
• Lp(G) :=
{
ξ ∈ L0(G) : ‖ξ‖Lp(G) :=
{
E
[|ξ|p]} 1p <∞} for all p ∈ [1, 2);
• L∞(G) :=
{
ξ ∈ L0(G) : ‖ξ‖L∞(G) := esssup
ω∈Ω
|ξ(ω)| <∞
}
.
4) Let D0 be the space of all Rl−valued, F−adapted ca`dla`g processes, and let D∞ be the space of all Rl−valued,
F−adapted ca`dla`g processesX with ‖X‖D∞ := esssup
(t,ω)∈[0,T ]×Ω
|Xt(ω)|=esssup
ω∈Ω
X∗(ω)<∞, whereX∗(ω) := sup
t∈[0,T ]
∣∣Xt(ω)∣∣.
5) Set Z2loc :=L
2
loc
(
[0, T ]×Ω, P̂, dt×dP ;Rl×d), the space of all Rl×d−valued, F−predictable processes Z with ∫ T
0
|Zt|2 dt
<∞, P−a.s.
6) For any p ∈ [1, 2], we let
• Dp :=
{
X∈D0 : ‖X‖Dp :=
{
E[Xp∗ ]
} 1
p <∞
}
.
• Z2,p :=
{
Z∈Z2loc : ‖Z‖Z2,p :=
{
E
[( ∫ T
0 |Zt|2 dt
) p
2
]} 1
p
<∞
}
. We will simply denote Z2,2 by Z2. For any Z∈Z2,p, the
Burkholder-Davis-Gundy inequality implies that
E
[
sup
t∈[0,T ]
∣∣∣ ∫ t
0
ZsdBs
∣∣∣p]≤cp,lE[(∫ T
0
∣∣Zs∣∣2ds)p2 ]<∞ (1.4)
for some constant cp,l>0 depending on p and l. So
{ ∫ t
0ZsdBs
}
t∈[0,T ]
is a uniformly integrable martingale.
• Uploc := Lploc
(
[0, T ]×Ω×X , P̂⊗FX , dt×dP ×ν(dx);Rl
)
be the space of all P̂⊗FX−measurable random fields
U : [0, T ]×Ω×X →Rl such that ∫ T0 ∫X |Ut(x)|pν(dx)dt= ∫ T0 ‖Ut‖pLpνdt<∞, P−a.s. For any U ∈Uploc, it is clear that
U(t, ω)∈Lpν for dt×dP−a.s. (t, ω)∈ [0, T ]×Ω.
• Up :=
{
U ∈Uploc : ‖U‖Up :=
{
E
∫ T
0
∫
X |Ut(x)|pν(dx)dt
} 1
p <∞
}
=Lp
(
[0, T ]×Ω×X , P̂⊗FX , dt×dP×ν(dx);Rl
)
.
• Let us simply denote Dp×Z2,p×Up by Sp.
In this paper, we use the convention inf ∅ :=∞ and let cp,l denote a generic constant depending only on p and l
(in particular, cl stands for a generic constant depending only on l), whose form may vary from line to line.
1.2 Generalization of Poisson Stochastic Integrals
The stochastic integral with respect to the compensated Poisson random measure N˜p(dt, dx) (or simply “Poisson
stochastic integral”) is usually defined for locally square integrable random fields U ∈U2loc. In this subsection, we
will generalize such kind of stochastic integral for random fields in ∪
p∈[1,2)
U
p
loc in spirit of [29, VIII.75].
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LetM1 be the space of all ca`dla`g local martingalesM={Mt}t∈[0,T ] with ‖M‖M1 :=E
{[
M,M
] 1
2
T
}
<∞. According
to [29, VII.81-VII.92], ‖ · ‖M1 is a norm on M1 that is equivalent to ‖ · ‖D1 , thus
(
M
1, ‖ · ‖M1
)
is a Banach space.
Let p∈ [1, 2) and U ∈Up. For any n∈N, since E∫ T
0
∫
X
1{|Us(x)|≤n}|Us(x)|2ν(dx)ds≤n2−pE
∫ T
0
∫
X
|Us(x)|pν(dx)ds
<∞, MU,nt :=
∫
(0,t]
∫
X
1{|Us(x)|≤n}Us(x)N˜p(ds, dx), t∈ [0, T ] defines a square integrable martingale.
Lemma 1.1. Let p∈ [1, 2). For any U ∈Up, {MU,n}n∈N is a Cauchy sequence in
(
M1, ‖ · ‖M1
)
, whose limit MU is
a ca`dla`g uniformly integrable martingale with quadratic variation [MU,MU ]t=
∫
(0,t]
∫
X
|Us(x)|2Np(ds, dx), t∈ [0, T ].
The jump process of MU satisfies that for P−a.s. ω∈Ω,
∆MUt (ω)=1{t∈Dp(ω)}U
(
t, ω, pt(ω)
)
, ∀ t∈(0, T ]. (1.5)
Moreover, U→MU is a linear mapping on Up.
We shall assign MU as the Poisson stochastic integral∫
(0,t]
∫
X
Us(x)N˜p(ds, dx), t ∈ [0, T ] (1.6)
of U ∈ Up. Analogous to the classic extension of Poisson stochastic integrals from U2 to U2loc, one can define the
stochastic integral (1.6) (or simply MU ) for any U ∈Uploc, which is a ca`dla`g local martingale with quadratic variation∫ t
0
∫
X
|Us(x)|2Np(ds, dx), t ∈ [0, T ] and whose jump process satisfies (1.5) also. This generalized Poisson stochastic
integral is still linear in U ∈Uploc.
1.3 BSDEs with Jumps
From now on, let us fix p ∈ (1, 2). A mapping f : [0, T ]×Ω×Rl×Rl×d×Lpν → Rl is called a p−generator if it is
P⊗B(Rl)⊗B(Rl×d)⊗B(Lpν)/B(Rl)−measurable. For any τ ∈T ,
fτ (t, ω, y, z, u) :=1{t<τ(ω)} f(t, ω, y, z, u), ∀ (t, ω, y, z, u)∈ [0, T ]×Ω×Rl×Rl×d×Lpν
is also P⊗B(Rl)⊗B(Rl×d)⊗B(Lpν)/B(Rl)−measurable.
Definition 1.1. Given p ∈ (1, 2), let ξ ∈ L0(FT ) and f be a p−generator. A triplet of processes (Y, Z, U) ∈ D0×
Z2loc×Uploc is called a solution of a backward stochastic differential equation with jumps that has terminal data ξ and
generator f
(
BSDEJ (ξ, f) for short
)
if
∫ T
0 |f(s, Ys, Zs, Us)|ds<∞, P−a.s. and if (1.1) holds P−a.s.
Remark 1.1. Let p∈(1, 2).
(1 ) Let U ∈Uploc. For any τ ∈T , since
{
1{t≤τ}
}
t∈[0,T ]
is an F−adapted ca`gla`d process (and thus F−predictable), the
process
{
1{t≤τ}Ut
}
t∈[0,T ]
also belongs to Uploc. By Subsection 1.2, the stochastic integral
∫
(0,τ ]
∫
XUs(x)N˜p(ds, dx) =∫
(0,T ]
∫
X1{s≤τ}Us(x)N˜p(ds, dx) is well defined. More general, the stochastic integral
∫
(τ,γ]
∫
XUs(x)N˜p(ds, dx) is valid
for any τ, γ∈T with τ≤γ, P−a.s.
(2 ) Given ξ∈L0(FT ) and a p−generator f , let (Y, Z, U) be a solution of BSDEJ (ξ, f) as described in Definition 1.1.
For P−a.s. ω∈Ω, we see from (1.1) and (1.5) that
∆Yt(ω) = ∆M
U
t (ω) = 1{t∈Dp(ω)}U
(
t, ω, pt(ω)
)
, ∀ t ∈ [0, T ], (1.7)
which implies that {
t ∈ [0, T ] : Yt−(ω) 6= Yt(ω)
} ⊂ Dp(ω) is a countable subset of [0, T ]. (1.8)
2 Main Result
In the rest of this paper, we set q := pp−1 >2 and let β be a [0,∞)−valued, F−progressively measurable process with∫ T
0 βtdt∈L∞+ (FT ). We make the following assumptions on p−generators f :
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(H1) For each (t, ω, u)∈ [0, T ]×Ω× Lpν , the mapping (y, z)→f(t, ω, y, z, u) is continuous.
(H2) For any δ>0, there exists a [0,∞)−valued, F−progressively measurable process φδ with E ∫ T0 φδtdt<∞ such
that sup
|y|≤δ
∣∣f(t, y, 0, 0)−f(t, 0, 0, 0)∣∣≤φδt , dt×dP−a.s.
(H3) It holds for dt×dP−a.s. (t, ω)∈ [0, T ]×Ω that〈
y, f(t, ω, y, 0, 0)−f(t, ω, 0, 0, 0)〉≤β(t, ω)|y|2, ∀ y∈Rl.
(H4) For some c1(·)∈L2+[0, T ], it holds for dt×dP−a.s. (t, ω) ∈ [0, T ]×Ω that
|f(t, ω, y, z, 0)−f(t, ω, y, 0, 0)| ≤ β(t, ω)+c1(t)|z|, ∀ (y, z) ∈ Rl × Rl×d.
(H5) For some c2(·)∈Lq+[0, T ], it holds for dt×dP−a.s. (t, ω) ∈ [0, T ]×Ω that∣∣f(t, ω, y, z, u1)−f(t, ω, y, z, u2)∣∣≤c2(t)‖u1−u2‖Lpν , ∀ (y, z, u1, u2)∈Rl×Rl×d×Lpν×Lpν .
(H6) It holds for dt×dP−a.s. (t, ω)∈ [0, T ]×Ω that
|y1−y2|p−1
〈
D(y1−y2), f(t, ω, y1, z1, u)−f(t, ω, y2, z2, u)
〉≤λ(t) θ(|y1−y2|p)+Φ(t, ω)|y1−y2|p
+Λ(t, ω)|y1−y2|p−1|z1−z2|, ∀ (y1, z1), (y2, z2)∈Rl×Rl×d, ∀u∈Lpν ,
where λ(·)∈L1+[0, T ]; θ : [0,∞)→ [0,∞) is an increasing concave function satisfying
∫ 1
0+
1
θ(t)dt=∞; and Φ,Λ are two
[0,∞)−valued, B[0, T ]⊗FT−measurable process such that
∫ T
0 (Φt∨Λ2t )dt∈L∞+ (FT ) and E
∫ T
0 Λ
2+e
t dt<∞ for some
e∈(0, 1).
Remark 2.1. Given p∈ (1, 2), let f be a p−generator satisfying (H2 ), (H4 ), (H5 ) and that ∫ T
0
|f(t, 0, 0, 0)|dt<∞,
P−a.s. Then it holds for any (Y, Z, U)∈D1×Z2loc×Uploc that
∫ T
0
|f(t, Yt, Zt, Ut)|dt<∞, P−a.s.
For simplicity, set C :=
( ∫ T
0
(
c1(t)
)2
dt
)
∨
( ∫ T
0
(
c2(t)
)q
dt
)
, Cβ :=
∥∥ ∫ T
0
βtdt
∥∥
L∞+ (FT )
, CΦ :=
∥∥ ∫ T
0
Φtdt
∥∥
L∞+ (FT )
and
CΛ :=
∥∥ ∫ T
0 Λ
2
tdt
∥∥
L∞+ (FT )
.
Our main goal is the following existence and uniqueness result of BSDEJs for case “p ∈ (1, 2)”.
Theorem 2.1. Given p ∈ (1, 2), let ξ ∈ Lp(FT ) and let f be a p−generator satisfying (H1 )−(H6 ) such that∫ T
0
|f(t, 0, 0, 0)|dt ∈ Lp+(FT ) and that the parameter c2(·) ∈ Lq
′
+ [0, T ] for some q
′ ∈ (q,∞). Then the BSDEJ (ξ, f)
admits a unique solution (Y, Z, U)∈Sp.
This wellposedness gives rise to a general martingale representation theorem in the jump case as follows:
Corollary 2.1. Let p∈(1, 2). For any ξ ∈ Lp(FT ), there exists a unique pair (Z,U) ∈ Z2,p×Up such that P−a.s.
E[ξ|Ft] = E[ξ] +
∫ t
0
ZsdBs +
∫
(0,t]
∫
X
Us(x)N˜p(ds, dx), t∈ [0, T ]. (2.1)
3 A priori Estimate and Stability Result
To prove Theorem 2.1, we started with an inequality about the difference of two local p−integrable solutions to
BSDEJs with different parameters under a general monotonicity condition.
Lemma 3.1. Let p∈(1, 2). For i=1, 2, let ξi∈L0(FT ), let fi be a p−generator, and let (Y i, Zi, U i)∈D0×Z2loc×Uploc
be a solution of BSDEJ (ξi, fi) such that Y
1−Y 2∈Dp. Assume that ds×dP−a.s.
|Y 1s −Y 2s |p−1
〈
D(Y 1s −Y 2s ), f1(s, Y 1s , Z1s , U1s )−f2(s, Y 2s , Z2s , U2s )
〉
≤|Y 1s −Y 2s |p−1
[
gs +Φs|Y 1s −Y 2s |+Λs|Z1s−Z2s |+Γs
∥∥U1s −U2s∥∥Lpν]+Υs, (3.1)
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where g, Φ, Λ, Υ, Γ are five [0,∞)−valued, B[0, T ]⊗FT−measurable processes satisfying
∫ T
0 (Φt ∨Λ2t ∨Γqt )dt ∈
L∞+ (FT ) and E
[
(
∫ T
0 gsds)
p+
∫ T
0 Υsds
]
< ∞. Then for some constant C depending on T , ν(X ), p, CΦ, CΛ and
CΓ :=
∥∥ ∫ T
0 Γ
q
tdt
∥∥
L∞+ (FT )
,
E
[
sup
s∈[t,T ]
|Y 1s −Y 2s |p+
(∫ T
t
∣∣Z1s−Z2s ∣∣2ds) p2 +∫ T
t
∫
X
|U1s (x)−U2s (x)|pν(dx)ds
]
≤CE
[
|ξ1−ξ2|p+
(∫ T
t
gsds
)p
+
∫ T
t
Υsds
]
, ∀ t ∈ [0, T ]. (3.2)
This basic inequality gives rise to an a priori estimate and a stability result of Lp−solutions of BSDEJs, both of
which will play important roles in the demonstration of Theorem 2.1.
Proposition 3.1. Given p∈(1, 2), let ξ∈Lp(FT ) and f be a p−generator satisfying (H3 )−(H5 ) and
∫ T
0
|f(t, 0, 0, 0)|dt ∈
Lp+(FT ). If (Y, Z, U)∈Dp×Z2loc×Uploc solves BSDEJ (ξ, f), then
‖Y ‖p
Dp
+
∥∥Z∥∥p
Z2,p
+
∥∥U∥∥p
Up
≤CE
[
1+|ξ|p+
(∫ T
0
|f(t, 0, 0, 0)|dt
)p ]
<∞ (3.3)
for some constant C depending on T , ν(X ), p, C and Cβ.
Proposition 3.2. Given p ∈ (1, 2), let {ξn}n∈N be a Cauchy sequence in Lp(FT ). For each n ∈ N, let fn be a
p−generator and let (Y n, Zn, Un)∈ Sp be a solution of BSDEJ (ξn, fn). Assume that for any m,n∈N with m>n,
(Y m,n, Zm,n, Um,n) :=(Y m−Y n, Zm−Zn, Um−Un) satisfies that ds×dP−a.s.
|Y m,ns |p−1
〈
D(Y m,ns ), fm
(
s, Y ms , Z
m
s , U
m
s
)− fn(s, Y ns , Zns , Uns )〉
≤ λ(s) θ(|Y m,ns |p + ηn)+Φs|Y m,ns |p+|Ym,ns |p−1[Λs|Zm,ns |+c(s)∥∥Um,ns ∥∥Lpν]+Υm,ns , (3.4)
where
(i) λ(·)∈L1+[0, T ] and θ : [0,∞)→ [0,∞) is an increasing concave function satisfying
∫ 1
0+
1
θ(t)dt =∞;
(ii) c(·)∈Lq+[0, T ] and Φ, Λ are two [0,∞)−valued, B[0, T ]⊗FT−measurable processes with
∫ T
0
(Φt∨Λ2t )dt∈L∞+ (FT );
(iii) ηn∈L1+(FT ) and Υm,n is a [0,∞)−valued, B[0, T ]⊗FT−measurable process such that
lim
n→∞
E[ηn]= lim
n→∞
sup
m>n
E
∫ T
0
Υm,nt dt = 0. (3.5)
If
∫ T
0 λ(t)dt>0, we further assume that
sup
n∈N
(
‖Y n‖Dp+‖Zn‖Z2,p+‖Un‖Up
)
<∞. (3.6)
Then
{
(Y n, Zn, Un)
}
n∈N
is a Cauchy sequence in Sp.
The following result shows that a BSDEJ with bounded terminal data has a solution, which will also play a key
role in the proof of Theorem 2.1.
Proposition 3.3. Given p∈(1, 2), let ξ∈L∞(FT ) and f be a p−generator satisfying (H1 ), (H3 )−(H6 ) and that
(H2’) For some κ0∈(0,∞), it holds for dt×dP−a.s. (t, ω)∈ [0, T ]×Ω that∣∣f(t, ω, y, 0, 0)−f(t, ω, 0, 0, 0)∣∣≤κ0(1+|y|), ∀ y∈Rl.
If
∫ T
0 |f(t, 0, 0, 0)|dt ∈L∞+ (FT ), then the BSDEJ (ξ, f) has a solution (Y, Z, U)∈D∞×Z2,p×Up.
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4 Wellposedness with Lipschitz Generators
When the p−generator is Lipschitz continuous in (y, z, u), the condition (H1) is not necessary to derive a unique
solution for the corresponding BSDE with jump. We shall demonstrate this using a fixed-point argument as well as
Theorem 2.1.
Theorem 4.1. Given p ∈ (1, 2), let ξ ∈ Lp(FT ) and let f be a p−generator with
∫ T
0 |f(t, 0, 0, 0)|dt ∈ Lp+(FT ). If
there exists two [0,∞)−valued, B[0, T ]⊗FT−measurable processes β˜, Λ with
∫ T
0 (β˜
q
t ∨Λ2t )dt∈L∞+ (FT ) such that for
dt×dP−a.s. (t, ω)∈ [0, T ]×Ω∣∣f(t, ω, y1, z1, u1)−f(t, ω, y2, z2, u2)∣∣ ≤ β˜(t, ω)(|y1−y2|+‖u1−u2‖Lpν)
+Λ(t, ω)|z1−z2|, ∀ (yi, zi, ui)∈Rl×Rl×d×Lpν, i=1, 2. (4.1)
Then BSDEJ (ξ, f) admits a unique solution (Y, Z, U)∈Sp.
As a consequence of Theorem 2.1 and Theorem 4.1, we have the following result on BSDEJs whose generator f
is null after some stopping time τ .
Corollary 4.1. Given p∈(1, 2), let f be a p−generator with ∫ T
0
|f(t, 0, 0, 0)|dt∈Lp+(FT ) such that either (H1 )−(H6 )
or (4.1) holds. For any τ ∈T and ξ∈Lp(Fτ ), the unique solution
(
Y, Z, U
)
of the BSDEJ (ξ, fτ ) in S
p satisfies that
P
{
Yt=Yτ∧t, t∈ [0, T ]
}
=1 and that
(
Zt, Ut
)
=1{t≤τ}
(
Zt, Ut
)
, dt×dP−a.s.
We can even represent a Lipschitz p−generator as the P−a.s. limit of the difference quotients of Lp solutions to
the corresponding BSDEJs:
Proposition 4.1. Given p∈(1, 2) and c>0, let f be a p−generator with ∫ T
0
|f(t, 0, 0, 0)|dt∈Lp+(FT ) such that∣∣f(t, y1, z1, u1)−f(t, y2, z2, u2)∣∣≤ β˜t|y1−y2|+c(|z1−z2|+‖u1−u2‖Lpν), ∀ (yi, zi, ui)∈Rl×Rl×d×Lpν, i=1, 2 (4.2)
holds dt×dP−a.s. for some [0,∞)−valued, B[0, T ] ⊗ FT−measurable process β˜ with
∫ T
0 β˜
q
t dt ∈ L∞+ (FT ). Let
(t, y, z, u)∈ [0, T )×Rl×Rl×d×Lpν such that
lim
s→t+
f(s, y, z, u)=f(t, y, z, u), P−a.s. and E
[
sup
s∈[t,t+δ]
|f(s, y, 0, 0)|p
]
<∞ for some δ=δ(t, y)∈(0, T−t]. (4.3)
For any s∈ (t, T ], let (Y s,y,z,u, Zs,y,z,u, Us,y,z,u) denote the unique Lp solution to BSDEJ (y+V (t, s, z, u), fs) with
V (t, s, z, u) := z(Bs−Bt)+
∫
r∈(t,s]
∫
Xu(x)N˜p(dr, dx)∈Fs and fs(r, ω, y, z, u) :=1{r≤s}f(r, ω, y, z, u), ∀ (r, ω, y, z, u)∈
[0, T ]×Ω×Rl×Rl×d×Lpν. Then it holds P−a.s. that f(t, y, z, u)= lim
ε→0+
1
ε
(
Y t+ε,y,z,ut −y
)
.
5 Proofs
Proof of Lemma 1.1: 1) Let U ∈Up. Given ω∈Ω, we denote the countable set Dp(ω) by {ti(ω)}i∈N. For any j∈N,
Lemma A.1 shows that( j∑
i=1
∣∣U(ti(ω), ω, pti(ω)(ω))∣∣2)p2 ≤ j∑
i=1
∣∣U(ti(ω), ω, pti(ω)(ω))∣∣p≤ ∑
t∈Dp(ω)
∣∣U(t, ω, pt(ω))∣∣p=(∫
(0,T ]
∫
X
|Ut(x)|pNp(dt, dx)
)
(ω).
Letting j→∞ on the left-hand-side yields that
(∫
(0,T ]
∫
X
|Ut(x)|2Np(dt, dx)
)p
2
(ω)=
( ∑
t∈Dp(ω)
∣∣U(t, ω, pt(ω))∣∣2)p2 ≤( ∫
(0,T ]
∫
X
|Ut(x)|pNp(dt, dx)
)
(ω). (5.1)
It follows that
E
[(∫
(0,T ]
∫
X
|Ut(x)|2Np(dt, dx)
)1
2
]
≤1+E
[(∫
(0,T ]
∫
X
|Ut(x)|2Np(dt, dx)
)p
2
]
≤1+E
∫ T
0
∫
X
|Ut(x)|pν(dx)dt<∞, (5.2)
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which implies that
∫
(0,T ]
∫
X |Ut(x)|2Np(dt, dx)<∞, P−a.s.
For any k, n∈N with k>n, since [MU,k−MU,n,MU,k−MU,n]
T
=
∫ T
0
∫
X
1{n<|Us(x)|≤k}|Us(x)|2Np(ds, dx), one has
sup
k≥n
E
{[
MU,k−MU,n,MU,k−MU,n] 12
T
}
≤E
[(∫
(0,T ]
∫
X
1{|Ut(x)|>n}|Ut(x)|2Np(dt, dx)
)1
2
]
.
As n→∞, (5.2) and the monotone convergence theorem show that {MU,n}n∈N is a Cauchy sequence in
(
M1, ‖ ·‖M1
)
.
Let MU be its limit.
2) By Kunita-Watanabe inequality,∣∣[MU,n,MU,n]t−[MU ,MU ]t∣∣= ∣∣[MU,n−MU ,MU,n−MU ]t−2[MU,n−MU ,MU,n]t∣∣
≤ [MU,n−MU ,MU,n−MU ]t+2
(
[MU,n−MU ,MU,n−MU ]t
)1
2
(
[MU,n,MU,n]t
)1
2
=[MU,n−MU ,MU,n−MU ]t+2
(
[MU,n−MU ,MU,n−MU ]t
)1
2
( ∫
(0,t]
∫
X
1{|Us(x)|≤n}|Us(x)|2Np(ds, dx)
)1
2
, ∀ t∈ [0, T ].
Then Lemma A.1 and Ho¨lder’s inequality imply that
E
[
sup
t∈[0,T ]
∣∣[MU,n,MU,n]t−[MU ,MU ]t∣∣ 12 ]
≤E
{[
MU,n−MU ,MU,n−MU] 12
T
}
+
√
2E
[(
[MU,n−MU ,MU,n−MU ]T
)1
4
( ∫
(0,T ]
∫
X
|Ut(x)|2Np(dt, dx)
)1
4
]
≤∥∥MU,n−MU∥∥
M1
+
√
2
∥∥MU,n−MU∥∥12
M1
(
E
[(∫
(0,T ]
∫
X
|Ut(x)|2Np(dt, dx)
)1
2
])1
2
.
Letting n → ∞ yields that lim
n→∞
E
[
sup
t∈[0,T ]
∣∣[MU,n,MU,n]t− [MU ,MU ]t∣∣ 12 ] = 0. So there exists a subsequence of
{MU,n}n∈N
(
we still denote it by {MU,n}n∈N
)
such that lim
n→∞
sup
t∈[0,T ]
∣∣[MU,n,MU,n]t−[MU ,MU ]t∣∣=0, P−a.s., which
together with the monotone convergence theorem yields that for P−a.s. ω∈Ω
[MU ,MU ]t(ω) = lim
n→∞
[MU,n,MU,n]t(ω)= lim
n→∞
↑
(∫
(0,t]
∫
X
1{|Us(x)|≤n}|Us(x)|2Np(ds, dx)
)
(ω)
= lim
n→∞
↑
∑
s∈Dp(ω)∩(0,t]
1{|U(s,ω,ps(ω))|≤n}
∣∣U(s, ω, ps(ω))∣∣2= ∑
s∈Dp(ω)∩(0,t]
∣∣U(s, ω, ps(ω))∣∣2
=
(∫
(0,t]
∫
X
|Us(x)|2Np(ds, dx)
)
(ω), ∀ t∈ [0, T ].
Then the Burkholder-Davis-Gundy inequality and (5.2) show that
E
[
sup
t∈[0,T ]
∣∣MUt ∣∣p] ≤ cp,l[[MU ,MU] p2T ] = cp,lE[(∫
(0,T ]
∫
X
|Ut(x)|2Np(dt, dx)
) p
2
]
<∞,
which implies that MU is a uniformly integrable martingale.
3) As ‖·‖M1 is equivalent to ‖·‖D1 on M1, we see that lim
n→∞
E
[
sup
t∈[0,T ]
∣∣MU,nt −MUt ∣∣] = 0. So there exists a subsequence
of {MU,n}n∈N
(
we still denote it by {MU,n}n∈N
)
such that lim
n→∞
sup
t∈[0,T ]
∣∣MU,nt −MUt ∣∣=0 except on a P−null set N .
We also assume that for any ω∈N c, the paths MU (ω) and MU,n(ω), n∈N are ca`dla`g.
Let ω∈N c, t∈ (0, T ] and ε> 0. One can find N =N(ω)∈N such that sup
t∈[0,T ]
∣∣MU,nt −MUt ∣∣<ε/2 for any n ≥ N .
Also, there exists δ=δ(t, ω)∈ (0, t) such that ∣∣MUs (ω)−MUt−(ω)∣∣<ε/2 for any s ∈ (t− δ, t). Then for any n≥N , we
have
∣∣MU,ns (ω)−MUt−(ω)∣∣ ≤ ∣∣MU,ns (ω)−MUs (ω)∣∣+∣∣MUs (ω)−MUt−(ω)∣∣<ε, ∀ s∈ (t − δ, t). Letting s ր t yields that∣∣MU,nt− (ω)−MUt−(ω)∣∣≤ε, which shows that limn→∞MU,nt− (ω)=MUt−(ω). It follows that
∆MUt (ω) = M
U
t (ω)−MUt−(ω)= limn→∞
(
MU,nt (ω)−MU,nt− (ω)
)
= lim
n→∞
∆MU,nt (ω)
= lim
n→∞
1{t∈Dp(ω)}1{|U(t,ω,pt(ω))|≤n}U
(
t, ω, pt(ω)
)
=1{t∈Dp(ω)}U
(
t, ω, pt(ω)
)
.
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4) Let U1, U2∈Up and n∈N. For i=1, 2, define
X i,nt :=
∫
(0,t]
∫
X
1{|U1s (x)+U2s (x)|≤n}U
i
s(x)N˜p(ds, dx) and X˜
i,n
t :=
∫
(0,t]
∫
X
1{|U1s (x)+U2s (x)|≤n,|Uis(x)|≤n}U
i
s(x)N˜p(ds, dx), t∈ [0, T ].
We can deduce that∥∥MU1+U2, n−MU1, n−MU2, n∥∥
M1
=
∥∥X1,n+X2,n−MU1, n−MU2, n∥∥
M1
≤
∑
i=1,2
(∥∥X i,n−X˜ i,n∥∥
M1
+
∥∥X˜ i,n−MUi, n∥∥
M1
)
=
∑
i=1,2
E
[(∫
(0,T ]
∫
X
1{|U1t (x)+U2t (x)|≤n,|Uit(x)|>n}|U it (x)|2Np(dt, dx)
)1
2
]
+
∑
i=1,2
E
[( ∫
(0,T ]
∫
X
1{|U1t (x)+U2t (x)|>n,|Uit(x)|≤n}|U it (x)|2Np(dt, dx)
)1
2
]
≤
∑
i=1,2
E
[(∫
(0,T ]
∫
X
1{|Uit (x)|>n}|U it (x)|2Np(dt, dx)
)1
2
+
(∫
(0,T ]
∫
X
1{|U1t (x)+U2t (x)|>n}|U it (x)|2Np(dt, dx)
)1
2
]
.
As n→∞, (5.2) and the monotone convergence theorem show that lim
n→∞
∥∥MU1+U2, n−MU1, n−MU2, n∥∥
M1
=0, which
implies that MU
1+U2 =MU
1
+MU
2
.
Next, let U ∈Up, α∈R and n∈N. One has
∥∥MαU,n−αMU,n∥∥
M1
= E
[(∫
(0,T ]
∫
X
1{(1∧|α|−1)n<|Us(x)|≤(1∨|α|−1)n}|αUs(x)|2Np(dt, dx)
)1
2
]
≤ |α|E
[( ∫
(0,T ]
∫
X
1{|Us(x)|>(1∧|α|−1)n}|Us(x)|2Np(dt, dx)
)1
2
]
.
Letting n→∞, using (5.2) and the monotone convergence theorem again yield that lim
n→∞
∥∥MαU,n−αMU,n∥∥
M1
=0,
which implies that MαU =αMU . Therefore U→MU is a linear mapping on Up. 
Proof of Remark 2.1: Let (Y, Z, U)∈D1×Z2loc×Uploc. Fix n, k∈N. Define
τn :=inf
{
t ∈ [0, T ] :
∫ t
0
|f(s, 0, 0, 0)|ds+
∫ t
0
∣∣Zs∣∣2ds+∫ t
0
∫
X
|Us(x)|pν(dx)ds>n
}
∧T ∈T
and Ak :={Y∗≤k}∈FT .
Since |Yt|≤k, ∀ t∈ [0, T ] on Ak, (H2), (H4), (H5) and Ho¨lder’s inequality imply that
E
[
1Ak
∫ τn
0
∣∣f(t, Yt, Zt, Ut)∣∣dt]≤E∫ τn
0
(|f(t, 0, 0, 0)|+φkt+βt+c1(t)|Zt|+c2(t)‖Ut‖Lpν)dt
≤n+Cβ+E
∫ T
0
φkt dt+
(
E
∫ τn
0
(
c1(t)
)2
dt
) 1
2
(
E
∫ τn
0
|Zt|2dt
) 1
2
+
(
E
∫ τn
0
(
c2(t)
)q
dt
) 1
q
(
E
∫ τn
0
‖Ut‖pLpνdt
) 1
p
≤n+Cβ+E
∫ T
0
φkt dt+
√
n
(∫ T
0
(
c1(t)
)2
dt
) 1
2
+n
1
p
( ∫ T
0
(
c2(t)
)q
dt
) 1
q
<∞,
which shows that 1Ak
∫ τn
0
∣∣f(t, Yt, Zt, Ut)∣∣dt<∞, P−a.s. As Y∗<∞, P−a.s., letting k→∞, we see that ∫ τn0 ∣∣f(t, Yt, Zt,
Ut)
∣∣dt<∞ except on a P−null set Nn. Since ∫ T0 |f(t, 0, 0, 0)|dt<∞, P−a.s. and since (Z,U)∈Z2loc×Uploc, there exists
a P−null set N0 such that for any ω∈N c0 , τn(ω)=T for some n= n(ω)∈N. Now, for any ω∈ ∩
n∈N∪{0}
N cn, one can
deduce that
∫ T
0
∣∣f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣dt=∫ τn(ω)0 ∣∣f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣dt<∞. 
Proof of Lemma 3.1: Set ℘ :=
(
2p−4 p(p−1)) 1p and define processes
at := Φt+
Λ2t
p− 1 +
p− 1
p
℘−qΓqs +
1
p
℘pν(X ) and At :=p
∫ t
0
asds, t∈ [0, T ] .
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Then CA := ‖AT ‖L∞+ (FT )≤ pCΦ+ qCΛ+(p−1)℘−qCΓ+℘pν(X )T . In this proof, we let C denote a generic constant
depending on T , ν(X ), p, CΦ, CΛ and CΓ, whose form may vary from line to line.
1) Denote (Y, Z, U) := (Y 1−Y 2, Z1−Z2, U1−U2). We first apply Itoˆ’s formula to derive the dynamics of the
approximate p−th power of process Y : ϕε(Yt) :=
(|Yt|2+ε)12 .
Let us fix t0∈ [0, T ], n∈N and define
τn := inf
{
t ∈ [0, T ] :
∫ t
0
|Zs|2ds+
∫ t
0
∫
X
|Us(x)|pν(dx)ds > n
}
∧ T ∈ T . (5.3)
For any ε∈(0, 1], the function ϕε(x) :=
(|x|2+ε)12 , x∈Rl has the following derivatives of its p−th power:
Di ϕ
p
ε(x) = pϕ
p−2
ε (x)xi and D
2
ij ϕ
p
ε(x) = pϕ
p−2
ε (x) δij + p(p−2)ϕp−4ε (x)xixj , ∀ i, j ∈ {1, · · · , l}. (5.4)
We also set Sεt =S
n,ε
t := sup
s∈[τn∧t,τn]
ϕε(Ys), t∈ [t0, T ]. By Lemma A.1,
E
[(
Sεt0
)p]≤E[ sup
s∈[0,T ]
ϕpε(Ys)
]
≤E
[
sup
t∈[0,T ]
|Yt|p
]
+ε
p
2 =‖Y ‖p
Dp
+ε
p
2 <∞. (5.5)
Now, let us fix (t, ε) ∈ [t0, T ]×(0, 1]. Applying Itoˆ’s formula
(
see e.g. [29, Theorem VIII.27] or [65, Theorem
II.32]
)
to process eAsϕpε(Ys) over the interval [τn∧t, τn] and using (1.8) yield that
eAτn∧tϕpε(Yτn∧t)+
1
2
∫ τn
τn∧t
eAstrace
(
ZsZ
T
s D
2ϕpε(Ys)
)
ds+
∑
s∈(τn∧t,τn]
eAs
(
ϕpε(Ys)−ϕpε(Ys−)−
〈
Dϕpε(Ys−),∆Ys
〉)
=eAτnϕpε(Yτn)+p
∫ τn
τn∧t
eAs
[
ϕp−2ε (Ys)
〈
Ys, f1(s, Y
1
s , Z
1
s , U
1
s )−f2(s, Y 2s , Z2s , U2s )
〉−asϕpε(Ys)]ds
− p(MT−Mt+MT−Mt), P−a.s., (5.6)
whereMs :=M
ε
s =
∫ τn∧s
0
1{r>t0}e
Arϕp−2ε (Yr−)〈Yr−, ZrdBr〉 andMs :=Mεs=
∫
(0,τn∧s]
∫
X
1{r>t0}e
Arϕp−2ε (Yr−)〈Yr−, Ur(x)〉
N˜p(dr, dx), ∀ s∈ [0, T ]. Since an analogy to (5.1) shows that for any t∈ [0, T ]
E
[(∫
(τn∧t,τn]
∫
X
|Us(x)|2Np(ds, dx)
) p
2
]
≤E
∫
(τn∧t,τn]
∫
X
|Us(x)|pNp(ds, dx)=E
∫ τn
τn∧t
∫
X
|Us(x)|pν(dx)ds≤n, (5.7)
we can deduce from the Burkholder-Davis-Gundy inequality, Young’s inequality, (5.5) and (5.3) that
E
[
sup
s∈[0,T ]
|Ms|+ sup
s∈[0,T ]
|Ms|
]
≤cleCAE
[(
Sεt0
)p−1(∫ τn
0
|Zs|2ds
)1
2
+
(
Sεt0
)p−1(∫
(0,τn]
∫
X
|Us(x)|2Np(ds, dx)
)1
2
]
≤cp,leCAE
[(
Sεt0
)p
+
(∫ τn
0
|Zs|2ds
)p
2
+
(∫
(0,τn]
∫
X
|Us(x)|2Np(ds, dx)
) p
2
]
≤cp,leCA
(
ε
p
2 +‖Y ‖p
Dp
+n
p
2 +n
)
<∞. (5.8)
So both M and M are uniformly integrable martingales.
2)Next, we use Taylor’s expansion and some new analytic techniques to estimate the jump series
∑
s∈(τn∧t,τn]
eAs
(
ϕpε(Ys)−
ϕpε(Ys−)−
〈
Dϕpε(Ys−),∆Ys
〉)
and thus the equation (5.6).
Given s∈ [0, T ], (5.4) implies that
trace
(
ZsZ
T
s D
2ϕpε(Ys)
)
= pϕp−2ε (Ys)|Zs|2+p(p−2)ϕp−4ε (Ys) ·
d∑
j=1
( l∑
i=1
Y isZ
ij
s
)2
≥ pϕp−2ε (Ys)|Zs|2+p(p−2)ϕp−4ε (Ys)|Ys|2|Zs|2≥p(p−1)ϕp−2ε (Ys)|Zs|2. (5.9)
Setting Y αs :=Ys−+α∆Ys, α∈ [0, 1], we can deduce from Taylor’s Expansion Theorem and (5.4) that
ϕpε
(
Ys
)−ϕpε(Ys−)−〈Dϕpε(Ys−),∆Ys〉=∫ 1
0
(1−α)〈∆Ys, D2ϕpε(Y αs )∆Ys〉dα
=p
∫ 1
0
(1−α)
[
ϕp−2ε
(
Y αs
)|∆Ys|2+(p−2)ϕp−4ε (Y αs )〈∆Ys, Y αs 〉2]dα≥p(p−1)|∆Ys|2∫ 1
0
(1−α)ϕp−2ε (Y αs )dα. (5.10)
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When |Ys−| ≤ |∆Ys|, one has ϕp−2ε (Y αs ) ≥
(
(|Ys−|+α|∆Ys|)2+ ε
)p
2−1 ≥ (4|∆Ys|2+ ε)p2−1 ≥ 2p−2(|∆Ys|2+ ε)p2−1,
∀α∈ [0, 1]. So it follows from (5.10) and (1.7) that for P−a.s. ω∈Ω∑
s∈(τn(ω)∧t,τn(ω)]
eAs(ω)
(
ϕpε
(
Ys(ω)
)−ϕpε(Ys−(ω))−〈Dϕpε(Ys−(ω)),∆Ys(ω)〉)
≥ 2p−3p(p−1)
∑
s∈(τn(ω)∧t,τn(ω)]
1{|Ys−(ω)|≤|∆Ys(ω)|}e
As(ω)
∣∣∆Ys(ω)∣∣2(∣∣∆Ys(ω)∣∣2+ε)p2−1
= 2p−3p(p−1)
∑
s∈Dp(ω)∩(τn(ω)∧t,τn(ω)]
1{|Ys−(ω)|≤|U(s,ω,ps(ω))|}e
As(ω)
∣∣U(s, ω, ps(ω))∣∣2(∣∣U(s, ω, ps(ω))∣∣2+ε)p2−1
= 2p−3p(p−1)
(∫
(τn∧t,τn]
∫
X
1{|Ys−|≤|Us(x)|}e
As
∣∣Us(x)∣∣2(|Us(x)|2+ε)p2−1Np(ds, dx))(ω). (5.11)
Multiplying
(
|Ys|
ϕε(Ys)
)2−p
≤1 to (3.1) and applying Young’s inequality yield that P−a.s.
ϕp−2ε (Ys)
〈
Ys, f1(s, Y
1
s , Z
1
s , U
1
s )−f2(s, Y 2s , Z2s , U2s )
〉
≤ ϕp−2ε (Ys)|Ys|
(
gs+Φs|Ys|
)
+Λsϕ
p−2
ε (Ys)|Ys||Zs|+Γsϕp−2ε (Ys)|Ys|‖Us‖Lpν+Υs
≤gsϕp−1ε (Ys) + Φsϕpε(Ys)+
Λ2s
p−1ϕ
p−2
ε (Ys)|Ys|2+
p−1
4
ϕp−2ε (Ys)|Zs|2+Γsϕp−1ε (Ys)‖Us‖Lpν+Υs
≤gsϕp−1ε (Ys)+
(
Φs+
Λ2s
p−1+
p−1
p
℘−qΓqs
)
ϕpε(Ys)+
p−1
4
ϕp−2ε (Ys)|Zs|2+
1
p
℘p‖Us‖pLpν+Υs for a.e. s∈ [0, T ].
Since
‖Us‖pLpν =
∫
X
|Us(x)|pν(dx)≤
∫
X
1{|Ys−|>|Us(x)|}ϕ
p
ε(Ys−)ν(dx)+
∫
X
1{|Ys−|≤|Us(x)|}|Us(x)|pν(dx)
≤ ϕpε(Ys−)ν(X )+
∫
X
1{|Ys−|≤|Us(x)|}|Us(x)|pν(dx), ∀ s ∈ [0, T ],
it then follows from (1.8) that P−a.s.
ϕp−2ε (Ys)
〈
Ys, f1(s, Y
1
s , Z
1
s , U
1
s )−f2(s, Y 2s , Z2s , U2s )
〉
≤ gsϕp−1ε (Ys)+asϕpε(Ys)+
p−1
4
ϕp−2ε (Ys)|Zs|2+
1
p
℘p
∫
X
1{|Ys−|≤|Us(x)|}|Us(x)|pν(dx)+Υs for a.e. s∈ [0, T ].
Plugging this inequality together with (5.9), (5.11) into (5.6) leads to that for any t∈ [t0, T ]
eAτn∧tϕpε(Yτn∧t)+
p
4
(p−1)
∫ τn
τn∧t
eAs ϕp−2ε (Ys)|Zs|2ds+2℘p
∫
(τn∧t,τn]
∫
X
1{|Ys−|≤|Us(x)|}e
As
∣∣Us(x)∣∣2(|Us(x)|2+ε)p2−1Np(ds, dx)
≤ ηεt+℘p
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As |Us(x)|pν(dx)ds−p (MT−Mt+MT−Mt), P−a.s., (5.12)
where ηεt =η
n,ε
t :=e
CA
(
ϕpε(Yτn)+p
∫ τn
τn∧t
gsϕ
p−1
ε (Ys)ds+p
∫ T
t0
Υsds
)
. Young’s inequality and (5.5) show that
E[ηεt ]≤eCAE
[(
Sεt0
)p
+p
(
Sεt0
)p−1∫ τn
τn∧t0
gsds+p
∫ T
t0
Υsds
]
≤eCAE
[
p
(
Sεt0
)p
+
(∫ T
t0
gsds
)p
+p
∫ T
t0
Υsds
]
<∞. (5.13)
As M and M are uniformly integrable martingales, taking expectation in (5.12) give that
p
4
(p−1)E
∫ τn
τn∧t
eAs ϕp−2ε (Ys)|Zs|2ds+ 2℘pE
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As
∣∣Us(x)∣∣2(|Us(x)|2+ε)p2−1ν(dx)ds
≤ E[ηεt ] + ℘pE
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As |Us(x)|pν(dx)ds. (5.14)
3) We continue our deduction, in which the analysis of Lp−norm of random field U is quite technically involved.
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Clearly, lim
ε→0
↑ |U(s, ω, x)|2(|U(s, ω, x)|2+ ε) p2−1= |U(s, ω, x)|p, ∀ (s, ω, x)∈ [0, T ]×Ω×X , so the monotone conver-
gence theorem implies that
lim
ε→0
↑ E
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As |Us(x)|2
(|Us(x)|2 + ε) p2−1ν(dx)ds=E∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As |Us(x)|pν(dx)ds.
On the other hand, since ηεt ≤ η1t , ∀ ε ∈ (0, 1] and since E[η1t ]<∞ by (5.13), the dominated convergence theorem
shows that lim
ε→0
E[ηεt ]=E
[
η˜t
]
, where η˜t :=e
CA
(|Yτn |p+p ∫ τnτn∧t gs|Ys|p−1ds+p ∫ Tt0 Υsds).
Then letting ε→0 in (5.14) yields that
2℘pE
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As
∣∣Us(x)∣∣pν(dx)ds≤E[η˜t]+℘pE ∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As
∣∣Us(x)∣∣pν(dx)ds.
As E
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As
∣∣Us(x)∣∣pν(dx)ds ≤ eCAE ∫ τn0 ∫X ∣∣Us(x)∣∣pν(dx)ds ≤ eCAn <∞, we obtain that
℘pE
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}
∣∣Us(x)∣∣pν(dx)ds≤℘pE∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As
∣∣Us(x)∣∣pν(dx)ds≤E[η˜t]. (5.15)
Now, fix ε∈(0, 1] again. As η˜t≤ηεt , (5.14) and (5.15) show that
p
4
(p−1)E
∫ τn
τn∧t
ϕp−2ε (Ys)|Zs|2ds ≤
p
4
(p−1)E
∫ τn
τn∧t
eAs ϕp−2ε (Ys)|Zs|2ds ≤ E
[
η˜t+η
ε
t
] ≤ 2E[ηεt ]. (5.16)
Also, (5.12) and (5.15) imply that
E
[
(Sεt )
p
]≤E[ sup
s∈[τn∧t,τn]
eAsϕpε(Ys)
]
≤E[ηεt ]+℘pE
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}e
As |Us(x)|pν(dx)ds +2pE
[
sup
s∈[t,T ]
|Ms|+ sup
s∈[t,T ]
|Ms|
]
≤ 2E[ηεt ]+2pE[ sup
s∈[t,T ]
|Ms|+ sup
s∈[t,T ]
|Ms|
]
. (5.17)
Similar to (5.8), one can deduce from the Burkholder-Davis-Gundy inequality, Young’s inequality, (1.8), (5.7)
and (5.16) that
2pE
[
sup
s∈[t,T ]
|Ms|+ sup
s∈[t,T ]
|Ms|
]
≤clpeCAE
[(
Sεt
) p
2
(∫ τn
τn∧t
ϕp−2ε (Ys−)|Zs|2ds
)1
2
+
(
Sεt
)p−1(∫
(τn∧t,τn]
∫
X
|Us(x)|2Np(ds, dx)
)1
2
]
≤ 1
2
E
[
(Sεt )
p
]
+cl p
2e2CAE
∫ τn
τn∧t
ϕp−2ε (Ys)|Zs|2ds+cp,l epCAE
[(∫
(τn∧t,τn]
∫
X
|Us(x)|2Np(ds, dx)
)p
2
]
≤ 1
2
E
[
(Sεt )
p
]
+CE[ηεt ]+CE
∫ τn
τn∧t
∫
X
|Us(x)|pν(dx)ds. (5.18)
By (5.15) again,
E
∫ τn
τn∧t
∫
X
|Us(x)|pν(dx)ds≤E
∫ τn
τn∧t
∫
X
1{|Ys−|≤|Us(x)|}|Us(x)|pν(dx)ds+E
∫ τn
τn∧t
∫
X
1{|Us(x)|<|Ys−|}|Ys−|pν(dx)ds
≤℘−pE[η˜t]+ν(X )E∫ τn
τn∧t
|Ys−|pds.
Since (1.8) and Fubini’s Theorem imply that E
∫ τn
τn∧t
|Ys−|pds = E
∫ τn
τn∧t
|Ys|pds ≤ E
∫ τn
τn∧t
(
Sεs
)p
ds ≤ E∫ T
t
(
Sεs
)p
ds =∫ T
t E
[
(Sεs)
p
]
ds,
E
∫ τn
τn∧t
∫
X
|Us(x)|pν(dx)ds ≤ ℘−pE
[
ηεt
]
+ ν(X )
∫ T
t
E
[
(Sεs)
p
]
ds. (5.19)
4) The remaining argument is relatively routine (c.f. Proposition 3.2 of [14]).
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As E
[
(Sεt )
p
]≤E[(Sεt0)p]<∞ by (5.5), plugging (5.19) back into (5.18) and (5.17), we can deduce from Lemma
A.1 and Young’s inequality that
E
[
(Sεt )
p
] ≤ CE[ηεt ]+C ∫ T
t
E
[
(Sεs)
p
]
ds ≤ CE
[(|Yτn |2+ε)p2 +(Sεt)p−1∫ τn
τn∧t
gsds+
∫ T
t0
Υsds
]
+C
∫ T
t
E
[
(Sεs)
p
]
ds
≤ 1
2
E
[
(Sεt )
p
]
+CJε+C
∫ T
t
E
[
(Sεs)
p
]
ds, (5.20)
where Jε=J nε :=ε
p
2+E
[
|Yτn |p+
( ∫ T
t0
gsds
)p
+
∫ T
t0
Υsds
]
<∞. So an application of Gronwall’s inequality shows that
E[
(
Sεt
)p
] ≤ CJεeCT = CJε, ∀ t ∈ [t0, T ].
Then we see from (5.20) and (5.19) that
E
[
sup
s∈[τn∧t0,τn]
|Ys|p
]
≤E[(Sεt0)p]≤CJε, E[ηεt0]≤CE[(Sεt0)p]+CJε+C ∫ T
t0
E
[
(Sεs)
p
]
ds≤CJε and
E
∫ τn
τn∧t0
∫
X
|Us(x)|pν(dx)ds≤CJε.
These inequalities together with Young’s inequality and (5.16) imply that
E
[( ∫ τn
τn∧t0
|Zs|2ds
) p
2
]
≤ E
[(
Sεt0
) p(2−p)
2
(∫ τn
τn∧t0
ϕp−2ε (Ys)|Zs|2ds
)p
2
]
≤ 2− p
2
E
[(
Sεt0
)p]
+
p
2
E
∫ τn
τn∧t0
ϕp−2ε (Ys)|Zs|2ds≤CJε, (5.21)
Letting ε→0, we obtain that
E
[
sup
s∈[τn∧t0,τn]
|Ys|p+
(∫ τn
τn∧t0
|Zs|2ds
)p
2
+
∫ τn
τn∧t0
∫
X
|Us(x)|pν(dx)ds
]
≤CE
[
|Yτn |p+
(∫ T
t0
gsds
)p
+
∫ T
t0
Υsds
]
. (5.22)
As (Z,U)∈Z2loc×Uploc, it holds for all ω∈Ω except on a P−null set N that τn(ω)=T for some n=n(ω)∈N. Then
lim
n→∞
Y (τn(ω), ω)=Y (T, ω)=ξ1(ω)−ξ2(ω), ∀ω∈N c.
(One can alternatively show this statement as follows: Since the compensator ν(dx)dt of the counting measure
Np(dt, dx) is absolutely continuous with respect to dt, P−almost surely process Y does not have a jump at time
T . Thus lim
n→∞
Yτn =YT−=YT , P−a.s.) Eventually, letting n→∞ in (5.22), we can derive (3.2) from the monotone
convergence theorem and the dominated convergence theorem. 
Proof of Proposition 3.1: By (H3)−(H5), it holds ds×dP−a.s. that
|Ys|p−1
〈
D(Ys), f(s, Ys, Zs, Us)
〉
= |Ys|p−1
(〈
D(Ys), f(s, 0, 0, 0)
〉
+
〈
D(Ys), f(s, Ys, 0, 0)−f(s, 0, 0, 0)
〉
+
〈
D(Ys), f(s, Ys, Zs, Us)−f(s, Ys, 0, 0)
〉)
≤|Ys|p−1
(|f(s, 0, 0, 0)|+βs|Ys|+|f(s, Ys, Zs, Us)−f(s, Ys, 0, 0)|)
≤|Ys|p−1
(|f(s, 0, 0, 0)|+βs|Ys|+βs+c1(s)|Zs|+c2(s)‖Us‖Lpν).
Clearly, (0, 0, 0) is the solution to the BSDEJ (0, 0), applying Lemma 3.1 with (ξ1, f1, Y
1, Z1, U1) = (ξ, f, Y, Z, U),
(ξ2, f2, Y
2, Z2, U2) = (0, 0, 0, 0, 0) and (gs,Φs,Λs,Γs,Υs) =
(
βs+ |f(s, 0, 0, 0)|, βs, c1(s), c2(s), 0
)
, s ∈ [0, T ] yields the
inequality (3.3). 
Proof of Proposition 3.2: Given m,n∈N with m>n, we set
Ξm,nt := sup
s∈[t,T ]
|Y m,ns |p+
(∫ T
t
|Zm,ns |2ds
) p
2
+
∫ T
t
∫
X
|Um,ns (x)|pν(dx)ds, t ∈ [0, T ].
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Applying Lemma 3.1 with (ξ1, f1, Y
1, Z1, U1) = (ξm, fm, Y
m, Zm, Um), (ξ2, f2, Y
2, Z2, U2) = (ξn, fn, Y
n, Zn, Un) and
(gs,Γs,Υs)=(0, c(s), λ(s) θ(|Y m,ns |p+ηn)+Υm,ns ), s∈ [0, T ], we can deduce from Fubini Theorem, the concavity of θ
and Jensen’s inequality that for some constant C depending on T , ν(X ), p, CΦ, CΛ and
∫ T
0
(
c(t)
)q
dt
E
[
Ξm,nt
] ≤ C(E[|ξm−ξn|p]+ ∫ T
t
λ(s)E
[
θ(Ξm,ns +ηn)
]
ds+ E
∫ T
t
Υm,ns ds
)
≤ C
(
E
[|ξm−ξn|p]+ ∫ T
t
λ(s) θ
(
E
[
Ξm,ns
]
+E[ηn]
)
ds+ E
∫ T
0
Υm,ns ds
)
, t ∈ [0, T ].
Hence, it holds for any n ∈ N and t ∈ [0, T ] that
sup
m>n
E
[
Ξm,nt
]≤C( sup
m>n
E
[|ξm−ξn|p]+∫ T
t
λ(s) θ
(
sup
m>n
E
[
Ξm,ns
]
+E[ηn]
)
ds+ sup
m>n
E
∫ T
0
Υm,ns ds
)
. (5.23)
Since {ξn}n∈N is a Cauchy sequence in Lp(FT ), one has
lim
n→∞
sup
m>n
E
[|ξm − ξn|p ] = 0. (5.24)
If
∫ T
0
λ(t)dt=0, then
∫ T
0
λ(s) θ
(
sup
m>n
E
[
Ξm,ns
]
+E[ηn]
)
ds=0. Taking t=0 and letting n→∞ in (5.23), we see from
(5.24) and (3.5) that
lim
n→∞
sup
m>n
E [Ξm,n0 ] = 0. (5.25)
On the other hand, suppose that
∫ T
0
λ(t)dt > 0. Lemma A.1 implies that
sup
m>n
E
[
Ξm,ns
] ≤ sup
m>n
E
[
Ξm,n0
] ≤ sup
m>n
(
‖Y m,n‖Dp+‖Zm,n‖Z2,p+‖Um,n‖Up
)p
≤
{
2 sup
i∈N
(
‖Y i‖Dp+‖Zi‖Z2,p+‖U i‖Up
)}p
<∞, ∀ (s, n) ∈ [0, T ]×N. (5.26)
Since λ ∈ L1+[0, T ] and since sup
n∈N
E[ηn] <∞ by (3.5), Fatou’s Lemma, the monotonicity and the continuity of θ
(real−valued concave functions are continuous) imply that for any t ∈ [0, T ]
lim
n→∞
∫ T
t
λ(s) θ
(
sup
m>n
E
[
Ξm,ns
]
+E[ηn]
)
ds≤
∫ T
t
λ(s) lim
n→∞
θ
(
sup
m>n
E
[
Ξm,ns
]
+E[ηn]
)
ds≤
∫ T
t
λ(s) θ
(
lim
n→∞
sup
m>n
E
[
Ξm,ns
])
ds.
Letting n→∞ in (5.23), we can deduce from (5.24) and (3.5) that
lim
n→∞
sup
m>n
E
[
Ξm,nt
] ≤ C ∫ T
t
λ(s) θ
(
lim
n→∞
sup
m>n
E
[
Ξm,ns
])
ds, t ∈ [0, T ].
As θ : [0,∞)→ [0,∞) is an increasing concave function, it is easy to see that either θ≡ 0 or θ(t)> 0 for any t > 0.
Moreover, one can deduce from (5.26) that the function χ(t) := lim
n→∞
sup
m>n
E
[
Ξm,nt
]
, t ∈ [0, T ] is bounded. Then
Bihari’s inequality (see Lemma A.3) and (5.26) imply that lim
n→∞
sup
m>n
E
[
Ξm,nt
]
= 0, ∀ t ∈ [0, T ]. Therefore, (5.25)
always holds, which shows that
{
(Y n, Zn, Un)
}
n∈N
is a Cauchy sequence in Sp. 
Proof of Proposition 3.3: Let us make the following settings first:
• Set Cf :=
∥∥ ∫ T
0 |f(t, 0, 0, 0)|dt
∥∥
L∞+ (FT )
, Cp,X :=
(
ν(X )) 2−p2p and
R :=2+exp
{
T+Cf+4Cβ+2
∫ T
0
(
c1(t)
)2
dt+C2p,X
∫ T
0
(
c2(t)
)2
dt
}
×
√
‖ξ‖2L∞(FT )+5T+Cf/2+7Cβ/2. (5.27)
Let ψ : Rl→ [0, 1] be a smooth function such that ψ(x)=1 (resp. ψ(x)=0) if |x|≤R−1 (resp. |x|≥R).
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• Let ρ : Rl+l×d → R+ be a smooth function that vanishes outside the unit open ball B1(0) of Rl+l×d and satisfies∫
Rl+l×d
ρ(x)dx = 1. For any r∈(0,∞), we set ρr(x) :=rl(1+d)ρ(rx), ∀x ∈ Rl+l×d.
• We say that {Oi}mi=1 is a partition of the unit closed ball B1(0) of Rl+l×d if Oi, i=1, · · · ,m are simple-connected,
open subsets of B1(0) that are pairwisely disjoint, and if ∪mi=1Oi=B1(0). Let
{
Oki
}2k
i=1
, k∈N be partitions of B1(0)
such that O
k
i =O
k+1
2i−1 ∪ O
k+1
2i holds for any k ∈N and i= 1, · · · , 2k. For each Oki , we pick up a (yki , zki ) ∈Oki with
yki ∈Rl, and let
∥∥Oki ∥∥ denote the volume of Oki .
1) To apply the existing wellposedness result on Lp−solutions of BSDEJs with Lipschitz generator, we first ap-
proximate the monotonic generator f by a sequence of Lipschitz generators {fn}n∈N via convolution with mollifiers
{ρn}n∈N.
Fix n∈N with n>κ0. For any u∈L2ν , since Ho¨lder’s inequality shows that u also belongs to Lpν with ‖u‖Lpν ≤(
ν(X )) 2−p2p ‖u‖L2ν=Cp,X ‖u‖L2ν , we define
ζn(u) :=
( n
n∨‖u‖Lpν
)
u∈Lpν .
Applying Lemma A.5 with (E, ‖ · ‖, r, x, y)=(Lpν, ‖ · ‖Lpν , n, u1, u2) yields that
‖ζn(u1)−ζn(u2)‖Lpν ≤2‖u1−u2‖Lpν ≤2Cp,X ‖u1 − u2‖L2ν , ∀u1, u2 ∈ L2ν, (5.28)
which shows that the mapping ζn : L
2
ν→Lpν is B(L2ν)/B(Lpν)−measurable. (Note: As the space Lpν may not have an
inner product, one may not apply Lemma A.4.)
Since βnt :=
n
n ∨ βt∨|f(t, 0, 0, 0)| ∈ (0, 1], t∈ [0, T ] is an F−progressively measurable process, we can deduce from
(A.8), (5.28) and the P⊗B(Rl)⊗B(Rl×d)⊗B(Lpν)/B(Rl)−measurability of f that the mapping
f0n(t, ω, y, z, u) := β
n(t, ω)ψ(y)f
(
t, ω, y, πn(z), ζn(u)
)
, ∀ (t, ω, y, z, u) ∈ [0, T ]× Ω× Rl × Rl×d × L2ν
is P⊗B(Rl)⊗B(Rl×d)⊗B(L2ν)/B(Rl)−measurable. Given (t, ω, y, z, u)∈ [0, T ]×Ω×Rl×Rl×d×L2ν , we further define
fn(t, ω, y, z, u) :=
(
f0n(t, ω, ·, ·, u) ∗ ρn
)
(y, z).
By (H1), the continuity of mapping f(t, ω, ·, ·, u) implies that of mapping f0n(t, ω, ·, ·, u). Hence, fn(t, ω, y, z, u) is
indeed a Riemann integral:
fn(t, ω, y, z, u) =
∫
|(y˜,z˜)|≤1
f0n
(
t, ω, y − 1
n
y˜, z − 1
n
z˜, u
)
ρ(y˜, z˜)dy˜dz˜ (5.29)
= lim
k→∞
2k∑
i=1
f0n
(
t, ω, y − 1
n
yki , z −
1
n
zki , u
)
ρ(yki , z
k
i )
∥∥Oki ∥∥,
from which one can deduce that fn is also P⊗B
(
R
l
)⊗B(Rl×d)⊗B(L2ν)/B(Rl)−measurable.
Now, set cn(t) :=n
(
3+R+c1(t)+c2(t)
)
, t∈ [0, T ], which is clearly of L2+[0, T ]. As βnt
(
βt ∨ |f(t, 0, 0, 0)|
)≤n, (H2’),
(H4) and (H5) shows that dt×dP−a.s.
|f0n(t, y, z, u)| ≤ βnt ψ(y)
(|f(t, 0, 0, 0)|+κ0(1+|y|)+βt+c1(t)∣∣πn(z)∣∣+c2(t)∥∥ζn(u)∥∥Lpν )
≤ cn(t), ∀ (y, z, u)∈Rl×Rl×d×L2ν. (5.30)
This implies that for dt×dP−a.s. (t, ω)∈ [0, T ]×Ω and any u∈L2ν, fn(t, ω, ·, ·, u) is a smooth function on Rl×Rl×d
via convolution.
Let (y1, z1), (y2, z2)∈Rl×Rl×d and set yα :=αy1+(1−α)y2, zα :=αz1+(1−α)z2, ∀α∈(0, 1). Since
ρn(y1−y˜, z1−z˜)−ρn(y2−y˜, z2−z˜) = ρn(y1−y˜, z1−z˜)−ρn(y0−y˜, z0−z˜)=
∫ 1
0
dρn(yα−y˜, zα−z˜)
=
∫ 1
0
〈(
y1−y2, z1−z2
)
,∇ρn
(
yα−y˜, zα−z˜
)〉
dα, ∀ (y˜, z˜)∈Rl×Rl×d,
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(5.30) also yields that dt×dP−a.s.
|fn(t, y1, z1, u)− fn(t, y2, z2, u)| =
∣∣∣∣ ∫
Rl+l×d
(
ρn(y1−y˜, z1−z˜)−ρn(y2−y˜, z2−z˜)
)
f0n(t, y˜, z˜, u)dy˜dz˜
∣∣∣∣
=
∣∣∣∣ ∫
Rl+l×d
(∫ 1
0
〈(
y1−y2, z1−z2
)
,∇ρn
(
yα−y˜, zα−z˜
)〉
dα
)
f0n(t, y˜, z˜, u)dy˜dz˜
∣∣∣∣
≤ cn(t)
∫ 1
0
∫
Rl+l×d
∣∣(y1−y2, z1−z2)∣∣·∣∣∇ρn(yα−y˜, zα−z˜)∣∣dy˜dz˜dα
≤ κnρ cn(t)
(|y1−y2|+|z1−z2|), ∀ (y1, z1), (y2, z2)∈Rl×Rl×d, ∀u∈L2ν , (5.31)
where κnρ :=
∫
Rl+l×d
|∇ρn(x)|dx<∞ is a constant determined by ρ and n.
On the other hand, (5.29), (H5) and (5.28) imply that dt×dP−a.s.
|fn(t, y, z, u1)− fn(t, y, z, u2)|
=
∣∣∣∣ ∫
|(y˜,z˜)|≤1
βnt ψ
(
y − 1
n
y˜
)(
f
(
t, y− 1
n
y˜, πn
(
z− 1
n
z˜
)
, ζn(u1)
)
−f
(
t, y− 1
n
y˜, πn
(
z− 1
n
z˜
)
, ζn(u2)
))
ρ(y˜, z˜)dy˜dz˜
∣∣∣∣
≤
∫
|(y˜,z˜)|≤1
∣∣∣∣f(t, y− 1ny˜, πn(z− 1nz˜), ζn(u1))−f(t, y− 1ny˜, πn(z− 1nz˜), ζn(u2))
∣∣∣∣ρ(y˜, z˜)dy˜dz˜
≤ c2(t)
∥∥ζn(u1)−ζn(u2)‖Lpν ≤ 2c2(t)Cp,X∥∥u1−u2‖L2ν , ∀ (y, z, u1, u2) ∈ Rl × Rl×d × L2ν × L2ν ,
which together with (5.31) shows that fn is Lipschitz continuous in (y, z, u)∈Rl×Rl×d×L2ν with L2+[0, T ]−coefficients.
Moreover, (5.29), (H2’) and (H4) imply that dt×dP−a.s.
|fn(t, 0, 0, 0)| ≤
∫
|(y˜,z˜)|≤1
βnt
∣∣∣∣f(t,− 1ny˜, πn(− 1nz˜), 0)
∣∣∣∣ρ(y˜, z˜)dy˜dz˜
≤
∫
|(y˜,z˜)|≤1
βnt
(
|f(t, 0, 0, 0)|+κ0+ κ0
n
∣∣y˜∣∣+βt+c1(t)∣∣∣πn(− 1
n
z˜
)∣∣∣)ρ(y˜, z˜)dy˜dz˜
≤
∫
|(y˜,z˜)|≤1
(
n+κ0+1+n+
1
n
c1(t)
)
ρ(y˜, z˜)dy˜dz˜=2n+κ0+1+
1
n
c1(t),
so E
[( ∫ T
0
|fn(t, 0, 0, 0)|dt
)2]≤ ((2n+κ0+1)T+ 1n ∫ T0 c1(t)dt)2<∞. Then we know from the classical wellposedness
result of BSDEJs in L2−case (see e.g. Lemma 2.2 of [77]) that the BSDEJ (ξ, fn) has a unique solution (Y n, Zn, Un)∈
D2×Z2×U2.
2) In this part, we will use regular argument to show that the L2−norms of {(Y n, Zn, Un)}n∈N are bounded.
Next, we define at := 1+ |f(t, 0, 0, 0)|+4βt+2
(
c1(t)
)2
+C2p,X
(
c2(t)
)2
and At := 2
∫ t
0
asds, t ∈ [0, T ]. Clearly,
AT ∈L∞+ (FT ) with CA :=
∥∥AT ∥∥L∞+ (FT )≤2T+2Cf+8Cβ+4 ∫ T0 (c1(t))2dt+2C2p,X∫ T0 (c2(t))2dt<∞.
Fix n∈N with n>κ0 and fix t∈ [0, T ]. Applying Itoˆ’s formula to process eAs |Y ns |2 over interval [t, T ] and using
(1.8) yield that
eAt |Y nt |2 +
∫ T
t
eAs |Zns |2ds+
∫
(t,T ]
∫
X
eAs |Uns (x)|2Np(ds, dx)
= eAT |ξ|2+2
∫ T
t
eAs
[〈
Y ns , fn(s, Y
n
s , Z
n
s , U
n
s )
〉−as|Y ns |2]ds−2(MT−Mt+MT−Mt), P−a.s., (5.32)
where Ms :=
∫ s
0
eAr〈Y nr−, Znr dBr〉 and Ms :=
∫
(0,s]
∫
X
eAr〈Y nr−, Unr (x)〉N˜p(dr, dx), ∀ s∈ [0, T ].
Since (H2’) and (H3) show that dt×dP−a.s.〈
Y ns , f
(
s, Y ns −
1
n
y, 0, 0
)
−f(s, 0, 0, 0)
〉
≤ βs
∣∣∣Y ns − 1ny∣∣∣2+ 1n |y|∣∣∣f(s, Y ns − 1ny, 0, 0)−f(s, 0, 0, 0)∣∣∣
≤ βs
∣∣∣Y ns − 1ny∣∣∣2+|y|(1+∣∣∣Y ns − 1ny∣∣∣), ∀ (y, z)∈Rl × Rl×d
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and since
∥∥ζn(Uns )∥∥Lpν ≤‖Uns ‖Lpν ≤Cp,X ‖Uns ‖L2ν , we can deduce from (5.29), (H4) and (H5) that P−a.s.
〈Y ns , fn(s, Y ns , Zns , Uns )〉=
∫
|(y,z)|≤1
βns ψ
(
Y ns −
1
n
y
)〈
Y ns , f
(
s, Y ns −
1
n
y, πn
(
Zns −
1
n
z
)
, ζn
(
Uns
))〉
ρ(y, z)dydz
≤
∫
|(y,z)|≤1
{
|Y ns |
[
|f(s, 0, 0, 0)|+βs+c1(s)
∣∣∣πn(Zns − 1nz)∣∣∣+c2(s)∥∥ζn(Uns )∥∥Lpν
]
+
βs
∣∣∣Y ns − 1ny∣∣∣2+|y|(1+∣∣∣Y ns − 1ny∣∣∣)
}
ρ(y, z)dydz
≤ 2+βs+|Y ns |
(
1+|f(s, 0, 0, 0)|+3βs+c1(s)
(
1+|Zns |
)
+c2(s)Cp,X ‖Uns ‖L2ν
)
+βs|Y ns |2
≤ 5
2
+
1
4
|f(s, 0, 0, 0)|+7
4
βs+as|Y ns |2+
1
4
|Zns |2+
1
4
‖Uns ‖2L2ν for a.e. s∈ [0, T ] , (5.33)
where we used the inequality α≤ 14+α2, ∀α∈ [0,∞).
Moreover, Burkholder-Davis-Gundy inequality and Ho¨lder’s inequality imply that
E
[
sup
s∈[0,T ]
|Ms|+ sup
s∈[0,T ]
|Ms|
]
≤ cleCAE
Y n∗
(∫ T
0
|Zns |2ds
) 1
2
+Y n∗
(∫ T
0
∫
X
∣∣Uns (x)∣∣2Np(ds, dx)
) 1
2

≤ cleCA‖Y n‖D2
(‖Zn‖Z2+‖Un‖U2)<∞,
which shows that both M and M are uniformly integrable martingales. Since
E
[∫
(t,T ]
∫
X
eAs |Uns (x)|2Np(ds, dx)
∣∣∣∣Ft
]
= E
[∫ T
t
∫
X
eAs |Uns (x)|2ν(dx) ds
∣∣∣∣Ft
]
= E
[∫ T
t
eAs‖Uns ‖2L2νds
∣∣∣∣Ft
]
, P−a.s.,
taking conditional expectation E[·|Ft] in (5.32), one can deduce from (5.33) that P−a.s.
|Y nt |2+
1
2
E
[ ∫ T
t
(
|Zns |2+‖Uns ‖2L2ν
)
ds
∣∣∣Ft]≤eAt |Y nt |2+12E
[∫ T
t
eAs
(
|Zns |2+‖Uns ‖2L2ν
)
ds
∣∣∣Ft]
≤ eCA
(∥∥ξ∥∥2
L∞(FT )
+5T+Cf/2+7Cβ/2
)
≤(R−2)2.
This together with the right-continuity of Y n implies that
‖Y n‖D∞ ≤ R− 2 and
∥∥Zn∥∥2
Z2
+ ‖Un‖2
U2
≤ 2(R− 2)2, ∀n ∈ N. (5.34)
3) Next, we carefully verify conditions (3.4) and (3.5) for (Y n, Zn, Un)’s, so the sequence has a limit (Y, Z, U)
according to Proposition 3.2.
For any (t, ω) ∈ [0, T ]×Ω except on a dt×dP−null set N, we may assume that (H2’), (H4)−(H6) hold, that
|Y nt (ω)|≤R−2, ∀n∈N, and that Unt (ω) ∈ L2ν⊂Lpν , ∀n∈N.
Fix (t, ω) ∈ Nc. By (H5) and (H6), it holds for any (y1, z1, u1), (y2, z2, u2)∈Rl×Rl×d×Lpν that
|y1−y2|p−1
〈
D(y1−y2), f(t, ω, y1, z1, u1)−f(t, ω, y2, z2, u2)
〉
≤|y1−y2|p−1
(〈
D(y1−y2), f(t, ω, y1, z1, u1)−f(t, ω, y2, z2, u1)
〉
+
∣∣f(t, ω, y2, z2, u1)−f(t, ω, y2, z2, u2)∣∣)
≤λ(t) θ(|y1−y2|p)+Φ(t, ω)|y1−y2|p+|y1−y2|p−1(Λ(t, ω)|z1−z2|+c2(t)‖u1−u2‖Lpν). (5.35)
Let us also fix m,n∈N with m>n. Since (Y m, Zm, Um) is the unique solution of BSDEJ (ξ, fm) and since ψ(x)≡1
for all |x|≤R−1, (5.29) and (5.34) show that (Y m,n, Zm,n, Um,n) :=(Y m−Y n, Zm−Zn, Um−Un) satisfies
|Y m,nt (ω)|p−1
〈
D(Y m,nt (ω)), fm(t, ω, Y
m
t (ω), Z
m
t (ω), U
m
t (ω))− fn(t, ω, Y nt (ω), Znt (ω), Unt (ω))
〉
=
∫
|(y˜,z˜)|≤1
|Y m,nt (ω)|p−1
〈
D(Y m,nt (ω)), β
m
t (ω)h
m
t,ω(y˜, z˜)− βnt (ω)hnt,ω(y˜, z˜)
〉
ρ(y˜, z˜)dy˜dz˜, (5.36)
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where hnt,ω(y˜, z˜) :=f
(
t, ω, Y nt (ω)− 1n y˜, πn(Znt (ω)− 1n z˜), ζn(Unt (ω))
)
. Next, we fix (y˜, z˜)∈Rl×Rl×d with |(y˜, z˜)|<1 and
set (y˜m,n, z˜m,n) :=
((
1
m− 1n
)
y˜,
(
1
m− 1n
)
z˜
)
. Consider the following decomposition:
|Y m,nt (ω)|p−1
〈
D(Y m,nt (ω)), β
m
t (ω)h
m
t,ω(y˜, z˜)−βnt (ω)hnt,ω(y˜, z˜)
〉
= βmt (ω)
∣∣Y m,nt (ω)−y˜m,n∣∣p−1〈D (Y m,nt (ω)−y˜m,n) , hmt,ω(y˜, z˜)−hnt,ω(y˜, z˜)〉
+βmt (ω)
〈|Y m,nt (ω)|p−1D (Y m,nt (ω))−∣∣Y m,nt (ω)−y˜m,n∣∣p−1D (Y m,nt (ω)−y˜m,n) , hmt,ω(y˜, z˜)−hnt,ω(y˜, z˜)〉
+|Y m,nt (ω)|p−1
〈
D (Y m,nt (ω)) , (β
m
t (ω)−βnt (ω))hnt,ω(y˜, z˜)
〉
:=I1t,ω(y˜, z˜)+I
2
t,ω(y˜, z˜)+I
3
t,ω(y˜, z˜).
3a) We see from (5.35) that
I1t,ω(y˜, z˜)≤λ(t)θ(|Y m,nt (ω)−y˜m,n|p)+Φt(ω)|Y m,nt (ω)−y˜m,n|p+ |Y m,nt (ω)−y˜m,n|p−1×(
Λt(ω)
∣∣πm(Zmt (ω)− 1m z˜)−πn(Znt (ω)− 1n z˜)∣∣+c2(t)∥∥ζm(Umt (ω))−ζn(Unt (ω))∥∥Lpν). (5.37)
Applying Lemma A.2 with (b, c)=
(|Y m,nt (ω)−y˜m,n|, |Y m,nt (ω)|) and p=p−1 (then p=p) yields that
|Y m,nt (ω)−y˜m,n|p−1 ≤
∣∣Y m,nt (ω)∣∣p−1+|y˜m,n|p−1≤ ∣∣Y m,nt (ω)∣∣p−1+n1−p (5.38)
and |Y m,nt (ω)−y˜m,n|p ≤
∣∣Y m,nt (ω)∣∣p+p(|Y m,nt (ω)|+|y˜m,n|)p−1∣∣y˜m,n∣∣≤ ∣∣Y m,nt (ω)∣∣p+ηn (5.39)
with ηn :=
p
n (2R−3)p−1. Also, (A.8) implies that∣∣πm(Zmt (ω)− 1m z˜)−πn(Znt (ω)− 1n z˜)∣∣≤ ∣∣πm(Zmt (ω)− 1m z˜)−πm(Znt (ω)− 1n z˜)∣∣+∣∣πm(Znt (ω)− 1n z˜)−πn(Znt (ω)− 1n z˜)∣∣
≤ |Zm,nt (ω)−z˜m,n|+1{|Znt (ω)− 1n z˜|>n}|Z
n
t (ω)− 1n z˜|≤|Zm,nt (ω)|+ 2n+1{|Znt (ω)|>n−1}|Znt (ω)|. (5.40)
For any u∈L2ν , since kk∨‖u‖
L
p
ν
= 11∨(‖u‖
L
p
ν
/k) ր 1 as k→∞, one can deduce that∥∥ζm(u)−ζn(u)∥∥Lpν =1{‖u‖Lpν>n}( mm∨‖u‖Lpν − nn∨‖u‖Lpν
)
‖u‖Lpν≤1{‖u‖Lpν>n}‖u‖Lpν ,
which together with the first inequality of (5.28) implies that∥∥ζm(Umt (ω))−ζn(Unt (ω))∥∥Lpν ≤ ∥∥ζm(Umt (ω))−ζm(Unt (ω))∥∥Lpν+∥∥ζm(Unt (ω))−ζn(Unt (ω))∥∥Lpν
≤ 2∥∥Um,nt (ω)∥∥Lpν+1{‖Unt (ω)‖Lpν>n}∥∥Unt (ω)∥∥Lpν (5.41)
≤ 2∥∥Um,nt (ω)∥∥Lpν+n p−2p ∥∥Unt (ω)∥∥ 2pLpν ≤2∥∥Um,nt (ω)∥∥Lpν+n p−2p C 2pp,X∥∥Unt (ω)∥∥ 2pL2ν .
Since
∥∥Um,nt (ω)∥∥Lpν ≤Cp,X∥∥Um,nt (ω)∥∥L2ν , plugging this inequality and (5.38)−(5.40) into (5.37), we can deduce from
the monotonicity of function θ that
I1t,ω(y˜, z˜)≤λ(t)θ
(|Y m,nt (ω)|p+ηn)+Φt(ω)(|Y m,nt (ω)|p+ηn)+(|Y m,nt (ω)|p−1+n1−p)×[
Ψnt (ω)+Λt(ω)|Zm,nt (ω)|+2c2(t)‖Um,nt (ω)‖Lpν
]
≤ λ(t)θ(|Y m,nt (ω)|p+ηn)+Φt(ω)|Y m,nt (ω)|p+ηnΦt(ω)+[1+(2R−4)p−1]Ψnt (ω)+|Y m,nt (ω)|p−1[Λt(ω)|Zm,nt (ω)|
+2c2(t)‖Um,nt (ω)‖Lpν
]
+
1
2
n1−p
(
Λ2t (ω)+|Zm,nt (ω)|2+4C2p,X (c2(t))2+
∥∥Um,nt (ω)∥∥2L2ν), (5.42)
where Ψnt (ω) :=Λt(ω)
(
2
n+1{|Znt (ω)|>n−1}|Znt (ω)|
)
+n
p−2
p c2(t)C
2
p
p,X
∥∥Unt (ω)∥∥ 2pL2ν ≤ 2nΛt(ω)+(n−1) −e2+eΛt(ω)|Znt (ω)| 2+2e2+e+
n
p−2
p c2(t)C
2
p
p,X
∥∥Unt (ω)∥∥ 2pL2ν .
3b) As
∥∥ζn(Unt (ω))∥∥Lpν ≤∥∥Unt (ω)∥∥Lpν ≤Cp,X ‖Unt (ω)‖L2ν , (H2’), (H4) and (H5) show that
|hnt,ω(y˜, z˜)| ≤ |f(t, ω, 0, 0, 0)|+κ0
(
1+|Y nt (ω)− 1n y˜|
)
+βt(ω)+c1(t)
∣∣πn(Znt (ω)− 1n z˜)∣∣+c2(t)∥∥ζn(Unt (ω))∥∥Lpν
≤ |f(t, ω, 0, 0, 0)|+κ0R+βt(ω)+c1(t)
(
1+|Znt (ω)|
)
+c2(t)Cp,X ‖Unt (ω)‖L2ν , (5.43)
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which together with Lemma A.6 yields that
I2t,ω(y˜, z˜) ≤
∣∣∣|Y m,nt (ω)|p−1D(Y m,nt (ω))−∣∣Y m,nt (ω)−y˜m,n∣∣p−1D(Y m,nt (ω)−y˜m,n)∣∣∣ (∣∣hmt,ω(y˜, z˜)∣∣+∣∣hnt,ω(y˜, z˜)∣∣)
≤ (1+2p−1)n1−p
[
2|f(t, ω, 0, 0, 0)|+2κ0R+2βt(ω)+c1(t)
(
2+|Zmt (ω)|+|Znt (ω)|
)
+c2(t)Cp,X
(‖Umt (ω)‖L2ν+‖Unt (ω)‖L2ν)] := I˜ 2t (ω). (5.44)
Since 0<βnt (ω)≤βmt (ω)≤1, ∀ t∈ [0, T ], (5.43) also implies that
I3t,ω(y˜, z˜) ≤ (2R−4)p−1(1−βnt (ω))
[
|f(t, ω, 0, 0, 0)|+κ0R+βt(ω)+c1(t)
(
1+|Znt (ω)|
)
+c2(t)Cp,X ‖Unt (ω)‖L2ν
]
:= I˜ 3t (ω). (5.45)
Putting (5.42), (5.44) and (5.45) back into (5.36) shows that (3.4) is satisfied with c(·) = 2c2(·) and
Υm,nt =ηnΦt+
[
1+(2R−4)p−1]Ψnt +12n1−p(Λ2t (ω)+|Zm,nt (ω)|2+4C2p,X (c2(t))2+∥∥Um,nt (ω)∥∥2L2ν)+ I˜ 2t + I˜ 3t , t∈ [0, T ].
Ho¨lder’s inequality, Young’s inequality and (5.34) give rise to the following four estimates:
a) sup
m>n
E
∫ T
0
Υm,nt dt≤
p
n
(2R− 3)p−1CΦ +
[
1 + (2R− 4)p−1]E ∫ T
0
Ψnt dt
+
1
2
n1−p
(
CΛ+C
2
p,X
∫ T
0
(c2(t))
2dt+8(R−2)2
)
+E
∫ T
0
(
I˜ 2t + I˜
3
t
)
dt. (5.46)
b) E
∫ T
0
Ψnt dt≤
2
n
C
(1)
Λ + (n− 1)
−e
2+eC
(2)
Λ
∥∥Zn∥∥ 2+2e2+e
Z2
+ n
p−2
p C
2
p
p,X
(∫ T
0
(
c2(t)
)q
dt
) 1
q
‖Un‖
2
p
U2
≤ 2
n
C
(1)
Λ + 2(n−1)
−e
2+eC
(2)
Λ (R−2)
2+2e
2+e +2
1
pn
p−2
p C
2
p
p,XC
1
q (R−2) 2p ,
where C
(1)
Λ :=E
∫ T
0
Λtdt and C
(2)
Λ :=
(
E
∫ T
0
Λ2+et dt
) 1
2+e .
c) E
∫ T
0
I˜ 2t dt≤ (1+2p−1)n1−p
{
2Cf+2κ0RT+2Cβ+
∫ T
0
(
2c1(t)+
1
2
(c1(t))
2+
1
2
C2p,X (c2(t))
2
)
dt
+
∑
i=m,n
(∥∥Zi∥∥2
Z2
+
∥∥U i∥∥2
U2
)}
≤ (1+2p−1)n1−p
{
2Cf+2κ0RT+2Cβ+
∫ T
0
(
2c1(t)+
1
2
(c1(t))
2+
1
2
C2p,X (c2(t))
2
)
dt+4(R−2)2
}
.
d) E
∫ T
0
I˜ 3t dt≤ (2R−4)p−1
{
E
∫ T
0
(1−βnt )
(|f(t, ω, 0, 0, 0)|+κ0R+βt+c1(t))dt+‖Zn‖Z2(E∫ T
0
(
c1(t)
)2
(1−βnt )2dt
) 1
2
+Cp,X ‖Un‖U2
(
E
∫ T
0
(
c2(t)
)2
(1−βnt )2dt
) 1
2
}
≤ (2R−4)p−1
{
E
∫ T
0
(1−βnt )
(|f(t, ω, 0, 0, 0)|+κ0R+βt+c1(t))dt+√2(R−2)(E∫ T
0
(
c1(t)
)2
(1−βnt )2dt
) 1
2
+
√
2Cp,X (R−2)
(
E
∫ T
0
(
c2(t)
)2
(1−βnt )2dt
) 1
2
}
:= Jn.
Because βnt =
1
1∨(βt/n)∨(|f(t,0,0,0)|/n)
ր 1 as n→∞, ∀ t∈ [0, T ], the dominated convergence theorem shows that
lim
n→∞
Jn=0. Thus, letting n→∞ in (5.46) yields that lim
n→∞
sup
m>n
E
∫ T
0 Υ
m,n
t dt=0. Moreover, since ‖ · ‖Dp ≤ ‖ · ‖D∞ ,
‖ · ‖Z2,p ≤ ‖ · ‖Z2 and ‖ · ‖Up ≤
(
ν(X )T ) 2−p2p ‖ · ‖U2 by Ho¨lder’s inequality, we see from (5.34) that (3.6) also holds.
Then Proposition 3.2 shows that
{
(Y n, Zn, Un)
}
n∈N
is a Cauchy sequence in Sp. Let (Y, Z, U) be its limit.
4) In this part, we will extract an almost-surely convergent and summable subsequence
{
(Y mi , Zmi , Umi)
}
i∈N
from
{(Y n, Zn, Un)}n∈N.
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Since
lim
n→∞
E
[
sup
t∈[0,T ]
∣∣Y nt −Yt∣∣p + (∫ T
0
∣∣Znt −Zt∣∣2 dt) p2 +∫ T
0
∫
X
|Unt (x)−Ut(x)|pν(dx)dt
]
= 0,
we can extract a subsequence {mi}i∈N from N such that
(i) lim
i→∞
sup
t∈[0,T ]
∣∣Y mit −Yt∣∣= lim
i→∞
∫ T
0
∣∣Zmit −Zt∣∣2 dt=0, P−a.s., (5.47)
(ii) lim
i→∞
∥∥Umit −Ut∥∥Lpν = 0, dt×dP−a.s., (5.48)
(iii)
∥∥Y mi+1−Y mi∥∥
Dp
∨∥∥Zmi+1−Zmi∥∥
Z2,p
∨∥∥Umi+1−Umi∥∥
Up
≤ 2−i, ∀ i ∈ N. (5.49)
By (5.34), it holds P−a.s. that sup
t∈[0,T ]
|Yt|≤ sup
t∈[0,T ]
∣∣Yt−Y mit ∣∣+ sup
t∈[0,T ]
∣∣Y mit ∣∣≤ sup
t∈[0,T ]
∣∣Y mit −Yt∣∣+R−2, ∀ i∈N. Letting
i→∞, we see from (5.47) that
sup
t∈[0,T ]
|Yt|≤R−2, P−a.s., thus ‖Y ‖D∞≤R−2. (5.50)
For any i ∈ N, we define two [0,∞)−valued, F−predictable processes
Zit := |Zt|+
i∑
j=1
∣∣Zmjt − Zmj−1t ∣∣ and U it := ‖Ut‖Lpν + i∑
j=1
∥∥Umjt − Umj−1t ∥∥Lpν , t ∈ [0, T ]
with Zm0 := Z and Um0 := U . Minkowski’s inequality and (5.49) imply that{
E
[(∫ T
0
(Zit )2 dt
) p
2
]} 1
p
≤∥∥Z∥∥
Z2,p
+
i∑
j=1
∥∥Zmj−Zmj−1∥∥
Z2,p
≤1 + ∥∥Z∥∥
Z2,p
+
∥∥Zm1−Z∥∥
Z2,p
, ∀ i ∈ N. (5.51)
As
{Zi}
i∈N
is an increasing sequence,
Zt := lim
i→∞
↑ Zit= |Zt|+
∞∑
j=1
∣∣Zmjt −Zmj−1t ∣∣ , t ∈ [0, T ] (5.52)
defines an [0,∞]−valued, F−predictable process. The monotone convergence theorem shows that∫ T
0
(Zt(ω))2dt= lim
i→∞
↑
∫ T
0
(Zit(ω))2dt and thus (∫ T
0
(Zt(ω))2dt) p2 = lim
i→∞
↑
(∫ T
0
(Zit (ω))2dt) p2 , ∀ω∈Ω.
Applying the monotone convergence theorem once again, we can deduce from (5.51) and Lemma A.1 that
E
[(∫ T
0
Z2t dt
) p
2
]
= lim
i→∞
↑ E
[(∫ T
0
(Zit)2dt) p2 ] ≤ 3p−1(1+∥∥Z∥∥pZ2,p+∥∥Zm1−Z∥∥pZ2,p) <∞. (5.53)
Minkowski’s inequality and (5.49) also imply that{
E
∫ T
0
(U it )pdt
} 1
p
≤∥∥U∥∥
Up
+
i∑
j=1
∥∥Umj−Umj−1∥∥
Up
≤1 + ∥∥U∥∥
Up
+
∥∥Um1−U∥∥
Up
, ∀ i ∈ N. (5.54)
As
{U i}
i∈N
is an increasing sequence,
Ut := lim
i→∞
↑ U it =‖Ut‖Lpν+
∞∑
j=1
∥∥Umjt −Umj−1t ∥∥Lpν , t∈ [0, T ] (5.55)
defines an [0,∞]−valued, F−predictable process. Applying the monotone convergence theorem again, we can deduce
from (5.54) and Lemma A.1 that
E
∫ T
0
Upt dt = lim
i→∞
↑ E
∫ T
0
(U it )pdt ≤ 3p−1
(
1 +
∥∥U∥∥p
Up
+
∥∥Um1−U∥∥p
Up
)
<∞. (5.56)
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5) Finally, we will send i→∞ in BSDEJ (ξ, fmi) to demonstrate that the processes (Y, Z, U) solve BSDEJ (ξ, f).
Fix k∈N. We define an F−stopping time
τk :=inf
{
t∈ [0, T ] :
∫ t
0
Z2sds>k
}
∧ T. (5.57)
Since
∫ τk
0
|Zmit −Zt|2dt≤
∫ τk
0
(Zit )2dt≤
∫ τk
0
Z2t dt≤k, ∀ω∈Ω, the dominated convergence theorem and (5.47) show that
lim
i→∞
E
∫ τk
0
∣∣Zmit −Zt∣∣2 dt = 0. (5.58)
Hence, there exists a subsequence
{
mki
}
i∈N
of {mi}i∈N such that for dt×dP−a.s. (t, ω) ∈ [0, T ]× Ω
lim
i→∞
1{t≤τk}
∣∣Zmkit −Zt∣∣ = 0. (5.59)
We shall show that
lim
i→∞
E
∫ τk
0
∣∣∣fmki (t, Y mkit , Zmkit , Umkit )− f(t, Yt, Zt, Ut)∣∣∣ dt = 0. (5.60)
Since ψ(x)≡1 for all |x|≤R−1, (5.34) implies that for any i∈N
E
∫ τk
0
∣∣∣fmki (t, Y mkit , Zmkit , Umkit )− f(t, Yt, Zt, Ut)∣∣∣ dt
=E
∫ τk
0
∫
|(y˜,z˜)|<1
∣∣∣∣βmkit f(t, Y mkit − 1mki y˜, πmki (Zmkit − 1mki z˜), ζmki (Umkit )
)
−f(t, Yt, Zt, Ut)∣∣∣∣ ρ(y˜, z˜)dy˜dz˜dt. (5.61)
For any (t, ω)∈ [0, T ]×Ω except on a dt⊗dP−null set Nk⊃N, we may assume further that (5.48), (5.59) hold,
that lim
i→∞
∣∣Y mkit (ω)−Yt(ω)∣∣=0 (by (5.47)), that |Yt(ω)|≤R−2 (by (5.50)), and that Ut(ω)∈Lpν .
Let (t, ω)∈Nck∩[[0, τk]] and let (y˜, z˜)∈Rl×Rl×d with |(y˜, z˜)|<1. Since
lim
i→∞
∣∣Zmkit (ω)−Zt(ω)∣∣=0 (5.62)
by (5.59), Lemma A.4 and the first inequality of (5.28) imply that
(e1)
∣∣∣Y mkit (ω)− 1mki y˜−Yt(ω)∣∣∣≤ 1mki +∣∣∣Y mkit (ω)−Yt(ω)∣∣∣→0, as i→∞;
(e2)
∣∣∣πmki (Zmkit (ω)− 1mki z˜)−Zt(ω)∣∣∣≤ ∣∣∣πmki (Zmkit (ω)− 1mki z˜)−πmki (Zt(ω))∣∣∣+∣∣πmki (Zt(ω))−Zt(ω)∣∣≤ ∣∣∣Zmkit (ω)− 1mki z˜−
Zt(ω)
∣∣∣+∣∣πmki (Zt(ω))−Zt(ω)∣∣≤ 1mki + ∣∣∣Zmkit (ω)−Zt(ω)∣∣∣+∣∣πmki (Zt(ω))−Zt(ω)∣∣→0, as i→∞;
(e3)
∥∥∥ζmki (Umkit (ω))−Ut(ω)∥∥∥Lpν ≤∥∥ζmki
(
U
mki
t (ω)
)
−ζmki (Ut(ω))
∥∥
Lpν
+
∥∥ζmki (Ut(ω))−Ut(ω)∥∥Lpν ≤2∥∥Umkit (ω)−Ut(ω)∥∥Lpν+(
1− mki
mki ∨‖Ut(ω)‖Lpν
)∥∥Ut(ω)∥∥Lpν → 0, as i→∞.
Since the mapping f
(
t, ω, ·, ·, Ut(ω)
)
is continuous by (H1) and since lim
i→∞
↑ βmkit (ω)=1, we can deduce from (e1)
and (e2) that
lim
i→∞
β
mki
t (ω)f
(
t, ω, Y
mki
t (ω)− 1mki y˜, πmki
(
Z
mki
t (ω)− 1mki z˜
)
, Ut(ω)
)
= f
(
t, ω, Yt(ω), Zt(ω), Ut(ω)
)
. (5.63)
Moreover, (H5) shows that∣∣∣∣f(t, ω, Y mkit (ω)− 1mki y˜, πmki (Zmkit (ω)− 1mki z˜), ζmki (Umkit (ω)))−f(t, Y mkit (ω)− 1mki y˜, πmki (Zmkit (ω)− 1mki z˜), Ut(ω))
∣∣∣∣
≤ c2(t)
∥∥∥ζmki (Umkit (ω))−Ut(ω)∥∥∥Lpν ,
which together with (5.63) and (e3) implies that
lim
i→∞
∣∣∣βmkit (ω)f(t, ω, Y mkit (ω)− 1mki y˜, πmki (Zmkit (ω)− 1mki z˜), ζmki (Umkit (ω)))−f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣∣=0. (5.64)
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Given i∈N, there exists an ĵ = ĵ(k, i)∈N such that mki =mĵ . Since∣∣∣Zmkit (ω)∣∣∣≤Z ĵt (ω)≤Zt(ω) and ∥∥∥ζmki (Umkit (ω))∥∥∥Lpν ≤
∥∥∥Umkit (ω)∥∥∥
Lpν
≤U ĵt (ω)≤Ut(ω), (5.65)
one can deduce from (H2’), (H4) and (H5) that∣∣∣βmkit (ω)f(t, ω, Y mkit (ω)− 1mki y˜, πmki (Zmkit (ω)− 1mki z˜), ζmki (Umkit (ω)))−f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣∣
≤
∣∣∣∣f(t, ω, Y mkit (ω)− 1mki y˜, πmki (Zmkit (ω)− 1mki z˜), ζmki (Umkit (ω)))
∣∣∣∣+ ∣∣∣f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣∣
≤ 2|f(t, ω, 0, 0, 0)|+κ0
(
2+
∣∣Y mkit (ω)− 1mki y˜∣∣+|Yt(ω)|)+2βt(ω)+c1(t)(∣∣Zmkit (ω)− 1mki z˜∣∣+|Zt(ω)|)
+c2(t)
(∥∥∥ζmki (Umkit (ω))∥∥∥Lpν+‖Ut(ω)‖Lpν
)
≤ 2|f(t, ω, 0, 0, 0)|+(2R−1)κ0+2βt(ω)+c1(t)
(
1+Zt(ω)+|Zt(ω)|
)
+c2(t)
(Ut(ω)+‖Ut(ω)‖Lpν) := Ht(ω).
Applying Holder’s inequality, we see from (5.53) and (5.56) that
E
∫ τk
0
∫
|(y˜,z˜)|<1
Ht ρ(y˜, z˜)dy˜dz˜dt = E
∫ τk
0
Htdt ≤ E
∫ T
0
Htdt
≤ C+E
[(∫ T
0
(
c1(t)
)2
dt
) 1
2
{(∫ T
0
Z2t dt
) 1
2
+
(∫ T
0
|Zt|2dt
) 1
2
}]
+
(∫ T
0
(c2(t))
qdt
) 1
q
{(
E
∫ T
0
Upt dt
) 1
p
+‖U‖Up
}
≤ C+C
1
2
{(
E
[(∫ T
0
Z2t dt
) p
2
]) 1
p
+ ‖Z‖Z2,p
}
+C
1
q
{(
E
∫ T
0
Upt dt
) 1
p
+‖U‖Up
}
<∞ (5.66)
with C := 2Cf+(2R−1)κ0T+2Cβ+
∫ T
0
c1(s)ds<∞. Hence, the dominated convergence theorem and (5.64) show that
lim
i→∞
E
∫ τk
0
∫
|(y˜,z˜)|<1
∣∣∣∣βmkit f(t, Y mkit − 1mki y˜, πmki (Zmkit − 1mki z˜), ζmki (Umkit )
)
−f(t, Yt, Zt, Ut)∣∣∣∣ ρ(y˜, z˜)dy˜dz˜dt = 0,
which together with (5.61) leads to (5.60).
Since
∫
(τk∧t,τk]
=
∫
(0,τk]
− ∫
(0,τk∧t]
, ∀ t ∈ [0, T ], the Burkholder-Davis-Gundy inequality, Ho¨lder’s inequality and
an analogy to (5.1) imply that
E
[
sup
t∈[0,T ]
∣∣∣∣ ∫
(τk∧t,τk]
∫
X
(
U
mki
s (x)−Us(x)
)
N˜p(ds, dx)
∣∣∣∣
]
≤2E
[
sup
t∈[0,T ]
∣∣∣∣ ∫
(0,τk∧t]
∫
X
(
U
mki
s (x) − Us(x)
)
N˜p(ds, dx)
∣∣∣∣
]
≤ cl E
[(∫
(0,τk]
∫
X
∣∣(Umkis (x)−Us(x))∣∣2Np(ds, dx)) 12 ]≤cl{E[( ∫
(0,T ]
∫
X
∣∣(Umkis (x)−Us(x))∣∣2Np(ds, dx)) p2 ]} 1p
≤ cl
{
E
∫
(0,T ]
∫
X
∣∣(Umkis (x)−Us(x))∣∣pNp(ds, dx)} 1p =cl{E∫ T
0
∫
X
∣∣(Umkis (x)−Us(x))∣∣pν(dx)ds} 1p
= cl‖Umki −U‖Up → 0, as i→∞, (5.67)
and that
E
[
sup
t∈[0,T ]
∣∣∣∣ ∫ τk
τk∧t
(
Z
mki
s −Zs
)
dBs
∣∣∣∣
]
≤clE
[(∫ τk
0
∣∣Zmkis −Zs∣∣2ds) 12 ]≤cl ∥∥Zmki −Z∥∥
Z2,p
→ 0, as i→∞. (5.68)
In light of (5.47), (5.60), (5.67) and (5.68), there exists a subsequence
{
m˜ki
}
i∈N
of
{
mki
}
i∈N
such that except on
a P−null set N k1
lim
i→∞
{
sup
t∈[0,T ]
∣∣∣Y m˜kit − Yt∣∣∣+ ∫ τk
0
∣∣∣fm˜ki (t, Y m˜kit , Zm˜kit , U m˜kit )− f(t, Yt, Zt, Ut)∣∣∣ dt
+ sup
t∈[0,T ]
∣∣∣∣ ∫ τk
τk∧t
(
Z
m˜ki
s −Zs
)
dBs
∣∣∣∣+ sup
t∈[0,T ]
∣∣∣∣ ∫
(τk∧t,τk]
∫
X
(
U
m˜ki
s (x)−Us(x)
)
N˜p(ds, dx)
∣∣∣∣}= 0.
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Since
(
Y m˜
k
i , Zm˜
k
i , U m˜
k
i
)
solves BSDEJ
(
ξ, fm˜ki
)
for any i∈N, it holds except on a P−null set N k2 that
Y
m˜ki
τk∧t
= 1{τk<T}Y
m˜ki
τk +1{τk=T}ξ+
∫ τk
τk∧t
fm˜ki
(
s, Y
m˜ki
s , Z
m˜ki
s , U
m˜ki
s
)
ds−
∫ τk
τk∧t
Z
m˜ki
s dBs
−
∫
(τk∧t,τk]
∫
X
U
m˜ki
s (x)N˜p(ds, dx), ∀ t∈ [0, T ], ∀ i∈N.
Letting i→∞, we obtain that over Ωk :=
(N k1 )c∩(N k2 )c
Yτk∧t=1{τk<T}Yτk+1{τk=T}ξ+
∫ τk
τk∧t
f
(
s, Ys, Zs, Us
)
ds−
∫ τk
τk∧t
Zs dBs−
∫
(τk∧t,τk]
∫
X
Us(x)N˜p(ds, dx), t∈ [0, T ]. (5.69)
By (5.53), it holds for all ω ∈Ω except on P−null set NZ that
∫ T
0
Z2t (ω)dt <∞, and thus τk(ω) = T for some
k=k(ω)∈N. Then letting k→∞ in (5.69) shows that (1.1) holds over
(
∩
k∈N
Ωk
)
∩ N cZ , which together with Remark
2.1 shows that (Y, Z, U) is a solution of BSDEJ (ξ, f). 
Proof of Theorem 2.1: (Uniqueness) Suppose that (Y, Z, U), (Y ′, Z ′, U ′) ∈ Sp are two solutions of the BS-
DEJ (ξ, f). For any n∈N, we set
(ξn, fn) := (ξ, f) and (Y
n, Zn, Un) :=
{
(Y, Z, U) if n is odd,
(Y ′, Z ′, U ′) if n is even.
By an analogy to (5.35), the inequality (3.4) holds for ηn=0, c(·)= c2(·) and Υm,n≡0. Proposition 3.2 then shows
that
{
(Y n, Zn, Un)
}
n∈N
is a Cauchy sequence in Sp, which implies that ‖Y −Y ′‖Dp = ‖Z−Z ′‖Z2,p = ‖U−U ′‖Up =0.
Hence, one has that P{Yt = Y ′t , ∀ t ∈ [0, T ]} = 1, that Zt(ω) = Z ′t(ω) for dt×dP−a.s. (t, ω) ∈ [0, T ]×Ω, and that
U(t, ω, x)=U ′(t, ω, x) for dt×dP×ν(dx)−a.s. (t, ω, x)∈ [0, T ]×Ω×X .
(Existence)
1) Let us first assume that ξ∈L∞(FT ) and
∫ T
0 |f(t, 0, 0, 0)|dt∈L∞+ (FT ). We set
R :=2+exp
{
T+Cf+4Cβ+2
∫ T
0
(
c1(t)
)2
dt+4
(
ν(X )) 2−pp ∫ T
0
(
c2(t)
)2
dt
}
×
√
‖ξ‖2L∞(FT )+5T+Cf/2+7Cβ/2, (5.70)
and let ψ : Rl→ [0, 1] be a smooth function such that ψ(x)=1 (resp. ψ(x)=0) if |x|≤R−1 (resp. |x|≥R).
Let n∈N. For any u∈Lpν , we define πn(u) :=
(
n
n∨‖u‖
L
p
ν
)
u∈Lpν . An application of Lemma A.5 with (E, ‖ · ‖)=(
Lpν , ‖ · ‖Lpν
)
shows that
∥∥πn(u1)−πn(u2)∥∥Lpν ≤ 2‖u1−u2‖Lpν , ∀u1, u2 ∈ Lpν , which together with (A.8) and the
P⊗B(Rl)⊗B(Rl×d)⊗B(Lpν)/B(Rl)−measurability of f shows that
fn(t, ω, y, z, u) :=
n
n∨φR(t, ω)ψ(y)
(
f(t, ω, y, πn(z), πn(u))−f(t, ω, 0, 0, 0)
)
+f(t, ω, 0, 0, 0),
(t, ω, y, z, u) ∈ [0, T ]×Ω×Rl×Rl×d×Lpν defines a Rl−valued, P⊗B(Rl)⊗B
(
Rl×d
)⊗B(Lpν)/B(Rl)−measurable
mapping satisfying (H1), (H3)−(H5) with the same coefficients as f except for cn2 (·)= 2c2(·). By (H2), it holds for
dt×dP−a.s. (t, ω) ∈ [0, T ]×Ω that
|fn(t, ω, y, 0, 0)−fn(t, ω, 0, 0, 0)|= n
n∨φRt
ψ(y)
∣∣f(t, ω, y, 0, 0)−f(t, ω, 0, 0, 0)∣∣≤ n
n∨φRt
ψ(y)φRt ≤n, ∀ y∈Rl,
so fn satisfies (H2’) with κ0=n.
Also, let (H2) and (H4)−(H6) hold for f except on a dt×dP−null set N and let (t, ω)∈Nc. Given (y1, z1), (y2, z2)∈
Rl×Rl×d and u∈Lpν , if |y1|∧|y2| ≥R, then we automatically have fn(t, ω, y1, z1, u)−fn(t, ω, y2, z2, u) = 0 and thus
|y1−y2|p−1
〈
D(y1−y2), fn(t, ω, y1, z1, u)−fn(t, ω, y2, z2, u)
〉
= 0; on the other hand, let us assume without loss of
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generality that |y1|<R, then (H2), (H4)−(H6) and (A.8) imply that
|y1−y2|p−1
〈
D(y1−y2), fn(t, ω, y1, z1, u)−fn(t, ω, y2, z2, u)
〉
=
n
n∨φRt (ω)
(
ψ(y1)−ψ(y2)
)|y1−y2|p−1〈D(y1−y2), f(t, ω, y1, πn(z1), πn(u))−f(t, ω, 0, 0, 0)〉
+
n
n∨φRt (ω)
ψ(y2)|y1−y2|p−1
〈
D(y1−y2), f
(
t, ω, y1, πn(z1), πn(u))−f(t, ω, y2, πn(z2), πn(u)
)〉
≤ n
n∨φRt (ω)
Cψ |y1−y2|p
(
φRt (ω)+βt(ω)+c1(t)|πn(z1)|+c2(t)‖πn(u)‖Lpν
)
+
n
n∨φRt (ω)
ψ(y2)
[
λ(t) θ
(|y1−y2|p)+Φt(ω)|y1−y2|p+Λt(ω)|y1−y2|p−1∣∣πn(z1)−πn(z2)∣∣]
≤λ(t) θ(|y1−y2|p)+[Φt(ω)+Cψβt(ω)+nCψ(1+c1(t)+c2(t))]|y1−y2|p + Λt(ω)|y1−y2|p−1|z1−z2|,
where Cψ denotes the Lipschitz coefficient of the smooth function ψ. Hence, fn satisfies (H6) with the same coefficients
as f except for with Φnt =Φt+Cψβt+nCψ(1+c1(t)+c2(t)), t∈ [0, T ]. Clearly,
∫ T
0
Φnt dt∈L∞+ (FT ).
Since fn satisfies (H3)−(H5) with the same coefficients as f except for cn2 (·)=2c2(·) and since
∫ T
0
∣∣fn(t, 0, 0, 0)∣∣dt=∫ T
0
∣∣f(t, 0, 0, 0))∣∣dt ∈ L∞+ (FT ), the constant R in (5.70) is exactly that for fn in (5.27). According to the proof of
Proposition 3.3
(
in particular, (5.50)
)
, the BSDEJ (ξ, fn) has a solution (Y
n, Zn, Un)∈D∞×Z2,p×Up such that
‖Y n‖D∞≤R−2. (5.71)
We also see from Proposition 3.1 that
‖Y n‖p
Dp
+‖Zn‖p
Z2,p
+‖Un‖p
Up
≤C
(
1+‖ξ‖pL∞(FT )+
∥∥∥∫ T
0
|f(t, 0, 0, 0)|dt
∥∥∥p
L∞+ (FT )
)
:= Ĉ, (5.72)
where C is a constant depending on T , ν(X ), p, C and Cβ .
Set ̟ :=p(1− 1q′ )>p(1− 1q )=1 and let m, n∈N with m>n. Since ψ(x)≡1 for all |x|≤R−1 and since an analogy
to (5.41) shows that
∥∥πm(Umt )−πn(Unt )∥∥Lpν ≤2∥∥Umt −Unt ∥∥Lpν+1{‖Unt ‖Lpν>n}∥∥Unt ∥∥Lpν ≤2∥∥Umt −Unt ∥∥Lpν+n1−̟∥∥Unt ∥∥̟Lpν ,
t∈ [0, T ], we can deduce from (5.71), (H2) and (H4)−(H6) that dt×dP−a.s.∣∣Y mt −Y nt ∣∣p−1〈D(Y mt −Y nt ), fm(t, Y mt , Zmt , Umt )− fn(t, Y nt , Znt , Unt )〉
=
m
m∨φRt
∣∣Y mt −Y nt ∣∣p−1〈D(Y mt −Y nt ), f(t, Y mt , πm(Zmt ), πm(Umt ))−f(t, Y nt , πn(Znt ), πn(Unt ))〉
+
( m
m∨φRt
− n
n∨φRt
)∣∣Y mt −Y nt ∣∣p−1〈D(Y mt −Y nt ), f(t, Y nt , πn(Znt ), πn(Unt ))−f(t, 0, 0, 0)〉
≤ λ(t) θ(|Y mt −Y nt |p)+Φt|Y mt −Y nt |p+|Y mt −Y nt |p−1[Λt∣∣πm(Zmt )−πn(Znt )∣∣+c2(t)∥∥πm(Umt )−πn(Unt )∥∥Lpν]
+
(
1− n
n∨φRt
)
(2R−4)p−1
(
φRt +βt+c1(t)|πn(Znt )|+c2(t)‖πn(Unt )‖Lpν
)
≤ λ(t) θ(|Y mt −Y nt |p)+Φt|Y mt −Y nt |p+|Y mt −Y nt |p−1[Λt∣∣Zmt −Znt ∣∣+2c2(t)∥∥Umt −Unt ∥∥Lpν]+Υm,nt ,
where Υm,nt :=
(
1− n
n∨φRt
)
(2R−4)p−1(φRt +βt+c1(t)|Znt |+c2(t)‖Unt ‖Lpν)+(2R−4)p−1c2(t)n1−̟∥∥Unt ∥∥̟Lpν . Thus, (3.4)
holds for ηn=0, c(·)=2c2(·) and the above process Υm,n. By Ho¨lder’s inequality and (5.72),
(2R−4)1−pE
∫ T
0
Υm,nt dt ≤ E
∫ T
0
(
1− n
n∨φRt
)
(φRt +βt)dt+
{
E
[( ∫ T
0
(
1− n
n∨φRt
)2
c21(t)dt
) q
2
]} 1
q
‖Zn‖Z2,p
+
{
E
∫ T
0
(
1− n
n∨φRt
)q
cq2(t)dt
} 1
q
‖Un‖Up+n1−̟
(∫ T
0
(
c2(t)
)q′
dt
) 1
q′
(
E
∫ T
0
∥∥Unt ∥∥pLpνdt
)1− 1
q′
≤ E
∫ T
0
(
1− n
n∨φRt
)
(φRt +βt)dt+Ĉ
1
p
{
E
[(∫ T
0
(
1− n
n∨φRt
)2
c21(t)dt
) q
2
]} 1
q
+Ĉ 1p
{
E
∫ T
0
(
1− n
n∨φRt
)q
cq2(t)dt
} 1
q
+Ĉ1− 1q′ n1−̟
(∫ T
0
(
c2(t)
)q′
dt
) 1
q′
:=In.
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Because n
n∨φRt
= 1
1∨(φRt /n)
ր1 as n→∞, ∀ t∈ [0, T ], the dominated convergence theorem shows that lim
n→∞
In=0. It
follows that lim
n→∞
sup
m>n
E
∫ T
0 Υ
m,n
t dt=0. Since sup
n∈N
(
‖Y n‖p
Dp
+‖Zn‖p
Z2,p
+‖Un‖p
Up
)
≤Ĉ by (5.72), we see from Proposition
3.2 that
{
(Y n, Zn, Un)
}
n∈N
is a Cauchy sequence in Sp. Let (Y, Z, U) be its limit. As in the proof of Proposition
3.3, one can extract a subsequence {mi}i∈N from N such that (5.47)−(5.49) hold, then we still have (5.50). Also,
similar to (5.52) and (5.55), we can define two [0,∞)−valued, F−predictable processes Z and U that satisfy (5.53)
and (5.56) respectively.
Fix k ∈ N and define the F−stopping time τk as in (5.57). We can still derive (5.58) from the dominated
convergence theorem and (5.47). Hence, there exists a subsequence
{
mki
}
i∈N
of {mi}i∈N such that (5.59) holds
dt×dP−a.s. For any (t, ω) ∈ [0, T ]×Ω except on a dt×dP−null set Nk, we may assume that (H2), (H4), (H5),
(5.47), (5.48), (5.59) hold, that |Yt(ω)| ≤R−2, |Y m
k
i
t (ω)| ≤R−2, ∀ i∈N
(
by (5.71), (5.50)
)
, and that Ut(ω)∈Lpν ,
U
mki
t (ω)∈Lpν , ∀ i∈N.
Let (t, ω)∈Nck∩[[0, τk]]. Since limi→∞↑
mki
mki ∨φ
R
t
=1 and since ψ
(
Y
mki
t (ω)
)
=1,
lim
i→∞
fmki
(
t, ω, Y
mki
t (ω), Z
mki
t (ω), U
mki
t (ω)
)
= lim
i→∞
f
(
t, ω, Y
mki
t (ω), πmki
(
Z
mki
t (ω)
)
, πmki
(
U
mki
t (ω)
))
. (5.73)
Using (H5), (5.48) and an analogy to the inequality (e3) in Part 5 of Proposition 3.3’s proof, we obtain∣∣∣∣f(t, ω, Y mkit (ω), πmki (Zmkit (ω)), πmki (Umkit (ω)))−f(t, ω, Y mkit (ω), πmki (Zmkit (ω)), Ut(ω))∣∣∣
≤c2(t)
∥∥∥πmki (Umkit (ω))−Ut(ω)∥∥∥Lpν ≤c2(t)
(
2
∥∥∥Umkit (ω)−Ut(ω)∥∥∥
Lpν
+
∥∥πmki (Ut(ω))−Ut(ω)∥∥Lpν)→0, as i→∞, (5.74)
Also, similar to the inequality (e3) in Part 5 of Proposition 3.3’s proof, one can deduce from (A.8) and (5.62) that∣∣∣πmki (Zmkit (ω))−Zt(ω)∣∣∣≤ ∣∣∣Zmkit (ω)−Zt(ω)∣∣∣+∣∣∣πmki (Zt(ω))−Zt(ω)∣∣∣→ 0 as i→∞, which together with (5.47) and the
continuity of the mapping f
(
t, ω, ·, ·, Ut(ω)
)
, shows that
lim
i→∞
f
(
t, ω, Y
mki
t (ω), πmki
(
Z
mki
t (ω)
)
, Ut(ω)
)
=f
(
t, ω, Yt(ω), Zt(ω), Ut(ω)
)
. (5.75)
Combining (5.73)−(5.75) leads to that
lim
i→∞
∣∣∣fmki (t, ω, Y mkit (ω), Zmkit (ω), Umkit (ω))−f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣∣=0. (5.76)
Given i∈N, since ψ(Y mkit (ω))=1, one can deduce from (H2), (H4), (H5) and an analogy to (5.65) that∣∣∣fmki (t, ω, Y mkit (ω), Zmkit (ω), Umkit (ω))−f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣∣
=
∣∣∣∣ mkimki ∨φRt (ω)
(
f
(
t, ω, Y
mki
t (ω), πmki
(
Z
mki
t (ω)
)
, πmki
(
U
mki
t (ω)
))
−f(t, ω, 0, 0, 0)
)
+f(t, ω, 0, 0, 0)−f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣∣∣
≤
∣∣∣f(t, ω, Y mkit (ω), πmki (Zmkit (ω)), πmki (Umkit (ω)))−f(t, ω, 0, 0, 0)∣∣∣+∣∣f(t, ω, Yt(ω), Zt(ω), Ut(ω))−f(t, ω, 0, 0, 0)∣∣
≤2φRt (ω)+2βt(ω)+c1(t)
(∣∣∣Zmkit (ω)∣∣∣+|Zt(ω)|)+c2(t)(∥∥∥πmki (Umkit (ω))∥∥∥Lpν+‖Ut(ω)‖Lpν
)
≤2φRt (ω)+2βt(ω)+c1(t)
(Zt(ω)+|Zt(ω)|)+c2(t)(Ut(ω)+‖Ut(ω)‖Lpν) :=Ht(ω).
Analogous to (5.66), we can deduce from Holder’s inequality, (5.53) and (5.56) that
E
∫ T
0
Htdt≤2E
∫ T
0
φRt dt+2Cβ+C
1
2
{(
E
[(∫ T
0
Z2t dt
) p
2
]) 1
p
+ ‖Z‖Z2,p
}
+C
1
q
{(
E
∫ T
0
Upt dt
) 1
p
+‖U‖Up
}
<∞.
The dominated convergence theorem and (5.76) yield that
lim
i→∞
E
∫ τk
0
∣∣∣fmki (t, Y mkit , Zmkit , Umkit )−f(t, Yt, Zt, Ut)∣∣∣dt=0.
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Then following similar arguments to Part 5 in the proof of Proposition 3.3, one can show that (Y, Z, U) is a solution
of BSDEJ (ξ, f).
2) Next, let consider the general case that ξ ∈ Lp(FT ) and
∫ T
0
|f(t, 0, 0, 0)|dt ∈ Lp+(FT ). For any n ∈ N, we set
ξn :=πn(ξ) and define
f˜n(t, ω, y, z, u) :=f(t, ω, y, z, u)−f(t, ω, 0, 0, 0)+πn
(
f(t, ω, 0, 0, 0)
)
, (t, ω, y, z, u)∈ [0, T ]×Ω×Rl×Rl×d×Lpν.
Clearly, f˜n is an R
l−valued, P⊗B(Rl)⊗B(Rl×d)⊗B(Lpν)/B(Rl)−measurable mapping satisfying (H1)−(H6) with
the same coefficients as f . As
∫ T
0 |f˜n(t, 0, 0, 0)|dt=
∫ T
0
∣∣πn(f(t, 0, 0, 0))∣∣dt≤nT , Part 1 shows that the BSDEJ (ξn, f˜n)
has a solution
(
Y n, Zn, Un
)∈D∞×Z2,p×Up (For easy reference, we still denote this solution by (Y n, Zn, Un). Note
its difference from the triple considered in Part 1
)
. Also, we know from Proposition 3.1 that
‖Y n‖p
Dp
+‖Zn‖p
Z2,p
+‖Un‖p
Up
≤ CE
[
1+|ξn|p+
(∫ T
0
∣∣πn(f(t, 0, 0, 0))∣∣dt)p]
≤ CE
[
1+|ξ|p+
(∫ T
0
∣∣f(t, 0, 0, 0)∣∣dt)p] := C˜, (5.77)
where C is a constant depending on T , ν(X ), p, C and Cβ .
Given m, n∈N with m>n, an analogy to (5.35) shows that (3.4) holds for fn= f˜n, ηn=0, c(·)=c2(·) and
Υm,nt =
∣∣Y mt −Y nt ∣∣p−1∣∣πm(f(t, 0, 0, 0))−πn(f(t, 0, 0, 0))∣∣, ∀ t∈ [0, T ].
By Ho¨lder’s inequality and (5.77),
E
∫ T
0
Υm,nt dt ≤ E
[
sup
t∈[0,T ]
∣∣Y mt −Y nt ∣∣p−1 ∫ T
0
∣∣f(t, 0, 0, 0)−πn(f(t, 0, 0, 0))∣∣dt]
≤ ∥∥Y m−Y n∥∥ pq
Dp
{
E
[( ∫ T
0
∣∣f(t, 0, 0, 0)−πn(f(t, 0, 0, 0))∣∣dt)p]} 1p
≤ 2 pq C˜ 1q
{
E
[( ∫ T
0
∣∣f(t, 0, 0, 0)−πn(f(t, 0, 0, 0))∣∣dt)p]} 1p := I˜n.
As E
[( ∫ T
0
|f(t, 0, 0, 0)|dt)p]<∞, the dominated convergence theorem implies that lim
n→∞
I˜n = 0. It follows that
lim
n→∞
sup
m>n
E
∫ T
0 Υ
m,n
t dt=0. Since sup
n∈N
(∥∥Y n∥∥p
Dp
+
∥∥Zn∥∥p
Z2,p
+
∥∥Un∥∥p
Up
)
≤C˜ by (5.77), we see from Proposition 3.2 that{
(Y n, Zn, Un)
}
n∈N
is a Cauchy sequence in Sp. Let (Y, Z, U) be its limit. As in the proof of Proposition 3.3, one
can extract a subsequence {mi}i∈N from N such that (5.47)−(5.49) hold.
For any i ∈ N, we define an FT−measurable random variable yi := Y∗+
i∑
j=1
(
Y mj −Y mj−1)
∗
with Y n0 := Y .
Minkowski’s inequality and (5.49) show that
∥∥yi∥∥Lp+(FT )≤∥∥Y ∥∥Dp+
i∑
j=1
∥∥Y mj−Y mj−1∥∥
Dp
≤1+∥∥Y ∥∥
Dp
+
∥∥Y m1−Y ∥∥
Dp
. (5.78)
Since
{
yi
}
i∈N
is an increasing sequence, y := lim
i→∞
↑ yi=Y∗+
∞∑
j=1
(
Y mj−Y mj−1)
∗
defines a [0,∞]−valued, FT−measurable
random variable. Then the monotone convergence theorem and (5.78) imply that∥∥y∥∥
Lp+(FT )
= lim
i→∞
↑ ∥∥yi∥∥Lp+(FT )≤1+∥∥Y ∥∥Dp+∥∥Y n1−Y ∥∥Dp<∞. (5.79)
Moreover, as in (5.52) and (5.55), we can define two [0,∞)−valued, F−predictable processes Z and U that satisfy
(5.53) and (5.56) respectively.
Fix k ∈ N and define the F−stopping time τk as in (5.57). One can again derive (5.58) from the dominated
convergence theorem and (5.47). Hence, there exists a subsequence
{
mki
}
i∈N
of {mi}i∈N such that (5.59) holds
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dt×dP−a.s. For any (t, ω)∈ [0, T ]×Ω except on a dt×dP−null set N˜k, we may assume that (H2), (H4), (H5), (5.47),
(5.48), (5.59) hold and that Ut(ω)∈Lpν , Um
k
i
t (ω)∈Lpν , ∀ i∈N.
Let us also fix ℓ∈N and define Aℓ :={y ∨ Y∗≤ℓ}∈FT .
Let (t, ω)∈N˜ck∩[[0, τk]]. The continuity of the mapping f
(
t, ω, ·, ·, Ut(ω)
)
, (5.47) and (5.62) yield that
lim
i→∞
f˜mki
(
t, ω, Y
mki
t (ω), Z
mki
t (ω), Ut(ω)
)
= lim
i→∞
f
(
t, ω, Y
mki
t (ω), Z
mki
t (ω), Ut(ω)
)
=f
(
t, ω, Yt(ω), Zt(ω), Ut(ω)
)
. (5.80)
By (H5), it holds for any i∈N that∣∣∣f˜mki (t, ω, Y mkit (ω), Zmkit (ω), Umkit (ω))−f˜mki (t, ω, Y mkit (ω), Zmkit (ω), Ut(ω))∣∣∣
=
∣∣∣f(t, ω, Y mkit (ω), Zmkit (ω), Umkit (ω))−f(t, ω, Y mkit (ω), Zmkit (ω), Ut(ω))∣∣∣≤c2(t)∥∥∥Umkit (ω)−Ut(ω)∥∥∥
Lpν
,
which together with (5.48) and (5.80) shows that
lim
i→∞
∣∣∣f˜mki (t, ω, Y mkit (ω), Zmkit (ω), Umkit (ω))−f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣∣=0. (5.81)
Given i∈N, there exists an j = j(k, i)∈N such that mki =mj. Since Y m
k
i
∗ (ω)≤Y∗(ω)+
∑i
j=1
(
Y m
k
j−Y mkj−1)
∗
(ω)=
yj(ω)≤y(ω), one can deduce from (H2), (H4), (H5) and an analogy to (5.65) that
1Aℓ
∣∣∣f˜mki (t, ω, Y mkit (ω), Zmkit (ω), Umkit (ω))−f(t, ω, Yt(ω), Zt(ω), Ut(ω))∣∣∣
≤ ∣∣f(t, ω, 0, 0, 0)−πn(f(t, ω, 0, 0, 0))∣∣+1Aℓ∣∣∣f(t, ω, Y mkit (ω), Zmkit (ω), Umkit (ω))−f(t, Yt(ω), Zt(ω), Ut(ω))∣∣∣
≤ ∣∣f(t, ω, 0, 0, 0)∣∣+1Aℓ{∣∣∣f(t, ω, Y mkit (ω), Zmkit (ω), Umkit (ω))−f(t, ω, 0, 0, 0)∣∣∣+∣∣f(t, Yt(ω), Zt(ω), Ut(ω))−f(t, ω, 0, 0, 0)∣∣}
≤ ∣∣f(t, ω, 0, 0, 0)∣∣+2φℓt(ω)+2βt(ω)+c1(t)(∣∣∣Zmkit (ω)∣∣∣+|Zt(ω)|)+c2(t)(∥∥∥Umkit (ω)∥∥∥
Lpν
+‖Ut(ω)‖Lpν
)
≤ ∣∣f(t, ω, 0, 0, 0)∣∣+2φℓt(ω)+2βt(ω)+c1(t)(Zt(ω)+|Zt(ω)|)+c2(t)(Ut(ω)+‖Ut(ω)‖Lpν) :=Hℓt (ω).
Similar to (5.66), we can deduce from Holder’s inequality, (5.53) and (5.56) that
E
∫ T
0
Hℓt dt≤E
∫ T
0
(|f(t, 0, 0, 0)|+2φℓt)dt+2Cβ+C 12
{(
E
[(∫ T
0
Z2t dt
) p
2
]) 1
p
+‖Z‖Z2,p
}
+C
1
q
{(
E
∫ T
0
Upt dt
) 1
p
+‖U‖Up
}
<∞.
Then the dominated convergence theorem and (5.81) yield that
lim
i→∞
E
∫ τk
0
1Aℓ
∣∣∣f˜mki (t, Y mkit , Zmkit , Umkit )−f(t, Yt, Zt, Ut)∣∣∣dt=0. (5.82)
In light of (5.47), (5.82), (5.67) and (5.68), there exists a subsequence
{
mk,ℓi
}
i∈N
of
{
mki
}
i∈N
such that except
on a P−null set N k,ℓ1
lim
i→∞
{
sup
t∈[0,T ]
∣∣∣Y mk,ℓit − Yt∣∣∣+ 1Aℓ∫ τk
0
∣∣∣∣f˜mk,ℓi (t, Y mk,ℓit , Zmk,ℓit , Umk,ℓit )− f(t, Yt, Zt, Ut)
∣∣∣∣ dt
+ sup
t∈[0,T ]
∣∣∣∣ ∫ τk
τk∧t
(
Z
mk,ℓi
s −Zs
)
dBs
∣∣∣∣+ sup
t∈[0,T ]
∣∣∣∣ ∫
(τk∧t,τk]
∫
X
(
U
mk,ℓi
s (x)−Us(x)
)
N˜p(ds, dx)
∣∣∣∣}= 0.
Since
(
Y m
k,ℓ
i , Zm
k,ℓ
i , Um
k,ℓ
i
)
solves BSDEJ
(
ξmk,ℓi
, f˜mk,ℓi
)
for any i∈N, it holds except on a P−null set N k,ℓ2 that
Y
mk,ℓi
τk∧t
= 1{τk<T}Y
mk,ℓi
τk + 1{τk=T}πmk,ℓi
(ξ) +
∫ τk
τk∧t
f˜mk,ℓi
(
s, Y
mk,ℓi
s , Z
mk,ℓi
s , U
mk,ℓi
s
)
ds−
∫ τk
τk∧t
Z
mk,ℓi
s dBs
−
∫
(τk∧t,τk]
∫
X
U
mk,ℓi
s (x)N˜p(ds, dx), ∀ t ∈ [0, T ], ∀ i ∈ N. (5.83)
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Set A˜kℓ :=
(N k,ℓ1 )c∩(N k,ℓ2 )c∩Aℓ, which includes the set ( ∪
ℓ∈N
N k,ℓ1
)c
∩
(
∪
ℓ∈N
N k,ℓ2
)c
∩Aℓ. For any ω∈A˜kℓ , letting i→∞ in
(5.83), we obtain (5.69) over A˜kℓ . As ℓ varies over N, (5.69) further holds over Ωk :=
(
∪
ℓ∈N
N k,ℓ1
)c
∩
(
∪
ℓ∈N
N k,ℓ2
)c
∩
(
∪
ℓ∈N
Aℓ
)
.
By (5.79) and Y ∈Dp, one has P (Ωk)=P( ∪
ℓ∈N
Aℓ
)
=1.
We see from (5.53) that for all ω ∈Ω except on P−null set NZ ,
∫ T
0
Z2t (ω)dt <∞ and thus τk(ω) = T for some
k=k(ω)∈N. Then letting k→∞ in (5.69) shows that (1.1) holds over
(
∩
k∈N
Ωk
)
∩ N cZ , which together with Remark
2.1 shows that (Y, Z, U) is a solution of BSDEJ (ξ, f). 
Proof of Corollary 2.1: Clearly, f(t, ω, y, z, u) :=0, ∀ (t, ω, y, z, u)∈ [0, T ]×Ω×R×Rd×L2ν satisfies (H1)−(H6). In
light of Theorem 2.1, BSDEJ(ξ, 0) admits a unique solution (Y, Z, U) ∈ Sp. Since (1.4) and Lemma 1.1 show that∫ t
0
ZsdBs+
∫
(0,t]
∫
X
Us(x)N˜p(ds, dx), t∈ [0, T ] is a uniformly integrable martingale, it holds for any t∈ [0, T ] that
Yt=E
[
ξ−
∫ T
t
ZsdBs−
∫
(t,T ]
∫
X
Us(x)N˜p(ds, dx)
∣∣∣Ft]=E[ξ|Ft], P−a.s.
In particular, one has Y0 = E[ξ]. It follows that for any t∈ [0, T ]
E[ξ|Ft]=Yt=Y0+
∫ t
0
ZsdBs+
∫
(0,t]
∫
X
Us(x)N˜p(ds, dx)=E[ξ]+
∫ t
0
ZsdBs+
∫
(0,t]
∫
X
Us(x)N˜p(ds, dx), P−a.s.,
which together with the right continuity of processes E[ξ|Ft],
∫ t
0
ZsdBs and
∫
(0,t]
∫
X
Us(x)N˜p(ds, dx), t∈ [0, T ] leads
to (2.1).
Next, let (Z ′, U ′) ∈ Z2,p×Up be another pair satisfying (2.1), so one has that P−a.s.∫ t
0
(Zs−Z ′s)dBs +
∫
(0,t]
∫
X
(
Us(x)−U ′s(x)
)
N˜p(ds, dx) = 0, t∈ [0, T ].
Clearly, the quadratic variation of the above process is
∫ t
0
|Zs−Z ′s|2ds+
∫
(0,t]
∫
X
∣∣Us(x)−U ′s(x)∣∣2Np(ds, dx)=0, t∈ [0, T ],
which implies that Zt(ω)=Z
′
t(ω) for dt×dP−a.s. (t, ω)∈ [0, T ]×Ω, and U(t, ω, x)=U ′(t, ω, x) for dt×dP×ν(dx)−a.s.
(t, ω, x)∈ [0, T ]×Ω×X . 
Proof of Theorem 4.1: By the Burkholder-Davis-Gundy inequality, there exists a constant κ˜>0 such that
E[M∗] ≤ κ˜E
{
[M,M ]
1/2
T
}
for any ca`dla`g local martingale M . Set constants ℘1 :=
(
q
4
) 1
q , ℘2 := (ν(X )T ) 1p 2 2p+1κ˜p1− 1p℘−11 , ℘3 := T +1 − p2 +
℘−p2 ν(X )T , ℘4 := 2p−1
(
16κ˜2p2℘3+
p
2
)
, ℘5 :=
2
p−1 (1+℘2)
2−p
(
22+pκ˜ppp−1℘−p1 ℘3+1
)
and ℘6 :=(4p℘3+℘4+℘5)
− 1
p . Then
we set C˜ :=
∥∥ ∫ T
0
(
β˜qt ∨Λ2t
)
dt
∥∥
L∞+ (FT )
and define processes
at :=
2β˜qt +C˜
q
2−1Λ2t
q℘p+q6 (℘4+℘5)
and At :=p
∫ t
0
asds, t∈ [0, T ] .
Clearly, CA :=‖AT ‖L∞+ (FT )≤
(p−1)(4p℘3+℘4+℘5)
℘q6(℘4+℘5)
(
2C˜+C˜
q
2
)
.
Let us introduce the following norm on Sp:
∥∥(Y, Z, U)∥∥
♯
:=
{
E
[
T sup
t∈[0,T ]
(
eAt |Yt|p
)
+
(∫ T
0
e
2
p
At |Zt|2 dt
) p
2
+
∫ T
0
∫
X
eAt |Ut(x)|pν(dx)dt
]} 1
p
, ∀ (Y, Z, U)∈Sp.
Fix (Y, Z, U)∈Sp. The P⊗B(Rl)⊗B(Rl×d)⊗B(Lpν)/B(Rl)−measurability of generator f , the F−predictability of
processes (Y, Z) as well as the P̂⊗FX−measurability of the random field U implies that the process ft :=f(t, Yt, Zt, Ut),
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t ∈ [0, T ] is F−progressively measurable. Also, (4.1), Lemma A.1 and Ho¨lder’s inequality show that
E
[(∫ T
0
|ft|dt
)p]
≤ E
[( ∫ T
0
(∣∣f(t, 0, 0, 0)∣∣+β˜t|Yt|+Λt|Zt|+β˜t‖Ut‖Lpν)dt)p]
≤ 4p−1E
[(∫ T
0
∣∣f(t, 0, 0, 0)∣∣dt)p+(∫ T
0
β˜qt dt
) p
q
∫ T
0
(|Yt|p+‖Ut‖pLpν)dt+(∫ T
0
Λ2tdt
) p
2
(∫ T
0
|Zt|2dt
) p
2
]
≤ 4p−1E
[(∫ T
0
∣∣f(t, 0, 0, 0)∣∣dt)p]+4p−1(C˜p−1T ‖Y ‖p
Dp
+C˜
p
2 ‖Z‖p
Z2,p
+C˜p−1‖U‖p
Up
)
<∞.
Clearly, f satisfies (H1)−(H6), so Theorem 2.1 shows that the BSDEJ (ξ, f) admits a unique solution (Y,Z,U)∈Sp.
We set Ψ(Y, Z, U) :=(Y,Z,U). To see that Ψ defines a contraction map on Sp under the norm ‖ ·‖♯, let
(
Y˜ , Z˜, U˜
)
be another triplet in Sp and let
(Y˜, Z˜, U˜) be the unique solution to the BSDEJ (ξ, f˜ ) with f˜t := f(t, Y˜t, Z˜t, U˜t),
t ∈ [0, T ], so Ψ(Y˜ , Z˜, U˜)=(Y˜ , Z˜, U˜). For simplicity, we denote (Y ,Z,U ) :=(Y−Y˜,Z−Z˜,U−U˜).
The structure of the following proof is similar to that of Lemma 3.1, please make a comparison.
1) Let (t, ε)∈ [0, T ]×(0, 1]. For the function ϕε defined in (5.4), applying Itoˆ’s formula to process eAsϕpε(Ys) over
the interval [t, T ], we see from (1.8) that P−a.s.
eAtϕpε(Yt)+
1
2
∫ T
t
eAstrace
(
ZsZ
T
s D
2ϕpε(Ys)
)
ds+
∑
s∈(t,T ]
eAs
(
ϕpε(Ys)−ϕpε(Ys−)−
〈
Dϕpε(Ys−),∆Ys
〉)
= eAT ε
p
2 +p
∫ T
t
eAs
[
ϕp−2ε (Ys)
〈
Ys, fs− f˜s
〉−asϕpε(Ys)]ds−p(MT−Mt+MT−Mt), (5.84)
where Ms :=M εs =
∫ s
0 e
Arϕp−2ε (Yr−)
〈
Yr−,ZrdBr
〉
and Ms :=M
ε
s =
∫
(0,s]
∫
X e
Arϕp−2ε (Yr−)
〈
Yr−,Ur(x)
〉
N˜p(dr, dx),
∀ s∈ [0, T ]. Similar to (5.10), we can deduce from Taylor’s Expansion Theorem and (5.4) that
ϕpε
(
Ys
)−ϕpε(Ys−)−〈Dϕpε(Ys−),∆Ys〉≥p(p−1)|∆Ys|2∫ 1
0
(1−α)ϕp−2ε (Ys−+α∆Ys)dα.
When |Ys−| ≤ ℘2|∆Ys|, one has ϕp−2ε (Ys−+α∆Ys) ≥
(
(|Ys−| + α|∆Ys|)2 + ε
)p
2−1 ≥ ((1 + ℘2)2|∆Ys|2 + ε) p2−1 ≥
(1 + ℘2)
p−2
(|∆Ys|2 + ε) p2−1, ∀α∈ [0, 1]. So an analogy to (5.11) and (1.7) show that P−a.s.∑
s∈(t,T ]
eAs
(
ϕpε(Ys)−ϕpε(Ys−)−
〈
Dϕpε(Ys−),∆Ys
〉)
≥ 1
2
(1+℘2)
p−2p(p−1)
∫
(t,T ]
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As
∣∣Us(x)∣∣2(|Us(x)|2+ε)p2−1Np(ds, dx).
Plugging it and an analogy to (5.9) back into (5.84), we can deduce from (5.4) that P−a.s.
eAtϕpε(Yt)+
p(p−1)
2
∫ T
t
eAsϕp−2ε (Ys)|Zs|2ds+
p(p−1)
2
(1+℘2)
p−2
∫
(t,T ]
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As
∣∣Us(x)∣∣2(|Us(x)|2+ε)p2−1Np(ds, dx)
≤ eCAε p2 +pηεt−p
(
MT−Mt+MT−Mt
)
, (5.85)
where ηεt :=
∫ T
t
eAs
[
ϕp−1ε (Ys)|fs− f˜s|−asϕpε(Ys)
]
ds.
By Lemma A.1, the random variable ̺ε := sup
t∈[0,T ]
(
eAtϕpε(Yt)
)
satisfies E[̺ε]≤eCAE
[
Y p∗ +ε
p
2
]
=eCA
(‖Y ‖p
Dp
+ε
p
2
)
<
∞. Since an analogy to (5.1) shows that
E
[( ∫
(0,T ]
∫
X
|Us(x)|2Np(ds, dx)
)p
2
]
≤ E
∫ T
0
∫
X
|Us(x)|pν(dx)ds, (5.86)
one can deduce from the Burkholder-Davis-Gundy inequality and Young’s inequality that
E
[
sup
s∈[0,T ]
|Ms|+ sup
s∈[0,T ]
|Ms|
]
≤ κ˜E
[
(̺ε)
p−1
p
(∫ T
0
e
2
p
As |Zs|2ds
)1
2
+(̺ε)
p−1
p
(∫
(0,T ]
∫
X
e
2
p
As |Us(x)|2Np(ds, dx)
)1
2
]
≤ κ˜
p
E
[
2(p−1)̺ε+eCA
(∫ T
0
|Zs|2ds
)p
2
+eCA
∫ T
0
∫
X
|Us(x)|pν(dx)ds
]
<∞.
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So both M and M are uniformly integrable martingales.
Taking t=0 and taking expectation in (5.85) yields that
E
∫ T
0
eAsϕp−2ε (Ys)|Zs|2ds+(1+℘2)p−2E
∫ T
0
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As
∣∣Us(x)∣∣2(|Us(x)|2+ε)p2−1ν(dx)ds
≤ 2
p(p−1)
(
eCAε
p
2 +pE[ηε0]
)
. (5.87)
2) Clearly, lim
ε→0
↑ |U (s, ω, x)|2(|U (s, ω, x)|2 + ε)p2−1 = |U (s, ω, x)|p, ∀ (s, ω, x) ∈ [0, T ]×Ω×X , so the monotone
convergence theorem implies that
lim
ε→0
↑ E
∫ T
0
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As |Us(x)|2
(|Us(x)|2+ε)p2−1ν(dx)ds=E∫ T
0
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As |Us(x)|pν(dx)ds.
On the other hand, one has lim
ε→0
(
ϕp−1ε (Ys)|fs− f˜s|−asϕpε(Ys)
)
= |Ys|p−1|fs− f˜s|−as|Ys|p, s ∈ [0, T ] and |ηεt | ≤ η˜ :=∫ T
0 e
As
[
ϕp−11 (Ys)|fs−f˜s|+asϕp1(Ys)
]
ds, ∀ ε∈(0, 1]. Since (4.1), Young’s inequality and Ho¨lder’s inequality imply that
E
[
η˜
]≤E∫ T
0
eAs
[
ϕp−11 (Ys)
(
β˜s
∣∣Ys−Y˜s∣∣+Λs∣∣Zs−Z˜s∣∣+β˜s∥∥Us−U˜s∥∥Lpν )+asϕp1(Ys)]ds
≤E
∫ T
0
eAs
[
1
p
∣∣Ys−Y˜s∣∣p+1
p
∥∥Us−U˜s∥∥pLpν+(2q β˜qs+as)ϕp1(Ys)
]
ds+E
[
̺
1/q
1
(∫ T
0
Λ2sds
) 1
2
(∫ T
0
e
2
p
As
∣∣Zs−Z˜s∣∣2ds) 12]
≤1
p
∥∥(Y −Y˜ , Z−Z˜, U−U˜)∥∥p
♯
+
(2
q
C˜+
1
p
CA+
1
q
C˜
q
2
)
E[̺1]<∞,
an application of the dominated convergence theorem shows that
lim
ε→0
E[ηε0]=E[η] (5.88)
with η :=
∫ T
0 e
As
[|Ys|p−1|fs− f˜s|−as|Ys|p]ds. Letting ε→0 in (5.87) then yields that
(1+℘2)
p−2E
∫ T
0
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As
∣∣Us(x)∣∣pν(dx)ds≤ 2
p−1E[η]. (5.89)
Now, fix ε∈(0, 1] again. We also see from (5.85) that
E
[
̺ε
]≤eCAε p2 +pE∫ T
0
eAsϕp−1ε (Ys)|fs− f˜s|ds+2pE
[
sup
s∈[0,T ]
|Ms|+ sup
s∈[0,T ]
|Ms|
]
. (5.90)
The Burkholder-Davis-Gundy inequality, Young’s inequality, (1.8) as well as an analogy to (5.86) implies that
2pE
[
sup
s∈[0,T ]
|Ms|+ sup
s∈[0,T ]
|Ms|
]
≤2κ˜pE
[
̺1/2ε
(∫ T
0
eAsϕp−2ε (Ys−)|Zs|2ds
)1
2
+(̺ε)
p−1
p
(∫
(0,T ]
∫
X
e
2
p
As |Us(x)|2Np(ds, dx)
)1
2
]
≤
(1
4
+
1
q
℘q1
)
E
[
̺ε
]
+4κ˜2p2E
∫ T
0
eAsϕp−2ε (Ys)|Zs|2ds+2pκ˜ppp−1℘−p1 E
∫ T
0
∫
X
eAs |Us(x)|pν(dx)ds.
One can also deduce that
E
∫ T
0
∫
X
eAs |Us(x)|pν(dx)ds ≤ E
∫ T
0
∫
X
eAs
(
1{|Ys−|>℘2|Us(x)|}℘
−p
2 ϕ
p
ε(Ys−)+1{|Ys−|≤℘2|Us(x)|}|Ut(x)|p
)
ν(dx)ds
≤ ℘−p2 ν(X )TE[̺ε]+E
∫ T
0
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As |Ut(x)|pν(dx)ds. (5.91)
3) As 1q℘
q
1=2
pκ˜ppp−1℘−p1 ℘
−p
2 ν(X )T = 14 , putting these two inequalities into (5.90) yields that
E
[
̺ε
] ≤ 4eCAε p2 +4pE∫ T
0
eAsϕp−1ε (Ys)|fs− f˜s|ds+16κ˜2p2E
∫ T
0
eAsϕp−2ε (Ys)|Zs|2ds
+22+pκ˜ppp−1℘−p1 E
∫ T
0
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As |Us(x)|pν(dx)ds. (5.92)
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Similar to (5.21), Young’s inequality shows that
E
[( ∫ T
0
e
2
p
As |Zs|2 ds
) p
2
]
≤E
[((
̺ε
) 2−p
p
∫ T
0
eAsϕp−2ε (Ys)|Zs|2 ds
) p
2
]
≤ 2−p
2
E[̺ε]+
p
2
E
∫ T
0
eAsϕp−2ε (Ys)|Zs|2 ds.
Then we see from (5.91), (5.92), (5.87) and (5.89) that
‖(Y ,Z ,U )‖p♯ ≤E
[
T̺ε+
(∫ T
0
e
2
p
As |Zs|2 ds
) p
2
+
∫ T
0
∫
X
eAs |Us(x)|pν(dx)ds
]
≤ (T+1− p
2
+℘−p2 ν(X )T
)
E[̺ε]+
p
2
E
∫ T
0
eAsϕp−2ε (Ys)|Zt|2 ds+E
∫ T
0
∫
X
1{|Ys−|≤℘2|Us(x)|}e
As |Ut(x)|pν(dx)ds
≤
(
4℘3+
1
p
℘4
)
eCAε
p
2 +4p℘3E
∫ T
0
eAsϕp−1ε (Ys)|fs− f˜s|ds+℘4E[ηε0]+℘5E[η]
=
(
4℘3+
1
p
℘4
)
eCAε
p
2 +4p℘3E
∫ T
0
ase
Asϕpε(Ys)ds+(4p℘3+℘4)E[η
ε
0]+℘5E[η].
Since E
∫ T
0
ase
Asϕp1(Ys)ds≤ 1pE[̺1AT ]≤ CAp E[̺1]<∞, letting ε→0, we can deduce from the dominated convergence
theorem and (5.88) that
‖(Y ,Z ,U )‖p♯ ≤ 4p℘3E
∫ T
0
ase
As |Ys|pds+(4p℘3+℘4+℘5)E[η]
= (4p℘3+℘4+℘5)E
∫ T
0
eAs |Ys|p−1|fs− f˜s|ds−(℘4+℘5)E
∫ T
0
ase
As |Ys|pds. (5.93)
By (4.1), Young’s inequality and Ho¨lder’s inequality again,
E
∫ T
0
eAs |Ys|p−1|fs− f˜s|ds≤E
∫ T
0
eAs |Ys|p−1
(
β˜s
∣∣Ys−Y˜s∣∣+Λs∣∣Zs−Z˜s∣∣+β˜s∥∥Us−U˜s∥∥Lpν)ds
≤E
∫ T
0
eAs
[
℘p6
p
∣∣Ys−Y˜s∣∣p+℘p6
p
∥∥Us−U˜s∥∥pLpν+2℘−q6q β˜qs |Ys|p
]
ds
+E
[(∫ T
0
Λ2sds
)1− 1
q
− 12
(∫ T
0
Λ2se
As |Ys|pds
) 1
q
(∫ T
0
e
2
p
As
∣∣Zs−Z˜s∣∣2ds) 12 ]
≤ 1
p
℘p6
∥∥(Y −Y˜ , Z−Z˜, U−U˜)∥∥p
♯
+
℘−q6
q
E
∫ T
0
eAs
(
2β˜qs+C˜
q
2−1Λ2s
)|Ys|pds.
Plugging this inequality back into (5.93) yields that
∥∥(Y−Y˜,Z−Z˜,U−U˜)∥∥p
♯
≤ 1p
∥∥(Y−Y˜ , Z−Z˜, U−U˜)∥∥p
♯
. Therefore,
Ψ is a contraction mapping on Sp under the norm ‖ · ‖♯. Then the unique fixed point (Y, Z, U)∈ Sp of Ψ forms a
unique solution of BSDEJ (ξ, f) in Sp. 
Proof of Corollary 4.1: Let τ ∈ T and ξ ∈Lp(Fτ ). Since the p−generator fτ also satisfies either (H1)−(H6) or
(4.1), Theorem 2.1 and Theorem 4.1 show that BSDEJ (ξ, fτ ) admits a unique solution (Y, Z, U)∈Sp.
By (1.4) and (1.6), Mt :=
∫ t
0
ZsdBs+
∫
(0,t]
∫
X
Us(x)N˜p(ds, dx) is a uniformly integrable martingale. Since Yτ =
ξ+
∫ T
τ fτ (s, Ys, Zs, Us)ds−MT+Mτ =ξ−MT+Mτ , P−a.s. taking conditional expectation E[ |Fτ ] shows that Yτ =ξ,
P−a.s. Then processes
{
(Yt,Zt,Ut) :=
(
Yτ∧t,1{t≤τ}Zt,1{t≤τ}Ut
)}
t∈[0,T ]
∈Sp satisfy that P−a.s.
Yt = Yτ∧t = Yτ +
∫ τ
τ∧t
fτ (s, Ys, Zs, Us)ds−
∫ τ
τ∧t
ZsdBs−
∫
(τ∧t,τ ]
∫
X
Us(x)N˜p(ds, dx)
= ξ +
∫ T
t
fτ
(
s,Ys,Zs,Us
)
ds−
∫ T
t
ZsdBs−
∫
(t,T ]
∫
X
Us(x)N˜p(ds, dx), t ∈ [0, T ],
so (Y,Z,U) also solves BSDEJ (ξ, fτ ). It follows that P{Yt=Yt=Yτ∧t, t∈ [0, T ]}=1 and that (Zt, Ut)=(Zt,Ut)=
1{t≤τ}(Zt, Ut), dt×dP−a.s. 
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Proof of Proposition 4.1: Set Cβ˜ :=
∥∥ ∫ T
0 β˜
q
t dt
∥∥
L∞+ (FT )
and let C denote a generic constant depending on T , ν(X ),
p, c and Cβ˜ , whose form may vary from line to line. Fix (t, y, z, u)∈ [0, T )×Rl×Rl×d×Lpν such that (4.3) holds.
1) Let s∈(t, T ]. For any A∈Ft, the Burkholder-Davis-Gundy inequality, (A.1) and an analogy to (5.1) imply that
E
[
1A sup
t′∈(t,s]
∣∣V (t, t′, z, u)∣∣p]≤2p−1E[ sup
t′∈(t,s]
∣∣∣ ∫ t′
t
1AzdBs
∣∣∣p+ sup
t′∈(t,s]
∣∣∣ ∫
s∈(t,t′]
∫
X
1Au(x)N˜p(ds, dx)
∣∣∣p]
≤cp,lE
[( ∫ s
t
1A|z|2dr
) p
2
+
∫ s
t
∫
X
1A|u(x)|pν(dx)dr
]
≤cp,l
(
(s−t) p2 |z|p+(s−t)‖u‖p
Lpν
)
P (A).
As A vary over Ft, we obtain
E
[
sup
t′∈(t,s]
∣∣V (t, t′, z, u)∣∣p∣∣∣Ft] ≤ cp,l((s−t) p2 |z|p+(s−t)‖u‖pLpν). (5.94)
In particular, taking expectation implies that V (t, s, z, u)∈Lp(Fs). Since the p−generator fs also satisfies (4.2), Theo-
rem 4.1 and Corollary 4.1 show that the BSDEJ
(
y+V (t, s, z, u), fs
)
admits a unique solution (Y s,y,z,u, Zs,y,z,u, Us,y,z,u)∈
Sp satisfying that P
{
Y s,y,z,ur =Y
s,y,z,u
s , r∈ [s, T ]
}
=1 and that
(
Zs,y,z,ur , U
s,y,z,u
r
)
=0, dr×dP−a.s. on (s, T ]×Ω.
Fix ε∈ (0, δ ∧ 1]. We simply denote (Y t+ε,y,z,u, Zt+ε,y,z,u, U t+ε,y,z,u) by (Y ε, Zε, Uε). For any (s, ω, y′, z′, u′) ∈
[0, T ]×Ω×Rl×Rl×d×Lpν, define
fε(s, ω, y′, z′, u′) :=1{s<t+ε}f
(
s, ω, y′+y+1{s>t}V (t, s, z, u)(ω), z
′+1{s>t}z, u
′+1{s>t}u
)
,
which satisfies (4.2) again. Since
{
1{s>t}V (t, s, z, u)
}
s∈[0,T ]
is an F−progressively measurable process, the P⊗
B(Rl)⊗B(Rl×d)⊗B(Lpν)/B(Rl)−measurability of f implies that of fε. Ho¨lder’s inequality and (5.94) show that
E
[(∫ T
0
|fε(s, 0, 0, 0)|ds
)p]
=E
[(∫ t+ε
0
|f(s, y+1{s>t}V (t, s, z, u),1{s>t}z,1{s>t}u)|ds
)p]
≤E
[(∫ t+ε
0
|f(s, 0, 0, 0)|ds+
∫ t+ε
0
β˜sds
(
|y|+ sup
s∈(t,t+ε]
|V (t, s, z, u)|
)
+c
∫ t+ε
t
(|z|+‖u‖Lpν)ds)p]
≤4p−1E
[(∫ t+ε
0
|f(s, 0, 0, 0)|ds
)p
+(t+ε)
(∫ t+ε
0
β˜qsds
)p−1(
|y|p+ sup
s∈(t,t+ε]
|V (t, s, z, u)|p
)]
+4p−1cpεp
(|z|+‖u‖Lpν)p
≤4p−1E
[(∫ T
0
|f(s, 0, 0, 0)|ds
)p]
+4p−1TCp−1
β˜
(
|y|p+cp,l
(
ε
p
2 |z|p+ε‖u‖p
Lpν
))
+4p−1cpεp
(|z|+‖u‖Lpν)p<∞.
By (5.94) again, one can deduce that(Yεs ,Zεs ,Uεs ) :=(Y εs −y−1{s>t}V (t, s∧(t+ε), z, u), Zεs−1{t<s≤t+ε}z, Uεs−1{t<s≤t+ε}u), ∀ s ∈ [0, T ]
belongs to Sp and satisfies BSDEJ (0, fε).
2) Next, let A∈Ft. Applying Corollary 2.1 with ξ=1AYεt ∈Lp(Ft) shows that there exists a unique pair
(
Z ε,U ε
)∈
Z2,p×Up such that P−a.s.
Y εs :=E
[
1AYεt |Fs
]
=E
[
1AYεt
]
+
∫ s
0
Z εr dBr+
∫
(0,s]
∫
X
U εr (x)N˜p(dr, dx), s∈ [0, T ].
Define Y
ε
s := 1{s<t}Y
ε
s +1{s≥t}1AYεs ,
(
Z
ε
s, U
ε
s
)
:= 1{s≤t}
(
Z εs ,U
ε
s
)
+1{s>t}1A(Zεs ,Uεs ), ∀ s∈ [0, T ]. One can deduce
from Doob’s martingale inequality that
(
Y
ε
, Z
ε
, U
ε)
belong to Sp. Since
{
1A1{s≥t}
}
s∈[0,T ]
is an F−adapted ca`dla`g
process, the mapping
fεA(s, ω, y
′, z′, u′) :=1A1{s≥t}f
ε(s, ω, y′, z′, u′), ∀ (s, ω, y′, z′, u) ∈ [0, T ]×Ω×Rl×Rl×d×Lpν
is also a p−generator that satisfies (4.2) and ∫ T0 |fεA(t, 0, 0, 0)|dt∈Lp+(FT ).
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For any s∈ [t, T ], multiplying 1A to the BSDEJ (0, fε) over period [s, T ] yields that
1AYεs =
∫ T
s
1Af
ε(r,Yεr ,Zεr ,Uεr )dr−
∫ T
s
1AZεrdBr−
∫
(s,T ]
∫
X
1AUεr (x)N˜p(dr, dx)
=
∫ T
s
1A1{r≥t}f
ε(r,1AYεr ,1AZεr ,1AUεr )dr−
∫ T
s
Z
ε
rdBr−
∫
(s,T ]
∫
X
U
ε
r(x)N˜p(dr, dx)
=
∫ T
s
fεA
(
r, Y
ε
r, Z
ε
r, U
ε
r
)
dr−
∫ T
s
Z
ε
rdBr−
∫
(s,T ]
∫
X
U
ε
r(x)N˜p(dr, dx), P−a.s.
The right continuity of process Yε shows that P−a.s.
1AYεs =
∫ T
s
fεA
(
r, Y
ε
r, Z
ε
r, U
ε
r
)
dr−
∫ T
s
Z
ε
rdBr−
∫
(s,T ]
∫
X
U
ε
r(x)N˜p(dr, dx), s ∈ [t, T ]. (5.95)
On the other hand, for any s∈ [0, t), since Y εt =E
[
1AYεt |Ft
]
=1AYεt , P−a.s. taking s= t in (5.95) yields that
Y εs = Y
ε
t −
∫ t
s
Z εr dBr−
∫
(s,t]
∫
X
U εr (x)N˜p(dr, dx)=1AYεt −
∫ t
s
Z
ε
rdBr−
∫
(s,t]
∫
X
U
ε
r(x)N˜p(dr, dx)
=
∫ T
s
fεA(r, Y
ε
r, Z
ε
r, U
ε
r)dr−
∫ T
s
Z
ε
rdBr−
∫
(s,T ]
∫
X
U
ε
r(x)N˜p(dr, dx), P−a.s.
This equality together with (5.95) and the right continuity of Y
ε
shows that P−a.s.
Y
ε
s = 1{s<t}Y
ε
s +1{s≥t}1AYεs =
∫ T
s
fεA(s, Y
ε
r, Z
ε
r, U
ε
r)dr−
∫ T
s
Z
ε
rdBr−
∫
(s,T ]
∫
X
U
ε
r(x)N˜p(dr, dx), s∈ [0, T ].
Hence,
(
Y
ε
, Z
ε
, U
ε)
solve BSDEJ (0, fεA).
By Proposition 3.1, one has
∥∥Y ε∥∥p
Dp
+
∥∥Zε∥∥p
Z2,p
+
∥∥Uε∥∥p
Up
≤CE
[( ∫ T
0
|fεA(s, 0, 0, 0)|ds
)p ]
. It then follows from (4.2),
(A.1) and Ho¨lder’s inequality that
E
[
1A
(
sup
s∈[t,t+ε]
∣∣Yεs ∣∣p+(∫ t+ε
t
|Zεs |2ds
) p
2
+
∫ t+ε
t
‖Uεs‖pLpνds
)]
=E
[
sup
s∈[t,t+ε]
∣∣Y εs∣∣p+(∫ t+ε
t
|Zεs|2ds
) p
2
+
∫ t+ε
t
‖Uεs‖pLpνds
]
≤∥∥Y ε∥∥p
Dp
+
∥∥Zε∥∥p
Z2,p
+
∥∥Uε∥∥p
Up
≤CE
[( ∫ T
0
|fεA(s, 0, 0, 0)|ds
)p ]
=CE
[( ∫ t+ε
t
1A|f(s, y+V (t, s, z, u), z, u)|ds
)p ]
≤CE
[
1A
( ∫ t+ε
t
[|f(s, y, 0, 0)|+β˜s|V (t, s, z, u)|+c|z|+c‖u‖Lpν]ds)p ]
≤CE
[
εp1A sup
s∈[t,t+ε]
|f(s, y, 0, 0)|p+ε1A sup
s∈(t,t+ε]
∣∣V (t, s, z, u)∣∣p( ∫ t+ε
t
β˜qsds
)p−1
+εpcp 1A
(|z|p+‖u‖p
Lpν
)]
.
As A varies over Ft, (5.94) shows that
E
[
sup
s∈[t,t+ε]
∣∣Yεs ∣∣p+(∫ t+ε
t
|Zεs |2ds
) p
2
+
∫ t+ε
t
‖Uεs‖pLpνds
∣∣∣Ft]
≤CE
[
εp sup
s∈[t,t+ε]
|f(s, y, 0, 0)|p+εCp−1
β˜
sup
s∈(t,t+ε]
∣∣V (t, s, z, u)∣∣p∣∣∣Ft]+Cεp(|z|p+‖u‖pLpν)
≤CεpE
[
sup
s∈[t,t+ε]
|f(s, y, 0, 0)|p
∣∣∣Ft]+Cεp(|z|p+‖u‖pLpν). (5.96)
3) Since Yεt+ε=Y εt+ε−y−V
(
t, t+ε, z, u
)
=Y εT−y−V
(
t, t+ε, z, u
)
=0, P−a.s., we see from the BSDEJ (0, fε) that
Yεt =
∫ t+ε
t
fε(s,Yεs ,Zεs ,Uεs )ds−
∫ t+ε
t
ZεsdBs−
∫
(t,t+ε]
∫
X
Uεs (x)N˜p(ds, dx), P−a.s.
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Taking the conditional expectation E[ |Ft] yields that
1
ε
Yεt −f(t, y, z, u)=
1
ε
E
[ ∫ t+ε
t
(
f(s,Yεs+y + V (t, s, z, u),Zεs+z,Uεs+u)−f(t, y, z, u)
)
ds
∣∣∣Ft], P−a.s.
Ho¨lder’s inequality and (4.2) imply that P−a.s.∣∣∣1
ε
Yεt −f(t, y, z, u)
∣∣∣≤ 1
ε
E
[ ∫ t+ε
t
(
β˜s
(|Yεs |+|V (t, s, z, u)|)+c|Zεs |+c‖Uεs‖Lpν+∣∣f(s, y, z, u)−f(t, y, z, u)∣∣)ds∣∣∣Ft]
≤ 1
ε
E
[(∫ t+ε
t
β˜qsds
) 1
q
{(∫ t+ε
t
|Yεs |pds
) 1
p
+
(∫ t+ε
t
|V (t, s, z, u)|pds
) 1
p
}
+cε
1
2
( ∫ t+ε
t
|Zεs |2ds
) 1
2
+cε
1
q
(∫ t+ε
t
‖Uεs‖pLpνds
) 1
p
+
∫ t+ε
t
|f(s, y, z, u)−f(t, y, z, u)|ds
∣∣∣Ft].
Then one can deduce from Jensen’s inequality, (A.1), (5.94) and (5.96) that
51−p
∣∣∣1
ε
Yεt −f(t, y, z, u)
∣∣∣p≤ 1
εp
E
[
εCp−1
β˜
sup
s∈[t,t+ε]
(|Yεs |p+|V (t, s, z, u)|p)+cpε p2 (∫ t+ε
t
|Zεs |2ds
) p
2
+cpεp−1
∫ t+ε
t
‖Uεs‖pLpνds
∣∣∣Ft]+ϑε
≤
Cp−1
β˜
+cp
ε
E
[
sup
s∈[t,t+ε]
|Yεs |p+
(∫ t+ε
t
|Zεs |2ds
) p
2
+
∫ t+ε
t
‖Uεs‖pLpνds
∣∣∣Ft]+Cp−1β˜
εp−1
E
[
sup
s∈[t,t+ε]
|V (t, s, z, u)|p
∣∣∣Ft]+ϑε
≤Cεp−1E
[
sup
s∈[t,t+ε]
|f(s, y, 0, 0)|p
∣∣∣Ft]+C(εp−1+ε1−p2 )(|z|p+‖u‖pLpν)+ϑε, (5.97)
where ϑε :=E
[(
1
ε
∫ t+ε
t |f(s, y, z, u)−f(t, y, z, u)|ds
)p∣∣∣Ft].
The right continuity of process {f(s, y, z, u)}s∈[0,T ] at t implies that lim
ε→0+
1
ε
∫ t+ε
t
|f(s, y, z, u)−f(t, y, z, u)|ds=0,
P−a.s. Since (4.2) shows that 1ε
∫ t+ε
t |f(s, y, z, u)−f(t, y, z, u)|ds ≤ 2 sup
s∈[t,t+δ]
|f(s, y, z, u)| ≤ 2 sup
s∈[t,t+δ]
|f(s, y, 0, 0)|+
2c
(|z|+‖u‖Lpν), P−a.s. for any ε∈(0, δ∧1] and since E[ sup
s∈[t,t+δ]
|f(s, y, 0, 0)|p
]
<∞, a conditional-expectation version
of the dominated convergence theorem shows that lim
ε→0+
ϑε=0. Thus, letting ε→ 0 in (5.97) yields that
f(t, y, z, u) = lim
ε→0+
1
ε
Yεt = lim
ε→0+
1
ε
(Y εt −y) = lim
ε→0+
1
ε
(
Y t+ε,y,z,ut −y
)
, P−a.s. 
A Appendix
Lemma A.1. Let {ai}i∈N ⊂ [0,∞). For any p ∈ (0,∞) and n ∈ N with n ≥ 2, we have
(
1 ∧ np−1) n∑
i=1
api ≤
(
n∑
i=1
ai
)p
≤ (1 ∨ np−1) n∑
i=1
api . (A.1)
Proof: Suppose that p ∈ (1,∞) first. For any 0 ≤ b ≤ c <∞, one can deduce that
(b + c)p − cp = p
∫ b+c
c
tp−1dt ≥ p
∫ b+c
c
bp−1dt = pbp ≥ bp, or equivalent, (b+ c)p ≥ bp + cp. (A.2)
Thus, (a1 + a2)
p ≥ ap1 + ap2. When n ≥ 3, applying (A.2) consecutively, we obtain(
n∑
i=1
ai
)p
≥ ap1 +
(
n∑
i=2
ai
)p
≥ ap1 + ap2 +
(
n∑
i=3
ai
)p
≥ · · · ≥
n−2∑
i=1
api +
(
n∑
i=n−1
ai
)p
≥
n∑
i=1
api . (A.3)
Now, let mn be the counting probability measure on Sn = {1, · · · , n} with mn(i) = 1n for each i ∈ Sn. Jensen’s
inequality implies that (
n∑
i=1
ai
n
)p
=
(∫
Sn
aimn(di)
)p
≤
∫
Sn
apimn(di) =
n∑
i=1
api
n
.
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Multiplying np to both sides, we see from (A.3) that
n∑
i=1
api ≤
(
n∑
i=1
ai
)p
≤ np−1
n∑
i=1
api . (A.4)
Clearly, the case “p = 1” is trivial. So it remains to show (A.1) for p ∈ (0, 1): Applying (A.4) with p˜ = 1p and
a˜i = a
p
i , i ∈ Sn yields that
n∑
i=1
ai =
n∑
i=1
a˜p˜i ≤
(
n∑
i=1
a˜i
)p˜
=
(
n∑
i=1
api
) 1
p
≤ np˜−1
n∑
i=1
a˜p˜i = n
1
p
−1
n∑
i=1
ai.
Taking p−th power on both inequalities above, we obtain
np−1
n∑
i=1
api ≤
(
n∑
i=1
ai
)p
≤
n∑
i=1
api . 
Lemma A.2. For any b, c ∈ [0,∞), we have
∣∣bp − cp∣∣ ≤ { |b− c|p, if p ∈ (0, 1],
p(b ∨ c)p−1|b− c|, if p ∈ (1,∞). (A.5)
Proof: It is trivial when b = c. Since b and c take the symmetric roles in (A.5), we only need to assume b < c
without loss of generality.
•When p ∈ (0, 1], applying Lemma A.1 with a1 = b and a2 = c−b yields that cp = (a1+a2)p ≤ ap1+ap2 = bp+(c−b)p,
which implies that
∣∣bp − cp∣∣ = cp − bp ≤ (c− b)p = |b− c|p;
• When p ∈ (1,∞), one can deduce that cp − bp = p ∫ c
b
tp−1dt ≤ p ∫ c
b
cp−1dt = pcp−1(c − b), which leads to that∣∣bp − cp∣∣ = cp − bp ≤ p cp−1(c− b) = p(b ∨ c)p−1|b− c|. 
Lemma A.3. (Bihari’s inequality) Let θ : [0,∞)→ [0,∞) and ζ, χ : [0, T ]→ [0,∞) be three functions such that
( i) either θ ≡ 0 or θ(x) > 0 for any x > 0;
( ii) θ is increasing and satisfies
∫ 1
0+
1
θ(x)dx =∞;
(iii) ζ is integrable and χ is bounded.
If χ(t) ≤ ∫ Tt θ(χ(s))ζ(s)ds for any t ∈ [0, T ], then χ ≡ 0.
Proof: The case “θ ≡ 0” is trivial. So we only assume that θ(x) > 0 for any x > 0 by (i). It follows from (iii) that∫ T
0 θ
(
χ(s)
)
ζ(s)ds ≤ θ
(
sup
s∈[0,T ]
χ(s)
) ∫ T
0 ζ(s)ds <∞. Thus
h(t) :=
∫ T
t
θ
(
χ(s)
)
ζ(s)ds ∈ [0,∞), ∀ t ∈ [0, T ].
defines a continuous and decreasing function. Since θ is increasing, differentiating function φ yields that
h′(t) = −θ(χ(t))ζ(t) ≥ −θ(h(t))ζ(t), ∀ t ∈ [0, T ]. (A.6)
Assume h(0) > 0. Then T̂ := inf{t ∈ (0, T ] : h(t) = 0} ∈ (0, T ] and it is clear that lim
t→T̂−
↓ h(t) = 0. As the
continuous and decreasing function φ images [0, T̂ ) onto (0, h(0)], Changing of variable gives that∫ h(0)
0+
1
θ(x)
dx = −
∫ T̂−
0
1
θ
(
h(t)
)dh(t) = − ∫ T̂−
0
h′(t)
θ
(
h(t)
)dt ≤ ∫ T̂−
0
ζ(t)dt ≤
∫ T
0
ζ(t)dt <∞, (A.7)
where we used (A.6) and (iii). For any 0 < a < b < ∞, one can deduce from the monotonicity of function θ that∫ b
a
1
θ(x)dx ≤
∫ b
a
1
θ(a)dx =
b−a
θ(a) < ∞, which together with (A.7) implies that
∫ 1
0+
1
θ(x)dx < ∞. This results in a
contradiction to assumption (ii). Therefore, h(0) = 0, which forces h(·) ≡ 0. As a consequence, χ(·) ≡ 0. 
For the next three lemmas, we consider a generic vector space E with norm ‖ · ‖.
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Lemma A.4. Let E be a vector space with inner product 〈·, ·〉 and norm ‖ · ‖. For any x, y ∈ E, we have∥∥πr(x)− πr(y)∥∥ ≤ ‖x− y‖, ∀ r ∈ (0,∞). (A.8)
Consequently,
‖x− y‖ ≥ (‖x‖ ∧ ‖y‖)∥∥D(x) −D(y)∥∥. (A.9)
Proof: Without loss of generality, we assume that ‖x‖≤‖y‖ in the whole proof.
To see (A.8), let us discuss by three cases:
(1) When r>‖y‖: Since πr(x)=x and πr(y)=y, one simply has
∥∥πr(x)−πr(y)∥∥=‖x−y‖;
(2) When ‖x‖≤r≤‖y‖: Let us set c :=〈x,D(y)〉 and ŷ :=cD(y). Since 〈x−ŷ,D(y)〉=0, it holds for any α∈R that∥∥x− αD(y)∥∥2 = ∥∥x− ŷ − (α−c)D(y)∥∥2 = ∥∥x− ŷ∥∥2 + ∥∥(α−c)D(y)∥∥2 = ∥∥x− ŷ∥∥2 + (α−c)2.
Hence, it follows that∥∥πr(x) − πr(y)∥∥2 = ∥∥x− rD(y)∥∥2 = ∥∥x− ŷ∥∥2 + (r−c)2 ≤ ∥∥x− ŷ∥∥2 + (‖y‖−c)2 = ∥∥x− y∥∥2,
where we used the fact that c≤ ∣∣〈x,D(y)〉∣∣≤‖x‖≤r≤‖y‖ by the Schwarz inequality.
(3) When r < ‖x‖: We know from (2) that
‖x−y‖ ≥ ∥∥π‖x‖(x)−π‖x‖(y)∥∥ = ∥∥x−‖x‖D(y)∥∥ = ‖x‖∥∥D(x)−D(y)∥∥ ≥ r∥∥D(x)−D(y)∥∥ = ∥∥πr(x)−πr(y)∥∥.
If x=0, (A.9) holds trivially. Otherwise, since ‖x‖≤‖y‖, applying (A.8) with r=‖x‖ gives rise to (A.9). 
Lemma A.5. Let E be a vector space with norm ‖ · ‖ only. For any x, y ∈ E, we have∥∥πr(x) − πr(y)∥∥ ≤ 2‖x− y‖, ∀ r ∈ (0,∞).
Proof: Let x, y ∈ E. Since |a∨b−a∨c|≤|b−c| holds for any a, b, c∈R, the triangle inequality implies that∥∥πr(x)−πr(y)∥∥ = ∥∥∥ r
r∨‖x‖x−
r
r∨‖y‖y
∥∥∥≤ r
r∨‖x‖‖x−y‖+
∣∣∣ r
r∨‖x‖−
r
r∨‖y‖
∣∣∣‖y‖
≤ ‖x−y‖+ r‖y‖
(r∨‖x‖)(r∨‖y‖)
∣∣r∨‖x‖−r∨‖y‖∣∣≤‖x−y‖+∣∣‖x‖−‖y‖∣∣≤2‖x−y‖. 
Lemma A.6. Let E be a vector space with inner product 〈·, ·〉 and norm ‖ · ‖. For any p∈ (0, 1] and x, y ∈E, we
have
∥∥‖x‖pD(x)−‖y‖pD(y)∥∥≤(1+2p)‖x−y‖p.
Proof: The case “p= 1” is trivial since
∥∥‖x‖D(x)−‖y‖D(y)∥∥= ‖x−y‖. For p∈ (0, 1), we assume without loss of
generality that ‖x‖≤‖y‖ and discuss by three cases:
1) When x=0:
∥∥‖y‖pD(y)∥∥=‖y‖p;
2) When 0<‖x‖≤‖x−y‖: ∥∥‖x‖pD(x)−‖y‖pD(y)∥∥≤∥∥‖x‖pD(x)∥∥+∥∥‖y‖pD(y)∥∥=‖x‖p+‖y‖p≤‖x‖p+(‖x‖+‖x−y‖)p≤
(1+2p)‖x−y‖p;
3) When ‖x‖ > ‖x − y‖: As ‖x‖ ≤ ‖y‖, (A.9) and Lemma A.2 show that ∥∥‖x‖pD(x)−‖y‖pD(y)∥∥ ≤ ‖x‖p∥∥D(x)−
D(y)
∥∥+∣∣‖x‖p−‖y‖p∣∣≤‖x‖p−1‖x−y‖+∣∣‖x‖−‖y‖∣∣p<2‖x−y‖p. 
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