Support Vector Machines are a general formulation for machine learning. It has been shown to perform extremely well for a number of problems in classification and regression. However, in many difficult problems, the system dynamics may change with time and the resulting new information arriving incrementally will provide additional data. At present, there is limited work to cope with the computational demands of modeling time varying systems. Therefore, we develop the concept of adaptive support vector machines that can learn from incremental data. In this paper, results are provided to demonsirate the applicability of the adaptive support vector machines techniques for pattern classification and regression problems.
INTRODUCTION
Support Vector Machines are a new class of learning machines. A learning machine here is represented by a family of functions f(x, a) where x represents input and a represents adjustable parameters. Training the learning machine involves appropriate fixing of the adjustable parameters by minimizing the training error and a risk term that is related to the capacity of the learning machine. Conceptually, SVMs work in a higher dimensional space called the feature space [vapnik, 1995, 1998 ; Burges, 19981 . The feature space is related to the input data space through a transformation. This transformation can, in general, be nonlinear. In the context of pattern classification, the classification is achieved by specifying hyperplanes in the feature space separating the classes. Thus the nonlinear boundary in the input space that separates the classes is transformed to a hyperplane in the feature space. The vectors that lie close to these hyperplanes in the feature space are called the support vectors. The automatic identification of these veci.ors and the calculation of the hyperplanes through the SVM formulation lead to a standard optimization problem known as the convex quadratic programming problem [Fletcher, 1987; Murty, 19881. It is well known that many signal processing and time series problems are essentially processing long data records with large data sets [SI. Many of these problems can also be charaterized by non-stationarity and noise. When new data arrives, the problem is effectively solved from the beginning and this is extremely time consuming. Therefore, there is a need to develop incremental learning techniques for the SVMs to adapt to changing requirements defining the problem. In our earlier paper, we have given incremental SVM results for pattern classification problems that deal with sequentially arriving video images [9, 10, 111. In this paper, we extend our earlier work [9,10] to cover. regression problems in the same setting and demonstrate the feasibility of such methods. There exist applications for such techniques in fields ranging from time-series prediction, function approximation and adaptive control, and various other related applications.
SUPPORT VECTOR MACHINES
In this section, we give a brief introduction to the theory of support vector machine learning for pattern recognition and regression. We then give a general formulation of the problem, and demonstrate that both pattern recognition and regression are special cases of this form.
Pattern Recognition
We now look briefly at how the SVM pattern recognition problem is formulated [4]. Suppose we are given the training set:
It is assumed that this training set was produced by some unknown but well defined map:
We also (implicitly, as shown later) define a mapping from our input space to a (usually) higher dimensional feature space as:
Let us suppose that our two training classes are linearly separable when mapped into feature space. Then we can define a discriminant function g(x) thus:
The discriminant function may be used to classify points of unknown classification as follows:
Any discriminant function (2.4) defines a linear (flat) decision surface in feature space that bisects our two classes. This plane is characterised by:
However, there will be infinitely many such planes. . To select the surface best suited to the task, the SVh4 maximises the distance between the decision surface and those training points lying closest to it (the support vectors). It is easy to show (see [2] for example) that this distance is inversely proportional to +wTw.
Furthermore, our training data may not be linearly separable in feature space. To account for this, we use slack variables to allow some points to lie on the wrong side of the decision surface, but include a term in our problem to penalise such incorrect classifications.
Using a linear penalty function, this leads to the problem PI: Where S, , t, > 0 are user constants, both usually set to 1.
s may be used to set the relative distance of a training point fiom the decision surface, and t to penalise the incorrect classification of some points more strongly than others.
Unfortunately, (2.7) presents computationally difficulties (especially if d, is large), so we instead use the (primal-). dual form [2] ':
We can express our discriminant as:
1=1
We will be using the (primal-) dual form (2.8) in this paper. Note that:
There is exactly one a for every training vector.
Only those a 's corresponding to support vectors will be non-zero. Hence the SVM can be fully specified using only the support vectors. Furthermore, the support vectors usually make up only a small fraction of all training vectors.
The matrix G is positive semi-definite and the constraints are linear. Hence the program is convex. This implies that any local optimum will also be a global (although not necessarily unique) optimum.
The dimension of the feature space is hidden by the kernel function K (~,~) , circumventing the "curse of dimensionality" which affects the primal form.
So long as our kernel function satisfies Mercer's condition [ 11, we need never explicitly know what our feature mapping actually is.
Usually, b is not included in the dual. However, this results in an additional equality constraint, which leads to computational difficulties.
We now look at the optimality conditions for (2.8). Define:
The KKT conditions for (2.8) can then be written:
Regression (2.12)
We now look briefly at how the SVM regression problem is formulated [7]. Suppose we are given the training set:
Once again, it is assumed that this training set was produced by some unknown but well defined map:
so that: z, = 2 (2, ) + noise x, = i, +noise
As for pattem recognition, we (implicitly) define a mapping from input to feature space as:
Using the set of functions 9, : s d~ + %, we define a nonlinear approximation to g : where E, > 0 is a user constant, usually the same for all training points, that defines the training error allowed for a given point before the error is penalised (imparting a degree of noise insensitivity). The second element of (2.17) is a simple measure of empirical risk, whilst the first element is a regularisation term intended to prevent overThis is computationally difficult. Therefore we use the
fitting.
such that -Ct I a I Ct (2.18)
Where:
The resultant approximation function may be written:
The properties of the SVM formulation are essentially the same as those listed for the pattern recognition case.
Rather than repeating them here, we will move straight to the optimality conditions for the regression problem (2.18). 
Generic SVMs -Regression with Inequalities
We now show how the SVM regression model may be extended to include inequalities. Suppose that, in addition to (2.13), we are given the data:
During training, we want (if possible) to enforce the bounds: Note that the SVM pattern recognition problem may be formulated as regression in inequalities. We form our regression training set from (2.1) as follows:
Hence we need only consider the SVM training problem of form (2.26) and the associated optimality conditions (2.27) and (2.28). Pattern recognition and standard regression may be treated as special cases of the more general regression in inequalities problem.
OPTIMISING SVMS -THE ACTIVE SlET

APPROACH a =
As noted earlier, a feature of SVMs is that, lor each training pair we have exactly one dual variable, a . The support vectors are those for which this variable is nonzero. It has been noted by a number of authors that support vectors typically make up only a small fraction of all training vectors.
Active set methods [3] allow us to take full advantage of this feature of the problem by reducing the effective dimensionality of the problem ((2.26) in this case) lkom the number of training points to the number of support vectors, as we will now describe. where H, is assumed to be non-singular for the purposes of this paper (this will always be true if G, is nonsingular).
This partition may change during the completion of the algorithm. We also define tht: lower triangularmatrix V using:
While we will not go into detail about how this factorisation of H, is used, it should be noted that:
Using this factorisation, it is possible, given a vector r , to calculate H;'r in quadratic time.
If the sue of H, is increased or decreased when the partitioning is changed, it is possible to update V in quadratic time.
The factorisation V tends to be more numerically stable than some other possible factorisation (for example, Hi' ).
The Active Set Algorithm
We now outline the algorithm used here to solve the SVM training problem (2.26). Upon entering the algorithm, it is assumed that we have a consistently defined partitioning (3.1) (including a,+ and a,--the starting point), a factorisation V of H, as defined by (3.3) , and the gradients e and f as defined by (2.27).
The algorithm is as follows: b. Re-partition the problem by adding the variable q to the set of free variables.
c. Goto step 1.
6. Terminate -the optional solution has been found.
Note that this algorithm will always find the optimal solution in a finite time.
INCREMENTAL LEARNING
We have chosen to use a fairly simple heuristic to investigate incremental learning. Suppose we have a trained SVM. If we wish to add more training pairs to our training set, we do so by setting the a 's corresponding to these pairs to zero (without changing any other values) and re-entering the algorithm at step 1 with starting point (a,b,e, f 1 -Likewise, if we wish to remove points fiom our training set, we simply remove the corresponding a 's, update e and f if necessary (i.e. if we removed a support vector), and then re-enter the algorithm at step 1.
EXPERIMENTAL RESULTS
We tested incremental training using a standard MackeyGlass chaotic timeseries where v = 200, C = 10 and E = 0.001. Training was done in an incremental fashion, starting with an empty training set and then adding one training pair at a time until 1000 training pairs had been added. After each incremental change, the resultant SVM was tested using an independent testing set consisting of 1000 pairs. The generalization error was measured using the following formula:
Results are shown in figures 1 and 2.
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Training set size The algorithm was implemented in C++ and compiled with DJGPP. All testing was done in a lGHz Pentium Coppennine using extended DOS. We have successllly demonstrated how the prolblem of pattern recognition and regression may be unified into a single problem.
We have also demonstrated the applicability of incremental learning to the regression problem and, by implication, the pattern recognition problem. Results are provided to demonstrate the computational efficiency and advantages claimed.
