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Abstract
The share of biomass in energy production is constantly growing. This is caused by
environmental and industry standards and EU guidelines. Biomass is used in the pro-
cess of co-firing in large power plants and industrial installations. In the existing power
stations, biomass is milled and burned simultaneously with coal. However, low-emission
combustion techniques, including biomass co-combustion, have some negative side
effects that can be split into two categories. The direct effects influence the process control
stability, whereas the indirect ones on combustion installations via increased corrosion or
boiler slagging. The effects can be minimised using additional information about the
process. The proper combustion diagnosis as well as an appropriate, robust control
system ought to be applied. The chapter is devoted to the analysis of modern, robust
control techniques for complex power engineering applications.
Keywords: adaptive control, model predictive control, complex system, co-combustion,
energy, controllability, robust
1. Introduction
Regarding the fact that coal is still themain fuel used in electricity generation around the world
and it contains impurities that significantly increase pollutant emissions, new combustion tech-
niques are developed, e.g. air staging, reburning and flue gas circulation [1]. Fossil fuel deple-
tion forces the use of renewable fuels such as biomass; in existing power stations, biomass is
milled and burned simultaneously with coal. However, low-emission combustion techniques,
including biomass co-combustion, have negative effects: directly influence on process control
stability/efficiency and indirectly on combustion installations via increased corrosion or boiler
slagging [2]. These effects can be minimised using additional information about the process that
makes combustion monitoring (diagnosis) system necessary to apply [3].
© 2018 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
The combustion efficiency of pulverised fuel depends on several parameters. The commonly
applied, low-emission techniques use recirculation vortexes that lengthen the paths of the coal
grains passing through the flame to minimise generation of thermal oxides of nitrogen (NOx).
To make co-combustion of pulverised coal more efficient and environment-friendly, it is nec-
essary to measure its key parameters.
The information taken at the output is delayed and averaged. Although there are several
combustion diagnostic direct techniques, the most of them are expensive or impossible to
utilise under industrial conditions. The radiation emitted by the flame reflects the combustion
process occurring in chemical reactions and physical processes. The fast and minimally inva-
sive optical methods allow to use image processing-based information in process control
system. Such approach gives non-delayed and spatially selective additional information about
the ongoing combustion process. The still and apparent position of flame is the result of
dynamic equilibrium between the local flame propagation speed and the speed of the incom-
ing fuel mixture. It allows assuming that the shape of a flame can be an indicator of the
combustion process, occurring under certain conditions.
As a result, the relationship between the parameters describes the variation of the flame and
the temperature of the exhaust gas in the chamber or the amount of air flow in the secondary
factor. Thus, if the temperature is slowly varying value, having an inert nature, the reasonable
approach is including a single or a set of the image parameters that would provide fast
information to the synthesis of the controller. Due to the incomplete knowledge about the
control plant or various changes in its performance, the control system with fixed parameters
is insufficient. Then, it is recommended to use the adaptive control approach. The required
knowledge of the complex nonlinear object may be achieved using different methods but due
to the process, they ought to be robust and secure. It seems to be a very interesting application
for robust adaptive control algorithms.
2. Process models and uncertainties
Every detailed aspect of the real process cannot be adequately contemplated by mathematical
models. Simplifying assumptions have to be made, especially due to the control purposes,
where models with simple structures and sufficiently small size have to be used regarding to
the available control techniques and real-time considerations. Therefore, mathematical control
models can only describe the dynamics of the process in an approximate way.
Majority of modern control techniques need a control model of the plant with fixed structure
and parameters, which is used throughout the design stage. For an exact description of the
plant (neglecting external disturbances), processes could be controlled by an open-loop con-
troller. However, feedback is necessary for process control because of the external perturba-
tions and model inaccuracies in all real processes.
The objective of robust control is to design controllerswhich preserve stability and performance in
spite of themodelling inaccuracies or uncertainties.Although the use of feedback contemplates the
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inaccuracies of the model simplicity, the term of robust control is used in [4, 5] to describe control
systems that explicitly consider the discrepancies between the model and the real processes.
Depending on the technique used to design the controllers, there are different approaches in
modelling uncertainties. The most extended techniques are frequency response uncertainties
and transfer function parametric uncertainties. Most of the cases assume that the plant can be
exactly described by one of the models belonging to a family. That is, if the family of models is
composed of linear models, the plant is also linear. In case of model predictive control (MPC)
approach, the uncertainties can be defined about the prediction capability of the model.
Frequency uncertainties are usually described by a band around nominal frequency response.
The plant frequency response is presumed to be included in the band. In case of parametric
uncertainties, each coefficient of the transfer function is presumed to be bounded by uncer-
tainties limit. The plant is then presumed to have a transfer function with parameters within
the uncertainty set. There is an assumption that the plant is linear with a frequency response
within the uncertainty band for the first case and the plant is linear and of the same order as
that of the family of models for the case of parametric uncertainties.
The control models in MPC are used to predict what is going to happen: future trajectories.
The appropriate way to describe uncertainties in this context seems to be the model (or a set of
models) that instead of generating a future trajectory may also generate the band of trajectories
in which the process of trajectory will be included when the same input is applied, in spite of
uncertainties. In case of availability of good process model, this band is narrow, and the
uncertainty level is low.
The most general way of posing problem in MPC considers a process whose behaviour is
dictated by the equation:
y tþ 1ð Þ ¼ f y tð Þ;…; y t ny
 
; u tð Þ;…; u t nuð Þ; z tð Þ;…; z t nzð Þ;ψ
 
(1)
where y(t)∈Y and u(t)∈U are n and m vectors of outputs and inputs, ψ∈Ψ is a vector of
parameters, possibly unknown, and z(t)∈Z is a vector of possibly random variables.
Consider the model or family of models, for the process described by:
by tþ 1ð Þ ¼ bf y tð Þ;…; y t nnað Þ; u tð Þ;…; u t nnbð Þ; θð Þ (2)
where by tþ 1ð Þ is the prediction of output vector for instant t + 1 generated by the model bf is a
vector function, usually simplification of f, nna and nnb are the number of past outputs and
inputs considered by the model and θ∈Θ is a vector of uncertainties about the plant. Variables
that are although influencing the plant dynamics are not considered in the model due to the
necessary simplifications or for the other reasons are represented by the z(t).
The dynamics of the plant in (1) are completely described by the family of models (2) if for any
y(t),⋯, y(t ny)∈Y, u(t),⋯, u(t nu)∈U, z(t),⋯, z(t nz)∈Z and ψ∈Ψ, there is a vector of
parameters θi∈Θ such that:
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f y tð Þ;…; y t ny
 
; u tð Þ;…; u t nuð Þ; z tð Þ;…; z t nzð Þ;ψ
 
¼ bf y tð Þ;…; y t nnað Þ; u tð Þ;…; u t nnbð Þ; θð Þ
(3)
The way in which uncertainties parameter θ and its domain Θ are defined mainly depends on
the structures of f and bf and on the degree of certainty about the model. The following are the
most popular structures in MPC approaches [5]:
• Truncated impulse response uncertainties—Suitable when the plant model is nonlinear
and linear (obtained at different operating regimes), so the plant is described by a linear
combination q known stable linear time-invariant plants with unknown weighting θj.
• Matrix fraction description uncertainties—Frequently, the state space description is used
and each of the entries of the transfer matrix is characterised by its static gain, time
constant and dead time. Bounds on the coefficients of matrices A(z1) and B(z1) can be
obtained on the gain and time constants. However, uncertainties about the dead time are
difficult to handle. If the uncertainty band about the dead time is smaller, the pure delay
of the discrete-time model does not have to be changed. The fractional delay time can be
modelled by the Pade expansion and the uncertainty bound of these coefficients can be
calculated from the uncertainties of the dead time. It is imperfect for real-time applications
due to min-max problem solving. If the uncertainties only affect polynomial matrix B, the
prediction equation is an affine function of the uncertainty parameter and the resulting
min-max problem is less computationally expensive.
• Global uncertainties—Based on assumption that all modelling errors are globalised in a
vector of parameters, the process can be approximated by a linear model in the sense that
all trajectories will be included in bands that depend on θ(t). If the process variables are
bounded, the global uncertainties are also be bounded.
The objective of prediction control is to compute the future control sequence u(t), u(t + 1),⋯,
u(t +Nu) in such way that the optimal j step ahead predictions y(t + j| t) are driven close to
w(t + j) for the prediction horizon. The way in which system approach the desired trajectories is
indicated by the function J which depends on the present and future control signals and
uncertainties. Usually, for the stochastic type of the uncertainty, the function J minimization
for the most expected situation, supposing that the future trajectories are going to be the future
expected trajectories. In case bounded uncertainties are considered explicitly, bounds on the
predictive trajectories can be calculated and more robust control would be obtained when
controller tried to minimise the objective function for the worst situation, by solving:
min
u∈U
max
θ∈Θ
J u;θð Þ (4)
The function to be minimised is the maximum of the norm that measures how well the process
output follows the reference trajectories.
Different types of norms can be used for this purpose, e.g. quadratic cost function [6], ∞-∞
norm [7] or 1-norm [8].
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In case quadratic cost function of θ for each value of u, used Hessian matrix (see [6]) can be
assured to be positive definite. This implies that the function is convex and there are no local
optimal solutions different from the global optimal solution. One of the main problems of
nonlinear programming algorithms, the presence of local minima, is avoided. Such an
approach can be prohibitive for real-time applications with long costing and control horizons.
Of course, the problem gets more complex when the uncertainties on the input and output
parameters are considered.
Campo and Morari have proved that the ∞-∞ norm reduces min-max problem; therefore, it
requires fewer computation and can be solved using standard algorithms. Although ∞-∞ norm
seems to be appropriate in terms of robustness, it is only concerned with maximum deviation
and the rest of the behaviour is not taken explicitly into account. Other types of norms are
more adequate for measuring the performance. Alwright [8] has shown that this method can
be extended to the 1-norm.
2.1. Robustness by imposing constraints
To guarantee robustness in MPC is imposing the stability conditions for all possible
realisations of uncertainties [9]. The key ingredients of the stabilising MPC are a terminal set
and a terminal cost. The terminal state (i.e. the state at the end of the prediction horizon) is
forced to reach a terminal set that contains the steady state. An associated terminal cost is
added to the cost function.
The robust MPC consists of finding a vector of future control moves such that it minimises an
objective function (including a terminal cost satisfying the stability conditions [9]) and forces
the final state to reach the terminal region for all possible values of uncertainties, that is:
min
u∈U
J x tð Þ; uð Þ subject to∀θ∈Θ
Ru ≤ r þ Vx tð Þ
x tþNð Þ∈ΩT

(5)
where the terminal set ΩT is usually defined by a polytope ΩT≜ {x :RTx ≤ rT}. The inequality
Ru ≤ r +Vx(t) contains the operating constraints. If there are operating constraints on the
process output and/or state, vector r is an affine function of the uncertainties θ.
In general, industrial processes are nonlinear, but most of MPC applications are based on the
use of linear models. There are two reasons for this:
• The identification of a linear model based on process data is relatively easy.
• Linear models provide good results when the plant is operating in the neighbourhood of
the operating point. In the MPC appliances, the objective is to keep the process around the
stationary state rather than perform frequent changes from one operating point to
another, and therefore, a precise linear model is enough. The use of linear model together
with a quadratic objective function gives rise to a convex problem whose solution is well
studied and implemented in many commercial products. The existence of algorithms that
can guarantee a convergent solution in a time shorter than sampling time is crucial in
processes with the great number of variables.
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However, the dynamic response of the resulting linear controllers is unacceptable when
applied to processes that are nonlinear to varying degrees of severity. Despite the fact that in
many situations the process will be operating in the neighbourhood of a steady state, and
therefore a linear representation will be adequate, there are some very important situations
where it does not occur. There are processes for which the nonlinearities are so severe and so
crucial to the closed loop stability that a linear model is not sufficient.
3. Robust control of biomass fuel co-combustion
The design of stabilising controllers for nonlinear controllers with known and unknown
constant parameters has significant improvement within the last decades. It involves design
techniques such as adaptive feedback linearization [10–12], adaptive backstepping [13–15],
robust Lyapunov functions (CLFs and RCLFs) [16–19], nonlinear damping and swapping [14,
20] as well as switching adaptive control [21, 22]. They are applicable for globally stabilising
controllers for single input feedback linearizable systems [10, 11, 22] and parametric-strict-feed-
back systems [13–15]. Despite this, the problem of adaptive control of a big class of nonlinear
systems still remains unexplored.
The procedure presented in Ref. [23] for designing robust adaptive controllers for a large class
of multi-input nonlinear systems with exogenous bounded input disturbances results in
approach that combines the theory of control Lyapunov functions and the switching adaptive
controller to overcome the problem of computing the control law in the case where estimation
model becomes uncontrollable.
It is important that the control law depends on estimates of the Lie derivative LgV, which
depends both on the system vector-fields and robust control Lyapunov function (RCLF) V.
The class of systems for which the proposed approach is applicable can be characterised by the
following assumption: LgV depends linearly on unknown constant parameters, where g denotes
the input vector field and V is CLF (RCLF) for the system.
Contrary to the classical adaptive approach where the control law depends on estimates of the
system vector-fields, in the presented case, it depends on estimates of the RCLF term [23]. LgV
depends on both system vector-fields and RCLF function V.
On the one hand, the main advantage of such approach is that Lyapunov inequalities relating
to the parameter estimation errors and the time derivative of the RCLF are easy to handle. But
on the other hand, the designed controllers depend critically on the knowledge of LgV. In case
of adaptive versions of such controllers, there is the risk of failure regarding to the fact that the
estimate of LgV may have a different sign at certain times than the actual LgV. Similarly, when
the estimate of LgV is close to zero, the actual LgV is not. Such divergences imply uncontrolla-
bility of the estimation model, even if the actual model is not.
To overcome these problems, the switching control law is used, which is modified version of
control law presented in Ref. [22]. Such control law approximately switches between two adap-
tive controllers, which have the following properties: (1) both controllers behave approximately
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the same in the nonadaptive case and (2) when one of these controllers becomes nonimplemen-
table, the other one is implementable.
The proposed approach is significant because it constructs globally stabilising controllers for a
wider class of plants than multi-input feedback linearizable systems and parametric-pure-feedback
systems and can be expressed as:
_x ¼ Fxþ G ϑτ1l0 xð Þ þ ϑ
τ
2l1 xð Þ
 
u, (6)
where x∈Rnand u∈Rmdenote the state and the control input vectors, F, G, ϑi, i = 1, 2 are
constant unknown matrices and l0, l1 are continuous matrix functions, non-singular for all x.
The existing adaptive designs guarantee [10–12] closed-loop stability only if the constant
matrices G, ϑ2 are known.
In case of the parametric-pure-feedback system, denoted by:
_x1 ¼ xiþ1 þ θ
T f i xi;…; xiþ1ð Þ 1 ≤ i ≤n 1
_xn ¼ θ
T f n xð Þ þ θ
T
ɡn2 xð Þ þ ɡn1 xð Þ
 
u0
(7)
where θ is a vector of unknown constant parameters, x denotes the state vector of the system
and fi, ɡni are continuous functions. The global stability procedures, presented in [13, 15, 20],
guarantee the global stability only if the input vector field θTɡn2(x) +ɡn1(x) is independent θ
and the functions fi are independent of xi + 1.
For the problem formulation, the nonlinear system of the following form is considered:
_x ¼ f xð Þ þ ɡ xð Þuþ ɡw xð Þw, (8)
where x∈Rn, u∈Rmand w∈Rk denote vectors of system states, control inputs and distur-
bances and f, g, gw are C
1 vector-fields of appropriate dimensions. We assume that the
disturbance vector w is bounded. The control objective is to find the control input u as a
function of x such that all closed-loop signals are bounded and x! 0 as t!∞. Since w(t) 6¼ 0,
t ≥ 0 and is assumed to be any general unknown bounded continuous time function.
The system (8) is robustly asymptotically stabilizable (RAS) when there exists a control law u = k
(x), where k is appropriate feedback, such that the closed-loop solutions are robustly globally
uniformly asymptotically stabilizable (RGUAS), according to definitions given in [16, 24].
Other approaches involve artificial intelligence methods to guarantee robust adaptive control
for MIMO nonlinear systems. Fuzzy logic controllers have proven to have great potential in
applications to complex or poorly modelled systems. Wang andMendel in [25, 26] have started
studies regarding fuzzy control of uncertain nonlinear systems. According to Wang [26], it is
possible to find control law to achieve a stable control loop system. Chiu [27] proposed a
universal fuzzy approximator for feedback cancellation, and the stability is guaranteed by
Lyapunov’s method. While the system is composed of tunable fuzzy sets, the approach is
called Mamdani fuzzy approximation (MFA) control. Such a MFA controller is often extended
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to robust adaptive controllers due to [28, 29], but this requires a large number of fuzzy rules to
achieve satisfactory approximator. To cope this problem, in [30–33], Takagi-Sugeno fuzzy
approximator (TSFA) is involved. The invertible fuzzy approximated input matrix needs to be
imposed in case of MIMO systems [34–36]. Furthermore, some examples of combining fizzy
adaptive and sliding mode control can be found in [37, 38]. The examples of robust fuzzy
adaptive control schemes with guaranteed H∞ control performance for a specific class of
MIMO nonlinear systems can be found in [39–41].
4. Flame images-based biomass-coal combustion characterisation
The efficiency of pulverised fuel depends on several parameters. The commonly applied, low-
emission techniques of pulverised coal combustion use recirculation vortexes that lengthen the
paths of the coal grains passing through the flame to minimise generation of thermal oxides of
nitrogen (NOx). To make pulverised coal combustion more efficient and environment friendly,
it is necessary to measure its key parameters. The information taken from the output (exhaust
gas collector) is delayed and averaged. In Ref. [42], several combustion diagnostic direct
techniques are presented; the most of them are impossible to utilise under industrial conditions
or are expensive. Fast and minimally invasive optical methods allow using image processing-
based information in process control system [43].
Combustion tests were done in a 0.5 MWth (megawatt of thermal) research facility, enabling
scaled down (10:1) combustion conditions with a swirl burner. The cylindrical shape combus-
tion chamber has the following dimensions: 2.5 m long and 0.7 m in diameter. There is a low-
NOx burner mounted horizontally at the front wall with 0.1 m in diameter. The stand has the
necessary fuel supply systems: primary and secondary air, coal and oil. Previously prepared
pulverised coal is dumped into the coal feeder bunker. Additionally, after passing through the
feeder, straw is mixed with coal.
Two lateral inspection openings on both sides of the combustion chamber provide image
acquisition. The CMOS sensor-based high-speed camera was placed near burner’s nozzle (see
Figure 1), because this area was considered as the crucial one. The 0.7 m length borescope was
engaged in the transfer of the flame images from the inside of the combustion chamber. The
camera acquired up to 500 frames per second at its maximal resolution (1280  1024 pixels).
The optical system was cooled with water jacket. Additionally, purging air was used to avoid
dustiness of optical elements of the probe.
To comply with standards, the combustion test included the following steps. First, the com-
bustion chamber was warmed up by burning oil. After reaching the proper temperature level,
the oil supply was switched off [44], and coal and biomass mixture supplied by the primary air
was delivered to the burner. While the primary air was used for fuel feeding, the excess air
coefficient was determined through the secondary air flow.
Several variants were taken into consideration, where thermal power (Pth) and excess air
coefficient (λ) were set independently for known biomass content. It is notable that the λ was
defined as quotient the mass of air to combust 1 kg of fuel to the mass of stoichiometric air.
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The study was conducted for three exact thermal power values (250, 300 and 400 kW) at the
object’s output and certain excess air coefficient (0.65, 0.75, and 0.85).
The tests covered two fuel mixtures containing 10% and 20% of biomass (straw), respec-
tively. The research assumed that biomass physical properties (like particle size, inherent
moisture, etc.) as well as all the image acquisition parameters (such as frame rate, camera
gain and exposure time) remained unchanged. Flame images acquisition covered different
fuels mixtures in every variant of the combustion facility. In order to guarantee online
algorithm controllability, the images pixel amplitude was limited to 0–255 range due to 8-bit
grayscale conversion. The flame area within each frame of the acquired image sequence was
determined on the basis of pixel amplitude to distinguish the flame as far brighter than any
other registered objects within the field of view of the borescope. Thus, a sum of all the pixels
contained within the bright region defined the flame area. Coordinates of flame area centre
(x, y) are calculated as the mean value of the line or column coordinates, respectively, of all
flame area pixels. Flame contour length was defined as a sum of all boundary pixels, assum-
ing that the distance between two neighbouring contour points parallel to the coordinate axes
is rated 1.
Changes of flame area that were obtained for fuel mixtures with 10% and 20% content of
biomass obtained for different values of thermal power and excess air coefficient are presented
in Figures 2 and 3, respectively. Every combustion state defined by set of constant values of
Pth, λ, and biomass content was represented by 2000 images.
Raise of thermal power of combustion facility causes increasing of flame area, as shown in
Figures 2a and 3a.
Rise of thermal load also affects coordinates of the flame area centre, especially the
x-coordinate for coal with 10% of biomass only indicating that the distance between flame
front and burner nozzle increases (Figure 2c). For the other fuel mixture tested, the flame
position was more stable (Figure 3c and d).
Figure 1. View of combustion facility: (a) left side, (b) right side with the installed camera.
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Low values of the flame area and contour length as well as sudden drops of coordinates of
flame centre area observed for Pth = 250 kW and λ = 0.85 point to stability problems, which
occurred during combustion tests.
Another important factor is variability of the flame parameters discussed, that were calculated
for each combustion state.
Amount of excess air coefficient significantly affects combustion process. However, the mean
value of flame area has different dependencies on λ for the different values of thermal power.
For Pth = 400 kW, the flame area decreases when excess air coefficient increases for fuel
mixtures with 10% and 20% of biomass.
Variability of flame contour length is almost the same as it does in the case of flame area.
Changes of the flame centre position are different for the examined variants. For biomass
content of 20%, the standard deviation of the discussed parameter is greater, especially for
greater λ and thermal power value.
Comparing the mean values of flame area for the same excess air coefficient, it could be
observed that flame area is larger for fuel mixtures with higher biomass content. This is because
biomass contains more volatile contents comparing to coal.
Figure 2. Flame area (a), contour length (b) and coordinates of flame area centre (c and d) obtained for different states of
combustion process—coal with 10% content of biomass.
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The studies have shown that possible unstable combustion rely to optical parameters (e.g.
flame area, contour length and flame centre coordinates), similarly to higher excess air coeffi-
cients, regardless the thermal power (Figures 2 and 3). Themore biomass was added (Figure 3),
the sudden changes of the discussed parameters were observed. This indicates that unstable
combustion is a serious problem.
The way the flame area was defined, directly influences on the achieved quantitative parame-
ter values of the flame area and its contour length. Mounting the camera perpendicularly to the
burner axis allowed to estimate vital information about combustion process state [44–48].
These were the distance between burner and flame ignition point [45, 48] as well as spread
angle of the flame. In industrial practice for full-scale power boilers, it is hard to install the
camera close to a burner, because it involves disturbances in the boiler shield. So, the alterna-
tive camera set-up was tested.
5. Robust adaptive control of co-combustion process, using optical signals
For the proper boiler’s power operation, the opportunity to assess the quality of combustion is
critical [49]. The combustion flow in layers influences on the speed of chemical reactions, heat
Figure 3. Flame area (a), contour length (b) and coordinates of flame area centre (c and d) obtained for different states of
combustion process—coal with 20% content of biomass.
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transfer efficiency, flame stability and the generation of NOx and CO. According to sources
[49–51], the type of burner, fuel type and the control method have the crucial effect on the
formation of combustion aerodynamics.
Low-emission burners use the reducing properties of enriched flame by the organisation of
under stoichiometric combustion zones using air or fuel staging. However, it should be noted
that dust excess conditions may deteriorate and increase the unburnt loss.
Considering both environmental aspects and factors mentioned above, there is a need for a
novel combustion process control system. Its specific requirements are based on the use of
combustion information obtained both from conventional instrumentation and innovative
techniques.
Ensuring the flame stability and the fault states, detection seems to be the most important
parameters from the technological point of view. It affected the use of video technology and
fibre-optic probes to complete the diagnostic information about the flame for the control
system. In order to provide online, normative, emission constraints, the quantitative informa-
tion on the concentration of nitrogen oxides (NOx), carbon oxides (CO) and sulphur dioxide
(SO2) is equally important. Apart from the importance of the process state appropriate param-
eters selection, the selection and placement of measuring devices in such difficult industrial
conditions stand a separate issue.
The change of the co-combustion process organisation stands the most popular NOx emissions
reducing method. However, it causes negative consequences for the boiler operation. This
results in the higher unburnt loss, increased CO emissions, the increased slagging, evaporator
corrosion and instability of the flame.
Due to the fact that these phenomena are undesirable or even dangerous for the boiler, it is
very difficult to achieve NOx reduction at an appropriate level. Introducing the appropriate
monitoring and control system can be a solution to the problem. The advanced combustion
control systems introduce additional structural modifications and signals in the form of sepa-
rate air flow to individual burners, OFA nozzles and mill load or additional signals from the
exhaust gas analysers such as NOx, CO, and SO2. Due to the fact that the excess air determines
the amount of NOx generated in the coal boiler energy [49, 52], the combustion process control
in a single burner would be the advantage.
The combustion process occurring in chemical reactions and physical processes can be
reflected via radiation emitted by the flame. In the current state of the art, non-delayed and
spatially selective additional information about the ongoing combustion process can be deliv-
ered non-invasively only using optical or acoustic diagnostic methods. It is possible to include
determination of the air-fuel ratio, the quantity of heat release and temperature regarding the
spectrum of flames in the visible emission. The image processing-based approach seems to be
particularly important, because still and the apparent position of the flame stands the result of
a dynamic equilibrium between the local flame propagation speed and the speed of the
incoming fuel mixture. On this basis, it is assumed that the flame front position changes may
be an indicator of this balance imminent distortion, occurring under certain conditions [53–56].
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A potential problem of complex control systems, for example, the combustion process, is
difficult (and thus is not full) measuring the physical-chemical quantities. In the proposed
solution, a classical approach is supplemented with information about the image parameters
flame, registered a high-speed camera.
As a result, the analyses highlighted the relationship between the parameters that describe the
variation of the flame and the temperature of the exhaust gas in the chamber or the amount of
air flow in the secondary factor. Thus, if the temperature is slowly varying size, having an inert
nature, the synthesis of the controller can be used quick-picture (actually a parameter or group
of the image parameters).
Primary air is used mainly for delivering pulverised coal to the burner nozzle, whereas
secondary air is used for regulation purposes. Input parameters, such as the coal-biomass
mixture and air flows, were changed several times during the tests to create various combus-
tion states.
Due to the incomplete knowledge of the control object or its rapid changes in performance, the
adaptive control seems to be a reasonable approach.
The nonlinear autoregressive network with exogenous inputs (NARX) is a recurrent dynamic
network, with feedback connections enclosing several layers of the network. The NARX model
is based on the linear ARX model, which is commonly used in time-series modelling. The
defining equation for the NARX model is as follows:
y tð Þ ¼ f y t 1ð Þ;…; y t ny
 
; u t 1ð Þ;…; y t nuð Þ
 
, (9)
where the next value of the dependent output signal y(t) is regressed on previous values of the
output signal and previous values of an independent (exogenous) input signal. The NARX
model can be implemented using a feedforward neural network to approximate the function f.
This implementation also allows for a vector ARX model, where the input and output can be
multidimensional.
The output of the NARX network can be considered as an estimate of the output of the
modelled nonlinear dynamic system. The output is fed back to the input of the feedforward
neural network as part of the standard NARX architecture. Regarding to the fact that the true
output is available during the training of the network, it is possible to create a series-parallel
architecture (see [56]), in which the true output is used instead of feeding back the estimated
output.
The custom architecture used for further analyses is the model reference adaptive control
(MRAC) system. Suchamodel reference control architecture has twosubnetworks (seeFigure 4).
One subnetwork is themodel of the plant to be controlled. The other subnetwork is the controller.
Obtaining the trained NARX plant model, it is possible to create the total MRAC system and
insert the NARX model inside and then add the feedback connections to the feedforward
network. The next stagewas focused on training of controller subnetwork.
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In order to make the closed-loop MRAC system responding in the same way as the reference
model (used to generate data), the weights from the trained plant model network ought to be
inserted into the appropriate location of the MRAC system. Then to achieve plant an initial
input of zero, the output weights of the controller network were set to zero.
The training of the MRAC system took much longer than the training of the NARX plant model
regarding to the fact that the network is recurrent and dynamic backpropagation was used.
After the network was trained, it was tested by applying a test input to the MRAC network.
There were two MRAC systems designed and compared. The first one used non-optic, mea-
surement-based set of input vectors, respectively quantitatively describe the flow of secondary
air, fuel expense and vectors describing respectively exhaust temperature in the chamber,
recorded in the first measurement point. The second scheme used secondary air flow control
signal and chosen flame image descriptors (Otsu’s method based - flame surface area and
contour length).
Figure 5 shows system response to the system reference input in both cases: with classic
measurements (a) and when a flame image descriptor contour length vector was applied (b).
Simulation results shown in Figure 5 reveal that the plant model output does follow the
reference input with the correct critically damped response, even though the input sequence
was not the same as the input sequence in the training data. The steady state response is not
perfect for each step, but this could be improved with a larger training set and perhaps more
hidden neurons. From the obtained results of the proposed neural adaptive controls, it can be
concluded that control signals are bounded, abrupt changes of system parameters involve
sudden changes of amplitudes of command laws and the outputs of the controlled system.
As mentioned before, imposing constraints can be a way of guaranteeing robustness. The
analysed control system was evaluated by simulating a sudden step change of the load
request. This test replicates the critical situation that occurs when an unexpected change of
power and NOx radicals takes place. The results are presented in Figure 6.
The constraints are satisfied because algorithm checked all possible values of the uncertainties.
Figure 4. MRAC control scheme.
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6. Conclusion
The flame area can be one of the crucial pointers of combustion process state [43–49, 57].
Therefore, it can be easily estimated in a series of images and it could be used in real-time
applications regardless the place of camera mounting. Investigated factors used for combustion
Figure 6. MIMO controller response to sudden change of power load regarding to the relationship between the concen-
trations of NOx, CO, flue gas temperature in the combustion chamber for two reference models m1 and m2.
Figure 5. MRAC system response to the system reference input: (a) without additional information from optical signals
and (b) with flame image descriptor signal included in the control scheme.
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process assessment cannot be used directly in full-scale combustion facilities, due to the fact
that they strongly depend on the burner type and size of combustion chamber.
Radicals (NOx, CO and SO2) emission requirements are becoming more restrictive. As a result,
the optimum control of combustion using low-carbon technologies seems to be very important.
The paper covered the conditions for the development of the combustion process control
system as well as elaborated optimal algorithm. The aim of the algorithm was to optimise the
boiler operation based on information obtained from conventional instrumentation and incor-
porate innovative techniques to assess the quality of the process.
The correction signals introduced by the optimising algorithm are indeed small. The proposed
simulation of the MIMO controller results in better, robust performance. The evaluation of the
control signals indicates a negligible change in magnitude of input signals. Consideration of
uncertainties can be a considerable interest. If a model predictive controller takes into account
the constraints are used, it will solve the problem, keeping the expected values of the output
signals within the feasible region, but due to the external perturbations or uncertainties, this
does not guarantee that any output is going to be bound. In case of uncertainties, MPC
minimises the objective function for the worst situation and keeps the value of the variables
within the constraint region for possible cases of uncertainties.
The increment of the prediction horizon n allows better performance since a greater predic-
tion of the future error is possible. While applying temperature values, its error weight
must be high regarding to the fact that the classical temperature regulation is slow and
responsible for overall performance. Too big value of the control horizon returns undesired
oscillations.
As it was mentioned before, biomass co-combustion process is difficult to control. Research on
using the presented approach extends the possibilities of modern combustion processes and
makes them more flexible to maintain.
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