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  ABSTRACT: Increasing exports by stimulating the foreign direct investment could be 
a solution to the problem of the persistent trade balance deficit of Romania. However, in such 
an attempt there have to be taken into consideration the potential effects of the foreign direct 
investment on some categories of imports. This paper explores the dynamic relation between the 
foreign direct investment from the manufacturing sector and the Romanian imports of 
intermediate goods and raw materials. We found causality linkages between the foreign direct 
investment and the imports of intermediate goods, meaning that Romanian branches of the 
multinational companies prefer to import such goods instead of producing or buying from the 
domestic markets. Instead, we failed to identify any causality between the foreign direct 
investment and the imports of raw materials.  
 
 
  KEY WORDS: foreign direct investment; imports; causality; cointegration; Romania 
 
 
  JEL CLASSIFICATION: F21, F23 
 
 
 
1. INTRODUCTION 
 
The relation  between the foreign direct investment from the manufacturing 
sector and the importurs of intermediate goods and raw materials is important from the 
Romanian foreign trade unsustainable disequilibrium perspective (Figure 1).  In  the 
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recent period the trade balance deficit increased significantly, imposing an active 
policy of the Government. However, its possibilities of intervention are limited. As a 
member state of the European Union Romania can not apply unilaterally classic tools 
of the commercial policy: customs duties or subsidies for the exporters. In this context, 
three main directions could be followed for cutting the foreign trade deficit: 
Government assistance for the exporters,  devaluation of the national currency and 
efforts for attracting the foreign direct investment.  
 
 1500
 2000
 2500
 3000
 3500
 4000
 4500
 5000
 5500
 6000
 2005  2006  2007  2008  2009  2010
Imports
Exports
 
   Source: National Bank of Romania 
 
Figure 1. Evolution of the Romanian Exports and Imports between January 2005 and 
April 2010 (mil. Euro) 
 
Until now the Government programs for assisting the exporters had modest 
results. Moreover, the global crisis diminished drastically the available resources for 
these programs. Because of the National Bank of Romania (NBR) reticence, the 
devaluation of the national currency was not largely applied to stimulate the 
competitiveness in the international business. In comparison with other former socialist 
countries Romania implemented quit late policies to attract foreign direct investment. 
Until 1999 the inflows of foreign capital were rather insignificant. However, in the last 
years, some comparative advantages offered by the Romanian business environment, 
especially the cheap labour force motivated the multinational companies to establish 
branches in Romania (Figure 2).  
In 2009 about three quarters from the Romanian exports were realized by 
branches of some multinational companies. Anyhow, the foreign direct investment also  
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caused an imports increase (Dumitriu, et al., 2009). The relation between imports and 
the foreign direct investment is complex. The imports may stimulate the foreign direct 
investment,  offering knowledge about the markets from the host countries (Pugel, 
2000). Based on this knowledge a multinational company may decide to produce at 
local level the goods for those markets (Markusen, 1995).  
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Figure 2. Evolution of the Foreign Direct Investment (FDI) in Romania  
between 1999 and 2009 (mil. Euro) 
 
Depending on the specific of the activity the foreign direct investment may 
cause either the increase or the decrease of the imports.  In order to satisfy some 
exigences of quality certain branches of the multinational companies prefer to import 
ranges of raw materials or of intermediate goods used in the production process 
(Pacheco-López, 2005). In the same time,  the production of these branches may 
substitute the imports of some goods and services (Markusen & Venables, 1999). 
In this article we approach the relation between the foreign direct investment 
from the productive field and the Romanian imports of intermediate goods and raw 
materials. In the year 2009 the intermediate goods and the raw materials represented 
about 40%, respectively, about 12% from the total of imports. In this study we test the 
Granger causalities and the cointegration between the variables. The results may be 
useful for understanding the eficacy of using the foreign direct investment as a tool for 
diminishing the deficit of the commercial balance. 
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2. DATA AND METHODOLOGY 
 
We employ quarterly values of the imports for intermediate goods, of the 
imports for raw materials and of the foreign direct investment from the manufacturing 
sector, provided by the Romanian National Institute of Statistics. Our sample of data 
covers a period of time from the first quarter of 1999 to the first quarter of 2010. All 
the data are deflated by Consume Price Index and seasonally adjusted by ARIMA X 
12. We use the following notations: rmig, as natural logarithm of the real seasonally 
adjusted imports of intermediate goods; d_ rmig, for the first differences of rmig; 
rmrm, as natural logarithm of the real seasonally adjusted imports of raw materials; 
d_rmrm, for the first differences of rmrm; rfdim, as natural logarithm of the real 
seasonally adjusted foreign direct investment from the manufacturing sector; d_rfdim, 
for the first differences of rfdim. 
  The stationarity of data is analyzed by the Augmented Dickey Fuller (ADF) 
tests and the unit root test with structural breaks proposed by Saikkonen and Lutkepohl 
(2002) and by Lanne et al (2002).  The numbers of lags are chosen based on Schwartz 
Bayesian Criterion (BIC). We investigate the cointegration between the foreign direct 
investment and the imports by the Johansen procedure. For this method, the number of 
lags is chosen based on three criteria: Akaike criterion (AIC), Schwartz Bayesian 
criterion (BIC) and Hannan-Quinn criterion (HQC). In the case of the cointegration of 
two variables is confirmed we study their interactions in a VECM (Vector Error 
Correction Model) framework. In the absence of the cointegration we employ a VAR 
(Vector Autoregressive) model.  
  We analyze the causal relation between the foreign direct investment and the 
imports using the Granger causality methodology (Granger; 1988). Testing the Granger 
causality between two stationary variables X and Y is based on the regression: 
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where εt is an error term with zero mean 
 
The null hypothesis “X does not Granger cause Y” is similar with the 
condition:  γ1 = γ2 = … = γj… = γn = 0. The significance of these coefficients is 
investigated using a Wald test. If the two variables are cointegrated Granger causality 
is present in at least a direction (Granger; 1988). In that case a VECM framework 
could be used to identify the causalities.  
 
3. EMPIRICAL RESULTS 
 
3.1. Stationarity of the variables 
 
The results of the ADF tests for the six time series are presented in the Table 1. 
They indicate that all three variables are non stationary in levels values but stationary 
in their first differences. In the Table 2 there are presented the results of the unit root 
test with structural breaks. They confirm that all three variables are integrated at the 
order one.   
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Table 1. Augmented Dickey-Fuller Test Statistics for the six time series 
 
No. Variable  Lagged 
differences  Test statistic  Asymptotic 
p-value 
1 rmig  5  -0.86379  0.9584 
2 d_  rmig  3  -3.50803 0.0004*** 
3 rmrm  5  -2.10784  0.5409 
4 d_rmrm  3  -3.29645 0.01507** 
5 rfdim  5  -1.7022  0.7506 
6 d_rfdim  4  -4.70196 0.0001*** 
Notes: For the levels time series, a constant and a trend were included, while a constant only was imposed 
on the first differences time series. The lagged differences were chosen based on the Schwartz Bayesian 
Criterion (BIC). ** and *** denote the rejection of the null hypothesis of a unit root at 5% and 1% 
respectively.   
 
Table 2. Unit root test with structural breaks for the six time series 
 
No. Variable  Lagged  differences Break  date  Test  statistic 
1  rmig  5  2009 Q2  - 1.902 
2 d_  rmig  3  2009  Q2  -3.7106*** 
3 rmrm  5  2009  Q2  -1.6021 
4 d_rmrm  3  2009  Q2  -2.6172** 
5 rfdim  5  2009  Q1  -1.6942 
6 d_rfdim  4  2009  Q1  -4.6515*** 
Notes: Impulse dummies were used as shift functions. For the levels time series, a constant and a trend 
were included, while a constant only was imposed for the first differences time series. The lagged 
differences were chosen based on Schwartz Bayesian Criterion (BIC). The critical values for the levels 
time series are -3.55, -3.03 and -2.76 for respectively 1%, 5% and 10% significance. Critical values for 
the first differences time series are -3.48, -2.88 and -2.58 for respectively 1%, 5% and 10% significance. 
**, and *** denote the rejection of the null hypothesis of a unit root at 5% and 1% respectively. 
 
3.2. Analysis of the dynamic relation between rmig and rfdim 
 
  The results of the Johansen cointegration tests are presented in the Table 3.  
 
Table 3. Results of the Johansen cointegration tests for rmig and rfdim 
 
Lag 
order  Rank Eigenvalue  Trace 
test 
p-value for 
Trace test  Lmax test  p-value for 
Lmax test 
0 0.24495  15.381  0.0505  11.239  0.1441  AIC:5 
1 0.098377  4.1424  0.0418  4.1424  0.0418 
0 0.70239  79.079  0.0000  53.327  0.0000  BIC, 
HQC:1  1 0.44305  25.752  0.0000  25.752  0.0000 
 
  For a number of 5 lags, chosen based on the Akaike criterion, they indicate that 
rmig and rfdimare cointegrated. Instead, when we used one lag, as the Schwartz 
Bayesian criterion and the Hannan-Quinn criterion suggest, we can not reject the 
hypothesis of no cointegration between the two variables.  
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  For the situation in which rmig and rfdim could be considered as cointegrated 
we analyzed their interactions in a VECM framework. The parameter of the two 
equations, presented in Table 4, suggest that rfdim impact on rmig is much more 
consistent than the impact of rmig on rfdim. 
 
Table 4. Vector Error Correction Model for rmig and rfdim 
 
Equation 1: d_rmig 
 
 Coefficient  Std.  Error  t-ratio  p-value 
const 2.54484  0.817755  3.1120  0.00406*** 
d_rmig_1 0.335126  0.334659  1.0014 0.32465 
d_rmig_2 0.521773  0.286326  1.8223 0.07839* 
d_rmig_3 0.2893  0.359142  0.8055  0.42685 
d_rmig_4 0.0825545  0.167727  0.4922  0.62616 
d_rfdim_1 -0.0136974  0.0289051  -0.4739  0.63902 
d_rfdim_2 -0.0199668  0.0256176  -0.7794  0.44184 
d_rfdim_3 -0.0329841  0.0244191  -1.3508  0.18688 
d_rfdim_4 -0.0148867  0.0225856  -0.6591  0.51484 
EC1 -1.14183  0.366769  -3.1132  0.00405*** 
 
Mean dependent var  0.004220  S.D. dependent var  0.021811 
Sum squared resid  0.009717  S.E. of regression  0.017998 
R-squared 0.476233  Adjusted  R-squared  0.319103 
rho -0.022553  Durbin-Watson  2.040623 
 
Equation 2: d_rfdim 
 
 Coefficient  Std.  Error  t-ratio  p-value 
const  5.80399 8.48207  0.6843 0.49906 
d_rmig_1 -0.109628  3.47121  -0.0316  0.97501 
d_rmig_2  3.60192 2.96989  1.2128 0.23467 
d_rmig_3 0.903202  3.72516  0.2425  0.81007 
d_rmig_4 3.03213  1.73973  1.7429  0.09160* 
d_rfdim_1 0.0692118  0.299814  0.2308  0.81900 
d_rfdim_2 0.0404675  0.265715  0.1523  0.87997 
d_rfdim_3 -0.414772  0.253284  -1.6376 0.11196 
d_rfdim_4 0.000351776  0.234266 0.0015  0.99881 
EC1  -2.59135 3.80427  -0.6812 0.50099 
 
Mean dependent var  0.066980  S.D. dependent var  0.187586 
Sum squared resid  1.045458  S.E. of regression  0.186678 
R-squared 0.238201  Adjusted  R-squared  0.009662 
rho -0.067832  Durbin-Watson  2.123999 
 
  In the Table 5 there are presented the results of the Granger causality tests 
between rmig and rfdim. For a number of 5 lags, chosen by the Akaike criterion, we 
identify a bi-directional causality. Instead, when we used only one lag, as Schwartz  
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Bayesian criterion (BIC) and Hannan-Quinn criterion recommended, we found uni-
directional causality: rfdim Granger-cause rmig but rmig do not Granger-cause rfdim. 
 
Table 5. Granger causality tests between rmig and rfdim 
 
Lag order  Null hypothesis  F-statistic p-value  Causal  inference 
rfdim do not  
Granger-cause rmig 
4.1926 0.0019  rfdim  Granger-
cause rmig 
AIC:5 
rmig do not  
Granger-cause rfdim 
6.8173  0.00001  rmig  Granger-
cause rfdim 
rfdim do not  
Granger-cause rmig 
11.3017 0.0001  rfdim  Granger-
cause rmig 
BIC, HCQ:1 
rmig do not  
Granger-cause rfdim 
 
0.5034 0.6067 rmig  do  not 
Granger-cause 
rfdim 
 
  The Figure 3 shows the impulse - responses between rmig and rfdim in a 
VECM framework. A shock in rfdim leads to a persistent raise of rmig. A shock in 
rmig determines a fluctuant raise of rfdim.  
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Figure 3. Impulse - responses between rmig and rfdim in a VECM framework 
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3.3. Analysis of the dynamic relation between rmrm and rfdim 
 
  In the Table 6 there are presented the results of the Johansen cointegration tests 
for rmrm and rfdim. For all the three criteria, they indicate that we can not reject the 
hypothesis of no cointegration between the two variables. We tried to analyze the 
interactions between their first differences but we found no suitable model. 
 
Table 6. Results of the Johansen cointegration tests for rmrm and rfdim 
 
Lag 
order  Rank Eigenvalue  Trace 
test 
p-value for 
Trace test 
Lmax 
test 
p-value for 
Lmax test 
0 0.34984  23.183  0.0023  18.513  0.0085  AIC:2 
1 0.10291  4.6699  0.0307  4.6699  0.0307 
0 0.74917  65.101  0.0000  60.851  0.0000  BIC, 
HQC:1  1 0.092072  4.2500  0.0393  4.2500  0.0393 
 
  Since rmrm and rfdim are not nor stationary in levels values nor cointegrated, 
we used, for the Granger causality tests, their first differences. The results, presented in 
the Table 7, indicate no Granger causality between the two variables. 
 
Table 7. Granger causality between d_rmrm and d_rfdim 
 
Lag order  Null hypothesis  F-statistic p-value  Causal  inference 
d_rfdim do not 
Granger-cause d_rmig 
0.0413  0.9596  d_rfdim do not Granger-
cause d_rmrm 
AIC:2 
d_rmrm do not 
Granger-cause d_rfdim 
1.3359  0.2692  d_rmrm do not Granger-
cause d_rfdim 
d_rfdim do not 
Granger-cause d_rmrm 
0.0008  0.9774  d_rfdim do not Granger-
cause d_rmrm 
BIC, HCQ:1 
d_rmrm do not 
Granger-cause d_rfdim 
0.0945  0.7593  d_rmrm do not Granger-
cause d_rfdim 
 
4. CONCLUSIONS 
 
In this paper we analysed the dynamic relations between the foreign direct 
investment from the manufacturing sector and the Romanian imports of intermediate 
goods and raw materials. We found cointegration and causality relations between the 
foreign direct investment and the imports of intermediate goods. This situation could 
be explained by the fact the production of the foreign direct investment incorporate 
largely intermediate goods. In general, for such components there are required high 
quality standards, which are dificult to be satisfied by the domestic producers.  
Between the foreign direct investment from the manufacturing sector and the 
imports of raw materials we found neither cointegration nor causality relations. For 
many sortiments of raw materials the required standard quality is not as high as for the 
intermediate goods, so they could be obtained from the domestic markets. Moreover, 
many brownfield foreign direct investments use the same raw materials as before 
changing the owners.   
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The intermediate goods imports increase should be taken into consideration in 
evaluating the effects of the foreign direct investment on the Romanian trade balance. 
However, this situation could suffer certain changes in the next year. After 
accumulating enough experience and knowledge, some managers from the branches of 
the multinational companies could decide to produce by themselves basic components 
instead of importing them. Moreover, the modern technology diffusion stimulated by 
the foreign direct investment could facilitate the domestic production of such 
components. 
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