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Abstract 
 
This thesis reports on investigations carried out to study of the effect of horizontal 
wall jets on rough, fixed and mobile beds in open channel flow. Experimental tests 
were carried out, using fixed and mobile sediment beds. Computer simulation 
models for the flow within the jet and resulting sediment transport were developed 
and their results analysed in this study.  
In the experimental phase, tests were carried out with both fixed and mobile 
sediment beds. The shape of the water surface, numerous point velocity 
measurements and measurements of the evolving scour hole shape were made. 
Detailed descriptions of the turbulent flow field over a fixed rough bed and for scour 
holes at equilibrium were obtained for a range of initial jet conditions.  Fully turbulent, 
multiphase flow was modelled using the Fluent Computational Fluid Dynamics 
software. This was used to analyze the flow caused by a jet in a rectangle open-
channel with a rough bed, and also the flow pattern in a channel with a local scour 
hole. The volume of fluid (VOF) multiphase method and K-   model was used to 
model the fluid flow in both cases.  The model predictions of velocity and shear 
stress were compared against experimental observations. 
The experimental data was used to develop new empirical relationships to describe 
the pattern of boundary shear stress caused by a wall jet over fixed beds and in 
equilibrium scour holes. These relationships were linked with existing bed-load 
transport rate models in order to predict the temporal evolution of scour holes. An 
analytical model describing the relationship between the wall jet flow and the 
development of a local scour hole shape was reported and its predictions compared 
with experimental data. 
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Abbreviations 
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CHAPTER 1                        INTRODUCTION 
 
The study of turbulent flows in potentially mobile channels is considered an important 
activity in the field of hydraulic engineering. Rivers, canals and drainage channels all 
contain turbulent flows. Most rivers and canals beds are also formed from deposited 
sediment so that their boundaries can be considered mobile, under certain hydraulic 
conditions. 
 Water flowing in such streams has the ability to scour the bed, transport the 
particles and deposit them within a process that is continuous over a long time scale 
(Fenton, 2007). 
 The result is potentially continuously changing channel topography for water 
conveying systems. This phenomenon is of great economic and ecological 
importance, for example in predicting the scouring around bridge piers and the 
consequent potential collapse of bridges and weirs, in estimating the rate of siltation 
of reservoirs, and predicting the possible form changes of rivers .  
The movement of sediment along a channel has been a challenging problem to 
water engineers. The mean velocity and turbulent intensity distributions can change 
significantly in channels with different bed roughness. Complex physical 
mechanisms governing particle entrainment and motion within turbulent open 
channel flows and the role of turbulent flow in sediment transport remain poorly 
understood.  
Scour is the local removal of material from a sediment bed by flowing water. When 
examining the stability of structures the maximum scour depth and the shape of the  
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scour have to be predicted to understand the risk of failure. The scour depth and 
shape is significantly controlled by the nature of the local turbulent flows.  
A wall jet flow is a flow situation where by virtue of an initial applied momentum 
source the velocity at some points exceeds that in the free stream (Lauder and Rodi, 
1983). This situation offers the potential for significant local scouring. The present 
research considers the effect of wall jets on potentially mobile and rough beds to 
create localised sediment transport. It is important for engineers to understand the 
process of local scour and so as to produce better designs to prevent or mitigate the 
potential damage to structures.  
1.2 Background 
 
1.2.1 Velocity profiles over rough fixed bed by wall jet 
 
As the local bed shear stress is believed to be the main hydraulic agent of scouring it 
is important to understand the hydraulic characteristics of wall jets. The velocity 
profiles at different locations from the channel wall jet inlet have different flow zones, 
fully developed, developing and recovering zones, Dey et.al (2006).  The maximum 
velocity occurs in the region of fully developed jet flow.  
1.2.2 Local scouring by turbulent wall jets  
 
The local scour of beds has been studied extensively as a consequence of the 
occurrence of severe damage to infrastructure. Such local erosion is often caused by 
local flow acceleration, high velocity jets and non-uniform or unsteady hydraulic 
phenomena. One of the possible situations of such phenomenon is the local scour 
downstream of a wall jets. The problem of local scouring by turbulent wall jets is an 
extremely complex phenomenon. This is not only because of the complex interaction 
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between the sediment and the flow properties within a scour hole, but also because 
of the flow characteristics within a scour hole itself are not easy quantified as the 
scour hole forms and develops (Akiyama et al 1991). A reliable engineering method 
of predicting the shape and the depth of scour holes is still not available.  
Currently, local scour characteristics are often predicted by empirical or semi-
empirical formulae, developed from physical models or prototype observations. Often 
it is only the maximum scour depth and length at equilibrium that is estimated. The 
shape of the scour hole is often ignored. Most of the previous studies conducted on 
scour holes show that the equilibrium scour depth is related to the sediment size and 
is relative to the height of the wall jet. The equilibrium depth decreases with 
increases in sediment size and height of wall jet. Most research efforts have focused 
on sediment and jet size in order to predicting scour hole depth and length, not much 
work has focused on jet velocity and shape of the scour hole. 
1.3 Research Objectives 
 
The main aim of this research is to understand the effect on wall jets of a rough 
potentially mobile sediment bed in an open–channel flow and then the effect of the 
jet on the local scouring pattern on the rough sediment bed. In this context, it is 
proposed to develop computer simulation models for two and three phase flow in 
order to couple changes in the local flow pattern will changes in sediment transport 
and the resulting scour hole profile. Specific objectives of the study include: 
1. To predict the changing bed shear stress pattern as the sediment bed erodes 
from a horizontal bed to an equilibrium scour shape. 
2. To simulate the flow field within an evolving scour hole. 
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3. To produce a model to link local sediment transport with local flow data to 
simulate the temporal changes in the scour hole shape. 
4. Develop a numerical model which can reproduce the growth of a scour hole.  
5. To collect experimental data to validate any developed modelling approach. 
1.4 Methodology 
 
This study is based on both experimental observation and numerical modelling. The 
experimental work aim was to gather detailed flow and sediment data to understand 
the physical processes and then to use the data in the calibration and validation of 
various modelling approaches. The numerical work was developed in stages- first 
the analytical approach to simulate scouring using empirically derived relationships, 
then two CFD models were developed to simulate flow patterns over a rough bed 
and within the scour hole. This second CFD model was extended to three phases so 
that the shape of the scour could be modelled. 
1.5 Outline of the Thesis 
 
This Ph.D. thesis is composed of the following eight chapters: 
Chapter 1 Introduction 
The research objectives and the structure of the methodology adopted in the thesis 
are given. 
Chapter 2 Literature Review  
This chapter reviews previous studies in relation to velocity, turbulence, response of 
velocity to sudden changes from smooth to rough bed in open channel flow, local 
scouring and scour due to horizontal jets and modelling techniques suitable for 
simulating the temporal development of local scours.   
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Chapter 3 Experimental set-up, Measuring Equipment and Procedure 
In this chapter the experimental installation, the measuring equipment and 
experimental procedures used in this study for collecting and processing data are 
described. 
Chapter 4 Local Scour Hole Shape and Flow Pattern of Wall jets 
Experimental measurements of the scour hole are given. The profiles for the scour 
hole at different hydraulic conditions are measured and the flow velocity pattern in 
the scour hole is measured and the distribution of Reynolds stresses for  an 
equilibrium scoured bed is obtained. 
Chapter 5 Analytical Determination of Reynolds Shear Stress over Rough fixed 
and mobile bed in a submerged wall jet 
This chapter describes the analytical model developed for unsteady scour hole 
created by turbulent wall jets. The application of the analytical model for various wall 
jet conditions is also presented. In this chapter a comparison between experimental 
data and the results of the analytical model is also provided. 
Chapter 6 Basic Theory of CFD  
The theory of CFD is presented. The equation of fluid motion, CFD methods for free 
surface flow and turbulence models are also presented. 
Chapter 7 Mathematical Modelling and Computer Simulation of the flow and 
scour in open channel flow 
This chapter provides a numerical model validation of the effect of a wall jet over a 
horizontal fixed rough bed in an open channel flow. The computer simulations of the 
open channel flow for three phases are also presented. 
Chapter 8 Conclusions and Further Work  
The conclusions which are drawn from the results of this research and 
recommendations for further work are presented. 
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CHAPTER 2                      LITERATURE REVIEW 
2.1 Introduction 
 
A change in bed roughness can significantly influence the average velocity and 
turbulence patterns within the flow fields of wall jets, particularly in the region close to 
the bed. Computational Fluid Mechanics and mathematical modelling tools are 
widely used to simulate wall jets with different boundary conditions. However, to do 
this successfully, a comprehensive understanding of how a change in bed roughness 
affects the flow characteristics within a wall jet flow is required. A preliminary 
literature review revealed that only a few studies have been conducted in the past on 
wall jet flow over a rough and potentially mobile sediment boundary. In this review, 
aspects related to velocity, turbulence, sediment transport and the effect of the tail 
water depth on the scour downstream of a wall jet are discussed. Many past studies 
have indicated the use of empirical and semi-empirical relationships for estimating 
the local scour depth and length. In addition, analytical models used to predict the 
local scour hole geometry and the how Computational Fluid Dynamics (CFD) have 
been used to predict local scouring are also discussed in this chapter. 
2.2 Velocity and turbulence in wall jets 
 
Glauert (1956) examined theoretically a wall jet over a horizontal bed in a boundary 
layer. He obtained a similarity solution for velocity distribution pertaining to laminar 
flow however for the case of turbulent flow, a complete similarity solution was 
unavailable. Schwarz and Cosart (1960) measured experimentally the velocity 
profiles of a plane turbulent wall jet using a hot-wire anemometer. Their results 
reported the first relationships for maximum streamwise fluid velocity and the 
characteristic jet width.   
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Schneider and Goldstein (1994) provided information on the design of an 
experimental facility that was able to create a two-dimensional wall jet with a uniform 
profile of the streamwise velocity and low turbulence intensity. Eriksson et al. (1998) 
studied both the initial development of the wall jet, as well as the region of fully 
developed flow. Special attention was given to the near-wall due to the high-spatial 
resolution that the LDA system provided. They determined the wall shear stress by 
measuring the mean velocity gradient close to the wall.  
 Ead and Rajaratnam (2002) conducted experiments to investigate the behaviour of 
plane turbulent wall jets with a finite downstream tail water depth. These experiments 
were carried out in a 0.446m wide, 0.60m deep and 7.6m long channel. Two pumps 
were used to supply the head tank feeding the flume. Water entered the flume under 
a sluice to reach a streamlined lip, thereby producing a uniform jet with a known 
thickness. A tailgate was used to control the tail water depth in the flume as shown in 
Figure 2.1. 
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Figure 2. 1(a) Definition sketch; (b) flow pattern; (c) typical velocity distribution 
(Source: Ead and Rajartnam, 2002) 
 
The objective of their study was to show that, when the depth of tail water is limited, 
the momentum flux of the forward flow in the wall jet decays appreciably with the 
distance from the wall jet inlet. This decay is due to the entrainment of the return 
flow, which has negative momentum that requires a depression of the water surface 
near the gate. Results showed that in the region where the water surface elevation 
begins to rise the velocity distributions are similar. The similarity profile follows that of 
the plane turbulent wall jet except near the upper end of the profile, where it shows a 
linear distribution. It was also observed that the length of the reverse flow region is 
dependent on the ratio between the tail water depth and the Froude number.  
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Ead and Rajaratnam (2004) described the effects of boundary roughness and tail 
water depth on rough beds. Four experiments were carried out using a 7.6 m long, 
0.446m wide, and 0.60m deep laboratory flume with two corrugated aluminium 
sheets (12.7mm and 21.8 mm) which were installed on the bed of the flume. A pitot 
tube with a 3.00mm diameter connected to a vertical manometer, was used to 
measure the time averaged longitudinal velocity. The thickness of the jet at the slot 
was also doubled from 25.4mm to 50.8mm in certain combination of experiments for 
varying Froude / Reynolds number values. The results showed that the maximum 
time averaged reverse velocity was observed near the water surface. The maximum 
reverse velocity in the surface eddy was found at a distance of Le /2 from the gate. It 
was found that the axial velocity profiles at different sections in the wall jet were 
similar and with some minor difference in the profile of the classical plane wall jet. 
The normalized boundary layer thickness δ/b, where b is the length scale of the 
velocity profile, was equal to 0.35 for wall jets on rough boundaries compared to 0.16 
for the classic wall jet. 
Tachie et al. (2004) conducted an experiment on the effect of surface roughness on 
the mean flow characteristics for a turbulent plane wall jet in an open channel. The 
velocity measurements were obtained using a laser Doppler anemometer. It was 
observed that the surface roughness increases the skin friction coefficient and the 
inner layer thickness. The results demonstrate that surface roughness increases the 
wake parameter. Surface roughness also enhances the levels of turbulence 
intensity, Reynolds shear stress over most of the boundary layer, but decreases the 
stress anisotropy.  
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2.3 Response of velocity to sudden changes in bed roughness in 
open channel flow 
 
Many studies in the past focussed on the response of a steady flow to a sudden 
change in bed roughness (Townsend, 1966; Antonia and Luxton,1971; 
Schofield,1981 and Andreopoulos and Wood,1982). Nezu and Tominaga (1984) 
furthered this subject experimentally by combining a two component laser Doppler 
anemometer (LDV) and X-type hot-film anemometer (CTA) with a numerical   
model.  Xingwei and Yee (2003) performed experiments in a laboratory flume with 
beds of different roughness. Three experiments were carried out in a 30m long, 0.7m 
wide and 0.6m deep flume. The water depth in the flume was regulated using a 
tailgate weir. The rough bed section was simulated by gluing a layer of uniform 
marbles with a diameter of 1.12 mm on a 5 mm thick aluminium plate. The beds on 
both the upstream and downstream end of the marble layer section were also 
roughened with uniform sand particles that have a median grain size, d50 = 10mm. 
The velocity measurements were conducted using a micro (ADV) and a Laser 
Doppler Velocimeter (LDV). The results showed a gradual change of the velocity 
profile after the flow moved from the smoother sand bed to the rough marble bed. 
The measured shear velocities are larger on the marble bed than those on the sand 
bed.  Response of the equivalent roughness height, bed – shear stress, turbulent 
intensities and Reynolds shear stress were also considered in their analysis. 
Changes in the velocity fields occurred gradually over a transitional length along the 
bed for about 5 to 6 times the depth of flow.  Subhasish and Sarkar (2006) 
conducted an experiment for submerged wall jets having different submergence 
factors and jet Froude numbers in an open channel flume with fixed and mobile 
beds. The study was carried out using an Acoustic Doppler Velocimeter (ADV) 
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located at different streamwise distances. Thirty-nine experiments were run for 
submerged wall jets over abrupt changes of bed roughness carried out in a 0.6m 
wide, 0.7m deep and 10m long flume. A sediment recess of 0.3m deep and 2m long 
having the same width as the flume was constructed as fixed bed. Different sluice 
gate vertical openings and horizontal movements of the smooth apron were 
incorporated in their study. Different rough beds were created using uniform 
sediments of median diameters (d50 = 0.8mm, 1.86mm and 3mm). The ADV 
measurements were taken along vertical lines at different streamwise distances from 
the jet inlet. The water discharge was, controlled by an inlet valve. Thirteen 
experiments for each rough bed condition were conducted. The flow was reasonably 
two-dimensional. Results showed that the decay rate of the jet is faster on rough 
beds. The growth of the boundary layer was also quicker with an increase in bed 
roughness. The change in bed roughness induced an increased depression of the 
free surface over the smooth bed. The horizontal and vertical turbulence intensity 
components on rough beds were faster than those on smooth beds. Also the 
variations of flow, turbulence and stress characteristics of submerged wall jets at the 
junction of smooth and rough beds are measured.   
2.4 Wall jets 
 
A wall jet is by definition a jet flow that is bounded by one or several walls (Tornstrom 
and Moshfegh 2006).  Glauert (1956) studied the velocity distribution in a wall jet for 
both laminar and fully turbulent flow, and for laminar flow found an exact solution of 
the boundary-layer equations in the form of a similarity solution. Rajaratnam (1965) 
analysed the free (hydraulic) jump as a two-dimensional wall jet. They observed that 
the mean velocity profiles in the outer layer of a free jump were found to be self-
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preserving when the velocity and length scales used were the inlet jet velocity and jet 
thickness. A wall jet was defined by (Rajaratnam and Ead 1999) as a jet of thickness 
b0 and uniform velocity u0 issuing from a rectangular slot to a flat plate submerged in 
a semi-finite expanse of fluid (see figure 2.2).Steffer & Rajaratnam (1990) and 
Rajaratman (1995) viewed submerged wall jets as transitional phenomena between 
wall jets and free hydraulic jumps.  
 
Figure 2. 2 Definition sketch of plane turbulent wall jet ( Rajaranam and Ead 
1999) 
 
Experimental observations of the variation of the axial velocity u with vertical position 
y, at different streamwise locations x, showed that at any streamwise location x, the 
axial velocity u increases from zero at the wall to reach its maximum value um at a 
height of y=δ and then decreases to reach zero at large values of y (figure 2.2).  
Tachie et al. (2004) measured the flow characteristics of a plane turbulent wall jet 
created in an open channel. The velocity measurements were obtained using a laser 
Doppler anemometer over smooth and transitionally rough surfaces. They reported 
that the bed roughness is the cause of an increase in the skin friction coefficient and 
the inner-layer () thickness. 
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2.5 Mechanics of sediment transport 
 
Sediment is transported by the action of flowing water for example when the shear 
stress exerted on the individual grains is large enough to initiate motion and turbulent 
eddies in the flow profile maintain the sediment particles suspended or rolling over 
the channel bed. Particle size, shape specific gravity and fall velocity are important 
variables for understanding the sediment transport mechanism.  
Sediment gets picked up when the forces of fluid drag (FD) and fluid lift (FL) work in 
unison resulting in a net fluid force (FF) that is able to cause the grain to rotate from 
its stable position. This rotation is opposed by the force created by the self-weight of 
the grain.  .  
 
Figure 2. 3 Forces on potentially mobile grain 
 
2.6 Scour of a cohesive soil by submerged plane turbulent wall jets 
 
Study of the erosion of cohesive soils is complicated by the many factors that affect 
the erodibility of cohesive material. There have been several studies regarding the 
scour of cohesive materials by impinging jets (Moore and Masch, 1962; Mirtskhulava 
et al., 1967; Stein et al., 1993; Mazurek et al., 2001), and there have also been a few 
studies of scour by wall jets in cohesive soils (Abt and Ruff, 1982; Kuti and Yen, 
1976).  Mazurek et al (2003) conducted an experiment on the scour of a cohesive 
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soil produced by a submerged plane turbulent wall jet. The velocity and thickness of 
the jet were varied in tests carried out with only one type of cohesive soil. One 
outcome was to determine if repeatable scour experiments by these jets could be 
performed in cohesive material. This was shown to be the case. Two nozzle 
thicknesses of 2.33 and 5.10 mm were tested. Jet velocities of 4.86 – 13.56 m/s at 
the nozzle were used. The soil samples were composed of approximately 40% clay, 
53% silt, and 7% fine sand. A point gauge was used to measure the scour hole 
profiles along the centreline of the jet. The results showed that for the scour of 
cohesive material by a plane wall jet, the maximum depth of the scour hole at 
equilibrium, εm, is taken to be a function of: 
εm = F1{ u0 , a, ρ, µ, c}                                              (2.1) 
where u0 is the velocity at the nozzle, a is the nozzle thickness, ρ and µ are the 
density and dynamic viscosity of the eroding fluid, and c is the value of the critical 
shear stress of the cohesive soil below which no significance erosion occurs.  The 
scour hole profiles showed that there were different shapes of scour hole for different 
hydraulic conditions. The results showed that for the scour of cohesive material by 
submerged plane turbulent wall jets, the dimensions of the scour hole created by a 
jet appears to be related to the velocity and thickness of the jet at the nozzle, the 
density of the eroding fluid, and the critical shear stress of the soil. 
 
2.7 Local scouring 
 
Scour due to sediment transport is an important engineering problem because local 
scouring will endanger the stability of structures. Since complete protection against 
scour is normally too expensive to achieve, the shape and the maximum scour depth 
and the maximum scour length have to be predicted in order to predict the risk of 
15 
 
failure. Figure 2.4 shows a schematic diagram of the time-variation of scour depth. In 
clear water scour, the maximum scour depth is reached when the flow can no longer 
remove particles from the scour hole (Breusers et al. 1977). In live bed scour, an 
equilibrium scour depth is reached when, over a period of time and then it fluctuates 
in response to sediment supplied by the passage of bed forms from the upstream of 
the scour hole (Melville 1984).  
 
Figure 2. 4 Schematic of the scour development with time in clear - water and 
live-bed conditions 
Several experimental studies have examined the scour hole dimensions due to an 
impinging jet (Rajaratnam and Beltaos 1977; Rajaratnam 1981; Blaisdell and 
Anderson 1991; Borman and Julien 1991). There have been fewer studies of scour 
caused by a wall jet (Abt and Ruff, 1982; Kuti and Yen, 1976; Rajaratnam and 
Mazrek, 2003). Equations to predict the equilibrium depth of scour hole have been 
summarized in papers such as that from Mason and Arumugam (1985) and 
Hoffmans (1998). It is noted that a reasonable prediction for equilibrium depth of a 
scour hole can be obtained by using the equation below for a wide range of flow 
conditions. 
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                                 (2.2) 
 Hassan and Narayanan (1985) investigated local scour downstream of rigid aprons.  
Local scour caused by a submerged wall jet was studied by Ali and Lim (1986). Their 
experiment was carried out in a 5.0m long, 0.61m wide and 0.5m deep laboratory 
channel. A sluice gate was used in such a way so that it ensured uniform jet flow. 
The bed material used was uniform sand (d50= 0.82mm). Results revealed that the 
velocity distribution pattern in the scour hole was different at different stages of the 
erosion process. Ali and Whalley (1992) conducted experiments on local scour 
downstream of offset jets. Song and Graf (1994) carried out study on the effect of 
uniform flow in open channels with movable gravel-bed. An Acoustic Doppler 
Velocity Profiler (ADVP) was used to obtain the flow profiles. The mean velocities, 
the turbulence intensities as well as the Reynolds – stress profiles were obtained 
from these measurements.  
 Dey and Raikar (2007) presented experimental on scour below a high vertical drop 
in uniform sands and gravels. The experiments were carried out in a flume, having 
cross section of 0.3m wide and 0.7 m deep. A vertical drop was created at the end of 
a drop structure, which was 0.5 m high from the flume bottom. Sediments of six sand 
sizes (median size d50=0.26, 0.49, 0.81, 1.86, 2.54 and 3 mm) and three gravel sizes 
(d50= 4.1, 5.53 and 7.15 mm) were used in the experiments. The tailwater depth in 
the flume was controlled by an adjustable tailgate in the downstream of the flume. A 
Vernier point gauge was used to measure the flow depths. It was observed that the 
equilibrium scour depth decreased with an increase in sediment size and tailwater 
depth. Bijan (2003) presented data on experiments on scouring process downstream 
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of spillways. The study was to examine the similarity development of scour profiles, 
the controlling scour mechanism and predictions of the scour geometry. Two 
different bed materials were used, one fine sand with d50= 0.36 mm, d90=0.50 mm 
and the other medium size gravel with d50= 4.9 mm, d90=7mm.  The results showed 
in gravel tests that 40% of the final scour depth was reached after about 20 minutes 
or 4% of the test duration. The maximum scour depths were found at the side 
section. For the case of sand, slightly higher scour depths (5%) were recorded at the 
centre line section compared to the side section.  
2.7.1 Scour due to horizontal jets 
 
The study of scour downstream of hydraulic structure such as underflow gates is an 
important field of research as these are commonly used in hydraulic structures. It 
was noted that as soon as the water flowing from the sluice opening reached the 
erodible bed, the movement of bed materials from the end of the rigid apron started 
and the geometry of the scour hole changed with time (Chatterjee et al. 1994). 
2.7.1.1 Hydraulic measurement 
 
Horizontal two-dimensional flows are considered to be flows under gates that are 
wide compared to the jet thickness.  The flows in these cases are two-dimensional 
along the width of the gates and usually have a scope for possible scour. Scour due 
to a horizontal wall jet was studied by Laursen (1952). A number of empirical 
equations have been developed for predicting the scour resulting from two-
dimensional jets. Carstens (1966) developed an empirical formula for sediment 
transport rate by analyzing the experimental data of Laursen (1952).  
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Ghosh (1980) measured the velocity distributions of submerged jets issuing from a 
sluice opening as it developed over the apron followed by a scour - hole and gave 
empirical relationships to evaluate the bed shear stress acting at the deepest point of 
the development of the scour hole. Balachandar et al (2008) conducted an 
experiment to understand the role of channel width and varying tailwater depth on 
the scour caused by a plane wall jet. The experiments were performed in a 
recirculating rectangular open channel flume 15m long, 0.4m wide and 0.9m deep. 
The 2D nozzle (b0= 25 mm), is set flush with the horizontal very fine gravel bed 
(0.3m deep, 0.4m wide and 2.5m long). The median bed grain diameter (d50=2.15 
mm). The tailwater depth was gradually increased from 2b0 to 20b0. The velocity 
measurements were carried out with laser Doppler anemometer (LDA). Velocity 
measurements were obtained at a streamwise distance x = 3b0 (≈ 75mm). The scour 
profiles were obtained using a digital point gauge. Three different inlet velocities 
(0.75, 0.90 and 1.16 m/s) and four widths (w= 0.10, 0.20, 0.30 and 0.40m) were 
used. The measurements of both the velocity and the scour geometry showed that 
the flow characteristics, the scour pattern and the prevalence of high or low 
submergence condition depends on the channel width and inlet velocity. For the 
higher submergence flows the results show that as the channel width increases, the 
maximum scour hole depth decreases. Whereas, at lower submergence, the scour 
hole depth decrease with decreasing channel width.  
Faruque et al. (2006) presented a study with scour caused by three-dimensional jets 
issuing from a square cross–section nozzle onto a bed of uniformly sized gravel 
particles d50 = 2.46 mm. Experiments were conducted using two different horizontal 
nozzles b0 = 76 mm and 26.6 mm and three tail water depths. The original bed 
surface was levelled to provide a zero bed slope. Their results show that the 
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maximum depth of scour and the location of the maximum scour depth from the 
nozzle exit increases with increasing time. The results indicate that the densimetric 
Froude number, tailwater depth and grain size – to – nozzle width ratio together 
influence the size of scour caused by 3D jets. The effect of tailwater can be 
important at lower values of F0 depending on the value of d50/b0. In addition it was 
also noted that the width of the downstream channel does have an effect on the 
scour and in the lower range of submergences, the maximum depth of scour is not 
necessarily deeper at higher tailwater depths.  
2.7.1.2 Length and depth  
 
Chatterjee et al. (1994) measured the time variation of scour depth due to a 
submerged jet and developed empirical relationships for the time variation of scour 
depth and time to reach equilibrium scour depth. 
  
  
         
  
          
                                                    (2.3) 
Where the hm = maximum scour depth and b0 = thickness of sluice opening. 
Also Dey and Weserich (2003) obtained empirical equation for time variation of 
maximum scour depth in the functional form as follows: 
  
  
          
   
  
        
 
  
         
 
  
        
  
  
                               (2.4) 
Where u0 = mean velocity; b0= thickness of sluice opening; t=time of the scour hole 
and    =  difference between flow depths upstream and downstream of the sluice 
gate.  
Aderibigbe et al. (1998) presented experimental data on the scouring of sediment 
beds caused by deeply submerged turbulent wall jets. The sediment mixtures had 
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median grain sizes of 6.75, 1.15 and 1.62 mm. Three nozzles were used producing 
jets with thickness b0 (5, 14 and 25 mm). The jet was located at the original level of 
the sediment bed.  The objectives were to study the effect of sediment mixture on 
the equilibrium scour size and determine an effective size for the sediment mixtures 
for predicting erosion.  
They used an estimated value of d95 based on the smallest and largest sizes of the 
bed material used. 
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 ⁄     
                                                   (2.5) 
Two equations based on experimental data were developed to predict the variation 
of scour hole length and variation of maximum scour depth. The variation of the 
scour hole length  
  
  
 with densimetric particle Froude number F0 and also maximum 
scour depth  
  
  
 with densimetric particle Froude number F0. 
  
  
                                                           (2.6) 
  
  
                                                            (2.7) 
The authors have concluded that the non-uniform sediment mixture has a significant 
effect on the size of the scour hole produced by the jet. The effective size of the 
sediment mixture for obtaining a good correlation for depth of scour was determined 
to be d95 rather than d50 for defining the densimetric particle Froude number F0.  
The characteristic lengths of scour holes that develop downstream side of sluice 
gates have been investigated by Kells, Balachandar and Hagel (2001).The scour 
process was experimentally studied by Dey and Weserich (2003) and Sarkar and 
Dey (2005). Dey and Sarkar (2006) investigated the development of the scour hole 
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in noncohesive sediments (uniform and non-uniform) downstream of an apron due to 
a submerged horizontal jet issuing from a sluice opening. Their results showed that 
scouring due to horizontal jets depended on a variety of parameters. Equilibrium 
scour depth was found to decrease with increase in sediment size and sluice 
opening.  On the other hand, the equilibrium scour depth increased with increase in 
densimtric Froude number.  
Dehghani et al. (2010) investigated scouring due to the flow at the downstream side 
weirs and gates. It was found that an increase in Froude number due to an increase 
in weir height results in the maximum depth of scouring increasing.  
2.8 Modelling 
2.8.1 Empirical relationship predicting scour hole dimensions 
 
Many empirical formulas have been developed to predict the scour hole depth using 
laboratory data; for example studies conducted by Chatterjee et al. (1994), Dey and 
Westrich (2003) and Sarkar and Dey (2006) all produced empirical formulae. A 
number of empirical and semi-empirical relationships have been developed for 
predicting the scour resulting from two-dimensional jets. Breusers and Raudkivi 
(1991) used the characteristics for fully developed jet flow to describe the 
dimensions of the scour hole.   Their results show the following relationship for scour 
depth caused by a submerged horizontal jet:  
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                                                     (2.8)   
Where  is the critical shear velocity relevant to the bed sediment, the jet 
thickness,   the velocity of the jet at the sluice opening and ys the maximum 
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depth of the scour. The relation can only be used to estimate scour depth for 
submerged horizontal jets.  
Lenzi et al. (2003) investigated the characteristics of local scouring downstream of 
bed sills. A series of laboratory experiments has been carried out using the sloping 
sediment duct facility. The maximum depth in the scour hole was measured. The 
scour length was determined visually as the difference between the point where the 
equilibrium slope was obtained downstream of the hydraulic jump zone and the 
position of the bed sill. Two semi-empirical equations based on experimental data 
were developed to predict the maximum scour depth and length. 
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Where  is the maximum scour depth;  is the specific energy available at each 
sill;  is the morphological jump and , where  and  are the 
initial and equilibrium bed slopes and  is the horizontal spacing between sills;  
is the grain size for which 95% of the sediment by weight is finer;   is the relative 
submerged density of sediment and  is the equilibrium scour length. Based on a 
dimensional analysis they presented two semi-empirical equations for scour length 
and depth; this can also be used as a designing-tool to estimate the scour dimension 
in different types of channel beds such as gravels and sands.  
Marion et al. (2006) presented experimental study about the pattern of local scouring 
generated at the toe of bed sills placed in steep gravel bed streams when an 
imposed upstream sediment feed is present. The objective of their study was to 
estimate the effect of upstream sediment supply on the scour depth and shape. The 
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sediment used was graded river gravel, with the following characteristics: D10= 5.5 
mm, D30 = 7.2 mm, D50 = 8.7 mm, D60 = 9.5 mm and D90 = 13.9 mm. The collected 
data were analyzed using non-dimensional groups developed in earlier clear water 
studies proposed by Marion et al. (2004). The maximum scour depth normalized by 
the specific flow energy, 
  
  
 was plotted against the drop ratio, 
  
  
. The effect of 
sediment composition was accounted for using a grading parameter called the 
sorting index SI (equal to the standard deviation,  for long-normal distributions) 
defined by: 
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The new equation obtained of maximum scour depth in functional from follows: 
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The equilibrium scour hole length  has been normalized with the specific flow 
energy at a sill and plotted against the drop ratio 
  
  
  . Results revealed that the 
correlation decreases with the increasing size of the morphological jump normalized 
by the specific flow energy  
  
  
 . Therefore it was recommended that the specific flow 
energy is the most important quantity in determining scour length. The new 
relationship describes the variation in scour length for both the clear water and 
upstream sediment supply tests in function as follows: 
                                                   (2.13) 
Where  is the morphological jump;  is the scour hole length and  is the 
specific flow energy over the sill. This study show that the shape of the scour hole 
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can be described by the ratio between the longitudinal distance from the sill to the 
location of the deepest scouring, ld, and the maximum scour depth, . 
Jafarinia (2010) presented data on experimental studies using a siphon spillway and 
examined the scouring at the downstream side of its submerged jet. The scour hole 
and its geometry were measured for four discharges, four tail waters, and three bed 
material sizes (d50= 1.4mm, 3.7mm and 8.1mm). Three empirical equations based 
on experimental data were developed to predict the scour hole geometry.  
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Where ds= maximum depth of scour, l0 = distance of start point of scouring from the 
bucket lip, ls = length of scouring, Q = flow discharge, ht = tail water depth, d50 = 
mean sediment size, g = acceleration due to gravity, α = lip angle of bucket and G = 
 is the specific gravity of sediment particles. All three equations had good 
agreement with measured data. 
2.8.2 Analytical model predict the scour hole 
 
Hogg et al. (1997) developed an analytical model to model the progressive erosion 
of an initially flat bed of grains by a horizontal turbulent jet. They used new scaling 
laws for the downstream variation of the boundary shear stress then calculated the 
shape of the steady state scour hole using a simple excess shear stress bedload 
relationship and a simple sediment continuity relationship. Their study also included 
transition of the jet flow scaling from fixed rough bed to mobile bed. For the rough 
25 
 
fixed bed they proposed that the streamwise variation in bed shear stress is given 
by: 
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Where C5 is a constant and from the plots of Rajaratnam’s data they find the 
appropriate values of the exponents are m = 0.47 and n = 0.84. Also ke is the 
roughness length and is related to the grain size. Second, for mobile beds they 
assumed that the bed shear stress for the flow of a two-dimensional jet over an 
erodible boundary is equivalent to the flow of a two-dimensional jet over a fixed 
rough boundary as given by equation (2.16). In making this crude approximation they 
assumed that the aspect ratio of the eroded profile is small. From this assumption 
they suggest that the shear stress is given by: 
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Where C6 is a constant which is different from C5 in equation (2.16), G (h,x) is a 
shape function to account for the change on the shear stress profile when  the 
boundary is no longer horizontal. For the fixed bed condition the boundary is flat 
(h=0) and that means that G (0, x) = 1 but other than this there is no available model 
or data to predict the variation of G. They proposed a Gaussian G (h,x) function as 
follows: 
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Where C7 is a constant and  is the boundary layer thickness, which varies with 
downstream position. In general this model does not describe the physical shape of 
the shear stress over a rough bed well.  
26 
 
Guven and Gunal (2010) developed a hybrid numerical mathematical model which 
simulates the temporal evolution of local scour hole and flow patterns in laboratory 
flumes. Two modules were interconnected to each other by a quasi – steady time –
stepping mechanism: first the mathematical module solves a time-dependent 
integro-parabolic equation, whose unknown is the ordinate of scour hole Sl (x,t). 
Then the numerical model gets the computed scour profile and calculates the 
internal flow characteristics in the scoured zone for the corresponding time interval  
(n х Δt). In the mathematical module the temporal scour profile is computed from a 
two-dimensional continuity equation for local sediment discharge together with the 
mechanical properties of sand. The model analyses the forces acting on a sand 
particle, considering the angle of repose of the sand (ψ), the critical shear stress (τcrt) 
and the hydrodynamic shear stress (τhydr). 
Adduce (2004) proposed the continuity equation for solid discharge as  
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Where Slx is the derivative of Sl with respect to the x-axis, p is porosity of sand and 
 is the solid discharge. The derivative terms in the equation were solved using 
chain rule and the following non-conservative differential equation was obtained: 
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They used the Meyer – Peter and Mueller transport formula. 
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Where  
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And  is an independent variable.  
They calculated the hydraulic bed shear stress taking into account the Gaussian law 
proposed by Hogg et al. (1997) as: 
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Where α = 0.00283 is a constant, Ni = 11.5 is the Nikuradse number, R is the 
hydraulic radius and  is the shape factor of channel cross – section, C1 is a 
constant, which was calculated by wall jet at the end of apron, yt is the tailwater 
depth and  is the length of rigid apron.  is the Gaussian term, used for 
simulating the different transport action of the free jet  from the edge of apron until 
the maximum scour depth  and along the wall until the action of the jet is negligible.  
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Where  = , 0 < <1 is a calibration parameter of the proposed model. The 
model predictions on the local scour and flow patterns downstream of a sill followed 
by a rigid apron were found to be in good agreement with the experimental results.  
As the model was based on an analytical Gaussian function and due to non – 
availability of experimental results the shape of the steady state scour hole was not 
compared with predicted results.  
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2.8.3 Computational Fluid Dynamics CFD 
 
Computational fluid dynamics (CFD) models are widely used in applied mathematics 
and fluid mechanics to simulate 2D and 3D dimensional flow structures in channels. 
In some situations testing of the predicted mean and turbulent flow properties is 
accomplished using data obtained from laboratory conditions (e.g. Naot, 1984; 
Launder, 1989; Younis, 1996; and Nasser, et al 2002). Application of CFD models to 
natural rivers offers the potential to develop site specific solutions to a wide range of 
river management problems. Ali and Karim (2000) investigated the suitability of the 
Fluent CFD package in simulating the flow patterns, generated by a turbulent water 
jet impinging on rigid horizontal and scoured beds. The default solver or 
discretization scheme used was the Power-Low Differencing scheme which yield 
more stable numerical solution comparing with higher order scheme. The numerical 
scheme was evaluated based on the pressure – velocity coupling algorithm SIMPLE 
(Patankar,1980). Their results show that the predicted bed shear stress in scour hole 
was lower near the sluice gate and higher further downstream. In general velocities 
and shear stresses predicted by Fluent showed close agreement with experimental 
results. Their study shows that Body-Fitted Co-ordinates give better representation 
of the scoured-bed than the Cartesian Co-ordinates, resulting in more reliable bed 
shear stresses. In their calculation, it was observed the standard K-  and RNG - K-
 models described the flow at the boundary better than the RSM model. No 
significant difference was observed between the K-  and RNG - K- , except that 
the RNG - K-  model converged twice as fast as the standard K-  model. 
Sarker and Rhodes.  (2002) conducted experiments to investigate the free surface 
profile in rectangular open channel. The free surface flow was then numerically 
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modelled in two-dimensions using commercial software FLUENT in several stages. 
Firstly, the standard K-  turbulence model with the wall function was used with the 
volume of fluid VOF and power-law scheme. Secondly, the standard K-  turbulence 
model with UMIST (Upstream Monotonic Interpolation for Scalar Transport) scheme 
developed by Lien and Leschziner (1994) was used. A final simulation was carried 
out with the renormalisation group (RNG) K-  turbulence model with UMIST 
scheme. Numerical predictions of water level upstream of the weir agreed well with 
experiments and the results also confirmed the usefulness of the more economical 
two-dimensional model.  
Halloran, et al. (2005) conducted experiments to investigate two - phase stratified, 
wave flow along with the transition from wave to slug flow. Computational fluid 
dynamics CFD simulations were conducted using a two – dimensional channel with 
similar geometry (height of the channel: 40 mm; width: 15 mm and length: 600mm) 
using the volume of fluid VOF two phase model. Fluent 6. 2. 5 software was used for 
the simulation. The inlet velocity was uniform at 4 m/s and the height of air in the 
channel was 10 mm. The outlet was set as a uniform pressure outlet. The standard 
K-  turbulence model was used and a time dependent solution was calculated. 
Gravitational effects were included and surface tension within a value of 0.072 N/m 
was specified for the air-water interfaces. A grid of 349888 elements was used to 
simulate the model. Results showed that the steady state numerical predictions of 
the wavy flow compared reasonably with PIV measurements.  
Zhao and Fernando (2007) performed CFD simulation using Fluent commercial code 
for evolution of scour around pipelines, using two-phase model for fluid and solid 
phases. They investigated the effect of different sediment transport models on the 
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development of scour. Their results show that the predictions of bedform evolution 
are in good agreement with laboratory measurements.  
Razmi et al. (2008) conducted experiments to investigate the effects of the baffle 
position on the performance of a rectangular channel and the data were used to 
verify the numerical model. In the laboratory experiments, the velocity components 
were measured using Acoustic Doppler Velcimetery (ADV). In the numerical 
simulation CFD and VOF methods are well recognised to determine the raising 
characteristics of the fluid at the free surface. From their previous studies they have 
shown that the k-ε RNG model can capture the curvature of the streamlines better 
than the standard k-ε turbulence model and therefore the k-ε RNG model was used. 
In all cases, the inlet velocity is assumed uniform and second order upwind scheme 
is selected to discretize the governing equation. SIMPLEC algorithm was used for 
pressure-velocity coupling. It was observed that the velocity profiles in the channel in 
different locations plotted from the numerical data matched the laboratory results 
very well. But near the surface and close to the bed some errors were observed. In 
addition, the optimal location of the baffles determined indicated that the baffles can 
reduce the size of the dead zones and turbulent kinetic energy in comparison with 
the no-baffle condition. 
Akoz et al. (2009) conducted an experiment to measure the velocities of 2D turbulent 
open channel flow upstream side of a vertical sluice gate. These experiments were 
carried out in a 0.20m wide, 0.20m deep, and 2.40m long flume containing a vertical 
sluice gate with a opening of 0.012m (b0). The study was carried out using PIV flow 
measuring system. The flow case having the same conditions with the experiment is 
analyzed by computational fluid dynamics CFD simulation. The VOF with standard k-
ε and standard k-ω turbulence models were used in this case. A volume fraction field 
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(F) is defined in the mesh take values between 1 and 0, the F =1 is the cell is 
completely filled with water and F = 0 if it is emptied. A value of F between 0 and 1 
means a fractional fill with the free surface located within the cell. At the inflow 
boundary the horizontal and vertical velocity components were assumed zero. The 
outflow boundary of the computational domain was a free overfall at the channel end 
where p=0. The time-dependent solution procedure was started with initial conditions 
that the mesh elements are all empty, F=0, and F=1 at x=t=0 and continued with a 
time step Δt. It was found that Δt = 0.01s for the k-ε turbulence model and Δt = 
0.001s for the k-ω were suitable to speed up the convergence without loss of 
sensitivity in the results. Wall functions and low-Reynolds-number formulations were 
used near – wall regions of the flow field. Using eight different mesh sizes the 
computational algorithm was evaluated. Computed velocities and free surface 
profiles were compared with those obtained from model experimentation. 
Computational velocities and free surface profiles were compared with the 
measurements and based on this a suitable mesh was selected. The standard k-ε 
turbulence model was found to predict the velocity field and free surface profile more 
accurately compared to that of the k-ω turbulence model. It was concluded that the 
VOF based CFD modelling can be successfully used to analyze free surface profile 
and velocity field of the 2D open channel flows interacting with a sluice gate.  
Huang et al. (2009) conducted numerical simulations to investigate the scale effect 
on turbulent flow and sediment scour near a bridge pier. Fluent was used to predict 
the 3D flow patterns around a cylindrical pier. The computational domain generated 
by GAMBIT and the grids near the cylinder are generated more densely because the 
flow pattern in the region is more complex. The inlet boundary was set as velocity – 
inlet. The outlet boundary was set as outflow where zero-gradient boundary 
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conditions were used. The wall boundary was set at the top of the water surface in 
order to simplify the simulation, the water surface elevation in the channel is fixed 
and the water elevation at the outlet was specified. The two phase (water and sand) 
Eulerian model was used in order to simulate the local scour. The top layer is the 
water phase and the bottom layer is the second phase sand (Granular).  Bed 
materials were placed as a 15 cm thick layer in the flume bed. It was observed that 
when the flow reached a certain velocity in the channel, the sediment particles close 
to the cylinder began to move and scour was initiated. These results provided 
inadequate information for direct comparison with the results obtained from the 
numerical study. In addition it can be said that the physical modelling approach 
implemented without considering Reynolds number similarity can lead to 
considerable errors particularly in modelling turbulence flow and sediment scour 
around large bridge pier. For velocity larger errors were found to be significant near 
the two sides of the cylinder where currents were strong. 
Cassan and Belaud (2010) conducted experimental and numerical studies of the 
flow structure generated by a submerged sluice gate. The experiments were carried 
out in a 8 m long, 0.30m wide, and 0.50m deep laboratory flume with glass wall and 
a steel bottom. CFD simulations were conducted on similar geometry of the 
unsteady state experiments. The meshes were refined near the wall boundaries 
(bottom and sluice gate) and in the free surface area. In this case (RNG) K-  
turbulence model was found to reproduce the measured velocity. 
2.9 Conclusion 
 
As a precursor to this research study, an extensive literature review has been 
undertaken. Although the experimental and theoretical investigations reviewed lead 
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to a better understanding of the scour hole problem, the available literature, has 
shown that the exact scour mechanism and effects of different parameters on scour 
hole shape are yet to be fully understood and explored. The review revealed that 
further exploration is particularly needed on the effect of submerged wall-jets over 
fully rough beds. In addition little information is available on a suitable numerical 
modelling approach for scouring at downstream side of a wall jet. 
A review on the velocity and turbulence in wall jets suggested that when the depth of 
tail water is limited, the momentum flux of the forward flow in the wall jet decays 
appreciably with its distance from the nozzle. The region near the gate, far from the 
wall, has negative momentum and that creates a depression of the water surface 
near the gate. In addition, this review also identified that the region where the water 
surface elevation begins to raise the velocity distributions are similar and maximum 
reverse velocity was observed near the water surface.  
The response of velocity to sudden changes from smooth to rough beds in open 
channel flow was also discussed in this review.  A gradual change of the velocity 
profile was observed as the flow moved from the smoother sand bed to the rough 
marble bed and the shear velocities were larger on the marble bed than those on the 
sand bed. It was noted that the change in bed roughness produced an increased 
depression of the free surface over the smooth bed.  
In the context of local scouring due to horizontal jets further exploration is required 
on turbulent characteristics in submerged wall jets and scour hole geometries. Most 
past studies focused mainly on empirical equations to predict the equilibrium depth 
and length of the scour hole.  A reasonable prediction model for the equilibrium 
maximum depth and length of a scour hole can be obtained by using these 
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equations in a wide range of flow conditions. Many studies reported that the scour 
depth and length increase rapidly with time. The equilibrium scour depth and length 
were found to decrease with increase in sediment size and sluice opening.  
Empirical and analytical model relationships to predict the scour hole depth and 
length were also reviewed in this chapter. Many empirical and analytical 
relationships have been developed to predict the scour hole depth and length. 
However the closeness of the observed and predicted relationships were found to 
vary considerably. 
Studies on shear stress on the scour hole showed that the boundary shear stress 
increased in the streamwise direction and that shear stress generally increased with 
an increase in boundary roughness. 
The Computational Fluid Dynamics (CFD) literatures reviewed in this study showed 
that CFD models are widely used in fluid mechanics to simulate 2D and 3D flow 
structures in channels. The (RNG) K-  turbulent model with wall function and 
volume of fluid (VOF) showed close agreement with various selected experimental 
results for the free surface profile in open channel flow.  
Little information is available on the use of numerical models to simulate the flow 
field within a scour hole and sediment transport model to reproduce the growth of a 
scour hole. 
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CHAPTER 3         EXPERIMENTAL STUDY – TURBULENT 
JET FLOW OVER FIXED ROUGH BEDS 
3.1 Introduction 
 
This experimental study aimed to investigate turbulent wall jets over a horizontal 
fixed rough bed in an open channel flow in order to eventually assist in the 
investigation of time varying scouring. Experiments were carried out in a flume in the 
Hydraulics Laboratory, in the School of Engineering, Design and Technology at the 
University of Bradford. A fixed-bed was created in the base of the flume from 
uniformly sized sand, fixed in place by spraying them with glue. The experimental 
facility (see Figure 3.1and 3.2) is a rectangular flume, which has dimensions of 
4.05m long, 0.20m wide and 0.30m height. A stable wall jet was created using the 
constant head arrangement upstream of a rectangular slot of a selected height that 
covered the width of the flume. There was a fixed water level control at the 
downstream end of the flume.  
 
Figure 3. 1 Photo of the channel 
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Figure 3.2 indicates the layout of the channel. 
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Figure 3. 2 Sketch layout of the experimental flume with dimensions of 4.05m (length) x 0.20m 
(width) x 0.30m (height) (the layout is not drawn in proportion to the actual dimensions) 
 
Over recent years, the ability to measure velocity profiles and turbulent parameters 
has increased with development of new techniques such as: Particle Image 
Velocimetry PIV, Laser and Acoustic Doppler Velocimeters ADV.  This has led to 
major advances in understanding of velocity and turbulent processes in open 
channel flows. Measurements of point velocities at different vertical locations on a 
profile near the bed have meant that estimates of fluid shear stress and Reynolds 
stress near the bed and within the water column have been recently made using 
ADV data. It is proposed to use a similar approach over the static rough bed and 
over the eroded sand bed once it has reached equilibrium. 
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3.2 The open channel flume  
 
The experiments were carried out in a flume with a rectangular cross-section. A 
schematic of the flume is shown in Figure 3.2.  The dimensions of the flume are: 
0.20m wide, 0.3m high and 4.05 m long with an adjustable slope. The sidewall of the 
flume is made of glass to facilitate measurement of the bed and water surface. Tests 
were carried with fixed rough beds and mobile sand beds.  
3.2.1 The wall jet facility 
 
A stable wall jet was created using a constant head tank, the wall jet test facility is 
fixed at the upstream end of the tank as shown in Figure 3.3. The inlet for the wall jet 
was placed 2 m downstream of the channel inlet. The jet velocity is determined by 
height h, this will be adjusted to change the jet velocity.  The jet will be submerged in 
all experiments by using a fixed downstream control.  The width L of the wall jet was 
200 mm and the height b0 was variable from 10 mm to 20 mm. The wall jet experiments 
were conducted on rough fixed and mobile beds created from sand grains as described next. 
 
Figure 3. 3 . A side view schematic of the wall jet facility 
 
ujet b0 
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3.2.2 Sand bed 
 
A fixed rough bed was used in the first series of tests. This was to determine the 
effect of wall roughness on a wall jet, and to provide velocity data for the later CFD 
modelling. The fixed bed was made using an uniformly sized sand, 0.63mm in 
diameter fixed in place by spreading it on a smooth wooden board coated with glue. 
In a later series of experiments a mobile bed was used, also composed of 0.63mm 
diameter sand. This experimental set up is similar to the fixed bed experiments, 
except that a 100 mm thick sand bed was added to the base of the flume. 
 
                                    (a)                                                                                    (b) 
Figure 3. 4 (a) fixed rough bed (b) Mobile sand bed 
3.3 Experimental procedure: 
 
One pump provided the water supply to the constant head tank with the flow rate 
controlled by hand-operated valve situated at the flume inlet. This valve was 
adjusted so that the flow rate provided to the constant head tank was slightly higher 
than the required jet flow rate. This ensured that the depth of water in the constant 
head tank stayed the same throughout the test and that a very stable jet velocity was 
obtained. The water of the jet discharge was measured by collecting 300 litters of 
water in a container at the downstream end of the flume and recording the elapsed 
time with a stopwatch. The side-looking Acoustic Doppler Velocimeter (ADV) was 
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used to measure flow velocities at streamwise positions within the horizontal wall jets 
over the fixed rough bed. All the measurements were made on the centreline of the 
flume. A wave monitor was used to measure the position of the free surface on the 
centreline of the flume during the experiments. The experiments were conducted 
according to the following protocol: 
1. Set up of the flow conditions. Non-uniform flow was obtained for the jet 
discharge velocity.  
2. ADV measurements. After steady flow conditions were achieved, the water 
was seeded with China clay powder until the signal correlations were (75% to 
95%) and SNR around (15) for the ADV system to provide reliable 
measurements. ADV measurement was started so as to measure the flow 
velocity at points in a vertical grid at different streamwise distances from the 
jet inlet. All the measurements were made on the centreline of the flume. 
3. Wave monitor measurements. After the ADV measurements were completed. 
The water depth probe, which was located on an instrument carriage was 
placed different streamwise locations to measure the free surface during the 
experiments. All the measurements were made at the centreline of the flume. 
3.4 Flow field investigations  
3.4.1 Introduction 
 
A number of tests were carried out to investigate the effect of wall jets over 
horizontal fixed rough bed in an open-channel flume. Tests were configured to obtain 
velocity profiles at different locations in the streamwise direction in a column of water 
(in a vertical grid). Reynolds stress near to the bed was also obtained from the 
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velocity measurements. Accurate measurement of the position of the free surface 
was also obtained. The aims of this investigation were two –fold. 
Firstly, to understand the change in the velocity profiles at the fully developed zone 
close to the inlet velocity jet. 
Secondly, the results of the investigation would provide velocity data and free 
surface data for direct comparisons against data predicted with the analytical model 
and the CFD model described later.  
It can be argued that the velocity profile data obtained over a rough fixed bed and 
the free surface profile will provide spatial information on the wall jet flow that can be 
used to infer an impact on local sediment transport and hence  the shape of the 
scour hole. 
3.4.2 General methodology  
 
In order to produce a reliable set of velocity profiles and Reynolds stress data that 
can be used for studying the effects of jet flow on sediments transport and on the 
shape of the scour hole, four tests were performed. 
A side-looking Acoustic Doppler Velocimeter (ADV) was used to measure the 
velocity profiles over rough fixed bed and also the spatial pattern of Reynolds stress 
close to the bed. 
The wave monitor was used to measure the free surface profile during each of these 
experiments. 
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3. 5 Flow parameters 
 
The experimental conditions for fixed bed of the present testes are summarized in 
Table 3.1. The discharge, sediment size (d50), wjet the width of the jet and height of 
the jet (b0), in Tests A, B are the same. The only difference is in the height of the end 
wall (hw). In the Tests C and D the discharges are different from Tests A and B, the 
height of the jet in Test D is increased to 20mm, and the height of the end wall in 
Tests C and D is the same as in test A. 
In tests A and B the height of the end wall hw was changed to see the effects of the 
end wall on the velocity profiles and on the free surface. But in tests A and C the 
same end wall was used but with different velocity inlet ujet to see the effect of the 
high velocity on the free surface.  
Tests C and D used the same velocity inlet and the same end wall but using different 
height of the wall jet b0 that change was used to see the effect of this change  on the 
free surface.  
A second series of tests A1 to A6 and B1 to B6 were carried out to measure the 
spatial pattern of Reynolds Stress close to the bed. The experimental conditions are 
summarized in Table 3.2. In these tests the velocity inlet ujet was increased for test A 
and that change was used to see the effect of the velocity on the Reynolds stress. In 
tests B the height of the wall jet b0 was changed to the twice of the height of the b0 in 
test A to see the effect of this change on the Reynolds stress pattern.     
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Table 3. 1Experimental conditions for fixed bed tests 
Test Q 
[m
3
/s] 
b0 
[m] 
wjet 
[m] 
Ujet 
[m/s] 
Fr 
[ - ] 
Ro 
[ - ] 
d50 
[m] 
hw 
(m) 
Velocity 
measurement  
Free surface 
measurement 
 
A 
 
0.002 
 
0.01 
 
0.2 
 
1.00 
 
3.300 
 
9952 
 
0.0006
3 
 
0.035 
 
 
ADV 
 
Wave monitor 
 
B 
 
0.002 
 
0.01 
 
0.2 
 
1.00 
 
3.300 
 
9952 
 
0.0006
3 
 
0.075 
 
ADV 
 
Wave monitor 
 
C 
 
0.0014 
 
0.01 
 
0.2 
 
0.70 
 
2.310 
 
6966 
 
0.0006
3 
 
0.035 
 
 
NA 
 
Wave monitor 
 
D 
 
 
0.0029 
 
0.02 
 
0.2 
 
0.70 
 
1.727 
 
14729 
 
0.0006
3 
 
0.035 
 
NA 
 
Wave monitor 
 
Table 3. 2Tests to obtain shear stress distribution over fixed rough bed 
 
Test 
Ujet 
[m/s] 
hjet 
[m] 
wjet 
[m] 
d50 
[m] 
hw 
(m) 
Reynolds stress measurement 
      ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
A1 0.30 0.01 0.20 0.00063 0.075 ADV 
A2 0.40 0.01 0.20 0.00063 0.075 ADV 
A3 0.50 0.01 0.20 0.00063 0.075 ADV 
A4 0.60 0.01 0.20 0.00063 0.075 ADV 
A5 0.70 0.01 0.20 0.00063 0.075 ADV 
A6 0.80 0.01 0.20 0.00063 0.075 ADV 
B1 0.25 0.02 0.20 0.00063 0.075 ADV 
B2 0.30 0.02 0.20 0.00063 0.075 ADV 
B3 0.35 0.02 0.20 0.00063 0.075 ADV 
B4 0.40 0.02 0.20 0.00063 0.075 ADV 
B5 0.45 0.02 0.20 0.00063 0.075 ADV 
B6 0.50 0.02 0.20 0.00063 0.075 ADV 
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3.6 Acoustic Doppler Velocimeter (ADV) 
 
Recently, Acoustic Doppler Velocimeters (ADV) have become popular in the field of 
fluid mechanics. They are applied to study the three-dimensional flow field and 
turbulence in laboratory applications, as well as in rivers and lakes. In this present 
study a side-looking Acoustic Doppler Velocimeter (ADV) was used to measure the 
effect on velocity patterns of a horizontal wall jet over a rough bed in open channel 
flow. The ADV sensor consists of four acoustic receivers and a transmitter. The ADV 
probe sensor assembly and cable are shown in Figure 3.5. The Nortek ADV system 
with a side looking sensor with Vectorino software were used to measure 3D water 
velocity from the laboratory in this study. The ADV is designed to record 
instantaneous velocity components at a single-point with a relatively high frequency. 
Measurements are performed by measuring the velocity of small particles in a 
remote sampling volume based upon the Doppler shift effect. The probe head 
includes one transmitter and four receivers. The remote sampling volume is located 
typically 5 cm from the tip of the transmitter Chanson, (2008). The sampling volume 
is a cylinder with diameter of 6mm and a height of 9mm. The ADV system equipped 
with N receivers and records simultaneously 4.  
N values with each sample. That is for each receiver a velocity component, a signal 
strength value a signal-to-noise (SNR) and a correlation value. The signal strength 
SNR and correlation values are used primarily to determine the quality and accuracy 
of the velocity data. 
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The ADV was positioned above the flow on a rolling trolley so that it can be 
positioned where necessary for testing. The ADV frame was connected with the 
computer by flexible cable 10 m long.  
Once the probe is in position and the computer is connected and turned on, 
velocities are recorded. The velocity component is measured along the line 
connecting the sampling volume to the receiver. The ADV calculates the velocity of 
the water in the x and z direction. The x-axis was measured at the centreline of the 
flume in the streamwise direction and the vertical velocities were measured on the z-
axis (vertical direction). In this study the lateral velocities were not examined.  
3.7 ADV measurement 
 
The ADV instrument was used to measure velocity time series at various points 
within the jet and just above the rough and sand bed. The time series data was used 
to obtain time averaged velocities and Reynolds stresses. The measurement 
positions were located at streamwise locations between 0.04 < x[m] < 0.60 from wall 
jet inlet. The spacing between these positions is given in the table below. 
Figure 3.5 Side - Looking ADV probe 
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Table 3. 3 Streamwise position along the channel of velocity profile measurement 
locations from jet inlet : 
Inlet Location 
1 
Location 
2 
Location 
3 
Location 
4 
Location 
5 
Location 
6 
Location 
7 
Location 
8 
Location 
9 
X=0 X=0.04m X=0.06m X=0.10m X=0.15m X=0.20m X=0.30m X=0.40m X=0.50m X=0.60m 
 
At each streamwise position a vertical profile of measurement points was used. A 
distance of 1mm was taken between each point in each vertical profile. The 
measurements were made from 6 mm above the rough boundary up until 40 mm 
below the water surface. Referring to Figure 3.5, the emitter transducer at the centre 
generates a short ultrasonic pulse at a fixed carrier frequency that insonifies the 
water column. The pulses were repeated with a frequency of 10 MHz and the 
reflections of these pulses were grouped and analysed with a frequency of 100 Hz. 
Velocity data was therefore obtained at a 100 Hz frequency. 
 In order to obtain the steady time-averaged velocity, a relatively long sampling time 
was required. The flow tests samples had duration of 5 minutes and 2 minutes and 
both durations gives the same results.  The duration of the measurements for every 
position was therefore set at 2 minutes. The velocity records for each position 
containing 12000 data points.  The samples were taken and recorded by the 
Vectrino software in an .adv file extension. These were then exported by the Vectrino 
software to comma-separated values (.csv) which can be accessed by Excel. The 
average velocity,   ̅, was calculated simply by taking the average of the 12000 
measurements 
   ̅   
 
 
 ∑   
 
                                                                                                           (3.1) 
 Where n is the total number of measurements (in this case 12000), and    is an 
individual velocity measurement. The temperature of water in all experiments ranged 
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from 17-26oC.  This ADV sensor was able to automatically compensate for the range 
in water temperature.  
ADV data was used to obtain Reynolds stress (-ρ    ̅̅ ̅̅ ̅̅  ) values, which were used to 
plot the shear stress profile over the rough fixed and mobile beds.  
The Reynolds stress was calculated from u, v and w above the rough fixed bed in x, 
y and z direction obtained at a sampling rate of 100 Hz. The duration of the 
measurements for every position was set at 5 minutes at different location in x 
direction. The velocity records for each position containing 30000 data points. The 
correlations were (75 % to 95%) and SNR around (10 to 15). The measured 
velocities in the processed data file were used to calculate the Reynolds stress, -
ρ    ̅̅ ̅̅ ̅, -ρ    ̅̅ ̅̅ ̅̅  and -ρ    ̅̅ ̅̅ ̅̅  in which    ,     and    are velocity fluctuation in longitudinal, 
transverse and vertical directions respectively. The following equations were used to 
calculate Reynolds stress: 
   
 
 
 ∑      ̅                                                                                                       (3.2) 
    
 
 
 ∑      ̅                                                                                                      (3.3) 
     
 
 
 ∑      ̅̅ ̅                                                                                                   (3.4) 
    ̅̅ ̅̅ ̅̅  
 
 
 ∑      ̅        ̅                                                                                     (3.5) 
      ̅̅ ̅̅ ̅̅  
 
 
 ∑      ̅        ̅̅ ̅                                                                                 (3.6) 
     ̅̅ ̅̅ ̅̅  
 
 
 ∑      ̅        ̅̅ ̅                                                                                  (3.7) 
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Where u, v and w are instantaneous velocities in x, y and z directions respectively;  
 ̅,  ̅ and  ̅ are time-averaged velocity in x, y and z directions respectively and n is 
the number of total measurements.  
 
 
 
 
 
 
 
3.8. Wave monitor 
The wave monitor consists of probe, monitor and probe cable. The probe consists of 
two 1.5 mm diameter stainless steel wires spaced 12.5 mm apart and 300 mm long. 
The probe is connected to wave monitor module in the electronic console by a twin 
core flexible 10 m long.  Figure 3.7 shows the Churchill wave monitor system that 
was used in this study. The wave monitor was used to measure the position of the 
free surface during the experiments. It works on the principle of measuring the 
Rough 
Fixed 
bed 
ADV 
Probe 
Flow 
Figure 3. 6 Side - Looking Acoustic Doppler Velocimeter (ADV) over fixed rough bed 
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current flowing in a probe which consists of a pair of parallel stainless steel wires. 
The probe is energised with a high frequency square wave voltage to avoid 
polarisation effects at the wire surfaces. The wires dip into the water and the current 
that flows between them is proportional to the depth of immersion. The current is 
sensed by an electronic circuit providing an output voltage proportional to the 
instantaneous depth of immersion.   
 
Figure 3.7 Wave monitor 
 
3.9 Measuring with the wave monitor 
 
1. The probe is connected to the red 4mm sockets on the front panel by means 
of the plugs provided. 
2.  The instrument incorporates means for compensation for the resistance of 
the connecting cable to ensure that a high degree of linearity of 
measurements is maintained over a very wide dynamic range of probe 
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conductivity. Disconnect the probe cable at the probe end and insert the plugs 
into the blue TEST sockets on the front panel.  Depress the toggle switch into 
the TEST position, turn the SET OUTPUT control to its fully clockwise position 
(maximum) and adjust the SET DATUM control until the pointer of the balance 
meter is in the central position. Depress the push button and rotate the COMP 
control with a screwdriver to restore the pointer to its balance position. Correct 
compensation is achieved when pressing and releasing the push-button 
results in no change in the position of the meter pointer. The plugs then be 
removed from TEST sockets and are reconnected to the probe and then turn 
the key from TEST to OPERATE. 
3. The instrument provides an output signal with a centre zero at an earth 
potential and with a maximum excursions of + and – 10 volts. Connections 
can be made either to the OUTPUT coaxial plug on the front panel. 
4. This enables the output signal to be set to zero, i.e. to earth potential for any 
initial depth of probe immersion. The instrument will then give its maximum 
voltage of any value between zero and 10 volts.   
5. Calibration from wave height to output voltage can be performed by noting the 
change in output voltage when the probe is raised and lowered by a known 
amount in still water. The calibration procedure is described below. 
 Set up a static flow in the open channel flow. 
 Measure flow depth with vernier point gauge. 
 Put the probe in the water. 
 Measure voltage and time and calculate an average voltage for a three minute 
duration data record. Then lower the depth of the water by a few millimetres 
and measure its position with a vernier point gauge. Keep wave probe in 
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same place and then repeat the voltage measurement at the different water 
depth. 
 Plot the voltage against depth and obtain the calibration relationship (see 
figure 3.8). 
 
Figure 3. 8 Calibration of the wave monitor 
 
6. The wires (probe) dip into the water at the centreline of the flume and the 
current that flows between them is proportional to the depth of immersion. The 
current is sensed by an electronic circuit providing an output voltage 
proportional to the instantaneous depth of immersion (free surface).  
7. The wave monitor was set at scan rate of 100 Hz and the duration of the 
measurements was set at 3 minutes. The free-surface each point containing 
18000 samples.  
8. At the end of the flow measurement, the voltage data was converted into 
depth using the previously obtained calibration equation. 
9. Save the data as txt file and then export the data to EXL. Then plot the depth 
against distance along x-direction. 
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The free surface measurements are conducted for two reference velocity inlets of 
0.70 and 1.0 m/s and two height of jet 0.01 and 0.02m and two end wall conditions 
0.035 and 0.075m (Tests A to D).  
Surface measurements were taken at 59 measuring positions located at 4mm 
spacing along the centreline of the channel. At each measurement position 18000 
samples were obtained in order to describe the time-averaged surface profile.  All 
the tests (A to D) were defined by a fixed steady jet discharge and a fixed end wall 
height.  
3.10. Experimental results  
 
The results show the time-averaged u-velocity, free surface and Reynolds stresses 
profiles at different streamwise locations. In the first four tests A, B, C and D  the 
height of the end wall hw and the velocity inlet ujet are changed systematically so that 
the aim of these tests was to examine the factors that change the velocity profiles 
and free surface.  
Time-averaged streamwise velocity profiles measured at locations of 0.04, 0.06, 
0.10, 0.15, 0.20, 0.30, 0.40, 0.50 and 0.60 m from the wall jet inlet are shown in the 
figures (3.9 and 3.10). The measurements at different streamwise locations aimed to 
examine changes in the velocity profile characteristics close to the bed.  
In the second series of tests A1 to A6 and B1 to B6 the height of the wall jet b0 was 
changed to twice its original value and the Reynolds stresses at different location 
measured so as to examine changes in Reynolds stress profiles close to the wall 
caused by such a change in the jet.  
Figure 3.9 and 3.10 shows the velocity profiles collected by ADV system, which 
measured vertical velocity profiles in the water column contained 11 to 25 vertical 
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measurement points spaced away from the rough fixed bed for tests A and B. Figure 
3.9 shows velocity profiles measured across the flow at nine different streamwise 
locations over rough fixed bed. For all nine cases the jet height was set at 0.01m, the 
jet velocity inlet was 1m/s and the end wall 0.035m. Figure 3.10 shows velocity 
profiles measured at six different streamwise locations over the same rough fixed 
bed. In these measurements the jet height was set at 0.01m, the jet velocity inlet was 
1 m/s but the end wall was 0.075m.  
 Figure 3.11 shows the velocity profiles at 0.04 < X[m] < 0.5 from wall jet. These 
profiles were obtained in tests A and B (referenced in Table 3.1 above).  
The u-velocity profiles were presented for the stream-wise at different location from 
the channel wall jet inlet as shown in the figures (3.9 and 3.10). The velocity profiles 
provide a picture of how the flow develops downstream of the jet inlet. The results 
show that all profiles have a maximum velocity value at the location closest to the 
bed and this value decreases with an increase in the streamwise distance x.  
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Figure 3. 9 Time averaged u-velocity profiles of Test A at X [m] = 0.04, 0.06, 0.10, 0.15, 0.20, 0.30, 
0.40, 0.50 and 0.6 from the wall jet 
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Figure 3. 10 Time - averaged u-velocity profiles of Test B at X [m] = 0.04, 0.06, 0.10, 0.15 and 0.20 
from the wall jet 
 
Figure 3.11 shows the velocity profiles at 0.04 < X[m] < 0.5 from wall jet, plotted non-
dimensionally. These profiles have been scaled using a characteristic depth scale of 
the height of the jet and a velocity scaled against the mean inlet jet velocity. These 
profiles were taken in tests A and B (referenced in Table 3.1 above). The results 
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showed that the change in the tailwater depth does not affect the near bed velocity 
profiles. 
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Figure 3. 11 Tests (A and B) Non - dimensional vertical mean velocity profiles 
 
Figure (3.12) shows a similarity velocity profile for the velocity distributions shown in 
figure 3.11 for tests A and B, which shows the variation of u/u j with y/b0. These plots 
show that the maximum velocity profiles are close to the bed and decrease with 
increase in streamwise distance X. Figure 3.12 (a) shows the velocity profiles for test 
A, which at 0.04 < X [m] <0.50 from the wall jet. The maximum velocity at this region 
was varied from 1 m/s to 0.23 m/s when the end wall about 0.035 m. Figure 3.12 (b) 
also shows the velocity profiles for test B at the same region 0.04 < X [m] <0.50 from 
the wall jet. In this figure the maximum velocity at this region was varied from 1 m/s 
to 0.14 m/s when the end wall 0.075m. Also the results show that the end wall affect 
the velocity profiles from the top and does not affect the velocity profiles from the 
bottom.  
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(a)                                                          (b)  
Figure 3. 12 Tests (A and B) Non- dimensional vertical mean velocity profiles showing the effects of 
axial measurement location X. 
 
Figure 3.13 shows the free surface for Tests A and C in Table 3.1. The results show 
that the height of the free surface increases as the jet velocity inlet increased. Also 
the vertical depression occurred closer to the wall jet velocity longer at lower velocity.  
 
 
Figure 3. 13 Free surface data for Test A and C 
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Figure 3.14 shows the free surface for Tests C and D in Table 3.1. For these 
measurements in test C the input velocity of the jet is about U0 = 0.70 m/s and the 
wall jet opening b0 = 0.01m. The resulting Reynolds and Froude numbers are equal 
to Re = 6966 and Fr = 2.310 respectively. For test D the inlet jet velocity is the same 
as the jet velocity inlet in test C but the wall jet opening was different b0 = 0.02m. The 
Reynolds and Froude numbers in this test D are equal to Re =14729 and Fr= 1.727. 
After the flow calms down, the free surface keeps an almost steady position; the free 
surface at the steady position state was measured. The free surface is almost flat 
except in the region that is close to the jet. The result showed that the two profiles of 
the free surface have similar shape but the level of free surface was different. The 
flow rate of the jet did affect the free surface. The free surface goes down near the 
wall jet due to the larger velocity and the corresponding smaller pressure in the water 
body near the wall jet opining. This is related to the local velocity so the depression 
level is similar in Test C and D. The overall average water depth is controlled by the 
flow rate and the depth at the tailwater position.  
 
Figure 3. 14 Free surface for Test C and Test D 
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Figure 3.15 shows the free surface for Test A and B in Table 3.1. The results 
showed that the average height of the free surface increases as the end wall (hw) 
increases and the vertical height of the depression close to the wall jet decreases. In 
reality, even when the free surface is almost flat and will not change with time, a 
reasonable position for the free surface is not easy to be defined. This is because in 
wall a jet, the water depth in the flow field is much bigger than the jet opening and 
the free surface changes very slowly.  
 
Figure 3. 15 Free surface for Test A and Test B 
 
The free surface data show that the tailwater depth is important as it changes the 
overall water depth downstream and also the water surface shape close to the jet. 
The results showed that the height of the free surface increases as the end wall 
increased and the water surface profile changes rapidly upstream of the jet.  
The non-dimensional velocity profiles show that the change in the tailwater depth 
does not affect the shape of the velocity profile close to the bed as shown in figure 
3.11. Figures 3.9 and 3.10, show the vertical velocity pattern at different distances 
downstream. The results show that the region close to the wall jet is important as it is 
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a region in which the velocity profile and the height at the free surface change 
quickly.  
Figure (3.16 and 3.17) presents the Reynolds stress (-ρ   ̅̅ ̅̅ ̅̅  ) data streamwise 
distribution over the fixed rough bed. The Reynolds-stress distribution was measured 
from 6 mm to 10mm above the bed using ADV system. Table 3.4 and 3.5 were 
shows the averaged -ρ    ̅̅ ̅̅ ̅̅  component in x direction.  
Table 3. 4 Reynolds stress in N/m2 over fixed rough bed, Test A1 to A6, Ujet increasing. 
  
x (cm) 
Tests  
A1 A2 A3 A4 A5 A6 
5 0.17 0.22 0.39 0.30 0.49 0.39 
8 0.25 0.34 0.62 0.61 0.78 0.93 
10 0.40 0.65 1.07 1.32 1.56 1.84 
12 0.60 1.17 1.38 2.54 2.74 3.69 
15 0.70 1.13 1.73 2.60 3.63 4.50 
20 0.50 1.00 1.28 1.47 2.86 3.02 
25 0.40 0.77 0.80 1.24 2.36 2.46 
30 0.30 0.35 0.51 1.02 2.10 2.21 
35 0.26 0.31 0.21 0.56 1.743 1.77 
40 0.08 0.16 0.17 0.19 0.97 0.96 
45 0.00 0.05 0.13 0.11 0.73 0.81 
50 0.06 0.04 0.04 0.21 0.47 0.48 
55 0.05 0.04 0.01 0.18 0.42 0.15 
60 0.03 0.10 0.11 0.09 0.10 0.01 
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Table 3. 5 Reynolds stress in  N/m2 over fixed rough bed, Test B1 to B6, Ujet increasing. 
 
 X (cm) 
Tests  
B1 B2 B3 B4 B5 B6 
5 0.12 0.17 0.19 0.32 0.28 0.26 
8 0.36 0.54 0.82 1.07 1.65 1.28 
10 0.50 0.81 0.95 2.46 2.46 2.21 
12 0.80 0.84 1.17 2.80 2.79 2.45 
15 0.89 0.95 1.58 2.90 2.89 2.70 
20 0.80 0.89 0.92 2.26 2.50 2.70 
25 0.40 0.84 0.90 1.15 1.71 2.29 
30 0.10 0.44 0.77 0.99 1.46 2.00 
35 0.09 0.316 0.43 0.132 0.36 0.38 
40 0.08 0.13 0.40 0.28 0.29 0.04 
45 0.02 0.11 0.23 0.16 0.27 0.01 
50 0.02 0.04 0.03 0.02 0.08 0.08 
55 0.02 0.02 0.01 0.07 0.05 0.08 
60 0.002 0.028 0.07 0.03 0.02 0.01 
 
Figure 3.16(a) shows the measurements for six different jet inlet velocities, in all the 
six cases the jet height was set at 0.01m and the end wall was 0.075m. All the 
measurements have the same shape of streamwise pattern. It is noted that the 
maximum Reynolds stress in the high velocity tests u=0.8 m/s is at the position 15 
cm and was 4.5 N/m2, while in the low velocity tests u=0.30 m/s it is also at the 
position15 cm and was 0.70 N/m2. The value of the Reynolds stresses increases as 
the inlet velocity increased.  
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Figure 3.16(b) shows how the non-dimensionalized Reynolds stress value varies 
with distance over rough fixed bed. All the experiments indicate that the maximum 
Reynolds stress close to the wall occurred at X/b0 ≈ 15. Also the results show that 
after X/b0 ≈ 15 Reynolds stress decreases with increase an in streamwise distance 
(X/b0).  
 
(a) 
                                                                                    (b) 
 Figure 3. 16 Reynolds shear stress distribution over fixed rough bed in submerged wall jet (b0 = 1 
cm). (a) Measured Reynolds shear stress as measured (b) Reynolds shear stress non-dimensions 
Figure 3.17 shows the Reynolds stress that was obtained from five conditions of jet 
velocity inlet by wall jet height b0=0.02m. At each location the Reynolds stress of the 
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streamwise and vertical velocity components are computed by averaging about 
30000 samples (the average data sampling rate is equal to 100 Hz). The Reynolds 
stress was calculated from u, v, and w as described before. The result showed that 
the (-ρ    ̅̅ ̅̅ ̅̅  ) increases as the height of the jet increased.  
 
(a) 
 
  (b) 
Figure 3. 17 Reynolds shear stress distribution over fixed rough bed in submerged wall jet (b0 = 2 
cm) (a) Measured Reynolds shear stress as measured (b) Reynolds shear stress non-dimensions. 
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velocity profile from the bottom as seen in Figure 3.12. The free surface data shows 
that the change of the end wall height has changed the overall water depth and also 
the water surface shape close to the jet. The results showed that the height of the 
free surface increases as the end wall increased and the water surface profile 
changes rapidly just upstream of the jet. The results also show that the change of the 
height of the jet does not affect the Reynolds stress, as the streamwise pattern is 
almost the same shape regardless of changes in the free surface pattern. The 
Reynolds stress for both experiments was gives the maximum Reynolds stress at 
the same point x/b0 ≈ 15.  After this point the value of the Reynolds stress close to 
the bed reduces in a streamwise direction to a very low value.  
3.11 Conclusion 
 
This chapter began with a description of the experimental facility and instrumentation 
used for this study. This included the design and construction of the open channel 
flume and the acoustic Doppler velocimeter and the wave monitor. In addition 
aspects related to the method of measurement made based on the ADV and wave 
monitor were also discussed. In all, sixteen experiments were conducted to 
investigate the effect of the wall jet on the velocity profile, free surface and Reynolds 
stress on rough fixed beds.  
The vertical velocity profile at different locations along the streamwise direction was 
measured by the ADV instrument and the wave monitor was used to measure the 
free surface during these experiments. In this study, two different end walls were 
used and the results showed that the change in the tailwater depth does not effect 
the velocity profiles close to the bed. The results also showed that the height of the 
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free surface increases as the velocity inlet increases and the vertical depression 
occurred closer to the wall jet velocity longer at lower velocity. 
Reynolds stress profiles measured at different locations along channel revealed that 
all values of bed shear stress increase along with the inlet velocity. All the 
experiments indicate that the maximum Reynolds stress close to the wall occurred at 
X/b0 ≈ 15. Also the results show that after X/b0 ≈ 15 Reynolds stress decreases with 
increase in streamwise distance (X/b0).  
If sediment transport and scour are initiated from the wall jet movement, the 
Reynolds stress pattern will indicate potential sediment entrainment and consequent 
erosion zones. Studies using fixed rough beds often measure Reynolds stress and 
bed shear stress in an attempt to predict where scour will take place if the bed was 
mobile. In this context, mobile bed flume experiments are planned and described in 
Chapter 4. This  experimental set up is almost similar, except that a 10 cm thick sand 
bed being added to the flume to test whether the location of highest Reynolds stress 
by wall jet in rough fixed bed channel can be used to predict the location and shape 
of the equilibrium scour hole. Apart from this, the depth of the equilibrium scour hole 
in the same channel but with a mobile bed was also studied using this experimental 
set - up. It was expected that some link criteria obtained for the fixed rough bed case 
can be used to predict the shape of the scour hole. 
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CHAPTER 4 LOCAL SCOUR HOLE SHAPE AND THE FLOW 
PATTERN OF WALL JETS OVER ERODIBLE BOUNDARIES 
4.1 Introduction  
 
The prediction of the depth and the shape of local scour holes that develop 
downstream of hydraulic structures can play an important role in their design. Many 
local scours, if large enough can damage significantly the foundation and therefore 
the stability of the structure. Because complete protection against scour is very 
expensive, generally, the maximum scour depth and the maximum length of the 
scour hole have been predicted in order to assess the risk of failure. (Karim and Ali 
2000). Current design methods are highly empirical and are not able to predict scour 
hole shape and the impact of repeated phases of erosion.     
The mean velocity and turbulent intensity distributions in any turbulent flow can be 
influenced strongly by the shape and character of an adjacent rough boundary. 
Complex mechanisms governing particle entrainment and motion within turbulent 
flows mean that there is still a degree of uncertainty associated with predicting 
sediment erosion. However it is known that a key issue is the prediction of the fluid 
force on the bed sediment. In this chapter the work will focus on the shape of the 
scour holes and the effect this change in bed geometry can have on the local flow 
field and the forces it can transfer to the bed sediment. Given the interaction 
between the bed geometry and the pattern of the local flow velocity the prediction of 
the development of the shape of scour holes caused by such turbulent flows is still 
problematic.  
 
 
 
67 
 
4.2 Experimental work 
 
The experimental facility (see Figure 4.1) used was a rectangular flume, which was 
4.05m long, 0.20m wide and 0.30m height. The tailwater depth was controlled by a 
vertical gate located at the downstream end of the flume. The experiments were 
carried out using a potentially erodible sediment bed. The sediment used was a 
silicate sand with a mean grain diameter of 0.63mm. A stable wall jet was created 
using the constant head tank located at the upstream edge of the flume. The inlet of 
the wall jet was located at the original level of the sediment bed and was fixed in 
location during each experiment. 
Flow
Wall jet
Bed profile at t= 0 Mobile bed (Sand)
Control valave
Inlet Tank
Sump Tank
Pump
Flow 
h
2
b0
Point-gauge ADV probe
h1hw
 
Figure 4.1 A schematic of the experimental setup 
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The jet velocity is steady and the jet discharge is the product of the jet velocity, 
controlled by the constant head, and the area of the slot.  In each test the tailwater 
depth was held constant using the vertical gate (hw). The pump provided the water 
supply to the constant head tank with the flow rate controlled by a hand-operated 
valve situated in the inlet pipe to the flume. The water discharge was measured by 
collecting 300 litres of water in a container at the downstream end of the flume and 
recording the elapsed time with a stopwatch. The experimental conditions are given 
in Table 4.1. 
Table 4.1The experimental conditions for tests with mobile bed 
Test Q 
[m
3
/s] 
Ujet 
[m/s] 
b0 
[m] 
Fr 
[-] 
Re 
[-] 
h2 
[m] 
h1 
[m] 
hw 
[m] 
d50 
[m] 
Time of 
run  
(hour) 
[h] 
C1 0.0014 0.72 0.01 2.29 7165.54 0.165 0.108 0.08 0.00063 10 
C2 0.0013 0.66 0.01 2.11 6598.27 0.15 0.10 0.08 0.00063 10 
C3 0.001 0.50 0.01 1.59 4976.07 0.135 0.10 0.08 0.00063 10 
C4 0.0009 0.45 0.01 1.43 4478.46 0.125 0.10 0.08 0.00063 10 
C5 0.0008 0.40 0.01 1.27 3980.85 0.120 0.10 0.08 0.00063 10 
C6 0.0006 0.35 0.01 1.11 3483.25 0.115 0.10 0.08 0.00063 10 
 
In the present study the base of the flume was filled with sand and levelled to a 
uniform depth of 100mm along the channel (see figure 4.1). At the beginning of the 
experiments the sand bed was saturated slowly and then the flow discharge then 
increased gradually without disturbing the initial flat erodible bed. The discharge was 
then further increased until it reached the value required for the experimental run.  
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Figure 4. 2 Schematic diagram of asymptotic scour hole with its important dimensions for Test (C1) 
 
A digital stopwatch and point-gauge were used to measure the position of the bed 
surface during the duration of the scouring process. Conventionally this is done by 
using point-gauge adjusted to touch the bed surface and a reading is taken of the 
vertical movement using a scale (see Figure 4.3).  
 
Figure 4. 3 Point – point gauge 
h1 
h2 
    Flow 
ybed 
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A mounting frame is clamped to a suitable support structure and the moving rod of 
the point gauge is free to slide up and down over the scour hole. The tip of the rod is 
lowered to the level of the scour hole and a measurement of rod displacement is 
taken at each x-location. The scour hole data was measured on the centreline of the 
flume along x and y coordinates. The measurement was conducted on the centreline 
of the flume because the scour hole was designed to be a 2D feature as shown in 
Figure 4.4. 
 
 
Figure 4. 4 Shape of the scour hole 
 
The bed surface level data was collected every 100 min until where the asymptotic 
scour state was reached and flow can no longer remove particles from the scour 
hole. The test was run several times in order to stop the test and measure the scour 
hole after different flow durations using the digital stopwatch to stop the pump at the 
desired time. The water was then carefully removed from the channel and the inside 
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geometry of the scour hole was measured using the point – gauge and data was 
recorded at this time. The sand was then replaced as at t=0 min (10 cm thick sand 
bed) ready for the next test run. Test duration was increased in 100min increments 
until the asymptotic equilibrium scour state was reached as shown in figure 4.2. This 
method was used in order to obtain reliable data at each time interval. If the pump 
had been started again without replacing the sand, the start-up conditions may have 
altered the shape of the scour hole. After reaching the equilibrium scour depth, the 
flow was stopped and the scoured sand bed was measured using the point-gauge. 
The measured values of the maximum scour depth, ds and scour length, Ls (see 
Figure.4.2) were recorded.  
  4.3 Geometry of the scour hole 
4.3.1 Temporal development of the scour hole 
 
The measured time-evolution of the bed profile is plotted for different times as shown 
in Figure 4.5 for Test C1 (Table 4.1). The original level of the bed is set to zero 
during the development phase the scour depth increases considerably, but the 
shape of the scour hole remains the same after 300 minutes (see figure 4.5a).  The 
results show that the location of the maximum scour moves slightly downstream as 
the scour hole develops. The equilibrium phase can be defined as the phase in 
which the dimensions of the scour hole no longer changes significantly.  
Figure 4.5 (b) shows the non-dimensional scour profiles of Test C1 at different times 
from 100 min to the final equilibrium stage. The similarity the equilibrium scour 
profiles was established by plotting the profiles in terms of non-dimensional depth  
against non-dimensional horizontal distance.  
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Figure 4. 5 (a) Scour profiles of Test C1 at different times; and (b) non-dimensional scour profiles 
for Test C1 at different times 
 
Figure 4.6 shows that the depth of the scour hole dependent of the jet velocity. It is 
seen that the maximum scour depth at asymptotic state was larger as the velocity 
inlet increases.  
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Figure 4. 6 Velocity jet inlet and depth of the scour hole 
 
In Figure 4.7 jet velocity and scour hole length contour are plotted. The maximum 
equilibrium length was also dependent on the flow velocity. As the flow velocity 
increased the maximum length of the scour hole at equilibrium also increased.  
 
Figure 4. 7 Velocity jet inlet and length of the scour hole 
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The results show the link between the scour hole depth and length with jet velocity 
and time for all six tests in Table 4.1. It is shown that the maximum depth and length 
of the scour hole are dependent on the jet velocity. The maximum scour depth and 
length at equilibrium state was larger as the velocity inlet was increased. Most 
previous research efforts have focused on sediment and jet size to predicting scour 
hole and not much work has focused on jet velocity. Given that in the rigid bed tests 
that the position of the maximum bed shear stress was constant with jet velocity, 
these results indicate that the changing shape of the scour hole is likely to influence 
the bed shear stress pattern. 
Figures 4.6 and 4.7 also show that the scour process is a function of time. The 
experimental data shows that the maximum scour depth and length reached 
equilibrium at the approximately same time for all but the very low velocity cases. In 
these cases the depth reached its final value before the length.Figure 4.8 displays 
the equilibrium dimensional scour profiles for all tests (see Table 4.1) at different jet 
velocities and at the same wall jet height ( b0) and the same end wall height (hw ). 
 
Figure 4. 8 The equilibrium scour holes created by turbulent wall jets in Tests C1, C2, C3, C4, C5 and 
C6 
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The non-dimensional depths y = (y/ds) in Figure 4.8 were plotted against non-
dimensional horizontal distance x = (x/ds) for tests C1, C2, C3, C4, C5, C6 and data 
from Dey 2006 (Fig 4.9). The use of vertical depth scale ds brings together all the 
individual profiles reasonably on a single band in the non-dimensional plot.  
 
Figure 4. 9 Non-dimensional scour hole created by wall turbulent jet in Testes [C1, C2, C3, C4, C5, 
C6 and Dey 2006] 
 
Dey and Sarkar (2006) conducted an experiment for submerged wall jets having 
different submergence factors and jet Froude numbers in an open channel flume 
with fixed and mobile beds. Different rough beds were created using uniform 
sediments of median diameters (d50 = 0.8mm, 1.86mm and 3mm).Their results show 
that the scour depth, related to the sediment size relative to the sluice opening, 
decreases with increase in sediment size and sluice opening. In this section we 
compared our results with their results using experimental data for uniform sediment 
d50 = 0.8mm and sluice opening 10 mm. The results indicate the similarity of the 
scour hole profiles as was obtained by Dey and Sarkar (2006).  
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4.3.2 Scour hole characteristics 
 
The maximum scour depth is reached when the flow can no longer remove particles 
from the scour hole. The maximum scour hole depth (ds) appears to grow in a linear 
relation with time, as shown in Fig. 4.10.  In test C1 the maximum scour depth was 
around 73mm in this experiment and was reached after approximately 540 minutes 
(see figure 4.10). 
 
Figure 4. 10 . Scour depth variation with time for Test C1 
 
It can be seen that the scour depth increases rapidly at the initial stage. Then the 
scour hole develops more slowly with time and the scour depth increases gradually. 
The scour depth moves toward an equilibrium, at which the maximum scour depth 
no longer changes significantly. Final maximum scour depth is about 73 mm at t = 
540 min in this case. Initial scour depth at t = 100min reaches already 52 mm. In 
terms of ratios it shows that about 71% of the scour depth at equilibrium occurred 
within 19% of total scour time. 
Figure 4.11 shows the variation of the length of the scour hole for test C1 (Table 
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scour hole develops more gradually over time and gradually increases the length of 
scour.  
 
Figure 4. 11 Scour length evolutions for Test C1 
 
The maximum depth of scour hole was taken at various times during the tests until 
the equilibrium maximum depth was reached. For these tests, the equilibrium 
maximum scour depth was assumed to arise when the depth of the scour hole was 
not observed to change more than 2% over adjacent periods of time. The change of 
the scour hole depth in the six tests was shown in Figure 4.12. All the tests show that 
the scour process occurs quickly in the early stages while at later stages, the bed 
profile changes very slowly as the system approaches an asymptotic state. 
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(a) 
 
(b) 
Figure 4. 12 Scour depth evolutions for Tests [C1, C2, C3, C4, C5 and C6] (a) dimensional scour 
depth (b) Non-dimensional scour depth 
 
Figure 4.13 shows the variations of the scour hole length for tests C1 to C6. It can be 
see the maximum length of the Test C6 was Ls= 18 cm when the velocity inlet Uj= 
0.35 m/s and the maximum length of the Test C1 was Ls= 32cm when the velocity 
inlet Uj = 0.72 m/s.  This clearly demonstrates that the scour hole length is 
dependent on inlet jet velocity. 
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(a) 
 
(b) 
Figure 4. 13 Scour length evolutions for Testes [C1, C2, C3, C4, C5 and C6] (a) dimensional scour 
length Tests (b) Non-dimensional scour length tests. 
 
4.4 Flow pattern in a local scour hole  
4.4.1 Velocity distributions 
 
An Acoustic Doppler Velocimeter ADV was used to obtain the velocity 
measurements in the near bed region in the scour hole at equilibrium. Velocity 
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profiles were taken at distances               in the scour hole at streamwise 
direction.  
The process of making ADV measurements can be summarised in the following 
steps; seeding the flow with china clay powder until the correlation were (75% to 
95%) and SNR around (15) for the ADV system. The velocity profiles were then 
measured in the water column, the profiles contained 13 to 21 measurement points 
spaced away from the bed profile and these were chosen such that more points 
taken as the bed was approached. A distance of 5mm was taken between each point 
in one vertical profile. The velocity measurements were obtained with a frequency of 
100 Hz. The duration of this measurement takes more time than the velocity 
measurements over fixed bed because of the shape of the scour hole and 
positioning of the probe head and the sampling volumes.  The duration of the 
measurement data sets for every position was set at 3 minutes. The velocity records 
for each position contain 18000 data points. The mean velocity at each point in the 
measurement was calculated using: 
          ̅   
 
 
 ∑   
 
                                                             (4.1) 
Where    represents the velocity measurement in field i and N represents the 
number of velocity fields. The jet inlet velocity was 0.72 m/s and the height of the jet 
0.01m. Figure 4.14 shows the velocity profiles plots for Test C1 (Table 4.1) in the 
scour hole region at equilibrium. The shape of the velocity profiles was unchanged 
from that of fixed rough bed except in a region of limited extent within the scour hole 
and near the bed. The results show the velocity distribution with weak return flows at 
the top and bottom. The velocity profiles were close to the zero near to the bed; 
however the positive velocity in the middle indicated that the wall jet has begun to 
spread and the negative velocity was close to the free surface. That means the 
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average flow velocity reduces in the streamwise direction as compared to the tests 
with the rough fixed bed.  
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Figure 4. 14 Time averaged u-velocity profile inside the scour hole of Test C1 at X [m] = 0.05, 0.10, 
0.15, 0.20, 0.25 and 0.30m from the inlet to the wall jet 
 
4.4.2 Spatial pattern of near bed Reynolds stresses  
 
The Reynolds stress, -ρ  acting on the equilibrium scoured bed was readily 
calculated from the measured streamwise and vertical flow velocity data. An 
Acoustic Doppler Velocimeter (ADV) was used to obtain Reynolds stress at 1cm 
above the bed at different streamwise locations. The Reynolds stress was further 
calculated for u, v and w dimensions based on the techniques used in the rough 
fixed bed tests. The ADV data was subject to quality check and velocity 
measurements with a correlation coefficient lesser than 70 percent were eliminated. 
Figure 4.15 shows the variation of non-dimensionalized Reynolds stress with 
streamwise distance inside the scour hole.  The negative Reynolds stress was 
observed at the upper streamwise region of the scour hole where the velocity 
gradient close to the bed is negative due to the reverse flow. The maximum negative  
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value of Reynolds stress located close to the wall jet was found to be at x/b0 ≈ 15 
and the maximum positive value of Reynolds stress were observed at x/b0 ≈ 50. The 
results also showed that beyond this limit Reynolds stress decreased rapidly with 
streamwise distance. The maximum and the minimum values of the non-dimensional 
Reynolds stress were found to be 0.0015 and – 0.0015 as shown in the Figure 4.15.  
This is expected as the critical shear stress is a function of the grain size and density 
and the local slope of the bed. A reasonably linear trend is observed between the 
limits of x/b0 ≈ 20 to x/b0 ≈ 50. It is noted that the Reynolds stress at the bed is the 
main factor influencing the local scour process and the maximum negative Reynolds 
stress maps onto the location of the maximum depth of the scour hole ds.   
 
Figure 4. 15  Measured Reynolds shear stress inside scour hole 
 
Observations on Reynolds stress over rough fixed bed revealed that the maximum 
Reynolds stress occurred at x/b0 ≈ 15. Inside the scour hole the maximum negative 
Reynolds stress is located at the same streamwise position as the maximum depth 
of the scour hole ds and this is at the same position x/b0 ≈ 15. Measurements of 
Reynolds stress were conducted inside the scour hole to the same length of the 
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scour hole Ls at x/b0 ≈ 35 where the Reynolds stress comes to zero. The 
relationships between the rough fixed bed and mobile bed were linked by the shape 
of the scour hole.  The data thus collected were used to develop a pattern of bed 
shear stress change as the scour hole developed and this information was used in 
an analytical model to predict the development of unsteady scour hole. Details of this 
model are given in the following chapter. 
4.5 Conclusions  
 
In this chapter, results of experiments conducted to investigate the effects of the wall 
jet on the mobile bed in an open channel flow were presented. A moving point gage 
with a vernier scale and digital camera were used to measure the position of the bed 
surface at several times during the scouring process. In all 12 tests were performed, 
in which the dynamic changes in maximum local scour depth and length from plane-
bed to equilibrium conditions were recorded and analyzed.   
In addition the hydraulics of the scour hole in the equilibrium stage was also studied 
so as to compare this pattern with the previous measurements over a flat rough bed. 
The measured values of the maximum scour depth, ds and scour length, Ls are 
shown in figure 4.2; it is seen that the maximum depth ds and the maximum scour 
length Ls are dependent on the flow velocity. All the tests showed that the scour 
process was faster in the early stages in contrast to later stages marked by slow 
profile changes. The location of the maximum scour does not change significantly 
with time and in general it was found to move only slightly downstream as the scour 
hole develops. The experimental data shows that the maximum scour depth and 
length reached equilibrium at the same time for all but the very low velocity cases. In 
these cases the depth reached its final value before the length. The maximum scour 
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depth at asymptotic state was larger as the velocity at the inlet increased. The 
maximum equilibrium scour depth and the maximum equilibrium length were found 
to be dependent on the flow velocity. As the flow velocity increased the maximum 
length of the scour hole at equilibrium also increased. 
The maximum and the minimum value of the non-dimensional Reynolds stress in the 
scour hole were found to be 0.0015 and – 0015 respectively. At the equilibrium state, 
the maximum values of the Reynolds stress was observed at the maximum depth of 
the scour hole ds and at the maximum length of the scour hole Ls.. The Reynolds 
stress analysis has provided a relational link between the rough fixed bed and mobile 
bed to predict the shape of the scour hole. Based on these findings, an analytical 
model of unsteady scour hole development will be developed to predict the shape of 
the scour hole, details of which are presented in the next chapter. 
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CHAPTER 5    ANALYTICAL DETERMINATION OF 
BOUNDARY SHEAR STRESS OVER FIXED AND MOBILE 
BEDS FOR SUBMERGED WALL JETS 
5.1 Introduction  
 
Accurate determination of the bed shear stress distribution is one of the most 
important requirements needed to predict local sediment transport rates and hence 
local scouring. Limited attention has so far been paid to the shear stress pattern in 
submerged wall-jets over fully rough beds and the way in which the shape of these 
beds have been changed by local scouring processes. The resulting movement of 
the bed material in the direction of flow can be estimated once the local applied 
shear stress has exceeded the local critical bed shear stress.  The critical shear 
stress is referred to as the initial motion condition (Nalluri et al. 2001) and is 
estimated based on a ratio of the submerged grain weight the applied boundary 
shear stress, and the local bed slope following the ideas of Shields (1936). More 
recent work by Dey et al (2007) presented the Reynolds and boundary shear 
stresses in submerged jets on horizontal rough boundaries. They measured the flow 
in submerged jets on horizontal rough boundaries with Doppler velocimeter ADV. 
Their results showed that the boundary shear stress in the vertical profiles increases 
with an increase in boundary roughness.  
An early approach to predict the bed shear stress distribution over a rough fixed bed 
caused by a submerged wall jet is the formula developed in 1997 by Hogg et al. 
They presented new scaling laws for the spatial variation of the bed shear stress of a 
two-dimensional turbulent wall jet, flowing over a fixed rough boundary. These laws 
were then used in the development of an analytical framework to model the 
progressive erosion of an initially flat bed of grains by a submerged turbulent jet.  
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Use of scaling laws for the downstream variation of the boundary shear stress then 
permits the calculation of the shape of the steady-state scour at different time steps. 
In this case, they applied the jet flow scaling over fixed rough boundaries to erodible 
boundaries, on the assumption that the aspect ratio, i.e. the ratio of the depth of 
erosion to streamwise extent of the scour hole, is small. The authors estimated the 
shear stress exerted by a diffusive jet by integrating the momentum equation for 1D 
flow on the assumption that hydrostatic pressure holds and streamwise variations of 
normal stress are negligible. This led to streamwise rate of change of the momentum 
flux being described by the following equation: 
    
 
  
 ∫    
 
 
                                                   (5.1)  
Where u represents the jet velocity varying along longitudinal and vertical directions. 
This model requires that the mean flow does not separate from the boundary at any 
downstream location to avoid the need to introduce models of regions in which there 
is flow recirculation. The profile of the scour hole was calculated by defining a profile 
that leads to an equalling of the the shear stress distribution along the bed surface to 
the critical shear stress for incipient motion. They calculated the critical value of the 
ratio         for incipient motion on a bed with a longitudinal gradient: 
          
        
    
                                             (5.2) 
Where   the bed–slope angle and   the angle of repose. In this study they assumed 
that scaling laws for wall jet over a fixed boundary can be used for jet over an 
erodible rough boundary.  However, their predictions of the shear stress caused by a 
submerged jet over fixed bed do not describe the physical shape compared with the 
experimental data that was provided in Chapter Three. Also the authors  do not show 
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the shear stress change from fixed bed to mobile bed where this change and 
transport rates will estimate the shape of the scour hole physically.  
The relationship between the rough fixed bed and mobile bed will link to the shape of 
the scour hole. Experimental data will now be used to develop an analytical model 
for the development of the shape of the scour hole. 
In this part we investigate the development of an analytical model that can be used 
to predict how the shape of the scour is changing with time. The model will describe 
the use of a different class of statistical equation that is better able to predict the 
shape of the bed shear stress distribution. This new class of equation is linked with a 
sediment transport rate function and models local sediment volumetric conservation 
to predict the shape of an evolving scour hole.  The experimental work reported 
earlier in the thesis will be used to empirically calibrate the shear stress relationships 
and the measured dimensions of the scour hole as shown in Figure (4.2) were used 
to assess the accuracy of the new model. 
5.2 The development and application of an analytical model 
 
5.2.1 Shear stress distribution  
 
The scour problem is caused by the local movement of sediment underneath the 
turbulent jet. Given that the local sediment transport is strongly related to bed shear 
stress a model that is able to simulate the temporal change in shear stress pattern is 
necessary to predict the unsteady development of the shape of the scour hole. As 
reported above, Hogg et al. (1997) developed an analytical model to model the 
progressive erosion of an initially flat bed of grains by a horizontal turbulent jet. Their 
study applied a jet flow scaling of streamwise bed shear stress developed over fixed 
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rough beds to mobile beds. For the rough fixed bed they proposed that the 
streamwise variation in bed shear stress is given by: 
           
  (
 
  
)
       
 (
  
  
)
       
                                              (5.3) 
For a mobile bed they assumed that the bed shear stress for the flow of a two-
dimensional jet over an erodible boundary is equivalent to the flow of a two-
dimensional jet over a fixed rough boundary as given by equation 5.3 multiplied by a 
factor G(h,x). They suggest that the streamwise shear stress of an potentially 
erodible bed is given by the equation below: 
          
  (
  
 
)
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)
    
                                                 (5.4)  
In this equation they suggest that the G(h,x) is a shape function to account for the 
change on the shear stress profile when the boundary is no longer horizontal. The 
G(h,x) function for the fixed bed condition where the boundary is flat (h=0) is given 
by  G(0,x)=1 but other than this assumption there is no available model or data to 
predict the variation of G. They proposed a Gaussian G (h,x) function as follows: 
        {
                                                                 
   ( (
 
     
)
 
 )                                                         
             (5.5) 
Where C7 is a constant and  is the boundary layer thickness, which varies with 
downstream position.  
Figure 5.1 shows the non-dimensional bed shear stress variation with distance over 
rough fixed bed as calculated from Hogg et, al. Equation (5.4) and the experimental 
results for streamwsie distribution of Reynolds stress (-ρ   ̅̅ ̅̅ ̅̅ ) obtained in this study 
for a  fully fixed rough bed. The experimental data presented in figure 5.1 shows the 
mean streamwise profile of Reynolds stress for 11 testes that were reported in 
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chapter 3. All the experiments indicated that the position of the maximum Reynolds 
stress was not located close to the wall jet. Also the experimental results show that 
Reynolds stress decreases with an increase in streamwise distance (x/b0) after the 
location of the maximum Reynolds stress. The equation proposed by Hogg et al 
(1997) to describe the shear stress distribution does not describe the shape of the 
measured shear stress in two key ways. Firstly the zone close to the jet inlet has an 
increasing pattern of bed shear stress, so that the direction of the gradient compared 
to the relationship of Hogg et al. is in a different direction  and the maximum 
streamwise gradient is not at x=0, but at x 15. These two factors will have a 
significant impact on the erosion rate as this is dependent on the rate of change of 
the bed shear stress in the streamwise direction. 
 
Figure 5. 1shear stress distributions over fixed rough bed 
 
Hogg et al. (1997) have modified the results for flows over fixed boundaries to 
provide a prediction of shear stress over erodible boundaries. They then balanced 
the mobilizing and resisting moments on the particles at the surface of the sloping 
bed, to obtain critical conditions for incipient particle motion with regard to the local 
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bed slope. The calculation of steady-state erosion profiles relied on a simple model 
of the change in the distribution of shear stress, which neglects regions of flow 
separation and recirculation. 
In the present study an Acoustic Doppler Velocimeter ADV was used to obtain 
estimates of Reynolds Stress at 1 cm above the bed at different streamwise 
locations for a rough bed as shown in figure (3.16 and 3.17). The results from 
several tests showed that the streamwise Reynolds stress distribution over fixed bed 
commonly had a convex form. The Reynolds stress acting on the equilibrium 
scoured bed was calculated from the measured streamwise and vertical flow velocity 
data as shown in figure 4.15. The data collected has been used to first identify new 
statistical equations which may be potentially more suited to describe the streamiwse 
pattern of bed shear stress and then to calibrate these equations so that any 
modified analytical model of unsteady scour hole development can be tested. It was 
assumed that the models were most sensitive to shear stress pattern so that the 
method of estimating the local sediment transport rates was not changed. The 
sediment on the bed surface can be assumed to be potentially susceptible to a 
motion once the local bed shear stress (  ) exceeded a characteristic critical bed 
shear stress (  ). The bed shear stress over rough fixed bed and inside the scour 
hole is calculated by a new form of relationship as follows:  
                
  
       
       (   (
 
  
))        ( (
 
  
) )                                          (5.6) 
 
Where A, B, C and D are empirically derived constants. The constants in the above 
equation of bed shear stress are estimated from the experimental data for different 
conditions as showing in Table 3.2. The performance of this method is examined by 
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calculating the differences between the observed and predicted values of boundary 
shear stress as shown in Figures 5.2 and 5.3.  
Figures 5.2 and 5.3 show a comparison between the Reynolds stress obtained using 
available experimental data and using equation 5.6. The results show that the 
predicted Reynolds stress for the equation 5.6 is not working well close to the wall 
jet, but gives much better results after x/b0 ≈ 15.  
 
 
 
 
 
 
 
 
0
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
0.009
0 5 10 15 20 25 30 35 40 45 50 55 60 65
N
o
n
-d
im
e
n
si
o
n
al
 (
τ/
ρ
*U
j*
U
j)
 
Non-dimensional (x/b0) 
Test A1
Equation (5.6)
(a) 
0
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
0.009
0 5 10 15 20 25 30 35 40 45 50 55 60 65
N
o
n
-d
im
e
n
si
o
n
al
 (
τ/
ρ
*U
j*
U
j)
 
Non-dimensional (x/b0) 
Test A2
Equation (5.6)
(b) 
93 
 
 
 
 
 
 
 
 
 
0
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
0 5 10 15 20 25 30 35 40 45 50 55 60 65
N
o
n
-d
im
e
n
si
o
n
al
 (
τ/
ρ
*U
j*
U
j)
 
Non-dimensional (x/b0) 
Test A3
Equation (5.6)
(c) 
0
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
0 5 10 15 20 25 30 35 40 45 50 55 60 65
N
o
n
-d
im
e
n
si
o
n
al
 (
τ/
ρ
*U
j*
U
j)
 
Non-dimensional (x/b0) 
Test A4
Equation (5.6)
(d) 
0
0.001
0.002
0.003
0.004
0.005
0.006
0.007
0.008
0 5 10 15 20 25 30 35 40 45 50 55 60 65
N
o
n
-d
im
e
n
si
o
n
al
 (
τ/
ρ
*U
j*
U
j)
 
Non-dimensional (x/b0) 
Test A5
Equation (5.6)
(e) 
94 
 
 
Figure 5. 2 Comparison of non-dimensional Reynolds stress over rough fixed bed at wall jet (b0 = 
0.01m) 
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Figure 5. 3 Comparison of non-dimensional Reynolds stress over rough fixed bed at wall jet (b0 = 
0.02m) 
 
Tables 5.1 and 5.2 show the values of the calibration constants obtained using the 
experimental data and the average magnitude of the error for bed Reynolds stress 
that was estimated using equation 5.6 compared with experimental data. Table 5.1 
shows the constants value for equation 5.6 when the wall jet height was (b0 = 0.01m) 
and table 5.2 shows the constant value for equation 5.6 when the wall jet height was 
(b0 = 0.02m). The results show that changes in the height of the wall jet from 0.01m 
to 0.02m an increase in the Reynolds stress. 
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Table 5. 1 Values for empirical callibration constants for equation 5.6 for a  wall jet height 
b0 = 0.01m 
Test Equation 5.6  RMS error non-
dimensional 
Reynolds stress  
 
A B C D 
A1 -0.0360 15.502 0.0493 0.0477 0.0025 
A2 -0.0254 15.399 0.0663 0.0452 0.0028 
A3 -0.0215 15.407 0.0708 0.0475 0.0020 
A4 -0.0318 15.419 0.0578 0.0531 0.0032 
A5 -0.0284 15.489 0.0454 0.0398 0.0025 
A6 -0.0323 15.487 0.0433 0.0458 0.0026 
 
Table 5. 2 Values for empirical callibration constants for equation 5.6 for a  wall jet height 
b0 = 0.02m 
Test Equation 5.6  RMS error  
non-dimensional 
Reynolds stress 
A B C D 
B1 -0.0444 15.291 0.1732 0.0943 0.0049 
B2 -0.0402 15.461 0.1215 0.085 0.0019 
B3 -0.156 15.623 0.0390 0.1088 0.0035 
B4 -0.0739 15.329 0.1551 0.1089 0.0054 
B5 -0.0719 15.427 0.1213 0.1061 0.0024 
B6 -0.0328 15.352 0.1519 0.0748 0.0035 
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Figure 5.4 shows a comparison between Reynolds stress obtained using equation 
5.6 and the available experimental data. The results show that the equation 5.6 does 
not give good results close to the wall jet inside the scour hole but give a good match 
with the experimental data in the region after x/b0 ≈ 15 where the non-dimensional 
error was 0.0035. 
 
 
Figure 5. 4 Comparison of Reynolds stress inside the scour hole 
 
The results for the flow over fixed rough bed and mobile bed show that the sensitive 
part to the Reynolds stress is the region close to the wall jet where there is a flow 
recirculation. Also the results show that the equation 5.6 is not working well close to 
the wall jet but gives good results and fits well with the experimental observations 
after x/b0 ≈ 15.  
A new distribution was studied that was believed to address the concerns described 
above. A distribution was required that was able to simulate the rapid streamwise 
increase in bed shear stress observed just downstream of the jet entry. It was 
considered that a distribution with two zones of exponential growth and decay, and a 
continuous transition was needed. Barndorff-Nielsen (1978) developed a family of 
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probability distributions with exponential power growth and tail-off to describe such a 
probability function and is in the form:  
 
P(x; φ, ɣ, x, Ψ, µ, δ) =  
a (φ, ɣ, x, Ψ, δ)      
 
 
   √                    √              
                                                                                                                            (5.7) 
Where a (φ, ɣ, x, Ψ, δ) is the normalising constant, µ         is a location 
parameter, δ>0 is a scale parameter, and where the remaining four parameters φ, ɣ, 
x and Ψ are all > 0 and describe the rate of growth and decay of the exponential tails 
of the distribution. Given the shape of this distribution and its similarity to the 
experimental data it was decided to use this distribution in this study. The equation 
for the distributions developed by Barndorff-Nielsen (1978) can be written as: 
  
       
       
 
 
   √                    √                  (5.8) 
Where (φ, ɣ, x, Ψ, δ) are the constants. The constants in the developed equation of 
bed shear stress are estimated from the experimental data for different conditions as 
shown in table 3.2.  The difference between the observed and predicted values of 
boundary shear stress is shown in the figures (5.5 and 5.6).  
Figures 5.5 and 5.6 show a comparison between Reynolds stress obtained using 
available experimental data and equation 5.8. Figure 5.5 shows the relationship 
between the experimental data and equation 5.8 when the wall jet height was b0 = 
0.01m with different velocity inlet as shows in table 3.2 provided in Chapter three. 
Figure 5.6 shows the same relationship with the same experimental data but with 
different wall jet height b0 = 0.02m. The results show that the equation 5.8 is working 
well close to the wall jet. 
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Figure 5. 5 Comparison of non-dimensional Reynolds stress over rough fixed bed at wall jet (b0 = 
0.01m) 
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Figure 5. 6 Comparison of non-dimensional Reynolds stress over rough fixed bed at wall jet (b0 = 
0.02m) 
Tables 5.3 and 5.4 show the values of the empirical calibration constants and the 
error for each test that was found when using equation 5.8 to predict bed shear 
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stress distribution against observations. Tables 5.3 and 5.4 indicate significant 
improvement for the overall fitting accuracy for Reynolds stress over rough fixed bed. 
The results show that the parameter 4.32< δ < 6.73 is a scale parameter and the 
parameters φ, ɣ, x and Ψ are the remaining parameters. Tables (5.3 and 5.4) show 
that the parameters ɣ and x increased as the velocity increased but the parameter φ 
decreased and Ψ is almost stable. This distribution of these parameters gives a good 
agreement to the Reynolds stress of the experimental data in all tests. In test A1 the 
shape factor value increases from 0.002 to 0.008 as we go from left to the right on 
the horizontal axis as the location parameter µ in the equation 5.8, then starts 
decreases to the zero. In general equation 5.8 was working well in all regions and fits 
well with the experimental data. 
Table 5. 3 Values of the calibration constants value for equation 5.8 at wall jet height b0 = 
0.01m 
Test Equation 5.8 RMS error 
non-dimensional 
Reynolds stress 
φ ɣ x ψ δ 
A1 1.6767 3.1482 0.5411 0.3373 5.2317 0.0021 
A2 1.6268 3.001 0.5798 0.3640 5.1930 0.0022 
A3 1.6746 3.0170 0.5673 0.3796 5.2355 0.00077 
A4 0.0513 7.2488 1.6859 0.15955 4.3278 0.0018 
A5 0.7016 5.2845 0.8249 0.2092 4.6896 0.0019 
A6 0.6686 5.2823 0.8483 0.2242 4.6760 0.0020 
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Table 5. 4 Values of the calibration constants value for equation 5.8 at wall jet height b0 = 
0.02m 
Test Equation 5.8  RMS error  
non-dimensional 
Reynolds stress 
 
φ 
 
ɣ 
 
x 
 
ψ 
 
δ 
B1 5.599E-04 5.1299 2.8548 0.5574 4.6837 0.0027 
B2 6.29E-04 6.1009 2.7673 0.2446 6.4972 0.0036 
B3 4.36E-05 6.3264 3.4813 0.2638 6.7332 0.0048 
B4 4.97E-06 5.0919 4.2527 0.4617 5.9038 0.0055 
B5 1.02E-06 5.8181 4.6446 0.3075 6.7125 0.0038 
B6 1.41E-06 5.8207 4.6472 0.3216 6.7140 0.0045 
 
Figure 5.7 shows a comparison between the bed shear stress obtained using 
experimental data and theoretical (using equation 5.8) inside the scour hole. The 
agreement is reasonably good with an average error in non-dimensional stress was 
0.0017.   
 
Figure 5. 7 Comparison of Reynolds stress inside the scour hole 
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Figure 5.8 shows the Reynolds stress change from fixed bed to mobile bed by 
changing the parameter (ɣ) in equation 5.8. This equation was carried out with the 
change of that parameter (ɣ) presenting a new way for estimating the shape of the 
scour hole. The relationship to predict the changing bed shear stress pattern from 
fixed bed to mobile bed was used to calculate local sediment transport and then the 
temporal changes in the scour hole shape. 
 
 
 
Figure 5. 8 Non-dimensional Reynolds stress changing (a) over rough fixed bed (b) inside the scour 
hole 
 
Figures 5.8 show that the Barndorff-Nielsen equation (Equation 5.8) matches the 
laboratory results well with a small error of about 0.0017. It also gives good results in 
the region close to the wall jet, unlike previous equations. The new form of 
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relationship to predict the changing bed shear stress pattern was used to calculate 
local sediment transport and then the temporal changes in the scour hole shape. 
5.2.2 Bedload transport 
 
The profile of the scour hole can be calculated by considering the bed shear stress 
distribution along the surface of the bed.  Some arguments are made to model the 
design parameters of the scour process; maximum scour depth, shape of the scour 
and length of the scour. In general, the bed-load transport of sediment by a flow is a 
transport of particles of bed material that are sliding and rolling immediately above 
the bed. There are many bed – loads transport rate formulas in the literature. Most of 
them relate bed – load transport rate to a shear stress above a critical value of bed 
shear stress. The formula of Meyer – Peter and Muller was used in this study.  
       
      
 
 
        
    
  3/2                                     (5.9) 
Where ∆ρ = ρs – ρ. The critical shear stress parameter,   
  , with respect to      
  (for 
almost flat bed) depends on the bed - slope angle   and the angle of repose  φ in the 
form of: 
  
        
  
        
    
                                               (5.10) 
The functional form of (5.9) was derived for particle transport on a mobile bed. Then 
we study the temporal evolution of the scour hole by adopting a sediment 
conservation equation (the Exner equation). In two dimensions, this gives 
     
  
  
 
   
  
                                                    (5. 11) 
 Where p is the porosity of the bed. The relationship between Reynolds stress and 
transport rates is then used to predict the changing location of the surface of the 
scour hole. Mean average Reynolds stress was used in the analytical model with 7 
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time steps. The duration of the time steps was increased as the velocity decreases 
because of the small transport rates. 
5.3 Use of the model as a prediction tool 
 
The profile of any scour hole can be calculated by considering the shear stress 
distribution along the surface of the bed. Three different scour profiles are calculated 
using the models developed in this chapter. The scour hole profile predictions were 
achieved using MATLAB code and the output was compared with the experimental 
results and shown in the following figures. 
Figure 5.9 (a, b and c) shows the comparison between the experimental data for 
Tests C1, C4 and C6 (Table 4.1) and equation 5.6 of scour hole by a wall jet. The 
result showed the similar depth of the scour hole but did not give the right position of 
the bed material downstream. The results showed poor agreement with experimental 
data on the evolution of the scour with time.  
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Figure 5. 9 Comparison of scour holes for Analytical model and Experimental data for (a) Test C1, 
(b) Test C4 and Test C6 
Figure 5.10 (a, b and c) shows the comparison between the results of the 
experimental Tests C1, C4 and C6 (Table 4.1) and the analytical model using 
equation 5.8. In this figure, the red colour is the analytical model results and the 
black colour is the experimental data. It is observed that the analytical model gives 
the same depth as the laboratory results and also gives the peak of the sediment 
position dune. The comparisons between the experimental and the analytical model 
need more improvement. The analytical model was less successful but it is the first 
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model to give the relationship between Reynolds stress and transport rates to predict 
the shape of the scour hole.   
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Figure 5. 10 Comparison of scour holes for Analytical model and Experimental data for (a) Test C1, 
(b) Test C4 and Test C6 
Table 5.5 presents the comparison between the experimental and equations (5.6 
and 5.8) results. Three different tests of the scour hole are calculated using the 
equations 5.6 and 5.8 developed in this section. For scour hole depth and length, 
comparisons are done between the experimental and analytical solution. The results 
indicate that both equations (5.6 and 5.8) give similar scour depth but do not give a 
similar prediction of length. Overall the maximum scour depth is in good agreement 
with experimental result. The relationship of equation 5.8 gives better prediction of 
the shape of the scour hole.  
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Table 5.5  Comparison of scour holes for Analytical model and Experimental data for Test 
C1, C4 and C6: 
Test Ujet 
(m/s) 
b0 
(m) 
Experimental  Equation 5.6 Equation 5.8 
ds 
(m) 
Ls 
(m) 
ds 
(m) 
Ls 
(m) 
ds 
(m) 
Ls 
(m) 
C1 0.72 0.01 0.073 0.32 0.073 0.12 0.073 0.14 
C4 0.45 0.01 0.043 0.20 0.044 0.12 0.043 0.13 
C6 0.35 0.01 0.037 0.18 0.34 0.12 0.037 0.14 
5.4 Conclusion 
 
In this chapter different models were presented that used empirically calibrated 
analytical expressions to describe the streamwise variation of bed shear stress, 
critical shear stress and the resulting local sediment transport rate to predict the 
shape of the scour holes caused by turbulent jets. 
The bed shear stress created by the wall jet is the main agent of the scouring 
pattern. The scour formation was estimated with analytical formulae calibrated with 
experimental data. The predictions of the analytical models were compared with 
scour profiles obtained from experiments.  This comparison demonstrated that the 
final shear stress predictor equation gave better scour predictions than previous 
model. Using this model it can be claimed that reasonable results have been 
obtained over a range of conditions. 
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CHAPTER 6 COMPUTATIONAL FLUID DYNAMICS THEORY 
 
6.1 Introduction   
 
Computational Fluid Dynamics (CFD) is the combination of computers and numerical 
techniques to solve problems involving fluid flow. CFD provides a numerical 
approximation to the equations that govern fluid motion. Application of CFD to 
analyze a fluid problem requires a number of steps. First, the mathematical 
equations describing the fluid flow are derived. These are usually a set of partial 
differential equations. These equations are then discretized to produce a numerical 
analogue of the equations. The physical domain is then divided into a number of 
small cells or elements. Finally, the initial conditions and the boundary conditions of 
the specific problem are specified and a numerical method is then used to solve 
these equations. The solution methods can be either direct or iterative. In addition 
certain control parameters are used to control the convergence, stability and 
accuracy of the method (Bigillon and Garcia, 2002). 
 CFD has been successfully applied in a large number of application areas, for 
example, aerodynamics (aircraft, automobiles), hydrodynamics (ships, 
submersibles), engine flows (internal, combustion and jet engines), hydraulics (pipe 
networks, channels), sediment transport (sediment load, scour) and hydrology (flow 
in rivers). The range of applications is broad and encompasses many different fluid 
phenomena.  
 
 
 
114 
 
6.2 Equations of motion 
 
Consider a fluid element moving from one point to another point in a given field ( see 
figure.6.1). If any scalar quantity (such as velocity components, temperature, 
density)  is a function of spatial coordinates and time: 
                                                                                                (6.1) 
                                                                       (6.2)                                                
 
 
Figure 6. 1 Small fluid element in a Cartesian coordinate system 
 
Therefore, the general differential equations of motion for the fluid are given by: 
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6.2.1 The governing equations 
 
The continuity equation for incompressible fluids under steady and unsteady state 
flow conditions is described in this section. Equation (6.4) is a form of the continuity 
equation for incompressible fluid under steady and unsteady state flow conditions. 
  
  
 
  
  
 
  
  
                                                                                                                                           (6.4)           
                         
The three equations of motion, when combined with the conservation of mass 
equation (Eq. 6.4), provide a complete mathematical description of the flow of 
incompressible fluids. The momentum equations are given by: 
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For Newtonian fluids, such as water, shear stress in a fluid is proportional to the rate 
of strain. Shear stress   is linearly proportional to the velocity gradient 
  
  
  in direction 
perpendicular to the plane of shear, One class of fluids in which the stress   is not 
proportional to the velocity gradient are non-Newtonian fluids, in such fluids. the 
viscosity is not constant with strain rate. See also Figure 6.2. Equation 6.6 shows the 
relationship for the parameters in a Newtonian fluid. 
       ̇                                                                                                                  (6.6)                
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Figure 6. 2 Newtonian Fluids – Non-Newtonian Fluids (Source: Schlumberger, 2011) 
 
For non-Newtonian fluids, more than a single parameter is required to relate the 
applied shear stress to the rate of shear strain. Different constitutive model equations 
that have been developed for selected non-Newtonian fluids are shown below:  
Power-Law                          =                                        two parameters        (6.7a) 
Bingham                               ̇                                 two parameters         (6.7b)                    
Herschel-Bulkley                          
                          two parameters        (6.7c) 
6.3 CFD methods for free surface flows  
 
In CFD there are several methods to simulate the free surface in flows. In general 
methods can be classified into two categories as popular techniques (Apsley, 2003). 
Popular techniques: 
 Volume of Fluid (VOF) 
 Marker and Cell (MAC) 
 Arbitrary Lagrangian Eulerian (ALE) 
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Simulating fluid motion with free surfaces introduces the complexity of having to deal 
with solution regions whose shapes are changing. Convenient way to deal with this 
is to use the volume of fluid (VOF) technique as described next.  
6.3.1 Volume of Fluid (VOF) 
 
The VOF model is a surface-tracking technique. It can model two or more immiscible 
fluids by solving a single set of momentum equations and tracking the volume 
fraction of each of the fluids in the computational cells throughout the domain. This 
means that two or more fluids (phases) are not miscible. For each additional phase 
that is added to a model, an additional variable is introduced: the volume fraction of 
the phase in a computational cell. In each control volume, the volume fractions of all 
phases sum to unity. The fields for all variables and properties are shared by the 
phases and represent volume-averaged values as long as the volume fraction of 
each of the phases is known at each location. Thus the variables and properties in 
any given cell are either purely representative of one of the phases or representative 
of a mixture of the phases depending upon the volume fraction values. In other 
words, if qth fluids volume fraction in cell is denoted as αq then the following three 
conditions are possible (FLUENT, 2006): 
 α q = 0 : The cell is empty (of the q
th fluid) 
 α q = 1 : The cell is full (of the q
th fluid) 
 0 < α q < 1: The cell contains the interface between the q
th fluid and one or 
more other fluids. 
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6.3.2 Volume Fraction Equation  
 
The tracking of the interface (s) between the phases is accomplished by the solution 
of a continuity equation for the volume fraction of one or more of the phases. For the 
qth phase, this equation has the following form: 
 
  
 [
 
  
 (      )      (           ⃗⃗ ⃗⃗ ⃗⃗  )]         ∑     ̇
 
        ̇                                    (6.8) 
The volume fraction equation will not be solved for the primary phase; the primary – 
phase volume fraction will be computed based on the following constraint (FLUENT, 
2006): 
        ∑   
 
                                                           (6.9)                       
6.4 Turbulence model  
 
Turbulent flows are characterized by fluctuating velocity fields. These fluctuations 
mix transported quantities such as momentum, energy, species concentration and 
cause the transported quantities to fluctuate in time and space. In turbulent flow the 
variables can split into a time-averaged part, e.g.  ̅ , which is independent of time 
and a fluctuating part, e.g. u so that the instantantaneous value can be described by 
the following equation: 
U =  ̅ + u                                                      (6.10) 
A big reason for this decomposition is the need to solve the Navier-Stokes equation 
numerically. This would require a very fine resolution in time and a very heavy 
computational load. The ability to examine a “steady” part and develop simpler 
deterministic relationships for the fluctuating part means that the Naver-Stokes 
equation can be solved with a reasonable computational effect.  
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6.4.1 The K-  model  
 
Two-equation turbulence models (Jones and Lanunder 1972; Launder and Sharma 
1974) are widely used in industrial CFD applications (Poroseva and Iaccarino, 2001). 
The k-  model is the most commonly used of all the turbulence models. It is easy to 
solve and converges relatively quickly. It is classified as a two equation model. This 
denotes the fact that the transport equation is solved for two turbulent quantities   
and   .  
K: the turbulent kinetic energy. 
   : Dissipation rate of kinetic energy, these are obtained from the following transport 
equations:   
 
                                                                                                                        (6.11)                     
      (6.12) 
 
  Gk: generation of turbulent kinetic energy due to the mean velocity gradients 
Gb: generation of turbulent kinetic energy due to the buoyancy 
YM: the contribution of the fluctuating dilatation incompressible turbulence to the   
overall dissipation rate  
S: Source term 
σk and σε: Prandtl numbers 
The k-  model is used for applications like moving streams, free surface flows, free 
and confined jets. The closure methods vary in level of sophistication and each is 
suitable for different types of problems. A list of a few closure models are given in 
Table 6.1.  
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Table 6.1 Strengths and weaknesses of popular turbulence closure models 
Model Strengths Weaknesses 
STD K   Robust, economical, reasonably 
accurate; long accumulated 
performance data 
Mediocre results for 
complex flows involving 
severe pressure gradients, 
strong streamline 
curvature, swirl and 
rotation. 
RNG  K   Possesses many of the same 
characteristics as the standard K  , 
but uses mathematical group theory 
to determine the previously 
empirical constants. It performs 
better for moderately complex flows 
like jet impingement. 
Subjected to limitations 
due to isotropic eddy 
viscosity assumption 
Realizable K   Offers largely the same benefits as 
RNG; resolves round-jet anomaly 
Subjected to limitations 
due to isotropic eddy 
viscosity assumption 
Reynolds Stress 
Model (RSM) 
Physically most complete model 
(history, transport and anisotropy of 
turbulent stresses are all accounted 
for) 
Requires much more 
computational effort than 
any other technique. 
 
 Standard K   model: 
The standard K   model is reasonably accurate for a wide range of turbulent flows 
which explains its popularity in industrial flow and heat transfer simulations. 
However, the standard K   model is valid only for fully turbulent flows. 
 RNG  K   model: 
The RNG K   model has an additional term in its   equation that significantly 
improves the accuracy for rapidly strained flows. The RNG K   model is more 
accurate and reliable for a wider class of flows than the standard K   model. 
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 The realizable K   model  
The realizable K   contains a new formulation for the turbulent viscosity. The term 
realizable means that the model satisfies certain mathematical constraints on the 
Reynolds stresses, consistent with the physics of turbulent flows.  
The realizable K   model predicts more accurately the spreading rate of planar and 
round jets than the standard model. It provides the best performance of all the K   
model versions for separated flows and flows with complex secondary flow features. 
However, it may produce non-physical turbulent viscosities in some situations. 
Both the realizable and RNG K   model have shown substantial improvements over 
the standard K   model where the flow features include strong streamline curvature, 
vortices and rotation. 
 Reynolds stress model (RSM): 
The RSM turbulent model accounts for the effects of streamline curvature, swirl, 
rotation and rapid changes in strain rate in a more rigorous manner than one-
equation and two-equation models, it has greater potential to give accurate 
predictions for complex flows. 
 
6.5 Conclusion 
 
Computational Fluid Dynamics (CFD) has been successfully applied in many areas 
of fluid mechanics. These include the aerodynamics of cars and aircraft, 
hydrodynamics of ships, flow through pumps and turbines, combustion and heat 
transfer, and fluid mixing in Chemical Engineering. Applications in Civil Engineering 
include wind loading, vibration of structures, wind and wave energy, ventilation,  
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dispersion of pollutants and effluent, wave loading on coastal and offshore 
structures, and the performance of hydraulic structures such as weirs and spillways. 
More specialist CFD applications include ocean currents, weather forecasting, 
plasma physics, blood flow, and heat dissipation from electronic circuitry. This range 
of applications is very broad and shows the ability of CFD to model many different 
fluid phenomena.  
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CHAPTER 7 MATHEMATICAL MODELLING AND 
COMPUTER SIMULATION OF TURBULENT JETS 
 
 
7.1 Introduction  
 
Chapter 7 provides an overview of the use of a numerical model to simulate the 
effect of a wall jet over a horizontal rough bed in an open–channel flow. A 
computational fluid dynamics (CFD) package, FLUENT was used to simulate 
unsteady jet flow in a 2-dimensional rectangular open channel. The domain is 
divided into two zones; water and air zones and these are separated by a single 
interface. All fluid properties are shared between the two zones at the grid interfaces.  
Flows with free surfaces have moving boundaries and the position of the boundary is 
known only at the initial time. The forces acting on the fluid at the free surface are in 
equilibrium and hence the normal forces on either side of the free surface are of 
equal magnitude and opposite in direction and the forces in the tangential direction 
are of equal magnitude and direction.  
The volume of fluid (VOF) multiphase method was used for this model, which is 
useful for free surface calculations. VOF method can model two or more immiscible 
fluids by solving a single set of momentum equations and tracking the volume 
fraction of each fluid throughout the computational domain (Fluent, 2006). VOF is 
used to obtain flow parameters such as velocity and water surface position in open 
channel flow. The two-phase (water and air) VOF model was used to determine 
these characteristics for jet flow over a rough non-mobile boundary. A three-phase 
VOF model was then used in order to simulate the shape of the scour hole when the 
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rough boundary was potentially mobile, the third phase was assumed to represent a 
sediment deposit. 
The flow in most open channels is fully turbulent. Therefore a turbulence model is 
needed to determine this characteristic. Many turbulence models have been 
developed to simulate turbulent flow and the standard K-   and RNG-K-   (Table 6.1) 
turbulence models were the most suitable used in this study to simulate the effect of 
turbulence. 
7.2 Numerical model-two phase flow 
7.2.1 Geometric Setup  
 
Figure (7.1) shows a schematic representation of the open channel flow used in this 
study. The channel modelled has two flow phases; air and water as shown in figure 
7.1.  
Figure 7. 1 Schematic representation of the open-channel two phase flow 
The domain was a horizontal rectangular open-channel that was 4.05 m long, 0.30 m 
high, the tail water depth was (0.075m - 0.035 m) and the wall jet height was 0.01 m 
with a rough bed of 0.00063 m roughness (similar geometry to the laboratory tests, 
described in chapter 3). This model was used to compare with the experimental 
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results for validation. The model was later modified to model a sediment phase to 
simulate the shape of the scour and sediment transport. 
 The fields for all variables were shared by the phases and represented the volume 
averaged values as long as the volume fraction of each of the phases is known at 
each location. 
 The FLUENT software was used to simulate and solve the numerical equations. The 
volume of fluid (VOF) multiphase method and turbulence closure were achieved 
using the RNG-K-   models.  
7.2.2 Solution procedure and boundary conditions 
 
The fluid flow pattern, the velocity profile as the flow moved over the rough bed, the 
boundary shear stress and the volume fraction contours are determined by solving 
the model. Figure (7.2) shows a flowchart of the simulation process from defining the 
geometry to obtaining the final solution. 
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Figure 7. 2 Flow chart describing the solution procedure 
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7.2. 3 Geometry definition and mesh generation  
 
The Gambit software was used to generate the mesh for the models used in this 
study. The geometry was entered as the coordinates of the vertices into Gambit. The 
vertices were connected to create the edges of the model. The next stage in Gambit 
is to obtain the edges and create faces. Once the vertices, edges and faces are 
created, a meshing process is able to begin to define the geometry of the 
computational cells. 
Uniform mesh nodes at the each edge were chosen by specifying a constant spacing 
between the nodes so as to form a density mesh. When the nodes were created, the 
meshes along the faces were then generated. The mesh dependency is investigated 
by using a 40000, 112637 and 225275 elements. A mesh consisting of 225275 
elements, using the quadrilateral type elements for the two phases (water and air) as 
shown in Figure 7.3 was then generated using a spacing of 2 mm close to the bed. 
The constant spacing was used to be sure that the first near-wall node is in the fully 
turbulent region of the boundary layer. 
 
Figure 7. 3 Mesh Definition for the 2-dimention open channel flow 
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7.2.4 Boundary type and zone set-up 
 
After meshing the boundary of the model was specified, the physical and operational 
characteristics of the boundaries were set as shown in figure 7.4. The boundary 
conditions are summarized in Table 7.3. 
 
Figure 7 4 Specifying zones for the boundary conditions 
 
After setting the model boundaries, the physical characteristics have to be set in 
terms of zones; water and air. Once the mesh and zones are produced the meshed 
geometry was imported and written as a meshed file (msh). 
7.2.5 Fluent setup 
 
The mesh was imported into the commercial software FLUENT. The mesh/grid was 
first checked for errors and also checked for negative values of volume. If the 
minimum volume calculated is a negative number, then the mesh needed to be 
modified in Gambit. This confirms that all zones are current and all dimensions are 
right. The grid can also be displayed to ensure that the mesh generation is 
qualitatively reasonable. Once the grid was set, the boundary conditions could be 
modified in Fluent if needed.  The model was then set and the model was run and 
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the output analyzed. The following steps and settings are used to simulate the model 
in FLUENT. 
 Solver 
Solver options include segregated and coupled solver, along with sub-options under 
each solver such as steady/unsteady and implicit/explicit. For this study the options 
chosen were segregated, unsteady and implicit solver. 
The segregated solver - is the default option which solves the momentum, 
continuity and other transport equations sequentially. This solver provides flexibility 
in the solution procedure. 
The unsteady solver - is used for dynamic simulations where the flow is time 
dependent. 
The Implicit - means that for a given variable the unknown value in each cell is 
calculated using a relation that includes both existing and unknown values from the 
neighbouring cells.  
 Viscosity model selection 
The viscous model selection provides the choice between different turbulence 
models, for example Reynolds stress and Eddy Dissipation as well as k-  . The 
viscosity model option Standard κ –   model and RNG κ-   model with standard wall 
functions was employed for this study. For wall jets the viscous layer plays an 
important role in momentum transfer and how the walls affect a turbulent flow. 
Viscous damping and kinematic blocking near the wall reduce velocity fluctuations. 
The region near the wall (inner layer) is very important. The flow near the wall is 
given by a function called wall function for mean velocity and turbulent. Two types of 
wall function approaches are available  in FLUENT: 
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 Standard wall functions (standard in industrial applications and the default in 
Fluent). 
 Non-equilibrium wall functions. 
Standard wall functions are available with κ –   model (fluent 12.1). The standard 
wall functions work reasonably well for a broad range of wall-bounded flows. The 
non-equilibrium wall functions offered as an additional option can improve the results 
in such situations (e.g., heat transfer).  
The viscosity model option Standard κ –   model and RNG κ-   model with standard 
wall functions was used.  The RNG κ-   model can capture the recirculation region 
better than the standard κ–   model. Then, the RNG κ-   model is used for turbulence 
modelling here. The corresponding transport equations for turbulent kinetic energy 
(k) and its dissipation rate (   ) are (Yakhot, Orszag, 1986).  
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                                             (7.2) 
In these equations, Gb, YM and Gk are production terms of turbulence kinetic energy 
due to buoyancy, compressibility and mean velocity gradients, respectively. The first 
two, here are zero but the third is  
        ̇   ̇̅̅ ̅̅ ̅  
   
   
                                                                                                     (7.3) 
Model constants are C1 and C2 as shown in table 7.1. Also the turbulent viscosity 
can be computed from a differential equation, an algebraic relation is used. i.e,  
        
  
 
                                                                                                  (7.4) 
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Table 7. 1 Constant in RNG K – ε Model 
Cµ                          C1                          C2 
0.0848                    1.42                       1.68 
 
The standard wall function in the RNG κ-   turbulence model is solved in the whole 
domain including the wall adjacent cells.  
Material properties are defined in the material panel. The properties of the water and 
air used in this study are given in Table (7.2).  
Table 7. 2 Physical Properties of water and air (FLUENT) 
Water 
Density                                                                                       998.2 kg/m3                         
Viscosity                                                                              0.001003 kg/m-s                    
Air             
Density                                                                                      1.225 kg/m3                            
Viscosity                                                                            1.7894 E-05 kg/m-s                     
 
The operating conditions include gravity and pressure. The effect of gravity was 
taken as (-9.81 m/s2) in the y direction and the operating pressure was taken as 
101325 Pa. The boundary conditions in FLUENT must be specified at each surface 
defined in the mesh generation process described in Figure (7.4). For surfaces that 
have been defined as velocity inlets input specifications include fluid velocity 
magnitude and component flow direction. For the present study inlet flow velocity 
values  were used to simulate the inlet jet. Turbulent quantities such as κ and   are 
set as constants (the initial turbulence intensity was set to be 5% in this study).  
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The pressure-outlet boundary conditions were used at the outlet of open channel 
flows to model flow exit. The pressure-outlet was applied zero static pressure 
(gauge) which is equal to the atmospheric pressure and was specified at the outlet. 
For the model of this study the boundary conditions shown in figure 7.4 are 
summarized in Table 7.3.  
Table 7 3 Boundary conditions specification for FLUENT model 
Zone Type Boundary conditions 
1 Top Pressure-outlet  
2 Velocity – inlet Velocity (air = 0.001 m/s) 
magnitude and direction is normal to boundary   
3,6 Wall Wall 
4 Velocity inlet Velocity magnitude and direction is normal to 
boundary 
5 Wall Rough bed (ε = 0.00063 m) 
7 Outlet-water Pressure-outlet 
8 Outlet-air Pressure-outlet 
9 Free surfaces  No source term 
Air and 
Water 
Fluid No source term  
 
Second order upwind scheme was selected to discretize the governing equations. 
PISO algorithm was used for pressure-velocity coupling. It provides faster 
convergence for unsteady flows than the standard SIMPLE approach (fluent 12.1). 
Six different model properties were monitored by the fluent solver and checked for 
convergence. The default convergence criteria of 0.01 for all the six properties  
(continuity, x-velocity, y-velocity, k, epsilon and vof water) were used. Experience 
has shown that this value is generally not low enough for convergence. Therefore 
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scaled residuals were decreased to 10-6 for all equations for all the variables. If the 
solution does not converge within the given number of iteration additional iterations 
were used. The residuals should either level off or reach the convergence criteria 
which were set.  
7.2.6 Comparison between the numerical simulation and laboratory 
experiment 
 
The velocity profiles achieved from VOF method in comparison with the experimental 
results are shown in the following Figures. Figure 7.5 shows test case A (Table 3.1) 
with the velocity inlet (Ujet  = 1m/s) and the end wall (hw = 0.035m).  
 
 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.04m 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.06m 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.10m 
134 
 
 
 
Figure 7.5 Time averaged u-velocity profiles of Test A at X [m] = 0.04, 0.06, 0.1, 
0.15, 0.2, 0.3, 0.4, 0.5 and 0.6 m from the wall jet (Experimental,  Fluent) 
 
In this figure, it is observed that the numerical data matches the laboratory results 
well. The error for the velocity profiles was 5%. The ADV measurements and the 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.15m 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.20m 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.30m 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.40m 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.50m 
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
2.6
2.8
3
0 0.3 0.6 0.9
D
e
p
th
 (
cm
) 
U (m/s) 
0.60m 
135 
 
numerical model were taken in the vertical lines at different streamwise distances. 
Vertical velocity profiled were measured at X = 0.04, 0.06, 0.10, 0.15, 0.20, 0.30, 
0.40, 0.50 and 0.60 m downstream of the sluice gate.  In the ADV measurements a 
vertical distance of 1 mm was used between each measurement location in any 
vertical profile. This showed the motion of water over the rough beds and how 
velocity changes with distance. 
Figure 7.6 shows test case B (Table 3.1) with the velocity inlet of Ujet = 1m/s and the 
end wall height of hw = 0.075m.  Figure 7.6 shows the variation of the velocity profiles 
in the region close to the wall jets. The ADV measurements and the numerical model 
results were taken in the vertical lines at different streamwise distances. Vertical 
velocity profiles were measured at X [m] = 0.04, 0.06, 0.10, 0.15 and 0.20 m 
downstream of the sluice gate.  The numerical data also matches the laboratory 
results well in test B. The maximum error in the numerical data was about 6% of the 
experimental measurement.  
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Figure 7. 6 Time- averaged u-velocity profiles at X[m] = 0.04, 0.06, 0.10.15 and 
0.20 from the wall jet, inlet height = 0.01m and end wall height = 0.075m 
(Fluent,  Experimental) 
 
Figure 7.7 shows the predicted and observed free surfaces for test A. The CFD 
solver locates the level of the free surface by determining the position within a cell 
that has a volume fraction of 0.5 for each substance. The height of the free surface 
was dependent on the flow velocity. The free surface increases with an increase in 
the inlet velocity for the same height of the wall jet. Also the vertical depression 
occurred closer to the wall jet.  It is observed that the numerical data matched the 
laboratory results very well and the error was about less than 1%.  In general, these 
comparisons showed excellent agreement. 
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Figure 7. 7 Comparison of numerically simulated and experimental measured 
free surface position 
 
Figure 7.8 shows a comparison between the bed shear stress obtained using 
FLUENT and experimental data.  The streamwise distributions of bed-shear stress 
have been measured from the velocity close to the bed using equation 7.7.  
        
   
  
  
                                                                                                       (7.5) 
The results showed higher bed shear stress close to the wall jet occurred at x/b0   
15 and decrease with an increase in streamwise distance x/b0. Overall, the 
computational results showed a close agreement with the experimental results and 
the error in the numerical data was about 6 % of the experimentally measured data. 
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Figure 7. 8 Comparisons of numerically simulated and experimentally 
measured bed- shear stress 
 
A computational fluid dynamics CFD, FLUENT software was used to simulate 
unsteady jet flow in 2-dimensional flow. It was observed that the two phase model 
(air and water) was working well. The model was able to determine the velocity 
profiles close to the wall jet and near the fixed rough bed. The velocity profile, free 
surface profile and bed-shear stress on the rough fixed bed at different streamwise 
locations have been investigated and the data were compared to the numerical 
model in this part.  
 The results showed good agreement between numerical and experimental data. 
The results showed that the zone close to the wall jet was important as the velocity 
profiles and the water surface shape changed in this regain. Also the Reynolds 
stress distribution in this zone was measured. The results showed that the maximum 
values of Reynolds stress occur in this region.  Previous studies of the rough fixed 
bed showed that the scour hole will take place in this zone if the bed was mobile. 
Based on these findings, a three phase (air, water and sand) VOF model will be 
developed next in order to simulate the shape of the scour. 
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7.3 Open channel-three phase flow 
7.3.1 Introduction 
 
A two phase flow computational fluid dynamics model was used to simulate velocity 
and boundary shear stress pattern in 2- dimensional flow. It was observed that the 
two phase model (air and water) was able to determine the velocity profile close to 
the wall jet and near the fixed rough bed. The results showed that the fully developed 
zone was close to the wall jet and was an important place to investigate the velocity 
profile and the boundary shear stress. The experimental and the numerical model 
both showed similar patterns of time averaged flow velocities. Reynolds stress 
profiles measured at different locations along the channel revealed that it increases 
along with the inlet velocity. Also the maximum Reynolds stress close to the wall jet 
decreases with increase in streamwise distance. The bed shear stress affected by 
the wall jet is the main agent of scouring up the sediment from the bed. Based on 
these findings, a three phase (air, water and sand) VOF model was developed in 
order to simulate the shape of the scour. The literature search showed that some 
previous studies had used two-phase models for fluid and solid phases but there 
were not any studies about the use of three phase models. 
In this section, the simulation and analysis of a jet flow over a mobile bed in a two - 
dimensional rectangular open channel are presented. The three phases are air, 
water and sand. Viscosity for the sand cannot remain constant, but changes with the 
shear rate. Bedload transport generally depends on the bed shear stress above a 
threshold. In this model a non-Newtonian (Herschel-Bulkely) fluid was used to 
simulate sand properties. The Herschel-Bulkely model formulation is a generalization 
of the Bingham plastic equation. In the Bingham plastic model, the viscosity is 
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constant after the yield stress is exceeded, while in the Herschel-Bulkley model 
power law behaviour in terms of strain rate is observed after the threshold. 
The relationship for this material model between the shear stress and rate of shear 
strain is therefore non-linear.  The shear stress must exceed a critical value known 
as the yield stress (    ) for the fluid to flow.  At low values of shear stress, transport 
rate is very low, after a threshold shear stress value has been exceeded then the 
transport rate increases significantly. Bed load transport depends on bed shear 
stress. The behaviour of the sand is not Newtonian and this curve is not a straight 
line. Also the curve does not start at zero on the shear stress axis. A minimum shear 
stress needs to be used to start deformation of the third phase fluid. The yield stress 
(     ) is related to the size of the sand.  
 Fluids which show a Herschel-Bulkley fluid behaviour are modelled by three 
parameters: consistency (k) is a simple constant of proportionality that describes the 
overall size of the strain rates, while the flow (n) index measures the degree to which 
the fluid is shear-thinning. The three parameters together can be used to generate a 
relationship for the viscosity of the fluid under different applied shear stresses. The 
viscosity is not constant over the domain but rather is a function of the shear stress. 
The constitutive equation for Herschel Bulkley - Bingham model is given as follows: 
            
  
  
                                                                                                   (7. 6) 
Where   is the shear stress,  
  
  
  is the shear strain rate. In Herschel-Bulkley 
Bingham theory the fluid does not deform until shear stress is greater than a critical 
value        , a shear stress that needs to trigger movement; when this value is 
passed, then the fluid moves like a Newtonian fluid (Bird et al., 1979).  
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7.3.2 Numerical simulation by FLUENT 
 
Figure (7.9) shows a schematic representation of the open channel flow used in this 
stage. The channel modelled has three phases; air, water and sand. 
 
Figure 7. 9 Schematic representation of the open-channel flow -Three phases 
 
This model was used to understand the sand moving close to the wall jet and the 
shape of the resulting scour hole. The fluid is divided into three zones. Air, water and 
Fluid A “sand” zone as shown in figure 7.9. The viscosity of the Fluid A “sand” is a 
function of shear stress. The Herschel-Bulkley model was used in this study. Velocity 
gradients were used to determine the location of the Fluid A “sand” and water 
interface. The volume of fluid VOF model was used in order to simulate the three 
phase model. The first order scheme was employed for the momentum, volume 
fraction and turbulent. The coupling velocity-pressure was processed by the PISO 
method. 
7.3.3 Geometric setup  
 
The geometry of the flow zone was generated by GAMBIT for numerical simulation. 
The full flow was set as three zones that are air zone (top), water zone (middle) and 
sand zone (bottom) respectively. The geometry was entered as vertices into Gambit. 
Air 
Water 
Fluid A “Sand” 
hw b0 
h 
    L 
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The vertices were connected to create the edges of the model. A mesh using the 
Quadrilateral/map for three phases (air, water and sand). The mesh size is optimised 
by conducting a mesh-independence test whereby, starting with a coarse mesh, the 
mesh size is refined until the simulation results are no longer affected by any further 
refinement.  
7.3 .4 Fluent setup 
 
The mesh is imported into the FLUENT 12.1 software. The mesh/grid was first 
checked for errors and also checked for negative values of volume. If the minimum 
volume calculated is a negative number, then the mesh must be regenerated. Once 
the grid was set, the solver and boundary conditions of the system were then set and 
model were run and the output analyzed. The following setting was used to simulate 
the model in FLUENT. 
 Solver 
 
The solver in this model is the segregated solver, the unsteady solver and implicit 
were used with the same setup as in the two phase (water and air) models. 
 Viscosity model selection 
  
The air and water viscosities were described using constant values. As stated above 
it was assumed that the sediment could be modelled as an immiscible fluid providing 
an appropriate viscosity model of its physical properties could be found. Considering 
the behaviour of an eroding sediment bed, in which the transport of sediment is non-
linear it was considered that the “viscosity” of the sand is not constant. Clearly 
considering the non-linear nature of sediment transport then this “viscosity” is a 
function of the bed shear stress. Given these considerations, a viscosity model with 
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the characteristics of the Herschel- Bulkely for Bingham fluid was thought to be 
suitable for use in this study.  
This type of model provides a behaviour in which the strain rate is zero by to a 
threshold and then it increases in a non-linear fashion as the applied shear stress is 
increased. This mimics the behaviour of moving sediment. At low values of shear 
stress transport is very low, after a threshold shear stress value has been exceeded 
then the transport rate increases significantly. There are six main classes to this 
model: 
1. Shear-thinning (pseudoplastic)                                                    [    = 0, n <1] 
2. Newtonian                                                                                    [    = 0, n = 1] 
3. Shear-thickening (dilatant)                                                           [    = 0, n >1] 
4. Shear-thinning with yield-stress                                                   [    > 0, n <1] 
5. Bingham plastic                                                                            [    > 1, n =1] 
6. Shear-thickening with yield-stress                                                [    > 0, n >1]     
 
Figure 7.10 The six main classes of the time-independent fluids presented in a 
generic graph of stress against strain rate in shear flow (Source: Taha. S,2010) 
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A material model with shear-thinning and yield stress was used in this study. The 
Shear-thinning with yield stress is characterized by the presence of a yield stress     , 
which expresses the stress that must be overcome to set a fluid into motion. If the 
applied stress is lower than      no fluid motion takes place. A plot of the shear stress 
versus rate of shear strain relationship for Herschel-Bulkely for Bingham fluid is 
shown below in Figure (7.11). 
 
 
 
By using such a model and considering the typical form of an excess shear stress 
based sediment transport rate equation the links between equations for shear rate  
( ̇  and volume rate (     of transport rate and applied shear stress can be 
examined. 
             ̇
                                                                                                        (7.7) 
           ̇
                                                                                                        (7.8) 
      
 
   ̇                                                                                                               (7.9) 
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]
 
 
   ̇                                                                                                           (7.10) 
Figure 7.11 Shear stress versus time rate of shear strain for Herschel -
Bulkely for Bingham fluid (Source: Shifen. T, et al 2009) 
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 ̇   
 
  [      ]
 
                                                                                                  (7.11) 
Then, the Meyer-Peter and Muller (1971) equation is given by 
         
    
   
  
                                                                                (7.12)              
Assume that the power m can be given by  
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                                                                                                         (7.14) 
Then, the power n is given by  
    
 
   
                                                                                                         (7.15) 
Then, calculate k from the constant C from Muller equation 
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Similarly to the unites for the shear rate and volume rate  
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                                                                            (7.20) 
So; 
       ̇                   
                                                                                  (7.21) 
In that framework, the shear stress and shear rate equations are given by 
  ̇    
 
  [      ]
 
                                                                                               (7.22) 
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]  ̇                                                                                                     (7.23) 
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Table 7.4 shows the values for     , k and n for Herschel-Bulkley model that was used 
to estimate the strain rate for this model. The values for cases A, B, C and D were 
calculated from the relationship between equations for shear rate and volume rate 
and transport rate and shear stress. 
Table 7. 4 Herschel Bulkley values: 
Case τy   (pa) k (kg-sec
n/m2) n   
A 0.25 5 0.67 
B 0.7 4 0.67 
C 0.8 3 0.67 
D 1.2 2 0.67 
 
Figure 7.12 shows the shear stress versus rate of shear strain relationship for the 
Herschel-Bulkely model. The plot shows that the behaviour of the Fluid A “sand” is 
not a straight line. The curve does not start at zero on the shear stress axis. A 
minimum shear stress needs to be used in to start deformation of the fluid. The yield 
stress τ    , is related to the size and density of the sand particles. The slope of the 
curve, equal to the apparent viscosity, is not constant but decreases gradually with 
increasing shear stress. The different between cases A, B, C and D can be 
recognised from the flow curve. Case C demonstrates a higher yield stress τ   value; 
this can be seen at the start of the flow curve. The viscosity of case D is much lower 
at the same shear rate. 
In this study case B was used to model the viscosity for third phase (sand). The 
values for case B was calculated from the relationship between equations for shear 
rate and volume rate and transport rate and shear stress that examined from 
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equation 7.7 to 7.23. These values for case B are close to the sand that was used in 
the laboratory.  
 
Figure 7.12 shear stress versus time rate of shear strain for Herschel-Bulkely 
(Case A – Case D) 
7.3.5 Material properties 
 
Material properties are defined in the material panel from FLUENT software.  For this 
model we use air, water and sand. Table 7.5 give the properties that are specified in 
this model. The properties for air and water were constant but for the third fluid (fluid 
A “sand”) viscosity was defined as a function of shear stress using non-Newtonian 
fluid (Herschel-Bulkely) fluid. 
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Table 7. 5 Physical properties of water air and sand (ANSYS FLUENT 12.1) 
Air             
Density                                                                                                      1.225 kg/m3 
Viscosity                                                                                     1.7894 E-05 kg/m-s 
Water 
Density                                                                                                    998.2 kg/m3 
Viscosity                                                                                          0.001003 kg/m-s 
Sand 
Density                                                                                                       2040 kg/m3 
Viscosity                                                      κ = 4kg-secn/m2 ,               n=0.67   
7.3.6 The boundary conditions 
The boundary conditions are summarized in Table 7.6. 
 
 
Figure 7. 13 Specifying zones for Boundary conditions 
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Table 7 .6 Boundary conditions specification for FLUENT simulation 
Zone Type Boundary conditions 
1 Top Pressure-outlet  
2 Velocity – inlet Velocity (air = 0.001 m/s) 
magnitude and direction is normal to boundary   
3,5,7,8 Wall Wall 
4 Velocity inlet Velocity (water =0.72 m/s) 
magnitude and direction is normal to boundary 
6 Sand bed Rough bed (ε = 0.00063 m) 
9 Outlet Pressure-outlet 
Air and 
Water 
Sand 
Fluid No source term  
 
Figure 7.14 show the VOF simulation for the three phases (sand, water and air) at 
time = 0 sec, where the plots clearly shows the sand phase. The volume of fluid VOF 
multiphase method with RNG κ-   turbulent models were used to fully model the fluid 
flow. The flow near the wall is given by standard wall functions. For air and water the 
viscosity is just a constant value (Newtonian fluid) but for fluid A “Sand” Herschel-
Bulkley was used to determine the fluid A “sand” moving close to the wall jet by 
velocity gradient. The physical models of fluid/material and boundary conditions that 
describe the problem to be modelled were added to the grid information and stored 
in Case-File that is a record of all the inputs for problem definition. The results of the 
calculations for the three phases were stored in Data-File. 
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Figure 7.12 VOF simulations for sand 
7.3.7 Numerical results  
 
Figure 7.13 shows the VOF simulation result for the three phases (air, water and 
sand). The results clearly show that the shape of the sand is changing and the scour 
is initiated close to the wall jet. The Herschel-Bulkely model formulation generally 
works, it appears to provide a scour hole profile that is apparently similar to that 
observed in the laboratory. The simulated scour hole appears at the same location 
as experimental results. As it is evident from this figure, the computed scouring 
pattern is realistic and in agreement with physical observations. Also it is shown that 
deposition of sand downstream of scour hole is simulated reasonably.  
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Figure 7.13 Contours of Volume fraction (Sand) 
 
Figure 7.14 shows non-dimensional depths y = (y/ds) were plotted against non-
dimensional distance x = (x/ds) for tests C1, C4 and C6. The results show that the 
movement of the sand downstream of the wall jet and that the length of the scour 
hole increased as the inlet velocity increased and that this was also observed in the 
laboratory. The numerical results indicated a similar shape to the scour hole as the 
experimental data with a zone of scouring followed by a zone of deposition. Detailed 
examination of the “deposit” viscosity indicated that it was not constant for the third 
phase but that it decreases gradually with increasing shear stress. This feature of the 
“viscosity” of the third phase caused the shape of the scour hole. The experimental 
work noted that the local stress at the bed, estimated as the local Reynolds Stress, is 
the main factor influencing the local scour process.  
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Figure 7. 14 Comparison of scour holes for experimental and numerical 
(Fluent) for Test C1, C4 and C6 
-1.5
-1
-0.5
0
0.5
1
1.5
-1 4 9 14
N
o
n
-d
im
e
n
si
o
n
al
 h
e
ig
h
t 
(y
/d
s)
 
Non-dimensional distance (x/ds) 
Fluent
Experimental -Test C1
-1.5
-1
-0.5
0
0.5
1
1.5
-1 4 9 14
N
o
n
-d
im
e
n
si
o
n
al
 h
e
ig
h
t 
(y
/d
s)
 
Non-dimensional distance (x/ds) 
Fluent
Experimental - Test C4
-1.5
-1
-0.5
0
0.5
1
1.5
-1 4 9 14
N
o
n
-d
im
e
n
si
o
n
al
 h
e
ig
h
t 
(y
/d
s)
 
Non-dimensional distance (x/ds) 
Fluent
Experimental - Test C6
153 
 
Table 7.7 presents the comparison between the experimental data and numerical 
model. The table showed the maximum depth (ds) and maximum length (ls) for Tests 
C1, C4 and C6. The results show that the length of the scour hole that was provided 
by numerical method gives better results than the depth. The comparison was less 
good, but still acceptable results. The poorer agreement is partly due to the third 
phase (sand). The future work should be focused on third phase (sand) in the 
numerical method to simulate the shape of the scour hole.  
Table 7. 7 Comparison of scour holes for experimental and numerical (CFD) for 
Test C1, C4 and C6: 
 
7.4 Conclusion  
 
This chapter has described the numerical simulation models used to examine the 
effect of wall jet flowing over fixed and mobile beds. Fully turbulent and multiphase 
flow was considered using the Computational Fluid Dynamics CFD package-
FLUENT to analyse the flow in rectangular open channel. The velocity profiles and 
free surface profiles on fixed rough bed at different locations in an open channel 
have been investigated experimentally and the data were used to verify the 
numerical model. A fixed bed was used to determine velocity profiles close to the 
wall jet and near the bed. In the laboratory experiments, the velocity components 
Test U0 
(m/s) 
b0 
(m) 
Experimental  CFD –Fluent  
ds 
(m) 
Ls 
(m) 
ds 
(m) 
Ls 
(m) 
C1 0.72 0.01 0.073 0.32 0.06 0.27 
C4 0.45 0.01 0.043 0.20 0.076 0.24 
C6 0.35 0.01 0.037 0.18 0.073 0.24 
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were measured using an Acoustic Doppler Velocimetery this data was used to 
examine the performance of the CFD modelling. The VOF method was used to 
simulate the fluid flow. Two k-   turbulence models were compared in the numerical 
simulation namely the standard model and the RNG variant, Speziale (1991). It was 
seen that the RNG model is more accurate in predicting the length of the 
recirculation zones. The results showed that the fully developed zone was close to 
the wall jet and was an important place to investigate the velocity profile and the 
turbulent characteristics. The experimental and the numerical models both showed 
similar pattern of the time averaged flow velocities. The results showed that the 
velocity distribution in the numerical simulations compared reasonably with ADV 
measurements.  
The work was extended and the numerical prediction scheme provided by FLUENT 
was used to predict the 2-D flow patterns of sediment scour. A three- phase (air, 
water and sand) VOF model was used in order to simulate the shape of the scour 
hole, the flow field and its free surface. The material properties for the sand were 
approximated using the Herschel-Bulkley model. The profiles of the equilibrium scour 
hole have been calculated from the threshold condition of sand particles along the 
bed surface. More work is needed in order for the three phase CFD model to give 
the right depth and length of the scour hole. Once this is done simulations of shear 
stress from the numerical CFD model could then be used to develop statistical 
relationships that could be used  with analytical scouring model to find the shape of 
the scour hole rapidly for a wide range of cases. 
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CHAPTER 8             CONCLUSION AND FURTHER WORK  
 
8.1 Introduction 
This chapter contains the main conclusions from the work presented in this thesis. 
Conclusions are grouped into three areas of study. These are the experimental 
investigations of rough, fixed and mobile beds, the development and use of the 
analytical scouring model and the CFD flow field and scour hole predictions. Section 
8.5 discusses recommendations for future work.  
8.2 Experimental investigation of rough fixed and mobile beds 
 
The results of the experimental study reveal the following: 
 Time averaged velocity and free surface profiles at different streamwise 
locations were measured by the ADV instrument and the wave monitor for a 
range of jet inlet velocities over a roughened fixed bed. The measurements 
revealed that the velocity profiles provide a picture of how the flow develops 
downstream of the jet inlet. The results show that all profiles have a maximum 
velocity value close to the bed and this value decreases in streamwise 
direction.  
 Two different end walls were used and the measured results showed that the 
change in the tailwater depth does not significantly affect the near bed velocity 
profiles; but the higher return-flow region was dependent on the tailwater 
depth. This suggests that there is not a strong linkage between the free 
surface profile and the near bed velocity pattern. 
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 The average height of the free surface close to the jet inlet increased as the 
flow velocity inlet increased. Also the vertical depression occurred closer to 
the wall jet at lower velocity. The size of the jet affects the local free surface 
position. The free surface rises as the size of the jet increases. The height of 
the free surface increased as the end wall increased and water surface profile 
changed rapidly upstream of the jet. 
 The velocity time series collected by the ADV instrument close to the bed 
were used to estimate Reynolds stress values at different streamwise 
locations along channel. These data revealed that bed shear stress rose to a 
peak, as the jet adjusted to the rough boundary, and then dropped with 
streamwise distance. The average value of the bed shear stress increases 
with the jet inlet velocity.  
 The maximum scour depth at an asymptotic state was larger as velocity at the 
inlet increased. The maximum equilibrium scour depth and the maximum 
equilibrium length were found to be dependent on the jet flow velocity. As the 
velocity increased the maximum length of the scour hole at equilibrium also 
increased.  
 All the tests showed that the scour processes were faster in the early stages 
of each experiment in contrast to later stages which were marked by slower 
changes in bed profile. It was clear that the shape of the scour hole changed 
with time until an equilibrium shape was reached. 
 The location of the maximum scour does not change significantly with time 
and in general it was found to move only slightly downstream as the scour 
hole develops. 
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 At the equilibrium state, the location of the maximum value of the Reynolds 
stress was observed to be located at the maximum depth of the scour hole ds. 
 The Reynolds stress analysis has provided a relational link between the rough 
fixed bed and mobile bed to predict the shape of the scour hole. The 
Reynolds stress distribution showed that the change of the Reynolds stress 
from fixed bed to mobile bed provides the link to find the shape of the scour 
hole. 
 Based on these findings, an analytical model of unsteady scour hole 
development was developed to predict the shape of the scour hole. 
8.3 Analytical Model 
 
 Different models were presented that used empirically calibrated analytical 
expressions to describe the streamwise variation of bed shear stress, critical 
shear stress and the resulting local sediment transport rate to predict the 
developing shape of the scour holes caused by turbulent jets. 
 
 From these experiments, an empirical relation was developed that relates 
non-dimensional of developing Reynolds stress -ρ   ̅̅ ̅̅ ̅ over fixed and mobile 
bed in wall jet. This relation is as follows: 
  
       
       
 
 
   √                   (√                 )         (8.1) 
 
 The developing Reynolds stress over fixed and mobile bed in a wall jet 
correlated well with the bed-load transport rate, as the variation in the critical 
shear stress for the movement of the sediment was much lower. An analytical 
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model describing the relationship between the wall jet flow and the scour hole 
shape were given. 
 The results from the analytical solution and experimental are compared. 
Reasonable agreement has been achieved between both. Using this model it 
can be claimed that reasonable results have been obtained over a range of 
conditions.  
8.4 CFD flow field predictions  
 
 Computational Fluid Dynamics (CFD) is software that combines fundamental 
flow equations and numerical techniques to solve problems involving fluid 
flow. CFD provides a numerical approximation to the equations that govern 
fluid motion. Basic theory of CFD was given as related to turbulent jets and 
scour. 
 The velocity profiles and the free surface profiles on the rough bed at different 
streamwise locations have been investigated experimentally and the data 
were used to verify the numerical model. The volume of fluid (VOF) method 
was used to simulate the free surface and the velocity of the fluid flow.  
 The fully developed zone was close to the wall jet and was an important place 
to investigate the velocity profile and the turbulent characteristics. The velocity 
profiles and the shape of the free surface changed in this zone.  The 
numerical model observed that the two phase (air and water) model was able 
to determine the velocity profile close to the wall jet and near the fixed bed. 
The experimental and the numerical model both showed similar pattern of the 
time averaged flow velocities and free surface. The numerical simulations 
compared well with ADV measurements.  
159 
 
 A three- phase (air, water and sand) VOF model was used in order to simulate 
the shape of the scour hole, the flow field and its free surface. Viscosity for the 
sand cannot remain constant, but changes with the shear stress. Bedload 
transport depends on bed shear stress above a threshold. For these reasons 
the Herschel-Bulkley fluid was used to simulate sand properties. The profiles 
of the equilibrium scour hole have been calculated from the threshold 
condition of sand particles along the bed surface. The results in the numerical 
simulations were compared with experimental data. The model formulation 
generally works, which appears to provide a scour hole profile that is 
apparently similar to that observed in the laboratory. The numerical results 
indicated similar shape of the scour hole as the experimental data with a zone 
of scouring followed by a zone of deposition. Detailed examination of the 
deposit viscosity indicated that it was not constant for third phase but that it 
decreases with increasing shear stress. This caused the shape of the scour 
hole. The comparison was less good, but still acceptable results were 
achieved.  Future work should be focused on the simulation parameters to get 
the scour hole correct.   
8.5 Future research work  
 
Recommendations regarding possible future work in relation to the current research 
project are as below: 
 One sets of uniform sediment were used in this study. However, this is ideal 
condition in the laboratory. Future work should be focused on the investigation 
of scour shape for the non-uniform sediment, which has more practical 
significance. 
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 Application of very high spatial resolution LDA systems and multi-point 
devices such as PIV would be useful to explore the effect of horizontal wall 
jets on a rough bed in open channel flow, and also the free surface region of 
an open channel flow. The significance that PIV and LDA could be used to 
measure the mean velocity field in the scour hole and above the deposition 
dune.   
 The CFD model FLUENT selected for this study has shown its capability in 
simulating complex turbulent flow and sediment scour hole. The future work 
should be focused on the three phase (air, water and sand) VOF model which 
will be used in order to simulate the shape of the scour. In this model a non-
Newtonian (Herschel-Bulkely) fluid will be further refined to simulate sand 
properties. More simulation effort is required to get the parameters correct for 
phase three to give the right depth and length of the scour hole at equilibrium. 
This model could then be used to link the shear stress pattern from the CFD 
numerical model with analytical model which can be used to find the shape of 
the scour hole quickly. 
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