Abstract. The Lane-Emden system is written as
introduction
In this paper, we consider the following elliptic system where Ω is a smooth bounded domain in the Euclidean space R n for n ≥ 3 and p, q ∈ (0, ∞). This problem, often referred to the Lane-Emden system, has been a subject of strong interest to many researchers, because it is one of the simplest Hamiltonian-type strongly coupled elliptic systems but yet has rich structure.
1.1. Brief history and motivation. The existence theory for system (1.1) is associated with so-called the critical hyperbola
introduced by Clément et al. [9] and van der Vorst [25] . Thanks to the works of Hulshof and van der Vorst [17] , Figueiredo and Felmer [10] and Bonheure et al. [4] , it is known that if pq = 1 and
then (1.1) has a solution. In contrast, as shown by Mitidieri [19] , if the domain Ω is star-shaped and 1 p + 1 + 1 q + 1 ≤ n − 2 n , then (1.1) has no solution.
To deduce the above results, the authors used the fact that system (1.1) has a variational structure. Indeed, a solution of (1.1) can be characterized as a positive critical point of the energy functional
defined for (u, v) ∈ (H 1 0 (Ω)) 2 . We say that (u, v) is a least energy solution to (1.1) if it solves (1.1) and attains the minimal value of E among all nontrivial solutions. It is well-known that there exists a least energy solution whenever pq > 1 and (1.3) is valid.
Once the existence theory is established, one of the next natural questions is to examine the shape of solutions. A well-known method related to this issue is the moving plane method, which shows that symmetries of solutions are inherited from those of the equation and the domain, and works also for (1.1). A further important progress to this direction was achieved by Guerra [14] where he investigated the precise profile of least energy solutions to (1.1) on convex domains. His result can be described in the following way: Fix any number p ≥ 1 that belongs to the interval ( Then (p, q ǫ ) satisfies the subcriticality condition (1.3) and approaches the critical hyperbola as ǫ → 0. Let q 0 be the limit of q ǫ as ǫ → 0 so that (p, q 0 ) satisfies (1.2) and p ≤ q 0 . For a least energy solution (u ǫ , v ǫ ) to (1.1) with q = q ǫ , it holds that
→ S as ǫ → 0 (1.5)
where S > 0 is the best constant of the Sobolev inequality
for all u ∈ C ∞ c (R n ).
(1.6) Let G and τ be the Green's function and the Robin function of the Dirichlet Laplacian in Ω, respectively. Also, for p ∈ ( 2 n−2 , n n−2 ], set by G the unique solution of −∆ x G(x, y) = G p (x, y) for x ∈ Ω, G(x, y) = 0 for x ∈ ∂Ω, (1.7)
by H the C 1 -regular part of G (see (2.8 ) for its precise definition) andτ (x) = H(x, x) for each x ∈ Ω. Granted these notions, we have Theorem A (Theorem 1.1 of [14] ). Suppose that Ω is a convex smooth bounded domain in R n , p ≥ 1, p ∈ ( 2 n−2 , n+2 n−2 ] and ǫ > 0 is sufficiently small. Let {(u ǫ , v ǫ )} ǫ>0 be a family of least energy solutions to (1.1) with q = q ǫ . Then, along a subsequence, (u ǫ , v ǫ ) blows-up at a point x 0 ∈ Ω as ǫ → 0, which means that for any {ǫ k } k∈N of small positive numbers such that ǫ k → 0, we have max x∈Ω u ǫ k (x) = u ǫ k (x ǫ k ) → ∞, x ǫ k → x 0 ∈ Ω and u ǫ k → 0 in C loc (Ω \ {x 0 }) as k → ∞, up to subsequence. In addition, the followings are true: in R n , U 0 , V 0 > 0 in R n , U 0 (x), V 0 (x) → 0 as |x| → ∞, U 0 (0) = 1 = max x∈R n U 0 (x) (1.8) and L := lim |x|→∞ |x| n−2 V 0 (x) ∈ (0, ∞).
loc (Ω \ {x 0 })-sense. The works of Chen et al. [5] and Hulshof and Van der Vorst [18] guarantee that the number L is well-defined.
The condition p ≥ 1 was used in [14] when a decay estimate on suitably rescaled least energy solutions to (1.1) was derived. This kind of uniform estimate is one of the essential steps in asymptotic analysis of nonlinear elliptic problems, as well-known in the literatures. On the basis of numerical tests, Guerra [14] conjectured that the assumption on p is just technical, and Theorem A should hold even if p ∈ ( 2 n−2 , 1). The first contribution of this paper is to give an affirmative answer to this conjecture.
The second contribution of this paper is to remove the convexity assumption in the above theorem. As can be seen in [14] , the convexity of the domain allows one to apply the moving plane method in obtaining uniform boundedness of least energy solutions (u ǫ , v ǫ ) near the boundary ∂Ω with respect to ǫ > 0. When it comes to the Lane-Emden equation, a special case of (1. one can treat general domains by employing the Kelvin transform to (1.9) on small balls that touch ∂Ω; refer to [15] . Unfortunately, this idea does not work well for (1.1) if p < n+2 n−2 ; see e.g. [21] .
To obtain the above results, we introduce two new ideas: Firstly, to cover the case when p is sub-linear, we perform a decay estimate by writing system (1.1) as a single non-local equation (1.14) and applying a Brezis-Kato type argument. Secondly, we obtain uniform boundedness of least energy solutions near ∂Ω from local Pohozaev-type identities and sharp pointwise estimates of the solutions, not exploiting the Kelvin transform and the moving plane method. See Subsection 1.3 for more detailed explanations.
Statement of the main theorems. The main result of this paper is the following.
Theorem B. Suppose that p ∈ ( 2 n−2 , n+2 n−2 ) and Ω is any smooth bounded domain in R n . Then all the assertions in Theorem A remain true. Remark 1.1. We have two remarks on the above theorem.
(1) For p ∈ ( 2 n−2 , n n−2 ), the proof of the above theorem uses Proposition 2.4, whose validity is reduced to that of (B.1) or (B.2) according to the value of p. In Appendix B.2, we shall give an analytic derivation of (B.1) for all n ≥ 5 and p ∈ ( 2 n−2 , n−1 n−2 ), and that of (B.2) for all n ≥ 100 and p ∈ [ n−1 n−2 , n n−2 ). To derive (B.2) given that 5 ≤ n ≤ 99 and p ∈ [ n−1 n−2 , n n−2 ), we further reduce it into an inequality involving the Gauss hypergeometric function 2 F 1 . However, the complexity of the resulting inequality compels us to use a computer software for its verification; see Case 3 (ii) of Appendix B.2 and the supplement [7] .
(2) In the statement, it is enough to assume that ∂Ω is of class C 2 so that the principal curvatures of ∂Ω are well-defined and uniformly bounded.
In order to prove the above theorem, we first need an adequate decay estimate for least energy solutions to (1.1).
Theorem 1.2. Let us introduce two parameters
and then choose a number λ ǫ > 0 and a point x ǫ ∈ Ω by
Moreover, we normalize the solutions (u ǫ , v ǫ ) to (1.1) as
, then there exists a constant C > 0 depending only on n, s, p and Ω such that
Once Theorem 1.2 is obtained, the most nontrivial part in the proof of Theorem B will be to deduce that solutions (u ǫ , v ǫ ) to (1.1) are uniformly bounded near ∂Ω with respect to ǫ > 0. The cases p ∈ [ n n−2 , n+2 n−2 ] and p ∈ ( 2 n−2 , n n−2 ) have to be treated separately. Theorem 1.3. Let Ω be a smooth bounded domain in R n and p ∈ [ n n−2 , n+2 n−2 ]. Consider a family of solutions {(u ǫ , v ǫ )} ǫ>0 to (1.1) with q = q ǫ for which (1.5) holds. Then (u ǫ , v ǫ ) are uniformly bounded near ∂Ω with respect to ǫ > 0 small and blow-up at an interior point of Ω. Theorem 1.4. Let Ω be a smooth bounded domain in R n and p ∈ ( 2 n−2 , n n−2 ). Consider a family of solutions {(u ǫ , v ǫ )} ǫ>0 to (1.1) with q = q ǫ for which (1.5) holds. Then (u ǫ , v ǫ ) are uniformly bounded near ∂Ω with respect to ǫ > 0 small and blow-up at an interior point of Ω.
We emphasize that the above proposition is valid not only for p ≥ 1 but for any p > 2 n−2 , which is a nontrivial fact when n ≥ 5.
Under the validity of Theorems 1.2-1.4, we can adapt the arguments in Guerra [14] to conclude that Theorem B is indeed true. A more detailed account will be given in the next subsection.
1.3.
Ideas behind the main theorems. In this subsection, we explain the key ideas on our proof of Theorem B.
From the fact that the energy of a solution to (1.1) with q = q 0 cannot be equal to the best constant S of the Sobolev inequality (1.6), we see that if (u ǫ , v ǫ ) is a least energy solution to (1.1) with q = q ǫ for ǫ > 0 small, then
as ǫ → 0. As the next step, we obtain a decay estimate on a suitable rescaling of (u ǫ , v ǫ ), which is the first main contribution of the paper.
⋆ Proof of Theorem 1.2: Decay estimate of rescaled least energy solutions Here, we explain the technical difficulty related to the condition p ≥ 1 imposed in [14] and describe our strategy to overcome it. To facilitate the reader's understanding, let us first recall the analysis of Han [15] concerning a least energy solution w ǫ to the single problem (1.9); refer also to de Figueiredo et al. [11] . We select a parameter µ ǫ and a point y ǫ ∈ Ω by the relation
Then one has that µ ǫ → ∞ and µ ǫ ǫ → 1 as ǫ → 0. We rescale the solution w ǫ by
By the least energy condition, it can be derived that
Then the Moser iteration argument yields
Remarkably, it was discovered by Guerra [14] that the above approach can be pursued to derive a decay estimate for a least energy solution (u ǫ , v ǫ ) to (1.1) with p ≥ 1 and q = q ǫ determined by (1.4) . If (U ǫ , V ǫ ) is a pair of the functions defined by (1.11), then it holds that
(1.12)
It follows that the Kelvin transform (U
(1.13)
Then the least energy condition of the solutions (u ǫ , v ǫ ) and a Brezis-Kato type estimate involving the weighted Hardy-Littlewood-Sobolev inequality are combined to show the uniform L ∞ (B n (0, 1) ∩ Ω * ǫ )-bound of V * ǫ , which allows one to find the optimal decay of U ǫ and V ǫ . This procedure, however, breaks down if the exponent p − 1 of V * ǫ in (1.13) is negative. To bypass this technical issue when dealing with the case p < 1, we write the system as
instead of introducing the Kelvin transform. The crucial fact here is that q ǫ − 1 p > 0 for any small ǫ > 0, which enables us to apply Hölder's inequality on the corresponding term. Then a Brezis-Kato type estimate on this integral equation with the aid of the weighted HardyLittlewood-Sobolev inequality shows
for a small fixed δ > 0 and any large b > 1. By inserting it into (1.14), we derive
Putting this estimate into (1.12), we also obtain the sharp estimate of U ǫ .
Next, we explain our strategy to verify that (u ǫ , v ǫ ) is uniformly bounded near ∂Ω, i.e., the blow-up point x 0 belongs to Ω, which is the second main contribution of the paper. In [14] , the moving plane method was used as a crucial tool in the proof of uniform boundedness of solutions (u ǫ , v ǫ ) near ∂Ω, which requires the convexity of the domain. Here we will use a local Pohozaev-type identity near the blow-up point and the boundary behavior of the Green's function G of the Dirichlet Laplacian −∆ in Ω. Our approach is applicable for any smooth bounded domain and can be divided into three steps.
Step 1. We assume the contrary and formulate a local Pohozaev-type identity which we will use to derive a contradiction; see (5.1).
Step 2. The left-hand side of (5.1) is the sum of integrations involving derivatives of (u ǫ , v ǫ ) whose domains are small circles centered at x ǫ . It is estimated in terms of derivatives of the regular part H of the Green's function G; see (2.1). By applying the gradient estimate (2.6) of H near ∂Ω, we obtain its lower bound.
Step 3. The right-hand side of (5.1) is the sum of integrations involving (u ǫ , v ǫ ) themselves whose domains are small circles centered at x ǫ . Employing the decay estimate of rescaled least energy solutions, we get its upper bound. It turns out that the upper bound does not match with the lower bound obtained in the previous step, so we get a contradiction.
Because of technical reasons, the cases p ∈ ( n n−2 , In this range of p, we must handle both the function G : Ω × Ω → R defined by (1.7) and the Green's function G together.
In (2.8), we will define the C 1 -regular part H of the function G, which plays a similar role to the regular part H of the Green's function G. However, deducing the information on the boundary behavior of H is much more involved than getting that of H. Here we will analyze H by dividing the two cases according to the value of p and carefully examining its representation formula in each case. Once it is done, we can argue as in the case p ∈ [ n n−2 , n+2 n−2 ], but still a more careful treatment is needed. Particularly, estimate of v ǫ should be sharpened.
Once we know that the blow-up should occur at an interior point of Ω, i.e., x 0 ∈ Ω, deducing Theorem B becomes a standard task. Indeed, given the upper estimate of solutions (u ǫ , v ǫ ) to (1.1) and the fact that their maximum points are uniformly bounded away from ∂Ω, one can show that the L ∞ -normalizations of (u ǫ , v ǫ ) converge to constant multiples of the Green's function G or its relative G, as stated in Theorem A (3). Then, putting this information into Pohozaev-type identities, one can characterize the blow-up rate and location in the form of Theorem A (1) and (2).
1.4. Related literatures. As already mentioned, if p = q and u = v, system (1.1) is reduced to a single equation (1.9) . For this problem, the asymptotic behavior as ǫ → 0 + has been thoroughly studied in a series of papers. Han [15] and Rey [22] studied asymptotic behavior of least energy solutions. The papers of Bahri et al. [2] and Rey [23] were devoted to asymptotic behavior of finite energy solutions. Applying the Lyapunov-Schmidt reduction method or theory of critical points at infinity, Rey [22, 23] , Bahri et al. [2] and Musso and Pistoia [20] constructed multi-peak solutions. We remark that many techniques developed for the study of (1.9) do not work well for system (1.1).
If p = 1, problem (1.1) is reduced to the biharmonic equation
Asymptotic behavior of least energy solutions as q → ( n+4 n−4 ) − was studied by Chou and Geng [8] , Geng [13] , Ben Ayed and El Mehdi [3] and El Mehdi [12] . Our argument is close to that in [13] , but depends on the Pohozaev-type identity and (2.10) below more directly.
Before finishing this subsection, we mention the Brezis-Nirenberg type problem 15) where (p, q) satisfies (1.2) and µ 1 , µ 2 > 0. Hulshof et al. [16] obtained nontrivial solutions to (1.15) for 0 < µ 1 µ 2 < λ 1 (Ω) 2 where λ 1 (Ω) is the first eigenvalue of the Dirichlet Laplacian −∆ in Ω. Asymptotic behavior of least energy solutions as (µ 1 , µ 2 ) → (0, 0) was studied in [14] provided that Ω is a convex smooth bounded domain. We believe that the arguments presented in this paper can be used to remove the convexity assumption for problem (1.15).
1.5. Organization of the paper. This paper is organized as follows. In Section 2, we examine properties of the Green's function G, its relative G and their regular parts H and H.
In Section 3, we show that least energy solutions (u ǫ , v ǫ ) to (1.1) with q = q ǫ should blow-up as ǫ → 0. We also study behavior of the blow-up rates and the blow-up points, and derive a local Pohozaev-type identity which will be used as an indispensable tool throughout the paper.
In Section 4, we obtain a sharp decay estimate on rescaled functions of (u ǫ , v ǫ ) for all p ∈ ( 2 n−2 , n+2 n−2 ], which is the content of Theorem 1.2. In Section 5, under the assumption that the blow-up point x ǫ tends to ∂Ω, we express the asymptotic behavior of v ǫ near x ǫ as ǫ → 0 in terms of the Green's function G.
In Section 6, we prove Theorem 1.3 for the case that p ∈ ( n n−2 , n+2 n−2 ]. Under the assumption that x ǫ tends to ∂Ω, we describe the asymptotic behavior of u ǫ near x ǫ as ǫ → 0 in terms of the function G. Then we derive a contradiction using the local Pohozaev-type identity.
In Section 7, we modify this argument to cover the case p = n n−2 , completing the proof of Theorem 1.3.
In Section 8, we prove Theorem 1.4 which concerns when p ∈ ( 2 n−2 , n n−2 ). To handle the case, we analyze the asymptotic behavior of u ǫ near x ǫ as ǫ → 0 more carefully. Then a desired contradiction will be derived from the local Pohozaev-type identity.
In Appendices A and B, we deduce regularity and pointwise estimate of the regular part H of the function G defined by (2.8) and (1.7).
1.6. Notations. We list some notational conventions which will be used throughout the paper.
-{(u ǫ , v ǫ )} ǫ>0 always represents a family of solutions to (1.1) with (p, q ǫ ) satisfying (1.4) and the least energy condition (1.5). 0) and B n (x 0 , r) = {x ∈ R n : |x − x 0 | < r} for each x 0 ∈ R n and r > 0.
-For x ∈ Ω, we denote the distance from x to ∂Ω by dist(x, ∂Ω) or d(x).
-For x, y, z ∈ C, Γ(z) is the Gamma function and B(x, y) = Γ(x)Γ(y) Γ(x+y) is the Beta function.
is the Lebesgue measure of the (n − 1)-dimensional unit sphere S n−1 .
-The surface measure is denoted as dS x where x is the variable of the integrand.
-C > 0 is a generic constant that may vary from line to line.
Green's function and its relatives
In this section, we are concerned with the Green's function G, its regular part H, the function G defined by (1.7) and its C 1 -regular part H. More precisely, we will obtain pointwise estimates of G and H that will be used throughout the paper, and those of G and H that will be crucial when we consider the case p ∈ ( 
Take a sufficiently small constant δ > 0. Then, for any x ∈ Ω such that d(x) < δ, there exists the unique unit vector ν x ∈ S n−1 such that x + d(x)ν x ∈ ∂Ω. If x * := x + 2d(x)ν x , then we have the following result.
Lemma 2.1. There exists a constant C > 0 such that
3)
for any x ∈ Ω with d(x) < δ.
Proof. For the derivation of (2.2) and (2.3), see the proof of Lemma A.1 of [1] . Estimates (2.4) and (2.5) can be achieved in the same way. Putting y = x in (2.4), we obtain (2.6).
Corollary 2.2.
For all x = y ∈ Ω, there exists a constant C > 0 such that
Proof. The first estimate easily follows from the strong maximum principle. For the second estimate, refer to the proof of Lemma A.1 of [1].
The function G and its regular part H. Recall the function
where
Lemma 2.3. For each y ∈ Ω, the function x ∈ Ω → H(x, y) is contained in C 1 loc (Ω). Proof. Its proof is deferred to Appendix A.
The following result, which is analogous to (2.6), is turned out to be highly nontrivial in general. For the special case p = 1 in which the function G depends on G linearly (see (1.7)), there is a simple proof due to Geng [13, Proposition 2] . Proposition 2.4. For any n ≥ 5 and p ∈ ( 2 n−2 , n n−2 ), there exist small constants C > 0 and δ > 0 such that
Proof. We postpone the proof until Appendix B.
Preliminary results concerning blow-up
For a family of least energy solutions {(u ǫ , v ǫ )} ǫ>0 to (1.1), we set the blow-up rate λ ǫ and the blow-up point x ǫ as in (1.10). Proof. Consult the proof of Lemma 4.3 of [6] . It works in our case as well, once the order s of the fractional Laplacian (−∆) s is taken to be 1.
. By the result of Chen et al. [5] , U 0 and V 0 are radially symmetric for p ≥ 1. In addition, Hulshof and Van der Vorst [18] showed that if (U 0 , V 0 ) is a ground state to (1.8), there exist positive numbers a, b 1 , b 2 and b 3 such that lim r→∞ r n−2 V 0 (r) = a and
Given that p ≥ 1 and p ∈ ( 2 n−2 , n+2 n−2 ], it was also proved in Lemma 2.3 of [14] that U ǫ ≤ CU 0 and V ǫ ≤ CV 0 in Ω ǫ for some constant C > 0 and all small ǫ > 0.
We conclude this section with a local Pohozaev-type identity for problem (1.1).
is a solution of (1.1) and D is an arbitrary smooth open subset of Ω. Then, for 1 ≤ j ≤ n,
where the map ν = (ν 1 , · · · , ν n ) : ∂D → R n is the outward pointing unit normal vector on ∂D.
Proof. Multiplying the first equation of (1.1) by ∂v ∂x j and the second equation by ∂u ∂x j , integrating the results over the set D and performing integration by parts, we obtain
and
By combining (3.2) and (3.3), and integrating by parts, we deduce (3.1).
Proof of Theorem 1.2
This section is devoted to the derivation of the next result.
provided ǫ > 0 sufficiently small.
Since the above proposition is already known for p ∈ [1, n+2 n−2 ] (see [14] ), we only consider when p is contained in the interval ( 2 n−2 , 1) that is nonempty for n ≥ 5. For its proof, we will apply a Brezis-Kato type argument, employing the next lemmas as key tools. Lemma 4.2 (Doubly weighted Hardy-Littlewood-Sobolev inequality [24] ). Suppose that 1 < a, b < ∞, 0 < λ < n, α + β ≥ 0,
Then there exists a constant C > 0 depending only on α, β, a, λ and n such that
By applying the duality argument and putting β = −α and λ = n − 2, we deduce Lemma 4.3. Suppose that a and b obey that 1 < a, b < ∞,
Then we have
Throughout the proof of Proposition 4.1, we denote the inverse operator of the Dirichlet Laplacian in Ω ǫ and that in R n as (−∆ ǫ ) −1 and (−∆ R n ) −1 , respectively. It holds that
for any nonnegative function g such that supp g ⊂ Ω ǫ . As a starting point of the proof, we concern integrability of V ǫ . Given a fixed large number R > 0, we decompose V ǫ = V ǫi + V ǫo where
and χ D is the characteristic function of a set D ⊂ Ω ǫ .
Proof. It holds that
where the last inequality holds due to Lemma 3.1. In addition, by (1.11), (1.12), Lemma 3.1 and (1.5),
as ǫ → 0. Elliptic regularity tells us that
and (
As a matter of fact, the inequality in (4.8) must be the equality and so V ǫ → V 0 in L p+1 (R n ) strongly; otherwise the Sobolev inequality (1.6) would be violated. Accordingly, if we choose R > 0 so large that
holds for a fixed small number η > 0, then
where o(1) → 0 as ǫ → 0. Inserting this estimate in (4.6), we conclude the proof of the lemma.
Lemma 4.5. Suppose p ∈ ( 2 n−2 , n n−2 ) and pick numbers δ and b satisfying
Then there exists a constant C > 0 depending only on n, p and b such that
Proof. We infer from (1.14) that
Hence (4.2) and (4.3) imply
we verify the necessary conditions to apply (4.2) in Check 1 at the end of the proof. As shown in Check 2 below, we can select a 2 > 1 such that
Thus, employing Hölder's inequality and Lemma 4.4 to (4.11), we obtain
where η > 0 can be chosen arbitrarily small. If we set the number a 3 by
Check 3 below ensures that a 3 > 1 and 0 < b − a 3 p < Cǫ for some constant C > 0. Also, (4.2) leads to
Therefore (4.14) reads as
From the above inequality, the relation αb < n and the fact that V ǫ ∈ L ∞ (Ω ǫ ) which holds thanks to standard elliptic regularity theory, we conclude
On the other hand, by (4.7), there is a constant C > 0 independent of ǫ > 0 such that
It then follows from (4.13) that
Putting (4.16) and (4.17) together completes the proof.
The first inequality holds for all δ > 0. The second one is reduced to b > δ n−2 , which is true whenever δ < 1.
Check 2. It suffices to check that 1 < a 1 < p(q ǫ + 1) pq ǫ − 1 for small ǫ > 0. The first inequality is valid because of b > n n−2 and (4.12). The second one comes from 1
The latter inequalities hold true since
Thus one can use (4.2) to deduce (4.15).
We next prove that (4.10) holds for any b > n n−2 , relieving the restriction (4.9) on b. It is notable that the condition p < 1 is necessary in the proof. Proof. Recall the function F ǫ introduced in (4.5). We divide the proof into two steps.
Step 1. We claim that for each s ≥ p(q 0 +1)
Given any large ζ > 1, let t > 0 be the number such that
Then t satisfies the second condition in (4.9). Hence, if we choose δ > 0 small enough, we obtain from (4.2) and (4.10) that
On the other hand, by Hölder's inequality and Lemmas 3.1 and 4.4, we have
Interpolating the above two estimates, we conclude that (4.18) holds for all s ≥ p(q 0 +1)
Step 2. By using (4.18), we shall prove the lemma.
Fix any large b > n n−2 , and let a 1 , α and A ǫ be the numbers defined by (4.12) and (4.13). Choosing a 4 > 1 so large that (4.19) holds, we set s as the number satisfying
.
From (4.11) and Hölder's inequality, we reach
Owing to Check 4 below, if a 5 is a number satisfying
then a 5 p satisfies the second condition in (4.9), and so one can argue as in (4.15) to deduce
Therefore we see from (4.10) and (4.18) that
which is the desired result.
Check 4. We want to check that p a 4 + 2 n < 1 and
for sufficiently large a 4 > 1. It follows from the inequalities
which hold for every n ≥ 3 and p < 1.
The above estimate allows us to conclude the proof of Proposition 4.1.
Completion of the proof of Proposition 4.1. Given large b > 1 and small δ > 0, it holds that
for x ∈ Ω ǫ . For any fixed point x ∈ Ω ǫ such that |x| ≥ 1, we set
Then we divide the integral in the right-hand side of (4.20) as
namely, the domain of integration of A j is D j for j = 1, 2, 3. We will estimate each of them. We note that 
Using the second inequality of (4.23), we compute A 2 and A 3 as
Notice that (4.24) is almost same as the desired one in (4.1), but it contains a small remainder κ(b) that should be removed. To do it, we will first obtain the sharp decay of V ǫ by putting (4.24) into (1.14). Then we will be able to derive the desired sharp decay of U ǫ . Indeed, (4.24) and (1.14) give
Furthermore,
Gathering the above estimates together, we find
Finally, we insert this into (1.14) to get
The proof is finished.
Estimates for v ǫ near the blow-up point
Let {(u ǫ , v ǫ )} ǫ>0 be a family of least energy solutions to (1.1) with q = q ǫ and x ǫ the blow-up point given in (1.10). Assume that d ǫ = 1 4 dist(x ǫ , ∂Ω) → 0. In this section, we derive sharp estimates for the functions {v ǫ } ǫ>0 and their first-order derivatives on the sphere ∂B n (x ǫ , 2d ǫ ). With a local Pohozaev-type identity
for 1 ≤ j ≤ n (see Lemma 3.2 for its derivation), they will consist of essential tools in the proof of Theorems 1.3 and 1.4. As expected, our a priori assumption that d ǫ → 0 as ǫ → 0 makes the analysis delicate.
Here and after, we use the following constants
Define also
Then one may check from (1.2) that α 0 (q 0 + 1) = n and β 0 (p + 1) = n.
(5.7)
Proof. We first derive (5.5). By Green's representation formula, we have
Owing to Lemma 3.1 and Proposition 4.1, we can apply the dominated convergence theorem to yield
Therefore, (2.7) implies that
To estimate the second integral in the right-hand side of (5.8), we split it into three parts as follows:
We assert that
9) which will lead the validity of (5.5).
for every y ∈ B n (x ǫ , d ǫ ). By using Lemma 3.1, Proposition 4.1, (5.4) and (5.10), we estimate I 1 as
where Λ ǫ = d ǫ λ ǫ → ∞ as ǫ → 0 as shown in Lemma 3.1. Indeed, the last equality holds since
Estimate of I 2 . We infer from again Lemma 3.1 and Proposition 4.1 that
we have that
As a consequence, we obtain
Estimate of I 3 . There holds that
Thus,
where the last equality can be justified as in (5.12). Collecting (5.11), (5.13) and (5.14), we obtain (5.9).
Similarly, one can deduce the gradient estimate (5.6). In this time, we employ the estimates
which is valid whenever x ∈ ∂B n (x ǫ , 2d ǫ ). Consequently, the lemma is proved. As already explained in the introduction, we suppose that the maximum point x ǫ tends to ∂Ω, and then derive a contradiction from the Pohozaev-type identity (5.1) on the sphere ∂B n (x ǫ , 2d ǫ ).
We first need estimates for u ǫ near the blow-up point.
Lemma 6.1. Suppose that p ∈ ( n n−2 , n+2 n−2 ], {(u ǫ , v ǫ )} ǫ>0 is a family of least energy solutions to (1.1) with q = q ǫ and
2) Here, the definition of the numbers A V 0 and β 0 can be found in (5.2) and (5.3), and o notation is uniform with respect to x ∈ ∂B n (x ǫ , 2d ǫ ) in the sense that (5.7) holds.
Proof. In this case, it holds by Proposition 4.1 that
compare with (5.12). Therefore, arguing as in the proof of Lemma 5.1, we establish (6.1) and (6.2).
We are now ready to prove Theorem 1.3 for the case that p ∈ ( n n−2 , n+2 n−2 ].
Proof of Theorem 1.3 (Case 1). To the contrary, we assume that d ǫ = 1 4 dist(x ǫ , ∂Ω) → 0 as ǫ → 0 passing to a subsequence. For the sake of brevity, we keep using ǫ as the parameter for the subsequence instead of introducing new notation.
For each 1 ≤ j ≤ n, let L ǫ j and R ǫ j be the left-hand and right-hand sides of the local Pohozaevtype identity (5.1), respectively, so that L ǫ j = R ǫ j . In the following, we shall estimate values of both L ǫ j and R ǫ j , which will allow us to reach a contradiction. Estimate of L ǫ j . An application of (6.2), (5.6) and (2.7) shows
To compute the value of I 1 (2d ǫ ), we first observe that the value of I 1 (r) is independent of r > 0. Indeed, testing
with r ∈ (0, 2d ǫ ), we find
which implies that I 1 (r) is constant on (0, 2d ǫ ]. By using this fact, we compute
On account of the oddness of the integrand, we have that
Furthermore, because −∆ x H(·, x ǫ ) = 0 holds in B n (x ǫ , 2d ǫ ), we may proceed as in (6.5) to obtain
By considering the above equalities, we calculate
Inserting this into (6.3), we get
Now, if we denote by ν xǫ = (a 1 , · · · , a n ) ∈ S n−1 the unique unit vector such that x ǫ + d(x ǫ )ν xǫ ∈ ∂Ω, then we deduce with (2.6) that
for some C > 0.
Estimate of R ǫ j . From (4.1), we see that
Hence, by (5.4),
Similarly, it holds that
Therefore, putting (6.8), (6.9) and the fact that p < q ǫ together, we arrive at
As a result, we combine (6.7) and (6.10) to derive
Since Λ ǫ → ∞ as ǫ → 0, it holds that −(n − 1) ≤ (n − 1) − (n − 2)(p + 1), which is reduced to p ≤ n n−2 . This contradicts our assumption on p, and so d ǫ must be away from 0. The proof is completed. In this section, we prove Theorem 1.3 for the case that p = n n−2 . Although our strategy is the same as that given in the previous section, there is a difference due to the fact that the function V p 0 defined over R n is not integrable for p = n n−2 . As before, we first need estimates for u ǫ near the blow-up point.
Lemma 7.1. Suppose that p = n n−2 , {(u ǫ , v ǫ )} ǫ>0 is a family of least energy solutions to (1.1) with q = q ǫ and d ǫ = 1 4 dist(x ǫ , ∂Ω) → 0 as ǫ → 0. Then, for each x ∈ ∂B n (x ǫ , 2d ǫ ), we have
where K ǫ > 0 is a constant satisfying
for all ǫ > 0 small and some 0 < c 1 < c 2 independent of ǫ > 0, β 0 > 0 is the constant defined in (5.3), and o notation is uniform with respect to x ∈ ∂B n (x ǫ , 2d ǫ ) in the sense that (5.7) holds.
Proof. Fix any x ∈ ∂B n (x ǫ , 2d ǫ ). From (1.1), we have that
We will derive (7.1) by examining each of the integrals in the right-hand side of (7.4). Firstly, we claim that if we set
then it satisfies (7.3). We infer from (4.1) that
so an upper estimate of K ǫ is obtained. In order to deduce its lower estimate, we will find a lower bound of the rescaled function V ǫ on B n (0, r 0 Λ ǫ ) \ B n (0, 2) where r 0 > 0 is a sufficiently small constant independent of ǫ > 0. Thanks to (1.14), we know
where G Ωǫ is the Green's function of the Diriclet Laplacian in Ω ǫ = λ ǫ (Ω − x ǫ ). By the scaling property, we have
Moreover, the relation Λ ǫ = λ ǫ d ǫ and estimate (2.2) imply sup y,z∈B n (0,Λǫ)
Therefore, for z ∈ B n (0, r 0 Λ ǫ ) \ B n (0, 2) and y ∈ B n (0, 1), it holds that
provided r 0 > 0 small enough. Putting this estimate into (7.5) and using the fact that U ǫ → U 0 in C(B n (0, 1)) as ǫ → 0 reveal that
Consequently, we get the estimate
proving the assertion. Now, it remains to deal with the second and third integrals in the right-hand side of (7.4). We decompose the second integral as
and compute each integral as in (5.11) and (5.13), achieving
In addition, applying the inequalities
we see that the last integral is handled as
This completes the justification of (7.1). Estimate (7.2) for ∇u ǫ can be done analogously, so the proof is finished.
Proof of Theorem 1.3 (Case 2). To the contrary, we assume that d ǫ = 1 4 dist(x ǫ , ∂Ω) → 0 as ǫ → 0 up to a subsequence. Again, we use ǫ as the parameter.
Just as in the previous section, we shall estimate the left-hand side L ǫ j and the right-hand side R ǫ j of the local Pohozaev-type identity (5.1) for each 1 ≤ j ≤ n, respectively, and then induce a contradiction from the identity L ǫ j = R ǫ j . Estimate of L ǫ j . Similarly to (6.3), we insert the estimates of u ǫ and v ǫ given in (7.2) and (
Here I 1 (r) is the constant function introduced in (6.4). Then, as in (6.6), we discover
by evaluating lim r→0 I 1 (r). Let ν xǫ = (a 1 , · · · , a n ) ∈ S n−1 . Then (7.3) implies that
Estimate of R ǫ j . By (6.8), we have
Moreover, it holds that u ǫ (x) ≤ Cλ α 0 ǫ Λ −(n−2) ǫ log Λ ǫ for any x ∈ ∂B n (x ǫ , 2d ǫ ) and that q ǫ > p = n n−2 , so
By combining (7.6) and (7.7), we obtain
Since Λ ǫ → ∞ as ǫ → 0, a contradiction arises and so d ǫ must be away from 0. This concludes the proof.
Proof of Theorem 1.4
This section is devoted to the proof of Theorem 1.4. We keep assuming that d ǫ → 0 as ǫ → 0. We also recall that Λ ǫ = d ǫ λ ǫ → ∞ as ǫ → 0 which is verified in Lemma 3.1.
In the following lemma, we obtain a pointwise estimate for v ǫ outside the blow-up point x ǫ , which can be regarded as an extension of Lemma 5.1. This estimate is essential in deriving an estimate of u ǫ that will be described in Lemma 8.2.
where A U 0 and α 0 are the positive constants defined in (5.2) and (5.3), respectively, and Q ǫ is a remainder term which satisfies
), we write
We will analyze two integrals in the right-hand side. We consider the first term of (8.2). We decompose it by
By (1.11), Lemma 3.1, Proposition 4.1 and the dominated convergence theorem,
Hence the mean value theorem shows that
where the relation ((n − 2)p − 2)q 0 = n + 2(p + 1) > n + 1 guarantees that the value of the integral on the last line is finite. As a result, in view of (2.7), we discover
where O and o notations are uniform with respect to x ∈ Ω \ B n (0,
). We turn to estimating the second integral in the right-hand side of (8.2). It holds that
To calculate the last integral, we split its domain into
We note that
Using this, we can compute the integral over D 4 as
Similarly, we estimate the integrals over D 5 and D 6 as
Consequently,
Estimate (8.1) now follows from (8.3) and (8.5). The proof is completed.
We deduce estimates for u ǫ near the blow-up point.
Here, the definition of the numbers A U 0 and α 0 can be found in (5.2) and (5.3), and o notation is uniform with respect to x ∈ ∂B n (x ǫ , 2d ǫ ) in the sense that (5.7) holds.
We shall compute each of three integrals in the right-hand side. By the identity α 0 + β 0 = n − 2, (2.7) and (4.1), the first integral in the right-hand side of (8.8) is estimated as
Moreover, from the definition of G determined by (1.7), we get
For x ∈ ∂B n (x ǫ , 2d ǫ ) and y ∈ B n (x ǫ , 3dǫ √ Λǫ ), we have that |y − x| ≥ d ǫ . Therefore
and thus the second integral in the right-hand side of (8.8) is calculated as
On the other hand, by applying the elementary inequality
and Lemma 8.1, we can easily deduce that
To examine the last integral, we divide the domain of integration Ω \ B n (x ǫ ,
and evaluate the integral of |x − y| −(n−2) |y − x ǫ | −(n−2)p over each subdomain, as we did for the integral in the rightmost side of (8.4). Then we observe that all integrals are bounded by
). Having this fact, (8.8) and (8.9), we conclude that (8.6) is true.
In the same manner, we can prove that (8.7) is valid. In this time, we have to use the gradient estimate of G(x, y) in (2.7).
Proof of Theorem 1.4. To the contrary, we assume that d ǫ = 1 4 dist(x ǫ , ∂Ω) → 0 as ǫ → 0 along a subsequence. Let us keep using ǫ as the parameter.
For each 1 ≤ j ≤ n, let
By the Pohozaev identity (5.1), it holds that L ǫ j = R ǫ j . As in the proof of Theorem 1.3, we will estimate L ǫ j and R ǫ j , respectively, and derive a contradiction by comparing them. Estimate of L ǫ j . The standard gradient estimate of Poisson's equation yields
Accordingly, by (8.7), (5.5), (5.6), (2.7) and the previous estimate,
To compute the value of I 2 (2d ǫ ), we first observe that the value of I 2 (r) is independent of r > 0. To this end, we recall from (1.7) that
with r ∈ (0, 2d ǫ ). Integrating by parts, we get
By summing these two equalities and performing a further integration by parts, we obtain
which implies that I 2 (r) is a constant function on r ∈ (0, 2d ǫ ). In particular,
We now determine this limit. For the moment, we assume that p ∈ [
We immediately observe that J 1 = 0 since the integrand is odd. Furthermore, it is easy to see that J 3 = J 4 = 0 by concerning the order of the singularities in the integrands (refer to Lemma 2.1) and the condition that p < n n−2 . It is worth to mention that we are conducting the computations for each fixed parameter ǫ > 0, and in particular, for each fixed number d ǫ > 0.
We turn to compute J 2 . Because p < n n−2 , it is true that
By considering the order of the singularity, we obtain lim r→0 ∂B n (xǫ,r)
As a result,
By performing similar calculations, we discover
Finally, by (2.1) and the identity
we have
Also, Taylor's theorem and the condition p < n n−2 ≤ 2n−3 n−2 imply
Plugging (8.12)-(8.15) into (8.11), we conclude that
n−2 ), we can deduce (8.16) in a similar but simpler way. Now, denoting ν xǫ = (a 1 , · · · , a n ) ∈ S n−1 and employing (8.10) and (8.16), we derive
Therefore, by applying (2.10) and (1.2) to the above inequality, we obtain
Estimate of R ǫ j . Using (1.11) and Proposition 4.1, we find
where (1.4) was used for the last equality.
From (8.17) and (8.18), we observe
Because Λ ǫ → ∞ as ǫ → 0, the above estimate implies that 2p + 2 ≤ 0, which is nonsense in that p > Case 2. Assume that p ∈ [ n−1 n−2 , n n−2 ). By Lemma A.1 (2) and (3), there exists a constant C > 0 (dependent on y ∈ Ω) such that
for all x ∈ Ω \ {y}. On the other hand,
for all x ∈ Ω \ {y}. Since (n − 2)p − (n − 1) < 1, there is a number η > 0 such that −∆ x H(x, y) ∈ L n+η loc (Ω). The lemma is proved.
Appendix B. Boundary Behavior of H (Proof of Proposition 2.4)
This section is devoted to the proof of Proposition 2.4, which requires a delicate quantitative analysis of the Green's function G. It is decomposed into two parts: In Subsection B.1, we show that checking (2.10) can be reduced to verifying some strict inequalities involving several integrals over the half-space R n + and its boundary R n−1 = ∂R n + . In Subsection B.2, we prove the validity of such inequalities.
B.1. Reduction of (2.10). Firstly, we derive the following result.
Lemma B.1. Denote x = (x, x n ) ∈ R n + and e n = (0, · · · , 0, 1) ∈ R n + . Let also c n > 0, γ 1 > 0 and γ 2 < 0 be the constants introduced in Subsection 2.1 and (2.9), respectively.
then there exist small numbers C > 0 and δ > 0 such that (2.10) holds for all x ∈ Ω with d(x) = dist(x, ∂Ω) < δ.
then there exist small numbers C > 0 and δ > 0 such that (2.10) holds for all x ∈ Ω with d(x) < δ.
To obtain this lemma, we need a preliminary result, that is, Lemma B.2. Let x 0 ∈ Ω be a fixed point sufficiently close to ∂Ω. By virtue of the translational and rotational invariance of the problem, we can assume that 0 ∈ ∂Ω, x 0 = (0, · · · , 0, κ) = κe n and x * 0 = x 0 + 2κν x 0 = −κe n where κ = d(x 0 ) > 0 and ν x 0 ∈ S n−1 is the unique vector such that x 0 + κν x 0 ∈ ∂Ω. Then (2.10) can be written as
Moreover, since ∂Ω is smooth, it can be locally parameterized by a smooth function f :
To show (B.3), we look at the behavior of the left-hand side as κ → 0, considering the following rescaling: Letting Ω κ be a rescaled domain
for z ∈ B n (e n , 1 4 ) where w = (w, w n ) ∈ R n , x = κw ∈ R n and ν x is the outward unit normal vector on ∂Ω κ . In order to deduce the lemma, it suffices to show that E κ1 , E κ2 → 0 in C 1 (B n (e n , 1 4 )) as κ → 0.
Estimate of E κ1 . Pick any z ∈ B n (e n , 1 4 ) and rewrite the function E κ1 (z) as
Here, the integrands of E κ11 and E κ12 are both
2 ) and (
2 ), respectively. Firstly, let us estimate the term E κ11 and its derivative. By (B.6) and (A.1), we have
w − e n |w − e n | (n−2)(p−1)
w + e n |w + e n | n + c −1
in Ω κ ∩ R n + . On the other hand, if we define functions T κ1 and
w + e n |w + e n | n + T κ2 (w) , (B.10) then (2.2) and (2.4) give
in Ω κ (B.11) and
for any fixed small number δ 0 ∈ (0, 1 2 ). Putting (B.10) into (B.8) and (B.9), we find that
w − e n |w − e n | (n−2)(p−1) T κ2 (w) (B.14)
in Ω κ ∩ R n + . An application of (B.11), (B.12) and Lemma B.3 shows
in Ω δ 0 κ ∩ R n + . For κ > 0 small enough, it holds that B n (e n ,
|w − e n | (n−2)(2−p) |z − w| n−2+k dw.
n−2 , the right-hand side goes to 0 as κ → 0 uniformly in B n (e n , 1 2 ). Furthermore, for k = 0 or 1,
|w − e n | |w − e n | (n−2)(p−1) dw, which also goes to 0 as κ → 0 uniformly in B n (e n , 1 2 ), because n+1−(n−2+k)−(n−2)(p−1) > 0 holds for any p < n n−2 . Consequently, E κ11 and its derivative tend to 0 as κ → 0 uniformly in B n (e n , 1 4 ). Secondly, we estimate the term E κ12 and its derivative. Because ∂Ω is smooth and compact, there is a constant C > 1 (independent of the choice of the point x 0 ∈ Ω) such that
Hence it follows from (B.13) and (B.11) that
and from (B.14) and (B.12) that
In order to estimate F κ2 in Ω κ \ Ω δ 0 κ , we take a small number ε 1 > 0 (independent of the choice of the point x 0 ∈ Ω) such that
where Q n (ε 1 ) := B n−1 (0, ε 1 ) × (−ε 1 , ε 1 ) and f : B n−1 (0, ε 1 ) → (−ε 1 , ε 1 ) is a smooth function satisfying |f (x)| ≤ C|x| 2 for allx ∈ B n−1 (0, ε 1 ). Then, as computed at the end of the proof, we have
Therefore (B.16) implies that
1 |z − w| n−2+k 1 |w + e n | (n−2)p dw for k = 0 or 1, and the right-hand side goes to 0 as κ → 0 since n − (n − 2 + k) − (n − 2)p < 0 for any p > 
1 + |w| 2 |w + e n | (n−2)p+1 dw + Cκ −n+(n−2+k)+(n−2)p for k = 0 or 1, and the right-hand side again goes to 0 as κ → 0 since n + 2 − (n − 2 + k) − ((n − 2)p + 1) < 0 for any n ≥ 5 and p ≥ n−1 n−2 > 3 n−2 . Consequently, E κ12 and its derivative tend to 0 as κ → 0 uniformly in B n (e n , 1 4 ). Thirdly, we compute E κ13 and its derivative. By virtue of (2.2), we have that
for z ∈ B n (e n , 1 4 ) and w ∈ Ω κ ∩ R n + wherez is the reflection of z with respect to R n−1 , and that
Also, inspecting the proof of Lemma 2.3 and employing (2.7), we see that
Hence it follows that E κ13 → 0 as κ → 0 uniformly in B n (e n , 1 4 ). A similar argument with (2.3) shows that the derivative of E κ13 tends to 0 uniformly in B n (e n , 1 4 ) as well. For the estimate of E κ14 , E κ15 and their derivatives, we use the fact that there exists a small number ε 2 > 0 (independent of the choice of the point x 0 ∈ Ω) such that B n (ε 2 e n , ε 2 ) ⊂ Ω and B n (−ε 2 e n , ε 2 ) ⊂ R n \ Ω and so → 0, and similarly, ∇ k z E κ15 (z) → 0 as κ → 0 uniformly in B n (e n , 1 4 ). In conclusion, E κ1 → 0 in C 1 (B n (e n , 1 4 )) as κ → 0. Estimate of E κ2 . Fix z ∈ B n (e n , 1 4 ). In this step, we will separately deal with the cases when w ∈ ∂Ω κ is close to the origin and when it is not.
For the former case, we compute employing (B.5), (B.7), (2.3) and the mean value theorem that where ε 1 > 0 and f : B n−1 (0, ε 1 ) → (−ε 1 , ε 1 ) were defined in the sentence containing (B.18), w = (w, κ −1 f (κw)) ∈ ∂Ω κ , x = (x, x n ) = κw ∈ R n and η > 0 is a sufficiently small number.
For the latter case, we observe from (B.5), (B.7) and (2.7) that R n−1 \B n−1 (0, ) as κ → 0. With (2.5) in hand, one can also check that the derivative of E κ2 converges to 0 uniformly in B n (e n , 1 4 ). From the above estimates on E κ1 and E κ2 , we conclude that H κ → H 0 in C 1 (B n (e n , Derivation of (B.19). Given δ > 0 small enough, let x ∈ Ω be a point such that d(x) < δ. We know that there exists a unique element x ′ = (x ′ , f (x ′ )) ∈ ∂Ω such that = −(n − 2) κ −1 (κw 1 ) * − e n |κ −1 (κw 1 ) * − e n | n · ∂ x j x * (κw 1 ) + O κ |κ −1 (κw 1 ) * − e n | n−2 . (B.25)
We expand κ −1 (κw 1 ) * . If we write x = κw 1 , using the shape of the function f : B n−1 (0, ε 1 ) → (−ε 1 , ε 1 ) and (B.24), we can infer that
Comparing each component and applying the implicit function theorem, we observē n κ n−1 ∂ x j H(κw 1 , κe n ) = −(n − 2) w 1 + e n |w 1 + e n | n + O κ(1 + |w 1 | 2 ) |w 1 + e n | n .
Hence we obtain (B.19) from (B.9) and (B.15).
Derivation of (B.20). By (B.9), (B.15) and (2.7), F κ2 (w) = O |w − e n | |w − e n | (n−2)(p−1) · |w + e n | |w + e n | n = O 1 |w + e n | (n−2)p = O(κ (n−2)p )
The function H κ and the domain Ω κ depend on the point x 0 ∈ Ω implicitly. Nonetheless, the previous proof shows that H κ → H 0 (or equivalently, E κ → 0) in C 1 (B n (e n , 1 4 ))-uniformly in x 0 provided that ∂Ω is of class C 2 ; notice that the principal curvatures of ∂Ω are well-defined and uniformly bounded if ∂Ω ∈ C 2 .
Proof of Lemma B.1. As before, let x 0 be an arbitrary point near ∂Ω identified with κe n = d(x 0 )e n ∈ R n + . Then On the other hand, Green's representation formula gives us that H 0 (z) = R n + c n |z − x| n−2 − c n |z −x| n−2 (−∆H 0 )(x)dx + 2(n − 2)c n R n−1 z n |z −x| n H 0 (x)dx where x = (x, x n ) ∈ R n + andx is the reflection of x with respect to R n−1 . Differentiating it with respect to the z n -variable and putting (B.6), (B.7) and z = e n into the result, we find that either (B.1) or (B.2) is equivalent to − ∂H 0 ∂zn (e n ) > 0 according to the value of p ∈ ( where the substitution t → 1 2 (1 + t) was made to derive the second equality. Therefore
