Abstract: The authors propose a highly scalable image compression scheme based on the set partitioning in hierarchical trees (SPIHT) algorithm. The proposed algorithm, called highly scalable SPIHT (HS-SPIHT), adds the spatial scalability feature to the SPIHT algorithm through the introduction of multiple resolution-dependent lists and a resolution-dependent sorting pass. It keeps the important features of the original SPIHT algorithm such as compression efficiency, full SNR scalability and low complexity. The flexible bitstream of the HS-SPIHT encoder can easily be adapted to various resolution requirements at any bit rate. The parsing process can be carried out on-the-fly without decoding the bitstream by a simple parser (transcoder) that forms a part of a smart network. The HS-SPIHT algorithm is further developed for fully scalable coding of arbitrarily shaped visual objects. The proposed highly scalable algorithm finds applications in progressive web browsing, visual databases and especially in image transmission over heterogeneous networks.
Introduction
Traditional image coding systems have only focused on efficient compression of image data The main objective of such systems is optimising image quality at a given bit rate. Owing to the explosive growth of the Internet and networking technology, nowadays a huge number of users with different processing capabilities and network access bandwidth can easily communicate. For transmission of visual data on such a heterogenous network, efficient compression alone is not sufficient. The main challenge here is how a single flexible bitstream can be provided to optimally service various users according to their bandwidth and computing capabilities. Scalable image coding is a response to this challenge. A scalable image coder generates a bitstream that consists of a set of embedded parts that offer increasingly better signal-to-noise ratio (SNR) or=and higher spatial resolution. Different parts of this bitstream can be selected and decoded by a scalable decoder to meet certain quality or=and resolution requirements. In the case of an entirely scalable bitstream, different types of decoders with different complexity and access bandwidth can coexist. While low performance decoders only decode a small portion of the bitstream and reconstruct a low quality and=or low resolution version of the encoded image, higher performance decoders have an opportunity to receive and decode further portions of the bitstream in order to achieve higher quality and=or higher resolution.
The two types of scalability in the case of image coding are SNR scalability and spatial scalability. SNR scalability is a feature in the encoded bitstream that allows decoders to decode the image in the same spatial resolution but with different fidelity. A fully SNR scalable bitstream, also known as an embedded bitstream, can be truncated at any point to achieve the best possible reconstruction for the number of bits received. Spatial or resolution scalability, on the other hand, is a feature in the encoded bitstream that allows decoders to decode the image with different spatial resolutions.
Over the past decade wavelet-based image=video compression schemes have become increasingly important and gained widespread acceptance. An example is the new JPEG2000 still image compression standard [1] . Because of their inherent multiresolution signal representation, wavelet-based coding schemes have the potential to support both SNR and spatial scalability. Among the wavelet-based image coding methods the class of so-called embedded wavelet image coding provides complete SNR scalability. In this class, Shapiro [2] pioneered the embedded zerotree wavelet (EZW) coding scheme based on the idea of grouping spatially coefficients at different scales to trees and efficiently predicting zero coefficients across scales. Many researchers have since worked on variations of the original zerotree method to achieve further improvements [3 -9] . Almost all of these improvements are about compression efficiency. An improved version of the EZW algorithm that uses an improved symbol set for zerotree encoding, and proper syntax and markers for the compressed bitstream to allow extraction of various qualities and resolutions was reported in [7] . However, the decoder needs some additional side information to decode the bitstream. Tham et al. [10] introduced a new zerotree structure called tri-zerotree and used a layered coding strategy with the concept of embedded resolution block coding to achieve a high degree of scalability for video coding.
An important development of the EZW algorithm, called set partitioning in hierarchical trees (SPIHT) has been introduced by Said and Pearlman [6] . (SPIHT will be briefly explained in Section 2.) The success of the algorithm in compression efficiency and simplicity makes it well known as a benchmark for embedded wavelet image coding. Further improvements of SPIHT have been reported [11 -16] . Although the SPIHT coder is fully SNR scalable with excellent compression properties, it does not support spatial scalability and does not provide a bitstream that can be parsed easily according to the resolution and rate desired by a decoder. A multiresolution encoding and decoding scheme based on the SPIHT algorithm is reported in [13, 17] . In order to achieve multiresolution decoding from a single bitstream, this method partitions the encoded bitstream into portions according to their dependency on the wavelet subbands. This is done by putting flags in the bitstream during the process of decoding, when the whole bitstream is scanned and only the portions that correspond to the spatial location defined by the decoder's desired resolution are marked and decoded. Although this multiresolution decoding scheme saves decoding time for lower resolutions, it needs to receive the whole bitstream at the full resolution even for decoding lower resolutions. For multiresolution encoding the coder in [13, 17] offers a layered bitstream. The major drawback of this multiresolution encoding is that it imposes a high number of unnecessary bits on the lowest resolution layer, which are actually not required for decoding at that resolution, and therefore causes a very high rate (bit per pixel) for full coding of the lowest resolution. Moreover, only the lowest resolution layer of the bitstream is rate embedded, and the bitstream is not parsable to obtain rate embedded bitstreams for any desired resolution.
In this paper, a fully scalable image coding scheme based on the SPIHT algorithm is presented. We modify the SPIHT algorithm to support both spatial and SNR scalability features, while keeping its compression efficiency and low complexity. The encoder creates a bitstream that can easily be parsed to achieve different levels of resolution or=and quality requested by the decoder.
Set partitioning in hierarchical trees (SPIHT)
The SPIHT algorithm defines and partitions sets in the wavelet decomposed image using a special data structure called a 'spatial orientation tree'. A spatial orientation tree is a group of wavelet coefficients organised into a tree rooted in the lowest frequency (coarsest scale) subband with offspring in several generations along the same spatial orientation in the higher frequency subbands. Figure 1 shows a spatial orientation tree and the parent -children dependency defined by the SPIHT algorithm across subbands in the wavelet image. The tree is defined in such a way that each node has either no offspring (the leaves) or four offspring at the same spatial location in the next finer subband level. The pixels in the lowest frequency subband are grouped into blocks of 2 Â 2 adjacent pixels, and in each block one of them, which is marked by Ã in Fig. 1 , has no descendants.
The SPIHT algorithm consists of three stages: initialisation, sorting and refinement. It sorts the wavelet coefficients into three ordered lists: the list of insignificant sets (LIS), the list of insignificant pixels (LIP), and the list of significant pixels (LSP). At the initialisation stage the SPIHT algorithm first defines a start threshold based on the maximum value in the wavelet pyramid, then sets the LSP as an empty list and puts the coordinates of all coefficients in the coarsest level of the wavelet pyramid (i.e. the lowest frequency band; LL band) into the LIP and those which have descendants also into the LIS. In the sorting pass, the algorithm first sorts the elements of the LIP and then the sets with roots in the LIS. For each pixel in the LIP it performs a significance test against the current threshold and outputs the test result to the output bitstream. All test results are encoded as either 0 or 1, depending on the test outcome, so that the SPIHT algorithm directly produces a binary bitstream. If a coefficient is significant, its sign is coded and then its coordinate is moved to the LSP. During the sorting pass of LIS, the SPIHT encoder carries out the significance test for each set in the LIS and outputs the significance information. If a set is significant, it is partitioned into its offspring and leaves. Sorting and partitioning are carried out until all significant coefficients have been found and stored in the LSP. After the sorting pass for all elements in the LIP and LIS, SPIHT does a refinement pass with the current threshold for all entries in the LSP, except those which have been moved to the LSP during the last sorting pass. Then the current threshold is divided by two and the sorting and refinement stages are continued until a predefined bit-budget is exhausted. Details of SPIHT algorithms are presented in [6] .
3 Highly scalable SPIHT (HS-SPIHT)
HS-SPIHT concepts
In general, applying N levels of wavelet decomposition to an image allows at most N þ 1 levels of spatial resolution. To distinguish between different resolution levels, we denote the lowest spatial resolution level as level N þ 1: The full image then becomes resolution level 1. Thus the actual spatial resolution related to level k is 1=2 kÀ1 of the resolution of the original image. The three subbands (HL k ; LH k ; HH k ) that need to be added to increase the spatial resolution from level k þ 1 to level k are called 'spatial subband set' level k and referred to as B k (see Fig. 2 ). An algorithm that provides full spatial scalability would encode the different resolution subbands levels separately, allowing a transcoder or decoder to directly access the data needed to reconstruct with a desired spatial resolution. The original SPIHT algorithm, however, processes the entire wavelet tree in each bitplane coding level and produces a bitstream that contains the information about the different spatial resolutions in no particular order. For adding spatial scalability to the SPIHT algorithm, we define the following concepts:
(i) all coding information related to a given level of spatial subband set (see Fig. 2 ), in a given bitplane level must be distinguishable in the output bitstream.
(ii) the tree structure distributed among different resolution subbands in the wavelet image, must be kept in the same way as for SPIHT to keep the compression efficiency of SPIHT.
(iii) the proposed algorithm must be reversible, such that there will be no need to send extra information to the decoder to recognise each coding part.
The first concept is to have a flexible bitstream which allows reordering for various quality and spatial resolutions, while the second and third concepts keep the compression efficiency of the original SPIHT algorithm.
HS-SPIHT description
In [18] the SPIHT algorithm was modified to support spatial scalability by adding a new list called the list of delayed insignificant sets (LDIS) to the SPIHT lists and modifying the SPIHT sorting pass. The highly scalable SPIHT (HS-SPIHT) algorithm proposed in this paper solves the spatial scalability problem through the introduction of multiple resolution-dependent lists and a resolutiondependent sorting pass. For each spatial subband set, B k (see Fig. 2 ), a set of LIP, LSP and LIS lists is defined, therefore there are LIP k ; LSP k ; and LIS k for k ¼ k max k max À 1; . . . ; 1 where k max is the maximum number of spatial resolution levels supported by the encoder. In each bitplane, the HS-SPIHT coder starts encoding from the maximum resolution level ðk max Þ and proceeds to the lowest level (level 1). For the resolution-dependent sorting pass of the lists that belong to level k, the algorithm first does the sorting pass for the coefficients in the LIP k in the same way as SPIHT and then processes the LIS k list. During processing the LIS k ; sets that lie outside the resolution level k are moved to the LIS kÀ1 : After the algorithm has finished the sorting and refinement passes for level k it will do the same procedure for the lists related to level k À 1: According to the magnitude of the coefficients in the wavelet pyramid, coding of higher resolution bands usually starts from lower bitplanes. The total number of bits belonging to a particular bitplane is the same for SPIHT and HS-SPIHT, but HS-SPIHT arranges them according to their spatial resolution dependency.
In the following, the sets and symbols required for HS-SPIHT are defined and the entire coding algorithm is listed. 
HS-SPIHT coding algorithm
a set of subbands in the decomposition image which belongs to spatial resolution level k ð1 k k max Þ of the image.
R k ¼ fB Nþ1 ; B N ; . . . B kþ1 ; B k g . LIP k : list of insignificant pixels belong to B k : . LSP k : list of significant pixels belong to B k : . LIS k : list of insignificant sets need to be processed during coding of B k in each bitplane.
HS-SPIHT coding steps
Step 1. Initialisation . n ¼ n max ; and output it; . LSP k ¼ ;; 8k; 1 k k max ;
.
. LIS k max ¼ fði; jÞg as type A, 8ði; jÞ 2 H which have descendants;
. k ¼ k max ;
Step 2. Resolution-dependent sorting pass
. SortLIP-Enc(n, k);
. SortLIS-Enc(n, k);
Step 3. Refinement pass . RefineLSP-Enc(n, k);
Step 4. Resolution scale update
Step 5. Quantisation-step update
. if ðn > 0Þ Fig. 2 Different spatial resolution subband levels that need to be coded separately to provide spatial scalability -n ¼ n À 1; -go to step 2; . else, end of coding.
Pseudo-code SortLIP-Enc(k, n){ . for each entry (i, j) in the LIP k do: -output S n ði; jÞ; -if ðS n ði; jÞ ¼ 1Þ; then move (i, j) to the LSP k ; output the sign of c(i, j); Á remove (i, j) from the LIS k :
} RefineLSP-Encðn; kÞf † for each entry (i, j) in the LIS k , except those included in the last sorting pass (i.e. the ones with the same n), output the nth most significant bit of jcði; jÞj: }
Bitstream formation, parsing and decoding
The structure of the bitstream generated by the HS-SPIHT encoder is shown in Fig. 3 .
The HS-SPIHT encoder bitstream can easily be reordered for multiresolution decoding at any desirable bit rate. This feature is necessary for visual information transmission specially over a heterogeneous network where visual information needs to be multicasted to a variety of different users with different capabilities and network bandwidth access based on the scenario of encoding-once, decoding multiple-times as is illustrated in Fig. 4 . In such cases, the original image is first encoded by the scalable encoders at a high bit rate. The bitstream is then stored on an image server. Different users with different resolution and bit rate requirements send their request to the server, and the server or a parser (transcoder) within the network, provides them with a properly tailored bitstream that is easily obtained by selecting the related parts of the original bitstream and ordering them in such a way that the user request is fulfilled. 
Object-based HS-SPIHT (OBHS-SPIHT) algorithm
In this Section, the proposed HS-SPIHT coding algorithm is further developed for efficient highly scalable texture coding of visual objects. The developed algorithm, called object-based HS-SPIHT (OBHS-SPIHT), only encodes wavelet coefficients that belong to the wavelet decomposed object. The object is assumed to have any arbitrary shape. It is also assumed that the shape information of the object is available at both the encoder and the decoder. In the following, the modifications that need to be done to turn HS-SPIHT into OBHS-SPIHT are listed.
(i) Modification of the initialisation stage † Only the coordinates of the coefficients that are located inside the decomposed mask (see Fig. 6 ) in the lowest frequency band are put into the LIP k max (the LIP related to the maximum level of spatial subband set). † Only the root of those sets that are not entirely outside the decomposed mask (e.g. S 2 and S 3 sets in Fig. 6 ) are put into the LIS k max (the LIS related to the maximum level of spatial subband set).
(ii) Modification of the sorting pass † In the sorting pass of LIS k ; the significant test is only done for the sets that at least partly belong to the decomposed mask. † If the related set to an entry of type A in the LIS k is partly within the decomposed mask (e.g. set S 2 in Fig. 6 ), and it is known to be significant, those offspring of the set root which are located outside the decomposed mask will be discarded. † If the related set to an entry of type B in the LIS k belongs to the decomposed mask, and is known to be significant, Fig. 5 Reordered HS-SPIHT bitstream for spatial resolution level r Fig. 6 Orientation of wavelet decomposed mask of arbitrarily shaped object, and three different sets across wavelet subbands Set S 1 is completely outside the decomposed mask, while set S 2 is entirely within the object, and set S 3 is partly inside the region. All set roots are located in lowest frequency band only those offspring of the set root which are located inside the decomposed mask are considered as new set roots, and added to the end of LIS k :
The aforementioned modifications guarantee that all entries in the LIP k and LSP k for all k ð1 k k max Þ are located inside the decomposed mask, therefore no modifications of the LIP sorting pass and LSP refinement pass are required.
Having the shape information and the resulting decomposed shape mask, the decoder is able to take the same steps as the encoder without requiring any kind of overhead information.
Experimental results

HS-SPIHT results
The HS-SPIHT coding algorithm and the original SPIHT algorithm were fully implemented in software. The popular 8 bits per pixel, greyscale test images, 'Lena', 'Barbara' and 'Goldhill' were utilised in the simulation. The original resolution of these images is 512 Â 512 pixels. We adopted Daubechies 9=7 filter banks [19] with symmetric extension at the image boundaries for wavelet analysis=synthesis of the images. Five levels of wavelet decomposition were first applied to each test image, then the HS-SPIHT encoder was set to encode the entire wavelet pyramid from bitplane maximum to bitplane 0 with the maximum number of spatial scalability levels (with 5 levels of wavelet decomposition, the maximum spatial scalability levels is 6).
To provide numerical results for multiresolution decoding, the HS-SPIHT bitstream, generated by the HS-SPIHT encoder, was fed into the parser to produce progressive (by quality) bitstreams for different spatial resolutions. The bitstream for each spatial resolution was decoded by the HS-SPIHT decoder at different rates and the fidelity was measured by the peak signal-to-noise ratio defined as
where MSE is the mean squared error between the original and the reconstructed image, and PEAK is the maximum possible magnitude for a pixel inside the image. The PEAK value is 255 for an 8 bits=pixel original image (level 1) and 255 Â 2 kÀ1 for resolution level k. This is due to the fact that resolution level k is obtained from the original image after applying k À 1 levels of 2-D wavelet decomposition with filters having a DC amplification of ffiffi ffi 2 p : The bit rates for all levels were calculated according to the number of pixels in the original full size image. This enables us not only to compare the results obtained for a given resolution at different bit rates but also to compare the results related to different spatial resolutions at a given coding budget. Also all the results for SPIHT and HS-SPIHT were obtained by decoding the binary bitstreams. As shown in [6] , an improved coding performance (about 0.3 -0.6 dB) for SPIHT and consequently for HS-SPIHT can be achieved by further compressing the binary bitstreams with an arithmetic coder. However, it should not be forgotten that the main objective of the HS-SPIHT is to provide a high degree of combined spatial and SNR scalability, therefore there is no intent to focus on arithmetic coding at this stage. (original image) clearly show that the HS-SPIHT algorithm keeps the compression efficiency and the rate embeddedness property of the SPIHT algorithm. The small deviations in compression efficiency between HS-SPIHT and SPIHT at some bit rates in this level are due to their different scanning order of the wavelet coefficients during bitplane coding. For resolution levels 2 and 3, the HS-SPIHT decoder obtained the proper bitstreams tailored by the parser for each resolution level, while for SPIHT the whole image was first decoded at each bit rate, and then the requested spatial resolutions of the reconstructed and the original images were compared. All bits in the reordered HS-SPIHT bitstream for a particular resolution belong only to that resolution, while in the SPIHT bitstream bits that belong to different resolution levels are interwoven. Therefore, as expected, the performance of HS-SPIHT is much better than SPIHT for resolution levels greater than one. As the resolution level increases, the difference between HS-SPIHT and SPIHT becomes more and more significant. Table 1 summarises parts of the HS-SPIHT PSNR results given in Figs. 7-9 for different spatial resolutions of the test images. As expected, and the results confirm, for a given bit rate, the PSNR is increased by decreasing the spatial resolution. Having a limitation on bandwidth and consequently bit budget in many image transmission applications, this feature enables the decoder to decode a lower resolution version of the original image at high quality, instead of decoding the high-resolution image at low quality. Moreover HS-SPIHT, in combination with a simple parser, not only provides any desirable resolution and bit rate for the scalable decoder, but also introduces another kind of scalability which we call complexity scalability. To realise complexity scalability, Table 2 compares the times taken by the HS-SPIHT decoder to decode different resolution levels and bit rates of 'Lena'. This Table shows the time ratio based on the time needed to decode the original resolution (level 1) at a bit rate of 1 bit per pixel. Table 3 provides the number of bytes in the HS-SPIHT bitstream spent coding different resolutions versions of Lena image at bit rates 0.1, 0.5 and 1 respectively. For comparison, the results for multiresolution SPIHT [17] by Xiong et al. are also included. For spatial resolution lower than the original resolution, their codec is obviously inefficient, in comparison with our HS-SPIHT coder. This is because in this multiresolution encoding method, during the low resolution coding, the sorting information associated with (unused) higher resolution levels has not been removed. On the other hand, using the resolution-dependent lists in the HS-SPIHT algorithm enables HS-SPIHT to only encode the necessary information for each resolution level. Figures 10 and 11 give some visual results for scalable decoding. Four different spatial resolutions (levels 1 to 4) of the 'Barbara' image, reconstructed by the HS-SPIHT decoder at 0.0625 and 0.125 bit=pixel, respectively, are shown in these figures.
OBHS-SPIHT results
This Section provides some results for object-based coding by the OBHS-SPIHT coding system. The OBHS-SPIHT encoder and decoder algorithms were fully implemented in software. An efficient, non-expansive shape-adaptive DWT (SA-DWT) approach based on the method introduced in [20] was employed and implemented to decompose arbitrarily shaped objects. For the filtering process in the SA-DWT, 9=7-tap filters [19] were employed and symmetric extension at the boundary of the objects was applied. The first frames of two MPEG-4 CIF colour (in YUV format) test sequences, 'Akiyo' and 'Foreman', were used for the test. Only the foreground objects of the test images were considered for coding. The shape=segmentation masks for these test sequences are supplied by MPEG. Four levels of decomposition by the SA-DWT were first applied to the input object, then the OBHS-SPIHT encoder was set to encode the decomposed object with five levels of spatial scalability support. Tables 4 and 5 compare PSNR results of OBHS-SPIHT and OB-SPIHT obtained for all colour components (i.e. Y, U and V) of the test objects at various spatial resolutions and bit rates. The OB-SPIHT results refer to our implementation of the original SPIHT algorithm for object-based coding, similar to [21, 22] . Similar to the results provided by the HS-SPIHT for frame-based coding in the previous Section, for spatial resolution level 1, the results clearly show that the OBHS-SPIHT algorithm does not sacrifice the compression efficiency of the OB-SPIHT and for resolution levels 2 and 3, the performance of OBHS-SPIHT is much better than for OB-SPIHT because of its spatial scalability support. For the Y component, which is the most important component and consumes most of the coding budget, the results show more improvement than for the U and V components. The reason is that the U and V components are more correlated than Y and most of their energy is located in the lowest frequency band in the decomposed image, therefore only a few coefficients are considered at the required resolutions (level 2 and level 3) during the resolution-dependent sorting pass of the OBHS-SPIHT. However, the coding performance for these components (i.e. U and V) is high enough, even for low bit rates for both OB-SPIHT and OBHS-SPIHT. As the resolution level increases, the difference between OBHS-SPIHT and OB-SPIHT results becomes more and more significant. Moreover, for spatial resolutions lower than the full resolution, by increasing the bit rate, OBHS-SPIHT shows more improvement. This is due to the fact that at higher bit rates, where lower bitplanes are also included in the bitplane coding, more coefficients are known to be significant, therefore more information in the OB-SPIHT bitstream can be found which is not related to the required resolution, while the parsed OBHS-SPIHT bitstream includes only the information that belongs to the required resolution. Figure 12 shows some subjective results of multiresolution decoding of the Akiyo object at three bit rates (0.125, 0.25 and 0.5 bit=pixel) obtained by the OBHS-SPIHT decoder. Table 6 compares the compression efficiency of the OBHS-SPIHT algorithm with some state-of-the-art objectbased coding algorithms for coding the foreground of the first frame of the 'Akiyo' CIF sequence. The OB-SPECK coder [23] is an extension of a binary version of SPECK [24] . The SA-ZTE and SA-DCT, respectively based upon SA-DWT and SA-DCT, are implemented in the MPEG-4 verification model reference software [20] . Egger's codec [25] uses a shape-adaptive wavelet transform and employs EZW [2] . The results for OB-SPIHT are obtained from our implementation of an extended version of the original SPIHT coder for object-based processing. Both the OB-SPIHT and OBHS-SPIHT results in this Table are obtained from decoding the binary bitstreams without applying extra arithmetic coding. In addition to providing efficient compression performance, the OBHS-SPIHT fully supports resolution scalability while the other coders (except OB-SPECK) reported in this Table are not resolution scalable.
Conclusions
We have proposed a highly scalable SPIHT (HS-SPIHT) algorithm that supports combined spatial and SNR scalability. The flexible, fully scalable binary bitstream of the HS-SPIHT algorithm can easily be parsed to provide rate embedded sub-bitstreams for all lower spatial resolution decoding. The parsing process is done without the need to decode the main bitstream. The HS-SPIHT does not sacrifice the compression efficiency and low complexity of the original SPIHT algorithm when adding the spatial scalability feature. A modification of the proposed algorithm for highly scalable texture coding of arbitrarily shaped visual objects has also been presented. The experimental results for both frame-based and object-based coding show that for the highest resolution level the HS-SPIHT is mostly equivalent to the original SPIHT algorithm while offering the opportunity to decode lower resolution versions with improved quality. The proposed highly scalable objectbased image coding algorithm can be utilised in many multimedia applications such as image storage and retrieval systems, progressive web browsing and multimedia information transmission, especially over heterogenous networks. 
References
