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Abstract
Flow-induced flapping of flexible thin bodies is oft observed in our day-to-day lives
in phenomena such as flag flapping, and is important in a host of engineering appli-
cations. Despite its prevalence, however, this fundamental problem of fluid-structure
interaction is not very well understood. Use of flexible control surfaces in ocean ve-
hicles holds promise for achieving the efficiencies and maneuverability of waterborne
animals, but requires an understanding of the natural responses of flexible foils and the
associated physics. Likewise, industrial applications such as the handling of flexible
textiles and paper benefit from improved understanding of the relationship between
the system parameters and the anticipated response of the body. The present work
furthers the understanding of the passive flapping problem through the development
and application of a nonlinear computational simulation capability. Examining the
flapping problem over a wide range of system parameters and responses indicates
the influences and trends of the system behavior, and allows investigation of relevant
physical mechanisms in the fluid-structure interaction.
To pursue this study, the fluid-structure direct simulation (FSDS) capability is
developed, coupling a Navier-Stokes fluid-dynamic solver to a geometrically nonlinear
thin-body structural solver. The coupled solver is developed in both two dimensions
and three dimensions, where the thin foil is free to spanwise variation as a nonlinear
plate. The viscous fluid dynamics are solved on a moving grid fitted to the structural
boundary. Fluid forcing to the structure is calculated at this boundary and used as
external forcing to the structural equations of motion. As both the fluid dynamic
and structural solvers use fully implicit backwards difference time integration, they
must be solved simultaneously. An iterative approach is used for the simultaneous
solution, converging to structural equilibrium with a divergence-free flow field.
A detailed study of the canonical problem of a thin flexible foil in uniform flow
is first performed in two dimensions, using linear analysis and FSDS simulation, and
examining the stability and natural responses as a function of the system parame-
ters. The three relevant nondimensional parameters governing the problem are the
Reynolds number, Re = VL/v; the structure-to-fluid mass ratio, p = poh/(pfL);
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and the nondimensional bending rigidity, KB = EI/(pV2 L3 ). The flag problem,
which has been the subject of recent experimental and numerical studies, is at the
limit of vanishing bending rigidity, where the physics are governed by the two pa-
rameters of Reynolds number and mass ratio. We find stability of the system to
increase for decreasing Reynolds number, decreasing mass ratio, and increasing bend-
ing rigidity. Three distinct regimes of response are observed, (I) fixed-point stability,
(II) limit-cycle flapping, and (III) chaotic flapping, in order of decreasing stability.
Characteristics of the dynamic interaction between the fluid and structure are con-
sidered with the modal response and associated flow wake, and the mechanics of
the significant physical phenomena of stability hysteresis and chaotic snapping are
investigated in detail. The linear analysis is extended to examine the stability of
the three-dimensional problem and indicates an increase in stability with spanwise
wavenumber. Simulations confirm the relationship between spanwise variation and
stability, and display the three-dimensional flapping response and associated wake.
Fundamental three-dimensional modes of a spanwise standing wave, spanwise trav-
eling wave, and two-dimensional flapping are revealed along with their unique wake
patterns, and the evolution of the system to hybrid modes is displayed.
Through this work, we identify for the first time the relationship between the
relevant nondimensional parameters of the passive flapping system and the response
through the three distinct regimes. The comprehensive study provides new under-
standing of the physical mechanisms associated with the regime transitions and the
flapping dynamics, including chaotic snapping. FSDS allows a first investigation of
the three-dimensional passive flapping problem, identifying the stability characteris-
tics and modes of response. The detailed examination and enhanced understanding
of the relationship between the relevant nondimensional parameters and the kine-
matics, forcing, and wake characteristics for the system of a passive flexible foil in
uniform flow allows for better engineering of flexible foils for both passive and active
applications.
Thesis Supervisor: Dick K.P. Yue
Title: Professor of Mechanical and Ocean Engineering
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Chapter 1
Introduction
1.1 Motivation
Many problems of interest to ocean engineers involve the characteristics of the in-
teraction between a body and the surrounding fluid. Historically, the approach to
design has been through steady flow considerations. These considerations resulted
in streamlined ships and underwater vessels with design of propulsors and control
surfaces following steady flow assumptions. Though allowances were certainly made
for performance in unsteady conditions (surface waves, maneuvering, etc.), the char-
acteristics of the unsteady hydrodynamics have not been understood well enough to
allow for their exploitation in design.
The value of understanding the unsteady hydrodynamics about an engineered
body in some key problems of ocean engineering is clear. In displaying the distinct
advantage in terms of propulsive efficiency associated with swimming animals, Sir
James Gray in 1936 triggered an interest in the physical mechanisms associated with
fish-like swimming [25]. It was apparent that biological evolution had arrived at an
efficient method of propulsion based on unsteady hydrodynamics which are only now
becoming understood. Another realm of unsteady hydrodynamics of great interest to
ocean engineers involves harmonic forcing of offshore structures (flow-induced oscilla-
tion), particularly those associated with oil-drilling operations. As engineering limits
continue to be pushed by the oil industry, a greater understanding of the potential
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harmonic loading on the structures is needed to ensure safety and economy.
A problem presented to an ocean engineer involving the interaction between a
body and its surrounding fluid will always be constrained by conservation of energy
and conservation of momentum. The design challenge to the engineer is likely to be
some optimization within these limits. For instance, an underwater vehicle would
ideally maximize the desired momentum imparted to the body with a minimum of
energy expenditure. To realize such optimization, the structural characteristics of the
body must be considered. The purpose of the present study is to gain insight into
the mechanisms of momentum and energy exchange between a flexible thin foil and
the surrounding fluid. An enhanced understanding of the natural response of such a
body in a flow enables structural tuning of flexible foils in engineering practice.
1.2 Previous Studies
The lack of full understanding of many problems involving unsteady viscous hydro-
dynamics comes from the difficulty involved in performing the investigations. As
evolution in technology continues to advance both experimental and computational
capabilities, further studies are performed which feed back to engineering designs.
The previously mentioned realms of fish-like swimming and flow-induced oscilla-
tion have both been the focus of a number of research projects throughout the past
forty years. There are many very rich realizations of the problems which have been
studied both experimentally and computationally. An extensive overview of relevant
prior work is covered in Chapter 2.
The studies of flow-induced oscillation usually involve free kinematics, where the
body motion results from hydrodynamic forcing and the body structural properties.
The fish-like swimming studies, on the other hand, involve imposed kinematics. A
gap exists in the study of vorticity control for desired momentum transfer (fish-like
swimming) through the tuning of an elastically responding body.
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1.3 Objective
As a flexible body is moving within a flow field, there is an ongoing exchange of energy
between the body and the surrounding fluid. Hydrodynamic energy can be stored in
the structure and released at a later time. Structural energy can be moved to a new
location on the body by release and recovery in a convecting flow field.
Taking the study of vortical flow control beyond the realm of strict body kine-
matics and into the realm of fluid-structure interaction should change the engineering
approach. Instead of a problem of direct actuation of the kinematics, the approach
should involve exploitation of resonant behavior and tuned energy exchange.
Some of the most basic canonical problems of the energy exchange between large-
scale vorticity and flexible structures have yet to be studied in detail. The present
study uses a simple structure, a thin flexible foil, and examines the natural responses
in a uniform inflow. The intention is to gain an understanding of the behavior of
the flow-body interaction, the natural modal response and dynamic interaction. Such
knowledge of how the fluid and structure will interact is paramount to exploiting the
characteristics of the system for engineering purposes.
While suppression of the onset of turbulence is one possible consequence of the
manipulation of the near-body vortical flow field, this is beyond the scope of the
proposed work. The focus of the proposed study is to be the interaction of large-scale
vortical structures with a flexible body.
1.4 The Computational Approach
In order to pursue this study, we develop a coupled fluid-structure direct simula-
tion (FSDS). The fluid-dynamic direct simulation (FDS) is a finite-difference solu-
tion to the Navier-Stokes equations solved on a grid fitted to a mobile thin body.
Fluid-dynamic forcing on the body surface is calculated and used as input to a finite-
difference structural-dynamic direct simulation (SDS). The structural solver is geo-
metrically nonlinear, able to take on arbitrary configurations. Both the FDS and SDS
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are implicit, requiring iteration between the two for convergence at each time step.
The FDS is an implicit direct solution to the Navier-Stokes equations using prim-
itive variables (p, v) on a moving collocated grid. An O-grid is used for calculation of
the equations of motion in cartesian form, and the transformation of these equations
from physical to computational space accommodates the motion of the grid. As the
simulation is of a very thin body, grid clustering must be used at the body ends to
allow smooth calculation around these sharp edges. Grid generation is through an
elliptic solver, with clustering source terms calculated from an algebraically generated
grid. A full description and derivation of the FDS approach are given in Chapter 3.
The SDS is an implicit structural solver designed to allow arbitrary orientation
and configuration of the thin body, and offer stability through a range of external forc-
ing scenarios. While the primary interest is in inextensible bodies, finite extensional
rigidity is incorporated into the SDS to ensure a robust capability able to accom-
modate loss of positive tension. The equations of motion are derived in cartesian
coordinates using Hamilton's Principle, linearizing around small body thickness and
extensional strain. Coupling of the SDS to the FDS for an implicit FSDS simulation
uses an iterative approach for simultaneous convergence of the two solvers. An as-
sumed added mass is used in the iterative procedure to stabilize the system for cases
of very low structural mass. A full description and derivation of the SDS approach
and the coupling to the FDS are given in Chapter 4.
Extensive verification and validation of the components of the numerical model is
performed. This consists of individual consideration of the FDS and SDS, as well as
the coupled FSDS. A number of different comparisons are made to previous experi-
mental and computational studies, displaying the physical accuracy and robustness of
the simulation. Convergence testing is made with both the FDS and SDS, displaying
the second-order or near second-order convergence of the error with both time step
and grid size. This validation of the numerical model is detailed in Chapter 5.
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1.5 Natural Response of a Flexible Foil
An extensive study into the natural response of the thin foil in a uniform inflow
is performed in two dimensions. An understanding of the relevant nondimensional
parameters, and their influence to the system is gained through a linear analysis of
the coupled system. A systematic series of FSDS simulations is then performed, using
the linear analysis for guidance.
In the 'flag' limit of very low bending rigidity, the restoring force is dominated by
the flow-induced tension in the body. The linear analysis indicates that in this limit
the parameters guiding the problem are the ratio of structural to fluid mass, and
the Reynolds number. We find that, for a fixed Reynolds number O(103), increasing
the mass ratio transitions the system through three distinct regimes of response. For
the lowest mass ratios the foil is stable straight. Intermediate mass ratios experi-
ence period-one limit-cycle flapping, increasing in amplitude with mass ratio. Higher
mass ratios experience chaotic flapping, with transition to chaos occurring when the
Strouhal number reaches St ~ 0.2 -0.3, the natural wake frequency. Chaotic flapping
includes intermittent snapping events marked by loss of positive tension and dynamic
buckling. Both lower Reynolds number and higher bending rigidity are predicted to
increase the stability of the system by increasing the restoring force, and the FSDS
results confirm this behavior with an upward shift to the critical mass ratios. The full
two-dimensional analysis and FSDS results presentation are covered in Chapter 6.
The stability analysis is extended to the three-dimensional problem in Chapter 7,
indicating the influence of three-dimensionality on the problem. It is shown that
strictly two-dimensional modes are the least stable, with stability increasing with
increasing spanwise wavenumber. A targeted set of three-dimensional FSDS simula-
tions confirm the stability prediction, while indicating the natural three-dimensional
responses of the passive flapping system. Fundamental flapping modes of spanwise
standing wave, spanwise travelling wave, and two-dimensional flapping are found,
with natural response of the system including hybrid modes. The description of
the three-dimensional analysis and interpretation of the FSDS-3D results is given in
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Chapter 7
The analyses and results of Chapters 6 and 7 present the relationship between
the relevant nondimensional parameters and response of the system of a passive thin
foil in a uniform stream. The responses include the fixed-point stability, limit-cycle
flapping, and chaotic flapping, as well as the onset and characterization of three-
dimensional flapping modes. An understanding of the relationship of the natural
response to the system parameters is important to a host of engineering problems,
allowing design to specific regimes. Opportunities for further work on this problem
with the FSDS capability exist, particularly in further exploring the three-dimensional
flapping evolution, and in studying the role of flexibility with driven flapping foils.
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Chapter 2
Background
As computational and experimental capabilities have advanced, numerous doors have
opened, allowing the study of a host of problems involving unsteady interaction of
bodies and the surrounding fluid. Two major considerations for unsteady flow about
a body concern the study of fish-like swimming and the study of flow-induced oscilla-
tion. Historically, these two realms have been treated independently. As the present
work involves a fusion of these two categories, there are many relevant past studies
concerning both. The following listing and descriptions of previous work are meant
to set the context, displaying how the present work fits into communal engineering
goals.
2.1 Flow-induced Oscillation
2.1.1 Overview
The study of flow-induced oscillation of elastic bodies has seen significant attention,
owing to the necessity of its consideration in a host of engineering situations. From
the waving of a flag to the famous collapse of the Tacoma Narrows Bridge to fatigue on
a vibrating car antenna to the annoying slapping of halyards on flagpoles and sailboat
masts, the consequences of flow-induced oscillations surround us. Engineers designing
buildings, bridges, and offshore structures have to be very cognizant of the phenomena
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of flow-induced oscillation, and design accordingly. The importance of these problems
is reflected by the content of the Journal of Fluids and Structures, much of which is
dedicated to these types of problems. Robert Blevins' 1977 volume Flow-induced
Vibration, updated and republished in 1990 [10], gives an excellent description of
the causes for flow induced vibration, associated problems and solutions. There is
seemingly no end to the types of flow-induced oscillation problems encountered by
engineers, many of them in ocean engineering.
2.1.2 Vortex-induced Vibration (VIV)
A good deal of the work in flow-induced oscillations has to do with unsteady forc-
ing deriving from vortex shedding from a bluff body. At many engineering Reynolds
numbers, the stable wake configuration of a bluff body in steady flow derives from the
alternate shedding of vortices from the top and bottom of the body. This periodic
alternate shedding results in a strong oscillating lift force, with a weaker oscillatory
component to the drag force. Clearly, if the natural frequency of oscillation of an
elastic body is close to the frequency of unsteady hydrodynamic forcing, there is po-
tential for large, possibly damaging, oscillations. In fact, when the frequencies are in
the same neighborhood, the vortex shedding and resulting oscillatory forcing adopts
the natural frequency of the structure, a phenomenon called lock-in. Experimental
and numerical studies displaying these phenomena are covered in a 1979 review by
Sarpkaya [52] and a 1984 review by Bearman [7]. One early study of particular inter-
est is a 1967 experimental investigation by Koopmann [33]. Conducting experiments
with a driven oscillating cylinder Koopmann accomplished remarkably clear flow vi-
sualization displaying the changes to the vortex wake structure due to the cylinder
motion.
The recent work in VIV benefits significantly from current advancement of com-
putational capabilities [36]. These advances now allow for fully 3D turbulent viscous
simulations of flow about flexible cylinders undergoing vortex-induced vibration. The
work of Blackburn et. al. [9] displays that computational capabilities have moved
us into the realm where 3D viscous simulations can be compared to experiments
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performed at the equivalent Reynolds number.
Earlier experimental work by Brika et. al. [11] investigated the free oscillation
amplitude of a flexible cylinder as the shedding frequency was adjusted up to and
past the structural natural frequency. The vortex wake associated with different
responses was considered. Viscous numerical simulations of such a flexible cylinder at
low Reynolds numbers were later performed by Newman and Karniadakis [44]. These
simulations expanded considerably the capabilities of flow visualization and force
determination. A very detailed study of the three dimensional structure of the wake
associated with the different responses was performed. Evangelinos et. al. extended
this investigation to higher, turbulent, Reynolds numbers, allowing for comparison
with an empirically determined formula used for drag prediction in engineering [19].
This work in vortex-induced vibration shows how the relationship between the
natural frequency of the structure and the natural frequency of fluid affects the re-
sponse and downstream flow pattern. Combinations of different flow patterns about a
single body are shown to exist in cases of tapered bodies [60][28], and bodies in shear
flows [41]. As the natural hydrodynamic frequency is a function of the body size and
ambient flow, changing either of these should change the near-body flow structure.
These studies look at the associated forcing, showing the manner in which variation
of body form can influence the momentum exchange in the oscillation process. There
is great value in such studies as the forcing implications that come from body form
and structural properties can be used in engineering practice.
2.1.3 Flapping Bodies
The study of flapping bodies examines how a passive flexible body responds to a flow
about it. An early study of Paidoussis [47] treats the problem of the stability and
response of a flexible cylinder in axial flow, both theoretically and experimentally. He
notes the destabilizing effect of increasing the flow velocity through what is essentially
the Kelvin-Helmholtz instability, balanced against the restoring effect of tension and
bending rigidity of the flexible body. Predictions and observation of a streamwise
travelling-wave flapping solution are found, similar to the motion of swimming fish
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observed by Gray [24]. Paidoussis emphasizes the importance of the nonlinear ef-
fects neglected in the theoretical model when considering the unstable response of
the experiments. Subsequent work of Triantafyllou [63] examines the nature of the
travelling-wave linear instability in further detail. Coene [13] extends the Paidoussis
theoretical analysis to that of a thin membrane. For this case, the contribution of the
flow is different in that the added mass can no longer be considered sectionally with
strip theory, but becomes a function of the mode of oscillation. The case of constant
tension of the membrane is considered, and experiments are performed with paper
strips pulled at both ends. Critical values of the tension, below which flapping is real-
ized, are found experimentally to be in good agreement with theory. Two important
considerations for the flag-flapping problem not incorporated in these studies are the
interaction of the flow wake, and the varying tension along the length associated with
the fluid-dynamic forcing.
Including the existence and influence of the flow wake adds considerable complex-
ity to the theoretical treatment. Such an analysis including the shedding of wake
vortices is presented by Argentina & Mahadevan [4]. The approach details a method
for including finite-length effects, and analysis is given for a particular case which
simplifies the formulation. Trends are predicted for the flapping frequency and criti-
cal flow speed above which flapping is realized. In this case the added mass is much
smaller than the structural mass, the flow speed is much larger than the flapping
velocity, and the bending rigidity dominates the structural restoring force, conditions
which do not obtain for the regime of interest in the present study. Continued work
with the wake effect linear formulation which broadens the scope of the analysis would
contribute to understanding the physics of a larger class of flag-flapping problems.
The difficulties and assumptions of theoretical treatment are avoided through the
use of experiments and numerical simulations. The experiment of Zhang et al. [76],
using a filament in a flowing soap film, allowed the effects of wake flow and vary-
ing structural tension. Using a film to maintain two-dimensionality, the experiment
observed both stable and unstable response, depending on the filament length. As
length increased, the filament became unstable, displaying a streamwise travelling-
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wave response. The flapping amplitude was observed to diminish toward the leading
edge, where the tension due to viscous forcing and gravity was highest. A length
region of bistability was observed, where sufficiently large perturbation could trans-
form the system from stable to unstable response. Flow visualization allowed a look
at the near-body flow characteristics, and the vortical flow pattern in the wake. A
sinuous pattern of alternating vorticity was observed on the scale of the body motion,
consisting of a series of smaller-scale vortices alternating in sign with position in the
wake.
Two distinct approaches to numerically simulating the Zhang soap film experi-
ments have been made by Zhu & Peskin [79] [80] and Farnell et al. [21] (20]. The
Farnell work treats the filament as pendulum of many links connected by springs and
dashpots. Such treatment requires tuning of the model, and it is indicated that fur-
ther work is required in determining the accuracy of the approach. The Zhu & Peskin
numerical study uses the immersed boundary method to couple a nonlinear filament
with bending and extensional rigidity to a Navier-Stokes solver. The study replicates
the trends found in the experiment. These include the transition to unstable flap-
ping for longer filaments and the existence of a bistable region. Flow visualization
indicates that the small scale vortical structures observed in the experiment were not
apparent in the simulations, an anticipated result with the Reynolds number having
been reduced from 20000 in the experiment to 200 in the simulation. It is noted
that removing the filament mass results in an always stable filament. Beyond this
observation, the variation parameter used for the soap film studies is the dimensional
filament length.
The experimental investigation of paper flutter in a wind tunnel of Watanabe et
al. [70] indicates the particular importance of this flapping problem to paper moving
through a printing press. Through a series of experiments, the stabilizing effects of
decreasing flow velocity, decreasing length, decreasing mass, and increasing bending
rigidity were presented. Again, a bistable region was discovered in the transition from
stable to unstable flapping modes. Increasing the flow speed from the critical point,
the flapping amplitude and Strouhal number were found to increase, both approaching
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asymptotic values in the established flapping regime. While the Watanabe et al.
experiments were performed in air, the recent work of Shelley et al. [54] details similar
experiments performed in a water tunnel. These experiments in water required special
treatment to bring the membrane mass up to a sufficient value to realize flapping.
Similar results to those of the air experiments were found for stability, response, and
bistability with varying the flow velocity.
There is still much to be done in terms of understanding the complex viscous
hydrodynamics associated with flapping instabilities of both 2D and 3D bodies in flow.
It is very likely that the structural characteristics of swimming animals exploit such
flapping instabilities to minimize energy expenditure in swimming motion. Gaining
a better understanding of this process is very important step to moving forward with
engineering for fish-like swimming.
2.2 Flow Control
Flow control is at root of engineering hydrodynamics. Controlling the flow about
an engineered body will control the hydrodynamic forcing, often a primary concern.
Ship streamlining, for instance, serves to delay separation and reduce the drag force.
Vehicle control surfaces are designed to create local hydrodynamic forces by inducing a
lift force on a foil. These are examples of flow control through steady hydrodynamics.
The characteristics of such problems have been studied in great detail. P.K. Chang's
1976 volume Control of Flow Separation [12] covers a wide range of topics and methods
relating to control of flow about bodies from the steady flow perspective. Beyond the
problem of profile design for controlled separation, there is also discussion of the
effectiveness of active methods such as sucking/blowing for control of near-body flow.
Unsteady flow control concerns influencing the evolution of body-generated vortic-
ity. The advantage of controlling the unsteady hydrodynamics has lead to a number
of studies, described below. The majority of these are experimental or numerical,
owing to the difficult nonlinear nature of the equations governing the physics.
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2.2.1 Control of Vortex Interaction with Bodies
A key component to the proposed study is the idea of controlling the interaction of
large-scale vortical flow with a flexible body. Consequently, topics of considerable
importance include the manner in which vortices interact with bodies. A 1998 re-
view by Rockwell [51] explains the mechanisms and consequences of different types
of vortex-body interactions. The findings of a number of important numerical and
experimental studies are covered. Of particular relevance to the proposed research is
the parallel interaction of vortices with the body. The work of Gopalkrishnan et. al.
[23] displayed the ability of a heaving and pitching foil to alter the organization of a
parallel interacting vortex street in several different ways. The momentum transfer
associated with each of the reorganizations is of particular interest.
The simplest form of parallel interaction is that of a vortex dipole incident on
a wall. The interaction of the two vortices exerts a mutual influence that results
in translation of the pair. As such, interaction of the vortices with the body is
achieved without any body motion or external flow. As the vortices approach a no-
slip boundary such as a wall, reverse vorticity is generated at the wall boundary layer.
Pairing of the wall generated vorticity with each of the incident vortices eventually
causes them to translate back up away from the wall. Koumoutsakos investigated
control of this vortex rebound phenomenon with a 2D numerical study [34]. By
measuring the pressure gradients on the wall to determine vorticity flux, blowing
and suction were used to control the near-wall vorticity. The simulations displayed
the clear manipulation that could be made to the flow, allowing annihilation of the
vortices, or sustaining the attachment of the vortices to the wall.
A number of studies have examined the interaction of such a vortex dipole with
the free surface [46][15][16]. These are interesting for the energy exchange between
the vortices and the free surface elevation. A particularly relevant study of this
problem by Tsai and Yue [67] included the effect of varying surface tension on the
interaction. It was found that, in the case of nonconstant surface tension, the internal
dynamics of the surface strongly affected the nature of the underlying flow. The
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achievable effects included strong generation of vorticity at the free surface. This
study demonstrates that a tuning of the structural properties of the free surface can
control the transformation of energy in the surface to vortical energy in the underlying
flow. Such a phenomenon is analogous to the tuning of the structural properties of a
body to direct the vorticity evolution.
2.2.2 Fish-like Swimming Overview
The human inclination to borrow engineering ideas from nature is much greater for
things that we can't do than for things that we can. While early attempts at flight
used biological models, we had long accomplished the feat of moving a vehicle through
the water. With no pressing engineering need, the application of biological ideas to
water vehicles was much more of a scientific pursuit. In the 1930's, Sir James Gray
published his series of "Studies in animal locomotion" in the Journal of Experimental
Biology. Among detailed study of the kinematics of swimming fish [24], this also
included a power study of the swimming of a dolphin[25]. The results of this power
study would become known as Gray's Paradox, the understanding of which continues
to be a focal point for much research. Gray estimated the power generation capability
of a dolphin and compared it to the power required to tow a rigid dolphin body. The
power needed to tow the rigid body was found to be seven times the capability of
the dolphin's muscles. The indication was that there was something fundamentally
different about the unsteady motion of the body through the water which enabled
much greater efficiency.
Subsequent numerical analyses were triggered by the work and interest of Gray.
Early studies included slender-body approaches by G.I. Taylor in 1952 [57] and James
Lighthill in 1960 [37]. T.Y. Wu, in 1961, published a 2D potential flow approach to
the problem (treating the 2D fish as a waving plate) [75]. All of these early works
explained mechanisms through which a waving motion can propel an aquatic body.
The mechanisms for the 3D (Lighthill and Taylor) and 2D (Wu) explanations are,
however, different. While the Lighthill and Taylor work describes transfer of momen-
tum from a moving slender body to the fluid using hydrodynamic coefficients, the Wu
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model solves the inviscid governing equations with the appropriate boundary condi-
tions to display the thrust wake generated behind a swimming body with large span.
As detailed in a recent numerical study [82], both of these mechanisms are important,
and play a role in the hydrodynamics of fish swimming. The analyses of Lighthill
and Wu are the fundamentals of what is understood of the hydrodynamics of fish-like
swimming, and continue to be points of reference for present-day experimentalists
and computational fluid dynamicists.
A contrasting of Lighthill's 1969 review of work in fish-like swimming [38] and
the subsequent 2000 review of Triantafyllou [66], displays the clear impact of tech-
nological advances on the capabilities for studying unsteady hydrodynamics. The
Lighthill review has its focus heavily on observed fish kinematics and early simple
numerical approaches (as the Lighthill, Taylor, and Wu models) to predict the hydro-
dynamic consequences. The Triantafyllou review describes recent work using modern
experimental and computational techniques to gain a detailed understanding of the
hydrodynamics about such swimming bodies. Experimental techniques require lasers,
digital cameras, and modern computers, while the computational techniques require
enormous computational power for 3D simulations which are becoming more elabo-
rate as technology allows.
2.2.3 Simple Oscillatory Problems
The idea behind flow control by fish-like swimming is that there is some natural
frequency to the hydrodynamics in its interaction with the body. Through tuned pe-
riodic motion of the body, the unsteady natural hydrodynamics are controlled to some
engineering benefit. A relatively simple example of this is found in the experiments
of Tokumaru and Dimotakis in which they used rotary oscillations of a cylinder to
control the vortex shedding wake characteristics [62]. This study demonstrated that
such oscillations could yield a very significant 80% decrease in drag.
Another simplified realization of oscillatory body motion similar to swimming fish
is that of a waving plate. The problem, first characterized by Wu's 2D potential flow
model, has since been examined for viscous flows both numerically and experimentally.
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It has been shown both in experiments [56] [59], and through 3D numerical simulations
[77] [55] that the motion of a waving wall determines the characteristics of the near
body flow. Not only was it displayed that the separation and subsequent recirculation
can be controlled, but a reduction of the turbulence intensity in the boundary layer
was also shown to be a consequence of the swimming motion.
2.2.4 Flapping Foils
While the waving plate studies display how near-body flow can be controlled, they do
not treat how the hydrodynamic energy, in the form of vortical structures, is organized
for its eventual release from the near-body region. This organization and release of
vorticity into the wake has consequences in terms of the momentum exchange between
the fluid and the body. There is a range of controlling parameters for this problem
when treated in two dimensions, which increases for the three-dimensional problem.
These include the body section, pitch amplitude and frequency, point of rotation,
heave amplitude and frequency, and phase between heave and pitch. Of course, the
nature of the harmonic forcing (usually taken as sinusoidal) and the Reynolds number
are also important parameters. Studies of this problem include investigations covering
a wide range of these parameters.
A 1989 experimental study of Koochesfahani used dye injection flow visualization
and Laser Doppler Velocimetry to characterize the flow and forcing characteristics
associated with an oscillatory pitching motion of a NACA0012 foil section [32]. The
results indicated wake vortex patterns associated with net drag, net thrust, and net
zero streamwise forcing. Work of Triantafyllou et.al. combining theory from stability
analysis with experimentally obtained forcing measurements determined a parametric
range for creation of a thrusting vortex wake with combined heave and pitch motion
[65] [64]. Followup work of Anderson et. al. [3] [2] included experimental flow visual-
ization using Digital Partical Image Velocimetry (DPIV). This visualization allowed
for detailed insight into how varying the kinematics of the foil influenced the gener-
ation and interaction of near-body vorticity, such information not available with the
wake visualization of Koochesfahani. Of particular interest and relation to fish-like
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swimming is the use of the trailing edge of the foil to distribute and contribute to
vorticity generated at the leading edge. This relates to the manner in which fish use
their large tails to manipulate vorticity generated upstream on the body. Further ex-
perimental study by Read [50] examined in detail the relationship between the heave
and pitch kinematics and the hydrodynamic forcing and propulsive efficiency.
Ramamurti and Sandberg [49] recently repeated some of the Koochesfahani and
Anderson experiments with 2D viscous numerical simulations. The simulations allow
a detailed look at the near-body flow characteristics in conjunction with the exact time
history of the hydrodynamic forcing, but such analysis was only touched upon briefly.
The numerical work of Wang [69] and recent work of Guglielmini and Blondeaux
[26] do utilize the advantage of numerical simulations by examining the relationship
between hydrodynamic forcing and the evolution of the flow-body interaction. Wang
discusses the changes in the forcing due to the separation of the leading and trailing
edge bound vortices. The analysis allows identification of an optimal foil stroke as
one operating in a thrust window which allows generous growth of the trailing edge
vortex without full separation of the leading edge bound vorticity. Such a study is a
clear example of the distinct advantage of viscous numerical simulations, the ability
to examine the details of near body flow and how these relate to momentum exchange
between the fluid and body.
2.2.5 Real Fish Kinematics
Other experimental and numerical pursuits have been of a real fish form and kine-
matics. The most significant of these studies have come within the past several years.
Wolfgang et.al. [74] combined experimental work of DPIV on a live fish with inviscid
numerical simulations of the same fish. The study displays how body kinematics are
used to organize near-body vorticity for the purpose of straight-line swimming and
fast turning. An extension of the inviscid numerical study by Zhu et. al. [82] encom-
passed a more detailed look at the near-body flow and wake characteristics resulting
from different body forms and kinematics.
Though unsteady viscous numerical simulations are computationally expensive,
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they can be performed for small Reynolds number flows. One clear advantage of a
viscous simulation is the availability of complete and accurate hydrodynamic forcing
information for any point on the body. Such simulations have been performed in
both 2D and 3D for a swimming tadpole [40] [39]. As it used a truly viscous model,
this work was able to describe the tail interaction with flow structures generated up-
stream without relying on viscous modeling for vorticity generation and separation.
Specialized kinematics matched to the body form of a tadpole were determined to
manipulate the near-body flow for optimal swimming efficiency. Such a determina-
tion was made possible by the availability of the details of the ongoing momentum
exchange between the body and the surrounding fluid.
The work of Barret et. al. [5] consisted of the building of a robotic fish, the
Robotuna. A parametric study of kinematics was pursued, examining the power
requirements for propulsion of the Robotuna. It was determined that the power
required to propel the fish through the optimized swimming motion was less than
that needed to tow the rigid fish body. This study was experimental confirmation of
the "drag reduction" ideas initiated by Gray's paradox.
2.2.6 The Future of Fish-like Swimming
The works described above portray a clear picture of how oscillatory body kinematics
affect near-body flow and wake characteristics and resultant forcing on the body.
There is certainly room for further study on the momentum exchange consequences of
fish-like swimming body motions, particularly in bringing to a close the understanding
of the reasons for Gray's paradox. One significant mechanism of importance which is
not addressed in any of the above studies is the role of the structural characteristics
of the body in motion. It's almost certain that, through evolution, the structural
characteristics of fish have been tuned for natural modes of oscillation coupled with
hydrodynamics which provide maximum benefit. To fully realize the advantages
of fish-like swimming, engineers will have to investigate, understand, and exploit
this process. Due to the difficult nonlinear nature of the hydrodynamics, such an
understanding of the fluid-structure interaction involved in fish-like swimming must
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come from experimental and computational studies.
2.3 Tuning the Fluid-Structure Interaction for En-
gineering
There is very little work to date concerning attempts to tune and/or drive an elastic
body in fluid for specific engineering functions. However, this is a key component
of the process through which fish are able to achieve such high efficiencies. Recent
work of Beal investigated the swimming patterns of live fish in an incoming periodic
vortex wake [6]. A tendency for the fish to swim through the wake in a consistent
manner suggested an efficient interaction between the structurally oscillating body
and the flow-body hydrodynamics. This was confirmed when a euthenized fish was
shown to actually accelerate through the wake with a similar passive oscillation. Such
a phenomenon is an indication of the importance of properly tuning a structure so
desired forcing can result with minimal energy expenditure.
2.3.1 Energy Extraction
One potential realization of a tuned interaction between a flow and elastic body would
be in the pursuit of extracting energy from an ambient flow. Just as propellers have
a tradition as the primary propulsory mechanism, they are used for the purpose of
energy extraction. Knowing from Gray's work of the advantages of a new paradigm
for propulsion, the possibility of such advantages for energy extraction should also be
considered. Recent work by Allen and Smits details an experiment in which a flexible
piezoelectric membrane flaps in the wake of a bluff body for the purpose of energy
capture [1]. Tests were run varying the dimensions and structural properties of the
membrane with the goal of maximizing the membrane's strain for maximum power
generation. Further pursuit of this concept might well prove useful, particularly as it
may be used in the same mechanisms designed for driven swimming motion.
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2.3.2 Beam Fish
In similar experimental studies McHenry et. al. [42] and McLetchie [43] used elastic
fish bodies driven harmonically in pitch at a single point to investigate swimming fish
as actuated structures. The McHenry study was essentially of the observed kinematics
of the elastic fish. The fish was put in a free-swimming state (zero drag/thrust), and
the kinematics were compared to those of real fish. With the determination that the
model was unable to match the fish kinematics through a range of swimming speeds
without altering the bending stiffness, they concluded that real fish must be able
to alter their structural properties. McLetchie's work was essentially a power study.
The power required to harmonically drive and drag the fish was measured so that
the swimming efficiency could be exactly determined. Though dragging the passive
fish was found to be more efficient in this experiment, parameters for efficient free
swimming and power requirement for large thrust were determined. A continuation
of the McLetchie study with more involved structural tuning for desired swimming
kinematics could potentially realize dramatic improvements in efficiency.
2.3.3 Status of the Field
It's inevitable that there will be a surge in work involving control of the interaction
between flexible bodies and ambient flow for engineering purposes. The natural world
demonstrates the clear benefits of such control, and we are only now obtaining the
capabilities to begin to understand them. Studies of fish-like swimming involving
live fish or imposed kinematics have demonstrated vortical flow mechanisms involved
in the process. A deeper understanding of the natural interaction of the elastically
responding foil body and the ambient flow is now sought. The present study seeks to
identify the key parameters and physical mechanisms in the range of natural responses
of the flexible foil fluid-structure interaction.
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Chapter 3
The Fluid-dynamic Direct
Simulation (FDS)
The following details the development and characteristics of the fluid-dynamic direct
simulation (FDS) component of the coupled fluid-structure numerical solver. The
final product allows for direct solution of the unsteady Navier-Stokes equations in
three dimensions using primitive variables (p, V). The equations are solved implicitly
using a moving collocated grid. Such treatment allows for iterative coupling with
implicit structural equations to be described later.
The FDS was developed using the Periodic Waving Plate Model of Xiang Zhang
[77] as a template. The Periodic Waving Plate Model is a 3D finite-difference di-
rect numerical simulation of the Navier-Stokes equations. The computer code of the
present study differs from that of the waving plate code on a fundamental level in that
the mapping between the physical and computational domains is not the same. While
the Periodic Waving Plate Model required one of the three cross-sectional planes in
the physical domain to project a 2D cartesian coordinate system, the present model
was developed with no such requirement. For this reason, the coordinate depen-
dencies between the physical and computational domain are more involved. The
resulting governing equations, mapped from the physical to computational domain,
are considerably more complicated. The reward for this added complexity is that the
present model is very robust in terms of the body geometries about which the flow
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Figure 3-1: Shows physical domain with cutout displaying grid.
can be solved. Other important methodological differences include implementation
of second-order time integration, consistency of the pressure solver with the velocity
field for divergence control, enforcement of pressure solveability, inclusion of a method
for handling grid motion, and parallelization of the computer code in two directions
for high wall clock efficiency.
3.1 Domains and Mappings
The following defines the physical system which is to be modelled, and the framework
through which this system must be solved. The need for generating the solution in a
simple computational domain and the manner of transformation are addressed.
3.1.1 The Physical Domain
The physical domain refers to the actual physical system which is to be simulated.
This domain will be demonstrated as a curved length of body (in this case a cylinder)
enclosed by a large outer boundary as shown in figure 3-1. The outer boundary is
the far-field boundary, through which flow is permitted, while the inner boundary is
the solid body around which the flow must travel. A three-dimensional grid as shown
represents the points at which the flow field is calculated.
A two-dimensional cross-section shown in figure 3-2 shows a slice of the physical
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Figure 3-2: Cross-section of grid with center cylinder displaced. Arrows represent an
inflow condition at the outer boundary.
domain with the corresponding computational grid. In this figure, there is a large
displacement of the inner cylinder from the center of the physical domain. Such
an upstream displacement with an inflow as shown would allow for a larger down-
stream wake area to be calculated. The increasing resolution of the grid toward the
inner cylinder represents the importance of accurately solving the flow at the body
boundary.
The three cartesian coordinates in the physical domain are shown in figure 3-1. It's
clear that only one of these cartesian coordinates, the x-direction, is aligned with the
grid. While the problem of a straight cylinder lends itself to calculation in cylindrical
coordinates, a model permitting variable displacement of an arbitrarily shaped inner
boundary would make this more difficult than with the cartesian coordinates used.
3.1.2 The Computational Domain
The problem of the need for a complicated curvilinear coordinate system is ap-
proached by defining a computational domain. In this domain the directions are
aligned exactly with the grid. The grid lines radiating from the inner cylinder to
the outer cylinder are designated the direction p, the lines circumscribing the inner
cylinder are designated the direction 0, and the axial direction is designated .
Figure 3-3 shows the mapping of the physical domain to the computational do-
main. In this computational domain the grid spacing in each grid direction remains
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Physical Domain
Computational Domain
Figure 3-3: Sketch of the
domain.
P
dp
dp
mapping of the physical domain to the computational
hysical Domain Computational Domain
dO dO dO dO
dp
dp
dO dO
dO dO
Figure 3-4: Detailed section of grid mapping. Shows the phenomenon of mapping
non-constant to constant grid spacing.
constant, while it clearly does not in the physical domain. Figure 3-4 displays this
concept of mapping non-constant grid spacing to constant grid spacing.
3.1.3 Mapping Equations from the Physical to Computa-
tional Domain
The dynamics of the system are represented through governing differential equations
in the physical domain. These equations are to be solved, however, in the computa-
tional domain, requiring a mapping of the equations from one domain to another.
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Discretization of Derivatives: Need to Map Derivatives
Differential equations are solved computationally by discretization. The discretized
equation on the grid can then be put into matrix form with the appropriate boundary
conditions and solved. For the following example first-order system,
af K
a(
( =[0, 1, 2, 3]
f(0) = 10, (3.1)
the first derivative is approximated with a backwards finite difference expression,
-1 = K. (3.2)
The system can now be put into matrix form as
1
-1
0
L0
0 0 0 fo
1 0 0 fi
-1 1 0 f2
0 -1 1_ 
_f3J
10
K-A(
K -A(
_K -A
(3.3)
and this Ai = b system is solved as = A 1b.
The expressions 2, 2, and a can not be translated so simply to finite differences
on the computational grid shown in figure 3-1. The mappings of these derivatives to
the computational domain must first be defined.
Development of Mapping and Grid Metrics
The mappings are developed for a general physical domain which does not require the
inner boundary to be either straight or stationary. Thus, these mappings can handle
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a vibrating flexible body. The coordinate dependencies are
x(() ((x)
y( , p, 0, -T) p(X, Y, z, t)(34
z ( , p, 0, -r) 0 (X, y, Z, t)
t(Tr) r(t)
Here, time is represented in the physical domain by t and in the computational domain
by r. We need to map derivatives in the cartesian coordinates of the physical domain
to derivatives in the computational domain. This can be achieved using the chain
rule,
Of Of Oa Of Op Of 0
Ox O apOx o0Ox
Of Of Op Of 0
ay ap 19y (0 ay
Of Of Op Of 0
Oz OpOz ao z
Of Of Op Of o0 Of OT
at aat ao at + a.(3.5)
In these expressions, the derivatives relating the two domains appear as changes of
computational coordinates in the physical domain. However, we want to calculate in
the computational domain, so would prefer derivatives of physical coordinates in the
computational domain. To achieve this we use the chain rule in the opposite direction
and manipulate the expressions algebraically,
Of Of Ox Of ay Of Oz
Of Of ay Of Oz
Op Oy ap Oz Op
Of Of ay Of Oz
Of _Of y Of Oz Of at
+ + .(3.6)
r ayr OZOT atOr
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In the mapping used, t = r so that t, = 1. The equations are rewritten in a cleaner
form prior to manipulation,
A = xzf3 + yf + zdfz (3.7)
fp = yPfY + zPfz (3.8)
fo = yOf, + zof (3.9)
f, = yf + z fz + ft. (3.10)
Multiplying equation 3.9 by zP and subtracting it from the product of equation 3.8
and zo, we obtain
(zofP - zPf0 ) = (Zoyp - zPyo)fV
zo fp - zP fo (3.11)
ZOYp - ZpYO
This is now an expression for a generic y-derivative in terms of only derivatives taken
in the computational domain. Similarly, the product of equation 3.9 and y, is sub-
tracted from the product of equation 3.8 and yo, yielding
(yofP - Ypfo) = (y&ZP - ypzo)fz
fz=YefP - Y~O(3.12)
YOzp - YpzO
We define the cross-sectional Jacobian as
J = YpZO - YOZp. (3.13)
The y and z-derivative terms can then be rewritten,
1
fy = 7 (zOfP - zpfe) (3.14)
fz = 1 (-yOfP + ypfo). (3.15)
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An equation for fx can now be formed from equation 3.7 by substituting in equa-
tions 3.14 and 3.15,
1fX=
1
fX = -
ze
[A -
[A
y4 (zofp - zpfo) -
1
+ -[(-yg zo + zgy0)f, + (ygZpJ
1 +
- zaYp)fo]1 (3.16)
The following definitions are employed,
1
YTZX = I(yoz - y. z 9)
1
YXZR = (Ygzp - YPz),
(3.17)
(3.18)
and the generic x-derivative is thus expressed as
1 1fX = 1 + [YTZX fp + YXZR fo].
xgJ
(3.19)
Derivatives in time in the physical domain are mapped to the computational
domain through equation 3.10,
ft = fr - r fy - zr f. (3.20)
The derivatives y, and z, denote how the y and z values of a particular grid point
change in time. By this definition, these are simply the velocity components of the
grid in physical space,
OyV = -T
Oz
Wg =-. 09Zr (3.21)
We now have the collection of first derivatives in space and time mapped from the
physical to computational domain,
1 YTZX Of
J ( Op +YXZR O0
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Of
Ox
1 Of
=---+x- I- (3.22)
Of - 1 O- -azp (3.23)
ay J ap / ao
Of 1 f Of Of\
z -k -Op (3.24)
Of -f - f Of (3.25)
:--=- - - w Vg3.25a
at Or ay
Of 1 Of Of\ ( Of Ofa~
r Vgz -Zp +W (-yo +yp, .
The mappings for derivatives which make up a first-order differential equation are
now defined. Derivatives of the physical space variables on the computational grid
are the components of these mappings, and we refer to these as the grid metrics.
Second Order Mapping
In order to obtain mappings for second derivatives, expressions of equations 3.22,
3.23, and 3.24 are plugged back into themselves. Keeping in mind that all of the
metrics are functions of computational space, the expressions get somewhat lengthy.
Considering g = a, to obtain 2 the expression of equation 3.22 is used on itself,
(2f g I YTZX) g+(YXZR)go
O X2  - -X + + g
1 + YTZX)f YTZX) YXZR) (YXZR) f= -h-k+ fp + AP + f+
/YTZX) 1 YTZX) f (YTZX)f + (YXZR)fo
+ ( i -f + AP +f+ ( io+ i t
+ (YXZR) fo] + (YXZR) [ 1f~ (YTZX)f+ (YTZX) f
+ fo + fool . (3.26)
J oJ /
In the same manner, f is obtained by using equation 3.23 on itself, and a 2 from
using equation 3.24 on itself,
02f g gz -z g\
Oy2 a-y 9 P J~
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-() [00)
Lip (J) o
02f 
_ag
aZ2 OZ
fp+ fPP -
f, + (fPo - )f -
99 + ( go
(YPfo + P)fo
(Yjo) fpo + (YX fo + (J)fool.
The expression for the Laplacian V 2 f = f-, + fy, + fzz can be defined from
equations 3.26-3.28. This is most easily organized by grouping terms as
V 2f = f2 + fy, + fZZ
=CXX feg+CXR fep+CXT fgo+CRR fpp+CRT fpo
+CTT foo + CR f+CT fo
CXX
CXR =
(3.29)
2
2 YTZX
x J
CXT = 2 YXZR
xC J
CRR= YTZX )
2
CRT=2YTZX-YXZR- 2 ZPZ - 2YpYOJ2 J 2 J2
(3.30)
CTT= YXZR )
2
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( ) foo , (3.27)
(3.28)
( p)fo - (i)fpol
(YjO)
= -Y-) (jpfp - (j)fPP +
+ yo2
+ (L P)2
i
+ ,2
+ (Yp - (Yof, -
1 (YTZX\ , YTZX\ (YTZX + (YXZR\ (YTZX\CR-j+ II + I
1 '" 0,- YXZRT\ 0___ 0 ___J _ 'i) (YXZR-) __J__
CT 1 YXZR , (YTZX) (YXZR) + YXZR (YXZR)
These expressions of equation 3.30 are also considered metrics of the grid, used in the
mapping to the computational domain.
First and second derivatives can now be mapped from the physical domain to
the computational domain. With these mappings a second-order differential equation
defined in the physical domain can be transferred to the computational domain and
solved with finite differencing. Expressing the equations as differences in term of (,
p, and 0, a matrix system like that of equation 3.3 can be formed.
3.1.4 Grid Generation
Two methods are used in generating the computational grid to be used, depending on
the complexity of the geometry of the problem being solved. For simple geometries
such as the cylinder of figure 3-2, or for straight rigid foils, the grid is generated
algebraically. A function will position the grid point in physical space according to
its index. In practice, the points at the inner and outer boundaries are defined, and
interior points are smoothed between the two. Accommodation is made near the
boundaries to ensure that the grid is boundary normal. Clustering is used at the
inner boundary, placing points in sufficient density for boundary layer resolution. For
foils with sharp edges, clustering is also used at the ends to resolve the smallest scales
associated with the hydrodynamics around the edge. Such clustering is shown in the
series of plots of figure 3-5.
For complicated geometries involving flexible bodies experiencing large curvature,
the algebraic grid generation fails. Such failure is due to excessive skewing of the
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Figure 3-5: Shows grid resolution around a thin foil. The clustering around the sharp
trailing edge ensures resolution of the smallest length scales.
grid, or the grid overlapping itself. An alternative form of grid generation used is the
solving of an elliptic equation in order to establish a well spaced grid. The popular
method detailed in Thompson et. al. [61] is used. We have
02p 0 2p
02 + 02 = P(p, 9) (3.31)
0y2 + 02 = Q(p,9), (3.32)
which reduces to
aYPP - 2/ypo + -yyo + J2(PyP + Qyo) = 0 (3.33)
az,, - 2/zpo + _Yzoo + J2(Pzp + Qzo) = 0 (3.34)
2 = Y2 +Z , ypy0 zPzo, 7(3.35)
The grid which is generated and its clustering characteristics depends on the source
terms, P(p, 9) and Q(p, 9). In our application, these source terms are found by first
algebraically generating a grid about a straight body with the desired clustering
characteristics. The values of P(p, 9) and Q(p, 9) are then calculated on this grid
from the expressions of equations 3.31 and 3.32. These calculated source terms of
P(p, 9) and Q(p, 9) are then fixed for the duration of the simulation, influencing the
elliptic solver to generate grids with the desired clustering characteristics about the
60
nonlinearly moving body. This method is successful in maintaining the desired grid
characteristics, while avoiding the grid failure which occurs when using an algebraic
grid generator with large body displacements.
3.2 Governing Equations
With the computational domain and required mappings established, the next step is
to define the differential equations which govern the dynamics of the system. The
equations of motion used for this viscous incompressible fluid are the Navier-Stokes
equations. They are to be solved in the primitive variables of velocity and pressure.
3.2.1 The Navier-Stokes Equations
The Navier-Stokes equations describe a force balance of a fluid particle in terms of
inertia, viscous stresses, and the pressure gradient. For the three-dimensional model
of the present study there are three equations, one for the force balance in each
direction.
The equations can be written in vector form, and in dimensional terms the non-
conservative form is
air 1
+ (W. i) = Vp + vV2i. (3.36)
at Vpf
Here, pf is the fluid density and v is the kinematic viscosity, both of which are assumed
to be constant. The following nondimensionalizations are employed using the body
length-scale L, and the input flow V,
V
t* 
t
L/V
L
* =(3.37)
P f V 2
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Now, equation 3.36 can be rewritten in nondimensional form as
V 2 aV* V 2  V 2  +
+ (7 * -if*)* =tV*p*+ (3.38)L at* L L L2
and dividing by V 2 /L and defining the Reynolds number as Re = VL/v we obtain
ar* 1
+ (6* - V*)V* = -V*p* + RV2 **. (3.39)
The superscripts denoting nondimensional variables are eliminated for convenience,
and all equations are considered to be nondimensional henceforth,
+ ('6- V)6= -VP+ V. (3.40)
at Re
The three momentum equations are written in expanded form as
12
ut+uux+vy +wuz = -pX + 1Vu (3.41)
Re
vt +uvx +v vy +w Vz =-py + V2V (3.42)Re
Wt + UW +Vwy+wwz = -pz + V2W. (3.43)
Re
Using the mappings of equations 3.22-3.30, the Navier-Stokes equations can be mapped
into the computational domain as
1 1
u, + u{-u + -YTZX up + YXZR uo] } + (v - vg) [zoup - zpuo]}
x+ JI
+(W - W){j[-Youp + ypUO]} =
1 1
-p + -[YTZX pp+ YXZR po]}
x + JL--p
1
+Re (CXX u + CXR ugp+ CXT ugo+ CRR upp
+CRT uo 0 CT Tp+ CR up +CT O) (3.44)
VJ +u{-vJ + [YTZX vp+YXZR o]} +(v -vg){ [zop - zpvo]}
xC J
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+(W - wg){ [-yovp + ypvo} =
{ zopp - ZpPoI}
+ (CXX vc + CXR vp + CXTvo + CRRvppRe
+CRT vpO + CTT voo + CRvp + CT vo) (3.45)
1 1 1
wr + u{-w + [- YTZXwwp + YXZRwo]} + (v - vg){j[zowp - z~wo]I
+(w - w9){ [-yowp + ypwo]}=
{ +-yopp yppo}
++(CXX wC + CXRwgp + CXT wO + CRRwpp
+CRT wpo + CTT woo + CR wp + CT wo). (3.46)
3.2.2 The Problem of Pressure: Conservation of Mass
With the velocity equations defined, the velocity can be determined for a given pres-
sure field. The problem now consists of determining the appropriate pressure field.
For a grid size N, the problem has 4 -N unknowns as (u, v, w, p) at each grid point.
However, the Navier-Stokes equations give only 3. N equations. The fourth equation
used to make the system determinate is the conservation of mass. Mass conservation
in an incompressible fluid is expressed as a divergence-free velocity field,
-V= U + V + wz = 0, (3.47)
which ensures that the mass in an infinitesimal control volume is conserved. The
expression of equation 3.47 applied at each grid point offers us the N missing equations
which allow us to solve the system.
It seems that it might be possible through finite differencing to form a matrix
equation, AS = b, with the column vectors having 4N entries representing the four
variables at each grid point. Even beyond the complexity of constructing the A
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matrix for the mapped three-dimensional problem, the nonlinearity in the momentum
equation makes such a linear construction impossible for a fully implicit scheme.
Methods for numerically solving these equations have been the object of much
attention. The course of many is to find a route from conservation of mass, equa-
tion 3.47, to a determination of the pressure field. Essentially, a pressure field is
required that, when used in the Navier-Stokes equations, ensures mass conservation.
As such, the pressure field is a function of the velocity field, and the velocity field is a
function of the pressure field. For the fully implicit scheme being used, the pressure
and velocity need to be solved simultaneously. This is accomplished using an iterative
procedure.
3.2.3 Development of the Pressure Equation in Continuous
Form
A Poisson equation for the pressure is arrived at by taking the divergence of the vector
form of the Navier-Stokes equations 3.40,
[p= - -( ) e . (3.48)P at W.)+Re
The right-hand-side of the equation 3.48 is expanded as
S-Vp = a- t V - [(-- - A)U + Re i- ) (3.49)at R
Applying conservation of mass, the first and last terms of the right-hand-side of
Equation 3.49 disappear, so that
V -Vp = -V -[(. V- i).(3.50)
The result is a Poisson equation for a pressure field which enforces mass conserva-
tion in the Navier-Stokes equations. While the development in continuous form is
straightforward, it becomes more complicated in discrete form. Careful matching of
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the discrete pressure and velocity equations is needed in order to maintain accuracy
of mass conservation. These details are given in 3.3.
3.2.4 Boundary Conditions in Continuous Form
As with the example problem of equation 3.1, boundary conditions are needed to
solve for the velocity and pressure fields. For these second order differential equations
there are two choices for nonperiodic boundary conditions. The Dirichlet condition
specifies the values of the variable at the boundaries, while the Neumann condition
specifies the variable's derivative at the boundary.
Periodic boundary conditions are used for the and 0-directions. This simply
means that the domain is considered to connect to itself in these directions. This is
easily conceived for the 0 or circumferential direction in figure 3-2. For the s-direction,
the minimum and maximum x in figure 3-1 are considered to connect.
Velocity Boundary Condition
Both Dirichlet and Neumann conditions can be specified for the velocity field. For
the inner solid boundary we use a Dirichlet no-slip, no-flux condition. At the outer
boundary we use a combination of Dirichlet and Neumann conditions according to lo-
cation. A Dirichlet condition is specified upstream as the inflow boundary, setting the
ambient flow parameter, while Neumann conditions are set at the outflow boundary
to minimize influence of the boundary on the downstream wake.
Pressure Boundary Condition
For a domain periodic in the and 0-directions, a pressure boundary condition is
required only at the inner and outer extent of the p-direction. A Neumann pressure
boundary condition in this direction follows directly from the formulation of the
pressure system which ensures a divergence-free velocity field. The exact form is
discussed later in 3.3.3, but the relation between the normal pressure derivative and
that in the p-direction is shown below.
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The Neumann condition for the pressure derivative in the normal direction in
physical space is given as
Pn = XnPx + ynPy + ZnPz. (3.51)
Consider the surface tangential directions to be T1 in the circumferential direction
and T2 in the axial direction, giving the geometric relations
YO
yTJ = fy! + 2
__zo
zV= y2 + Z02
X7r 2 =
2+ Y2 +
yr2 -
Y
2+ Y2 +
Z = 2 .2+z(3.52)
X+ y+ +
The cartesian components of the outward facing normal are expressed in terms of
these relations,
Xn = Yr 2 Zn - Z-2 Yr 1
zn= X r2Yr. (3.53)
The relations of equation 3.52 are used in equation 3.53 to form an expression for the
normal pressure derivative from equation 3.51 as
Pn = W YzPX + ZOPY - YOPz] (3.54)
xj+Y y zfy+ z+
The pressure derivatives in physical space are written in terms of derivatives in com-
putational space using the relations of equations 3.22-3.24. With terms grouped
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according to the pressure derivatives we find
-x_ [YTZX (YTZX 2 +Z y2\
2 + + =++ + -++ ) Pp+ (3.55)
YTZX-YXZR z-z, yoyp P
J - _ - j PGJ-
This expression for the normal derivative will be used for comparison to the Neumann
boundary condition of pp, derived from the discrete mass conservation in 3.3.3.
3.3 The Discrete Equations
Now that the form of the continuous equations has been laid out, the discrete equa-
tions are to be developed. The second-order time and space discretizations are de-
scribed, with analysis of the associated error. The discrete pressure equation is dis-
cussed in terms of the associated error to the mass conservation.
3.3.1 Time Integration
There are a number of implicit, explicit, and combined time integration schemes
which are used in solving the Navier-Stokes equations. Fully implicit schemes require
simultaneous solution of the velocity and pressure, which are functions of each other
and must be solved in iterative fashion. Explicit schemes avoid the need for such
iteration, but have a time-step restriction for stability. Fractional-step methods ease
this time-step restriction by treating the viscous term implicitly, but maintain explicit
treatment of the convective term. As such, these methods have stability restrictions
associated with flux over the grid during the span of a time step. For the very fine
grids used to resolve flow at the boundaries and sharp edges in the present study, a
fully implicit method was needed to avoid excessive restriction on the time step.
For the following analysis we will consider the Navier-Stokes momentum equations
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in the form
= G(V, p, V ). (3.56)
Here, r is used to emphasize that the time derivative is being taken on the compu-
tational grid which, in general, can be moving with velocity V'g. With the distinction
made clear, t will be substituted for r henceforth.
Second-Order Backwards Euler (BDF-2)
The simple Second-Order Backwards Euler or BDF-2 implicit scheme was used. This
stable scheme has second-order accuracy and in semi-discrete form is written
36+1 - 4Vn + -1  -
2A= Gn+1 (3.57)2LAt
In order to confirm the accuracy of this scheme we take a Taylor Series expansion of
the left-hand side of the semi-discrete equation,
3M+1 - 40 + M"1 I[3f
2At 2At
-4Vn+1 + 4At +1 - 4 t2 +1 + 4 At3 i + O(At)
+ 
-(2A t)+1 + t)2 A(2 3it1 O( t4)]2t6
- -+ i_ t + O(A t3 ). (3.58)
The semi-discrete equation can thus be shown to differ from the continuous equa-
tion by a second-order error as
j l n+1 + l-'n1A2Vt1+1 =G+ 3+ (t2. (3.59)
The Navier-Stokes equations can now be written in semi-discrete form for the
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BDF-2 scheme,
3M+-1 
-4 + M-1 
_ _((r+1 
_ j . )-n+1 
_ VPn+1 + 1 V2Vn+1. (3.60)
2At gRe
Similarly, the semi-discrete Poisson equation is formed for the pressure,
(3.61)
Forming the fully discrete form of this pressure equation is somewhat more compli-
cated, as assurance that the pressure yields a mass-conserving velocity is required.
This is treated in detail in 3.3.3.
3.3.2 Spatial Discretization
The discretizations taken in space are all at least second order. General derivatives
are taken with central differences. Boundary derivatives are taken as second-order
one-sided differences.
First Derivatives
Error of the first derivative central difference for a function f(x) is
i+1 A-1= + Ax f' + AX2f+1 AX3f"+ 0(Ax 4 )2Ax 2Ax 2 6
1 1
-f+A f 2 Ax~+Af (x)
1
= fl + 1 Ax2 ff". (3.62)
6
Error for the backwards and forwards one-sided differences are
Backwards:
3fi - 4ff-i + fi-2 - 1
2Ax 2Ax
4 4
-4fi + 4Ax fl - 4Ax2f" + 4AX 3 f4" + O(AX 4 )2 6
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V . VPn+1 = 7 _ ((VUn+l _ j-g+1) . V)Vn+1
+f - 2Ax f +
= - 3 AX2ff"
(2Ax)2f 
- (2Ax) 3 f" + O(Ax 4 )]2 6
(3.63)
-3fi + 4fi+ 
- fi+2 
_ 1 [-3f-
2Ax 2Ax
4 44f, + 4Ax f' + 4 Ax 2fi" + 4Ax 3f" + O(Ax 4)S2 6
-ft - 2Ax f - 2(2Ax)2fi1 _ 1(2Ax)3fi" + O(Ax 4)]2 6
= f 3 AX2f f". (3.64)3
Second Derivatives
Second-order forms are also used for the second derivatives, both for center differences
and one-sided differences at the boundaries, as
Center:
f i+ - 2ft + f-i1 _
Ax 2
1
Ax21
1fA + Ax f,+ 1 Ax 2ft" 1+ 1 Ax 3f"6
-2ff + ft - Ax f' + -Ax 2fi -S2
1
= fA +-r ff"
++ 24Ax4f"
1 Ax 3 f"t
+ O(Ax 5 )
1
+ -Ax 4 f""lf + O(AX 5)]24
(3.65)
Backwards:
2fi - 5fi-i + 4ft-2 - fi-
-5fi + 5Ax fl -
- I [2ff
,AX2
5 5
2 +
+4fi - 4(2Ax)fil + 4(2Ax)2f i
2(3Ax)2f" +-fi + (3Ax)f' -
11
= f' -12
4 241 (2Ax)3fi" + (2Ax)4f7'" + O(Ax5 )
( ) 6!4(3Ax)4f"'+ O(Ax 5)]
(3.66)
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Forwards:
5
-24
+ O(AX 5 )
Forwards:
2fi - 5fi+1 + 4fi+2 
- A+3 1 [2f-
Ax 2  AX2
$15 5 5
-5ff - 5Ax f - f2 6 24
S2 6 24
-fi - (3zAx)fl - I(3Ax)2fil' - (3A x)3fi" _ (3A x)4f"' + O(Ax 5 )]2 6 24
11
= ' 12 (3.67)
Mixed derivatives involve using the second order first derivatives twice,
02 f 
_fyi+ 1 - fyi-i = /i + 1 yfyy~ + 1 XfXi
Oxay 2Ax 6fy 6
Upwinding
Stability of the convective term in the Navier-Stokes equation cannot be understood
by linear analysis. Nonlinear instability of the high wave number modes is often coun-
tered by introduction of numerical dissipation with an upwinding scheme. Discrete
spatial derivatives taken are based more heavily on information upstream of the point
of interest. The biased upwinding scheme used contains a third-order dissipation term
as
For u > 0:
Of fi+2 - 2fi+ 1 + 9fi - 10fi-1 + 2fi-2 (369)
ax 6Ax
For u < 0:
Of _ -2fi+2 + 10fi+ - 9fi + 2fi_ - fi-2 (3.70)U0  6Ax
where
fi+2- 2fi+ + 9f - 10fi- + 2fi-2 1
f~ ~ ~ + (2xif + -(AX) 3fl" +( 1~~"
S1 1 1 (2Ax)5 ff., + (2Ax)f + (2Ax)2f (2 + 24 (2 ' + 120
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2 2 2 2
-2fi - 2Axf' 2  2 4 f 120 Axft"" + 9f2 6 24 120
10 10 10 f 10
-10fi + 10Axfl - - -Ax - AX2f+ AX 5 f2 6 24 120
+2fi - 2(2Ax)f/ + 2(2Ax)2fll _ 6(2Ax)3f" + 2 4 A f'" - 2 A 5 ""26' -2x~f 120
1 36
= u [6Axf' + -Ax 4fi"' -
6Ax 24
1
= u[fl' + -Axof4"' -
24+ O(AX 6 )]
120Ax " A5
1
- Ax 4 f""]30
-2fi+2 + 10fi+ - 9fi + 2fii - 1fi-2
6Ax
2 (2AX)2fil _(2AX)3
1
U 6Ax
2 A)4fi" -
24(2x4f'
10 10
+10fi + 1OAxf' + 2Ax2 f'+ 6 AX 3 f+
2 6 24
+2fs - 2Axf' + 2 2
1
-fj + (2Ax)f -2(2Ax)2fi'2
1
+ I(2Ax)3fi' -6
10 10
2 4  +120
- 2 Ax 5 f""120
124(2Ax) 4f'" +24
1
1  6A' 36 24
= u 6 Ax 24 120 Axafg""+ Ax 6)
= u[fV! -' 3- Ax 4fm""]. (3.72)
The scheme used is therefore third-order accurate with leading order dissipation error
and a fourth-order dispersion error.
In both equations 3.71 and 3.72, the convective term with leading error appears
as
u f' +Jl IIAx3f"" (3.73)
Considering f as a collection of wavenumber modes of the velocity field, the convective
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and
U
(3.71)
2
-
term can be rewritten as
f = fjek u f'+ Jul Ax3f" _ U f _ u 1 Axf" k . (3.74)
4 4
Using the leading order discretization error of only this convective term, the Navier-
Stokes equation, equation 3.40, is rewritten to display the effect of this error on the
spectrum of wavenumber modes,
+t (( Re=-Vp + +104 Ax k V2 J. (3.75)
The strength of the artificial dissipation introduced by the upwinding of the convective
term is a function of the wavenumber. Order-one wavenumbers will be dissipated as
Ax 3, while wavenumbers of order 1/Ax (wavelength order of the grid spacing) will
be dissipated as Ax. Such numerical dissipation controls the nonlinear instability
associated with inability to resolve the high wavenumbers. This is done with minimal
nonphysical effect to the lower wavenumber modes.
Treatment of the upwinding is complicated somewhat by the use of nonorthogonal
coordinates. There is a need to group the terms of the convective portion of the
mapped Navier-Stokes equations, equations 3.44-3.46, into the multipliers of V , VP,
and iso,
. + _u uYTZX + (v - vg)zo - (w - Wg)Ye -.
u YX ZR - (v - vg)zp + (W -wy~ _.P - + I 2-[) =-V+- V f. (3.76)
1 J Re
The sign of the multipliers A, B, and C, as defined below, determines the stencil of
the derivatives in the , p, and 9-directions, respectively, according to equations 3.69
and 3.70,
1A= -- u
x C
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B uYTZX + (v - vg)zo - (w - wg)yo
J
uYXZR - (v - vg)zp + (w - wg)yp (377)
3.3.3 The Discrete Poisson Equation
It can be recalled from the development of the pressure Poisson equation, equa-
tions 3.49 and 3.50, that a pressure field which ensures mass conservation is desired.
This was previously shown in continuous form, but things become complicated in the
discrete derivation.
Deriving the Discrete Pressure Equation
For a pressure field which forces the discrete divergence to be zero, the divergence
error will be second order. This is shown below in cartesian coordinates, with D
representing the discrete center difference representation of V,
. - V 1 1 1
E) v = V - A+ -L 2 u'"+ Ay 2 v"' + Az 2 w' = 06 6 6
V - V -A~X U" - _AY2 V11 - !AZ WI. (3.78)
6 6 6
Thus, there is some error to the mass conservation due to the discrete vector operator
D. This error will be designated el,
1 1 1
ei = A _ " - -Az 2 w'". (3.79)6 6 6
For the curvilinear coordinates used, D needs to be expressed in the computational
domain. The expressions of equations 3.22, 3.23, and 3.24 are employed, requiring
the use of the grid metrics. If these metrics were available in exact form from analytic
expressions there would be no error associated with them. However, the metrics are
calculated numerically on the grid using the second-order discretizations discussed
earlier. For this reason, the error given by el on the curvilinear grid actually comes
from the product of second-order expressions. Such a product will retain second-order
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accuracy, so that
el = O(A 2 ). (3.80)
The error in mass conservation due to the discrete divergence is not the only
associated error. With the implicit scheme used, the velocity and pressure are solved
in an iterative fashion which will be detailed later. From such a scheme there will be
an error associated with not having obtained exact convergence of the solution. This
convergence error is a function of the tolerance being used, and will be designated e2 .
In deriving the fully discrete Poisson equation, a time step is designated for the
discrete operator D, as the grid metrics on a moving grid are a function of time. We
first rewrite equation 3.60 with the discrete operators indicating the fully-discrete
Navier-Stokes equation,
3Mn+1 - 4M" + F)--
2At
-((on+1 - ez+l) . un+D)vn+1 _ En+lpn+l + ! n+1on+1. (3.81)
Re
Here, L is the discrete Laplacian which applies the second-order spatial discretiza-
tions of equations 3.29 and 3.30. The upwinding operator is designated by Du. The
terms of the discrete Navier-Stokes equation are then rearranged as
3 - + fn+lpn+1 + F, (3.82)2At F1(82
where
41 = M --1 - _ ) . Egun+v+ +1 1 n+lm+l.
2At g Re L (3.83)
The discrete divergence operator at time n + 1 is applied to equation 3.82,
3 En+1 . vn+1 _n+ 1p+ + Dn+1 .n. (3.84)2At F.(84
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Forcing the right-hand side of equation 3.84 to be zero makes the discrete divergence
zero. It should be noted that the viscous term of the velocity Laplacian is not included
on the left-hand side. This is due to the following inequality for the fully discrete
transformed equations,
D -(1V) 4 L(D -V). (3.85)
Likewise, the earlier velocity terms from the time derivative are not included on the
left-hand side, as the discrete divergence operator applied is not from the same time
step as these velocities.
If a pressure field is found which ensures that the right-hand side of equation 3.84
disappears, then the mass error will be limited to e1 +e 2. This seems at first relatively
straightforward, a matter of ensuring that the discretization is chosen properly in the
pressure Poisson equation.
Consider the one-dimensional case where Dn+lf, = Aj(fj+j - fi_ 1)/2Ax so that
equation 3.84 is
3 A - -A +Ai I-1 -2 + A Fai - (3.86)
2At 2Ax 2Ax 2Ax
Thus, the pressure equation which yields zero discrete divergence can be written in
discrete form as
Ai2 (Asi~ p i+2 - A -ip -A j_1p + Ai_ 1pi- 2 ) = A i 2 - = O-2, (3.87)4AX2 2Ax
or
L5 p = oU. (3.88)
Here, Z5 represents the discrete pressure Laplacian operator taken over a five point
stencil. With such a discrete operator, it's clear to see that neighboring pressure
points are uncoupled from each other, a phenomenon that extends to two and three-
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dimensional formulations. It's important to understand the nature of this decoupling
in solving the pressure system. Use of a compact three point stencil does couple all
of the neighboring points, but eliminates the consistency between the pressure and
velocity solutions. Such lack of consistency manifests as an error in the discrete di-
vergence. In order to maintain the consistency and not introduce any error to the
discrete divergence, the five point scheme is used. Global coupling between the 'inde-
pendent' grids is obtained in the solution procedure through the boundary treatment
and the desingularization method, as will be later described in 3.4.
Forming the Pressure Coefficients
Now the exact expression for LSp on the three-dimensional transformed grid is to
be formed. This is done by plugging equations 3.22, 3.23, and 3.24 into themselves.
However, unlike with the Laplacian used in the viscous term, the E5 rules for forming
the coefficients must be carefully followed to ensure consistency with the discrete
Navier-Stokes equations and discrete mass conservation. Three indices are (i, j, k),
assumed to be centered in the fully discrete representation if not otherwise indicated.
For the x-direction we have
DxDxp=Dx p+YTZX pp + YXZR Po =AX+BX+CX, (3.89)
where
1 1 (YTZX 1 YXZRAX= 2p< - PP +- PO (.
_ Pi+2 - 2P +Pi-2 + 1 YTZXi+ 1 )pi+1,j+1 - pi+i,j-_
x2 4A 2 x 2A Ji+1 ) 2Ap
1 1 YTZXi_1) pz-i,j+1 - pi-1,j_1 +
x g 2A Ji _1 2,Ap
1 1 YXZRi+1\ Pi+1,k+1 - Pi+1,k-1
x 2A Ji+1 ) 2A
1 1 YXZRi-1) Pi-1,k+1 - Pi-1,k-1.
x 2A Ji_1 2AO
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(YTZX \
ppBX= YTZX +1 + (BX i = p+
YTZX 1 Pi+i,j+i - Pi-i,j+i - Pi+i,j-i + Pi-i,j-i
J x 4A Ap
YTZXi+1)
(YXZR j+)
Ji+1 f
Pj+2 - Pi 1 (YTZXj-_1) P3 - Pj-2
2Ap 2Ap Jj_ 1 } 2Ap
Pj+1,k+1 - Pj+1,k-1 I
2A9 2Ap
YXZRj-1\
Jj-1 )
Pj-1,k+1 - Pj-1,k-1
2AO
CX=YXZR [ I 0 +(YTZX )(YXZR )1
YXZR 1 Pi+,k+1 - Pi-1,k+1 - Pi+l,k-1 + Pi-1,k-1
J x 4A AO
(YTZXk+1)
Jk+1 /
YXZRk+1
Jk+l
Pj+1,k+1 - Pj-1,k+1 _ 1
2Ap 2A9
Pk+2 - Pk 1 (YXZ
2AO 2A0 Jk-
YTZXk-l1
J-1J
Pj+1,k-1 
- Pj-1,k-1 +
2Ap
Rk-1 Pk - Pk-2
1 2AO
For the y-direction we have
DyDyp = Dy pp - Po = AY + BY,
L(
p - ( po (3.94)
zoj+1
Jj+1 )
1
2A
Pj+2 - Pj
2 Ap
Zj+ Pj+1,k+1 - Pj+1,k-1
J3 +i ) 2A9 +
zoj-) Pj
p Jsi
zp j-1
2Ap Jji-
- Pj-2
2Ap
Pj-1,k+1 - Pj-1,k-1
2AO
BY = -L (5 pP\o - (ppoJ [\ le \
zp 1
J 2A0
1
2L6
ZOk+1 Pj+1,k+1 - Pj-1,k+1
Jk+l / 2Ap
Zpk+1 Pk+2 - Pk
Jk+l AO
+ 12A0
Zpk-1
Jk -
(3.95)
1 ZOk-1 ) Pj+1,k-1 - Pj-1,k-1
2AO \Jk-1} 2Ap
Pk - Pk-2
2A6
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1
2Ap
1
2Ap
+
1
2tAO
1
2A
(3.92)
where
AY=A J=Z
(3.93)
z0 1
J 2Ap
1
2Ap
(3.91)(YXZR \o P
For the z-direction we have
DzDzP = D PP +
J+
yPO= AZ + BZ,
AZ-[ 
-PP+ P (3.97
Y e _ 1
J 2Ap
1
2
'Ap
SYPj+1i
Ji+1)
Yj+1 Pj+2 Pj
Jj+I ) 2Ap
Pj+1,k+1 - Pj+1,k-1
2LAO
1
+2Ap
1
2Ap
Yej-i)
SYPj-1i
j_1
Pj - Pj-2 +
2Ap
Pj-1,k+1 - Pj-1,k-1
2AO
BZ =Y- e ( p)
= Y I~ (YeO k+1 Pj
J 2AO Jk+1 )
1 Yp k+1 Pk+2 - Pk
2A0 Jk+1 2A0
+1,k+1 -
2A
1
2A9
Pj-1,k+1 1 (Ye k-1
p 2L0 ' Jk__ -1]
Ypk-1 Pk - Pk-2
-Jk1 ) 2A0
The pressure stencil involves nineteen points with the following coefficients,
1 2
Cijk 12
x 4 A2
YTZXi,j,k 1
i,j,k 4LAp 2
YXZRi, j ,k 1
ijk 4A0 2
ZeO,j,k 1
i,j,k 4Ap 2
Zp i,j,k 1
Ji,j,k 4A9 2
Y i,j,k 1
Ji,j,k 4 ,Ap2
Yp i,j,k 1
Ji,j,k 4A92
YTZXt,,+l,k
Ji,j+1,k 
Y XZRI~j,k+1
J ,j,k+1 /
Zei,j+1,k
Ji,j+1,k /
Zpi,j,k+1 
_
J ,j,k+1 /( Yi,j+1,k
Ji,j+1,k /
Yp i,j,k+1
Ji,j,k+1 /
ZO i,j,k
i,j,k 4
Zpi,j,k 1
i,j,k 4A9 2
Y i,j,k 1
Ji,j,k 4LAp 2
Ypi,j,k 1
Ji,j,k 4A92
YTZXi, j ,k 1 (YTZXz 1 ,k
Ji,j,k 4 Ap2 J~-~
YXZRi,j,k 1 YXZRI ,k1
Ji,j,k 4A92 J ,j,k- /
ZO ij-1,k
Np2
Ji,j,k-1/
Y6 i,j-1,k
Ji,j-1,k/
Yp i,j,k-1
\ i,j,k-1/
(3.99)
(3.100)I ICi+2,j,k = 2Pj4A
where
(3.96)
(3.98)
Pj+1,k-1 - Pj-1,k-1
2Ap
+
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(3.97)
1 1 YTZXi 1 ,j,k 1 1 YTZXi, j ,k
x 4A Ap Ji+l,j,k x 4A LAp Ji,j,k
1 1 YTZXi+l,j,k _ 1 1 YTZX ,k
x- 4A Ap Ji+,j,k x 4/ Ap Ji,j,k
1 1 YXZRi+l,j,k 1 1 YXZRik
xC 4A AO Ji+1,j,k xc 4A AO Ji,j,k
Ci+1,j+1,k =
Ci+1,j-1,k =
Ci+1,j,k+1 =
Ci+1,jk-1 -
1 1 YXZRik
xE 4A AO Jj
1 1
Ci-2,j,k = 24AP 2
Ci-,j+1,k =
Ci-1,j-1,k =
Ci-1,jk+1 =
Ci-1s k-1 =
1 1 YTZXi-l,j,k
xc 4A Ap Ji-1,j,k
1 1 YTZX ,k
x 4A Ap J
1 1 YTZXi 1 ,j,k 1 1 YTZXijk
x 4 A Ap Jiljk x 4A Ap Jijk
1 1 YXZRi-l,,k 1 1 YXZRijk
x 4A AO Ji-l,j,k xE 4A AO Jijk
1 1 YXZ i-1,,k 1 1 YXZRi,j,k
x 4AtAO Ji_1,j,k xE 4AzAO Ji,j,k
Ci , = YTZXi,j,k 1 ( YTZXij+l,k + ZOi,j,k 1 zOi,i+1,k
Ji,j,k 4Ap2  Ji,j+l,k / i,j,k 4,Ap2  Ji,j+l,k
+ YOi,j,k 1 Y6i,j+1,k
Ji,j,k 4Ap2 (Ji,j+1,k
(3.101)
(3.102)
(3.103)
(3.104)
(3.105)
(3.106)
(3.107)
(3.108)
(3.109)
(3.110)
CijYZk+X = YTZXijk 1 YXZRi,j+,k YXZRi,j,k 1 YTZXi,j,k+l
i,j,k 4ApAO Ji,j+1,k Ji,j,k 4ApAO Ji,j,k+1
ZOi,j,k 1 Zpi,j+1,k Zp i,j,k 1 ZOi,j,k+1
Ji,j,k 4ApA9 Ji,j.l,k Ji,j,k 4ApAO Ji,j,k+1
YO i,j,k 1 Ypi,j+1,k 
_ Ypi,j,k 1 YOi,j,k+1 (3.111)
i,j,k 4ApAO Ji,j+1,k Ji,j,k 4ApAO Ji,j,k+1
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1 1 YXZRi+1,j,k
x 4A AO Ji+l,,k
Cij+Yk-1 YTZXi,j,k 1 YXZRi,j+l,k YXZRi,j,k 1 YTZXk1
Ji,j,k 4ApAO Ji,j+1,k Ji,j,k 4ApA0 Ji,Jk-1
ZO i,j,k 1 Zpi,j+1,k Zp i,j,k 1 ZOi,j,k-1
Ji,j,k 4L\pZAPU Ji,j+1,k
YOi,j,k 1 Ypi,j+1,k Ypi,j,k 1 YOi,j,k-1
Ji,j,k 4ApAO Ji,j+l,k Ji,j,k 4ApA9 Ji,j,k-1
(3.112)
YTZXijk 1
Cij-2, 
- 4AP2
+ Z 4ik 1Jijk4Ap 2
YOi,j,k 1 (YOi,j-1,k (3.113)
J ,j,k 4 Ap 2  Ji, -1,k
Cij1lk+l YTZXijk 1 YXZRI,, 1,k YXZRi,j,k 1 YTZXi,,k1l
Ci ~j-i 4ApAO Ji,j-1,k Ji,j,k 4ApAO Ji,j,k+1
ZO i,j,k 1 Zp i,j-1,k Zp i,j,k 1 ZOi,j,k+1
Ji,j,k 4ApAO Ji,j-1,k Ji,j,k 4ApA9 Ji,j,k+l
SYOi,j,k 1 Ypi,j-1,k + Yp i,j,k 1 YOi,j,k+1
+ i,j,k 4/pAO Jij-lk J 4ApAO Ji,j,k+l
(3.114)
Cijlk - YTZXI,j,k 1 YXZRi,,jl,k YXZRi,j,k 1 YTZXi,j,k1
Ji,j,k 4ApAO Jij-1,k Ji,j,k 4ApAO Ji,j,k-1
ZOi,j,k 1 Zpi,j_1,k Zpi,j,k 1 ZOi,j,k_1
Ji,j,k 4,ApAO Ji,j-1,k Ji,j,k 4ApAO Ji,j,k-l
Y 6ij,k 1 Ypi,j-1,k __ Yi,j,k 1 YOi,j,k-1
Ji,j,k 4ApAO Ji,j-l,k Ji,j,k 4ApA9 Ji,j,k-1
(3.115)
YXZRi,j,k 1
Ci k+2 =4A 2
(YXZRij,k+1
Ji,j,k+1
+Zpijk 1
Ji,j,k 4AO2
Yp i,j,k ( Ypi,j,k+1
+ i,j,k 4A2 ( ,j,k+1 /
k-2 -YXZRi,j,k 1 (YXZRi,j,k-1
Ji,j,k 4gg J,j,k-1
+ p i,j,k I Yp i,j,k-1
Ji,j,k 4AO2 ( J,j,k-1 )
+ Zpijk 1
Ji,j,k 4Ag2
(3.116)
Zp i,j,k-1
(3.117)
The discrete source term, the right-hand-side, comes from the application of D -F,
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di,j,k 4L.PL.X di,j,k-1
Z6i,j-1,kYTZX _1-,k
Zpi,j,k+1
Ji,j,k+1
and is written
1 Fx, - Fx1 _ YTZX Fx3  - Fx- YXZR Fx,, - FU- = + (3.118)
x 2AL J 2Ap J 2A0
zO FY3+1 - FY- Z Fyk+l - Fyk-_ yO FZ. - FZi_ 1 + YP Fzk+1 - Fzk1
J 2Ap J 2A9 J 2Ap J 2A0
Treatment at the Boundary
The Neumann pressure boundary condition must be constructed in such a way as
to maintain consistency between the velocity and pressure systems. It's important
to consider the effect of the boundary derivative enforced on this consistency at the
point adjacent to the boundary. In fact, the boundary derivative component of the
adjacent point pressure equation is used exactly as the boundary condition.
The implementation of the boundary condition is first illustrated in a two-dimensional
cartesian system with boundary in the y-direction. The momentum equation is writ-
ten as
Dp = aU+ f. (3.119)
The pressure equation is found by taking the discrete divergence of the above equation,
D -Dp = aD -V+ D -F. (3.120)
Interior points would normally have mass conservation enforced by setting the velocity
divergence term to zero. For the case adjacent to the boundary the equation is
expanded, using PY to represent the boundary derivative,
Pj+2-Pj 
- Pj-Pi+2- 2pi + Pi-2 + 2A (3.121)
4A2 2A
a[%+1 - U-1 Vj+1 - Vj_1 F,, - Fx_ Fyj - Fy-at 2A +2A 2A + 2A
The boundary condition is then taken as that part of the above expression evaluated
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on the boundary,
1 a i Fy_1 . (3.122)
2A 2A 2A
Now, equation 3.121 is rewritten with the divergence term set to zero, so that it
enforces mass conservation,
Pi+2 - 2pi + Pi-2 + 1 = (3.123)
4A 2  2A
Fxl - F 1  Fv, - Fy
2A 2A '
and substituting for PY from equation 3.122,
Pi+2 - 2pi + Pi-2 + Pj+2 - P= (3.124)
4A2 4A 2
aj1 +1 Fx, - Fx,_1 F
2A 2A 2A
The equations 3.124 and 3.122 are those to be solved on the boundary-adjacent and
boundary points, ensuring mass conservation. A second-order forward derivative
would be used for the discrete formulation of the boundary pressure derivative PfY,
reflecting that equation 3.122 is just an expression of the momentum equation normal
to the boundary.
Another way to consider this method is starting from the expression of the discrete
divergence,
D - = -Ui+1 - vi-1 + Vj+1 - vj_1 (3.125)
2A 2A '
and substituting in from the momentum equation 3.119. The difference at the bound-
ary is that the velocity is given, it is not solved from the momentum equation. For
this reason there is no such substitution made at the boundary, instead retaining the
boundary velocity term in the boundary-adjacent divergence equation. This results
in the boundary-adjacent equation 3.124.
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The formulation is now extended to our transformed three-dimensional problem
by considering the boundary derivative terms in the boundary-adjacent formulation
of the pressure equation from equations 3.90-3.98. The boundary derivatives contain
components in all computational directions.
The boundary derivative expression for the lower boundary is
YTZX 1 1 1 YTZXj_1  1 YXZRji j_1 126)
J 2Ap -1 2Ap Jj_1 -12Ap Jj_1 _ .2)
z+ 1 zOj_1 1ZPj_1 \j_J 2Ap 2Ap j 1  P + J+_1
+ YO Y05-1 1~ - Pj-1 j_
J (2Ap Jj_1 2Ap Jj_1
YTZX ( 3 u _1 Fxj_ zo 3 vj-1 Fyj
J 2At 2Ap '2Ap J 2At 2Ap 2Ap
YO 3 wj-1 Fzj_
J (2At 2Ap '2Ap'
and for the upper boundary is
Y TZ X 1 .1 N1+1 Y TZ Xj+1p,+ 1 Y X Z R+ P 1 \.27
J 2Ap x " 2,Ap Jj+1 "12,Ap Jj+1 p, 317
Z++11
J 2Ap J+1 2A Jj+1
YT O 1 YOj+1 1 YPj+1 + 1
J (2Apj+1 2Ap J+1  2Ap J3+1
YTZX ( 3 u+1 Fx, 1  + zo 3 vj+1 Fy+
J 2At 2Ap 2Ap J 2At 2Ap 2Ap
Yo 3 wj+1  F
J (2At 2Ap 2Ap
These lower boundary and upper boundary derivatives are cancelled (added and
subtracted, respectively) from the boundary adjacent pressure equations, with the
appropriate modifications made to the right-hand-side source terms. This again is
just a matter of using the exact boundary velocity in the discrete divergence equation
rather than one expressed in terms of the momentum equation. It can now be noted
that these pressure derivative expressions are in the physical normal direction as
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formulated in equation 3.55.
Substituting equations 3.126 and 3.127 into the boundary-adjacent equations gives
a modification to both the pressure coefficients and to the source term, just as with
the two-dimensional cartesian system. For the lower boundary, the modifications are
1 2
CiJk = 12
YTZXij,k 1
Ji,j,k 4 Ap 2
YXZRi,j,k 1
Ji,j,k 4A0 2
YTZXi,j+l,k
Ji,j+(,k
Y X ZRi,j,k+1
Ji,j,k+1 /
YXZRi,j,k
Ji,j,k 4
1Zi,j,k_1
,02 ( J,j,k-1 /
1
AO2
YXfZRi,,k_1
Ji,j,k- 1/
Zo i,j,k 1
Ji,j,k 4 AP 2
zpi,j,k 1
i,j,k 4zAO 2
YO i,j,k 1
Ji,j,k 4 AP 2
Yp i,j,k 1
Ji,j,k 4AO2
ZO i,j+1,k
Ji,j+1,k
Zpi,j,k+1
Ji,j,k+1 /
Y6 i,j+1,k
Ji,j+l,k/
Yp i,j,k+1
Jij,k+1 /
Zpi,j,k
Ji,j,k 4
Ypi,j,k
JJ,k 4
1 SYi,j,k-1
J ,j,k-1 /
1 1 YTZXi+l,,k
x 4A&Ap Ji+1,j,k
1 YTZXiljk
x 4A/Ap Ji-l,j,k
YXZRi,j,k 1 YTZXi,j,k+l
Ji,j,k 4ApAO
+
Ji,j,k+l
Zpi,j,k 1 ZOi,j,k+1
Ji,j,k 4ApAO Ji,j,k+l
Yp i,j,k 1 Y6i,j,k+1
+ iJk 4APAO Ji,j,k+l
Cij-1,k-1 = YXZRi,j,k 1 YTZXi,,k-1 zpi,j,k 1 ZOi,j,k1Csj-,k_1= Ji,j,k 4ApAO ij,k-1 Ji,j,k 4ApAO Ji,j,k_1
Yp i,j,k 1 YOi,j,k-1
i,j,k 4ApAO Ji,j,k-1
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Ci+1,j-1,k =
Ci1,j1,k =
Ci,j-2,k = 0
C,j-1,k+1 =
(3.128)
(3.129)
(3.130)
(3.131)
(3.132)
(3.133)
The source new source (right-hand-side) for the lower boundary-adjacent point is
-. YT Z X
=D -F + J
+zo ( 3 v 1
J 2At 2Ap
3 uj_ 1
2At2Ap
Fy_ )
2Ap )
F )
I2Ap)
YO 3 wj_ 1
J ( 2At 2Ap
For the upper boundary, the modifications to the pressure coefficients are
1 2
'i'~ x2 4A 2
YTZXi,j,k 1
Ji,j,k 4Ap 2
YXZRi,j,k 1
Ji,j,k 4A9 2
YTZX 
-1,k
Ji j-1~
(YXZR,j,k+1l
Ji,j,k+1 /
zei,j_1,k
( i,j,k
Zp,j,k+1 /
Yei,j-1,k
Ypi,j,k+1
Ji,j,k+1 /
Yp i,j,k 1
Ji,j,k 4A0 2
Ci 1,j 1,k = 1 1 YTZX '+ljk
x 4AZAp Ji+1,j,k
1 1 YTZXiljk
x 4A&Ap Ji-l,j,k
YXZRIt,j,k 1 YTZXi,j,k+l
Ji,j,k 4ApAO Ji,j,k+1
Zpi,j,k 1 Zei,j,k+1
i,j,k 4ApAO Ji,j,k+l
Yp i,j,k 1 YOi,j,k+1
Ji,j,k 4ApAO Ji,j,k+1
(3.134)
F _
+2Ap
YXZRi,j,k
Ji,j,k
1
4A92
ZOi,j,k 1
Ji,j,k 4A~p 2
Zpij,jk 1
i,j,k 4A9 2
YO i,j,k 1
Jij~ 4Ap 2
Ypij,k 1
i,j,k 4AO 2
Zp i,j,k 1 Zpi,j,k_1
Ji,j,k 4A9 2 Ji,j,k-1 /
Ypi,j,k-1)
Ji,j,k-1 /
(3.135)
(3.136)
(3.137)
(3.138)
Ci_1,j+1,k =
Cii+2,k = 0
Ci,j+1,k+1 =
(3.139)
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Y J i,j,k 
_1
Cij+Yk-1 YXZRI~,j,k 1 YTZXi,,k1
Ji,j,k 4ApAO Ji,j,k-1
Zpi,j,k 1 ZOi,j,k-1
+ JiJ,k 4LApA i Ji,j,k-1
+ pijk 1 YOi,j,k-1 (3.140)
Ji,j 4ApO Ji,j,k-1
The modified source for the upper boundary-adjacent point is
-. YTZ X 3 u+1 F, 1  (J \2Jt2LAp 2Ap
zo ( 3 vj+1 Fyja, +YO 3 wj+l Fzjo
J 2At 2Ap 2Ap J 2At 2Ap 2Ap
With the coefficients and source formed for the boundary-adjacent points, we
now turn to the actual Neumann boundary derivative to be used at the boundary
point. While the physical normal boundary condition of equation 3.55 was used at
the boundary-adjacent points to ensure mass conservation, this condition contains
derivatives in the tangential directions and 0. In order to obtain a solvable system
a boundary condition is formed in the computational normal direction p, using the
chain rule,
Pp = YpPy + zpPz. (3.142)
Substitution is made for py and pz from the Navier-Stokes equations,
PP=YP - -v J+ZFy + - w+F z) (3.143)
and this derivative expression scales to a derivative in physical space as
1 1 3 3
2 = + i( + F + z+F (3.144)
fy+z fyj 22_ 2At+/y + ZP I
The formulation differs from that of the physical normal derivative of equation 3.55
in relation to the difference in direction of p to the physical normal direction. Any di-
rectional difference in the yz-plane can be removed by gridding accordingly. However,
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physical normal components in the x-direction necessarily represent a directional dif-
ference between p, and the physical normal. At any rate, the boundary condition
used is consistent with the Navier-Stokes equations, and does not alter the mass-
conservation characteristics in the interior. The discrete form for the lower boundary
is
-
3p + 4pj+1 - Pj+2 + +2LYp 2L-v F + zW + (3.145)2Ap 2At 2At
and for the upper boundary is
3 Pj- 4Pj-1+Pj-2_ 3 tv+F +zP 3 W+Fz . (3.146)
2Ap ( 2At 2At
Thus, the coefficient and source for the pressure at all points is given. The exact
solution method for such a Neumann Poisson equation has some subtleties to be
addressed in the following 3.4.
3.4 The Solution Method
With the discretized pressure and velocity equations formed, the progression of the
solution needs to be determined. The present implicit model relies on iterative meth-
ods to obtain a solution. Each the velocity field and pressure field are solved using
successive over-relaxation (SOR). Additionally, as these two fields are interdependent,
they are alternately solved in an iterative fashion until a solution is converged.
3.4.1 Velocity Solution
Solving for the velocity consists of applying SOR to the fully discrete Navier-Stokes
equations given earlier in equation 3.81,
30"+l _ 4M + = - 1  -l \n+l . n+1)gn+1 _ n+lpn+1+ 1 Ln+1vz+l
2At g Re
(3.147)
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Three equations need be solved at each point, one for each velocity component. For
a component 0+, all occurrences are consolidated on the left-hand side. For the
nonlinear term, the occurrence contained in the derivative is used, and we write a
single equation as
+ _ + Lof(# u, ; ) (3.148)i,j,k - ( wu~k +j k; emit),
where the superscript p denotes the previous SOR iteration. The function, f(#
i'2 ; enit), refers to the remainder of the Navier-Stokes equation with terms not
equal to Un+, excepting the nonlinear term.
The velocity field is solved as such, sequentially running through all non-boundary
points until the field converges. The boundary velocities are either given directly by
the Dirichlet boundary conditions, or an explicit Neumann outflow condition (using
velocities from previous time steps).
3.4.2 Pressure Solution
While the pressure equation is linear, its nineteen point stencil for the Laplacian make
it difficult to solve by direct methods, with a single equation formed as
Ci,j,kpi,j,k + Ci+1,j,kPi+1,j,k + Ci+1,j+1,kPi+1,j+1,k + Ci+1,j-1,kpi+1,j-1,k
+Ci+1,j,k+lPi+1,,k+1 + Ci+1,j,k-lPi+1,j,k-1 + Ci-1,j,kPi-1,j,k + Ci-1,j+1,kPi-1,j+1,k
+Ci_,j_1,kpi_,j_1,k + Ci-1,j,k+1Pi-1,j,k+1 + Ci-1,j,k-1Pi_1,j,k_1 + Ci,j+1,kpi,j+1,k
+Ci,j+1,k+1pi,j+1,k+1 + Ci,j+1,k-lPi,j+1,k-1 + Ci,j_1,kpi,j-1,k + Ci,j-1,k+lPi,j-1,k+1
+Cj-1,k-1Pi,j-1,k-1 + Ci,j,k+lPi,j,k+1 + Cij,k1pij,k-1 = 'D F, (3.149)
where F is given by equation 3.83. SOR is again used to solve for the pressure as
= P 1-~p=( +w).(3.150)
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Obtaining a Unique Pressure Solution
While the Poisson equation for the pressure is applied to the interior, Neumann
boundary conditions are applied at the domain boundaries. The divergence theorem
is recalled, and is applied to this problem for the pressure
j JIV -Vp dV = J Vp - dS
V -V p dV Jj dS = 0, (3.151)
which, for our problem, can be expressed in discrete form as
S/5 pi 1 J d{dpd -Z 1y+z y2 + z02 -k d 0. (3.152)
il i2 VY + Z~Pi
Interior points are represented by il while boundary points are represented by i2. This
is rewritten with gi representing the discrete operator at a point, and Bi representing
the constant multiplier,
Bi 9i pi ~ 0 (3.153)
Bi = Ji < dpd ; g=5 interior
2 y + Z2
Bi =-2 2 y d6+ ; g=Dp boundary.
We now consider the pressure problem in matrix form of AX= b as
g 1  Pi P1i
92 P2 0'2
93 P3 = os . (3.154)
.
9 N _PN _ON
Equations 3.153 implies singularity of the A matrix. Any row can be formed as a
linear combination of the other rows, a redundancy which prohibits a unique solution.
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The singularity can be removed by replacing a single equation (row) with one that
fixes a point in the solution, eg. Pi,j,k = 0.
The reality, however, is that the A matrix will not be exactly singular due to
discretization error (thus the approximate equal sign in equation 3.153). In order
to fix the location of the solution, singularity of the system must be enforced. A
correction is added to each equation to force the problem to be singular. We first
multiply each row by the appropriate constant,
B191  Pi Bi-1
B292  P2 B20-2
B 3 3 p = B303 . (3.155)
BN9N _PN BNUN
The left-hand side and right-hand side should now both sum to almost zero, to the
accuracy of the discretization error,
B 9i pi = B o-i 0. (3.156)
A correction is added to both sides of every equation,
EBi 9i piE Bi o-
B3 gy p, B3 = - By o- -B3 (3.157) E BB B
so that now the left-hand side and right-hand side will both sum to exactly zero,
(B3 g P3 - B3 j zp) (Bj -,U B3 Z:j = 0. (3.158)
3 j
The constant is now divided out in the corrected equation 3.157, to obtain the final
form for the corrected equation,
r B 9 i p, = - (3.159)
B Bi
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With singularity of the system now enforced, a condition fixing the solution can be
added to the system, and this is discussed below.
An Example Problem
The procedure is demonstrated for a one-dimensional problem on a five-point grid
using a compact stencil. The original uncorrected matrix equation is
bi
a2
0
0
0
ci
b2
a3
0
0
0
c 2
b3
a4
0
0
0
C3
b4
a5
0
0
0
C4
b5
Pi
P2
P3
P4
P5.
01
U 2
03
0'4
_0' 5
(3.160)
The left-hand side correction term of equation 3.159
tipliers to the pressure at each point as
can be written in terms of mul-
- = 71P1 + 72P2 + Y3P3 + 704 + YP5EjBi
B1 b1 + B 2 a2
B1 + B2 + B3 + B4 + B5
etc.
We define o-, as the right-hand side correction,
rc Ej Bi a-
r Bi
Bla1 + B2 r2 + B3 U 3 + B4 0-4 + B5 0u5
B1 + B 2 + B3 + B4 + B5
and the corrected singular matrix equation can now be written as
c1 + Y 2  73
b2 + I 2  c2 + 73
a3 + - 2 b3 + I 3
72 a4 + 73
'Y2 'Y3
4
'74
c3 + Y4
b4 + 74
a5 + '4
75
75
75
C 4 + 75
b 5 + 7Y 5.
Pi
P2
P3
P4
_P5.
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(3.161)
ba
a2
(3.162)
+ 71
+71
71
71
SY
a,1 + O-c
Ur 2 + Uc
-3 + Uc
-4 + U-c
0~5 + Uc
. (3.163)
This system now needs an additional condition to obtain a unique solution. Consider
that the solution is to be fixed such that p4 = 0 is enforced. This condition can be
imposed by removing a row and replacing it with this equation,
b1 + -71
a2 + '71
71
0
_'71
C1 + 72
b2 + 72
a3 + 72
0
72
'73
C2 + 73
b3 + 73
0
'73
-74
-74
C3 + 74
1
a5 + 74
75
75
75
0
b5 + -y5
Pi
P2
P3
P4
_P5
01 + O'c
U 2 + Oc
03 + Oc
0
0 5 + O
. (3.164)
An equivalent formulation, conditioned
fixed-point equation from every row,Fbi + y1  c1 + Y2  '7 N4 --
a2 + 71 b2 + 72 c2 + 73 74 -
71 a3 + 72 b3 + 73
71
71
'72
72
a4 + 73
73
differently, is obtained by subtracting the
1
1
C3 + _74 - 1
b4 + 74 - 1
a5 +Y4 - 1
'75
-75
-75
C4 + -75
b5 + -75
Pi
P2
P3
P4
_PS
0 1 + Oce
U2 + Oc
U 3 + Oc
0'4 + Oc
-r + Or
.(3.165)
It's important to choose an implementation which results in good convergence char-
acteristics when applying iterative methods such as in the present case.
Desingularization and Uncoupled Pressure Grids
When dealing with periodic boundary conditions, there is an uncoupling of pressure
stencils using the Z5 pressure operator. In this case each independent grid system
is treated independently with the procedure of equations 3.156-3.159. With each
system corrected to be singular, they are desingularized independently. By fixing
the solution with an equivalent desingularization procedure, the grids can be tied
together. A straightforward procedure to apply is a mean-zero approach which sets
the mean of the pressure (as averaged in computational space) to zero. We enforce
this condition at the conclusion of each SOR sweep through the domain.
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3.4.3 The Total FDS Solution Procedure
As was discussed earlier, the pressure and velocity are interdependent, yet are solved
separately. Consequently, there is a need to iterate between the solution of the two.
The method for FDS solution follows the procedure below.
1. Set the grid and the velocity boundary condition for the new time step, initial-
izing the interior velocity and pressure to that of the previous time step.
2. Calculate the Poisson source term and pressure boundary condition from the
velocity field.
3. Solve the Poisson equation for the pressure.
4. Solve the Navier-Stokes equations with the new pressure field to update the
velocity field.
5. Return to Step 2 unless tolerance is reached in terms of velocity change and
mass conservation (3 iterations minimum).
6. Advance time step and return to Step 1.
3.4.4 Parallel Computation
Computation of the procedure described can be quite time consuming on the larger
grids required by higher Reynolds numbers. As such, a simple domain decomposition
parallelization procedure is used. The periodic directions and 0 lend themselves
nicely to such decomposition, and were both used. The biggest challenge in such a
2D parallelization is bookkeeping, which can always be overcome with enough care.
Passing of data across domain 'seams' (between processors representing adjacent do-
main blocks) occurs at the end of each subdomain sweep in the iterative SOR solvers.
As such, treatment at the seams is Jacobi rather than SOR. These Jacobi seams,
and the time of interprocessor communications are the prices paid for the benefit of
distributing the calculations.
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Chapter 4
The Structural-dynamic Direct
Simulation (SDS) and
Fluid-dynamic Coupling (FSDS)
This chapter details the formulation, finite-difference discretization, and implemen-
tation of the flexible thin-body structural-dynamic direct simulation (SDS). The for-
mulation is nonlinear in terms of displacement, allowing arbitrary orientation and
configuration of the body. The approach is described with a detailed look at the
validity of the assumptions. Using these assumptions, the equations of motion are
derived for the two-dimensional thin-body or filament, and subsequently for a three-
dimensional thin-body or plate. Linearizations are indicated around a thin body
assumption, small extensional strain, and, for the three-dimensional case, small pla-
nar shear strain. As such, the body is constrained to be thin with high extensional
rigidity, but can accommodate a range of structural mass and bending stiffness.
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4.1 Overview of SDS Formulation and Assump-
tions
Drawing on the work of Belmonte et. al [8] in their swinging chain study, and a review
of nonlinear structural methods by Steve Taylor [58], a two-dimensional nonlinear
model based on global cartesian coordinates is derived using Hamilton's Principle. For
a robust capability, able to accommodate loss of positive tension (see [65]), we consider
finite physical parameters of large modulus and small thickness, corresponding to a
body which is slightly extensible with weak bending rigidity. The final derived two-
dimensional equations of motion are exactly equivalent to those used for the structural
component in the flapping study of Zhu & Peskin [79]. Using the theory and dynamics
of linear plates from Shames and Dym [53], the nonlinear model is extended to a
three-dimensional thin plate.
The plate is considered to have two tangential directions, si and S2, and one
normal direction, S3. General expressions for the potential and kinetic energies of the
linearly elastic body are
V = 2ij cijds1 ds2ds3 (4.1)
T = I pi.ijds1 ds 2 ds3 . (4.2)2
These expressions are the starting point for derivation of the equations of motion to
be used in the computational simulation. Assumptions used in the derivation are,
Thin-body assumption:
- Shear stresses involving the normal direction are ignored
- Rotational inertia about tangential directions is ignored
Small strain assumptions:
- Linearization about small extensional strain
- Linearization about small planar shear strain (3D).
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Figure 4-1: Forces on a 2D plate segment with si as the tangential direction and
S3 as the normal direction. The segment has thickness h and length As,, with top,
bottom, right, and left sides denoted T, B, R, L.
Selection of simulation parameters is thus made to maintain validity of the assump-
tions for assurance of solution accuracy.
4.1.1 Thin-body Assumption Justification
In considering only thin bodies, where the thickness is considered much smaller than
the lengthscale of body motion and hydrodynamic forcing, it is considered that the
shear stresses involving the normal direction, the normal stress in the normal direc-
tion, and rotational inertia about the tangential directions can all be ignored. The
following offers an explanation of such assumption. For simplicity we show this for a
two-dimensional thin plate, considering only the si tangential and s3 normal direc-
tions.
We start by defining a segment of the two-dimensional thin plate, show in figure 4-
1. A force equation for each of the two translational directions, and an equation for
the moment about the segment center are constructed. The normal force effect of
curvature under tension is shown in figure 4-2, and is included in the normal force
equation. Two dimensional mass-per-length is given by m. The equations are
ZF1:
mAs1 Z1 = FT + FB + T11Rh - TLh (4.3)
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Figure 4-2: The figure shows exaggerated bending of a segment with r7 as the dis-
placement from the segment center tangent.
SF3:
mAs 1 Y3 = F3T + F3B + T13Rh - T13Lh + T11Rh-a - T11Lh (4.4)
OS1 R 0 s1 L
ZMc:
1 *. h h
mAsi-(h 2 + As)O = FiT- - FiB-
12 2 2
h h
-7-1 3Rh 2 - T1 3 Lh 2+ TIR(s3)S3dS3 ~ ! TiL(S3)S3dS3. (4.5)
Note that the stresses are considered not a function of s3 in the force equations, as
order-one terms are retained and first-order terms will cancel on integration. However,
in the moment equation, dependence on s3 of 'Fj is considered for the importance of
the first-order expansion terms and cancellation of the order-one terms.
We now consider f as force per length where fAsi = F. First-order expansions
are used to define the right and left-face quantities in terms of those at the center. The
top and bottom forcing quantities are retained as is, allowing for force discontinuity
across the body thickness. We now have
ZF:
mAsif1 = fiTAS1 + fiBAsi + a sIh (4.6)
Zsi
SF3:
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0T13  & (
mAs 1i 3 = f3TAsi + f3BAss + As1h + a TiiOs1 Osi
ZMc:
h h
mAsi (h2+ As')6 = f1TAsi -- fiBAs-
1~2 2 2
- 13hAsi + f ( Asis 3ds3 .
Dividing through by As, and casting out the As2 term, we obtain
ZF:
myi =fAT+ fB+ Ti
as,
EF3 :
mi3 = f3T +
EMc:
h2  h
m 0 = fiT-12 2
f3B + h +
ai
h
fB ~ 
- r13h + 2
a (Ti 0a77
' a,
We now consider Tr1 1 (s3) in the moment equation as a first-order expansion about
S3 = 0, denoted as c,
(4.12)Tr1(S3 ) = Tic + OTis.053
The integral in equation 4.11 can now be evaluated,
h2.. h h 0 + i-iih3
m- = fiT- - fi-- - 13h +1.12 2 2 Os1 Os3 12 (4.13)
Rearranging, and differentiating with respect to s, we obtain
0T 13 h OfiTh OflBhh =Os1 Os1 2 Os1 2
02 r h3  h 2 0
s1 8a3 12 12as,
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Asih (4.7)
(4.8)
(4.9)
(4.10)
(4.11)
(4.14)
This expression is substituted into equation 4.10,
.. Oflr h _OflB h
mx3 = fT + f3B + Os1 2 O81 2
02 OTI, h3  h2 0 0 (
+ - + r .(.
s? 0a3 12 12as, as, si
We now examine the relative importance of the terms of equation 4.15. A length
scale A is defined as that characteristic of the body motion and external forcing. We
begin by defining Tr1 and T3 3 in terms of the modulus of elasticity E and the Poisson
ratio v,
E
r = - E2 (Ell + vE33 ) (4.16)
T3 3 = 2 (633 + V611) . (4.17)1- V2
A characteristic force per length f varies over the length-scale A so that hT11 ~ fA
while T3 3 ~ f. We now have that T33 /'ri - h/A, allowing us to neglect T3 3 for thin
bodies, yielding
ri = Ecil. (4.18)
For a thin body, the strain Ell can be written as
Bas a2 TI=El 2
El= - s3 =cic - s3 . (4.19)
The first term indicates the stretch at the centerline, while the second term represents
the compression and stretching associated with bending. The second term uses an
exact expression for the curvature, as the slope of q is zero at the center of the section
(see figure 4-2). Equation 4.15 is now rewritten,
.. h2 00 +flT h _flB h
mx3 +m--= f3T+ f3 + + 8 8
12as, as, 2 8, 2
-E + Eh a n . (4.20)
12as4 as, "as,
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The variables are normalized by the mass m, typical external forcing value f, and
lengthscale of forcing and body motion A,
f h2 f& + M hmAAx3+m- =O~
MA 12 mA A as*
1 +fi*Th 1 fi*B hf f3 + f f32B
-E + Eh a e dli, . (4.21)
12 A3 aS4 a
Dividing through by f we obtain
1 h2 00*
12 A2 as*
1 h h f;*T 1 h f*B
3T + f3B + 2 A OsT 2 A Os*
E 3 I a4* Eh a ( n*
+ T-- .ll (4.22)f A3 12 8s4 f A as* a8s*
The dependence of the terms on the thickness ratio can be seen in equation 4.22.
For sufficiently thin bodies, the rotational inertia term can be ignored, as well as
those terms associated with moment from shearing at the top and bottom. The
importance of the stretching and bending terms is tied to the values of E and ec.
Nondimensional forms of both the F and F3 equations are now written,
E h aEnl
* = f1* + fB(4.23)
E 3 I 04* Elh a *(4.24)
Y3* fa3r + f3B 3 411f A3 12as f A s* as*
The first equation tells us that (E/f)(h/A)Eqc ~ 1, so E must be very large for thin
bodies to be near inextensible. The second equation indicates that, for the bending
term to be significant, then (1/12)(E/f)(h3 /A 3) ~ 1. We rewrite the nondimen-
sional F3 equation using the values e2 and e3 as the bending and extensional stiffness
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(nomenclature to be introduced later),
*f3* + f3*B - 2 4 + - e3 c 1 .i (4.25)
ast as* as*
By definition, e2/e3 ~ h 2/A 2 , so for the thin body assumption to hold it must be true
that
< 1. (4.26)
We now look to evaluate the importance of shear stress T13 , writing the moment
equation 4.13 without the neglected inertia and external forcing terms,
Ti 3h = aaTlh3  (4.27)as1 as3 12'
which is normalized as
1= .h a aTl (4.28)12 A as* as*
The equation displays that the strength of the shear stress compared to the normal
stress is reduced linearly with the thickness parameter.
It has been shown that the dynamics of the system can be considered indepen-
dent of several factors for sufficiently thin two-dimensional plates. These include the
rotational inertia of a segment, the shearing effect of external forces, the shear stress,
and the normal stress in the cross-segment direction. Inclusion of the second tangen-
tial direction (three-dimensional plate) will not alter the scaling of these effects, so
the assumptions remain valid. It's important to note that the planar shear stresses
(involving the two tangential directions) are significant and must be included in the
three-dimensional formulation, while the planar rotational inertia is captured through
the differential treatment in the tangential directions.
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4.2 Two-Dimensional Nonlinear Plate Derivation
4.2.1 Potential Energy
We have the following expression for the two-dimensional structural potential energy,
using the si tangential direction and the s3 normal direction,
V = IJJ zcijdsi d 3. (4.29)
We use the assumptions justified in the previous section to write
T13 = 733 = 0. (4.30)
The remaining stress is given in terms of the modulus of elasticity E as
Ti = Ee11 . (4.31)
The potential energy is now rewritten,
V = E 1JJ2ds1 ds 3 . (4.32)
The strain is now expressed in terms of the global position vector * and the tangential
and normal directions of the plate,
eii = __
8 2g . 2;i
- 1- ( )s 3 (12 s2)4.3
The symbol (+) accommodates the direction of the curvature, and will fall out of the
formulation. An implicit assumption is that displacements in the normal direction
are much bigger than tangential displacements associated extension or compression.
This is an assumption of a highly inextensible body.
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(4.33)
The expression for cl1 is used in the potential energy expression,
_ j h/2 L1V = E( [(
21
)2
-
I )
s 1
2
02S 2
83 + Osa2
and performing the integration over 83,
V=E1 fLi
2 1,=0 Os1
V=Eh Li -
s=0 2 Os,
081)
2 (O2gh +
aS12
Eh3  L1 1d 1 2 + 12 2
This is our final form of the potential energy for the two-dimensional plate.
4.2.2 The Equations of Motion
In order to obtain the appropriate equations of motion and boundary conditions we
need to also define the kinetic energy. Here, in keeping with the assumption of a thin
plate, we consider only the linear kinetic energy and neglect the rotational kinetic
energy,
1 T=
T = ph ai -Y d 1 .at (4.37)
With external generalized forces considered as E, the variational indicator is formed,
+ Z B 6 ;] = 0
(4.34)
a812 )s]ds 1 dS3 ,
or
h3
12 ds1, (4.35)
a22 -
aS12 dsi. (4.36)(9812)
.. it2V. I. = j2dt[6(T - V )
t1
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(4.38)
a2y
aS 2
ph
at
y ds1 - Eh
at
Eh3 Li 1 2
12 JO2 ( s12 s2 y ds ) +
-asJ
F -6Zdsi] = 0.
The variational indicator contains three terms associated with the kinetic and poten-
tial energies. These are denoted as 01 -+ 93,
E1 J dt 6[ ph a ds (4.40)
ph -06ds1 dt
= phj - ds1 - ph/Lh fat6
02 fdt 6 -Ehj as1
=-Eh (1
as
-(ax
as
2d
at2 -Xdsdft2 
L1
1jo 0
2 ds1]
( Oas,
(4.41)
a ds1dt
as,
t2 jL1 ('
-Eh 0
=-Eh 1 -
tE i
Ehft2fIL1
j J0 as,
-
(
ax )
as
as J-dt
-6ds1 dt
-6xds 1 dt
/J2 - Eh3  L 163 = f dt 6 2 J_
Eh3
12
Eh3
12
It 2ti
t2
L1 a
2 g a 2
x -xds, dt
0 as 1 2 as1 2
fL2 a2 a1 6dt
10 as12  asJL L33 a
0 as13 as,
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V.I.
2 dt L L
1 2 ds1
(4.39)
1 a2 -
2as12
a2y ds1] (4.42)
2 O
2
-
I 
)
Eh 3 12
+12 t1
2
) (_)2
Eh3 J 2
+ Eh 3 
Jt2
12 fj
-Eh 3 jt2
12 tj
a2y 1
a8i 2 I
a s6Ydt
as,
a y L ,
as131 X- dt
L1 a4
Jo 14 -61 ds1 
dt.
With the preceding manipulation of the terms of the variational indicator, they
can now be grouped to form the equation of motion and boundary conditions,
T1 -6ids1 dt
Jt2
IL1 
2
$3|aXF'~ . ai dt+J4-zdt = 0.T30 - t 1 0 1
In order for the above expression to hold, all of the TI must be zero. While T, yields
the equation of motion, the boundary conditions come from the other XF.
Equation of Motion:
ph 2
at2
- Eh
as, E(1 - a Yas, .1) a, 1as ~I Xsas, as, Eh3 O4 i12 Os14 (4.44)
Boundary Conditions:
At s, = 0, L1:
ay)-) ax
as1 as,
Eh3 a3g
+ 1 = 012 as13
0s2= 0-
s12
There are thus three independent structural parameters.
el = ph
e2 = Eh
3
12
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V.I. = j
t 0
I L 1+'I' 2 tj 6Xds, + (4.43)
-Eh 1 - ( 0sYa 1 (4.45)
(4.46)
e3 = Eh
4.2.3 The Final Two-Dimensional Equations
Equation of Motion:
02y
el 3j2 0
4 i
+ e2 4 - e3
as,
E(1 - Di
as,
a s )
Boundary Conditions:
At s1 = 0, L 1 :
Di Di ay
0a,) J 0 D
3 i
+ e2ay = 009813
&2 = 0
Definitions:
el = ph
e2 =
Eh3
12
e3 = Eh (4.51)
4.3 Three-Dimensional Nonlinear Plate Derivation
4.3.1 Potential Energy
We have the following expression for the structural potential energy with s, and s2
representing the two tangential directions and s3 as the normal direction,
V= IJ I ij E 1ds dsds3. (4.52)
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(4.47)
(4.48)
-e3 (1 - O X (4.49)
(4.50)
aS
-- = F
We use the assumptions justified in 4.1 to write
T1 3 = 723= T3 3 = 0. (4.53)
The remaining stresses are given in terms of the modulus of elasticity E and the
Poisson ratio v as
E
71- E 2 (Ell + ve 2 2 )
E
122 - 2 (622 + V611)
E E
1 1 1(1 - v)E12
(4.54)
(4.55)
(4.56)
These expressions indicate an assumption of near orthogonality of the directions si
and S2. Such assumption is a linearization about small shear strain (sine of the angle
between the directions is much larger than the cosine of the angle). The potential
energy is now rewritten,
v1 - v2 J I [e12 + 6222 + 2vc11622 + 2(1 - v)E122] ds1 ds 2 ds3. (4.57)
The strains are written in terms of the position vector i and the
normal directions of the plate,
Os1, ( l'S .1 Os12-~ - - 1- (ii)s3 
2  O
asi -sa2 - as2
aS2- - ( 2)S3 (O2 2
9s2 ( 2X Os1 '2
052 aSlOs2 OSlOS2
tangential and
(4.58)
(4.59)
(4.60)
The symbols ( i) accommodate the direction of the curvature of the tangential di-
rections, and will eventually fall out of the formulation. It is implied by the above
that normal displacements are much larger than the in-surface displacements due to
the extension and shear strain.
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((of
E1 =-
((19fsi
622 =
12 = I2 as,
The terms in the integrand are grouped according to their multiplication of S3,
E 1 h/2 L 2  Li
2-  93=h-/2 s2=0 si=0
and integration over S3 is performed, yielding
El fL2 ~Li - h 3 1-
V = - 1 I Lhal + -- a3] ds1 ds 2 ,1 2 2 320=0 12 
_
Eh (Li L2 1 Eh 3 (L1
V 1 --V 2 1 L 1 L 2 aids1 ds 2 + 12(1- v 2) fo
where the terms a, and a3 are
x1 2 \ 2\VJ OSl))((82 082
a-1 + - 1(as, as, as2 aS2
8282i 2 2 i
+2v a -1 -)( s, as, J8os 2 82
L 2 1
2 a3 ds1 ds 2 , (4.63)
2
(4.64)
2 (asi as2
a 3  = (0 2 . S2 as22 * S22 (4.65)
a22 a2y2 a2 2 y 22 a 2z Cf2
+2v(1)( 2) 0aS2 .aS2 aS22 aS22 + 2(1 - V) (s1s2 's1as2
We now write a relation which indicates that the second spatial derivatives in both
tangential directions are normal to the same surface (again assuming the dominance
of the normal displacements over those due to strain). In the equality, the term
( 1)(+2) must be employed to accommodate the binary direction of the curvature.
The relation is
(4.66)822 8 42982g a2g --S2;(ti )(t) -by an ( .l2y ) t by
Premultiplying both sides by 02 F0s 2 and multiplying through by
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[a, + a2s 3 + a3s ] dsi ds 2 ds 3 , (4.61)
or
(4.62)
(02 /0s2 2 . a21/0s22)1/2 we obtain
(s2 )
a2 2 02-0
Os 2
2
02y1)
The expression for a3 is then able to be simplified as
0921
+2
+s2 X
iS a2 2 g2 \
022
+ 2(1 - v) 021\O3i 02
02-
051052
(4.68)
The potential energy is thus expressed through equations 4.63, 4.68, and 4.64.
4.3.2 The Equations of Motion
The kinetic energy is now defined. In keeping with the assumption of a thin plate,
we consider only the linear kinetic energy and neglect the rotational kinetic energy,
so that
1 f/Li fL2 01T= ph-.
2j0 j 0 at
d
tds1 ds2. (4.69)
With external generalized forces considered as E, the variational indicator is formed
as
V.I. = Jdt[6(T -V) +Z 3,%] = 0
ti
(4.70)
J* 1 LiV.I. = dt[6( i
ti 2 Jo I L 2 0hph0
1ds1
at
Eh 3 Li 1 L 2 a3ds, dS2) +12(1 - V2) fo 0 2 J
dS2  Eh 
2  Li 1 L 2
- V2 0 0
1i
a1ds1 ds2
L i 1 L2
F -6lds, ds2 = 0].
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a21
0522
(4.67)
(4.71)
Considering the expressions of a, and a3, the variational indicator contains nine terms
associated with the kinetic and potential energies. These are denoted as E) - 69,
t2 L1
61 = dt 6 I L2 pph t ay d 1at dS2 (4.72)
t2 L1 
fL2 0-ph J 1 Jo J dt tddS2dt
Jt2 JL1 fL2 a2y
t1 0 0 at2
= ph L 1  
L2
0 0
at -*&ids1 dS2- phat t -6zds 1 dS2 dt
2= h f jv L2 1
( 1
- 1) ds dS2]
8si
k2 as,
ax
as1 ( 1
2 -61 dsIdS2dt
as, 1s,
-
( a
(_
as, 1
as,~
as 1Eh f2 fL1 L2 a
12 It 1 J J as1
-$
s1J ' 69 ds1 dS2 dt
Eh
- 2
X
aS2 -
( 2fLi (
ft 2 L1 L2 a
tJ1 0 0 aS2 ( aS2
ai L *69ds, dt
as2
2/ z 1
aS2] aS2]
(4.74)
69ds1 dS2 dt
64 = dt 6 1 -v 2 L, 1 L2
(4.73)
-6x-ds, dS2 dt
as,
as, 2 d
Vk K(OYas,
as1 J (4.75)
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i )
Eh 2 t2 L1 IL2
V-U ti 0 0
\ 01
Eh 2 2 L1 fL2
-V2 t1 J0 J0
-i)0
2 1
Eh2 It2 fL2
ax a((2 as202
Eh Vft2 f[Li f L2( a .a\ 2
2v2 it1 Jo Jo 082 a8S2
x a 62Z9X19bds, ds2 dt(as, s, as, 051,
1- 2  oj I2 (( as- as
v tj as2  as, s)
1V 2 it, 0  08a2 aS2j
Eh ft2 fLi I L2
+ ViV Ij0
Yas ) - 1s ds 2 dt
a a(sa a a , a sa 1xd, Sd
as1 [ aS2 0/2 as, asdsdssd
Eh 2 I ({a
I v i ii s
Eh ft2 fL1 fL2
+ vif I-2Vt
1-v 2 t1 Jo J0
as2 L~as- as,
a . as asIL2 .6dsdt
as1) a1Jk1 as2 1
-1 as as 2 as
e5 =Jdt 6(- 1 -v 1L 1L 1 ~a~)dsi ds2) (4.76)
Eh 1 -v ft 2 jLi fL2/( a x asr) az a
V2 2*-)0 -6'ds, dS2 dt1 22 1  as1 as2 as2 as1
Eh1- t2f~ IL2 (a- aj) a- aV2 t j - -69ds, ds2 dt1- 2  JiJ aS1 as21 as 1 as82
Eh -i't 2 f L2 ( as ay)\ailL,
1- 2  2 I s1  2  as2 as~
Eh 1 -v xt f'i 6LYa (ai! d ad
+ 2 2 ]J} ~ - )- 6d~sd
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- 1) ds1 ds 2]
Eh 1 - v
1- v 2 2
Eh 1-v
+1- 2 2
(1 2 iL 1 ( os
t2 jL jL2
Y) ay 2 -Os ds1 dt
S2 49S1i
a(O*
O7Sff2)
L2  02 02y
S2012 0s2 ds ds 2 )
ft2f Li IL 2 02- . 22 I I ds1 ds2 dt
t1  Jo J Os i2  Os1
2
ft2 L 2  2 .i 0
1.2 1 
9- 62 0ds2 dt Eh3  t2 L1 L2 03 -a
+12(1 - v2) t1  0 0 09S13 Os s
Eh3  ft2 L2 0 2,. 0
*-6ds 2 dt12(1- v 2 )JJ 0 Osi2 0 081
Ehs 3 2
+12(1 
- ,
2 )
Eh3  2
12(1 - v2 ) iti
L2 O3y L13 - ds2 dt
L1 jL 2 a4
- - .6ds1 ds2 dt
E)7  Eh3  f2
12(1 - v 2) i
Eh 3  t2
+12(1- V2) i
Eh3  ft2
12(1 
- v 2 ) i 1
(Li a2 .1L2
a1 g2 1 
.
L 1 as y
_ 
23 - 6 x- d s , d t
L LL2 a4
/L 1 L2  * 6 .ds 1 ds2 dt4s2
t 2  Eh 3  [Li fL2 02 . 02y
e8  dt 6( 1 2 ( 1 - v 2) J v J "O2 0 22ds1 ds 2 )
Eh3  t2f L1 L 2 a2 022 v I x . 2 6ds1 ds2 dt12(1 - V2 ) )J 1 0 J Os 2 2 aSi2
Eh 3  t 2
12(1 - v2)V iti
Eh3
12(1 
- v 2 )
f2 L2
Li jL2 022 - 2
1  1 2 . 0226ids1 ds2 dtOo 0 S12 Os2 2
022g L s 0
aS 10 *. JxdS2 dt
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6 'ds 1 ds2 dt
/i2 Eh3  L166 =iitd6(1 2(1 V2 fo
Eh3
12(1 - v 2 )
Eh3
12(1 - v 2 )
(4.77)
s2 d (4.78)
(4.79)
Eh3
12(1 - v 2 )
Eh3
12(1 
- v 2 )
I t2 iL1ti
S1t2
Eha t 2
+12(1 
- V2) Vti
Eh3 2
12(1 
- v2) " 1J
Eh3 ft2 L2
12(1+ - V2 ' Ij
Eh3  ft2 IL1
12(1 - V2) Vt
Eh 3 f2 IL1
12(1 - v 2) Vt1 J
Eh3  ft2  L1
12(1 - V2  1 J
Eh3  ft 2 ILi
12(1 - V2) it1 J
rt2 Eh3
it 12(1 - v 2 )
Eh 3_ 2(1 - v)
12(1 -22 - v)
Eh 3 
_21-v
12(1 - V2 ) 21-v
L 2  a3
JO s 1 8 22
0
s6- ds1 ds2 dt
as1ILi 02 0
L 08L 2 10 .2 6xds1 dt
Li fL 2 a3S 0
202 s2- ds1 ds2dt
L2 0
L2 22 L 
a - ds2 dt0a8 10 081 J
a Sas2210 - *&ds2
dt
La2 0
0 12822 - *6 ds1 ds2 dt
a2y L2 a dd
aS2 0 0S2d d
a3
012082 L2 -6 ds1 dt
L2 a4
2s2- .i 6ds1 ds2 dt
ILi IL 2
It 2 iL1
ft2 IL
2
j1 0o
(1 - v) 2
a182 ) ds1 ds 2X4.80)
L2 a2g - 2
IL 0S10S2 0 818S 2 Jx ds1 ds2 dt
a2
s10 -s2- ds2 dt
+Eh 3 2(1 -V
12(1- V2) 2( i v)
Eh3  ft 2
12(1 - v 2 ) 2(1 v)
IL 1  L 2  a 3g
00 0812082
0
- 26x ds ds2 dt082
8182 -L2 &id dt
v)ft2 L
2
- 1j o 0
+ Eh3 2 - V) J 2 jLi
12(1 - v2) 2(1 t 0
Eh3
12(1 - V2)(
ft2iL1
- v) f
s 21 - *6&ds2 dt
09810822 0
a3
81282 0 &- ds1 dt
L2  a4
0S12822 . 6x'ds1 ds2 dt.
With the preceding manipulation of the terms of the variational indicator, the
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Eh3
12(1 - v2)(
E9
terms can now be grouped to form the equation of motion and boundary conditions,
V.I. = Jt2 jLi jL2 T 6sFds1 ds2 dt + jLI jL 2 XF'2I11 - 6sds1 ds 2
tj1 0 0 0 0
f t2 fL2 
t2 L1
+ ~ T1 .6x*-6ds2dt + N4|6 ids, dt
t1 0 t I'f
L2 t2 jL1| *I L -6ds2 dt+ 
0 0981 t 0
'Q6 0 . a sRds1 dt0 8s2
In order for the above expression to hold, all of the iJ must be zero. While T, yields
the equation of motion, the boundary conditions come from the other T. With some
cancellation of terms, we write the equation of motion
Eh c)
1 - V2 as,
Eh a
1 - v 2 Os2 [(1
[
Eh a
-
2 Os1
Eh a
1 _V - v2
Eh 1-v a
1 - v 2 2 0s,
Eh 3  a4
12(1 - v 2 ) Os_4
( Osas,
( S
Os 2(as'082
( Ys
Os1
L(
Os !a)2
0982 J
25]
O5\1
as82
2as)
Eh3  a
12(1 - V2 ) Os2 4
A'o.
2
as
Sas
082
Eh 1-v a
1 - v 2 2 0s2
Eh Os - .
+ 212(1 - v2 ) 0s120s22 =F
As we consider the case of small extension, we make linearizations such
S(s g:2 - ( S
as,
as ( Y
aS2
af2 (4.83)
The equations of motion and associated boundary conditions are then written as fol-
lows.
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tl
(4.81)
+ _l 16Zds 2 dt=0.
t1
02 gF
pht2 (4.82)
g:2) ~ias
L(a as as.aS1 Os2 ! 081]
- (1 - -2 -1) .
Equation of Motion:
27 Eh3
t2  12(1 - V2)
Eh a
1 - v 2 as2
Eh a /
I - v2 as2
Ehl -v(
1- v2 2
(47
as 1 (
(0
o4
+2 - +
aS120aS22 j
a as,
aS2 aS2
s ay) ai~l
's1 is2 s2.
(4.84)
+ ~ ~ v s22 asi
( a s2 8 1 - ,+ v as1 a si) -. ) as2
a2 as, s O Si
Boundary Conditions:
At si = 0, L1 :
Eh 1
1--v2 (1
Eh I -
1 - v 2 2
Eh3
12(1 
- v 2 )
( 07 07
(81, as,) J + v (1
as2 ) as2072 07
a
-) s 2 00) 810822
027
Os12
027
+vg2=0+0V2=2
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At 82 = 0, L2 :
( 0
82
Eh 1-i'
1 - v 2 2
Eh3
12(1 - V2) (
082)
(0s
+v (1
082) 8
s2) aSi
081
- (01x
Eh3  a
12(1 - v 2 ) as23
0s7
v) 2 282
02 0 02 7
082 2 58i 2
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0
ph c
a
Eh3
12(1- V2)4
Os 2  J 0
x (4.85)
as13
(4.86)
Eh
1-v 2
s J
as1,
07
82
(4.87)
(4.88)
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At Corners:
02 7
= 0
0s10s2 =
There are thus four independent structural parameters.
el = ph
Eh3
e2 = 12(1 
- v 2 )
e Eh
e3= 1 - v
e4 = v
4.3.3 The Final Three-Dimensional Equations
Equation of Motion:
+ e2 _4 + 4 2+ 2 xs 2 3 2
-e3 ( 1 -
1-e4 a
-e3 2 0si
07\-
as2)
07 -0s2]
082]
+ e4 (1 07as2
2 x 2+ e4 (1 s (
as2 a82 [kasi
OsJ 1082
072) 1 i
Boundary Conditions:
At si = 0, L1:
)Si Os2 as2
( 07as2
72) -2 i
Os2 J )J 1s
+ e2 3 + e2(2 - e4) =0aS130SlaS 2 2
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(4.89)
(4.90)
027
el a2i
+ Z)a
-e3 1 - ( 07
-e3 12 e4 (4.92)
,4 (1
?
+ e4 -= 0aS12 aS22
-e3 1 - +e4
as2 aS2 )
-e3 1 - e4 a.a as2 a +2 ( as, 82 as,
1 -I
eas, asea(
e2 a3 + e2(2 - e4 )ay =0 (4.94)823 aS12as2
2 + e4 = 00822 as12
At Corners:
Definitions:
el = ph
E h3
e2 = 12(1 
- V2)
E h
e3 = 1 - v 2
e4 = v (4.97)
4.4 Structural Damping
Structural damping is added through the use of the Kelvin-Voight model. In this
approach, the modulus of elasticity E is replaced by an expression including some
internal damping, E(1 + GO/t). Here, G would be the damping parameter. The
three-dimensional damped equation of motion is thus written as follows, while the
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At s2 = 0, L2 :
(4.93)
(4.95)
aS182 
0 (4.96)
boundary conditions remain the same.
a2 / a 14 o-4 ___\
el t_2 ++e2 1+2G js14 + 2 2 + 4) (4.98)
-e3 1G -+ e4 1-( s))Jo18tBs Bi si2 X 2 s
-e 3 1+G a) a - +.S2a ae4y  ) J- &sfat as, as2 as2 0s2 a82 as2
1 -e4 ( 8 O ( iO\Of 0 ~(O2 FN 8f N
-e3 1+ G 1- -+ 12 t] Osi L si s2/ 0s2 82 . s, 0s2 Js/
4.5 Numerical Solution Method and Fluid-dynamic
Coupling
The equations of motion are solved using finite-difference formulations in both space
and time. Treatment is similar to that of the fluid-dynamic solution, using implicit
backwards difference time integration, and an iterative approach to solving the im-
plicit nonlinear equations of motion. FSDS coupling of the discrete formulations for
the fluid-dynamics and structural-dynamics follows an iterative procedure, alternat-
ing between the two solutions until convergence is reached.
4.5.1 SDS Discretization
We first show the second-order backwards time integration used in the implicit SDS
formulation. Consider a function Q(F), which contains all of the internal forcing
terms in the equation of motion except the inertial term with time derivative. The
two-dimensional equation 4.48 or three-dimensional equation 4.92 is then rewritten
in time-discrete form as
2n+1 - 5U + 4:P- 1 _n-2 _
el At 2 + Q(:n+1 ) = Fn+1 (499)
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As the equation is solved iteratively, diagonal terms in Q are collected on the left-hand
side, with off-diagonal terms on the right-hand side.
The first and second spatial derivatives used are the same second-order formu-
lations used in the fluid-dynamic solver and described in 3.3.2. Higher derivatives
needed for the structural solution are also second-order finite differences, defined as
Fourth Derivative Centered:
O4 X Xi+ 2 - 4x i+ + 6xi - 4x_1 + Xi-2
4 = g,4(4.100)O9S4  As4
Bi-directional Second Derivative Centered:
a 1
a 2s9S As2As2 (xi+1,,+1 - 2xi+1,3 + xi+1,j- 1  (4.101)
-2xi,j+ 1 + 4xij - 2xi,_1 + xi-1,j+1 - 2 xi_1,j + xi_,,_1)
Third Derivative Forward:
O3 x -5xi + 18xi+1 - 24xi+2 + 14xi+ 3 - 3xi+4 (4.102)Os3  2As 3
Third Derivative Backward:
93  _ 5xi - 18xi+1 + 24xi+ 2 - 14xi+ 3 + 3xi+4
-. (4.103)Os3  2As3
4.5.2 SDS Solution Method
A standard solution solves the discrete form of the governing equations, given in two-
dimensions by equations 4.48, 4.49, and 4.50, using an iterative Gauss-Seidel solver. In
so doing, the nonlinear term uses the stretching expression, (1 - (OZ/Os - O/Os)-1/2),
from the previous iteration in both the equation of motion and the boundary con-
dition. Such a formulation is found to have a stability limit on the grid dimension
related to the ratio of extensional to bending rigidity, (e3L2 )/e2. Thus, the iterative
method is only stable for a given rigidity ratio on a sufficiently fine grid, as is further
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discussed in Chapter 5.
Alternate Solution Method for Two-Dimensional SDS
For select cases requiring a very high rigidity ratio, an alternate solution method
is used which eases the grid size restriction. The method is formulated so that the
stretching expression does not lag in the iterative process. Considering the equation
of motion 4.48, with X = (y, z), we consider the position to change little from the
previous time step as
yn+l = 7" + 6 = (yn + jy, z, + jz). (4.104)
The stretching expression can now be written as
S1/2) n+1 (( + )2 +(Z + z) 2)
[ yn 2  ay ay aojy2 az"2  zn 06z 6z 2 -1/21
-1- +2 + + + 2 + IL s OS Oss Os s as s /
-1/2-
.(4.105)
Eliminating the terms which are second order in 67, and using a = (Oy"/Os) 2 +
(azn/1s) 2 , the stretching expression becomes
ayn 2 ayn aoy az 2 aB z 1/2- +2 s + +2 s
s as ss as as
= 1 _ Ce-1/2 1 + 2(anay+ .~ a /
a as as as as
(4.106)
Using a binomial expansion around 61 = 0, we obtain a final expression for the
stretching term which is linear in terms of 67,
/ c -1/2) n+1
Os Os -[1 -1/2 1 ayn O
6y 1 .zn 06Z (4.107)
a ss a Os Os J
The nonlinear expression in the equations of motion contains the product of the
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stretching term and the first derivative of the position vector, ai/as. This product
is now linearized around 6X = 0, first considering the y-component,
- (a a -1/2 n+1 (1Y n+11 - (4.108)as as as
_/2 1 ay" _ y 1 az" a6z (ayn a6y
=1 - a-1 1 - +
a ( s as a  s as J )I s Js
= -1/2 ( 1 a z + a- 1/ a 2  -1/2) C Y
= [ O _1 - _s s J as as + as
Replacing 6X with P+1 - P", we obtain from the above expression, and the equivalent
z-component expression,
aaz-1/2 n+l n+l aynz (+1az (4.109)
as as as \+ Yas O s
where
-3/2 (zn aZn+- aZ\ ayn2) ayn
98s as as as as
-3/2 aUn 2 -1/2)
-YY a -+ (1 -a
as
3/2 (ay ayn+1  ayn azn 2 aZn
( as as as as as
-3/2az + (1 - a1/2 ). (4.110)
This formulation of equations 4.109 and 4.110 stabilizes the iterative scheme in solving
the two-dimensional structural equations. The boundary conditions are slightly al-
tered in this scheme, in that the extensional strain is constrained to be zero at the free
end. The resultant free-end boundary conditions are thus a2z/as2 = a3j/as3 = 0,
and contain no stretching term.
This method allows simulation of very high rigidity ratios on relatively small grids,
an advantage when very high extensional rigidity and very low bending rigidity are
required to capture the essential physics. The method, however, is not as robust as the
standard approach, and encounters difficulty with extreme events such as snapping
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and recoil. Such issues are discussed further with the validation in Chapter 5.
4.5.3 FSDS Coupling
Fluid-dynamic influence to the structural equation is through the external forcing
term in the equation of motion, given by equation 4.48 in two-dimensions and equa-
tion 4.92 in three-dimensions. The solved body position is then used to reformulate
the fluid-dynamic grid, marking the structural influence on the flow. The converged
solution is one where the body position is compatible with the fluid-dynamic forcing,
and the flow field is compatible with body position and motion.
The Solution Procedure
Inclusion of the structural solution alters slightly the solution procedure detailed
in 3.4.3. It now proceeds as follows.
1. Calculate the fluid-dynamic forcing and solve the structural equations of motion
for the new body position.
2. Set the grid and the velocity boundary conditions using the new structural
solution.
3. Calculate the Poisson source term and pressure boundary condition from the
velocity field.
4. Solve the Poisson equation for the pressure.
5. Solve the Navier-Stokes equations with the new pressure field to update the
velocity field.
6. Return to Step 1 unless tolerance is reached in terms of velocity change, mass
conservation, and body position (3 iterations minimum).
7. Advance time step and return to Step 1.
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While the fluid-dynamic grid is a clustered O-grid for resolution at the sharp
leading and trailing edges, the structural grid used is evenly spaced to allow direct use
of the derived equations of motion. Interpolation between the grids is thus necessary.
Setting the fluid-dynamic grid requires interpolation of the structural position, while
the calculated fluid-dynamic forcing must be interpolated back onto the structural
grid. In both cases cubic spline interpolation is used.
Dynamic coupling is through the external forcing term in the structural solution
defined as force-per-length (or force-per-area for the three-dimensional case) by
Ff = [Ar] i, (4.111)
where h is the upward facing normal and [ALr] is the difference between the fluid-
dynamic stress tensor at the top and bottom of the body. Elements of the stress
tensor are defined by the fluid dynamics at the body surface as
Tii = VP( + -- j ) ijp. (4.112)
Kinematic coupling comes from the structural motion dictating the velocity boundary
condition for the flow field.
Added Mass Concern
A stability problem is encountered with this iteratively coupled method when the
body mass el is reduced. As the added mass becomes a more significant inertial
effect, a larger portion of the inertia is represented on the right-hand side of the
structural equation. Clearly, if the exact value of the added mass were known, it
could be included in the left-hand side of the structural equation, and the effect
subtracted from the forcing term. For the two-dimensional equation of motion, with
ma as the added mass, this would be
a2y a4 8 - 82 a2y(el + ma) + e2 - e3-- 1I - =a Fy + ma ;(4.113)0t2 Os4 Os Os = Os Ot2
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For the present problem, however, the added mass is difficult to define. There is
no relevant strip theory as for a long cylinder, and the added mass for a waving
membrane is a function of the wavelength. As such, an assumed constant added mass
rfia is used, with the acceleration term on the right-hand side being that from the
previous (m - 1) iteration,
a2y a4y 8 2 - xo(el+ria) - + e2- -e3- L 1  - (4.114)at2 aS4 as as as 09S
(2g M-1Fhyd + rma at2
(a2, t2m (~at2 )n1
As the solution converges, (X22/Ot2)m (02Z/0t2)m- so the assumed added mass
terms on both sides of the equation become equivalent. Understanding this, the
accuracy of the assumed added mass does not impact the solution, so long as there
is convergence. This procedure is effective in stabilizing the coupled solution, even
with vanishing body mass.
4.5.4 FSDS Nondimensionalization
In considering the coupled system, we nondimensionalize the structural parameters
by the fluid-dynamics. All nondimensionalizations are made using the fluid density
pf, the flow speed V, and the body length L. As such, the nondimensional parameters
of the coupled system are
el peh
A pfL pL
e2 EI EI
KB U2L3 p1 U2 L3  (1-v)pfU2L3
Ks e3 Eh Eh
pf U2 L pJU2 L (1 v.)pfU2LJ
Re UL
v,= e4, (4.115)
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where v is the fluid viscosity and v, is the Poisson ratio, a nondimensional quantity
which is only relevant in the three-dimensional simulations. The three-dimensional
nondimensionalizations for KB and KS are given in brackets. Discussion of coupled
theory and simulations will use these nondimensionalizations of equation 4.115.
126
Chapter 5
Verification and Validation of the
Fluid (FDS), Structure (SDS), and
Coupled (FSDS) Models
A series of simulations is performed for the purpose of verifying and validating the
accuracy and consistency of the FDS, SDS, and FSDS capabilities. The test cases are
such that the displayed success of the simulations indicates accuracy of the simulations
performed in the present flexible thin-foil study. In select cases for both the FDS and
SDS simulations, a convergence study is performed, demonstrating near second-order
convergence with both spatial and temporal discretization.
5.1 FDS Verification and Validation
Validation for the fluid-dynamic solver derived in Chapter 3 is obtained through the
simulation of several problems studied previously both experimentally and numeri-
cally. The problems include those for both stationary bodies and those with imposed
motion. Validation is made for both the dynamic interaction (hydrodynamic forcing
of the body) and the flow characteristics. Problems are chosen using both a cylindrical
body and the thin-foil resolved at the sharp edges.
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5.1.1 Flow Over a Fixed Cylinder
The classical problem of vortex shedding from a fixed cylinder has been very well
studied. The only relevant nondimensional input parameter for the two-dimensional
problem is the Reynolds number, Re = UD/v, where U is the steady incoming flow, D
the cylinder diameter, and v the kinematic viscosity. A number of studies at Re = 100
have been performed, as this is an often used problem for benchmarking of numerical
codes. At this Reynolds number, periodic vortex shedding is well-established, but
turbulence in the wake vortices is not yet present (see [10] for an explanation of
the regimes). A compilation of results for this problem was given by Zhou and
Graham [78]. That information is presented in Table 5.1, along with the present result.
The quantities compared are the Strouhal number, or nondimensional frequency of
vortex shedding, St = fD/U; the drag coefficient, Cd = Fstream/(0.5pDU2 ), and the
oscillating lift coefficient, cl = FCross/(0.5pDU2). It can be seen that the results
of the present study compare well to these other experimental and computational
studies. Such accuracy indicates successful capture of the physical process of flow
separation, time accuracy of the unsteady wake flow, and accurate calculation of the
hydrodynamic forcing on the body.
5.1.2 Periodically Forced Cylinder
The problem of a cylinder in forced periodic motion was used for a full convergence
test, indicating the spatial and temporal second order accuracy of the numerical
model. This problem of a two-dimensional cylinder forced periodically in one direc-
tion in an otherwise still fluid was the subject of an extensive numerical and exper-
imental study by Dutsch et al.[18]. These results of [18] have previously been used
for benchmarking in the studies of Uzunoglu et al.[68] and Guilmineau & Queutey
[27]. The relevant input parameters for a cylinder of diameter D being forced at
a frequency w and amplitude A are the Reynolds number, Re = AwD/v, and the
Keulegan-Carpenter number, KC = 21rA/D. A number of flow regimes have been
identified based on these parameters. The combination used in the present study,
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Study
Lienhard (experiment)
Arkell & Graham
Beaudan & Moin
Chaplin (method 1)
Chaplin (method 2)
Gushchin
Zho
Zho
Karniadakis
Kravchenko
Mittal
Savvides (method 1)
Savvides (method 2)
Sherwin
Stansby
Younis (method 1)
Younis (method 2)
u & Graham (method
u & Graham (method
Present Study
1)
2)
St
0.155-0.173
0.152
0.169
0.168/0.174
0.162
0.162
0.171
Table 5.1: Data compilation of cylinder flow at Re = 100. All but data of present
study are from Zhou and Graham [78]. The first entry is from experiment and the
remainder are computational.
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1.35-1.49
1.33
1.35
1.82
1.82
1.38
1.42
1.30
1.32
1.36
1.36
1.46
1.43/1.45
1.37
1.48
1.40
Clrms
0.17
0.24
0.20
0.20
0.26
0.23
0.23
0.16
0.14
0.24
0.34
0.20
0.22
0.24
Re = 100 and KC = 5, puts the system solidly in a region of periodic symmetric
vortex shedding. The quantities used for comparison are the drag and added mass
coefficients. These are determined by separating the hydrodynamic forcing in the
direction of imposed motion into a component in phase with the velocity and a com-
ponent in phase with the acceleration. This idea follows Morison's equation, enabling
the hydrodynamic forcing to be written as in [18], with the drag coefficient Cd and
added mass coefficient ci following
1 1 2Fx(t) = --pD.,|J|cd - -irpD (5.1)2 4
Given a long oscillating time history of the hydrodynamic forcing and cylinder posi-
tion, velocity, and acceleration, the drag and added mass coefficients can be calculated
by isolating the components in phase with the velocity and acceleration, respectively.
These are
Cd = t (5.2)SpD 4o , 2 .Wdt
4t ! F,Hdt
ci= . (5.3)
{irpD2 ftf i 2 dt
Convergence tests of the hydrodynamic numerical model were pursued using this
forced cylinder problem. It has been shown in Chapter 3 that derivatives in the
numerical formulation contain errors of second-order both in terms of grid spacing
and time step. A series of runs were pursued to test for this second-order convergence
of the solution.
Grid Size Convergence
While maintaining a constant time step of dt = 0.01D/(Aw), the radial and circum-
ferential grid dimensions were varied concurrently, creating an N x N grid. The
domain size was kept constant as a circle of diameter 12D. Grid clustering at
the cylinder body, which is normally used, was removed for this convergence test,
so that radial grid spacing was even along each locus. Runs were performed for
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Figure 5-1: (a) Convergence of drag coefficient with decreasing grid spacing and
quadratic polynomial curve fit. (b) Drag error from the intercept with power curve
fit.
N = {40, 60,80,100,140, 200}. Figure 5-1(a) shows the convergence of the drag co-
efficient with grid spacing with a quadratic polynomial curve fit that indicates an
intercept at cd = 2.13. A plot of the error from this intercept is given in figure 5-1(b),
indicating error as ecd Ax 1 6 5
Plots of the added mass coefficient with grid spacing are given in figure 5-2.
When fitting the quadratic to all points an intercept of ci = 1.51 is found, with
a corresponding error fit indicating e,, - Ax1 06 . However, figure 5-2(a) indicates
that the polynomial fit is not accurately capturing the trend of the more accurate low
grid spacing data, and consequently not predicting an accurate intercept. We proceed
by considering the convergence of ci for the four most accurate points, representing
N = {80, 100, 140, 200}. Figure 5-3(a) shows the better fit to the more accurate data,
and an intercept of ci = 1.471. The corresponding error plot of figure 5-3(b) shows
convergence of the error as ei Ax 9 2 . It is not anticipated that exact second-
order convergence would be observed throughout the entire range of grid spacing,
particularly with simulation of nonlinear equations. As the larger grid spacings are
unable to resolve elements of the near body flow physics, consistent convergence of
the added mass is not observed until N is sufficiently high, N > 80. The spatially
second-order nature of the model is reflected in both error trends as ecd - Ax 1 .65 and
c- A1.9 2
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Figure 5-2: (a) Convergence of added mass coefficient with decreasing grid spacing
and quadratic polynomial curve fit. (b) Added mass error from the intercept with
power curve fit.
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Figure 5-3: (a) Convergence of added mass coefficient with decreasing grid spac-
ing and quadratic polynomial curve fit, using the four most accurate grids as
N = {80, 100,140, 200}. (b) Added mass error from the intercept with power curve
fit.
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Figure 5-4: (a) Convergence of drag coefficient with decreasing time step and
quadratic polynomial curve fit. (b) Drag error from the intercept with power curve
fit.
Time Step Convergence
Holding the grid dimension constant (and using clustering at the inner boundary)
runs were performed for a series of time steps to test the convergence. Using dt =
{0.1, 0.05, 0.025, 0.01, 0.005, 0.0025}, the values of Cd and ci were calculated. Figure 5-
4(a) shows convergence of the drag coefficient with time step, and the quadratic
polynomial fit indicates an intercept of cd = 2.137. The error from the intercept is
plotted in figure 5-4(b), with the two smallest time steps omitted due to full conver-
gence. The error power curve fit shows convergence as eCd ~~ At 2.21 . Convergence
of the added mass coefficient with time step and quadratic polynomial fit are shown
in figure 5-5(a), indicating an intercept of Cd = 1.466. The power fit to the corre-
sponding error plot of figure 5-5(b) shows convergence as e, - At. 84 . The error
convergence with time step found for the flow coefficients reflect the second-order
numerical formulation.
Domain Size Convergence
In order to obtain a 'best' answer of cd and ci for comparison to the previous studies,
a test of the behavior of the answer with increasing domain size was conducted. It
is known that proximity of the domain boundary to active areas of the flow can
influence the result, particularly with the Dirichlet boundary condition used in this
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Figure 5-5: (a) Convergence of added mass coefficient with decreasing time step and
quadratic polynomial curve fit. (b) Added mass error from the intercept with power
curve fit.
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Figure 5-6: Convergence of the (a) drag coefficient and (b) added mass coefficient
with increasing domain size, and quadratic polynomial curve fit.
benchmarking test. A series of runs was performed at a fixed time step dt = 0.005
and equivalent clustered grids at a range of domain sizes. The grid size in the radial
direction was increased with domain size to maintain equivalent grid spacing in the
active flow region. With the outer domain boundary as a circle, the range of domain
to cylinder diameter used was Ddo/Dcyl = {12, 18,24, 40}. The calculated cd and
ci are plotted in Figure 5-6, and show convergence with increasing domain size to
cd = 2.09 and ci = 1.45. These "best" values are precisely the highest resolution
values found in [18], and used for benchmarking in [68] and [27].
The full convergence testing of the hydrodynamic model has shown the second-
order nature of the solution both in terms of grid spacing and time step. The con-
vergence of the answer with increasing distance of the outer domain boundary was
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Figure 5-7: Plot of (a) lift coefficient and (b) drag coefficient for a NACA0008 foil
over a range of angles of attack. The present results are found to compare very well
with those of Kunz & Kroo [35].
also displayed. Accuracy of the simulation is verified by matching of the theoretically
most accurate solution to that of a previously accepted benchmarking solution.
5.1.3 Rigid Thin Foil at Angle of Attack
Owing to the rather extreme geometry to be treated in the present study, confirmation
of the accuracy of the model for the thin bodies to be used was also sought. The
thin-foil to be used in this research is of a 1 : 100 thickness to length ratio. The flow is
to be fully resolved around the sharp edges, with no explicit enforcement of the Kutta
condition. To ensure accuracy of the treatment at these sharp edges, comparisons are
made to previous studies involving flow over rigid thin foils.
Comparison was made to earlier numerical and experimental studies of fixed foils
at an angle of attack to steady incoming flow. The first comparison is made to a
two-dimensional numerical simulation of flow over a NACA0008 foil at Re = UL/v =
2000, done by Kunz & Kroo [35]. The drag and lift coefficients were calculated using
the present model over the same range of angles of attack for the NACA0008 foil.
These results are presented with those of [35] in figure 5-7. It is clear from the figure
that the present model is accurately calculating the steady flow about the foil through
the point of stall.
Tests were also made of an impulsively started thin foil at a range of angles
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Figure 5-8: Plot of (a) lift coefficient and (b) drag coefficient for early (2 chord
lengths travelled) and late (7 chord lengths travelled) times after an impulsive start
(fast acceleration from rest). Results are from the experiment of Dickinson & Gotz
[14] and the present numerical simulation, and show a reduction of lift and drag in
time at angles over 13.50.
of attack and compared to the experimental work of Dickinson & Gotz [14]. The
foil was constantly accelerated over 0.32 convective time units until reaching the
desired velocity at Re = 192. The impulsive conditions and Reynolds number of the
simulation exactly matched those reported for the experiment. While the simulation
was two-dimensional, the experiment was set up to minimize three-dimensional effects.
The form of the foil was given in [14] as "bluntly rounded on the leading edge and
sharply tapered at the trailing edge" with a 0.02 thickness ratio; the simulation sought
equivalence in form by using a NACA0002 foil, possessing those same characteristics.
Drag and lift on the foil are presented in [14] at an early stage (after 2 chord lengths
of travel) and a late stage (after 7 chord lengths of travel) over a range of angles of
attack from 0' to 90' in 4.5' increments. A gradual decreasing in time of both lift and
drag was found for angles of attack greater than 13.5'. The simulation was run at
the same angles of attack, up to 45". The lift and drag coefficients for the early and
late times are shown in figure 5-8 for experiment of [14] and the simulation results.
The plots show good agreement for both lift and drag at small angles of attack.
The separation of the early and late forcing values at - 15' is clear in both the ex-
perimental and simulated results. The simulated results generally follow the trends
found in the experiments, but indicate some difference in the values, particularly in
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Figure 5-9: Plot of Cl vs. the distance travelled by the foil at a 31.50 angle of
attack. Traces are shown for the simulation, and for the experiment (taken from
[14]). Differences in the impulse and subsequent history are clear, particularly the
smoother transitions of the experiment yielding less pronounced transient effects.
the lift at higher angles of attack at the later time. Plots of the experimental time
history of the forcing, given in [14], indicates an unsteady process at these larger
angles of attack, one likely to be largely influenced by the manner of the impulsive
start. Figure 5-9 shows the time history of the lift coefficient for the experiment and
simulation. While the simulation is able to exactly linearly ramp up the velocity
(constant acceleration), the experiment must transition the acceleration from zero to
the constant value (and back to zero) over a finite period of time. The unsteady lift
response show in figure 5-9 is likely to be affected by the exact nature of the impul-
sive start, and can be expected to exhibit some differences between the simulation
and experiment. Such differences, and those associated with the finite span of the
experimental foil, can account for the modest differences in the lift and drag plots
of figure 5-8. Success of the simulation indicates the ability of the numerical model
to capture unsteady hydrodynamic effects when using of a thin foil, an important
component to the present study.
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5.1.4 Rigid Flapping Foil
Anderson [2] performed low Reynolds number experiments for a large span (~two-
dimensional) rigid NACA0012 foil, flapping in both heave and pitch. Using PIV, a
velocity field was obtained from the experiment, allowing comparison of the vortical
flow with numerical simulation. The case considered was at Re = 1100, for a heave
amplitude of 0.75L and pitch amplitude of 30'. The heave leads the pitch by a phase
difference of 750, and the flapping is at a Strouhal frequency of St = 0.32.
The velocity vectors from FDS simulation results are plotted with the PIV vectors
from experiment in figure 5-10. The vortex development and release into the wake
occur at the equivalent phase and location for the simulation and experimental case.
Overall, the figure shows a very good qualitative comparison of the near-body and
wake vortical flow characteristics.
5.2 SDS Verification and Validation
Verification and validation are sought for the structural numerical model derived in
Chapter 4. Problems independent of fluid dynamics are sought for comparison. One
good type of problem is that of the body pinned at one end, and under the influence
of gravity. This two-dimensional 'swinging chain' problem becomes a swinging mem-
brane problem in three dimensions. A steady displacement problem is also used in
the validation of the three-dimensional model, testing the accuracy of the nonlinear
plate structural treatment.
5.2.1 Description of the Hanging Chain Problem and Simu-
lation Challenges
The problem we consider is of a chain, or inextensible highly flexible string, pinned at
the upper end, and under the influence of gravity. The variation of the tension force
from the maximum value at the pinned end to zero at the free end is a significant
similarity between this problem and that of such a body in a free stream. This
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Figure 5-10: A series of plots of the vector velocity field for a two-dimensional
NACA0012 foil flapping in heave and pitch. The left series represents the PIV ex-
perimental data of Anderson [2], while the right column is simulation results using
the present numerical model. The Reynolds number is 1100, and the heave leads the
pitch by 75'.
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Figure 5-11: A diagram of the swinging chain or string problem. The body is pinned
at the upper end and subject to the influence of gravity: (a) represents an initially
displaced body in the linear regime (small displacement); (b) represents a body with
periodic lateral forcing at the fixed end, outside of the linear regime (large displace-
ments).
swinging chain problem, in its linear form, has an analytical solution for the natural
modes as a Bessel equation [29] [22]. Considering the swinging chain of figure 5-11(a),
the equation, where el is the mass per length (as in Chapter 4) and g is gravity, is
ela2 q as elgs- = 0.at2 as ( s) (5.4)
The modal solutions take the form of Bessel functions,
q(s) = CJ (2w 8), (5.5)
where the boundary condition q(L) = 0 yields
JO (2w = 0. (5.6)
The natural modes of the linear swinging problem are defined in table 5.2.
The desired structural properties for accurate simulation of the swinging chain
are near inextensibility and near perfect bending flexibility. As would be expected,
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Mode n 2w L W* T*
V 9
1 2.405 1.203 5.223
2 5.520 2.760 2.277
3 8.654 4.327 1.452
4 11.792 5.896 1.066
5 14.931 7.466 0.842
Table 5.2: Definition for the modes of linear hanging chain of equations 5.5 and 5.6.
Also includes the nondimensional natural frequency (nondimensionalized by Ig/L)
and period.
intermediate values of either of these properties alter the physics from that of the
ideal swinging chain. Stability of the numerical scheme is dependent on the ratio
of the extensional rigidity to bending rigidity, (e3 L 2 )/e2, as defined in Chapter 4,
equation 4.51. There is a maximum value for this ratio which increases with grid
resolution. As such, there is a trade off between the degree to which the body is
inextensible, perfectly flexible, and computational intensity. It is found with the
hanging chain problem that bending rigidity increases the modal natural frequencies
by increasing the restoring force, particularly influencing the higher modes. On the
other hand, extensional flexibility is found to facilitate transfer of energy from lower
to higher modes, causing the system to evolve differently from the inextensible one.
A sense of the influence of the bending and extensional stiffness can be gained
from examining the linear equations. The equation of motion and frequency for the
linear extensional mode, where x is displacement in the axial direction, are
el82 - e3 a2 = 0 (5.7)0t2  i982
= k, e (5.8)
In this case we are most concerned with the lowest mode, where k, = r/(2L), as this
will have the lowest frequency. The equation of motion and frequency for the linear
normal modes, where y is the displacement in the normal direction and r is a tension
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considered constant for simplicity, are
at2  4  s2
k - e2 k2 (5.10)
el +el
In comparing the relative importance of the two terms in the frequency expression,
the tension can be considered -r e1g L. For sufficiently high wavenumbers the
bending rigidity will exert it's influence over the dynamics and siginificantly increase
the natural frequency.
Dimensional expressions for the frequencies have been presented in equations 5.6,
5.8, and 5.10. This allows observation of the fact that the natural swinging frequency
is independent of the body mass el (as with a pendulum), while the stretching and
elastic bending natural frequencies are functions of the mass. Henceforth, we consider
all quantities in nondimensional form, using el, L, and g for nondimensionalization.
As such, we have nondimensional bending rigidity e2* = e2/(el gL3 ), extensional
rigidity e3* = e3/(el gL), and time t* = t g /L. The subsequent discussion will
consider all quantities nondimensional and the * will no longer be used to indicate
nondimensional quantities.
5.2.2 Small Amplitude Hanging Chain: Comparison to An-
alytic Result
We first examine the effect of bending rigidity on the natural frequencies of the first
few modes. The linear swinging chain is initially displaced with an amplitude of A
in all of the first four modes. The initial displacement is
q(s) = A (Jo(2.405V ) - Jo(5.520v/F) + J0 (8.654x/F) - J0 (11.792Vs_)), (5.11)
where the alternating sign is chosen to avoid large initial slope at the tail. Three
values of A were used, as (0.01, 0.05, 0.1), and the power spectra for the three cases is
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Mode n Wtheory Wnum error
1 1.20 1.20 0%
2 2.76 2.81 1.8%
3 4.33 4.71 8.8%
4 5.90 6.91 17.1%
Table 5.3: The theoretical modal natural frequencies for the swinging chain from
equations 5.5 and 5.6, and those measured from the numerical simulation with pa-
rameters (A, e2, e3) = (0.01, 0.0005, 50).
shown in figure 5-12. If the displacements of all modes were in the linear regime, and
the body was inextensible, the modes would operate independently, each maintaining
the initial amplitude. It is expected that this would be more the case at smaller
initial displacement amplitudes and higher extensional rigidity, as these conditions
correspond to the conditions which yield the Bessel function solution of equation 5.5.
Figure 5-12 shows that, for the small amplitude case, the first three modes oscillate
with 97%, 94%, and 87% of the initial displacement amplitude, where the fourth mode
oscillates with only 25% of the initial displacement amplitude. The frequencies for
the lowest amplitude case, and error from the corresponding theoretical frequencies
are given in table 5.3. It is evident that accuracy in this simulation is quite good for
the first two modes, falling off to 17% frequency error for the fourth mode.
In determining the difficulty in capturing the fourth mode, we examine the in-
fluence of the extensional flexibility and bending rigidity. For the simulations of
figure 5-12, a grid of N = 200 is used, limiting the ratio of extensional to bending
rigidity to e3/e2 = 100 000. The lowest stretching mode of equation 5.7, with exten-
sional rigidity e3 = 50, yields a natural frequency of w, = 11.11. Where the vertical
swinging displacement will have twice the frequency of the horizontal displacement,
we consider half this stretching frequency, W,/2 = 5.56, and its proximity to the fre-
quency of the fourth swinging mode, w4 = 5.896. As such, energy from the fourth
swinging mode interacts with the stretching mode.
We look at the fourth bending mode to assess the influence of the bending rigidity
on the frequency. Considering this fourth mode, with wavenumber k" = 77r/2, the
frequency in the absence of tension, with e2 = 0.0005, would be Wb = 2.7, according
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Figure 5-12: Power spectral density of a hanging chain initially displaced in the first
four modes with amplitude of (a)0.01 (b)0.05 and (c)0.1. Frequency data spans 100
nondimensional time units.
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Figure 5-13: Power spectral density of hanging chain initially displaced in the first four
modes with amplitude of A = 0.01, and frequency data spanning 100 nondimensional
time units. The three curves are for (e2, e3) = (0.0005, 50), (0.001, 100), (0.002, 200).
to equation 5.10. This frequency being the same order of the natural swinging fourth
mode frequency indicates that the bending rigidity will be contributing significantly
to the restoring force and subsequent modal frequency. As such, if we estimate the
tension as half the maximum value in equation 5.10, then the first term in the radical
has the value 0.5. The second term, for this fourth mode, will have a value of 0.06,
suggesting an increase in frequency on the order of that reported in table 5.3. An
illustration of the influence of bending rigidity on the first three modes can be seen
in the power spectrum of figure 5-13, where bending rigidities of e2 = 0.0005, 0.001,
and 0.002 are used. The added restoring force of the bending rigidity is seen to
increase the higher mode frequencies. Thus, the loss of accuracy in the higher modes
associated with both finite bending rigidity and finite extensional rigidity has been
demonstrated.
5.2.3 Chain Released from Horizontal
We now turn to a highly nonlinear problem with the hanging chain to examine the
influence of finite bending and extensional rigidity on the evolution. The problem is
of the release of a chain from a horizontal configuration. Through such simulation,
the effect of the bending and stretching rigidity on the solution is studied. It is
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clear that the influence of these properties will be in situations where they play a
significant role in the system dynamics. A measure of the participation of the bending
and stretching in the system dynamics is the amount of energy which enters these
modes. Consider, for example, the snapping and recoil of such a nearly inextensible
body. At the point of snap, where the kinetic energy goes away, the energy must
be transferred to potential energy in the stretching mode. When this happens, the
dynamics can no longer be considered governed by inextensibility and the value of
the extensional rigidity will influence the evolution. When a snapping body recoils,
energy is translated back into the kinetic domain at the higher modes associated with
the stretching mode frequencies. Such evolution of energy to higher modes through
transfer to the stretching mode is apparent in this study of chain release from the
horizontal.
The released chain is first examined with values of bending rigidity e2 = 0.005
and extensional rigidity e3 = 500. The time history of the different energy compo-
nents is given in figure 5-14(a). The bottom of the swing is the point of minimum
gravitational potential energy, where the tendency toward stretching is expected. At
the first such minimum a slight stretching event can be seen in the stretching po-
tential energy curve, though with little observable energy transfer to higher modes.
However, near the second minimum of the gravitational potential energy, a significant
transfer of energy to the stretching mode is apparent. After such event, it is clear that
this energy exchanges between the kinetic and structural potential (both stretching
and bending) modes at a much higher frequency. These high frequency dynamics
are dependent on the values of the extensional and bending rigidities, while the early
time low-frequency dynamics are general for very high extensional rigidity and very
low bending rigidity. Solution schemes that contain numerical dissipation have been
used in order to control prevalence of the high frequency components, as discussed in
[22]. In experiment and observation, these high frequency components are controlled
through physical dissipation. For the present end, where the structural code is cou-
pled to a viscous fluid, there will be plenty of modeled physical dissipation for the
higher modes. However, these test cases of the uncoupled structural model require
146
the modeled Kelvin-Voight structural dissipation discussed in 4.4. Two different
structural damping values are used in simulations of the plots figure 5-14(b)(c). It is
clear that the damping controls the higher modes. For structural damping, the rate
of energy dissipation in the system will be dependent exclusively on the extensional
and bending rigidities, while for external fluid damping energy is dissipated out of
any mode of body motion.
We now examine the swinging evolution with varying the extensional rigidity for a
fixed bending rigidity of e2 = 0.01. Figure 5-15(a) and (b) show the time history of the
tail position for simulations with five different extensional stiffnesses. The kinematics
convergence with increasing stiffness. Figure 5-15(c) shows this convergence through
a plot of the RMS difference from the highest stiffness case (e3 = 1000). For the
duration of the simulation, it's clear that the doubling of the stiffness from e3 = 500
to e3 = 1000 has negligible influence on the kinematics. The kinematics will diverge,
however, as the energy in this undamped case migrates to the higher modes for long
duration. Such divergence will not be an issue for the damped case. This can be
observed in the evolution and RMS error plots for the case damped as G = 0.01
as shown in figure 5-16. The plots show faster convergence of the solution with
extensional stiffness, indicating that error associated with extensional flexibility is
reduced with damping.
Convergence with lowering bending rigidity is now sought for a fixed extensional
rigidity. We consider the case with extensional rigidity of e3 = 50 and Kelvin-Voight
damping of G = 0.01. With damping serving to suppress the higher modes, con-
vergence is found with lowering the bending rigidity as e2 = (0.01,0.005,0.0025,
0.001, 0.0005, 0.00025, 0.0001). The cases of lowest bending rigidity also required a
increase in the grid size to N = 400 for e2 = 0.00025 and N = 500 for e2 = 0.0001,
to accommodate the larger ratios of e3/e2. Plots of the time history of the end po-
sition are shown with the RMS error plots in figure 5-17, showing convergence with
decreasing bending rigidity (as the inverse becomes large).
We have demonstrated the convergence of the of the kinematics with increasing
extensional stiffness and decreasing bending rigidity. It is, in fact, the reduction of
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Figure 5-14: Time history of the system energy components (and total) for the hori-
zontally released chain with (e2, e3) = (0.005, 500) using three different Kelvin-Voight
structural damping values, G as defined in 4.4.
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RMS difference from the highest stiffness case over the 10 time unit duration.
149
'2
'2
w
C
0
w
1
0.5
0-
-0.5
-1
-1.5 -
0 2 4 6
Time
(b)
1.2
1
0.8-
0.6-
0.4-
0.2
0-
-0.2 -
0 2 6
8 10
e3=1 0
e3=50
e3=1 00
e3=500
e3=1000
I.'
21'/3, A
8 10
Time
(c)
0.35 y-error -
x-error - --
0.3
0.25
0.2 -
0.15 -
0.1 -
0.05
0 100 200 300 400 500 600 700 800 900
Extensional stiffness
1000
Figure 5-16: Time history of the end position for the horizontally released chain
for bending rigidity e2 = 0.01, Kelvin-Voight damping of G = 0.01, and exten-
sional rigidities e3 = (10, 50, 100, 500, 1000). Plots of (a) the y-coordinate, (b) the
x-coordinate, and (c) the RMS difference from the highest stiffness case over the 10
time unit duration.
150
(a)
/---
4;
w2
e3=10-
e3=50 -
e3=100
e3=500-
e3--1000-
P0
0
0
w
CI)
0
(a)
- e2=0.01
0.8 - e2=-0.005
e2=0.0025 - - -
e2=0.001 - -
0.6 e2=0.0005
e2=0.00025
0.4 - e2=0.0001
- 0.2
0-
W -0.2
-0.4
-0.6
-0.8 -
-1
0 2 4 6 8 10
Time
(b)
e2=0.01
e2=0.005
e2=0.0025 -
0.8 - e2=0.001
e2=0.0005
e2=0.00025
0.6 - e2=0.0001
P
A 0.4
0.2
-0.2
0 2 4 6 8 10
Time
(c)
0.08 y-error +
x-error -
0.07 -
0.06
0.05U)
C 0.04
0.02
0.01
0
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
1/(Bending stiffness)
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energy in these modes that makes the evolution of the system lose dependence on
the values of the rigidities. This reduction of modal energy with the increasing of
extensional rigidity and decreasing of bending rigidity can be seen in figure 5-18,
where the mean energy over the duration of the simulation is shown. As such, we
have shown a correspondence between negligible energy content in a structural mode
and convergence of the kinematics with that extreme for the structural parameter.
For the structural parameter being sufficiently extreme, the evolution of the system
is no longer dependent on its value.
Comparison to Experiment
In Koh et. al. [31] an experiment and simulation were performed where a pinned-
pinned catenary is released at one end under the influence of gravity. A time history
of the cable tension was obtained from a strain gauge located near the pinned end,
a distance 2.5% of the cable length. For their numerical simulation, the need for
a dissipative integration scheme was again indicated in order to reduce transfer of
energy to high frequency modes.
Running the identical case using the present numerical scheme, we use modelled
physical dissipation with damping parameter G = 0.01, as was found effective in
the preceding discussion. Figure 5-19 shows the time history of the near-end tension
from the experiment and numerics of Koh and the numerics of the present work. It's
clear that the Koh numerical results and the present numerical results with G = 0.01
are very similar. Both numerical results differ a little from the experimental result,
particularly in the higher frequency components, but give generally good prediction
of the measured tension.
5.2.4 Horizontally Forced Chain
We now turn our attention to the hanging chain periodically forced at its upper end in
the horizontal direction, as in figure 5-11(b). This is a problem that has been studied
experimentally and numerically in [29] and [22]. The past studies were directed toward
152
(a)
0.045
0.04
0.035 -
0 100 200 300 400 500 600 700 800 900 1000
Extensional stiffness
(b)
0.005
0.0045
0.004
0.0035
0.003 -
0.0025
0.002
0.0015
0.001 
-
0.0005
0
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
1/(Bending stiffness)
(c)
Extensional -+-
Bending - -
10000
0.0001
1 10 100 1000
Extensional stiffness, 1/(Bending stiffness)
Figure 5-18: Structural potential energy averaged over the 10 time units of the sim-
ulation. (a) for bending stiffness e2 = 0.01 and damping G = 0.01 while varying
extensional stiffness, (b) for extensional stiffness e3 = 50 and damping G = 0.01
while varying bending stiffness, and (c) on a log-log plot.
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the experimental measurement.
experimental validation of numerical simulations of a nonlinear swinging chain. A
single event of loop closing at the free end of the forced chain has been used in the
validation effort. This same event is sought in use of the present numerical model.
The associated kinematics are far more extreme than those to be encountered in
the coupled flapping simulation, as the hydrodynamic grid could not handle such
an extreme configuration as the body closing on itself. Consequently, the structural
parameters required to resolve the kinematics are also extreme, requiring large grids
to allow high ratios of e3/e2. Again, convergence of the kinematics can be related to
disappearance of the energy from the structural potential domain.
The particular problem, and comparison of a single event, is a difficult criterion
for such a nonlinear system. The evolution of the nonperiodic response of this system
is quite sensitive to the physical and numerical conditions, as described in [29] and
[22]. As such, comparison of a single event at a specified time is a rigorous path
for validation. Convergence of this problem using the present model is toward the
loop closing event at the proper time, as e3/e2 becomes very large. Figure 5-20
displays the loop very nearly closing at the experimentally observed time of t ~ 3.4s.
For this simulation, a rigidity ratio of e3/e2 = 4 x 107 was used, requiring a grid of
N = 4000 for numerical stability. While this is an impractical grid size for the coupled
hydrodynamic model, the problems to be investigated do not require resolution of
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Figure 5-20: The simulated loop closing event using e3/e2 4 x 10 7 and N = 4000
compares well to the shaking chain experiment ([29],[22]). The snapshot showing the
entire length of chain displays the extreme nature of this event in terms of the tight
loop closing.
configurations such as that of figure 5-20. With this problem, the capability of the
structural model has been shown to exceed the requirements of the coupled model.
Alternate Two-Dimensional Solution Method
In order to capture the loop closing event with the horizontally forced chain, it is
necessary to use a very high rigidity ratio. The standard numerical solution method
requires very large grids for stability with these large rigidity ratios. The alternate
solution method described in 4.5.2 allows use of such large rigidity ratios on smaller
grids, but is not as robust to accurate simulation of extreme events such as snapping
and recoil.
We repeat the highest rigidity ratio case (e3/e2 = 4 x 107) of the horizontally
forced chain, this time using the alternate solution method and a grid dimension of
N = 100, forty times smaller than that required for the standard solution method.
Again, we capture the loop closing event at t ~ 3.4s, as can be seen in figure 5-21.
While the loop closing event occurs at the time observed in experiment, the loop is
slightly larger and shifted upward when using N = 100 as opposed to N = 4000. The
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Figure 5-21: The simulated loop closing event using e3/e2 = 4 x 107 and N = 100
with the alternate solution method, with snapshot showing entire length of chain.
differences in the evolution of the simulation using the two grid sizes can be seen in the
time history of the horizontal and vertical position of the free end, given in figure 5-22.
These differences indicate the loss of accuracy of the low resolution simulation using
the smaller grid, particulary as the length scale of the bending dynamics approaches
that of the grid spacing at the time of loop closing. Despite some loss of accuracy,
we have resolved this extreme event of loop closing at the time found experimentally
in a computationally rapid simulation.
5.2.5 3D Membrane Released from Horizontal
The horizontally released chain problem is extended to a square membrane which is
pinned along one edge. Two cases are run for this problem. The first, less refined,
case has nondimensional structural properties (defined by equation 4.97) as bending
rigidity e2 = 0.05, extensional rigidity e3 = 50, Poisson ratio e4 = 0.3 and Kelvin-
Voight damping of G = 0.01, calculated on a 25 x 25 grid. The second, more refined
case, uses e2 = 0.01, e3 = 100, e4 = 0.3, and G = 0.001, calculated on a 50 x 50
grid. A series of snapshots of the swinging membrane simulation using the coarse
grid is shown in Figure 5-23. The contours of extensional strain on this plot indicate
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Figure 5-22: The horizontal and vertical position of the free end in the shaking chain
simulation with e3/e2 = 4 x 101, using the standard solution method with N =
4000 ( ), and the alternate solution method with N = 100 (- -). Differences
indicate loss of accuracy for the lower resolution simulation, and the breakdown of
this lower resolution simulation after the loop closing event.
the increase in tension at the bottom of the swing. The three dimensional effects are
evident in the curvature of the end, and the variation of the strain toward the edges.
A plot of the end corner trajectory for the two swinging membrane cases is shown
with the two-dimensional chain end trajectory in figure 5-24(a-b). The rigidities of the
chain used in this plot are equivalent to those of the fine plate, and a similar trajectory
is found. The energy budget for the fine plate simulation is given in figure 5-24(c).
Only a small amount of energy enters the structural bending and extensional modes,
suggesting only small influence of the structural properties on the evolution of the
swinging plate.
5.2.6 Fully Bounded Linear and Nonlinear Plate
We now turn to the problem of a rectangular plate bounded on all four edges, allowing
comparison to previous linear and nonlinear treatments. The linear development in
Shames and Dym [53] considers only the bending rigidity as a restoring force, and no
contribution from tension associated with the strain in displacement. The nonlinear
von Karman plate system used by Kirby and Yosibash [30] does consider the effect
of tension from extensional strain, allowing comparison of the present model using a
nonlinear problem.
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Contours of extensional strain (tension)
Figure 5-23: A series of snapshots of the swinging membrane separated by 0.7 nondi-
mensional time units. Contours are of extensional strain, and show the increase of
strain at the bottom of the swing, as well as the spanwise variation of the strain. This
is the coarse simulation using e2 = 0.05 and e3 = 50 with a 25 x 25 grid.
Linear Comparison Here we consider two problems solved in Shames and Dym [53].
The first is of the square plate clamped on all edges and subject to a uniform normal
load, q. The steady state displacement at the plate center is given by linear theory
as
Ymax = 0 .0 2 0 2 q(L/2) = 0 .0 0 1 2 6 qL 4  (5.12)e2 e2
where e2 is the bending rigidity and L is the side length. The case to be used
in the nonlinear model for comparison must be one for which the bending rigidity
dominates the tension force. Using e2 = 1, q = 1, and L = 1, equation 5.12 predicts
Ymax = 0.00126. Using e3 = 1000, the first clamped mode (k = 21r) will have a
tension restoring force of less than 0.01% the bending restoring force. For such low
extensional rigidity the answer obtained from the numerical simulation is independent
of the value of e3. The problem was run on N x N grids for N = (11, 15, 21, 25, 31) to
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Figure 5-24: Time history of the plate end corner position and chain end in (a) and
(b). The coarse plate on a 25 x 25 grid has bending rigidity e2 = 0.05, extensional
rigidity e3 = 50, Poisson ratio e4 = 0.3 and damping of G = 0.01. The fine plate
on a 50 x 50 grid has e2 = 0.01, e3 = 100, e4 = 0.3, and G = 0.001. The chain has
e2 = 0.01, e3 = 100, and G = 0. The fine plate energy budget is given in (c).
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Figure 5-25: (a) Maximum steady state displacement for clamped plate under uniform
load with varying grid spacing. Using e2 = 1, e3 = 1000, q = 1, and L = 1 on an
N x N grid with N = (11, 15, 21, 25, 31). (b) Error from the ymax = 0.00126 intercept
with eymax = 0.0138Ax' 77 curve fit.
examine the convergence with grid spacing. A plot of maximum displacement with
grid spacing is given in figure 5-25(a), and a quadratic polynomial curve fit indicates
an intercept of Ymax = 0.00126, the value predicted from the linear formulation. The
error from this intercept value is plotted in figure 5-25(b), along with the the curve fit
of eymax ~ AX 1 77 which indicates near second-order convergence with grid spacing.
We now look at the linear problem with simply supported edges to examine the
frequency of the first mode, and convergence with time step. From the linear devel-
opment in Shames and Dym [53], the frequency of the first mode for the square plate
is
1 e
w=19.9 . (5.13)
L2  el
Using el = 1, e2 = 1, e3 = 1000, and L = 1, and initially displacing the first mode at
A = 0.01, the linearly derived frequency is w = 19.9. On a 25 x 25 grid, runs are made
with time step of At = (.01, .005, .0025, .001). A plot of the frequency with time step
is given in figure 5-26(a), and a polynomial fit indicates an intercept of w = 19.81,
a 0.45% difference from the linear solution. The error from this intercept is plotted
in figure 5-26(b), and the curve fit of e, ~ AtI.9 5 indicates second-order convergence
with time step.
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Figure 5-26: (a) Frequency of the first mode of the simply supported square plate for
el = 1, e2 = 1, e3 = 1000, and L = 1, using At = (.01, .005, .0025, .001). (b) Error of
the frequency from the w = 19.81 intercept with e, = 4067At. 95 curve fit.
Nonlinear Comparison We again compare maximum displacement of a clamped
plate under uniform load, this time in the regime where nonlinear effects are impor-
tant. The work of Kirby and Yosibash [30] uses a nonlinear formulation to look at
this problem. An equivalent system is obtained using the present model by using
e2 = 0.01, e3 = 48, and q = 0.2368. The work of [30] indicates a maximum displace-
ment of ymax = 0.02615 for these parameters. With such displacement, the magnitude
of the tension associated restoring force is ~ 16% the magnitude of the bending restor-
ing force for the k = 27r mode. This indicates the importance of the nonlinearity for
this problem, and the linear prediction of equation 5.12 is for ymax = 0.0298 which
represents a 14% error.
We examine convergence with grid spacing for N x N with
N = (11, 15,21,25,31,35,41,51,81). A plot of maximum displacement with grid
spacing is given in figure 5-27(a). The quadratic polynomial curve fit indicates an
intercept of ymax = 0.02619, a 0.15% difference from the value indicated in [30].
The error from this intercept value is plotted in figure 5-27(b), with the the power
curve fit showing error convergence as eymax ~ Ax1'4 6 . For this case, where the
nonlinear terms of the governing equation become significant, the error is observed to
converge as ~ power with grid spacing. The spatial derivatives in the formulation
are all taken with second-order accuracy, but as the stretching nonlinearity contains
fractional exponents, convergence of the solution error is not guaranteed at the same
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Figure 5-27: (a) Maximum steady state displacement for clamped plate under uniform
load with varying grid spacing in the nonlinear regime. For comparison to [30],
using e2 = 0.011, e3 = 48, q = 0.2368, and L = 1 on an N x N grid with N =
(11,15,21,25,31,35,41,51,81). (b) Error from the Ymax = 0.02619 intercept with
eymax = 0.1205Ax 1.46 curve fit.
rate. Thus, while error convergence for this nonlinear problem is better than first-
order, it falls short of second-order.
5.3 FSDS Verification
5.3.1 Verification Problem: Flexible Foil with Impulsive Cross-
flow
The problem used for two-dimensional FSDS verification is that of a thin foil pinned
on one end subject to an impulsively started cross-flow. When the flow is started,
energy is transferred to the structure in the form of both kinetic and potential energy.
The progression of the coupled solution in time is depicted in the series of vorticity
plots of figure 5-28(a), which show the vortices shedding and interacting with the non-
linear body motion as it aligns with the incoming flow. This simulation is performed
at Re = 1000 with relatively high values for the mass ratio (p = 1) and bending
rigidity (KB = 0.1), resulting in significant energy exchange between the fluid and
structural domains. A high value for the structural extensional rigidity (Ks = 100),
impedes significant energy content in the extensional mode.
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5.3.2 Energy Conservation with Grid Resolution
A particularly good measure of accuracy of the coupled simulation is energy con-
servation. We perform the FSDS-2D for this problem of a pinned thin foil with
impulsively started cross flow using two different resolution grids of N = (60 x 120)
and N = (100 x 200). The energy budget for the lower and higher resolution FSDS is
given in figure 5-28(b). Significant energy content appears in all components except
the structural extensional mode, indicating the near inextensibility. The structural
energies and the outer boundary flux (representing energy input to the system through
a pressure gradient) are not significantly influenced by the grid resolution, while the
fluid kinetic energy and fluid dissipation both show lower values on the lower res-
olution grid. This additional energy loss, or numerical dissipation, is displayed in
the curves of total loss. At the end of the simulation, the low resolution numerical
dissipation is 53% of the physical viscous dissipation, while the high resolution nu-
merical dissipation is 24% of the viscous dissipation, indicating improved Reynolds
number accuracy. This higher resolution N = (100 x 200) grid is used for all two-
dimensional simulations of the present study. The three-dimensional simulations use
a coarser N = ([48 x]60 x 120) grid, yielding some Reynolds number accuracy for
computational efficiency.
5.3.3 FSDS-3D Verification
We now consider a related three-dimensional problem to test the energy conservation
of the coupled FSDS-3D simulation tool, using a grid of N = (48 x 60 x 120). For
this case, we use a three-dimensional initial displacement as
z(si, S2)O = Aos 1i + sin 7 S2 )) , (5.14)
with the simulation domain of width B, periodic in the spanwise S2 direction. We
use a domain width equal to the length, so that B/L = 1 and an initial displacement
amplitude scaled by AO = 0.1, so that the trailing edge displacement ranges from
0 -* 0.2, and the body presents a small angle displacement to the impulsively started
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Figure 5-28: (a) Vorticity contour series for impulsively started cross flow. (b) Energy
budget time history using grids of N = (60 x 120) (- -) and N = (100 x 200) (- ),
with fluid kinetic (1), fluid dissipated (2), structural kinetic (3), structural bending
potential (4), structural extensional potential (5), outer boundary flux (6), and total
loss (7) energies.
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flow. The simulation parameters of Re = 1000, p = 1, and KB = 0.1 are the same
as in the two-dimensional verification, while the extensional rigidity is reduced to
KS = 1 to allow spanwise variation to the displacement in the periodic domain, and
the Poisson ratio used is v, = 0.3. The system experiences a high frequency oscilla-
tion of the spanwise displacement as it settles toward a flow-aligned configuration, as
can be seen in the time history of the displacement at the trailing edge point of the
initial maximum, given in figure 5-29(a). A three-dimensional perspective of the dis-
placement can be seen in figure 5-30 in a series of shaded plots from t = 1.5 -- 2. The
complicated three-dimensional structure of the associated vortex wake can be seen in
the plot of vortex contours representing positive and negative vorticity in the wake,
given in figure 5-31. A spanwise and streamwise variation to the vortex structure is
seen in the vorticity plot. The energy budget plot of figure 5-29(b) shows good energy
conservation for this highly three-dimensional simulation. The total energy loss due
to numerical dissipation for the entire simulation is 16% of that lost due to physical
viscous dissipation. The energy plot shows that this good energy conservation is found
in a simulation that experiences significant energy exchange between the fluid and
structural domains. Structural energy enters the fluid domain as fluid kinetic energy,
and experiences significant viscous dissipation, reducing the amount of energy in the
oscillation. Even though we have reduced the extensional rigidity to allow spanwise
variation, we again see very little participation of the structural extensional poten-
tial energy in the energy budget. The simulation verifies the ability of FSDS-3D to
successfully simulate the fluid-structure interaction with three-dimensional structural
displacement and three-dimensional flow characteristics while conserving energy in
the system.
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Figure 5-29: (a) Time history of the trailing edge displacement at the spanwise
position of initial maximum. (b) Energy budget time history with fluid kinetic (1),
fluid dissipated (2), structural kinetic (3), structural bending potential (4), structural
extensional potential (5), outer boundary flux (6), and total loss (7) energies.
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Figure 5-30: Shaded surface from downstream perspective for the FSDS-3D simula-
tion with spanwise periodic domain initiated as equation 5.14 with AO = 0.1.
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Figure 5-31: The three-dimensional vortex wake from the upstream perspective at
t = 1.9 for the FSDS-3D simulation with spanwise periodic domain initiated as equa-
tion 5.14 with AO = 0.1. The dark surface is an isosurface for negative spanwise
vorticity of w, = -1 while the light surface is an isosurface for positive spanwise
vorticity of w_ = +1.
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Chapter 6
The Two-Dimensional Passive
Flapping Foil
The case of a two-dimensional thin passive foil is studied in an unbounded uniform
flow. We consider the problem in the near inextensible limit, examining the effects of
structure-to-fluid mass ratio, bending rigidity, and Reynolds number. Understanding
the responses of this system is a key foundation to eventual exploitation of the natural
modal behavior in engineering endeavors. The limit of very low bending rigidity
represents the flag flapping problem, a problem of import in the natural world, as
well as engineering and industrial applications. Larger bending rigidity cases relate
to the flow-structure interaction of the fish-like swimming problem involving flexible
foils.
6.1 Introduction to the Passive Flapping Problem
6.1.1 Problem Statement
We consider the problem of a two-dimensional thin membrane, pinned on the leading
edge and free on the trailing edge, excited by a uniform incompressible viscous inflow
in an unbounded domain, shown in figure 6-1. The body is sufficiently thin that the
thickness function with length is unimportant to the result. The structural proper-
169
-Figure 6-1: Depiction of the problem of the flapping two-dimensional flexible thin foil
of length L in uniform incoming flow V in an unbounded fluid domain. The foil is
pinned at the leading edge and free at the trailing edge.
ties of the membrane in this two-dimensional study are the length, mass-per-length,
bending rigidity, and extensional rigidity. The extensional rigidity is considered to be
very high, and is included in the nonlinear numerical model as a means of maintaining
continuity and transmitting force tangentially, as detailed in Chapter 4.
The geometrically nonlinear equation of motion for the two-dimensional flag is
peh -- o T (s)- + ElI =Ff5, (6.1)
with s as the Lagrangian coordinate along the length, and the body position vector
z fixed at the pinned leading edge. Here, ps is the structural density, h is the flag
thickness, T(s) is the tension in the body, and El is the structural bending rigidity.
Fluid coupling is through the forcing term defined as
#f= [A-r~in, (6.2)
where ii is the upward facing normal and [AT] is the difference between the fluid
dynamic stress tensor at the top and bottom of the body. Elements of the stress
tensor are defined by the fluid dynamics at the body surface as
r = v p + On)- S5zjP. (6.3)
Equations 6.2 and 6.3 contain all of the physical influence of the fluid flow to the
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structure. This includes viscous damping and boundary layer drag, inertial added
mass effect, and the influence of separation with vortices shedding into the wake.
The fluid dynamics are obtained as the solution to the incompressible fluid mo-
mentum and mass conservation equations, the Navier-Stokes equations, written as
+= - p + vV 2 , (6.4)at pf
V -V = 0. (6.5)
The velocity boundary conditions complete the picture as
V = - on flag boundary (6.6)
v = V at oc. (6.7)
It is through this inner boundary condition, equation 6.6, that the structural influ-
ence is imparted to the fluid, as the flow is necessarily solved as one consistent with
such structural motion. While dynamic continuity between the fluid and structural
domains is contained in equations 6.1-6.3, kinematic continuity between the domains
is contained in equations 6.4-6.7. This set of equations govern the coupled fluid and
structural motion of the system depicted in figure 6-1.
6.1.2 Linear stability analysis
Following the work of Triantafyllou [63] and Coene [13] we write the equation of
motion, considering z to be the displacement from the streamwise y axis, as
a 2z _a az (4Z 2
p h T-- +EI ay4  -- +V- .(6.8)
at2  ay ay mat ay
The only difference between this equation and those of Triantafyllou and Coene is
that we have allowed for variation of the tension in the streamwise direction. Unlike
the soap film problem where the gravity influences the tension, the present study has
only the fluid forcing contributing to the tension. If we assume a Blasius laminar
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boundary layer to represent the fluid forcing, the tension can be written as
T(y) = 1.3pf V2 LRe-11 2 (1 - , (6.9)
where
VL
Re =-. (6.10)
In seeking a solution to equation 6.8 which lends itself to physical interpretation,
we avoid the variable tension expression of equation 6.9, instead using a constant of
equation 6.9 evaluated at the leading edge. Using a constant value for tension, we
revert to the equation used in the previous studies, the notable difference being the
quantifying of the tension in terms of the fluid dynamics. The equation of motion is
now written with the last term expanded as
ph t2 - 1.3pf V2 LRe - 1/ 2 + EI 4
at y 2  0 y 4
+ ma -2 + 2 mV t + maV2 = 0. (6.11)
The three expanded final terms represent the fluid dynamic effects of inertial added
mass, Coriolis force, and centrifugal force, respectively (see [63]). Grouping the terms
we have
82z 82z 04 z 2(ph + ma) + (maV2 - 1.3pfV 2LRe- 1 2 ) + EI + 2maV = 0. (6.12)
0t2 yY2 iY 4  Oyat
In the second term, the countering effects of the Kelvin-Helmholtz instability and the
restoring action of the drag-induced tension can be seen. The variables (y, z, t) of
the equation of motion are now nondimensionalized by the length L and free stream
velocity V, obtaining
V2 2z 2 2 121 a 2z 1 &4z(pgh + ma) L at2 + (maV - 1.3pfVLRe-2 L ) y2 + EI L- ay4
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V &2z_
+2maV- = 0. (6.13)
L ayat
Dividing through by V 2pf we get the final form of the nondimensional equation,
0 2z - 2 (4 Z2ZSt 2 + (cm - 1.3Re1/2 + KB 2 4y 0 C6.14)(Yi+ CM) + -Y +2Cm =0 (614
where cm = ma/(pf L).
We assume a travelling-wave mode, z = Aei(kY-wt) , where k and w are nondimen-
sional wavenumber and frequency. The equation of motion then yields the dispersion
relation as
(A + Cm) W 2 + (m - 1.3Re-1/2) k 2 - KBk4 - 2cmwk = 0. (6.15)
The frequency is thus
= Ck + 1 _c k2 - (+ Cm) (cmk2 - 1.3Re-1/ 2k2 - KBkO
p+ Cm A1+ Cm V
=cmk 
_k )-c+p c)1.3Re-1/2 +KBO) 626Ai+ Cm Ai+ Cmr IICm + (GL + CM) (1.R12 ~ . (.6
Unstable flapping modes are realized when the argument of the radical is negative,
satisfying
+pCm > 1.3Re-1 2 + KB. (6.17)
From equation 6.16 we see the expected result that the tension and bending rigid-
ity are stabilizing effects, while the centrifugal force is the destabilizing effect of the
Kelvin-Helmholtz instability. All three of these effects are scaled by the total inertia,
the sum of structural mass and added mass. An additional stabilizing effect comes
from the Coriolis force (the first term in the radical), which scales only with the added
mass. As the expression in the radical can never become negative when P = 0, the
system cannot realize unstable flapping without structural mass. Zhu & Peskin [79]
indicate that the periodic energy exchange between potential energy and kinetic en-
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ergy cannot be sustained unless the structure itself can take on kinetic energy, that
having the kinetic energy in terms of added mass is not sufficient. The present anal-
ysis shows why that is the case. The fluid added mass is convecting with the flow
velocity, and, thus, influences the system differently from structural mass. It is in
fact the added mass which brings about the flapping instability, but this instability
cannot be realized on a massless body.
The added mass coefficient is given from the potential flow solution of an infinite
waving plate as derived by Coene [13],
ma _2Cm . (6.18)
pf L k
The added mass is thus a function of the wavenumber and dependent on the flapping
mode. This is an important distinction from the cable problem, in which the added
mass is estimated from the cable cross section. The criterion for existence of flapping
in the flag can now be rewritten in terms of the mode as
1ik + 1> 1.3Re-1 2 + KBk (619)p k + I
Equation 6.19 shows the stabilizing effect of lower mass ratio (the left hand side
decreases with decreasing p), lower Reynolds number, and higher bending rigidity.
Recall that Zhang et al. [76] and Zhu & Peskin [79] found increasing the length to be
destabilizing, an adjustment which decreases p, increases Re, and decreases KB. The
change to both the Re and KB will be destabilizing, and the observed trend comes
from the combination of effects.
Rearranging equation 6.19 we obtain the mass ratio limit for flapping
1.3Re- 1 /2 + KBk 2
1 - 0.65Re-1/ 2 k - O.5KBk 3
In the cases where the mass ratio is small compared with the added mass, the flapping
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Figure 6-2: Critical mass ratio for flapping vs. bending rigidity KB for Re = 100 (
-), Re = 1000 (- -), Re = 5000 --- -), using the expression of (6.20) for the
k = 27r mode.
criterion of equation 6.17 or 6.19 reduces to
>13Re/2+K 21 > . Re-11  KBk. (6.21)
When bending rigidity can be neglected, the resultant simple relation becomes inde-
pendent of the wavenumber, and existence of flapping becomes only a function of the
two parameters p and Re as
I > 1.3Re-1 2 . . (6.22)
A plot of the stability relation of equation 6.20 is shown in figure 6-2, depicting the re-
lationship between critical mass ratio M and bending rigidity KB for the k = 27r mode
at Re = 100, 1000, 5000. The plot shows the increased stability with lower Reynolds
number and higher bending rigidity, with the intercepts at zero KB representing the
restoring influence of the viscous tension.
The linear analysis performed above would be more physically accurate if it were
to include varying tension along the body, as well as the effect of global lift. A
pin-ended thin body at an angle of attack will experience lift which tends toward
flow alignment. A method for including this lift effect is laid out in the analysis of
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Argentina & Mahadevan [4], but their approach has not yet been applied to the regime
of interest in the present study. Rather than refining the linear analysis further, we
continue the study using FSDS, simulations which incorporate both the global lift
wake effects and variable tension in the body.
6.2 Overview of the FSDS Study and Response
Results
6.2.1 Systematic Investigative Approach
Using the predictions of the linear analysis of 6.1.2, we pursue FSDS to confirm the
stability criteria in relation to the system parameters, and to examine the response
moving away from the critical point into the flapping regime. All simulations use
a fluid-dynamic grid dimension of (Np x No) = (100 x 200) and a structural grid
dimension of N, = 200. One interest is in the limit of low bending rigidity, where the
viscous tension dominates the restoring force, characteristic of the flag problem. In
order to minimize the influence of bending rigidity, the lowest possible value should
be used. As noted in Chapter 4, a finite value of bending rigidity must be used
to ensure robustness of the structural numerical model, and a minimum bending
rigidity of KB = 0.0001 could be used for robust solution while maintaining essential
inextensibility of the structure, using Ks = 10. The linear analysis of figure 6-2
predicts that, using this bending rigidity at Re = 1000, 90% of the total restoring
effect is due to the viscous tension. For rigidity ratios larger than this Ks/KB
100 000, larger grid dimensions must be used to ensure stability.
Considering the prediction of equation 6.21, we seek to define the stability and
response trends as a function of the parameters M, Re, and KB. Simulations are
initiated with the body straight, and displaced linearly from pinned leading edge to
the trailing edge with nondimensional displacement of A 0 = 0.1. The flow is impul-
sively started, with a small gradient buffer zone around the body used to minimize
transients. With the mass ratio p as the control parameter, we look to examine the
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range of response with increasing p from stability into the flapping regime. Changes
to this response trend with pI are then studied for varying values of both Re and KB.
With a fixed, low bending rigidity of KB = 0.0001, the trend is studied from low to
relatively high Reynolds numbers as Re = 100, 500, 1000, 2500, 5000. Alternatively,
with a fixed Reynolds number of Re = 1000, the trend is studied through two decades
of increasing bending rigidity as KB = 0.0001, 0.001, 0.01. An intensive study is per-
formed at Re = 1000 and KB = 0.0001, carefully tracking the trends in response, as
well as the associated physical phenomena.
6.2.2 The Three Response Regimes
The FSDS simulations are initiated with the body straight, at an angle of attack with
tail amplitude AO = 0.1. As the simulation proceeds the body is initially displaced by
the fluid dynamic forcing toward alignment with the incoming flow, and either settles
to a stable-straight configuration, or experiences sustained flapping. We identify three
distinct regimes of response: (I) fixed-point stability; (II) limit-cycle flapping; and
(III) chaotic flapping. The differences in the response among the three regimes can
be seen in figure 6-3, which plots the time history of the cross-stream displacement
of the trailing edge or tail for one case from each response regime. In regime (I) the
body settles to the steady-straight configuration with no cross-stream displacement of
the trailing edge, while in regime (II) the response settles to a period-one limit-cycle
oscillation of constant frequency and amplitude. In regime (III) the trailing edge
displacement exhibits sustained nonperiodic behavior characteristic of chaos.
For the case of KB = 0.0001 and Re = 1000 we present in figure 6-4 the results
from a series of simulations through a range of mass ratios, it = 0.025 to p = 0.3,
covering the three response regimes. For each mass ratio, a time history of the two-
dimensional tail position is given for twenty nondimensional time units. Additionally,
a phase plot is given of the cross-stream tail displacement against the cross-stream
tail velocity, as well as a power spectrum of the cross-stream tail displacement. For
the stable fixed-point region (I) response of p = 0.025 the phase plot spirals in to a
point, corresponding to the steady-straight configuration. For the region (II) response
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Figure 6-3: Time history of cross-stream tail displacement for (I) fixed-point stability
with /p = 0.025 (- -), (II) limit-cycle flapping with p = 0.1 (-), and (III) chaotic
flapping with p = 0.2 (- -), with Re = 1000 and KB = 0.0001.
of 1L = 0.05, the phase plot spirals to a limit-cycle trajectory, and the power spectrum
exhibits a distinct frequency peak for the tail flapping. The amplitude of the tail
flapping increases with p in region (II), and the phase plane trajectories become
larger, while shifting slightly down in frequency. For p = 0.125 and higher, the
system is in the chaotic region (III) where the plot in the phase plane does not trend
to a specific trajectory and multiple frequency peaks are seen in the power spectrum.
Trends of the response with mass ratio are shown in figure 6-5. This includes the
value of the dominant frequency from the power spectra, the tail amplitude taken
as an average of the extrema, the Strouhal number St = f2A/V, and the largest
Lyapunov exponent. The Lyapunov exponent indicates the divergence of nearby
trajectories in phase space, and is calculated using the method of Wolf et al. [73].
Considering that the difference between two nearly identical states of the flapping
body can be measured by their distance, d, in the n-dimensional phase space, then
the largest Lyapunov exponent, A, is estimated by the evolution of this distance, d(t),
as
d(t) = d(to)eA-tt). (6.23)
The value for d is approximated using the time history of the cross-stream tail dis-
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Figure 6-4: Time history of cross-stream (- ) and streamwise (- -) tail position,
phase plot of cross-stream displacement and velocity, and frequency power spectrum of
cross-stream displacement, for p = 0.025 (a), IL = 0.05 (b), p = 0.075 (c), p = 0.1 (d),
p = 0.125 (e), p = 0.15 (f), p = 0.175 (g), p = 0.2 (h), p = 0.25 (i), and p = 0.3 (j),
with Re = 1000 and KB = 0.0001.
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Figure 6-4: (continued)
placement, and modelling the physics as a ten-dimensional system using the time
delay technique of [73]. A negative value of A indicates convergence of the nearly
identical states, while a positive value indicates divergence.
We see in figure 6-5 that the flapping amplitude initially increases with mass ratio
away from the critical point, levelling out at A - 0.15, similar to the trend found
away from stability in [70]. As the dominant frequency is reduced only slightly with
increasing mass ratio, the Strouhal number follows a trend similar to the amplitude,
levelling to a value between St = 0.2 and St = 0.3. The Lyapunov exponent, initially
negative for the region (I) point of p = 0.025, plateaus to zero for the region (II)
range of p = 0.05 to [ = 0.1, and takes on increasing positive values for IL = 0.125
and above.
6.2.3 Regime Transitions in Parameter Space
Fixed-point stability
The differences in initial evolution between the fixed-point stable mode and the flap-
ping modes are shown in figure 6-6. The figure displays the body response at 0.4
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Figure 6-5: Flapping amplitude, frequency, Strouhal number, and largest Lyapunov
exponent as a function of the mass ratio. All values are taken from the cross-stream
tail displacement time series of figure 6-4, with Re = 1000 and KB = 0.0001.
intervals from t = 0 to t = 2, as well as a vorticity contour plot at t = 10, for a
case of fixed-point stability in figure 6-6(a) and a case of limit-cycle flapping in fig-
ure 6-6(b). The settling of the body into the flow-aligned configuration can be seen
in the stable case, while continued oscillation around this configuration can be seen
in the flapping case. The vorticity plot at t = 10 in the stable case indicates a steady
symmetric velocity deficit wake, contrasting the unsteady vortex wake of the flapping
case. It is this difference between sustained steady vs. sustained unsteady evolution
which defines whether the FSDS simulates a stable fixed point or an unstable flapping
system.
A plot showing the FSDS flapping stability limit in p - Re space for the low
bending rigidity of KB = 0.0001 is given in figure 6-7(a). The stability limit of
equation 6.22 is also plotted, showing good prediction of the critical mass ratio. It
is not surprising that the proportionality of equation 6.22 holds for stability. In the
case of very low bending rigidity, the only two relevant parameters are the mass
ratio M and the Reynolds number Re. In seeking some natural relationship between
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Figure 6-6: Body response at time intervals of 0.4 from t = 0 to t = 2 and vorticity
plot at t = 10 for a fixed-point stable (a) and flapping unstable (b) case. Dashed
lines indicate negative vorticity. Simulations for Re = 1000 and KB = 0.0001 with
p = 0.025 (a) and M = 0.1 (b).
these parameters, a new mass ratio can be considered which is scaled to the Blasius
boundary layer thickness rather than the body length.
= ph = /2Re112
pf LRe-1/2 (6.24)
This modified mass ratio is the logical choice for a critical mass ratio which has
Reynolds number dependence, and the numerical results of figure 6-7(a) confirm
ft = 1.3 to be the critical value for the onset of flapping.
We now consider the effect of the bending rigidity, which we have predicted in
equation 6.21 through our linear analysis to be a function of the nondimensional
wavenumber. Considering k = 27r, the wavelength being found close to the body
length in [76], [70], and the present simulations, we find the critical mass ratio for
stability transition with bending rigidity to be predicted by
i,it = 1.3Re-1/ 2 + KB47r2 , (6.25)
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Figure 6-7: FSDS results for the critical mass ratio (x), above which unstable flapping
is realized. (a) For KB = 0.0001 and a range of Reynolds numbers, plotted with
1.3Re-/ 2 (- - -) and 1.3Re-1/ 2 + KB47r 2 (- -). (b) For Re = 1000 and a range of
bending rigidities, plotted with 1.3Re-1/ 2 + KB47 2 (- -).
as plotted in figure 6-7(a). Little difference in the stability curves excluding and
including bending rigidity of figure 6-7(a) indicates that the bending rigidity at the
low value of KB = 0.0001 has little influence on the stability. To examine the influence
of bending rigidity on the system stability, we consider cases of larger bending rigidity.
For the fixed Reynolds number Re = 1000, we plot FSDS stability data for increasing
bending rigidity in figure 6-7(b). The plot shows that the critical mass ratio given by
equation 6.25 continues to be a good prediction for two orders of magnitude higher
rigidity.
Experimental data for stability transition from [70] at Re ~ 100 000 and from [54]
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Figure 6-8: Mass ratio above which flapping is realized for a range of bending rigidi-
ties. Experimental results from [70] (*) at Re ~ 100 000, from [54] (o) at Re ~ 50 000,
and FSDS results (x) at Re = 1000.
at Re - 50 000 were put in terms of KB and p for comparison to the present FSDS.
We plot these experimental data with the FSDS data at Re = 1000 in figure 6-8. The
trend of critical mass ratio with bending rigidity from FSDS is shown to follow that of
the experimental data, but with a shift downward. As the prediction of equation 6.25
is for a higher critical mass ratio for the lower Reynolds number, we look to the physics
not modelled in the linear analysis for an explanation. The wake dynamics, which
are not considered in the linear analysis, will be altered as the rate of dissipation of
the shed vorticity will be less for the higher Reynolds numbers. Additionally, smaller
scale vortex structures will form at the higher Reynolds numbers. This effect was
observed in the experiments of [76] at Re = 20 000, but not was not in the equivalent
simulations of [79] at Re = 200. The higher Reynolds number experiments display
the periodic shedding of small scale vortices in the wake while the body is in a non-
flapping state. Such small scale periodic shedding, which relieves the wake instability
without body flapping, could account for the higher critical mass ratios of Re ~ 10'
over Re ~ 103.
The influence of the relevant nondimensional parameters on the physical effects
relating to stability of the system are well predicted by the linear analysis of 6.1.2.
The importance of the mass ratio on the appearance of the flapping instability is
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displayed. The question addressed in [54] of whether flapping will happen in the
dense medium of water, is really just one of whether a dense enough flexible material
exists to obtain the necessary mass ratios. Varying the nondimensional parameters,
as we do in the present study, has a direct influence on the physical effects of the
problem given by equation 6.14.
Low Bending Rigidity Regime Map
The stability and response results for the low bending rigidity case are summarized
in the diagram of figure 6-9 on the Re - p plane. While we considered a large number
of mass ratio cases for the detailed investigation at Re = 1000, we performed select
runs at higher and lower Reynolds numbers to help indicate the trends in response
transition. The figure shows the three response regimes of (I) fixed-point stability, (II)
limit-cycle flapping, and (III) chaotic flapping. The curve of transition from stable
to limit-cycle response is plotted as pwt from equation 6.25. We find that the mass
ratio for transition to chaos is roughly proportional to that for stability transition,
such that 1 chaos ~ 2 .5pjit. The mass ratio for chaotic transition is thus considered
as
Pchaos = 2 .5Icrit = 3.25Re-1/ 2 + KB107r2 . (6.26)
These transition curves of equations 6.25 and 6.26 fit the data well for all but the
lowest Reynolds number, Re = 100, where the critical mass ratio for transition to
limit-cycle flapping is underpredicted, and no chaotic response was found with FSDS
up through p = 0.5. The changes associated with regime transition with increasing
mass ratio are indicated in figure 6-9, including the vortex wake patterns and sign of
the largest Lyapunov exponent. As the mass ratio is increased, the velocity deficit
wake of the fixed point becomes a limit-cycle alternating vortex pattern of the von
Karman wake. Increasing the mass ratio further, into the chaotic regime, the wake
is characterized by nonperiodic vortex clustering. The value of the largest Lyapunov
exponent indicates the response regime, as it is negative for the stable fixed point,
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Figure 6-9: Bifurcation diagram for KB = 0.0001 shows the fixed-point stability limit
given by equation 6.25 (- -), and the curve indicating transition from limit cycle to
chaotic response given by equation 6.26 (. .....); with FSDS data indicating response
as I a stable fixed point (+), II a periodic limit cycle (0), or III chaotic flapping (*).
Wake patterns and the sign of the largest Lyapunov exponent are indicated for each
response regime.
zero for the limit cycle, and positive for chaotic flapping.
Influence of Bending Rigidity
While we have considered earlier in this section the influence of bending rigidity on the
stability, we now examine in more detail the differences in flapping response as relates
to the bending rigidity. Using Re = 1000 and Ks = 10, the mass ratios associated
with regime transitions are considered as a function of the bending rigidity. We
utilize three bending rigidities in the study, KB = 0.0001, 0.001, 0.01, representing
three different orders of magnitude. While the lowest bending rigidity approaches
the perfectly flexible limit with tension dominating the restoring force, the highest
bending rigidity behaves as a beam with beam bending dominating the restoring
force.
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Figure 6-10: Critical mass ratio for regime transition from stable fixed point to limit-
cycle flapping (+), and from limit-cycle to chaotic flapping (x), from FSDS simula-
tions with Re = 1000. Also plotted are the fit curves of equation 6.25 (- -) and
equation 6.26 (. .....).
The regime transitions are plotted in figure 6-10, which shows an increase in the
critical mass ratio with bending rigidity for transition to limit-cycle flapping and
to chaotic flapping. The equations 6.25 and 6.26 are also plotted, and make a good
estimate of the regime transitions through the range of bending rigidities. We see from
the combination of figure 6-10 and figure 6-9, that these equations predicting regime
transition with a linear relationship to bending rigidity and inverse root relationship
to Reynolds number hold well for the range of parameter space considered in this
study. Figure 6-10 confirms that the higher bending rigidity cases are inherently
more stable than those at lower bending rigidities, a result predicted by the linear
analysis of 6.1.2.
6.3 Physical Phenomena of the Flapping Problem
The following discussion details some of the key physics associated with this flap-
ping response and regime transition. We consider the bistable phenomenon observed
in prior studies, and examine the dynamical features of the two unsteady flapping
regimes and the mechanics of the transition from limit-cycle to chaotic flapping.
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6.3.1 Subcritical Bifurcation as a Duffing Oscillator
The experiments of [76], [70], and [54] at Re ~ 104 - 10' all observe subcritical bifur-
cation, a significant region of bistability where stable straight and unstable flapping
modes can both be realized depending on the initial conditions. The phenomenon
is also observed in the low Reynolds number numerical simulations of [79]. For
FSDS simulations at Re = 1000, we observe no significant region of bistability for
KB = 0.0001, while we do observe bistability for KB = 0.001. When A = 0.145
we observe convergence to a sustained limit-cycle flapping state with amplitude of
A = 0.05 when the simulation is initiated with a tail displacement of A 0 = 0.25.
However, when the simulation is initiated with a tail displacement of A 0 = 0.001, the
body maintains this straight configuration, without tendency to the flapping limit-
cycle. Plots of the body position through several flapping cycles at t ~ 40 are shown
in figure 6-11(a) for both the flapping and stable cases.
In considering the restoring effects in our linear analysis of 6.1.2, we used a
simple model for the tension which assumed it to be constant in both space and time.
With the flapping action of the limit-cycle, and associated shedding of vortices from
the trailing edge, there will be an oscillatory component to the drag on the body, and
therefore to the body tension and its restoring effect. The change in the tension profile
between the stable-straight and flapping cases can be seen in figure 6-11(b), where a
snapshot of the flapping tension at t = 50.4 is plotted with the stable straight tension
profile and that predicted by Blasius boundary layer theory. The differences between
the stable straight and flapping tension profiles indicate a significant difference in the
restoring force between the two cases, a phenomenon which will alter the stability.
This oscillation of the restoring force with oscillation of the system is analogous to
oscillation of a nonlinear spring. A common model to describe hysteresis in response
is the Duffing equation, a forced mass-spring-dashpot system where the spring is
nonlinear, written as
xtt + bxt + k(1 - 7x 2)x = F cos(wt). (6.27)
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Figure 6-11: Bistable results with KB = 0.001, Re = 1000, and y = 0.145 for the
AO = 0.001 initial condition stable straight case and the AO = 0.25 initial condition
flapping case. (a) Flapping position through several flapping cycles at t ~ 40 for the
stable straight case (top) and the flapping case (bottom). (b) Tension profile with
length coordinate for the converged stable straight case (- ) and a snapshot of the
flapping case (- -) at t = 50.4, along with the Blasius tension prediction (- -).
For positive 7 the spring will be softening, and amplitude hysteresis can be realized
for forcing frequencies less than the natural frequency (see for example [17]). The
analogous nonlinear restoring term for our flag analysis of 6.1.2 is
-T 1 - a (6.28)
ay2 19y2'
with a positive value of -y again indicating a softening spring. Defining t as
S= T 1--y aZ , (6.29)
we consider this as a model for the measured value of the tension for the flapping
case of KB = 0.001 and p = 0.145. We plot together in figure 6-12(a) the FSDS time
history of measured tension and (02z/0y 2)2 , evaluated at s = 0.72, the position which
experiences maximum curvature. The opposite phase of the two plots indicates that
the tension decreases as the body curvature increases, and y has a positive value as a
softening spring. We find a fit of t to the measured tension at s = 0.72 using T = 0.11
and y = 0.32, as shown in the plot of figure 6-12(b). The flapping flag thus acts in the
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Figure 6-12: Time history of tension and body curvature at s = 0.72 for KB = 0.001,
Re = 1000, and p = 0.145, for the flapping case of Ao = 0.25. (a) Measured
tension (- ), plotted with (02z/0y2) 2 (.. ). (b) Measured tension (- ), plotted
with T ( ... ) of (6.29), using T = 0.11 and -y = 0.32.
same manner as a softening spring in the Duffing equation, explaining the existence of
hysteretic behavior. While the higher Reynolds number experiments exhibit a much
more significant bistable region than the present work, they also have considerably
larger onset response amplitudes. The Duffing model predicts the existence and size
of the hysteresis region to be similarly tied to the response amplitude through the
magnitude of the external forcing. While the FSDS simulation at KB = 0.0001, which
does not display bistability, has an onset flapping amplitude of A = 0.03, the FSDS at
KB = 0.001, which displays bistability, has an onset flapping amplitude of A = 0.07.
The high Reynolds numbers experiments, however, which display significant regions
of bistability, have onset flapping amplitudes of A = 0.38 for [76], A = 0.35 for [70],
and A = 0.23 for [54].
6.3.2 Limit-cycle Flapping and the Energy Budget
The limit-cycle flapping of region (II) is marked by the convergence of the flapping to
a single-frequency oscillation which exactly repeats itself. The corresponding phase
plot in figure 6-4 traces out a single-loop closed line when the flapping is converged.
A sequence of plots for the region (II) case of p = 0.1, showing the body flapping and
contours of vorticity in the fluid, is given in figure 6-13. Response is of a travelling
wave of increasing amplitude from leading edge to trailing edge, as was observed in
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Figure 6-13: Time sequence of body position and associated vorticity contours for
the response at M = 0.1 with Re = 1000 and KB = 0.0001. Dashed lines indicate
negative vorticity.
previous studies. The strong vorticity spinning off of the tail when it is at maximum
displacement is shed as a discrete vortex in the wake as the tail sweeps back through
the zero point. This process is repeated in symmetry as the tail passes through maxi-
mum displacement in the opposite direction. A von Karman vortex street, consisting
of a continuous series of alternately signed vortices, is the resulting wake.
When looking at a limit of very low bending rigidity and very high extensional
rigidity, there is limited participation of structural potential energy in the energy
budget. Thus, the oscillation consists primarily of an exchange of energy between
the total kinetic energy (fluid and structure) and the fluid potential energy in the
form of the pressure gradient driving the flow. To examine this, we decompose the
kinetic and potential energies to isolate the oscillating components. The oscillating
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Figure 6-14: Time history of the oscillating part of the energy components for / = 0.1
with Re = 1000 and KB = 0.0001, from t = 16 -* 20. (a) Plot of fluid potential (
), fluid kinetic (- -), structural kinetic --- -), structural bending potential (. ....
and structural stretching potential (---) energies. (b) Plot of fluid potential (-),
and total kinetic (- -) energies.
energy components for the p = 0.1 case are plotted in figure 6-14(a) from t = 16 -
20, close to limit-cycle convergence. The plot shows very little participation of the
structural potential energy, with the majority of the energy exchange being between
the fluid potential energy and the fluid and structural kinetic energy. The sum of the
kinetic energies are plotted with the fluid potential energy in figure 6-14(b), showing
the near balance in the magnitude of the oscillation. The minimal participation
of the structural potential energies is a reflection of the bending and extensional
rigidities approaching their infinitesimal and infinite limits, respectively, where the
actual values of these parameters do not significantly influence the system evolution.
Variation with Reynolds Number
We now consider how the limit-cycle flapping and associated energy budget change
with changing Reynolds number, by comparing the largest limit cycle realized for
each Reynolds number for the case of KB = 0.0001. The value of y and the cross-
stream tail displacement amplitude for each case is given in figure 6-15(a), showing
the convergence of the largest limit-cycle mass ratio to p ~ 0.05 and the convergence
of the amplitude to A _ 0.1, for increasing Reynolds number.
We consider a value for the oscillating energy to be that which is exchanged
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Figure 6-15: Plots for the largest limit cycle realized with KB = 0.0001 for a range of
Reynolds number. (a) Mass ratio ( I ) and trailing edge amplitude (x - -) with
Reynolds number. (b) The total oscillation energy ( I ) with Reynolds number.
(c) The fraction of the total oscillation energy which goes into structural kinetic (-
+-) and structural potential (x - -) energy.
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through different modes of the system during the limit-cycle oscillation. The total
oscillation energy is found by isolating the oscillating part of the energy components,
and is plotted for the different Reynolds number cases in figure 6-15(b). The oscil-
lation energy is decreasing with Reynolds number, as the oscillation amplitude for
the largest limit-cycle is also decreasing. It is now interesting to consider the par-
ticipation of the structural energy components in the oscillating energy budget. The
structural kinetic and structural potential energies are plotted in figure 6-15(c) as a
fraction of the total oscillating energy. A purely structural oscillation would have a
fractional value of 1 for both kinetic and potential energies as the total energy would
be alternately transferred between the two modes. For the present fluid-structural
case at low bending rigidity, we can see in figure 6-15(c) that the structural potential
energy has a maximum participation in the energy oscillation of about 10%. This
indicates that the potential energy oscillation is primarily in the fluid dynamics in
the form of oscillation to the pressure gradient driving the system, as seen in fig-
ure 6-14. The structural kinetic energy fraction increases with the Reynolds number,
up to 80% of the oscillating energy for Re = 5000. This fraction is a measure of
the structural mass participation to the total mass (structural and added mass) os-
cillating in the system. The trend of increasing structural kinetic energy fraction
accompanies a decrease in the mass ratio plotted in figure 6-15(a), which at first
seems contradictory. The explanation for increasing structural kinetic energy frac-
tion despite the decreasing mass ratio is that the added mass is also decreasing. As
the discussion of 6.1.2 predicts an inverse relationship between the added mass and
the wavenumber, we look to the mode shapes to determine whether the added mass
would also be decreasing with increasing Reynolds number. Figure 6-16 displays the
body at maximum tail displacement for the largest limit cycle case through the range
of Reynolds numbers. The figure shows an increase in the wavenumber of response
with increasing Reynolds number. For the lowest Reynolds number case of Re = 100,
the body represents 1/4 of a wavelength, while for the highest Reynolds number case
of Re = 5000, the wavelength is smaller than the body length. We conclude that the
increase of the structural kinetic energy fraction with increasing Reynolds number
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Figure 6-16: Mode shape for the largest limit cycle with KB = 0.0001 for the range
of Reynolds numbers. Body displacement is shown for the phase point of maximum
trailing edge amplitude.
is due to a reduction in the added mass associated with higher wavenumber modes.
For the higher Reynolds number cases, the limit cycle at this low bending rigidity
becomes primarily an oscillation of the energy between the structural kinetic energy
and the fluid potential energy in the form of an oscillation to the pressure gradient
driving the flow.
Influence of Bending Rigidity
The influence of bending rigidity on the limit-cycle flapping is now examined in terms
of the flapping characteristics and the associated energy budget. The range of the
region (II) limit-cycle flapping is examined by plotting in figure 6-17 the flapping
amplitude, frequency, and Strouhal number for the lowest and highest mass ratios
within the region for each of the three bending rigidities. A significant trend in the
flapping frequency is seen with increasing bending rigidity. While the frequency for
a given bending rigidity changes little through the limit-cycle regime, this frequency
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Figure 6-17: Flapping amplitude, frequency, and Strouhal number for the lowest (.)
and highest (LI) mass ratios in the limit-cycle flapping regime. Results for Re = 1000
through a range of bending rigidities representing three different orders of magnitude.
trends lower for the higher bending rigidities. The Strouhal number for transition to
chaos remains in the range of St ~0.2 -+ 0.3, so the flapping amplitude at transition
becomes large for the higher bending rigidities. In fact, for the highest bending
rigidity of KB = 0.01 the flapping amplitude at transition is very high, nearly 0.5L
suggesting the disappearance of chaos at high bending rigidities.
Three series of plots showing the body position through a flapping cycle are given
in figure 6-18, one series for each bending rigidity representing the highest mass ratio
within the limit-cycle regime. All cases reveal a streamwise travelling wave increasing
in amplitude from head to tail. While the two lower bending rigidity cases display
a wavelength approximately equal to the body length, the high bending rigidity case
displays a wavelength of approximately two body lengths. The higher bending rigidity
thus results in a limit-cycle being carried to much larger amplitudes, as well as a
significantly longer wavelength mode shape.
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Figure 6-18: Plots showing the body displacement through one complete flapping
cycle for the highest mass ratio case within the limit-cycle flapping regime, with time
advancing downward. For simulation parameters of (a) KB = 0.0001 and p = 0.1,
(b) KB = 0.001 and p = 0.25, and (c) KB = 0.01 and mu = 0.75.
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The trends with bending rigidity relating to the energy oscillation for the largest
largest limit-cycle flapping (before transition to chaos) are given in figure 6-19, anal-
ogous to those given for Reynolds number in figure 6-15. We can see in figure 6-19(a)
the convergence of both the value of p and of the cross-stream tail displacement
amplitude as the bending rigidity is reduced. This convergence corresponds to the
reduction of the influence of the bending rigidity to the system, as the flow induced
tension becomes the dominant restoring effect. A dramatic increase to the oscillation
energy in the system seen in figure 6-19(b) accompanies the high amplitude response
at the highest bending rigidity, indicating a high-energy limit cycle. The fractional
participation of the structural kinetic and structural potential energies to the total
oscillation energy are given in figure 6-19(c). The structural potential energy frac-
tion increases from 9% to 36% as the bending rigidity increases from KB = 0.0001
to KB = 0.001, becoming a more significant influence to the system. However, as
the rigidity increases further to KB = 0.01, the structural potential energy fraction
drops to 22% due to the dramatic increase in the total oscillation energy. The curve
indicates the trend of the significance of the potential energy stored in the structure
decreasing for very high and very low rigidity. This follows the idea that for very
low (perfectly flexible) and very high (rigid body) bending rigidity, it is the limit
value which is the important influence, not the exact value of the bending rigidity.
The structural kinetic energy fraction does not change much through the range of
bending rigidities, remaining close to 60%, indicating that the proportion between
structural mass and added mass is little changed. As the A for the largest limit cycle
increased with bending rigidity, the added mass increases in proportion. The change
to the added mass comes from the change in the mode shape with bending rigidity
apparent in figure 6-18. As was indicated for the lowest Reynolds numbers, the longer
wavelength responses at the higher bending rigidities have a higher associated added
mass.
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Figure 6-19: Plots for the largest limit cycle realized with Re = 1000 for a range
of bending rigidities. (a) Mass ratio ( 1 ) and trailing edge amplitude (x - -)
with bending rigidity. (b) The total oscillation energy ( 1 ) with bending rigidity.
(c) The fraction of the total oscillation energy which goes into structural kinetic (-
) and structural potential (x - -) energy.
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Figure 6-20: Time history of the nondimensional drag and lift forces during limit cycle
shedding for [ = 0.1 with Re = 1000 and KB = 0.0001. Drag and lift forcing ( )
plotted with the tail displacement ( -- ).
6.3.3 Fluid-dynamic Drag and Lift
The fluid-dynamic forcing to the body varies both with the Reynolds number and with
the structural parameters as they influence the flapping mode. We have displayed in
figure 6-13 the shedding of body generated vorticity into the wake through the flapping
cycle in the limit-cycle regime. Associated with this periodic shedding of vortices into
the wake, there is a time varying fluid-dynamic forcing in both the streamwise (drag)
and cross-stream (lift) directions. The time history of the drag and lift through this
shedding process are plotted with the cross-stream tail displacement in figure 6-20.
While the lift fluctuation is at the frequency of the flapping, the drag fluctuation is
at twice the frequency, reflecting that the upward flap and downward flap influence
the drag identically during symmetric flapping. The drag plot indicates that for this
limit cycle the drag is always positive, with the drag minimum being 2/3 the drag
maximum. Maximum drag corresponds to the phase of maximum tail displacement,
while drag minimum corresponds to the tail zero crossing. Conversely, the lift force
is near zero at the point of maximum displacement, and builds to a maximum during
the sweep from up to down (or down to up). The lift maxima at t = 11.3 and
t = 11.85 correspond to the phase of vortex separation from the tail, as can be seen
in figure 6-13.
We consider the drag and lift of the passively flapping body through the range
of parameters considered in our study. Drag and lift coefficients are considered as
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the force nondimensionalized by 1/2pfV 2L, and are given in terms of the mean drag
coefficient, < Cd >, and the root-mean-square of the drag and lift fluctuations,
Cdrms and Clrm.'Plots of the force coefficients with mass ratio for the five Reynolds
numbers considered, Re = 100, 500, 1000, 2500, 5000, at the lowest bending rigidity
of KB = 0.0001 are given in figure 6-21. The trend of < Cd > with mass ratio is
similar for the range of Reynolds numbers, but shifted up in terms of both < Cd >
and p for decreasing Re. The trendline shows constant mean drag for the subcritical
regime, and a roughly linear increase with mass ratio in the flapping regimes. A fit
to this trend is given by
< Cd >~ Cdo + 0.8( p - prit), (6.30)
where Cdo is the subcritical drag coefficient and prit is the transition mass ratio.
While the plot of figure 6-21 shows that the mean drag, < Cd >, at a given mass
ratio is always smaller for larger Reynolds numbers, the fluctuating components,
Cdrm3 and Clrms, are shown to be larger for larger Reynolds numbers. This follows
from the skin friction drag being larger for lower Reynolds numbers, while the onset
of flapping and associated fluctuating forcing occurs at lower mass ratios for higher
Reynolds numbers. The increase in the fluctuating drag, Cdrms, is superlinear with
mass ratio, and a fit is given by
Cdrms~ 1.5(/t - pcrit)". (6.31)
The increase in the fluctuating lift is roughly linear, and a fit to the trend is
Cirms ~ 1.5(1p - pLerit). (6.32)
Contour plots for < Cd >, Cdrm, and Cirms in the Re - [t plane are constructed from
this same data, and given in figure 6-22. These again display the trends of decreasing
< Cd >, and increasing Cdrm, and Clms with increasing Reynolds number, and the
increasing of all three forcing coefficients with increasing mass ratio.
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Figure 6-21: (a) Mean drag coefficient, (b) fluctuating drag coefficient, and (c) fluctu-
ating lift coefficient, for the range of mass ratios with KB = 0.0001, at Re = 100 (
-), Re = 500 (- -), Re = 1000 (- - -), Re = 2500 ( ... ), and Re = 5000 (---).
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Figure 6-22: Contours of the (a) mean drag coefficient, (b) fluctuating drag coefficient,
and (c) fluctuating lift coefficient, in Re - p space with KB = 0.0001,
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The trend of the forcing coefficients with mass ratio through the range of bending
rigidities are given in figure 6-23 for the fixed Reynolds number Re = 1000. The plots
indicate that < Cd >, Cdrms and Clrms show similar trends as the bending rigidity
is increased, and that all three coefficients are lower for higher bending rigidities at
a fixed mass ratio. The expressions of equations 6.30-6.32, continue to offer a crude
prediction to the forcing coefficients, though prediction errors as great as 50% exist
for the fluctuating components at the highest bending rigidity. The contour plots of
the coefficients in KB - [ space given in figure 6-24 provide a visual for their variation
in terms of these two control parameters.
Trends in the drag and lift coefficients in the parametric region considered in this
study are predicted by equations 6.30, 6.31, and 6.32. The pat used in these ex-
pressions can be taken as the prediction of equation 6.25, and the subcritical drag
coefficient from the Blasius prediction as Cdo = 2.7Re-1 2 . Substituting these expres-
sions, we have predictions in the flapping regimes for the three forcing coefficients in
terms of the relevant system parameters as
< Cd > ~ 2.7Re-1/ 2 + 0.8(p - 1.3Re-1/ 2 - KB4I 2 ) (6.33)
Cdrms ~ 1.5(p - 1.3Re 1 /2 - KB4I 2 )i 5  (6.34)
Cirms ~ 1.5(p - 1.3Re 1 /2 - KB4w 2 ), (6.35)
while < Cd >= 2.7Re-1/ 2 and Cdrms = Cirms = 0 in the non-flapping regime.
6.3.4 Transition to Chaos and the Vortex Wake
Examining figure 6-4 reveals that the period-one limit cycle is broken up as mass
ratio goes to p = 0.125 and higher. We see from figure 6-5 that this corresponds to
a Strouhal number of St = 0.23. Consider that the natural frequency of the fluid
dynamics is defined by a universal Strouhal number, as discussed by Sarpkaya in [52],
St = 2Af /V ~ 0.2. This being the case, we are observing a change in the dynamics
of the system as the flapping frequency enters the neighborhood of the natural wake
frequency. Changes in the behavior of nonlinear systems near resonance is a common
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Figure 6-23: (a) Mean drag coefficient, (b) fluctuating drag coefficient, and (c) fluctu-
ating lift coefficient, for the range of mass ratios with Re = 1000, at KB = 0.0001 (-
-), KB= 0.001 (- -), and KB = 0.01 ( - -).
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Figure 6-24: Contours of the (a) mean drag coefficient, (b) fluctuating drag coefficient,
and (c) fluctuating lift coefficient, in KB - p space with Re = 1000,
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phenomenon (see for example [45]). The particular case of vortex induced vibration
of flexible cylinders reveals distinctly nonlinear behavior as the structural natural
frequency approaches the wake frequency ([52], [71]).
As described in the review of Procaccia [48], many nonlinear systems share behav-
ior in the transition from a period-one limit cycle to chaos. One of these behaviors
is successive period doubling, as shown in [45]. Such period doubling would be ex-
pected to show up as a signal at 1/2 of the dominant limit-cycle frequency. What we
observe, however, at p = 0.125 and p = 0.15 is the appearance of a second signifi-
cant frequency component with a value of 3/2 that of the dominant frequency. The
signal is period-two periodic but without a significant component at the period-two
frequency (as sin((27r/T)t) + sin((3wr/T)t) is periodic in 2T). As soon as the limit
cycle is broken, for p > 0.1, the largest Lyapunov exponent takes on a positive value.
This indicates a direct transition from a period-one limit cycle to a chaotic system,
or a very narrow transition region.
Calling the dominant limit-cycle frequency WL, the appearance of the second fre-
quency component at 3WL12 suggests a nonlinear combination of the dominant fre-
quency with the period-doubled frequency of L/2. A constraint on the realization
of the WL/2 subharmonic could be effecting an immediate transfer of that energy to
the 3WL/2 component. It has been well established that there exist specific wake
modes which represent stable patterns of vortex distribution into the wake. These
are covered in detail by Williamson & Roshko [72]. The specific case of the wL/2 sub-
harmonic mode is addressed, and it is argued that lack of symmetry would preclude
its being a natural mode.
With all of the cases for p > 0.1, with the 3wL/2 superharmonic, being Lyapunov
unstable, the system tends to this chaotic attractor. We now consider the vortex wake
associated with this mode. The case for p = 0.15, with the strong superharmonic, is
examined between the period-two cycle of t = 4.9 -- 7.3. The three peaks through
the two-cycle can be seen in the p = 0.15 time series plot, along with a triple-loop
in the corresponding phase plot of figure 6-4. Figure 6-25 gives a sequence of plots
showing the body flapping and vorticity contours. While the vortex pattern is not
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symmetric, it is notable that the hesitation, or small tail wiggle, at t = 6.5 creates
a dead zone in the vortex wake. The result is a separation between vortex clusters
in the wake, a phenomenon that can be seen in the expanded view of the final frame
in figure 6-25. Flapping with the dominant frequency and WL/2 subharmonic would
have more even distribution of the vortices in an asymmetric wake, and the system
avoids such a mode.
The differences between the wakes with the 3WL/2 harmonic vs. the WL/2 har-
monic were examined by forcing the body to oscillate (as a straight rigid foil) in
these two modes. The signals used were Asin(wt) + 0.Asin(1.5wt) and Asin(wt) +
0.5Asin(0.5wt). The time history of the tail displacement and the vortex wake at
the end of the simulation, at t = 10, are given in figure 6-26. The plot of the 3/2
superharmonic mode shows vortex clustering in the wake. A series of three strong
vortices (positive-negative-positive) is shed in a diagonal formation, separated by a
region of weaker negative vorticity. The 1/2 subharmonic mode, on the other hand,
shows evenly spaced alternating vortices with three shed in the upper part of the wake
followed by one shed in the lower part of the wake. While the construction of these
forced 3/2 superharmonic and 1/2 subharmonic modes was somewhat arbitrary, they
do display the anticipated differences. The indication is that wake clustering is the
preferred mode to the asymmetric evenly spaced pattern, and thus the period-doubled
energy of the flapping flag feeds into the 3/2 superharmonic.
6.3.5 Snapping and Recovery
Increasing the mass ratio to values of p = 0.175 and above results in broadband
response, as is seen in the power spectrum plots of figure 6-4. Associated with this
are further increases in the Lyapunov exponent, and a noticeably less regular time
series and phase plot. The larger mass ratio time series indicate intermittent large
and violent (indicated by the rapid change in direction) snapping events interspersed
with smaller oscillations. This behavior is the same as observed in typical chaotic
flapping often encountered in our everyday lives.
For the purpose of this study, we define a snapping event as a spike in the magni-
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Figure 6-25: Time sequence of body position and associated vorticity contours for the
response at p = 0.15 with Re = 1000 and KB= 0.0001. Dashed lines indicate nega-
tive vorticity. The final frame is an expanded view using higher resolution vorticity
contours.
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Figure 6-26: Upper plots are the time history of cross-stream tail displacement for
the rigid foil forced in (a) the 3/2 superharmonic mode Asin(wt) + 0.Asin(1.5wt)
and (b) the 1/2 subharmonic mode Asin(wt) + 0.5Asin(0.5wt). Lower plots are the
corresponding vortex wake at t = 10, with dashed lines representing negative vorticity.
Mass ratio, p Snapping events
0.1 0
0.125 0
0.15 0
0.175 1
0.2 2
0.25 4
0.3 6
Table 6.1: Number of snapping events for each mass ratio
Re = 1000 and KB = 0.0001.
from t = 0 -+ 20, for
tude of the trailing edge acceleration which exceeds 30V2/L. The idea of 'snapping'
connotates a rapid acceleration, and this criteria does well to select events with the
characterization discussed below. By this definition, the limit-cycle regime does not
include snapping events, and the number of snapping events in a simulation of 20
convective time units is given in table 6.1 for the mass ratios p = 0.1 -4 0.3, with
Re = 1000 and KB = 0.0001. The data indicate that snapping ceases to happen up
through p = 0.15, and that the frequency of the events then increases with increasing
mass ratio.
We examine in detail the snapping event at t ~ 18 for the case of p = 0.3. A plot
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Figure 6-27: Time history of the drag for p = 0.3 with Re = 1000 and KB = 0.0001, as
measured by the total fluid dynamic forcing on the body in the streamwise direction.
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Figure 6-28:
KB = 0.0001.
Time sequence of body position for p = 0.3 with Re = 1000 and
of the time history of the drag for this case is given in figure 6-27, showing a near
impulsive increase in drag at t = 17.85, followed by a rapid decrease to negative drag
values, with a minimum at t = 18.2. A series of plots showing the body configuration
from t = 17 -* 19 are given in figure 6-28. These plots show a large wave travelling
down the body, creating a hook in the tail at t = 17.7. This hook then snaps at
t = 17.85, corresponding to the spike in drag force. We observe recoil behaviour
beginning at t = 18.2, when the drag becomes negative. This is characterized by a
dynamic buckling of the body, indicated by the spontaneous appearance of a high
wavenumber mode shape which is essentially stationary for a short period of time,
before rolling out to the tail as a travelling wave beginning at t = 18.5.
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Figure 6-29: Time sequence of body tension as a function of the Lagrangian length
coordinate, with s = 0 as the leading edge and s = 1 as the trailing edge, for IL = 0.3
with Re = 1000 and KB = 0.0001.
To further understand the snapping dynamics, we look at the cable tension along
the length through the snapping event. A series of plots of the tension with the
Lagrangian length coordinate are given in figure 6-29. A high tension impulse appears
near the tail at the time of snapping, t = 17.85, and pushes toward the leading edge
as the body arrests itself, with maximum tension at the leading edge experienced at
t = 18.0. After this time the body begins to recoil, and the tension at the leading edge
drops rapidly, becoming negative at t = 18.15 and remaining so until t = 18.3. It is
during this period where the dynamic buckling is observed. These rapid changes in the
tension, loss of positive tension and associated high mode buckling are characteristic
of the cable snapping problem, as described by Zhu et al. in [81].
The vortex wake associated with the snapping event is displayed in the vorticity
plots of figure 6-30 at t = 18.0 and t = 18.5. A very strong positive vortex is
generated during the snapping event, and this is pinched off at t = 18.0 as seen in
figure 6-30(a). As the tail sweeps back up to the centerline and pauses, a strong
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Figure 6-30: Vorticity contours in the wake at (a) t =18.0 and (b) t = 18.5 for
y= 0.3 with Re = 1000 and KB = 0.0001. Dashed lines indicate negative vorticity.
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Figure 6-31: Depiction of sample points for frequency analysis of the flapping body.
Point A is the trailing edge of the body, whose cross-stream displacement is used for
analysis, while point B is at the centerline of the wake, two body lengths downstream
of the trailing edge equilibrium position, where the cross-stream flow velocity is used
for analysis.
negative vortex is formed and released into the wake. As can be seen in figure 6-30(b)
this vortex pair is displaced well below the centerline of the wake, and it continues to
migrate downward as a vortex dipole. We thus see that these violent snapping events
in the chaotic regime have associated rapid variation in the fluid dynamic forcing and
internal tension, as well as distribution of high strength vortices away from the wake
centerline.
6.3.6 Wake Frequency and Vortex Patterns
Frequency analysis of the flapping system was given in 6.2 in terms of the cross-
stream tail displacement. For the same case of Re = 1000 and KB = 0.0001, we now
consider the frequency of the variations in the wake by looking at the cross-stream
velocity at a fixed point in the wake centerline two body lengths downstream from
the trailing edge equilibrium position. Figure 6-31 depicts the location of the wake
frequency point and that taken at the trailing edge of the body.
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A series plots of the frequency spectrum are given in figure 6-32, for the flapping
range of mass ratios. The plots display the power spectrum for the cross-stream
flow velocity in the wake, overlaying the power spectrum of the cross-stream trailing
edge displacement, each normalized by its peak power for comparison of the spectra.
For the limit-cycle response at p = 0.05 - 0.1, there is little difference between
the tail displacement spectrum and the wake velocity spectrum. The width of the
peaks are equivalent in this range, and the small superharmonic secondary peak at
[ = 0.05, associated with non-sinusoidal oscillation, is clear for both spectra. Slight
differences between the tail and wake spectra are observed for the higher mass ratios
in the chaotic regime. At the onset of chaos, at p = 0.125 and y = 0.15, a more
significant signal is seen at the period-doubled frequency (the 1/2 subharmonic) in
the wake spectrum than in the tail spectrum. The 3/2 superharmonic still remains the
dominant secondary peak for these cases, however, a phenomenon discussed in 6.3.4.
The plots of the spectra for the broadband chaotic response at p = 0.175 - 0.3, show
that while the dominant frequency remains the same for the wake spectra as the tail
spectra, and the broadband character remains, the magnitude of the subsidiary peaks
in the wake spectra does not match that of the tail spectra. In particular, the spectra
of p = 0.2 indicates a secondary peak as a subharmonic for the tail spectrum and a
secondary peak as a superharmonic for the wake spectrum. These differences reflect
the nonlinear nature of the energy transport in the system, with the frequency content
evolving as the energy moves through the system.
The vortex wake of the range of mass ratios for this case of Re = 1000 and
KB = 0.0001 is plotted in terms of vorticity contours in figure 6-33. It can be seen from
the plots that the wake observation point B is positioned sufficiently downstream that
the vortices are fully developed, but near enough that the vortices are still strong. The
change from the regular vortex pattern of a von Karman vortex street to the irregular
pattern associated with chaotic flapping can be seen as the mass ratio increases. As
the Strouhal number increases with mass ratio in the limit cycle regime, the vortices
in the von Karman street become larger, but without a proportional increase in
their spacing. While the vortices in the street at p = 0.05 are extended in the
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Figure 6-32: Normalized frequency power spectrum for the cross-stream velocity (-
) at the wake centerline 2L downstream from the equilibrium tail position, and
the cross-stream tail displacement (- .-). Runs at Re = 1000, KB = 0.0001 and
(a) p = 0.05, (b) p = 0.075, (c) p = 0.1,(d) p = 0.125, (e) p = 0.15, (f) IL = 0.175m,
(g) p = 0.2, (h) M = 0.25, and (i) p = 0.3.
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Figure 6-33: Vorticity contours in the flapping wake for the fully developed flow at
Re = 1000, KB = 0.0001 and (a) p = 0.05, (b) IL = 0.075, (c) p = 0.1,(d) M = 0.125,
(e) y = 0.15, (f) p = 0.175m, (g) p = 0.2, (h) p = 0.25, and (i) p = 0.3. All plots
are to the same scale, with dashed contours indicating negative vorticity.
streamwise direction, those in the street at p = 0.1 are extended in the cross-stream
direction. This pattern of regularly distributed larger, stronger vortices extended
in the cross-stream direction eventually breaks down at p = 0.125, and an irregular
vortex pattern develops. The breakdown in the regular vortex wake is accompanied by
the appearance of alternate frequency components, as seen in figure 6-32. Eventual
broadband response has associated widening of the disorganized wake, with some
vortices being distributed far from the wake centerline, as discussed in 6.3.5.
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6.4 Summary of the Two-dimensional Flapping Prob-
lem
We examine the problem of a thin flexible foil in uniform flow, and find it controlled
by the nondimensional parameters of Reynolds number Re = VL/v, mass ratio p =
psh/(pfL), and bending rigidity KB = EI/(pV2 L 3 ). Linear analysis indicates the
influence of the relevant nondimensional parameters, the destabilizing effect of higher
mass ratio and Reynolds number, and the stabilizing effect of higher bending rigidity.
The predictions of this stability analysis are confirmed through the results of the
numerical simulation, and we suggest equation 6.25 as a good prediction of the critical
mass ratio, above which flapping will be realized. The region of bistability found in
previous experimental studies at higher Reynolds numbers is not as prevalent in
the present FSDS study at Re = 1000. The existence of hysteresis is shown to
be analogous to that of the Duffing softening spring model, with the larger onset
flapping amplitudes for the higher Reynolds number experiments explaining the more
pronounced region of bistability.
A systematic series of runs is performed for varying mass ratios at the low bending
rigidity of KB = 10- 4 for Re = 1000. The results reveal three distinct regimes of
response, defined by (I) fixed-point stability, (II) limit-cycle flapping, and (III) chaotic
flapping. When the mass ratio is increased above the critical value for the stable
fixed point a travelling-wave flapping limit cycle is observed. This period-one limit
cycle increases in amplitude with mass ratio, while maintaining roughly the same
frequency, until the Strouhal number of the system reaches the value of the natural
wake frequency. This nonlinear resonance condition at p > 0.1 results in a direct
transition from a period-one limit cycle to chaos, and select runs at alternate Reynolds
numbers suggest a transition mass ratio given by equation 6.26. The breaking up
of the limit cycle shows as the appearance of a 3/2 superharmonic to the limit-
cycle frequency. Where the period-doubled 1/2 subharmonic does not represent a
natural wake frequency, the energy is transferred to this 3/2 component and the
resulting system is chaotic. The chaos is measured by a positive value of the largest
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Lyapunov exponent, which increases further with increasing mass ratio. Eventual
broadband response is characterized by irregular flapping motion with intermittent
violent snapping events, including large rapid changes in tension, dynamic buckling,
and shedding of strong vortices away from the wake centerline. Examination of the
forcing through the flapping regime indicates that the mean drag force decreases with
increasing Reynolds number, while the fluctuation components of the drag and lift
both increase with Reynolds number. All three forcing components are found to
decrease with increasing bending rigidity, and a prediction of the forcing components
in terms of the relevant parameters is given by equations 6.33-6.35.
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Chapter 7
The Three-Dimensional Passive
Flapping Foil
The case of a three-dimensional passive thin foil is now considered, examining the
three-dimensionality of the flapping instability and the associated three-dimensional
wake. The two-dimensional linear analysis is extended to three-dimensions, examining
the stability of spanwise modes. Three-dimensional FSDS simulations are performed
using spanwise periodicity, and the mode shapes, stability and three-dimensional flow
characteristics are examined.
7.1 Introduction to the Three-Dimensional Flap-
ping Problem
7.1.1 Problem Statement
As with the two-dimensional problem, we consider a thin membrane pinned at the
leading edge and free at the trailing edge, under the influence of a uniform incom-
pressible viscous inflow, as shown in figure 7-1. The problem as considered in the
present study is spanwise periodic both for the structure and the flow, meaning that
one spanwise edge of the body and the flow domain is connected to the other span-
wise edge. The resulting infinite series of identical domains is depicted in figure 7-2.
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VFigure 7-1: Depiction of the problem of the flapping three-dimensional flexible thin
foil of length L and span B in uniform incoming flow V in an unbounded fluid domain.
The body is pinned at the leading edge and free at the trailing edge.
When using such a spanwise periodic domain, continuing to consider the body to be
inextensible would prohibit any spanwise variation to the structural displacement, as
such variation necessitates spanwise strain. The study thus considers a body which
has a moderate degree of extensibility, thus allowing spanwise variation to the dis-
placement.
The governing equation for this three-dimensional flexible plate is different from
the two-dimensional equation, and is written as
27 9 / \ a (T 0 E I p 4 7 OX7 OP2
p~h - - T + - 1+2 +at2 as, s 192 a82 -v2 s4 ass2 s)
8~~ 2)8 2
S ) =Ff (7.1)
as, OS2 as2 as,
with si as the Lagrangian coordinate along the length, S2 as the Lagrangian coordinate
along the span, and 7 as the body position vector. Structural parameters are, again,
ps for the structural density, h for the body thickness, EI for bending rigidity, and v,
for the Poisson ratio, while internal efforts in the equation are T for tension in the
s, direction, T2 for tension in S2 direction, and M for the moment due to shear stress
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Figure 7-2: Depiction of the consequence of spanwise periodicity, as used in the
simulations. An infinite series of identical domains results from the use of a spanwise
periodic domain.
223
in the membrane plane.
The fluid-dynamic governing equations and associated forcing to the structure are
the same as detailed in 6.1.1 for the two-dimensional problem, with the forcing as
Ff = [AT]ft, (7.2)
where ft is the upward normal and [AT] is the difference between the fluid dynamic
stress tensor at the top and bottom of the body. Elements of the stress tensor are
derived from the fluid dynamics at the surface as
Ti1 = v p + - 6Sijp. (7.3)
The fluid dynamics come from solution to the Navier-Stokes equations,
a+ (,U -V)6 = P VP + uV2 , (7.4)
Vi - = 0, (7.5)
with velocity boundary conditions at the body defined by the body motion, V
Qi/Ot, and at infinity as the mean flow, V' = V. As described in 6.1.1 for the two-
dimensional problem, these governing equations, coupled by the external forcing to
the structure and the kinematic boundary condition of the flow field, describe the
complete flapping problem, including effects of added mass, viscous drag, and vortex
shedding into the wake.
7.1.2 Three-Dimensional Linear Stability Analysis
We perform a linear analysis for a tensioned membrane with bending rigidity, starting
with the linear equation of motion,
T 2Z 92 + T2L) Z+ EI 04y 4
phTY +T -+ + 2a + z7- (98t2 ugY2 OX 2 ) 82 aY4 32,
\iy+ ma- + V- z=0, (7.6)( ata0y,
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where Ty and T_ are the membrane tensions in the lengthwise y and spanwise x
directions, V is the mean flow, and z is the membrane displacement, considered to
be small in this analysis. We rearrange the terms as
i20 2 z 2 z EI &Yz EI &4z(psh+ma)- + (maV2  -Ty) +(-Tx) + +20t2  Dy2  Ox2  l-i_ Dy4 +y 1-i_ 82 Dy2 Dx2
EI aZ a2Z
+ E + 2 V = 0. (7.7)1 - V82 x4 + MV y_5t
As with the two-dimensional analysis, we consider for the analysis that the tension
is constant, though different for the streamwise and spanwise directions. We will
simulate the problem with FSDS-3D using spanwise periodicity, so we consider this
case when determining the tension. The significance of spanwise periodicity is that the
the projection length of the span will remain constant, which has two consequences.
First, streamwise tension will induce a spanwise tension in the membrane scaled by
the Poisson ratio. Second, any spanwise variation to the displacement will necessarily
have spanwise strain, and associated tension.
The streamwise tension is taken as the Blasius boundary-layer tension as in the
two-dimensional study,
Ty = 1.3pfV 2 LRe-1/ 2 . (7.8)
The spanwise tension comes from both the spanwise strain and the streamwise tension
through Hooke's law as
Eh
TX= 1 e-vxx + 1.3v p 1V2 LR- 1 /2 , (7.9)1- V3
where v, is the Poisson ratio. The spanwise strain comes from spanwise variation
in the displacement, and is estimated from a sawtooth approximation to a wave of
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amplitude A_ and wavelength A.,
(7.10)((A)2 +A2) /
2  
_- 
+A 2 1/2
4 2kx
The variables (x, y, z, t) of the equation of motion are now nondimensionalized by L
and V, yielding
V 2 a2 z
(psh~ma) 2L t2
EI 1 84z
+ - v,2 P y 2 aX
2
maV2 _T) 1 2Z
EI 1 a 4z
++
+ 1- vL3 x4 +
1 0 2 z
+3 L aX2 +I1
V a 2 z
2MaV L Dyat = 0.
El 1 0 4z
V2 L3 0y4
(7.11)
Dividing by V 2pf, we obtain
+ 2z
(bt+ cm) yj + (cm - 1.3Re-1/2) 02 + -Kse - 1.3vsRe-1/2 192 Z)O4X 2
O4z
+ 2KB 2a 2
az
+ KB O- 4 + 2cmyt = 0,
EI 
andKB (1 _ V2) y2L3 ,Ind
Ks Eh
=(1 - V)p V2 L
(7.13)
We now consider the mode which is a travelling wave in the streamwise y direction
and a standing wave in the spanwise x direction, given by z = Aei(kyy-wt) (eik.x +
e~ikxx)/2 or z = Aei(kyy-wt)cos(kx). Using this mode in the equation of motion, we
obtain the dispersion relation
(p + Cm) W 2 + (cm - 1.3Re-1/2) k 2 + (-Ksxx - 1.3vRe-1/2) k
- 2KBk2 k - KBk4 - 2cmkyW = 0.
- KBk 4
(7.14)
Alternatively, if we consider the mode of a travelling wave at an angle to the base flow
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O4 z
+ KB 0 4
where
pah
pfL,
maCm 
- pfL
(7.12)
+ (
or y direction, given by z = Aei(kyy+k.x-wt) , the dispersion relation of equation 7.14
remains the same. The frequency found through solution of the dispersion relation is
W = Cmky 1 [C2kY + (Cmk2 - 1.3Re-1/ 2k2
11+ Cm I + CM
-Kscxxk -1.3v 8Re 11 2 k - KBkY - 2KBkyk - KBk 1/2
= ky 1 -- pcmk2 + (Ap + Cm) (1.3Re~1/2k2
P+Cm I+Cm L
+Kscxxk2 + 1.3vRe-1/2 k2 + KBk4 + 2KBk2k2 + KBk) 1/2 (7.15)
A flapping instability is realized when the value in the square root of the second term
is negative. This is achieved with realization of the inequality
pCmk" > 1.3Re-1/ 2k + Kscxx kx + 1.3v8Re-1/ 2 k2 + KBk4 + 2KBk2 k + KBk 4
A + Cm
(7.16)
This reduces to precisely the two-dimensional expression when the wave is entirely in
the stream-wise direction, with k, = 0. It can be seen in equation 7.16 that any mode
with spanwise variation (non zero kx) is more stable than the streamwise mode.
We consider the three-dimensional stability limit from equation 7.16 for the case
of Re = 1000, KB = 0.0001, Ks = 1, v, = 0.3, k = 21r, and cm = 2/k = 0.32, for a
range of kx and Ax. While both Ax and kx influence the spanwise tension through Cxx
as shown in equation 7.10, the restoring force associated with this tension operates as
the product of this tension and the square of kx. The critical mass ratios are plotted
in figure 7-3, which shows the increased stability of the high cross-stream modes. Also
shown is an increase in stability for higher amplitudes, suggesting that higher spanwise
modes will be restricted to lower oscillation amplitudes. For mass ratios [y > 0.1, all
modes where kx <; ky = 27r, corresponding to cross-stream or spanwise wavelengths
longer than the chord length, are predicted to be unstable flapping modes.
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Figure 7-3: Critical mass ratio vs. cross-stream wavenumber, from equation 7.16
of the linear analysis for flapping of three-dimensional flag with Re = 1000, KB =
0.0001, Ks = 1, v, = 0.3, ky = 27r, and cm = 2/ky = 0.32. Plotted for spanwise
amplitude of A, = 0 ( ), AX = 0.01 (- -), A, = 0.025 --- -), A, = 0.05 (- ),
and A, = 0.1 (
7.2 The FSDS-3D Response Results and Analysis
7.2.1 Investigative Approach and Simulation Constraints
Three-dimensional flapping modes are now examined with the simulation tool FSDS-
3D. While the development of this tool is covered in Chapters 3 and 4, the capability
of the fluid and structural components, as well as the coupled implementation, is
displayed in Chapter 5. Using our understanding of the two-dimensional system
response, derived from the work of Chapter 6, combined with the predictions of
the three-dimensional linear analysis of 7.1.2, we are able to perform a targeted
set of simulations to understand the three-dimensional trends and behavior. Such
a targeted approach is necessary using FSDS-3D, as the computational cost of the
three-dimensional simulations prohibits covering parameter space to the extent that
was done in the two-dimensional study. All simulations are performed at Re = 1000,
KB= 0.0001, Ks = 1, and v, = 0.3, using a spanwise periodic domain of width B.
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A consequence of the domain periodicity is that the simulation can only evolve with
characteristics that are periodic in B or two-dimensional (without spanwise variation).
A lower extensional rigidity is used in the three-dimensional case than for the two-
dimensional study, so that the strain associated with spanwise variation results in a
lower tension, as explained in 7.1.2. The simulations are used first to examine the
initial stability of isolated spanwise wave modes for comparison to the prediction of
the linear stability analysis, and second to investigate the natural modal responses
expected in an evolved system.
To examine the stability of a mode of a specific spanwise wavenumber, the initial
condition is set to excite that wavenumber. A spanwise sinusoidal variation to the
streamwise linear initial displacement is used, such that
z(si, S2)0 = Aossiin(k2s 2 ), (7-17)
where k2 corresponds to the k. of the linear analysis. The FSDS-3D domain is span-
wise periodic, and in this study the domain width is set to the spanwise wavelength,
so B = A2 = 27r/k2 . A small matrix of runs are made varying the parameters of
aspect ratio B/L and mass ratio A to determine the stability and initial growth of
the isolated spanwise wave modes for comparison to the linear analysis.
The study of the natural response modes of the system examines the characteristics
of the system response to varying initial and ambient conditions. Select simulations
which excite both standing wave and travelling wave modes are examined, along with
mixed modes including two-dimensional bias. Through this study, we identify the
base modes of response, along with hybrid response modes, and the tendency of the
system evolution.
7.2.2 Initial Modal Stability
Isolated three-dimensional modes of spanwise standing waves are excited by using the
initial condition of equation 7.17, where the width of the periodic domain is set to
the spanwise wavelength as B = A 2 = 27r/k2 . The stability transition prediction of
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Figure 7-4: Time history of the cross-stream tail displacement for the two-dimensional
mode, k2 = 0, using FSDS-2D with Re = 1000, KB = 0.0001, and Ks = 1, for
u = 0.025 ( ), p = 0.075 (- -), and p = 0.2 (- --- ).
equation 7.16 is used as a guideline for examining the relationship between spanwise
wavenumber and the modal stability. Using fixed values Re = 1000, KB = 0.0001,
Ks = 1, and v, = 0.3, we consider a small matrix of B/L and p values in order to
test the stability prediction of the linear analysis.
We first consider the two-dimensional case where k2 = 0, which the linear pre-
diction of equation 7.16 and figure 7-3 indicates is the least stable with the lowest
critical mass ratio. We perform FSDS-2D for mass ratios of p = 0.025,0.075,0.2,
with all other parameters as previously indicated, and an initial linear displacement
with tail amplitude of 0.1L. A time history of the cross-stream tail displacement for
these three cases is plotted in figure 7-4. The plot indicates fixed-point stability for
p = 0.025, convergence to limit-cycle flapping for p = 0.075, and chaotic flapping for
p = 0.2. The transitions follow those of the two-dimensional study of chapter 6.
We now seek to understand the stability of modes of finite spanwise wavelength,
by considering the cases of B/L = 5 (k 2 = 1.26) and B/L = 1 (k 2 = 6.28). For the
mass ratio of p = 0.075, the linear prediction depicted in figure 7-3 indicates that the
wider span case of k2 = 1.26 should be in the flapping regime, while the narrow span
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Figure 7-5: Time history of the cross-stream tail displacement at the spanwise stand-
ing wave antinode for p = 0.075 and B/L = 5 or k2 = 1.26 (- ), and B/L = 1 or
k2 = 6.28 --- -), and the two-dimensional k2 = 0 ( ).
case of k2 = 6.28 should be in the fixed-point stable regime. The three-dimensional
modes are excited through the initial condition of equation 7.17, representing a span-
wise standing wave with initial maximum tail amplitude of 0.1L. Figure 7-5 plots the
cross-stream tail displacement at the antinode for the wide and narrow span cases,
along with the two-dimensional tail displacement. The plot indicates that the max-
imum displacement of the wider span case very nearly matches the displacement of
the two-dimensional case, converging to limit-cycle flapping. This reflects the predic-
tion of figure 7-3 that for the low spanwise wavenumber of k2 = 1.26, the stability
characteristics are near convergence to that of two-dimensional flapping. The max-
imum trailing edge displacement for the narrow span case, however, trends to zero,
indicating the stability for k2 = 6.28 which is predicted by figure 7-3 for the mass
ratio of p = 0.075.
We now examine the flapping stability for the wide span B/L = 5 and narrow span
B/L = 1 cases with the mass ratio increased to p = 0.2, using the same standing wave
initial condition. The time history of the antinode trailing edge displacement for these
three-dimensional cases is plotted in figure 7-6 along with that of the two-dimensional
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Figure 7-6: Time history of the cross-stream tail displacement at the spanwise stand-
ing wave antinode for p = 0.2 and B/L = 5 or k2 = 1.26 ( -), and B/L = 1 or
k2 = 6.28 (- -), and the two-dimensional k2 = 0 ( ).
simulation with p = 0.2. Again, it can be seen that the antinode displacement for the
wide span case follows closely that of the two-dimensional case, until the simulation
breaks down at t ~ 3.2 due to rapid spanwise changes to the displacement. For the
narrow span case of B/L = 1 and p = 0.2, the antinode time history of figure 7-6
suggests that the body initially takes on a limit-cycle flapping mode.
The three-dimensional stability results are summarized in the plot of figure 7-
7, in the plane of spanwise wavenumber and mass ratio. The eight data points,
representing three runs from two-dimensional simulation at k2 = 0, three runs for
B/L = 5 and k2 = 1.26, and two runs for B/L = 1 and k2 = 6.28, are plotted
with the linear prediction for stability transition of equation 7.16. The prediction
can be seen to hold for the limited data obtained in this study, indicating that the
linear analysis of 7.1.2 captures the essential physics associated with stability of the
three-dimensional problem.
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Figure 7-7: Bifurcation diagram for three-dimensional flapping initiated as isolated
standing wave modes with equation 7.17, with with Re = 1000, KB = 0.0001, Ks = 1,
and v. = 0.3, through a range of spanwise wavenumber k2 and mass ratio A. FSDS
data indicate responses as stable (+), or flapping (G). Also plotted is the prediction
of stability transition from equation 7.16 (- -).
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7.2.3 Modal Response
Our study of the modal response of the system includes an examination of the body
displacement and wake characteristics associated with modes excited by several dif-
ferent initial and ambient conditions. Cases which excite multiple modes display the
tendency of the system energy, and thus suggest the natural modes of the evolved
system. The study reveals three base modes, each with unique wake structure, which
make up the building blocks for the system response. These base modes are the span-
wise standing wave, the spanwise travelling wave, and the two-dimensional response,
and are characterized in the response discussion below.
The Spanwise Standing Wave
The runs described in 7.2.2 are initiated to excite a standing wave response, with
the initial displacement given by equation 7.17. The symmetry of the initial displace-
ment and ambient conditions offer no spanwise directional nor two-dimensional bias,
and thus excite solely a standing wave response. We examine this response by con-
sidering the converged limit-cycle case of p = 0.075 and B/L = 5 (k2 = 1.26). The
displacement of the three-dimensional body through a complete flapping cycle can be
seen in figure 7-8, which shows a series of shaded surface plots from t = 6.2 to t = 7.2
from the downstream perspective. The limit-cycle mode can be seen to consist of a
travelling wave of increasing amplitude in the streamwise y-direction, modulated in
amplitude as a standing wave in the spanwise x-direction.
The two-dimensional limit-cycle flapping results of Chapter 6 revealed that the
periodic flapping had an associated alternating vortex shedding pattern of a von
Karman vortex street. The standing wave modulation to the three-dimensional limit-
cycle flapping suggests that the sign of these vortices alternates with the phase in
the spanwise direction. This can be seen in the plot of vorticity contours for the
spanwise standing wave case of y = 0.075 and B/L = 5 given in figure 7-9 at time
t = 7.1. The plot shows the body and wake from the upstream perspective, with two
domains shown side-by-side to aid visualization of the vortex wake pattern. Figure 7-
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Figure 7-8: Shaded surface from downstream perspective for the spanwise standing
wave flapping with p = 0.075 and B/L = 5 (k2 = 1.26). FSDS-3D simulation with
spanwise periodic domain initiated as equation 7.17 with amplitude of 0.1L.
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9(a) shows that the sign of the spanwise vorticity alternates in the spanwise direction
with the standing wave modulation, and the staggered same-sign vortices are laced
together at the nodes. The vortex structure splits and turns at the nodes of the wake,
a phenomenon confirmed by the pattern of streamwise vorticity at the nodes, which
can be seen in the contour plot of figure 7-9(b). A normal component to the vorticity
in the splitting and turning can be seen in figure 7-9(c), and reflects the drawing of
the vortex structure toward the wake centerline (z = 0) at the lacing nodes. This
wake of two layers of laced cellular vortices of opposite sign has the same structure
as that found by Newman & Karniadakis in [44] for the standing wave response of
flow induced cable vibration, and we consider it one of the fundamental responses of
the flapping system.
We can also identify the modal response by performing modal decomposition to
the displacement of the trailing edge of the flapping body. Using a discrete Fourier
transform we can isolate the sine and cosine components of the excited mode, which
we designate model. A phase plot displaying the locus of instantaneous amplitudes
of the two components is given in figure 7-10, and the linear trajectory confirms that
it is a purely spanwise standing wave mode.
The Spanwise Travelling Wave
In order to excite a spanwise travelling wave response in the system, we alter the
ambient flow condition to include a cross-flow (in the spanwise direction) of 25%
the base flow strength. We consider again the case of p = 0.075 and B/L = 5
(k 2 = 1.26), and use the same initial displacement condition given by equation 7.17.
A plot of the time history of the trailing edge displacement at the antinode of the
initial condition, given in figure 7-12(a), indicates that the trajectory of this point
is not much changed from the standing wave case. However, the series of three-
dimensional shaded displacement plots of figure 7-11, shows a significantly different
response from that of the standing wave given in figure 7-8. The response of this
mode consists of travelling waves at an angle oblique to the body orientation, so that
at any given time one spanwise point along the trailing edge will be at the maximum,
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Figure 7-9: The three-dimensional vortex wake from the upstream perspective at
t = 7.1 for the standing wave response of M = 0.075 and B/L = 5, with the domain
repeated once in the spanwise direction. The dark and light surfaces are isosurfaces
for negative and positive vorticity for (a) spanwise vorticity of w. = 1, (b) sreamwise
vorticity of wy = +0.25, and (c) normal vorticity of w_ = 0.25.
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Figure 7-10: Phase plot of trailing edge displacement in sine-cosine space for the
spanwise standing wave flapping with M = 0.075 and B/L = 5. FSDS-3D simulation
with spanwise periodic domain initiated as equation 7.17 with amplitude of 0.1L.
and one spanwise point at the minimum, and these points travel in the direction of
the cross-flow.
The vortex wake associated with the travelling wave mode is different from that
of the standing wave mode, in that progression in time is represented only by a
shift in phase in the spanwise direction. The three-dimensional vortex wake for the
travelling wave mode is seen in the vorticity contour plots given from an upstream
perspective in figure 7-13. The plots, with the spanwise repeated domain, show a
wake of a continuous obliquely shedding vortex street, where the point of shedding
from the body travels with the wave in the spanwise direction. While the bulk of the
vortex structure can be seen in the plot of the spanwise vorticity of figure 7-13(a),
the plot of streamwise vorticity of figure 7-13(b) reflects the oblique angle of the
shedding, and the normal vorticity of figure 7-13(c) indicates little participation of
this component. A pure travelling wave mode would be expected to have no time
dependence to the total drag integrated along the span, as the flow is merely being
phase shifted along the span in time. The difference in drag fluctuation between
the standing wave and travelling wave mode can be seen in figure 7-12(b), which
does display significantly less forcing fluctuation for the travelling wave mode. The
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Figure 7-11: Shaded surface from downstream perspective for the spanwise travelling
wave flapping with p = 0.075 and B/L = 5 (k2 = 1.26). FSDS-3D simulation with
spanwise periodic domain initiated as equation 7.17 with amplitude of 0.1L, using a
25% cross-flow in the spanwise x-direction.
239
X Y
t=5.3
z
x , y
(a) (b)
0.15 0.45
0.1 - 0.4 -
0.05 0.35
0 
- 0.3
-0.05 0.25
-0.1 0.2
-0.15 0.15
0 1 2 3 4 5 6 0 1 2 3 4 5 6
Time (L/U) Time (U)
Figure 7-12: (a) Time history of the trailing edge displacement at the antinode for the
standing wave mode ( ) and the same location for the travelling wave mode (-
-). (b) Time history of total drag for standing wave mode ( ) with no cross-flow,
and for the travelling wave mode (- -) with 25% cross-flow. Both simulations are
initiated with the standing wave initial condition of equation 7.17.
travelling wave mode was also a response found in the flow induced cable vibration
study of Newman & Karniadakis [44], with a vortex wake of the same structure. We
consider this travelling wave mode with an obliquely shedding vortex street to be a
second fundamental response of the flapping system.
We again consider mode identification through examining a phase plot of the
trailing edge displacement sine and cosine modes, given in figure 7-14. An orbital
path can now be seen, reflecting the travelling wave component. For an isolated
travelling wave, the path would be exactly circular, and the system is heading toward
such a path.
The Two-Dimensional Flapping Mode
Two-dimensional flapping for the three-dimensional system consists of a span-wide
displacement of the body. When we consider a mixed-mode initial condition with
several standing wave components, and a two-dimensional bias component, the system
converges to this two-dimensional flapping mode. The case considered uses an initial
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Figure 7-13: The three-dimensional vortex wake from the upstream perspective at
t = 5.7 for the travelling wave response of p = 0.075 and B/L = 5, using 25% span-
wise cross-flow, with the domain repeated once in the spanwise direction. The dark
and light surfaces are isosurfaces for negative and positive vorticity for (a) spanwise
vorticity of w. = 1, (b) sreamwise vorticity of wy = 0.25, and (c) normal vorticity
of w, = 0.25.
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Figure 7-14: Phase plot of trailing edge displacement in sine-cosine space for the
spanwise travelling wave flapping with p = 0.075 and B/L = 5. FSDS-3D simulation
with spanwise periodic domain initiated as equation 7.17 with amplitude of 0.1L,
using a 25% cross-flow in the spanwise x-direction.
displacement of
27r 27r
z(si, s 2 )o = 0.5AOs ( 1+ 0.25 [sin (BS2 ) + sin (2--s2
+sin 3 B7 S2 + sin 427s 2 + sin 5 2rS2 ,(7.18)
so that the trailing edge displacement ranges from z ~ 0 to z ~ A0 . With the
domain width for the simulation as B = 5, the mass ratio as 1- = 0.075, and an
initial amplitude of AO = 0.1, the initial condition includes spanwise standing wave
components in both the flapping and stable regimes. The energy rapidly becomes
concentrated in the two-dimensional mode, which is seen to be uniform across the
span in the series of shaded displacement plots of figure 7-15. The vortex wake at
t = 6.7, plotted in figure 7-16, displays this near exact two-dimensional vortex street
response, with spanwise continuous parallel vortices with little phase variation in the
spanwise direction, and no significant vorticity component in the streamwise or normal
directions. We consider this two-dimensional response to be our third fundamental
mode of the system.
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Figure 7-15: Shaded surface from downstream perspective indicating primarily two-
dimensional response for system initiated with the mixed mode displacement of equa-
tion 7.18 with B/L = 5 and 1L = 0.075.
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Figure 7-16: The three-dimensional vortex wake from the upstream perspective at
t = 6.7 for the two-dimensional response of p = 0.075 and B/L = 5, using the
mixed-mode initial displacement of equation 7.18, with the domain repeated once in
the spanwise direction. The dark and light surfaces are isosurfaces for negative and
positive vorticity for (a) spanwise vorticity of w = 1, (b) sreamwise vorticity of
Cy = 0.25, and (c) normal vorticity of w; = +0.25.
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Figure 7-17: Time history of the displacement amplitude for the two-dimensional and
first five sinusoidal modes which were excited by the initial condition of equation 7.18
with B/L = 5 and ft = 0.075.
A modal decomposition of the trailing edge displacement can be used to identify
the evolution of the modes which were initially excited, and the time history of the
modal amplitudes are given in figure 7-17. The plot shows an initial increase in
the amplitude of the two-dimensional mode, as well as for model and mode2, while
the higher modes are initially damped, following the trend predicted by the linear
analysis. Model and mode2 do not continue their growth indefinitely, instead ceding
their energy to the two-dimensional mode as the simulation continues. Thus, the
three-dimensional modes do not become well established.
A Second Mixed-Mode Case We now consider a second mixed-mode case, where
the initial condition is not so biased to the two-dimensional mode. The initial dis-
placement is given by
{27r \ 27r\
z(si, s2 )0 = 0.125 + 0.125 sin ( B S2 ) + sin (2 Bs2
+sin 3 2s2 + sin 427s2) + sin 5 s2 )] , (7-19)
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so that all modes, including the two-dimensional mode, are initiated with the same
amplitude. The vortex wake at t = 9.8 is given in the vorticity contour plots of
figure 7-18, and show a slight increase in the spanwise variation. This can be seen
most distinctly in the streamwise vorticity plot of figure 7-18(b) and the normal
vorticity plot of figure 7-18(c). The indication is of greater sustained energy in the
three-dimensional modes than in the run intiated with displacement of equation 7.18.
The time history of the decomposed modes from the trailing edge displacement is
given in figure 7-19, and again displays the initial growth of the two-dimensional
mode, model, and mode2, while the higher modes are damped. The dominance of
the two-dimensional mode is again seen, as it continues to grow while the three-
dimensional modes lose energy. However, as the two-dimensional mode is initially
weaker than in the case initiated with equation 7.18, it does not remove energy as
quickly from model and mode2, and we see some lingering spanwise variation to the
strictly two-dimensional flapping.
Natural Response of the System
We have described the fundamental flapping modes for the three-dimensional system
to be the spanwise standing wave mode, the spanwise travelling wave mode, and the
two-dimensional mode, each with a unique vortex wake structure. The wake patterns
for these three fundamental modes are depicted in the drawings of figure 7-20. The
three-dimensional vortex wake for the standing and travelling wave modes are the
same as found in [44] for the corresponding modes of flow induced vibration of a
flexible cable. While we have shown the ability to induce these modes through the
initial and ambient conditions, we are also interested in the possibility of hybrid
modes, and in the tendency of the system in long-time evolution. We saw above that
the system initiated with a collection of standing wave modes and a two-dimensional
bias (equation 7.18) quickly obtained a primarily two-dimensional response, indicating
the preference of the system for this mode. Now we consider other mixed-mode
excitations to further examine the system tendency.
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Figure 7-18: The three-dimensional vortex wake from the upstream perspective at
t = 9.8 for the two-dimensional response of p = 0.075 and B/L = 5, using the
mixed-mode initial displacement of equation 7.19, with the domain repeated once in
the spanwise direction. The dark and light surfaces are isosurfaces for negative and
positive vorticity for (a) spanwise vorticity of w, = 1, (b) sreamwise vorticity of
wY = 0.25, and (c) normal vorticity of w, = 0.25.
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Figure 7-19: Time history of the
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with B/L = 5 and y = 0.075.
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Figure 7-20: Drawing depicting the three-dimensional vortex wake pattern for the
fundamental flapping modes of (a) spanwise standing wave, (b) spanwise travelling
wave, and (c) two-dimensional flapping. The patterns should be considered to con-
tinue periodically in the spanwise x-direction.
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Hybrid Travelling/Standing Wave We investigate the possibility of obtaining a
travelling wave response without spanwise cross-flow by initiating a run with the body
displacement of the converged travelling wave mode from the cross-flow simulation,
but using no cross-flow. The flapping converges to a hybrid mode of both a travelling
wave and standing wave, which can be seen in the series of shaded displacement
plots given in figure 7-21. The associated vortex wake at t = 10.5 is plotted in
figure 7-22, and shows a modulated oblique shedding pattern. The standing wave
modulation to the direction of the continuous obliquely shedding vortices can be seen
when comparing the vortex pattern to that of the more pure travelling wave in figure 7-
13. Significant difference between the pure travelling wave and the hybrid mode can
be seen in the streamwise and normal vorticity contour plots of figure 7-22(b) and (c),
where elements of the standing wave wake patterns are evident. However, despite the
standing wave influence to the system, the spanwise vorticity plot of figure 7-22(a)
indicates that there is none of the vortex splitting and intersection associate with the
pure standing wave mode. The result indicates a tendency of the system toward a
modulated individual continuous shedding pattern.
We perform mode identification through examining a phase plot of the trailing
edge displacement sine and cosine modes, given in figure 7-23. The narrow orbital
path reflects the hybrid nature of the repsonse, a combination of the straight linear
and circular trajectories which correspond to the standing wave and travelling wave
modes.
A Second Hybrid Travelling/Standing Wave Case We again excite the
hybrid mode combining a travelling and standing wave using a different initial con-
dition. Instead of using initial displacement from a previously established travelling
wave mode, we use the initial displacement given by equation 7.17, and also use an
initial structural velocity corresponding to a spanwise travelling wave of nondimen-
sional frequency w = 2r. As such, the spanwise directional symmetry is broken only
by the initial velocity of the body. The converged vorticity field at t = 9.8 can be
seen in the plots of figure 7-24, and closely resembles that of figure 7-22, indicating
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Figure 7-21: Shaded surface from downstream perspective for hybrid mode of travel-
ling and standing wave flapping with p = 0.075, B/L = 5. The simulation includes
no cross-flow, but breaks spanwise directional symmetry by use of a travelling wave
initial displacement for the body.
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Figure 7-22: The three-dimensional vortex wake from the upstream perspective at
t = 10.5 for the hybrid travelling and standing wave response of p = 0.075 and
B/L = 5, using no spanwise cross-flow and a travelling wave initial displacement,
with the domain repeated once in the spanwise direction. The dark and light surfaces
are isosurfaces for negative and positive vorticity for (a) spanwise vorticity of W, = 1,
(b) sreamwise vorticity of w. = +0.25, and (c) normal vorticity of w, = 0.25.
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Figure 7-23: Phase plot of trailing edge displacement in sine-cosine space for the
spanwise travelling/standing wave hybrid flapping mode with p = 0.075 and B/L = 5.
FSDS-3D simulation with spanwise periodic domain initiated with a travelling wave
initial displacement.
that that the two different initial conditions converge to the same flapping mode.
This is confirmed by examination of the phase plot of the trailing edge displacement
sine and cosine modes, given in figure 7-25. The trajectory has a similar aspect ratio
to that in figure 7-23, while the rotation of the trajectory in phase space indicates
that the flapping mode is phase shifted, which is expected as the initial conditions
are different. So, while the difference in the initial condition influences the spanwise
phase shift, the converged flapping mode is the same.
Hybrid 2D/Standing Wave The system is initiated with a mixed mode initial
displacement of a spanwise standing wave and spanwise travelling wave of the same
wavelength, combined with a two-dimensional bias. The flapping converges to a
sustained hybrid mode combining two-dimensional and standing wave response, seen
in the shaded displacement plot of figure 7-26. The vortex wake associated with
this response plotted in figure 7-27 is a spanwise sinuous vortex street, a standing
wave modulation to the two-dimensional wake. The strength of the standing wave
modulation, as compared to that of the near-purely two-dimensional wake of figure 7-
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Figure 7-24: The three-dimensional vortex wake from the upstream perspective at
t = 9.8 for the hybrid travelling and standing wave response of P = 0.075 and
B/L = 5, using initial displacement of equation 7.17 and initial body velocity cor-
responding to a travelling wave of w = 21r, with the domain repeated once in the
spanwise direction. The dark and light surfaces are isosurfaces for negative and
positive vorticity for (a) spanwise vorticity of w., = 1, (b) sreamwise vorticity of
wY = 0.25, and (c) normal vorticity of w, = 0.25.
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Figure 7-25: Phase plot of trailing edge displacement in sine-cosine space for the span-
wise travelling/standing wave hybrid flapping mode with p = 0.075 and B/L = 5.
FSDS-3D simulation with spanwise periodic domain initiated with initial displace-
ment of equation 7.17 and initial body velocity corresponding to a travelling wave of
w = 27r.
16, is seen in the strength of the streamwise and normal vorticity components of
figure 7-27(b) and (c), neither of which are evident in the two-dimensional wake.
Again, despite the strength of the modulation, we see no indication of vortex splitting
or intersection, as the wake is dominated by a mode of individual continuous vortices.
Long-time Evolution The mixed-mode excitations have shown us the tendency
of the system toward a vortex wake of individual continuous vortex structures. A
similar tendency in the long time evolution was found in the vibrating cable study of
[44], which tended to the travelling wave mode. We find that these structures can be
modulated in direction and shape by a standing wave component, but do not display
the laced pattern with vortex splitting that is associated with the pure standing wave
response. There is also no indication of a hybrid mode combining a travelling wave
and two-dimensional mode, which would result in the intersection of the continuous
vortex patterns. The simulations suggest a preference of the system toward individual
continuous vortex structures, and we thus anticipate the long-time evolved system to
be dominated by either a travelling wave or a two-dimensional response. Standing
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Figure 7-26: Shaded surface from downstream perspective indicating the mixed two-
dimensional and standing wave response for the system initiated with the mixed
mode displacement of standing wave, travelling wave, and two-dimensional bias, with
B/L = 5 and p = 0.075.
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Figure 7-27: The three-dimensional vortex wake from the upstream perspective at
t = 4.7 for the hybrid two-dimensional and standing wave response of A = 0.075
and B/L = 5, using mixed-mode initial displacement of standing wave, travelling
wave, and two-dimensional bias, with the domain repeated once in the spanwise di-
rection. The dark and light surfaces are isosurfaces for negative and positive vorticity
for (a) spanwise vorticity of w, = 1, (b) sreamwise vorticity of w, = +0.25, and
(c) normal vorticity of w, = 0.25.
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Figure 7-28: Drawing depicting the three-dimensional vortex wake pattern
for the hybrid flapping modes of (a) travelling/standing wave, and (b) two-
dimensional/standing wave. The patterns should be considered to continue peri-
odically in the spanwise x-direction.
wave modulation to the response is likely dependent on the ambient conditions, and
the wakes for such hybrid modes are depicted in the drawings of figure 7-28(a) for
the travelling wave hybrid mode, and figure 7-28(b) for the two-dimensional hybrid
mode. The present study is limited to results periodic in the domain span, so there
is an artificial maximum wavelength for the travelling wave and associated minimum
shedding angle. A true infinite span body would be able to take on modes covering
the full spectrum of travelling wave response, but our results suggest that the system
will converge to a single travelling wave or two-dimensional mode, thus avoiding an
intersecting vortex pattern in the wake.
7.3 Summary of the Three-dimensional Flapping
Problem
The problem of the passive flapping of a thin flexible foil, which was studied in de-
tail in two-dimensions in Chapter 6, has been reformulated in three-dimensions, now
including variation in the spanwise direction. The linear analysis of the problem indi-
cates the importance of this spanwise variation, as stability is found to be a function
of the spanwise wavenumber. With stability increasing with wavenumber, the the-
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ory converges to the two-dimensional theory as the wavenumber goes to zero. We
thus have that the two-dimensional or span-wide modes are the least stable, and high
spanwise modes are not predicted to appear until the system becomes quite unsta-
ble. The numerical simulation tool FSDS-3D developed in Chapters 3 and 4, is used
to calculate the coupled fluid-structural system to examine the stability and char-
acteristics of the three-dimensional flapping. The expense of the three-dimensional
calculations limits the number of runs possible, but a targeted set of runs confirms the
trend of the linear stability prediction of equation 7.16. Investigation of the modes
of the flapping response indicates the three fundamental flapping modes of spanwise
standing wave, spanwise travelling wave, and two-dimensional flapping, all displaying
the streamwise travelling wave of increasing amplitude from leading to trailing edge.
While the wake of the spanwise standing wave mode consists of two layers of laced
cellular vortices, the spanwise travelling wave wake consists of continuous individual
vortices shedding at an oblique angle, and the two-dimensional wake consists of con-
tinuous individual parallel shedding vortices. Mixed-mode excitation reveals hybrid
modes of standing wave modulation to the continuous individual shedding vortices of
the travelling wave and two-dimensional mode. The tendency of the system is found
toward continuous individual vortex structures without splitting or intersection, so
that the pure standing wave mode is not expected in an evolved system.
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Chapter 8
Conclusions
In the following discussion, we consider the contribution of the newly developed FSDS
simulation tool, and summarize the findings of the study of the passive flapping of a
thin flexible foil. The findings include the predictions of the linear analyses performed
and characterization of the flapping physics from simulation at Re - O(10), for both
the two-dimensional and three-dimensional problems. We conclude with a section
discussing the direction for future work in studying the flapping problem with the
FSDS capability.
8.1 Contribution of the FSDS
The fluid-structure direct simulation (FSDS) tool developed for this study is capable
of accurately calculating the viscous flow about a flexible thin body, the dynamics of
the fluid-structure interaction, and the nonlinear body motion. Two versions of the
coupled solver are derived, one for two-dimensional simulations, and one for three-
dimensional simulations using spanwise periodicity. Verification and validation are
performed for each the fluid and structural solver individually, as well as for the
coupled solver in both two and three dimensions.
The fluid-dynamic direct simulation (FDS) is developed to simulate viscous flow
around thin bodies of arbitrary orientation or configuration with a computational grid
fixed at the body boundary. The solver is able to accommodate motion of the flexible
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body, while maintaining grid clustering for simulation accuracy at the boundary,
particularly around the sharp leading and trailing edges. The solver is developed
for both two-dimensional and three-dimensional simulations. Parallel processing is
implemented through domain decomposition in one direction for the two-dimensional
solver, and in two directions for the three-dimensional solver, allowing fast wall-clock
calculation using hundreds of processors. Verification and validation of the FDS
solver is performed using several problems involving both cylinders and thin foils.
Convergence testing confirms near second-order convergence of the solution with both
temporal and spatial discretization.
The structural direct simulation (SDS) is derived as a geometrically nonlinear
thin-body solver using Hamilton's Principle. With no linearization around an equi-
librium position, the solver allows arbitrary orientation and configuration of the body.
Two versions of SDS are developed, for the simulation of two-dimensional and three-
dimensional bodies, linearized around small body thickness and small extensional
strain. Verification and validation of the structural solver is performed primarily us-
ing problems of a hanging/swinging body under the influence of gravity. Comparison
to an analytical linear solution and nonlinear experiments and other simulations in-
dicate the capability of the tool for accurately simulating a range of problems. Near
second-order convergence is found for the simulation result with both temporal and
spatial discretization.
The coupling between the fluid and structural solvers in the FSDS capability is
achieved through use of the body surface fluid-dynamic forcing in the SDS, and use of
the solved body motion for the boundary position and velocity in the FDS. Stability of
the coupled implementation is achieved through an implicit iterative procedure which
alternates solution of the fluid and structure until convergence to tolerance. This it-
erative method also permits use of an assumed added mass in the structural solver,
allowing stable solution of the system with very low structural masses. Verification of
the coupled FSDS for both two-dimensional and three-dimensional problems is made
through displaying energy conservation as the thin structure responds to an impul-
sively started uniform flow, experiencing considerable exchange of energy between the
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fluid and structural domains.
8.2 Summary of Findings
The system of the passive flapping of a flexible thin foil in a uniform stream is con-
sidered as a fundamental fluid-structure interaction problem with direct implications
to engineering and industrial applications. On one level, this is the consideration
of the elusive physics of the flag flapping problem, but extends to manufacture and
handling of textiles and paper, as well as the engineering of flexible foils for vehicle
applications. Recent advances in computational capability positions us to be able to
develop and utilize our FSDS simulation tool to understand the key physical mecha-
nisms associated with the passive flapping problem. The study is approached by first
considering the two-dimensional canonical problem of a passive thin flexible foil in a
uniform stream, and then extending the understanding by including three-dimensional
effects.
After clearly defining the two-dimensional canonical problem, we set about pur-
suing a linear analysis to indicate the relevant physical mechanisms and associated
nondimensional parameters, and their influence to the system stability. For our prob-
lem, where the body is very thin and essentially inextensible, we have three relevant
nondimensional parameters for the system. These are mass ratio, p = peh/(pfL);
the Reynolds number, Re = UL/v; and the bending rigidity, KB = EI/(pfU2 L3).
The linear analysis predicts a stabilizing influence of lower mass ratio, lower Reynolds
number, and higher bending rigidity. We consider the case of vanishing bending rigid-
ity, where the restoring force is dominated by the flow-induced tension, to represent
the "flag flapping" problem. A systematic series of simulations at Re - O(10) for
the two-dimensional problem are pursued, varying the relevant nondimensional pa-
rameters. Initiating the simulations with the body at a slight angle of attack to the
impulsively started flow, the progression of the solution toward sustained flapping or
a steady-straight configuration indicates the stability of a given run. We find that
the trend of the linear analysis is confirmed, giving a prediction for the critical mass
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ratio as
perit = 1.3Re-1/ 2 + KB47r2 , (8.1)
above which the system will experience sustained flapping.
Studying the range of simulation data for the two-dimensional problem reveals
three distinct regimes of response. These are, in order of decreasing stability, (I) fixed-
point stability, (II) limit-cycle flapping, and (III) chaotic flapping. The phenomenon
of hysteresis in the transition from stability to limit-cycle flapping is found to oper-
ate as a Duffing oscillator of a nonlinear spring, and therefore is more prevalent for
systems with higher initial flapping amplitudes. The limit-cycle flapping is a periodic
response of the system with an associated periodic von Karman vortex street wake,
while the chaotic flapping is a non-repeating response with an irregular vortex wake.
The body motion of both flapping modes consists of a travelling wave of increasing
amplitude from leading edge to trailing edge. Examining the trends of flapping fre-
quency, amplitude, and Lyapunov exponent, indicates that as the Strouhal number,
St = f2A/V, reaches the natural wake Strouhal number of St ~ 0.2, the system
transitions to chaos. We find that the chaotic transition occurs at a mass ratio pro-
portional to the critical stability mass ratio, and the expression
pchaos = 2.5 perit = 3.25Re-1 /2 + KB17W 2  (8.2)
is a good fit to the transition mass ratio above which the flapping will be chaotic.
There is no indication of period doubling in the transition to chaos, as the vortex
wake associated with the period-doubled system is not a natural wake mode. The
downstream wake frequency spectra are found to match well the corresponding spectra
of the trailing edge displacement, indicating the direct relationship between the body
motion and the wake flow.
Study of the dynamics of the fluid-structure interaction of the system through
the series of two-dimensional simulations indicates trends in the energy budget and
fluid-dynamic forcing with the relevant system parameters. Examining the forcing co-
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efficients in the flapping regimes, we consider the following expressions as an estimate
to the fluid-dynamic forcing on the body,
< Cd > ~ 2.7Re 1 /2 + 0.8(p - 1.3Re-1/ 2 - KB47r 2) (8.3)
Cdrm5 ~ 1.5(p - 1.3Re 1 / 2 - KB4 2)1.5 (8.4)
Cir__2~ 1.5(p - 1.3Re 1 / 2 - KB47r2 ). (8.5)
Well into the chaotic regime, we begin to observe snapping events, characterized by
spikes in the instantaneous drag force followed by a rapid reduction in drag, sometimes
to negative drag values, with associated dynamic buckling of the body. We study the
physics of such events, and reveal the strong vortex structures distributed far from
the wake centerline, along with the high wavenumber modes which appear when the
tension in the body becomes negative. This study of the wide range of responses
of the two-dimensional flapping body, along with the associated physical analyses,
is the first such comprehensive study of the passive flapping problem, contributing
significant new understanding.
The three-dimensional study again clearly frames the extended canonical problem,
before working through a linear analysis which now includes a spanwise variation. The
prediction of the linear analysis is for increased stability of the system with increasing
spanwise wavenumber, indicating that the two-dimensional mode is the least stable.
Investigating the stability through the spanwise periodic simulations of FSDS-3D at
Re = 1000, we initiate the runs exciting isolated spanwise standing wave modes. The
stability trends predicted by the linear analysis are corroborated by the simulation
results. Studying the modal response of the three-dimensional system, we reveal three
fundamental modes of response, the spanwise standing wave, the spanwise travelling
wave, and two-dimensional flapping. All three modes display the travelling wave
of increasing amplitude in the streamwise direction found in the two-dimensional
study, but have different variation in the spanwise direction. The vortex wake of the
spanwise standing wave is a pattern of alternating sign in both the streamwise and
spanwise direction. The cellular vortices are laced together at the nodes in the wake,
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making two-layers of oppositely signed laced cellular vortices. The net motion of the
spanwise travelling wave mode is one of a wave travelling along the body at an oblique
angle. The associated vortex wake is one of obliquely shedding continuous vortices.
The two-dimensional mode does not vary in the spanwise direction, thus displaying
the von Karman vortex street of parallel shedding continuous vortices. Mixed-mode
investigation is performed to understand the tendency of the system in long-time
evolution. This reveals that the system trends away from modes of intersecting or
cellular vortices, toward the modes of continuous vortices. We do reveal hybrid modes,
where the continuous modes of the travelling wave or two-dimensional response are
modulated by standing wave behavior, but do not expect intersecting vortices in the
evolved response. This three-dimensional study indicates the limit to the spanwise
wavenumber response which can be expected for a given set of parameters, while
also indicating the physics and tendencies of the different three-dimensional response
modes.
8.3 Direction for Future Work
The two-dimensional and three-dimensional FSDS represent tools suitable for study-
ing the physics of problems involving thin flexible foils. While the two-dimensional
component of the present study was quite comprehensive, there is much which can
still be considered for the three-dimensional passive flapping problem. Our three-
dimensional study was contained within a very narrow parameter range, and does
not provide a full picture of how the flapping characteristics are likely to change out-
side this parameter range. The understanding of evolution of the three-dimensional
system would be served by simulations which cover a larger span, combination of more
spanwise modes, and carried out over a longer simulation time. The present study did
not characterize chaotic flapping of the three-dimensional system, and such a pursuit
would indicate the three-dimensional influence on the chaotic response studied in the
two-dimensional investigation. The entire understanding of the two-dimensional and
three-dimensional passive flapping problem derived from the present study would be
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complemented by an experimental investigation which sought to examine the flap-
ping behavior and flow characteristics through the range of parameters and responses
considered.
The present study concentrated on the passive flapping of a flexible foil, and we
consider one of the benefits of the enhanced understanding to be better positioning
for the engineering of driven flexible foils. The prevalence of driven flexible foils
for propulsion and maneuvering in nature suggest their superiority over rigid foils.
The FSDS tool could be very useful for the study of how the structural parameters
of a flexible foil can affect its capability and efficiency. This can be applied for
surfaces designed both for periodic propulsion and for non-periodic maneuvering, as
well as combinations of the two. While the simulations can indicate performance
by measuring dynamic quantities of forcing and energy input, they also indicate the
associated physics of the fluid-structure interaction, a key element for engineering
exploitation of the problem.
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