The following problem is well-known under various forms from car manufacturing and has been presented in Discrete Applied Mathematics(136) by T.Epping, W.Hochstättler and P.Oertel as a combinatorial optimization problem: cars have to be painted in two colors in a sequence where each car occurs twice; assign the two colors to the two occurrences of each car so as to minimize the number of color changes. More generally, the "paint shop scheduling problem" is defined with an arbitrary multiset of colors given for each car, where this multiset has the same size as the number of occurrences of the car; the above paper states two conjectures about the general problem.
Problem formulation
In [7] , T.Epping, W.Hochstättler and P.Oertel introduced the following problem. The origins of the model lie in car manufacturing with individual demands, which is reported to occur often in Europe.
Given a sequence of cars where repetition can occur, and for each car a multiset of colors where the sum of the multiplicities is equal to the number of repetitions of the car in the sequence, decide the color to be applied for each occurrence of each car so that each color occurs with the multiplicity that has been assigned. The goal is to minimize the number of color changes in the sequence. If cars are considered to be letters in an alphabet, the following is a formalization.
PPW [Paint Shop Problem for Words] Given a finite alphabet Σ whose elements are called letters, a word w = (w 1 , . . . , w n ) ∈ Σ * , a finite color set F , and a coloring f = (f 1 , . . . , f n ) of w with f i ∈ F for i = 1, . . . , n, find a permutation σ of {1, . . . , n} such that w σ(i) = w i for i = 1, . . . , n, and the number of color changes within σ(f ) = (f σ (1) , . . . , f σ(n) ) is minimized.
We say that we have a color change in f whenever f i = f i+1 . The minimum of the number of color changes is denoted γ = γ(w; f ).
The problem PPW restricted to instances where the number of colors is c, each color occurs k times with each letter, and accordingly each letter occurs ck times in the input sequence, is denoted by PPW(c, k). Such instances are called k-regular.
In [7] this problem has been solved with a dynamic program which can be implemented to run with a space and time complexity of O(|F |n (|F |−1)|Σ| ): this bound is exponential unless both |F | and |Σ| are fixed; if any of them is not fixed the problem is proved to be NP-hard in the same paper.
Then the paper states two conjectures, the following one, and its special case to c = 2:
Problem 1 Is it true that for any instance in PPW(c, k) we have γ ≤ |Σ|(c − 1), independently of k?
PPW(2, 1) plays a particular role because of several natural and interesting (useful ?) "practical interpretations", and also because of the relevant new optimization problem it generates:
The practical problem is to paint a set of objects, for instance cards, with two colors, one color for each face, if the objects arrive to the painting machines in a given order, each object twice. Minimize the number of color-changes. In the manufacturing of cars or other objects the same problem arises for more than one color.
Let S be a finite set. A hypergraph H ⊆ 2 S is a clutter if none of the hyperedges contains another. The hypergraph B ⊆ 2 S , B = ∅, B = {∅} is a binary clutter if and only if it is a clutter, and the symmetric difference of an odd number of sets in B contains a set in B. If H is a hypergraph, B(H) denotes the binary clutter generated by H, that is the (inclusionwise) minimal elements of the family of symmetric differences ( mod 2 sums, more precisely sums over GF(2) of the incidence vectors) of an odd number of members of H, provided ∅ is not among these symmetric differences. It is easy to check, that indeed, the generated hypergraph is a binary clutter.
Two binary clutters (S, B) (S , B ) are isomorphic, if there exists a bijection between S and S so that the elements of B are exactly the images of elements of B. The term minimal will always be understood inclusionwise.
If A ⊆ 2 S is a clutter, then its blocker is the clutter
B := b(A) := {B ⊆ S : B ∩ A = ∅ for all A ∈ A, and B is minimal under this condition}
If T ⊆ S contains a set in B, it is called a transversal of A.
As it is well-known and easy to see b(b(A)) = A for any clutter (binary or not). So one can speak about a blocking pair of clutters. We will not use many properties of binary clutters, the interested reader can find the basics and also deep properties in [17] or [15] . We mention only one simple property that is important to keep always in mind while dealing with binary clutters, we will call it parity property :
S is a binary clutter and B ⊆ 2 S is its blocker, then for all A ∈ A and B ∈ B, |A ∩ B| is odd.
Let us prove this. By the minimality of B, for all e ∈ B there exists A e ∈ A that does not meet B \ {e}, that is, A e ∩ B = {e}. So indeed, if for a contradiction we suppose that |A ∩ B| is even, then the mod 2 sum of A and the sets in {A e : e ∈ A ∩ B}, altogether an odd number of sets, contains a set in A which is not met by B, a contradiction with B ∈ b(A).
It follows that b(A)
is exactly the family of minimal sets that meet every A ∈ A in an odd number of elements, and as a consequence, the blocker of a binary clutter is also a binary clutter.
Yet another way of stating this property: inclusionwise minimal transversals of binary clutters meet each member of the clutter an odd number of times. It is crucial to realize this for the PPW(2,1) problem [20] : we do not have to care about the parity, only about the binary clutter generated by the intervals limited by the pairs of identical letters. Indeed, any set that intersects all these intervals an odd number of times also intersects every member of the binary clutter an odd number of times. So the transversals do not change if we consider the generated binary clutter instead of the intervals only, and the advantage is that the "oddness" of the intersection can be deleted, we have to care only about inclusionwise minimal transversals.
The deletion respectively contraction of s ∈ S in a (binary) clutter (S, A) is the operation resulting in (S \ {s}, A\s), (S \ {s}, A/s) respectively, where:
A clutter obtained after a succession of deletions and contractions is called minor of H. Minors of binary clutters are also binary.
A graph in this paper is a pair (V, E), where V is the vertex-set, E the edge-set and the edges are undirected. Loops and parallel edges are allowed. If it is not said otherwise, n := |V |. For X ⊆ V , δ(X) denotes the set of edges with exactly one endpoint in X, and d(X) := |δ(X)|. If X is given with its elements between { and }, the round parentheses after δ and d may be deleted. Whenever we want to specify that the notation concerns the graph G, we write G in the index, like this:
The odd circuits of a graph form a binary clutter. A minimum transversal of the odd circuits of a graph G = (V, E) is called an uncut, and the problem of finding the minimum uncut is called the bipartization problem, denoted by BIP=BIP(G). The set F ⊆ E is an uncut of G if and only if E − F is bipartite, that is, a cut. Therefore BIP is polynomially equivalent to MAX-CUT (by complementation, that is, the bijection can be computed in O(|E|) time), which is defined here as the problem of computing the maximum cardinality of a cut in a given graph. Note that an uncut contains all the loops of the graph.
A signed graph is a pair (G, F ), where G = (V, E) is a graph and F ⊆ E. Denote C = C(G) the set of its circuits of G. In a signed graph, circuits C with |C ∩ F | odd are called odd circuits of (G, F ).
The binary clutter of odd circuits
will be called the odd circuit clutter of (G, F ). Note that replacing F by F := F D for some cut D does not change the clutter, that is,
. This operation will be called switching (on a cut). The operation of switching on a vertex v ∈ V means switching on the star (cut formed by the edges incident to v) of v. (Any binary clutter is the "odd circuit clutter" of a matroid.)
A third binary clutter will also play a role: F 7 , the set of lines in the projective plane over GF(2) (the Fano plane).
The minors of the odd circuit clutter of a signed graph (G, F ) can be defined directly in terms of the graph [9] : deletion corresponds to deletion in G; if e / ∈ F , just contract e, if e ∈ F switch first on a cut containing e and then contract e. (Contraction of e = uv (u, v ∈ V ) in G means the deletion of e and identification of u and v. If there are edges parallel to e we keep them as loops.) We will refer to this as Gerards' graphic version of contraction and deletion. Odd circuit clutters do not contain a O * 5 or F 7 minor (see paper [17] ).
We would like to be aware of a particular contraction: getting rid of degree two vertices. Indeed, if d G (v) = 2, and not both edges incident to v are in F , then one which is not in F can be contracted without changing the set of odd circuits and the number of edges in F . (If both edges incident to v are in F , then we can switch on δ (v) .)
The geneneral bipartization problem GBIP(G, F ), where (G, F ) is a signed graph is the problem of finding a minimum transversal of the odd circuits of (G, F ). Such a transversal is called an uncut of (G, F ). An uncut contains all the odd loops.
GBIP is not an essential generalization of BIP. Indeed, introducing two edges in series for every edge in F , odd circuits of (G, F ) are becoming odd (size) circuits of G. Yet the approximation guaranties for the two problems may not be the same, and schemas of approximation or APX-completeness results have also to be dealt with cautiously.
In order to introduce the optimization problem that reformulates PPW(2, 1), let us define interval-generated binary clutters ( IGB) as a set B = B(I), where I = ∅ is a set of intervals, and B = {∅}. For simplicity we suppose V := {1, . . . , n} and call interval a set of consecutive positive integers.
In Section 2 we show that PPW(2, 1), which will easily turn out to be the minimization on the blocker of an IGB is equivalent (and approximable with the same ratio) through a simple reversible reduction to GBIP, and in fact of a particular case which is still NP-hard. Yet both directions of this equivalence yield interesting results: in one direction one gets very simply the NP-hardness of the PPW(2, 1) problem, and in the other direction the polynomial solvability of some interesting subproblems of PPW that can be reduced to polynomially solvable subproblems of IGB.
In Section 3 we first prove that MAX CUT, GBIP and BIP are still APX-hard when restricted to 4-regular graphs, and deduce the same result for (binary) paintshop problems. These imply the NP-completeness of these results as corollaries. The main result of this section is that GBIP, BIP, and (binary) paintshop problems have a transversal (that is, an uncut) that contains at most 3/8 -th of the edges (ignoring those that are forced to be in the transversal for some obvious reason), and such a transversal can be found in polynomial time. This result occurred to us difficult, and after some seemingly efficient first ideas surprisingly long and technical to prove.
In Section 4 we explain the relation of the paintshop problem to a celebrated problem of combinatorial topology, called necklace splitting, and deduce the validity of Conjecture 1.
Finally, let us fix some graph theory terminology. A sequence of vertices is called a walk if xy ∈ A whenever y is a successor of x in the sequence; it is a closed walk if the last vertex of the sequence coincides with the first; if every vertex occurs at most once, then we use the term path and circuit respectively. The circuit C as a set also means the edge-set E(C) of C, or the vertex set in the appropriate order, depending on the context.
Red and Blue
In this section we clarify the relation of PPW(2, 1) to odd circuit clutters of graphs and make clear the complexity results that can be expected of them, and prepare to analyse of their complexity. Recall that each letter of the input w of PPW(2, 1) occurs twice and the problem consists in coloring w with two colors, say red and blue, and red and blue have to be decided between the two occurrences.
Representations
We are starting by introducing three slightly different representations of the input of the problem. Understanding these is the key to their study.
Define for each input w = (w 1 , . . . , w 2n ) of the PPW(2, 1) problem a binary clutter on the set {1, . . . , 2n − 1} defined as
In terms of the paintshop problem one can think of the elements of {1, . . . , 2n − 1} as possible moments for color-change: if moment i (i = 1, . . . , 2n − 1) is chosen, that means changing the color in our machine right after the occurrence of i (before the occurrence of i + 1). The paintshop problem PPW(2, 1) consists in designing a minimum number of color changes so that each hyperedge of the clutter paint(w) contains an odd number of them. That is, we are looking for a minimum cardinality set in the blocker ! We will say that paint(w) is the paintshop clutter of w.
A reformulation in terms of graphs will allow us to conclude immediately a set of excluded minors for paintshop clutters and ultimately to clarifying the complexity of the paintshop problem. Let P = (V n , E n ) be the ("Hamiltonian Path") graph defined by V n := {1, . . . , 2n} and E n := {12, 23, . . . , (2n − 1)2n}. Let M be a partition of V n into n pairs, that is, a perfect matching of the complete graph on V n . (The pairs participating in M may and also may not be in E n .) For i, j ∈ V n , P (i, j) ⊆ E n denotes the edges of the (unique) subpath of P between i and j. Now define the binary clutter
that will be called the path clutter of (P, M ).
A binary clutter isomorphic to the paintshop clutter of some word w will be called paintshop clutter.
Note that a paintshop clutter is an IGB, and conversely, an IGB is a paintshop clutter if and only if the endpoints of the intervals are all different. This difference is not essential, yet we will usually restrict ourselves to paintshop clutters: while there may exist three intervals covering every vertex 0 times or twice (and therefore with a ∅ symmetric difference and therefore not defining a binary clutter), this cannot happen for the generators of paintshop clutters, since they are linearly independent over GF (2) . Indeed, ordering the elements of M in the order of the right endpoints we see that the matrix of the generators has a triangular form.
We exhibit now paintshop clutters in three different ways noting that one can switch from one to the other efficiently. This fact is useful for deducing algorithmic consequences, both for NP-completeness (or APX-completeness) results, and in the other direction, the detection of polynomially solvable cases. First a remark:
In the previous work about the problem and especially [5] , [7] , we found some efforts but no real understanding concerning the excluded minors for paintshop clutters. For a binary clutter it is already a relevant particularity to be an odd circuit clutter of a graph. In this way we get immediately some excluded clutter minors that were not known so far:
(1) Paintshop clutters are odd circuit clutters of signed graphs; in particular they do not contain O * 5 and F 7 as clutter minor. Indeed, let w be an arbitrary word of n letters and P := (V n , E n ), M := {ij : w i = w j }. The mapping i ↔ i(i + 1) is a bijection between the defining generators of paint(w) and {P (i, j) : ij ∈ M }. As noticed before, these generators are linearly independent over GF (2) , and therefore the defined bijection is an isomorphism between paint(w) and
Now note that the binary clutter generated by
is exactly the set of odd circuits of the signed graph (P ∪ M, M ). Clearly, B 1 = {X \ M : X ∈ B 2 }, since this holds for the generators. Therefore, by definition B 1 = B 2 /M , and the claim follows, since we know: minors of odd circuit clutters of a graph are also odd circuit clutters of a graph.
This observation is important, but an essential step for its use is still missing. We saw already that contractions of sets in odd circuit clutters correspond to careful contractions of edges in the graph itself, through Gerards' equivalent graphic version of the definitions. And the contraction of M in P ∪ M leads to a graph where P becomes an Eulerian trail . . . Conversely, we will see that some particular Eulerian trails lead to path clutters, that is, to paintshop clutters. The goal of this subsection is to work out the exact connection in details, for later use.
An Eulerian Trail is a (closed or open) walk containing every edge of the graph exactly once; there exists such a walk if and only the graph is connected and the number of odd degree vertices is at most 2. It is 0 if and only if the trail is closed, in which case G is called Eulerian. We will call connected graphs with two odd degree vertices almost Eulerian.
Given an (open or closed) Eulerian Trail 
(A hitch can contain another hitch.) For us the only important case will be the case of connected graphs with two vertices of degree 3 and all other vertices having degree 4, or one vertex of degree 2 and all other of degree 4. We will call such graphs almost 4-regular.
In an almost 4-regular graph there are n hitches, exactly one hitch C v for every vertex ! (In general there are m − n + 1 hitches.)
In a signed graph (G, F ) will say a hitch is odd if it contains an odd number of edges of F , otherwise it is even. We order the hitches in the order of the Eulerian Trail, where the first terminated hitch comes first. The edges of each hitch are also ordered by the Eulerian Trail, so we can speak about the first and the last edge of a hitch.
(2) Let G be an almost 4-regular graph given with an Eulerian Trail, and C the set of all hitches of G with respect to this trail. Then C is a mod 2 basis of the cycle space of G.
(The same holds for any (almost) Eulerian graph.)
Indeed, according to the order of the hitches C is "triangular": any hitch terminates later than any previous hitch, so its last element occurs for the first time. So the m − n + 1 hitches are linearly independent over IR as well. On the other hand over GF(2) the rank of the cycles is at most m − n + 1 (the "orthogonal" space is generated by the stars of the vertices and since the graph is connected the only linear dependency is that the sum of all stars is 0 mod 2). The last edge of a hitch C occurs first in C.
Recall that in an almost 4-regular graph G the number of edges is 2n − 1, the number of hitches is n, there is one hitch C v for every v ∈ V , and these form a basis of the circuits. (ii) A is a path clutter.
(iii) A is the odd circuit clutter of (G, F ) where G = (V, E) is an almost 4-regular graph.
Moreover, these representations of A can be computed from one another in linear time, assuming that in (iii) the Eulerian Trail is explicitly given.
Proof. Indeed, suppose first A = paint(w), where the length of w is 2n. Then define P := (V n , E n ), and M := {ij :
so A is a path-clutter (as we have already seen), and the equivalence of (i) and (ii) follows. Second, suppose (ii), that is, A = path(P, M ). We show that A is isomorphic to a binary clutter in the form of (iii). For e ∈ M denote the unique circuit of P ∪ e by C e , and P e := C e \ {e}.
In the proof of (1)
was straightforward in terms of clutter minors. Now let us take the minors in terms of Gerards' graphic version: switch the star of exactly one -otherwise arbitrary -endpoint of each e ∈ M , and then contract every e ∈ M in the graph P ∪ M . Denote the resulting graph G, and the resulting signing of G by F ⊆ E(G). G is almost 4-regular. Now the contracted P is an Eulerian Trail, and the hitches are the sets P e (e ∈ M ), where the two endpoints of P e are identified.
Since the rank (over GF (2)) of the cycle space of G is n, the hitches of the Eulerian Trail P are generators of this cycle space and the odd cycles of (G, F ) are exactly the mod 2 sums of an odd number of hitches, that is, of an odd number of generators of A. We proved that A = O(G, F ), where P is an Eulerian trail of G with odd hitches.
Third, suppose (iii), and construct a word w so that A = paint(w). Let the letters be the vertices of G, and define the word w as the succession (of length 2n) of the vertices in the given Eulerian Trail. Then paint(w) is generated by the hitches of the Eulerian Trail, and therefore, using again that the hitches generate O(G, F ) over GF(2), we get that paint(w) = A.
The additional algorithmic statement reveals an interesting question concerning (iii) :
what if the Eulerian Trail is not provided. We don't know the answer !
Problem 2 Given an almost 4-regular signed graph, characterize whether there exists an Eulerian Trail with only odd hitches. Is this decision problem polynomially solvable or NPcomplete ?
This problem is an easiest version of the recognition problem for paintshop clutters or equivalently IGB clutters whose intervals have all different endpoints. Interval hypergraphs can be recognized efficiently, and also in terms of clutter minors [6] . Yet deciding whether a binary clutter (given say as the set of odd cycles of a signed graph as input) can be generated with intervals, is a different problem.
These three equivalent presentations of paintshop clutters will be useful for proving complexity results. In such proofs the condition on the odd hitches of the underlying Eulerian trail can be easily avoided by adding some artificial gadgets (loops at the right places), and therefore the solution of the above problem is not crucial for "practical" purposes. Since the inputs of the three corresponding problems can be mutually reduced to one another, they are going to allow to deduce NP-completeness or polynomial solvability in different special cases.
(3) PPW(2,1), the problem of finding a minimum transversal of the path clutter path(P, M ), where P is an even path and M is a perfect matching on its vertices, or GBIP restricted to signed graphs O(P ∪ M, M )/M , that is, to almost 4-regular graphs given with an Eulerian Trail with odd hitches, are all polynomially equivalent problems.
We get this immediately from Theorem 1.
A common name that we will use for these three problems will be binary paintshop problems. (This can be defined precisely as the union of the instances of the three problems.) When speaking about a binary paintshop problems, the input parameter n means the number of different letters or of the vertices of the graph, and any of the three versions can be used for convenience.
Min-max properties
We locate now paintshop clutters among properties concerning the min-max relations that could be expected to hold for them. Let w be an instance of the PPW(2, 1) problem, path(P, M ) the corresponding path clutter. We are considering the binary clutter A := paint(w) that we may also write as path(
A clutter is said to be packing if its minimum transversal is equal to the maximum number of pairwise disjoint elements of A. The word w or path(P, M ) or O(P ∪M, M )/M will be said to have the (strong) packing property if A = paint(w) = path(P, M ) = O(P ∪ M, M )/M is packing, and the weak packing property if the fractional relaxation of this property holds, that is, if coefficients can be assigned to all A ∈ A so that -in the language of O(P ∪ M, M )/M -for all e ∈ E(G) the sum of the coefficients of A ∈ A containing e is at most 1 and the sum of all the coefficients is equal to the minimum transversal. The strongest packing property holds for w or path(P, M ), if it has the strong packing property, and there exists a maximum set of disjoint elements of A that are all among the generators (that is, among the initial intervals) of paint(w) or path(P, M ).
The max-flow-min-cut, strong max-flow-min-cut or strongest max-flow-min-cut properties hold for A if for all c : E(G) −→ Z the packing, strong packing and strongest packing properties hold for c -meaning that instead of disjointness we require that every e ∈ E(G) is contained in at most c(e) elements of A -that is, 1 is replaced by c(e) in the definition. (See Schrijver [15] for more details and the relations with polyhedral combinatorics.)
We saw in ( The odd circuit clutters of planar graphs are a special case that can arise directly and naturally (see Section 3.2). Besides Guenin's result, a stronger good characterization theorem (the strong max-flowmin-cut property) holds for a binary clutter if it does not contain a certain clutter called Q 6 consisting of the stars of the graph K 4 [17] . This means that the minimum transversal of the clutter is equal to the maximum number of disjoint members of the clutter and the appropriate generalization also holds for the weighted generalization of the problem.
Paintshop clutters are not closed under minors, and any graphic binary clutter can be their minor.
There is one more property a paintshop clutter may have, independently of the others:
The greedy algorithm for a paintshop clutter consists in the coloration of the letters in the given order so as to change the current color only at the second occurrences of letters, and only if necessary.
We finish this section by presenting some examples that separate and enlighten the properties defined in this subsection, before presenting some sufficient conditions (in Subsection 3.2) for some of them to hold.
For coloring the word ABBCCA the greedy algorithm works, but it does not have the strongest packing property. Indeed, three color changes are sufficient for this word, but the three intervals of paint(ABBCCA) are not disjoint. However, it has the strong packing property, since {12, 56} is the mod 2 sum of the three elements of the clutter so it is in paint(ABBCCA) and together with {23} and {45} they form a packing.
In the opposite direction, for ABACDCBD the greedy algorithm does not find a minimum transversal, but {12, 56} is a minimum transversal, and the generators (intervals) that belong to A and C are disjoint, so it has the strongest packing property.
The almost 4-regular signed graph of Figure 1 is well-known from Seymour's work [18] under the name H 6 ; it belongs to the word ABCADEF BECF D. It is not strongly packing, but it is weakly packing.
The minimum transversal in it is of cardinality 3, but it does not have three disjoint odd cycles, because then each of these would contain exactly one edge of the transversal (thick edges) and because of parity, the graph would contain one more path between the endpoints of the top edge. But two paths between the endpoints (at distance 3 from one another) of the top edge and two paths between the endpoints of the other two edges of the transversal, together, would take 2 × 3 + 2 × 2 = 10 edges besides the three edges of the transversal, whereas there are only 8 such edges.
Complexity

Hardness
In this subsection we prove negative results concerning the complexity and even the approximability of our main results. We are realizing that the NP-hardness and APX-hardness of the paintshop problem have been already proved [5] , yet we provide here the simple proofs that come out of our view on the problem.
We have not found the NP-hardness of MAX-CUT in 4-regular graphs in the literature: in [8] we found it only for 3-regular graphs; the APX-hardness of the problem in general can be found in [14] , and for 3-regular graphs in Alimonti, Kann [1] . Our study includes the proof for the 4-regular case, as a necessary step.
We do not provide an introduction to approximability. It is sufficient to know that APX is the set of problems that can be approximated with a constant ratio in polynomial time, and APX-hardness means the nonexistence of polynomial approximation schemes (that is, approximation algorithms with polynomial running time and ratio arbitrary close to 1) unless P=NP. Another definition of an APX-hard problem is that a polynomial approximation scheme for such a problem would imply a polynomial approximation scheme for every problem in APX. (The second definition is clearly more restrictive, but there is actually equivalence, even if it is nontrivial, see [13] .)
The following so called L-reduction [14] , [13] of problem A to B is sufficient (but not at all necessary) to conclude polynomial algorithms for constant approximations or approximation schemes for A whenever B has such approximations. Therefore an L-reduction allows to deduce that B is APX-hard, whenever A is APX-hard. It is a refinement of the usual polynomial time reductions that takes into account the approximation ratio -at the same time it is simple and in many cases strong enough to deduce the needed complexity results.
An L-reduction [12] , [13] of an optimization problem A to an optimization problem B, is a pair (R, ϕ) -where R is a polynomial time reduction from instances of A to instances of B, and ϕ(x, .) is a reduction from feasible solutions to the instance R(x) ∈ B to feasible solutions to the instance x ∈ A -with the following two properties satisfied for some α, β ∈ IR + :
for all x ∈ A and feasible solution s for R(A), where val A (x, t), val B (y, s) denote the values (costs) of the feasible solutions t for instances x ∈ A or feasible solutions s for instances y ∈ B; opt A (I), opt B (R(I)) is the optimum of instances I ∈ A or R(I) ∈ B respectively. Theorem 2 MAX-CUT and GBIP and BIP (minimum uncut) restricted to (almost) 4-regular graphs are NP-hard, and so are the binary paintshop problems ; furthermore, all these problems are APX-hard.
Proof. To decide whether an cut of at least a given size, or an uncut of at most a given size exists is clearly in NP. We first present a polynomial reduction of MAX-CUT in 3-regular graphs whose NP-hardness is well known (see [8] noting that vertices of degree 2 can disappear with simple gadgets) to MAX-CUT in 4-regular graphs; then we observe the consequences of the reduction for the complexity and approximability of the problems relevant for us.
Let G = (V, E) be 3-regular, n := |V |, let M (G) the maximum cardinality of a cut in G, and define G 1 = (V 1 , E 1 ) and G 2 = (V 2 , E 2 ) to be two disjoint copies of G. For v ∈ V , v 1 ∈ V 1 and v 2 ∈ V 2 denotes the two corresponding copies of v.
. Let finally T := {v 1 v 2 : v ∈ V } be a matching between the corresponding vertices of G 1 and G 2 (|T | = n), and
) is a cut of size 2d + n of G. In particular, if δ(X) is a maximum cut, then we have a cut of size
where the equality is satisfied if and only if
and T is contained in δ(Y ). Because of the proven opposite inequality we know that the equality is satisfied, and therefore the relation between M ( G) and M (G) is given by M ( G) = 2M (G) + n, reducing the MAX-CUT problem of G to the max cut problem of G. We get as a first result that the MAX-CUT problem in a 4-regular graph is NP-hard.
We prove now the APX-hardness of the same problem by refining the above reduction. Let R be the mapping that lets correspond a 3-regular instance to a 4-regular one, like in the first part of the proof, and ϕ(G, C) maps for a fixed instance G any cut C = δ G ( X) of G to the copy of the biggest of
Indeed, because of the above proven equality and since a maximum cut contains at least half of the 3n/2 edges of the 3-regular graph G, that is, 3n/4 ≤ M (G):
and the difference from the optimum exactly doubles after the reduction, so (R, ϕ) is an L-reduction with α = 4, β = 1/2.
This reduction immediately extends to the BIP problem in the same graph since complementation is a bijection between the maximum cuts of G and the minimum uncuts in the same graph. Since a maximum cut contains at least half of the edges, the size m( G) of the minimum uncut of G is at most half of the edges, and therefore:
and the distance from the optimum does not change by complementation, so we get again an L-reduction with α = 4, β = 1/2 from MAX CUT in 3-regular graphs.
Last, to extend the proof to binary paintshop problems, we need (see Theorem 1) that the signed graph to which we reduce -is not 4-regular, but only almost 4-regular, and -has an Eulerian Trail with only odd hitches.
In order to satisfy the first constraint just delete an arbitrary e = ab ∈ T in G, to get
(The only role of the edges of T in the construction was to increase the degree. This deletion does of course not affect connectivity.) Determine an arbitrary (open) Eulerian
Trail (between a and b as endpoints), and define F the signature as the set of all edges of G ab . For each even hitch C do the following: subdivide the last edge f of C into two, f 1 and f 2 , with a new vertex, and add a loop; delete f from F and put the loop in it. If C is not the last hitch, do the same with the edge g that immediately follows this hitch in the Eulerian Trail (and, as done for f , replace g by the loop in F ). We extend the Eulerian Trail with the two loops (replacing f by f 1 , the loop and f 2 in this order, and similarly for g). Every hitch except C contains either both the added loops or neither, and C contains exactly one of them. So the number of even hitches in the fixed Eulerian Trail of G ab decreased by 1 (and the number of odd ones increased by 3). Eventually all even hitches of the Eulerian Trail disappear.
Let k be the number of loops we added to G ab , and denote the resulting graph by G. Now every hitch is odd, and the minimum transversal of the odd circuits has k edges more than G. Since k ≤ 2n ≤ 2M (G), the size m( G, F ) of the minimum transversal of the odd circuits of ( G, F ) satisfies (using also the previous series of inequalities) :
and the distance from the respective optima does not change by complementation, so we get again an L-reduction with α = 5, β = 1/2 from MAX-CUT in 3-regular graphs. Yet this latter problem is APX-hard according to [1] .
Finally, it is easy to check that the reformulations of Theorem 1 between the three binary problems are L-reductions (they are actually very close to the identity function).
Easyness
There is no constant approximation guarantee known for PPW(2,1) and we can also not prove any such guarantee. However we can guarantee a solution below a certain bound which may be better if the optimum is big and can be far from the optimum when the latter is very small (but then we may care less).
In a fixed GBIP problem on a signed graph instance (G, F ), where G is of maximum degree 4 different from K 5 , let us denote by p the total number of odd loops (loops e ∈ F ) and parallel classes with at least one but not all of them in F . (We can suppose that not all edges of a parallel class of size at least two are in F . Indeed, it is easy to see that whenever this does not hold one can arrive at this situation by switching, except if the graph consists of a cycle of parallel classes of size two. In this case one can switch so as to have only one pair of parallel edges in F . Then F is at the same time a minimum transversal, so the theorem is clearly true. We can therefore exclude this case.) These will be called obliged loops or parallel classes. Note that there is no important decision related to these: the loops and exactly one of a pair of two parallel edges have to be taken to a minimum transversal. The number of disjoint obliged edges provides a lower bound as well. The important decisions concern the non-obliged edges and we will be able to eliminate 5/8 of these.
The following theorem says that besides these p obliged edges it is always possible to have no more than at most 3/8 of the rest of the edges in a minimum uncut, and the same is true for the paintshop problem. (Compare this bound with the obvious bound n = 1/2|E|.) In other words there always exists a solution that uses at most 3/8 of the truly uncertain edges.
The fact that p is indeed a lower bound for any transversal is easy to see: there are p pairwise disjoint odd circuits of length 1 and 2.
For the odd circuits of K 5 this proportion is 4/10 (see Figure 2) , and, on P 4 = O(Q 4 , {e, f }), where Q 4 is the graph on two vertices with four parallel edges, and e, f are two of these edges, it is 1/2. So these are indeed exceptions.
Theorem 3 An odd circuit clutter O(G, F ), where G = (V, E) is a connected graph on n vertices with maximum degree 4, has a transversal B with
|B| ≤ p + 3/4(n − p) edges unless (G, Σ) = O 5 or P 4 .
Such a B can be found in polynomial time.
According to the theorem O 5 is a single exception and does not allow to build others. (Of course P 4 is also an exception, but only because we are considering graphs with their degrees bounded by 4; without this degree constraint arbitrary parallel classes can be treated tightly and included in a model without exceptions.)
The most apparent fact is the following: in a 4-regular (or almost 4-regular) graph without loops or parallel edges, at least 5/8 of the edges can be eliminated as not participating in a transversal, in particular in an uncut.
Proof. Let B 0 be a minimum cardinality transversal of the odd circuits. The proof will actually show that a given set B 0 either satisfies the bounds, or switching on some very particular cuts that can be found in polynomial time, the cardinality of B 0 can be decreased.
Delete an odd cycle of length 2 in each parallel class and delete all the loops of B 0 . Get rid of degree 2 vertices (see at the definition of contraction in Section 1) without changing the size of B 0 : indeed, by the minimality of B 0 at most one of the two edges incident to degree 2 vertices is in B 0 .
Denote B the set we get in this way. On the one hand, clearly, |B| = |B 0 | − p and the number of vertices decreases at least by p. On the other hand, the resulting graph does no more have loops or parallel edges with at least one edge in B, and any cut δ(X) contains still at least as many edges in E \ B as in B, so B is still a minimum transversal. (Recall that a parallel class has no more than three edges, since all degrees are at most 4, G is connected and not equal to P 4 . If a parallel class contains two edges and one of them is in F then we delete the entire class, and the graph may become disconnected. We may then proceed by component or identify the two arising degree 2 vertices instead of "getting rid" of them, still decreasing the number of vertices by at least 1.)
We suppose therefore that B is a minimum cardinality transversal of the odd circuits in the signed graph (G, B) with p = 0, and we prove |B| ≤ 3/4n.
The proof consists now of a series of claims where we will usually arrive at a contradiction by exhibiting a set X ⊆ V , with the property that d B (X) > d G (X)/2. Then we will say that δ(X) is a negative cut. The information we will have to deduce this inequality is the number of edges |E(X)| induced by X and that all degrees are at most 4. Under this condition we obviously have:
We will use all the time, that wherever we have an edge of E \ B there is no edge of B.
(Parallel edges with at least one edge in B are already counted in p and we assume there are no more left.) The claims will imply the inequality |B| ≤ 3/4n which is the only one we have to prove now. Otherwise switching on v we could decrease B, contradicting the minimality of B. , 1, 2) . In the following we will use extensively and without reference that there are no parallel edges with at least one edge in B. (Already the notation would not be correct if there were parallel edges with at least one edge in B. It is important for us that uv ∈ E \ B implies that there is no parallel edge to uv which is in B.) Indeed, for a contradiction suppose d and e are such common neighbors. If de ∈ E, then {a, b, c, d, e} induce a K 5 , and since the maximum degree in G is 4, and G is connected,
, which is not possible; de / ∈ B implies that at most 3/10 of the edges are in B, and in this case we are done.
So de / ∈ E. If G is not 2-connected we can proceed by 2-connected blocks. So we can suppose without loss of generality that G is 2-connected. Then it has a cut of two edges dd and ee , we distinguish two cases depending on whether exactly one or none of these edges are in B, supposing without loss of generality ee / ∈ B (Figure 3 ). (Both cannot be in B because then they constitute a negative cut of size 2.) We replace this part of the graph by one edge d e -in B if dd ∈ B and not in B if dd / ∈ B -the other edges of B are exactly those of B not incident to a, b, c, d , e. It is easy to see that a negative cut δ(X ) in the reduced graph G = (V , E ), V := V \ {a, b, c, d, e} would lead to a negative cut in the original graph: supposing e ∈ X , if d ∈ X we define X := X ∪ {a, b, c, d, e}, and then δ G (X) = δ G (X ), δ B (X) = δ B (X ) and therefore the negativity of these cuts is also the same; if d / ∈ X , add d, e, a, b, c to the side of e . Again, the value and thus the sign of
By the minimality of the counterexample we know the statement for the reduced graph. The original graph has 10 more edges, and only 3 of these are in B, so the bound also holds for G, a contradiction. If every vertex in D 1 ⊆ W has at most 2 neighbors according to H, we have:
and then the claim is proved. Unfortunately, because of the exceptions the proof of Claim 7 will still be long: Otherwise, there is a vertex in x ∈ D 1 which has at least three neighbors in D 2 , and then the estimate in (*) for x is not correct: In the following we make it apparent that (*) still holds, because the incorrect bounds are compensated by some strict inequalities. Each flag is included in a group of two or three vertices for which the sum of the degrees still satisfies the bounds.
We proved that a vertex x for which the bound does not hold is a bad flag. Choosing the notation appropriately the support y of x is adjacent to a vertex denoted a of the triangle and non-adjacent to the other two vertices b and c.
Let D := (W , A) be the following directed graph: W is the set of the flags and supports of all triangles of B, and xy ∈ A if there exists a triangle so that x is the flag of the triangle and y is its support.
The weak components of a digraph are the components of the underlying undirected graph (that is, of the undirected graph whose edges are the arcs of the digraph without their orientation). (We use the terminology of [15] .) We show now:
The weak components of D are paths and circuits. The circuits are directed circuits of D entirely contained in D 0 . The edges of each path-component P are oriented so that it is the union of two directed paths, one from the endpoint x 1 = x 1 (P ) to y = y(P ), the other from the other endpoint x 2 = x 2 (P ) to the same y. Furthermore, P \ {x 1 
It is possible to have y = x 1 or y = x 2 , for instance in the latter case P is a path directed from x 1 to x 2 (see Figure 4) . The vertex y will be called the sink of the component P .
Indeed, by Claim 1 the triangles are disjoint and since all degrees are at most 4 a vertex cannot be the flag of two triangles, so the outdegrees are at most 1. We show now that every v ∈ V (D) is incident to at most two arcs (that is, the undirected degrees are at most 2):
If y ∈ V is the support of two triangles, then by Claim 2 and Claim 3 it is in D 0 ; it cannot be the support of three triangles by Claim 4. If it was the flag of a third triangle it would have 1 + 1 + 3 = 5 neighbors in G. So in D no more than one arc can leave a vertex, no more than two arcs can enter a vertex, and if there are two entering arcs, then there is no leaving arc, finishing the proof of the assertion in italic. Now we define for every bad flag x 1 ∈ D 1 a group of 2 or 3 vertices of V (D) consisting of x 1 , of the sink y of its component P and of the other endpoint x 2 of P , if x 2 = y. We finish the proof by checking that our estimations in (*) are still valid for each such group.
Suppose x 1 is a bad flag and y is the sink of its component denoted by
The in-neighbor of y in D (on the path between x 1 and y) is the flag of a triangle, and y is adjacent to exactly one vertex of that triangle that we denote by a. Then we show d H (y) ≤ 3: For a contradiction, suppose y is adjacent to 3 vertices of D 2 besides a. If 2 of these vertices were non-adjacent, together with a they would contradict Claim 3. So they form a triangle. Because of Claim 6 (as it has already occurred), this triangle has a support contradicting that y is a sink.
and the bound of (*) is valid for the sum d
Case 2b: The group of x 1 is of size 3:
Then y has two in-neighbors (both on the undirected path P ) corresponding to neighbors a and a in two different triangles whose common support is y. Then by Claim 4 y can no more have other neighbors in D 2 = U , so d H (y) = 2. We have then
provided x 2 ∈ D 1 , since then x 2 is a bad flag and therefore d H (x 2 ) = 3;
provided x 2 ∈ D 0 . In both cases (*) is correct, finishing the proof for Case 2b, and at the same time of Claim 7.
We are arriving now at the finish of the proof:
and we know
Therefore, the maximum number of edges B cannot be bigger than maximum of (2|D 2 |+ |D 1 |)/2 under these two constraints, that is, the maximum of
under the conditions
The optimum of this linear program is 3/4n. Since it is very simple, we can show the relevant bound directly:
by Claim 7. Now -if |D 2 | ≥ n/2 we have 2|B| ≤ 3/2n from this inequality.
-if |D 2 | ≤ n/2, then we have
So |B| ≤ 3/4n in both cases, as claimed. Proof. Apply the previous theorem to the almost 4-regular graph constructed in the proof of (iii) (from (ii)) in Theorem 1, and apply (3) .
Note that a sequence axa is encoded into two parallel edges, and a sequence abab into a parallel class of three edges. (Deleting two parallel edges the number of vertices can be decreased by 2, so the bound could be improved if we wanted.) The constructed binary clutter can neither be O 5 nor P 4 .
We finally exhibit some (three) simple statements that show how to solve the PPW problem exactly in some nice particular cases. Let us call the set of instances w of PPW(2, 1) planar, if the graph P ∪ M of the reduction in Theorem 1 to path clutters is planar. We denote the problem that consists of the planar instances by PPPW. Recall that B(I) ⊆ 2 V is the binary clutter generated by the collection I ⊆ 2 V of intervals on V = {1, . . . , n}. Proof. A transversal cannot be of smaller size than the maximum: indeed, in B ∈ B there must be a point of the transversal, and each point of the transversal is counted at most twice. Let P be the path and M the matching in the definition of PPW. Since the minors of a planar graph are also planar, the binary clutter we get by contracting M (which means that first we have to switch on one of the endpoints of each arc in M ) is planar. Now the statement to prove translates as follows to the obtained planar 4-regular graph : the minimum transversal of the odd circuits of the signed graph (P ∪ M, M ) is equal to half the maximum size of a set of odd circuits so that every edge is contained in at most two of these. However, this is just a well-known theorem of Lovász [15] that follows from a theorem of Seymour on bipartite graphs, for a simple proof see [16] . Indeed, in this case one can put the edges in M that belong to one classe of the bipartition on one side of P , and the other class on the other side of P , so that none of the edges of M are crossing. Therefore P ∪ M is planar.
The following special case is the opposite extreme and has a more practical flavour. We will call a PPW(2, 1) problem fifo if for any two letters if the order of the first occurrences is the same as that of the second occurrences. In other words, in the car manufacturing model, the car that is proceeded first is also finished first. In this case the greedy algorithm is optimal:
Theorem 7 For the subset of fifo instances of PPW(2, 1) the greedy algorithm finds the optimum, which is equal to the maximum number of disjoint intervals from among the generators.
Indeed, let I be the set of intervals of the IGB instance that terminate at color changes. We show that the intervals in I are pairwise disjoint. If not, then we have two intervals, Now by the minimality of b 2 (using again the condition), there is no other color change inside I 2 . But then I 2 has exactly one color change besides b 2 , a contradiction.
Splitting Necklaces
Let us imagine an (open) necklace built with n precious stones of t different types and 2a i stones of each type (n = 2 i a i ). Now, let us suppose that this necklace has to be divided fairly in two parts (let us say, between two thieves who have stolen it). Fairly means that the each part has the same number of stones of each type. Then we have the following theorem, first proved by Goldberg and West [10] .
Theorem 8 (Necklace theorem -weak version)
The necklace can be fairly divided in two parts using no more than t cuts.
Alon and West [2] found a new elegant proof based on the Borsuk-Ulam theorem. Finally, Alon found the following generalization for a necklace with qa i stones of each type (n = q i a i ):
Theorem 9 (Necklace theorem -strong version) The necklace can be fairly divided in q parts using no more than t(q − 1) cuts. Theorem 8 is nothing else but Conjecture 1, with t = |Σ| and a 1 = ... = a t = k, and |F | = 2, whereas Theorem 9 is Conjecture 1 for t = |Σ|, q = |F | and a 1 = ... = a t = k. The conjectures were actually also stated in two parts, one containing the other, corresponding exactly to the two theorems.
The question of finding the number of cuts stated in the theorems is an intriguing question from the viewpoint of complexity which is more than open. It is one of several problems of similar nature (SPERNER, KAKUTANI, SECOND HAMILTONIAN CYCLE, etc) and mostly interrelated algorithmically, that serve as illustration for phenomena in the theory of algorithms that do not fit into the usual complexity context (see for instance [4] or [12] ): there is no chance to prove their NP-hardness, unless NP=co-NP, since the objects that have to be found always exist.
Even in the easier Theorem 9, and even after some effort, one cannot guarantee a better running time than O(n t−2 ) for t ≥ 3, and O(n) for t = 2 ([10]).
Conclusion
The main messages of this note are the following:
-PPW(2,1) is equivalent to the minimum transversal problem for odd circuits in graphs, which are furthermore almost 4-regular. The reduction of the latter problem (which is equivalent to minimum uncut, thus the exact solution to max cut as well) to PPW(2,1) establishes the NP-hardness of PPW(2,1) in a natural way; the reduction of PPW(2,1) to the minimum blocker of odd circuits establishes the polynomial solvability of PPW(2,1) in some special cases. In some of these cases the greedy algorithm already solves the problem, in some others a stronger min-max relation holds.
-Among positive results concerning the minimum transversals of these binary clutters or the minimum uncut problem, the most difficult result states that the minima never exceed the 3/8th of the total number of edges (ignoring those that are forced to be in the transversal or minimum uncut for some obvious reason), and a solution satisfying this bound can be found in polynomial time.
-The conjectures stated in [7] are consequences of the Necklace theorem. This relation puts the complexity of finding a solution for regular instances in complexity classes different from the usual NP-hard or polynomial solvable problems. For PPW (2,k) there is a construction but not likely to be efficient, even though the corresponding decision problem is solvable. For PPW(c,k), c > 2 there is no constructive proof, even if of course a complete search of all possible cutting points leads always to one of the existing solutions.
