In this paper we introduce, and undertake the study of a class of Banach algebras associated with a locally compact group G. These algebras are related to the two-sided Laplace transform in the same way that the group algebra LI(G) and the measure algebra 
M(G)
We shall actually study a situation considerably more general than that described above. Rather than working with R ~, we shall work with a more general class of locally compact abehan groups. Also, we shall work with algebras ~(A) consisting of measures which satisfy a growth condition like that defining s When the measures in ~(A) are all absolutely continuous, then ~(A)= s 9 We were led to the results of this paper in the process of studying another problem.
Let G be a locally compact abelian group and let M(G) denote the convolution algebra of finite regular Borel measures on G. We say N is an L-subalgebra of M(G) if it is a closed subalgebra for which/x EN implies v EN whenever v is absolutely continuous with respect to /~. A surprisingly involved question is the following: For which L-subalgebras N of
is it true that the maximal ideal space of N is the dual group of G? A partial solution to this problem was obtained in [9] . The missing link for a general solution is supplied by Theorem 6.2 of this paper. The generalizations of F1-F3 obtained here can be considered spin-off from Theorem 6.2. The fitting together of Theorem 6.2 with results of [9] to obtain the general solution to the above problem is reserved for another paper, [10] , in which we also study the implications of this result for the structure theory of M(G) and other convolution measure algebras.
In section 1 we define the class of groups to be considered and discuss certain background information concerning Laplace transforms and analytic functions in this setting.
We define, in section 2, the class of measure algebras to be considered and develop the elementary properties of these algebras. For a given group G, we begin with an Lsubalgebra N of M(G) and construct an algebra ~(A) consisting of measures which are locally in N and satisfy a growth condition which insures that their Laplace transforms exist in a "tube" based on A. The set A plays the same role that it did in our opening discussion.
Sections 3, 4, and 5 are devoted to developing machinery to process the combinatorial problems that arise in working with the correspondence A ~ ~(A) (these problems are not apparent in the one variable case, which is precisely why F2 and F3 are so easily proved in this case). In Section 3 we develop a cohomology theory for the correspondence A ~ ~(A), which is essentially just the ~ech cohomology of presheaves. In Section 4 we use the results of Section 3 and elementary double complex arguments to study linear equations in ~(A).
For certain types of linear equations we obtain a measure, called the residue measure, which is locally in N and determines the solvability of the equation. In Section 5 we determine the form of this residue measure through the use of the inverse Laplace transform and the Cauchy integral theorem. We show that the residue measure is absolutely continuous and its Radon-Nikodym derivative is a linear combination of exponentials multiplied by polynomials.
Finally, in Section 6 we put together the results of the previous sections to obtain ideal theoretic results for ~(A). These results depend strikingly on whether or not/V contains absolutely continuous measures. Because of this, we are able to give a spectral condition (Theorem 6.2) which ensures that N contains absolutely continuous measures. In the case where N =Le, the algebra of absolutely continuous measures with the identity adjoined,
We obtain a generalization of F3 (Theorem 6.3). Theorem 6.1 gives a generalization of F2 for general N.
Our discussion comprises only a bare beginning of the study of the algebras ~(A).
There are many problems concerning these algebras that we have not touched on. We have not completely solved those problems that we have touched on. We list below several ways in which one might attempt to extend our results:
(1) Work with a larger class of groups.
(2) Work with algebras of distributions satisfying growth conditions rather than with measures.
(3) Attempt to characterize a larger class of ideals.
(4) Study algebras ~(A) for which A is allowed to be noneompact or have dimension less than that of the space X.
(5) Obtain our results by a direct application of analytic function theory, without the machinery of Sections 3, 4, and 5. In attacking some of the above problems, one may be able to use directly the machinery of Sections 3 and 4. With this in mind, we have stated the results of these sections in slightly more generality than is necessary for our later results.
Preliminaries
Let G be a locally compact abelian group. Mackey, in [5] , began the study of the Laplace transform in this setting. His concern was primarily with Laplace transforms of L~-functions. Arens and Singer, in [1] , considered a one-sided Laplace transform in connection with certain subalgebras of LI(G). Our initial discussion in this section will overlap
Mackey's to a certain extent. We shall use freely the modern theory of harmonic analysis on groups as expounded in [3] and [6] . Definition 1.1. We denote by ~ the group of all continuous homomorphisms of G into the multiplicative group of nonzero complex numbers. By F we shall mean the subgroup of ~ consisting of the bounded functions in ~; i.e., F is the dual group of G. The real vector space consisting of all continuous homomorphisms of G into the group of additive reals will be denoted by X.
We shall use additive notation in G and multiplicative notation in F and ~. If x E X then the equation to(g)=e x(g~ defines an element to =e ~ of ~ which is positive in the sense that it has positive range. Conversely, if to E~ and to is positive, then x(g) =log to(g) defines an element x = log to of X such that o = e x. If to E ~ then 0 < [to [ E ~ and m/lw [ E F. It follows that each element of ~ can be uniquely written in the form eX7 for some x E X and ), E F. Suppose / is a function defined on a subset of ~ and toE~, xEX. If/(e~to) is defined for z in a neighborhood of zero in (~ and is a holomorphic function of z in this neighborhood, then we shall say that / is holomorphic at to in the x-direction. The derivative/x(to) of / in the x-direction at to will be the derivative of/(e~to) with respect to z at zero.
We may topologize ~ by giving it the topology of uniform convergence on compact subsets of G. With this topology, ~ is a topological group. The lemma now follows from the inversion formula for the Fourier transform (cf. [6] , Chapter 1).
Many of our later results depend heavily on the theory of holomorphic functions of several complex variables. For this reason, we impose conditions on G which ensure that 
The algebras ~(A) and ~(A)
Recall that M(G) denotes the algebra of all regular Borel measures on G under con- For each compact subset A of X, let 9~(e~F) denote the algebra of functions on the tube eXlP which are uniform limits on eAF of functions bounded and holomorphic in a neighborhood of e~F. We give 9J(e~F) the supremum norm. The next two lemmas give the crucial facts needed in calculating the cohomology modules defined in Section 3.
LEM~A 2.6. I/A and B are compact subsets o/X with A U B convex and i] ff~(A ~ B), then there exist ff A ~ ~( A ) and ff ~ ~ ~( B) such that ff = ff ~ +fiB.
Proof. We first show that if A O B is convex, then ~AnB=min (~A, ~ss). 
(g)=tx(g)+(1-t)y(g) lies between
x(g) and y(g), and so e -u(g) lies between ~A(!/) =e-Z(g) and q~B(g) =e-~(g). However, e u(g) ~< ~Aos(q) ~< min (qA(g), TB(g)). It follows that ~o~a,(g ) = min (~A(g), ~B(g)).
If we set /=qAnsTA 1, then 0</~<1, q~f=~Aos, and cfz(1-/)~<qAos; the last inequality follows from the fact that for each gEG either/(9) =1 or ~B(g ) =~Aa~ ( Note that throughout this section we have tacitly used the fact that N satisfies condition N1. We used condition N3 in Lemma 2.5 and we shall use it extensively beginning with Section 4. Our first use of condition N2 comes in the next, and final, lemma of this section. This is an approximation result that we shall apply in Sections 5 and 6. 9~(eVF) in the topology of uniform convergence on compact subsets of eVF.
LEMMA 2.8. I/ U is an open convex subset o/X, then the space Nc o/Laplace transforms of elements of No, is dense in
Proof. By Lemma 1.5, M~ is dense in ~(eVF). Thus, it suffices to prove that/V~ is dense in M~ in the topology of uniform convergence on compact subsets of eVF. Let K be a compact subset of eUF. If 
Cohomology
In this section we develop a cohomology theory which greatly facilitates the study of the spaces defined in Section 2. Our theory is patterned after the ~ech cohomology theory of presheaves. We shall need only the more primitive notions of this theory. Introductions to the theory of sheaves and presheaves appear in [2] , Chapters IV and VI, and [4] , Chapter VII. Our development will initially parallel that of [4] .
Rather than working explicitly with the spaces ~(A) of the previous section, we shall, in this section and Section 4, work with somewhat more abstract spaces. We do this with the hope that possible future generalizations of our results might be obtained without excessive reworking of these sections. Ordinarily, A is a topological space and S consists of all open subsets of A. The term presheaf, rather than stack, is more common in this situation. Swan in [7] uses the term stack. We have borrowed this term to use in our peculiar setting. In our development, A will be a compact convex set and S will consist of compact convex subsets of A. However, in defining our cohomology modules, we shall use only finite collections of sets in 8 and we shall not pass to the direct limit. Therefore, the topological properties of the sets in S will be unimportant. Conditions (1) and (2) (1), (2), and (3) follow from Lemma 2.4, while conditions (4) and (5) are simply restatements of Lemma 2.6 and 2.7 respectively. The cohomology modules HP(B, ~) could be defined for a larger class of sets B, by using more general kinds of decompositions or by taking direct limits; however, the class of semipolygonal sets is large enough for our purposes. (2) and (4) 
( ( B} )--> H~ B, ~) is an isomorphism.
We are now in a position to compute the cohomology modules of the sets we shall be dealing with in later sections. 
(B, ~). Thus, ~0 determines a homomorphism (~:Hn-I(B, ~)-~Q. If we identify H = 1(~S, ~) with Hn-l(B, ~), then we have a homomorphism ~$~: Hn-l(aS, ~)~Q.

TH]~OREM 3.3. Let S be an n-simplex in A and let ~ be a convex stack on A. I/n>l then H'(aS, ~)=0 /or p 40, n-1, ($~ : Hn-l(aS, ~)~Q is one to one, and i*: ~(S)---> H~ ~) is an isomorphism. I/n = 1 then the sequence O~ ~(S)~H~ ~)~QO~ ~s" exactand HP(aS, ~) =0
It follows that O~Ih(S)~H~ ~)-+Q is exact. Since ]~ contains only two elements and their intersection is empty, H'(B, ff:)=H"(~S, 7~)=0 for p >0.
We now prove the theorem by induction on n. The above paragraph establishes the case n = 1. We assume the theorem is true for any convex stack and any simplex of dimension less than n > 1. Let ~ be a convex stack and S = <x 0 ..... xn) be an n-simplex with (n-1)-faces B 0 ..... B n. We set C = (J ~=#B~. We first prove that H~(C, ~) =0 forp 40, n-1. s o ..... sp < n and p < n-1. It follows from this and the definition of ~' that C~(C, ~) and CP(E, ~') are isomorphic for p +n-1. Since B~ is an (n-1)-simplex, we have H~(E, ~')= HP(@Bn, ~')=0 for p4=0, n-2 and 61 :Hn-~(E, ~')~Q is one to one, by our induction
hypothesis. Hence, HP(C, ~) = H~(C, ~.) = HP( E, ~') = 0 for p +0, n -2, n -1. If c 6Zn-~(C, ~) then c corresponds to c'6C~-~(E,~')=Z~-~(E, ~') such that 6oc'=O. It follows that 5b'=c' for some b'6C~-a(E, ~'). There is a corresponding element b6C~-a(C, ~) such that (~b =c. Hence, H~-~(C, ~)=H~-~(C, ~)=0. This completes the proof that H'(C, ~)=0
for p ~0, n-1.
Since ~S=C U Bn and ~Bn=C ~ B~, Theorem 3.1 yields an exact sequence ...
(~B,, Y) ~ HP(~S, 'I.) , H~(C, ~) ~ H~'(Bn, ~) , H~'(OBn, 'I.) .....
By the induction assumption, HP-I(~Bn, ~)=0
for p 41, n-1. By the result of the above paragraph, HP(C, ~)=0 for p+0, n-1. Since Bn is convex, Theorem 3.2 implies that H~(Bn, ~) =0 for p +0.
Hence, we can conclude from the above sequence that H~(~S, c~)=0 for p +4=0, 1, n-1. To handle the case where p = 1 and n > 2, we note that H~ ~)= ~(S), H~ ~)= ~(S), H~ ~)=~(Bn), and H~ ~)=~(B~); this follows from Lemma 3.6 and the fact that each of these sets is connected when n > 2. The above exact sequence then yields
O--->Z(S) ~,e~, Z(S)| ~' ~' ~(B~) ~ ~* HI(~S,Z)--->O.
A glance at the definitions of the maps involved (cf. Lemma 3.3) shows that al=id: We should note that our only use of condition (5) The above example shows that the cohomology theory developed here seems to measure not only the "holes" in a set, but also the various degrees of nonconvexity of this set. This should, perhaps, be investigated further.
~(S)--->~(S) and fi2 =id : ~(Bn)~(B~)
.
Linear equations
Let ~ be a stack of n-modules on a collection $ of subsets of A. Let r 1 ..... rnE~ , ~t E~(A) and consider the equation
where we seek a solution v I .. 
. #n) E~i(B ). Equation (1) has a solution if 2Eim d. If (1) has a solution for every ). E ~(A), then the sequence ~I(A)~ ~(A)--> 0 is exact.
There is a fairly well-known technique for studying the above situation. Suppose there is a sequence of stacks and stack homomorphisms, &~aV-2=0, the exactness of the columns of (3) implies that there exists avECV-I (B, ~v) such that claY= 6a v-1. This proves part (a). 
Note that if we consider the sequence
Thus, if $' is a subcollection of S which is closed under finite intersection, B is a complex whose elements are in S', and the equation We may consider Qp to be a ~(A)-module containing ~(B) as a submodule for each Be $.
Since ~ is just the (;)-fold direct sum of copies of the stack ~, it follows that ~ is a convex stack of submodules of Qp for each p. We may now apply the results of the previous section and Laminas 4.1 and 4.2 to obtain specific theorems concerning equation (4) for convex stacks.
Let ~ be a convex stack of rings in Q, on a compact convex set A = X. If x E X and ffi ..... fin E ~(A), we shall say that equation (4) is solvable locally at x if there is a convex neighborhood U of x such that (4) can be solved for ~l .... , ~E~(B), where B= 0 N A.
If ~ is the stack ~ of Section 2, then Lemma 2.5 says exactly that (4) is solvable locally at xEA if (4) is solvable in ~({x}). 
.. #nE~(A). I/ (4) is. solvable locally at each point o/A, then (4) is solvable in ~(A).
Proo]. Since A is compact, we have that the topology of A is the weak topology generated by the family of linear functionals on X. It follows that if (4) In the next two theorems we will be concerned with the case where (4) is locally solvable on a subset of A. Using Theorem 3.3, we obtain a particularly useful result in the case where (4) is locally solvable on the boundary of an m-simplex S= A. An important feature of the residue ~ is that it is an element of the ~(A)-module Q.
In working with ~(A), Q will be ~'(A), and so Q will be a measure which is locally in our original subalgebra N of M(G). We will show, in the next section, that ~ must be a very 
. +l~nV~ =2 is solvable in ~(A)
18--682904 Acta mathematica. 121. Imprim~ le 6 d~cembre 1968 Proo[. Since B and C are scmipolygonal sets, we may choose a polygonal decomposi. tion .,4 of A such that A~, Ac, and ABnc are polygonal decompositions of B, C, and B n C respectively. As a first step in the proof, we reinterpret conditions (1), (2), and (3) in terms of the complexes AB, ~4c, and ~4~c.
In view of Lemma 3.6, condition (1) 
In (5) We shall apply the above result in Section 6. In this application, C will be a finite union of disjoint simplices in A, and B will be A~int C.
The residue for ~(A)
In this section and the next, we return to the study of the algebra ~(A) of Section 2.
The results of Section 4, concerning convex stacks of rings, apply with X as defined in Definition 1.1, A a compact convex subset of X, ~=~, and Q=~'(A). Our purpose in this section is to determine the form of the residue measure ~ constructed in Theorem 4.2.
We assume throughout this section that X has dimension n, int A contains an nsimplex SI and/~1 ..... g~e!~(A) have the property that ]ju~] >~e>0 in a neighborhood of infinity in eAF, and the equation /~lYl + ... +~nYn =e (4) is locally solvable at each point of ~S. fact that/~j : -/j~ in the expression in brackets above and simplify, obtaining To finish the proof, we shall show that there is a measure r" on e<~ with compact support, such that this integral is S ](w)dr"(w).
We choose an (n-1)-dimensional subspace X 1 of X such that X = (y) + X 1, and set r 1 = e ix'. We choose a set F= r such that F contains exactly one element from each coset of r 0 = e ~x in P. We set da(y' ) = ~F dal(y + 7') , where ~1 is Haar measure on I~1.
If al is properly normalized, we can write
fc[/(y)-/(eXy)]dy=f~r,f~:~,[l(e'~7')-/(e(l+'t)Yy')]dtda(y'),
where Kr.:(te(-m,m): e't~r'eC } and 2m is the period of the map t-~e ~y (m= oo if t ~ e lty is one to one). Note that since F~C is bounded, (-m, m) Since we have assumed that/x[ is bounded away from zero in a neighborhood of infinity on eAF, the set V of common zeros of the functions F~ ..... /~, is a compact subset of eAF.
Under the assumptions of this section, V N e~ =O and so V A (e lnt sF) is a compact subset of e mt sF. However, V n (e ~t sF) is also an analytic variety. By III.B.17. of [2] , V N (eSF) must consist of a finite set of points to1 .... , tok. toj x(g)dg(a).
We We should point out that the blanket assumption that ]/x~I ~>e >0 in a neighborhood of infinity, which was used throughout this section, is probably not necessary and should be removed 9 Also, we have assumed that dim S =dim X. It should be possible to say something about a residue measure ~ for a simplex S with dim S < dim X.
Ideal theory in 9~(A)
We are now in a position to generalize the facts F2, F3 of Section 1. In the process, we obtain a fairly surprising connection between spectral theory in ~(A) and the smooth- Unfortunately for the significance of the above result, the case of greatest interest is the case where N =L~, and in this case we may trivially prove that A(A)= (eAF) ' by using the fact that the adjoint space of ~r is a space of measurable functions on G.
More surprising results may be obtained by applying the results of Section 5. Proo/. We chose measures/~1, '..,/~n ENc such that ~ ..... /~ have a nonempty discrete set of common zeros in eVF for some neighborhood U in X. We choose/~1 such that I/~1 is bounded away from zero in a neighborhood of infinity in e~l ~. That we can so choose these measures follows from Lemma 2.8i and the fact that ~ is an n-dimensional complex manifold. We now choose a simplex S c U such that eSI ~ contains a common zero of ~ ..... /~, but eaSF does not. The corollary now follows from Theorem 6.2 and the corollary to Theorem 6.1.
If a subalgebra N of M(G), without identity, satisfies N1 and N2 and has F as its maximal ideal space (e.g.: N =L) then we may adjoin the identity to obtain an algebra Are to which the above corollary applies. We conclude that L~/V in this case. In combination with results of [9] , this leads to a complete characterization of all such algebras N. The result is this: For any 1.c.a. group G, a closed sulabgebra N of M(G), satisfying N1, has P as its maximal ideal space if and only if L~ N~ ~/L, where V-L is the intersection of all maximal ideals of M(G) containing L. A discussion of this result and its implications for the structure theory of M(G) will be found in [10] .
Unfortunately, one aspect of Theorem 6.2 is this: It shows that the situation described in Section 5 can lead to only the trivial residue measure Q =0, unless Le~ N. This suggests that, once Theorem 6.2 has been proved, the residue theory has further significance only for the algebra L e. Thus, we shall restrict attention to this algebra from here on. If J contains an ideal J1, and if the conclusions of the theorem hold for J1, then they also hold for J. In fact, if J1 is closed and J~ is finite dimensional, then s 1 is finite dimensional and contains J/J~ as an ideal. It follows that J is closed and J" is finite
