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1 Pitman確率分割
Bayesian Nonparametricsで用いられるDirichlet過程(Ferguson,1973)は，可
測空間X上の測度と任意の分割fB1; :::; Bkgに対し (P (B1); :::; P (Bk))
 Dirichlet((B1); :::; (Bk)) となるランダム測度で，
1.Wi  Beta(1; ); iid:,
P1 = W1, P2 = W2(1 W1), P3 = W3(1 W1)(1 W2),...
2. P () =P1i=1PiYi(), Yi  ()=(X ); iid:
として得られますが (stick-breaking)，(Pi)を降順に並べた(P(1); P(2); :::),P1
i=1P(i) = 1 をPoisson-Dirichlet分布(Kingman,1982)といいます．Wi 
Beta(1 ; +i)により2母数に拡張され(Pitman & Yor,1997)，0   <






i=1 si = k，降順の大きさを liとします．
例 1 5 + 2 + 2 + 1のときs5 = s1 = 1, s2 = 2, l1 = 5; l2 = l3 = 2; l4 = 1.















ただし [x]i;a = x(x + a)    (x + (i  1)a).
Pitman確率分割を得る方法として，無限個の無限の客が座れる円卓があ
り，n名がkの円卓を占め，円卓iにsiが座っているとき，
空いた円卓に  + k
 + n











	(x; y) = #fn  x;P+(n)  yg; (x; y) = #fn  x;P (n) > yg
とします．例えば，	(10; 2) = #f1; 2; 4; 8g = 4, (10; 2) = 4です．
定理 2 (Dickman,1930;Buchstab,1937) x!1のとき







(u   1) = 0, u > 1, (u) = 1, 0  u  1, (u!(u))0 = !(u   1), u > 2,
u!(u) = 1, 1  u  2 により特徴づけられる．
定理 3 (; ) = (1; 0)ではランダム置換の巡回置換への分解で，




k=0C(n; k;)[x]k;( 1) ( 6= 0)で定義
され，








と表せますが，和をsi<r = 0, si>r = 0に制限したものを定義し，それぞ






































i=r+1 si < tで制限したものをCr(t)(n; k;)で表すと，













Cr(t)(n; k;); i = 1; 2; :::; K:
ただしi = 1では和はk = dn=re; :::; nをとる．
証明 が既知のとき，種類の数の和Kはの十分統計量で








 > 0でのr  nにおける最大値の分布に = 0を代入すれば， = 0で
の分布が得られます (Pitman & Yor,1997)．しかし， > 0で最小値は1
に確率収束しますが(Sibuya & Yamato,2001)， = 0では1とは限りませ
ん(Arratia & Tavare,1992)．このように，極値の漸近は複雑ですので，(i)
r !1, r  n, (ii) r !1, r = o(n), (iii) r = O(1)の3通りについて考え
ました．ここでは > 0での最小値について紹介します．
定理 4 0 <  < 1,  > のとき，"Buchstab函数"は退化する，つまり
P (LK > r) 
 (1 + )
 (1  )n
  ; n; r !1; r  n:
定理 5 0 <  < 1,  > のとき，n!1, r = 2; 3; :::に対し



















































Roucheの定理からf;r(u) = 0は juj  1に根をもたず，被積分函数の極
は原点のみである．分岐を [1;1)とし，それを1=nの距離で避ける以外
の部分は juj = 1 + ,  > 0を通る積分路をとると積分の値が求まる．
