A probability based end-use model was constructed as part of this study to derive diurnal residential indoor water demand patterns on a temporal scale of 10 seconds. The end-use model derived the water demand patterns by aggregating the synthesised end-use events of six residential indoor enduses of water in terms of the water volume required, duration and the time of occurrence of each event. The probability distributions describing the end-use model parameters were derived from actual end-use measurements that had previously been collected by others in a noteworthy NorthAmerican end-use project. The original comprehensive database, which included water measurements from both indoor and outdoor end-uses, was purchased for use in this project.
INTRODUCTION
The flow rate in a water distribution system (WDS) varies constantly, driven by fluctuating water demand. Water demand can be broken down into end-uses, where an enduse is a point where water is extracted from a WDS. In a residential setting, examples of indoor end-use include taps, toilets, showers, baths, washing machines, dishwashers and so on. Each time an end-use event occurs, it causes a flow rate in the WDS. When many end-uses occur simultaneously (representing peak demand), this results in a relatively large flow rate. Peak water demand is an important consideration in WDS design and analysis, since it is a factor, for example, when determining the capacity of pipelines and other infrastructure.
The identification of peak water demand events requires typical daily water demand patterns at a small time scale.
Residential water demand patterns can be obtained by logging actual water use. However, empirical investigations often have several logistical, financial and time constraints.
Logging frequencies would also need to be very high to capture water flow rates over short time intervals of (say) one second. A stochastic end-use model was therefore developed that estimates daily residential indoor water demand for a single household on a temporal scale of 10 seconds. By making use of a Monte Carlo sampling technique, the results of the end-use model can be aggregated to provide water demand patterns representing larger residential areas.
OVERVIEW OF END-USE MODELLING
The modelling of water demand at a high spatial resolution The value of end-use models extends beyond water use alone and may include components for hot water demand and wastewater flow (Jacobs & Haarhoff ) and savings related to energy used to heat water (Funk & DeOreo ) .
End-use models are also valuable tools to prioritise parameters that influence water use and wastewater flow (Table 1) . Flow trace analysis is a process whereby a data logger is attached to a municipal water meter at a customer's residence. The data logger records the volume of water passing the water meter in a specified time interval, such as every 10 s. Software is then used to analyse the flows recorded by the data logger, disaggregate the flow and assign it to specific end-uses. Trace Wizard is an example of software that was designed and is used extensively for this purpose.
The flow trace analysis concept is based on the premise that each end-use causes a unique flow pattern (or flow trace), which can be used to identify it by means of pattern recognition in a data time series. For example, when a tap is used the flow will be of short duration and relatively small flow rate. A toilet cistern filling after a flush will be within a particular volume range, and with a consistent flow rate.
The flow trace corresponding to each end-use is initially defined in Trace Wizard. Thereafter Trace Wizard identifies flow traces within the flow data time series and assigns enduses to every water consumption event. For each event, its statistics are calculated. These include the event's start time, stop time, duration, volume, peak flow rate, mode flow rate, and mode frequency.
Stochastic end-use models have also been developed to estimate residential water demand. Blokker et al. () developed a water demand model called the Simulation of water Demand, an End-Use Model (SIMDEUM). The model is based on statistical information to simulate residential water demand patterns. SIMDEUM assumes that water demand occurs as rectangular pulses. However, the arrival time of the pulses over the day, the intensity and duration, are described by probability distributions for each end-use. Various subtypes constituting an end-use were also defined.
Household size, age, gender, and occupation were used to divide the users into groups. These groupings were related to the frequency of use, duration, and time of use (based on specific users' diurnal pattern) for each end-use. The diurnal patterns were constructed by assuming water demand is strongly related to when people are at home, awake and available to use water. Information on the availability of people was obtained from a time-budget survey.
Once the statistical information was put into the model, a single simulation represented a possible outcome for a single household on 1 day. A Monte Carlo simulation provided results for repeated simulation. The results of the model showed good agreement with measured water consumption data. According to Blokker et al. () , if the required statistical information were available, then the model could be applied to water networks at different locations. Table 1 provides a summary of end-use studies that applied both modelled and empirical methods to determine various aspects of water use of residential households.
MODEL STRUCTURE
The end-use model developed in this study determined the flow rates caused by end-use water events at a resolution of 10 seconds, thus allowing for the analysis of peak flows.
The flow rates that are generated by a single water use event may vary in magnitude. However, it was assumed that a constant flow rate occurred for the entire duration of a single end-use event in the construction of this model.
The water events could therefore be equated to rectangular water pulses. The same approach was followed by Buchberger & Wu () who showed that rectangular water pulses described indoor residential water demand successfully in their Poisson rectangular pulse (PRP) model. The PRP-model was subsequently used to characterise the intensity, duration and frequency of water demand at single and/ or multiple family residences (Buchberger & Wells ) .
The research by Buchberger and Wu (Buchberger & Wells time an end-use was activated, it caused a rectangular pulse, and when individual water demand events from different end-uses were added together, the total water demand profile for a single household was obtained.
In the end-use model, the elements required for the rectangular pulses were obtained from end-use specific probability distribution functions for the flow rates and volumes. The time of the day that end-use events occurred was also determined from end-use specific probability distributions. The probability distributions were generated using @Risk software by applying goodness of fit tests to the sample data.
Water demand is strongly related to the number of people residing in a home (household size), who are available to use water. The number of times that a specific end-use was activated during a single day (the frequency) was therefore related to household size. Six household size categories were included in the model, ranging from 1 person per household (PPH) to 6 PPH.
Once the model had selected a household size, a corresponding probability distribution was applied, to establish the number of events that occurred on the simulated day.
Starting hours were assigned to every event, based on starting hour probability distributions. The individual event starting times were subsequently obtained using random minutes and seconds within each selected starting hour.
End-use specific probability distributions were used to obtain event flow rates and volumes, which were assigned to every event starting time. range of one to six PPH. The SIMDEUM also considered end-use sub-types such as single-and dual-flush toilets, while the end-use model in this study incorporated the effects of sub-types in the probability distributions derived from the previously measured data.
DATA INPUT SOURCE
The parameters of the theoretical probability distribution The target collection period was 2 weeks in the summer and 2 weeks in the winter for each house.
The flow rates (or flow traces) recorded by the data loggers were analysed using Trace Wizard software. The recorded flow data were disaggregated into water consumption events. While determining the separate events, the start time, stop time, duration, volume, peak flow rate, mode flow rate, and mode frequency was calculated for each event.
Thereafter water consumption events were categorised and assigned to a specific end-use in the household. Only indoor water demand was considered in this study, which eliminated the need for some of the tables and enduse data available in the REUWS database. Ultimately, data from the REUWS that were utilised in this study consisted of the date, start time, duration, end time, mode flow rate, and volume for each event categorised as the tap, toilet, shower, bath, dishwasher and washing machine end-uses. Two questions resulting from the survey questionnaire data relating to the number of persons per household (PPH) were also used.
PARAMETER PROBABILITY DISTRIBUTIONS Household size
The household size information was gathered from the survey responses data. Each water use event was assigned a corresponding household size value ranging from 1 to 6 PPH. This information was used to obtain the total number of events within each household size category.
The household size was considered a discrete variable, so an estimation of the probability distribution was obtained by calculating the relative frequency, and thereafter the cumulative relative frequency, of the household size categories. The cumulative relative frequency was necessary,
because it was applied in the end-use model for the household size selection process. The resulting probabilities used for the household size are given in Table 2 .
Daily event frequency
The number of events occurring per day was related to household size in the model. Household size was, therefore, used as a basis to disaggregate the events for each of the six different end-uses. Event frequencies were discrete variables, since it represented the precise number of events for a particular household. For each household size category, and for each end-use type, the probability distributions were determined by calculating the relative frequencies and cumulative frequencies of the data.
Using the bath as an example, all the data in the pre- For the bath end-use the probability calculation procedure explained above was repeated for the 1, 2, 3, 4, 5, and 6 PPH categories. The entire process was also performed for the shower, toilet, and tap end-uses.
The probability distributions for the daily frequency of dishwasher and washing machine events were determined using the same method for the other end-uses. The only difference was that within each dataset, only the first cycle in each event was considered. This ensured that the number of complete events per day was counted, regardless of the number of cycles per event.
Number of cycles
The number of cycles and the duration between cycles could be obtained from the signature patterns for these end-use Since the logging data revealed relatively unique events, the dishwasher and washing machine events were not assigned fixed characteristics (in terms of the number of cycles, duration, and flow rate) in the end-use model, but also generated unique events each time those end-uses were used. This meant that for each dishwasher and washing machine event, the number of cycles, the flow rate and duration for each cycle, as well as the duration between cycles, were specified, with probability distributions, to thus mimic the actual variation in these parameters as per the recorded data.
For each household size category the dishwasher and washing machine data were disaggregated based on the number of cycles per event. The probability distributions for the number of cycles parameter were determined by calculating the relative frequencies and cumulative frequencies of the data. 
Starting hour
The event starting times were obtained by selecting an hour of the day during which an event would take place according to the REUWS data, and then assigning a random minute and second within that hour. Any time interval could have been chosen instead of the 1 hour intervals, such as a 15 or 1 min interval, to derive the probability distributions. Smaller time intervals would, however, have resulted in fewer data points being available in each category.
Since a limited number of data points were available from the REUWS, it was possible that smaller time intervals would skew the probability distribution and not be representative of the peak times that water is used in households. The hour categories allowed a clear probability trend to become visible. The exact minute and second within a certain hour that an event occurred was assumed to be random. Starting hour probability distributions were needed for the end-use model and were therefore derived as shown in Table 4 .
Volume and flow rate
In the end-use model, the volume, flow rate, and duration between cycles had to be determined for the relevant end-uses at the occurrence of each event. The REUWS database contained thousands of measured values for the above mentioned parameters. One possibility was to use the actual sample data directly as input variables in the end-use model. Such an approach would, however, necessitate the assumption that the volume, flow rate and duration variables are discrete, and the results would have been limited to the values within the sample. By fitting the sample data to theoretical probability distributions, the above mentioned parameters were applied as continuous variables, and the model input variables could be mathematically described. The disadvantage of the latter approach is that an additional error would have been introduced, due to slight mismatches between theoretical and actual distributions.
For this research goodness of fit tests were used to determine which theoretical probability distributions provided the best fit to the sample data to the greatest degree. The @Risk software was used to apply the Chi-squared, A-D, and the K-S goodness of fit tests to seventeen different theoretical probability distributions and the data.
Following the extensive literature review, no reference could be found to confirm that one test is preferred above the other. Milke et al. () considered the results given by all three tests, and used a scoring system to determine the best-fit distribution of their data. A similar scoring system was used for this study which entailed using the ranking value as a proxy for score, and the sum of the three rankings then provided a total score per distribution. By treating the results in this manner, it was ensured that all three tests were given equal emphasis. The total scores of all the distributions were then compared with each other, which allowed an overall ranking to be determined. Tables 5-7 , where α is the shape parameter, β is the scale parameter, γ is the location parameter and δt is the short time interval. 
END-USE MODEL CONSTRUCTION
The construction of an electronic version of the model in Microsoft Excel was part of this research work and elaboration on its construction was considered essential in order to ensure that the work is repeatable. A detailed step-bystep explanation of how the model was compiled is presented in Scheepers (), however a brief description is The purpose of the household size worksheet was to select the number of persons in the household so that the appropriate number of events distribution was applied in subsequent steps. A random number was generated, and applied to the household size probability distribution, which returned a household size between 1 and 6.
Within each end-use worksheet, the daily event frequency probability distribution corresponding to the previously selected household size was used to return an event frequency for the particular end-use.
The next step in the model was to determine the starting time of each event. Using the starting hour probability distributions, the resulting hour value was used as the starting hour, while a random number was generated to establish the minutes and seconds within that hour that the event would start. The event numbers did not dictate the order in which events occurred, as the starting times of events were sorted in ascending order at a later stage.
For the dishwasher and washing machine, an additional step consisted of selecting the number of cycles for each event by applying the probability distributions. Due to new random numbers being generated for each event, it was possible for consecutive events to have different numbers of cycles.
For each end-use, the events were listed in ascending order based on the starting times, and a volume and flow rate was assigned based on the probability distributions specific to each end-use. A unique flow rate and volume was also assigned to each dishwasher and washing machine cycle. The duration of each event was calculated by dividing the volume by the flow rate, however for the dishwasher and washing machine, the duration between cycles was determined based on the probability distributions listed in Table 7 . The share that each end-use contributed to the overall indoor demand was also compared with other studies, as shown in Table 9 . The percentages quoted for other studies in Table 9 are presented as a fraction of the water demand for the six relevant end-uses in this study. The shares of individual end-uses appear to be reasonably within the given ranges reported by others.
The water demand profiles generated by the end-use model were deemed to be acceptable in terms of this basic verification.
CONCLUSION
A computer based stochastic end-use model was developed to estimate the daily residential water demand for a single house in 10 second time steps. Water demand was assumed to occur in rectangular pulses, where the water pulses described an end-use specific volume and flow rate. The REUWS database, containing measured end-use consumption data, was utilised to derive probability distributions for each of the end-model parameters. A single iteration of the end-use model represented a possible water demand 
LIMITATIONS AND SUGGESTIONS FOR FURTHER RESEARCH
The probability distributions used to describe the parameters of the residential end-use model in this study were obtained from North American water measurements con- The share of average water demand resulting from the enduse model's simulation of the bath, dishwasher and washing The bath end-use was also overestimated. This may be because the shower and bath were considered mutually exclusive
events. An improvement could be made by combining the probability of shower and bath event frequencies.
The end-use model was not calibrated or validated with an external dataset to ensure it is sound for general application. By making the necessary adjustments to the model so that the washing machine, dishwasher and bath events are simulated more accurately, future work should involve a validation process.
Only indoor water demand was considered in this study.
It would be beneficial to include outdoor water demand in peak factor calculations in a future study. This study also only focused on residential water demand. A typical urban water demand profile, however, includes water losses, industrial, commercial, and institutional water demand. Future work may consider including other components of the total water demand that a WDS may need to cater for.
Water flow rates in a WDS are dependent not only on the water demand, but also on the pressure in the system.
If the pressure is extremely low, then a limited flow rate is available which may be less than the water demand. Considerable scope remains to improve the end-use model by describing flow rate as a function of residual WDS pressure.
