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1. INTRODUCTION 
Let Q be a bounded domain in RN of class C2+U for some p E (0, 1). Denote 
by L a second order strongly uniformly elliptic differential operator, and let 
B be a first order boundary operator such that the pair (L, B) satisfies the 
strong maximum principle and Schauder a priori estimates. Consider the 
mildly nonlinear elliptic boundary value problem (BVP) 
Lu = f(X, u) in Q, 
Bu = 0 on ai2, (1) 
where f: B x R + R is a continuously differentiable function which is 
increasing with respect to the second variable. 
Problems of this type arise in many applications, in particular in physics 
and chemical engineering (cf. [2, 8, 17, 231 for further references). In this 
connection positive solutions are of particular interest. Moreover, the arising 
nonlinearities often belong to classes of functions for which the BVP (1) is 
not uniquely solvable. 
In recent years, questions of existence, uniqueness, and multiplicity for the 
above BVP have been discussed by many authors (e.g., [2-6, 8, 11-14, 
16-18, 21-241). In particular, the author [2, 31 proved that the existence of a 
subsolution 4 and of a supersolution # with 4 < # (that is, $(x) < #(x) for 
all x E 0) guarantees the existence of a minimal solution zs and of a maximal 
solution li of the BVP (l), in the sense that every solution u of (1) with 
4 < u < 9 satisfies E < u < 22. Here, a function + E C?(Q) n Cl(o) is called 
a subsolution for the BVP (1) if 
Lrb G f(% $1 in J2, 
B+ < 0 on a.f2, 
where these inequalities are to be understood pointwise. A subsolution is 
called a strict subsolution if it is not a solution. Supersolutions and strict super- 
solutions are defined by reversing the above inequality signs. 
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Although the above existence theorem is true for much more general 
quasilinear elliptic BVP’s [l], it is important to know that, in the above case, 
the minimal solution and the maximal solution can be computed iteratively 
by means of the iteration scheme 
L%l = f (2, %> in Q, 
Bu -0 Ic+1 - on aQ, 
(2) 
k = 0, 1) 2,.. . . In fact, if us = 4, then the sequence (Us) converges from below 
toward ii, and if us = #, then (Us) converges from above toward G. The above 
iteration scheme has long been widely known (e.g., [lo]) and it has been used, 
in particular, by Cohen and Keller [S, 171, in many special situations. 
Suppose that, for numerical purposes, the BVP (1) has been discretized by 
one of the standard methods such that the discretized version satisfies the 
discrete maximum principle. Then the above iteration scheme applies equally 
well to the discretized BVP. Hence, (2) describes a highly effective method for 
the approximative calculation of certain solutions of the BVP (1) which at 
each step of the iteration provides upper and lower estimates. (For detailed 
studies of numerical approximations we refer to [7, 91.) 
Consider the parabolic initial value problem 
g + Lu = f(x, 24) in Sz X (0, co), 
Bu=O on iX2 x (0, co), (3) 
u=v on B x {0}, 
and suppose that 4 is a strict subsolution and q% is a strict supersolution for 
the BVP (1) such that 4 < $ (that is, 4 < $ but + # I,$). Moreover suppose 
that ti = zi, that is, the BVP (1) has exactly one solution u* with v < u* < 4. 
Then it has been shown by Sattinger [23, 241 (cf. also [13, 141) that, roughly 
speaking, for every initial value v with 4 < v < #, the unique solution of the 
parabolic initial value problem (3) converges toward u* as t ---+ to, that is, u* 
is asymptotically stable. 
The above-mentioned results show that it is of great importance to find 
strict subsolutions and strict supersolutions for the BVP (1). However, it has 
been observed by several authors [6, 18, 221 that there may be solutions u 
of the BVP (1) for which there are no subsolutions 4 or supersolutions $ 
with + < u < z+. In other words, there may be solutions which cannot be 
computed by the above (or by a related) monotone iteration scheme, or, there 
may be solutions of the BVP (1) which are not asymptotically stable solutions 
of the initial value problem (3). 
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The first result in this direction is due to Fujita [13, 141. This author 
studied the BVP 
-Au = eu in Q, 
u=o on ai2, 
and he showed that, roughly speaking, the minimal solution of this BVP is 
the only stable solution of the corresponding initial value problem. By 
modifying Fujita’s proof, Parter [22] (f or a special one-dimensional problem) 
and Bandle [6] (f or certain classes of BVP’s) showed that, in the case of 
increasing, convex nonlinearities, certain nonminimal solutions cannot be 
computed by the above monotone iteration scheme. 
Jn a recent interesting paper, Kirchgassner and Scheurle [18] gave a 
general discussion of the existence of strict supersolutions for nonlinear 
equations in ordered Banach spaces. Moreover, they applied their general 
results to nonlinear elliptic BVP’s of the above type with L = -A and with 
Dirichlet boundary data. However, for all of their results, they had to suppose 
that f be real analytic. Then, for the class of increasing and strictly convex 
nonlinearities, they could show that, for a given nonminimal solution u of 
the BVP (l), there does not exist a strict supersolution q5 with u < #, proaided 
the linearized BVP 
--de, = f&, u(x))v in Q, 
v=o on ai2, (4) 
has the trivial solution o = 0 only. 
It isthepurpose of this paper to give a completediscussion of theexistence of 
supersolutions for the nonlinear BVP( 1) in the case of convex nonlinearitiesf. 
In particular we shall show that the hypothesis that f be real analytic as well 
as the hypothesis that the linear BVP (4) have only the trivial solution, are 
superflous. This discussion will be a consequence of much more general 
results for nonlinear fixed point equations in ordered Banach spaces. In 
particular, the general results of Sections 2 and 3 can be applied to the 
discretized version of problem (1), t o nonlinear integral equations, and to 
more general BVP’s. 
We close this introduction by describing one of the main results of this 
paper for the special case of the BVP (1). For this purpose we impose some 
hypotheses which guarantee that the general results of the following sections 
are applicable. However, it should be kept in mind that there are numerous 
other BVP’s which can be put into the general framework of the following 
sections. For example, our abstract results apply to certain systems of non- 
linear BVP’s or to certain singular BVP’s (for example, to the case treated 
by Parter [22]). 
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In the following, we consider strongly uniformly elliptic differential 
operators L of the form 
i,k=l i=l 
with real coefficients aik, a, , a E C‘(D), i, k = l,..., N, and we suppose 
that a > 0. 
We denote by a/a/3 the directional derivative with respect to an outward 
pointing, nowhere tangent vector field /3 on as2 of class Cl+u. Then we 
consider boundary operators of the form 
BU : = ~~24 + qaujap), 
where either 6 = 0 and &, = 1 (Dirichlet boundary operator), or 6 = 1 
and & is a nowhere negative function on X2 of class Cl+u (Neumann or 
regular obique derivative boundary operator). In the latter case we suppose 
that a and p,, do not both vanish identically. 
As for the nonlinearity, we suppose that the function f: 0 x R -+ R is 
twice continuously differentiable such that f(~, 5) >, 0, Dzf(x, 5) 3 0, 
and Da2f(x, 4) > 0, f or all (x, [) E 0 x R. In other words, for every x E 0, 
the function f(x, .): R + R’ is strictly positive, strictly increasing, and 
strictly convex. 
THEOREM. Let the above hypotheses be satisjed and define, for a given 
u. E c2(1(1), the sequence (uk) by 
L”k+l = f tx, uk) 
Bu,,, = 0 
in Q, 
on m. 
(5) 
Then one of the following three mutually exclusive possibilities occurs. 
(i) The sequence (uk) with u, = 0 is increasing (that is, 0 < u1 < 
u2 < a..) and unbounded in C(a). In this case, the BVP (1) has no solution ut all. 
(ii) The sequence (uk) with u0 = 0 converges increasingly in C”(D) 
towards a solution u of the BVP (l), and there does not exist a strict supersolution 
for the BVP (1). In this case, ii is the only solution of (1). 
(iii) The sequence (uk) with u,, = 0 converges increasingly in Cz(a) 
towards a solution ii of the BVP (1) and problem (1) has a strict supersolution. 
In this case in is the minimal solution of (1) in the sense that every solution u of 
(1) satisfies u > u. Moreover, for every strict supersolution #for (I), the sequence 
(uk) with u,, = 4 converges decreasingly in C”(n) to the minimal solution il. 
If there is a solution u of the BVP (1) such that u > J, then there does not 
exist a supersolution $I for (1) with # > u and there does not exist a subsolution 
SUPERSOLUTIONS, MONOTONE ITERATIONS, STABILITY 367 
cj for (1) r&h ti < $J < u. In particular, the minimal solution ii is the only 
solution of (1) which can be computed iteratively by the monotone iteration 
scheme (5). 
In general it is difficult to decide which of the above three mutually exclusive 
possibilities occurs in a given concrete example. However, it can be said that 
the second case is very unlikely to occur. In fact, instead of problem (l), 
consider the BVP 
Lu = Af (x, u) in Q, 
Bu = 0 on as, 
(6) 
where h is a nonnegative number. Then (cf. the proof of the above theorem) 
the following is true. There exists a positive real number h* such that the 
BVP (6) has no solution at all if h > X* and a minimal positive solution if 
/\ < h*. Moreover, if 0 < X < h*, then case (iii) occurs, and if h > h*, 
then case (i) occurs. Moreover, case (ii) occurs if and only if X = A* and the 
BVP (6) has a solution (for h = h*). Under additional hypotheses for the 
nonlinearity f, it is possible to give sufficient conditions for the BVP (6) to 
have a solution for h = ;\*, that is, to give sufficient conditions for the case 
(ii) to occur (cf. [4, 5, 6, 11, 121). H owever, it is also possible to exhibit 
classes of nonlinearities for which the BVP (6) has no solution at all at h = X* 
(cf. [5]). Hence in those cases, possibility (ii) never occurs. So far, no simple 
conditions are known which allow to decide in advance which of the three 
possibilities will occur. 
In the following section we consider fixed point equations for increasing 
maps in general ordered Banach spaces. In Section 3 we study fixed point 
equations for order convex maps, and we apply the abstract results to the 
elliptic BVP (1). 
2. MONOTONE ITERATIONS IN ORDERED BANACH SPACES 
Let E be a real Banach space. A subset P C E is called a cone if P is closed, 
P + PC P, R+P C P, and P n (-P) = (0). Given a cone, we define an 
ordering in E by setting x < y iff y - x E P. Then E is called an ordered 
Banach space (OBS) with positive cone P and denoted by (E, P). The elements 
in P : = P\(O) are called positive, and we write x < y if y - x E P. If P has 
nonempty interior, we write x <y if y - x E p. 
A subset of an OBS E of the form [x,y]:={z~E~x<z<y}= 
(x + P) n (y - P) is called an order interval. The positive cone is called 
normal if every order interval is bounded. This is the case iff there exists an 
equivalent monotone norm on E, where a norm is called monotone if 0 < 
x < y implies // x 11 < 11 y II (cf. [15, 19, 251). 
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Let (E, P) and (P, Q) be OBS’s. A map f: E -+ F is called increasing if 
x < y implies f(x) <f(y), strictly increasing if x < y implies f(x) <f(y), 
and strongly increasing if x < y implies f(x) <f(y) provided, of course, 
Q # i;. An increasing (or strictly increasing, or strongly increasing) linear 
map is called positive (or strictly positive, or strongly positive, respectively). 
Let X be a subset of E. A fixed point x E X of a map f: E -+ E is called a 
minimal (or maximal) fixed point in X if every fixed point y E X satisfies 
x < y (or y < x). An element y E E is called a subsolution (strict subsolution, 
or strong subsolution) for f if y < f ( y)(y < f(y), or y <f(y), respectively). 
Supersolutions, strict supersolutions, and strong supersolutions are defined by 
reversing the above inequalities. 
Finally, a map from a Banach space E into a Banach space F is called 
completely continuous if it is continuous and maps bounded sets into compact 
sets. 
The following theorem contains the basic monotone iteration scheme. 
THEOREM 2.1. Let (E, P) be an OBS with normal positive cone, and let 
f: E -+ E be a completely continuous increasing map. Let x,, be a supersolution for 
f and dejke the sequence (xk) by 
Xh:fl = f(xr), h = 0, 1) 2 )...) 
that is, xk = f k(x,,). Then (xk) is a decreasing sequence, that is, x0 3 x1 3 
x2 >, *... Moreover, 9 : = lim,,, xk exists iff the sequence (xk) is bounded. 
If this is the case, then 2 is a fixed point off, in fact, the maximal $xed point 
off in x0 - P. 
Similarly, if x0 is a subsolution, then the sequence (xk) is increasing, and it 
converges i# it is bounded. In the latter case, x : = lim,,, xg is the minimal 
jixed point off in x,, + P. 
Proof. Let x0 be a supersolution. Then if follows by induction that 
x0 > x1 > x, > ... . Clearly, the sequence (xk) is bounded if x : = lim,,, xk 
exists. 
Conversely, suppose that the set S : = (xk 1 k E N) is bounded. Then f (S) 
is relatively compact. Hence S = {x0) u f (S) is relatively compact, and since 
(xk) is decreasing, it easily follows that 9 = lim,,, xk exists. The continuity 
off implies that 2 is a fixed point off. 
Let x < x,, be an arbitrary fixed point off. Then x < f(x) and f (x,,) < x0 , 
and it follows from the increasingness off, that f maps the order interval 
[x, x0] into itself. Consequently, the sequence (xk) is contained in [x, x0], 
and since P is normal, the sequence (xk) is bounded. Hence 9 = lim,,, xk 
exists and is contained in the closed set [x, x0]. Consequently, x f 9, that is, 
9 is the maximal fixed point in the set x0 - P. 
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The second part of the assertion is proved analogously. Q.E.D. 
Perhaps it should be remarked that, due to the normality of the positive 
cone P, the sequence (x& is bounded if it is bounded below, that is, if there 
exists an element y E E such that xk > y for all R E N. 
As a consequence of the above theorem we obtain the following known 
corollary (cf. [3, Theorem 31). 
COROLLARY 2.2. Let (E, P) be an OBS with normal positive cone. Let 
f: E + E be a completely continuous increasing map and suppose that there exists 
a subsolution y and a super-solution jJ for f such that y < 9. Then f has a minimal 
fixed point B and a maximal$xed point f in the order interval [ y, 91. Moreover, 
the sequence (f “( J)) is increasing and converges to Z, and the sequence (f “( 9)) 
is decreasing and converges to 4. 
COROLLARY 2.3. Let the hypotheses of Theorem (2.1) be satisjied. If x0 is a 
supersolution, then the sequence (f L(x,,)) converges iff there exists a Jixed point 
x off such that x < x0. Similarly, if x0 is a subsolution, then the sequence 
( f ‘;(x,,)) converges z# there exists a$xedpoint x off such that x,, < x. 
For every continuous endomorphism T of E, we denote by r(T) the 
spectral radius of T, that is, 
r(T) : = $+% II T” Ill”‘- 
LEMMA 2.4. Let (E, P) be an OBS whose positive cone is normal and has 
nonempty interior. Let f: E + E be a completely continuous, strongly increasing 
map. Let j be a supersolution and let y be a subsolution for f such that y < 9. 
Denote by & the maximal fixed point and by % the minimal fixed point off in the 
order interval [ y, jJ]. Finally, suppose that f has strongly positive derivatives 
f’(a) at 2 andf ‘(3) at X, respectively. 
If 3 is a strict supersolution, then r( f ‘(a)) < 1; if y is a strict subsolution, 
thenr(f’(x)) < 1. 
Proof. Let 9 be a strict supersolution for f. Since f is strongly increasing, 
it follows by induction that JJ = x0 > x1 > x2 >,..., hence 9 > $. Suppose 
that r( f (a)) > 1. Then, by [4, Lemma 4.51, there exists an element h > 0 
such that f (9 + 7h) > $ + Th for every -r E (0, 11. Consequently, there 
exists a number 7 E (0, l] such that y : = 9 + Th < 9 and f (y) > y. Hence 
Corollary 2.2 implies the existence of a fixed point in the order interval 
[y, $1. This contradicts the maximality of f. Hence r( f ‘(a)) < 1. The proof 
of the second assertion is similar. Q.E.D. 
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In the following, a fixed point x off is called weakly stable or stable if 
r( f ‘(x)) < 1 or r( f ‘(x)) < 1, respectively. The fixed point x is called unstable 
if r(f’(x)) > 1. 
The following theorem shows that those fixed points which can be com- 
puted by a monotone iteration scheme are weakly stable. 
THEOREM 2.5. Let (E, P) be an OBS whose positive cone is normal and has 
nonempty interior. Let f: E -+ E be a completely continuous, strongly increasing 
map, and let x0 be a strict supersolution for f. Then, either the sequence ( f k(x,,)) 
is not bounded, 07 it converges decreasingly to a Jixed point 9 off. In the latter 
case, 4 is the maximal jxed point off in x0 - P. Moreover, 2 is weakly stable if 
f’(a) exists and is strongly positive. An analogous assertion holds for strict sub- 
solutions. 
Proof. The assertion follows from Theorem 2.1 and Lemma 2.4 by 
applying the latter to the other interval [a, x0]. Q.E.D. 
The above theorem generalizes Satz 3.2 and Korollar 3.3 of the paper by 
Kirchgissner and Scheurle [18]. Th ese authors had to assume that f was real 
analytic. To be precise, Kirchgassner and Scheurle consider the iteration 
scheme 
%+1 = mk + (1 - a)f(x&, k = 0, 1, 2 ,..., 
for some 01E(O, l), which is easily seen to be equivalent to the one used 
above. 
We close this section by proving, conversely, that every stable fixed point 
can be computed by monotone iteration schemes. 
THEOREM 2.6. Let (E, P) be an OBS whose positive cone is normal and has 
nonempty interior. Let f: E--f E be a completely continuous map and let x be a 
stable fixed point off such that f has a strongly positive derivative at x. Then 
there exists an element h E P such that, for every r E (0, 11, x + rh is a 
strong supersolution and x - rh is a strong subsolution for f. Moreover, x is the 
only Jixed point off in [x - h, x + h], and the sequence (f B(xO)) converges to x 
from above if x,, = x + h, andfrom below if x0 = x - h. 
Proof. Since r(f ‘(x)) < 1, the inverse function theorem implies that x is 
an isolated fixed point off. Hence, by the normality of the cone, x is the only 
fixed point off in each order interval of the form [x - h, x + h], provided h 
is sufficiently small. 
It follows from [4, Lemma (4.5)] that there exists an element h E &’ with 
the above properties. Now the assertion follows from Corollary 2.2 and the 
uniqueness of the fixed point x in [h - x, x + h]. Q.E.D. 
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3. FIXED POINTS OF ORDER CONVEX MAPS 
Let (E, P) and (F, Q) be OBS’s. A map f: E -+ E is called order convex if 
for every pair of distinct comparable points x, y E E and for every r E (0, I), 
f(x + 4Y - 4) G f(x) + T(f(Y> -f(x))* 
The map f is said to be strictly order convex if the strict inequality sign holds, 
and strongly order convex if 
f (x + 4Y - x)) Qf (x) + 4f (Y) -f(x)), 
provided, of course, that Q # ,D. 
Suppose that f is twice differentiable. Then f is order convex iff f “(x)[h]2 3 0 
for every x E E and every h E P. If, for every x E E, f “(x) is strongly positive, 
that is, f “(x)[h12 > 0 for every h E lj, then f is strongly order convex (cf. [5]). 
In order to simplify the discussion below, we impose Hypothesis (H). It is 
easy to see that the same method applies to more general situations. 
W) 
(E, P) is an OBS whose positive cone is normal and has nonempty 
interior. f: E + E is a twice continuously ds@rentiable, completely 
continuous map such that, for every x E E, f (x) 3 0, f’(x) 3 0, and 
f”(x) is strongly positive. 
It is easily seen (cf. [5]) that Hypothesis (H) implies that f is strongly 
increasing and strongly order convex, and that f (E) C P. Hence every fixed 
point off belongs to the interior of P. 
In order to discuss the fixed point equation x = f (x), it is convenient to 
consider the more general equation x = hf(x) where h is a positive real 
number. 
PROPOSITION 3.1. Let Hypothesis (H) be satisfied. Then there exists a 
positive real number A* such that for every h E (0, A*), the equation 
x = hf(x) (7) 
has a minimal solution x(X) which is positive and stable, and no solution at all if 
h > A*. Equation (7) has a solution for X = A* isf the set {x(X)1 0 < X < A*] 
is bounded. In this case x* : = limApAr n(/\) exists, and x* is the unique solution of 
(7) at h = A*. Moreover, r(A*f’(x*)) = 1, that is, x* is a weakZy stabZeJixed 
point of the map A*f. 
Proof. It follows from Hypothesis (H) that f ‘(0) is strongly positive and 
that f(x) > f (0) + f ‘(0)x for every x E P (cf. [5, Theorems (2. l), (2.3)]). 
Hence [4, Proposition 4.21 implies that (7) has no solution if h > l/r( f '(0)). 
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Now [4, Theorem 4.41 implies the existence of the positive number A* with 
the above properties. Moreover, it is easily seen that the map %(.) is strongly 
increasing [4, Theorem 4.41. Consequently, Hypothesis (H) implies that 
f’(%(.)) is a strongly increasing map on (0, A*). Hence it is an easy consequence 
of [19, Sect. 2.5.51 that the function h -+ r(hf’(Z(A))) is strongly increasing on 
(0, A*). Since 0 is a strict subsolution for Af, it follows from Lemma 2.4 that, 
for every X E (0, A*), the minimal fixed point x(h) is weakly stable. This 
implies that r(hf’(%(h))) < 1 f or every h E (0, A*), that is, n(h) is a stable 
fixed point of Af for every h E (0, A*). 
If Eq. (7) has a solution for X = A*, then r(X*f’(x)) < 1 by continuity. 
Suppose that r(A*f’(x*)) < 1. Th en, by the implicit function theorem, 
Eq. (7) is solvable in a neighborhood of h *. This contradicts the definition 
of A*. Hence r(h*f’(x*)) = 1. Last, the uniqueness of the fixed point x* 
of h*f follows from [5, Proposition 3.11. Q.E.D. 
Suppose that 0 < h < A*. Then P(A) is a stable fixed point of Af, and it 
follows from Theorem 2.6 that there exists an element h E p such that 
%(A) + oh is a strong supersolution and x(h) - oh is a strong subsolution for 
every 7 E (0, 11. 
Suppose that x2 > %(A) is a second stable fixed point of A$ Then, by the 
strong increasingness of f, X, > %(A). M oreover, Theorem 2.6 implies the 
existence of an element k E p such that xg - ok is a strong subsolution and 
x2 + Tk iS a Strong SUperSOlUtiOn for every 7 E(O, 11. 
Consequently (by choosing 7 sufficiently small in the above inequalities), 
we can find elements yi , jJi , i = 1, 2, such that yi are strong subsolutions 
and yi are strong supersolutions for Af with 
Hence it follows from [3, Corollary 31, that there exists a third fixed point 
X, of Af, distinct from K(X) and x2 , such that x, $ j1 and jjz $ 3c3 . By the 
minimality of %(A), it follows that g(h) < x, . By Corollary 2.2, there exists a 
maximal fixed point x* in the order interval [ j$ , y2]. Hence, necessarily, 
x, < x*. Since, by the choice of jj2 and $2 , xg is the unique fixed point in 
[ ji2 , jJ2], it follows that x2 = x*. Hence 
s(h) < x2 < x2 
which contradicts [3, Theorem lo]. Consequently, there does not exist a 
stable fixed point of Ag, distinct from n(A). 
Suppose that, for some X, E (0, A*], x0 is a fixed point of X,,f with 
r(h,f(x,,)) = 1. Then [4, Lemma (4.7)] implies the existence of an open 
neighborhood V of x0 and of positive numbers E and 6, such that all solution 
(A, x) of Eq. (7) satisfying 1 h - A,, j < E, x E V, lie on a p-curve 
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((X(o), x(u))] - 8 < u < S>, where h(0) = A,, and x(O) = x,, . Moreover, 
h’(0) = 0 and h”(0) < 0, where the latter inequality is a consequence of the 
strong positivity of f”(xa). Finally, there exists an element h E P and a con- 
tinuous map y: (--&a) -+ P with y(O) = 0, such that 
44 = x0 + u(h + y(4) 
for every u E (-8, S)(cf. also [ll, 121). 
Now it is an easy consequence of the normality of P (cf. the proof of 
[4, Lemma 4.81) that there exists a positive number 6, < 6, such that 
--h/2 < y(u) < h/2 
for all u E (-8, , So). Hence 
for every u E (0,6,). 
Now suppose that s(A) < x0 (which implies that h < A*). Then, since f is 
strongly increasing, X(p) Q x0 for every p E (0, A]. Consequently, since 
h’(0) = 0 and X”(0) < 0, we can find numbers ui , ~a E (0, 6,) such that 
0 < A, : = A(-u,) = h(uJ < h(0) and 
%(A,) < x(-u1) < x(u2). 
Hence, again, we have found three linearly ordered distinct fixed points of 
the strongly increasing, strongly order convex map h,f, which contradicts 
[3, Theorem lo]. Hence we have proved the following result. 
PROPOSITION 3.2. Let Hypothesis (H) be satisjed. Then there does not exist 
a weakly stablejxedpoint of Af, 0 < X < A*, distinct from %(A). 
Suppose that there exists a fixed point x* of h*j. Then, by Proposition 
3.1, this fixed point is weakly stable but not stable. In this case, the above 
considerations show that for every X in some left neighborhood of A*, the 
map Af has at least two fixed points (the curve (h(u), x(u)) “bends to the left” 
at (A*, x*)). In the special case of semilinear elliptic eigenvalue problems 
this “bending back” has been proved by Crandall and Rabinowitz in [12]. 
Now we are ready for proving the main result of this section. 
THEOREM 3.3. Let Hypothesis (H) be satisfied. Then 0 is a strong subsolution 
for f and there occurs one of the following, mutually exclusive possibilities: 
(i) The sequence (f “(0)) is unbounded and f has no jxed point at all. 
(ii) The sequence (f k(O)) converges increasingly to a fixed point x off, 
andf possesses no strict supersolution. In this case x is the only jxed point off. 
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(iii) The sequence (f”(0)) converges increasingly to a fixed point x off 
and f possesses strict supersolutions. In this case x is the minimal fixed point off 
and x is stable. Moreover, for every strict supersolution x0 for f, the sequence 
(f k(x,,)) converges decreasingly to f. Every fixed point off with y > % is un- 
stable. The map f does not possess a strict supersolution j with j > y or a strict 
subsolution J with x < 7 < y. 
Proof. We consider the more general equation x = Af (x) with X E Iw, , 
and we denote by X* the positive number defined in Proposition 3.1. Then 
there are the following three mutually exclusive possibilities: 
(i) h* < 1, or X* = 1 and f has no fixed point. In this case, assertion 
(i) follows from Theorem 2.1. 
(ii) h* = 1 and f has a fixed point X. Then it follows from Proposition 
3.1 that r( f ‘(s)) = 1 and that x is the only fixed point off. 
Suppose now that there exists a strict positive supersolution x0. Then, 
by Taylor’s theorem, 
x0 > f (x,,) = x +f’@)(x,, - a) + JO1 (1 - T)~“(x,, + T(X - x,))[x, - %I2 dr. 
Hence, since f “(x) is strongly positive, 
(x0 - a) - f ‘(%)(x0 - x) > 0. (8) 
Since f ‘(5) is strongly positive, it follows from the Krein-Rutman theory 
[20], that 1 is an eigenvalue of the dual operator [f’(n)]* of f’(n) having 
a strictly positive eigenvector + By applying this eigenvector to the above 
inequality, we obtain the contradictory relation 
0 < ($7 (XII - 5) - f ‘(q(xlJ - 3)) = (4 - [f’(x)]* 4, (xg - z)) = 0. 
Hence there does not exist a strict supersolution. 
(iii) X* > 1. In this case it follows from Proposition 3.1 and Theorem 
2.1 that f : = lim,,, f k(O) is the minimal fixed point off and that x is stable. 
Hence, by Theorem 2.6, f possesses trict supersolutions. 
Suppose that x,, is an arbitrary strict supersolution. Then the inequality 
(8) is valid. Since r( f’(Q) < 1, the resolvent [id - f’(a)]-l is positive 
(e.g., [25, Appendix]). Consequently, x,, > F, and it follows from Theorem 
2.1 that the sequence (f k(x,,)) converges decreasingly toward a fixed point 
x* off. By Lemma 2.4, x* must be weakly stable. Hence Proposition 3.2 
implies that x* = f. The remaining part of the assertion is a consequence of 
Proposition 3.2 and Theorem 2.5. Q.E.D. 
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Let the hypotheses of Section 1 be satisfied. We denote by K the solution 
operator of the linear BVP 
Lu =g in Q, 
Bu = 0 on ai-2, 
that is, K assigns to every g E Cu(fi) the unique solution u E Cz+U(o) of (9). 
Moreover, let e : = Kll , where Q(x) : = 1 for all x E 0. Then we denote by E 
the Banach space 
{u E C(n)1 there exists a positive number h such that --he < u & he} 
with the norm 
I/ 24 jl := inf(A > 0 / --he < u < he} 
and the natural, that is, pointwise order. Then it is known (camp. [3, 191) 
that E is an OBS whose positive cone P is normal and has nonempty interior. 
Moreover, the solution operator has a unique extension to a compact linear 
operator, denoted again by K, from C(D) into E, which maps every positive 
element u E C(a) into the interior of P. The natural injection j: E -+ C(Q) 
is continuous and strictly positive. The Nemytskii operator F of the function 
f, which is defined by 
W(4 : = f (x, u(4), XEQ 
maps C(s) twice continuously differentiably into itself. Moreover, F(u) > 0, 
F’(u) > 0, and F’(u)[hJ2 > 0 f or every u E C(a) and every h E C(o) with 
h > 0. By using these facts, it is easy to see that the BVP (1) of Section 1 is 
equivalent to the fixed point equation u = f(u) in E, where the map 
f:=KoFoj 
satisfies Hypothesis (H). Hence the abstract results of Sections 2 and 3 
apply to the BVP (1) of the Introduction. In particular, the theorem of the 
Introduction is a consequence of Theorem 3.3. The assertions involving the 
C”(o)-topology follow from the fact that K maps C$) compactly into 
C”(a). For more details compare [3,4]. 
It should be remarked that it suffices to assume that the nonlinear map 
be defined on the cone P. Hence it suffices to presuppose that the nonlinearity 
in the BVP is defined on a x R, . Moreover, the assumption that the non- 
linearity be an increasing function of the second variable is not necessary, 
since the elliptic BVP (1) of Section 1 is equivalent to the BVP 
(L + ,>u = f (x, 4 + 0Ju in 9, 
Bu = 0 on ai2, (10) 
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where w is a positive number satisfying D.J(x, 0) + w 3 0 for all x E Q. 
The pair (L + w, B) satisfies the same hypothesis as the pair (L, B), and the 
new nonlinearity is positive, increasing, and strictly convex provided the 
second variable varies over R, . Hence the above results could be applied to 
the BVP (I 0) to give more general results than the one stated above. 
Finally we remark that we have restricted our considerations to order 
convex maps since in this case multiple solutions are known to exist (cf. 
[5, 121). The related case of order concave maps is much simpler since in that 
case one can prove uniqueness results (cf. [3, 9, 211). Moreover, we have 
excluded the case where bifurcation occurs. That case is also relatively 
simple, and by using the above methods, it is easy to see how the results in 
[18] can be generalized. 
Note added in proof. Professor Kirchessner informed us that the hypothesis in [18], 
that f be real analytic, can be weakened to the assumption that f be a Cl-map. 
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