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Abstract
A Dynkin game is considered for stochastic differential equations with ran-
dom coefficients. We first apply Qiu and Tang’s maximum principle for backward
stochastic partial differential equations to generalize Krylov estimate for the dis-
tribution of a Markov process to that of a non-Markov process, and establish a
generalized Itoˆ-Kunita-Wentzell’s formula allowing the test function to be a ran-
dom field of Itoˆ’s type which takes values in a suitable Sobolev space. We then
prove the verification theorem that the Nash equilibrium point and the value of the
Dynkin game are characterized by the strong solution of the associated Hamilton-
Jacobi-Bellman-Isaacs equation, which is currently a backward stochastic partial
differential variational inequality (BSPDVI, for short) with two obstacles. We ob-
tain the existence and uniqueness result and a comparison theorem for strong solu-
tion of the BSPDVI. Moreover, we study the monotonicity on the strong solution
of the BSPDVI by the comparison theorem for BSPDVI and define the free bound-
aries. Finally, we identify the counterparts for an optimal stopping time problem
as a special Dynkin game.
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1 Introduction.
Throughout this paper, let (Ω,F , {Ft}t≥0,P) be a complete filtered probability space, on
which we define two independent standard Brownian motions: d1-dimensionW , {Wt}t≥0
and d2-dimension B , {Bt}t≥0. Denote by FW , {FWt }t≥0 and FB , {FBt }t≥0 the natural
filtrations generated by W and B, respectively. We assume that they contain all P-null
sets in F . Define F , FW ∨ FB. Denote by P and PB the σ- algebras of predictable sets
in Ω× [ 0, T ] associated with F and FB, respectively. Denote by B(D) the Borel σ-algebra
of the domain D in Rd
∗
.
Suppose that the state process X = (X1, · · ·, Xd∗) is governed by the following stochas-
tic differential equation (SDE, for short):
Xi, s = xi +
∫ s
t
βi(u,Xu) du+
∫ s
t
γi l(u,Xu) dW
l
u +
∫ s
t
θi k(u,Xu) dB
k
u, (1.1)
where i = 1, ···, d∗ and x = (x1, ···, xd∗) ∈ Rd∗ . The coefficients β, γ, and θ are PB×B(Rd∗)
-measurable random fields taking values in proper spaces, and satisfying Assumptions D1
and D2 (see Section 2 below). Note that here and in the following we use repeated indices
for summation. For example, the repeated subscript l implies summation over l = 1, ···, d1
and the repeated subscript k implies summation over k = 1, · · ·, d2. It is clear that SDE
(1.1) has a unique strong solution Xs,x.
Let U t,T be the class of all F-stopping times which take values in [ t, T ]. For any
(τ1, τ2) ∈ U t,T × U t,T , we consider the payoff:
Rt (x; τ1, τ2)
=
∫ τ1∧τ2
t
fu(X
t,x
u ) du+ V τ1(X
t,x
τ1
)χ{τ1<τ2∧T} + V τ2(X
t,x
τ2
)χ{τ2≤τ1,τ2<T} + ϕ(X
t,x
T )χ{τ1∧τ2=T}.
The running cost f and terminal costs V and V are PB × B(Rd∗)-measurable random
fields taking values in R, and ϕ is FBT ×B(Rd∗)-measurable random field taking values in
R. They satisfy Assumptions V3 and V4 (see Section 4 below).
We consider the following Nash equilibrium of our non-Markovian zero-sum Dynkin
game (denoted by Dtx hereafter): Find a pair (τ
∗
1 , τ
∗
2 ) ∈ U t,T × U t,T such that for any
τ1, τ2 ∈ U t,T , the following inequalities hold
E
[
Rt(x; τ
∗
1 , τ2)
∣∣∣Ft ] ≥ E [Rt(x; τ ∗1 , τ ∗2 ) ∣∣∣Ft ] ≥ E [Rt(x; τ1, τ ∗2 ) ∣∣∣Ft ].
Such a pair (τ ∗1 , τ
∗
2 ), if it exists, is called a Nash equilibrium point or saddle point of
Problem Dtx, and the random variable Vt(x)
△
= E [Rt(x; τ
∗
1 , τ
∗
2 ) | Ft ] is called the value of
Problem Dtx. We have
Vt(x) = ess.inf
τ2∈U t,T
ess.sup
τ1∈U t,T
E
[
Rt(x; τ1, τ2)
∣∣∣Ft ] = ess.sup
τ1∈U t,T
ess.inf
τ2∈U t,T
E
[
Rt(x; τ1, τ2)
∣∣∣Ft ].
The value Vt(x) is unique if it exists. In general, a Nash equilibrium point may not be
unique, and we shall always mean it by the smallest one.
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Dynkin games were initially introduced by Dynkin and Yushkevich [10], and have
received many studies, see among others [1, 6, 7, 24, 32]. Many interesting problems
arising from the theory of probability, mathematics statistics are reformulated as Dynkin
games (see [25]). Recently, many new financial problems are formulated as Dynkin games,
and are turned into partial differential variational inequalities (PDVI, for short) or free
boundary problems, which are then studied via the PDE theory (see [13, 33], for example).
The existence of saddle points of Dynkin games has been discussed, either via a pure
probabilistic approach, such as Snell’s envelope and martingale method, or by means of a
PDE method. If the coefficients β, γ, and θ of the state equation (1.1) are all deterministic
functions, then the state X is Markovian, and the value Vt(x) is a deterministic function
of (t, x) if the cost functions f, V , V , ϕ are deterministic function, too. Moreover, it can
be proved that Vt(x) coincides with the strong solution of the associated PDVI by the
dynamic programming principle under proper assumptions. See Friedman [13] for more
details. Nowadays very general results on a Dynkin game have been established for a
right-continuous strong Markov process (see Ekstro¨m and Peskir [11] and Peskir [24]).
In contrast, there are fewer studies on a Dynkin game for a non-Markov process (see
Lepeltiet and Maingueneau [19] and Cvitanic and Karatzas [7]).
In this paper, we are concerned with the Dynkin game for a non-Markovian process.
We suppose that the state X is driven by two independent standard Brownian motions
W and B and the drift coefficient β and the diffusion coefficients γ, θ only depend on
the path of B in a predictable way, that is, they are all PB-predictable and independent
of W . The structural assumption is used to guarantee the super-parabolic condition
(see Assumption V2 in Section 2 below) of the associated backward stochastic partial
differential variational inequality (BSPDVI, in short). In this context, the value Vt(x)
further depends on, in addition to (t, x), the path of Brownian motion B up to time t.
Hence, it is a random field. We show that it is characterized by the unique strong solution
of the associated Hamilton-Jacobi-Bellman-Isaacs (HJBI) equation, which is the following
type of BSPDVI:
dVt = −(LVt +MkZkt + ft) dt+ Zkt dBkt , if V t < Vt < V t ;
dVt ≤ −(LVt +MkZkt + ft) dt+ Zkt dBkt , if Vt = V t ;
dVt ≥ −(LVt +MkZkt + ft) dt+ Zkt dBkt , if Vt = V t ;
VT (x) = ϕ(x) ,
(1.2)
where the repeated superscript k is summed from 1 to d2, and
L , aij Dij + biDi + c, Mk , σikDi + µk, i, j = 1, 2, · · ·, d∗, k = 1, 2, · · ·, d2. (1.3)
The coefficients a, b, c, σ, µ, the upper obstacle V , and the lower obstacle V are PB ×
B(Rd∗)-measurable random fields taking values in proper spaces. The terminal value ϕ is
FBT × (Rd∗)-measurable random field.
When the above coefficients are all deterministic, BSPDVI (1.2) (with the second un-
known process Z vanishing) is reduced to a deterministic PDVI. There is a huge literature
concerning deterministic PDVIs, and see Lions and Stampacchia [20] and Brezis [5] among
the pioneers and Bensoussan and Lions [2] and Friedman [14] among the monographs. On
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the contrary, there are very few studies on BSPDVI (1.2) with random coefficients. We
note that BSPDVIs with one obstacle has been discussed in Chang, Pang and Yong [6]
in connection with an optimal stopping problem for an SDE with random coefficients,
as the associated Hamilton-Jacobi-Bellman (HJB, in short) equation, and in Øksendal,
Sulem and Zhang [26] in connection with a singular control of SPDEs problem, as a sys-
tem of backward stochastic partial differential equations (BSPDEs, for short) with only
one reflection, which is a more precise formulation of BSPDVI with only one obstacle.
However, they only concern weak solution of BSPDVIs. In this paper, we concern strong
solution of BSPDVI (1.2), which enables us to interpret the derivatives DV, D2V, DZ
almost everywhere in Ω× [ 0, T ]×Rd∗ , and therefore (1.2) can be understood point-wisely
in x ∈ Rd∗ . The connection to the associated BSPDVI of the value field V is extended to
a wider context of the strong solution. The existence of such a strong solution requires
the super-parabolic condition.
BSPDVI is in fact a singular or constrained BSPDE. It can also be regarded as
a reflected backward stochastic differential equation (RBSDE, in short) in an infinite-
dimensional space. Its analysis depends heavily on the state of arts of BSPDEs, which
is referred to e.g. [3, 8, 9, 12, 21, 22, 23, 29, 30, 34]. In particular, we make use of an
estimate by Du and Tang [9] on the square-integrable strong solution theory of BSPDEs
in a C2 domain. Solution of BSPDVI (1.2) is obtained by a conventional penalty method.
We consider the penalized approximating BSPDEs (5.11), and show that BSPDVI (1.2) is
their limit in the strong sense. The key is to prove the convergence of the nonlinear penalty
term. In [1, 13], a deterministic PDVI is concerned and the convergence is obtained by
the compact imbedding theorem for Sobolev spaces, which fails to hold in our stochastic
Sobolev space. In [6], a BSPDVI with one obstacle is concerned and the convergence is
obtained via the monotonicity of the approximating BSPDEs’ weak solution Vn in n. Our
difficulty has two folds. One comes from the feature of two obstacles in our BSPDVI (1.2),
which destroys the monotonicity of the one-parameterized approximating BSPDEs. The
other comes from the strong solution of BSPDVI (1.2), which requires an extra higher
order (second-order) estimate than that requested for the weak solution. We show the
convergence by observing that Vn is a Cauchy sequence in a proper space, which is an
extension of the method for RBSDE in [7].
To connect Problem Dtx with BSPDVI (1.2), we have to use Itoˆ-Kunita-Wentzell’s
formula. The existing one in the literature (see Lemma 2.1) requires that the random
test function should be twice continuously differentiable. The strong solution of BSPDVI
(1.2) only guarantees that D2V is integrable, and not necessarily continuous in general
in x. Therefore, Lemma 2.1 fails to be directly applied to our computation of Vt(Xt),
and has to be extended to more general random test functions. We first use Qiu and
Tang [28]’s maximum principle for quasilinear BSPDEs to generalize Krylov estimate
for the distribution of a Markov process to that of a non-Markov process. Then using
a smoothing method and the generalized Krylov estimate, we prove a generalized Itoˆ-
Kunita-Wentzell’s formula.
The rest of the paper is organized as follows. We introduce some notations and results
about Itoˆ-Kunita-Wentzell’s formula and BSPDEs in Section 2. In Section 3, we state
our hypotheses and generalize Itoˆ-Kunita-Wentzell’s formula. In Section 4, we prove the
verification theorem that the Nash equilibrium point and the value of the Dynkin game
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are characterized by the strong solution of the associated Hamilton-Jacobi-Bellman-Isaacs
equation, which is currently a BSPDVI with two obstacles. In section 5, we establish the
existence and uniqueness result and a comparison theorem for strong solution of the
BSPDVI, via the strong solution theory of BSPDE. In Section 6, we use the comparison
theorem for BSPDVI to derive properties of the strong solution of BSPDVI (1.2), and
define its stochastic free boundaries under proper assumptions. In the last section, we
show that the optimal stopping time problem is a special case of a Dynkin game, and
therefore similar results hold true here.
2 Preliminaries.
In this section, we introduce notations and collect results about Itoˆ-Kunita-Wentzell’s
formula and BSPDEs.
Denote by N and N+ the set of all nonnegative and positive integers, respectively.
Denote by E a Euclidean space like R or Rd
∗
, Rd
∗×d1 , Rd
∗×d2 , and Rd
∗×d∗ . Moreover, for
any x ∈ Rd∗ , γ ∈ Rd∗×d1 , θ ∈ Rd∗×d2 and a ∈ Rd∗×d∗ , define
| x | ,
(
d∗∑
i=1
x2i
) 1
2
, | γ | ,
(
d∗∑
i=1
d1∑
l=1
γ2il
) 1
2
,
| θ | ,
(
d∗∑
i=1
d2∑
k=1
θ2ik
) 1
2
, and | a | ,
(
d∗∑
i, j=1
a2ij
) 1
2
.
Define
Di , ∂xi ; Dij , ∂xixj , i, j = 1, 2, · · · , d∗; Dα , ∂α1x1 · · · ∂αd∗xd∗ ; and |α| ,
d∗∑
i=1
αi
for any multi-index α = (α1, · · ·, αd∗) with αi ∈ N. Denote by Dη and D2η respectively
the gradient and the Hessian matrix for a function η : E → R.
For an integer k ∈ N, p ∈ [1,+∞), q ∈ [1,+∞), a smooth domain D in Rd∗ , and a
positive number T , we introduce the following spaces:
•C k (D) : the set of all functions η : D → E such that η and Dαη are continuous for all
1 ≤ |α| ≤ k;
•C k0 (D) : the set of all functions in C k(D) with compact support in D;
•Hk, p (D) : the completion of C k(D) under the norm
| η | k, p ,
∫
D
| η | p dx+
k∑
|α|=1
∫
D
|Dαη | p dx
 1p ;
•Hk, p0 (D) : the completion of C k0(D) under the norm | η | k, p ;
•Lk,p (D) : the set of all Hk, p(D)-valued and FBT -measurable random variables such that
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E (|ϕ| pk,p ) <∞;
•Lk,p0 (D) : the set of all Hk, p0 (D)-valued and FBT -measurable random variables such that
E (|ϕ| pk,p ) <∞;
•L p : the set of all P-predictable stochastic processes taking values in E with the norm
‖X‖p ,
[
E
(∫ T
0
|Xt |p dt
)] 1
p
;
• Sp : the set of all path continuous processes in L p with the norm
|‖X|‖p ,
[
E
(
sup
t∈[ 0, T ]
|Xt |p
)] 1
p
;
•Lp, q
FB
(B) : the set of all PB-predictable stochastic processes with values in Banach
space B with the norm
‖V ‖Lp, q
FB
(B ) ,
[
E
(∫ T
0
‖ Vt ‖pB dt
) q
p
] 1
q
;
•Hk, p(D) , Lp, p
FB
(Hk, p(D)) with the norm ‖V ‖ k, p , ‖V ‖Lp, p
FB
(Hk, p (D )) ;
•H k, p0 (D) , Lp, pFB (Hk, p0 (D)) with the norm ‖V ‖ k, p ;
• Sk, p(D) : the set of all path continuous stochastic processes in H k, p(D) equipped with
the norm
|‖V |‖ k, p ,
[
E
(
sup
t∈[ 0, T ]
| Vt | pk, p
)] 1
p
;
•Mp(D) : the subspace of H 0, p(D) equipped with the norm
‖V ‖Mp , ess.sup
(w,t)∈Ω×[ 0,T ]
[
E
(∫ T
t
| Vu | p0, p du
∣∣∣∣∣FBt
)] 1
p
.
Remark 2.1. The space Mp is a Banach space. See [4, 28].
The space notations C k0 (R
d∗), Hk, p (Rd
∗
) and Lk,p (Rd
∗
), Hk, p(Rd
∗
), Sk, p(Rd
∗
), Mp(Rd
∗
)
will be abbreviated as C k0, H
k, p, Lk,p, Hk, p, Sk, p, Mp if there is no any confusion.
Remark 2.2. We have
Hk, p(Rd
∗
) = Hk, p0 (R
d∗), Lk, p(Rd
∗
) = Lk, p0 (R
d∗), Hk, p(Rd
∗
) = Hk, p0 (R
d∗).
The following special case of Itoˆ-Kunita-Wentzell’s formula (see [15], [23]) is the key
to connect Problem Dtx and BSPDVI (1.2).
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Lemma 2.1. Suppose that the random field V : Ω × [ 0, T ] × Rd∗ → R satisfies the
following:
(i) V (w, ·) is continuous with respect to (t, x) a.s. in Ω.
(ii) V (w, t, ·) is twice continuously differentiable with respect to x for any t ∈ [ 0, T ]
a.s. in Ω.
(iii) For each x ∈ Rd∗ , V (·, x) is a continuous semi-martingale of form:
Vt(x) = V0(x) +
∫ t
0
Us(x) ds+
∫ t
0
Zks (x) dB
k
s for any t ∈ [ 0, T ] a.s. in Ω,
where U(·, x) and Z(·, x) are F-adapted with values in R, Rd2 for any x ∈ Rd∗, and
Z(w, t, ·) is continuously differentiable with respect to x for any t ∈ [ 0, T ] a.s. in Ω.
Let X be a continuous semi-martingale of form (1.1). Then we have
Vt(Xt) = V0(X0) +
∫ t
0
(LVs +M
kZks + Us) (Xs) ds+
∫ t
0
(Zks +M
kVs) (Xs) dB
k
s
+
∫ t
0
(N l Vs) (Xs) dW
l
s, (2.1)
where the repeated superscript l is summed from 1 to d1 and the repeated superscript k is
summed from 1 to d2, and
L ,
1
2
(γi lγj l + θi kθj k)Dij + βiDi, M
k , θikDi, N
l , γilDi, i, j = 1, 2, · · ·, d∗. (2.2)
In this paper, we make the following assumptions on the coefficients β, γ, and θ of
SDE (1.1).
Assumption D1. (Boundedness) β, γ, θ are PB × B(Rd∗) -measurable with values in
Rd
∗
, Rd
∗×d1 , Rd
∗×d2 , respectively. Moreover, they are bounded by a positive constant K,
i.e.,
| β(·, x) |+ | γ(·, x) |+ | θ(·, x) | ≤ K for any x ∈ Rd∗ , a.e. in Ω× (0, T ).
Assumption D2. (Lipschitz continuity and non-degeneracy) β, γ, and θ satisfy Lipschitz
condition in x with constant K, i.e.,
| β(·, x1)− β(·, x2) |+ | γ(·, x1)− γ(·, x2) |+ | θ(·, x1)− θ(·, x2) | ≤ K |x1 − x2|
for any x1, x2 ∈ Rd∗ , almost everywhere in Ω × (0, T ). Moreover, there exists a positive
constant κ such that
γi lγj l ξi ξj ≥ κ| ξ |2 for any ξ ∈ Rd∗ , a.e. in Ω× (0, T )× Rd∗ .
It is clear that SDE (1.1) has a unique strong solution X ∈ Sp for any p ≥ 1.
Consider the following semilinear BSPDEs in the domain D:
dVt(x) = −(LVt(x) +MkZkt (x) + F (t, x, Vt(x))) dt+ Zkt (x) dBkt ,
(t, x) ∈ [ 0, T )×D;
Vt(x) = 0, (t, x) ∈ [ 0, T ]× ∂D; VT (x) = ϕ(x), x ∈ D ,
(2.3)
where ∂D is the boundary of D, and the operators L and M are defined in (1.3).
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Definition 2.1. (strong solution) The pair of random fields (V, Z) ∈ (H2, 2(D)∩H1, 20 (D))×
H1, 2(D) is called a strong solution of BSPDE (2.3), if almost surely for all t ∈ [ 0, T ], the
following holds
Vt(x) = ϕ(x) +
∫ T
t
[
LVs(x) +MkZks (x) + F (s, x, Vs(x))
]
ds−
∫ T
t
Zks (x) dB
k
s
for a.e. x ∈ D.
Consider the following assumptions on the coefficients in (1.3).
Assumption V1. (Boundedness) The given functions a, b, c, σ, µ are PB × B(Rd∗)-
measurable, and are bounded by a constant K, taking values in the set of real symmetric
d∗× d∗ matrices, in the spaces Rd∗ , R, Rd∗×d2 , Rd2 , respectively. Da and Dσ exist almost
everywhere and are bounded by K.
Assumption V2. (Super-parabolicity) There exist two positive constants κ and K such
that:
κ | ξ|2 + |σ∗ξ|2 ≤ 2ξ∗(aij) ξ ≤ K | ξ|2 for any ξ ∈ Rd∗ , a.e. in Ω× (0, T )× Rd∗ .
In view of [9, Theorem 5.3 and Corollary 3.4], we have
Lemma 2.2. Let Assumptions V1 and V2 be satisfied. Assume that ϕ ∈ L1,20 (D) and the
random field F : Ω× [ 0, T ]×D × R→ R satisfies the following:
(i) F (·, u) is PB × B(D)-measurable for any u ∈ R;
(ii) F (·, 0) ∈ H0, 2(D) and F is Lipschitz continuity with respect to u, i.e.,
|F (·, v)− F (·, u)| ≤ K |v − u| for any v, u ∈ R, a.e. in Ω× (0, T )×D.
Then BSPDE (2.3) has a unique strong solution (V, Z) such that V ∈ S1, 2(D). Moreover,
we have the following estimate:
‖V ‖22, 2 + |‖V |‖21, 2 + ‖Z‖21, 2 ≤ C(κ, K, T )
(
E [ |ϕ|21,2 ] + ‖F (·, V (·)) ‖20, 2
)
.
According to [30, Theorem 5.1], we give the existence and regularity result for strong
solution of the linear BSPDE.
Lemma 2.3. Let Assumptions V1 and V2 be satisfied. Assume that F (·, u) ≡ F (·) is
independent of u and F ∈ Hk, 2(D) with k > d∗/2 + 2. Moreover, we suppose that there
exists a constant M such that the coefficients and terminal value satisfy the following∑
1≤ |α | ≤ k
|Dαa |+ |Dαb |+ |Dαc |+ |Dασ |+ |Dαµ | ≤M, ϕ ∈ L1,20 (D) ∩ Lk+1,2(D).
Then BSPDE (2.3) has a unique strong solution (V, Z) such that V ∈ S1,2(D)∩L2, 2
FB
(C 2(D′) )
and Z ∈ L2, 2
FB
(C 1(D′) ) for any domain D′ ⊂⊂ D.
Now, we recall a special case of the maximum theorem for BSPDE of Qiu and Tang [28,
Theorem 5.8]).
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Lemma 2.4. Let Assumptions V1 and V2 be satisfied. Assume that F (·, u) ≡ F (·) is
independent of u, F ∈Mp(D) ∩M2(D) with p > d∗ + 2, and the terminal value satisfies:
ess.sup
(w,x)∈Ω×D
|ϕ(w, x) | <∞.
let (V, Z) be the strong solution of BSPDE (2.3). Then we have the following estimate:
ess.sup
(w,t,x)∈Ω×[ 0,T ]×D
|Vt(w, x)| ≤ C(p, κ,K, T )
(
‖F‖Mp + ‖F‖M2 + ess.sup
(w,x)∈Ω×D
|ϕ(w, x) |
)
.
Finally, we recall the following backward version Itoˆ’s formula for BSPDEs, which is
the special case of Theorem 3.2 in [18]:
Lemma 2.5. Let Assumption V1 be satisfied. Assume that
(v, Z) ∈ (H2, 2(D) ∩H1, 20 (D))×H1, 2(D), f ∈ H0, 2(D), ϕ ∈ L 1, 20 (D)
and the following equality holds for every η ∈ C 20(D),∫
D
η vt dx =
∫
D
η ϕ dx+
∫ T
t
∫
D
η (Lvs +MkZks + fs ) dx ds−
∫ T
t
∫
D
η Zks dx dB
k
s
almost everywhere in Ω × [ 0, T ]. Then there exists a new version V of v such that V ∈
S1, 2(D) and (V, Z) is a strong solution of the following BSPDE:
Vt(x) = ϕ(x) +
∫ T
t
[
LVs(x) +MkZks (x) + fs(x)
]
dt−
∫ T
t
Zks (x) dB
k
s
with (t, x) ∈ [0, T ]× D. Moreover, we have the following backward version Itoˆ’s formula
for BSPDE:
|Vt|20, 2 = |ϕ|20,2 +
∫ T
t
∫
D
[
− 2 aijDiVsDjVs + 2
(
bi −Djaij
)
DiVsVs + 2c V
2
s
−2 σikZksDiVs + 2
(
µk −Diσik
)
ZksVs + 2fs Vs − |Zs|2
]
dx ds
−2
∫ T
t
∫
D
Vs Z
k
s dx dB
k
s for all t ∈ [ 0, T ] a.s. in Ω.
3 A generalized Itoˆ-Kunita-Wentzell’s formula.
Since a strong solution V is only known to belong to H2, 2, Lemma 2.1 fails to be applied
to V , and need be generalized. We have
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Theorem 3.1. Suppose that the random function V : Ω× [ 0, T ]×Rd∗ → R satisfies the
following: V (x) is a continuous semimartigale of form
Vt(x) = V0(x) +
∫ t
0
Us(x) ds+
∫ t
0
Zks (x) dB
k
s a.e. x ∈ Rd
∗
for every t ∈ [ 0, T ] and almost surely ω ∈ Ω, such that V ∈ H2, 2, Z ∈ H1, 2, and U ∈ H0, 2.
Let X be a continuous semi-martingale X of form (1.1), and Assumptions D1 and D2 be
satisfied. Then formula (2.1) still holds.
Remark 3.1. The random function V is not well-defined at every point (w, t, x) of
Ω × [0, T ] × Rd∗ (since it is defined only in a subset of full measure), and the value
of Vt(w,Xt(w)) is thus not well-defined in general. However, Lemma 3.3 below indicates
that V (X) , V·(X·) is well-defined as a path-continuous stochastic process in Ω × [0, T ]
(see Remark 3.3 below).
Lemma 3.2. Let the assumptions in Lemma 2.3 be satisfied. Assume that F ∈ Mp(D)
with p > 1, the domain D is bounded, and the terminal value satisfies the following:
ess.sup
w∈Ω
|ϕ | 0, p <∞.
Let (V, Z) be the unique strong solution of BSPDE (2.3). Then we have
‖V ‖Mp ≤ C(p, κ,K, T )
(
‖F‖Mp + ess.sup
w∈Ω
|ϕ | 0, p
)
.
Moreover, if p ≥ 2, then the above estimate also holds even if D is unbounded.
Remark 3.2. Our boundedness assumption on D is used to guarantee
∫
D
Φn(0) dx < +∞
for the case of p ∈ (1, 2) in the following proof. It can be removed by using bounded
domains to approximate D if it is unbounded.
Proof of Lemma 3.2. If 1 < p < 2, we construct the mollification of | s|p as
Φn(s) =

| s |p, | s | > 1
n
;
p (p− 2)
8np
(n2 s2 − 1)2 + p
2np
(n2 s2 − 1) + 1
np
, | s | ≤ 1
n
,
which uniformly converges to | s |p. Moreover, Φn ∈ C2(R), Φ′n(0) = 0, and for any s ∈ R,
Φn(s) ≥ 0, 0 ≤ Φ′′n(s) ≤ C(p, n), |Φ′n(s) |2 ≤ C(p) Φ′′n(s) Φn(s),
|Φ′n(s) | ≤ C(p) |Φn(s) |(p−1)/p, |Φ′n(s) s | ≤ C(p) Φn(s).
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Applying Itoˆ’s formula to Φn(Vt(x)) for any x ∈ D and integrating with respect to x,
we have ∫
D
Φn(Vt) dx
=
∫ T
t
∫
D
{
− Φ′′n(Vs)
[
aijDiVsDjVs + σ
ikZksDiVs +
1
2
|Zs|2
]
+Φ′n(Vs)
[ (
bi −Djaij
)
DiVs + c Vs + Fs +
(
µk −Diσik
)
Zks
]}
dx ds
−
∫ T
t
∫
D
Φ′n(Vs)Z
k
s dx dB
k
s +
∫
D
Φn(VT ) dx
≤
∫ T
t
∫
D
{
Φ′′n(Vs)
[(
−aij +
(
1
2
+
κ
8K
)
σikσjk
)
DiVsDjVs +
κ
4
|DVs|2
+
(
8K + κ
4(κ+ 4K)
− 1
2
)
|Zs|2
]
+ C(p, κ,K) (Φn(Vs) + |Fs |p)
}
dx ds
−
∫ T
t
∫
D
Φ′n(Vs)Z
k
s dx dB
k
s +
∫
D
Φn(ϕ) dx
≤ C(p, κ,K)
∫ T
t
∫
D
(Φn(Vs) + |Fs |p) dx ds−
∫ T
t
∫
D
Φ′n(Vs)Z
k
s dx dB
k
s
+
∫
D
Φn(ϕ) dx.
Taking the conditional expectation under FBt on both sides of the above inequality and
letting n→∞, we deduce that
∫
D
| Vt |p dx ≤ C(p, κ,K)E
[ ∫ T
t
∫
D
( | Vs |p + |Fs |p ) dx ds+ |ϕ | p0, p
∣∣∣∣∣FBt
]
.
Applying the Grownwall inequality, we conclude that
‖V ‖pMp ≤ T ess.sup
(w,t)×Ω×[ 0,T ]
∫
D
| Vt |p dx ≤ C(p, κ,K, T )
(
‖F‖pMp + ess.sup
w∈Ω
|ϕ | p0, p
)
.
If p ≥ 2, we directly apply Itoˆ’s formula to | Vt|p. Repeating the above argument, we
can achieve the desired result. ✷
To prove Theorem 3.1, we establish the following priori estimate.
Lemma 3.3. Let X be a continuous semi-martingale of the form (1.1), and Assumptions
D1 and D2 be satisfied. If there exist a set P ∈ PB and a domain D in Rd∗ such that
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fχPχD ∈ M2 ∩Mp, where χA is the indicator function of set A and p > d∗ + 2. Then
there exists a constant C independent of f, P, D such that
E
[ ∫ T∧τP∧τD
0
| ft(Xt)| dt
]
≤ C ( ‖fχPχD‖Mp + ‖fχPχD‖M2 ),
where
τP , inf{t ≥ 0 : χP (t) = 0}, τD , inf{t ≥ 0 : Xt ∈D}.
If D is bounded and g χPχD ∈ Mq with 1 < q ≤ p, then there exists a constant C
independent of g, P such that
E
[ ∫ T∧τP∧τD
0
(∫ T∧τP∧τD
t
| gs(Xs) | ds
) q
p
dt
]
≤ C ‖gχPχD‖q/pMq .
Proof. Step 1. We prove the first estimate. Without loss of generalization, we suppose
the random field f ≥ 0.
We shall use Itoˆ-Kunita-Wentzell’s formula and the maximum theorem for BSPDE
to prove the desired results. In order to apply Itoˆ-Kunita-Wentzell’s formula, we need
smooth fχPχD.
Define
ζ̂(s) ,
{
M exp
(
1
s2−1
)
if | s | ≤ 1;
0 if | s | > 1
with
M ,
(∫ 1
−1
exp
(
1
s2 − 1
)
ds
)−1
, ζ(y) = ζ̂ ( | y | ) , and ζn(y) = nd∗ ζ(ny ),
and the mollification of fχPχD as
fn(w, t, x) , ((fχPχD) ∗ ζn)(w, t, x) △=
∫
Rd
∗
(fχPχD)(w, t, y) ζn(x− y) dy. (3.1)
Then, fn ∈ Hk, 2 with k > d∗/2 + 2, and there exists a positive constant C such that
‖fn‖Mp ≤ C ‖fχPχD‖Mp and ‖fn‖M2 ≤ C ‖fχPχD‖M2 for any n ∈ N+.
Construct (V n,m, Zn,m) as the solution of the following BSPDE
dV n,mt (x) = − (LmV n,mt (x) +Mmk Zn,mk, t (x) + fnt (x)) dt+ Zn,mk, s (x) dBkt ,
(t, x) ∈ [ 0, T )× Rd∗ ;
V n,mT (x) = 0, x ∈ Rd
∗
,
(3.2)
where
Lm ,
1
2
(γmi l γ
m
j l + θ
m
i k θ
m
j k)Dij + β
m
i Di, M
m
k , θ
m
ik Di,
γmi l , γi l ∗ ζm, θmi k , θi k ∗ ζm, βmi , βi ∗ ζm.
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Since the coefficients of L are bounded and Lipschitz continuous with respect to x,
then γm, θm, and βm converge to γ, θ, β uniformly in x, respectively. Moreover, we can
check that∑
1≤|α |≤k ( |Dαγm |+ |Dαθm |+ |Dαβm | ) ≤Mk,m for any k, m ∈ N+;
|Dγm |+ |Dθm |+ |Dβm |+ | γm |+ | θm |+ | βm | ≤ C K;
γmi l γ
m
j l ξi ξj ≥ κ| ξ |2 for any ξ ∈ Rd
∗
.
In view of Lemma 2.3, BSPDE (3.2) admits a strong solution such that
V n,m ∈ S1,2(Bj) ∩ L2, 2FB (C 2(Bj) ) and Zn,m ∈ L2, 2FB (C 1(Bj) )
for any Bj , {x : | x| < j} with j ∈ N+.
Moreover, the comparison theorem for linear BSPDE (see [8]) implies that V n,m ≥ 0.
According to Lemma 2.4, there exists a constant C, independent of f, P, m, n such that
ess.sup
w∈Ω
sup
(t,x)∈[0,T ]×D
V n,mt (x) ≤ C (‖fn‖Mp + ‖fn‖M2) ≤ C (‖fχPχD‖Mp + ‖fχPχD‖M2).
(3.3)
Let Xm be the strong solution of the following SDE:
Xmi, s = xi +
∫ s
t
βmi (u,X
m
u ) du+
∫ s
t
γmi l (u,X
m
u ) dW
l
u +
∫ s
t
θmi k(u,X
m
u ) dB
k
u.
Then Xm converges to X a.e in Ω× [ 0, T ]. Applying Lemma 2.1 to V n,ms (Xms ), we have
V n,m0 (x) =
∫ T
0
(−LmV n,ms −Mmk Zn,mk, s + LmV n,ms +Mmk Zn,mk, s + fns ) (Xms ) ds
−
∫ T
0
(Zn,mk, s +M
m
k V
n,m
s )(X
m
s ) dB
k
s −
∫ T
0
(γmil DiV
n,m
s )(X
m
s ) dW
l
s.
Taking expectation on both sides of the last equality, in view of the estimate (3.3), we
have
E
[ ∫ T
0
fns (X
m
s ) ds
]
= E
[
V n,m0 (x)
]
≤ C (‖fn‖Mp + ‖fn‖M2).
Letting m→ +∞, we have
E
[ ∫ T
0
fns (Xs) ds
]
≤ lim inf
m→∞
E
[ ∫ T
0
fns (X
m
s ) ds
]
≤ C (‖fn‖Mp + ‖fn‖M2).
Since {fn} is a Cauchy sequence in Mp and M2, then the above estimate implies that
{fn(X)} is a Cauchy sequence in L1. So, we can think of the definition of f(X) as
f(X) = lim
n→∞
fn(X) in L1.
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Moreover, there exists a subsequence {fnk(X)}∞k=1 such that fnk(X) converges to f(X)
a.e. in Ω× [ 0, T ].
Since f ≥ 0 and fn is the mollification of fχPχD, then fn(X) is nonnegative a.e. in
Ω× [ 0, T ]. Hence, we deduce that
E
[ ∫ T∧τP∧τD
0
| ft(Xt)| dt
]
≤ E
[ ∫ T
0
| ft(Xt)| dt
]
= lim
n→∞
E
[ ∫ T
0
| fnt (Xt)| dt
]
≤ C (‖fn‖Mp + ‖fn‖M2) ≤ C (‖fχPχD‖Mp + ‖fχPχD‖M2).
Step 2. We prove the second estimate. Suppose that g ≥ 0 and smooth gχPχD as
the above, then gn ≥ 0. Define vn,m as the solution of the following BSPDE:
dvn,mt (x) = − (Lmvn,ms (x) +Mmk zn,mk, s (x) + gns (x)) ds+ zn,mk, s (x) dBks ,
(t, x) ∈ [ 0, T )× Rd∗ ;
vn,mt (w, x) = 0, ∀ (w, t, x) ∈ Ω×
(
{T} ×D ∪ [ 0, T ]× ∂D
)
,
and define vn,m(w, t, x) ≡ 0 if x∈ D.
The comparison theorem for linear BSPDE (see [9]) implies that vn,m ≥ 0. Moreover,
Lemma 3.2 implies that
‖vn,m‖Mq ≤ C ‖gn ‖Mq ≤ C ‖gχPχD‖Mq , (3.4)
where C depends on diam(D), and is independent of g, P, m, n. Hence, we calculate that
E
[ ∫ T∧τP∧τD
0
(∫ T∧τP∧τD
t
gns (X
m
s ) ds
) q
p
dt
]
≤ E
{ ∫ T∧τD
0
[
E
(∫ (T∧τD)∨t
t
gns (X
m
s ) ds
∣∣∣∣∣Ft
)] q
p
dt
}
= E
[ ∫ T∧τD
0
(
vn,mt (X
m
t )
) q
p
dt
]
( by Lemma 2.1 and the above method)
≤ C ( ‖(vn,m)q/p‖Mp + ‖(vn,m)q/p‖M2 ) (by the result in Step 1)
≤ C‖(vn,m)q/p‖Mp = C‖vn,m‖q/pMq ≤ C ‖gχPχD‖q/pMq . (by the estimate (3.4))
First, taking m→ +∞ and then letting n→ +∞, we deduce that
E
[ ∫ T∧τP∧τD
0
(∫ T∧τP∧τD
t
| gs(Xs) | ds
) q
p
dt
]
≤ lim inf
n→∞
lim inf
m→∞
E
[ ∫ T∧τP∧τD
0
(∫ T∧τP∧τD
t
| gns (Xms ) | ds
) q
p
dt
]
≤ C‖gχPχD‖q/pMq .
✷
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Remark 3.3. For any V ∈ H0, 2, define
Pm ,
{
(w, t) : E
(∫ T
0
| Vu | 20, 2 du
∣∣∣∣∣Ft
)
< m
}
and v , sign(V ) | V |2/(d∗+3).
Then vχPmχBm ∈M2 ∩Md∗+3 for any m ∈ N+. Applying the first estimate in Lemma 3.3
, we deduce that v(X)χ{t≤T∧τPm∧τBm} ∈ L1 and v(X) is well-defined in the set {(ω, t) :
t ≤ T ∧ τPm(ω) ∧ τBm(ω)} for any m ∈ N+. Since Pm × Bm ↑ Ω × [ 0, T ] × Rd∗ ,
then T ∧ τPm ∧ τBm ↑ T and v(X) is well-defined in Ω × [ 0, T ]. Hence, the process
V (X) , sign(v(X)) | v(X) |(d∗+3)/2 is well-defined.
Proof of Theorem 3.1. Smooth V, U, and Z as follows
V n , V ∗ ζn, Un , U ∗ ζn, Zn , Z ∗ ζn.
Then we have that for any x ∈ Rd∗ ,
V nt (x) = V
n
0 (x) +
∫ t
0
Uns (x) ds+
∫ t
0
Zn, ks (x) dB
k
s for any t ∈ [ 0, T ], a.s. in Ω,
and V n, Un, and Zn satisfy the assumptions in Lemma 2.1 and converge to V, U, and Z
in the spaces H2, 2, H0, 2, and H1, 2, respectively.
Denote τm , τPm ∧ τBm , with Pm waiting to be defined in (3.6). Applying Lemma 2.1,
we deduce that
V nt∧τm(Xt∧τm) = V
n
T∧τm(XT∧τm)−
∫ T∧τm
t∧τm
(LV ns +M
kZnk, s + U
n
s ) (Xs) ds
−
∫ T∧τm
t∧τm
(Znk, s +M
kV ns )(Xs) dB
k
s −
∫ T∧τm
t∧τm
(N lV ns )(Xs) dW
l
s. (3.5)
First, we prove that there is a subsequence (still denoted by itself) such that
lim
n→∞
∫ T∧τm
t∧τm
fns (Xs) ds =
∫ T∧τm
t∧τm
fs(Xs) ds
and
lim
n→∞
∫ T∧τm
t∧τm
gnk, s(Xs) dB
k
s =
∫ T∧τm
t∧τm
gk, s(Xs) dB
k
s
almost everywhere in Ω× (0, T ), where
fn , LV n +MkZnk + U
n, f , LV +MkZk + U, g
n
k , Z
n
k +M
kV n, gk = Zk +M
kV.
Since V n converges to V in H2, 2, Zn converges to Z in H1, 2 and Un converges to U in
H0, 2, then fn converges to f in H0, 2 and gn converges to g in H
1, 2. The Sobolev imbedding
theorem implies that gn converges to g also in L
2, 2
FB
(H0, 2q ), where q = 2 if d∗ ≤ 2 and
q = d
∗
d∗−2
if d∗ > 2. Hence, we have that
| fn − f | 20, 2 + | (gn − g)2 | 0, q → 0 in L1.
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So, there exists a strictly increasing sequence of numbers {Km}∞m=1 such that
Q
{
(w, t) ∈ Ω× [ 0, T ] : | fn − f | 0, 2 + | (gn − g)2 | 0, q ≥ 1
m
}
<
1
2m
for any n ≥ Km,
where Q is the product measure of P and Lebesgue measure on [ 0, T ].
Define
Pm ,
∞⋂
n=m
{
(w, t) ∈ Ω× [ 0, T ] :
∣∣∣ fKn − f ∣∣∣
0, 2
+
∣∣∣ (gKn − g)2 ∣∣∣
0, q
<
1
n
}
. (3.6)
We have that
Q(Pm) ≥ 1− 1
2m−1
→ 1 as m→∞,∣∣∣ (fKn − f)χPmχBm ∣∣∣
0, 2
+
∣∣∣ (gKn − g)2 χPmχBm ∣∣∣
0, q
≤ 1
n
for any n ≥ m,
‖ (fKn − f)χPmχBm‖M2 + ‖
(
gKn − g)2 χPmχBm‖Mq → 0 as n→∞ for any m ∈ N+.
From Lemma 3.3 , we obtain that as n→∞,
E
[ ∫ T∧τm
0
∣∣∣∣∫ T∧τm
t
(
fKns (Xs)− fs(Xs)
)
ds
∣∣∣∣
2
p
dt
]
≤ C‖ (fKn − f)χPmχBm‖2/pM2 → 0.
So, we deduce that there exists a subsequence (still denoted by itself) such that,∫ T∧τm
t∧τm
fns (Xs) ds→
∫ T∧τm
t∧τm
fs(Xs) ds a.e. in Ω× (0, T ) as n→∞.
Moreover, as n→∞,
E
[ ∫ T∧τm
0
∣∣∣∣ ∫ T∧τm
t
(
gKnk, s(Xs)− gk, s(Xs)
)
dBks
∣∣∣∣
2q
p
dt
]
= E
{ ∫ T∧τm
0
E
[ ∣∣∣∣∫ T∧τm
t
(
gKnk, s(Xs)− gk, s(Xs)
)
dBks
∣∣∣∣
2q
p
∣∣∣∣∣Ft
]
dt
}
≤ C E
{ ∫ T∧τm
0
E
[ (∫ T∧τm
t
∣∣∣ gKns (Xs)− gs(Xs) ∣∣∣2 ds) qp
∣∣∣∣∣Ft
]
dt
}
= C E
[ ∫ T∧τm
0
(∫ T∧τm
t
∣∣∣ gKns (Xs)− gs(Xs) ∣∣∣2 ds) qp dt
]
≤ C
∥∥∥ (gKn − g)2 χPmχBm∥∥∥q/p
Mq
→ 0.
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For any fixed m, we pass to the limit in (3.5) as n→∞ (at least for a subsequence).
Using the above method, we easily achieve that a.e. in {(w, t) : 0 ≤ t ≤ τm(w), w ∈ Ω},
Vt∧τm(Xt∧τm) = VT∧τm(XT∧τm)−
∫ T∧τm
t∧τm
(LVs +M
kZk, s + Us) (Xs) ds
−
∫ T∧τm
t∧τm
(Zk, s +M
kVs)(Xs) dB
k
s −
∫ T∧τm
t∧τm
(N l Vs)(Xs) dW
l
s.
Hence, we can choose a version of V (X) such that Vt(Xt)(w) is continuous with respect
to t on [ 0, τm(w) ] a.s. w ∈ Ω, and the above equality holds for all t ∈ [ 0, τm(w) ] a.s.
w ∈ Ω.
So, we deduce that a.s. in Ω, for all 0 ≤ t ≤ τm,
Vt∧τm(Xt∧τm) = V0(X0) +
∫ t∧τm
0
(LVs +M
kZk, s + Us) (Xs) ds
+
∫ t∧τm
0
(Zk, s +M
kVs)(Xs) dB
k
s +
∫ t∧τm
0
(N l Vs)(Xs) dW
l
s.
Taking m→∞, we have the desired result. ✷
4 Verification theorem.
In this section, we prove the verification theorem that the Nash equilibrium point and the
value of the Dynkin game are characterized by the strong solution of BSPDVI (1.2).
Consider the following assumptions on the free term f , the terminal value ϕ, and the
upper and lower obstacles V and V in BSPDVI (1.2).
Assumption V3. (Regularity) f ∈ H0, 2, ϕ ∈ L1, 2, and V and V are continuous
semimartigales of the following form
dV t = −g t dt+ Z kt dBkt , dV t = −gt dt+ Z kt dBkt , (4.1)
where g , g , Z , Z ∈ H0, 2, V , V ∈ H1, 2 and there exists a nonnegative random field
h ∈ H0, 2 such that
L V +MkZ k − g + h ≥ 0 and L V +MkZ k − g − h ≤ 0
hold in the sense of distribution, that is, for any nonnegative function η ∈ C 20(Rd∗), we
have
T ( V , Z , g , h , η ) ≥ 0 and T ( V , Z , g , −h , η ) ≤ 0 a.e. in Ω× [ 0, T ], (4.2)
where
T ( V , Z , g , h , η ) , −
∫
Rd
∗
(
aij Di V + σ
jk Z k
)
Djη dx+
∫
Rd
∗
( h− g ) η dx
+
∫
Rd
∗
[ (
bi −Djaij
)
Di V + c V +
(
µk −Diσik
)
Z k
]
η dx.
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Assumption V4. (Compatibility) V ≤ V , V T ≤ ϕ ≤ V T and(
L V t +Mk Z kt + ft − g t
)
χ{V=V } = 0 a.e. in Ω×Q, where Q , [ 0, T )× Rd
∗
.
The following is a stronger version of Assumption V3.
Assumption V3′. f ∈ H0, 2, ϕ ∈ L1, 2, and V and V have the following representation:
dV t = −g t dt+ Z kt dBkt , dV t = −gt dt+ Z kt dBkt ,
with V , V ∈ H2, 2, Z , Z ∈ H1, 2, and g , g ∈ H0, 2.
The following clarifies the relationship between Assumptions V3 and V3′.
Proposition 4.1. (i) Assumption V3′ implies Assumption V3. (ii) If V and V satisfy
Assumption V3, then there exist two sequences of functions { V n}∞n=1 and { V n}∞n=1 such
that V n and V n satisfy Assumption V3
′ and the following
dV n, t = −g n, t dt+ Z kn, t dBkt , dV n, t = −gn, t dt+ Z kn, t dBkt ,
V n → V , V n → V a.e. in Ω×Q and in H1, 2 ∩ S0, 2.
Moreover, there exists a sequence of nonnegative random fields { h˜n }∞n=1 such that h˜n ∈
H0, 2 and
L V n +MkZ kn − g n ≥ −h˜n , L V n +MkZ kn − g n ≤ h˜n a.e. in Ω×Q,
‖hn‖0, 2 ≤ C(K)
(
‖ V ‖1, 2 + ‖ V ‖1, 2 + ‖Z ‖0, 2 + ‖Z ‖0, 2 + ‖ h ‖0,2
)
.
(4.3)
Proof. (i) For the two processes V and V in Assumption V3′, define
h , max
{(
L V +MkZ k − g
)−
,
(
L V +MkZ k − g
)+ }
,
where f+ and f− represent the positive and negative parts of f , respectively. We can
check that V and V satisfy Assumption V3.
(ii) For the process V in Assumption V3, define
V n = V ∗ ζn, g n = g ∗ ζn, Z n = Z ∗ ζn, hn = h ∗ ζn.
We have
dV n, t = −g n, t dt+ Z kn, t dBkt , V n ∈ H2, 2, g n ∈ H0, 2, Z n ∈ H1, 2, hn ∈ H0, 2.
Since V ∈ H1, 2, g , Z , h ∈ H0, 2 and V has the special representation (4.1), then we
have that
V n → V a.e. in Ω×Q and in H1, 2 ∩ S0, 2, g n → g , Z n → Z , hn → h in H0, 2.
So, it is sufficient to prove that there exist a nonnegative random field sequence { h˜n }∞n=1
satisfying (4.3).
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Let η (x) = ζn(y − x) in (4.2). In the following, we estimate every term in (4.2). At
first, we define
I1n(t, y) , −
∫
Rd
∗
aij(t, x)Di V (t, x)Dj η(x) dx− aij(t, y)Di,j V n(t, y).
We have
| I1n(t, y) | ≤
∫
Rd
∗
| aij(t, x)− aij(t, y) | |Di V (t, x)nd∗+1Dj ζ(n(y − x)) | dx
≤ K nd∗+1
∫
Rd
∗
| x− y | |Di V (t, x)Dj ζ(n(y − x)) | dx
= K
∫
B1
| x |
∣∣∣Di V (t, y − x
n
)
Dj ζ(x)
∣∣∣ dx
≤ C(K)nd∗
∫
Dn(y)
|Di V (t, x) | dx,
where
Dn(y)
∆
=
{
(x1, · · ·, xd∗) : | xi − yi | ≤ 1
n
for any i = 1, · · ·, d∗
}
.
Hence, we have the following estimate
‖I1n‖20,2 ≤ C(K)E
[ ∫
Q
∫
Dn(y)
nd
∗ |Di V (t, x) |2 dx dy dt
]
≤ C(K) ‖DV ‖20,2 .
Denote
I2n(t, y) , −
∫
Rd
∗
( σjk Z kDj η ) (t, x) dx− ( σjkDj Z kn ) (t, y),
I3n(t, y) ,
∫
Rd
∗
[(
biDiV + cV + µ
kZ k
)
η
]
(t, x)dx−
(
biDiV n + cV n + µ
kZ kn
)
(t, y),
I4n(t, y) , −
∫
Rd
∗
[ (
Dj a
ij Di V +Di σ
ik Z k
)
η
]
(t, x) dx.
Repeating the above argument, we get the following estimate:
‖I2n‖20,2 + ‖I3n‖20,2 + ‖I4n‖20,2 ≤ C(K)
(
‖Z ‖20,2 + ‖ V ‖21,2
)
.
Hence, if we denote
h˜n = hn + | I1n |+ | I2n |+ | I3n |+ | I4n |,
then the above estimates and T ( V , Z , G , h , η ) ≥ 0 imply that
L V n +MkZ kn − g n + h˜n ≥ 0, ‖h˜n‖20,2 ≤ C(K)
(
‖Z ‖20,2 + ‖ V ‖21,2 + ‖ h ‖20,2
)
.
Using the same method, we can deduce the rest of (4.3). ✷
A strong solution of BSPDVI (1.2) is defined as follows.
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Definition 4.1. If (V, Z, k+, k−) ∈ H2, 2 ×H1, 2 ×H0, 2 ×H0, 2 such that
Vt = ϕ+
∫ T
t
(LVs +MkZks + fs + k+s − k−s ) ds
−
∫ T
t
Zks dB
k
s , a.e. x ∈ Rd
∗
for all t ∈ [0, T ] and a.s. in Ω;
V ≤ V ≤ V , k± ≥ 0 a.e. in Ω×Q;∫ T
0
(Vt − V t) k+t dt =
∫ T
0
(V t − Vt) k−t dt = 0 a.e. in Ω× Rd
∗
.
(4.4)
Then (V, Z, k+, k−) is called a strong solution of BSPDVI (1.2).
We have the following verification theorem for Problem Dtx.
Theorem 4.2. (Verification) Let Assumptions V1-V4 be satisfied and (t, x) ∈ Q.
Let X be the solution of SDE (1.1) with the value being x at the initial time t, and
V (X) , V (·, X·) and V (X) , V (·, X·) are stochastic processes with continuous paths.
Assume that the four-tuple (V, Z, k+, k−) is a strong solution of BSPDVI (1.2) with
aij ,
1
2
(
d1∑
l=1
γi lγj l +
d2∑
l=1
θi lθj l
)
, bi , βi, c , 0, σ
ik , θi k, µk , 0 (4.5)
for any i, j = 1, · · · , d∗ and k = 1, · · · , d2. Then V (t, x) is the value of Problem Dtx.
Define
τ ∗1 , inf {s ∈ [ t, T ] : Vs(Xs) = V s(Xs)} ∧ T
and
τ ∗2 , inf
{
s ∈ [ t, T ] : Vs(Xs) = V s(Xs)
} ∧ T.
Then, (τ ∗1 , τ
∗
2 ) is a Nash equilibrium point of Problem Dtx.
Remark 4.1. Assumptions D1, D2, and (4.5) imply Assumptions V1 and V2. If As-
sumptions D1, D2, V3′, and (4.5) are all satisfied, then the processes V (X) and V (X)
are Itoˆ processes and possess path continuous versions by Theorem 3.1. If V and V are
continuous with respect to (t, x) a.s. in Ω, and Assumptions D1 and D2 are satisfied, then
V (X) and V (X) are stochastic processes of continuous paths.
Proof of Theorem 4.2. It is sufficient to prove that for any τ1, τ2 ∈ U t,T , it holds that
E
[
Rt(x; τ
∗
1 , τ2)
∣∣∣Ft ] ≥ Vt(x) ≥ E [Rt(x; τ1, τ ∗2 ) ∣∣∣Ft ] a.s. in Ω,
with equality in the first inequality if τ2 = τ
∗
2 and in the second inequality if τ1 = τ
∗
1 . In
what follows, we only prove the second inequality since the first one can be proved in a
symmetric way.
20
From Theorem 3.1, we deduce that V (X) is an Itoˆ process and possesses a path
continuous version. Hence, V (X) − V (X) and V (X) − V (X) are stochastic processes
with continuous paths. So, we have almost everywhere in Ω×Q,
χ{τ∗
1
<T} Vτ∗
1
(Xτ∗
1
) = χ{τ∗
1
<T} V τ∗
1
(Xτ∗
1
) and χ{τ∗
2
<T} Vτ∗
2
(Xτ∗
2
) = χ{τ∗
2
<T} V τ∗
2
(Xτ∗
2
),
and a.s. in Ω,
Vs(Xs)− V s(Xs) > 0 for any t ≤ s < τ ∗1 and V s(Xs)− Vs(Xs) > 0 for any t ≤ s < τ ∗2 .
Moreover, the third equality in Definition 4.1 implies that:
k+ χ{(w,s,x): (V−V )(w,s,x)>0 } = 0, k
− χ{(w,s,x): (V−V )(w,s,x)>0 } = 0 in M
d∗+3.
From Lemma 3.3 , we deduce that
k+s (Xs)χ{ s<τ∗1 } = 0, k
−
s (Xs)χ{ s<τ∗2 } = 0 a.e. in Ω× (0, T ),
and for any τ1, τ2 ∈ U t, T satisfying τ1 ≤ τ ∗1 , τ2 ≤ τ ∗2 , the following hold∫ τ1
t
k+s (Xs) ds = 0, and
∫ τ2
t
k−s (Xs) ds = 0, a.s. in Ω. (4.6)
On the event {τ1 ∈ U t, T : τ1 ≥ τ ∗2}, applying Theorem 3.1, we have
Rt(x; τ1, τ
∗
2 )
=
∫ τ∗
2
t
fu(X
t,x
u ) du+ V τ∗2 (X
t,x
τ∗
2
)χ{τ∗
2
<T} + ϕ(X
t,x
T )χ{τ∗2=T}
=
∫ τ∗
2
t
fu(X
t,x
u ) du+ Vτ∗2 (X
t,x
τ∗
2
)
=
∫ τ∗
2
t
fu(X
t,x
u ) du+
∫ τ∗
2
t
[
LVu +M
kZku − (LVu +MkZku + fu + k+u − k−u )
]
(X t,xu ) du
+M1(τ
∗
2 ) + Vt(X
t,x
t ),
where
M1(τ
∗
2 ) ,
∫ τ∗
2
t
(Zku +M
kVu)(X
t,x
u ) dB
k
u +
∫ τ∗
2
t
(N lVu) (X
t,x
u ) dW
l
u.
Recalling (4.5), (4.6) and k+ ≥ 0, we have
Rt(x; τ1, τ
∗
2 ) = Vt(x)−
∫ τ∗
2
t
k+u (X
t,x
u ) du+M1(τ
∗
2 ) ≤ Vt(x) +M1(τ ∗2 ) a.s. in Ω,
with equality if τ1 = τ
∗
1 , which follows from τ
∗
2 ≤ τ ∗1 and (4.6).
On the event {τ ∈ U t, T : τ1 < τ ∗2 }, in a similar way, we have
Rt(x; τ1, τ
∗
2 ) =
∫ τ1
t
fs(X
t,x
s ) ds+ V τ1(X
t,x
τ1 ) ≤
∫ τ1
t
fs(X
t,x
s ) ds+ Vτ1(X
t,x
τ1 )
≤ Vt(x) +M1(τ1) a.s. in Ω,
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with equality if τ1 = τ
∗
1 . So, we obtain that
Rt(x; τ1, τ
∗
2 ) ≤ Vt(x) +M1(τ1 ∧ τ ∗2 ),
almost surely with equality if τ1 = τ
∗
1 . Taking conditional expectations with respect to
Ft, we have
E
[
Rt(x; τ1, τ
∗
2 )
∣∣∣Ft ] ≤ Vt(x) for any τ1 ∈ U t, T a.s. in Ω
with the equality holding if τ1 = τ
∗
1 . The proof is then complete. ✷
5 Strong solution of BSPDVI (1.2): existence and
uniqueness, and comparison theorem.
In this section, we use the penalty method to prove the existence, and establish a com-
parison theorem to obtain the uniqueness.
We first deduce some estimates about BSPDE (2.3), which are crucial to the proof of
the main results in this paper.
Lemma 5.1. Let the assumptions in Lemma 2.2 be satisfied. Define f(·) , F (·, V (·)).
Then the strong solution (V, Z) of BSPDE (2.3) satisfies the following:
‖V −‖21, 2 + |‖V −|‖20, 2 + ‖Zχ{V≤0}‖20, 2
≤ C(κ,K, T )E
(
|ϕ−|20, 2 +
∫ T
0
∫
D
f−s V
−
s dx ds
)
, (5.1)
‖V +‖21, 2 + |‖V +|‖20, 2 + ‖Zχ{V≥0}‖20, 2
≤ C(κ,K, T )E
(
|ϕ+|20, 2 +
∫ T
0
∫
D
f+s V
+
s dx ds
)
, (5.2)
‖V ‖21, 2 + |‖V |‖20, 2 + ‖Z‖20, 2 ≤ C(κ,K, T )E
(
|ϕ|20,2 +
∫ T
0
∫
D
(fsVs)
+ dx ds
)
, (5.3)
E
( ∫ T
0
∫
D
fs V
−
s dx ds
)
≤ C(κ,K)
(
‖V −‖20, 2 + E |ϕ− |20, 2
)
, (5.4)
E
( ∫ T
0
∫
D
−fs V +s dx ds
)
≤ C(κ,K)
(
‖V +‖20, 2 + E |ϕ+ |20, 2
)
. (5.5)
Proof. Define the auxiliary functions:
ξ(r) =

r2, r ≤ 0;
r2 (1− r)3, 0 ≤ r ≤ 1;
0, r ≥ 1
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and
ξn(r) =
1
n2
ξ(nr).
we have ξn ∈ C 2(R), |ξ′′n| ≤ C,
lim
n→∞
ξn(r) = (r
−)2 uniformly, lim
n→∞
ξ′n(r) = −2r− uniformly,
and
lim
n→∞
ξ′′n(r) =
{
2, r ≤ 0;
0, r > 0.
Applying Itoˆ’s formula for Hilbert-valued semimartingales (see e.g. in [27]) to ξn(V ),
we deduce that J1n = J
2
n − J3n a.s. in Ω, where
J1n ,
∫
D
ξn(Vt) dx−
∫
D
ξn(ϕ) dx ,
J2n ,
∫
D
∫ T
t
[
ξ′n(Vs)Di(a
ijDjVs + σ
ikZks ) + ξ
′
n(Vs)
(
(bi −Djaij)DiVs
+c Vs + (µ
k −Diσik)Zks + fs
)
− 1
2
ξ′′n(Vs) |Zs|2
]
ds dx
=
∫
D
∫ T
t
[
− ξ′′n(Vs)
(
aijDiVsDjVs + σ
ikZksDiVs +
1
2
|Zs|2
)
+ξ′n(Vs)
(
(bi −Djaij)DiVs + c Vs + (µk −Diσik)Zks + fs
)]
ds dx,
J3n ,
∫
D
∫ T
t
ξ′n(Vs)Z
k
s dB
k
s dx.
Taking n→∞ in the above equalities, we have that
J1n → J1 ,
∫
D
( V −t )
2 dx−
∫
D
(ϕ− ) 2 dx,
J2n → J2 ,
∫
D
∫ T
t
χ{Vs≤0}
[
−
(
2aijDiVsDjVs + 2σ
ikZksDiVs + |Zs|2
)
−2 V −s
(
(bi −Djaij)DiVs + c Vs + (µk −Diσik)Zks + fs
)]
ds dx
J3n → J3 , − 2
∫
D
∫ T
t
V −s Z
k
s dB
k
s dx.
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Hence, J1 = J2 − J3 a.s. in Ω. Denote
|‖V |‖2k,2 ; t , E
(
sup
s∈[ t, T ]
| Vs |2k,2
)
and ‖V ‖2k, 2 ; t , E
(∫ T
t
| Vs |2k,2 ds
)
.
Since
J2 ≤
∫
D
∫ T
t
χ{Vs≤0}
[
− κ
2
|DVs|2 + C(κ,K) | Vs|2 − κ
2 (κ+ 4K)
|Zs|2 − 2 V −s fs
]
ds dx,
taking expectation on both sides of J1 = J2 − J3, we have
E|V −t |20, 2 − E|ϕ−|20, 2 ≤ −
κ
2
‖V −‖21, 2 ; t −
κ
2 (κ+ 4K)
‖Zχ{V≤0}‖20, 2 ; t
+C(κ,K) ‖V −‖20, 2 ; t − 2E
(∫ T
t
∫
D
V −s fs dx ds
)
. (5.6)
Hence,
sup
s∈[ t,T ]
E|V −s |20, 2 + ‖V −‖21, 2 ; t + ‖Zχ{V≤0}‖20, 2 ; t
≤ C(κ,K)
{
E ( |ϕ− |20, 2 ) + ‖V −‖20, 2 ; t + E
(∫ T
t
∫
D
f−s V
−
s dx ds
)}
.
This along with the Gronwall inequality yields that
sup
t∈[ 0,T ]
E|V −t |20, 2 + ‖V −‖21, 2 + ‖Zχ{V≤0}‖20, 2
≤ C(κ,K, T ) E
(
|ϕ− |20, 2 +
∫ T
0
∫
D
f−s V
−
s dx ds
)
.
Using the BDG inequality, we have
|‖V −|‖20, 2 + ‖V −‖21, 2 + ‖Zχ{V≤0}‖20, 2
≤ 1
2
|‖V −|‖20, 2 + C(κ,K, T )
[
‖Zχ{V≤0}‖20, 2 + E
(
|ϕ− |20, 2 +
∫ T
0
∫
D
f−s V
−
s dx ds
)]
.
So, the Gronwall inequality implies (5.1).
We prove (5.2) in the same way. Since
| V |+ |DV | = V + + V − + |DV + |+ |DV − |, (f V )+ = f+ V + + f− V −,
we derive (5.3) from (5.1) and (5.2).
On the other hand, taking t = 0 in (5.6), we have (5.4). Applying (5.4) to the BSPDE
for (−V,−Z), we have (5.5). ✷
We have the following comparison theorem, which implies the uniqueness of strong
solution of BSPDVI (1.2).
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Theorem 5.2. Let Assumptions V1 and V2 be satisfied. Let (Vi, Zi, k
+
i , k
−
i ) be the strong
solution to BSPDVI (1.2) with (f, ϕ, V , V ) , (fi, ϕi, V i, V i) for i = 1, 2. If f1 ≥
f2, ϕ1 ≥ ϕ2, V 1 ≥ V 2, and V 1 ≥ V 2, then V1 ≥ V2 a.e. in Ω×Q.
Remark 5.1. In general, we have no comparison on the reflection parts k±. Here is an
illustration. Take d∗ = 1,L = D2x,M = Dx, and T = 1.
(i) For the following parameters:
V 1 = (1 + x
2)−1, V 1 = 0, ϕ1 = (1 + x
2)−1, f1 = 3 (1 + x
2)−3;
V 2 = (1 + x
2)−1, V 2 = 0, ϕ2 = 0, f2 = −(1 + x2)−3,
we have
V1 = (1 + x
2)−1, Z1 = 0, k
+
1 = 0, k
−
1 = (1 + 6x
2) (1 + x2)−3;
V2 = 0, Z2 = 0, k
+
2 = (1 + x
2)−3, k−2 = 0,
with
k+1 < k
+
2 and k
−
1 > k
−
2 .
(ii) For the following parameters:
V 1 = e
4 (1 + x2)−1, V 1 = e
3−3t (1 + x2)−1, ϕ1 = e
3 (1 + x2)−1, f1 = 0;
V 2 = e
3t−3 (1 + x2)−1, V 2 = 0, ϕ2 = e
−3 (1 + x2)−1, f2 = 0,
we have
V1 = e
3−3t (1 + x2)−1, Z1 = 0, k
+
1 = e
3−3t (3x4 + 5) (1 + x2)−3, k−1 = 0;
V2 = e
3t−3 (1 + x2)−1, Z2 = 0, k
+
2 = 0, k
−
2 = e
3−3t (3x4 + 12x2 + 1) (1 + x2)−3,
with
k+1 > k
+
2 and k
−
1 < k
−
2 .
Proof of Theorem 5.2. Define
∆V , V1 − V2, ∆Z , Z1 − Z2, ∆k+ , k+1 − k+2 ,
∆k− , k−1 − k−2 , ∆f , f1 − f2, ∆ϕ , ϕ1 − ϕ2.
Then ∆f ≥ 0, ∆ϕ ≥ 0 and ∆V satisfies the following BSPDE:
∆Vt = ∆ϕ+
∫ T
t
(L∆Vs +Mk∆Zks +∆fs +∆k+s −∆k−s ) ds−
∫ T
t
∆Zks dB
k
s .
In view of Lemma 5.1 , since ∆f ≥ 0, ∆ϕ ≥ 0, k±1 ≥ 0, k±2 ≥ 0, we have that
‖(∆V )−‖21, 2 + |‖(∆V )−|‖20, 2 + ‖Zχ{∆V≤0}‖20, 2
≤ C E
(
| (∆ϕ)−|20, 2 +
∫ T
0
∫
Rd
∗
(∆fs +∆k
+
s −∆k−s )−(∆Vs)− dx ds
)
≤ C E
(∫
Rd
∗
∫ T
0
χ{V1<V2} ( k
−
1, s + k
+
2, s ) (V2, s − V1, s) ds dx
)
. (5.7)
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On the other hand, in the domain {V1 < V2}, we have
V 2 ≤ V 1 ≤ V1 < V2 ≤ V 2 ≤ V 1.
Hence, we deduce that∫ T
0
χ{V1<V2} ( k
−
1, s + k
+
2, s ) (V2, s − V1, s) ds
=
∫ T
0
χ{V1<V2}
[
( V2, s − V 1, s ) k−1, s − ( V1, s − V 1, s ) k−1, s
]
ds
+
∫ T
0
χ{V1<V2}
[
( V2, s − V 2, s ) k+2, s − ( V1, s − V 2, s ) k+2, s
]
ds
≤
∫ T
0
χ{V1<V2}
[
− ( V1, s − V 1, s ) k−1, s + ( V2, s − V 2, s ) k+2, s
]
ds. (5.8)
Since (V1 − V 1) k−1 ≤ 0 and (V2 − V 2) k+2 ≥ 0 a.e. in Ω × Q, then the forth equality
in (4.4) implies that∫ T
0
χ{V1<V2} (V1, s − V 1, s) k−1, s ds =
∫ T
0
χ{V1<V2} ( V2, s − V 2, s ) k+2, s ds = 0. (5.9)
From (5.7)-(5.9), we conclude that
‖(∆V )−‖21, 2 + |‖(∆V )−|‖20, 2 + ‖Zχ{∆V≤0}‖20, 2 = 0,
which means that ∆V ≥ 0, i.e., V1 ≥ V2. ✷
The main result of this section is stated as follows.
Theorem 5.3. Let Assumptions V1-V4 be satisfied. Then BSPDVI (1.2) has a unique
strong solution (V, Z, k+, k−) such that
‖V ‖2, 2 + |‖V |‖1, 2 + ‖Z‖1, 2 + ‖k+‖0, 2 + ‖k−‖0, 2
≤ C(κ,K, T )
(
E [ |ϕ | 1,2 ] + ‖f‖0, 2 + ‖ V ‖1, 2 + ‖ V ‖1, 2
+‖Z ‖0, 2 + ‖Z ‖0, 2 + ‖ h ‖0,2
)
. (5.10)
Moreover, if V (X) and V (X) are stochastic processes of continuous paths, then the strong
solution of BSPDVI (1.2) coincides with the value of Problem Dtx.
Proof. The uniqueness of strong solutions is an immediate consequence of Theorem 5.2.
The rest of the proof is divided into the four steps.
Step 1. Penalty. We construct the following penalized problem to approximate
BSPDE (1.2):
dVn, t = −
[LVn, t +MkZkn, t + ft + n (V n, t − Vn, t)+ − n (Vn, t − V n, t )+] dt
+Zkn, t dB
k
t ;
Vn, T (x) = ϕn(x) ,
(5.11)
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where V n and V n are defined in Proposition 4.1, and ϕn is the mollification of ϕ, i.e.,
ϕn = ϕ ∗ ζ , which is defined in (3.1). It is clear that V n ≤ ϕn ≤ V n and ϕn converges to
ϕ in L1,2.
Denote
F (w, t, x, u)
△
= ft(w, x) + n ( V n, t(w, x)− u )+ − n ( u− V n, t(w, x) )+.
Then F (·, u) is PB × B(Rd∗)-measurable for any u ∈ R and
F (·, 0) = f + nV +n − nV −n ∈ H0, 2, |F (w, t, x, u)− F (w, t, x, v)| ≤ 2n| u− v |.
According to Lemma 2.2, BSPDE (5.11) has a unique strong solution denoted by (Vn, Zn).
Step 2. The sequence {Vn} is bounded in H2, 2. Define
∆V n
△
=
√
n ( Vn − V n), ∆Z n △=
√
n (Zn − Z n), ∆V n △=
√
n ( Vn − V n).
Then (∆V n,∆Z n) is a strong solution to the following BSPDE:
d∆V n, t = −(L∆V n, t +Mk∆Z kn, t +
√
n f n, t + n (∆V n, t)
− − n (∆V n, t)+ ) dt
+ ∆Z kn, t dB
k
t ;
∆V n, T (x) = ϕ n(x)
with
f n
△
= f + L V n +MkZ kn − g n ∈ H0, 2 and ϕ n △=
√
n (ϕn − V n, T ) ≥ 0.
From Lemma 2.5, we have ϕ n ∈ H1, 2. In view of (4.3), we have
f n ≥ f − h˜n, f −n ≤ f− + h˜n,
‖ f −n ‖0, 2 ≤ C(K)
(
‖ f ‖0, 2 + ‖ V ‖1, 2 + ‖ V ‖1, 2 + ‖Z ‖0, 2 + ‖Z ‖0, 2 + ‖ h ‖0,2
)
.
Since(√
n f n + n (∆V n)
− − n (∆V n)+
)−
≤ √nf −n + n (∆V n)+, (∆V n)+ (∆V n)− = 0,
we have from (5.1) in Lemma 5.1 that
‖(∆V n)−‖21, 2 + |‖(∆V n)−|‖20, 2 + ‖∆Z nχ{∆V n≤0}‖20, 2
≤ C(κ,K, T )E
[ ∫ T
0
∫
Rd
∗
(√
n f −n, s + n (∆V n, s)
+
)
(∆V n, s)
− dx ds
]
= C(κ,K, T )E
[ ∫ T
0
∫
Rd
∗
f −n, s (
√
n∆V n, s)
− dx ds
]
≤ n
4C(κ,K)
‖ (∆V n)− ‖20, 2 + C(κ,K, T )C(κ,K) ‖ f −n ‖20, 2 . (5.12)
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Recalling (∆V n)
+ (∆V n)
− = 0, and applying (5.4) in Lemma 5.1 to BSPDE of
(∆V n,∆Z n), we have that
E
[ ∫ T
0
∫
Rd
∗
√
n f n, s (∆V n, s )
− + n
(
(∆V n, s)
−
)2
dx ds
]
= E
[ ∫ T
0
∫
Rd
∗
(√
nf n, s + n (∆V n, s)
− − n (∆V n, s)+
)
(∆V n, s )
− dx ds
]
≤ C(κ,K)
(
‖(∆V n)−‖20, 2 + E [ |ϕ−n |20, 2 ]
)
≤ C(κ,K) ‖(∆V n)−‖21, 2.
Hence, we deduce that
n2 ‖ ( Vn − V n )− ‖20, 2 = E
[ ∫ T
0
∫
Rd
∗
n
(
(∆V n, s)
−
)2
dx ds
]
≤ C(κ,K) ‖(∆V n)−‖21, 2 − E
[ ∫ T
0
∫
Rd
∗
f n, s (
√
n∆V n, s)
− dx ds
]
≤ n
2
2
‖ ( Vn − V n )− ‖20, 2 + C(κ,K, T ) ‖ f −n ‖20, 2 . (by (5.12))
Hence, we have
‖ k+n ‖20, 2 ≤ C(κ,K, T ) ‖ f −n ‖20, 2
with
k+n
△
= n ( V n − Vn )+.
In a similar way, we have
‖ k−n ‖20, 2 ≤ C(κ,K, T ) ‖ f + L V n +MkZ kn − g n ‖20, 2
≤ C(κ,K, T )
(
‖ V ‖21, 2 + ‖ V ‖21, 2 + ‖Z ‖20, 2 + ‖Z ‖20, 2 + ‖ h ‖20,2 + ‖ f ‖20, 2
)
with
k−n
△
= n ( Vn − V n )+.
From Lemma 2.2, we have the following estimate:
‖Vn‖22, 2 + |‖Vn|‖21, 2 + ‖Zn‖21, 2 + ‖k+n ‖20, 2 + ‖k−n ‖20, 2
≤ C(κ,K, T )
(
E [ |ϕn | 21, 2 ] + ‖f + k+n − k−n ‖20, 2 + ‖k+n ‖20, 2 + ‖k−n ‖20, 2
)
≤ C(κ,K, T )
(
E [ |ϕ | 21, 2 ] + ‖f‖20, 2 + ‖ V ‖21, 2 + ‖ V ‖21, 2
+‖Z ‖20, 2 + ‖Z ‖20, 2 + ‖ h ‖20,2
)
. (5.13)
Hence, there exists a subsequence of {(Vn, Zn, k+n , k−n )}, still denoted by itself, such that
Vn, Zn, k
+
n , k
−
n converges to V, Z, k
+, and k− weakly in H2, 2, H1, 2, H0, 2, and H0, 2, respec-
tively. Letting n tend to ∞ in (5.13), we have (5.10).
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Step 3. Vn converges to V strongly in H
1, 2. It is sufficient to show that {Vn}∞n=1
is a Cauchy sequence in H1, 2. Define
∆Vn,m , Vn − Vm, ∆V n,m , V n − V m, ∆V n,m , V n − V m, ∆Zn,m , Zn − Zm,
and ∆k±n,m , k
±
n −k±m with m ≥ n. Then (∆Vn,m,∆Zn,m) satisfies the following BSPDE:
∆Vn,m, t =
∫ T
t
(L∆Vn,m, s +Mk∆Zkn,m, s +∆k+n,m, s −∆k−n,m, s ) ds−
∫ T
t
∆Zkn,m, s dB
k
s .
From (5.3) in Lemma 5.1, we have
‖∆Vn,m ‖21, 2 + |‖∆Vn,m |‖20, 2 + ‖∆Zn,m ‖20, 2
≤ C E
{ ∫ T
0
∫
Rd
∗
[
∆Vn,m, s (∆k
+
n,m, s −∆k−n,m, s )
]+
dx ds
}
. (5.14)
Moreover, we have
∆Vn,m∆k
+
n,m = n [ ( Vn − V n )− ( Vm − V m ) + ∆V n,m ] ( V n − Vn )+
−m [ ( Vn − V n )− ( Vm − V m ) + ∆V n,m ] ( V m − Vm )+
≤ ( V m − Vm )+ k+n + ( V n − Vn )+ k+m +∆V n,m ( k+n − k+m )
≤ 2
n
k+n k
+
m + |∆V n,m | ( | k+n |+ | k+m | )
and
∆Vn,m∆k
−
n,m = n [ ( Vn − V n )− ( Vm − V m) + ∆V n,m ] ( Vn − V n )+
−m [ ( Vn − V n )− ( Vm − V m) + ∆V n,m ] ( Vm − V m )+
≥ − ( Vm − V m )+ k−n − ( Vn − V n )+ k−m +∆V n,m ( k−n − k−m )
≥ −2
n
k−n k
−
m − |∆V n,m | ( | k−n |+ | k−m | ).
Combining (5.13) and (5.14), we derive that as n, m→∞,
‖∆Vn,m‖21, 2 + |‖∆Vn,m|‖20, 2 + ‖∆Zn,m‖20, 2 ≤
C
n
+ C (‖∆V n,m ‖20, 2 + ‖∆V n,m ‖20, 2)→ 0,
since {V n}∞n=1 and {V n}∞n=1 are Cauchy sequences in H0,2. Hence, Vn converges to V in
H1,2.
Since
‖ ( V n − Vn )+ ‖0, 2 = 1
n
‖ k+n ‖0, 2 ≤ C/n→ 0 as n→∞,
we derive that ( V n−Vn )+ converges to 0 in H0,2. On the other hand, V n−Vn converges
to V − V in H0,2. Hence, we deduce that ( V − V )+ = 0, i.e., V ≥ V a.e. in Ω× Q. In
a similar way, we have
V ≤ V ≤ V , k+, k− ≥ 0 a.e. in Ω×Q,
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which is the second and third inequalities in (4.4).
Step 4. It remains to show that (V, Z, k+, k−) satisfies the first and forth
equalities in (4.4). Let ξ be an arbitrary PB-predictable element of L2, and ∀ η ∈ H2, 2.
We have η ξ ∈ H2, 2.
Rewrite (5.11) into the integrated form:
Vn, t = ϕ +
∫ T
t
(LVn, s +MkZkn, s + fs + k+n, s − k−n, s ) ds−
∫ T
t
Zkn, s dB
k
s .
Multiplying by η ξ both sides of the last equality, and integrating, we have
E
(∫ T
0
∫
Rd
∗
Vn ,t(x) η(x) ξt dx dt
)
= I1 + I2,
with
I1 , E
(∫ T
0
∫
Rd
∗
ϕ(x) η(x) ξt dx dt
)
− E
(∫ T
0
∫
Rd
∗
∫ T
t
η(x) ξtZ
k
n, s(x) dB
k
s dx dt
)
,
I2 , E
[ ∫ T
0
∫
Rd
∗
∫ T
t
η(x) ξt
(
LVn, s +MkZkn, s + fs + k+n, s − k−n, s
)
(x) ds dx dt
]
.
Evidently, we have
lim
n→∞
E
(∫ T
0
∫
Rd
∗
Vn, t(x) η(x) ξt dx dt
)
= E
(∫ T
0
ξt
∫
Rd
∗
Vt(x) η(x) dx dt
)
.
Since Zn converges to Z weakly in H
1, 2, from a known result (see [31, Theorem 4, page
63]), we have
lim
n→∞
E
(
ξt
∫ T
t
∫
Rd
∗
η(x)Zkn, s(x) dx dB
k
s
)
= E
(
ξt
∫ T
t
∫
Rd
∗
η(x)Zks (x) dx dB
k
s
)
for any t ∈ [ 0, T ]. Moreover, for every t ∈ [ 0, T ],∣∣∣∣∣E
(
ξt
∫ T
t
∫
Rd
∗
η(x)Zkn, s(x) dx dB
k
s
) ∣∣∣∣∣
=
∫
Rd
∗
| η(x) | E
∣∣∣∣∣ ξt
∫ T
t
Zkn, s(x) dB
k
s
∣∣∣∣∣ dx
≤ | η | 0,2
{∫
Rd
∗
E ( ξ2t ) E
[ ∣∣∣∣ ∫ T
t
Zkn, s(x) dB
k
s
∣∣∣∣2
]
dx
} 1
2
≤ | η | 0,2
{∫
Rd
∗
E ( ξ2t ) E
[ ∫ T
t
∣∣ Zkn, s(x) ∣∣2 ds ] dx } 12
≤ | η | 0,2
[
E ( ξ2t )
]1/2
‖Zn‖20, 2 ≤ C | η | 0,2
[
E ( ξ2t )
]1/2
.
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Hence, using Lebesgue’s dominant convergence theorem, we have
E
(∫ T
0
∫
Rd
∗
∫ T
t
η(x) ξtZ
k
n, s(x) dB
k
s dx dt
)
→ E
(∫ T
0
ξt
∫ T
t
∫
Rd
∗
η(x)Zks (x) dx dB
k
s dt
)
.
In a similar way, we have
I2 → E
{∫ T
0
ξt
∫ T
t
∫
Rd
∗
η(x)
[
LVs(x) +MkZks (x) + fs(x) + k+s (x)− k−s (x)
]
dx ds dt
}
.
Hence, we show that for any η ∈ H2, 2 and PB-predictable stochastic process ξ belonging
to L2, it holds that
E
[ ∫ T
0
ξt
∫
Rd
∗
Vt(x) η(x) dx dt
]
= E
[ ∫ T
0
ξt
(∫
Rd
∗
ϕ(x) η(x) dx−
∫ T
t
∫
Rd
∗
η(x)Zks (x) dx dB
k
s
)
dt
]
+ E
[ ∫ T
0
ξt
∫ T
t
∫
Rd
∗
η(x) (LVs(x) +MkZks (x) + fs(x) + k+s (x)− k−s (x) ) dx ds dt
]
.
Since ξ is arbitrary, we see that for any η ∈ H2, 2, a.e. in Ω× [ 0, T ], it holds that∫
Rd
∗
η Vt dx =
∫
Rd
∗
η ϕ dx+
∫ T
t
∫
Rd
∗
η (Lvs+MkZks+fs+k+s −k−s ) dx ds−
∫ T
t
∫
Rd
∗
η Zks dx dB
k
s .
From Lemma 2.5, we deduce that V ∈ H2, 2 ∩ S1, 2, and (V, Z, k+, k−) satisfies the first
equality in (4.4).
Now, we prove the forth equality in (4.4). We have
V ≥ V , k+ ≥ 0,
∫ T
0
(Vt − V t) k+t dt ≥ 0.
On the other hand, since k+n converges to k
+ weakly in H0,2, Vn−V n converges to V −V
strongly in H0,2, and∫ T
0
(Vn, t − V n, t) k+n, t dt = n
∫ T
0
(Vn, t − V n, t) (V n, t − Vn, t)+ dt ≤ 0.
Therefore, we have
E
[ ∫
Rd
∗
∫ T
0
(Vt − V t) k+t dt dx
]
≤ 0,
which implies that ∫ T
0
(Vt − V t) k+t dt = 0 a.e. in Ω× Rd
∗
.
In a similar way, we have∫ T
0
(V t − Vt) k−t dt = 0 a.e. in Ω× Rd
∗
.
✷
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6 Further properties on the strong solution, and the
free boundary of BSPDVI (1.2).
In this section, we use the comparison theorem for BSPDVI to derive properties of strong
solutions and define the stochastic free boundary of BSPDVI (1.2) with extra conditions.
For this purpose, consider the following further assumptions.
Assumption V5(i). The coefficient functions a, b, c, σ, and µ are independent of the
variable xi for i ∈ { 1, 2, · · ·, d∗ }. Moreover, the dimension of the state space d∗ < 4.
Assumption V6(i). The functions f , ∆V, and ϕ are increasing (resp. decreasing) in
xi, where
f , f + L V +Mk Z k − g , ∆V , V − V , ϕ , ϕ− V T , i ∈ { 1, 2, · · ·, d∗ }.
Assumption V7(i). The functions f , −∆V, and ϕ are increasing (resp. decreasing) in
xi, where
f , f + L V +Mk Z k − g , ϕ , ϕ− V T , i ∈ { 1, 2, · · ·, d∗ }.
We have
Theorem 6.1. Let Assumptions V1, V2, V3′, V4, V5(i), and V6(i) be satisfied. Let
(V, Z, k+, k−) be the unique strong solution of BSPDVI (1.2).
(i) Then V − V is continuous and increasing (resp. decreasing) with respect to xi for
any x6 i ∈ Rd∗−1, a.e. in Ω× [ 0, T ].
(ii) Define the lower free boundary as
S i(w, t, x6 i) , sup {xi : (V − V )(w, t, x) = 0}
(resp. S i(w, t, x6 i) , inf {xi : (V − V )(w, t, x) = 0})
with x6 i , (x1, · · ·, xi−1, xi+1, · · ·, xd∗) ∈ Rd∗−1, and the convention that supØ = −∞ and
inf Ø =∞. Then, we have
V > V a.e. in {xi > S i(w, t, x6 i)} and V = V a.e. in {xi ≤ S i(w, t, x6 i)}.
(resp. V > V a.e. in {xi < S i(w, t, x6 i)} and V = V a.e. in {xi ≥ S i(w, t, x6 i)}.)
(iii) If Assumptions V5(j) and V6(j) with j 6= i are further satisfied, the free boundary
S i is monotone in xj for any x6 i, 6 j ∈ Rd∗−2, a.e. in Ω× [ 0, T ].
Remark 6.1. The lower free boundary is the interface between {V = V } and {V < V <
V }, and the upper free boundary in Theorem 6.2 is the interface between {V = V } and
{V < V < V }.
Proof. Denote δV , V − V and δZ , Z − Z . Then (δV, δZ, k+, k−) is the strong
solution of the following BSPDVI:
dδVt = −(LδVt +MkδZkt + f t) dt+ δZkt dBkt , if 0 < δVt < ∆Vt ;
dδVt ≤ −(LδVt +MkδZkt + f t) dt+ δZkt dBkt , if δVt = 0 ;
dδVt ≥ −(LδVt +MkδZkt + f t) dt+ δZkt dBkt , if δVt = ∆Vt ;
δVT (x) = ϕ (x) .
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For any fixed ε > 0, denote
δ˜V (w, t, x) , δV (w, t, x+ εei), δ˜Z(w, t, x) , δZ(w, t, x+ εei),
k˜±(w, t, x) , k±(w, t, x+ εei), f˜ (w, t, x) , f (w, t, x+ εei),
∆˜V (w, t, x) , ∆V (w, t, x+ εei), ϕ˜ (w, t, x) , ϕ (w, t, x+ εei),
where ei , (0, · · ·, 0, 1, 0 · ··, 0) is the i-th standard coordinate vector. So, Assumption
V5(i) implies that (δ˜V , δ˜Z, k˜+, k˜−) is the strong solution of the following BSPDVI:
dδ˜V t = −(Lδ˜V t +Mkδ˜Z
k
t + f˜ t) dt+ δ˜Z
k
t dB
k
t , if 0 < δ˜V t < ∆˜V t ;
dδ˜V t ≤ −(Lδ˜V t +Mkδ˜Z
k
t + f˜ t) dt+ δ˜Z
k
t dB
k
t , if δ˜V t = 0 ;
dδ˜V t ≥ −(Lδ˜V t +Mkδ˜Z
k
t + f˜ t) dt+ δ˜Z
k
t dB
k
t , if δ˜V t = ∆˜V t ;
δ˜V T (x) = ϕ˜ (x) .
Moreover, Assumption V6(i) implies that
f˜ ≥ f , ∆˜V ≥ ∆V , ϕ˜ ≥ ϕ . (resp. f˜ ≤ f , ∆˜V ≤ ∆V , ϕ˜ ≤ ϕ .)
In view of Theorem 5.2, we deduce that δ˜V ≥ ( resp. ≤ ) δV a.e. in Ω × [ 0, T ] × Rd∗ ,
which means that for any ε > 0, (V − V )(w, t, x+ εei) ≥ ( resp. ≤ ) (V − V )(w, t, x) a.e.
in Ω× [ 0, T ]× Rd∗ .
Since V, V ∈ H2, 2 and d∗ < 4, then the Sobolev imbedding theorem implies that V
and V have continuous versions such that they are continuous with respect to x a.e. in
Ω× [ 0, T ]. Hence, Conclusion (i) has been proved.
Since V − V ≥ 0, Conclusion (ii) is clear. In the following, we prove the last result.
Without loss of generality, we suppose d = 2, i = 1, j = 2 and f , ∆V, and ϕ are
increasing with respect to x1 and x2. Moreover, we fix (w, t) ∈ Ω × (0, T ). Then it is
sufficient to prove that the free boundary S 1(w, t, x2) is decreasing in x2.
According to Conclusion (ii), for any fixed x02 ∈ R,
V (w, t, x1, x
0
2)− V (w, t, x1, x02) > 0, ∀ x1 > S 1(w, t, x02).
Moreover, since V − V is increasing in x2, we have
V (w, t, x1, x2)− V (w, t, x1, x2) > 0, ∀ x1 > S 1(w, t, x02), x2 > x02.
In view of the definition of S 1, we have that for any x2 > x
0
2,
S 1(w, t, x2) , sup {x1 : (V − V )(w, t, x1, x2) = 0} ≤ S 1(w, t, x02).
Then the proof is complete. ✷
In a similar way, we have
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Theorem 6.2. Let Assumptions V1, V2, V3′, V4, V5(i), and V7(i) be satisfied. Let
(V, Z, k+, k−) be the unique strong solution of BSPDVI (1.2).
(i) Then V − V is continuous and increasing (resp. decreasing) with respect to xi a.e.
in Ω× [ 0, T ]× Rd∗−1.
(ii) Define the upper free boundary as
S i(w, t, x6 i) , inf {xi : (V − V )(w, t, x) = 0}.
(resp. S i(w, t, x6 i) , sup {xi : (V − V )(w, t, x) = 0}.)
Then we have
V = V a.e. in {xi ≥ S i(w, t, x6 i)} and V < V a.e. in {xi < S i(w, t, x6 i)}.
(resp. V = V a.e. in {xi ≤ S i(w, t, x6 i)} and V < V a.e. in {xi > S i(w, t, x6 i)}.)
(iii) If Assumptions V5(j) and V7(j) with j 6= i are further satisfied, the free boundary
S i is monotone in xj for any x6 i, 6 j ∈ Rd∗−2, a.e. in Ω× [ 0, T ].
7 The optimal stopping time problem as an extreme
case of a Dynkin’s game.
In this section, we consider an optimal stopping time problem (denoted by Problem O
hereafter), which involves only one choice variable of stopping times. We show that
Problem O is a special case of Dynkin games under suitable conditions and identify the
corresponding results about Problem O and BSPDVI with one obstacle.
The state X is governed by SDE (1.1). The payoff is defined by
Pt (x; τ) =
∫ τ
t
fu(X
t,x
u ) du+ V τ (X
t,x
τ )χ{τ<T} + ϕ(X
t,x
T )χ{τ≥T}, τ ∈ U t,T .
The optimal stopping problem Otx, associated to the initial data (t, x), is to find a stopping
time τ ∗ ∈ U t,T such that
E
[
Pt(x; τ
∗)
∣∣∣Ft ] = Vt(x) , ess.sup
τ∈U t,T
E
[
Pt(x; τ)
∣∣∣Ft ].
The random variable V (t, x) is called the value of Problem Otx.
Consider the following two assumptions on the cost functions f, V , and ϕ.
Assumption O1. (Regularity) f ∈ H0, 2, ϕ ∈ L1, 2 and V is in the form of
dV t = −g t dt+ Z kt dBkt ,
where V ∈ H2, 2, Z ∈ H1, 2, and g ∈ H0, 2.
Assumption O2. (Compatibility) V T ≤ ϕ.
The HJB equation for Problem Otx is the following BSPDVI with one obstacle:
dVt = −(LVt +MkZkt + ft) dt+ Zkt dBkt , if Vt > V t ;
dVt ≤ −(LVt +MkZkt + ft) dt+ Zkt dBkt , if Vt = V t ;
VT (x) = ϕ(x) ,
(7.1)
where the operators L and M are defined by (1.3).
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Definition 7.1. A triplet (V, Z, k+) ∈ H2, 2 × H1, 2 × H0, 2 is called a strong solution of
BSPDVI (7.1) if it satisfies the following:
Vt = ϕ+
∫ T
t
(LVs +MkZks + fs + k+s ) ds−
∫ T
t
Zks dB
k
s a.e. in R
d∗ for all t a.s. in Ω;
V ≥ V , k+ ≥ 0 a.e. in Ω×Q;∫ T
0
(Vt − V t) k+t dt = 0 a.e. in Ω× Rd
∗
.
Identical to the proof of Theorem 5.2, we have the following comparison theorem.
Theorem 7.1. Let Assumptions V1 and V2 be satisfied. Let (Vi, Zi, k
+
i ) be the strong
solution of BSPDVI (7.1) associated with (fi, ϕi, V i) for i = 1, 2. If f1 ≥ f2, ϕ1 ≥ ϕ2,
and V 1 ≥ V 2, then V1 ≥ V2 a.e. in Ω×Q.
The following lemma gives the relationship between Problems Dtx and Otx, and be-
tween BSPDVIs (1.2) and (7.1).
Lemma 7.2. Let Assumptions D1 and D2 (resp. V1 and V2), O1 and O2 be satisfied.
Then there exists a stochastic fields V such that Assumptions V3′ and V4 are satisfied.
Moreover, Problems Otx and Dtx (resp. BSPDVIs (7.1) and (1.2)) are equivalent. And
we have the following estimate
‖ V ‖2, 2 + ‖Z ‖1, 2 + ‖ g ‖0, 2
≤ C(κ,K, T )
(
E [ |ϕ | 1,2 ] + ‖f‖0, 2 + ‖ V ‖2, 2 + ‖Z ‖1, 2 + ‖ g ‖0, 2 + 1
)
. (7.2)
Proof. Let Assumptions D1, D2, O1, and O2 be satisfied. Let (V˜ , Z˜) be the strong
solution of the following BSPDE:{
dV˜t = −(L V˜t +Mk Z˜kt + f˜t) dt+ Z˜kt dBkt ;
V˜T = ϕ
+ ,
(7.3)
where L and M are defined by (2.2) and
f˜ , max{ f, 0, g − LV −Mk Z k } ∈ H0, 2.
According to Theorem 2.2 in [8], BSPDE (7.3) has a strong solution (V˜ , Z˜) ∈ H2, 2 ×
H1, 2. Moreover, the comparison theorem for linear BSPDE in [8] implies V˜ ≥ 0.
Since V satisfies{
dV t = − [LV t +Mk Z kt + ( gt − LV t −Mk Z kt ) ] dt+ Z kt dBkt ,
V +T ≤ ϕ ≤ ϕ+ ,
then the comparison theorem for linear BSPDE in [8] implies that V˜ ≥ V .
Define
V , V˜ + (1 + | x |d∗+1)−1.
35
Then V ∈ H2, 2, V > V +, V T > ϕ ≥ V T , and
d V t = −g t dt+ Z kt dBkt
with g = L V˜t + M
k Z˜kt + f˜t ∈ H0, 2 and Z = Z˜ ∈ H1, 2. Hence, V , V , and ϕ satisfy
Assumptions V3′ and V4. The estimate (7.2) follows from Lemma 2.2.
In the following, we prove that Problems Otx and Dtx are equivalent. We firstly claim
E
[
Rt(x; τ1, τ2)
∣∣∣Ft ] ≥ E [Pt(x; τ1) ∣∣∣Ft ], ∀ τ1, τ2 ∈ U t, T . (7.4)
In fact, on the event of {τ1 < τ2}, it is clear that
Pt(x; τ1) = Rt(x; τ1, τ2).
On the event of {τ1 ≥ τ2}, applying Theorem 3.1 and repeating the method in the proof
of Theorem 4.2, we deduce that
Rt(x; τ1, τ2) =
∫ τ2
t
fu(X
t,x
u ) du+ ϕ(X
t,x
T )χ{τ2≥T} + V τ2(X
t,x
τ2
)χ{τ2<T}
≥
∫ τ2
t
fu(X
t,x
u ) du+ ϕ(X
t,x
T )χ{τ2≥T} + V˜ τ2(X
t,x
τ2
)χ{τ2<T}
=
∫ τ2
t
fu(X
t,x
u ) du+ ϕ(X
t,x
T )χ{τ2≥T} + V˜ τ1(X
t,x
τ1 )χ{τ2<T} +
∫ τ1
τ2
f˜u(X
t,x
u ) du
−
∫ τ1
τ2
(Z˜ ku +M
kV˜ u)(X
t,x
u ) dB
k
u −
∫ τ1
τ2
(N lV˜ u) (X
t,x
u ) dW
l
u
≥ Pt(x; τ1)−
∫ τ1
τ2
(Z˜ ku +M
kV˜ u)(X
t,x
u ) dB
k
u −
∫ τ1
τ2
(N lV˜ u) (X
t,x
u ) dW
l
u.
Hence, we obtain
Rt(x; τ1, τ2) ≥ Pt(x; τ1)−
∫ τ1∨τ2
τ2
(Z˜ ku +M
kV˜ u)(X
t,x
u ) dB
k
u −
∫ τ1∨τ2
τ2
(N lV˜ u) (X
t,x
u ) dW
l
u.
Taking the condition expectation in the above inequality, we have (7.4).
If Problem Dtx has a saddle point (τ
∗
1 , τ
∗
2 ), then we have that
E
[
Pt(x; τ
∗
1 )
∣∣∣Ft ] = E [Rt(x; τ ∗1 , T ) ∣∣∣Ft ] ≥ E [Rt(x; τ ∗1 , τ ∗2 ) ∣∣∣Ft ]
≥ E
[
Rt(x; τ1, τ
∗
2 )
∣∣∣Ft ] ≥ E [Pt(x; τ1) ∣∣∣Ft ],
where τ1 is an arbitrary stopping time in U t, T and we have used (7.4) in the last inequality.
Hence, Problem Otx has an optimal stopping time τ
∗
1 ∈ U t, T .
Suppose that Problem Otx has an optimal stopping time τ
∗
1 ∈ U t, T . Then we choose
τ ∗2 = T . We see that for any τ1 ∈ U t, T ,
Rt(x; τ1, τ
∗
2 ) = Pt(x; τ1)
36
and
E
[
Rt(x; τ
∗
1 , τ
∗
2 )
∣∣∣Ft ] = E [Pt(x; τ ∗1 ) ∣∣∣Ft ] ≥ E [Pt(x; τ1) ∣∣∣Ft ] = E [Rt(x; τ1, τ ∗2 ) ∣∣∣Ft ].
On the other hand, according to (7.4), we have that
E
[
Rt(x; τ
∗
1 , τ2)
∣∣∣Ft ] ≥ E [Pt(x; τ ∗1 ) ∣∣∣Ft ] = E [Rt(x; τ ∗1 , τ ∗2 ) ∣∣∣Ft ].
Hence, (τ ∗1 , τ
∗
2 ) is a saddle point of Problem Dtx. Until now, we have proved that Problems
Otx and Dtx are equivalent.
Let Assumptions V1, V2, O1, and O2 are satisfied. Denote by (V̂ , Ẑ) the solution of
the following BSPDE:{
dV̂t = −(L V̂t +Mk Ẑkt + f̂t) dt+ Ẑkt dBkt ;
V̂T (x) = ϕ
+ ,
(7.5)
where L and M are defined in (1.3) and f̂ is defined as
f̂ = max{ f, 0, g −L V −Mk Z k }.
Moreover, we define
V = V̂ + (1 + | x |d∗+1)−1.
Repeating the above argument, we derive that BSPDE (7.5) has a strong solution
(V̂ , Ẑ) ∈ H2, 2 × H1, 2. Moreover, we have V̂ ≥ V +, V > V and V , V , and ϕ satisfy
Assumptions V3′ and V4. The estimate (7.2) follows from Lemma 2.2.
So, BSPDVI (1.2) has a unique strong solution (V, Z, k+, k−) by Theorem 5.3.
On the other hand, since V ≤ V̂ < V and ( V̂ , Ẑ ) is the strong solution of BSPDE
(7.5), then (V̂ , Ẑ, 0, 0) is the strong solution of the following BSPDVI:
dV̂t = −(LV̂t +MkẐkt + f˜t) dt+ Ẑkt dBkt , if V t < V̂t < V t ;
dV̂t ≤ −(LV̂t +MkẐkt + f˜t) dt+ Ẑkt dBkt , if V̂t = V t ;
dV̂t ≥ −(LV̂t +MkẐkt + f˜t) dt+ Ẑkt dBkt , if V̂t = V t ;
V̂T (x) = ϕ
+(x) .
In view of Theorem 5.2, V̂ ≥ V and V > V . So, we deduce that k− = 0 a.e. in Ω × Q
and (V, Z, k+) is the strong solution of BSPDVI (7.1).
On the other hand, in view of Theorem 7.1, the strong solution of BSPDVI (7.1) is
unique. So, the unique strong solutions of BSPDVI (7.1) and (1.2) coincide. ✷
Recalling Lemma 7.2 and Remark 4.1 in Section 4, and Theorem 5.3 in Sections 5, we
have
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Theorem 7.3. Let Assumptions V1, V2, O1, and O2 be satisfied. Then BSPDVI (7.1)
has a unique strong solution (V, Z, k+) such that
‖V ‖2, 2 + |‖V |‖1, 2 + ‖Z‖1, 2 + ‖k+‖0, 2
≤ C(κ,K, T )
(
E [ |ϕ | 1,2 ] + ‖f‖0, 2 + ‖ V ‖2, 2 + ‖Z ‖1, 2 + ‖ g ‖0, 2
)
.
Moreover, the strong solution of BSPDVI (7.1) coincides with the value of Problem O if
(4.5) holds.
Identically as in the proof of Theorem 6.1, we have
Theorem 7.4. Let Assumptions V1, V2, V5(i), O1, and O2 be satisfied, and the functions
f and ϕ be increasing (resp. decreasing) in xi, with f and ϕ be defined in Assumption
V6(i). Then assertions (i) and (ii) in Theorem 6.1 hold.
Moreover, if Assumption V5(j) with i 6= j is satisfied, and f and ϕ are monotone in
xj, then the free boundary S i is monotone in xj for any x6 i, 6 j ∈ Rd∗−2, a.e. in Ω× [ 0, T ].
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