In this paper, an enhanced artificial coronary circulation system (EACCS) algorithm is applied to structural optimization with continuous design variables and frequency constraints. The standard algorithm, artificial coronary circulation system (ACCS), is inspired biologically as a non-gradient algorithm and mimics the growth of coronary tree of heart circulation system. Designs generated by the EACCS algorithm are compared with other popular evolutionary optimization methods, the objective function being the total weight of the structures.
Introduction
Optimal design of truss structures subjected to dynamic behavior has been a challenging area of study and it is an active research area. Optimal truss design subjected to frequency bounds is a valuable tool for improving the dynamic behavior of the truss [1] [2] [3] [4] [5] . Natural frequencies of a truss should be enforced to avoid resonance with an external excitation. In addition, engineering compositions should be as light as possible. On the other hand, mass minimization conflicts with frequency bounds and increases the complexity of the problem [6, 8, 9] . As such, an expeditious optimization method is required to design the trusses susceptible to fundamental frequency constraints, and continuous effort is put by researchers in this aspect [7, 10] .
Size, shape, and topology optimizations are three main kinds of truss optimization. In size optimization, the final goal is to acquire the best bar sections, whereas shape optimization insures the best nodal positions of predefined nodes of the truss structure. The effect of shape and sizing on objective function and constraints are in conflict. Hence, simultaneous shape and sizing optimization with natural frequency bounds adds further complexity and often leads to fluctuations [11] . Several researchers have been using different optimization algorithms, yet this research area has not yet been fully investigated. In recent years, many optimization techniques have been studied in this application area [12] [13] [14] [15] [16] [17] .
Structural optimization can be categorized into two classes: discrete structural optimization and continuum structural optimization. Discrete structural optimization is also best-known as truss optimization, having connectivity of finite dimension parameters as variables (naturally discrete parameter system) and continuum structural optimization have field as a variable (discretized parameter system) [18] [19] [20] .
This paper suggests the application of the recently developed optimization algorithm, so-called the Artificial Coronary Circulation System (ACCS) [21] , for optimum design of truss structures with frequency constraints. Moreover, an enhanced version of the ACCS, called EACCS, is applied to the problem in hand. In this method, the solution candidates are considered as capillaries leaders that growth in direction best position for enhancing the dissemination system. Improving heart circulation system is achieved from current population and historically best position in order to have a suitable balance between exploration and exploitation.
In order to evaluate the performance of the ACCS, six truss structures are optimized for minimum weight with the design variables being considered as the cross-sectional areas of the members and/or the coordinates of some nodes. The truss examples have 10, 72, 120, 200, 37 and 52 members, respectively. The numerical results indicate that the planned algorithm is rather competitive with other state-of-the-art metaheuristic methods.
This study has been organized as follows: In Sect. 2, the mathematical formulation of the structural optimization with frequency constraints is stated. The enhanced algorithm EACCS is presented after a brief overview of the standard ACCS in Sect. 3. Six structural design examples are studied in Sect. 4 , and some concluding remarks are eventually provided in Sect. 5.
Statement of the optimization problem
In a frequency constraint truss shape and size optimization problem, the goal is to minimize the weight of the structure while satisfying some constraints on natural frequencies. The design variables are the cross-sectional areas of the members and/or the coordinates of some nodes. The topology of the structure is not expected to be changed and thus the connectivity of the structure is predefined and kept unaltered during the optimization process. For each one of the design variables should be chosen from a permissible range. The optimization problem can be stated mathematically as follows:
where X is the vector of the design variables, including both nodal coordinates and cross-sectional areas. Here, n is the number of variables which is naturally affected by the element grouping scheme which in turn is chosen considering the symmetry and practice requirements. G(X) is the merit function; f(X) is the cost function, which has been taken as the weight of the structure in a weight optimization problem; f penalty (X) is the penalty function that is used to make the problem unconstrained. When all of the constraints are contented, the penalty function value is equal to unity; ω j is the jth natural frequency of the structure and ω j * is its upper bound. ω k is the kth natural frequency of the structure and ω k * is its lower bound; x min and x max are the lower and upper bounds of the design variable x i , respectively. The cost function is expressed as:
where ρ i is the material density of member i; L i is the length of member i; and A i is the cross-sectional area of the ith member.
The penalty function is defined as:
where q is the number of frequency constraints. If the ith constraint is satisfied, c i will be taken as zero, otherwise it will be considered as: 
The parameters and are selected considering the exploration and the exploitation rate of the search space. In this study is taken as unity, and starts from 1.5 and linearly increases to 6 in all the test examples. These values penalize the unfeasible solutions more severely as the optimization procedure proceeds. As a result, in the primal stages, the agents are autonomous to explore the search space, but at the end they tend to choose solutions without violation.
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Artificial Coronary Circulation System (ACCS)
Optimization ACCS is a coronary tree growth process inspired algorithm, proposed by Kaveh and Kooshkbaghi [21] . This algorithm is based on coronary circulation of the heart muscle. The ACCS algorithm consists of two basic modes of the growing coronary tree: (i) produce stem-crown (known as bifurcation phase), and (ii) growing with the other capillaries (known as pruning phase). In this optimization algorithm an initial group of capillaries is considered as population and different main arteries are considered as different design variables of the optimization problem and a capillary leader's result is analogous to the "fitness value" of the optimization problem. In this algorithm, any branches of coronary tree is considered as a new solution and the total cost of the tree at any end is considered as the cost of the object function at any solution.
With these values, the Coronary Growth Factor (CGF) is calculated for any solution. This result is analogous to the fitness value of the optimization problem. Also, the best solution in the entire population is considered as the stem, and the best solution is the minimum value of the CGF. The process of the ACCS is divided into two main parts, 'Bifurcation phase' and 'Pruning phase'. The ACCS procedure can be briefly outlined as follows:
Bifurcation and Pruning phase (Global Search)
During this phase, a capillary leader tries to improve the CGF of the center of the suggested capillary leaders by the end of stem. Thus, at any iteration t, it is assumed that there are N var number of main arteries (i.e. design variables, j = 1,2,…, N var ), Npop is the number of capillary leaders (i.e. population size, i = 1,2,…, N pop ) and X c t j , is the mean of all the jth subjects of capillary leaders in a current capillaries population. However, the best capillary leader (CL) identified is considered by the algorithm as the stem. Thus, the CGF of the CLs are mathematically formulated as follows: 
fit mean fit
Then the existing solution is updated in the bifurcation phase according to the following expression: 
where X i j t ,
+1
indicates the new position value of the jth variable for the ith CL; and "dir" denotes the growth direction; and "rand" is a random number uniformly distributed in the range of (0,1); B f is the bifurcation factor and it determines the growth step and is equal to CGF i ; and X i j t , indicates the old position value of the jth variable for the ith CL.
Runner and Pruning phase (Local Search)
As mentioned in the previous steps, the best CLs are considered as the main arteries leaders and are converted to stems and the coronary tree grows. In this stage, all the new CLs grow at the end of the stems and create new CLs. Also, the CLs growth is based on the coronary growth factor (CGF) of the arteries leader along the coronary arteries tree. Therefore, an exponent factor is defined as follow:
where X i j t , +1 determines the new position value of the jth variable for the ith CL; and X i j t , determines the old position value of the jth variable for the ith CL; α is angiogenesis index and it is a decreasing function of time, which controls the pumping power of the heart. It is initialized to 1 at the beginning of the algorithm and is exponentially decreased to about 0.6 as the iterations elapse; and rand is a random numbers uniformly distributed in the range of (0,1); and X b, t j and X w, t j are the best and the worst CLs of the last (old) population which refer to the best arteries leader and the worst arteries leader. According to the above equations, each CL searches the space for the new position for growth as the capillaries.
Therefore, after each above mechanism, the best and worst CLs are found and the old values are updated. Also any component of the solution vector violating the variable boundaries can be regenerated from the Heart Memory (HM). Then, a memory is considered which saves the best CL vectors and their related coronary growth factor (CGF) values. So, the Heart Memory Considering Rate (HMCR) varying between 0 and 1 sets the rate of choosing a value in the new values from the historic values stored in the HM. In this study, the size of the HM (i.e. HMS) is taken as 5 and the HMCR is considered as 0.95.
Enhanced Artificial Coronary Circulation System
The purpose of this section is to introduce an improved version of the standard ACCS, Enhanced Artificial Coronary Circulation System (EACCS) optimization modifies the ACCS to get better solutions. The ACCS and EACCS use a heart memory (HM) for saving some of the best solutions and updating them in each iteration. The HM enables the ACCS and EACCS to have a stronger exploitation and better convergence. Furthermore, using a mechanism to change some components of capillaries leaders helps the algorithm to escape from local optima. The EACCS procedure is similar to that of ACCS, where only one step is added to its procedure:
Step 1: Initialization The initial positions for CLs are determined randomly in the search space as:
where X i,j 0 is the initial solution vector of the ith CL. Here, X min and X max are the bounds of design variables; rand is a random vector with each component being in the interval [0, 1] ; N pop is the number of the population of CLs.
Step 2: Defining Coronary Growth Factor (CGF) The value of CGF for each CL is evaluated according to Eqs. (6 and 7).
Step 3: Storing. Heart memory (HM) is utilized to save several historically best capillary leaders (CL vectors) and their related CGF and the objective function values. Solution vectors that are saved in the HM are added to the population, and the same number of current worst CLs is deleted. Finally, CLs are sorted according to their objective function values in an increasing order. Using this mechanism can improve the algorithm performance without increasing the computational cost.
Step 4: Bifurcation and Pruning phase and Jump out: To improve the exploration capability of the standard ACCS and to prevent premature convergence, a stochastic approach is used in EACCS. A parameter like Pro that is a number within (0,1) is introduced and specified whether a component of each CL must be changed or not. The value of Pro is evaluated according to Eq. (14) .
In this paper, the value of Pro is equal to 0.1 at the beginning of the search to emphasize the exploration, and then it is linearly increased to 0.3 at the end to encourage the exploitation.
For each CL, Pro is compared with Rand i (i = 1,…,N pop ), which is a random number uniformly distributed within (0, 1). Thus, the design variable of the ith CL value is regenerated by 
where X i,j = jth design variable of the ith CL; X min,j and X max,j are minimum and maximum limits of the jth design variable. Then, the CLs are updated and sorted according to their objective function values.
Step 5 Step 6: Updating Heart Memory. Keeping the best CLs in each iteration.
Step 7: Terminating condition check. The process of optimization is terminated after the predefined maximum evaluation number. Otherwise, the process is continued by going to Step 2.
A flowchart of the EACCS algorithm is shown in Fig. 1 .
Numerical examples
In this section, six most often used numerical examples are studied by the proposed methods. These examples consist of four truss structures for size optimization and two structures for shape and size optimization. The performance of the standard ACCS and EACCS are examined through six standard design optimization problems. These examples include some well-known planar and space trusses. The population number of the CLs or agents for these examples is taken as 20 for both methods. Also, for all these examples the maximum number of iterations is considered as 200. Material properties, cross-sectional area bounds, and frequency constraints are provided in Table 1 . For all examples, 10 independent optimization runs are executed as meta-heuristic algorithms have stochastic nature and their performance may be sensitive to initial population. The frequency constraints are handled using the well-known penalty approach.
Subsequently, statistical results are presented in terms of the best weight and the corresponding number of FE analyses, the mean weight and standard deviation. Only design variable values achieved from the best run are reported for comparison with those given by other optimization approaches to illustrate the accuracy and robustness of the proposed algorithm. Also, the ACCS and EACCS algorithms and the direct stiffness method for the analysis of truss structures are coded in MATLAB software. The example results are based on a Laptop with a CPU 2.4 GHz, and 6.0 GB of RAM. Also, the operation system is Windows 10 and the version of the MATLAB is R2016a. Besides, as one of the benchmark problems, this structure has been studied by other researchers that are listed in the pursuing literature [4-6, 8-10, 17, 22-24] . Table 2 shows a comparison of the optimal results obtained by the present algorithms with different approaches. The optimal weight accomplished by the proposed EACCS is better than other methods. Table 3 represents the first eight optimal natural frequencies obtained by the present work and different researches. All the frequencies strictly satisfy the allowable constraints and no constraint is violated.
The best and average convergence curves for these algorithms are illustrated in Fig. 3 . This algorithm rapidly discovers the optimal solution with only 5860 analyses, while the others algorithms require a larger number of analyses for the convergence. Also, the EACCS has minimum standard deviation among the presented solutions.
The 72-bar space truss
The second example aims to optimize a 72-bar space truss whose geometry and finite element model are depicted in Fig. 4 . The values of the cross-sectional area, minimum weight, and statistical information of the solution obtained by the standard ACCS, EACCS, and some other previous studies reported in the literature are presented in Table 4 . Four non-structural masses of 2270 kg are attached to four upper nodes. This is also a benchmark problem that has previously been examined by a variety of researchers such as Refs. [6, 8, 9, 17] .
Optimal results obtained by the present methods with different algorithms are provided in Table 4 for comparison. As it can be observed, the EACCS results in the smallest weight in comparison to the other algorithms. Table 5 reports the natural frequencies of the optimized structures; clearly, none of the frequency constraints are violated. The weight convergence histories obtained using both algorithms for this example are illustrated in Fig. 5 . It is found that the EACCS needs far fewer number of FE analyses to gain the optimal solution compared to the other algorithms. Note: GA = Genetic Algorithm; PSO = particle swarm optimization; CSS = charged system search; FA = firefly algorithm; CPA= Cyclical Parthenogenesis Algorithm; ACCS = Artificial Coronary Circulation System; N/A = not available. 
The 120-bar dome truss
The third example aims to optimize a 120-bar dome truss as shown in Fig. 6 . Non-structural masses are attached to all the free nodes as follows: 3,000 kg at Node 1, 500 kg at Nodes 2-13, and 100 kg at the remaining nodes. The symmetry of the structure about the x-axis and y-axis is considered to group the 120 members into seven independent size variables. This is also a benchmark problem that has been previously examined in a variety of studies such as [7-9, 17, 25] . Table 6 presents a comparison of the optimal results obtained by this work with those available in the literature. It can be noticed that in this case, the EACCS has the smallest optimal weight compared to the others. As reveals from the table, the standard deviation of the EACCS is lower than the others. The optimized structural frequencies (Hz) for these methods are presented in Table 7 . None of the frequency constraints are violated. Fig. 7 shows the weight convergence histories obtained using both ACCS and EACCS algorithms for this problem. 
The 200-bar planar truss
A planar truss containing 200 bars, shown in Fig. 8 , is optimized as the last example of the type of size optimization problem of truss structures with multiple frequency constraints. At upper nodes of the structure, non-structural masses of 100 kg are added for the free vibration analysis. Members of the structure are categorized into 29 groups corresponding to 29 design variables as indicated in Table 8 . This example has formerly been considered in detail by numerous researchers with different methods [6] [7] [8] [9] . Similar to the previously illustrated examples, optimal results obtained by the present algorithms and different approaches are summarized in Table 8 for comparison. As it can be seen, the best and average weight and standard deviation corresponding to the EACCS are better than some of the other methods. Furthermore, the number of FE analyses used to gain the optimal weight is the least for the EACCS.
Optimal natural frequencies obtained by different algorithms are displayed in Table 9 . It can be recognized that none of the constraints are violated. The weight convergence histories obtained using both algorithms for this structure are shown in Fig. 9 . Clearly, the convergence rate of the EACCS is always better than the other algorithms. Fig. 10 shows the initial shape and a finite element model of this structure.
A constant lumped mass of 10 kg is placed on each free node of the lower chord, and is assumed to be unchanged during the design process. All bars of the lower chord are fixedly assigned to a constant cross-sectional area of 4 × 10 -3 m 2 , whereas the others possess an initial cross-sectional area of 1 × 10 -4 m 2 . It should be noted that all the nodes of the upper chord are permitted to move vertically, their y-axis coordinates are thus taken as design variables. Furthermore, nodal coordinates and member areas are connected so that the structure is symmetric. Consequently, nineteen design variables containing five nodal coordinate and fourteen cross-sectional areas are redesigned. This structure which is a well-known benchmark problem has been previously studied by many researchers [4, 5, 10, 17, 22, [24] [25] [26] . Optimal results obtained by both algorithms and different approaches including cross-sectional areas, nodal coordinates, corresponding weights and statistics results are provided in Table 10 . It can be seen that the EACCS results in better solutions than the others. Table 11 represents the first five optimal natural frequencies attained by the present study and different algorithms. As can be observed, all the optimized frequencies are free from any violations of constraints. Fig. 11 describes the optimal shape of the truss structure obtained using the EACCS. It can be stated that this final shape is quite similar to those obtained in the previously published works. Finally, the convergence rate of the ACCS and EACCS are illustrated in Fig. 12. 
The 52-bar dome truss
The last example for the shape and size optimization problem is considered as a 52-bar dome truss. The initial schematic of the structure is depicted in Fig. 13 . For optimization purpose, the members of the structure are divided into eight variable groups as labeled in the same figure.
With each free node a mass of 50 kg is assigned. The three coordinates (x, y, z) of each free node can shift within the range ±2 m, and these are also considered as design variables. It should be noted that the entire structure must preserve its symmetry during the optimization process. Thus, there are thirteen independent design variables consisting of five shape and eight size variables. All member areas are initially assigned a value of 2 × 10 -4 m 2 . This dome truss is a well-known benchmark problem has previously been studied by researchers such as [5-10, 17, 24, 27] . Table 12 contains a comparison of the optimal results obtained by both ACCS and EACCS algorithms, and the other considered approaches. The effectiveness and robustness of the EACCS, the optimal weight achieved by the proposed method is the best compared to those given by the other considered algorithms as indicated in the table. Table 13 displays the first five optimal natural frequencies for different optimization methods. It can easily be seen that no violation of constraints are present for the optimized results. Fig. 14 sketches the final optimal shape of the structure given by the EACCS after the design process. It should be noted that similar configurations were also found by various studies in the literature. Fig. 15 shows the weight convergence histories obtained using the EACCS for this structure.
Conclusions
In this paper, a new enhanced ACCS is proposed for dealing with shape and size optimization problems of truss structures under multiple frequency constraints. The present algorithm is a bio-inspired population-based metaheuristic based on the re-growing behavior of the capillaries and arteries, which can happen repeatedly. Six numerical benchmark examples with highly nonlinear and non-convex properties including four examples for size optimization and two examples for shape and size optimization are tested to verify the effectiveness and robustness of the proposed approach.
The results are compared with those of some other optimization algorithms on the same problems. The results indicate that the performance of the EACCS is comparable to the other state-of-the-art methods. In fact, for six of the examples, EACCS found the best results among the compared methods.
Therefore, the EACCS is very promising algorithm to extend its applications to various engineering optimization problems in many fields with the high feasibility where the computational cost is important. Also, the EACCS is a multi-purpose optimization algorithm which can be used for other types of optimization problems from different fields of science and engineering. Application of the EACCS to different classes of optimization problems, and investigation of possible variants and modifications, could be the subject of future studies. Form the results of this study it can be concluded that both standard ACCS and its enhanced version have performed better than the many other methods available in the literature in some of the examples considered, and in one example the design is only slightly heavier than the best one found.
