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s.t. x&T, where V is a real valued function on R+.
If V(w1d(l, x), w2d(2, x), .. , wnd(n, x)) = If{wid(i, x): i E S}, then, a point x E T that minimizes V is called an absolute median (Hakimi 1964) . If, V(w1d(l, x), w2d(2, x), . . ., wnd(n, x)) = max{wid(i, x): i E S}, then, a point x E T that minimizes V is called a weighted absolute center (Hakimi 1964) . Both the absolute median and weighted absolute center have been extensively studied. Other choices of V that have been made are listed below along with the names of the points at which V attains a minimum.
(1) max {d(i, x): i E S}; absolute center (Hakimi 1964 
The list is not exhaustive. It is included to suggest the number and variety of choices that have been made for V.
For a succinct review of the properties of and algorithms used to determine these points, see Hansen et al. (1987) . With so many choices, it may not be clear why one choice of V should be preferred over another. Clearly, the context in which the facility location problem is being solved will play some role. For example, suppose the facility we are siting provides a service whose quality is inversely related to the distance from the facility. Since our location is obtained by minimizing V, this would immediately rule out any V which is decreasing in d(i, x) for all i E S. These considerations alone are not sufficient to whittle the number of choices down to one. The axiomatic approach we take in this paper does not resolve this matter. It does, however, make explicit what is involved in choosing one function V over another.
The axiomatic method starts by imposing axioms or principles that arg min V(w1d(l, x), w2d(2, x), . . ., wnd(n, x)) should satisfy. Notice we impose conditions on the point that will minimize V as opposed to V itself. We think it more natural to specify conditions on how a location behaves rather than on the function that will be used to measure the desirability of different locations. Second, a characterization of V alone, does not specify why one should minimize V rather than maximize. To decide one would have to appeal to some property that the resulting location should possess. Given the axioms, one deduces the class of, or unique V, that satisfies these axioms. Different axioms would characterize different objective functions. Thus, as Holzmann observes, "it becomes possible to argue in favor of, or against, a particular location in terms of principles satisfied or violated".
The axiomatic approach has been used successfully in a number of different areas, like social choice, Moulin (1988); bargaining, Lensberg and Thomson (1989) ; and cost allocation, Young (1985) . In the context of facility location, the axiomatic approach was pioneered by Holzmann (1990), who identified axioms that uniquely characterize the squared median of a tree network. Subsequently, other axioms were proposed and used to characterize the absolute median, absolute center as well as squared median of a tree in Vohra (1996) . Buhl (1988) has also argued the importance of the axiomatic approach in facility location, but the approach taken is different. He imposes axioms that characterize V rather than the location that is obtained by optimizing V.
Our goal in this paper is to describe a set of axioms that uniquely characterize the class of points in tree networks that are obtained by minimizing V(w1d(1, x), w2d(2, x), . . , wnd(n, x)) when V(wld(1, x), w2d(2, x), . I. ,wnd(n, x)) = E {wif(d(i, x)): i ES, where f is a nonnegative, nondecreasing, differentiable, and strictly convex function. The squared median is an example with f(x) = X2. This class of location functions is tree independent in the sense that it depends only on the distance between the points in S and not the "shape" of the specific tree which contains them. It excludes, for example, the following location rule:
"If the underlying tree is a star, locate at the absolute center, otherwise locate at the squared median". Call this particular location function the quasi-squared median. We give a rigorous definition of this notion of tree independence later.
Before continuing we note that the restriction of our efforts to tree networks is not uncommon in the facility location literature. We have been unable to extend our proof technique to the case of more general networks. In the last section of this paper we discuss some of the difficulties associated with such a task. We note that results parallel to the kind we obtain here have been obtained in In defining L we have restricted it to being single valued. Further notice that there is more than one set S which can be used to describe a given distribution of customer positions. These sets differ in having different points being assigned a weight of zero. For example, let S be the set consisting of a single point x with weight 1 and Q be the set consisting of two points x and y, with a weight of 1 at x and 0 at y. We will treat different descriptions of the same customer distribution as being equivalent. So, we would treat S and Q above as the same sets. We will assume that each customer prefers to have the location as close as possible to themselves. The first condition we impose on L is the following: There are a wealth of location rules that satisfy U and CS, and so these two axioms are not sufficient to reduce the choices available to just one class. Further restrictions need to be placed on the choice of an acceptable location. The next axiom is a regularity condition that captures the FOSTER AND VOHRA / 349 notion that L should not be "overly sensitive" to changes in the weights, w(S). 
Continuity (CN). For fixed S, L([S, w(S)]) is continuous

These two equations imply that L([B, w(B)]) must be between LEFT and RIGHT even in TB. C]
Thus, we can represent L([w1, w2 ID]) by its distance from the point LEFT. From now on, L for a simple customer set will be specified by the distance from LEFT. Given TI, the axiom U is redundant. Simply take w2 = 0, then pick an equivalent customer set S which does not include the point RIGHT and now use TI to reduce the tree to the singleton LEFT. Thus, the only possible point to locate at is the LEFT point (we include the axiom U, so as to make some of the proofs that follow clearer). If we drop the restriction that L is single valued (and modify the statements of the axioms appropriately), then the theorem holds with strict convexity of f replaced by convexity. As the proof involves no new ideas, but is more tedious, we omit it. An example of a location rule that is not single valued is the absolute median.
Population Monotonicity (PM). Suppose [S, w(S)] is a simple customer set and x = L([S, w(S)
]
INDEPENDENCE OF THE AXIOMS
In this section we establish that each of our axioms is independent of the others. This shows that each of TI, CS, CN, and PM is required to characterize the class of locations we are interested in. We exhibit, for each axiom, a location rule that satisfies all but that axiom.
It Rather than compute this quantity analytically, we design a system of springs that will produce the result. Take an ideal spring with Hooke constant w1 (a number that measures the stiffness of the spring) and attach one of its ends to LEFT. Take another ideal spring with Hooke constant w2 and attach one of its ends to RIGHT. Next, join the free ends of the two springs to each other and call the join p. Lay these springs down on the line T. Wait till they are in equilibrium, and look for where p is positioned on T. This will be the squared median.
Why is this the case? The equilibrium position is one that minimizes the total energy of the system. The amount of energy stored in a spring stretched to a length y is proportional to y2. The constant of proportionality being half the Hooke constant of the spring. Hence, if p is at the point x in T, the energy stored in the system of springs is:
(1/2)[w1d(l, x)2 + w2d(2, x)2].
Clearly, at equilibrium, p will position at the squared median. Notice also that in equilibrium the force of the spring pullingp to LEFT should be equal to the force pullingp to RIGHT. To stretch a spring a length of y requires a force proportional toy, the constant of proportionality being the Hooke constant of the spring. So, if p is at position x in T, the magnitude of the force pulling p to LEFT is w1d(l, x). Similarly, the force pulling p to RIGHT is of magnitude w2d(2, x). Hence, at equilibrium: w1d(1, x) = w2d(2, x).
Notice that this last expression is simply the stability condition for the special case when T is a line and S is a simple customer set.
More generally, we think of the function we are trying to minimize as being the energy of a suitably configured system of springs and the stability condition as capturing the idea that at equilibrium the forces in one direction cancel Table I . Proposition 6 is not listed because it relies on the earlier propositions. Proposition 3 relies only on TI. Finally, all statements about simple customer sets make use of TI.
POSSIBLE EXTENSIONS
In this section we discuss some of the obstacles that must be surmounted in order to generalize the result to arbitrary graphs. In moving from trees to arbitrary graphs, one must relax the requirement that L([S, w(S)]) is single valued. To see why, take as our underlying graph an equilateral triangle with a single customer at each corner. The symmetry inherent in this structure ensures that for each point there is another that "looks" just like it. This eliminates a location rule that is single valued. Thus, the statement of the axioms needs to be modified. As we have mentioned earlier, this is possible. For example, in the continuity axiom we would impose Hausdorff continuity. In the case of trees, the argument presented here is easily extended to deal with this possibility, but there are many technicalities having to do with existence and uniqueness of functions and integrals. These technicalities multiply when one moves from trees to general graphs.
Even if these purely technical issues can be finessed, there is another hurdle to be cleared. That is, Proposition 1 does not hold for general graphs. This proposition can be interpreted as a kind of local optimality implies global optimality theorem and is related to the fact that the distance functions d(x, y) are convex (Dearing et al. 1976 show that this convexity property holds if and only if the underlying network is a tree). The reader will recall that we made heavy use of this. In effect we showed that the 
