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The present repor t is a f i rs t publication in the context of the coope­
ration between the 
Information Science Research Unit ° ' the 
European Scientific Information P rocess ing Centre (CETIS) of the 
Joint Resea rch Centre of the 
Commiss ion of the European Communities in Ispra , 
and the 
Institute for Informatics (IFI) of the 
University of Stuttgart . 
This diploma-thesis (Diplom-Arbeit) is p resen ted to the 
Faculty of Mathematics of the 
Universi ty of Stuttgart . 
Although such theses usually a re not published (because of the 
l imited t ime schedule in which they have to be compiled), it was deemed 
worthwhile to record this one in contras t to the pract ice for two r e a ­
sons: 
- A large amount of t ime was dedicated to discuss ions and con­
sultations by the responsible pe r sons , and 
- the argument t r ea ted is of great i n t e re s t in the field of informa­
tion science. 
This thes is descr ibes methods of "Automatic Suffix Analys is" , and, 
in par t icu la r , reviews the approach chosen in the previous exper imen­
tal indexing project of CETIS. In the p resen t automatic indexing sys tem · 
this approach has been abandoned in favour of a s tem-suff ix analysis 
method developed in the machine- t rans la t ion context. 
In automatic text processings a suffix analysis is undertaken to s tan­
dardize word incidences without a s t em dict ionary control . In many a p ­
plications this relat ively s imple approach yields acceptable resu l t s 
such that more sophist icated methods need not be e laborated. 
The representa t ion of the problem is purely mathemat ica l , and, as 
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such, has the advantage of allowing a unique descr ipt ion of the 
different approaches used in the l i t e r a tu r e . Therefore , the effort 
nece s sa ry for building a mathemat ica l model seems to be justified. 
Although any kind of evaluation in information science turns out 
to be somewhat dubious, the conclusions of this thes is seems to con­
f i rm the frequent observat ion, that, at this level , rudimentary from 
the linguistic point of view, the s imples t solutions give the best r e ­
su l t s . Thus, for ins tance , the refined suffix analysis technique d e s ­
cr ibed by LOVINS is not as good as the l e s s elaborate method used 
in the CETIS project . 
The problems connected with automatic dict ionary sea rch and m o r ­
phological analys is , in pr inciple , can be considered to be resolved. 
However, only for a few languages a concrete analysis and the r e l a ­
tive morphology and dic t ionar ies , in the form of operat ional g r a m ­
m a r s and data ba se s , a r e avai lable . 
Therefore , the p resen t work may very well become the first of a 
s e r i e s , especial ly in considerat ion of the fact that automatic suffix 
analysis is ex t remely useful for semi-au tomat ic stem-affix dictionary 
construct ion. 
Dipl. Math. H. Fangmeyer 
for the 
Information Science Resea rch Unit 
CETIS 
Dr. H. J. Schneider 
for the 
Institute for Informatics 
University of Stuttgart 
IFI 
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Bei der automatischen Verarbei tung von Texten in na tür l icher 
Sprache - zum Beispiel bei automat ischer Sprachübersetzung, Doku­
mentation oder Wörterbuchers te l lung - i s t es er forder l ich , Textein­
heiten zu erkennen, um ihnen Information zuordnen zu können. Dies 
geschieht durch einen automatischen Vergleich der Texteinheiten mit 
einem gespeicher ten Wörterbuch, das für eine gegebene Anwendung 
die entsprechenden Informationen (Daten) enthält. 
Zu den T-'exteinheiten zählen u. a. die Wörter der Sprache, in der 
ein Text abgefasst i s t . 
Wörter t r e t en auf in f lektierten und abgelei teten F o r m e n , d .h . 
ihre Zeichenketten s t immen, t ro tz ähnlichen Informationsgehal tes , 
nicht überein. Die Verschiedenhei t ä u s s e r t sich oft durch unterschied­
liche Affixe (Präfixe, Suffixe) unter Beibehaltung eines gemeinsamen 
S tammes . 
Die semant ische Information eines Wortes i s t im wesentl ichen im 
Wor ts tamm enthalten, während die Affixe hauptsächlich eine g r a m m a t i ­
kal ische Information beinhalten. (Dies gilt insbesondere für F lex ions -
Affixe. ) 
1 Ansätze zur Worterkennung 
1. 1 Vergleich mit einem Stammwörterbuch 
Ein Stammwörterbuch enthält die Worts tämme einer Sprache . Jedem 
Worts tamm ist eine semant ische Information, entsprechend der Anwen­
dung, zugeordnet. 
Ein Wort eines zu analys ierenden Textes wird mit dem Stammwör­
terbuch vergl ichen. Stimmt der Stamm des Textwortes mit einem der 
Stämme des Wörterbuches überein, so wird ihm die mi t dem Stamm ge­
speicher te Information zugeordnet. 
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Eine Anwendung d ieser Methode is t nur sinnvoll, wenn dabei 
meh r Wert auf die semant ische Information gelegt wird als auf die 
g rammat ika l i sche . 
1.2 Suffixanalyse 
Bei einer Suffixanalyse wird kein Stammwörterbuch vorausge­
setzt , v ie lmehr werden Wor ts tämme e r s t erzeugt . 
Vorgegeben wird eine Liste von Suffixen einer Sprache. Durch 
feste Regeln werden die Suffixe eines Wortes von d iesem abgetrennt; 
die den Suffixen inhärente grammat ika l i sche Information kann dem 
Wort zugeordnet werden. 
Eine automatische Suffixanalyse is t eine wesentliche Hilfe bei der 
Ers te l lung von Stammwörterbüchern . 
1.3 Stamm-Suffix-Methode 
Mit einem kombinier ten Ansatz, bei dem sowohl ein S tammwör te r ­
buch als auch eine Suffixliste vorgegeben werden, e rz ie l t man die b e s ­
ten Ergebn i s se . 
Zwei Beispiele einer solchen Methode seien h ie r erwähnt. Sie we r ­
den angewandt auf die englische Sprache. 
1. SLC II (EURATOM) (15, 16) 
Es wird ein Stammwörterbuch vorgegeben, welches a u s s e r den 
Worts tämmen selbst noch eine Lis te der für Wortbildungen mit 
einem Stamm zulässigen Suffixe (und deren grammat ika l i sche Infor­
mation) enthält. Beispiel : 
ION (IZE, IZED, IZATION, . . . ) 
Ein zu analys ierendes Wort wird genau dann erkannt, wenn sein 
Stamm mit einem der Stämme des Stammwörterbuches übere in-
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s t i m m t , und se ine Endung e ines d e r für d i e s e n W o r t s t a m m z u l ä s s i ­
gen Suffixe i s t . 
2. SMART S y s t e m (SALTÓN) (20) 
E i n S t a m m w ö r t e r b u c h und e ine L i s t e m i t ca . 200 z u l ä s s i g e n Suffixen 
w e r d e n v o r g e g e b e n . 
E i n Wor t w i r d genau dann e r k a n n t , wenn m i n d e s t e n s e ine von fünf 
1) 
Bed ingungen er fü l l t i s t . 
Die v o r l i e g e n d e A r b e i t b e f a s s t s i c h i m fo lgenden m i t e i n e r a u t o m a ­
t i s c h e n Suf f ixana lyse . 
' Bed ingungen ( P e r s ö n l i c h e Mi t t e i lung von Prof . G. SALTÓN) 
(1) Das Wor t s t i m m t m i t d e m W ö r t e r b u c h e i n t r a g genau ü b e r e i n . 
(2) Die e r s t e n zwei o d e r m e h r Z e i c h e n des W o r t e s s t i m m e n m i t d e m 
W ö r t e r b u c h e i n t r a g ü b e r e i n und d e r R e s t des W ö r t e r b u c h e i n t r a g e s 
i s t e in E und d e r R e s t des W o r t e s i s t e in z u l ä s s i g e s Suffix, w e l ­
ches m i t A, E , I o d e r O beg inn t . 
(3) Die e r s t e n d r e i o d e r m e h r Z e i c h e n des W o r t e s s t i m m e n m i t d e m 
g e s a m t e n W ö r t e r b u c h e i n t r a g ü b e r e i n und d e r R e s t des W o r t e s i s t 
e in z u l ä s s i g e s Suffix. 
(4) Die e r s t e n d r e i o d e r m e h r Z e i c h e n des W o r t e s s t i m m e n m i t d e m 
g e s a m t e n W ö r t e r b u c h e i n t r a g ü b e r e i n und das n ä c h s t e Z e i c h e n des 
W o r t e s s t i m m t m i t d e m v o r a n g e h e n d e n ü b e r e i n und w i r d gefolgt 
von e i n e m z u l ä s s i g e n Suffix. 
(5) Die e r s t e n zwe i o d e r m e h r Z e i c h e n e i n e s W o r t e s s t i m m e n m i t denen 
des W ö r t e r b u c h e i n t r a g e s ü b e r e i n und d e r R e s t des W ö r t e r b u c h e i n ­
t r a g e s i s t ein Y und d e r R e s t des W o r t e s b e s t e h t aus e i n e m I, d e m e in 
z u l ä s s i g e s Suffix folgt . 
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2. M a t h e m a t i s c h e B e s c h r e i b u n g e i n e r Suf f ixana lyse 
Def in i t ionen d e r i m fo lgenden v e r w e n d e t e n Symbo le : 
c T e i l m e n g e 
U V e r e i n i g u n g von Mengen 
Π D u r c h s c h n i t t von Mengen 
\ Mengend i f f e renz 
Ρ L e e r e Menge (Nul lmenge) 
G " i s t a l s E l e m e n t en tha l t en in d e r M e n g e " 
"< Ordnung in e i n e r Menge ( s t r i k t e T o t a l o r d n u n g ) 
— Abbi ldung (f: A—B) 
/ S u m m e 
ÍN Menge d e r n a t ü r l i c h e n Z a h l e n 
|A| M ä c h t i g k e i t d e r (end l ichen) Menge A; K a r d i n a l z a h l 
:= " i s t n a c h Def ini t ion g l e i c h " 
oo unend l i ch 
A Konjunkt ion 
V Dis junk t ion 
—ι N e g a t i o n 
=> I m p l i k a t i o n 
<=»> Äqu iva lenz 
V Al lquan to r 
3 E x i s t e n z q u a n t o r χ 
= Gle ichung 
= Iden t i t ä t 
II Verknüpfung von Z e i c h e n k e t t e n 
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Durch eine Suffixanalyse wird zu jedem Wort einer Sprache ein 
Worts tamm gebildet. 
Die Zuordnung Wort ·­* Wor t s tamm kann durch eine Ab bildungs funk­
tion mathemat isch beschr ieben werden. 
2. 1 Zeichenketten 
Ζ sei die Menge a l l e r Zeichen ζ einer Sprache. 
Ζ = {± . , ) & + . . . abcde . . . 0123 . . . 9 } 
Das Zeichen ± sei das Ni l ­Zeichen. 
(Die Elemente der Menge Ζ sind nicht durch Kommata getrennt, 
da das Komma selbs t Element der Menge i s t . ) 
Definition von Ζ eichenketten: 
(1) Jedes Zeichen ζ e Ζ i s t eine Zeichenkette. 
Die Zeichenkette ± is t die Nul l ­Zeichenket te . 
(2) Jede endliche "Kombination (Aneinanderreihung) von Zeichen­
ket ten" i s t wieder eine Zeichenkette . Bei e iner Kombination 
mit der Null­Zeichenkette bleibt eine Zeichenkette unveränder t . 
Κ sei die Menge a l l e r Zeichenketten; Ζ is t eine Untermenge von Κ 
(Ζ C K). 
Eine "Kombination (Aneinanderreihung) von Zeichenketten" is t eine 
assozia t ive , nicht kommutative Verknüpfung in K. Wir verwenden für 
diese Verknüpfung das Symbol || . 
Die a lgebra ische Struktur (K, || ) i s t eine Halbgruppe, da das Asso ­
ziat ivgesetz erfüllt i s t : 
a1H (a 2 II a 3 ) = ί>χ II a.,) || a 3 
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Es erübr ig t sich daher , die Klammern zu schreiben, und wir 
können folgende abkürzende Schreibweise vere inbaren : 
n 
ax || a 2 || a 3 || . . . || ^ = | | a. (a. € K) 
i=l 
Diese Darstel lung ist eineindeutig, da die Verknüpfung nicht kom­
mutativ is t . 
Weiter vere inbaren wir: 
a) Alle Zeichenketten mit unteren Indizes sind beliebige Zeichen­
ketten aus K. 
b) Alle Zeichenketten mit oberen Indizes sind Zeichenketten aus Z. 
(in einigen Fäl len, vor a l lem in Beispielen, werden diese spe­
ziellen Zeichenketten ohne das Verknüpfungssymbol || g e sch r i e ­
ben; in diesen Fäl len verwenden wir lateinische Grossbuchstaben. 
Beispiel : 
HAND = h || a II n II d = ζ ' Il J II z k II ζ1 ) 
Bemerkung: Die Gruppenaxiome sind für (K, II ) nicht erfüllt. Es 
ex is t ie r t zwar eindeutig das neutra le Element ±, 
a || ± = ± | | a = a , 
es gibt jedoch zu einem a € Κ kein inverses Element 
a e Κ, für das 
a II ã = ã | | a = ± 
is t . 
Definition der Länge einer Zeichenkette: 
a sei eine Zeichenkette: 
P i i 
a = I I a ( a t Z ; p e l N ) 
i=l 
Dann is t 1(a) die Länge von a, und es gilt: 
1(a) := ρ (0 < ρ < oo) 
1(±) := 0 
15 
2. 2 Zerlegung eines Wortes 
Definition der Begriffe Wort, Wortendung, Wortkondition und Rest­
wort: 
Wort: Ein Wort i s t eine Zeichenkette, die kein Nil ­Zeichen enthält: 
( n é BN ; w1 ζ Ζ ; w1 -f ±) 
Die Länge eines Wortes is t : 
l ( w ) = η 
Beispiel : w = HAND l(w) = η = 4 
Wortendung: Die Endung eines Wortes w is t eine Zeichenkette, die 
wie folgt ­ definiert wird: 
(Oi k £ n­1 ; n=l(w)) 
Nach d ieser Definition gibt es n verschiedene Wortendungen eines 
Wortes der Länge n. 
Zusätzl ich wird eine "Null­Wortendung" e (w) definiert: 
n 
e (w) := ± 
n 
Alle n+1 Wortendungen des Wortes w fassen wir zusammen in der 
Menge E : 
w 
E w = (e k (w) / k=0, . . . , n } 
Fü r die Länge einer Wortendung gilt: 
l(ek(w)) = n­k 
16 



















Wor tkond i t i on : Die Kondi t ion (condi t ion code) e ine s W o r t e s w ­
m i t d e r Wor t endung e (w) ­ i s t e ine Z e i c h e n k e t t e , die fo lgen­
d e r m a s s e n de f in i e r t w i r d : 
k ­ m 
Ck, m ( w ) = % m ( ek ( w ) ) = J ^ 
c (w) : = ± V (m=k) k, m v 
k, m 
i c : = 
k ι ι 1 w 
i = m + l 
(0 < m < k) 
" N u l l ­ W o r t ­
kond i t i on" 
Zu d e r k ­ t e n Wor t endung e, (w) gibt es m a x i m a l k+1 v e r s c h i e d e ­
IC 
ne Wor tkond i t i onen . 
E i n Wor t w m i t n+1 W o r t e n d u n g e n ha t d a m i t m a x i m a l 
1 + Σ..­1+ [TI '""ψ1 
v e r s c h i e d e n e W o r t k o n d i t i o n e n . 
Al le c, (w) b i lden die Menge C : k , m v ' s w 
C = I o, (w) / k=0 , . . . , n ; m = 0 , . . . , k f w V. k, m J 
Die Länge e i n e r Wor tkond i t i on c, (w) i s t : 
k, m 
l(c (w)) = k ­ m 
k, m 
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Restwort : Der Rest eines Wortes w - mi t der Wortendung e (w) 
und der Wortkondition c, (w) - i s t eine Zeichenkette, die auf 
k, m 
folgende Art definiert wird: 
m 
(w) = r, (c, (e, (w))) = | | r 1 : = 
m 
k, m k, m k, m k 
k, m 
Beispiel : w = HAND (l(w) = n = 4) 
i= l i= l 


















































Es gibt also n+1 verschiedene Res twör te r , sie sind nur abhängig 
von m ( 0 i m á k ) : 
m . m 
r (w) = r (c1 (e (w))) = r = w irr k, m k .' ' .' ', 
i = l i = l m 
rm(w) = ± \ / ( m =°) 
m 
(0 < m ^ k) 





= ­j r (w) / k=0, . . . , n ; m=0, . . . , k r 
Die Länge eines Restwortes i s t : 
l(r (w)) = m 
m 
Die so definierten Mengen E , C und R sowie die Menge fwT 
w w w v. ■> 
sind Untermengen der Menge K a l le r Zeichenketten. Mit Hilfe der in 
K definierten Verknüpfung wird ein Wort ­ wie folgt ­ darges te l l t : 
W = r m ( w ) " Ck, m { w ) I' e k ( w ) 
Diese Darstel lung nennen wir Zerlegung des Wortes w. Eine solche 
Zerlegung is t nicht eindeutig bes t immt , v ie lmehr exis t ieren für ein 
Wort w der Länge n genau 
n+1 y­ . = /n+2\ = (n+D(n+2) 
verschiedene Zerlegungen. 
Beispiel : w = HAND (l(w) = n = 4 ) 
Nach obiger F o r m e l gibt es 15 verschiedene Zerlegungen: 
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k, m 
R e s t w o r t 
r m ( w ) 
Wo r tkond i t i on 
c (w) k , m 
Wor tendung 





2 , 1 
2, 2 
3 , 0 
3 , 1 
3 , 2 
3 , 3 
4 , 0 
4 , 1 
4 , 2 
4 , 3 















































2. 3 Zulässigkei t einer Zerlegung 
An eine Wortzerlegung 
w = r m (w) || c k j m (w) || ek(w) 
knüpfen wir folgende Bedingungen: 
(l) Eine endliche Menge E von Suffixen e. wird vorgegeben; die e. sind 
Zeichenketten. Die Null­Zeichenkette ± sei in E enthalten. 
Eine Zerlegung von w is t nur dann zulässig, wenn die ihr zugeordnete 
Wortendung e (w) e E auch Element der vorgegebenen Menge E is t , .κ w 
d .h . e, (w) muss enthalten sein im Durchschnit t von E und E : k w 
Β := e, (w)e En E I k w 
Diese Bedingung kann erfüllt sein für m e h r e r e Zerlegungen, sie 
is t i m m e r erfüllt für die Zerlegung mit e (w) = ±. 
(2) F ü r jede Zerlegung eines Wortes wird gefordert , dass die Zeichen­
kette 
r (w) || c (w) 
m k, m 
(Restwort plus Wortkondition) eine festgelegte Mindestlänge hat. 
Sei l(w) = n, dann ist l(e (w)) = n­k , 
ri 
l(c (w)) = k ­ m und 
k, m l ( r m (w)) = m 
Daraus ergibt sich als Länge von Restwort plus Wortkondition: 
l (r (w)) + l(c (w)) = m + k ­ m = k 
m k, m 
(0< k $ n) 
Eine Zerlegung eines Wortes w is t nur dann zulässig, wenn fol­
gende Bedingungen erfüllt sind: 
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a) Fal ls die Länge n des Wortes kle iner i s t als eine Konstante q, 
so is t die Länge k gleich n, 
n < q => k = n , 
d .h . es sind nur Zerlegungen mit der Null­Wortendung zulässig 
(en(w) = ±) . 
b) Fa l l s die Länge des Wortes g r ö s s e r oder gleich der Konstanten 
q is t , so is t die Länge k mindestens gleich q: 
η > q => k "i q 
Wir fassen diese beiden Bedingungen zusammen: 
B := j_n < q =*· k = n j A |_n * Ί => ^ ^ iJ 
(3) Die Bedingung B ist eine generel le Forderung an die Länge von 
Restwort plus Wortkondition für Zerlegungen mit beliebigen Wortend­
ungen e (w). Die folgende Bedingung sieht für Zerlegungen mit bes t imm-
ten Endungen e.€ E eine individuell festzulegende Längenbedingung vor . 
Wir bezeichnen diese - von Suffixen abhängige - Mindestlänge mit q(e.). 
Es wird gefordert : 
l ( r j w ) ) + l ( c k > m ( w ) ) = k > q(ek(w)) 
F ü r alle e . e E , für die ein q(e.) definiert is t , bilden wir die P a a r e 
1 1 
(e., q(e.)) und fassen sie in der Menge Q zusammen. 
Eine Zerlegung eines Wortes w is t nur dann zulässig , wenn die 
folgende Bedingung erfüllt i s t : 
B 3 : = ( e k ( w ) ' ^ e k ( w ) ) ) e Q = » k i l ( e k ( w ) ) 
(4) Eine endliche Menge C von Konditionen (condition codes) wird vo r ­
gegeben. 
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Die Elemente C. von C sind Mengen von Zeichenketten, die ­ wie 
folgt ­ gebildet werden können: 
a) Mengen, die genau eine Zeichenkette aus K enthalten. 
Beispiel : { ix} 
Verkürzte Schreibweise: IX 
b) Komplementmengen von Zeichenketten bezüglich K. 
Beispiel : KNIER} 
Verkürzte Schreibweise: ­ï ER 
c) Mengen, die durch Vereinigung von Mengen der in a) und b) 
beschr iebenen Arten gebildet werden sowie deren Komplement­
mengen bezüglich K. 
Beispiel : 1) { lX)u ( K \ {ER} ) 
2) K \ ( { l X } u ( K \ { E R } ) ) = ( K \ { l X } ) n { E R } 
Verkürzte Schreibweise: 1) IXv­,ER 
2) ^(iXv^ER) = ­ J X A E R 
Wir stel len diese Mengen also dar durch Verknüpfungen von Zei­
chenketten; die Verknüpfungsbasis ist ( A , V , ­ι). 
Weiter vere inbaren wir, dass diese Mengen im folgenden r e p r ä ­
sent ie r t werden durch eine natürl iche Zahl. 
Beispiel : y:=IXV­,ER . . 
L y (yelN) 
­, y:= ­ . I X A E R 
Die Menge \±} sei in C enthalten. 
Eine Zerlegung des Wortes w is t nur dann zulässig, wenn die Wort­
kondition c (w) auch in einem Element der Menge C enthalten ist . 
k, m ö 
B„ := c (w)6C Λ C EC 
4 k, mv ' ι ι 
Diese Bedingung is t mindestens erfüllt für c = ±. 
k, m 
(5) Eine endliche Menge G von P a a r e n (C., e.) mit C.€ C und e e E wird 
1 J ι J 
vorgegeben. Fü r jedes e.e E sei mindestens ein Paa r (C., e.) definiert . 
23 
Das Paa r (±, ±) sei in G enthalten. 
Eine Zerlegung des Wortes w is t nur dann zulässig , wenn folgen­
de Bedingung erfüllt i s t : 
B 5 :=(C(e k (w)) ,e k (w))€G 
Diese Bedingung is t mindestens erfüllt für das P a a r (±, ±). 
Die Bedingungen Β bis Β können angewandt werden in bel iebiger 
Reihenfolge, 
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2. 4 E i n d e u t i g k e i t e i n e r Z e r l e g u n g 
Die Bed ingungen für die Z u l ä s s i g k e i t e i n e r Z e r l e g u n g r e d u z i e r e n 
die Anzah l d e r m ö g l i c h e n Z e r l e g u n g e n e ine s W o r t e s w. D u r c h die fol­
gende Bed ingung Β w i r d die E i n d e u t i g k e i t g a r a n t i e r t . 
(6) Wir d e f i n i e r e n auf G eine z w e i s t e l l i g e i r r e f l e x i v e , t r a n s i t i v e und 
n ikonnexe 1 
nun g (G, <) . 
s e m i R e l a t i o n und e r h a l t e n d a m i t in G e ine s t r i k t e T o t a l o r d ­
,1) 
Als " g r ö s s t e s " E l e m e n t d e r g e o r d n e t e n Menge G w i r d das P a a r 
(±, ±) d e f i n i e r t . 
B 6 : = Es seien 
r m . ( w ) | | C k . , m . ( w ) | | \ . ( W ) ( Ì : 
1 1 1 1 
verschiedene zulässige Zerlegungen des 
wird diejenige Zerlegung ausgezeichnet , 
P a a r (C, e)€ G (im Sinne der Ordnung ­<) 
- ώ , O , . . . J 
Wortes w; dann 
die dem kleinsten 
entspr icht . 
E r g e b n i s : E s s e i w = r (w) || c (w) |l e (w) e ine Z e r l e g u n g des 
W o r t e s w. 
Die Z e r l e g u n g i s t genau dann z u l ä s s i g und u m k e h r b a r ein­
deu t ig , wenn die Bed ingungen Β b i s Β e r fü l l t s ind . 
1 6 
1 ) ™ Die E l e m e n t e d e r Menge w e r d e n i . a. so g e o r d n e t , d a s s e i n e r s c h ä r ­
f e r e n Bed ingung s t e t s die a l l g e m e i n e r e folgt . B e i s p i e l : (± , UIDS) 
( i 2 , DS) 
(± , s) 
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2. 5 E n d u n g s k e t t e n 
Die Z e i c h e n k e t t e r (w) || c (w) k a n n nun auch a l s Wor t i n t e r ­
m k, m 
p r e t i e r t w e r d e n . Wi r b e z e i c h n e n : 
w = w 
w_ = r 2 m (w ) || c (w ) = r (w ) || c (w ) 1 k, m 1 m , 1 k 1 , m 1 1 1 Τ '  
Dann gibt es für w w i e d e r genau e ine z u l ä s s i g e Z e r l e g u n g , die die 
Bed ingungen Β b i s Β e r fü l l t : 1 6 
wo = r _ ( W J Il S _ ( W J II e v (w?) 2 m 2 . 2 k 2 , m 2 2 k 2 2 
D a m i t g i l t : 
w, = r 1 m . <wz>' V , m K > K K > » \ K > '2' 2 
E n t s p r e c h e n d w i r d w. c (w_) | c, (w_) n o c h m a l s z e r l e g t . 
m 2 2 k 2 , m 2 2 
D i e s e r P r o z e s s ( I t e ra t ion ) w i r d f o r t g e s e t z t , b is ke ine Z e r l e g u n g 
m e h r e n t s t e h t , die s i c h von d e r v o r h e r g e h e n d e n u n t e r s c h e i d e t . 
B e m e r k u n g : Be i d e r I t e r a t i o n w i r d z u g e l a s s e n , d a s s die Mengen E, C, 
und G für j e d e n Ite r a t i o n s s c h r i t t neu d e f i n i e r t w e r d e n . 
Wi r k e n n z e i c h n e n die Mengen dann m i t o b e r e n I n d i z e s ; so 
i s t z . B . EMie v o r g e g e b e n e Menge E für den i ­ t e n I t e r a ­
t i o n s s c h r i t t . 
Man e r h ä l t nach r I te r a t i o n s s c h r i t t e n 
w = w = r 
1 m 
(w ) || c (w ) | | e (w ) | | e v (w ) || . . || e^ ( w ) r k , m r k r k r ­ 1 k , 1 r r ­ 1 1 r r 
o d e r 
w = w = r (w ) || c (w ) || e (w ) 1 m r k , m r .' . k . , . r ­ i + 1 r r r i= l r ­ i + 1 
( r e N) 
Die so d e f i n i e r t e E n d u n g s k e t t e 
b e z e i c h n e t , d a m i t g i l t : i= l
 k r ­ i + l 
(w ) s e i m i t e(w) 
w = r (w) || c (w) || e(w) m k , m r r r 
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2. 6 Der Wor ts tamm eines Wortes 
Ein Wor ts tamm im morphologischen Sinn is t nicht notwendig iden­
t isch mit derjenigen Zeichenkette, die aus einem Wort durch Abtrennen 
von Suffixen entsteht . So erhäl t man z. B. aus dem Wort KNIVES den 
Worts tamm KNIF dadurch, dass man zunächst die Pluralendung ES von 
dem Wort abtrennt und dann den Buchstaben V in ein F umwandelt. Diese 
Umwandlung erfolgt durch Veränderung einer Wortkondition (Transfor ­
mation), wobei die Wortkondition jedoch nicht notwendig identisch is t 











w = KNIVES 
w = KNIV || ± || ES 
ES 
± 
w = KNI II V II ES 
ES 
V 
V — F 
Im Hinblick auf eine Transformat ion bet rachten wir die Zerlegungen 
des Wortes w mi t der festen Endungskette e(w): 
w = r " ^(w) || c ƒ /w) || e(w) ( m ' variabel) m k , m r 
(Die Länge von Restwort plus Wortkondition is t k . ) 
r 
An diese Zerlegungen werden wei tere Bedingungen geknüpft, die eine 
von ihnen eindeutig auszeichnen und es dadurch ermöglichen, den Wort­
s t amm von w eindeutig zu definieren. 
Analog zu Β , Β und Β in 2. 3 werden die Bedingungen Β , Β und 4 5 2 7 o 
Β für die Zulässigkei t e iner solchen Zerlegung definiert . (Die zu Β und 
Β analogen Bedingungen entfallen, da sich diese auf die Endungskette e(w) 
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beziehen; e(w) is t h ier jedoch fest b e s t i m m t . ) 
Eine endliche Menge H von Paa ren (C.', t(C ")) mit C ' eC wird vor ­
J J J 
gegeben. Das Paa r (±, ±) sei in H enthalten. 
Bedeutung: Hat ein Wort eine Wortkondition aus der Menge C.", so soll 
sie durch die Zeichenkette t(C.O e r se t z t werden. 
(Bei Anwendung des P a a r e s (x, ±) wird also keine T r a n s ­
formation durchgeführt). 






t ( c r ) : = 
J 





Alle t. bilden die Menge T. J 







c " (w)6 c : A 
(c r , t (c r ) )£H 




k­m"] A [k> q ­ p j i q­•m '] 
In der Menge H führen wir nun wieder eine s t r ik te Totalordnung 
ein (H,­<). Das P a a r (±, ±) wird als das " g r ö s s t e " Element der Menge 
definiert . 
Analog zu Β in 2 .4 wird mit der folgenden Bedingung Β eine 6 10 
der zuläss igen Zerlegungen eindeutig ausgezeichnet : 
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B i o := Fa l l s m e h r e r e zulässige Zerlegungen 
w = r ^ , ( w ) | | c¿ , ( w ) | | e(w) ( i=2,3, . . ) 
i r i 
ex is t ie ren , 
so wird diejenige Zerlegung ausgezeichnet , die dem 
"kleinsten" P a a r (C, t )£H (im Sinne der Ordnung <) 
entspr icht . 
Damit sind eine Wortzerlegung und eine Transformat ionsvorschr i f t 
eindeutig bes t immt . 
Nach Ausführung der Transformat ion ergibt sich die Zeichenkette 
w = r ' ,(w) || t ^ || e(w) m m 
und wir können damit eindeutig den Worts tamm s(w) definieren. 
Wor t s tamm: Der Stamm s(w) eines Wortes w is t eine Zeichenkette, die 
wie folgt - definiert wird: 
s(w) := r ' , (w) || t , 
m m '»-w-'^«ς-Μ»») 
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2. 7 B e s t i m m u n g d e r W o r t a r t 
Die A r t e ine s W o r t e s (Subs tan t iv , V e r b u s w . ) k a n n in v i e l e n F ä l l e n 
au fg rund e i n e r t y p i s c h e n W o r t e n d u n g b e s t i m m t w e r d e n . 
B e i s p i e l : M E A S U R E M E N T 
E n d u n g : MENT ; S t a m m : MEASURE 
W o r t a r t : Subs t an t i v 
d . h . : MENT i s t e ine t y p i s c h e Endung e n g l i s c h e r S u b s t a n t i v e . 
Die A r t e ine s W o r t e s w s e i m i t a(w) b e z e i c h n e t . 
W o r t a r t e n s ind z u m B e i s p i e l : 
Subs t an t i v 
V e r b 
Adj ek t iv 
P r o n o m e n 
Ζ ah i wo r t 
u s w . 
K o m b i n a t i o n e n von W o r t a r t e n b e z e i c h n e n w i r w i e d e r a l s W o r t a r t e n . 
B e i s p i e l : 
S u b s t a n t i v / V e r b 
Z u s ä t z l i c h d e f i n i e r e n w i r e ine " u n b e s t i m m t e W o r t a r t " . 
Al le W o r t a r t e n a. w e r d e n z u s a m m e n g e f a s s t in d e r Menge A. ι 
Wir d e f i n i e r e n nun e ine r e c h t s e indeu t ige R e l a t i o n R , d e r e n V o r b e r e i c h 
1 
m i t G ü b e r e i n s t i m m t und d e r e n N a c h b e r e i c h die Menge A i s t : 
R £ G 1 χ A 1 
D s e i die Menge d e r g e o r d n e t e n P a a r e , w e l c h e d ie R e l a t i o n R e r fü l l en : 
D -{((^.e^a^/^e.JR^} 
Aus der Rechtseindeutigkeit der Relation R folgt die Gleichmächtigkeit 
1 
d e r Mengen D und G : 
IDI = I G 1 ! 
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Betrachten wir nun ein Wort mit se iner eindeutigen zulässigen 
Zerlegung 
w = wj = r m ( w r ) | | c k ( w r ) | | e k ( w ^ || . . . || eR ( w ^ , 
r r r r 1 
so wird die Wortar t von w folgendermassen definiert: 
a(w) = ε^Φ=> ((C(ek ( w ^ ) , eR ( w ^ ) , a ) € D 
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2. 8 Der Worts tamm als Repräsentant einer Wortklasse 
W sei die Menge a l le r Wörter w, S die Menge a l l e r Stämme s(w). 
Die Abbildung 
f : W — S 
is t eindeutig. 
Wir e rwei te rn den Definit ionsbereich der Funktion f um die Menge 
S. Die Elemente s 6 S werden durch die Funktion f auf sich selbst ab ­
gebildet. 
Die Vereinigungsmenge von W und S (e rwe i t e r t e r Definit ionsbereich 
der Funktion f) sei die Menge V: 
V = W U S 
Auf der Menge V wird die Relation R definiert (R Ç V χ V): 
V l R 2 V 2 ^ S 1 = f ( v 1 ) A S 2 = f ( v 2 ) A s 1 = s 2 
Diese Relation is t reflexiv, symmet r i s ch und t rans i t iv , d .h . eine Äqui­
valenzrela t ion (RSΤ­Relation). 
Die Wörter ν , ν 6 V sind also genau dann äquivalent, wenn ihre 
Stämme s und s gleich sind. 
1) 
Durch R wird die Menge V in disjunkte Klassen eingeteilt 
V = ( J [v.] 
i=l 
[v ] is t die Klasse a l le r Elemente v, die zu ν äquivalent sind. Der i ι 
Stamm s. gehört zur Klasse [v.] . Wir wählen s. als Repräsentanten 
der Klasse . 
1) Vgl. z . B . bei HORNFECK (9), Satz über Äquivalenzrelat ionen. 
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Bemerkung: Bei WENZEL (22) werden die Stämme s.€ S als Mor­
pheme bezeichnet. E r zer legt die Menge S weiter in 
zwei disjunkte Untermengen: 
1. Menge F der Formerne 
Enthält eine Klasse [s.") nur das Element s., so be­
zeichnet er dieses m i t E o r m e m . Danach is t jedes F o r ­
mern sein eigener Repräsentant . 
2. Menge L der Lexeme 
Diejenigen Morpheme, die keine Formerne sind, 
nennt er Lexeme. 
S = Lu F ; Ln S = Ρ 
Diese Bezeichnungen werden in der Linguistik jedoch nicht 
einheitlich verwendet. 
Κ = Menge a l le r Zeichenketten 
V = Menge a l le r Wörter und Stämme 
W = Menge a l le r Wörter 
S = Menge a l le r Stämme (Morpheme) 
F = Menge a l le r Formerne 
L = Menge a l le r Lexeme 
Ζ = Menge a l le r Zeichen 
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3 Ers te l lung von Suffixlisten 
In 2. 3 wurde eine Menge E von Suffixen vorausgese tz t . Zur 
Ers te l lung einer solchen Suffixliste sind zwei Ansätze möglich: 
1. Morphologischer Ansatz 
In vielen Grammatiken sind Zusammenstel lungen von Suffixen 
e iner Sprache enthalten, die aufgrund morphologischer Unter ­
suchungen definiert sind (13 a) und die für eine automatische 
Suffixanalyse übernommen werden können. 
2. S ta t i s t i scher Ansatz 
In vorhandenen oder zu ers te l lenden rückläufigen Wörterbüchern 
(11, 14) sind alle Wörter , beginnend mit dem letzten Buchstaben 
eines Wortes , alphabetisch geordnet, sodass Wörter mit gleichen 
Endungen hintereinander aufgeführt sind. Fa l l s eine g r ö s s e r e 
Zahl von Wörtern mit e iner gleichen Endung exis t ier t , kann man 
diese Wortendung als Suffix definieren. Eine solche Endung braucht 
jedoch kein Suffix im grammat ika l i schen Sinne zu sein. 
Fa l l s das rückläufige Wörterbuch für jedes Wort auch noch dessen 
Wortar t enthält, können mit d iesem Ansatz speziel l solche Suffixe 
gefunden werden, die cha rak te r i s t i s ch sind für eine bes t immte Wort­
a r t . 
In der L i t e ra tu r über automatische Textverarbei tung finden sich mehr 
oder weniger umfangreiche Suffixlisten, in den meis ten Fäl len e rs te l l t 
mit Hilfe e iner Kombination der beiden obigen Methoden ( l , 3, 4, 5, 12, 
17, 18). 
Ein automat ischer Algorithmus zur Ers te l lung eines Rege lsa tzes , 
der sowohl eine Wortstammbildung als auch eine möglichst gute Wort­
a r tbes t immung ermöglichen soll sowie ein Anwendungsbeispiel, finden 
sich in Anhang I. 
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3. 1 Spezielle Regelsätze 
Im folgenden werden dre i Regelsätze beschr ieben, und zwar mit 
der in 2 eingeführten Notation. Dazu müssen jeweils folgende Mengen 
und P a r a m e t e r definiert werden: 
1. Menge E Suffixe für den i ­ ten Ite rat ions schr i t t 
. 1 
(siehe 2 . 3 , Bedingung Β ) 
2. Menge C* Konditionen für den i ­ ten Ite rations schr i t t 
a) Mengen, die genau eine Zeichenkette aus Κ 
enthalten 
b) Komplementmengen von Zeichenketten bezüg­
lich Κ 
c) Mengen, die durch Vereinigung von Mengen der 
Arten a) und b) gebildet werden sowie deren 
Komplementmengen bezüglich Κ 
(siehe 2. 3, Bedingung Β und 2. 6, Bedingung Β ) 
3. Menge Τ Zeichenketten, in die eine Kondition t r ans fo rmie r t 
werden kann 
(siehe 2. 6) 
4. Menge G Suffixe mit zugeordneten Konditionen für den i ­ ten 
Ite rat ions s chri t t 
(siehe 2 . 3 , Bedingungen Β Β.) 
5 6 
5. Menge Η Transformat ionen 
(siehe 2 .6 , Bedingungen Β , Β ) 
8 10 
6. Menge Q Suffixe, für die eine speziel le Mindestlänge (des 
entstehenden Worts tammes) gefordert wird 
(siehe 2. 3, Bedingung B ) 
7. P a r a m e t e r q Generelle Mindestlänge für Worts tämme 
(siehe 2. 3, Bedingung B und 2. 6, Bedingung B ) 
£ 7 
8. Menge A Wortar ten 
(siehe 2. 7) 
9. Menge D Elemente der Menge G mit zugeordneten Wort­
a r ten 
(siehe 2. 7) 
— 35 
3. 1. 1 EURATOM-Regeln 
Von H. FANGMEYER und G. RAMBS (EURATOM (Cetis), Ispra) 
v/urde 1967 ein Regelsatz e r s te l l t , der in einem vollautomatischen 
exper imentel len Indexie rungs sys tem angewandt wurde (6,7) . Der da­
bei benutzte Algorithmus ( P r o g r a m m SUFFANAL, siehe Anhang V) ist 
r ekurs iv . Die Regeln ermöglichen Wortstammbildung und Wor ta r t ­
bes t immung. 
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= B v C v D v F v G v H v K v L v M v N v P v R v S v T v V v W v X v Z 
= A N v O R 
= A C v I C v A D v E D v U D 
= M v N 
= SVZ 
= S v T 






c) 1 := Bv Cv Dv Fv Gv HV Kv Lv M v N v Pv Rv Sv TV VV Wv Xv Ζ 
6 := SVT 
3 . Menge Τ (2 E l e m e n t e ) 
CT 
± 
— 38 — 
4. Menge G (164 Elemente) 
In der Menge G is t eine s t r ik te Totalordnung definiert, die de: 
Reihenfolge der Elemente in der folgenden Lis te entspricht (zuers t 
Spal ten, dann Zeilen). 
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Menge G1 ( l< i i 5) (79 Elemente) 
In der Menge G ist eine s t r ik te Totalordnung definiert , die 
der Reihenfolge der Elemente in der folgenden Liste entspricht 























































































































































5. Menge Η (2 Elemente) 
(XIONS, CT) 
( ± , ± ) 
Ordnung: (XIONS, CT)« (± , ±) 
6. Menge Q (O Elemente) 
Q = Ρ 
7. P a r a m e t e r q 
q = 4 
8. Menge A (4 Elemente) 
Ν (= Substantiv) 
V (= Verb) 
A (= Adjektiv oder Adverb) 
0 (= unbestimmt) 
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01 D ) , N ) ( (* 
UID), N) ((± 
ID), N) ((± 
D ) , N) ((± 
ANCE), N) ((± 
ENCE), N) ((± 
E ) , N) ((± 
AGE), N) ((± 
ICLE), N) ((± 
ENE), N) ((± 
ERE), N) (( 1 
URE), N) ((± 
EL), N) ((± 
ITHM), N) ((± 
ISM), N) ((± 
IUM), N) ((± 
UM), N) ((± 
PTION), N) ((± 
ΙΟΝ), N) ((nX 
ON), N) ((­.XI 
SHIP), N) ((± 
LER), N) (( 1 
ER), N) ((± 
OUR), N) ((± 
'S), N) ((± 
ISTICS), N) ((± 
ICS), N) ((± 
OIDS), N) ((± 
UIDS), N) ((± 
IDS), N) ((* 
DS), N) ((± 
ANCES), N) (( L 
ENCES), N) ((± 
ES), N) (( L 
AGES), N) ((± 
ACIES), N) ((± 
\NCIES), N) ((± 
:NCIES), N) ((± 
ARIES), N) ((± 
ERIES), N) ((± 




































































































































































































































































Y ) , 
IZ), 
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3. 1. 2 SM-Regeln 
Die folgende Suffixliste wird zusammen mit einem vorgegebe­
nen Stammwörterbuch im SMART Retr ieval System (19, 20) angewandt. 
Sie dient also nicht zur Wortstammbildung selbs t . 
Es wird hier dennoch versucht , auch mi t d ieser Suffixliste eine 
automatische Stammbildung durchzuführen, d .h . die Suffixe werden 
als Regeln für einen Stammbildungsalgori thmus in t e rp re t i e r t . 
Es wurden Versuche mi t und ohne I terat ion und mi t den Mindest­
längen 0 und 2 (für den entstehenden Stamm) durchgeführt. Die besten 
Ergebnisse ergaben sich bei e iner Mindestlänge von 2 und i t e ra t ive r 
Anwendung der Regeln. 
Die so definierten Regeln werden h ie r mit SM-Regeln bezeichnet . 
'Pe r sön l i che Mitteilung von Prof. G. SALTÓN 
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Ε Ν IN G 
Y S I N G 
A T I N G 
F Y I N G 
Elemente) 
I Z I N G 




Y T I C A L 
I C A L 









Ι ΓΙ CAT ΙΟΝ­
FI CAT I ON 
IΖAT ION 
ATION 































Ε I Τ IE S 
A B I L I T I E S 
IBILITIES 
I V I Τ I E S 




















I ZAT ION S 
ATIONS 
IT ION S 
IONS 


















































































2. Menge C (l E l e m e n t ) 
± 
3. Menge T (l E l e m e n t ) 
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4. Menge G (201 Elemente) 
G1 = ί(± , e.) / ±e C1 Λ e. Ε Ε1 Λ V J j j 
J J e i ( ± ' e i } 
J J 
i i 
Da die Menge C nur das Element ± enthält, ist die Menge G 
gleichmächtig mit der Menge E (|G | = iE I ). 
In der Menge G ist eine s t r ikte Totalordnung definiert . 
Die Ordnung entspricht der Reihenfolge der Elemente e.E E (zuerst 
Spalten, dann Zeilen). 
5. Menge H (l Element) 
(± , ±) 
6. Menge Ω (θ Elemente) 
Q = 0 
7. P a r a m e t e r q 
q = 2 
8. Menge A (l Element) 
0 (= unbestimmt) 
9. Menge D (201 Elemente) 
D = | ( (±, e.),0) / (±, e J e C ^ A 0 e A A \ ¡ _ ^ J ] 
(±, e.) ((±, e.),0) 
J J 
Die Menge A enthält nur das Element 0, daraus folgt die Gleich­
mächtigkeit der Mengen G und D: 
IG1! = IDI 
— 44 
3. 1.3 LOVINS 











































































































































































































































































































2 , . 
Menge E (1 Element) 
± 
Menge E (i> 2) (θ Elemente) 
E 1 = 














1 : = 
2 : = 
3 : = 
4 : = 
5 : = 
6 : = 
7 : = 
8 : = 
9 : = 
IO : = 
11 : = 
12 : = 
13 : = 
14 : = 
15 : = 
(32 E i e 
T v L L 
O V E 
A V E 
L v Ι ν U«AE 
UV XV S Λ­.OS 
A v C v E V M 
<¿SuW/V ­tSoWí 
LV I 
L V Ν 
N v R 
D R v Τ Λ ­ , Τ Τ 
S v Τ Λ ­,ΟΤ 
L V M v N v R 
S v U 




16 := Dv F v P H v THv Lv ERv ORv ESV T 







i l 7 
= ­,Ο Λ ­,Ε 
= ι Α Λ­>Ε 
= ­,U Λ­ ,Χ A­ .SV OS 
= ­,Α Λ ­.C Λ ­iE Λ ­ ι Μ 
= ­,L Λ ­,Ν 
= ­.S Λ­ ,U 
= ­ ,ΜΕΤ A ­ . R Y S T 
ι) ; üo steht für ein beliebiges Zeichen aus Ζ 
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= U L A­, 
= E N D A 
= H E R A 
= ENT / 
= ET A­, 











































4. Menge G 1 (195 Elemente) 
In der Menge G is t eine s t r ik te Totalordnung definiert, die der 
Anordnung der Elemente in der folgenden Liste entspr icht . (Die E l e ­







































































































( ± , 
( ± , 
( ± , 
( 16, 
( * , 
( * , 
( ± , 
( ± , 
( ± , 
( ± , 
( ± , 
( ± , 
( i E , 
( ± , 
( ± , 
( ± , 
( ± , 
( i E , 
( ± , 
( ­>2, 
( ± , 
( ± , 
( * , 
( ­iE, 
( 7, 
( ± , 
( ± , 
( * , 
( ± , 
( ± , 
( ± , 
( ± , 
( IN, 
( ± , 
( ± , 
( ± , 
( ± , 
( * » ( ± , 
( ± y 
( ± , 
(­il7, 
( ± , 
( ± , 
( ± , 
( 10, 
(± , 
( * , 
(± , 
( ± , 
(± , 
( ­i3, 
( ± , 
(± , 






























































































































































































































































( ± , 
( IN 
( ± , 
( ± , 
( ± 
( iE, 
< ± I 
( ± , 
( ± , 
( -Έ, 
( ± , 
( ± , 
( ± , 
( ± , 
( ± , 
( ± 1 
( ± , 
( ± , 
( ± , 
( ± , 
( ± , 
( ± 1 











































































( ± , 
( ± , 
( ± t ( ± , 
( ± 1 
( L, 
( ± , 
( * , 
( * 1 
( ¿ , 
( ± , 















































Menge G (i > 2) (θ Elemente) 
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5. Menge H (45 Elemente) 
In der Menge H besteht eine strikte Totalordnung, die der An­
ordnung der Elemente in der folgenden Liste entspricht (zuerst Spal­
















































: E X , 
: i x , 
; LUX, 
; UAD, 





















; 2 0 , 
: M I T , 
: 2 i , 
; ERT, 

















































































, 3) ( 
, 3) ( 
, 3 ) ( 
, 3) ( 
, 3) ( 
, 3) ( 
, 3) ( 
, 3) ( 
, 3) ( 










































7. Parameter q 
q = 2 
8. Menge A (l Element) 
0 (= unbestimmt) 
— 50 
9. Menge D (195 E l e m e n t e ) 
D = ((C.,e.),0) / ( C e . ) G G 1 A o e A Λ \j 
J J Ζ/"** ( C . , e . ) ( ( C . , e . ) , 0 ) 
J J 
Die Menge A en thä l t n u r das E l e m e n t 0, d a r a u s folgt die Gleich­
m ä c h t i g k e i t d e r Mengen G und D: 
Ο Ί = IDI 
— 51 
3 . 1 . 4 Weitere Regeln 
J. B. LOVINS erwähnt in (12) wei tere Algori thmen von 
a ) J . W . TUKEY, Pr ince ton Universi ty, 
b) M. LESK unter Leitung von G. SALTÓN und 
c) J. L. DOLBY, R and D Consultants , Los Altos, California, 
alle aufgrund persönl icher Mitteilungen. 
D.S . COLOMBO beschreibt in (l) einen Regelsatz für eine Wort­
stammbildung ("fragmentation a lgor i thm") . E r benutzt dabei einen 
rekurs iven Algori thmus, der in F o r m eines F lu s sd i ag ramms im An­
hang II darges te l l t is t . F ü r die erzeugten Stämme wird eine Mindest­
länge von dre i Zeichen gefordert . Eine Darstel lung des Regelsatzes in 
der in 2 abgeleiteten F o r m - durch Mengen - is t zwar möglich, es wird 
jedoch darauf verzichtet , da die Angaben über die verwendeten Suffix­
l is ten in der Arbeit unvollständig sind. 
Übernommen aus (l) 
— 52 — 
4 Anwendung spezie l ler Regelsätze auf eine Wortkollektion 
4. 1 Ergebnisse - Worts tämme und Wortar ten 
Die in 3. 1 beschr iebenen Regelsätze wurden auf 648 zufällig 
ausgewählte Wörter angewandt. 
(Die Auswahl der Wörter erfolgte aus G. SALTÓN, "Automatic Infor­
mat ion Organisation and Ret r ieva l" (19). Es wurden auf jeder Seite 
das 3. Wort der 3. Textzei le , das 5. Wort der 5. Textzeile und das 
3. Wort der dr i t t le tz ten Textzeile ausgewählt, sofern es weder "com­
mon words" (ARE, AT, A , THESE usw.) noch Ziffern oder Zahlen 
waren. Von diesen Wörtern wurden a u s s e r d e m für jedes 40. Wort 
SUFFIX NEGATIVE PURPOSE 
DICTIONARY SIMPLE LARGER 
NUMBER FALLS COME 
DOCUMENTS MEASURE SHOWS 
REQUIRED REJECTED 
anhand des Shorter Oxford Dictionary (21) "maximale Wortklassen" 
gebildet, die in die Wortkollektion einbezogen wurden. Schliessl ich 
wurden die Wörter alphabetisch geordnet . ) 
Die Ergebnisse - Wor ts tämme und Wortar ten - sind in den Tafeln 
III, 1 bis III, 18 im Anhang III darges te l l t , und zwar in 
Spalte 1 Wort, 
2 Wortar t nach LEHNERT ( l l ) , 
3 " " EURATOM-Regeln, 
4 Wor ts tamm, gebildet durch EURATOM-Regeln, 
5 " " " SM-Regeln, 
6 " " " LOVINS-Regeln. 
Die für die Bewertung definierten Wortklassen (siehe auch 2. 8 und 
4. 2) sind durch Striche voneinander getrennt. 
Die technische Durchführung der folgenden Untersuchungen erfolgte 
mit einem von H. FANGMEYER (EURATOM (Cetis), Ispra) e rs te l l ten 
P r o g r a m m , dessen Möglichkeiten der in 2 beschr iebenen Abbildungs-
53 
funktion entsprechen. Eine Beschreibung dieses P r o g r a m m s sowie 
eine Benutzeranleitung finden sich im Anhang V ( P r o g r a m m SUFFANAL). 
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4. 2 Ein Kr i t e r ium zur Bewertung der Wortstammbildung 
Methoden zur Bewertung von Stammbildungsalgori thmen finden 
sich bei SALTÓN (19) und LOVINS (13). Diese Methoden sind jedoch 
anwendungsorientier t , und zwar in Hinblick auf Dokument-Retr ieval -
Systeme. 
An d iese r Stelle soll jedoch nur versucht werden, zu beurtei len, 
ob die Stammbildung selbst befriedigend gelöst wird, d .h . bis zu wel­
chem Grad eine automatische Suffixanalyse für morphologisch v e r ­
wandte Wörter gleiche Stämme erzeugen kann. 
Fü r eine derar t ige Beurteilung wurden Klassen morphologisch 
verwandter Wörter der Testkollektion intel lektuell definiert . 
Die Best immung solcher Wortklassen is t jedoch subjektiv. Bei ­
spiel : Die Wörter FACT und FACTOR haben i h r e r Herkunft nach zwar 
den gleichen Stamm, die Wortbedeutungen sind jedoch so verschieden, 
dass die Wörter nicht auf einen gemeinsamen Stamm reduzier t werden 
soll ten. In solchen Zweifelsfällen wurden die Wörter verschiedenen 
Klassen zugeteilt . 
In dem folgenden Kr i t e r ium werden bewertet : 
(1 ) Gleiche Stammbildung innerhalb einer Wortklasse 
(2) Ungleiche Stammbildung versch iedener Wortklassen 
Worthäufigkeiten blieben unberücksichtigt . 
Abkürzungen: 
a = Anzahl a l le r Wörter der Wortkollektion 
k = Anzahl der in der Wortkollektion definierten Wortklassen (1 £ k $ a) 
s. = Anzahl der durch die Suffixanalyse gebildeten verschiedenen 
Stararne in der i - ten Wortklasse (s. ^ 1) 
s = 2_ s · (k $ s ^ a) 
i=l 1 
— 55 — 
u = Anzahl der eindeutig r ep rä sen t i e r t en Wortklassen. (Eine Wortklasse 
is t genau dann durch die gebildeten Stämme eindeutig r e p r ä ­
sent ier t , wenn keiner d iese r Stämme auch von Wörtern ande re r 
Klassen gebildet wurde. ) 
(0 <u £ k ; u< s) 
zu (l) : Mas s zahl für die Stammbildung innerhalb der Wortklassen: 
M a ­ s 
1 _ a ­ k 
M = 1 für a = k 
zu (2): Masszahl für die Verschiedenheit der Stämme aus verschie · 
denen Wortklassen: 
, . u 
M 2 = k 
Die Mas s zahl M wird gebildet aus dem Produkt von M und M : 
a ­ s u M = M . . Mo = ­ ~ 1 2 a ­ k k 
M = — für k = a a 
Behauptung: 0 < M , M , M ζ 1 
Beweis : Es gelten die Ungleichungen: 
1 <ί k < s <ς a (I) 




O í u í k (Π) 
a , s , k 2 0 A a > s A a £ k =*► M > 0 
a ^ s A a ^ k A s ^ k =* M ^ 1 
u , k £ 0 =» M > 0 
u $ k ^ ^ ^ X 
0 * M $ 1 Λ 0 < M < 1 
J. Li 
0 * M = M . M * 1 
Ext remfäl le : 1. Idealfall 
M = 1 => M = 1 A M 2 = 1 
( a = k v k = s ) A u = k 
(u = k = s) V (u = k = a) 
(u = k = s) v ( u = k = s = a) 
u = k = s 
(I) 
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Es wird für jede Wortklasse genau ein Stamm gebildet 
(k=s) und alle diese Stämme sind verschieden (u=s). 
2. Ungünstigster Fa l l 
M = 0 =» M, = 0 V M = 0 V M, = M = 0 1 2 1 2 
=> (a = s A a ^ k) V (u = O) 
V ( a = s A a / k A u = 0) 
Entweder 
sind alle Stämme innerhalb j eder Wortklasse verschieden 
(a = s), wobei mindestens eine Wortklasse mehr als ein 
Wort enthält (a φ k), 
oder /und 
keine Wortklasse is t eindeutig r ep rä sen t i e r t (u = 0). 
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4. 3 Bewertung der Regelsätze 
a) Wortstammbildung 
F ü r die drei zur Verfügung stehenden Regelsätze ergaben sich nach 
dem in 4 .2 definierten Kr i te r ium folgende Masszahlen für die Wort­




M = 0, 83 
M = 0, 81 
M = 0,69 
Tabellen zur Berechnung d iese r Masszahlen finden sich im Anhang 
IV, Tafe ln IV, 1 bis IV, 3. 
b) Bewertung der Wortar tbest immung 
Eine Best immung der Wortar ten wird nur mit den EURATOM­Regeln 
durchgeführt. 
F ü r die 648 Wörter der Wortkollektion wurden anhand des "Rück­
läufigen Wörterbuches der englischen Gegenwar tssprache" von 
M. LEHNERT ( l l ) und des "Shorter Oxfort Dict ionary" (21) die Wortarten 
bes t immt . Dabei bedeuten: 
N = Substantiv 
V = Verb 
A = Adjektiv oder Adverb 
O = Sonstige Wortar ten 
Die durch O gekennzeichneten Wörter sind im wesentl ichen Homo­
graphen. 
Man erhiel t folgende Ergebn i s se : 
Wortar t nach Wortar t nach 
LEHNERT und EURATOM­Regeln 
Sh. Oxf. Dictionary N V 
Ν |Π9| 0 
V 6 
A 1 1 








Anteil der Wörter , 
deren Wortar t r i ch­





178 99 91 280 648 
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Von den 648 Wörtern wurde für 453 die Wortar t r ichtig bes t immt , 
das sind 
69, 9 % . 
Von den Wörtern, deren Wortar t r ichtig bes t immt wurde, entfallen 
auf: 
Substantive 30,7 % (139) 
Verben 19,4 % ( 88) 
Adjektive 16,8 % ( 76) 
Sonstige 33, 1 % (150) 
Von den Wörtern, deren Wortar t falsch bes t immt wurde, entfallen 
auf: 
Substantive 37,9 % ( 74) 
Verben 27, 7 % ( 54) 
Adjektive 6, 7 % ( 13) 
Sonstige 2 7, 7 % ( 54) 
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Anhang I Automatische Ers te l lung von Suffixlisten 
(siehe 3) 
1 Algorithmus 
Der h ier beschriebene automatische Algorithmus setzt ein rück­
läufiges Wörterbuch in masch inen lesba re r F o r m voraus . 
Jedes Wort des Wörterbuches hat als Grundeigenschaft eine bes t immte 
Endung; dadurch kann das Wörterbuch nach folgendem Schema s t ruktu­
r i e r t werden: 
Niveau 




Den Wörtern können wei tere Eigenschaften zugeordnet sein, etwa die 
Wortar ten. 
Beispiele: Die Eigenschaft, eindeutig Substantiv zu sein. 
Die Eigenschaft, Substantiv oder Verb zu sein. 
Die Eigenschaft, eindeutig Adjektiv zu sein. 
Aus allen in dem Wörterbuch definierten Eigenschaften werden m 
speziel le Eigenschaften e (k = 1, . . . , m) ausgewählt. 
.Κ. 
Alle anderen werden zusammengefasst in der Eigenschaft eQ . 
Jedem Wort kann d; 
zugeordnet werden. 
Jedem Wort kann damit genau eine der Eigenschaften e mit k=0, . . . , m 
R 
Ein Knoten der obigen Struktur r ep rä sen t i e r t eine Menge M von 
Wörtern mit gleicher Endung. Die Mengen (Knoten) werden mit den In­
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d i z e s i und j g e k e n n z e i c h n e t ; i b e s t i m m t das N i v e a u und j i s t e in 
l a u f e n d e r Index für die Mengen e ine s N i v e a u s (j = l , . . . , j ). 
m a x 
E i g e n s c h a f t e n e i n e r Menge M. .: 
χ> J 
E = Anzah l d e r E l e m e n t e von M. . m i t d e r E i g e n s c h a f t e, 
k ; i , j i , j k 
Ζ . . = Anzah l d e r E l e m e n t e d e r Menge M. . 




P , . . = V e r h ä l t n i s von E . . z u e i n e r F u n k t i o n a l l e r E . . l ; i»J l ; i»J k ; i , j 
E 
o L i i d 
1 ; i , j f(E„ . . , Ε , . . . , E ) 
0;ι, j 1;ι, j m ; i , j 
E, . . = M a x i m u m a l l e r E . . m i t k > 1 h ; i , j k ; i , j 
E, . . = Max I E , . . / k = 1, . . . , m } h ; i , j ^ k ; i , j J 
D a r a u s folgt : 
e, i s t die in d e r Menge M. . a m h ä u f i g s t e n a u f t r e t e n d e s p e z i e l l e h ι, J 
E i g e n s c h a f t und Ρ . . die e n t s p r e c h e n d e V e r h ä l t n i s z a h l . h ; i , J 
D a m i t s i nd j e d e r Menge M. . zwei G r ö s s e n z u g e o r d n e t , 
l j J 
Z. .(M. .) und Ρ . .(M. .) i , J i , J h ; i , j i , j 
m i t d e r e n Hilfe die fo lgenden K r i t e r i e n z u r B e s t i m m u n g von Suffixen 
d e f i n i e r t w e r d e n können . 
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Kri te r i en zur Best immung von Suffixen: 
I Die Anzah l 
m i n d e s t e n s 
II Das 
Z. . d e r E l e m e n t e ( W ö r t e r ) 
g le i ch e i n e r K o n s t a n t e n U 
z. ,>u 
i . J 1 
V e r h ä l t n i s d e r Anzah l d e r E l e m e n t 
zu e i n e r F u n k t i o n a l l e r E . . 
k ; i , J m u s s m i n d e s t e n s g le i ch e i n e r 
III Die 
a u s 
l ä n g s t e 
gewähl t . 
h ; i , j 2 
(k=0, 
K o n s t a n t 
e i n e r 
s e i n . 
Men ge M 
e m i t d e r E i g e n s c 
m) in 
sn U 2 
d e r 
se in . 
Wor t endung , die die K r i t e r i e n I und II 
Menge 
e r fü l l t 
m u s s 
haft e. h 
M 
w i r d 
Bemerkung: Das Kr i t e r ium III is t automatisch dadurch erfüllt, dass 
der in Tafel I, 1 beschr iebene Algorithmus die Struktur 
des Wörterbuches von dem Niveau η her abarbei te t (aggio­
mera t ives oder bottom­up Verfahren). 
Spezielle Anwendungen: 
a) Best immung von Suffixen unter Berücksichtigung einer speziellen 
Eigenschaft. 
Als Eigenschaften e werden Wortar ten definiert , z . B . : 
k = 1 Substantiv 
k = 2 Verb 
k = 3 Adjektiv 
Alle übrigen Wortar ten werden durch k = 0 gekennzeichnet. 
b) Best immung von Suffixen ohne Berücksichtigung von Eigenschaften. 
Es wird nur die Eigenschaft e definiert . 
Die Funktion f(E .) wird so festgelegt, dass das Kr i te r ium II i m ­
" j i , J 
m e r erfüllt i s t : 
f(E ) = -&2*L 
V 0 ; i , j ; U2 
— 65 — 
Daraus folgt: 
E «U 
ρ _ ρ _ 0;i|J 
h;i , j 0;i, j E 
0; i , j 
Der eingerahmte Teil des Algorithmus " in Tafel I, 1 wird nicht 
durchlaufen, d .h . prakt isch wird nur das Kr i t e r ium I angewandt. 
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— n Ende ) 
ja V y 
Bestimmung der 
E, . . ( k = 0 , . . . ,n ) k ; i , j 
I = VE 






tionen werden rückgängig 
gemacht I 
Bestimmung der 
ΡΊ . . (k=0, . . . , m) k;i, J ι 
Alle Wörter, deren Endung 
als Suffix definiert wurde, 
werden aus dem Wörter ­
buch gestr ichen 
— a _ 
Ρ . . = MaxfP . .1 h ; i , j ^ k ; i , jJ 
Die Endung von M. . 
wird als Suffix defilile rt Γ 
(mit der Einschränkung 
der Endungen der "vor­
läufig el iminier ten" Wör­
ter) 
Dem Suffix wird die Wort­




von M. ., für die Ρ, . , , . i, J h ; i+ l , j 
minimal ist 
Bestimmung des minimalen 
Ρ h ; i ­ r l , j ­
Berechnung der P, . . . . , 
(j = 1 , . . · ,J ) max 
Analyse der "Unters t ruk­
tur" von M 
i » J 
_ J 
Tafel I, 1 
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2 Beispiel zur automatischen Ers te l lung einer Suffixliste 
Ausgangsmater ia l bildet das "Rückläufige Wörterbuch der eng­
l ischen Gegenwar tssprache" von M. LEHNERT ( l l ) , welches ca. 
110000 Stichwörter und deren Wortar t umfass t . 
Ausdrücke, die aus zwei oder mehr Wörtern bestehen ( z . B . 
PEACE PARADE), bleiben unberücksichtigt . 
Da das Wörterbuch 
1. von Verben nur den Infinitiv, 
2. von Substantiven nur den Nominativ Singular und 
3. von Adjektiven keine adverbialen Fo rmen und Steigerungsstufen 
enthält, kann für folgende Wortendungen kein s t a t i s t i scher Ansatz 
gemacht werden: 
ED Verb (Perfekt und Par t iz ip) 
ING Verb (Partizip) 
ER Adjektiv (Komparativ) 
S 
Verb (3. P e r s . Singular) , Substantiv (Plural) 
ES 
'S Substantiv (Genitiv) 
EST Adjektiv (Superlativ) 
LY Adverb eines Adjektive s 
S ' Substantiv (Genitiv) 
Alle Wörter mit diesen Endungen werden aus dem Wörterbuch e l i ­
min ie r t . F ü r diese Endungen werden Suffixregeln nach g rammat ika ­
l ischen Gesichtspunkten definiert . 
F ü r alle anderen Endungen (ca. 70000 Wörter) kann der in Tafel I, 1 
beschr iebene Algorithmus angewandt werden, falls das Wörterbuch in 
masch inen lesba re r F o r m vorl iegt . 
(Ein von J. L. DOLBY, H. L. RESNIKOFF und E. MACMURRAY e r ­
s te l l tes Wörterbuch auf Magnetband, das ca. 75000 Wörter und deren 
Wortar ten enhält, ist in (2) beschr ieben. ) 
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In d iesem Beispiel sollen speziel l für den Endbuchstaben D Suffixe 
gefunden werden, und zwar im 
1. Schrit t alle Suffixe, die charak te r i s t i sch sind für eine der Wortar ten 
Substantiv, Verb oder Adjektiv mit e iner Genauigkeit (ohne 
Berücksichtigung der Häufigkeiten) von 95%, und im 
2. Schrit t Suffixe für Wörter , für die keine Regel im 1. Schritt ge­
funden wurde. Diese Suffixe eignen sich also nicht für eine 
Wortar tbes t immung. 
Fü r jedes Suffix wird gefordert , dass es Endung is t von mindestens 
100 Wörtern des­ 'Wörterbuches. 
P a r a m e t e r für den 1. Schri t t : 
Eigenschaften: e = Wortar t is t eindeutig Substantiv (N) 
e = Wortar t is t eindeutig Verb (V) 
e = Wortar t is t eindeutig Adjektiv (A) 
e = sonstige Wortar ten (O) 
3 
k=l Funktion f: ^(E­ . . , . . . , E .) = 
T~ E 
k ; i , j 
0 ; i , j ' ■ " 3 ; i , j ' 100 
Daraus folgt: 
Ε . . ·100 Prozentua les Verhältnis der Anzahl 
P , . = = von Wörtern mit einer bes t immten i;i» j S2" E V\ 
k=i k ; i ' J t 
Wortar t zu der Gesamtzahl von Wör­
ern mit eindeutigen Wortar ten in 
der Menge M. 
3 1 , J 
p . . . = c <u für Σ Ε = O 
l ; i , j 2 k=l k;i, j 
U = 100 (Wörter) 
U2 = 95 (%) 
Die Wortar t O haben also alle Artikel , Pronomen usw. , ebenso alle 
Homographen, die m e h r e r e n Wortar ten angehören. Beispiel : 
SPARE Ν (Ersatz te i l ) 
V (sparen) 
A (spärl ich) 
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P a r a m e t e r für den 2. Schri t t : 
Eigenschaften: e = beliebige Wortar t (O) 
Funktion f: f(E„ . .) 
E 
o;i,j ' u2 
Daraus folgt: 
E ­U ρ = ρ = _0ΐΐ ,±_^ = y 
h; i , j 0; i , j E 0 ; i j . 2 
Damit ist das Kr i te r ium II i m m e r erfüllt. 
U = 100 (Wörter) 
U = beliebig 
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Mit d iesem Algorithmus ergeben sich folgende Regeln (für den 
Endbuchstaben D ohne ED): 
Anzahl der Wörter 





























1 : = 
2 : = 


















A R D : 
RD; 
D; 
• L V N v 
v»LvS 
• W 
W o r t a r t 
) N ( 9 7 , 8 %) 








N ( 9 8 , 4 %) 
O 




Zum Vergleich die in 3. 1 beschr iebenen Regelsä tze : 
EURATOM-Regeln 
( H V , 
( * , 
( u , 





N ( 7 5 , 8 % ) 
I D ) 1 




N ( 8 5 , 1 % ) 


















( ± , 
( ± , 
, A R O I D ) 
, O I D ) 
EHOOD) 
E L I H O O D ) 











Anhang II F lu s sd i ag ramm eines "fragmentation a lgor i thm" 
von D.S. COLOMBO 




Remove the final " s " from the word 
if not preceeded by an " i " , " s " , or an "u" 
no 
Test to determine if the length of 
the word is l e ss than seven cha rac t e r s 
Determine the s tar t ing point 
in the main suffix l is t such 
that the fragment will be a 
min imum of five cha rac t e r s 
Compare the main suffix l is t 
with the las t cha rac t e r s of the 
word 
Tes t to determine if the match 
was found 
yes 
Remove the ending 
no 
y e s 
no 
Determine the s ta r t ing point in 
the special ized suffix l is t such 
that the fragment will be a mini­
mum of th ree cha rac t e r s 
J 
Compare the special ized suffix 
l i s t with the las t cha rac t e r s of 
the word 




Remove the ending 
Remove the final cha rac t e r is it is 
doubled and the removal would not 
produce a final fragment of l e ss than 
th ree cha rac t e r s | 
, or ' y' 
removal would not produce a final frag­
ment of less than th ree cha rac t e r s 
\ 
Stop 
Outline in flowchart form of the fragmentation a lgor i thm used 
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SIMPLING 
SIMPLIST 
S I M P L I S T I C 

































A A Ν V V 













Ν, V V Ν, V V Ν Ν Ν Ν 
0 ν ν Ν Α Α Ν Α 0 Ν 0 V α 0 0 Α Α Ν 0 0 0 Μ 0 0 Α Ν 0 0 0 0 υ G α 0 0 Ν Ν G 0 ϋ 0 0 G 0 0 Ν V 0 V Ν Ν Ν Ν 0 Α 
SIMPL SIMPL SIMP SIMPL SIMPL SIMPL SIMPL SIMP -SITU — so-c — SORT 
— SPEC SPEC SPEC SPEC SPEC — STAT STAT — STATIST STAT — STEM 
— STEP — STOP — STRATEG 
— STRUCT STRUCT — SUBJECT — SUBSET SUBSET — SUFF 
— SUFF SUFFIX SUFFIX SUFFIX SUFFIX SUFFICT SUFFIX SUFFIX — SUIT 
Tafel III, 















SUFFIX SUFFIX SUFFIX SUFFIX SUFFIX SUFFIX SUFFIX SUFFIX 
SUIT 
SIMPLIF SIMPLIF 




























































































































































































































































































UP D UPD 





















































0 0 G G A α 0 0 0 A 
(] 
Ν G 0 
α ν ϋ G ϋ 0 
0 0 0 α 0 G 
USE 
USED USER USING USUAL — VALU — VARIET VARI — VECT -VISIT 
-WANT -WAYS — WEIGHT 
— WORD WORD -WRIT -
USE 
























Tafel III, 18 
E r g e b n i s s e und M a s s z a h l e n be i Anwendung d e r R e g e l n von E U R A T O M : 
M ä c h t i g ­
k e i t d e r 
W o r t ­


















d e r W o r t ­



















A n z a h l 
d e r 



















Anzah l d e i 






































A n z a h l 
d e r 



















Anzah l d e r n ich t 
e indeu t ig r e p r ä ­
s e n t i e r t e n 






= K ­ U 
M l = 648 
M 2 = 
312 
312 ­ 12 
312 




= 0, 86 
= 0 , 9 6 



















o η o 
HH 




























T a f e l IV, 1 































































Anzahl de r Klassen mit 

























































Anzahl der nicht 
eindeutig r e p r ä ­










8 _ 304 
" 312 
= 0, 84 
= 0,97 
85424 M = M - M = O J U ¿ l U a Q 8 1 
1 2 104832 
CD 
Tafel IV, 2 































































Anzahl der Klassen m i t 
i S tämmen i = 


























































Anzahl der nicht 
eindeutig r e p r ä ­






M 2 = 









72480 Μ = Μ
1 · Μ 2 = Τ5ϋΠ=0·69 
CD 
IO 
Tafel IV, 3 
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Anhang V Das P r o g r a m m SUFFANAL 
1 Möglichkeiten des P r o g r a m m s 
Das P r o g r a m m SUFFANAL wurde e rs te l l t im Jahre 1967 von 
H. FANGMEYER, EURATOM (Cetis), I sp ra . 
Es ermöglicht eine automatische Herstel lung von S tammwör te r ­
büchern und die Best immung von Wortar ten. 
An der ursprüngl ichen Version des P r o g r a m m s wurden verschie­
dene Änderungen und Korrek turen vorgenommen, sodass alle in 3. 1 
beschr iebenen Regelsätze mit dem P r o g r a m m kompatibel sind. 
Die Möglichkeiten des P r o g r a m m s entsprechen der in 2 hergelei­
teten Abbildung s funktion. 
2 Benutzeranlei tung 
2. 1 Externe P a r a m e t e r 
a) Beschreibung 
Der Ablauf des P r o g r a m m s wird von S teuerkar ten gelenkt, die acht 









1. Der P a r a m e t e r ΓΝΡ (iNPut) bes t immt die Eingabeeinheit für die zu 
analysierenden Wörter . 
2. Der P a r a m e t e r OUT (OUTput) bes t immt die Einheit für eine Ausgabe 
in masch inen lesba re r F o r m . 
(Bei OUT=0 erfolgt keine Ausgabe. ) 
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3. Die maximale Anzahl der I terat ionen wird durch den P a r a m e t e r 
REP (REPetition) festgelegt. 
4. Mit dem P a r a m e t e r LEN (LENgth) kann die minimale Anzahl von 
Zeichen der Worts tämme festgesetzt werden. 
(Würde diese Mindestlänge bei der Anwendung einer Regel un te r ­
schr i t ten , so wird die entsprechende Regel nicht angewandt. ) 
5. Der P a r a m e t e r TRU (TRUncation) erlaubt es , von jedem nicht 
ana lys ie r ten Wort eine feste, wählbare Anzahl von Zeichen zu un te r ­
drücken. (Dabei wird jedoch die durch den P a r a m e t e r LEN festge­
setzte Mindestlänge eingehalten.) 
6. Der P a r a m e t e r ORD (ORDer) ermöglicht eine Wahl des Suchalgo­
r i thmus " in der Liste der Regeln. 
(Bei ORD/ 1 wird in jedem Iterat ions schr i t t unter allen Regeln nach 
passenden gesucht. 
ORD=l bes t immt einen speziel len Suchalgori thmus: Nach jedem 
Ite rat ions schr i t t werden nur noch solche Regeln berücksicht igt , die 
in der Liste der Regeln nach der zuvor angewandten Regel aufgeführt 
sind. Dies bedeutet u . a . , dass eine Regel höchstens einmal ange­
wandt werden kann. ) 
7. Der P a r a m e t e r PRI (PRInt) kont ro l l ie r t die Ausgabe der analys ier ten 
Wörter . 
(PRI=0 bedeutet Unterdrückung, PRIjcO bewirkt eine Ausgabe durch 
den Drucker . ) 
8. Der P a r a m e t e r SUP (Suppress ion) kontro l l ie r t die Ausgabe der nicht 
analys ier ten Wörter . 
(SUP=1 bedeutet Unterdrückung, S U P / l bewirkt eine Ausgabe durch 
den Drucker . ) 
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b) C o d i e r u n g 
Die C o d i e r u n g d e r ach t e x t e r n e n P a r a m e t e r g e s c h i e h t wie in fo lgen­
d e m B e i s p i e l : 
TRU= û »BRB= 0 »PRI= 4 »SUP= 4 
IHP= 9 ,FJUT= ö >REP= 3 > LEH= 2 »C 
n n G 0 
0 0 0 0 0 Ü 0 0 0 0 0 0 0 0 0 0 0 0 , 0 , , 0 0 0 0 0 Q 0 0 , 0 0 0 0 , 0 U 0 C 0 0 0 C 0 0 0 0 0 0 0 0 , 0 0 0 0 0 0 0 ϋ 0 0 0 0 0 0 0 0 ι 0 ϋ 0 G 0 ϋ 0 0 C 
' : J I 5 6 7 î 9 10 Π I? U 14 IS 16 17 IS ¡9 .Ό ΓΙ 22 23 24 25 26 27 28 29 2Q 31 32 33 34 35 36 37 38 33 4041 42 43 44 4b 46 47 48 49 50 51 57 53 54 55 56 57 58 59 60 61 52 63 64 65 66 67 66 59 7C 71 72 73 ϋ 7! 76 77 7K 79 8L 
Die Reihenfo lge d e r P a r a m e t e r i s t b e l i e b i g . E s m ü s s e n j e d o c h a l l e 
P a r a m e t e r de f in i e r t und das F o r m a t e i n g e h a l t e n w e r d e n . Die S y m ­
bole $ / k e n n z e i c h n e n die P a r a m e t e r k a r t e n . 
F o r m a t : 
1. P a r a m . 
1. P a r a m e t e r k a r t e 
Spa l t e 
1 β 
2 / 
3 b lank 
2 . P a r a m e t e r k a r t e 




4 ­6 P a r a m e t e r n a m e 
7 
8­14 b lank 
15 Z a h l e n w e r t des 
P a r a m e t e r s 
16­19 b lank 
5. P a r a m . 4 ­ 1 9 
/ 
b lank 
ana log z u m 





P a r a m . 
P a r a m . 














alo g z u m 
P a r a m e t e r 
_ ! t _ 
_ t t _ 
6. P a r a m . 21 ­36 
37 
7. P a r a m . I 3 8 ­ 5 3 ­ ' 
54 , 
8. P a r a m . [E^-70 ­ ' 
71 ­72 b lank 
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c) F e h l e r m e l d u n g e n 
$ THE IDENTIFICATION FOR DATACARDS IS MISSED. 
THE CARD WILL NOT BE INTERPRETED. 
D.h. : Entweder ist die Kennzeichnung der Parameterkarten für 
die externen Parameter nicht korrekt (siehe b) 
oder die Anordnung des Kartenstapels ist nicht vorschrifts­
gemäss (siehe AV2. 5). 
Verhaltendes Programms: 
Das Programm läuft zunächst weiter, kommt jedoch dann zum 
Halt, da die vorgeschriebene Anzahl von acht externen Parame­
tern oder andere Daten nicht gefunden werden. 
β IS NOT A PARAMETER FOR 
THIS PROGRAMM. IT WILL BE IGNORED. 
D.h. : Die richtig gekennzeichnete Parameterkarte enthält einen 
ungültigen Parameternamen. 
Verhaltendes Programms: 
Das Programm läuft zunächst weiter, kommt jedoch dann zum 
Halt, da die vorgeschriebene Anzahl von acht externen Parame­
tern nicht gefunden wird. 
β AN ERROR HAS BEEN DETECTED READING THE PARAME­
TER CARD. 
D. h. : In einem numerischen Feld der Parameterkarte ­ Zahlen­
wert des Parameters ­ steht ein Alpha­Zeichen. 
Verhaltendes Programms: 
Stop 
β PARAMETERS ARE MISSED. 
D.h. : Entweder wurden nicht alle acht externen Parameter defi­
niert 
oder ein oder mehrere Parameternamen wurden falsch de­
finie rt 




Alle Meldungen des Programms sind gekennzeichnet durch ein 
vorangehendes ß- Zeichen. 
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2. 2 Regeln 
a) Anzahl der Regeln 
Maximal 500 Regeln können definiert werden. Die Regeln werden als 
Datehkarten eingelesen. Jede Karte enthält eine Regel. 
b) Aufbau und Codierung einer Rege l " 
Eine Regel enthält folgende P a r a m e t e r : 
Wortart 
Suffix 
T rans f o rmation 
Kondition 





0 0 0 0 0 0 0 0 0 0 0 0 0 
3 4 5 6 7 8 9 IO 11 12 13 14 15 
0 0 0 0 0 0 0 
16 17 18 19 20 21 22 
T r a n s ­
formation 
0 0 0 0 0 0 0 0 0 0 0 0 0 
23 24 25 26 27 78 29 30 31 32 33 34 35 
Ite ra t ionsparamete r 
\ 
o o o o o o o 
36 37 38 39 40 41 42 
Kondition 
0000000 0 0 0000000 
43 44 45 46 47 48 49 50 51 53 53 54 55 56 57 58 
000 0 0 0000000 0 0 0 00 00000 
59 50 61 i2 6,1 54 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 t 
Wortar t : (Spalten 1 und 2 auf e iner Regelkarte) 
Das Feld kann jede Kombination von zwei a lphanumerischen Zeichen 
enthalten, e inschl iess l ich Leerze ichen. 
Wird für ein Textwort eine passende Regel gefunden, so wird die 
Regel angewandt und dem Wort die entsprechende Wortar t zugewie­
sen. 
Die Best immung der Wortar t erfolgt im 1. Ite rat ions schr i t t . Fa l l s 
in wei teren I te ra t ionsschr i t t en noch passende Regeln gefunden wer ­
den, so haben diese Regeln auf die Wortar tbest immung keinen Ein­
fluss mehr . 
l ) n . Die Codierung der EURATOM-Regeln findet sich im Anhang V 
(Pro g r ammp rotokoll). 
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Suffix: (Spal ten 3 bis 15 auf e i n e r R e g e l k a r t e ) 
Das F e l d k a n n jede K o m b i n a t i o n von m a x i m a l 13 a l p h a n u m e r i s c h e n 
Z e i c h e n en tha l t en . 
E i n T e x t w o r t w i r d m i t d i e s e r Z e i c h e n k e t t e - Suffix - v e r g l i c h e n , 
und z w a r von r e c h t s nach l i n k s . S t i m m t e in Suffix v o l l s t ä n d i g m i t 
d e r Wor t endung ü b e r e i n , so w i r d das Suffix von d e m Wor t a b g e ­
t r e n n t , fa l ls die R e g e l ke ine E i n s c h r ä n k u n g e n e n t h ä l t . ( E i n s c h r ä n ­
kungen s ind Kondi t ionen u n d / o d e r d e r P a r a m e t e r in den Spa l t en 59 
b i s 6 1 , s i ehe u n t e n . ) 
T r a n s f o r m a t i o n : (Spal ten 23 bis 35 auf e i n e r R e g e l k a r t e ) 
Das F e l d k a n n folgende Z e i c h e n k e t t e n e n t h a l t e n : 
1. B e l i e b i g e Z e i c h e n k e t t e , j e d o c h k e i n M i n u s - Z e i c h e n 
a m Anfang. 
2. M i n u s - Z e i c h e n , d a n a c h e ine Ziffer von 1 b is 5. 
I m e r s t e n F a l l w i r d die e n t s p r e c h e n d e Ze ichenfo lge an das u m das 
Suffix g e k ü r z t e Wor t a n g e h ä n g t , j e d o c h n u r b i s zu e i n e r m a x i m a l e n 
L ä n g e von 29 Z e i c h e n . 
I m zwe i t en F a l l w e r d e n von d e m u m das Suffix g e k ü r z t e n Wor t noch 
die e n t s p r e c h e n d e Anzah l von Z e i c h e n a b g e t r e n n t . 
Kondi t ion : (Spa l ten 43 b is 58 auf e i n e r R e g e l k a r t e ) 
In den Spa l t en 4 3 , 45 , 47 , . . . , 57 des F e l d e s s t e h e n P l u s - , M i n u s ­
o d e r L e e r z e i c h e n . Die a n d e r e n Spa l t en können a l l e s o n s t i g e n Z e i ­
chen e n t h a l t e n . 
Das M i n u s z e i c h e n s y m b o l i s i e r t e in Verbo t ; P l u s - o d e r L e e r z e i c h e n 
s y m b o l i s i e r e n e ine F o r d e r u n g . 
Die Bedingung b e z i e h t s i c h s t e t s auf ein o d e r m e h r e r e Z e i c h e n des 
S t a m m e s , und z w a r gilt die e r s t e F o r d e r u n g des F e l d e s für das 
l e t z t e Z e i c h e n des S t a m m e s u s w . 
Be i e i n e m P l u s - o d e r L e e r z e i c h e n m u s s das folgende Z e i c h e n m i t 
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d e m e n t s p r e c h e n d e n Z e i c h e n des S t a m m e s ü b e r e i n s t i m m e n , bei 
e i n e m Minus ­ Z e i c h e n da r f k e i n e Ü b e r e i n s t i m m u n g b e s t e h e n . 
E i n e F o r d e r u n g o d e r e in Ve rbo t k a n n s i c h auch auf e ine Gruppe 
von Z e i c h e n b e z i e h e n , die d u r c h eine Ziffer von 1 b is 9 s y m b o l i ­
s i e r t w i r d ( s i e h e V2. 3, Z e i c h e n g r u p p e n ) . 
B e i s p i e l : 
T I Q H ­ C ­ H 
OC 0 0 0 0 0 0 0 0 0 0 0 0 
i 5 6 7 e S 10 M 1Î 13 H TS 
0000000000000 00 0 00 00 0 0 0000 
IE II 18 19 2G 2' :: 23 :t 25 26 27 ΓΒ 29 30 3¡ 3? 33 3< 35 36 V 3B 39 40 41 ■ 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
46 47 4g 19 50 51 : 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
59 63 61 67 63 64 65 
Das Suffix TION wird nur dann von einem Wort mit d iese r Endung 
abgetrennt , wenn es nicht auf AC folgt, d .h . die Regel wird nicht 
angewandt auf ein Wort wie ACTION. 
I t e r a t ionspa rame te r : (Spalten 59 bis 61 einer Regelkarte) 
Der P a r a m e t e r kann vier Zahlenwerte annehmen. Diese s teuern 
die I terat ion wie folgt: 





Beim i­ ten I t e ra t ions ­
schr i t t (i > 1): 






Beim e r s ten I t e ra t ions ­
schr i t t : 






(Die maximale Anzahl der Ite rations schr i t te wird durch den Para­
m e t e r REP bes t immt . ) 
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c) Anordnung d e r R e g e l n 
Die Anordnung d e r Rege ln w i r d d u r c h den e x t e r n e n P a r a m e t e r ORD 
b e s t i m m t : 
O R D f l : Die R e g e l n w e r d e n n a c h d e m E n d ­ Z e i c h e n d e r Suffixe 
g e o r d n e t : 
1. B u c h s t a b e n (A, . . . , Z) 
2. Zi f fern (0, . . . , 9) 
3 . S o n d e r z e i c h e n (", . . . , ( £ ) 
M a x i m a l 30 v e r s c h i e d e n e E n d ­ Z e i c h e n s ind v o r g e s e h e n . 
Die Ordnung i n n e r h a l b e i n e r Gruppe von Suffixen m i t 
g l e i c h e n E n d ­ Z e i c h e n i s t b e l i e b i g . 
O R D = l : Die Rege ln können b e l i e b i g a n g e o r d n e t w e r d e n . 
B e m e r k u n g : Die Anordnung i n n e r h a l b e i n e r Gruppe von Suffixen m i t 
g l e i c h e n E n d ­ Z e i c h e n be i O R ü / l und die Anordnung 
a l l e r R e g e l n be i ORD=l r i c h t e t s i c h n a c h d e r Z ie l se tzung 
Man b e a c h t e , d a s s j e w e i l s die z u e r s t gefundene R e g e l 
angewand t w i r d . Dies e r f o r d e r t e ine " H i e r a r c h i e " i n n e r ­
h a l b d e r R e g e l n , die d e r in 2 . 4 e i n g e f ü h r t e n O r d n u n g s ­
r e l a t i o n e n t s p r i c h t . 
B e i s p i e l : Die folgende Anordnung g e w ä h r l e i s t e t , d a s s 
i m m e r das l ä n g s t e Suffix von e i n e m Wor t a b ­
g e t r e n n t w i r d : F ICATION 
ATION 
ION 
d) F e h l e r m e l d u n g e n 
β THE DIMENSION F O R I N P U T DATA MUST BE R E D E F I N E D . 
D . h . : Die A n z a h l d e r R e g e l n i s t g r ö s s e r a l s 500; d e r i n t e r n e P a r a ­
m e t e r L I und die D i m e n s i o n e n d e r fo lgenden F e l d e r m ü s s e n 
neu de f in i e r t w e r d e n : 
KLASSI 
TSUFFI 





IC OU NT 
L E N G 
( L I ) 
( L I , 13) 
( L I , 13) 
( L I , 16) 
( L I ) 
( L I ) 
( L I ) 
(LI + 1) 
( L I ) 
V e r h a l t e n des P r o g r a m m s : 
Stop 
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β RULE NUMBER AND THE FOLLOWING WITH THE FINAL 
LETTER. . ARE NOT IN CORRECT ALPHABETICAL SEQUENCE. 
D.h. : Als ex te rner P a r a m e t e r für die Anordnung der Regeln wurde 
ORD^l gewählt; die Regeln sind jedoch nicht kor rek t ange­
ordnet. 
Verhalten des P r o g r a m m s : 
Stop 
β L7 AND DIMENSION OF ISUANF AND LETTER MUST BE REDE­
FINED. 
β (OR THERE MAY BE TOO MANY RULES NOT IN CORRECT AL­
PHABETICAL SEQUENCE. ) 
D.h . : Als ex te rner P a r a m e t e r für die Anordnung der Regeln wurde 
ORD/l gewählt. 
Entweder sind die Regeln nicht kor rek t angeordnet 
oder die Suffixe haben mehr als 30 verschiedene End­Zeichen. 
Im zweiten Fa l l müssen der interne P a r a m e t e r L7 und die 
Dimensionen der Fe lde r ISUANF und LETTER neu definiert 
werden. 
\ r erha l ten des P r o g r a m m s : 
Stop 
β RULE IS NOT WELL DEFINED. COLUMN "24" MAY ONLY 
CONTAIN A NUMBER BETWEEN 1 AND 5. 
D.h. : Spalte 23 enthält ein Minuszeichen; dann muss aber in Spalte 
24 eine Ziffer von 1 bis 5 folgen. 
Ve rha l t endes P r o g r a m m s : 
Stop 
β THE STEM OF THE FOLLOWING WORD EXCEEDS THE 
P.ANGE FORSEEN. 
D. h. : Der Wor t s tamm wird nach der Transformat ion länger als 
29 Zeichen. 
\ r erha l ten des P r o g r a m m s : 
Continue 
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2. 3 Zeichengruppen 
Es können bis zu neun Zeichengruppen beliebig definiert werden, 
von denen jede maximal 30 Zeichen enthalten kann. Diese Zeichen 
werden als Daten von Lochkarten eingelesen. 
In der 2. Spalte e iner solchen Karte steht die Nummer der Zeichen­
gruppe, in der 5. Spalte das Zeichen, das der Gruppe zugeordnet 
werden soll . Die Reihenfolge der Kar ten is t beliebig. 
Beispiel : 

















= Αν E v IV O 
= XvY 
= &V § 
In den Regeln können diese Zeichengruppen innerhalb der Fe lde r 
für Konditionen und Transformat ionen z i t ier t werden. 
Fa l l s den Zeichengruppen mehr als 30 Zeichen zugeteilt werden 
sollen, so müssen der interne P a r a m e t e r L5 und die Dimensionen 










2 .4 F o r m a t 
Dieses var iable F o r m a t bezieht sich auf die durch den externen 
P a r a m e t e r INP bes t immte Eingabeeinheit für die zu ana lys ie ren­
den Wörter . 
Beispiel : 
<£3Χ·»29Α1,81Χ) 
0 0 0 ­oooo 00 0000000000000000000000000000000000000000000000000000000000000000000 
I 2 3 4 5 6 7 8 9 10 II 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 4! 42 43 44 45 45 47 48 49 50 51 52 51 54 55 56 57 58 59 62 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 7B 79 80 
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2. 5 Datenstapel 







Datentyp Anzahl der Karten 
externe P a r a m e t e r 
(siehe V2. l) 
Zeichengruppen 
(siehe V2. 3) 




(siehe V2. 2) 
maximal 9 x 30 
maximal 500 
2. 6 Interne P a r a m e t e r 
Mit den in ternen P a r a m e t e r n L2, L3, L4 und L6 können die Dimen­
sionen von Fe lde rn veränder t werden. 
Der P a r a m e t e r L2 muss mit den Dimensionen der folgenden Fe lde r 
übe re ins t immen: 
1. Fe ld für die Suffixe auf den Regelkar ten. 
- ISUFFI -
2. Feld für die Transformat ionen auf den Regelkarten. 
- ISTEM -
3. Feld für die Endungskette, die von einem Wort 
abgetrennt wird. 
- NEWFI -
Das Maximum für L2 is t 20. 
Der P a r a m e t e r L3 muss mi t derDimens ion des Fe ldes für die zu 
analys ierenden Wörter übere ins t immen. 
- IWORD und IWOR -
Der P a r a m e t e r L4 muss mit der Dimension des Fe ldes für die 
gebildeten Worts tämme übere ins t immen. 
- IREDUC -
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Der P a r a m e t e r L6 muss mit der Dimension des Feldes für die 
Konditionen auf e iner Regelkarte übere ins t immen. 
- ISTSUF -
Das Maximum für L6 ist 16. 
Folgende Programmänderungen sind er forder l ich , falls diese 
P a r a m e t e r neu definiert werden: 





ISUFFI (500, L2) 





ISTSUF (500, L6) 




1) Die Änderung von L3 er forder t aus se rdem eine Kontrolle des 
externen P a r a m e t e r s " F o r m a t " (siehe V2.4) . 
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I Wort w / 
Bildung a l le r 
Zerlegungen von w: 
w:=r . (w) llc.(w) || e.(w) 






s(w) :=r.(w) | | t . ι ι 
I terat ion: 
w :- s(w) 




Wortar t a(w) 
'Wor t s tamm s(w) 
^Endungskette e(w)J 
Schreiben: 






4 Technische Daten 
Das P r o g r a m m ist geschrieben in FORTRAN IV. Es wurde getestet 
und angewandt auf einem IBM 370/ l65 System. 
F ü r eine Analyse von 1000 Wörtern wurden auf der genannten Anla­
ge nicht mehr als 0, 4 Minuten CPU-Zei t benötigt. Die vorliegende 
Version beansprucht 144 K Bytes Speicherplatz . 
Das P r o g r a m m ist nicht opt imis ier t ; es l i e s se sich bei einer Repro-
grammierung wesentl ich v e r b e s s e r n in Bezug auf Speicherplatz und 
Geschwindigkeit. Andere r se i t s i s t ein hoher Grad von Kompatibilität 
gewährle is te t . (Nach geringfügigen Veränderungen konnte mit dem 
P r o g r a m m auf einer Telefunken TR440 gearbei te t werden . ) 
5 Programmpro toko l l 
Die folgenden Seiten sind Kopien der Lis ten eines P ro g rammlaufe s 
auf einer IBM 370/ l65 bei EURATOM (CETIS), I sp ra . Es wurden 
648 Wörter ana lys ier t mit den in 3. 1. 1 beschr iebenen EURATOM-
Regeln. 
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Ρ»! AN UNSERE LESER 
Alle von der Kommission der Europäischen Gemeinschaften veröffentlichten 
wissenschaftlichen und technischen Berichte werden in der Monatszeitschrift 
„euro-abstracts" angezeigt. Abonnement (1 Jahr : BF 1 025,—) und 
Probehefte sind erhältlich bei : 
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; Erkenntnisse verbreiten ist soviel wie Wohlstand verbreiten — ich 
; meine den allgemeinen Wohlstand, nicht den individuellen 
i Reichtum — , denn mit dem Wohlstand verschwindet mehr und 
; mehr das Böse, das uns aus dunkler Zeit vererbt ist. 
ι i j ' t v S · ' "V 







K->- K M 1 
Alle von der Kommission der Europäischen Gemeinschaf ten veröf fent l ichten Dokumente 
werden durch das A m t für amt l iche Veröf fent l ichungen bei den untenangegebenen Anschrif ­
ten zu dem unten angegebenen Preis verkauf t . Bei schrif t l icher Bestellung bi t te die genaue 
Referenz und den Ti te l des Dokumentes deutl ich angeben. 
■nJÉlMt· m DEUTSCHLAND (BR) 
Verlag Bundesanzeiger 
5 Köln 1 — Postfach 108 006 
Tel. (0221) 21 03 48 
Fernschreiber. Anzeiger Bonn 08 882 S95 
Postscheckkonto 834 00 Köln 
NIEDERLANDE 
Staatsdrukkerij- en uitgeven/bedrijf 
Christoffol Plantijnstraat 
's­Gravenhage — T e l . (070) 81 45 11 
Postgiro 42 53 00 
BELGIEN 
Moniteur beige — Belgisch Staatsblad 
Rue de Louvain 40 ­42 — Leuvenseweg 4 0 ­ 4 2 
1000 Bruxelles — 1000 Brussel — Tel. 12 00 26 
CCP 50 ­80 — Postgiro 50 ­80 
Nebenstelle: 
Librairie européenne — Europese Boekhandel 
Rue de la Loi 244 — Wetstraat 244 
1040 Bruxelles — 1040 Brussel 
DÄNEMARK 
J.H. Schultz — Boghandel 
Mentorgade 19 
DK 1116 København Κ — Tel. 14 11 95 
FRANKREICH 
Service de vente en France des publications 
des Communautés européennes — Journal officiel 
26 . rue Desaix — 75 732 Paris ­ Cedex 1 5 · 
Tel. (1 ) 306 51 00 — CCP Paris 23­96 
GROSSHERZOGTUM LUXEMBURG 
Amt für amtliche Veröffentlichungen 
der Europäischen Gemeinschaften 
Case postale 1003 — Luxembourg 
Tel. 4 79 41 — C C P 191­90 
Compte courant bancaire: B IL 8 ­ 1 0 9 / 6 0 0 3 / 2 0 0 
■ 
VEREINIGTES KÖNIGREICH 
H.M. Stationery Office 
P.O. Box 569 
. London S.E. 1 — Tel. 01 ­928 69 77. ext. 365 
VEREINIGTE STAATEN VON AMERIKA 
European Community Information Service 
2100 M Street. N.W. 
Suite 707 




6, rue Grenus 
1211 Genève — Tel. 31 89 50 
CCP 12­236 Genève 
SCHWEDEN 
Librairie CE. Fritze 
2, Fredsgatan 
Stockholm 16 
Post Giro 193. Bank Giro 73 /4015 
SPANIEN 
IRLAND 
Stationery Office — The Controller 
Beggar's Bush 
Dubl in 4 — Tel. 6 54 01 
ITALIEN 
Libreria dello Stato 
Piazza G. Verdi 10 
00198 Roma — Tel. (6) 85 08 




Madr id 1 — Tel. 275 51 31 
ANDERE LÄNDER 
Amt für amtliche Veröffentlichungen 
der Europäischen Gemeinschaften 
Case postale 1003 — Luxembourg 
Tel. 4 79 41 — C C P 191­90 
Compte courant bancaire: BIL 8 ­ 1 0 9 / 6 0 0 3 / 2 0 0 
A M T FÜR AMTL ICHE VERÖFFENTLICHUNGEN DER EUROPÄISCHEN GEMEINSCHAFTEN 
Case postale 1003 — Luxembourg 6298 
CDNA05053DEC m 
