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Resumen
La optimización de estructuras ha sido una disciplina muy estudiada por nume-
rosos investigadores durante los últimos cuarenta años. A pesar de que durante
los primeros veinte años las técnicas de Programación Matemática fueron la he-
rramienta fundamental en este campo, estas han ido perdiendo fuelle frente a un
nuevo conjunto de técnicas metaheuŕısticas basadas en la Computación Evolutiva.
De entre destacan, de manera significativa, los Algoritmos Genéticos.
Durante estos años la optimización de estructuras ha ido evolucionando de la
mera optimización del tamaño, a la optimización del número óptimo de barras y
coordenadas de los nudos (topoloǵıa), y finalmente a la optimización de ambos
tipos de variables de forma simultánea.
La irrupción de estas nuevas técnicas en el campo de la optimización de estructuras
es debida, en gran medida, a las dificultades que teńıa la programación matemática
para realizar la optimización simultánea de las variables de diseño debido a la
elevada alinealidad de estas y sus restricciones.
Las técnicas metaheuŕısticas por contra, son matemáticamente más sencillas y mas
fáciles de implementar computacionalmente, ya que no requieren de otra informa-
ción a parte de la función objetivo que determina la aptitud de las soluciones. No
requieren por lo tanto de complejos procesos de linealización ni trabajar con las
derivadas de la función.
El objetivo fundamental del presente trabajo es ir un poco más allá en el proceso
de la optimización simultánea de las variables de diseño, definiendo un algorit-
mo que no parte de una estructura predefinida y que incorpora los parámetros
que determinan la geometŕıa. A diferencia de los métodos actuales, el algoritmo
desarrollado no requiere de ningún tipo de estructura inicial ni otro tipo de infor-
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mación adicional, aparte de la definición de los puntos de aplicación de las cargas,
los puntos de apoyo y el tipo de apoyo.
El nuevo algoritmo desarrollado se justifica según la siguiente hipótesis: La defini-
ción previa de la forma, geometŕıa, regla o modelo preconcebido en una estructura
suponen restricciones del diseño en śı mismas y por lo tanto aquel algoritmo que no
se encuentre sujeto a estas deberá poder generar diseños necesariamente mejores,
o al menos tan buenos como los existentes.
A partir de esta hipótesis se desarrolla un nuevo algoritmo con una codificación
mixta, adaptada a cada grupo de variables de diseño, donde los diferentes operado-
res se definen y actúan de forma independiente para grupo. El algoritmo incorpora
además diferentes operadores que aseguran la legalidad de las soluciones a evaluar,
aśı como un conjunto de estrategias orientadas a mantener la diversidad de las so-
luciones y a reducir las necesidades computacionales del algoritmo, el talón de
Aquiles de las técnicas metaheuŕısticas.
Una vez desarrollado el algoritmo se procede a su validación mediante un problema
de optimización de estructuras clásico: la optimización de una estructura de diez
barras y seis nodos en voladizo, sujeta a restricciones de tensión y desplazamiento.
Mediante este problema se evalúa de forma individualizada las diferentes estrate-
gias implementadas en el algoritmo para operador en cada grupo de variables de
diseño. Como resultado a este apartado se logra el diseño de menor peso obtenido
hasta la fecha de entre un total de sesenta art́ıculos cient́ıficos indexados donde se
ha empleado como técnica de validación.
Del estudio del proceso evolutivo realizado en el apartado de validación, y su
comparación con los diseños óptimos publicados en anteriores trabajos, se puede
concluir que efectivamente el diseño del propio algoritmo condicionó el resultado
de los mismos, probando la hipótesis inicial. Además se han podido corroborar
los teoremas de Fleron, y se ha conseguido generalizar la topoloǵıa óptima para la
estructura analizada ya que esta ha permanecido invariable en todas las ejecuciones
realizadas.
Entre las principales aportaciones del presente trabajo, aparte del desarrollo del
propio algoritmo destacan el desarrollo de nuevos operadores genéticos, aplica-
dos deforma individualizada a cada grupo de variables de diseño, la definición de
una nueva función de penalización, la posibilidad de adquirir información adicio-
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nal mediante el proceso evolutivo debido a la propia definición del algoritmo y
finalmente la obtención de un nuevo mı́nimo para la estructura analizada, un un
10,92% inferior al mejor resultado publicado hasta la fecha.
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Resum
L’optimització d’estructures ha sigut una disciplina molt estudiada per nombrosos
investigadors durant els darrers quaranta anys. A pesar que durant els primers vint
anys les tècniques de Programació Matemàtica van ser l’eina fonamental en aquest
camp, aquestes han anat perdent força enfront d’un nou conjunt de tècniques
metaheuŕısticas basades en la Computació Evolutiva. Entre aquestes destaquen,
de manera significativa, els Algoritmes Genètics.
Durant aquests anys l’optimització d’estructures ha anat evolucionant de la mera
optimització de la grandària, a l’optimització del nombre òptim de barres i coor-
denades dels nusos (topologia), i finalment a l’optimització de tots dos tipus de
variables de forma simultània.
La irrupció d’aquestes noves tècniques en el camp de l’optimització d’estructures
és deguda, en gran part, a les dificultats que tenia la programació matemàtica per
a realitzar l’optimització simultània de les variables de disseny a causa de l’elevada
alinealitat d’aquestes i les seues restriccions.
Les tècniques metaheuŕısticas per contra, són matemàticament més senzilles i més
fàcils d’implementar computacionalment, donat que requereixen d’altra informa-
ció a part de la funció objectiu que determina l’aptitud de les solucions. No
requereixen per tant de complexos processos de linealització ni treballen amb les
derivades de la funció.
L’objectiu fonamental d’aquest treball és anar una mica més enllà en el procés de
l’optimització simultània de les variables de disseny, definint un algoritme que no
parteix d’una estructura predefinida i que incorpora els paràmetres que determi-
nen la geometria. A diferència dels mètodes actuals, l’algoritme desenvolupat no
requereix cap tipus d’estructura inicial ni cap altre tipus d’informació addicional,
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a part de la definició dels punts d’aplicació de les càrregues, els punts de suport i
el tipus de suport.
El nou algoritme desenvolupat es justifica segons la hipòtesi següent: La defini-
ció prèvia de la forma, geometria, regla o model preconcebut en una estructura
suposen restriccions del disseny en si mateixes i, per tant, aquell algoritme que
no es trobe subjecte a aquestes haurà de poder generar dissenys necessàriament
millors, o almenys tan bons com els existents.
A partir d’aquesta hipòtesi es desenvolupa un nou algoritme amb una codifica-
ció mixta, adaptada a cada grup de variables de disseny, on els diferents operadors
es defineixen i actuen de forma independent per a grup. L’algoritme incorpora
a més diferents operadors que asseguren la legalitat de les solucions a avaluar,
aix́ı com un conjunt d’estratègies orientades a mantenir la diversitat de les solu-
cions i a reduir les necessitats computacionals de l’algoritme, el taló d’Aquil·les
de les tècniques metaheuŕısticas.
Una vegada desenvolupat l’algoritme, es valida mitjançant un problema d’opti-
mització d’estructures clàssic: l’optimització d’una estructura de deu barres i sis
nodes en volada, subjecta a restriccions de tensió i desplaçament. Mitjançant
aquest problema s’avaluen de manera individualitzada les diferents estratègies im-
plementades en l’algoritme per a operador en cada grup de variables de disseny.
Com a resultat, en aquest apartat s’aconsegueix el disseny de menor pes obtingut
fins avui entre un total de seixanta articles cient́ıfics indexats en què s’ha emprat
com a tècnica de validació.
De l’estudi del procés evolutiu realitzat en l’apartat de validació, i la compara-
ció d’aquest amb els dissenys òptims publicats en treballs anteriors, es pot con-
cloure que efectivament el disseny del mateix algoritme en va condicionar el resul-
tat, fet que prova la hipòtesi inicial. A més s’han pogut corroborar els teoremes
de Fleron, i s’ha aconseguit generalitzar la topologia òptima per a l’estructura
analitzada, ja que aquesta ha romàs invariable en totes les execucions realitzades.
Entre les principals aportacions d’aquest treball, a part del desenvolupament del
mateix algoritme, destaquen el desenvolupament de nous operadors genètics, apli-
cats de manera individualitzada a cada grup de variables de disseny, la defini-
ció d’una nova funció de penalització, la possibilitat d’adquirir informació addicio-
nal del procés evolutiu a causa de la mateixa definició de l’algoritme i, finalment,
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l’obtenció d’un nou mı́nim per a l’estructura analitzada, un 10,92% inferior al
millor resultat publicat fins ara.
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Abstract
Structural optimization has been widely studied over the last forty years. Although
Mathematical Programming has been the main tool during the first twenty years,
it ran out of steam in front of a new group metaheuristic techniques based in
Evolutionary Computation. Among them, Genetic Algorithms are meaningfully
highlighted.
During the last years structural optimization has evolved from mere size optimiza-
tion, to number of bars and joints placement (topology) optimization, and finally
to simultaneous optimization.
The irruption of these new techniques in the field of structural optimization is
owed, to a large extent, to mathematical programming lack of capacity to ma-
nage the simultaneous optimization owed to constraint and design variables high
nonlinearities.
However, metaheuristic techniques are mathematically simpler and computatio-
nally easier because it is not required any extra information, aside from the ob-
jective function, to evaluate the solution fitness. Therefore, there are not required
any linearization process neither function derivatives.
The main aim of present work is to go further a little in the simultaneous optimiza-
tion of design variables, defining a new algorithm that does not need a predefined
structure and covers the geometry parameters. Unlike current methods, the de-
veloped algorithm does not require any initial structure neither another type of
additional information, apart from the load and support keypoints and support
class definition.
The new algorithm lays assuming the following hypothesis: The previous definition
of the form, geometry, rule or preconceived model implies a design constraint by
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themselves and so such algorithm, which is not subjected to that constraint must
generate better designs, or at least as good as the previous ones.
A new algorithm was developed using this hypothesis, using a mixed code, adapted
to each group of design variables, defining different operators who act indepen-
dently on each group. The algorithm incorporates, in addition, some operators to
ensure the solution’s legality before being evaluated, as well as a group of strate-
gies oriented to keep the solution diversity and to reduce the computational effort,
the Achilles’ heel of metaheuristics techniques.
Later, the algorithm was proven by a classical structural optimization problem:
the ten-bar and six nodes cantilever structure, considering displacement and stress
constraints. Using this structure as a benchmark, the different strategies imple-
mented in the algorithm, for each operator over each group of design variables,
were individually evaluated. As a result, the lower weight design reported, until
now, was obtained, considering until sixty scientific papers where the structure
was used as a benchmark.
Through the study of the evolutionary process developed during the benchmarking,
and by comparison between the previously reported designs, it can be concluded
that the previous reported algorithms were constrained by their own definition,
conditioning so their results, so the initial hypothesis was proven. Moreover, the
theorems of Fleron were proven, and also it was possible to generalize the optimum
topology because it remained unchanged during all runs.
Between the main contributions of the present work, apart from the algorithm
development, it can be stood: the new genetic operators, the penalty function,
the possibility of acquire new information by the evolutionary process (owed to
the algorithm definition) and finally obtaining a new minimum weight for the





Listado de Śımbolos xxi
Listado de Acrónimos xxv
Glosario xxix
1 Introducción y objetivos 1
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Operadores de cruce aritmético . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Cruce geométrico . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Cruce por mezcla alfa (BLX-α) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Cruce binario simulado (SBX-β) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
Operadores de cruce multiparentales. . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.7.3 El operador de mutación . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.7.3.1 Mutación aleatoria uniforme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.7.3.2 Mutación aleatoria no uniforme . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.7.3.3 Mutación de convolución gaussiana. . . . . . . . . . . . . . . . . . . . . . . . . 123
xv
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5.2.3.2 Detección de parámetros geométricos inválidos . . . . . . . . . . . . . . . . . 172
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Desde la antigüedad el ser humano ha tenido interés en diseñar edificios y es-
tructuras seguros. Uno de los escritos más antiguos que se conservan, el código
Hammurabi (1760 a.C), recoge que si una casa se derrumbaba y mataba al dueño,
alguno de sus hijos o esclavos; el arquitecto-constructor, su hijo o su esclavo deb́ıa
ser condenado a la pena de muerte (leyes 229-231) [221]. Durante la época del
imperio romano, las pruebas de carga de los puentes eran realizadas colocando a
su arquitecto debajo. Esto constitúıa, en cierto modo, un mecanismo de selección
natural [92]: solo los mejores diseñadores sobreviv́ıan.
Desde muy antiguo, antes incluso del desarrollo de las matemáticas ya se constru-
yeron estructuras magńıficas mediante la reproducción de modelos a escala. Ya en
la antigua Mesopotamia se construyeron bóvedas de piedra con un arco de más de
20 metros que se mantienen en pie aun hoy en d́ıa.
Para construir un edificio los arquitectos griegos relacionaban todas sus dimen-
siones con una medida llamada módulo. El módulo era, en cada caso, la medida
del diámetro de la columna del edificio a construir. El resto de las dimensiones
como el largo, ancho y altura del edificio, se calculaban multiplicando una cierta
cantidad de veces ese módulo. Cada uno de los órdenes griegos se caracteriza entre
otras cosas por utilizar un módulo diferente.
Ante la falta de teoŕıas que permitieran realizar diseños más precisos, el diseño
estructural se redućıa a repetir diseños probados. Dichos diseños se fueron acumu-
lando durante siglos dando lugar a tratados como el De Architectura libri decem
de Vitruvio (I a.C.). Éste fue el único tratado del peŕıodo clásico que sobrevi-
vió tras la cáıda de Roma, aunque no fue el único como el propio autor relató,
sirviéndose de muchos textos, principalmente griegos, de los cuales sólo ha quedado
su mención.
Durante la edad media fue copiado y conservado en las bibliotecas de los monas-
terios, siendo la fuente de inspiración del trabajo de Leon Battista Alberti De re
aedificatoria (1485), considerado el tratado más importante del renacimiento.
La falta de una teoŕıas matemáticas no impidió, no obstante, la ejecución de
obras colosales como el Panteón de Agripa (27 a.C.), que ha resistido durante
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diecinueve siglos sin reformas o refuerzos, o la cúpula de Santa Maŕıa del Fiore
(1418) proyectada por Brunelleschi e inspirada en el anterior.
Los primeros métodos cient́ıficos para crear modelos matemáticos y verificarlos
mediante experimentos fueron enunciados por Francis Bacon (1561-1626) y Galileo
Galilei (1564-1642). El propio Galileo en su obra [125] Discorsi e dimonstrazioni
matematiche, intorno, a due nuove scienze attenenti alla mecanica et i movimenti
locali (1638) puso en práctica el modelo cient́ıfico en el campo de la construcción.
Nuestra teoŕıa moderna de la construcción es en buena medida sucesora directa
de la teoŕıa de la solidez de las construcciones presentada en ella.
La investigación de las construcciones fue desgajada del resto de la teoŕıa arqui-
tectónica durante siglos, dando lugar a un gremio separado: el de los ingenieros.
El nombre ingeniero, viene de la palabra latina ingenium, y tiene las siguientes
acepciones: genio, un producto del genio e invención. Esta palabra ya fue emplea-
da en la Edad Media para los arquitectos hábiles. Esta palabra fue adoptada por
el marqués de Vauban cuando fundó un departamento de construcciones, Corps
des ingénieurs, en el ejército francés en 1675. En este tiempo era habitual para los
ingenieros militares diseñar castillos, planos de ciudades e incluso iglesias. Esta
nueva profesión especializada en cuestiones de construcción quedó organizada bas-
tante rápidamente y en 1747 fue fundada en Paŕıs una escuela especial, Ecole des
Ponts et Chaussées. Escuela en la cual se licenció Claude-Louis Navier en 1806,
considerado uno de los padres de la teoŕıa de la elasticidad.
Las figuras centrales del desarrollo de la teoŕıa matemática de la construcción
fueron Robert Hooke (1635-1703), Jakob Bernoulli (1654-1705) y Leonhard Euler
(1707-1783). Desde Euler en adelante, la teoŕıa de la elasticidad se desarrolló codo
con codo junto a la teoŕıa matemática. A estos les seguiŕıan otros ilustres in-
vestigadores: Saint Venant, Navier, Poisson, Cauchy, Lamé y más recientemente
Timoshenko.
El desarrollo comercial del hierro como elemento estructural se inicia finales del
siglo XVIII en la construcción de puentes. Sin embargo, no es hasta las últimas del
siglo XIX tras el desarrollo del convertidor Bessemer (1856) y del horno de hogar
abierto (1867) que permitieron la fabricación de acero estructural, cuando empieza
a emplearse en construcciones. En España, son construcciones significativas de esta
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época: El Palacio de Cristal del Parque del retiro (1887), la estación de Atocha
(1892), la torre Eiffel (1889).
En la población de Alcoi todav́ıa se conservan construcciones de la época como el
puente del viaducto de Canalejas (1907) y el edificio de la antigua escuela industrial
(1936), sede de la Escuela Politécnica superior de Alcoi hasta el 2007.
Posteriormente, tras el desarrollo de la tecnoloǵıa de la soldadura, que se inició con
la construcción de los buques cisterna Liberty Ships [220] durante la segunda guerra
mundial, el avance de las construcciones metálicas ha sido extraordinario, substi-
tuyendo a materiales tradicionales de construcción en muchos casos.
Ha sido durante las últimas cuatro décadas, gracias al desarrollo del ordenador y
de los métodos de cálculo de estructuras adaptados a este, cuando han empezado
a emplearse diferentes técnicas de optimización en las estructuras metálicas.
1.2 Tamaño, forma y topoloǵıa
El problema de la optimización en estructuras se puede abordar desde diferentes
enfoques, que se dividen fundamentalmente los siguientes:
1. Optimización del tamaño. Trata de determinar las medidas óptimas de los
elementos que constituyen una estructura de forma predefinida. Es el enfoque
más sencillo ya que el número de variables del problema es bastante limitado.
2. Optimización de la forma. Trata de buscar la forma óptima de una estruc-
tura de topoloǵıa fija. En este enfoque, partiendo de una forma predefinida
se busca optimizar esta mediante la modificación de la conectividad entre
elementos o mediante la eliminación de los elementos menos esforzados.
3. Optimización de la topoloǵıa. Trata de buscar la distribución óptima del
material en una estructura, mediante la supresión de elementos y/o la mo-
dificación de la conectividad y/o de las coordenadas nodales. Este enfoque
es el más complicado porque la cantidad de variables que aborda es eleva-
do. En todos los trabajos publicados hasta la fecha se parte siempre de una
morfoloǵıa previa.
5
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La la figura 1.1 muestra un ejemplo de los tres enfoques sobre una misma estruc-
tura.
En el presente trabajo se pretende abordar por primera vez la optimización si-
multánea del tamaño y la topoloǵıa de una estructura sin partir de ningún tipo
de forma previa.
1 2 3 4 5 6
7 8 9 10
(a) Optimización del tamaño
1 2 3 4 5 6
7 8 9 10











(c) Optimización de la topoloǵıa
Figura 1.1: Diferentes tipos de optimización estructural
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1.3 La necesidad de optimización
La escasez de materias primas y el incremento de la demanda de estas empuja a
las empresas a abaratar costes, que en el caso de las estructuras pasa por reducir
el peso de las mismas.
En sectores como la automoción, la reducción de peso no solo interesa a los fabri-
cantes, sino también a los compradores donde el peso está directamente relacionado
con el consumo de combustible, cuyo precio se encuentra también al alza como se
























































































































































































Real (April 2011 US dollars)
May 1987   April 2011 monthly average Brent spot prices 
Conversion to April 2011 dollars uses US CPI for All Urban Consumers (CPI-U) 
Sources: Energy Information Administration and Bureau of Labor Statistics
Figura 1.2: Evolución de los precios del barril de petróleo Brent. Figura bajo licencia
de Creative Commons Attribution-ShareAlike 3.0 Unported
Por otra parte el desarrollo de los automóviles en los últimos años ha provocado un
incremento de significativo de su peso debido fundamentalmente a la incorporación
de sistemas de seguridad (ABS, ESP, Airbag, etc . . . ) y de confort (climatizador,
CAN-Bus, etc. . . ). De este modo, por ejemplo, el Volkswagen Golf ha pasado de
790 a 1318 kg en 35 años, según se aprecia en la figura 1.3. Este incremento habŕıa
sido mayor de no haber sido por la reducción del peso del chasis y demás elementos
estructurales.
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Figura 1.3: Evolución del peso del Wolkswagen Golf. Fuente VW Group
En el transporte de mercanćıas, se estima que en promedio una reducción de 1 kN
en el peso de la estructura supondŕıa un ahorro anual de 3600 €1 [255] debido al
ahorro en combustible.
Se hace pues necesaria la optimización de los recursos disponibles lo cual se tra-
duce en el caso de las estructuras metálicas en el abaratamiento de los costes de
producción y sobre todo de los materiales.
El diseño tradicional de estructuras se basa en un conjunto de reglas o teoŕıas,
como la resistencia de materiales, que permiten al proyectista establecer los mate-
riales y geometŕıas necesarias para soportar un conjunto de esfuerzos y reacciones.
Ahora bien, estos diseños generalmente no serán óptimos desde el punto de vista
económico o de ahorro de materiales, ya que se encuentran afectados por una serie
de decisiones subjetivas durante el proceso de diseño. De este modo, dos proyec-
tistas diferentes llegarán a dos soluciones diferentes perfectamente factibles desde
el punto de vista de la resistencia estructural o del cumplimiento de normas. Sin
embargo estas estructuras seguramente tendrán costes y pesos diferentes.
Una de las primeras decisiones subjetivas que adoptarán los diseñadores será la
definición de la topoloǵıa de la estructura, para lo cual seguramente emplearán el
método romano, mediante el cual se repiten los modelos llevados a cabo con éxito
anteriormente. Un ejemplo de este condicionamiento del diseño es la estructura
presente aún hoy en d́ıa en los semirremolques, también presente en los automóviles
1Costes actualizados al 2011
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hasta mediados del siglo pasado. Esta estructura hoy en d́ıa tiene la forma de
escalera t́ıpica de los carros de la edad media.
El proceso de optimización, basado en el diseño tradicional, es un proceso iterativo
donde poco a poco se va modificando la geometŕıa de las secciones del diseño
inicial, realizado generalmente de forma subjetiva. De este modo en cada etapa se
comprueba el cumplimento de las restricciones de seguridad y diseño impuestas a
la estructura y se propone de un modo más o menos cient́ıfico las modificaciones a
realizar en la geometŕıa para la siguiente etapa. Este proceso es extremadamente
costoso para un cálculo manual y su aparición es relativamente reciente debida a la
utilización de los ordenadores personales. El proceso tradicional de optimización
generalmente solo aborda la optimización de la geometŕıa de la estructura y suele
presentar una única solución óptima.
Los métodos de optimización más modernos están basados en técnicas heuŕısticas
o metaheuŕısticas porque como se verá posteriormente, los métodos tradicionales
son incapaces de abordar espacios de soluciones tan grandes, con la complejidad
adicional de ser dispersos y no convexos. Estas técnicas, al igual que el método
tradicional también pueden estar afectadas por decisiones subjetivas o prejuicios
del diseñador o simplemente por la capacidad de computación disponible en ese
momento. Una de esas decisiones subjetivas es la definición de la topoloǵıa inicial
del problema. A diferencia del método tradicional alguna de estas técnicas si que
modifican la morfoloǵıa del problema, además de su geometŕıa, pero ya parten de
una decisión subjetiva que condicionará sin lugar a dudas el proceso de búsqueda.
Como se analizará en los sucesivos caṕıtulos, el presente trabajo logra un método
de diseño automatizado, basado en los Algoritmos Genéticos que proporciona al
diseñador un conjunto de soluciones óptimas, desde el punto de vista del peso de
la estructura, que cumpla con los requerimientos de resistencia y rigidez impuestos
por este. Este método no requiere de ningún tipo de idea preconcebida a parte de
las especificaciones de los puntos de carga y soporte de la estructura. Con esto se
eliminan prácticamente los inconvenientes de todos los procesos de optimización
de estructuras presentes hasta el momento. De este modo, no se requerirá de
ningún tipo de habilidad o conocimiento especial por parte del diseñador, a parte
de los necesarios para poder interpretar y hacer uso de los resultados. La labor del
diseñador será la de seleccionar la mejor solución, de entre las propuestas, en base
a otros criterios de tipo económico o estético no contemplados en el algoritmo.
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1.4 Estado del arte sobre la optimización topológica y
estructural simultánea
Como punto de partida para el presente trabajo cient́ıfico, es necesario conocer los
trabajos previos publicados referidos al tema a estudiar. Este estudio permitirá co-
nocer la viabilidad y el interés cient́ıfico y social del mismo. Por este motivo, se ha
realizado un estudio bibliográfico sobre la optimización de estructuras formadas
por barras o vigas, con objeto de fundamentar este trabajo.
1.4.1 Fuentes de información
De las diversas bases de datos existentes destaca por su volumen y calidad SciVerse
Hub. Esta base de datos de reciente creación realiza las búsquedas en las bases
de datos de art́ıculos como Scopus y Sciencedirect, aśı como en bases de datos de
congresos como ISI proceedings entre otras. También realiza búsquedas en bases
de datos de tesis doctorales y de master via NDLTD aśı como diferentes bases de
datos de patentes y la propia web.
A continuación se detalla el rango de búsqueda de SciVerse Hub sobre art́ıculos
los cient́ıficas relacionados con el tema de investigación:
• 10,3 millones de art́ıculos cient́ıficos de ScienceDirect
• 691.000 art́ıculos cient́ıficos de SAGE Publications
• 524.000 art́ıculos cient́ıficos de Scitation
• 252.000 art́ıculos cient́ıficos de Wiley-Blackwell
• 661.000 art́ıculos cient́ıficos de Nature Publishing Group
• 477.000 art́ıculos cient́ıficos de American Physical Society
• 337.000 art́ıculos cient́ıficos de IOP Publishing
• 66.400 art́ıculos cient́ıficos de Royal Society Publishing
• 23.300 art́ıculos cient́ıficos de Maney Publishing
• 1,6 millones de tesis doctorales y de master via NDLTD
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• 78.500 documentos de MIT OpenCourseWare
• 25.400 technical reports de NASA
• 657.000 e-prints de ArXiv.org
• 26.600 documentoss de Caltech Coda
• 3.400 e-prints de Cogprints
• 4,2 millones de documentos de Digital Archives
• 110.000 art́ıculos de Project Euclid
• 34.700 art́ıculos de Hindawi Publishing Corporation
• 6.400 documentos de HKUST Institutional Repository
• 87.000 documentos de The University of Hong Kong
• 29.400 documentos de IISc
• 157.000 documentos de WaY
• 19.000 documentos de Humboldt Universität
• 21.400 documentos de DiVA
• 24.700 documentos de University of Toronto T-Space
• 9.100 art́ıculos de SIAM
El rango de búsqueda de patentes es de 24.4 millones contenidos en la base de
datos de patentes LexisNexis.
El rango de búsqueda de SciVerse Hub en la web incluye sobre 410 millones de
webs de contenido cient́ıfico, incluyendo:
• 140 millones de sitios .edu
• 40 millones de sitios .org
• 23 millones de sitios .ac.uk
• 38 millones de sitios .com
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• 39 millones de sitios .gov
• 136 millones de sitios relevantes pertenecientes a instituciones de investiga-
ción y universidades a lo largo del mundo
También se han utilizado otras bases de datos espacializadas en inteligencia artifi-
cial como Mendeley, recientemente incorporada en Scopus, CiteseerX incorporada
a SciVerse Hub y ACM Digital Library.
1.4.2 Criterios de búsqueda
La búsqueda se ha realizado a lo largo de todos los campos de búsqueda posibles
y sobre todos los documentos registrados en SciVerse Hub.
Si bien la realización de búsquedas en SciVerse Hub es sencilla, el tratamiento
de la información no lo es tanto ya que es bastante común que la base de datos
devuelva decenas o cientos de miles de referencias. Cabe pues establecer unos
criterios de búsqueda adecuados para conseguir acotar los resultados dentro del
campo cient́ıfico objeto de estudio.
La primera forma de acotación de la búsqueda es la utilización de las palabras
clave o keywords. En este caso y dado que se pretende optimizar el tamaño y la
topoloǵıa de estructuras formadas por barras o vigas se han empleado palabras
clave como truss, topology. Estas palabras clave se relacionan entre śı mediante
operadores binarios como AND, OR, NOT, etc . . . La tabla 1.1 muestra los patrones
de búsqueda resultantes de la combinación de las palabras clave empleadas con
los operadores binarios. En los citados patrones no se emplean otras palabras más
generales como structural porque estas abren demasiado el abanico de búsqueda
hacia otros campos como es la optimización estructural de medios continuos (ESO),
la cual no está relacionada con el presente trabajo. Esto no supone una limitación
en la búsqueda ya que, como se ha comentado anteriormente, SciVerse Hub realiza
la búsqueda en todos los campos de cada referencia y será bastante dif́ıcil que un
art́ıculo que verse sobre la optimización de estructuras formadas por barras o vigas
no contengan estas palabras en ningún campo.
La segunda forma de acotación es la definición de las áreas de búsqueda o Sub-
ject Areas. El presente estudio ha reducido la búsqueda a las siguientes áreas:
Computer Science, Engineering y Matematics.
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La tabla 1.1 muestra los resultados obtenidos mediante los criterios de búsqueda
descritos.
1.4.3 Estudio de la producción cient́ıfica global
A partir de La tabla 1.1 los resultados se clasifican en dos grupos de patrones de
búsqueda.
El primer grupo de patrones de búsqueda, cuyos resultados se reproducen en la fi-
gura 1.4, representa todos los trabajos publicados relacionados con la optimización
topológica de estructuras formadas por vigas o barras. Como se puede apreciar los
trabajos publicados utilizan principalmente métodos de Programación Matemática
(MP) y Algoritmos Genéticos (GA) en una proporción bastante similar. A estos
le siguen los trabajos relacionados con el Recocido Simulado (SA), siendo espe-
cialmente destacable la producción en Tesis la cual es proporcionalmente mucho
mayor. El resto de métodos tiene una relevancia mucho menor hasta el punto de
no tener tesis desarrolladas al respecto.
El segundo grupo, representado en La figura 1.5, es un subconjunto del primero y
está formado por todos los trabajos donde se realiza una optimización simultánea
del tamaño y la topoloǵıa de estructuras formadas por vigas o barras. Este últi-
mo es el campo donde se enmarca el presente trabajo. Como se puede apreciar
la producción cient́ıfica de trabajos relacionados con los Algoritmos Genéticos es
superior al resto, siendo especialmente destacable la producción en congresos lo
cual es tradicionalmente habitual en las publicaciones sobre este método de opti-
mización. Posteriormente le sigue en importancia la Programación Matemática y
el Recocido Simulado, al igual que en el grupo anterior. El resto de métodos tiene
una relevancia mucho menor hasta el punto de no tener tesis, ni publicaciones en
congresos relacionadas con el tema.
Cabe destacar la pequeña cantidad de patentes desarrolladas en ambos grupos, de
las cuales ninguna está relacionada con el campo que se pretende estudiar.
Este segundo grupo representa menos del 12% del primer grupo, lo cual muestra la
poca investigación existente en este campo durante los últimos años. Sin embargo,
según los resultados de los trabajos de Ebenau et al. [100], Balling et al. [21] y
Tang et al. [384] muestran que es precisamente este camino el que logra mejores


























Tabla 1.1: Patrones de búsqueda
Patrones
Palabras clave de búsqueda Resultados











optimization 3455 2010 36 248 8 1153
MP math. programming 1260 690 16 36 0 518
GA genetic algorithm 1184 692 17 89 0 386
SA simulated annealing 456 267 13 26 0 150
PSO particle swarm 202 111 0 13 0 78
















optimization 407 215 8 10 1 173
MP math. programming 227 102 6 2 0 117
GA genetic algorithm 256 115 6 7 0 128
SA simulated annealing 121 47 3 2 0 69
PSO particle swarm 57 25 0 0 0 32
ACO ant colony 41 18 0 0 0 23
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Figura 1.4: Producción cient́ıfica. Patrones del primer grupo.
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Figura 1.5: Producción cient́ıfica. Patrones del segundo grupo.
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1.4.4 Estudio de la producción cient́ıfica por año de
publicación
Los resultados globales obtenidos en el apartado anterior no son suficientes para
determinar que métodos de optimización pueden resultar más interesantes ya que
no muestra la tendencia. De hecho, de los diferentes métodos analizados la Op-
timización por Colonias de Hormigas (ACO) y la Optimización por Enjambre de
Part́ıculas(PSO) son relativamente recientes, los Algoritmos Genéticos y el SA se
desarrollaron en la década de los 90 y la MP se inició en la década de los sesenta.
Es presciso pues analizar también cual es el desarrollo temporal de la investigación
con el fin de determinar las tendencias que puedan surgir.
El análisis de tendencia se realiza estudiando los art́ıculos en revistas indexadas
publicados según el patrón de búsqueda correspondiente con el segundo grupo,
objeto de estudio del presente trabajo. Se ha empleado la producción en revistas
y no el número total de documentos ya que son las primeras las que realmente nos
indican en que se está investigando en la actualidad mientras que el segundo caso
suele ser un indicativo de su aplicación actual.
Como se puede apreciar en la figura 1.6, a diferencia de lo que ocurre cuando
se consideran los números absolutos de documentos o art́ıculos, la producción
cient́ıfica actual relacionada con la Programación Matemática es bastante escasa.
La producción actual se centra fundamentalmente en el empleo de los GA, la PSO y
el SA. En el último año se ha visto incluso superada por una técnica relativamente
nueva como la ACO
1.4.5 Estudio de la producción cient́ıfica en revistas
indexadas
Existen muchas revistas cient́ıficas especializadas que tratan el tema de la optimi-
zación de estructuras, sin embargo no tantas han publicado art́ıculos relacionados
con la optimización simultánea de topoloǵıa y tamaño de dichas estructuras. Dado
que una de las tareas fundamentales de cualquier trabajo de investigación cient́ıfica
es su divulgación, es necesario conocer en que revistas se están publicando trabajos
relacionados con el campo de estudio para que esta investigación tenga la máxima
difusión posible.
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Figura 1.6: Número de documentos publicados sobre optimización topológica. Patrones
del segundo grupo.
La tabla 1.2 muestra un extracto de las revistas donde se ha publicado mayor
número de art́ıculos relacionados con la temática del presente trabajo. De esta
tabla se desprende que las revistas donde fundamentalmente se publican art́ıculos
relacionados con el campo de estudio son:
• Computers and Structures.
• Computer Methods in Applied Mechanics and Engineering.
• Applied Soft Computing.
• Advances in Engineering Software.
• International Journal of Solids and Structures.
• Discrete Applied Mathematics
La cantidad de art́ıculos publicados por una revista no es garant́ıa suficiente de
su difusión. Además debe tenerse en cuenta otros factores que miden la calidad y







































Tabla 1.2: Principales publicaciones relacionadas con el campo de estudio
Revista
Temática
GA MP SA PSO ACO Total
Advanced Engineering Informatics 2 0 1 1 1 5
Advances in Engineering Software 7 2 3 1 1 14
Applied Soft Computing 5 2 3 4 3 17
Automatica 0 1 1 0 0 2
CIRP Annals - Manufacturing Technology 1 0 1 1 1 4
Composite Structures 0 0 1 0 1 2
Comprehensive Composite Materials 1 0 1 0 0 2
Computer Methods in Applied Mechanics and Engineering 10 16 4 1 0 31
Computer-Aided Design 0 1 1 0 0 2
Computers and Structures 16 15 7 5 3 46
Discrete Applied Mathematics 3 3 3 0 0 9
Encyclopedia of Information Systems 1 0 1 0 0 2
Encyclopedia of Physical Science and Technology 1 1 1 0 0 3
Engineering Applications of Artificial Intelligence 2 0 0 1 0 3
Engineering Structures 3 0 0 0 2 5
Expert Systems with Applications 0 1 0 1 0 2
Finite Elements in Analysis and Design 2 5 0 0 0 7
International Journal of Solids and Structures 4 3 2 1 0 10
Journal of Computational Physics 1 1 0 0 0 2
Journal of Constructional Steel Research 0 0 0 1 1 2
Journal of Sound and Vibration 3 0 0 0 0 3
Materials & Design 0 1 1 0 0 2
Mathematical and Computer Modelling 2 0 2 1 0 5
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La tabla 1.3 muestra diferentes indicadores de calidad obtenidos para las diferen-
tes revistas mediante la ISI Web of Knowledge. Según esta tabla, las revistas más
interesantes donde publicar son: Computer Methods in Applied Mechanics and
Engineering, International Journal of Solids and Structures y Applied Soft Com-
puting por este orden si se tienen en cuenta otros ratios además de el factor de
impacto del 2010.
Estos indicadores sin embargo no nos muestran la evolución de la revista. Es
importante también conocer la tendencia de las mismas para lograr maximizar la
difusión del art́ıculo en el futuro. Con este fin se empleó la herramienta Journal
Analyzer de la base de datos Scopus cuyos resultados aparecen en las figuras 1.7
y 1.8.
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Figura 1.7: Evolución temporal del indicador SJR
Según el indicador SJR2, que pondera el número de citas por documento durante
los cuatro años anteriores, las revistas más interesantes son International Journal
of Solids and Structures, Computer Methods in Applied Mechanics and Engineering







































Tabla 1.3: Indicadores de calidad de las revistas mas relevantes
Revista ISSN FI-2010 FI-5 Immediacy Eigenfactor Influence Ranking
Computers and Structures 0045-7949 1,719 1,846 0,244 0,01546 0,911 Q1/Q2
Computer Methods in . . . 0045-7825 2,085 2,503 0,714 0,04039 1,263 Q1
Applied Soft Computing 1568-4946 2097 2,108 0,322 0,00457 0,511 Q1/Q2
Advances in Engineering . . . 0965-9978 1,004 1,112 0,229 0,00382 0,409 Q3
International Journal of Solids . . . 0020-7683 1,677 2,067 0,365 0,03618 0,931 Q1
Discrete Applied Mathematics 0166-218X 0,822 0,894 0,541 0,01347 0,149 Q2
Finite Elements in Analysis . . . 0168-874X 1,03 1,348 0,596 0,00485 0,125 Q2/Q3
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Figura 1.8: Evolución temporal del indicador SNIP
Sin embargo según el indicador SNIP, las revistas más interesantes son Applied Soft
Computing, Computer Methods in Applied Mechanics and Engineering y Compu-
ters and Structures.
Como se puede apreciar, existe un factor común entre todos los indicadores for-
mado por las revistas Computer Methods in Applied Mechanics and Engineering
y Applied Soft Computing.
1.4.6 Principales grupos de investigación
La tabla 1.4 muestra a los autores mas proĺıficos según los resultados obtenidos
para los diversos patrones de búsqueda del segundo grupo, objeto de estudio en
el presente trabajo. Como puede apreciarse no existen grupos importantes como
en otras disciplinas, sino un conjunto de autores destacados. Esto es debido a
que este tipo de investigación no requiere de laboratorios y equipos costosos, sino
que puede realizarse de forma individual. Esto es bastante habitual dentro del
campo de la optimización estructural. También es relativamente frecuente que los
principales autores de este campo escriban de forma conjunta art́ıculos o libros de
investigación, generalmente de revisión.
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Como también se aprecia en la citada tabla, muchos autores han realizado investi-
gaciones empleando diversos métodos de optimización. Cabe señalar que no existe
ningún autor español destacado en el campo de estudio del presente trabajo, solo
existen unos pocos autores cuyos trabajos están relacionados con la optimización
del tamaño de las estructuras.
Seguidamente se indican los autores más destacados en el campo de la optimización
de estructuras en general:
Goldberg, David Edward Profesor y director del Illinois Genetic Algorithms
Laboratory de la University of Illinois (USA).
Subramaniam D. Rajan Profesor y director del Computational Mechanics
Lab de la Arizona State University (USA).
Hajela, Prabhat Profesor de Ingenieŕıa Aeroespacial en el Rensselaer Polytech-
nic Institute (USA).
Pezeshk, Shahram y Camp, Charles V. Profesores de Ingenieŕıa Civil en la
University of Memphis (USA).
Adeli, Hojjat Profesor en la Ohio State University (USA).
Kicinger, Rafal Profesor en la George Mason University (USA).
Achtziger, Wolfgang Profesor en la University of Dortmund (Alemania).
Kaveh, Aĺı y Talatahari, S. Profesor de la Iran University e investigador de
la University of Tabriz (Irán).
Ebenau, Garsten Ingeniero de la empresa Hamelmann-Karvanek-Thierauf (Ale-
mania).
Balling, Richard J. Profesor de Estructuras y Optimización en la Brigham
Young University (USA).
Ohsaki Profesor en la Kyoto University (Japón).
Topping, Barry H.V. Profesor emérito de Mecánica Computacional en la
Heriot-Watt University (UK).
Tang, Wenyan Visiting Scholar en la University of Sydney (Australia).
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Barbosa, Helio J.C. y Lemonge, Afonso C.C. Profesor en la Universidade
Federal de Juiz de Fora (Brasil).
Erbatur, Fuat y Hasançebi, Oguzhan Profesor emérito en la Middle East
Technical University (Turqúıa).
Papadrakakis, Manolis y Hasançebi, Oguzhan Profesores en la National
Technical University of Athens (Grecia).
Jenkins, W.M. Profesor en la University of Hertfordshire (UK).
Greiner Sánchez, David y Emperador Azola, Jose Maria Investigadores
en el Instituto Universitario de Sistemas Inteligentes y Aplicaciones Numéricas en
Ingenieŕıa de la Universidad de las Palmas de Gran Canaria (España).
1.4.7 Conclusiones
A partir del estudio del estado del arte se puede concluir que en la actualidad
no existe un único método para abordar el estudio planteado. El análisis de los
art́ıculos publicados en los últimos años parece indicar que las principales ĺıneas
de investigación actual se centran en los Algoritmos Genéticos, a cierta distancia
la PSO, el SA y a mayor distancia la ACO. Este análisis demuestra que cuarenta
años después de su invención los Algoritmos Genéticos se encuentran en plena
vigencia, al menos en este campo.
Los resultados obtenidos sin embargo con estas técnicas no son igualmente sa-
tisfactorios en todos los casos. Un estudio más detallado del contenido de los
trabajos publicados nos permite apreciar como los resultados obtenidos emplean-
do PSO o SA se encuentran bastante lejos de los por los Algoritmos Genéticos,
como muestran las tablas 6.1 y 6.2.
Gran parte del interés por la PSO y el ACO es debido a que requieren un núme-
ro menor de evaluaciones de la función objetivo. Aun aśı se trata de técnicas
incipientes en este campo.
En base a un análisis similar al descrito, se decide al inicio del presente trabajo en






































Tabla 1.4: Autores mas proĺıficos en la optimización topológica de estructuras









Stolpe, M. Kaveh, A. Kaveh, A. Cagan, J. Kaveh, A. Kaveh, A.
Achtziger, W. Talatahari, S. Talatahari, S. Shea, K. Talatahari, S. Talatahari, S.
Guo, X. Lin, Chun-Yi Lin, Chun-Yi Lin, C.-Y. Liu, F. Lin, Chun-Yi
Cheng, G. Luh, G. Luh, G. Luh, G. Aravinthan, T. Luh, G.
Bureerat, S. Shahrouzi, M. Shahrouzi, M. Lamberti, L. Awad, Ziad K. Shahrouzi, M.
Fan, Z. Aravinthan, T. Aravinthan, T. Baumann, B. Dogan, E. Aravinthan, T.
Fleury, C. Awad, Ziad K. Awad, Ziad K. Chiandussi, G. Erdal, F. Awad, Ziad K.
Gengdong, C. Dogan, E. Dogan, E. Kost, B. Gonzalez, F. Dogan, E.
Gui, L. Erdal, F. Erdal, F. Luh, G. Hasançebi, O. Erdal, F.











Kaveh, A. Kaveh, A. Guest, James K. Erbatur, F. Kaveh, A. Kaveh, A.
Hajela, P. Ashida, F. Xie, Y.M. Lamberti, L. Ahangaran, M. Ahangaran, M.
Ohsaki, M. Erbatur, F. Ananthasuresh, G.K. Liu, Xiaojian Alinia-ziazi, A. Bureerat, Sujin
Xie, Y.M. Farajpour, I. Ashida, F. Seepersad, C.C. Bureerat, Sujin Farajpour, I.
Allen, J.K. Hajela, P. Farajpour, I. Alinia-ziazi, A. El Alem, W. Farhoudi, N.
Ashida, F. Kravanja, S. Hajela, P. Barron, Sarah El Hami, A. Fayazbakhsh, K.
Bruns, T.E. Lamberti, L. Hinton, E. Barthelat, F. Ellaia, R. Fujiwara, J.
Bureerat, S. Liu, X. Hira, A. Begg, D. W. Farajpour, I. Ghiasi, H.
Erbatur, F. Luo, Zhen Kravanja, S. Beom, H.G. Farhoudi, N. Hinduja, S.
Farajpour, I. Ohsaki, M. Liu, Xiaojian Beyer, H. Farkas, J. Lamberti, L.
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1.5 Organización de la tesis
La tesis se organiza, de forma similar al desarrollo de la investigación, en torno a
seis caṕıtulos:
• El primer caṕıtulo, el presente, introductorio.
• El segundo caṕıtulo detalla los objetivos y el plan de trabajo seguido en el
desarrollo de la misma.
• El tercer caṕıtulo describe los principales trabajos sobre de optimización
estructural que se han publicado hasta el momento y plantea el problema de
optimización.
• El cuarto caṕıtulo detalla el método de los Algoritmos Genéticos aśı como
los operadores y parámetros fundamentales de ajustes de los mismos ya que
estos conocimientos son necesarios para abordar el siguiente caṕıtulo.
• El quinto caṕıtulo describe la implementación de un nuevo Algoritmo Gené-
tico libre de los condicionantes descritos en este caṕıtulo.
• El sexto caṕıtulo realiza la validación del nuevo algoritmo mediante su prueba
contra uno de los problemas de optimización clásicos: la optimización de
la estructura de diez barras y seis nodos, logrando mejorar los resultados
existentes.
• El séptimo caṕıtulo detallan las conclusiones obtenidas, en base al caṕıtulo
anterior.
• El octavo caṕıtulo describe las futuras ĺıneas de investigación del presente
trabajo.
• Los diferentes anexos detallan los parámetros, cálculos y procedimientos adi-
cionales, empleados en el cálculo o el desarrollo del nuevo algoritmo. También
detalla el código de cálculo de la solución óptima en lenguaje APDL de Ansys
para su verificación. Finalmente aparece la clase en C++ fundamental para
la implementación del algoritmo con el fin de verificar y entender su fun-
cionamiento. No se detallan todas las otras clases adicionales desarrolladas
debido a que su extensión total es superior a la propia tesis. El autor pone








El objetivo principal de la tesis es desarrollar un algoritmo eficiente y robusto que
sea capaz de generar un conjunto de estructuras óptimas en base a las cargas que
estas tengan que soportar y los apoyos que las sustenten, sin partir de ninguna
forma, geometŕıa, regla o modelo preconcebido para las mismas, sujetas a ciertas
restricciones de resistencia y rigidez.
La necesidad de desarrollar dicho algoritmo se fundamenta en la siguiente hipótesis:
La definición previa de la forma, geometŕıa, regla o modelo preconce-
bido en una estructura suponen restricciones del diseño en śı mismas
y por lo tanto aquel algoritmo que no se encuentre sujeto a estas de-
berá poder generar diseños necesariamente mejores, o al menos tan
buenos como los existentes.
Dicha hipótesis se sustenta en las indicaciones de un trabajo previo realizado por
Rajan [310], el cual constituye el primer aporte relevante de los Algoritmos Ge-
néticos a la optimización de tamaño y topoloǵıa simultáneas. Dado que todos los
algoritmos de optimización existentes hasta la fecha requieren de la definición de
una topoloǵıa previa, si se logra cumplir este primer objetivo, será posible diseñar
estructuras más óptimas a las existentes en la actualidad.
Por otra parte, al plantear el diseño de estructuras de una forma totalmente abier-
ta, se logrará otro objetivo secundario y no por ello menos importante como es
lograr la generalización de la topoloǵıa óptima de las estructuras analizadas.
La implementación del algoritmo en una aplicación informática permitirá alcanzar
además otro objetivo: el desarrollo de una herramienta que permita a los diseñado-
res obtener un conjunto de estructuras óptimas, sin que se requiera el conocimiento
de una estructura previa, en un periodo de tiempo razonablemente corto.
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2.2 Planificación de la investigación
Con el fin de alcanzar los objetivos planteados se han seguido una serie de pasos
reflejados a continuación:
Estudio del estado del arte
El primer paso para abordar el presente trabajo fue estudiar el estado actual de
la técnica de optimización de estructuras con el fin de determinar el método de
optimización más adecuado para lograr los objetivos propuestos. Para ello se
realizó un estudio exhaustivo donde se procedió a revisar los trabajos publicados
relacionados con la optimización de estructuras.
Para lograr los objetivos de la tesis fue necesario recabar mas de 600 referencias,
de las cuales sobre 426 aparecen reflejadas en este trabajo. A diferencia de otras
disciplinas, gran parte del trabajo publicado, sobre todo en lo referente a la inves-
tigación básica, se encuentra en informes técnicos, congresos, proceedings, etc. . .
Como conclusión a este estudio, se puede afirmar que el método de los Algorit-
mos Genéticos es uno de los más empleados en la optimización de estructuras y
previsiblemente lo seguirá siendo a falta del desarrollo de nuevos métodos.
En este estudio se ha podido constatar como muchos art́ıculos presentan carencias
de tipo teórico incluso en la actualidad. El presente trabajo, sin pretender ser un
manual sobre el tema, describe en el tercer caṕıtulo toda la base teórica necesaria
para el desarrollo del algoritmo descrito y validado en los caṕıtulos sucesivos.
Esta descripción, aunque más extensa que muchos libros relacionados con el tema,
no aborda de forma deliberada aquellos contenidos teóricos no empleados en el
presente trabajo.
Estudio de las libreŕıas de Algoritmos Genéticos
Tras concluir el apartado anterior el siguiente paso fue estudiar el conjunto de
aplicaciones y libreŕıas existentes en la actualidad con el objetivo de determinar si
deb́ıa partirse de cero o pod́ıa aprovecharse parte del trabajo existente.
La cantidad de aplicaciones de sofware libre es muy importante, siendo la más
destacable de todas, con notable diferencia, la libreŕıa GAlib que Mattew Wall
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desarrolló en el MIT. Esta libreŕıa fue desarrollada por el autor, dentro de un
proyecto del MIT, a partir de una libreŕıa previa escrita por Kazu Saito en el
MIT CADlab. Mas tarde el autor empleaŕıa esta libreŕıa para el desarrollo de su
tesis doctoral [404]. Desde entonces numerosos doctorandos en todo el mundo han
desarrollado sus tesis a partir de esta libreŕıa.
El lenguaje de programación de la libreŕıa es el C++, lo cual le proporciona toda la
versatilidad y garant́ıas de eficiencia de este lenguaje de programación. El paquete
dispone de la capacidad de compilar toda la libreŕıa en una libreŕıa estática por lo
que esta puede ser llamada desde cualquier lenguaje de programación si se estudian
sus procedimientos.
El lenguaje empleado para el desarrollo de la aplicación informática que imple-
menta el algoritmo desarrollado en el presente trabajo ha sido también el C++,
empleando el compilador de C++Builder para la compilación. La ejecución del
programa no contiene ninguna GUI gráfica ya que se ha pretendido primar la
versatilidad y portabilidad a otros sistemas operativos.
El código desarrollado es compatible con ANSI C++ y POSIX por lo que puede
ser compilado en diferentes sistemas operativos. El ejecutable resultante ha sido
probado con éxito en Linux Ubuntu x64 y Windows 7 x64.
Definición e implementación del algoritmo
Una vez concluidos los pasos anteriores se procedió a definir e implementar el
algoritmo. El algoritmo aqúı descrito es el resultado de numerosas pruebas, no
descritas en el presente trabajo. El proceso ha sido iterativo, retroalimentado
tras cada fracaso por nuevos art́ıculos de investigación básica, hasta configurar el
algoritmo definitivo. Sin esta investigación básica y un conocimiento completo de
la propia programación de la libreŕıa GAlib este trabajo no habŕıa sido posible.
Durante las etapas iniciales de este proceso se trabajó con un genoma único de
codificación entera, con todas las limitaciones que ello supone y que se detallan
en los caṕıtulos posteriores. También se emplearon exclusivamente los operadores
genéticos proporcionados por la libreŕıa GAlib, con las limitaciones derivadas del
empleo de la codificación entera.
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Finalmente el Algoritmo Genético definitivo se configuró mediante una codificación
mixta y el empleo de diversos operadores genéticos no implementados por GAlib,
obteniéndose unos resultados bastante satisfactorios.
Validación del algoritmo
Finalmente se procedió a validar1 en algoritmo en base a un problema clásico de
optimización de estructuras: la estructura de diez barras y seis nudos, obteniéndose
como un resultado un peso sensiblemente inferior al mejor resultado publicado
hasta la fecha.
1En los páıses de influencia anglosajona se prefiere emplear el término verificar cuando se
comparan los resultados entre modelos teóricos, mientras que el término validar se emplea al
comparar modelos teóricos con resultados experimentales. No obstante, en este trabajo, se ha
optado por el término validar porque el término verificar no se encuentra todav́ıa extendido en
el ámbito cient́ıfico hispano.
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3.1 Breve reseña histórica
El primer trabajo destacable sobre optimización ya estaba relacionado con la opti-
mización de estructuras y fue realizado por Galileo Galilei(1564-1642) en su obra,
publicada en 1638, Discorsi e dimonstrazioni matematiche, intorno, a due nuove
scienze attenenti alla mecanica et i movimenti locali [125]. Este versaba sobre la
forma óptima de una viga en voladizo, con una carga puntual en su extremo libre.
Más tarde, el desarrollo del cálculo infinitesimal de Leibniz(1646-1716) y el cálculo
de variaciones de Lagrange(1736-1813) sentaŕıan las bases de la optimización de
funciones moderna.
Posteriormente llegaŕıa el principio de mı́nima acción de Hamilton (1808-1865).
Ya en el siglo XX Michell [268] estableceŕıa los principios fundamentales para el
diseño óptimo de barras de peso mı́nimo. Para ello se valió de un teorema previo
desarrollado por Clerk Maxwell [256], estableciendo un nuevo teorema según el
cual:
”Una estructura alcanza el ĺımite absoluto en la economı́a de material
si el espacio ocupado por esta puede ser sometido a una deformación
pequeña apropiada tal que la deformación unitaria de todas las barras
de la estructura se incrementa no menos que el cambio de longitud
relativo de cualquier elemento en el espacio”.
Las estructuras de Michell, sin embargo, presentaban el problema de ser siempre
estáticamente determinadas, y generalmente con un gran número de barras, por
lo que en muchos casos son impracticables desde el punto de vista práctico.
Este trabajo fue analizado y discutido por otros, destacando los trabajos de Cox
[74], Owen [291], y Parkes [294]. Chan [59] desarrolló un conjunto de técnicas
para la construcción gráfica de los campos de deformaciones unitarias descritos
por Michell. Prager [302] desarrollaron un conjunto de técnicas para mejorar la
eficiencia de estructuras cercanas al óptimo y definió un nuevo criterio de diseño
para los elementos en una estructura de Michell discretizada. Posteriormente
E.W. y Parkes [111] de forma simultánea a Prager [303] introdujeron el efecto de
la rigidez de las uniones en las estructuras.
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En 1957 Barta [25] publica una investigación para determinar los conjuntos de
barras redundantes con el fin de probar el teorema de Sved [380] según el cual
mediante la eliminación adecuada de las barras redundantes de una estructura
es posible obtener una estructura estáticamente determinada con el mı́nimo peso
para un estado de carga dado. Pearson [295] empleó un generador de números
aleatorios para variar los elementos redundantes hasta alcanzar soluciones óptimas,
advirtiendo que solo las estructuras estáticamente determinadas carecen de barras
con secciones nulas.
Prager y Rozvany [304, 305, 325] desarrollaron una teoŕıa para la distribución
óptima de estructuras reticulares utilizando utilizando una analoǵıa con la teoŕıa
de Michell. Estos trabajos representaron la primera aproximación a la modificación
de la distribución de las estructuras y, a pesar de ser completamente diferente a la
filosof́ıa de los posteriores trabajos de programación matemática, sirvieron para el
desarrollo de estos.
3.2 Técnicas de Optimización de Estructuras
A continuación se enumeran las diferentes técnicas de optimización de estructuras
empleadas en los últimos cuarenta años. No se procede a realizar una descrip-
ción exhaustiva de ellas ya que el alcance y la extensión de esta tarea excede los
ĺımites del presente trabajo. Simplemente se detallan los trabajos más relevantes
relacionados con la optimización de estructuras.
3.2.1 Programación matemática
Gracias al desarrollo de la programación matemática, en 1968 Hemp y Chan
[60, 168–170], y en paralelo Dorn, Gomory y Greenberg [97], superaron los proble-
mas de las estructuras de Michell mediante el desarrollo de una malla de puntos
(Ground Structure) que inclúıa las uniones estructurales, los apoyos y los puntos
de aplicación de carga. Demostraron que si una estructura articulada sujeta a un
campo de deformaciones virtuales cumple con las restricciones impuestas, entonces
esta es óptima. Los desplazamientos virtuales de los diversos puntos fueron modi-
ficados utilizando técnicas de programación lineal donde la función objetivo estaba
formada por los trabajos virtuales de las barras. Algunas de las barras menos car-
gadas y sus nudos eran eliminadas hasta llegar a estructuras determinadas o con
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un grado de indeterminación reducido, logrando que las barras restantes alcanza-
ran la máxima deformación virtual. Demostraron que, para estructuras sujetas a
un simple estado de carga, la forma óptima era estáticamente determinada.
En 1964 Fleron [116] desarrolló un proceso iterativo para la reducción de peso don-
de cada paso se correspond́ıa con una subestructura estáticamente determinada,
llegando a dos conclusiones para estructuras sujetas a un único estado de carga
donde las tensiones admisibles para cada miembro pueden ser diferentes:
1. Si una estructura tiene menor peso que las demás, esta estructura será ne-
cesariamente estáticamente determinada.
2. Si una estructura óptima tiene un grado de indeterminación p, existen al
menos p+1 estructuras óptimas estáticamente determinadas.
Más tarde Topping demostraŕıa que si la malla de puntos inicial inclúıa un número
suficiente de puntos, era posible encontrar múltiples topoloǵıas para un mismo
óptimo, lo cual permit́ıa elegir entre diferentes soluciones [23, 394].
Dorn, Gomory and Greenberg [97] concluyeron que el tamaño de la malla teńıa un
efecto significativo en la reducción de peso y la topoloǵıa final. Para evitar este
inconveniente procedieron a incorporar las coordenadas nodales como variables
de diseño dentro del proceso de optimización, abriendo un nuevo camino en la
optimización de estructuras.
A partir del trabajo de Dorn, Gomory and Greenberg las técnicas de programación
matemáticas se clasificaron en tres grupos:
1. Las técnicas basadas en una malla de puntos denominadas técnicas de Gro-
und Structure, donde se eliminan las barras de la estructura.
2. Las técnicas donde las coordenadas y las propiedades de las secciones se
introducen como variables de diseño denominadas técnicas geométricas.
3. Los métodos h́ıbridos donde se realizan ambas tareas a la vez. El presente
trabajo se enmarca dentro de estos últimos.
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Técnicas basadas en una malla de puntos o Ground Structure
La técnica mas sencilla es el método del diseño completamente esforzado o Fully
Stressed Design Stress-Ratio donde en cada iteración las secciones de los elementos
estructurales son redimensionados en base a la proporción entre la tensión que
soporta cada miembro y su tensión admisible:




donde Ai(t) y σ
adm son la sección y tensión admisible del elemento i en la iteración
t, Ai(t − 1) y σi(t − 1) son la sección y la tensión del elemento i en la iteración
t− 1.
Mediante esta aproximación cuando la sección de una barra de la estructura se
reduce a cero, se procede a eliminarla. Los resultados obtenidos mediante esta
técnica para estructuras sometidas a un único estado de cargas, son similares
a los obtenidos por Hemp y Chan [60, 168–170] anteriormente, y generalmente
estáticamente determinados.
A principios de los 60, Pearson [295] y Chan [60] consideraron la posibilidad de
que la estructura soportara diferentes estados de carga. En este caso Pearson
[295], mediante un algoritmo estocástico, señaló que las estructuras tend́ıan a
ser estáticamente indeterminadas y que cada elemento era sometido a la carga
máxima, al menos en un estado de cargas. Chan [60] llegó a una conclusión
similar empleando técnicas de programación lineal.
Más tarde, Lev [231], Schmidt [335], Hemp [169], Spillers y Lev [366] y Rozvany
[325] corroboraron estas conclusiones.
Sin embargo el trabajo de Topping [394] demostró que los resultados obtenidos con
el Fully Stressed Design Stress-Ratio no son siempre óptimos. Esto es debido a
que el método no considera la compatibilidad de las estructuras resultantes y si la
distribución resultante es indeterminada, la sección de los elementos no asegura la
compatibilidad de la estructura sin sobretensionar alguno de los elementos. Para
evitar este inconveniente Reinschmidt y Russell [316, 317, 326] formularon de forma
exitosa una técnica iterativa que redimensionaba la distribución obtenida mediante
los métodos de programación lineal y el Fully Stressed Design Stress-Ratio.
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Con el fin de evitar el problema de la compatibilidad estructural y la incorporación
de restricciones de desplazamientos Dobbs y Felton [94] emplearon un algoritmo
basado en el método de la máxima pendiente. Posteriormente Hajela y Ashley
[153] presentaron un algoritmo de búsqueda con una formulación de restricciones
acumulativa.
Según Topping [395] las técnicas de ground structure son especialmente recomenda-
bles en el diseño de estructuras modulares, las cuales emplean elementos y sistemas
estructurales estandarizados.
En 1992, Kirsch [210] demuestra que cuando la sección se aproxima a cero, las
restricciones de tensión desaparecen repentinamente y generándose soluciones fac-
tibles degeneradas. Demostró que es dif́ıcil obtener una solución óptima ya que
estas soluciones degeneradas pueden activar o desactivar las restricciones de ten-
sión de forma abrupta, dificultando el proceso de optimización.
En 2009, Hagishita y Ohsaki [152] propusieron una variación del método al que
llamaron Growing Ground Structure Method donde se añaden o eliminan barras
en base a cinco estrategias propuestas.
Las técnicas geométricas
Con este enfoque, la función objetivo resultante se vuelve extremadamente alineal,
ya que las longitudes de los miembros vaŕıan al variar las coordenadas de los nudos.
Uno de los primeros trabajos con este enfoque fue el de Schmit [336]. En este con-
sideró las coordenadas de los nudos como variables al formular el clásico problema
de optimización de tres barras. Para su resolución empleó un algoritmo no lineal
que utilizaba el método de la máxima pendiente. En las conclusiones a dicho tra-
bajo fue el primero en indicar que en una estructura estáticamente indeterminada,
sometida a varios estados de carga, no todos los miembros están completamente
esforzados al menos en un estado.
Posteriormente, Schmit y Morrow [341] introdujeron restricciones de pandeo y
demostraron que cuando estas restricciones se encuentran activas las distribuciones
óptimas son mas ŕıgidas, pudiendo emplearse un material más ligero.
En 1963, Schmit y Mallett [338] publicaron un art́ıculo donde los ángulos entre
los elementos, las áreas y los materiales eran tratados como variables continuas.
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El método consideraba restricciones de tensión y deformación junto con múltiples
estados de carga. Para su resolución emplearon un algoritmo que utilizaba el méto-
do de la máxima pendiente, donde la dirección de búsqueda era determinada de
forma aleatoria dentro del plano de peso constante. La inclusión de las variables
mejoró el resultado óptimo y demostró que incluso bajo estados de carga múltiples
este pod́ıa ser estáticamente determinado. También demostró que empleando dife-
rentes estructuras iniciales era posible obtener diferentes diseños finales, de modo
similar a lo que ocurre con las técnicas heuŕısticas.
En 1968, Sved y Ginos [381] investigaron el problema de tres barras estudiado pre-
viamente por Schmit [336], demostrando que era posible obtener el óptimo global
eliminando una de las barras, violando la restricción de tensión para la misma.
Sugirieron que si hay una redundancia simple, es necesario buscar sistemática-
mente todas las estructuras que pueden ser obtenidas de la original omitiendo un
elemento. En este trabajo no mostraron una técnica apropiada de búsqueda, pero
demostraron que un algoritmo que no explorara la eliminación de cada uno de sus
miembros no pod́ıa garantizar la obtención de un óptimo global.
En 1970, Corcoran [71, 72] replanteó el problema de tres barras de Schmit inclu-
yendo las coordenadas horizontales de los tres nudos y las secciones de las barras
como variables de diseño. Dos de los nudos coincidieron y la configuración óptima
se convirtió en un problema de dos barras. Para resolver el problema empleó dos
algoritmos no lineales: la técnica de proyección del gradiente y la técnica de mi-
nimización secuencial no restringida1, teniendo mejor comportamiento el primero.
Su enfoque supuso un avance y fue aplicado a un conjunto de estructuras demos-
trando que era posible obtener estructuras óptimas introduciendo las coordenadas
de los nudos como variables, con ahorros significativos de material. El método
permit́ıa que los nudos coincidieran fusionándose, evitando los problemas de ines-
tabilidad que aparećıan cuando se eliminaban barras de la estructura.
Posteriormente Pedersen [296] publicó una técnica iterativa, basada en la progra-
mación lineal, para el diseño de estructuras planas sometidas a un estado de carga
simple donde las áreas de los elementos y las coordenadas nodales fueron emplea-
das como variables de diseño. Al emplear un solo estado de cargas las soluciones
obtenidas fueron estáticamente determinadas. El método empleaba un análisis
1Método de Powell
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de sensibilidad de las derivadas parciales con respecto a las áreas, considerando
también el peso propio, aśı como restricciones de tensión y pandeo.
En 1972, Pedersen [297] extendió su trabajo añadiendo múltiples estados de carga
aśı como restricciones de deformación, aplicando su algoritmo a la estructura de un
puente y una viga en voladizo. Un año más tarde añadió ĺımites a las variables de
diseño sin incrementar el tamaño del problema de programación lineal y extendien-
do su trabajo al espacio [298]. En las conclusiones generales de su trabajo indicaba
que en los miembros de la estructura donde las restricciones de pandeo estaban
activas, tend́ıan a ser más cortos y que las restricciones de desplazamiento activas
tend́ıan a extender la distribución óptima. Sin restricciones de desplazamiento los
diseños óptimos a menudo estaban completamente tensionados. Sin embargo, si
exist́ıa un conjunto de nudos fijos, estas afirmaciones no son siempre estrictamente
ciertas aunque la diferencia en peso entre los diseños no fue significativa.
En 1973, Schmit y Farshi [337], optimizaron el problema de la estructura clásica
de diez barras y seis nodos empleada en el apartado de validación de este trabajo.
En 1977, Thomas y Brown [388] emplearon una función de penalización combi-
nada con una técnica de optimización secuencial no restringida para optimizar
varios tipos de tejado. Los elementos que se aproximaban a la mı́nima tensión
admisible eran eliminados, excepto los necesarios para mantener la estabilidad de
la estructura. Una vez el elemento era eliminado, la estructura era reoptimizada
y se volv́ıa a estudiar la posibilidad de eliminar nuevos elementos.
En 1980, Saka [328] aplicó de forma exitosa a un conjunto de estructuras t́ıpicas,
una técnica para el diseño de estructuras sujetas a múltiples estados de carga donde
las áreas de los elementos y las coordenadas de los nudos fueron introducidas como
variables de diseño. El método agrupaba los diferentes elementos por rigidez y
teniendo en cuenta las restricciones de desplazamiento, tensión y pandeo. Además
los desplazamientos de los nodos fueron introducidos como variables de diseño,
evitando tener que analizar la estructuras. El algoritmo empleado linealizaba las
restricciones y empleaba el método simplex de forma iterativa.
En 1981, Imai y Schmit [185] desarrollaron un método primal-dual al que deno-
minaron método de los multiplicadores, el cual es una extensión del enfoque de la
función de penalización cuadrática. Para evitar la elevada alinealidad de los pro-
blemas realizaron un desarrollo de polinomios de Taylor para los desplazamientos
41
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a lo largo de la dirección de búsqueda. Se consideraron como restricciones la ten-
sión, los desplazamientos y el pandeo de Euler. A diferencia de los anteriores, este
algoritmo no necesita partir de una estructura inicial factible.
Posteriormente Lin et al. [238, 239] publicaron un algoritmo basado en las condicio-
nes de Kuhn-Tucker para la optimización de una estructura sometida a restriccio-
nes de tensión y resonancia. Incluyeron como variables de diseño las coordenadas
de los nudos aśı como las secciones de los elementos. Como conclusión establecie-
ron que las estructuras analizadas eran más sensibles a las cargas dinámicas que
a las estáticas.
En 1985, Haftka [150], Haftka y Kamat [151] emplearon el método del gradiente
conjugado combinado con el método de Newton para minimizar la función de
penalización.
En 1986, Ringertz [320] empleó un algoritmo de Branch and Bound sujeto a res-
tricciones de tensión y desplazamiento. A partir de una Ground Structure se
generaban y analizaban una serie de barras candidatas. Las secciones transversa-
les y los desplazamientos se trataron como variables independientes por lo que fue
posible que en determinadas barras estos tuvieran un valor nulo. El problema de
optimización se resolvió empleando tres métodos diferentes, destacando la SQP.
En 2002, Missoum y Gürdal [270], Missoum et al. [271, 272] ampliaron el trabajo
de McKeown y lo extendieron a problemas no lineales.
Técnicas h́ıbridas
El diseño simultáneo de la topoloǵıa el tamaño de la estructura conduce a un
gran número de variables de diseño con diferentes dominios que dan lugar a un
gran rango de sensibilidades. Además, como demostraron Sved y Ginos [381], el
espacio de soluciones factibles suele ser disjunto, haciendo muy dif́ıcil la búsqueda
del óptimo global. Para evitar estos problemas algunos investigadores dividen las
variables de diseño en dos espacios de diseño mientras que otros solo las consideran
a intervalos alternos del proceso de diseño.
En 1972, Vanderplaats y Moses [400] desarrollaron una técnica aplicada a estruc-
turas sometidas a múltiples estados de carga donde emplearon el método del Fully
Stressed Design Stress-Ratio para dimensionar la estructura mientras manteńıa la
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topoloǵıa fija y posteriormente el método de la máxima pendiente para desplazar
las coordenadas de los nudos hacia una posición óptima. El algoritmo empleaba
ambas técnicas de forma consecutiva e iterativa. Como restricciones de diseño
tomaron el rango de tamaños y tensiones para cada miembro aśı como el pandeo.
Como conclusión a su trabajo afirmaron que el empleo de dos espacios de diseño
separados pero independientes redućıa sensiblemente el número de variables de
diseño.
Más tarde extendieron sus investigaciones a estructuras con restricciones de des-
plazamiento [398, 399]. En esta ocasión se empleó del método de las direcciones
factibles para optimizar la estructura con la topoloǵıa fija.
En 1973, Kuan-Chen [217] desarrolló otro algoritmo para múltiples estados de car-
ga donde empleó una técnica que combinaba una búsqueda basada en el gradiente
con una aleatoria. Investigó las propiedades de una estructura moviendo uno de
los nudos y demostró que la función objetivo en ese caso era convexa.
En 1974, Lipson y Agrawal [241] emplearon el método complex para diseñar estruc-
turas sometidas a restricciones de tensión y múltiples estados de cargas. Emplea-
ron como variables las coordenadas de los nudos y las secciones de los elementos.
Posteriormente [242, 243] añadieron restricciones de deformación. Permitieron la
eliminación de elementos de la estructura cuando la fuerza aplicada sobre los mis-
mos tend́ıa a cero y no generaba inestabilidad en la estructura. Emplearon el
método del Fully Stressed Design Stress-Ratio junto a una técnica de escalado del
desplazamiento mientras manteńıan la geometŕıa constante y el método complex
mientras fijaban la topoloǵıa. Concluyeron que para emplear el método complex
era conveniente separar las variables de diseño y solo considerar la sección de los
miembros o las coordenadas de los nudos cada vez.
En 1975, Spillers y Friedland [367–369] desarrollaron otra serie de técnicas para
estructuras determinadas e indeterminadas estáticamente. Derivaron un conjunto
de expresiones basadas en el gradiente de la función objetivo respecto a las coorde-
nadas nodales y las áreas de los elementos de la estructura. Emplearon un esquema
iterativo basado en el método de newton y las condiciones de Kuhn-Tucker man-
teniendo dos espacios de diseño separados.
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En 1980, Spillers y Kountouris [370] emplearon las fórmulas de tensión admisible
de la AISC para definir una relación entre el peso/longitud con la carga segura de
cada sección.
En 1981, Lev [232] planteó un enfoque heuŕıstico al problema de optimización
geométrica. Demostró que las soluciones obtenidas mediante el software de Spi-
llers and Vanderplaats se estancaban en óptimos relativos. Sugirió que en la opti-
mización de estructuras sometidas a un único estado de cargas, primero se deb́ıa
optimizar la topoloǵıa empleando el Fully Stressed Design Stress-Ratio. También
sugirió que para estructuras sometidas bajo estados de carga múltiples, la topo-
loǵıa inicial deb́ıa estar compuesta de una combinación de las topoloǵıas óptimas
para los diferentes estados de carga simples.
En 1989, y posteriormente en 1998 McKeown [259] introdujo el peso de las unio-
nes en la formulación del problema. El problema se formulaba en dos fases, el
problema interior y el exterior. Durante la optimización del problema interior se
optimizaba el coste sujeto a las condiciones de equilibrio. En el problema exterior,
se calculaban los desplazamientos que minimizaban la función de coste sometida
a las restricciones de tensión y desplazamiento.
A diferencia de los anteriores, los siguientes autores utilizaron una malla de puntos
en sus algoritmos, alternando la optimización de tamaño y topoloǵıa.
En 1970, Reinschmidt y Russell [316, 317, 326] utilizaron una malla de puntos
sobre la que aplicaron diversas técnicas de programación lineal y el Fully Stressed
Design Stress-Ratio de forma sucesiva asegurando el cumplimento de las restric-
ciones de tensión y desplazamiento, obteniendo resultados más satisfactorios que
con el empleo del Fully Stressed Design Stress-Ratio.
En 1972, Sheu y Schmit Jr. [351] basaron su método en la comparación del ĺımite
superior de la configuración obtenida mediante la técnica de la dirección factible
y el ĺımite inferior obtenido mediante el algoritmo primal-dual con la restricción
de compatibilidad relajada.
En 1974, Farshi y A. [112] desarrollaron un método para evitar los problemas deri-
vados de un espacio de soluciones factibles disjunto. En este método introdujeron
como variables de diseño las fuerzas de los elementos redundantes y las áreas de
todos los elementos, incluyendo en las restricciones los ĺımites máximo y mı́nimo
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para los tamaños de los elementos. Inicialmente resolvieron el problema emplean-
do el método simplex obviando la restricción de compatibilidad, introduciendo
posteriormente los requerimientos de compatibilidad en forma de restricción.
En 1977, Lev [230] analizó como diseñar estructuras estáticamente determina-
das sometidas a dos estados de carga. Para ello partió de una superposición de
las topoloǵıas óptimas para cada estado de cargas, lo cual generalmente genera
una estructura estáticamente indeterminada. La estructura es convertida en una
estructura estáticamente determinada mediante un proceso similar al método sim-
plex donde se determina en que orden deben eliminarse los diferentes miembros
de la estructura. Este método proporciona un conjunto de óptimos estáticamente
indeterminados con un grado de indeterminación decreciente.
En 1974, Majid y Elliott [249–251] desarrollaron una técnica que empleaba el méto-
do de la máxima pendiente para optimizar el peso de una estructura sometida a
diferentes estados de carga, considerando restricciones de tensión y deformación.
Emplearon los Teoremas de Variación Estructural, calculando la estructura una
sola vez en todo el proceso. Los análisis posteriores obteńıan los resultados me-
diante la aplicación de los mencionados teoremas combinados con un conjunto de
coeficientes de influencia aplicados en los extremos de cada miembro. Durante el
proceso de optimización inicialmente se mantuvo la topoloǵıa fija, empleando los
teoremas y coeficientes de influencia con el fin de determinar en que orden deb́ıan
eliminarse los elementos de la estructura.
Posteriormente Majid y Saka [252, 329] ampliaron los teoremas formulados por
Majid y Elliott para el análisis de estructuras no articuladas. Emplearon el método
del plano de corte como método de optimización, eliminando de la estructura
aquellos elementos cuya sección se aproximaba a cero.
En 1982, Kirsch [209] empleó un algoritmo en el que la condición de compatibilidad
era ignorada durante la optimización de la geometŕıa, reduciendo el número de
variables de diseño al emplear un procedimiento de enlazado de variables.
En 1989, Ringertz [321] formuló un diseño de peso mı́nimo en estructuras con
comportamiento no lineal de dos modos distintos. Bien todas las ecuaciones de
equilibrio o bien unas pocas de ellas fueron tomadas como restricciones. En ambos
casos las variables de diseño y los desplazamientos fueron tomados como variables.
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En 1991, Bendsøe et al. [41, 43] propusieron dos métodos para el diseño de es-
tructuras con la máxima rigidez, dentro de un volumen prescrito. Las variables
empleadas fueron las secciones transversales y los desplazamientos nodales.
En 1992, Achtziger et al. [5] y más recientemente Bendsøe y Sigmund [42] refor-
mularon el diseño estructural minimizando el grado de violación y empleando las
secciones de las barras como variables de diseño y el volumen total como restric-
ción. De este modo redujeron el problema a un problema de Programación Lineal
equivalente con los desplazamientos nodales como variables de diseño. En ese mis-
mo año, Orozco y Ghattas [287] y más recientemente [288] publicaron un método
SQP con Hessiano reducido.
En 1994, Kirsch y Rozvany [211] presentaron varias formulaciones alternativas que
inclúıan un criterio de optimalidad (OC).
En 1995, Larsson y Rönnqvist [222] emplearon el método del Lagrangiano aumen-
tado para evitar la degeneración causada por en proceso iterativo en la función de
penalización.
En 1996, Achtziger [1] introdujo el cálculo con barras con diferentes propiedades
a la tracción y a la compresión.
Otros trabajos destacables posteriormente son:
Achtziger [2, 3], Bendsøe y Sigmund [42] emplearon la Programación Lineal Se-
cuencial (SLP). Tin-Loi [389, 390, 391] empleó el método del Gradiente Reducido
Generalizado (GRG). Schulz y Bock [343], Dreyer et al. [99], Ohsaki y Swan [281],
Stolpe y Svanberg [376], Schulz [342], Wang y Arora [406] emplearon diversos
métodos de Programación Cuadrática Secuencial (SQP). Ben-Tal y Roth [40], Ja-
rre et al. [191], Maar y Schulz [247], Herskovits [173], Herskovits et al. [174], Hoppe
et al. [181] desarrollaron algoritmos basados en el método del punto interior. Acht-
ziger y Stolpe [4], Ohsaki y Katoh [280] emplearon el método de Branch and Bound
(BB) para resolver el problema con secciones transversales con valores discretos.
Cheng y Guo [66], Guo y Cheng [148], Guo et al. [149], Stolpe y Svanberg [375]
emplearon el método ǫ-relajado.
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3.2.2 Técnicas metaheuŕısticas
Las técnicas metaheuŕısticas, a diferencia de las técnicas de optimización tradi-
cionales, no siguen unos métodos o reglas preestablecidas de búsqueda. A pesar
de no seguir ningún tipo de procedimiento deductivo son capaces de proporcionar
soluciones buenas en un periodo de tiempo razonablemente corto. El principal
inconveniente de este tipo técnicas es que no garantizan la localización del óptimo
absoluto, por lo que para tener la certeza de haberlo obtenido (o al menos un
punto muy próximo) debe ejecutarse el algoritmo varias veces.
Estos métodos son de aplicación cuando no existe un algoritmo espećıfico y de-
termińıstico para la resolución del problema que asegure la obtención del óptimo
absoluto.
Durante las últimas décadas han aparecido, y con seguridad seguirán apareciendo,
innumerables técnicas de las cuales destacan, en el campo de la optimización de
estructuras las descritas a continuación.
3.2.2.1 Recocido Simulado (SA)
El recocido simulado es un algoritmo estocástico cuya idea procede de la f́ısica es-
tad́ıstica. Este intenta imitar el proceso de recocido de un metal ĺıquido lentamente
hasta su estado sólido. Si el enfriamiento es suficientemente lento, las moléculas
se organizan de modo que la función de enerǵıa alcanza un mı́nimo global. Si por
el contrario es demasiado rápido la función de enerǵıa alcanza un mı́nimo local.
Esta técnica sigue esta estrategia relativamente simple. Se toma un diseño de
prueba, generado normalmente de forma aleatoria, y se evalúa la función objetivo
para ese punto. Si el diseño de prueba no es factible este es descartado y se genera
un nuevo diseño. Si el punto de prueba es factible y la función objetivo proporciona
un resultado mejor que el mejor resultado obtenido hasta el momento, el diseño
es aceptado y se anota el resultado como nuevo récord. Si el diseño de prueba es
factible pero la función objetivo arroja un resultado peor que el mejor resultado
obtenido, entonces el diseño es aceptado o rechazado en función de un criterio
probabiĺıstico que estima si el diseño puede mejorar en las siguientes iteraciones.
El cálculo de la probabilidad de aceptación se realiza en función de un parámetro
denominado Temperatura, por analoǵıa con el citado proceso. Esta temperatura
establece el umbral de aceptación, e inicialmente toma un valor grande para ir
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decreciendo conforme avanza el proceso iterativo, siguiendo una ley similar a la
ley de enfriamiento del metal. De este modo la probabilidad de selección decrece
con la temperatura hasta hacerse nula.
El SA ha sido ampliamente estudiado en problemas de optimización de estructuras
por su simplicidad y facilidad para encontrar el óptimo global incluso con un gran
número de variables de diseño. La utilidad de esta técnica quedó demostrada con
los trabajos clásicos de Balling [20] y Bennage y Dhingra [44].
Durante los últimos quince años se han publicado numerosos trabajos relacionados
con la optimización de estructuras, relacionados con esta técnica, de entre los que
destacan:
En 1997, Shea et al. [349, 350] desarrollaron un método de diseño de barras basado
en una combinación de SA y reglas de transformación geométrica y lo aplicaron
al diseño de cerchas. A diferencia del algoritmo tradicional donde la probabilidad
de selección depende de un valor predefinido, se utilizó un método adaptativo.
Posteriormente, Shim y Manoochehri [354] resolvieron un conjunto de problemas
de optimización de tamaño realizando una linealización de las restricciones de
tensión mediante esta técnica. Para asegurar que los diseños fueran factibles,
añadieron un factor corrector a los términos dependientes de la tensión basado en
el gradiente máximo de la tensión linealizada.
En el 2000, Pantelides y Tzan [292] emplearon este método para optimizar diversas
estructuras sometidas a cargas dinámicas. El algoritmo inclúıa un análisis de
sensibilidad para identificar que variables de diseño teńıan más influencia en las
deformaciones globales. Cada vez que un nuevo diseño establećıa un nuevo récord
se modificaba el dominio del problema con el fin de que los nuevos diseño generados
aleatoriamente estuvieran próximos a la región del mejor diseño.
En 2002, Hasançebi y Erbatur [166] demostraron la posibilidad de realizar una
optimización simultánea de tamaño y topoloǵıa empleando este método empleando
el esquema tradicional de funcionamiento del SA.
En este mismo año, Chen y Su [63] apuntaron que la técnica tradicional SA requiere
de demasiados análisis para converger hasta el diseño óptimo. Este hecho es un
hándicap ya que el coste computacional de los análisis suele ser elevado. Con el
fin de mitigar el inconveniente propusieron dos mejoras a la formulación clásica:
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estimar las regiones del espacio de diseño factible a partir de la linealización de las
restricciones e iniciar el proceso de optimización a partir de un diseño factible.
En 2005, Erdal y Sonmez [107] utilizaron un conjunto de geometŕıas predefinidas
en lugar de un solo punto. Cada vez que un nuevo diseño era mejor que el peor de
dicho conjunto, este era sustituido por el nuevo. Aplicaron en algoritmo al diseño
de laminados en materiales compuestos.
En 2008, Lamberti [219] empleó una variación del método denominada Correc-
ted Multi-Level and Multi-Point Simulated Annealing (CMLPSA). Al igual que el
método de Erdal, este utiliza una población de individuos. En este algoritmo los
nuevos puntos se generaron perturbando todas las variables de diseño de forma si-
multánea o local, realizando una búsqueda global o local en función de la tendencia
del proceso de optimización observada.
En 2011, Noilublao y Bureerat [277] aplicaron una variación del método denomi-
nada Archived Multiobjective Simulated Annealing (AMOSA) a una torre esbelta
tridimensional aśı como a otros casos mas sencillos. En este trabajo empleó otras
técnicas como Strength Pareto Evolutionary Algorithm (SPEA2) y Population-
Based Incremental Learning (PBIL).
El elevado coste computacional del método, acompañado del hecho de que a dife-
rencia de otros métodos como GA, ACO, PSO y HS, este método solo proporciona
una solución óptima, ha provocado que los investigadores estén perdiendo interés
por el mismo en detrimento de otros métodos de optimización heuŕıstica, como se
ha podido apreciar en el estudio previo recogido en el apartado apartado 1.4.
3.2.2.2 Computación evolutiva
La computación evolutiva nace como consecuencia de los inconvenientes y limita-
ciones de los métodos más formales como la Programación Matemática o el Método
del Criterio de Optimalidad [205] al ser aplicados a problemas complejos. Estas
técnicas tradicionales requieren de funciones continuas y derivables. Tal situación
no siempre es posible posible cuando se abordan problemas de optimización de
estructuras.
Durante mediados de los 60 y los 70, un conjunto de investigadores de entre los
que destacan Lawrence J. Fogel [118], Ingo Rechenberg [313, 314], y John Henry
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Holland [178], empezaron a plantear de forma teórica la posibilidad de desarrollar
algoritmos de optimización inspiradas en la naturaleza. Fue el último de estos el
que acuñó por primera vez el término Algoritmo Genético.
Posteriormente, en 1992 Marco Dorigo [96] desarrolló en su tesis doctoral una
nueva técnica a la que denominó Optimización por Colonias de Hormigas (ACO).
En 1995 Kennedy, Eberhart y Shi [204, 352] desarrollaron otra técnica conoci-
da como Optimización por Enjambre de Part́ıculas(PSO), la cual es una de las
técnicas más prometedoras en en el futuro de la optimización de estructuras.
Mas recientemente han aparecido otras técnicas como la Evolución Diferencial
(DE)2 de Storn y Price [377] en 1997, la Búsqueda Armónica (HS)3 de Geem et al.
[127] en 2001, o el Gran Estallido-Gran Crujido (BBBC)4 de Erol y Eksin [108]
en 2006, todav́ıa con un desarrollo muy incipiente respecto a la optimización de
estructuras.
A continuación se detallan los trabajos más destacados de la optimización de
estructuras donde se han aplicado con éxito estas técnicas.
Los Algoritmos Evolutivos
El primer tipo Algoritmo Evolutivo desarrollado fueron los Algoritmos Genéti-
cos. Estos comenzaron a aplicarse de forma práctica a mediados de los 70 y
principios de los 80. Fue precisamente David Goldberg, un disćıpulo de Holland
quien alcanzó mayor éxito a este respecto. Según parece tras asistir a una de
los seminarios de Holland, Goldberg que estaba interesado en encontrar el diseño
óptimo de ĺıneas para el transporte de gas, le planteó la posibilidad de emplear los
Algoritmos Genéticos con este fin, a lo cual Holland le replicó que tal aplicación
era excesivamente compleja. Poco tiempo después logró llevar a cabo dicha tarea
en su tesis doctoral [133, 134].
Posteriormente publicaŕıa un libro [135] que se convertiŕıa un hito en el campo de la
optimización mediante Algoritmos Genéticos y que recoǵıa numerosas aplicaciones,
muchas de ellas relacionadas con la optimización de estructuras, como el clásico
2Differential Evolution
3Harmony Search
4Big Bang Big Crunch
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problema de optimización de diez barras y seis nudos, aunque sin la restricción de
desplazamientos del problema original.
Los Algoritmos Genéticos trabajan con poblaciones de individuos (soluciones) y se
basan en los conceptos Darwinianos de supervivencia de los individuos más aptos.
Los diseños se representan en forma de cadenas numéricas generalmente llamadas
cromosomas donde cada elemento de la cadena recibe en nombre de gen5. Los
cromosomas son generados y modificados siguiendo los mecanismos naturales de
la evolución: la reproducción, el cruce y la mutación. Después de varias generacio-
nes, los diseños representado por los individuos más aptos representan los diseños
óptimos.
El éxito de esta técnica de optimización en todos los ámbitos del saber ha sido
incuestionable, superando en muchos casos al resto de técnicas de optimización.
Una simple búsqueda de los términos Genetic Algorithm en SciVerse Hub arroja
más de 361.000 resultados frente a los casi 212.000 que devuelve los términos
Mathematical Programming que no representa una única técnica sino un conjunto
de técnicas mucho más antiguas que la primera.
A diferencia de otras técnicas como la Programación Matemática, el planteamiento
de los problemas de optimización de estructuras realiza la optimización simultánea
del tamaño y topoloǵıa de las mismas ya que esto no supone un problema añadido
para este tipo de algoritmos. Prácticamente la totalidad de los art́ıculos comen-
tados a continuación realizan este tipo de optimización simultánea. No obstante,
el planteamiento fundamental a la hora de codificar las variables de diseño es
heredado de la MP empleando técnicas basadas en Ground Structure o h́ıbridas
fundamentalmente.
A continuación se detallan los trabajos más importantes relacionados con la opti-
mización de estructuras y los Algoritmos Genéticos.
En 1982, Lawo y Thierauf [223] intentaron optimizar el diseño de una estructura
sometida a cargas dinámicas mediante una búsqueda aleatoria. Aunque el algo-
ritmo empleado no fue un Algoritmo Genético, este trabajo representa el primer
intento por resolver un problema de optimización de estructuras mediante una
técnica heuŕıstica.
5Estas afirmaciones son de tipo general pudiendo variar en función de la codificación
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En 1986, Goldberg y Samtani [140] publican la primera aplicación de los Algorit-
mos Genéticos a la optimización de estructuras al problema clásico de optimiza-
ción de estructuras conocido como the ten-bar and six node problem6 propuesto
inicialmente por Venkayya et al. [401], en plena vigencia como banco de pruebas
actualmente.
En 1990, Hajela y Shih [157] estudiaron la aplicabilidad de los Algoritmos Gené-
ticos como método de optimización de estructuras.
En 1991, Jenkins [192] empleaŕıa el código en Pascal de un Algoritmo Genético
Simple publicado por Goldberg [135] para estudiar una cercha.
En 1992, Rajeev y Krishnamoorthy [311] emplearon un Algoritmo Genético binario
para optimizar una estructura de tres barras y la clásica estructura de diez barras
analizada por Goldberg, pero añadiendo las restricciones de desplazamiento del
problema original. También aplicaron el algoritmo para optimizar una torre de
transmisión de 160 barras.
Ese mismo año Hajela y Lin [156] emplearon un Algoritmo Genético binario que
empleaba variables discretas para minimizar una estructura de diez barras sujeta
a restricciones de desplazamiento. Al año siguiente utilizaron un Algoritmo Ge-
nético con dos estrategias de cruce diferentes para optimizar estructuras a gran
escala, aplicando el algoritmo a estructuras de 25 y 72 barras [237].
En 1993, Adeli y Cheng [6] utilizaron un Algoritmo Genético binario con un cruce
por dos puntos y una función de penalización cuadrática de un solo coeficiente
constante para optimizar varias estructuras.
En este mismo año, Grierson y Pak [145] emplearon un Algoritmo Genético binario
para optimizar el tamaño y la topoloǵıa de diversos pórticos. Este es uno de los
primeros trabajos en analizar estructuras con elementos de viga.
Sakamoto y Oda [331] presentaron una técnica de optimización topológica em-
pleando un método h́ıbrido que combinaba los Algoritmos Genéticos con un méto-
do basado en el Criterio de Optimalidad para optimizar la topoloǵıa y el tamaño
de una estructura de forma simultánea. En esta aproximación el Algoritmo Gené-
tico optimizaba la topoloǵıa mientras que el Criterio de Optimalidad optimizaba
el tamaño.
6El problema 10 barras y seis nudos
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Hajela y Lee [154, 155], Hajela et al. [158] emplearon los Algoritmos Genéticos en
la optimización topológica de estructuras reticuladas mediante un proceso de dos
etapas. En la primera etapa emplearon criterios de estabilidad cinemática para
identificar la configuraciones estables. En una segunda etapa añad́ıan o quitaban
elementos y redimensionaban el tamaño de los mismos.
En 1994, Adeli y Cheng [7] utilizaron un Algoritmo Genético binario empleando la
transformación Lagrangiana aumentada para convertir el problema en no restringi-
do, aplicando el algoritmo a estructuras tridimensionales. El mismo año Dhingra y
Lee [91] emplearon un Algoritmo Genético en un problema de optimización donde
coexist́ıan variables continuas y discretas, comparando los resultados con los ob-
tenidos empleando técnicas basadas en el gradiente. Koumousis y Georgiou [214]
emplearon un Algoritmo Genético binario en la optimización de cerchas compa-
rando los resultados obtenidos por un Algoritmo Genético con brecha generacional
con otro sin esta.
En 1995, Rajan [310] presenta un trabajo seminal en el que extiende la magni-
tud del problema de optimización del tamaño a la forma y topoloǵıa de forma
simultánea, reduciendo en un 44% el mejor resultado obtenido hasta la fecha para
el problema de diez barras. En la actualidad este resultado se encuentra todav́ıa
en un nada despreciable cuarto lugar a una corta distancia del resto según se puede
apreciar en la tabla 6.1. La función de penalización empleaba un coeficiente cons-
tante resultante de la multiplicación del peso mı́nimo de entre todos los diseños
factibles y un coeficiente multiplicador que debe ajustarse al problema. En sus
observaciones ya apreciaba que un valor del coeficiente multiplicador demasiado
grande restringia el espacio de diseño, mientras que un valor demasiado pequeño
no es suficiente para empujar a los individuos a la zona factible. En dicho trabajo
realizaba las siguientes indicaciones:
1. Según su experiencia en la resolución de problemas de optimización, en los
problemas donde se combina la optimización de la topoloǵıa con el tamaño,
aproximadamente entre el 10 y el 30% de las estructuras resultantes son ines-
tables. Asi mismo indicaba que debeŕıa emplearse el Método de los Elemen-
tos Finitos como método de cálculo. Por otra parte planteaba la necesidad
de emplear un coeficiente de penalización dinámico con el fin de obtener la
topoloǵıa óptima, asumiendo por lo tanto que la topoloǵıa obtenida no era
la óptima.
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2. La solución final está fuertemente influenciada por la estructura inicial. Tam-
bién reconoćıa no poder proporcionar ningún tipo de gúıa de como generar
la estructura inicial adecuada.
3. La calidad y diversidad de la población inicial tiene un gran peso en la direc-
ción que el algoritmo genético toma. Si se emplea una solución previa como
punto de partida para realizar una reinicialización del algoritmo la solución
obtenida está muy próxima a la solución previa. Reconoćıa la necesidad de
determinar un procedimiento adecuado para inicializar la población.
Pese a no estar suficientemente demostradas, estas se han tenido especialmente
en cuenta a la hora de abordar la implementación del algoritmo descrito en el
presente trabajo.
También Ohsaki [279] presentó un método de para optimizar la topoloǵıa y el
tamaño de las estructuras empleando un Algoritmo Genético, pero de menor im-
portancia que el anterior.
En 1996, Soh y Yang [361] emplearon un Algoritmo Genético h́ıbrido regulado por
un control fuzzy y un sistema experto, logrando un requerimiento computacional
inferior, mejorando la eficiencia del algoritmo.
También Galante [124] aplicó los Algoritmos Genéticos al diseño de estructuras
bidimensionales, empleando el operador de renacimiento propuesto por Goldberg.
Aplicó el algoritmo a la estructura de 10 barras y la torre de transmisión de 160
barras.
En 1997, Yang y Soh [421] emplearon una Algoritmo Genético con un operador
de selección por torneo en el diseño de estructuras, demostrando que en la optimi-
zación de estructuras, este operador es más eficiente que el operador convencional
de selección por ruleta.
Rajeev y Krishnamoorthy [312] publicaron una metodoloǵıa para la optimización
simultánea de topoloǵıa y tamaño. Su metodoloǵıa permit́ıa emplear variables
continuas y discretas empleando una codificación de longitud variable que permit́ıa
variar la topoloǵıa y el tamaño.
Huang y Arora [182] aplicaron un Algoritmo Genético binario al diseño de estruc-
turas empleando perfiles comerciales. Compararon tres estrategias: una optimi-
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zación con variables continuas empleando SA, otra empleando GA y una última
empleando BB. Aplicaron las estrategias al clásico problema de 10 barras, a un
pórtico de 2 vanos y seis plantas y a una estructura de 200 barras.
Jenkins [193] empleó un Algoritmo Genético binario en la optimización de un
pórtico de varias plantas, sugiriendo que el rendimiento de los Algoritmos Genéti-
cos se veŕıa mejorado con un control adaptativo del cruce y la mutación.
Cheng y Li [65] publicaron un método de optimización multiobjetivo restringida
donde combinaron un Algoritmo Genético de Pareto con una función de penaliza-
ción fuzzy. El Algoritmo Genético de Pareto estaba compuesto de cinco operadores
genéticos: reproducción, cruce, mutación, nicho y un filtro de frente de Pareto cuya
función era almacenar los individuos no dominados de cada generación.
En 1998, Leite y Topping [228] presentaron varias modificaciones sobre los opera-
dores genéticos convencionales, demostrando que de esta manera se pod́ıa reducir
sensiblemente el número de evaluaciones de la función objetivo. Aplicaron el algo-
ritmo en la resolución de varios problemas como el clásico de diez barras (aunque
sin emplear restricciones de deformación máxima), un diseño de una unión soldada,
una viga continua de tres vanos y una sección en I pretensada.
Camp et al. [54] desarrollaron una herramienta nueva de diseño FEAPGEN como
módulo del programa de cálculo por elementos finitos FEAP7, el cual sigue siendo
actualizado y mantenido por los autores en la Universidad de Berkley. Entre las
caracteŕısticas de FEAPGEN destacan: posibilidad de utilizar variables de diseño
discretas, formato abierto para la definición de las restricciones, cálculo de las
tensiones según las especificaciones de AISC-ASD, posibilidad de aplicar múltiples
estados de carga, incorporación de una base de datos con los perfiles estandarizados
según la AISC. La herramienta se aplicó a varios casos de diseño entre los que se
encuentran el problema de diez barras, un pórtico de un vano y ocho plantas y
otro de tres vanos y tres plantas.
Chen y Rajan [62] desarrollaron un software de diseño de pórticos basado en un
Algoritmo Genético Simple binario que incorporaba un operador de cruce por un
punto que actuaba de forma espećıfica sobre cada variable. El principal objetivo de
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de cruce. Los resultados mostraron que esta estrategia era más eficiente que las
anteriores.
Ohmori y Kito [278] propusieron una nueva metodoloǵıa de optimización de es-
tructuras donde la topoloǵıa de la estructura se expresaba como una combinación
de triángulos unidos. Este enfoque pretend́ıa evitar topoloǵıas con elementos inúti-
les, colineales o inestables. Adicionalmente propuso una estrategia en donde varias
poblaciones evolucionaban en paralelo con la idea de proporcionar un efecto am-
biental al algoritmo con el fin de mejorar la eficiencia del mismo. Es el primer
caso de optimización de estructuras donde se describe los beneficios de utilizar
múltiples poblaciones con el fin de incrementar la diversidad de las mismas.
Leite y Topping [228] publicaron una serie de modificaciones de los operadores
genéticos de cruce y mutación. También plantearon un método de reproducción
que generaba más de dos hijos, aplicando su algoritmo al problema clásico de
diez barras, aunque sin restricciones de desplazamiento, a una unión soldada, a
un resorte a compresión, a una viga continua de tres vanos y a un perfil en I
pretensado.
Saka [330] empleó un Algoritmo Genético Simple para minimizar el peso de una es-
tructura reticular sometida a restricciones de tensión y deformación, considerando
los efectos de la cortadura y el alabeo.
Hajela et al. [159] aplicaron también un Algoritmo Genético Simple para determi-
nar la distribución óptima de estructuras reticulares bi y tridimensionales, some-
tidas a restricciones de tensión y desplazamiento. El algoritmo funcionaba en dos
niveles. En el primer nivel se aplicaban restricciones de estabilidad, mientras que
en el segundo se aplicaban restricciones de tensión y desplazamiento. Aplicaron
el algoritmo a la estructura de cola de un helicóptero, comparando los resultados
con los obtenidos mediante programación lineal.
Soh y Yang [362] desarrollaron un Algoritmo Genético de dos etapas para diseñar
estructuras de puentes. En la primera etapa se optimizaba el tamaño de los ele-
mentos de la estructura, mientras que en la segunda se optimizaba la topoloǵıa
para posteriormente volver a optimizar el tamaño.
En 1999, Groenwold et al. [146] desarrollaron uno de los primeros Algoritmos
Genéticos en aplicar una codificación no binaria. En esta caso se empleó una codi-
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ficación entera. Denominaron a su algoritmo Algoritmo Genético Regional porque
part́ıa de una región próxima al óptimo. Emplearon el operador de renacimiento
propuesto por Galante [124] como estrategia de selección. Se aplicó el algoritmo
a la clásica estructura de diez barras y seis nodos, a una estructura de 25 barras,
a una estructura de 36 barras, a un poste de tendido eléctrico de 160 barras y
finalmente a una estructura de 200 barras.
Botello et al. [49] propusieron un algoritmo h́ıbrido que empleaba un Algoritmo Ge-
nético Simple y el SA. Tras la selección y cruce, el algoritmo compara la población
resultante con la previa aceptando o rechazando los nuevos individuos en función
de un operador de aceptación controlado mediante SA. En su trabajo analizaron
la clásica estructura de 10 barras, comparando sus resultados con algunos previos,
aśı como un pórtico reticulado, una cercha, una torre de tendido eléctrico y una
estructura reticular curva tridimensional.
En el 2000, Erbatur et al. [106] aplicaron un Algoritmo Genético binario al diseño
de estructuras de barras y vigas al que denominaron GAOS. Emplearon una fun-
ción de penalización basada en el modelo de Joines y Houck [195] y emplearon una
base de datos con los perfiles normalizados AISC. Aplicaron el algoritmo a una
estructura de 25 barras, a otra de 72 barras, a una cúpula de acero de 112 barras,
a una estructura de 22 barras en voladizo y a la estructura metálica de una nave
industrial.
Hasançebi y Erbatur [165] realizaron una evaluación de las diversas técnicas de
cruce empleadas en el diseño de estructuras. Para ello emplearon un Algoritmo
Genético binario. Para realizar dicha evaluación emplearon las estructuras clásicas
de 10, 25 y 72 barras. De este estudio no pudieron concluir que técnica era la más
eficiente ya que los resultados depend́ıan del tipo de estructura e incluso del estado
de carga.
Pezeshk et al. [301] publicaron un art́ıculo donde se analizaban pórticos con com-
portamiento no lineal mediante un Algoritmo Genético Simple binario. Definieron
un nuevo operador de selección: el operador de selección por grupo. También
fueron los primeros en intentar introducir un operador de cruce adaptativo basado
en una estrategia coevolutiva. Para ello implementaron en el propio genoma dos
d́ıgitos adicionales que controlaban el número de puntos de cruce que debeŕıan
producirse al generar los descendientes. Aplicaron el algoritmo a un pórtico de
dos vanos y tres plantas.
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En 2001, Deb y Gulati [89] emplearon por primera vez el Operador β de cruce
binario simulado formulado por el propio Deb [85] unos años atrás. El algoritmo
empleado fue un Algoritmo Genético Simple binario, aplicándolo a los clásicos
problemas de optimización de 10 y 25 barras, a una estructura de 45 barras, y a
otra de 39.
Greiner et al. [143] estudiaron el efecto de las diferentes estrategias de reemplazo
sobre los Algoritmos Genéticos. El algoritmo utilizado fue un Algoritmo Genético
binario, y las estrategias comparadas fueron: la Simple, la de brecha generacional y
una Estrategia Evolutiva CHC propuesta en este art́ıculo. Para analizar el efecto de
estas estrategias emplearon una estructura de pórtico, obteniendo como conclusión
que la más adecuada era la estrategia de brecha generacional.
En 2002, Azid et al. [16] fueron los primeros en plantear un Algoritmo Genético con
una codificación real para resolver un problema de optimización de estructuras. El
operador de cruce propuesto fue diferente a los convencionales para codificaciones
reales. En este caso el cruce se realizaba superponiendo los genomas de modo que
los genes que fueran bastante similares eran copiados directamente. Para probar su
algoritmo emplearon el problema de Michell de la viga en voladizo y la estructura
clásica de 25 barras.
En 2003, Kaveh y Kalatjari [196] emplearon una combinación del Método de Fle-
xibilidad, la Teoŕıa de Grafos u los Algoritmos Genéticos para la optimización de
estructuras. Aplicaron dicho algoritmo a las estructuras clásicas de 10 y 25 barras,
aśı como otra de 31.
En 2004, Greiner et al. [144] emplearon un operador de renacimiento autoadapta-
tivo inspirado en el propuesto por Goldberg [135]. El algoritmo empleado fue un
Algoritmo Genético con brecha generacional y codificación real. El operador de re-
inicialización trabajaba almacenando a los mejores individuos una vez se produćıa
la convergencia del algoritmo, para posteriormente reinicializar la población vol-
viendo a incluir a los individuos almacenados. Para probar su algoritmo emplearon
diferentes estructuras de tipo pórtico.
Lemonge y Barbosa [229] emplearon un Algoritmo Genético Simple binario con
una nueva función de penalización aplicada a la optimización estructural la cual se
describe en profundidad en apartado 4.9. Para evaluar dicho algoritmo emplearon
un conjunto de funciones matemáticas, una unión soldada, un depósito a presión,
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una viga en voladizo de sección variable, los problemas clásicos de diez barras,
de 25, de 72 y finalmente otro de 52 barras. Los resultados de esta función de
penalización fueron variables dependiendo del problema, en algunos casos no muy
buenos como reconocieron los propios autores.
Wu y Lin [416] emplearon un Algoritmo Genético Simple binario con una estrategia
de penalización a la que llamó SOAPS-II. Empleó el un conjunto de funciones para
evaluar dicha estrategia aśı como el problema clásico de 10 barras.
En 2005, Tang et al. [384] publicaron un trabajo en el que emplearon un Algoritmo
Genético mixto con variables continuas, con codificación real, y discretas, con
codificación entera. Emplearon un operador de cruce por dos puntos, un operador
de mutación gaussiana una función compleja basada en funciones logaŕıtmicas y
exponenciales detallada en [235]. Aplicaron el algoritmo a una estructura de 15
barras, al clásico problema de 25 barras y al problema de 10 barras, obteniendo el
mejor resultado hasta el presente d́ıa.
Prendes Gero et al. [307, 308] emplearon un Algoritmo Genético binario elitista
donde emplearon un operador de cruce por fenotipo, con cierta similitud al em-
pleado anteriormente por Chen y Rajan [62], comparándolos con los operadores
de cruce por genotipo tradicionales, demostrando la superioridad de los primeros.
El presente trabajo tiene en cuenta los resultados de estos autores en el desarrollo
de la codificación del algoritmo.
Canyurt y Hajela [55] utilizaron un autómata celular basado en un Algoritmo
Genético para predecir los resultados FEM de estructuras continuas y discretas
obteniendo resultados muy prometedores.
Lingyun et al. [240] presentaron un Algoritmo Genético sometido a restricciones
de frecuencia, aplicándolo a la estructura de diez barras, un puente estudiado
previamente por Wang y Arora [406] y una cúpula de 52 barras.
En 2006, Balling et al. [21] publicaron un trabajo donde desarrollaron un Algoritmo
Genético con codificación real donde la función de aptitud estaba influenciada por
la topoloǵıa de los individuos, con el fin de intentar aumentar la diversidad de la
población. Para probar su algoritmo analizaron varias estructuras como la clásica
de diez barras, obteniendo el segundo mejor registro en la optimización de esta
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estructura. También analizó el problema de Kirsch, un pórtico de cuatro plantas
y tres vanos, aśı como un puente de tres vanos.
Kaveh y Rahami [197] propusieron una combinación de un Algoritmo Genético
con el Método de Flexibilidad para el análisis de estructuras con comportamiento
no lineal del material o la geometŕıa. Con dicho algoritmo analizaron un pórtico
de tres barras, las clásicas estructuras de 10 y 25 barras, una viga continua con
tres vanos y una estructura de 31 barras.
Kaveh y Shahrouzi [198] emplearon un Algoritmo Genético binario donde utiliza-
ron una codificación indexada mediante una tabla de correspondencias en lugar
de la tradicional codificación binaria, obteniendo un comportamiento más eficien-
te del algoritmo comparado con una codificación binaria tradicional. Aplicaron
el algoritmo a la clásica estructura de diez barras, con un resultado aceptable,
aśı como a la también clásica estructura de 25 barras.
Dominguez et al. [95] aplicaron un Algoritmo Genético al diseño real de la estruc-
tura de una grúa.
Togan y Daloglu [392] emplearon un Algoritmo Genético en la optimización de
estructuras tridimensionales. Demostraron la influencia de la adaptación de los
parámetros de los operadores genéticos en la eficiencia del algoritmo, empleando
una función de penalización adaptativa. Aplicaron el algoritmo a la estructura de
una cúpula de 112 barras, a una estructura de 200 barras y a una torre de tendido
eléctrico de 244 barras.
En 2007, Srinivas y Ramanjaneyulu [373] plantearon la interesante idea de emplear
una red neuronal para predecir la aptitud de los individuos de un Algoritmo Ge-
nético. Lamentablemente no aportaron aplicaciones prácticas de su trabajo.
Xu et al. [419] analizaron la forma de diseñar estructuras sujetas a restricciones
de resonancia mediante Algoritmos Genéticos. Para probar dicho algoritmo lo
aplicaron a varias estructuras demostrando que era posible reducir el peso de las
mismas sin tener problemas de resonancia.
Belloli y Ermanni [37] aplicaron un Algoritmo Genético para determinar el empla-
zamiento óptimo de un sensor piezoeléctrico con el fin de reducir la vibración de
estructuras altamente restringidas. Aplicaron dicho algoritmo al alerón trasero de
un coche de carreras.
60
3.2 Técnicas de Optimización de Estructuras
En 2008, Togan y Daloglu [393] plantearon un Algoritmo Genético con un opera-
dor de inicialización basado en una técnica heuŕıstica. Para evaluar el algoritmo
emplearon las estructuras clásicas de diez y 25 barras, una torre de tendido eléctri-
co de 244 barras, una estructura de 200 barras,y una cúpula de 120 barras. Como
resultado de su trabajo concluyeron, de modo similar a Rajan [310], que los re-
sultados se ven altamente afectados por la diversidad de la población inicial y su
distancia al óptimo.
Kaveh y Shahrouzi [199] realizaron una combinación de un Algoritmo Genético
binario con un algoritmo ACO, de modo que los mejores individuos de la población
exploraban el espacio de soluciones empleando este último.
En 2009, Guo et al. [147] propusieron un Algoritmo Genético mejorado donde la
población inicial es generada mediante la triangulación de Delaunay y una técnica
heuŕıstica similar a la de Togan y Daloglu [393]. Para evaluar el algoritmo se
empleó una estructura de 16 barras.
En 2011, Noilublao y Bureerat [277] emplearon un Algoritmo Genético con una
codificación mixta real-entera para optimizar una torre tridimensional sujeta a res-
tricciones de resonancia, además de las tradicionales de tensión y desplazamiento.
Hajirasouliha et al. [160] aplicaron un Algoritmo Genético al diseño de estructuras
sismoresistentes.
El resto de Algoritmos Evolutivos como la Programación Evolutiva, las Estrategias
Evolutivas y la Programación Genética han tenido mucha menor repercusión en el
campo de la optimización de estructuras.
No obstante, cabe destacar el importante papel que tienen las Estrategias Evo-
lutivas en el campo de la optimización estructural de medios continuos, donde
prácticamente dominan al resto de técnicas.
Los trabajos más relevantes de estas técnicas, relacionados con campo de la opti-
mización estructural son:
En 1998, Papadrakakis et al. [293] propusieron una Estrategia Evolutiva combinada
con una red neuronal con el fin de reducir el número de evaluaciones de la función
objetivo del algoritmo. Emplearon un pórtico de seis pisos y otro de veinte para
probar su algoritmo.
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En 2002, Lagaros et al. [218] compararon diferentes algoritmos en el diseño de
estructuras a gran escala. Entre estos utilizaron Algoritmos Genéticos, un µGA,
un Algoritmo Genético segregado, una ES, aśı como varios algoritmos h́ıbridos que
combinaban la SPQ con los GA o las ES. Emplearon pórtico de seis pisos y otro
de veinte para probar su algoritmo obteniendo los mejores resultados al combinar
SPQ con los GA o las ES.
En 2004 y 2007, Kicinger y Arciszewski [206], Kicinger et al. [207], Kicinger [208]
publicaron una Estrategia Evolutiva aplicada al diseño de estructuras metálicas
de edificios altos. En este empleó una representación de la estructura como una
composición de celdillas dentro de las cuales podŕıan encontrarse una barra en una
u otra diagonal, en V o Λ, en X simple o unida al centro. También codificó de
forma diferente el tipo de unión dependiendo de si era una articulación o un nudo.
A cada una de estas representaciones le asignó un número y con este procedió a
codificar la estructura entera. Gracias a esta representación pudo analizar un
edificio de 36 plantas y 3 vanos.
En 2005, Ebenau et al. [100] publicaron una Estrategia Evolutiva (µ + 1) con
una función de penalización adaptativa. Para probar su algoritmo emplearon el
problema clásico de 10 barras, obteniendo el mejor resultado hasta la realización
del presente trabajo, aśı como a una estructura de 120 barras.
En 2008, Hasançebi [164] aplicó con éxito una Estrategia Evolutiva a una torre de
26 plantas y 942 barras, aśı como a varias estructuras de puente.
Isaacs et al. [186] aplicaron una ES en dos etapas. En una primera etapa eli-
minaba aquellos elementos con una enerǵıa de deformación inferior a un umbral
predefinido, mientras que en la segunda optimiza el tamaño de la estructura. Para
probar el algoritmo analizaron las clásicas estructuras de 10 y 25 barras. La técni-
ca no presenta resultados mucho mejores a los publicados, pero en contraposición
requiere un número de evaluaciones de mucho menor.
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La Optimización por enjambre de part́ıculas (PSO)
La PSO está basada en el comportamiento social de animales como los bancos
de peces, enjambres de insectos y bandadas de pájaros. Este comportamiento
está relacionado con los grupos y las fuerzas sociales que dependen de la memoria
de cada individuo y de la inteligencia del grupo.
El algoritmo está formado por una serie de part́ıculas que forman el enjambre,
las cuales son inicializadas aleatoriamente dentro del espacio de búsqueda de la
función objetivo. Cada part́ıcula representa una posible solución del problema.
Las part́ıculas se mueven por el espacio de búsqueda atráıdas por la posición de
mayor aptitud lograda por la part́ıcula (óptimo local) aśı como la mejor aptitud
lograda en todo el enjambre (óptimo global), durante cada iteración del algoritmo,
de modo similar al de un enjambre.
Comparada con el resto de técnicas de Computación Evolutiva esta técnica es muy
simple y requiere de pocos parámetros de ajuste. Durante los últimos años ha sido
una técnica bastante estudiada en la optimización de estructuras, destacando los
siguientes trabajos:
En 2003, Schutte y Groenwold [344] aplicaron por primera vez8 con éxito un
algoritmo PSO a la optimización de estructuras. El algoritmo imitaba el compor-
tamiento social de una bandada de pájaros donde cada pájaro intercambia con los
mas próximos su posición velocidad y aptitud mientras el comportamiento global
de la bandada tiende a desplazarse a las regiones de mayor aptitud. Para evaluar
el algoritmo emplearon las clásicas estructuras de diez y 25 barras, aśı como una
estructura de 36 barras. Su algoritmo es logró el mejor resultado para la estructura
clásica de 10 barras de entre todos los PSO publicados hasta hoy.
En 2007, Li et al. [233] emplearon un algoritmo PSO para optimizar de estructuras
articuladas. En este trabajo intentaron evitar uno de los inconvenientes de los PSO:
su rápida convergencia provoca que, en problemas complejos, la solución converja
a un óptimo local. Para probar su algoritmo lo aplicaron sobre las estructuras
clásicas de 10 y 25 barras, aśı como una estructura de 22 y 72 barras.
8Aunque existe un precedente publicado en un congreso [120], este suele ser tomado como el
primer trabajo
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Perez y Behdinan [299] utilizaron un algoritmo PSO para la optimización de estruc-
turas donde emplearon la función de penalización de Lemonge y Barbosa [22, 229].
Validaron el algoritmo con las tradicionales estructuras de 10, 25 y 72 barras.
En 2009, Kaveh y Talatahari [200, 201] presentaron un algoritmo h́ıbrido HP-
SOACO que combinaba una Búsqueda Armónica (HS), un algoritmo PSO y un
algoritmo ACO para la optimización de estructuras. El algoritmo emplea el PSO
para la búsqueda global y el ACO para la búsqueda local. La Búsqueda Armónica
se empleó para manejar las restricciones. Para probar su algoritmo utilizaron la
estructura de 10 barras, obteniendo unos resultados bastante pobres, aśı como una
cúpula de 120 barras y una torre de 582 barras. La ventaja de este algoritmo fren-
te a los publicados anteriormente es el bajo número de evaluaciones de la función
objetivo requeridas.
Li et al. [234] publicaron un algoritmo HPSO que empleaba una técnica de Búsque-
da Armónica (HS) para acelerar la convergencia del algoritmo. Utilizaron las
estructuras clásicas de 10 y 25 barras, aśı como otras de 52 y 72 para probar la
convergencia del algoritmo. Este algoritmo proporcionó el mejor resultado después
de Schutte entre los PSO para la estructura de 10 barras.
En 2011, Luh y Lin [245] presentaron un algoritmo donde la optimización de
la estructura se realizaba en dos etapas. En una primera etapa se optimizaba
la topoloǵıa mediante un PSO binario para posteriormente modificar el tamaño
mediante un PSO inspirado en la atracción y repulsión de part́ıculas. Para evaluar
el funcionamiento del algoritmo empleo una Ground Structure de 39 barras y 12
nodos. A pesar de afirmar en las conclusiones que el algoritmo proporcionaba
mejores resultados que los publicados anteriormente, no se indica referencia alguna
a los mismos.
Martins y Gomes [254] emplearon un algoritmo PSO aplicado a estructuras so-
metidas a restricciones de resonancia. Para probar su algoritmo emplearon las
estructuras clásicas de 10 y 72 barras, aśı como un puente de 37 y una cúpula de
52.
A pesar de su simplicidad, los PSO presentan el inconveniente de su rápida con-
vergencia, lo cual suponen un serio problema para el presente campo de estudio.
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La Optimización por colonia de hormigas (ACO)
Este tipo de algoritmos pretenden imitar el comportamiento natural de las colonias
de hormigas, abejas o avispas. Estas colonias están formadas por individuos que
desarrollan diversas tareas como la exploración en busca de comida, el transporte
de la misma, la construcción de nidos y la defensa. Cada miembro de la colonia
realiza su propia tarea interaccionando con el resto de individuos de la colonia,
de modo que si un individuo no es capaz de realizar su tarea, la colonia en su
conjunto si lo hace. El proceso de división de las tareas entre individuos es más
efectivo que la tarea realizada por un individuo aislado.
El primer ACO desarrollado se inspiró en la forma en que las hormigas sortean
los obstáculos a la hora de transportar comida. Cuando una hormiga encuentra
la forma de sortear el obstáculo, en poco tiempo toda la colonia sabe que camino
tomar gracias al sistema de transmisión de información basado en las feromonas
marcadoras de pistas que estas poseen. El autor aplicó este mismo mecanismo al
problema del viajante de comercio.
Debido a su sencillez durante los últimos años han sido objeto de investigación en
cuanto a su aplicación en la optimización de estructuras. Seguidamente se detallan
los trabajos mas importantes de la optimización de estructuras basados en esta
técnica:
En 2004, Camp y Bichon [53] publicaron el primer trabajo relacionado con la
ACO. Para probar su algoritmo emplearon las estructuras clásicas de diez, 25 y
72 barras. Obtuvieron el mejor registro, para la estructura de 10 barras, hasta la
actualidad para un algoritmo ACO sin hibridizar.
En 2006, Serra y Venini [347] realizaron un trabajo donde se empleaba un ACO
para la optimización de la estructuras, probando dicho algoritmo con la estructura
clásica de 10 barras, pero sin restricciones de desplazamiento.
En 2010, Chen et al. [64] emplearon un PSO para la optimización de estructuras
donde utilizaron las estructuras clásicas de 10 y 25 barras como método de prueba,
con un resultado bastante pobre.
En 2011, Sonmez [364] emplearon un ACO inspirado en las colonias de abejas. Para
probar la eficacia emplearon la estructura clásica de 10 barras, con un resultado
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peor pero cercano al de Camp, aśı como una estructura en voladizo de 18 barras,
otra de 25 barras, una torre de 72 barras y finalmente una estructura de 200 barras.
Los resultados obtenidos por esta técnica se encuentran lejos de los obtenidos por
la PSO y aun mas lejos de los Algoritmos Genéticos, aunque bien es cierto que
todav́ıa falta un estudio más riguroso de esta técnica dentro de este campo.
3.3 Formulación del problema de optimización de
estructuras
La determinación de la función objetivo en la tarea de optimización no es una
cuestión trivial ya que de esta dependerá los resultados que se obtengan. En la
mayoŕıa de los casos se optimiza una sola caracteŕıstica del problema, como el
peso, pero también se podŕıa incluir otras caracteŕısticas adicionales como el coste
económico, la duración, etc . . .
Sin embargo, la mayoŕıa de estudios analizados se centra en la minimización del
peso de las estructuras y será en este aspecto en el que se enmarque el presente
trabajo.
El diseño de estructuras requiere además que estas posean ciertas propiedades de
resistencia, rigidez o resonancia que restringen el espacio de soluciones posibles.
El proceso de optimización requiere pues de un conjunto de variables de diseño
que proporcionen el peso mı́nimo sin violar las restricciones mencionadas.
La formulación matemática del problema de optimización suele expresarse del
siguiente modo:
Encontrar: X ∈ Rk
que minimizan
W = F (X)
sujeto al conjunto de restricciones:
gi(X) ≤ 0 ∀i = 1, 2, . . . , m
XLj ≤ Xj ≤ XUj ∀j = 1, 2 . . . , k
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donde: W es el peso de la estructura, X es el conjunto de variables de diseño
formado por el material, la sección transversal y la longitud de cada barra, k es el
número de variables de diseño, gi(X) es una de las restricciones de diseño, m es el
número total de restricciones de diseño, XLj , X
U
j son los ĺımites inferior y superior
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4.1 Breve introducción a la Computación Evolutiva
La Computación evolutiva (EC) es una rama de la inteligencia artificial, inspirada
en los mecanismos de evolución biológica, que involucra problemas de optimización
combinatoria. Está considerada como una técnica metaheuŕıstica y por lo tanto
es adecuada para la resolución de problemas con espacios de búsqueda extensos,
dispersos, no lineales y no convexos, en donde otros métodos no son capaces de
encontrar soluciones en un tiempo razonable.
Los Algoritmos Evolutivos (EA) incluyen a todas las técnicas relacionadas con la
optimización metaheuŕıstica inspiradas en la teoŕıa de la evolución. Las prime-
ras simulaciones de la evolución mediante Algoritmos Evolutivos y vida artificial
empezaron con el trabajo de Nils Aall Barricelli [24] durante la década de los
60. Su trabajo fue continuado por otros como Alex Fraser [121], Ingo Rechenberg
[313, 314], Lawrence J. Fogel [118] y John Henry Holland [178] entre otros, durante
los 60 y principios de los 70 sentando las bases de esta técnica.
Aunque la cantidad de técnicas y algoritmos existentes dentro de esta clasificación
aumenta d́ıa a d́ıa, existen cuatro paradigmas fundamentales de los Algoritmos
Evolutivos que son, a saber:
1. Los Algoritmos Genéticos (GA): Fueron desarrollados por John H. Holland
y sus colaboradores. Utilizaron inicialmente la codificación binaria, aun-
que en la actualidad también se ha extendido a la codificación con números
reales. Emplea operadores genéticos de selección, recombinación y muta-
ción teniendo mayor relevancia los operadores de selección y recombinación
(reproducción).
2. La Programación Evolutiva (EP): Fue desarrollada por Lawrence J. Fogel
con la idea de simular la evolución como medio de aprendizaje con el fin
de obtener una inteligencia artificial. Esta trabaja directamente con las
variables de diseño y los nuevos individuos son generados a partir de un solo
padre mediante el uso exclusivo de la mutación. En cierto modo es una
variación de los Algoritmos Genéticos con reproducción asexual. Emplean
solamente los operadores genéticos de mutación y selección (µ + λ) 1.
1Tamaño de la población + Número de hijos generados
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3. Las Estrategias Evolutivas (ES): Fueron desarrolladas por Ingo Rechenberg
Rechenberg [313, 314], Hans-Paul Schwefel Schwefel [345] y sus colaborado-
res. Utilizan generalmente la codificación con números reales. La función
de codificación transcribe dos tipos de variables: las variables objeto y las
estratégicas. Las variables objeto se corresponden con las del problema que
se desea resolver mientras que las estratégicas son los parámetros median-
te los cuales se gobierna el proceso evolutivo (tasa de mutación). Emplea
operadores genéticos de selección (µ + λ) o (µ, λ) y mutación.
4. La Programación Genética (GP): Fue desarrollada por Nichael Cramer y
John Koza [216] con la idea de generar automáticamente de programas de
ordenador en diferentes lenguajes y formas como los árboles de decisión y
grafos empleando operadores genéticos para tal fin.
La Computación Evolutiva incluye otros algoritmos, no clasificables dentro del
paradigma de los Algoritmos Evolutivos, de entre los que destaca la Inteligencia
de Enjambre (SI). Inicialmente desarrollada por Gerardo Beni y Jing Wang en
1989 con objeto de ser aplicadas a sistemas robóticos. Se basa en el estudio del
comportamiento colectivo, descentralizado, de sistemas autoorganizados naturales
o artificiales. Están constituidos por una población de individuos que interactúan
entre śı y el medio. Los individuos siguen unas reglas muy simples y a pesar de
no existir una estructura de control debido a las interacciones entre los individuos
aparece una especie de inteligencia colectiva. En la naturaleza encontramos este
tipo de mecanismo en las colonias de hormigas, bandadas de pájaros, bancos de
peces o el crecimiento de bacterias.
Engloba a un conjunto de algoritmos de entre los que destacan: Optimización
mediante colonias de hormigas o abejas, sistemas inmunes artificiales, algoritmo
de búsqueda gravitacional, algoritmos luciérnaga, optimización de part́ıculas de
enjambre (PSO), dinámica de formación de ŕıos, part́ıculas autopropulsadas, gotas
de agua inteligentes y la búsqueda de difusión estocástica. La mayoŕıa de estos
algoritmos están todav́ıa en desarrollo y suelen tener aplicaciones muy espećıficas.
Como se analiza en el primer caṕıtulo, los Algoritmos Genéticos son el método
más extendido en la optimización de estructuras. Adicionalmente, existe un gran
número de libreŕıas contrastadas en diferentes lenguajes de programación que per-
miten llevar a cabo este tipo de simulaciones. De entre ellas destaca la libreŕıa
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desarrollada por el doctor del MIT Matthew Wall: http://lancet.mit.edu/ga/
que es la empleada, con modificaciones, en este trabajo.
4.2 Antecedentes históricos de los Algoritmos
Genéticos
Los Algoritmos Genéticos son un tipo de algoritmo de búsqueda heuŕıstica ins-
pirados en la genética y la selección natural enunciada por el naturalista inglés
Charles Darwin en el libro “The Origin of Species by Means of Natural Selection
Or the Preservation of Favoured Races in the Struggle for Life”(El Origen de las
Especies) [78]. Según esta teoŕıa los individuos más aptos de una población son
los que sobreviven al adaptarse más fácilmente a los cambios que se producen en
su entorno.
Los Algoritmos Genéticos fueron desarrollados por John Henry Holland, sus cola-
boradores (de entre los que destaca De Jong [83] de la Universidad de Michigan), a
finales de los sesenta [75, 178, 179]. Después de estudiar un libro escrito por Fisher
[115], titulado “La teoŕıa genética de la selección natural”, Holland aprendió que
la evolución es una forma de adaptación más potente que el simple aprendizaje, y
tomó la decisión de aplicar estas ideas para desarrollar un algoritmo que permit́ıa
a los ordenadores imitar el proceso de la evolución. Los objetivos fundamentales
de su investigación fueron explicar de forma rigurosa los procesos adaptativos de
los sistemas naturales y diseñar sistemas artificiales que imiten los mecanismos de
estos últimos. De estos estudios dedujo que:
1. La evolución es un proceso que opera sobre cromosomas más que sobre los
seres vivos que estos codifican.
2. El proceso de reproducción es el punto en el que se produce la evolución.
3. El cruce genera en los hijos cromosomas diferentes por recombinación de los
cromosomas de sus padres.
4. Las mutaciones generan en los hijos genes diferentes a los de sus padres.
Posteriormente, en 1989, Goldberg que también fue disćıpulo de Holland publicó un
libro [135] que le dio una fuerte base cient́ıfica, citando no menos de 73 aplicaciones
exitosas de los algoritmos genéticos.
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Desde entonces numerosos art́ıculos, tesis [48, 50, 61, 83, 208, 313, 408] y libros
[15, 26, 69, 70, 80, 82, 104, 117, 126, 130, 137, 167, 176, 216, 246, 257, 258, 263,
300, 315, 332, 355] han establecido su validez como técnica de optimización. Han
demostrado ser robustos eficientes y computacionalmente simples. Además no
están sujetos a restricciones sobre el espacio de búsqueda como la necesidad de
continuidad o la existencia de derivadas de la función objetivo.
Los mecanismos de búsqueda de los Algoritmos Genéticos se basan en la genética
y la selección natural. Combinan el concepto de supervivencia artificial de los
individuos más adaptados (o aptos) con operadores genéticos imitados de la na-
turaleza como el cruce o la mutación. Los Algoritmos Genéticos difieren de los
métodos tradicionales de optimización de varias formas [135]:
• Utilizan funciones de objetivo para determinar la aptitud del individuo (pun-
to del dominio) a evaluar, no derivadas u otro tipo de información adicional.
Los Algoritmos Genéticos son ciegos.
• No trabajan con las variables de diseño, sino con una codificación de estas.
• Utilizan un conjunto de puntos del dominio en contraposición con los méto-
dos tradicionales que se basan en un único punto. Esto se traduce en que en
cada iteración los Algoritmos Genéticos procesan y evalúan un determinado
número de diseños.
• Utilizan reglas u operadores estocásticos en lugar de las tradicionales reglas
determińısticas.
• Existe la certeza matemática de que el algoritmo es capaz de obtener siempre
un óptimo global, si no existe una limitación temporal en el cálculo [179].
La principal cualidad de este tipo de algoritmo es su robustez y el equilibrio entre
eficiencia y eficacia en la determinación de puntos óptimos. Esto les permite ser
aplicados, con ciertas restricciones, a un amplio abanico de problemas de opti-
mización. También los hace ideales cuando la búsqueda tiene lugar en entornos
altamente cambiantes (p.e. la función objetivo vaŕıa con el tiempo) o altamente
restringidos, donde las restricciones suelen ser contrapuestas entre śı.
El propio Goldberg define los Algoritmos Genéticos como:
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≪Algoritmos de búsqueda basados en los mecanismos de selección
y genética natural. Combinan la supervivencia de los más compatibles
entre las estructuras de cadenas, con una estructura de información ya
aleatorizada, intercambiada para construir un algoritmo de búsqueda
con algunas de las capacidades de innovación de la búsqueda humana≫
Otra buena definición de Algoritmo Genético seŕıa la dada por Koza [215]:
≪Un Algoritmo Genético es un algoritmo matemático fuertemente
paralelizado que transforma una población2, cuyos individuos tienen
un fitness3 asociado, en una nueva población (siguiente generación)
utilizando operaciones basadas en los principios darwinianos de repro-
ducción y supervivencia de los mejores (más aptos)≫.
Cualquier Algoritmo Genético, independientemente del problema planteado, está com-
puesto por los siguientes cinco componentes:
1. Una representación de las potenciales soluciones del problema.
2. Un método para crear la población inicial de posibles soluciones.
3. Una función de evaluación que juega el papel de medio calificando las solu-
ciones en base a su fitness.
4. Operadores genéticos que alteran la composición de los hijos.
4.3 Antecedentes biológicos
La genética es la ciencia que se encarga de dilucidar los mecanismos responsa-
bles de las similaridades y diferencias entre las especies. Los fundamentos de los
Algoritmos Genéticos provienen de la teoŕıa de la evolución y la genética.
A continuación se describe la terminoloǵıa básica empleada en estos campos:
2Conjunto de individuos (soluciones) en una generación
3Aptitud. Cuantificación del grado de adaptación al medio
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4.3.1 La célula
Las células constituyen el elemento de menor tamaño que puede considerarse vivo.
Está presente en todos los seres vivos pudiendo ser clasificados en función del
número de células que poseen como: unicelulares (protozoos, bacterias, etc . . . )
o pluricelulares. En este último caso los organismos pueden tener de unos pocos
cientos a cientos de billones como en caso del ser humano (1014).
La figura 4.1 muestra la anatomı́a de una célula animal.
Figura 4.1: Diagrama de una célula animal: 1. Nucléolo, 2. Núcleo, 3. Ribosoma,
4. Veśıcula, 5. Ret́ıculo endoplasmático rugoso, 6. Aparato de Golgi, 7. Citoesquele-
to (microtúbulos), 8. Ret́ıculo endoplasmático liso, 9. Mitocondria, 10. Vacuola, 11.
Citoplasma, 12. Lisosoma. 13. Centŕıolos. Figura bajo licencia de Creative Commons
Atribución 3.0, no adaptada
4.3.2 Los cromosomas
El núcleo de la célula contiene la mayor parte del material genético celular en for-
ma de múltiples moléculas lineales de ácido desoxirribonucleico (ADN) conocidas
como cromatina, que durante la división celular (mitosis) se organiza formando
pequeños cuerpos en forma de bastoncillos conocidos como cromosomas. Por lo
tanto, cromatina y cromosoma son dos aspectos morfológicamente distintos de una
misma entidad celular.
La figura 4.2 muestra la anatomı́a de los cromosomas durante la mitosis.
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Figura 4.2: Situación del ADN dentro de una célula. Figura bajo licencia de Creative
Commons Atribución 3.0, no adaptada
4.3.3 Los genes
El ADN es la molécula portadora de la información genética. Es un ácido nucleico
que está formado por la unión de moléculas más sencillas llamadas nucleótidos que
se unen formando cadenas.
Un nucleótido está constituido por estas tres moléculas:





2. Un azúcar de cinco carbonos (pentosa).
3. Un ácido fosfórico.
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La pentosa puede ser la ribosa o la desoxiribosa. La presencia de una y otra forma
dos tipos de ácidos: el desoxiribonucleico o ADN, constituyente fundamental del
núcleo, o el ARN, abundante en el citoplasma y nucleolo.
Estas cadenas se unen entre śı de forma que cada nucleótido de una de las cadenas
se une de forma espećıfica con otro nucleótido de la otra cadena. Los enlaces se
establecen entre las bases hidrogenadas y son siempre: A – T y C – G. El resultado
son dos cadenas complementarias que se enrollan en espiral, formando una doble
hélice, conformando aśı la estructura caracteŕıstica de una molécula de ADN.
La complementariedad de las bases nitrogenadas permite que la secuencia de una
cadena sencilla de ADN actúe como un molde para la formación de una copia
complementaria de ADN (replicación) o de ARNm (transcripción).
Un gen es un segmento de ADN que contiene la información necesaria para la
śıntesis de una macromolécula con función celular espećıfica, normalmente pro-
téınas, pero también ARNm, ARNr y ARNt. Esta función puede estar vinculada
al desarrollo o funcionamiento de una función fisiológica, como por ejemplo, el
color de los ojos. La posición del gen dentro del cromosoma se denomina locus.
Los genes pueden tener formas alternativas, denominadas alelos, que se pueden
manifestar en modificaciones concretas de la función de ese gen.
La mayoŕıa de organismos pluricelulares son diploides, es decir, tienen dos juegos
de cromosomas. Uno procede de la madre y el otro del padre. Los organismos
diploides tienen una copia de cada gen (y por lo tanto de cada alelo) en cada
cromosoma. Si ambos alelos son iguales se denominan homocigóticos. Si son
diferentes heterocigóticos. La longitud de los cromosomas homólogos es idéntica
(excepto los cromosomas que determinan el sexo) y la posición de los genes o alelos
en los mismos invariable.
Cuando los alelos heterocigóticos están presentes, solo uno de los dos estará presen-
te en el fenotipo (rasgos) del individuo. Este gen o alelo se denomina dominante,
en contraposición con el alelo recesivo. Este último si bien está presente en el indi-
viduo no lo hace de forma observable, pudiendo ser transmitido a su descendencia.
El conjunto de posibles alelos presentes en una población particular forma la re-




El conjunto de genes de una especie, y por tanto de los cromosomas que los com-
ponen, se denomina genoma.
4.3.4 La genética
Toda la información genética contenida en los cromosomas de un individuo se
conoce como genotipo, sin embargo dicha información puede o no manifestarse
en el individuo. El fenotipo es cualquier caracteŕıstica o rasgo observable de un
organismo, como su morfoloǵıa, desarrollo, propiedades bioqúımicas, fisioloǵıa y
comportamiento, resultantes de la decodificación del genotipo. El fenotipo está de-
terminado por el genotipo y por factores del medio. En este sentido, la interacción
entre el genotipo y el fenotipo ha sido descrita usando la simple ecuación que se
expone a continuación:
Ambiente + Genotipo + Ambiente * Genotipo = Fenotipo
La figura 4.3 muestra un ejemplo de Diversidad genot́ıpica, tanto en el color como
en el patrón geométrico, de los individuos de la especie de moluscos Donax varia-
bilis debida a una gran diversidad de alelos. Un punto interesante de la evolución
Figura 4.3: Diversidad genot́ıpica de los moluscos Donax variabilis debida a una gran
diversidad de alelos. Figura bajo licencia de Creative Commons Atribución 3.0, no adap-
tada
es que mientras la selección siempre se basa en el fenotipo, la reproducción recom-
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bina el genotipo, pudiendo heredarse los genes recesivos. La capacidad diploide
de estos cromosomas proporciona un mecanismo de memoria muy útil en medios
cambiantes. Sin embargo, la mayoŕıa de Algoritmos Genéticos utilizan cromoso-
mas haploides (un solo juego de cromosomas) porque son mucho más sencillos de
construir y procesar. En la representación haploide, los genes solo se almacenan
una vez por lo que no es necesario determinar que gen es el dominante y cual es
el recesivo.
La interacción de dos o más genes en la formación de un fenotipo se denomina
eṕıstasis.
4.3.5 La reproducción
La reproducción es el proceso biológico mediante el cual se generan nuevos orga-
nismos. Existen dos tipos básicos:
1. Reproducción asexual
Se basa fundamentalmente en el mecanismo de la mitosis, por el cual una
célula se divide formando una nueva. El resultado esencial de la mitosis es
la continuidad de la información hereditaria de la célula madre en cada una
de las dos células hijas. La mitosis completa es un mecanismo de multipli-
cación celular que participa en el desarrollo, crecimiento y regeneración de
un organismo. La figura 4.4 muestra este mecanismo.
Figura 4.4: Mecanismo de la mitosis
2. Reproducción sexual
Es el mecanismo reproductivo más habitual en los organismos pluricelulares.




Es el proceso reproductivo más complejo de todos. Consiste en la fusión
de dos gametos4 para producir un nuevo organismo. En los animales el
proceso requiere de la fusión de un óvulo y un espermatozoide y finaliza
con la generación de un embrión.
• Meiosis
Es el proceso de división celular por el cual una célula diploide expe-
rimenta dos divisiones sucesivas, con la capacidad de generar cuatro
células haploides. Mediante este mecanismo se producen los óvulos y
espermatozoides (gametos). Este proceso se lleva a cabo en dos divisio-
nes nucleares y citoplasmáticas, llamadas primera y segunda división
meiótica o simplemente meiosis I y meiosis II.
Figura 4.5: Mecanismo de la meiosis
• Recombinación genética
Es el proceso por el cual una hebra de material genético es rota y lue-
go unida a una molécula de material genético diferente. De entre las
formas de recombinación genética, la más habitual es el entrecruza-
miento cromosómico, donde se recombinan los cromosomas heredados
de los padres. La recombinación puede producirse con baja probabili-
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4.3.6 La selección natural
El Origen de las Especies se basa en el principio de preservación de los individuos
mas fuertes (adaptados al medio) y la eliminación de los débiles. La selección
natural puede actuar sobre cualquier rasgo fenot́ıpico heredable y cualquier aspecto
del entorno puede producir presión selectiva, esto incluye la selección sexual y la
competición con miembros tanto de la misma como de otra especie.
Por lo tanto, los individuos más aptos tienen más probabilidad de contribuir con
descendientes a la siguiente generación, mientras que los menos aptos tendrán me-
nos descendientes o morirán antes de alcanzar la edad adulta. Como resultado, los
alelos que en promedio conllevan mejor adaptación (aptitud) son más abundantes
en la siguiente generación, mientras que los alelos que tienden a perjudicar a los
individuos portadores, también tienden a desaparecer.
En cada generación se producen mutaciones y recombinaciones que producen un
nuevo espectro de genotipos. Estos dos mecanismos son los responsables funda-
mentales del mantenimiento de la diversidad en la población. Cada nueva gene-
ración se enriquece con la abundancia de alelos que contribuyen a los rasgos que
fueron anteriormente favorecidos por la selección natural, mejorando aśı gradual-
mente estos rasgos durante generaciones sucesivas.
La selección natural requiere pues tiempo y un medio relativamente estable para
realizar su trabajo. Bajo estas dos premisas es uno de los mecanismos de adapta-
ción más poderosos de la naturaleza.
4.4 Terminoloǵıa de los Algoritmos Genéticos
4.4.1 La población
Es un conjunto de individuos que representan el conjunto de soluciones evaluadas
durante una generación (iteración). Idealmente la primera población debeŕıa estar
formada por individuos contenidos en todo el espacio de búsqueda. Es por esto
que la generación de la población inicial usualmente es aleatoria para impedir una
convergencia prematura hacia soluciones próximas a óptimos locales. No obstante,
en determinados casos donde se conoce la proximidad del óptimo global, se suelen
emplear soluciones conocidas previamente.
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La determinación del tamaño de la población no es una tarea fácil. Este depende de
la complejidad del problema, de modo que cuando mayor es el espacio de búsqueda,
mayor debe ser tamaño de la población para evitar un estancamiento prematuro
en un óptimo relativo. El tamaño t́ıpico de las poblaciones en los problemas de
optimización estructural suele estar en torno a los 100 individuos.
4.4.2 Los individuos
Un individuo representa una de las soluciones del problema planteado. Dada la
dualidad existente entre el genotipo y el fenotipo de los individuos estas soluciones
también lo son. La solución genot́ıpica viene representada por los cromosomas,
que es con lo que trabajan los Algoritmos Genéticos.
Por otro lado la solución fenot́ıpica representa el modelo o la estructura en que la
solución genot́ıpica se decodifica. La función de codificación, mapeo o morfogéne-
sis que relaciona cada genotipo con su fenotipo puede no ser biyectiva. Es decir un
cromosoma (genotipo) solo puede representar una solución (fenotipo), pero una
solución (fenotipo) puede ser representado por varios cromosomas (genotipos). En
este caso se dice que la función de morfogénesis está degenerada. Cierto grado
de degeneración es inevitable en la resolución de problemas de gran tamaño pero
puede ser muy perjudicial para el funcionamiento del algoritmo ya que puede con-
ducir a una convergencia prematura y estancamiento en la población de fenotipos
mientras la población de genotipos es muy diversa.
4.4.3 Los genes
Es una porción del cromosoma que generalmente codifica el valor de un solo
parámetro acotado dentro de un cierto rango o dominio. La cantidad de valo-
res que puede tomar un parámetro suele ser discreta y debe tenerse en cuenta que
a mayor número más complejo tiende a ser el espacio de búsqueda. La estructura
del gen depende de la función de codificación o mapeo empleada.
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4.4.4 La Función de aptitud
La adaptación de cada individuo de una población al medio se realiza mediante la
función de aptitud Φ o fitness. Para cuantificar esta adaptación o fitness primero
debe decodificarse el cromosoma, ya que esta función está definida en el espacio
fenot́ıpico. El grado de adaptación de un individuo será el que determine su
probabilidad de reproducción o incluso su eliminación de la población.
4.5 Definición formal de un Algoritmo Genético
estándar
Dado el espacio de individuos I /∈ {∅} del cual se genera inicialmente la población
χ ∈ I de tamaño µ, formada por los individuos: {a1, . . . , aµ} que será evaluada por
una función Φ que asigna a cada individuo una aptitud. En base a la aptitud de
los individuos se seleccionará mediante determinadas reglas un conjunto de padres
χ = {a1, . . . , aµ} los cuales engendrarán un conjunto de hijos χ′ = {a′1, . . . , a′µ},
que sufrirán procesos de mutación que los transformarán en un nuevo conjunto
χ′′ = {a′′1 , . . . , a′′µ}, el cual tras ser evaluado por la función Φ formará la población
χ de la siguiente generación. Este último proceso se repetirá hasta que se cumpla
determinada condición de terminación Ψ.
El algoritmo 1 muestra en forma de pseudocódigo del mismo.
Algoritmo 1 Pseudocódigo de Algoritmo Genético
t = 0
inicializar: χ(0) = {a1(0), . . . , aµ(0)}
evaluar: χ(0) : {Φ (a1(0)) , . . . , Φ (aµ(0))}
while Ψ(Φ(t) 6= true) do
seleccionar: ak(t) = f(sps , Φ(ak(t))) ∀k ∈ {1, . . . , µ} ∧ ak ∈ χ
recombinar: a′k(t) = f(rpc , Φ(ak(t))) ∀k ∈ {1, . . . , µ} ∧ a′k ∈ χ′
mutar: a′′k(t) = pm(a
′
k(t)) ∀k ∈ {1, . . . , µ} ∧ a′′k ∈ χ′′
evaluar: χ′′(t) : {Φ(a′′1), . . . , Φ(a′′µ)}
seleccionar nueva pob.: ak(t + 1) = f(χ(t), χ
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4.6 Codificación de las variables de diseño
4.6.1 Clasificación de los diferentes tipos de codificación
Desde la aparición de los Algoritmos Genéticos se han utilizado diferentes formas
de codificación binaria, gray, real, hexadecimal, octal, arbórea, . . . ) [156, 192, 194,
315].
Inicialmente se extendió la codificación binaria, donde las variables eran codifica-
das en formato binario o grey, por varias razones. En primer lugar, el teorema
fundamental de los Algoritmos Genéticos: el Teorema Fundamental del Esquema
(The Fundamental Theorem of schemata) establece que el alfabeto binario ofrece
el máximo número de schemata5 por bit de información de todos los sistemas de
codificación [135]. En segundo lugar esta codificación facilita el análisis teórico del
algoritmo y permite desarrollar operadores de forma elegante.
Sin embargo la mejora evolutiva es independiente de la codificación, como demues-
tra el art́ıculo de Antonisse [14] o como ya el propio Goldberg advert́ıa [136]:
≪El empleo de codificaciones reales o de punto flotante tiene una
historia controvertida en la historia de los esquemas de búsqueda genéti-
ca y evolutiva, y su uso parece estar últimamente al alza. Este in-
cremento en su uso a sorprendido a los investigadores familiarizados
la teoŕıa fundamental de los Algoritmos Genéticos, porque un análi-
sis simple parece sugerir que el uso de alfabetos de baja cardinalidad
mejora el procesamiento de esquemas, lo cual es aparentemente una
contradicción directa con los resultados emṕıricos donde codificaciones
reales han funcionado bien en un gran número de problemas prácti-
cos.≫
Además la codificación binaria presenta una serie de desventajas que supera la
codificación real (RCGA). En primer lugar, la codificación binaria requiere de
la determinación a priori del número de bits necesario. Esto no supone mayor
problema que la discretización del problema, pero esta discretización requiere de
5Es un patrón o esquema de repetido en varios cromosomas. En un cromosoma binario puede
especificarse con una cadena de igual longitud del cromosoma donde cada gen puede tomar una
de los valores [0,1,@] donde el símbolo @ representa un gen que no forma parte del patrón
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un esfuerzo y tiempo de computación en la codificación y decodificación que influye
en el rendimiento del algoritmo. Además la discretización binaria acarrea siempre
un error de discretización. Para conseguir que este sea pequeño la longitud de la
cadena binaria puede ser excesivamente larga. Por ejemplo, si se desease discretizar
cien variables en un dominio [-500,500] con seis d́ıgitos de precisión, la longitud
del vector binario (genoma) seŕıa de 3000 y el espacio de búsqueda de alrededor
de 101000.
Los experimentos realizados por Michalewicz [263] donde comparó el desempeño
en la resolución de una serie de problemas mediante codificación binaria y real le
llevaron a enunciar la siguiente conclusión:
≪Los experimentos llevados a cabo indican que la codificación real
es más rápida y consistente y proporciona mayor precisión (especial-
mente cuando los dominios son grandes, donde la representación bina-
ria requiere de representaciones extraordinariamente largas).≫
Desde entonces, numerosos trabajos [82, 85, 189, 263, 309, 403, 405, 413] han
demostrado que la codificación real es computacionalmente mas eficiente que la
codificación binaria o gray. Por otro lado el trabajo de Eshelman y Schaffer [109]
logró la generalización del teorema del esquema planteado por Holland [178] do-
tando a la codificación entera y continua de un bagaje teórico teórico tan fuerte
como el desarrollado por Holland y Goldberg
Los genes suelen representarse en forma de cadena, aunque otras representaciones
como la matricial o arbórea también son posibles. La representación de cadena
viene definida por un vector s = {s1, s2, . . . , sj , . . . , sn} donde sj es el gen de la
posición j. Los diferentes valores de j representan los alelos de ese gen.
La tabla 4.1 muestra un ejemplo de codificación de las dimensiones del perfil en U
mostrado en la figura 4.6 de dimensiones s = (a, b, c, e1, e2, e3) = (50, 100, 50, 3, 2, 3).
Los algoritmos genéticos trabajan en dos espacios diferentes de manera simultánea:
el espacio de código y el de soluciones, o lo que es lo mismo en el espacio de
genotipos y fenotipos. Los operadores genéticos trabajan en el espacio de genotipos
mientras que la evaluación y selección tiene lugar en el espacio de fenotipos. El tipo
y forma de codificación o mapeo tiene una influencia significativa en el rendimiento
del algoritmo, pudiendo generar soluciones ilegales.
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Figura 4.6: Perfil en U
Tabla 4.1: Comparativa de los diferentes tipos de codificación de un mismo conjunto
de genes






Es importante distinguir entre dos conceptos, que a menudo se confunden en la
literatura, como son la infactibilidad (infeasible) y la ilegalidad. Una solución no
factible se genera cuando esta no cumple con alguna o varias de las restricciones
que se imponen al problema, es decir, de no existir estas seŕıa una solución factible.
La factibilidad de una solución depende de las restricciones y no de la codificación.
En estos casos existen diversas técnicas6 que fuerzan a los individuos a evolucionar
hacia la zona de soluciones posibles [100, 130, 229, 264, 275, 422]. La figura 4.7
muestra de forma gráfica ambos conceptos.
Por otro lado una solución ilegal se genera debido a la naturaleza de la codificación.
Dado que los cromosomas ilegales no pueden traducirse al espacio de fenotipos no
pueden ser evaluados y por lo tanto se no puede emplear una técnica de penaliza-
ción. En este caso pueden aplicarse otras técnicas como la utilización de técnicas
de reparación que transforman los genotipos ilegales en genotipos legales, aunque
puede que no factibles. Otra técnica consiste en comprobar la legalidad del indi-
6Generalmente basadas en métodos de penalización
87
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Figura 4.7: Invalidez vs ilegalidad
viduo tras su nacimiento, el cual en caso de ser ilegal será eliminado y sustituido
por un nuevo individuo.
4.6.2 Propiedades de las codificaciones
Con el fin de evitar la generación de individuos ilegales la codificación debe cumplir
con una serie de requisitos, según se desprende de los estudios realizados [67, 313,
314]. A continuación se detallan los principios a seguir:
1. No redundancia
El mapeado entre individuos debe ser biyectivo (1 a 1), es decir a cada geno-
tipo le corresponde uno y solo un fenotipo y viceversa. Cuando el mapeado
es suprayectivo (n a 1), se pierde tiempo en la búsqueda ya que la misma
solución se evalúa n veces porque el algoritmo considera que los individuos
son diferentes.Ya por último cuando el mapeado es inversamente suprayec-
tivo (1 a n) el algoritmo funciona de forma errática y es muy probable que
no converja ya que un mismo individuo puede poseer varias aptitudes. La
figura 4.8 muestra de forma gráfica los tres tipos de mapeado.
2. Legalidad
Cualquier permutación de genes dentro del genotipo da lugar a un fenotipo.
Esta propiedad permite la aplicación de los diferentes operadores genéticos.
3. Totalidad
A cada solución le corresponde una codificación. Es decir, el mapeado no
puede ser simplemente inyectivo. A cada fenotipo le debe corresponder al




Figura 4.8: Mapeado entre individuos
4. Propiedad Lamarckiana
El significado de los alelos de un gen no es dependiente del contexto. Expre-
sado de otro modo, es la propiedad de los padres de transmitir información
genética a su descendencia. Una representación tiene la propiedad Lamarc-
kiana si puede pasar sus méritos a las generaciones siguientes a través de los
operadores genéticos. Las codificaciones de los Algoritmos Genéticos deben
ser imprescindiblemente Lamarckianas ya que de lo contrario no se formaŕıan
y transmitiŕıan esquemas exitosos a las siguientes generaciones haciendo que
el algoritmo funcione de forma errática.
5. Causalidad
Pequeñas variaciones en el espacio de genotipos debidas a la mutación ge-
neran pequeñas variaciones en el espacio de fenotipos. Esta propiedad fue
formulada por Rechenberg [313] y se centra en la conservación de estruc-
turas vecinas. Los procesos de búsqueda que no destruyen las estructuras
vecinas son denominados de fuerte causalidad. Una fuerte causalidad puede
resultar interesante para incrementar la diversidad de la población pero por
contra dificultará la convergencia del algoritmo. Sendhoff, Kreuts y Seelen
desarrollaron un método que permite cuantificar esta propiedad [346].
4.7 Operadores genéticos
Son los encargados de mimetizar los procesos naturales en los Algoritmos Evo-
lutivos. El número y tipo de estos da origen a los cuatro paradigmas de estos
algoritmos. En el caso de los algoritmos genéticos se encuentran presentes los
siguientes operadores: inicialización, reproducción (selección + recombinación) y
mutación.
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4.7.1 El operador de inicialización
Se trata normalmente de un operador muy sencillo que se encarga de generar la po-
blación inicial, o de reinicializar una población en determinadas condiciones. Esta
inicialización se suele realizar generando el conjunto de genes de cada individuo
de forma aleatoria, dentro del dominio para el cual se ha definido cada gen.
Pueden utilizarse otras técnicas heuŕısticas adaptadas al problema que se desea
solucionar pero en general no merecen la pena por el esfuerzo computacional que
ello implica. Observando la figura 4.9, donde se representa el comportamiento
t́ıpico de un GA, apreciamos como en sólo k generaciones se consigue mejorar
sensiblemente la aptitud desde Φ0 a Φk. Además debe tenerse en cuenta que es
conveniente que la población inicial esté suficientemente dispersa con el fin de










Figura 4.9: Evolución temporal t́ıpica de un Algoritmo Genético
También pueden utilizarse soluciones conocidas para inicializar la población, pero
esto normalmente solo conducirá a óptimos locales: si buscas resultados distintos
no hagas siempre lo mismo7.
7Definición de demencia [13]: es repetir los mismos errores y esperar resultados diferentes
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4.7.2 Los operadores de reproducción
Los Algoritmos Genéticos se fundamentan en el proceso de la reproducción, du-
rante el cual el proceso de búsqueda genera individuos nuevos y mejores (más
adaptados). Son estos operadores los que dominan el proceso de búsqueda, y de
su selección y configuración dependerán los procesos de exploración y explotación.
La exploración hace referencia a la búsqueda de soluciones más allá de las solucio-
nes codificadas por los padres, mientras que la explotación se refiere a la búsqueda
del óptimo guiada y acotada por las soluciones de los padres.
El dilema exploración vs explotación ya fue planteado por el propio Holland y
plantea la problemática de los Algoritmos Genéticos. Una exploración demasiado
intensiva hace el proceso de búsqueda lento al no generar suficientes esquemas8,
mientras que una explotación excesiva puede provocar la convergencia prematura
en un óptimo relativo. Por otra parte el ajuste entre ambos es dependiente del
tipo de problema a resolver por lo que debe ser establecido en cada caso [411].
El ciclo reproductivo consta de tres pasos: la selección de los padres, el cruce
(recombinación) de los padres para generar nuevos individuos (hijos), y la mutación
que alterará en mayor o menor medida el genoma de los nuevos hijos. Cada uno
de estos pasos es implementado dentro del algoritmo con un operador diferente.
4.7.2.1 El operador de selección
La selección es el proceso mediante el cual se selecciona por diferentes procedi-
mientos nsel
9 individuos de la población (padres) para participar en el proceso de
la reproducción. El conjunto de los individuos seleccionados χ formará los hijos
χ′′ tras aplicarle los operadores de cruce y mutación.
La forma en que se produce el proceso de selección la lugar a los diferentes opera-
dores de selección [30, 33, 138, 269]:
8Herencia de caracteŕısticas deseables
9Suele ser igual al número de individuos de la población χ. En el presente trabajo se considera
en todos los casos nsel=µ
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La selección aleatoria
Esta técnica selecciona aleatoriamente los padres de la nueva población. Presenta
la ventaja de mantener la diversidad de la población y el inconveniente de hacer
extremadamente lento el proceso de convergencia.
La selección por ruleta (RWS)
También conocida como selección (o muestreo) estocástica con remplazo o como
selección proporcional a la aptitud. Es el uno de los operadores tradicionales. Fue
introducido por De Jong [83] y ha sido extensamente estudiado desde entonces.
Con este operador la probabilidad de selección de un individuo i es directamente
proporcional a su aptitud Φi. De este modo la probabilidad de selección ps de un








El número de vecesκi que se espera que un individuo i sea seleccionado para la









La implementación del operador se realiza del siguiente modo: se toma una ruleta
de casino y se divide en partes proporcionales a la aptitud de cada individuo de
modo que cada porción coincide con la probabilidad de selección ps del mismo.
Seguidamente se lanza la ruleta µ veces, donde µ es el número de individuos de
la población, seleccionando en cada tirada un progenitor formando de este modo
las parejas que engendrarán los hijos. Estos suelen ser almacenados en un vector
χ donde los ı́ndices impares son los padres y los pares las madres. El algoritmo 2
muestra la implementación de este operador.
A pesar de ser un operador muy extendido presenta una serie de inconvenientes:
• La complejidad computacional de este operador vaŕıa entreO(µ2) yO(µ log µ).
10Función que genera un número aleatorio normal gausiano comprendido en el intervalo [0,1]
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Algoritmo 2 Pseudocódigo del operador de selección por ruleta
inicializar: χ = {∅}
evaluar: ps = {ps1 , . . . , psµ}
for i=1 to µ do
r = rnd(0,1)10
s = j = 0
while s ≤ r do
j = j + 1





• Los mejores individuos toman el control de la población rápidamente, dismi-
nuyendo la diversidad de esta y causando una convergencia prematura
del algoritmo hacia un óptimo local [91].
• Cuando los valores de la aptitud de los individuos están muy próximos entre
śı desaparece la presión selectiva11 haciendo que este se comporte como
un operador de selección aleatoria. De este modo cuando el algoritmo em-
pieza a converger y los individuos menos aptos desaparecen el algoritmo se
comporta como un algoritmo de búsqueda aleatoria (random walk), donde
la exploración es llevada a cabo mediante la mutación.
• Alta diversidad estocástica. La distribución de la selección de los individuos
de la población no se corresponde siempre con su valor esperado κi provocan-
do según que casos procesos de convergencia demasiado rápida o demasiado
lenta.
De las observaciones anteriores se desprende que existen dos cuestiones funda-
mentales en la búsqueda del óptimo global: la diversidad de la población y la
presión selectiva. Estos dos factores se encuentran fuertemente relacionados de
forma inversa [409]: una fuerte presión selectiva genera una convergencia rápida
del algoritmo mientras que una presión selectiva demasiado débil hace el proceso
de búsqueda ineficaz. Es pues importante encontrar un equilibrio entre ambos fac-
tores, el cual depende del operador de selección empleado. La elección del operador
de selección es pues vital para la resolución del problema planteado.
11Es el cociente entre la aptitud máxima y la media de las aptitudes de una población
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La selección por muestreo universal estocástico (SUS)
También conocida como selección (o muestreo) estocástica sin remplazo. Fue de-
finida originalmente por De Jong [83] y estudiada por Baker [18, 142] con el fin de
mejorar la mala distribución de los individuos de la población en función de los
valores esperados κi obtenidos mediante el operador de selección RWS.
La implementación del operador se realiza del siguiente modo: se mapean los indi-
viduos en segmentos contiguos de una misma ĺınea de manera que cada segmento
es proporcional en tamaño a su aptitud12, de modo similar a la selección por rule-
ta. La longitud total de la ĺınea será por tanto igual a la unidad. A continuación
se colocan tantos punteros sobre la ĺınea como individuos desean seleccionarse
(generalmente µ), distribuidos de forma equidistante a una distancia de 1/µ. Se-
guidamente se genera un número aleatorio en el intervalo [0,1/µ] y partiendo del
origen, se selecciona al individuo (segmento) que coincide con esa posición. A con-
tinuación se incrementa la posición en 1/µ y se selecciona al siguiente individuo
que coincide con dicha posición el proceso se repite µ veces hasta seleccionar todos
los individuos.
La figura 4.10 muestra un ejemplo de este operador y El algoritmo 3 la implemen-
tación del mismo.
Figura 4.10: Ejemplo la selección por muestreo universal aleatorio
Este operador presenta tres ventajas fundamentales. La primera es que reduce la
alta variabilidad estocástica presente en el RWS. La segunda que reduce el tiempo
de computación ya que el número de selecciones necesarias es de orden [246] O(µ) y
no O(µ log µ) como en el caso RWS. Por último y no menos importante, garantiza




Algoritmo 3 Pseudocódigo del operador de selección por muestreo universal es-
tocástico
inicializar: χ = {∅}
evaluar: ps = {ps1 , . . . , pµ−1}
i = 1
u = ps1
for j = 1 to µ do
r = rnd[0, 1/µ]
v = r + (j − 1)µ−1
while v > u do
i = i + 1





que si un individuo es suficientemente apto13, será seleccionado incluso en varias
ocasiones.
La selección por muestreo determińıstico
Se trata de una variación del operador RWS. En este caso cada individuo es se-
leccionado una cantidad de veces igual a la parte entera del valor esperado κi. A
continuación se ordena la población según la parte no entera del valor esperado
κi. Los individuos restantes en el proceso de selección se determinan en función
del ordenamiento anterior.
La selección por muestreo estocástico del resto con remplazo
Se trata de una variación del operador por muestreo determińıstico. En este caso
los individuos son también seleccionados en función de la parte entera del valor
esperado κi. A continuación la parte no entera es utilizada para calcular la pro-
babilidad de selección según el procedimiento de la ruleta de selección (RWS) que
es utilizada para seleccionar el resto de individuos.
13Tiene una probabilidad de selección mayor o igual a 1/µ
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La selección por muestreo estocástico del resto sin remplazo
Se trata de una variación del operador por muestreo determińıstico. En este caso
los individuos son también seleccionados en función de la parte entera del valor
esperado κi. A continuación la parte no entera es utilizada para lanzar monedas
donde la probabilidad de que salga una cara u otra14 está ponderada por la parte
no entera del valor esperado κi. De este modo, si por ejemplo, el número de
copias esperadas de un individuo es de 1,7 este será seleccionado al menos una
vez y tendrá una probabilidad del 70% de volver a ser seleccionado. El proceso es
repetido hasta seleccionar el resto de individuos. El trabajo de Booker [48] parece
demostrar su superioridad frente al resto de operadores estocásticos.
Selección por grupos
También llamada selección por bloques, fue propuesta por Thierens y Goldberg
[387]. Cuando presión selectiva es muy baja, los operadores de selección proporcio-
nales a la aptitud ralentizan la convergencia del algoritmo. El operador de selección
por bloques intenta evitar este inconveniente. La implementación se realiza del
siguiente modo: se divide la población en k grupos, asignándose una probabilidad
de selección a cada grupo. La probabilidad de selección de un individuo de un
grupo dado se obtiene dividiendo la probabilidad de selección del grupo por el
número de individuos de dicho grupo.
La figura 4.11 muestra un ejemplo de aplicación del operador. A un 30% de la
población se le asigna una probabilidad de selección del 75% mientras que al otro
70% se le asigna el 25% restante. De este modo, si la población es de 10 individuos,
el primer grupo estará formado por tres individuos y la probabilidad de selección
de cada uno de ellos será: ps = 0, 75/3 = 0, 25.
La selección por rango
Fue definida originalmente por Baker [17] con el fin de superar los inconvenientes
de la selección por ruleta [18]. Este operador determina la probabilidad de selec-
ción de un individuo en función del rango que este posee dentro de la población en
lugar de su aptitud. La determinación del rango se realiza del siguiente modo: el
elemento con peor aptitud (Φmin = χn|f(χn)) tiene un rango de 1 y el más apto

























Figura 4.11: Seleccion por grupos o bloques
(Φmax = χm|f(χm))recibe un rango µ15. Seguidamente se seleccionan aleatoria-
mente dos individuos de la población y mediante un torneo definido por alguna
regla relacionada con el rango se determina que individuo será el primer padre. A
continuación se vuelven a seleccionar dos individuos y aplicando la misma regla
se selecciona el segundo padre. El proceso se repite hasta generar todos los hijos.
Los algoritmos 4 y 5 muestran el operador siguiendo dos reglas diferentes.
Algoritmo 4 Pseudocódigo del operador de selección por rango. Regla 1
inicializar: χ = {∅}
ordenar: χ→ χo : {χo1 = χm|f(χm) = Φmax, . . . , χoµ = χn|f(χn) = Φmin}
for i=1 to µ do
for j=1 to 2 do
rj = ‖µ · rnd(0,1)‖ \\ Selección aleatoria de dos individuos
end for
r = rnd(0,1)











15Tamaño de la población
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Caṕıtulo 4. Optimización mediante Algoritmos Genéticos
Algoritmo 5 Pseudocódigo del operador de selección por rango. Regla 2
inicializar: χ = {∅}
ordenar: χ→ χo : {χo1 = MAX(f(χ)), . . . , χoµ = MIN(f(χ))}
for i=1 to µ do
for j=1 to 2 do
rj = ‖µ · rnd(0,1)‖ \\ Selección aleatoria de dos individuos
end for











También es posible establecer reglas donde el rango se establezca en función de
una relación lineal o exponencial con la aptitud del individuo. En este caso si se
obtiene la relación entre la probabilidad de selección y el rango es posible aplicar
el RWS con dichas probabilidades.
Baker estableció la probabilidad de selección de un individuo de la población orde-
nada por rango χo en función del tamaño de la población µ, el número máximo de
hijos del individuo más apto κpla y su rango i en la población ordenada. Para un









En aquellas ocasiones en las que se requiere mayor presión selectiva se suele emplear
el mapeado es exponencial desarrollado por Michalewicz [263], donde la probabi-
lidad de selección de un individuo i de la población ordenada χo viene dada por
la ecuación:
psi = c(1− c)i−1 (4.4)
Donde c ∈ [0, 1] representa la probabilidad de que un individuo de rango 1 sea
seleccionado. Cuanto mayor sea el valor de c, mayor será la presión selectiva.
Esta técnica presenta el inconveniente de hacer más lento el proceso de convergen-
cia y las ventajas de prevenir una convergencia prematura, mantener la presión
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selectiva cuando la varianza de la aptitud es baja aśı como de preservar la diver-
sidad de la población.
La selección de Boltzmann
Utiliza la misma analoǵıa que el recocido simulado. En este caso la temperatura se
relaciona de forma inversa con la presión selectiva logrando mantener un equilibrio
entre esta y la diversidad de la población. Siguiendo la distribución de Boltzmann,






Donde T̂ = T0 (1− α)γ , T0 ∈ [5, 100], α ∈ [0, 1], γ = 1 + 100t/T , t es el número de
iteración o generación y T es el número de iteraciones o generaciones que se deja
correr el algoritmo.
La selección por torneo
Propuesta por Wetzel [408], estudiada inicialmente por Brindle [50] en su tesis y
popularizada por Deb y Goldberg [87, 132] es de las mas efectivas y sencillas de
implementar. Se seleccionan dos o más individuos de la población de modo que
compitan entre śı para ser uno de los padres de la nueva generación. El vencedor
será el individuo con mayor aptitud, repitiendo este proceso hasta elegir todos los
padres.
El algoritmo 6 muestra esta implementación.
Este algoritmo tiene la ventaja de no requerir la ordenación de la población en
función de su aptitud, con el correspondiente ahorro computacional. Al no utilizar
la aptitud16 para realizar la selección se asegura la diversidad de la población y, por
consiguiente, el mantenimiento de la presión selectiva cuyo valor esperado será :
φ = 2ntor−1 (4.6)
Debido a sus caracteŕısticas [31, 47] es uno de los operadores de selección más
eficientes y suele conducir a la obtención de óptimos absolutos [409].
16Solo se utiliza para determinar si un individuo es mejor que su oponente
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Algoritmo 6 Pseudocódigo del operador de selección por torneo
inicializar: χ = {∅}
for i=1 to µ do
for j=1 to ntor do
rj = ‖µ · rnd(0,1)‖ \\ Selección aleatoria de ntor individuos
end for
s = 1
for j = 1 to ntor do
for k = j+1 to ntor do
if frj < frk then







Existe una variante del operador propuesta por Michalewicz [263] basado en la
selección de Boltzmann, para el torneo binario, donde los dos individuos i y j
compiten entre śı y donde la probabilidad de que gane el individuo j viene deter-







Seguidamente se lanza una moneda donde la probabilidad de que salga una cara u
otra está ponderada17 según la probabilidad pw determinada por la ecuación (4.7),
seleccionando al individuo que salga de este lanzamiento. Nótese que cuando las
aptitudes de ambos individuos se aproximan (convergencia del algoritmo) la pro-
babilidad de ser el ganador se iguala. Aśı mismo, cuando el tiempo transcurrido
es grande, la probabilidad de selección también tiende a igualarse aunque las apti-
tudes de los individuos sean muy diferentes. Esto último permite evitar el estan-
camiento de la población al permitir a individuos alejados de la zona de búsqueda
entrar en el proceso de selección. En cierto modo realiza el mismo trabajo que las
técnicas de escalado que se verán posteriormente.
La tabla 4.2 muestra un resumen de la complejidad computacional de los diferentes
operadores de selección [138]. De la observación de esta puede deducirse que los




Tabla 4.2: Coste computacional de los diferentes operadores de selección
Tipo de operador de selección Tiempo o complejidad
Ruleta O(µ2)
Muestreo universal estocástico O(µ)
Muestreo estocástico del resto18 O(µ)
Muestreo determińıstico O(µ)
Selección por grupos O(µ)
Ranking O(µ ln µ)
Torneo O(µ)
4.7.2.2 El operador de cruce
También llamado operador de recombinación o crossover, es el responsable de rea-
lizar el apareamiento de dos individuos19 para generar dos o más hijos. El principio
del mecanismo de cruce es muy sencillo: el apareamiento de dos individuos con
ciertas caracteŕısticas diferentes y deseables genera hijos que combinan ambas ca-
racteŕısticas. Las técnicas de cruce han sido ampliamente utilizadas también por
los humanos durante siglos con el objeto de mejorar las especies animales (perros,
caballos, etc. . . ) y vegetales.
A pesar de que la reproducción asexual está presente en la naturaleza en unos
pocos organismos inferiores, esta no aparece en ningún organismo superior [257,
258]. Esto es indicativo de que la recombinación sexual es una forma superior de
reproducción.
Este es el principal operador de búsqueda en los algoritmos genéticos20. La com-
binación de la información genética de los padres permite realizar búsquedas en
otros puntos del espacio de soluciones. Cuanto más diferentes sean los padres, tan-
to mayor será la influencia de este operador en el funcionamiento del algoritmo.
Por lo tanto, la eficiencia de la búsqueda dependerá en gran medida de la presión
selectiva y la diversidad de la población.
Aunque generalmente intervienen dos padres y se generan dos hijos, esta no es la
forma exclusiva de cruce. El cruce podŕıa extenderse a un caso más general donde
intervienen varios padres [102] o se genera un solo individuo.
18Con o sin reemplazo
19Aunque sin sentido biológico, también es posible el cruce de más de dos padres [101–103]
20En el resto de Algoritmos Evolutivos tiene un peso inferior o incluso nulo
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El operador de cruce realiza las siguientes operaciones fundamentales: primero
se toma aleatoriamente un par de individuos seleccionados previamente por el
operador de selección para realizar el cruce. Después se genera un número aleatorio
entre 0 y 1 comparándose con la probabilidad de cruce pc. Si este número es menor
que pc se selecciona uno o varios puntos de la cadenas de los padres y generan dos
hijos mediante determinadas reglas de intercambio de genes. En caso contrario
se generan los hijos de forma asexual, es decir los hijos son simples copias de los
padres.
A la hora de realizar el corte puede procederse de dos formas: realizando un corte
por genotipo, es decir cortando por cualquier punto de la cadena, o por fenotipo.
En este segundo caso los genes se agrupan en función del fenotipo que estos definen
y el corte se realiza entre estos bloques de genes. Está comprobado [62, 306] que
el corte por genotipo es muy disruptivo en problemas donde existen eṕıstasis21
entre sus genes, generando una gran cantidad de individuos ilegales por lo que es
preferida la segunda opción.
Existen diferentes métodos para definir la localización del punto (o los puntos) de
corte aśı como la longitud del material genético a intercambiar. Ello da lugar a
los diferentes operadores de cruce:
Operadores de cruce determińısticos
Dentro de esta denominación se engloban todos aquellos operadores donde los
genomas de los hijos se obtienen mezclando, mediante determinadas reglas deter-
mińısticas, los genes de los padres. De este modo el gen i de un hijo se corresponde
con el gen i del primer o del segundo padre.
21Interacción de dos o más genes en la formación de un genotipo
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Cruce por un punto Es el operador de cruce más simple. Fue propuesto
inicialmente por Holland [178] y estudiado por De Jong [83]. En el caso de que
el corte se realice por genotipo, la implementación del algoritmo se realiza del
siguiente modo: se genera un número aleatorio r ∈ [1, ng − 1], donde ng es la
longitud del genoma s. Seguidamente se cortan los genomas (cadenas) de los
padres por ese punto y se permutan, generando los hijos.
En el caso de que se desee un corte por fenotipo, la implementación se realiza del
mismo modo pero sustituyendo ng por nf , donde nf es el número de fenotipos
presentes en un genoma.
Las figuras 4.12 y 4.13 muestran un ejemplo del funcionamiento del operador,
donde las comas se han eliminado de los vectores para facilitar su lectura:
Padres Corte Hijos
sp1 = {1 2 3 4 5|6 7 8 9} {1 2 3 4 5 sh1 = {1 2 3 4 5|4 3 2 1}
6 7 8 9}
sp2 = {9 8 7 6 5|4 3 2 1} {9 8 7 6 5 sh2 = {9 8 7 6 5|6 7 8 9}
4 3 2 1}
Figura 4.12: Cruce por un punto. Corte por genotipo.
Padres Corte Hijos
sp1 = { 1 2 3 4 5 6 7 | 8 9 } {1 2 3 4 5 6 7 sh1 = {1 2 3 4 5 6 |2 1}
8 9}
sp2 = { 9 8 7 6 5 4 3 | 2 1 } {9 8 7 6 5 4 3 sh2 = {9 8 7 6 5 4 3|8 9}
2 1}
Figura 4.13: Cruce por un punto. Corte por fenotipo.
Este operador tiene la desventaja de que los segmentos intercambiados se corres-
ponden siempre con los extremos del genoma, tendiendo a mantener juntos los
genes próximos a la cabeza o a la cola. Este fenómeno se conoce como sesgo po-
sicional y sus efectos han sido analizados extensamente desde el punto de vista
teórico y experimental [110, 365].
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Cruce por n puntos La técnica de cruce por un punto puede generalizarse
fácilmente a n puntos de corte de la cadena. En este caso se permutan los genes
comprendidos entre los puntos de corte.
Cuando el corte se realiza por genotipo es posible realizar tantos puntos de corte
n como ng - 1 genes posee el genoma. Cuando el corte se realiza por fenotipo, es
posible realizar tantos puntos de corte n como nf - 1 genes posee el genoma.
Las figuras 4.14 y 4.15 muestran un ejemplo del funcionamiento del operador,
donde las comas se han eliminado de los vectores para facilitar su lectura:
Padres Corte Hijos
sp1 = {1 2|3 4 5|6 7 8 9} {1 2 6 7 8 9} sh1 = {1 2|7 6 5|6 7 8 9}
3 4 5
sp2 = {9 8|7 6 5|4 3 2 1} {9 8 4 3 2 1} sh2 = {9 8|3 4 5|4 3 2 1}
7 6 5
Figura 4.14: Cruce por dos puntos. Corte por genotipo.
Padres Corte Hijos
sp1 = { 1 2 3 | 4 5 6 7 | 8 9 } {1 2 3 8 9} sh1 = {1 2 3|6 5 4 3|8 9}
4 5 6 7
sp2 = { 9 8 7 | 6 5 4 3 | 2 1 } {9 8 7 2 1} sh2 = {9 8 7|4 5 6 7|2 1}
6 5 4 3
Figura 4.15: Cruce por dos puntos. Corte por fenotipo.
Este tipo de cruce tiene la ventaja de combinar un mayor número de esquemas
y que los segmentos intercambiados no se correspondan con los extremos del ge-
noma si n es par. Para entender esta ventaja imaginemos que los genomas de
las figuras 4.13 y 4.15 se corresponden con las dimensiones de una estructura de
tres barras donde cada bloque representa a cada barra y que se desea realizar una
optimización del peso del conjunto. Supongamos también que el proceso de opti-
mización se encuentra avanzado y que la primera y última barra han alcanzado su
peso óptimo pero no aśı la central en el primer progenitor, mientras que para el
segundo la central ha alcanzado el óptimo y las otras dos no. Si se realiza el cruce
con un solo corte se permutará la información de la primera y la segunda barra
o bien de la segunda y la tercera pero no de la segunda barra que es donde debe
centrarse el proceso de búsqueda prolongando por lo tanto dicho proceso.
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Por otro lado, el corte por genotipo es altamente disruptivo en problemas donde
existen eṕıstasis entre sus genes [62]. Para entender en que consiste la disrupción
volvamos al ejemplo anterior y comparemos el corte por genotipo y por fenotipo.
Si observamos el fenotipo, cada barra representa un bloque de información del
cual se puede extraer un esquema. Si el corte se realiza por fenotipo será posible
que el algoritmo combine las caracteŕısticas deseables de los padres y forme un
esquema, mientras que si se realiza por genotipo no será posible la formación de
esquemas y el algoritmo no funcionará adecuadamente. La principal desventaja de
este operador consiste en que tiende a mantener juntos los genes vecinos, al igual
que el operador de cruce por un punto, produciendo también por tanto un sesgo
posicional.
Cruce uniforme Este operador fue desarrollado por Syswerda [382]. Su funcio-
namiento es diferente a los anteriores. En este caso se genera una máscara binaria
de forma aleatoria de igual longitud que el genoma de los padres ng en el caso de
realizar el cruce por genotipo o de longitud igual al número de fenotipos nf en
el caso de caso de hacer el cruce por fenotipo. Seguidamente se realiza el cruce
siguiendo esta máscara, eligiendo para el primer hijo al primer padre cuando en la
máscara hay un 1 y al segundo cuando hay un 0 y viceversa con el segundo hijo22.
Este operador es una generalización de los anteriores.
Las figuras 4.16 y 4.17 muestran un ejemplo del funcionamiento del operador,
donde las comas se han eliminado de los vectores para facilitar su lectura.
Padres Hijos
sp1 = {1 2 3 4 5 6 7 8 9} sh1 = {1 2 7 4 5 4 7 2 9}
{1 1 0 1 0 0 1 0 1}
sp2 = {9 8 7 6 5 4 3 2 1} sh2 = {9 8 3 6 5 6 3 8 1}
Figura 4.16: Cruce uniforme. Corte por genotipo.
Este operador tiene la ventaja de no presentar un sesgo posicional ya que tiene
una fuerte tendencia a mezclar los genes vecinos23.
22Esta implementación es equivalente a lanzar una moneda para cada gen o grupo de genes
eligiendo al primer o segundo padre según salga cara o cruz
23La probabilidad de cruce de un gen vecino es del 50%
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Padres Hijos
sp1 = { 1 2 3 | 4 5 6 7 | 8 9 } sh1 = {1 2 3 6 5 4 3 2 1}
{ 1 0 0 }
sp2 = { 9 8 7 | 6 5 4 3 | 2 1 } sh2 = {9 8 7 4 5 6 7 8 9}
Figura 4.17: Cruce uniforme. Corte por fenotipo.
Cruce plano Este operador fue definido por Radcliffe [309] con la idea de mi-
nimizar las disrupciones producidas por el operador de cruce uniforme. Para ello
se basó en el concepto de schemata (esquemas) binarios planteado por Holland.
Un schema es un patrón común entre dos o más individuos de una población de
modo que si seleccionamos dos padres de la población p.e. sp1 = {10111001} y
sp1 = {11011101} su forma es F{1##11#01}. La implementación del operador
se realiza entonces del siguiente modo:
1. Seleccionar aleatoriamente dos padres y determinar su Forma F
2. Buscar los huecos (#) de la Forma F y reemplazarlos por un número alea-
torio r ∈ [0, 1]
3. Repetir el proceso hasta obtener el número de hijos deseado.
Este algoritmo es mejor que los anteriores porque evita la disrupción y amplia
el espacio de búsqueda del operador, pero presenta el inconveniente de requerir
una codificación binaria ya que no es extensible a la extrapolación del concepto de
esquema a R. Aunque por su comportamiento binario tenga una clasificación de
operador determińıstico, al decodificar las variables a una representación entera o
de punto flotante el operador no se comporta de forma determińıstica como ilustra
la figura 4.27.
Operadores de cruce aritmético
Los operadores de cruce anteriores son adecuados para codificaciones binarias o
enteras, pero no aśı para codificaciones de punto flotante. Este operador, junto
con los siguientes se desarrollaron para la codificación de este tipo de variables.
Este operador se fundamenta en una analoǵıa con la teoŕıa de conjuntos conve-




x′ = λ1x1 + λ2x2 (4.8)
Si además los multiplicadores son restringidos a la condición: λ1 + λ2 = 1, la
ecuación (4.8) dará lugar a una combinación af́ın. Si se añade la condición de que
ambos multiplicadores sean positivos: λ1 > 0, λ2 > 0, dará lugar a una combina-
ción convexa. Si por último, añadimos la condición de que ambos multiplicadores
se encuentren en el dominio R+: λ1, λ2 ∈ R+−{0}, dará lugar a una combinación
lineal de ambos vectores. Aplicando la primera condición (4.8) puede simplificarse
obteniendo la siguiente expresión:
x′ = λ1x1 + (1− λ1)x2 (4.9)
Siguiendo la analoǵıa de los conjuntos convexos, el cruce puede realizarse siguiendo
las mismas combinaciones descritas anteriormente, según la siguiente expresión
propuesta por Radcliffe [309]:
sh1 = λ1sp1 + (1− λ1)sp2
sh2 = λ1sp2 + (1− λ1)sp1
(4.10)
Dependiendo de los valores que tome λ1 tendremos diferentes tipos de operadores
de cruce aritmético:
• Si λ1 /∈ [0, 1] el operador de cruce será af́ın. Un caso particular de operador
af́ın es el estudiado por Wright [413], donde λ1 = 1, 5 , λ2 = −0, 5. Otro
tipo de operador af́ın es el propuesto por Mühlenbein y Schlierkamp-Voosen
[274], denominado cruce de ĺınea extendida, donde λ1 es el resultante de
un número aleatorio r generado en el intervalo: r ∈ [−d, 1+d] donde d suele
tomar el valor de 0,25 .
• Si λ1 ∈]0, 1] el operador de cruce será convexo.
• Si λ1, λ2 ∈ {R+ − {0}} : 0 ≤ λ1, λ2 ≤ 1, el operador de cruce será lineal.
Nótese que si: λ1 = 0 ó λ1 = 1, no se produce recombinación heredando
cada hijo el genoma de uno de los padres de modo similar a la reproducción
asexual. El valor de λ1 suele elegirse de manera aleatoria, de modo que
λ1 = rnd(0,1). Este operador se suele denominar cruce heuŕıstico y fue
propuesto inicialmente por Wright.
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También se utilizan otros métodos como el propuesto por Davis [82] y Sch-
wefel [345] al que llamaron cruce intermedio o cruce promedio. Otros
autores como Eiben y Smith [104] lo denominan recombinación uniforme
aritmética. En caso de que λ1 = 0, 5 los genomas resultantes se correspon-
den con la media aritmética de sus padres. Este método ha demostrado ser
bueno en varios problemas interesantes [263].
Dependiendo del número de genes combinados, se definen tres tipos de recombi-
nación aritmética para los operadores descritos anteriormente:
Recombinación simple La implementación se realiza del siguiente modo: se
selecciona un gen aleatorio i del genoma (o del fenotipo). A continuación, para el
primer hijo, se copia el genoma del primer padre hasta el gen i formando el resto
del genoma mediante alguno de los operadores anteriormente descritos. Para el
segundo hijo es generado del mismo modo pero invirtiendo los genomas de los
padres.
La ecuación (4.11) y la figura 4.18 muestran la implementación de este operador.
sp1 = {p1, p2, . . . , pi, . . . , pn}
sp2 = {q1, q2, . . . , qi, . . . , qn}
sh1 = {p1, p2, . . . , pi, λ1qi+1 + (1− λ1)pi+1, . . . , λ1qn + (1− λ1)pn}
sh2 = {q1, q2, . . . , qi, λ1pi+1 + (1− λ1)qi+1, . . . , λ1pn + (1− λ1)qn}
(4.11)
Padres Hijos
sp1 = {0, 1 0, 2 0, 3 0, 4 0, 5 0, 6} sh1 = {0, 1 0, 2 0, 3 0, 4 0, 35 0, 35}
sp2 = {0, 6 0, 5 0, 4 0, 3 0, 2 0, 1} sh2 = {0, 6 0, 5 0, 4 0, 3 0, 35 0, 35}
Figura 4.18: Cruce aritmético lineal con recombinación simple. λ1 = 0, 5 , i = 4.
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Recombinación aritmética simple La implementación se realiza del siguiente
modo: se selecciona un punto aleatorio i del genotipo (o del fenotipo). A continua-
ción, para el primer hijo, se copia todo el genoma del primer padre con excepción
del gen i el cual se formará mediante alguno de los operadores anteriormente des-
critos. Para el segundo hijo es generado del mismo modo pero invirtiendo los
genomas de los padres.
La ecuación (4.12) y la figura 4.19 muestran la implementación de este operador.
sp1 = {p1, p2, . . . , pi, . . . , pn}
sp2 = {q1, q2, . . . , qi, . . . , qn}
sh1 = {p1, p2, . . . , pi−1, λ1qi + (1− λ1)pi, pi+1, . . . , pn}
sh2 = {q1, q2, . . . , qi−1, λ1pi + (1− λ1)qi, pi+1, . . . , qn}
(4.12)
Padres Hijos
sp1 = {0, 1 0, 2 0, 3 0, 4 0, 5 0, 6} sh1 = {0, 1 0, 2 0, 3 0, 35 0, 5 0, 6}
sp2 = {0, 6 0, 5 0, 4 0, 3 0, 2 0, 1} sh2 = {0, 6 0, 5 0, 4 0, 35 0, 2 0, 1}
Figura 4.19: Cruce aritmético lineal con recombinación aritmética simple. λ1 =
0, 5 , i = 4.
Recombinación aritmética completa En este caso todos los genes de los
hijos se forman mediante la combinación de ambos padres tal y como describe la
ecuación (4.10). Debe tenerse especial cuidado de no realizar un cruce intermedio
(λ1 = 0, 5) ya que en este caso ambos hijos son iguales, pudiendo provocar la
pérdida de diversidad en la población.
La ecuación (4.13) y la figura 4.20 muestran la implementación de este operador.
Nótese como en el ejemplo de la figura 4.20 ambos descendientes son iguales. Si se
empleara este operador el 50% de la población seria prácticamente igual24 al otro
50% lo cual acarreaŕıa una pérdida de diversidad importante.
24El operador de mutación puede introducir ligeras diferencias
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sp1 = {p1, p2, . . . , pi, . . . , pn}
sp2 = {q1, q2, . . . , qi, . . . , qn}
sh1 = {λ1q1 + (1− λ1)p1, . . . , λ1qn + (1− λ1)pn}
sh2 = {λ1p1 + (1− λ1)q1, . . . , λ1pn + (1− λ1)qn}
(4.13)
Padres Hijos
sp1 = {0, 1 0, 2 0, 3 0, 4 0, 5 0, 6} sh1 = {0, 35 0, 35 0, 35 0, 35 0, 35 0, 35}
sp2 = {0, 6 0, 5 0, 4 0, 3 0, 2 0, 1} sh2 = {0, 35 0, 35 0, 35 0, 35 0, 35 0, 35}
Figura 4.20: Cruce aritmético lineal con recombinación aritmética completa. λ1 = 0, 5.
Cruce geométrico
Fue definido originalmente por Michalewicz et al. [267]. En este caso solo se genera
un hijo por cada pareja cuyos genes se forman mediante la combinación cuadrática
de ambos padres tal y como describe la ecuación (4.14). La figura 4.21 muestra
un ejemplo de aplicación de este operador.
sp1 = {p1, p2, . . . , pi, . . . , pn}
sp2 = {q1, q2, . . . , qi, . . . , qn}
sh = {
√
p1q1 . . . ,
√





sp1 = {0, 1 0, 2 0, 3 0, 4 0, 5 0, 6} sh1 = {0, 2 0, 3 0, 3 0, 3 0, 3 0, 2}
sp2 = {0, 6 0, 5 0, 4 0, 3 0, 2 0, 1}
Figura 4.21: Cruce geométrico.
Cruce por mezcla alfa (BLX-α)
Fue definido originalmente por Eshelman y Shaffer. Dados los genomas de los
padres sp1 = {p1 . . . , pi, . . . , pn} y sp2 = {q1, . . . , qi, . . . , qn} la distancia rectiĺınea
o de Manhattan entre los genes de los padres es:
di = |pi − qi| (4.15)
El algoritmo utiliza esta distancia para generar los genes de los hijos de forma




Li = min (pi, qi)− αdi
Ui = max (pi, qi) + αdi
(4.16)
El valor de α representa la distancia, más allá de los ĺımites establecidos por los
genes de los padres, que los genes de los hijos pueden tomar. Este método permite
por lo tanto que los genes de los hijos tomen valores más allá del rango de sus padres
pero sin permitir tampoco que estén excesivamente alejados. El valor α = 0, 5 es
el más utilizado normalmente, pero es dependiente del problema a resolver, por lo
que debe ajustarse de algún modo en cada problema.
Valor del genpi qi
αdi di αdi
Figura 4.22: Cruce de mezcla del gen i de un solo gen
La figura 4.22 muestra un cruce por mezcla del gen i. El valor αdi se corresponde
con la exploración que puede realizar el operador, mientras que el valor di se
corresponde con la explotación. Para un valor α = 1 no hay exploración, solo hay
explotación. El valor α es pues el responsable de la exploración de este operador
de cruce
Este operador es una generalización del operador de cruce aritmético, donde el
parámetro λ vaŕıa para cada gen de modo que para el gen i tomará el valor λi ∈
rnd(Li, Ui). Una vez calculado el valor λi cada gen de los hijos se formará según
la ecuación (4.10).
La figura 4.23 muestra un ejemplo de la implementación de este operador.
Según la cŕıtica realizada por Deb y Agrawal [85] este operador tiene el inconve-
niente de no respetar siempre los esquemas (caracteŕısticas deseables) de los padres
a la hora de generar a los hijos, con lo cual en determinados casos puede ralentizar
el proceso de convergencia.
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Padres Hijos
sp1 = {0, 1 0, 2 0, 3 0, 4 0, 5 0, 6} sh1 = {0, 8 0, 3 0, 5 0, 4 0, 8 0, 6}
sp2 = {0, 6 0, 5 0, 4 0, 3 0, 2 0, 1} sh2 = {0, 2 0, 5 0, 4 0, 4 0, 6 0, 6}
max,min X,Y
{0, 6 0, 5 0, 4 0, 4 0, 5 0, 6} {−0, 1 0, 2 0, 3 0, 3 0, 2 0, 1}
{0, 1 0, 2 0, 3 0, 3 0, 2 0, 1} { 1, 1 0, 8 0, 5 0, 5 0, 8 1, 1}
Figura 4.23: Cruce aritmético lineal con recombinación aritmética completa. λ1 = 0, 5.
Cruce binario simulado (SBX-β)
Fue propuesto inicialmente por Deb [85, 86, 88] con el objetivo de simular el
comportamiento del operador de cruce por un punto en codificaciones binarias y
de diseñar un operador para codificaciones reales25 que respetara la construcción
de esquemas a diferencia del operador BLX-α.
En su trabajo define un factor β denominado factor de propagación que mide la
propagación de los genes de los hijos respecto a los de sus padres y que se calcula,
para un gen i, como el cociente entre la distancia entre los genes de los hijos
generados dividido por la distancia entre los genes de los padres.
Dados los padres sp1 = {p1, . . . , pi, . . . , pn} y sp2 = {q1, . . . , qi, . . . , qn} y los hijos
que deseamos obtener sh1 = {u1, u2, . . . , ui, . . . , un} y sh2 = {v1, v2, . . . , vi, . . . , vn}













Este factor clasifica los operadores de cruce en tres tipos:
1. Si β < 1 el operador de cruce es contractivo, es decir los genes de los hijos se
encuentran localizados entre los padres, por lo que el algoritmo se centrará en
la explotación.
2. Si β > 1 el operador de cruce es expansivo, es decir los genes de los padre
se encuentran localizados entre los genes de los hijos, lo cual se traduce en
que estos explorarán zonas donde no alcanzaban sus padres por lo que el
algoritmo se centrará en la exploración.
25Los términos real, continuo o de coma flotante suelen emplearse como sinónimos
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3. Si β = 1 el operador de cruce es estacionario, es decir los genes de los hijos
son los mismos que los de los padres padres.
Analizando la probabilidad de obtener un comportamiento contractivo, estacio-
nario o expansivo se obtuvieron unas ecuaciones de ajustes polinómicas, para el
cruce por un punto, que proporcionan la distribución de probabilidad de obtener
un cruce estacionario o expansivo.






0, 5(η + 1)βη β ≤ 1





donde η ∈ R+ determina la probabilidad de generar nuevos individuos próximos o
alejados de sus padres. Valores de η pequeños generan hijos muy alejados de sus
padres mientras que valores de η grandes los generarán muy próximos a ellos. Para
valores 2 ≤ η ≤ 5 el comportamiento del operador será similar al de un operador
de cruce simple. η = 1 genera cruces tanto expansivos como contractivos, siendo
por lo tanto el valor usualmente empleado.
Seguidamente, la implementación se realiza del siguiente modo: primero se genera
un número aleatorio r ∈ rnd(0,1). A continuación se calcula el valor de β que














r > 0, 5
(4.19)
Una vez determinado βqi los hijos se calculan mediante la ecuación (4.20).
sh1 = 0, 5[(1 + β)sp1 + (1− β)sp2]
sh2 = 0, 5[(1− β)sh1 + (1 + β)sh2]
(4.20)
Las figuras 4.24 y 4.25 muestran un ejemplo expansivo y contractivo generados
por diferentes valores del número aleatorio r.
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Padres Hijos
sp1 = {0, 1 0, 2 0, 3 0, 4 0, 5 0, 6} sh1 = {0, 0 0, 2 0, 3 0, 4 0, 5 0, 7}
sp2 = {0, 6 0, 5 0, 4 0, 3 0, 2 0, 1} sh2 = {0, 7 0, 5 0, 4 0, 3 0, 2 0, 0}
Figura 4.24: Cruce binario simulado r = 0, 4 , η = 1(β = 1, 27).
Padres Hijos
sp1 = {0, 1 0, 2 0, 3 0, 4 0, 5 0, 6} sh1 = {0, 2 0, 3 0, 3 0, 4 0, 4 0, 5}
sp2 = {0, 6 0, 5 0, 4 0, 3 0, 2 0, 1} sh2 = {0, 5 0, 4 0, 4 0, 3 0, 3 0, 2}
Figura 4.25: Cruce binario simulado r = 0, 1 , η = 1(β = 0, 63).
Operadores de cruce multiparentales
Cruce unimodal de distribución normal (UNDX-m) Fue propuesto por
Ono y Kobayashi [284–286] para una combinación de 3 padres y ampliado por
Kita [212, 213] a m padres. Fue diseñado con la idea de desarrollar un operador
robusto que soportara eṕıstasis entre sus genes ya que ninguno de los anteriores
se comporta bien cuando esta se hace presente. En estos casos, los operadores de
cruce tradicionales dificultan la formación de esquemas provocando lo que Holland
denominó como el engaño que se traduce en una falta de convergencia o la cáıda
en un óptimo local.
El procedimiento del operador es el siguiente:
1. Seleccionar m− 1 padres sp1, . . . , spm−1 aleatoriamente de la población.








3. Calcular el subespacio vectorial formado por los vectores resultantes de la
diferencia entre los padres seleccionados y el dentro de masas:
di = spi − s ∀i ∈ {1, . . . , m− 1}
Este subespacio vectorial constituye la dirección primaria de búsqueda.
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4. Seleccionar aleatoriamente otro padre spm de la población restante y calcular
su distancia subespacio vectorial di: D = |spm − s| .
5. Calcular la base ortonormal ej ∀j ∈ {1, . . . , µ − m} que es ortogonal a
di ∀i ∈ {1, . . . , m}. El subespacio vectorial generado por esta base constituye
la dirección secundaria de búsqueda.
6. Generar los hijos siguiendo la expresión:









donde: ωi y υi son números aleatorios normales que siguen las distribuciones
N(0, σ2ξ ) y N(0, σ
2
η) respectivamente y σξ y ση son parámetros que controlan
la extensión de la búsqueda.
Los valores propuestos para σξ y ση por Kita para preservar la matriz de
covarianza de la población de padres χ, confirmados por los resultados ex-
perimentales son: σξ = 1/
√
m y ση = 0, 35
√
µ−m.
El valor de m que mejores resultados ha dado emṕıricamente ha sido m =
4 ∼ 5.
La figura 4.26 muestra el funcionamiento del operador con tres padres. En
ella se ha simplificado la representación de los vectores de los padres y el
hijo por puntos para facilitar la interpretación de la misma. El vector s se
corresponde con el primer término de la ecuación (4.22). La componente
u se corresponde con el segundo término y representa la dirección primaria
de búsqueda, mientras que la componente v ortogonal se corresponde con
el tercer término y representa la dirección secundaria de búsqueda. La to-
nalidad del color indica la probabilidad de tener un hijo en esa zona. Esta
probabilidad viene definida por σξ y ση.
Cruce parento-céntrico (PCX) Fue desarrollado por Deb et al. [90] y es una
variación del UNDX-m donde en lugar de generar los hijos alrededor del centro de
masas de los padres seleccionados, estos son generados alrededor de los padres.
El procedimiento del operador es el siguiente:
1. Para cada hijo shi seleccionar aleatoriamente un padre sp y calcular la dis-
tancia de este al centro de gravedad: dp = sp − s.
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Figura 4.26: Cruce unimodal de distribución normal UNDX-m
2. Calcular, para el resto de µ−1 padres, la distancias Di ∀i 6= p, i ∈ {0, . . . , µ−
1} mı́nimas26 a la recta dp.
3. Calcular el valor de la distancia promedio D.
4. Calcular la base ortonormal ei ∀i 6= p, i ∈ {0, . . . , µ− 1} que es ortogonal a
dp.
5. Generar los hijos siguiendo la expresión:





donde: ωi y υi son dos funciones normales que tienen el mismo significado




Cruce simplex (SPX) Fue propuesto por Tsutsui y Goldberg [396] y por Ren-
ders y Bersini [318] con diferentes implementaciones. A diferencia del UNDX-m,
que genera los hijos alrededor del cdm, este lo hace sobre la superficie comprendida
entre los padres
El método de Renders y Bersini sigue los siguientes pasos:
1. Seleccionar m > 2 padres y determinar cual es el mejor y el peor padre27:
spmax y spmin respectivamente.








3. Calcular el punto reflejado sr mediante la siguiente expresión:
sr = s + (s− spmin) (4.25)
4. Si la aptitud del punto reflejado sr es mejor que la de spmax se genera el
punto expandido se calculado mediante la siguiente expresión:
se = sr + (sr − s) (4.26)
5. Si se es mejor que sr el hijo es se. En caso contrario es sr.
6. Si la aptitud del punto reflejado sr es peor que la de spmax y que spmin





7. Si sc es mejor que smin el descendiente es sc. En caso contrario el descen-





El método de Tsutsui y Goldberg realiza los siguientes pasos:
27La bondad se determina en base a la aptitud
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1. Seleccionar m padres y determinar su centro de masas s.
2. Generar el vector números aleatorios r : {r1, . . . , ri, . . . , rm} según la expre-
sión:
ri = u
1/i ∀i ∈ {1, . . . , m} (4.29)
donde u es un número aleatorio u ∈ rnd(0,1)
3. Calcular el vector Y mediante la expresión:
Yi = s + ǫ(spi − s) ∀i ∈ {1, . . . , m} (4.30)
donde ǫ es la tasa de expansión que controla el SPX





0 k = 1
ri−1(Yi−1 − Yi + Ci−1) ∀k ∈ {2, . . . , m}
(4.31)
5. Generar el descendiente: sh = Yn + Cn
A modo de resumen, la figura 4.27 muestra una comparativa del espacio de búsque-
da abarcado por los diversos operadores de cruce que utilizan dos padres s1, s1
para engendrar a los hijos. En este ejemplo cada padre tiene dos genes y los hijos
son representados por puntos o por zonas en función del tipo de operador. Los
hijos generados por los diferentes operadores son los descritos a continuación:
• Puntos 1: hijos generados por los operadores de cruce determińısticos.
• Puntos 2 y 4’: hijos generados por el operador de cruce promedio. Este
operador es un tipo especial de operador aritmético donde λ1 = 0, 5. En este
caso ambos hijos son iguales.
• Puntos 3,3’: hijos generados por de cruce aritmético lineal. 0 ≤ λ1, λ2 ≤ 1.
• Ĺınea que une los padres sp1 y sp2: hijos generados por el operador de cruce
heuŕıstico.
• Zona amarilla: hijos generados por el operador de cruce plano y por el BLX-α
para α = 0.
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• Ĺınea que une los puntos 3,3’: hijos generados por el operador de cruce
aritmético lineal.
• Zonas azul y magenta: hijos generados por el operador de cruce SBX-β.
• Ventana exterior delimitada por los puntos 4-4”: hijos generados por el ope-
rador de cruce BLX-α. La proporción entre la ventana exterior y la amarilla
es igual α (zona de exploración).
Por lo tanto, de todos los operadores anteriores, el operador que abarca un mayor
espacio de búsqueda es el BLX-α. Además con este operador se puede seleccionar
cual es el espacio de exploración, frente al de explotación, que se desea abarcar
siendo aconsejable su uso para problemas donde existan numerosos mı́nimos rela-
tivos aunque sin eṕıstasis entre sus variables. El operador SBX-β también permite
cierta exploración pero más centrada en las zonas próximas a los padres y puede










Figura 4.27: Comparativa entre los operadores de cruce basados en dos padres
La figura 4.28 muestra la comparativa entre los operadores de 3 o más padres,
donde se puede apreciar la diferencia de enfoque de cada operador. No podemos
afirmar que ninguno de ellos sea mejor o peor que los otros ya que su eficiencia
dependerá del contexto en que se use. El UNDX-m será mejor en aquellos proble-
mas donde exista una fuerte eṕıstasis entre sus variables. El SPX será mejor en
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aquellos problemas donde prioricemos la exploración, es decir se desee aumentar
















Figura 4.28: Comparativa entre los tres operadores multiparentales
Además de los operadores expuestos, existen muchos otros aunque la mayoŕıa
sirven a usos espećıficos como la ordenación, búsqueda de listas o secuenciación
y están basados en permutaciones de los genes como el PPX [45, 46] o el PMX
[139, 162, 410], el operador de cruce por orden (OX) [82], el de cruce ćıclico [282],
el de cruce por arista [82], etc. . .
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También existe un sinf́ın de variaciones de los operadores anteriores que no se
reflejan por quedar fuera del alcance del presente trabajo. En cualquier caso y al
igual que ocurre con el resto de operadores genéticos siguiendo el principio de no
hay café para todos28 no existe un operador que sea mejor a los demás en todos
los casos, sino que estos operadores son dependientes del tipo de problema.
4.7.3 El operador de mutación
Este operador es el responsable de realizar búsquedas más allá de los puntos gene-
rados por los genomas de los padres. Es responsable por lo tanto de la exploración
y, cuando el algoritmo converge y la población pierde diversidad, es casi el único
mecanismo explorativo de este. En algunos EA como la Programación Evoluti-
va es el único operador de búsqueda, añadiendo otros operadores para que no se
convierta en una búsqueda aleatoria.
Al igual que las mutaciones naturales los hijos mutados usualmente tienen una
aptitud muy inferior a los padres, por lo que el porcentaje de individuos mutados
no puede ser muy elevado. Pero también es cierto que muchas veces sirven para
saltar de un óptimo local a otro e incluso al óptimo global. En el caso de los
Algoritmos Genéticos no podemos confiar la exploración exclusivamente a este
operador porque en este caso se comportaŕıa como una búsqueda aleatoria, lo cual
es del todo indeseable.
Técnicamente es un operador unario porque solo actúa sobre un solo individuo, a
diferencia de los operadores reproductivos. La probabilidad de mutación, de cada
gen de un individuo, recomendada suele ser pm ∈ [0.001, 0.01], aunque algunos













donde α, β, γ son parámetros constantes.
28Traducción libre del autor del concepto no free lunch theorems enunciado por Wolpert y
Macready [411]
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La forma en que se seleccionan los genes que mutarán es la siguiente: A partir
del primer gen se genera un número aleatorio r ∈ [0, 1] de modo que si r ≤ pm
se producirá la mutación de ese gen. El proceso se reproduce hasta alcanzar el
último gen.
Si cada gen es mutado con una probabilidad pm, la probabilidad de que un indi-
viduo sea mutado vendrá dada por la ecuación (4.34):
pmi = 1− (1− pm)ng (4.34)
A continuación se describen los operadores más empleados habitualmente para
codificaciones enteras o reales:
4.7.3.1 Mutación aleatoria uniforme
Fue descrita por Michalewicz [263]. Si el gen i resulta elegido para la mutación, se
genera un número aleatorio dentro del dominio del gen, es decir, r ∈ [li, ui], donde
li y ui representan los valores mı́nimo y máximo que puede tomar dicho gen. El
algoritmo 7 muestra en forma de pseudocódigo de este operador.
Algoritmo 7 Pseudocódigo del operador de mutación aleatoria uniforme
χ′ = {a′1, . . . , a′µ} : a′k ∈ R ∀k ∈ {1, . . . , µ}
inicializar: χ′′(0) = {a′′1(0), . . . , a′′µ(0)}
for k = 0 to µ do
for i = 0 to ng do
calcular: r = rnd(0,1)
if r ≤ pm then













4.7.3.2 Mutación aleatoria no uniforme
El operador de mutación aleatoria uniforme tiene el problema de que puede mutar
genes muy alejados del gen inicial, dificultando la explotación del algoritmo. Este
operador sacrifica la exploración para mejorar la explotación.
Luke [246] propone el siguiente algoritmo, aplicado a números enteros, para generar
una proporción de individuos más dispersa que el anterior operador. En primer
lugar se establece la proporción de individuos alejados del gen inicial mediante el
valor pw ∈ [0, 1]. A continuación, si el gen es elegido para sufrir una mutación se
genera un número aleatorio r′ = rnd(0,1) de modo que si r′ < pw se lanza una
moneda al aire. Si sale cara se suma uno al valor inicial del gen y si sale cruz se le
resta uno. Este proceso se repite hasta que r′ ≥ pw.
El algoritmo 8 muestra en forma de pseudocódigo de este operador.
Michalewicz [263] propone una variación del método, aplicable a todos los reales,
donde en lugar de sumarle un uno le suma un valor aleatorio entre el valor del gen
y el rango máximo o mı́nimo del gen dependiendo de la tirada de la moneda.
El algoritmo 9 muestra en forma de pseudocódigo de este operador.
4.7.3.3 Mutación de convolución gaussiana
Es uno de los operadores más empleados en la actualidad. En este caso la mutación
es realizada mediante la adición de ruido gaussiano al gen que se desea alterar.
Este operador sitúa el gen modificado próximo al gen inicial en la mayoŕıa de los
casos pero es también posible, aunque con menor probabilidad, que genere puntos
más alejados de este.
El ruido gaussiano se genera mediante una distribución normal N(µ̂, σ2) donde el
valor de µ̂ suele ser igual a cero y la varianza σ2 controla la cantidad de genes
alejados a la media generados. La figura 4.29 muestra el efecto de la varianza en
la distribución de los genes alterados. Dado que seŕıa posible generar valores fuera
de los ĺımites del dominio del gen es necesario rechazar o truncar estos valores.
El algoritmo 10 muestra en forma de pseudocódigo de este operador.
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Algoritmo 8 Pseudocódigo del operador de mutación aleatoria no uniforme para
números enteros
χ′ = {a′1, . . . , a′µ} : a′k ∈ R ∀k ∈ {1, . . . , µ}
inicializar: χ′′(0) = {a′′1(0), . . . , a′′µ(0)}
for k = 0 to µ do
for i = 0 to ng do
calcular: r = rnd(0,1)
n = a′ki , n ∈ Z;
if r ≤ pm then
repeat
calcular: r′ = rnd(0,1)
calcular: r′′ = rnd(0,1)
if r′′ ≤ 0.5 then
if n + 1 ≤ ui then
n = n + 1
end if
else
if n− 1 ≥ li then
n = n− 1
end if
end if










0.8 σ = 0.5
σ = 1.0
σ = 2.0
Figura 4.29: Distribución de genes alterados alrededor del gen original.
124
4.7 Operadores genéticos
Algoritmo 9 Pseudocódigo del operador de mutación aleatoria no uniforme para
números reales
χ′ = {a′1, . . . , a′µ} : a′k ∈ R ∀k ∈ {1, . . . , µ}
inicializar: χ′′(0) = {a′′1(0), . . . , a′′µ(0)}
for k = 0 to µ do
for i = 0 to ng do
calcular: r = rnd(0,1)
if r ≤ pm then
calcular: r′ = rnd(0,1)
if r′′ ≤ 0.5 then

















Algoritmo 10 Pseudocódigo del operador de mutación de convolución gaussiana
χ′ = {a′1, . . . , a′µ} : a′k ∈ R ∀k ∈ {1, . . . , µ}
inicializar: χ′′(0) = {a′′1(0), . . . , a′′µ(0)}
for k = 0 to µ do
for i = 0 to ng do
calcular: r = rnd(0,1)
if r ≤ pm then
repeat
calcular: r′ = rnd(0,1)
obtener z : p(z) = r′, z ∼ N(µ, σ)
until li ≤ z + a′ki ≤ ui












Caṕıtulo 4. Optimización mediante Algoritmos Genéticos
4.7.4 El operador de remplazo
Existen dos clases fundamentales de Algoritmos Genéticos dependiendo de la es-
trategia de reemplazo empleada: los Algoritmos Genéticos con reemplazo genera-
cional (GGA), también denominados Algoritmos Genéticos Simples (SGA) y los
Algoritmos Genéticos con brecha generacional (SSGA). En los primeros la pobla-
ción de padres es completamente reemplazada por la población de hijos una vez
estos han sido engendrados y mutados29. En los segundos existe una proporción
de padres, la brecha generacional [83], que sobrevive. Los GGA tienen nula brecha
generacional, debiendo emplear operadores elitistas para evitar la pérdida de los
mejores individuos, mientras que en los SSGA las brechas generacionales pueden
llegar a ser bastante amplias.
Las diferencias estrategias adoptadas para los SSGA dan lugar a los diferentes
operadores de reemplazo:
4.7.4.1 Reemplazo de los menos aptos
Fue definido por De Jong y Sarma [84] dentro de un modelo de Algoritmo Genéti-
co incremental denominado GENITOR. Con este operador los hijos engendrados
reemplazan a los individuos menos aptos de la población.
4.7.4.2 Reemplazo aleatorio
Definido por Syswerda [82]. Con este operador los hijos engendrados reemplazan
de forma aleatoria a los individuos de la población.
29Asumiendo que no hay elitismo
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4.7.4.3 Torneo a muerte
Definido por Smith [357, 360]. Con este operador se selecciona aleatoriamente a
un conjunto de individuos de la población, donde el menos apto es sustituido por
un hijo.
4.7.4.4 Reemplazo del individuo más viejo
Con este operador se reemplaza al individuo más viejo30. Se corre el riesgo de
eliminar al mas apto si no se incorpora ningún operador de elitismo.
4.7.4.5 Selección conservativa
Definido por Smith combina la estrategia de reemplazo del más viejo con un torneo
de selección binaria. Este operador realiza un torneo entre el individuo más viejo
y otro seleccionado aleatoriamente dentro de la población. Si el más viejo es más
apto sobrevive y el otro es sustituido por un hijo. En caso contrario es el viejo el
reemplazado. Esta estrategia tiene la ventaja de no reemplazar nunca al individuo
más apto si es también el más viejo.
4.7.4.6 Reemplazo de los progenitores
Este operador mediante una estrategia de supervivencia predefinida decide si el
hijo reemplaza a alguno de los padres o bien ambos progenitores sobreviven. La
estrategia puede estar basada en la aptitud, distancia entre genomas, etc. . .
4.7.4.7 Elitismo
El operador elitista tiene por objeto evitar la eliminación del individuo o grupo de
individuos más aptos de la población. La eliminación del individuo más apto puede
provocar una pérdida significativa de explotación dificultando la convergencia del
algoritmo. Casi todos los operadores de reemplazo actuales y algunos de cruce
incorporan estrategias elitistas.
30El que ha sobrevivido durante mas generaciones
127
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4.7.5 Ajuste de los parámetros de los operadores genéticos
Todos los operadores genéticos están dotados de parámetros que deben ajustarse
y de cuyo valor depende en gran medida la eficiencia y eficacia del Algoritmo Ge-
nético implementado. Existe dos alternativas para determinar estos parámetros:
el ajuste offline y online o adaptativo.
4.7.5.1 Ajuste offline
Tiene un enfoque determińıstico y el ajuste de los parámetros se basa en la ex-
periencia previa en problemas similares. Tiene la ventaja de ser muy sencillo de
implementar pero el inconveniente de que los valores no tienen porque ser los
buenos para nuestro problema.
Ya desde los trabajos iniciales de Holland, la determinación de los parámetros
adecuados en los Algoritmos Genéticos constituyó un primer problema. El mismo
De Jong [83] desarrolló un conjunto de funciones, utilizadas aún hoy en d́ıa, como
medida de la eficiencia de los Algoritmos Genéticos con el fin de determinar los
valores de ajuste óptimos.
Al trabajo de De Jong le siguieron el de Greffenstette [141], Goldberg [135], Woon
et al. [412] entre otros muchos. Finalmente los trabajos de Hart y Belew [163], y de
Wolpert y Macready [411] establecieron el teorema de no hay café para todos. Este
teorema determina que en promedio, para todos los problemas todos los algoritmos
de búsqueda, incluida la búsqueda aleatoria, funcionan igual. Esto quiere decir
que si los Algoritmos Genéticos funcionan bien con cierto tipo de problemas no lo
harán con otros, mientras que otras técnicas que no funcionen bien donde dominan
los Algoritmos Genéticos puede que si lo hagan en otros campos. La figura 4.30
muestra de forma gráfica este teorema.
De igual modo unos parámetros de ajuste para un problema o conjunto de proble-
mas no funcionarán bien para otros. Ya el propio Goldberg en su primer trabajo
explicaba de forma gráfica este concepto, aunque de manera errónea, porque situa-
ba los Algoritmos Genéticos con un desempeño superior a la búsqueda aleatoria.
La tabla 4.3 muestra diferentes valores de ajuste propuestos por autores para
problemas relacionados con diversos campos. Tradicionalmente los parámetros se














Tabla 4.3: Valores de ajuste para los Algoritmos Genéticos propuestos por varios autores
Autor/es Población Probabilidad Probabilidad Número máximo
cruce de mutación de generaciones
De Jong [83] (1975) No menciona 0,60-0,80 0,010-0,020 No menciona
Greffenstette [141] (1986) 80 0,45 0,010 20
Wang [407] (1991) 100 1,00 0,010 50
Janson y Frenzel [190] (1993) 100 No menciona 0,001 500
Ball et al. [19] (1993) 100 0,30 0,006 180
Koumousis y Georgiou [214] (1994) 20 0,60 0,010 100
Srinivas y Patnaik [372] (1994) 30-200 0,50-1,00 0,001-0,05 No menciona
Croce et al. [76] (1995) 300 1,00 0,030 3000
Dorndorf y Pesch [98] (1995) 200 0,65 0,001 300
Tate y Smith [385] (1995) 100 0,25 0,750 2000
Keane [203] (1995) 100 0,80 0,005 10
Suresh et al. [379] (1996) 40-60 0,50-0,70 0,100 No menciona
Carroll [58] (1996) 100-200 0,60 0,010-0,005 20
Carroll [58] (1996) 50 0,50 0,020-0,040 12
Roston y R.H. [324] (1996) 200 0,50 0,010 150
Furuta et al. [122] (1996) No menciona 0,25 0,010 No menciona
Liu et al. [244] (1997) 50 0,80 0,010 100
Roman et al. [323] (2000) 25-125 0,60-0,90 0,005-0,05 100
Nanakorn y Meesomklin [275] (2001) 40 0,8 0,001 100
Nanakorn y Meesomklin [275] (2001) 50 0,85 0,05 100
Annicchiarico y Cerrolaza [12] (2002) 100 1,00 0,020 50
Victoria y Mart́ı [402] (2005) 20 0,8 0,003 300
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Algoritmo a medida del problema
Búsqueda aleatoria
Figura 4.30: Comparativa entre algoritmos de búsqueda
uno, el cual se modificaba y generaba la curva de eficiencia de ese parámetro.
Después se continuaba con el siguiente y aśı sucesivamente. Este enfoque parte de
un error y es que no tiene en cuenta las interrelaciones entre parámetros, que en la
mayoŕıa de los casos es muy importante. La realización de experimentos variando
diferentes parámetros a la vez resulta harto compleja y requeriŕıa de un diseño
de experimentos por lo que usualmente no es un procedimiento empleado. Debe
tenerse en cuenta que, como se ha comentado anteriormente, incluso en el caso de
que se encuentre un ajuste óptimo es muy probable que este sea únicamente útil
para el problema planteado.
Por otra parte, el uso de parámetros estáticos conceptualmente está en contra del
mismo proceso evolutivo. Es intuitivamente obvio que los valores de los parámetros
debeŕıan variar durante el proceso de la evolución como demuestran los trabajos de
Davis [81], Syswerda [383], Bäck [27–29] , Hesser y Männer [175], Schaffer y Eshel-
man [333], Jain y Fogel [188], Schwefel [345], Smith y Fogarty [358, 359], Stephens
et al. [374] entre otros. Por ejemplo una tasa alta de mutaciones es adecuada en
las etapas iniciales del algoritmo para favorecer la exploración y por el contrario
debeŕıa ser más baja posteriormente para favorecer la explotación. También es
deseable tener una tasa alta cuando la diversidad de la población disminuye, cosa




Una primera aproximación a la adaptación muy rudimentaria fue la transformación
de los parámetros determińısticos de estáticos en dinámicos, es decir, haciéndo-
los de alguna forma dependientes del número de generaciones transcurridas. Sin
embargo este enfoque plantea un problema aun mayor. Al requerir de un ajus-
te manual, la determinación de una regla determińıstica realmente útil que rija
la modificación del parámetro en función del número de generaciones es mucho
más compleja. Esta regla determina como se comportará el operador sin tener
la menor noción de lo que está haciendo el algoritmo, pudiendo actuar de forma
improcedente.
4.7.5.2 Ajuste online
El ajuste online se basa en un concepto totalmente diferente. Es el propio algoritmo
el cual, por diferentes mecanismos, se encarga de ir ajustando los parámetros del
Algoritmo Genético. Esta técnica fue empleada inicialmente en las ES.
Los mecanismos de control actuales pueden ser fundamentalmente de dos tipos:
mediante un mecanismo de retroalimentación heuŕıstico basado en ciertos paráme-
tros que se calculan cada generación como la diversidad, variación de la aptitud de
la población, etc. . . ; o bien incorporando los propios parámetros en la propia codi-
ficación, dejando que sea el propio proceso evolutivo el que se encargue de realizar
el ajuste. A este último mecanismo se le denomina también autoadaptación.
Retroalimentación heuŕıstica
Esta parte de la idea de utilizar un parámetro dinámico al cual se le añade un
mecanismo de retroalimentación. Uno de los primeros principios de adaptación
empleados fue el de Rechenberg [314] donde modificó online la tasa de mutación
y Davis [81] que modificó la probabilidad y punto de cruce del operador de cruce.
De entre los diferentes medidas de la evolución de un Algoritmo Genético destacan
[426]:
1. La convergencia. En ocasiones también denominada calidad del algoritmo.
La convergencia cuantifica en que medida se ha alcanzado un valor óptimo,
que no tiene por que ser el global, en la medida en que la aptitud de la
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población no mejora. Existen diferentes procedimientos para determinar la
convergencia:
(a) La aptitud del mejor individuo. Se determina en función de la variación





Este criterio garantiza la obtención de al menos un óptimo, aunque no
asegura que sea el absoluto.
(b) La aptitud del peor individuo. Se determina en función de la variación





(c) La suma de aptitudes de la población. Se determina en función de la








En determinados casos este procedimiento puede resultar contraprodu-
cente debido a la incursión constante de individuos no aptos.
(d) La aptitud media. Se determina en función de la aptitud media de la






La diversidad cuantifica en que medida son diferentes los individuos de una
población. Existen diferentes procedimientos para determinar la diversidad
de una población:
(a) Medida de la diversidad genot́ıpica. Basados en la distancia genot́ıpica
entre individuos. Emplean normalmente la distancia de Hamming[161].
31Se asume proceso de minimización. Para maximizar se utiliza la relación inversa.
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La distancia de Hamming D entre dos individuos s1 = {a11, a12, . . . , a1i , . . . , a1µ}





|a1k − a2k| (4.39)
Para calcular la distancia es conveniente normalizar la distancia de
Hamming para el gen k. La distancia de Hamming máxima entre dos
genes vendrá dada por los valores máximo uk y mı́nimo lk de ese gen.
Cuando ambos genes se encuentren a esa distancia la distancia de Ham-
ming normalizada será 1. Por otro lado, si el vector que representan los
genomas es de longitud ng, la distancia de Hamming de los dos indivi-
duos deberá ser también dividida por ng. La ecuación que determina










La diversidad de población vendrá dado por la suma de las distancias
de Hamming entre todos los individuos de la población dividido por
el número de combinaciones posibles: ng(ng − 1)/2. De este modo la
















(b) Medida de la diversidad fenot́ıpica. La presión selectiva φ es uno de los
procedimientos t́ıpicos de medida de la diversidad31:
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Control determińıstico A partir de las diferentes medidas descritas anterior-
mente, diversos autores [10, 17, 371] plantean diferentes reglas para la tasa de
mutación, el punto o tipo de cruce aśı como su tasa, etc. . . en función de una serie
de parámetros determińısticos.
Otros tipos de control A partir de las diferentes medidas descritas anterior-
mente, otros autores plantean un control de los parámetros basado en redes neu-
ronales o lógica difusa [171, 184, 363, 403].
Auto-adaptación
Existen fundamentalmente dos variantes de auto-adaptación:
Coevolución En esta se incluyen los parámetros que regulan los operadores del
algoritmo dentro de la propia codificación del mismo. De este modo se pueden
incluir no solo las probabilidades de selección, cruce o mutación, sino también los
propios operadores cambiando de uno a otro modelo de forma automática. El
inconveniente de este método es que en ocasiones resulta excesivamente lento y
puede ocurrir que se produzca una convergencia prematura antes de que se haya
adaptado. Diversos autores como Tuson y Ross [397], y Bäck [32] han empleado
con éxito esta técnica.
micro-Algoritmo Genético (µGA) Esta variante utiliza otro algoritmo genéti-
co, mas tosco, que se encarga de optimizar y reajustar los parámetros de los ope-
radores del primero. Diversos autores [30, 227, 261, 348] han empleado con éxito
esta técnica en diferentes campos.
4.8 Criterios de detención
Una vez se ha detectado la convergencia, el algoritmo debe detenerse para evitar
que el bucle se perpetúe indefinidamente. Entre los criterios de detención más
habituales están:
1. Número máximo de generaciones o tiempo transcurrido máximo. El algo-
ritmo se detiene cuando ha alcanzado un número de generaciones T pre-
determinado o cuando ha transcurrido un determinado tiempo. Se utiliza
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normalmente para evitar que el algoritmo continúe realizando el bucle si no
es detenido por ninguno de los criterios posteriores.
2. Estabilidad de la aptitud durante t generaciones. El algoritmo se detiene si
la aptitud de uno o varios individuos de la población se mantiene constante
tras un número determinado de generaciones t.
3. Estancamiento durante t generaciones. El algoritmo se detiene si la apti-
tud de uno o varios individuos de la población no mejora tras un número
determinado de generaciones t.
4.9 La función de aptitud o función objetivo
La función de aptitud constituye el núcleo central de los Algoritmos Genéticos.
Esta es una representación del problema a resolver donde se cuantifica la bondad
(aptitud) de cada solución (individuo). Juega el papel de medio calificando a los
individuos en función de adaptación al mismo.
Aunque inicialmente los Algoritmos Genéticos se emplearon para la optimización
de funciones no restringidas, lo más habitual es que no sea aśı. En problemas
de optimización estructural lo habitual es que esta se halle sujeta a diferentes
restricciones de resistencia y rigidez. El tratamiento de estas restricciones es muy
variado y en muchos casos también, dependiente del problema.
Matemáticamente, el proceso de optimización se puede expresar como:
Encontrar el vector de soluciones x = {x1, x2, . . . , xn} que optimiza32 la función
f(x) sujeto a:
g̃i(x) ≤ 0,∀i ∈ {1, . . . , m}
h̃j(x) = 0,∀j ∈ {1, . . . , n}
(4.44)
Cuando una restricción satisface la condición g̃i = 0 actúa limitando el espacio de
soluciones factibles. En este caso se dice que dicha restricción está activa. Por el
contrario, si no tiene ninguna influencia en la solución se clasifica como inactiva.
32Maximiza, minimiza
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Resulta una práctica bastante común el transformar las igualdades en inecuaciones
mediante la expresión:
|h̃j(x)| − cj ≤ 0 (4.45)
donde cj es la tolerancia admitida para la igualdad. Generalmente un valor muy
pequeño.
También resulta habitual normalizar las restricciones, de modo que puedan ser
comparadas entre śı33. Esta se realiza dividiendo la restricción por el valor que
activa la restricción y restándole la unidad. De este modo las restricciones norma-








− 1 ≤ 0 (4.47)
4.9.1 Manejo de las restricciones
En la bibliograf́ıa existe un sinf́ın de métodos para manejar las restricciones del
problema. De entre estas destacan las descritas en los siguientes subapartados:
4.9.1.1 Funciones de penalización
Las funciones de penalización constituyen uno de los métodos de manejo de las res-
tricciones más empleados en los EA. Fueron propuestas inicialmente por Courant
[73] y posteriormente ampliadas por Carroll [57] y por Fiacco y McCormick [114].
La idea fundamental del método consiste en transformar un problema restringido
en uno sin restricciones añadiéndole (o restándole) un determinado valor a la fun-
ción objetivo dependiendo del grado de violación de las restricciones presentes en
una determinada solución.
En los métodos de optimización clásicos existen dos tipos diferentes de funciones
de penalización: las exteriores y las interiores. En las primeras se parte soluciones
localizadas en el espacio de soluciones no factibles y desde aqúı el algoritmo va
desplazando las soluciones hacia el espacio de soluciones factibles. Por el contrario
33La normalización es imprescindible en las funciones de penalización
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en las segundas se parte de soluciones factibles eligiendo un factor de penalización
que es muy pequeño y que crece hasta el infinito en la frontera entre el espacio
de solucione factibles y no factibles. De este modo las restricciones actúan como
barreras del proceso de optimización.
El método más empleado en los EA, y especialmente en la optimización de estruc-
turas, es la penalización exterior ya que en muchos casos es muy dif́ıcil partir de
una solución factible, aśı como generar nuevos individuos factibles a partir de las
poblaciones iniciales.
De este modo, la formulación de la función de aptitud modificada por una función
de penalización exterior es:














donde f(x) es la función de aptitud, el signo positivo se emplea en la búsqueda de
mı́nimos y el negativo en la de máximos, P (x) es la función de penalización Φ(x)
es la función de aptitud modificada, Gi y Lj son funciones de las restricciones g(x)
y h(x) respectivamente, y ri y rj son constantes positivas denominadas factores
de penalización.
La elección del grado de penalización no es trivial, ya que una penalización dema-
siado baja o demasiado alta puede hacer muy dif́ıcil para el Algoritmo Genético
la obtención de un óptimo absoluto [80, 224, 225].
Según el principio de la regla de la penalización mı́nima [79, 224, 356] la penaliza-
ción debe mantenerse lo más baja posible, justo por encima del ĺımite por debajo
del cual las soluciones no factibles son óptimas. Esto es debido al hecho de que si la
penalización es demasiado alta el Algoritmo Genético será empujado rápidamen-
te hacia el espacio de soluciones factibles, evitando la exploración del espacio de
soluciones no factibles. Si por ejemplo existen varias zonas de soluciones factibles
aisladas entre śı, el algoritmo se verá empujado hacia una de ellas siendo práctica-
mente imposible el salto y la exploración de las otras zonas. Por otra parte, esta
regla no es fácil de implementar porque la frontera entre el espacio de soluciones
factibles y no factibles es usualmente desconocido.
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Si por el contrario la penalización es demasiado baja, se perderá demasiado tiempo
explorando el espacio de soluciones factibles ya que la penalización será irrelevante
para la función objetivo [35]. Este aspecto es importante en los Algoritmos Ge-
néticos ya que muchos problemas tienen sus óptimos localizados en el ĺımite del
espacio de soluciones factibles.
La figura 4.31 muestra un ejemplo de aplicación de la regla de la penalización
mı́nima. Una penalización demasiado baja dirigirá la búsqueda hacia el origen,
mientras que una penalización demasiado alta lo hará hacia el punto d.
















Figura 4.31: Ejemplo de optimización restringida
Por lo tanto la elección de los parámetros de penalización no es sencilla, y en todo
caso tampoco podrá ser generalizable al igual que no lo eran los parámetros de los
operadores genéticos.
En base a los razonamientos anteriores se han desarrollado los siguientes enfoques
en el tratamiento de la función de penalización
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Penalización estática
En este caso los factores de penalización son determińısticos, es decir se establecen
a priori y permanecen constantes durante todo el proceso de optimización.
Existen diferentes planteamientos en la función de penalización. De entre ellos
destaca el de Homaifar et al. [180], donde establece varios niveles de violación de
las restricciones, de modo que el grado de penalización se incrementa con el grado






2 , k = {1, 2, . . . , l} (4.50)





0, x ≤ 0 , la solución es factible
1, x > 0 , en caso contrario
(4.51)
siendo Rk,i son los coeficientes de penalización, l es el número de niveles de vio-
lación establecidos y m el número total de restricciones, transformando las igual-
dades en inecuaciones. Este método tiene la ventaja de tratar a las restricciones
de forma diferente, permitiendo una mayor penalización en unas que en otras34.
Por contra, tiene el inconveniente de que el número de parámetros a determinar
es extraordinariamente grande: m(2l + 1).
Otro planteamiento curioso es el de Morales y Quezada [273], donde la función de


















donde K es un número grande, usualmente K = 109. Nótese que cuando un
individuo no es factible, no es necesario calcular la aptitud f(), lo cual la hace
conveniente en aquellos problemas donde el coste computacional de la función de
aptitud es elevado y es posible evaluar las restricciones de forma separada. Por
otra parte todos los individuos que violan el mismo número de restricciones tienen
34Este es un tipo de aproximación arcaico a la optimización multiobjetivo
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la misma aptitud independientemente de su proximidad al espacio de soluciones
factibles, lo cual contradice las reglas básicas de Richardson et al. [319] sobre la
definición de funciones de penalización.









H(gi(x))gi(x)2 , H : R→ {0, 1} (4.53)
donde H(•) es la función de Heaviside vista en la la ecuación (4.51).
El inconveniente de la aproximación de Hoffmeister es que asume que las soluciones
no factibles serán siempre evaluadas peor que las soluciones factibles lo cual no
siempre ocurre [264].
Otros investigadores [34, 56, 140, 183, 283, 319, 386, 423] han empleado funciones
de penalización basadas en la distancia al espacio de soluciones factibles, pero en
todos los casos hacen falta parámetros de penalización que impiden su generaliza-
ción al ser dependientes del problema.
Para concluir, Prendes Gero [306], Prendes Gero et al. [307] plantea una función de
penalización a tramos donde los individuos factibles son fuertemente penalizados

















0 gi(x) = 0
e2−gi(x) 0 < gi(x) < 1
1 gi(x) = 1
1000gi(x) gi(x) > 1
(4.54)
donde ri es el coeficiente de penalización de la ecuación (4.49).
Este enfoque presenta el inconveniente de la eliminación rápida de las soluciones
factibles, provocando un desplazamiento de la población hacia la zona de soluciones
no factibles, dificultando la localización de un óptimo factible.
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Penalización dinámica
En este caso los factores de penalización son dependientes del número de genera-
ciones transcurridas, de forma que dichos factores se incrementan con el tiempo.
Joines y Houck [195] proponen la siguiente función de penalización para la gene-
ración t:













donde C, α, β son constantes y Di, Dj se calculan según las ecuaciones (4.56)
y (4.57). Joines empleó C = 0, 5, α ∈ [1, 2], β ∈ [1, 2].
Di(x) =
{
0, gi(x) ≤ 0
|gi(x)|, gi(x) > 0
1 ≤ i ≤ m (4.56)
Dj(x) =
{
0, −ǫ ≤ hj(x) ≤ ǫ
|hj(x)|, en caso contrario
1 ≤ j ≤ n (4.57)
Este enfoque presenta los mismos inconvenientes que la penalización estática, es
decir, la determinación de los parámetros adecuados. Algunos autores como Mi-
chalewicz [265], Michalewicz y Nazhiyath [266] señalan que el método produce
convergencia prematura en casos distintos al indicado por los autores. Otros co-
mo Dasgupta y Michalewicz [79] señalan que la técnica converge hacia zonas del
espacio de soluciones factibles o no factibles, alejadas del óptimo global.
Kazarlis y Petridis [202] propusieron el siguiente enfoque alternativo:















donde A es un factor de severidad de la penalización, B es un umbral mı́nimo de
penalización, H(•) es la ecuación de Heaviside descrita en la ecuación (4.51), wi
es un factor de ponderación para la restricción i, ∆gi(x) es el grado de violación
de la restricción i, φ(·) es una función de penalización que depende del grado de
violación de i. V (t) es un parámetro que depende del número de generaciones
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Esta técnica ha funcionado bien en varios de los problemas expuestos por los
autores pero todav́ıa no hay trabajos concluyentes sobre su uso en otros campos. Al
igual que las anteriores depende de una serie de parámetros que son dependientes
del problema.
Penalización adaptativa
Al igual que ocurŕıa con los parámetros de los operadores genéticos, la función de
penalización puede adaptarse a la evolución del algoritmo a partir de diferentes
medidas tomadas de este. La primera aproximación a este tipo de penalización la
realizaron Bean y Ben Hadj-Alouane [36, 39]. En ella la función de penalización
se retroalimenta según la fórmula:














donde λ(t) se actualiza cada generación del siguiente modo:














donde, el caso 1 se produce cuando el mejor individuo es factible durante k ge-
neraciones, el caso 2 cuando no es nunca factible durante k generaciones, β1, β2
son constantes que deben cumplir las condiciones: β2 > 1, β1 > β2, β1 6= β2. De
este modo la penalización disminuye si los mejores individuos de las últimas k
generaciones han sido factibles y se incrementa cuando no lo han sido.
Al igual que en los casos anteriores el inconveniente del método es la elección de
los parámetros adecuados y dependencia de estos con el tipo de problema.
Gen y Cheng [129] realizaron una variante del método planteado por Yokota et al.
[424] donde se emplea un factor de penalización multiplicativo, en lugar de aditivo
como el resto de los métodos. En este caso la función de adaptación modificada
es de la forma:
Φ(x, t) = f(x)P (x, t) (4.62)
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En una primera aproximación la función de penalización presentaba la forma:








Mas tarde presentaron la siguiente variante de la función de penalización :










∆gmaxi = max[∆gi(xj , t)] , j = {1, 2, . . . , µ} (4.65)
donde ∆gi(x) es el grado de violación de la restricción i, ∆g
max
i es el grado de
violación máxima de la restricción i en toda la población durante la generación t
y k suele tomar valores entre 1 y 2.
La ventaja de esta técnica es que consigue preservar la diversidad de la pobla-
ción, evitando penalizar demasiado las soluciones no factibles. Según los autores
el método es independiente del problema, pero no se encuentra suficientemente
probado.
Barbosa y Lemonge [22], Lemonge y Barbosa [229] proponen otro método libre de





















f(x) f(x) > f(x)
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siendo f(x) la media de los valores de la función de aptitud sin modificar de la
población, kj el factor de penalización de la restricción j, y ∆gj(xi) el grado de
violación de la restricción j por el individuo i.
El objetivo de este método es que aquellas restricciones más dif́ıciles de satisfacer
tengan un coeficiente de penalización relativamente mayor. Este método ha sido
aplicado con éxito a la optimización de estructuras, pero no ha sido suficientemente
analizado en otros campos.
Penalización coevolutiva
Este método plantea la incorporación de los parámetros de penalización en el
propio proceso evolutivo, siendo este el encargado de seleccionar los más adecuados.
Coello Coello [68] propusieron la siguiente función de penalización:
P (x) = αw1 + βw2 (4.69)
donde w1, w2 ∈ N+ son factores de penalización, β ∈ N+ es igual al número de







A continuación Coello utilizó de forma simultánea dos poblaciones de tamaños
diferentes. La segunda de estas llevaba codificados los factores de penalización
w1, w2 que serviŕıa para evaluar la aptitud de la primera, de forma que la segunda
población se encarga de optimizar los factores de penalización y la primera de
optimizar el problema en cuestión. Los factores de penalización optimizados por
la segunda población se aplican a la primera durante k generaciones ya que el
proceso evolutivo es lento.
El principal inconveniente de este enfoque es que los valores de los tamaños de
población y el factor k son dependientes del problema y una selección incorrecta
de los mismos acarrea un gran número de evaluaciones de la función de aptitud.
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Algoritmo Genético segregado
Propuesto por Le Riche et al. [225] utiliza dos subpoblaciones y dos funciones de
penalización a diferencia de los otros métodos. El procedimiento de este método
es el siguiente:
1. Se genera una población de tamaño 2µ.
2. Se evalúa a cada individuo según dos funciones de penalización, una con
mayores factores de penalización y otra más relajada.
3. Se generan dos listas de tamaño µ donde los individuos son clasificados según
la aptitud obtenida con una u otra función de aptitud.
4. Se juntan las dos listas y se eliminan los peores µ individuos.
5. Los µ individuos restantes conforman la población que será evolucionada
según el método tradicional. Esta técnica es denominada superelitismo y
proviene de las ES [345].
La ventaja de este método es que permite explorar mejor la frontera entre el
espacio de soluciones factibles e no factibles. El inconveniente reside en la elección
de los factores de penalización, la cual plantea el mismo problema que el resto de
métodos anteriores.
Pena de muerte
Es el modo más sencillo de manejar las restricciones. Consiste en asignar una
aptitud nula si se pretende maximinzar o muy grande si se pretende minimizar,
cuando un individuo viola una restricción. Es un método que irremediablemente
arrastrará la solución hacia un óptimo local, pero puede ser un método bueno
cuando es muy dif́ıcil obtener soluciones factibles.
Es el método empleado, si no se aplica algún algoritmo de reparación, para eliminar
los individuos ilegales del problema.
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Penalización Fuzzy
Wu et al. [414] proponen un método de variación de los coeficientes de penalización
basado en la lógica difusa o Fuzzy. La función de penalización utilizada es de la
forma:













donde r = [0, rmax] ∈ R+ es un coeficiente de penalización que se ajustará me-
diante una función Fuzzy y H es la función de Heaviside.
La función Fuzzy empleada esta compuesta de las variables f y p asociadas a
valores difusos como muy grande, grande, mediano, pequeño, muy pequeño y están
relacionadas con las funciones f(x) y P (x). Los rangos de estas variables son:
Rf = [fmin, fmax] (4.72)
Rp = [0, pmax] (4.73)
donde fmin y fmax son los valores máximo y mı́nimo de la función de aptitud sin
modificar en la generación t y pmin y pmax es el valor mı́nimo de la función de
penalización en la generación t, es decir:
fmin = min(F (x, t)) (4.74)
fmax = max(F (x, t)) (4.75)
pmax = max(P (x, t)) (4.76)
Seguidamente definen los conjuntos borrosos Ai y Bi, i = {1, . . . , m} asociados a
las variables f y p respectivamente. Finalmente se divide el rango de las variables
f y p y del coeficiente de penalización en k ∈ N+ intervalos y se asigna una regla
asociada a las variables f y p a cada intervalo del tipo: « Si f es bajo y p es bajo
entonces r = r1 ». El inconveniente de este método al igual que los demás es la
determinación de los parámetros adecuados para rmax y k. Aunque los autores
recomiendan rmax = fmax − fmin no hay ninguna base teórica o emṕırica para tal
afirmación.
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4.9.1.2 Algoritmos de reparación
En ciertos problemas como por ejemplo la secuenciación de tareas o rutas, es
relativamente sencillo reparar individuos no factibles que sustituirán, según una
probabilidad determinada de antemano, al individuo original en la población. No
existe un algoritmo general de reparación ya que este depende del tipo de problema
y su codificación.
Algunos de los trabajos más destacables sobre el uso de este tipo de algoritmos se
encuentran en [225, 236, 262, 289, 290, 385, 417, 418]
4.9.1.3 Métodos h́ıbridos
Dentro de esta categoŕıa se incluyen aquellos métodos que no utilizan los EA para
manejar las restricciones. Entre ellos destacan los siguientes:
Multiplicadores de Lagrange
Propuesto por Adeli y Cheng [7] el algoritmo combina una función de penalización
con el método primal-dual. Esta aproximación se basa en la optimización secuen-








γi(max[0, gi(x) + δi])
2 (4.77)
donde λi > 0 y δi es un parámetro relacionado el grado de violación máximo
∆gmaxj de la restricción j en la iteración anterior:
δi(t) = β∆g
max
j (t− 1) (4.78)
donde β ∈ R+ es una constante predefinida por el usuario. Aśı mismo el parámetro
γi es función de β y el propio valor en la iteración anterior:
γi(t) = f(β, γi(t− 1) (4.79)
A continuación se aplica el método primal-dual, calculando multiplicadores de
Lagrange del siguiente modo: λi = γiδi. En las pruebas realizadas por Adeli y
Cheng el algoritmo tuvo un comportamiento satisfactorio, pero también es cierto
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que este no evita el problema de selección de parámetros de las funciones de
penalización.
Optimización restringida por evolución aleatoria (CORE)
Fue propuesta por Belur [38] y se basa en la idea de combinar un EA con una
técnica de programación matemática como el método simplex de Nelder y Mead
[276], de modo que cuando una solución no es factible, se procede a minimizar la










C1 = {i = {1, 2, . . . , n} : |h̃i(x)| ≤ ǫ} (4.81)
C2 = {j = {1, 2, . . . , m} : g̃j(x) ≤ 0} (4.82)
donde ǫ es la tolerancia admitida en las restricciones de igualdad. Esta técnica
tiene la ventaja de no requerir ningún tipo de parámetro, pero tiene los mismos
inconvenientes que los algoritmos de reparación.
4.9.2 Técnicas de escalado
La resolución de un problema mediante Algoritmos Genéticos no siempre es sencilla
ni viable. La elección del tipo de codificación, los operadores genéticos y sus
parámetros, aśı como la función de aptitud condicionan la resolución del problema.
Además de los condicionantes expuestos anteriormente, las funciones de aptitud
presentan otros problemas.
Uno de los problemas más comunes de los Algoritmos Genéticos es su rápida con-
vergencia a un óptimo local si la aptitud de los individuos es demasiado diferente.
Esto es especialmente importante en aquellos problemas donde el espacio de solu-
ciones factibles es pequeño en comparación con el global.
Otro de los problemas surge cuando el algoritmo converge y los individuos son muy
próximos en términos de aptitud, lo cual hace que la presión selectiva desparezca.
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Finalmente el algoritmo evoluciona de forma diferente para versiones traspuestas
de una misma función de aptitud. De este modo dadas dos funciones de aptitud
f1(x) y f2(x) = f1(x) + K la segunda tiene la misma forma que la primera despla-
zada en el eje vertical, ambas funciones alojarán los diferentes máximos y mı́nimos
en los mismos valores de x, pero sin embargo el proceso de optimización será di-
ferente para cada función. La razón estriba en que la probabilidad de selección
de los individuos es diferente en ambas funciones. Si la probabilidad de selección,
mediante un operador de selección de ruleta, del individuo i evaluado por con la

























f j1 + K
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de donde puede deducirse fácilmente que si K > 0 la probabilidad de selección de
los individuos más aptos disminuye para f2 y si K < 0 lo hace paraf1.
Con el fin de evitar, en la medida de lo posible, estos problemas se desarrollaron
las denominadas técnicas de escalado. Estas fueron clasificadas en tres grandes
grupos por Goldberg: escalado lineal, truncado sigma, y escalado potencial.
4.9.2.1 Escalado lineal
Para evitar los problemas anteriores, Goldberg propuso emplear la técnica del
escalado lineal. Esta técnica constituye una traslación de la función de aptitud
original, con el fin de evitar el tercer problema, y una rotación con el fin de evitar
o minorar los dos primeros:
Φ′(x) = aΦ(x) + b (4.85)
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donde Φ(x) es la función de aptitud original, Φ′(x) es la función de aptitud esca-
lada, a y b representan la traslación y la rotación de la función de aptitud original.
La función de aptitud escalada puede definirse de diferentes maneras, aunque se
debe cumplir la condición de que el valor promedio de la aptitud de la población
escalada Φ′ debe ser igual al de la población sin escalar Φ:
Φ′ = Φ (4.86)
























De lo que se deduce que los individuos promedio de la población tendrán el mismo
peso en la reproducción (ec. 4.86), mientras que los menos aptos verán aumentada
su probabilidad reductora y los más aptos la verán disminuida (ec. 4.89).
Un segundo criterio para determinar los parámetros a y b es la limitación del
número de hijos máximos Cmult que puede engendrar el individuo más apto. Para
lograr esto se parte de la ecuación (4.2) donde se establećıa el número de veces que
el individuo era seleccionado para la reproducción κi en promedio. Combinando
la ecuación (4.2) con las ecuaciones (4.85) y (4.86) podemos escribir el número de








donde Φ′max es la aptitud escalada del individuo más apto. Para tamaños de
población pequeños (n ∈ [50, 100]) Goldberg recomienda Cmult ∈ [1.2, 2] A partir
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Uno de los problemas del escalado lineal es que no asegura que el parámetro a sea
positivo, pudiendo producirse una traslación de la función de aptitud que genere
valores de aptitud negativos, lo cual viola el principio de no negatividad de la
función de aptitud. Este efecto suele producirse cuando el algoritmo se acerca a
la convergencia, produciendo a partir de ese momento soluciones aberrantes.
Para evitar este problema Forrest y Tanese [119] sugieren emplear la desviación
t́ıpica de la aptitud de la población para preprocesar la aptitud antes del escala-
do. De este modo la función de aptitud es modificada previamente mediante la
expresión:
Φ′(x) = Φ(x)− (Φ− cσ) (4.93)
donde Φ′(x) es la función de aptitud modificada previa al escalado, σ es la des-
viación t́ıpica de la aptitud de la población y c es un múltiplo razonable de la
desviación estándar que usualmente toma valores c ∈ [1, 3] ∈ R.
Finalmente, en caso de que la función de aptitud modificada fuera negativa, se
le asignaŕıa un valor nulo (truncado). La nueva función de aptitud que realiza el
escalado será:
Φ′′(x) = H(Φ′(x))(a′Φ′(x) + b′) (4.94)
donde H(•) es la función de Heaviside que realiza el truncado y a′, b′ son dos nuevas
constantes de escalado que se calculan de forma análoga a la ecuación (4.92)
151
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4.9.2.3 Escalado potencial
En este caso la función de aptitud original es escalada por un exponente k cercano
a la unidad:
Φ′(x) = Φ(x)k (4.95)
La selección del exponente k es dependiente del problema. El valor más comúnmen-
te empleado es k = 1, 005
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5.1 La libreŕıa GAlib
La libreŕıa de componentes de Algoritmos Genéticos GAlib fue desarrollada por
Mattew Wall [404] como herramienta para llevar a cabo su tesis doctoral en el
Massachusetts Institute of Technology. Esta libreŕıa está desarrollada en lenguaje
C++, y su descarga y uso es gratuito bajo las condiciones reflejadas en la licencia
escritas en la página http://lancet.mit.edu/ga/.
Se trata de una libreŕıa muy completa y compleja que permite utilizar diferentes
tipos de codificaciones: binaria, gray, real, arbórea y listas. También incorpora
diferentes tipos de operadores adaptados a cada codificación, aśı como la posibili-
dad de derivar nuevos tipos de codificaciones y operadores a partir de la libreŕıa
de clases1 original.
De entre todas las caracteŕısticas, se destacan las empleadas en el desarrollo del
presente trabajo:
Operadores de inicialización La libreŕıa incluye los siguientes operadores de
inicialización: aleatoria, ordenada, puesta a cero y puesta a uno (para codificación
binaria).
Operadores de selección La libreŕıa contiene los siguientes operadores de se-
lección: por ruleta, por rango, por torneo, por muestreo universal estocástico, por
muestreo estocástico del resto sin remplazo, por muestreo determińıstico. Además,
el operador puede ser fácilmente personalizado.
Operadores de cruce La libreŕıa contiene los siguientes operadores de cruce:
de 1 o 2 puntos y uniforme para la codificación binaria y entera, recombinación
uniforme aritmética (o cruce intermedio) y cruce por mezcla alfa (α = 0, 5) para
la codificación real.
Operadores de mutación La libreŕıa incorpora los siguientes operadores de
mutación: inversión de bits e intercambio de bits para codificación binaria y mu-
tación gaussiana para codificación real.
Operadores de reemplazo La libreŕıa incorpora dos tipos de reemplazo: el
simple o generacional (GGA) y el de brecha generacional (SSGA), pudiendo selec-
1En C++ es un conjunto de variables y procedimientos relacionados entre śı agrupados en un
solo tipo
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cionar el porcentaje o número de individuos de reemplazo. Incorpora también las
siguientes estrategias de reemplazo para los SSGA: el del padre, del menos apto,
del más apto y aleatorio. Se puede decidir si se emplea o no elitismo en los GGA.
Además, el operador puede ser fácilmente personalizado.
Técnicas de escalado La libreŕıa también incorpora las siguientes técnicas de
escalado de la aptitud de la población: lineal, truncado sigma y potencial.
Criterios de detención La libreŕıa dispone de los siguientes criterios de fina-
lización: tras t generaciones, tras la convergencia de la aptitud durante t genera-
ciones y estancamiento durante t generaciones.
5.2 La implementación de las clases GASOPGenome
y GAMulti
La complejidad del problema a abordar no permite la utilización directa de las
libreŕıa GALib, ya que esta es de propósito general y solo puede ser directamente
aplicable para la resolución de problemas simples.
Seguidamente se detalla la implementación del algoritmo genético, adaptado a la
resolución del tipo de problemas que se pretende resolver, en dos nuevas clases
escritas en lenguaje C++ GASOPGenome y GAMulti, derivadas de las clases
GAGenome y GADeme respectivamente. Estas clases incorporan una serie de
operadores y procedimientos no presentes en la la libreŕıa original y constituyen
el núcleo del Algoritmo Genético empleado en el presente trabajo.
5.2.1 Codificación de las variables de diseño
Dado que se pretende optimizar de forma simultánea el tamaño y la topoloǵıa
de una estructura, las variables serán múltiples y de muy diferente tipo como se
verá posteriormente. Algunas de estas, como la conectividad entre nudos, estarán
mejor representadas por un alfabeto binario, mientras otras como el tipo de sección
serán mejor representadas por una codificación entera u otras como las coordenadas
de los nudos lo serán por una codificación real.
Se impone pues el empleo de una codificación mixta, alejada de la codificación
única tradicional. Al adaptar la codificación al tipo de problema, es posible em-
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plear los operadores genéticos más apropiados a cada codificación, permitiendo al
algoritmo adaptarse mucho más en la búsqueda de la solución que los algoritmos
de codificación única como se verá en el caṕıtulo posterior.
Esta codificación mixta, inspirada en el trabajo de Chen y Rajan [62], además
separará por grupos a las variables de diseño, lo cual permitirá la utilización de
operadores genéticos individualizados. A diferencia del método tradicional de co-
dificación única, no solo se podrá definir un operador de cruce especializado para
cada grupo de variables, sino también una estrategia de inicialización, de renaci-
miento, etc . . .
Las variables que definen un problema de optimización estructural, pueden clasi-
ficarse en dos tipos: las topológicas y las estructurales. Seguidamente se detallan
por separado, simplemente por mantener cierto orden y claridad. La codifica-
ción computacional en C++ sigue la misma cronoloǵıa y criterios expresados a
continuación.
5.2.1.1 Codificación de las variables topológicas
Tradicionalmente las variables topológicas se encuentran previamente predefinidas
ya que se parte de diseños previos ya realizados (método romano), con lo cual el
planteamiento y la resolución del problema se simplifica bastante.
Para introducir la topoloǵıa como variable del problema a resolver debemos de
definir previamente una ventana de trabajo que determine el espacio máximo que
puede ocupar la estructura ya que de lo contrario el problema seŕıa inabarcable.
En el presente trabajo se predefine un contorno cúbico para el espacio de solu-
ciones, aunque el algoritmo también seŕıa adaptable a la definición de otro tipo
de contornos. Aśı mismo se delimita también el número máximo de nudos j que
puede tener la estructura con el fin también de limitar el espacio de búsqueda ya
que el número de barras máximo k que puede tener la estructura está directamente





La topoloǵıa quedará restringida por la localización de los nudos fijos: restriccio-
nes y puntos de aplicación de carga restringidos, aśı como, los nudos semifijos:
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restricciones y puntos de aplicación de carga que están restringidos a una linea o
un plano.
Los tipos de variables que por lo tanto definen la topoloǵıa son: las direcciones
libres de los nudos semifijos, la posición de los nudos móviles y la conectividad
(barras) entre estos. Cada uno de estos será codificada de manera diferente, cons-
tituyendo un cromosoma independiente, de forma análoga a lo que ocurre en la
naturaleza.
A continuación se detalla la codificación de cada uno de estos tipos:
Codificación de los nudos móviles Representan aquellos nudos sin restric-
ciones. Los nudos móviles se pueden codificar mediante una matriz donde cada



















∀x, y, z ∈ C̃ (5.2)
donde m representa el número de nudos móviles de la estructura. La cantidad de
nudos móviles se obtendrá restando al número máximo de nudos j predefinido, el
número de nudos fijos y semifijos. C̃ representa el contorno del espacio de solu-
ciones. Este espacio es continuo y por lo tanto la codificación se realizará dentro
del dominio R
La codificación tradicional binaria de los nudos limita sensiblemente las posibilida-
des de optimización del algoritmo. Al tener que discretizar las variables, se genera
una dependencia de la solución con respecto a la resolución de la codificación,
de forma similar a la dependencia respecto a la malla de puntos de las técnicas
de programación lineal basadas en la Ground Structure descritas anteriormente
[97]. La codificación real evita este inconveniente. La matriz de nudos móviles
se codifica computacionalmente como un vector ya que aunque la libreŕıa permite
utilizar codificaciones matriciales resulta más sencillo el manejo de vectores que
de matrices. Su representación en forma vectorial será de la forma:
Nm =
(
x1 y1 z1 x2 y2 z2 · · · xm ym zm
)T
3m
∀x, y, z ∈ C̃ (5.3)
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Codificación de los nudos semifijos Representan a aquellos nudos con algún
grado de libertad restringido. Los nudos semifijos se codifican mediante un vector
donde los elementos representan las coordenadas no restringidas (móviles). Estos
se almacenan simplemente de forma consecutiva:
Ns =
(
c1 c2 c3 · · · cs
)T
s
∀ci ∈ C , i = {1, 2, . . . , s} (5.4)
donde s es el número de coordenadas no restringidas. C̃ representa el contorno
del espacio de soluciones. Este espacio es continuo y por lo tanto la codificación
se realizará dentro del dominio R
Codificación de la conectividad entre nudos La conectividad entre nudos
se puede representar como una matriz binaria simétrica cuyas filas y columnas


















e11 e12 . . . e1p . . . e1q . . . e1j
e21 e22 . . . e2p . . . e2q . . . e2j
. . . . . . . . . . . . . . . . . . . . . . . .
ep1 ep2 . . . epp . . . epq . . . epj
. . . . . . . . . . . . . . . . . . . . . . . .
eq1 eq2 . . . eqp . . . eqq . . . eqj
. . . . . . . . . . . . . . . . . . . . . . . .



















Cuando existe conectividad entre los nudos p y q, es decir cuando existe una barra
que une ambos nudos, el los elementos epq y eqp de la matriz son iguales a la
unidad. Si por el contrario no existe conectividad estos elementos serán iguales a
cero. Por otra parte todos los elementos de la diagonal serán iguales a la unidad.
Dada esta definición la codificación de la matriz de conectividad deberá realizarse
de forma binaria
Esta forma de proceder es computacionalmente deficiente ya que se almacena
información redundante, ocupando más espacio de almacenamiento y tiempo de
computación del necesario. Una forma más eficiente de representar la matriz es
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donde ǫ1 representa la conectividad entre el nudo 1 y el 2 y aśı sucesivamente. El
sub́ındice p representa una fila de la matriz. Esta representación tiene la ventaja
de tener un tamaño inferior y un acceso mas rápido al anidar dos bucles for . . . next
relacionando el inicio del segundo con el ı́ndice del primero. Sin embargo no es
una solución óptima en cuanto al tamaño y los tiempos de computación, ya que
si bien no se requiere el acceso a los elementos de la diagonal inferior, es necesario
inicializarlos.
La codificación empleada es una representación de tipo vectorial donde se alma-
cenan solo los elementos de la matriz diagonal superior [C′]. Las representaciones
anteriores se han desarrollado para dar más claridad a este último vector y para
facilitar la comprensión del método de detección de nudos inconexos explicado con
posterioridad.
La representación definitiva del vector de conectividad es:
C =
(




∀ǫ ∈ {0, 1}
(5.7)
Una vez definido el vector de conectividad, la conectividad epq entre los nudos p
y q de la matriz de conectividad original vendrá almacenada en el elemento ǫr del
vector de conectividad. Esta relación se puede deducir mediante la observación de
la ecuación (5.6) :
epq = ǫr (5.8)
donde r viene dado por la ecuación:
r = j(p− 1) + q − p(p + 1)
2
∀p < q (5.9)
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donde j es el número máximo de nudos de la estructura. Si no se cumple la
condición p < q bastará con permutar ambos ı́ndices dado la simetŕıa de la matriz
de conectividad.
5.2.1.2 Codificación de las variables estructurales
Dentro de este conjunto de variables se engloban aquellas variables que intervienen
en un proceso de optimización de estructuras convencional, como son: materiales,
tipo de sección y caracteŕısticas geométricas de las mismas.
Codificación de los materiales En los procesos de optimización estructural no
es habitual incorporar como variables directamente las caracteŕısticas mecánicas
de los materiales tales como: ĺımite de resistencia a la fluencia o rotura, módulo
de elasticidad, coeficiente de Poisson, etc. . . ya que a la postre se precisa trabajar
con material existente en el mercado, o peor aún, con un conjunto de limitado
de estos. Es por esto que la variable de diseño suele ser el tipo de material. Su
implementación es bastante simple, basta con elaborar una lista y definir como
variable la posición del material en la lista. Por lo tanto, la codificación del vector
de materiales debe pertenecer al dominio N.




m1 m2 . . . mq . . . mk
)T
k
∀mq ∈ N |mq → Lm (5.10)
donde k es el número máximo de barras, mq representa el material de la barra q,
el cual se haya registrado en la fila mq de la matriz Lm que conforma la lista de
materiales.
Codificación del tipo de sección Al igual que los materiales, el tipo de sección
se realiza mediante una lista ordenada, donde cada posición de la lista se corres-
ponde con un tipo de sección. El tipo de sección se codifica de forma separada a la
geometŕıa de la sección porque la primera requiere que la codificación pertenezca
al dominio N, mientras que la segunda pertenece al dominio R+.
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El vector de tipo de sección se representa como:
T =
(
t1 t2 . . . tq . . . tk
)T
k
∀tq ∈ N | tq → Ls (5.11)
donde tq representa el tipo de sección de la barra q, el cual se haya registrado en
la fila tq de la matriz Ls que conforma la lista de tipos de sección. A continuación
se reproduce la lista con los tipo de sección incorporadas al algoritmo GASOP,
dentro de la clase torsión, representadas de forma ordenada:
1. ASEC: Sección arbitraria.
2. RECT: Rectangulo.
3. QUAD: Quadrilatero
4. CSOLID: Eje sólido
5. CTUBE: Tubo circular
6. CHAN: Perfil en U
7. I: Perfil en I
8. Z: Perfil en Z
9. L: Perfil en L
10. T: Perfil en T
11. HATS: Perfil de sombrero
12. HREC: Perfil rectangular hueco
Las caracteŕısticas geométricas de estas secciones pueden encontrarse en apéndi-
ce A
Codificación de la geometŕıa de la sección Esta codificación incorpora to-
dos los parámetros geométricos necesarios para definir las secciones de la lista de
tipos de sección más un parámetro extra colocado al final que sirve para definir la
orientación del perfil. Resulta evidente que no se requieren el mismo número de
parámetros para una sección circular que para una de forma arbitraria. Aunque
seŕıa posible definir una codificación donde el número de parámetros fuera variable,
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esto planteaŕıa ciertos problemas a la hora de implementar los operadores genéti-
cos. Por esta razón se decidió emplear un enfoque diferente. Realizando de nuevo
una analoǵıa con la naturaleza, la mayoŕıa de organismos celulares son diploides
como se comentó anteriormente. El empleo de una codificación de longitud fija,
sin ser una representación puramente diploide, puede asemejarse a esta. Si el indi-
viduo realmente queda definido por una parte de los genes del cromosoma (genes
activos) se puede considerar que el resto del cromosoma (genes inactivos) actúan
en cierto modo como una representación diploide proveyendo las caracteŕısticas de
memoria y diversidad genot́ıpicas planteadas por Goldberg [135].
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donde el p representa el número de parámetro y q el número de barra y k el nu-
mero máximo de barras. Los primeros nueve parámetros se definen la geometŕıa
de la sección y el último su orientación. La colocación de los parámetros dentro
de la matriz no es arbitraria ya el valor numérico de los parámetros puede ser muy
diferente incluso dentro de una misma sección. En un perfil en I, por ejemplo,
los parámetros que definen las medidas de las alas y la altura tienen un valor
muy grande en comparación con el espesor. Si estos se introdujeran sin ningún
criterio dentro de la matriz, los operadores genéticos produciŕıan una gran can-
tidad de individuos ilegales o no factibles, generando una gran disrupción en el
funcionamiento del algoritmo.
Para evitar este problema, se establecen dos grupos de parámetros: un primer gru-
po compuesto por los cuatro primeros parámetros donde se codifican las variables
de mayor tamaño y un segundo grupo formado por las cinco siguientes donde se
codifican las variables de tamaño menor. De este modo, al actuar los operadores
genéticos alterarán las variables dentro de rangos similares evitando la generación
de elementos ilegales o no factibles. La existencia de genes inactivos intercalados
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entre los activos dentro del genoma no plantea mayor problema desde el punto de
vista del algoritmo que su programación.
Al igual que en los casos anteriores, la matriz se codifica en forma de vector que
toma la siguiente forma:
S =
(




1 · · · s210 . . . sk1 · · · sk10
)T
10k
∀spq ∈ R+ (5.13)
La codificación de este vector puede pertenecer al dominio R+ en el caso más
genérico, aunque también al dominio N+ o bien a un conjunto discreto de medidas
si se desea emplear medidas comerciales.
Una vez definidos todos los cromosomas, el genotipo completo vendrá definido por
la agregación de estos:
G =
(




El número de elementos del vector será:




5.2.2 Los operadores genéticos
A pesar de que la libreŕıa recoge una gran cantidad de operadores genéticos, estos
no son suficientes para abordar el tipo de problemas que se pretende resolver. Es
por esto que se incorporan gran parte de los operadores descritos en el caṕıtulo
anterior y que se describen a continuación.
5.2.2.1 El operador de inicialización
Dado que en la codificación implementada se utilizan cromosomas con diferentes
tipos de codificación, es necesario adaptar la inicialización a cada tipo de codifi-
cación. La inicialización empleada en todos los casos es del tipo uniforme, donde
se genera un número aleatorio comprendido entre los ĺımites inferior y superior
de la variable. El número generado pertenecerá al dominio binario, N, R o R+
dependiendo del tipo de codificación.
164
5.2 La implementación de las clases GASOPGenome y GAMulti
La evaluación de la aptitud de los individuos inicializados requiere del cálculo de
tensiones y deformaciones de toda la estructura codificada por dicho individuo.
Este cálculo requiere de un tiempo de computación importante, sobre todo si los
tamaños de población o las estructuras a analizar son grandes. Este tiempo de
computación de la función objetivo es muy superior al del propio algoritmo por lo
que resulta de vital importancia que el individuo cuya aptitud va a ser evaluada
sea legal. De no incorporar un procedimiento que detecte la incorporación de los
individuos ilegales de la población el tiempo de cálculo total puede incrementarse
sensiblemente, o lo que es peor, puede conducir al algoritmo fuera del espacio de
soluciones factibles como se describe en el apartado 5.2.3.1.
Resulta pues imprescindible que el operador de inicialización incorpore algún meca-
nismo de detección de los individuos ilegales. Dado que los diferentes cromosomas
son independientes entre śı la inicialización de cada uno de ellos se realiza por
separado, comprobando la legalidad del cromosoma mediante bucles do . . . until
donde la condición será que el cromosoma en cuestión sea legal. Esto acelera el
proceso de inicialización respecto a enfoques tradicionales ya que no es necesario
inicializar todos los genes cada vez que un individuo es evaluado como ilegal, sino
solo el cromosoma que genera la ilegalidad del individuo.
Además de la comprobación de la legalidad de los individuos, el operador de inicia-
lización incorpora el siguiente mecanismo, no descrito en ningún trabajo previo,
cuyo fin es incrementar la diversidad de las poblaciones generadas y ampliar el
espacio de búsqueda. Dado que el espacio de búsqueda y la dificultad de generar
individuos factibles es muy grande, conviene que los individuos generados inicial-
mente estén lo más distantes posibles entre śı. Para ello el algoritmo incorpora
una rutina de cálculo que determina la distancia de Hamming existente entre el
nuevo individuo generado y el resto de individuos de la población. Si este valor
no supera un determinado valor que puede ser ajustado, el individuo es rechazado
y se genera uno nuevo. Este mecanismo se ajusta a la tercera indicación de los
trabajos de Rajan [310] y más recientemente Togan y Daloglu [393]
En el cálculo de la distancia de Hamming además se tiene en cuenta la presencia de
genes inactivos, como se verá posteriormente, presentes en la codificación. Estos
genes inactivos no son tenidos en cuenta a la hora de calcular dicha distancia.
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5.2.2.2 Los operadores de reproducción
Los operadores de selección incorporados en la libreŕıa contemplan prácticamente
todos los existentes en la actualidad y han sido suficientes para la validación del
algoritmo, por lo que no se ha implementado ningún operador adicional.
Sin embargo los operadores de cruce de la libreŕıa son insuficientes para el trabajo
con números reales por lo que se han incorporado los siguientes operadores de
cruce descritos en el caṕıtulo anterior:
• Cruce por mezcla alfa (BLX-α).
• Cruce binario simulado (SBX-β).
• Cruce unimodal de distribución normal (UNDX-m).
• Cruce parento-céntrico (PCX).
• Cruce simplex (SPX).
Además de estos operadores se ha incorporado una rutina de comprobación de la
legalidad de los cromosomas generados. Esta forma de operar realiza en cierto
modo las funciones de un operador de reparación ya que en lugar de descartar el
individuo y volver a seleccionar y cruzar los padres, lo que se hace es volver a cruzar
los padres de nuevo si el cromosoma no es legal. Esto supone una ventaja desde
el punto de vista computacional y de convergencia como se verá en el próximo
caṕıtulo.
Finalmente, la separación del genotipo en varios cromosomas permite emplear los
operadores de cruce más adecuados para cada cromosoma, cosa que no permite la
codificación tradicional. Esto se traduce en una mejora de la convergencia y su
velocidad como se verá en le próximo caṕıtulo.
5.2.2.3 Los operadores de mutación
A los existentes en la libreŕıa se ha incorporado el operador de mutación aleatoria
no uniforme con el fin de aplicarlo en los cromosomas con codificación dentro de
N.
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Al igual que en el resto de operadores, sobre cada cromosoma actuará el operador
de mutación más adecuado, comprobando la validez de estos una vez mutados. Si
el cromosoma resultante no es legal, el operador volverá a actuar hasta generar un
cromosoma legal.
5.2.2.4 El operador de migración
Además de los operadores tradicionales se ha incorporado un operador de migra-
ción. Este operador tiene la función de ayudar a mantener la diversidad de la
población.
La aplicación de este operador requiere que el algoritmo evolucione de forma si-
multánea varias poblaciones. Para ello se desarrolla una nueva clase en C++,
la clase GAMulti derivada de GADeme, que se encarga, entre otras tareas, de
evolucionar varias poblaciones y regular la migración entre ellas.
El operador de migración tradicional denominado stepping-stone migra uno o va-
rios individuos de una población a la población más próxima cada t generaciones.
Este operador presenta el inconveniente de que al migrar a los mejores individuos
al final todas las poblaciones acaban convergiendo y comportándose como una
sola con lo cual la diversidad solo se mantiene durante los primeros estadios del
ejecución del algoritmo que es precisamente cuando existe mayor diversidad. Pre-
senta además el inconveniente de que si una población encuentra rápidamente un
óptimo local, al migrar esta solución rápidamente domina al resto de poblaciones
que pierden su diversidad, convergiendo todas hacia una misma solución.
Para evitar estos inconvenientes se desarrolla un nuevo operador donde se copian
los mejores individuos de todas las poblaciones menos la última denominada po-
blación maestra. Los individuos copiados reemplazan a los peores individuos de la
población maestra. Mediante este método se logra que la población maestra realice
las tareas de explotación, mientra que el resto realiza la exploración, ayudando a
incrementar la diversidad de la población maestra cuando esta converge. Este ope-
rador transforma al resto de poblaciones, en cierto modo, en un micro-Algoritmo
Genético.
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5.2.2.5 El operador de renacimiento
Se trata de un operador no convencional sugerido por el propio Goldberg e intro-
ducido por Galante [124] y extendido por Greiner et al. [144] con el objetivo de
emplearlo en con un micro-Algoritmo Genético.
Su funcionamiento es muy simple: cuando el algoritmo se estanca en una población,
se reserva al mejor individuo y se reinicializa el resto. Este modo de proceder es
contrario a la tercera conclusión del trabajo de Rajan [310], por lo que en el
presente trabajo se implementa de un modo diferente.
El objetivo del operador de Greiner era proveer de diversidad a la población una
vez se produćıa el estancamiento. Por otra parte la cŕıtica realizada por Rajan
[310] a este operador mantiene que la población resultante está muy cerca de la
original, con lo cual el incremento de la diversidad se realiza a costa de un gasto
computacional muy grande.
Para evitar ese inconveniente el algoritmo desarrollado en el presente trabajo reini-
cializa cualquier población menos la población maestra que al ser retroalimentada
por las otras poblaciones verá incrementada su diversidad. Por otro lado, pa-
ra evitar que el resto de poblaciones converjan rápidamente hacia una solución
cercana a la inicial, como describió Rajan, la reinicialización se realiza eliminando
completamente a todos los individuos del resto de poblaciones. Esta estrategia per-
mitirá además que estas poblaciones exploren otras zonas del espacio de soluciones
incrementando la capacidad de exploración del algoritmo sin perder capacidad de
explotación.
5.2.3 La evaluación de legalidad de los individuos
Como se ha dicho anteriormente, la detección de individuos ilegales en la población
resulta vital para el funcionamiento del algoritmo. La legalidad de un individuo
depende de dos aspectos, uno topológico y otro geométrico: la existencia de nudos
fijos o semifijos inconexos y la existencia de parámetros geométricos inválidos.
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5.2.3.1 Detección de nudos y subestructuras inconexos
La existencia de un nudo de carga inconexo puede tener consecuencias catastróficas
en la convergencia del algoritmo. Si un uno de estos nudos no está conexo al
resto de la estructura, los motores de cálculo continuarán con el cálculo de la
estructura que soportará evidentemente una carga menor. Al retornar los valores
de tensión y deformación estos serán por lo general mucho más bajos que en el
resto de individuos, empujando al algoritmo a reproducir dicho individuo con lo
cual la población entera se desplazará fuera del espacio de soluciones factibles del
problema.
La detección de los nudos inconexos se realiza de un modo relativamente sen-
cillo mediante la matriz de conectividad. Aquellos nudos cuya fila (o columna)
tengan todos sus elementos iguales a cero excepto el situado en la diagonal2 se
















1 1 0 0 1 1 0
1 1 1 0 0 0 1
0 1 1 0 0 0 1
0 0 0 1 0 0 0
1 0 0 0 1 1 1
1 1 0 0 1 1 0












Figura 5.2: Matriz de conectividad de la la figura 5.1
2representa la conectividad consigo mismo
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La existencia de nudos móviles inconexos no supone ningún problema, de hecho
es el mecanismo que tiene el algoritmo para reducir el número de nudos total de
la estructura que inicialmente se fija de un modo arbitrario.
Sin embargo este método no nos previene de la existencia de subestructuras incone-
xas dentro de la estructura como el mostrado en la figura 5.3. Su implementación
se justifica por el hecho de evitar un cálculo más laborioso en muchos casos. La
detección de grupos inconexos puede realizarse mediante el empleo de la teoŕıa de
grafos, donde se recogen dos métodos: la búsqueda en anchura BFS, la búsqueda
en profundidad DFS. El presente algoritmo implementa el primero por ser mas
sencillo de programar. Este algoritmo no requiere de ningún tipo de información o
gúıa aparte de la matriz de conectividad. Es de tipo determińıstico y partiendo de
un nodo cualquiera (nodo padre) se expande hacia los nodos hijos3 añadiéndolos a
una cola FIFO. Una vez añadidos todos los hijos a la cola, el nodo padre es apun-
tado en una lista que contendrá todos los nodos interconectados. Seguidamente
los nodos hijo se convierten en nodos padre siguiendo la ordenación FIFO de la
cola, añadiendo al final de la cola los nuevos hijos encontrados a la cola si estos
no se encuentran en la lista. El proceso finaliza cuando se vaćıa la cola. De este
modo, el algoritmo explora de modo exhaustivo todo el grafo (estructura).
Si el número de nodos de la lista coincide con el número total de nodos, toda la
estructura estará conectada. En caso contrario existirán nodos o subestructuras
desconectadas y por lo tanto el cromosoma o individuo será ilegal. En este pun-
to puede optarse por dos procedimientos: sustituir el individuo por uno nuevo
o bien reparar la estructura eliminando la subestructura desconectada (cromoso-
mas) en caso de que no contenga ningún nodo de carga o restricción (operador de
reparación). El algoritmo desarrollado implementa la segunda opción ya que esta
permitirá una reducción del número de nodos definido inicialmente.
El algoritmo 11 muestra la implementación del mismo y la figura 5.3 muestra un
ejemplo de aplicación. A continuación se ilustra el procedimiento del algoritmo a
partir de la matriz de conectividad de la figura 5.3:
Siguiendo el algoritmo descrito anteriormente se realiza el siguiente procedimiento:
1. Partiendo del primer elemento e11 se introduce en la lista v = {e11}.
3nodos conectados con el nodo padre
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Algoritmo 11 Pseudocódigo del algoritmo BFS
inicializar la lista : v = {∅}
crear la cola : Q = {∅}
introducir e11 en la cola Q: e11 → q1 ∈ Q
apuntar e11 en la lista v: e11 → v1 ∈ v
while Q 6= {∅} do
extraer el primer elemento q1 de la cola Q: epq ← q1 ∈ Q = {q1, q2, · · · , qn}
for k = 0 to j do
if epk /∈ Q and epk /∈ v then
if epk = 1 then
introducir epk al final de la cola: epk → qn+1 ∈ Q = {q1, q2, · · · , qn}





















1 1 0 0 1 1 0
1 0 0 1 1 0
1 1 0 0 1















Figura 5.4: Matriz de conectividad de la figura 5.3
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2. Se introducen de forma secuencial los nudos conexos a e11 en la cola Q =
{e12, e15, e16} y en la lista v = {e11, e12, e15, e16}.
3. Se extrae el primer elemento de la cola: e12.
4. Se introducen de forma secuencial los nodos conexos a e12 que no estén
previamente en la lista v. Dado que no existe ninguno, no se introduce
ningún nudo en la cola Q = {e15, e16}.
5. Se introducen de forma secuencial los nodos conexos a e15 que no estén
previamente en la lista v. Dado que no existe ninguno, no se introduce
ningún nudo en la cola Q = {e16}.
6. Se introducen de forma secuencial los nodos conexos a e16 que no estén
previamente en la lista v. Dado que no existe ninguno, no se introduce
ningún nudo en la cola Q = {∅}.
7. La cola Q = {∅} está vaćıa por lo que los nudos conectados son los contenidos
en v = {e11, e12, e15, e16}. Los nodos { 1, 2, 5, 6 } se encuentran unidos entre
śı mientras que nodos restantes: { 3, 4, 7 } no están contendidos en la lista
y por lo tanto constituyen una subestructura disjunta.
La implementación real del algoritmo es algo más compleja porque se trabaja con
el vector de conectividad en lugar de la matriz, aunque esta complejidad no se
traduce en un incremento del tiempo de computación.
5.2.3.2 Detección de parámetros geométricos inválidos
Como se ha descrito anteriormente, el cromosoma que aloja los parámetros geométri-
cos almacena parámetros de tipos de secciones muy diferentes por lo que es posible
que el rango fijado para cada gen del cromosoma no sea adecuado en todos los ca-
sos. Es por esto que resulta necesario comprobar que para cada uno de los tipos
de secciones del individuo a evaluar se tengan unos parámetros geométricos cohe-
rentes.
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5.2.4 Ajuste de los parámetros de los operadores genéticos
Como se vio en el apartado anterior, los parámetros de los operadores genéticos
deben ser ajustados de algún modo para cada problema. Los parámetros a ajustar
en el presente algoritmo son la probabilidad de cruce y de mutación.
De los tipos de ajuste existentes, se ha elegido un ajuste online con retroalimen-
tación heuŕıstica, en concreto un control mediante lógica difusa, ya es un método
robusto suficientemente probado en diversos trabajos [171, 172, 184, 363, 403].
Siguiendo el modelo desarrollado por Herrera y Lozano [171] se implementa un
control de lógica difusa que ajusta las tasas de cruce y de mutación en función de
dos medidas de la convergencia: distancia al umbral de aptitud (TF) y número de
generaciones sin mejora de la aptitud del mejor individuo (UN); y una medida de
la diversidad: la varianza de la aptitud (VF).
La tabla 5.1 muestra las reglas de control establecidas para las funciones de perte-
nencia de las variables difusas de entrada y salida reproducidas en las figuras 5.5
y 5.6. La implementación del proceso de fuzzyficación y defuzzyficación de los
Tabla 5.1: Reglas para el control Fuzzy de la tasas de mutación y cruce
TF UN VF pm pc
bajo - - bajo alto
medio bajo - bajo alto
medio medio - medio medio
alto bajo - bajo alto
alto medio - medio medio
- alto bajo alto bajo
- alto medio alto bajo
- alto alto bajo bajo
conjuntos borrosos descritos se ha realizado empleando la libreŕıa opensource4,
de libre uso y distribución FuzzyLite v1.01. A Fuzzy Inference System written
in C++ perteneciente a Foundation for the Advancement of Soft Computing que
puede encontrarse en http://code.google.com/p/fuzzy-lite/. Las funciones
de pertenencia empleadas, tal y como aparecen en las figuras son de tipo triangu-
lar o trapezoidal. El sistema borroso implementado es del tipo Mamdani [253] ,
4De código abierto
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0 0.5 0.7 0.9 1
BAJO MEDIO ALTO
TF
0 3 6 9 12
BAJO MEDIO ALTO
UN
0 0.1 0.12 0.16 0.2
BAJO MEDIO ALTO
VF
Figura 5.5: Significado lingǘıstico de las variables de entrada
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0.005 0.015 0.01 0.02 1
BAJO MEDIO ALTO
pm
0.48 0.55 0.75 0.83
BAJO MEDIO ALTO
pc
Figura 5.6: Significado lingǘıstico de las variables de salida
aunque puede ser fácilmente reemplazado por otros sistemas como el de Sugeno y
Kang [378]. Las técnicas de inferencia5 o razonamiento serán del tipo MAXMIN
o truncamiento y la desborrosificación se realiza mediante el centro de gravedad
(COG).
5.2.5 La función de aptitud
Una vez codificadas las variables de diseño y tras generar las poblaciones de in-
dividuos, el siguiente paso es evaluar la aptitud de los mismos. En los problemas
de optimización estructural en los que se desea minimizar el peso o volumen de
los elementos que componen una estructura, la aptitud viene proporcionada por el
peso o volumen de la misma. Evidentemente, este proceso estará sujeto a ciertas
restricciones ya que de lo contrario la solución óptima seŕıa la trivial.
Las restricciones implementadas generalmente en los problemas de optimización
estructural son de dos tipos: tensión máxima y deformación máxima. La limitación
de tensión se establece normalmente en función de las caracteŕısticas mecánicas
del material empleado, mientras que las de deformación pueden venir limitadas
por normas o para prevenir problemas de resonancia estructural. El presente algo-
ritmo incorpora y comprueba ambas restricciones para cada una de las barras de
la estructura. No se incorporan otro tipo de restricciones (p.e. asociados a normas
de construcción) ya que se pretende generar un algoritmo de propósito general
5Determinación del grado de certeza de un conjunto de premisas de un conjunto borroso
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aplicable no solo a estructuras de construcción sino también a otro tipo de estruc-
turas como bastidores de veh́ıculos, etc. . . . No obstante, es posible implementar
sin demasiado esfuerzo otro tipo de restricciones.
El manejo de las restricciones se realiza mediante una función de penalización
diferente a ninguna existente previamente y que constituye una de las aportaciones
de la tesis. Como se analiza en el próximo caṕıtulo, las funciones de penalización
tradicionales no son adecuadas para el presente algoritmo. Debe recordarse que,
según se describió anteriormente, la propia función de penalización no solo es
dependiente del tipo de problema sino del propio algoritmo en śı.
El principal inconveniente de las funciones de penalización existentes reside la regla
de la penalización mı́nima descrita en el caṕıtulo anterior. El tipo de problemas
a resolver añaden tres inconvenientes a esta regla:
En primer lugar, el espacio a explorar es muy grande mientras que el espacio de so-
luciones factibles está formado por regiones dispersas, no convexas y generalmente
muy pequeñas en proporción con el espacio de soluciones no factibles, por lo que
la probabilidad de encontrar una solución factible es también muy pequeña. Si el
coeficiente de penalización es muy grande, el algoritmo convergerá rápidamente a
un óptimo local al encontrar una solución factible, independientemente de lo lejos
que se encuentre esta de el contorno del espacio de soluciones factibles.
En segundo lugar, la solución del problema no restringido es trivial, por lo que
el óptimo global se encontrará localizado en el contorno del espacio de soluciones
factibles. Además del óptimo global, es posible encontrar una gran cantidad de
óptimos locales, algunos de ellos bastante alejados numéricamente (aunque puede
que próximos en cuanto a localización) del global. Evidentemente el contorno del
espacio de soluciones factibles no es sencillo de definir en términos de funciones
finitas.
En tercer lugar, al ser la solución del problema restringido no trivial, si el coe-
ficiente de penalización resulta demasiado pequeño no se generará nunca ningún
individuo factible y la población entera permanecerá alejada de el contorno del
espacio de soluciones factibles.
Estos tres factores hacen que sea del todo imposible la utilización de funciones de
penalización estáticas, y que las funciones dinámicas existentes en la actualidad no
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funcionen correctamente, como se analizará en el próximo caṕıtulo. Esta situación
queda perfectamente descrita por las figuras 5.7 a 5.9.
La función de penalización implementada incorpora un enfoque nuevo basado en
el contorno del espacio de soluciones factibles. Esta fija un umbral de penalización
que se puede establecer en base al problema a resolver o bien en base a simulaciones
previas. Como es bien sabido, cuando se emplea una técnica heuŕıstica, esta debe
ser ejecutada varias veces antes de considerar que se ha obtenido un óptimo global
o un punto cercano a este6, por lo que es posible utilizar estas ejecuciones previas
para ajustar el umbral.
Una vez determinado el umbral ζ, tras seleccionar, cruzar y generar los nuevos
individuos, se sigue el siguiente procedimiento con la población formada por la
agregación de los individuos existentes mas los nuevos:
En primer lugar se calcula el peso de todos los individuos aśı como el grado de
violación (normalizad) de cada restricción.
A continuación se modifica la aptitud de toda la población mediante la siguiente va-
riante del método de penalización de Gen y Cheng [129] visto en la ecuación (4.63)
del caṕıtulo anterior:






donde r es un factor de penalización adaptativo. En el caṕıtulo de siguiente se
toma r = 1.
Seguidamente se ordena toda la población según la aptitud resultante del paso
anterior y se busca al primer individuo no penalizado. Si este tiene un peso inferior
al umbral ζ, este remplaza dicho valor.
A continuación se busca al primer individuo penalizado de la población y se registra








6Salvo en funciones simples que puedan ser trazadas, nunca se puede tener la certeza ma-
temática de que se ha alcanzado el óptimo global.
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, mvbest < ζ
(5.18)
A continuación se vuelve a evaluar y ordenar toda la población mediante la ecua-
ción (5.16) utilizando el coeficiente r resultante de la ecuación (5.18).
Finalmente se eliminan los individuos sobrantes según el operador de reemplazo
seleccionado.
La figura 5.7 muestra gráficamente el primer inconveniente. El coeficiente de
penalización r es igual a la inversa de la pendiente de la recta oblicua. Si el
coeficiente es demasiado grande la pendiente se hace pequeña escalando la aptitud
de todos los puntos que violan la restricción g(x) por encima de la aptitud del
mı́nimo local d. Si durante la evolución se produce algún individuo factible, el
algoritmo encontrará rápidamente el punto d expulsando a todos los individuos no
factibles de la búsqueda, con lo cual se eliminará la capacidad de exploración del
algoritmo de la zona intermedia (contorno). Sólo será posible alcanzar el punto a
de forma aleatoria (mutación), lo cual hace bastante improbable la obtención del
mı́nimo absoluto.




























Figura 5.7: Efecto de una función de penalización demasiado restrictiva
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La figura 5.8 muestra gráficamente el tercer inconveniente. El escalado de la
aptitud de los individuos no factibles es insuficiente. Si bien se evita la cáıda en
el óptimo local d, tampoco es posible aproximarse al punto a porque los nuevos
individuos generados se agruparán cerca de la solución trivial ya que esta, aun
penalizada, tiene una aptitud superior al punto a. Debido a esto aún en el caso
de localizar este punto, será desechado por tener una aptitud superior a la de la
solución trivial.




























Figura 5.8: Efecto de una función de penalización demasiado laxa
La figura 5.9 muestra un ejemplo gráfico del funcionamiento de la función de
penalización descrita. En primer lugar se establece un umbral en un punto cercano
a la solución a. Dado que esta es desconocida, se localiza algo por debajo del
mı́nimo relativo conocido d. Si la población contiene a los individuos 1,2,3 el
individuo de menor peso será el 1. A continuación se le asigna a este individuo
una aptitud igual al umbral, penalizando a todos los individuos que se encuentren
bajo el umbral según la nueva recta r′. Como puede apreciarse en la figura,
tras el reescalado, todos los puntos se encuentran sobre el umbral relativamente
próximos entre śı en términos de aptitud. También se encuentran próximos, en
términos de aptitud, al mı́nimo relativo d por lo que este tampoco es expulsado
de la población pudiendo finalmente lograrse individuos localizados entre ambos
(gracias al operador de cruce) y por lo tanto asegurando la localización del punto
óptimo a.
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Figura 5.9: Ejemplo del funcionamiento de la función de penalización. Escalado inicial
5.2.6 El procesamiento en paralelo
Dado que la complejidad de los problemas a resolver es elevada, resulta impres-
cindible el empleo de más de un ordenador para realizar dicha tarea. Se hace pues
necesario el desarrollo de un método de procesamiento en paralelo. Los métodos de
procesamiento en paralelo son muy diversos y van desde el procesamiento de la ap-
titud de los individuos de una población en paralelo a la evolución de poblaciones
en paralelo.
El procesamiento de la aptitud en paralelo presenta varios problemas que pueden
comprometer el rendimiento del algoritmo. En primer lugar, si el motor de cálculo
es externo, cada vez que tiene que realizar un cálculo existe un tiempo muerto de
lectura e inicialización del programa que puede superar incluso el propio tiempo
de cálculo. En segundo lugar, para aplicar el operador de remplazo necesitamos
haber evaluado la población completa, por lo que el tiempo de evaluación total
se corresponderá con el tiempo máximo empleado en evaluar un individuo. Si el
clúster empleado para el cálculo no está formado por máquinas de caracteŕısticas
similares, el tiempo de procesamiento dependerá de la mas lenta.
A diferencia del procesamiento en paralelo, la evolución de poblaciones en paralelo
nos permite realizar un procesamiento aśıncrono ya que cada ordenador evolu-
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ciona sus propias poblaciones de forma independiente. En el presente trabajo se
ha desarrollado un modo de trabajo en paralelo muy simple, pero extraordinaria-
mente robusto que permite utilizar máquinas con configuraciones diferentes, parar
temporalmente o incluso conectar y desconectar alguna o todas estas máquinas
sin perjuicio del proceso evolutivo.
El procedimiento seguido para implementar la evolución de poblaciones en paralelo
es el siguiente: al iniciar el programa se selecciona mediante una opción que se va
a ejecutar en modo esclavo, indicándole la dirección de las máquinas hacia las que
debe apuntar. Esta dirección puede ser una dirección de red o simplemente una
dirección IP donde se puedan copiar archivos. Una vez en marcha el programa
este almacena f́ısicamente durante cada generación el genotipo del mejor individuo
de todas las poblaciones de esa generación y a continuación copia dicho archivo en
la dirección a la que apunta el esclavo.
La máquina que actúa como maestro al final de cada generación lee los ficheros que
le han enviado los esclavos, incorporándolos en la última población. La máquina
que actúa como maestro puede ser a su vez esclavo de otras máquinas. La máquina
que actúa como maestro no tiene ningún requerimiento especial, ni siquiera de
velocidad de procesamiento. El único requisito es que el tamaño de su población
debe ser lo suficientemente grande en relación al número de nodos esclavos para
evitar que estos saturen su población.
El método de trabajo en paralelo desarrollado permite utilizar máquinas con di-
ferentes configuraciones, sistemas operativos o motores de cálculo, lo cual lo hace
tremendamente versátil. La estructura del clúster de cálculo es totalmente abier-
ta y reconfigurable en caliente ya que los mejores genomas quedan almacenados
f́ısicamente, pudiendo reiniciar el programa apuntando hacia otros nodos. Tras la
parada, si se desea, al reiniciar el programa es posible releer los genomas alma-
cenados del mismo o cualquier otro nodo, con lo cual este continuaŕıa el proceso
evolutivo donde lo dejó.
181
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5.3 El motor de cálculo estructural
El motor de cálculo empleado para la estructura ha sido el Ansys APDL v12.1.
Aunque a primera vista pudiera parecer que un motor de cálculo integrado en
el propio programa pudiera ser más rápido que la llamada a un motor o progra-
ma externo, esto no es necesariamente cierto. La versión citada permite utilizar
la tecnoloǵıa multithreading, utilizando al máximo los diferentes núcleos de los
procesadores actuales. Sin el empleo del multithreading, el motor de cálculo solo
utilizará uno de los núcleos de procesamiento. Por otro lado la versión 13 incor-
pora la tecnoloǵıa Kuda que permite utilizar las GPU de la tarjeta gráfica para
acelerar los cálculos a realizar. Alguna de las tarjetas con este tipo de tecnoloǵıa
incorporan hasta 300 núcleos de procesamiento, convirtiendo a la máquina en un
pequeño clúster de cálculo. La programación de un multithreading o la utilización
del Kuda de forma eficiente para este tipo de cálculos en C++ no es una tarea
trivial.
Por otro lado, se trata de un programa de eficiencia más que probada que permite
realizar cálculos estructurales complejos con materiales con comportamiento no
lineal. Las libreŕıas en C++ de cálculo de estructuras basadas en el método de
los elementos finitos existentes en la actualidad no son tan eficientes ni versátiles
como este programa, por lo que finalmente se ha optado por incorporarlo como
motor de cálculo. No obstante, como se ha dicho anteriormente, el algoritmo
es independiente del motor de cálculo, por lo que seŕıa relativamente sencillo la
incorporación de otros motores de cálculo al mismo. Para ello solo seŕıa necesario
programar un traductor adecuado entre el nuevo motor de cálculo y el algoritmo.
El tipo de elemento empleado para representar la estructura ha sido el BEAM44:
Viga asimétrica ahusada elástica tridimensional. Este elemento permite modelizar
cualquier tipo de estructura de forma suficientemente precisa. Tiene la capacidad
de soportar tracción, compresión torsión y flexión. Cada elemento tiene seis gra-
dos de libertad: traslaciones y rotaciones alrededor de los tres ejes. Permite tener
diferentes geometŕıas asimétricas en cada extremo del elemento aśı como el descen-
tramiento de la geometŕıa respecto del eje centroidal. La figura 5.10 esquematiza
las caracteŕısticas geométricas de este elemento.
La elección de un elemento de viga en lugar de la barra convencional se corresponde
con la primera indicación del trabajo de Rajan [310] que establećıa que entre el 10
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y el 30% de las de las barras resultantes eran inestables y que debeŕıa emplearse
el Método de los Elementos Finitos como método de cálculo empleando elementos
del tipo viga.
Figura 5.10: Geometŕıa del elemento BEAM44
La definición del elemento requiere, además de los parámetros correspondientes y
los nodos extremos, de un nodo de orientación K que proporcionará la orientación
de la sección. Los parámetros que definen la geometŕıa se encuentran codificadas
en los nueve primeros parámetros reales del cromosoma que codifica la geometŕıa,
mientras que la orientación se encuentra almacenada en la décima posición. La
definición del tipo de geometŕıa se define mediante el comando SECTYPE cuyas
geometŕıas se aprecian en la figura 5.11 y que se corresponde con la codificación
realizada en el cromosoma de tipos de sección.
Este comando se combina con el comando SECDATA definiendo de manera com-
pleta la geometŕıa de cada sección. En el anexo apéndice A se detallan los paráme-
tros necesarios para cada tipo de sección.
Una vez escritos todos los datos del problema: materiales, posición de los nudos,
interconexión de estos, geometŕıas, parámetros, etc..., en un lenguaje comprensi-
ble para el APDL el motor realiza el cálculo de las tensiones y deformaciones y
realiza la escritura de un archivo donde quedan registradas la tensión combinada
de tracción flexión máxima en la barra aśı como el momento torsor máximo de la
barra, el volumen y la deformación máxima de la misma.
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Figura 5.11: Tipos de sección seleccionables mediante el comando SECTYPE
Tras la escritura de los ficheros de resultados el motor devuelve el control al pro-
grama que pasa a interpretar los resultados. Cuando se inicializa el cromosoma
que contiene los valores geométricos almacenados en el genoma se calculan los
parámetros geométricos, según la formulación reflejada en el libro Roark’s formu-
las for stress and strain [425], que permiten el cálculo de la tensión de cortadura
generada por la torsión y que se reproducen en el anexo apéndice A. Para realizar
este cálculo, se implementa la clase torsión.
Una vez calculadas las tensiones de cortadura se calcula la tensión equivalente de
von Mises, para la misma, según la fórmula:
σeq =
√
σ2 + 3τ2 (5.19)
donde σ es la tensión de flexión y tracción (o compresión) combinadas y τ es la
tensión de cortadura generada por la torsión y la flexión simple.
Una vez calculada la tensión equivalente de Von Mises y la deformación máxima
de cada barra se procede a comparar estos valores con la tensión y deformación
máxima admisible, calculando el grado de violación de cada restricción y a partir
de este el global, según se describió anteriormente. El valor del grado de violación
es almacenado como un parámetro más del genoma y sirve para evaluar la aptitud
del elemento.
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A partir del volumen de cada barra, multiplicando este por la densidad de cada
barra, se obtiene el peso total de la estructura que constituye el valor de la aptitud
del individuo sin contemplar el grado de violación de las restricciones.
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GASOP
187
6.1 El método de validación
6.1 El método de validación
Ya desde los inicios de los Algoritmos Genéticos, los investigadores intentaron
desarrollar métodos para validar sus algoritmos. El primero de ellos fue De Jong
[83] que estableció una serie de funciones donde los métodos de optimización con-
vencionales fallaban. El criterio establecido fue que si un algoritmo era capaz de
localizar los puntos óptimos de esas funciones en menor tiempo (o menor número
de evaluaciones de la función objetivo) que otro, este último era mejor. Sin em-
bargo el teorema Wolpert y Macready [411] establece que un mismo algoritmo no
puede funcionar bien en todos los casos, por lo que a partir de ese momento se
empiezan a establecer otro tipo de funciones o problemas tipo en función del tipo
de problema a resolver.
En la optimización de estructuras mediante Algoritmos Genéticos uno de los pri-
meros trabajos al respecto fue el de Rajan [310], el cual estableció una serie de
problemas tipo que han continuado utilizándose durante los años posteriores para
validar y evaluar la bondad de los Algoritmos Genéticos aplicados a la optimiza-
ción estructural. Este trabajo se ha convertido en un referente en la literatura de
optimización estructural
Entre estos problemas tipo destaca uno de los problemas clásicos más populares
en la optimización de estructuras: el problema de la estructura de seis nudos y
diez elementos, propuesto por Venkayya et al. [401], representado en la figura 6.1.
Según muestra muestran las tablas 6.1, 6.2 y 6.3 se trata de un problema amplia-
mente estudiado y empleado como banco de prueba por numerosos investigadores
y de plena vigencia en la actualidad.
Para esta estructura, la distancia entre los nodos 1-2 , 2-3 y 3-4 es de 9140 mm
quedando el resto de la geometŕıa definida por estos nodos. La fuerza F aplicada
en los nodos 2 y 3 es de 445 kN, siendo el material empleado para la fabricación
de la estructura un aluminio con un módulo de elasticidad E = 68950 MPa, un
coeficiente de Poisson ν = 0,33, una tensión máxima admisible σadm = 172 MPa y
una densidad ρ = 2, 76 · 10−6 kgm2 . Los nudos restringidos son el 1 y el 6 que traba-
jan como una articulación. La deformación máxima admisible para la estructura
medida sobre los tres ejes es de δmax = 50, 8 mm. El tipo de elemento empleado
comunmente para la resolución es la viga, que considera los efectos axiales pero
no la flexión.
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Este problema es bien conocido, y ha sido resuelto por métodos de optimización
convencionales y hasta la aparición del trabajo de Rajan el peso mı́nimo de la
estructura estaba en torno a los 22,17 kN. Previamente al trabajo de Rajan ya
hubieron otros intentos de resolver el problema mediante el empleo de Algoritmos
Genéticos. El propio Goldberg [140] ya realizó una aproximación aunque sin res-
tricciones de desplazamiento. Más tarde Rajeev y Krishnamoorthy [311] también
resolvieron el problema con un peso de 24,98 kN, una marca algo peor que la
existente. La diferencia entre el trabajo de Rajan y los anteriores trabajos es que,
por primera vez, se aborda la optimización topológica del problema, lográndose a
partir de ese momento una disminución drástica del peso de la estructura.
En el problema planteado por Rajan, a diferencia de los trabajos anteriores, se
permitió variar la topoloǵıa de la estructura estructura añadiendo y quitando ele-
mentos y nudos excepto los nodos de aplicación de cargas y restricciones. Además
se permitió variar la posición del nudo 6 en el eje vertical, manteniendo fijas la




Figura 6.1: Estructura de diez barras y seis nudos
Este problema ha sido ampliamente estudiado desde entonces por numerosos au-
tores cuyos resultados se recogen en las tablas 6.1 a 6.3, siendo el mejor resultado
obtenido hasta la fecha el proporcionado por [100] con un peso de 12,04 kN.
Debido a su amplia aceptación como problema de referencia, el presente trabajo
utiliza este problema como método de validación aunque con una pequeña varia-
ción. Como se comentó anteriormente, se pretende que el algoritmo sea útil para
casos más generales donde interviene la flexión. Además, el problema tradicional

















Tabla 6.1: Comparativa entre los resultados obtenidos por diferentes autores para el problema de diez barras.
Autor Año Peso δmax σmax Algoritmo Codificación Tamaño Numero de
(kN) (mm) Mpa pob. generaciones
Ebenau et al. [100] 2005 12,04 50,800 131,5 ES real 30 n.d.
Balling et al. [21] 2006 12,17 50,800 131,9 GA real n.d. n.d.
Tang et al. [384] 2005 12,52 50,795 127,1 GA real 70 544
Rajan [310] 1995 14,27 50,546 107,2 GA real 40 n.d.
Ai y Wang [9] 2011 14,31 n.d. n.d. GA binaria n.d. n.d.
Groenwold et al. [146] 1999 18,66 n.d. n.d. GA entera 20 n.d.
Kaveh y Shahrouzi [198] 2006 19,27 n.d. n.d. GA binaria 30 300
Schutte et al. [344] 2003 20,50 n.d. n.d. PSO - - -
Lee y Geem [226] 2005 20,80 n.d. n.d. HS - t -
Li et al. [233] 2007 20,81 n.d. n.d. PSO - - -
Wu y Tseng [415] 2010 21,05 50,800 128,5 DE - - -
Kaveh y Shahrouzi [199] 2008 22,06 n.d. n.d. GA+ACO binaria 50 100
Deb y Gulati [89] 2001 21,06 50,800 131,6 GA real 450 189
Nanakorn et al. [275] 2001 22,08 n.d. n.d. GA n.d. 70 100
Isaacs et al. [186] 2008 22,10 n.d. n.d. ES real 5 -
Ruy et al. [327] 2001 21,10 n.d. n.d. MOGA n.d. 500 n.d.
Memari y Fuladgar [260] 1994 22,17 52,068 n.d. MP - - -
Galante [123] 1992 22,19 51,511 n.d. GA binaria 200,0 -
Camp y Bichon [53] 2004 22,22 n.d. n.d. ACO - - -
El-Sayed y Jang [105] 1994 22,31 51,133 n.d. MP - - -
Camp [52] 2007 22,36 n.d. n.d. BBBC - - 100
Perez y Behdinan [299] 2007 22,36 n.d. n.d. PSO - -
Adeli y Kamal [8] 1991 22,48 51,295 n.d. GA n.d. n.d. n.d.




































Tabla 6.2: Comparativa entre los resultados obtenidos por diferentes autores para el problema de diez barras (continuación).
Autor Año Peso δmax σmax Algoritmo Codificación Tamaño Numero de
(kN) (mm) Mpa pob. generaciones
Farshi et al. [113] 2010 22,50 n.d. n.d. MP - - -
Kaveh et al. [200] 2009 22,50 n.d. n.d. HPSOACO - - -
Kaveh et al. [201] 2009 22,50 n.d. n.d. HPSOACO - - -
Togan y Daloglu [393] 2008 22,50 50,917 n.d. GA n.d. n.d. n.d.
da Silva et al. [77] 2008 22,50 n.d. n.d. DE - - -
Li et al. [233] 2007 22,50 n.d. n.d. HPSO - - -
Ali et al. [11] 2003 22,50 n.d. n.d. GA n.d. n.d.
Schmit y Miura [340] 1976 22,59 50,797 n.d. MP - - -
Rizzi [322] 1976 22,59 50,351 n.d. MP - - -
Xu et al. [420] 2010 22,60 n.d. n.d. GA binaria 2000 400
Rajeev et al. [312] 1997 22,60 n.d. n.d. GA binaria 50 171
Galante [124] 1996 22,60 n.d. 148,2 GA binaria 200 160
Dobbs y Nelson [93] 1976 22,61 50,799 n.d. MP - - -
Venkayya et al. [401] 1969 22,63 50,764 n.d. MP - - -
Schmit y Farshi [337] 1973 22,65 50,760 n.d. MP - - -
Ghasemi et al. [131] 1999 22,68 51,092 n.d. GA binaria n.d. n.d.
Jenkins [194] 2002 22,70 48,260 n.d. GA real 20 200
Cai y Thierauf [51] 1996 22,70 n.d. n.d. GA real (10+10)-ES n.d.
Schmit y Miura [339] 1975 22,73 50,798 n.d. MP - - -
Gellatly et al. [128] 1971 22,75 50,800 n.d. MP - - -
Ismail et al. [187] 2010 22,90 n.d. n.d. MP - - -


















Tabla 6.3: Comparativa entre los resultados obtenidos por diferentes autores para el problema de diez barras (continuación).
Autor Año Peso δmax σmax Algoritmo Codificación Tamaño Numero de
(kN) (mm) Mpa pob. generaciones
Galante [124] 1996 24,29 n.d. n.d. GA n.d. n.d. n.d.
Wu y Lin [416] 2004 24,43 n.d. n.d. GA real 100 500
Mahfouz et Al. [248] 1999 24,43 n.d. n.d. GA binaria 80 100
Chen et al. [64] 2010 24,43 n.d. n.d. ACO - - -
Li et al. [234] 2009 24,60 n.d. n.d. HPSO - - -
Rajeev et Al. [311] 1992 24,98 n.d. n.d. GA binaria 30 20
Missoum et al. [272] 2002 42,36 50,800 - MP - - -
Botello et al. [49] 1999 58,68 n.d. n.d. GA n.d. 5 1000
Kaveh [196] 2003 96,85 n.d. n.d. GA binaria 50 100
193
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importantes para despreciar el efecto de la flexión, más aun cuando uno de los
condicionantes de la estructura es la deformación máxima. Este efecto es tan im-
portante que para determinadas secciones las deformaciones asociadas a la flexión
pueden ser mucho mayores que las generadas por las cargas axiales desvirtuando
totalmente el proceso de búsqueda. Si se pretende validar un algoritmo aplicable a
estructuras reales resulta pues imprescindible que el algoritmo trabaje con elemen-
tos tipo viga. En cualquier caso, la solución obtenida empleando un elemento tipo
viga cumplirá las condiciones establecidas en el problema tradicional al tratarse
de un caso más restrictivo.
6.2 Configuración óptima
La configuración óptima del algoritmo que ha permitido disminuir el peso de la
estructura, frente a los trabajos publicados con anterioridad es la siguiente:
1. Tamaño de la población: µ = 20 individuos.
2. Número de poblaciones: 4.
3. Operador de inicialización: aleatorio con comprobación de legalidad y dis-
tancia al resto de individuos de la población.
4. Operador de selección: selección por torneo.
5. Operadores de cruce: Operador β de cruce binario simulado SBX-β (η =
1) para los cromosomas móviles y semifijos, uniforme para el cromosoma
de conectividad, uniforme real para los cromosomas de material y tipo de
sección, Operador β de cruce binario simulado truncado SBX-β (η = 1).
6. Operador de mutación: convolución gaussiana adaptado a cada codificación.
7. Operador de remplazo: de brecha generacional SSGA con remplazo del in-
dividuo menos apto.
8. Operador de migración: migración de los mejores individuos del resto de
poblaciones a la principal, descrita en el caṕıtulo anterior.
9. Operador de renacimiento: reinicialización completa de la población (menos
la principal) cuando la diversidad genot́ıpica de esta, calculada según la
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ecuación (4.43), y normalizada mediante la expresión la ecuación (6.2) cae
por debajo de 10−4
10. Ajuste de la tasa de cruce y mutación: Fuzzy, descrita en el caṕıtulo anterior
11. Manejo de las restricciones: función de penalización basada en el umbral de
penalización desarrollada para el presente trabajo en el caṕıtulo anterior.
Mediante esta configuración se ha conseguido obtener un nuevo peso mı́nimo de
10,725 kN, el cual es un 10,92% menor que el mejor valor publicado hasta la fecha.
Como se verá más adelante, no se ha obtenido un solo individuo, sino once en un
intervalo comprendido entre el mejor y 10,745 kN.
En los siguientes apartados se procede a analizar para cada uno de los operadores
y parámetros descritos su influencia en el comportamiento del algoritmo. Para
poder comparar los resultados se han mantenido constantes el resto de parámetros
salvo el que se desea analizar respecto de la configuración óptima descrita para el
algoritmo.
6.3 Análisis del operador de inicialización
Como se ha descrito anteriormente el operador de inicialización implementado
tiene una doble vertiente: por un lado genera individuos aleatoriamente compro-
bando su legalidad y repitiendo el proceso hasta conseguir un individuo legal y por
otro se asegura que el nuevo individuo se encuentre alejado del resto de individuos
de la población.
Las figuras 6.2 y 6.3 muestran el comportamiento del algoritmo frente a tres formas
de inicialización de los individuos de la población: la óptima implementada en el
algoritmo, la aleatoria con comprobación de legalidad y la aleatoria convencional.
Sobre el eje horizontal se representa el número de generaciones transcurridas y
sobre el vertical la aptitud normalizada resultante. Se emplea este método para
poder comparar gráficamente la influencia de los diversos factores. La normaliza-
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donde fbest = 12, 04 kN se corresponde con el mejor resultado de aptitud publicado
hasta la fecha, mientras que feval es la aptitud obtenida con el presente algoritmo
bajo diferentes parámetros u operadores.
La aptitud representada se corresponde con la de la última población, que como
se ha descrito, contiene a los mejores individuos. La representación se corresponde
con el mejor valor obtenido en cinco ejecuciones. Las figuras han sido suavizadas
para apreciar mejor las tendencias.











Aleatoria + distancia + legalidad Aleatoria convencional
Aleatoria + legalidad










Figura 6.2: Influencia del operador de inicialización en la aptitud
Observando las figuras 6.2 y 6.3 puede verse como una inicialización aleatoria
tradicional presenta problemas ya que la diversidad inicial de la población es muy
pequeña, cayendo rápidamente en un óptimo relativo y estancándose a las pocas
generaciones. Con una inicialización aleatoria con comprobación de la legalidad de
los individuos, la diversidad inicial es algo mayor, pero no lo suficiente como para
asegurar la exploración necesaria, cayendo también rápidamente en un óptimo
local. La dispersión de los resultados entre las sucesivas ejecuciones del algoritmos
es bastante importante por lo que en estos casos se comporta más como una
búsqueda aleatoria que a un procedimiento de optimización en śı.
Otro tipo de representación muy empleado para medir la eficiencia de un algoritmo
es la representación de la aptitud versus el número de evaluaciones de la función de
aptitud. A diferencia de la anterior, esta última nos da una idea más aproximada
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Aleatoria + distancia + legalidad Aleatoria convencional
Aleatoria + legalidad
Figura 6.3: Influencia del operador de inicialización en la diversidad











Aleatoria + distancia + legalidad Aleatoria convencional
Aleatoria + legalidad
Figura 6.4: Número de evaluaciones de la función de aptitud para diversos operadores
de inicialización
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del tiempo de computación del algoritmo. Observando la figura 6.4 se puede
apreciar el incremento de eficiencia del algoritmo al incorporar la comprobación
de la legalidad de los individuos generados. Mientras que con una inicialización
sin comprobación de la legalidad necesitamos 5000 evaluaciones para alcanzar la
convergencia, con la comprobación de la legalidad solo se requieren unas 1000.
6.3.1 Análisis de los operadores de selección
En la figura 6.5 puede comprobarse que el comportamiento de todos los operadores
es bastante similar, presentando el mejor comportamiento la selección por torneo
y peor la selección por ruleta y el muestreo determińıstico.











Torneo SUS sin reemplazo RWS
SUS Ranking Muestreo determińıstico
Figura 6.5: Influencia del operador de selección en la aptitud
6.3.2 Análisis de los operadores de cruce
Las figuras 6.6 y 6.7 analizan en primer lugar el cruce por genotipo, sin considerar
operadores diferenciados para cada cromosoma. Dado que el genotipo está com-
puesto por diferentes codificaciones solo pueden utilizarse operadores de corte por
uno o varios puntos. Como se puede apreciar el operador de cruce por un punto
presenta una rápida convergencia acompañada con una pérdida rápida de diversi-
dad en la población. El operador de cruce por dos puntos presenta un comporta-
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miento algo mejor, con una convergencia algo más lenta y un mantenimiento algo
mayor de la diversidad de la población. Estos operadores tienen una capacidad
de exploración muy reducida, por lo que su convergencia es muy rápida lo que se
traduce en un rendimiento del algoritmo pobre.
El operador de cruce uniforme presenta una convergencia muy lenta. Esto es debi-
do a que es altamente disruptivo, sobre todo en su actuación sobre el cromosoma
que almacena la geometŕıa de la sección, impidiendo la formación de los esquemas
imprescindibles en el proceso evolutivo. En cualquier caso presenta un rendimiento
muy pobre bastante lejos de la aptitud óptima.










Cruce por 2 puntos Cruce uniforme
Cruce por 1 punto









Figura 6.6: Influencia del operador de cruce por genotipo en la aptitud
Las figuras 6.8 a 6.12 analizan los diferentes operadores de cruce por cromosoma
para cada grupo de cromosomas con idéntica codificación. Se omite la representa-
ción de la diversidad en aquellos operadores donde no es significativa.
Como puede apreciarse en la figura 6.8, para el cromosoma de conectividad, el
operador de cruce uniforme tiene mejor comportamiento de los tres, al contrario
de lo que ocurŕıa en el cruce por genotipo. Esto es debido a que este tipo de
cruce śı permite incrementar el espacio de búsqueda en la codificación binaria sin
el inconveniente de afectar al resto de la codificación.
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Cruce por 1 punto Cruce uniforme
Cruce por 2 puntos
Figura 6.7: Influencia del operador cruce genot́ıpico en la diversidad











Cruce uniforme Cruce por 1 punto
Cruce por 2 puntos










Figura 6.8: Influencia del operador de cruce sobre el cromosoma de conectividad y la
aptitud
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SBX-β η = 1 PCX m = 3 BLX-α = 0,5
UNDX-m= 3 SPX m = 3










Figura 6.9: Influencia del operador de cruce sobre los cromosomas de nudos móviles y
semifijos y la aptitud
Según la figura 6.9 todos los operadores de cruce tienen un comportamiento similar
para los cromosomas de nudos móviles y semifijos, teniendo un comportamiento
ligeramente mejor el SBX-β (η = 1) y peor el BLX-α = 0,5 debido a que en
ocasiones es más disruptivo. Dado que el operador SBX-β requiere de menos
cálculos y tiene mejor comportamiento de todos es el elegido como óptimo. Este
resultado coincide con el publicado en un trabajo previo por Deb y Gulati [89]
quien también evaluó la estructura de diez barras y cuyos resultados aparecen en
la tabla 6.1.
Dado que los cromosomas de tipos de sección y material tienen una codificación
entera y los tamaños de las listas asociadas a los cromosomas no son muy eleva-
das, se implementa un cruce por uno o varios puntos. La figura 6.10 muestra el
comportamiento frente a los diferentes tipos de cruce de estos cromosomas. Al
igual que ocurŕıa con el cromosoma de conectividad, el cruce uniforme presenta
un mejor comportamiento que los otros dos.
Finalmente para el cromosoma que contiene los parámetros geométricos se im-
plementan los operadores de cruce aplicados a números reales, pero truncados a
números enteros ya que la geometŕıa de la sección aśı lo requiere. No se emplean
los operadores de cruce por uno o varios puntos ya que el rango de las variables
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Cruce uniforme Cruce por 1 punto
Cruce por 2 puntos










Figura 6.10: Influencia del operador de cruce sobre los cromosomas de material y tipo
de sección
codificadas puede ser bastante grande y la experiencia previa con una codificación
con cruce por genotipo indica que este tipo de operadores no son adecuados para
este cromosoma.
Las figuras 6.11 y 6.12 muestra los efectos de los diferentes operadores. Como se
puede apreciar, aquellos que son más explorativos presentan un peor comporta-
miento frente a los operadores parentocéntricos lo cual concuerda con el compor-
tamiento frente al cruce por uno o varios puntos. La mezcla de los parámetros de
sección en este caso dificulta la búsqueda por la generación de individuos legales
pero tan deformes que no son factibles. Puede apreciarse en estos casos que le con-
vergencia es mucho más elevada debido precisamente a este efecto, al producirse
pocos individuos estos copan rápidamente el proceso evolutivo. El operador con
mejor comportamiento es el SBX-β (η = 1), el cual fue diseñado espećıficamente
con el fin de favorecer la formación de esquemas en el proceso evolutivo, tal y como
se vio anteriormente.
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SBX-β η = 1 SPX m = 3 BLX-α = 0,5
PCX m = 3 UNDX-m= 3










Figura 6.11: Influencia del operador de cruce sobre el cromosoma de geometŕıa y la
aptitud













SBX-β (η = 1) SPX m = 3 BLX-α = 0,5
PCX m = 3 UNDX-m= 3
Figura 6.12: Influencia del operador de cruce sobre el cromosoma de geometŕıa y la
diversidad
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6.4 Los operadores de mutación
El operador de mutación empleado para todos los cromosomas ha sido el operador
de convolución gaussiana, adaptado a cada codificación. A pesar de incorporar el
operador de mutación aleatoria para los cromosomas con codificación N, este no ha
tenido mejor comportamiento que el operador de convolución gaussiana, el cual
gracias a la dispersión de los genes resultantes permite mejorar las capacidades
explorativas del algoritmo, a costa de ralentizar ligeramente la convergencia del
algoritmo. Como se puede apreciar en la figura 6.13 el incremento del parámetro
varianza que controla el operador mejora el comportamiento de este fundamentan-
do el razonamiento anterior. La figura 6.14 indica también que una mayor varianza
mejora la diversidad de la población.











Conv. gauss σ = 3 Conv. gauss σ = 1
Conv. gauss σ = 2 Aleatoria










Figura 6.13: Influencia del operador de mutación en la aptitud
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Conv. gauss. σ = 3 Conv. gauss. σ = 1
Conv. gauss. σ = 2 Aleatoria
Figura 6.14: Influencia del operador de mutación en la diversidad
6.5 El operador de migración
La migración es uno de los métodos que poseen los Algoritmos Genéticos para
mantener la diversidad de sus poblaciones. Las figuras 6.15 y 6.16 muestran el
comportamiento del algoritmo sin migración, con una migración del tipo stepping-
stone y con una migración de todas las poblaciones a la principal, según se descri-
bió anteriormente. Como se puede apreciar en la figura 6.15 este operador tiene
una importancia decisiva en el rendimiento del algoritmo.
La migración del tipo stepping-stone mejora la diversidad del algoritmo durante
las primeras generaciones, pero dado la dificultad en la búsqueda de individuos
factibles, en el momento que se localiza un individuo factible, este rápidamente
copa a todas las poblaciones. Esto se traduce en una rápida pérdida de la di-
versidad necesaria para continuar con la búsqueda quedando esta únicamente en
manos del operador de mutación. La figura 6.16 muestra este efecto, donde se
aprecia además que la falta de migración o una migración inadecuada provoca una
pérdida continuada de diversidad de la población. Este último fenómeno corrobo-
ra el mal funcionamiento del modelo stepping-stone cuando el algoritmo inicia su
convergencia.
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Mig. a la población maestra Sin migración
Mig. stepping-stone










Figura 6.15: Influencia del operador de migración sobre la aptitud













Mig. a la población maestra Sin migración
Mig. stepping-stone
Figura 6.16: Influencia del operador de migración sobre la diversidad
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6.6 El operador de renacimiento
La función de este operación es evitar el estancamiento de las poblaciones que
alimentan a la población maestra, ya que en este caso, estas poblaciones seŕıan
una carga computacional innecesaria. La condición de reinicio empleada ha sido la






Cuando este valor cae por debajo de 10−4 se produce la reinicialización completa
de esa población. Esta nueva población vuelve a alimentar a la población maestra
aunque los individuos generados por la primera estén muy alejados del mejor indi-
viduo de la maestra. Sin embargo, esta pequeña aportación de material genético
es suficiente para que con el tiempo se produzcan los cruces entre los individuos
migrados y la población maestra, enriqueciendo la diversidad de esta última. Las
figuras 6.17 y 6.18 muestran la importante aportación de este operador al man-
tenimiento de la diversidad de la población maestra, donde puede apreciarse una
convergencia mucho más rápida hacia un óptimo relativo, aśı como una menor
diversidad ante la ausencia de renacimiento.























Figura 6.17: Influencia del operador de renacimiento sobre la aptitud
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Figura 6.18: Influencia del operador de migración sobre la diversidad
6.7 El operador de remplazo
El operador de remplazo empleado es el de brecha generacional SSGA, analizándo-
se las estrategias de remplazo padre, del menos apto, del más apto y aleatorio.
Las figuras 6.19 y 6.20 muestran el efecto de las diferentes estrategias, de las cuales
la que mejor comportamiento ha tenido ha sido la de remplazo del individuo menos
apto. El resto de estrategias han funcionado bastante mal, ya que la eliminación
de los individuos más aptos, especialmente cuando es dif́ıcil encontrar individuos
factibles, dificulta la formación de los esquemas necesarios para la convergencia
del algoritmo. Por otro lado, la eliminación de los mejores individuos tampoco
aporta un incremento en la diversidad de la población que asegure una convergencia
futura.
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Figura 6.19: Influencia del operador de remplazo sobre la aptitud















Figura 6.20: Influencia del operador de remplazo sobre la diversidad
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6.8 El ajuste de los parámetros del Algoritmo
Genético
Los parámetros a determinar en el algoritmo descrito son: el tamaño de la pobla-
ción, la tasas de cruce y mutación. Lamentablemente el ajuste de estos parámetros
solo podrán tomarse como referencia para la resolución de este problema sin que
tengan que ser necesariamente los óptimos para todos los problemas de optimiza-
ción estructural, tal y como se vió anteriormente. No obstante, siempre sirven de
indicador frente a nuevos problemas.
A continuación se describen los resultados obtenidos para cada parámetro.
6.8.1 El tamaño de la población
Este parámetro es fundamental para la resolución del problema, ya que un tamaño
de población excesivamente grande requiere demasiadas evaluaciones de la función
objetivo, mientras que un tamaño de población demasiado pequeño no es capaz
de almacenar la diversidad genética suficiente y suele provocar una convergencia
prematura del algoritmo.
Las tablas 6.1 y 6.2 muestran que los tamaños de población empleados para la re-
solución de este problema. Estos tamaños oscilan entre los 30 a los 200 individuos,
siendo un valor habitual 30-40 individuos.
Las figuras 6.21 y 6.22 muestran como, a partir de 20 individuos, no se produce
un incremento en la aptitud resultante, mientras que los valores de diversidad son
bastante similares. Por debajo de 20 individuos, la diversidad de la población no
es adecuada provocando la convergencia prematura del algoritmo.
Por otro lado, como puede verse en la figura 6.23, el número de evaluaciones
hasta alcanzar la convergencia es significativamente menor para un tamaño de
población de 20 individuos que para un tamaño de 30 ó 40 por lo que el tamaño de
población óptimo será de 20. Resulta pues evidente que el algoritmo desarrollado
tiene una influencia directa, gracias al mantenimiento de la diversidad por diversos
mecanismos, en la reducción del tamaño de población.
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µ = 20 µ = 40 µ = 10
µ = 30 µ = 15










Figura 6.21: Influencia del tamaño de población en la aptitud













µ = 20 µ = 40 µ = 10
µ = 30 µ = 15
Figura 6.22: Influencia del tamaño de población en la diversidad
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µ = 20 µ = 40 µ = 10
µ = 30 µ = 15
Figura 6.23: Número de evaluaciones de la función de aptitud para diferentes tamaños
de población
6.8.2 La probabilidad de cruce
Como se indicó anteriormente se ha incorporado un control fuzzy sobre este paráme-
tro en base a experiencias de trabajos anteriores. Las figuras 6.24 y 6.25 muestran
como una probabilidad de cruce demasiado baja produce una convergencia pre-
matura del algoritmo, mientras que una probabilidad demasiado alta provoca lo
contrario. Por contra, el control Fuzzy presenta un comportamiento mucho mejor
ya que permite asignar una probabilidad alta hasta alcanzar la convergencia, me-
jorando la exploración del algoritmo, y baja posteriormente, permitiendo acelerar
el proceso de convergencia.
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Fuzzy pcruce = 0.4
pcruce = 0.9










Figura 6.24: Influencia de la probabilidad de cruce en la aptitud













Fuzzy pcruce = 0.1
pcruce = 0.9
Figura 6.25: Influencia de la probabilidad de cruce en la diversidad
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Caṕıtulo 6. Validación del Algoritmo Genético GASOP
6.8.3 La probabilidad de mutación
Al igual que en el parámetro anterior se ha incorporado un control fuzzy sobre
el mismo. Las figuras 6.26 y 6.27 muestran como una probabilidad de muta-
ción demasiado baja no permite una exploración suficiente, alcanzando valores de
aptitud deficientes, mientras que una probabilidad demasiado alta provoca una
convergencia demasiado lenta al dificultar la formación de esquemas.
Como en en el caso anterior, el control fuzzy presenta un comportamiento mucho
mejor ya que permite asignar una probabilidad baja durante las primeras gene-
raciones, acelerando la convergencia del algoritmo, y alta posteriormente, permi-
tiendo mantener la diversidad de la población.











Fuzzy pmutacion = 0.005
pmutacion = 0.25










Figura 6.26: Influencia de la probabilidad de mutación en la aptitud
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Fuzzy pmutacion = 0.1
pmutacion = 0.9
Figura 6.27: Influencia de la probabilidad de mutación en la diversidad
6.9 La función de penalización
Si la definición de los operadores y parámetros anteriores ha sido importante pa-
ra determinar la eficiencia del algoritmo, la definición de una nueva función de
penalización ha sido capital. Ninguna de las funciones de penalización empleadas
anteriormente ha podido acercarse, ni de lejos, a los resultados obtenidos mediante
la función de penalización propuesta.
En la figura 6.28 se representan los resultados obtenidos para las diferentes funcio-
nes de penalización. Las soluciones no factibles, en aquellos casos donde no ha sido
posible obtener una solución factible, se representan a trazos. Estas representan la
solución con menor grado de violación entre todos los individuos de la población.
Como puede observarse, el método de penalización empleado tiene un desempeño
muy superior al resto de métodos, permitiendo obtener un nuevo mı́nimo para el
problema analizado.
A continuación se detallan los inconvenientes de los diferentes modelos analizados:
Critica del modelo de Hoffmeister y Sprave El modelo no incorpora ningún
factor de ponderación que permita ajustar la función de penalización, lo cual con-
duce a una situación donde la población entera está compuesta por individuos no
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Figura 6.28: Influencia de la función de penalización en la aptitud
factibles y alejados del contorno de soluciones factibles, tal y como ya advert́ıa
Michalewicz [264]. Esto debido fundamentalmente a que el problema presenta una
solución trivial fuera de dicho contorno.
Critica del modelo de Prendes Este modelo busca penalizar las soluciones
sobredimensionadas con el fin de acelerar la convergencia del problema. El al-
goritmo propuesto por Prendes Gero [306] es muy simple ya que la búsqueda se
limita a una lista de perfiles sin alterar tampoco la topoloǵıa de la estructura. La
aplicación de esta función de penalización al presente algoritmo provoca que la po-
blación entera se desplace hacia la región de soluciones no factibles, sin posibilidad
de localizar ningún óptimo relativo factible.
Critica de los modelos de Joines y Houck y Kazarlis y Petridis El mode-
lo incorpora un factor de penalización C que permite incrementar la penalización
de la función, desplazando toda la población hacia la región de soluciones fac-
tibles. Además este factor es decreciente con el número de generaciones lo cual
permite penalizar menos las soluciones no factibles, una vez la población supues-
tamente se ha desplazado a la región de soluciones factibles. El inconveniente de
esta aproximación reside en el hecho de que una vez el problema ha convergido
hacia la región de soluciones factibles, las soluciones no factibles son rápidamente
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expulsadas aunque su penalización sea decreciente con el número de generaciones,
provocando una convergencia prematura del algoritmo.
Critica del modelo de Ben Hadj-Alouane Este método presenta un expo-
nente cuadrático para la función de penalización. En general todas las funciones
de penalización con exponentes superiores a la unidad suelen funcionar mal con
el algoritmo desarrollado en este trabajo. Tras estos exponentes subyace la idea
de penalizar más aquellos individuos que estén mas alejados, lo cual ocurre du-
rante las primeras generaciones. Pero lo cierto es que transcurridas las primeras
generaciones, dado que las restricciones se encuentran normalizadas, los valores
de la violación suelen ser inferiores a la unidad provocando precisamente el efecto
contrario. Además de este inconveniente, la elección de los parámetros β1, β2 no
permite ajustar fácilmente el funcionamiento del algoritmo, pasando rápidamente
de una convergencia prematura a no tener individuos factibles.
Critica del modelo de Gen y Cheng La primera versión del mismo utiliza
una función de penalización multiplicativa normalizada sin factor de ponderación
de las restricciones. Al no incorporar un factor de ponderación, presenta el incon-
veniente de no poder penalizar las restricciones más allá de la unidad por lo que en
determinados casos como el estudiado la penalización resulta demasiado baja y no
se obtienen soluciones factibles. El segundo modelo tiene un comportamiento aún
peor ya que en lugar de normalizar las restricciones, divide el grado de violación
de cada restricción por el grado de violación máximo de esa restricción en la po-
blación, el cual tiende a ser muy grande cuando existen individuos con una aptitud
muy pequeña y un gran grado de violación mantenido en el tiempo. Esto genera
un denominador grande que hace que la penalización sea aún menor provocando
que el algoritmo se estanque lejos del contorno del espacio de soluciones factibles.
Cŕıtica del modelo de Lemonge y Barbosa Para entender los inconvenientes
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donde f(x) es la media de los valores de la función de aptitud y ∆g(x) es la media
de los grados de violación de los individuos de la población.
Se observa claramente que el factor kj es inversamente proporcional media de
los grados de violación, lo cual provoca que tras aparecer un individuo factible
este domine rápidamente la solución al provocar la cáıda del grado de violación
medio. La disminución de este valor provoca que el denominador se aproxime a
cero generando por lo tanto un multiplicador infinito que rápidamente elimina las
soluciones no factibles haciendo que el problema converja prematuramente. Ya el
propio Lemonge y Barbosa [229] advert́ıa que el método no funcionaba de forma
satisfactoria para el problema estudiado.
Cŕıtica del modelo de Baolin Wu El principal problema de este modelo es
la determinación del significado lingǘıstico de las variables de entrada y salida.
Este presenta el mismo problema para determinar los coeficientes de penalización
de los casos anteriores. Además, como las anteriores, tampoco contempla la dis-
tancia al contorno de la región de soluciones factibles como método de corregir
la penalización. En este caso como en los anteriores el algoritmo bien converge
prematuramente o bien no es capaz de generar individuos factibles, sin conseguir
aproximarse al óptimo global.
6.10 La solución óptima
Tras ajustar los operadores y parámetros del algoritmo siguiendo el método des-
crito en los apartados anteriores se ha obtenido una solución óptima mostrada en
la figura la figura 6.29. Las coordenadas de los nodos 5,6 respecto del nodo 1 se
corresponden la las indicadas para la solución 1 de la tabla 6.5. El listado de
comandos con la definición y el cálculo del mejor individuo se encuentra detallado
en apéndice B.
Dado que el método de búsqueda empleado es heuŕıstico no existe la certeza ma-
temática de que se trata de un mı́nimo absoluto, pero existen una serie de indica-
dores que apuntan a que, de no serlo, estará muy cerca. Uno de los indicadores
es el nivel de tensiones y deformaciones alcanzado. La deformación máxima es de
50,776 mm y los valores de tensión, que se recogen en la tabla 6.4, son bastante
elevados lo cual corrobora la afirmación de que la solución se encuentra cerca de
la frontera de la región de soluciones factibles. También es indicativo de que nos
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Figura 6.29: Estructura óptima formada por seis barras y cinco nudos
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encontramos cerca del óptimo ya que peso y resistencia son dos variables contra-
puestas.
Tabla 6.4: Nivel de tensión en los elementos de la solución óptima
Número de Nudos Tensión Grado de
elemento inicial final Mpa carga
1 1 2 113,33 65,9%
2 2 6 134,10 78,0%
3 1 3 76,70 44,6%
4 3 5 77,89 45,3%
5 1 5 77,96 45,3%
6 5 6 71,15 41,4%
Otro indicador lo constituyen el resto de mı́nimos relativos obtenidos. Tras la re-
solución del problema en cinco tentativas independientes se obtiene un conjunto de
soluciones con una topoloǵıa muy similar como se puede apreciar en la tabla 6.5.
La conectividad entre elementos es exactamente la misma para todos los indivi-
duos,mientras que las coordenadas de los nudos móviles y semifijos están muy
próximas entre śı, por lo que todas las soluciones tendrán un aspecto muy similar
a la solución final. Las diferencias entre los individuos (soluciones) reside en los
genes de los cromosomas de tipo de sección y geometŕıa fundamentalmente. Este
último no ha sido recogido en la tabla debido a su gran extensión.
El siguiente indicador es el parecido en la topoloǵıa obtenida con las soluciones
obtenidas previamente. Las topoloǵıas de Balling et al. [21] y Ebenau et al. [100],
obtenidas mediante diferentes algoritmos, son muy similares a la obtenida me-
diante este algoritmo como muestra la figura 6.30. A diferencia del modelo de
Ebenau, donde solo variaba la coordenada y de los nodos superiores, el presente
algoritmo no tiene esta limitación y por lo tanto ha sido capaz de encontrar un
óptimo aun mejor. Aqúı se puede apreciar claramente como la forma de plantear el
problema restringe el proceso de búsqueda impidiendo encontrar mejores solucio-
nes, quedando demostrada la hipótesis inicial que manteńıa que el planteamiento
sin condicionantes iniciales de forma o geometŕıa, del problema de optimización
estructural aportaŕıa necesariamente mejores soluciones que las existentes.
La topoloǵıa de la estructura resultante, a pesar de utilizar elementos de tipo
viga en lugar de barra, respeta los teoremas de Fleron [116], siendo estáticamente















Tabla 6.5: Cromosomas de los mejores individuos
Sol.
Coor. nudo Coord. nudo libre
Conectividad Tipos de sección
Peso
Identificador UID
semifijo x y z (kN)
1 21340,9 15435,6 8285,09 0 0 1 1 0 1 0 1 0 1 1 4 8 9 3 9 3 11 7 11 6 10,725 21340-23720-14-15-7895
2 21340,9 15435,6 8285,09 0 0 1 1 0 1 0 1 0 1 1 4 8 9 3 9 3 11 7 11 6 10,725 21340-23720-14-15-8019
3 21341,4 15435,6 8289,31 0 0 1 1 0 1 0 1 0 1 1 4 8 9 11 9 3 11 9 11 6 10,726 21341-23724-14-15-9269
4 21341,6 15435,5 8286,52 0 0 1 1 0 1 0 1 0 1 1 4 8 9 11 9 3 11 7 11 6 10,737 21341-23721-14-15-9313
5 21341,6 15435,5 8286,52 0 0 1 1 0 1 0 1 0 1 1 4 8 9 11 9 3 11 7 11 6 10,737 21341-23721-14-15-9368
6 21338,9 15435,6 8296,19 0 0 1 1 0 1 0 1 0 1 1 4 9 9 11 9 3 11 7 11 6 10,738 21338-23731-14-15-8528
7 21338,9 15435,6 8296,19 0 0 1 1 0 1 0 1 0 1 1 4 8 9 11 9 3 11 7 11 6 10,738 21338-23731-14-15-8605
8 21338,9 15435,6 8296,19 0 0 1 1 0 1 0 1 0 1 1 4 8 9 11 9 3 11 7 11 6 10,738 21338-23731-14-15-8671
9 21338,9 15435,6 8296,19 0 0 1 1 0 1 0 1 0 1 1 4 8 9 11 9 3 11 7 11 6 10,738 21338-23731-14-15-8842
10 21341,9 15435,5 8383,21 0 0 1 1 0 1 0 1 0 1 1 2 8 9 10 9 2 11 7 11 6 10,745 21341-23818-14-15-9203
11 21348,6 15437,0 8310,21 0 0 1 1 0 1 0 1 0 1 1 4 8 8 11 9 2 11 4 11 6 10,746 21348-23747-14-15-7857
12 21359,6 15436,8 7458,81 0 0 1 1 0 1 0 1 0 1 1 4 8 9 8 9 6 11 6 11 6 10,803 21359-22894-14-15-7739
13 21349,6 15436,4 7440,56 0 0 1 1 0 1 0 1 0 1 1 2 8 9 11 9 8 11 6 11 7 10,861 21349-22876-14-15-8548
14 21349,6 15436,4 7440,56 0 0 1 1 0 1 0 1 0 1 1 2 8 9 11 9 8 11 6 11 6 10,868 21349-22876-14-15-8227
15 21349,6 15436,4 7440,56 0 0 1 1 0 1 0 1 0 1 1 2 8 9 11 9 11 11 5 11 6 10,890 21349-22876-14-15-8389
16 21347,0 15436,4 7441,72 0 0 1 1 0 1 0 1 0 1 1 2 9 9 11 9 7 11 6 11 6 10,936 21347-22877-14-15-8623
17 21399,8 15436,5 7577,48 0 0 1 1 0 1 0 1 0 1 1 4 3 9 11 9 6 11 10 11 6 11,012 21399-23013-14-15-8481
18 21972,3 15436,1 7578,88 0 0 1 1 0 1 0 1 0 1 1 4 3 9 8 9 7 11 3 11 6 11,011 21972-23014-14-15-8285
19 21386,7 15436,3 7394,71 0 0 1 1 0 1 0 1 0 1 1 2 8 9 11 9 8 11 5 11 6 11,017 21386-22830-14-15-7928
20 21379,2 15436,5 7585,37 0 0 1 1 0 1 0 1 0 1 1 2 3 9 11 9 8 11 10 11 5 11,017 21379-23021-14-15-8500
21 21317,9 15437,2 7557,00 0 0 1 1 0 1 0 1 0 1 1 2 9 9 11 9 6 11 5 11 5 11,049 21317-22994-14-15-8037
22 21313,2 15393,1 7581,31 0 0 1 1 0 1 0 1 0 1 1 2 3 9 11 9 8 11 2 11 5 11,061 21313-22974-14-15-8659
23 21311,9 15436,5 7585,32 0 0 1 1 0 1 0 1 0 1 1 2 3 9 11 9 8 11 10 11 6 11,069 21311-23021-14-15-8312
24 21317,9 15472,0 7557,00 0 0 1 1 0 1 0 1 0 1 1 2 3 9 11 9 6 11 5 11 5 11,082 21317-23029-14-15-8385
25 21317,9 15437,2 7557,00 0 0 1 1 0 1 0 1 0 1 1 2 3 9 11 9 2 11 5 11 5 11,094 21317-22994-14-15-7439
26 21306,6 15436,9 7189,02 0 0 1 1 0 1 0 1 0 1 1 2 3 9 11 9 4 11 5 11 5 11,127 21306-22625-14-15-8386
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Existe aún otra diferencia entre la solución óptima y las anteriores, y esta radica en
el hecho de considerar la flexión de los elementos estructurales. En las soluciones
previas existe una barra que conecta los nodos 1-2 y otra que conecta los nodos 2-3.
En la solución nueva existe una barra que conecta los nodos 1-2 y otra que conecta
los nodos 1-3. Esta diferencia es debida al hecho de que la flexión de las barras
produce mayores deformaciones que las consideradas en los modelos más simples.












Figura 6.30: Comparativa entre la solución actual y las dos mejores soluciones previas
Finalmente el propio proceso evolutivo es un indicador en śı mismo. Las figu-
ras 6.31 a 6.35 representan a los mejores individuos en términos de aptitud durante
el proceso evolutivo. Cada vez que aparece un nuevo individuo con una aptitud
mejor que el resto, este genoma es anotado con todas sus caracteŕısticas en un
archivo separado para poder analizarlo posteriormente. En estas figuras se repre-
sentan de forma consecutiva estos individuos hasta la generación 167. A partir
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de aqúı se representa un individuo intermedio (figura 6.35(e)) y el mejor (figura
6.35(f)) ya que el resto no aporta ninguna información gráfica.
Como se puede observar en la sucesión de figuras, el algoritmo se centra inicial-
mente en variar la topoloǵıa del problema, ya que de este modo se produce una
mayor disminución en peso de la estructura. Esta exploración de la topoloǵıa se
produce aproximadamente hasta la generación número 100. A partir de la genera-
ción número 133 los mejores individuos generados ya son factibles y la topoloǵıa de
los individuos sucesivos apenas vaŕıa. Es precisamente en esta generación cuando
se supera el mı́nimo relativo publicado en el trabajo de Ebenau et al. [100]. Este
mecanismo coincide con las observaciones realizadas por Lev [230] para estados de
carga simples empleando métodos de programación matemática.
La disminución de peso a partir de este punto se logra explorando el tipo de
sección y la geometŕıa, extendiéndose durante un periodo de tiempo muy superior,
obteniendo un mı́nimo absoluto en la generación 654. A partir de este punto se
produce la convergencia del algoritmo y no fue posible localizar otro óptimo aunque
la simulación se extendió durante 1000 generaciones.
Para finalizar, en base a todo lo descrito, se puede apreciar como el proceso evo-
lutivo no se encuentra sujeto a la arbitrariedad o prejuicios del diseñador. Al no
partir de una geometŕıa inicial definida, este proceso evoluciona de forma libre
hasta localizar un óptimo, de topoloǵıa muy similar a la de los diseños anteriores
de Ebenau et al. [100] y Balling et al. [21] pero que, al no estar sujeta a restriccio-
nes de diseño, logra un carácter mucho más general que estas, pudiendo afirmarse
de forma general que esta topoloǵıa será la óptima para este problema, lográndose
el segundo de los objetivos planteados.
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(a) t=0,W=88,210 kN, σmax=46,55 MPa,
δmax = 24,5 mm
(b) t=2,W=72,68 kN, σmax=150,1 MPa,
δmax = 51,6 mm
(c) t=5,W=48,616 kN, σmax=39,4 MPa,
δmax = 20,2 mm
(d) t=7,W=37,155 kN, σmax=91,9 MPa,
δmax = 58 mm
(e) t=9,W=29,951 kN, σmax=78,3 MPa,
δmax = 44,1 mm
(f) t=11,W=29,618 kN, σmax=75,9 MPa,
δmax = 44,93 mm
Figura 6.31: Mejores individuos a lo largo de la evolución. Generación 0 a 11
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(a) t=13,W=16,665 kN,σmax=94,65 MPa,
δmax = 60,163 mm
(b) t=14,W=18,107 kN,σmax=94,09 MPa,
δmax = 46,31 mm
(c) t=16,W=13,833 kN,σmax=142,40
MPa, δmax = 64,57 mm
(d) t=21,W=16,594 kN,σmax=127,15
MPa, δmax = 53,16 mm
(e) t=22,W=12,113 kN,σmax=107,19
MPa, δmax = 69,20 mm
(f) t=23,W=15,157 kN,σmax=210,47
MPa, δmax = 55,23 mm
Figura 6.32: Mejores individuos a lo largo de la evolución. Generación 13 a 23
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(a) t=24,W=12,203 kN,σmax=98,7 MPa,
δmax = 59,58 mm
(b) t=35,W=10,441 kN,σmax=126,4 MPa,
δmax = 66,77 mm
(c) t=38,W=10,042 kN,σmax=218,0 MPa,
δmax = 65,69 mm
(d) t=40,W=10,513 kN,σmax=215,9 MPa,
δmax = 62,47 mm
(e) t=42,W=10,712 kN,σmax=218,0 MPa,
δmax = 60,15 mm
(f) t=43,W=10,426 kN,σmax=223,6 MPa,
δmax = 60,2 mm
Figura 6.33: Mejores individuos a lo largo de la evolución. Generación 24 a 43
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(a) t=63,W=12,092 kN,σmax=135,3 MPa,
δmax = 51,7 mm
(b) t=74,W=12,135 kN,σmax=135,5 MPa,
δmax = 51,27 mm
(c) t=87,W=11,763 kN,σmax=122,1 MPa,
δmax = 52,56 mm
(d) t=100,W=11,104 kN,σmax=136,6
MPa, δmax = 52,64 mm
(e) t=119,W=11,600 kN,σmax=136,9
MPa, δmax = 51,18 mm
(f) t=121,W=11,236 kN,σmax=218,0
MPa, δmax = 51,20 mm
Figura 6.34: Mejores individuos a lo largo de la evolución. Generación 63 a 121
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(a) t=133,W=11,756 kN,σmax=131,3
MPa, δmax = 49,94 mm
(b) t=135,W=11,580 kN,σmax=139,6
MPa, δmax = 50,51 mm
(c) t=149,W=11,251 kN,σmax=131,3 MPa,
δmax = 49,93 mm
(d) t=167,W=11,094 kN,σmax=131,3 MPa,
δmax = 50,64 mm
(e) t=404,W=10,865 kN,σmax=133,6 MPa,
δmax = 50,76 mm
(f) t=654,W=10,725 kN,σmax=134,1 MPa,
δmax = 50,78 mm





En base al objetivo principal planteado y a la vista de los resultados obtenidos,
ha sido posible probar la hipótesis planteada, demostrando por lo tanto que la
definición de una estructura previa condiciona la eficiencia del algoritmo en la
búsqueda del óptimo global.
Respecto al resto de objetivos planteados, también pueden establecerse las siguien-
tes conclusiones:
1. Dado que se han seguido las indicaciones proporcionadas por Rajan [310]
obteniéndose los mejores resultados hasta la fecha para la estructura de diez
barras y seis nodos, se puede afirmar por lo tanto que tales indicaciones, entre
las cuales se encuentra la hipótesis del presente trabajo, eran correctas.
2. El algoritmo no proporciona una única solución, sino un conjunto de solu-
ciones, de topoloǵıa similar y estáticamente determinadas, en consonancia
con los teoremas de Fleron [116], aun tratándose de elementos de tipo viga.
3. La comparación de la topoloǵıa resultante con las existentes permite estable-
cer que restricciones de diseño le han impedido localizar un óptimo mejor.
En los trabajos de Balling et al. [21] and Ebenau et al. [100] las restricciones
de diseño impidieron el movimiento lateral del nudo 5.
4. A diferencia del resto de algoritmos, el algoritmo desarrollado permite ob-
tener información del propio proceso evolutivo. Esto permite al diseñador
conocer cual de los dos, la topoloǵıa o la geometŕıa y tamaño de las seccio-
nes, tiene mayor influencia en la reducción de peso. En el caso estudiado ha
sido la topoloǵıa, lo cual concuerda con los resultados obtenidos previamente
por Lev Lev [232] y Rajan [310] donde al permitir a sus algoritmos variar la
topoloǵıa de sus estructuras, consiguieron reducir sensiblemente el peso de
las mismas.
5. Dado que, en diferentes ejecuciones, se ha obtenido una topoloǵıa muy similar
a las existentes, sin partir de ningún tipo de geometŕıa inicial, se puede
generalizar que esta topoloǵıa debe ser la óptima para este problema.
6. Al no necesitar de un diseño preliminar de la estructura, no se requiere de
ningún tipo de habilidad o conocimiento especial por parte del diseñador, a
parte de los necesarios para poder interpretar y hacer uso de los resultados.
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Además, el presente trabajo ha permitido conocer los diferentes factores que in-
tervienen en la eficiencia de los Algoritmos Genéticos aplicados a la optimización
de estructuras, y que aparecen descritos a continuación:
1. El empleo de una codificación mixta provee de un desempeño muy supe-
rior del algoritmo al posibilitar una definición diferenciada de los operadores
genéticos, permitiéndole adaptarse de mejor forma al problema de optimi-
zación de estructuras. Las codificaciones continuas evitan los problemas
derivados de la discretización similares a los descritos por Dorn et al. [97].
2. El operador de inicialización no debe ser un simple generador de números
aleatorios, sino que debe incorporar una comprobación de validez de los
individuos generados aśı como un requerimiento de distancia mı́nima al resto
de individuos de la población.
3. El empleo de una codificación mixta permite adaptar el operador de cruce
adecuado para cada cromosoma, permitiendo de este modo realizar un cruce
por cromosoma. Esto facilita una construcción de esquemas de forma mas
rápida y eficiente mejorando sensiblemente la eficiencia del algoritmo, de
forma similar al cruce por fenotipo descrito por Prendes Gero et al. [307]. Los
operadores de cruce óptimos, para la estructura de diez barras y seis nudos,
han sido: Cruce binario uniforme para el cromosoma de conectividad, cruce
entero uniforme para los cromosomas de material y tipo de sección, cruce
SBX-β para los cromosomas de nudos móviles y semifijos y cruce SBX-β
truncado para el cromosoma de geometŕıa. Este resultado coincide con un
trabajo previo publicado por [89] quien también evaluó la estructura de diez
barras y cuyos resultados aparecen en la tabla 6.1.
4. El empleo de operadores genéticos avanzados, provenientes de la teoŕıa básica
de los Algoritmos Genéticos ha permitido al presente trabajo dar un salto
cualitativo y cuantitativo respecto a los trabajos anteriores.
5. El operador de mutación óptimo es el de convolución gaussiana con σ = 3,
adaptado a cada codificación, debido a su mayor capacidad explorativa.
6. La incorporación de un operador de migración hacia la población maestra
mejora sensiblemente la diversidad de la población, lo cual influye directa-
mente en la eficiencia.
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7. La combinación de los operador de migración y renacimiento permiten dotar
a la población de la diversidad necesaria para explorar otras zonas del espacio
de soluciones incluso cuando la convergencia del algoritmo es elevada, sin
perjuicio en la eficiencia, del modo descrito por Rajan [310], mejorando por
lo tanto de manera sensible en la eficiencia del mismo.
8. La definición del algoritmo tiene una influencia directa en el mantenimiento
de la diversidad de la población, y por lo tanto en el tamaño de esta, requi-
riéndose un tamaño sensiblemente menor a los valores publicados hasta la
fecha.
9. El ajuste de las probabilidades de cruce y mutación en base a los resultados
de Herrera y Lozano [171] ha sido satisfactorio. El rendimiento del algoritmo
ha sido sensiblemente superior que el obtenido mediante valores predefinidos.
10. Ninguna de las funciones de penalización publicadas hasta la fecha funcionan
de modo correcto con el algoritmo descrito. Esto es debido al planteamien-
to abierto del mismo, donde el espacio de búsqueda es muy superior a los
algoritmos empleados hasta la fecha. Debido a esto se desarrolla una nueva
función de penalización basada en el concepto de umbral de penalización que
permite explorar la región de soluciones no factibles sin caer en la solución
trivial.
Las principales aportaciones del presente trabajo son:
1. El planteamiento del problema de optimización de estructuras sin otras res-
tricciones de diseño que la definición de los puntos de aplicación de carga y
reacción aśı como las limitaciones de tensión y deformación necesarias pa-
ra garantizar la seguridad de las mismas. Esto supone que no se requiere
ningún tipo de geometŕıa inicial en el proceso de búsqueda, lo cual no se
hab́ıa logrado hasta el momento.
2. La generalización de las topoloǵıas resultantes en virtud del propio proceso
de búsqueda.
3. El empleo de elementos estructurales de tipo viga, en lugar de barra, incor-




4. La aplicación y evaluación rigurosa de los diferentes operadores genéticos
desarrollados en la actualidad. Desafortunadamente la mayoŕıa de los tra-
bajos publicados no se fundamentan en la teoŕıa general de los Algoritmos
Genéticos y emplean operadores genéticos y codificaciones en general no
apropiados al tipo de problema a resolver.
5. El desarrollo de un sistema de codificación mixto, adaptado a los problemas
de optimización de estructuras, con un desempeño superior a los existentes.
6. La definición de un nuevo operador de migración combinado con uno de
renacimiento completo.
7. La definición de una nueva función de penalización aplicable a los problemas
de optimización de estructuras.
8. La obtención de información del propio proceso evolutivo. Al no partir de
una forma predefinida, este nos indica como se puede lograr una mayor
reducción de peso en la estructura.
9. La obtención de un nuevo mı́nimo, un 10,92% inferior a la existente estable-
cida hace seis años, para el problema clásico de optimización de estructuras




Based on the main objective and the results, it has been possible to test the main
hypothesis, showing therefore, that the definition of a prior structure affects the
efficiency of the algorithm in finding the global optimum.
The following conclusions can be also stated:
1. Since the guidelines given by Rajan [310] were followed, obtaining the best
results to date for the ten-bar and six nodes benchmark problem, it can be
stated that such guidelines were correct.
2. The algorithm does not provide a single solution but a set of solutions, with
similar topology and statically determinate, which is consistent with the
theorems of Fleron [116], even dealing with beam-type elements.
3. Comparing the final topology-set with the previously reported ones, allows to
state that design constraints prevented the previous algorithms from locating
a better optimum solution. In Balling et al. [21] and Ebenau et al. [100]
reports, the design constraint which stopped the improvement was the lateral
constraint at node 5.
4. Unlike other algorithms, the algorithm developed allows to obtain informa-
tion from the evolutionary process itself. This allows the designer to know
which of both, the topology or section geometry and size, has greater influen-
ce on reducing weight. For the benchmark problem, topology had greater
influence, which agrees with the previously obtained results by Lev [232] and
Rajan [310] where a significantly weight reduction was achieved by allowing
its algorithm to modify the structure topology.
5. Since without defining any previous structure, in different runs, a very similar
topology has been obtained, it can be stated that this must be the optimal
one for this problem.
6. By not requiring a preliminary design of the structure, special skill or know-
ledge is not required by the designer, apart from the one needed to interpret
and make use of the results.
Furthermore, this work has allowed to know the different factors affecting the
efficiency of GA applied to structural optimization, which are described below:
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1. Mixed encoding allows to enhance the algorithm performance by a differen-
tiated definition of genetic operators, enabling a better adaptation to the
structural optimization problem. Continuous encoding avoid discretization
problems similar to those described by Dorn et al. [97].
2. The initialization operator should not be a simple random number generator,
but must include a check of legality of the generated individuals, as well as
a minimum distance requirement to other individuals in the population.
3. Mixed coding allows to adapt the crossover operator suitable for each chro-
mosome, thus allowing a chromosome crossover. This makes scheme’s for-
mation easier in a faster and more efficient way enhancing, to a substantial
extent, the algorithm efficiency, in a similar way to the phenotype crossover
described by Prendes Gero et al. [307]. Optimal crossover operators, for the
benchmark structure, were: uniform crossover for the binary connectivity
chromosome, uniform integer crossover for material section type chromoso-
mes, SBX-β crossover for mobile and semi-mobile joint’s chromosome and
truncated SBX-β for geometry chromosome. This result agrees with the pre-
vious work reported by [89] who also used the benchmark structure (see la
tabla 6.1).
4. The use of advanced genetic operators, from the basic GA theory, enabled
this work to achieve a qualitative and quantitative improvement over pre-
vious work.
5. The optimum mutation operator was the σ = 3 Gaussian convolution opera-
tor, adapted to each chromosome, owed to its higher explorative capacities.
6. Population diversity was highly enhanced by a migration operator where best
individuals were migrated to the master population, which is closely linked
with the algorithm efficiency.
7. The combination of migration and rebirth operators allow the population to
provide the diversity needed to explore other areas of the solution space even
when the algorithm convergence is high, without prejudice to the efficiency,
as described by Rajan [310], thus enhancing the efficiency sensitively.
8. The algorithm definition has a direct influence in maintaining the diversity
of the population, which is closely linked with the population size, requiring
a significantly smaller size than previously reported values.
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9. Crossover and mutation probabilities adjustment based on the results of
Herrera y Lozano [171] were pleasing. The algorithm performance was sig-
nificantly higher than that obtained with predefined values.
10. None of the penalty functions reported to date worked properly. This is due
to the algorithm definition, where the search space is far higher than the
previous ones. So a new penalty function based on the concept of penalty
threshold was developed, in order to explore the non-feasible region of the
solution’s space without falling into the trivial solution.
The main contributions of this work are:
1. The approach of the structural optimization problem with no other design
constraints than load or support keypoints, stress and displacement cons-
traints to ensure the safety of the structure. This means that it does not
require a predefined geometry for the search process, which had not been
achieved so far.
2. The generalization of the topologies obtained under the search process itself.
3. The use of beam-like structural elements, rather than truss, and the incor-
poration of the section geometry and its own intrinsic characteristics in the
coding.
4. The application and rigorous evaluation of the different genetic operators
developed to date. Unfortunately most of the published works are not based
on the general theory of GA and use genetic operators and encodings which
generally are not suitable.
5. The development of a mixed coding system adapted to structural optimiza-
tion problems, with enhanced performance to existing ones.
6. The definition of a new operator of migration combined with a full rebirth
operator.
7. A new penalty scheme for all structural optimization problems.
8. Obtaining information from the evolutionary process itself allows to know
how a greater weight loss can be achieved.
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9. A new global minimum, at least 10,92% lower than the existing one establis-
hed six years ago, for the classic problem of structural optimization of ten
bars and six nodes.
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Futuras ĺıneas de investigación
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Los resultados del presente trabajo han sido plenamente satisfactorios al demos-
trar que es posible trabajar con problemas de optimización de estructuras con
planteamientos abiertos. No obstante, se abren nuevas v́ıas de trabajo y futuras
ĺıneas de investigación de entre las que merece la pena destacar las siguientes:
1. Incorporar el estudio de varios estados de carga.
2. Incorporar otros tipos de carga, además de las puntuales.
3. Incorporar otros tipos de restricciones como las de simetŕıa.
4. Incorporar un motor de cálculo FEM propio.
5. Incorporar técnicas de predicción de la aptitud que alivien el coste compu-
tacional. Se han planteado algunas como los autómatas celulares [55] o
las redes neuronales [373] que se encuentran a falta de desarrollar de modo
práctico.
6. Incorporar un operador de inicialización basado en PSO, de modo que cada
individuo de la población inicial proceda de optimizaciones previas realizadas
mediante PSO de rápida convergencia, sobre individuos alejados entre śı en
el espacio de diseño.
7. Incorporar una interfaz gráfica que facilite el manejo del programa.
8. Adaptar el algoritmo a contornos diferentes del espacio cúbico de soluciones,
ya que esta restricción de diseño puede ser necesaria para resolver ciertos
problemas.
9. Añadir la posibilidad restringir la geometŕıa de las secciones a perfiles nor-
malizados.
10. Incorporar otro tipo de restricciones de diseño como las asociadas a vibra-
ciones, euronormas, etc . . .
11. Incorporar restricciones que tengan en cuenta aspectos económicos y cons-
tructivos.
12. Evaluar de la función de penalización con otros problemas de optimización,
diferentes a la estructural, donde el óptimo se encuentre localizado en la
frontera de la región de validez.
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13. Incorporar un µGA que explore los valores óptimos de la geometŕıa de las
secciones definidas para cada individuo ya que una vez se ha alcanzado la
topoloǵıa óptima, el rendimiento del algoritmo disminuye sensiblemente.
14. Aplicar el algoritmo a problemas reales de optimización de estructuras como
es la construcción de bastidores de semiremolques o estructuras de obra civil.
15. Adecuar el algoritmo al diseño de elementos de máquinas como el diseño de
engranajes, considerando estos elementos dentro del conjunto de la máquina,
lo cual permitirá evaluar la interacción con el resto de elementos de la mis-
ma. Se pretende desarrollar esta aplicación en colaboración con la empresa
KISSSoft Hirnware.
16. Aplicar el algoritmo al calibrado de cámaras. Esta ĺınea se encuentra en
estado de desarrollo incipiente y forma parte de un proyecto más ambicioso
que se está llevando a cabo en el Instituto de Diseño y Fabricación de la UPV,




The results of this work have been fully pleasant to demonstrate that it is possible
to work with structural optimization problems without a predefined geometry.
However, it opens new research lines. Among them, it is worth remarking the
following ones:
1. Integrate multiple loads.
2. Integrate other loads, besides point loads.
3. Integrate other constraints, like symmetry ones.
4. Integrate an own FEM calculation engine.
5. Incorporate fitness prediction techniques to reduce the number of function
calls. Some of them were previously reported like cellular automata [55] or
neural networks [373] but they fail to develop in a practical way.
6. Incorporate a PSO-based initialization operator, so that each individual in
the initial population comes from previous optimizations performed by fast
convergence PSO on individuals far apart in the design space.
7. Incorporate a graphical interface in order to make the work easier for the
user.
8. Adapt the algorithm to other contours different from cubic space of solutions,
since this design constraint may be necessary to solve certain problems.
9. Add the possibility of using normalized section profiles.
10. Incorporate other design constraints such as those associated with vibrations,
regulations, etc. . .
11. Incorporate other design constraint to take into account economic and cons-
tructive aspects.
12. Assess the penalty function with another kind of optimization problems whe-
re the optimum is located on the border of the feasible region.
13. Include a µGA to explore the geometry optimum values for each individual
because, once the optimal topology has been reached, the algorithm perfor-
mance decreases significantly.
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14. Apply the algorithm to real structural optimization problems such as trailer
construction.
15. Adapt the algorithm to the design of machine elements such as gear design,
considering these elements in a whole way, evaluating the interaction between
elements. It is intended to develop this application in collaboration with the
company KISSsoft Hirnware.
16. Apply the algorithm to camera calibration. This research line is in an inci-
pient stage of development and is part of a larger project being carried out
at Instituto de Diseño y Fabricación, belonging to UPV, aimed at defect’s
detection in vehicle bodies.
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5.10 Geometŕıa del elemento BEAM44 . . . . . . . . . . . . . . . . . . . 183
5.11 Tipos de sección seleccionables mediante el comando SECTYPE . 184
6.1 Estructura de diez barras y seis nudos . . . . . . . . . . . . . . . . 190
293
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Figura A.1: Tipo de sección rectangular (RECT)
A.1.1 Parámetros del comando SECDATA
Los parámetros para esta sección son:
• B = Ancho
• H = Alto
• Nb = Número de divisiones en la malla a lo largo de la anchura (2 por
defecto)
• Nh = Número de divisiones en la malla a lo largo de la altura (2 por defecto)
Los únicos parámetros necesarios para definir la sección son los dos primeros, mien-
tras que los otros dos controlan la malla, por lo que solo estos dos son almacenados
en el genoma.
A.1.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
Ambos parámetros suelen tener un valor numérico elevado por lo que se codifican
dentro de los primeros cuatro parámetros del cromosoma: s1 = B, s2 = H.
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A.1.3 Cálculo de la tensión de torsión
Siguiendo las expresiones de Young et al. [425], se puede deducir el cálculo de la
























Figura A.2: Tipo de sección rectangular (HREC)
A.2.1 Parámetros del comando SECDATA
Los parámetros para esta sección son:
• W1 = Ancho
• W2 = Alto
• t1 = Espesor de un lado.
• t2 = Espesor de un lado.
• t3 = Espesor de un lado.
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A.2 Sección rectangular hueca (HREC)
• t4 = Espesor de un lado.
Todos los parámetros son necesarios para definir la sección, por lo que estos son
almacenados en el genoma.
A.2.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
Los dos primeros parámetros suelen tener un valor numérico elevado por lo que se
codifican dentro de los primeros cuatro parámetros del cromosoma, mientras que
el resto serán de un valor numérico pequeño codificándose en el segundo grupo:
s1 = W1 , s2 = W2 , s5 = t1 , s6 = t2 , s6 = t3 , s7 = t4.
A.2.3 Cálculo de la tensión de torsión
El cálculo de la tensión de cortadura se realiza mediante la ecuación (A.1). El












K1 = 2t1K0 (A.4)
K2 = 2t2K0 (A.5)
K3 = 2t3K0 (A.6)
K4 = 2t4K0 (A.7)
(A.8)
Finalmente el valor de K se obtiene mediante la expresión:
K = min{K1, K2, K3, K4} (A.9)
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Figura A.3: Tipo de sección circular (CSOLID)
A.3.1 Parámetros del comando SECDATA
Los parámetros para esta sección son:
• R = Radio
• N = Número de divisiones de la circunferencia
• T = Número de divisiones a lo largo del radio
El único parámetro necesario para definir la sección es el primero, mientras que
los otros dos controlan la malla, por lo que sólo este es almacenados en el genoma.
A.3.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
El parámetros suelen tener un valor numérico elevado por lo que se codifican dentro
de los primeros cuatro parámetros del cromosoma: s1 = R.
A.3.3 Cálculo de la tensión de torsión
El cálculo de la tensión de cortadura se realiza mediante la ecuación (A.1). El












Figura A.4: Tipo de sección circular (CTUBE)
A.4.1 Parámetros del comando SECDATA
Los parámetros para esta sección son:
• Ri = Radio interior
• Ro = Radio exterior
• N = Número de divisiones de la circunferencia
Los únicos parámetros necesarios para definir la sección son los dos primeros,
mientras que el otro controla la malla, por lo que solo estos dos son almacenados
en el genoma.
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A.4.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
Ambos parámetros suelen tener un valor numérico elevado por lo que se codifican
dentro de los primeros cuatro parámetros del cromosoma: s1 = Ri , s2 = Ro.
A.4.3 Cálculo de la tensión de torsión
El cálculo de la tensión de cortadura se realiza mediante la ecuación (A.1). El

















Figura A.5: Tipo de sección en T (T)
A.5.1 Parámetros del comando SECDATA
Los parámetros para esta sección son:
• W1 = Ancho del ala
• W2 = Altura total
• t1 = Espesor del ala
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A.5 Sección en T
• t2 = Espesor del alma
Todos los parámetros son necesarios para definir la sección y por lo tanto son
almacenados en el genoma.
A.5.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
Los dos primeros parámetros suelen tener un valor numérico elevado por lo que se
codifican dentro de los primeros cuatro parámetros del cromosoma, mientras que
los otros dos tendrán un valor numérico inferior por lo que se almacenarán en el
segundo grupo: s1 = W1 , s2 = W2 , s5 = t1 , s6 = t2.
A.5.3 Cálculo de la tensión de torsión
El cálculo de la tensión de cortadura se realiza mediante la ecuación (A.1). El
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donde A es el área del perfil:
A = W1t1 + (W2 − t1)t2 (A.17)
K3 = K1 + K2 + αD
4 (A.18)

















Figura A.6: Tipo de sección en L (L)
A.6.1 Parámetros del comando SECDATA
Los parámetros para esta sección son:
• W1 = Ancho de un ala
• W2 = Ancho de otra ala
• t1 = Espesor de un ala
• t2 = Espesor de otra ala
Todos los parámetros son necesarios para definir la sección y por lo tanto son
almacenados en el genoma.
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A.6 Sección en L
A.6.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
Los dos primeros parámetros suelen tener un valor numérico elevado por lo que se
codifican dentro de los primeros cuatro parámetros del cromosoma, mientras que
los otros dos tendrán un valor numérico inferior por lo que se almacenarán en el
segundo grupo: s1 = W1 , s2 = W2 , s5 = t1 , s6 = t2.
A.6.3 Cálculo de la tensión de torsión
El cálculo de la tensión de cortadura se realiza mediante la ecuación (A.1). El













































donde A es el área del perfil:
A = W1t1 + (W2 − t1)t2 (A.25)
K3 = K1 + K2 + αD
4 (A.26)
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(b) Sección en Z
Figura A.7: Secciones U,Z
A.7.1 Parámetros del comando SECDATA
Los parámetros para ambos tipos de sección son iguales:
• W1 = Ancho de un ala
• W2 = Ancho de otra ala
• W3 = Altura total del perfil
• t1 = Espesor de un ala
• t2 = Espesor de otra ala
• t3 = Espesor del alma
Todos los parámetros son necesarios para definir la sección y por lo tanto son
almacenados en el genoma.
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A.7 Sección en U o en Z
A.7.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
Los tres primeros parámetros suelen tener un valor numérico elevado por lo que se
codifican dentro de los primeros cuatro parámetros del cromosoma, mientras que
los otros tres tendrán un valor numérico inferior por lo que se almacenarán en el
segundo grupo: s1 = W1 , s2 = W2 , s3 = W3 , s5 = t1 , s6 = t2 , s7 = t3.
A.7.3 Cálculo de la tensión de torsión
El cálculo de la tensión de cortadura se realiza mediante la ecuación (A.1). El
factor K deduce de las expresiones de Young et al. [425] mediante la agregación

































0, 5(W3 − t1 − t2)














donde A es el área del perfil:
A = W1t1 + W2t2 + (W3 − t1 − t2)t3 (A.33)

























K22 = K21 (A.37)





















Finalmente el factor K se calculará mediante la expresión:
K = K1 + K2 (A.43)



















Figura A.8: Sección en I
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A.8 Sección en I
A.8.1 Parámetros del comando SECDATA
Los parámetros para ambos tipos de sección son iguales:
• W1 = Ancho de un ala
• W2 = Ancho de otra ala
• W3 = Altura total del perfil
• t1 = Espesor de un ala
• t2 = Espesor de otra ala
• t3 = Espesor del alma
Todos los parámetros son necesarios para definir la sección y por lo tanto son
almacenados en el genoma.
A.8.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
Los tres primeros parámetros suelen tener un valor numérico elevado por lo que se
codifican dentro de los primeros cuatro parámetros del cromosoma, mientras que
los otros tres tendrán un valor numérico inferior por lo que se almacenarán en el
segundo grupo: s1 = W1 , s2 = W2 , s3 = W3 , s5 = t1 , s6 = t2 , s7 = t3.
A.8.3 Cálculo de la tensión de torsión
El cálculo de la tensión de cortadura se realiza mediante la ecuación (A.1). El
factor K deduce de las expresiones de Young et al. [425] mediante la agregación
de dos perfiles en L. Los factores K11, K12, C1, A ,K13, K1, K21, K22, C2, K23 y
K se calculan según las ecuaciones (A.28), (A.29), (A.32) a (A.37), (A.40), (A.41)
y (A.43) respectivamente. Los siguientes factores difieren de los anteriores y deben
ser calculados:
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Figura A.9: Sección en omega (HATS)
A.9.1 Parámetros del comando SECDATA
Los parámetros para ambos tipos de sección son iguales:
• W1 = Ancho de un ala
• W2 = Ancho de otra ala
• W3 = Anchura de la copa de la omega
• W4 = Altura de omega
• t1 = Espesor de un ala
• t2 = Espesor de otra ala
• t3 = Espesor un alma
• t4 = Espesor del alma opuesta
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A.9 Sección en omega (HATS)
Todos los parámetros son necesarios para definir la sección y por lo tanto son
almacenados en el genoma.
A.9.2 Equivalencia entre los parámetros del cromosoma de
geometŕıa y SECDATA
Los cuatro primeros parámetros suelen tener un valor numérico elevado por lo que
se codifican dentro de los primeros cuatro parámetros del cromosoma, mientras
que los otros cuatro tendrán un valor numérico inferior por lo que se almacenarán
en el segundo grupo: s1 = W1 , s2 = W2 , s3 = W3 , s4 = W4 , s5 = t1 , s6 =
t2 , s7 = t3 , s8 = t4.
A.9.3 Cálculo de la tensión de torsión
El cálculo de la tensión de cortadura se realiza mediante la ecuación (A.1). El
factor K deduce de las expresiones de Young et al. [425] mediante la agregación
de dos perfiles en Z.
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Apéndice B. Listado de comandos para el análisis con ANSYS APDL del mejor individuo
El siguiente listado muestra el conjunto de comandos que definen y calculan el
mejor individuo de la población. Puede cargarse en cualquier versión de ANSYS
APDL mediante la opción File>Read Input From o bien mediante ĺınea de co-
mandos empleando el siguiente comando:
ansysxxx -np 8 -b -i nombrearchivo.dat -o nombrearchivo.out
donde xxx es la versión de programa instalada.
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SECTYPE, 2, BEAM, L, S2, 0
SECOFFSET, CENT
SECDATA, 305, 311, 3, 3
SECTYPE, 3, BEAM, T, S3, 0
SECOFFSET, CENT
SECDATA, 164, 98, 15, 15
SECTYPE, 5, BEAM, T, S5, 0
SECOFFSET, CENT
SECDATA, 46, 252, 12, 6
SECTYPE, 7, BEAM, HREC, S7, 0
SECOFFSET, CENT
SECDATA, 157, 231, 6, 9, 11, 8
SECTYPE, 9, BEAM, HREC, S9, 0
SECOFFSET, CENT
SECDATA, 346, 28, 2, 15, 5, 4
SECTYPE, 10, BEAM, I, S10, 0
SECOFFSET, CENT
SECDATA, 355, 41, 283, 9, 1, 14
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DK,3, , , ,0,UX ,UY ,UZ
K,4,0,Y,0
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*VMASK,NMASK




























*VGET,VLM,ELEM, ,ETAB,VOL , , ,2
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*VGET,TORQUE,ELEM, ,ETAB,TOR, , ,2
*VSCFUN,TOR6,MAX,TORQUE
*DEL,TORQUE





! **************************** FIN DEL LISTADO ********************
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Apéndice C. Código fuente de la clase GASOPGenome
El siguiente listado muestra la clase principal del algoritmo utilizado. No se incluye
el resto de código del programa porque la extensión del presente trabajo resultaŕıa
excesiva1. El código completo puede solicitarse al autor dirigiéndose al correo
electrónico sasanca@dimm.upv.es
1 //GASOPGenome. h
2 // Cabecera de l a Clase GASOPGenome
3 #if ! d e f i n ed ( GASOPGENOME H )
4 #define GASOPGENOME H
5 #include <s t r i n g >
6 #include <iostream>
7 #include <strstream >
8
9 #include <ga/GAGenome . h>






16 // Generamos o b j e t o s con l o s t i p o s de p e r f i l
17 L perfil_l ;
18 I perfil_i ;
19 T perfil_t ;
20 CHAN perfil_z ;
21 CHAN perfil_u ;
22 HATS perfil_omega ;
23 RECTANGULO r ;
24 HREC r_hueco ;
25 CTUBE eje ;
26 CTUBE eje_hueco ;
27
28 class GAsOPGenome : public GAGenome {
29 public :
30 GADefineIdentity ( "GAsOPGenome" , 201) ;
31 static void GAsOPInitializer ( GAGenome &) ;
32 static int GAsOPMutator ( GAGenome & , float ) ;
1El código completo está compuesto por más de quince mil ĺıneas
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33 static float GAsOPComparator ( const GAGenome & , const ←֓
GAGenome &) ;
34 static float GAsOPEvaluator ( GAGenome &) ;
35 static int GAsOPCrossover ( const GAGenome & a , const ←֓
GAGenome & b ,
36 GAGenome ∗c , GAGenome ∗d ) ;
37
38 // Constructores
39 GAsOPGenome ( const int &, const GARealAlleleSetArray & ,
40 const GARealAlleleSetArray & , const ←֓
GARealAlleleSetArray &,
41 const GARealAlleleSetArray & , const ←֓
GARealAlleleSetArray & ,
42 const GARealAlleleSetArray & , GAGenome : : Evaluator f ←֓
= NULL ) ;
43
44 GAsOPGenome ( const GAsOPGenome &) ; // c o n s t r u c t o r cop ia
45 GAsOPGenome& operator = ( const GAGenome & g ) ; // operador←֓
de a s i gnac i ó n
46
47 // Metodos que ocu l tan a l o s de l a c l a s e GAGenome
48 virtual GAGenome∗ clone ( GAGenome : : CloneMethod ) const ;
49 virtual void copy ( const GAGenome &) ;
50 virtual int equal ( const GAGenome &g ) const ;
51 virtual int write ( ostream & os ) const ;
52 virtual int read ( istream & is ) ;
53 virtual ˜GAsOPGenome ( ) ;
54
55 // Retorno v a r i a b l e s p ro t eg ida s
56 int getnumnodos ( ) const {
57 return numnodos ;
58 }
59
60 int getnumelementos ( ) const {
61 return numelementos ;
62 }
63
64 // Retorno cromosomas pro t eg ido s
65 GARealGenome & getcons ( ) const {
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66 return ∗cons ;
67 }
68
69 GARealGenome & getnod ( ) const {
70 return ∗nod ;
71 }
72
73 GARealGenome & getcon ( ) const {
74 return ∗con ;
75 }
76
77 GARealGenome & getmat ( ) const {
78 return ∗mat ;
79 }
80
81 GARealGenome & gettsec ( ) const {
82 return ∗tsec ;
83 }
84
85 GARealGenome & getsec ( ) const {
86 return ∗sec ;
87 }
88
89 // Métodos prop io s
90 string get_uid ( ) const {
91 return uid ;
92 } ;
93 void set_uid ( ) ;
94
95 float get_massvol ( ) const {
96 return massvol ;
97 } ;
98
99 void set_massvol ( float mv ) {
100 massvol = mv ;
101 } ;
102
103 float get_gviol ( ) const {
104 return gviol ;
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105 } ;
106
107 void set_gviol ( float gv ) {
108 gviol = gv ;
109 } ;
110
111 float get_area ( int numarea ) const {
112 return Area [ numarea ] ;
113 } ;
114
115 vector<float>get_Ktorsion ( ) const {
116 return Ktorsion ;
117 } ; // Devuelve e l vec to r entero
118
119 void set_tension ( vector<float> &ten ) {
120 Tension . clear ( ) ;
121 Tension = ten ;
122 }
123 bool write_tension ( ostream &) const ;
124 bool write_Ktorsion ( ostream &) const ;
125
126 bool check_all ( ) ;
127 bool check_geom ( ) ; // Comprobación de l a geometr ı́a
128 bool check_con ( ) ;
129
130 float genedistance ( const GAGenome& , const GAGenome& , ←֓
int ngen ) ;
131
132 bool loadfile ( const string &, int numgen = 1) ;
133 void write_conection_array ( ostream &)const ;







140 bool parametros_seccion ( ) ;
141
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142 // Var iab l e s
143 static int numelementos ; // Número de barras de l a ←֓
e s t r u c t u r a
144 static int numnodos ; // Número de nudos de l a e s t r u c t u r a
145 string uid ; // Unique I D e n t i f i e r . I d e n t i f i c a d o r de l ←֓
i nd iv iduo
146 float massvol ; // Peso o masa
147 float gviol ; // Grado de v i o l a c i ó n normalizado
148 bool feasible ;
149 float maxdef ; // Máxima deformaci ón de l a e s t r u c t u r a
150 vector<float>Ktorsion ; // Vector de cons tante s de t o r s i ó n
151 vector<float>Tension ; // Vector de t e n s i o n e s ←֓




155 GARealGenome ∗cons ; // Vector r e s t r i c c i o n e s móv i l e s r e a l
156 GARealGenome ∗nod ; // Vector nodal r e a l
157 GARealGenome ∗con ; // Vector conec t i v idad b i n a r i o
158 GARealGenome ∗mat ; // Vector m a t e r i a l e s entero
159 GARealGenome ∗tsec ; // Vector t i po s e c c i ó n entero





164 int GAsOPGenome : : numelementos = 0 ;
165 int GAsOPGenome : : numnodos = 0 ;
166 #endif
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1 //GASOPGenome. cpp




6 GAsOPGenome : : ˜ GAsOPGenome ( ) {
7 delete cons ;
8 delete nod ;
9 delete con ;
10 delete mat ;
11 delete tsec ;
12 delete sec ;
13 } ;
14
15 GAsOPGenome : : GAsOPGenome ( const int &numnod ,
16 const GARealAlleleSetArray & alcons , const ←֓
GARealAlleleSetArray & alnod ,
17 const GARealAlleleSetArray & alcon , const ←֓
GARealAlleleSetArray & almat ,
18 const GARealAlleleSetArray & altsec , const ←֓
GARealAlleleSetArray & alsec ,
19 GAGenome : : Evaluator f ) : GAGenome ( GAsOPInitializer , ←֓
GAsOPMutator ,
20 GAsOPComparator ) {
21 evaluator ( f ) ;
22 crossover ( GAsOPCrossover ) ;
23
24 // Número de barras y nodos de l a e s t r u c t u r a
25 GAsOPGenome : : numelementos = numnod ∗ ( numnod − 1) / 2 ;
26 GAsOPGenome : : numnodos = numnod ;
27
28 // Creaci ón de l vec to r de r e s t r i c c i o n e s móvies
29 cons = new GARealGenome ( alcons ) ;
30 // Creaci ón de l vec to r de coordenadas noda les
31 nod = new GARealGenome ( alnod ) ;
32
33 // Creaci ón de l vec to r de conec t i v idad
34 // La long i tud depende de l número de elementos ←֓
Numelementos
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35 // que depende a su vez de l número de nudos
36 con = new GARealGenome ( alcon ) ;
37 // Creaci ón de l vec to r de m a t e r i a l e s
38 mat = new GARealGenome ( almat ) ;
39
40 // Creaci ón de l vec to r de t i p o s de s e c c i o n
41 tsec = new GARealGenome ( altsec ) ;
42
43 // Creaci ón de l vec to r de dimens iones de l a s s e c c i o n e s
44 sec = new GARealGenome ( alsec ) ;
45 }
46
47 GAsOPGenome : : GAsOPGenome ( const GAsOPGenome & orig ) { // ←֓
c o n s t r u c t o r cop ia
48 cons = new GARealGenome ( orig . getcons ( ) ) ;
49 nod = new GARealGenome ( orig . getnod ( ) ) ;
50 con = new GARealGenome ( orig . getcon ( ) ) ;
51 mat = new GARealGenome ( orig . getmat ( ) ) ;
52 tsec = new GARealGenome ( orig . gettsec ( ) ) ;
53 sec = new GARealGenome ( orig . getsec ( ) ) ;
54 copy ( orig ) ;
55 }
56
57 GAsOPGenome& GAsOPGenome : : operator = ( const GAGenome & g ) {
58 // operador de a s i gnac ı́ ó n
59 copy ( g ) ;
60 return ∗this ;
61 }
62
63 GAGenome∗ GAsOPGenome : : clone ( GAGenome : : CloneMethod ) const { //←֓
c o n s t r u c t o r c lon
64 return new GAsOPGenome (∗ this ) ;
65 }
66
67 void GAsOPGenome : : copy ( const GAGenome &c ) {
68 if (&c != this && sameClass ( c ) ) {
69 GAGenome : : copy ( c ) ;
70 GAsOPGenome & bc = ( GAsOPGenome&)c ;
71
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72 // Copia de l o s cromosomas (6 )
73 cons−>copy (∗ ( bc . cons ) ) ;
74 nod−>copy (∗ ( bc . nod ) ) ;
75 con−>copy (∗ ( bc . con ) ) ;
76 mat−>copy (∗ ( bc . mat ) ) ;
77 tsec−>copy (∗ ( bc . tsec ) ) ;
78 sec−>copy (∗ ( bc . sec ) ) ;
79
80 // Copia de l a s v a r i a b l e s (7 ) + eva luac ion
81 uid = bc . get_uid ( ) ;
82 feasible = bc . feasible ;
83 gviol = bc . gviol ; // Grado de v i o l a c i ó n normalizado
84 massvol = bc . massvol ;
85 Ktorsion = bc . Ktorsion ;
86 Area = bc . Area ;




91 int GAsOPGenome : : equal ( const GAGenome &g ) const {
92 GAsOPGenome & genome = ( GAsOPGenome&)g ;
93 int comparacion ;
94 comparacion = ∗cons == ∗genome . cons && ∗nod == ∗genome . ←֓
nod && ∗con ==
95 ∗genome . con && ∗mat == ∗genome . mat && ∗tsec == ∗genome . ←֓
tsec && ∗sec ==
96 ∗genome . sec && uid == genome . uid && feasible == genome . ←֓
feasible &&
97 gviol == genome . gviol && massvol == genome . massvol && ←֓
Ktorsion ==
98 genome . Ktorsion && Area == genome . Area && _evaluated == ←֓
genome . _evaluated ;
99
100 return comparacion ;
101 }
102
103 void GAsOPGenome : : GAsOPInitializer ( GAGenome & g ) {
104 GAsOPGenome & gen = ( GAsOPGenome&)g ;
105 GARealGenome : : UniformInitializer ( gen . getcons ( ) ) ;
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106 GARealGenome : : UniformInitializer ( gen . getnod ( ) ) ;
107
108 // Repetimos l a i n i c i a l i z a c i ó n de l vec to r de conexi ón ←֓
hasta encontrar uno l e g a l
109 do {
110 GARandomSeed ( ) ;
111 GARealGenome : : UniformInitializer ( gen . getcon ( ) ) ;
112 }
113 while ( ! gen . check_con ( ) ) ;
114 GARealGenome : : UniformInitializer ( gen . getmat ( ) ) ;
115 GARealGenome : : UniformInitializer ( gen . gettsec ( ) ) ;
116
117 // Repetimos l a i n i c i a l i z a c i ó n de l vec to r de geometr ı́a ←֓
hasta encontrar uno l e g a l
118 do {
119 GARandomSeed ( ) ;
120 GARealGenome : : UniformInitializer ( gen . getsec ( ) ) ;
121 }
122 while ( ! gen . check_geom ( ) ) ;
123
124 gen . set_uid ( ) ;
125 gen . _evaluated = true ;
126 }
127
128 int GAsOPGenome : : GAsOPMutator ( GAGenome & g , float pmut ) {
129 GAsOPGenome & gen = ( GAsOPGenome&)g ;
130 int nmut , tnmut ;
131 nmut += GARealGaussianMutator ( gen . getcons ( ) , pmut ) ;
132 nmut += GARealGaussianMutator ( gen . getnod ( ) , pmut ) ;
133
134 do {
135 tnmut = GARealGaussianMutator ( gen . getcon ( ) , pmut ) ;
136 }
137 while ( ! gen . check_con ( ) ) ;
138 nmut += tnmut ;
139
140 nmut += GARealGaussianMutator ( gen . getmat ( ) , pmut ) ;
141 nmut += GARealGaussianMutator ( gen . gettsec ( ) , pmut ) ;
142
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143 do {
144 tnmut = GARealGaussianMutator ( gen . getsec ( ) , pmut ) ;
145 }
146 while ( ! gen . check_geom ( ) ) ;
147 nmut += tnmut ;
148
149 if ( nmut ) {
150 gen . set_uid ( ) ;
151 gen . _evaluated = false ;
152 }
153 return nmut ;
154 }
155
156 float GAsOPGenome : : GAsOPComparator ( const GAGenome& p1 , const ←֓
GAGenome& p2 ) {
157 // Comparación ent re l o s a l e l o s de l o s genomas
158 // re to rna 0 s i son i g u a l e s y un f l o a t que r ep r e s en ta % ←֓
de d i f e r e n c i a
159 GAsOPGenome & g1 = ( GAsOPGenome&)p1 ;
160 GAsOPGenome & g2 = ( GAsOPGenome&)p2 ;
161 float diff = 0 ;
162 float nev = 0 ; // Número de veces que se evalua l a ←֓
d i f e r e n c i a
163 float temp ; // Reg i s t ro temporal
164
165 // Comparación de r e s t r i c c i o n e s móv i l e s :
166 for ( int i = 0 ; i < g1 . cons−>length ( ) ; i++) {
167 temp = g1 . genedistance ( g1 . getcons ( ) , g2 . getcons ( ) , i )←֓
;
168 if ( temp > 0) { // No computamos l o s genes que s o l o ←֓
pueden tener un va lo r ( s i n rango )





174 // Comparación de l o s nodos móv i l e s
175 for ( int i = 0 ; i < g1 . nod−>length ( ) ; i++) {
176 temp = g1 . genedistance ( g1 . getnod ( ) , g2 . getnod ( ) , i ) ;
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177 if ( temp > 0) {





183 // Comparación de l a s conex iones
184 for ( int i = 0 ; i < g1 . con−>length ( ) ; i++) {
185 temp = g1 . genedistance ( g1 . getcon ( ) , g2 . getcon ( ) , i ) ;
186 if ( temp > 0) {





192 // Comparación de l o s m a t e r i a l e s
193 for ( int i = 0 ; i < g1 . mat−>length ( ) ; i++) {
194 temp = g1 . genedistance ( g1 . getmat ( ) , g2 . getmat ( ) , i ) ;
195 if ( temp > 0) {





201 // Comparación de l o s t i p o s de s e c c i ó n
202 for ( int i = 0 ; i < g1 . tsec−>length ( ) ; i++) {
203 temp = g1 . genedistance ( g1 . gettsec ( ) , g2 . gettsec ( ) , i )←֓
;
204 if ( temp > 0) {





210 // La comparación de l a s s e c c i o n e s se hace por separado ←֓
para e l i m i n a r l o s genes i n a c t i v o s
211 // de l a misma
212 for ( int i = 0 , index = −1; i < g1 . nod−>length ( ) ; i++, ←֓
index += 10) {
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213 // De l a primera a l a ú l t ima barra . index r e c o r r e l a s ←֓
f i l a s
214 if ( g1 . tsec−>gene ( i ) == g2 . tsec−>gene ( i ) ) {
215 // S i l a s s e c c i o n e s son i g u a l e s
216 // S i l a s s e c c i o n e s son i g u a l e s continuamos ←֓
evaluando l a d i s t a n c i a
217 // e l primer gen e s t á p r e s ente en todas l a s ←֓
s e c c i o n e s
218 switch ( ( int ) g1 . tsec−>gene ( i ) ) {
219 case 1 :
220 break ;
221 case 2 ,
222 4 : // {1 ,2}
223 temp = g1 . genedistance ( g1 . getsec ( ) , g2 . getsec←֓
( ) , index + 1) ;
224 temp += g1 . genedistance ( g1 . getsec ( ) , g2 . ←֓
getsec ( ) , index + 2) ;
225 if ( temp > 0) {




230 case 3 : // 1
231 temp = g1 . genedistance ( g1 . getsec ( ) , g2 . getsec←֓
( ) , index + 1) ;
232 if ( temp > 0) {




237 case 5 ,
238 6 , 7 : // {1 ,2 ,3 ,5 ,6 ,7}
239 { // Generamos un ámbito pr ivado para poder ←֓
formar l a matr iz
240 int f [ ] = {
241 1 , 2 , 3 , 5 , 6 , 7
242 } ; // Método para hacer un f o r each
243 for ( int k = 0 ; k < 6 ; k++) {
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244 temp = g1 . genedistance ( g1 . getsec ( ) , ←֓
g2 . getsec ( ) ,
245 index + ∗( f + k ) ) ;
246 if ( temp > 0) {





252 case 8 ,
253 9 : // {1 ,2 ,5 ,6}
254 {
255 int f [ 4 ] = {
256 1 , 2 , 5 , 6
257 } ; // Método para hacer un f o r each
258 for ( int k = 0 ; k < 4 ; k++) {
259 temp = g1 . genedistance ( g1 . getsec ( ) , ←֓
g2 . getsec ( ) ,
260 index + ∗( f + k ) ) ;
261 if ( temp > 0) {





267 case 10 :
268 for ( int k = 1 ; k < 10 ; k++) {
269 temp = g1 . genedistance ( g1 . getsec ( ) , g2 . ←֓
getsec ( ) , index + k ) ;
270 if ( temp > 0) {





276 case 11 : // {1 ,2 ,5 ,6 ,7 ,8}
277 {
278 int f [ 5 ] = {
279 2 , 5 , 6 , 7 , 8
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280 } ; // Método para hacer un f o r each
281 for ( int k = 0 ; k < 5 ; k++) {
282 temp = g1 . genedistance ( g1 . getsec ( ) , ←֓
g2 . getsec ( ) ,
283 index + ∗( f + k ) ) ;
284 if ( temp > 0) {















300 if ( ! nev )
301 nev++; // S i l o s v e c t o r e s son c o i n c i d e n t e s d i f f y ←֓
nev ser án cero
302
303 return diff / nev ;
304 }
305
306 int GAsOPGenome : : GAsOPCrossover ( const GAGenome & a , const ←֓
GAGenome & b ,
307 GAGenome ∗c , GAGenome ∗d ) {
308 GAsOPGenome & mom = ( GAsOPGenome&)a ;
309 GAsOPGenome & dad = ( GAsOPGenome&)b ;
310 GAsOPGenome & sis = ( GAsOPGenome&) ∗ c ;
311 GAsOPGenome & bro = ( GAsOPGenome&) ∗ d ;
312 // S i en lugar de hacer l o s e l s e i f , poneemos i f , l o s ←֓
h i j o s no son s i m é t r i c o s , e s dec i r , l o s h i j o s
313 // se producen en dos uniones d i f e r e n d e s de l a s ←֓
c u a l e s s a l e un h i j o en cada una
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314
315 int n ; // Número de h i j o s generados
316
317 if ( c && d ) { // S i hay cruce
318 SBXCrossover ( mom . getnod ( ) , dad . getnod ( ) , &sis . getnod←֓
( ) , &bro . getnod ( ) ) ;
319 SBXCrossover ( mom . getcons ( ) , dad . getcons ( ) , &sis . ←֓
getcons ( ) ,
320 &bro . getcons ( ) , 1 , 1) ;
321 do {
322 GARealGenome : : UniformCrossover ( mom . getcon ( ) , dad . ←֓
getcon ( ) ,
323 &sis . getcon ( ) , &bro . getcon ( ) ) ;
324 }
325 while ( ! sis . check_con ( ) && ! bro . check_con ( ) ) ;
326
327 GARealGenome : : UniformCrossover ( mom . getmat ( ) , dad . ←֓
getmat ( ) ,
328 &sis . getmat ( ) , &bro . getmat ( ) ) ;
329 GARealGenome : : UniformCrossover ( mom . gettsec ( ) , dad . ←֓
gettsec ( ) ,
330 &sis . gettsec ( ) , &bro . gettsec ( ) ) ;
331
332 do {
333 SBXCrossover ( mom . getsec ( ) , dad . getsec ( ) , &sis . ←֓
getsec ( ) ,
334 &bro . getsec ( ) , 1 , 1) ;
335 }
336 while ( ! sis . check_geom ( ) && ! bro . check_geom ( ) ) ;
337
338 sis . set_uid ( ) ;
339 sis . _evaluated = false ;
340 bro . set_uid ( ) ;
341 bro . _evaluated = false ;
342 n = 2 ;
343 }
344
345 else if ( c ) { // S i duplicamos a l a madre
346 GAsOPGenome & sis = ( GAsOPGenome&) ∗ c ;
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347
348 SBXCrossover ( mom . getcons ( ) , dad . getcons ( ) , &sis . ←֓
getcons ( ) , 0) ;
349 SBXCrossover ( mom . getnod ( ) , dad . getnod ( ) , &sis . getnod←֓
( ) , 0) ;
350
351 do {
352 GARealGenome : : UniformCrossover ( mom . getcon ( ) , dad . ←֓
getcon ( ) ,
353 &sis . getcon ( ) , 0) ;
354 }
355 while ( ! sis . check_con ( ) ) ;
356
357 GARealGenome : : UniformCrossover ( mom . getmat ( ) , dad . ←֓
getmat ( ) ,
358 &sis . getmat ( ) , 0) ;
359 GARealGenome : : UniformCrossover ( mom . gettsec ( ) , dad . ←֓
gettsec ( ) ,
360 &sis . gettsec ( ) , 0) ;
361 do {
362 SBXCrossover ( mom . getsec ( ) , dad . getsec ( ) , &sis . ←֓
getsec ( ) , 0 , 1 , 1) ;
363 }
364 while ( ! sis . check_geom ( ) ) ;
365
366 sis . set_uid ( ) ;
367 sis . _evaluated = false ;
368 n = 1 ;
369 }
370 else if ( d ) { // S i duplicamos a l padre
371 GAsOPGenome & bro = ( GAsOPGenome&) ∗ d ;
372 SBXCrossover ( mom . getcons ( ) , dad . getcons ( ) , 0 , &bro . ←֓
getcons ( ) ) ;
373 SBXCrossover ( mom . getnod ( ) , dad . getnod ( ) , 0 , &bro . ←֓
getnod ( ) ) ;
374
375 do { // Operador de reparac i on
376 GARealGenome : : UniformCrossover ( mom . getcon ( ) , dad . ←֓
getcon ( ) , 0 ,
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377 &bro . getcon ( ) ) ;
378 }
379 while ( ! bro . check_con ( ) ) ;
380
381 GARealGenome : : UniformCrossover ( mom . getmat ( ) , dad . ←֓
getmat ( ) , 0 ,
382 &bro . getmat ( ) ) ;
383 GARealGenome : : UniformCrossover ( mom . gettsec ( ) , dad . ←֓
gettsec ( ) , 0 ,
384 &bro . gettsec ( ) ) ;
385 do {
386 SBXCrossover ( mom . getsec ( ) , dad . getsec ( ) , 0 , &bro . ←֓
getsec ( ) , 1 , 1) ;
387 }
388 while ( ! bro . check_geom ( ) ) ;
389
390 bro . set_uid ( ) ;
391 bro . _evaluated = false ;
392 n = 1 ;
393 }
394
395 return n ; // número de i n d i v i d u o s generados
396 }
397




402 int GAsOPGenome : : write ( ostream & os ) const {
403 // Escr ibe en e l stream l a s c a r a c t e r ı́ s t i c a s de l gen
404
405 os << ∗cons << ∗nod << ∗con << ∗mat << ∗tsec << ∗sec ;
406 os << endl ;
407 os << "UID individuo: " << get_uid ( ) ;
408 os << " Fitness: " << score ( ) ;
409 os << " Mass\\Vol: " << get_massvol ( ) ;
410 os << " Grado violacion: " << get_gviol ( ) ;
411 os << endl << endl ;
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412 return os . fail ( ) ? 1 : 0 ; // Devuelve 1 s i se produce un ←֓
f a l l o de e s c r i t u r a
413 }
414
415 int GAsOPGenome : : read ( istream & is ) {
416 // Lectura de l cromosoma desde un stream
417
418 char cfitness [ 1 0 0 ] ;
419 char cmassvol [ 1 0 0 ] ;
420 char cgviol [ 1 0 0 ] ;
421 char trash [ 1 0 0 ] ;
422 is >> ∗cons >> ∗nod >> ∗con >> ∗mat >> ∗tsec >> ∗sec ;
423 // Lectura de l o s cromosomas
424 is >> trash >> trash >> trash >> trash >> cfitness >> ←֓
trash ;
425 is >> cmassvol >> trash >> trash >> cgviol ;
426
427 set_uid ( ) ;
428 score ( atof ( cfitness ) ) ;
429 massvol = atof ( cmassvol ) ;
430 gviol = atof ( cgviol ) ;
431
432 return is . fail ( ) ? 1 : 0 ; // Devuelve 1 s i se produce un ←֓
f a l l o de l e c t u r a
433 }
434
435 void GAsOPGenome : : set_uid ( ) {
436 int i , id , id1 , id2 , id3 , id4 , id5 ;
437 id1 = id2 = id3 = id4 = id5 = 0 ;
438 for ( i = 0 ; i < cons−>length ( ) ; i++) {
439 id1 += cons−>gene ( i ) ;
440 }
441
442 for ( i = 0 ; i < nod−>length ( ) ; i++) {
443 id2 += nod−>gene ( i ) ;
444 }
445
446 for ( i = 0 ; i < con−>length ( ) ; i++) {
447 id = con−>gene ( i ) ;
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448 if ( ! ( i % 2) ) {
449 id3 += 3 ∗ id ;
450 }
451 else
452 id3 += id ;
453 }
454
455 for ( i = 0 ; i < mat−>length ( ) ; i++) {
456 id = mat−>gene ( i ) ;
457 if ( ! ( i % 2) ) {
458 id4 += 2 ∗ id ;
459 }
460 else
461 id4 += id ;
462 }
463
464 for ( i = 0 ; i < sec−>length ( ) ; i++) {
465 id5 += sec−>gene ( i ) ;
466 }
467
468 uid = IntToStr ( id1 ) + "-" + IntToStr ( id2 ) + "-" + ←֓
IntToStr ( id3 ) + "-" ;
469 uid += IntToStr ( id4 ) + "-" + IntToStr ( id5 ) ;
470 }
471
472 bool GAsOPGenome : : loadfile ( const string &nomarch , int numgen )←֓
{
473 // Lectura de i n d i v i d u o s desde un arch ivo externo
474 int ngen = 1 ;
475 ifstream lfile ( nomarch . c_str ( ) ) ;
476 if ( ! lfile ) {
477 cout << "No se puede cargar el archivo." << endl ;
478 pause ( ) ;
479 return false ;
480 }
481 // read ( l f i l e ) ;
482 while ( ! lfile . eof ( ) ) {
483 string cad ;
484 getline ( lfile , cad ) ;
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485 etokens texto ( cad ) ;
486 if ( texto . tipoparam (0 ) == 1) {
487 if ( ngen == numgen ) {
488 getline ( lfile , cad ) ;
489 etokens texto ( cad ) ;
490 score ( StrToF ( texto [ 4 ] ) ) ;
491 StrToF ( texto [ 6 ] ) ;
492 StrToF ( texto [ 8 ] ) ;
493 uid = get_uid ( ) ;








502 bool GAsOPGenome : : check_all ( ) {
503 feasible = check_con ( ) && check_geom ( ) ;
504 return feasible ; // t rue s i e x i s t e conexi ón y l a ←֓
geometr ı́a es c o r r e c t a
505 }
506
507 bool GAsOPGenome : : check_geom ( ) {
508 // Borramos l o s datos almacenados
509 Ktorsion . clear ( ) ;
510 Area . clear ( ) ;
511
512 // Creacion de l a s s e c c i o n e s
513 for ( int i = 0 , index = −1; i < numelementos ; i++, ←֓
index += 10) {
514
515 // De l a primera a l a ú l t ima barra
516 // index es e l número de f i l a de l a matr iz . La ←֓
primera f i l a
517 // es −1 para que e l orden den gen c o i c i d a con e l ←֓
parámetro y f a c i l i t a r depurac i ón
518 if ( con−>gene ( i ) ) { // S i hay elemento
519 float p1 , p2 , p3 , p4 , p5 , p6 , p7 , p8 , p9 ;
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520 switch ( ( int ) tsec−>gene ( i ) ) {
521 case 1 : //
522 return false ;
523 break ;
524 case 2 : // Rectangulo
525 p1 = sec−>gene ( index + 1) ;
526 p2 = sec−>gene ( index + 2) ;
527 if ( ! p1 | | ! p2 )
528 return false ; // S i algún parámetro es ←֓
nulo e l ind iv iduo es i n c o r r e c t o
529 if ( p1 > p2 )
530 r . carga ( p1 , p2 ) ;
531 else
532 r . carga ( p2 , p1 ) ;
533 Ktorsion . push_back ( r . Ktorsion ( ) ) ;
534 Area . push_back ( r . get_area ( ) ) ;
535 break ;
536 case 3 : // Eje macizo
537 eje . carga ( sec−>gene ( index + 1) ) ;
538 Ktorsion . push_back ( eje . Ktorsion ( ) ) ;
539 Area . push_back ( eje . get_area ( ) ) ;
540 break ;
541 case 4 : // Eje hueco
542 p1 = sec−>gene ( index + 1) ;
543 p2 = sec−>gene ( index + 2) ;
544 if ( p1 >= p2 ) {
545 // return f a l s e ; // Desact ivar comentario ←֓
s i no se desea c o r r e c c i o n
546 eje_hueco . carga ( p1 , p2 ) ;
547 // Correcc ion de l o s genes d e f e c t u o s o s
548 sec−>gene ( index + 1 , p2 ) ;
549 sec−>gene ( index + 2 , p1 ) ;
550 }
551 else
552 eje_hueco . carga ( p2 , p1 ) ;
553 Ktorsion . push_back ( eje_hueco . Ktorsion ( ) ) ;
554 Area . push_back ( eje_hueco . get_area ( ) ) ;
555 break ;
556 case 5 : // P e r f i l en U
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Apéndice C. Código fuente de la clase GASOPGenome
557 p1 = sec−>gene ( index + 1) ; // W1
558 p2 = sec−>gene ( index + 5) ; // t1
559 p4 = sec−>gene ( index + 7) ; // t3
560 p5 = sec−>gene ( index + 2) ; // W2
561 p6 = sec−>gene ( index + 6) ; // t2
562 p3 = ( sec−>gene ( index + 3) − p2 − p6 ) / 2 ; //←֓
(W3−t1−t2 ) /2
563 if ( p1 <= p4 | | p5 <= p4 )
564 return false ;
565 if ( p3 <= 0 | | ! p1 | | ! p2 | | ! p4 | | ! p5 | | ! ←֓
p6 )
566 return false ;
567 perfil_u . carga ( p1 , p2 , p3 , p4 , p5 , p6 ) ;
568 Ktorsion . push_back ( perfil_u . Ktorsion ( ) ) ;
569 Area . push_back ( perfil_u . get_area ( ) ) ;
570 break ;
571 case 6 : // P e r f i l en I
572 p1 = sec−>gene ( index + 1) ; // W1
573 p2 = sec−>gene ( index + 5) ; // t1
574 p4 = sec−>gene ( index + 7) ; // t3
575 p5 = sec−>gene ( index + 2) ; // W2
576 p6 = sec−>gene ( index + 6) ; // t2
577 p3 = ( sec−>gene ( index + 3) − p2 − p6 ) / 2 ; //←֓
(W3−t1−t2 ) /2
578 if ( p1 <= p4 | | p5 <= p4 )
579 return false ;
580 if ( p3 <= 0 | | ! p1 | | ! p2 | | ! p4 | | ! p5 | | ! ←֓
p6 )
581 return false ;
582 perfil_i . carga ( p1 , p2 , p3 , p4 , p5 , p6 ) ;
583 Ktorsion . push_back ( perfil_i . Ktorsion ( ) ) ;
584 Area . push_back ( perfil_i . get_area ( ) ) ;
585 break ;
586 case 7 : // P e r f i l Z
587 p1 = sec−>gene ( index + 1) ; // W1
588 p2 = sec−>gene ( index + 5) ; // t1
589 p4 = sec−>gene ( index + 7) ; // t3
590 p5 = sec−>gene ( index + 2) ; // W2
591 p6 = sec−>gene ( index + 6) ; // t2
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592 p3 = ( sec−>gene ( index + 3) − p2 − p6 ) / 2 ;
593 // (W3−t1−t2 ) /2
594 if ( p1 <= p4 | | p5 <= p4 )
595 return false ;
596 if ( p3 <= 0 | | ! p1 | | ! p2 | | ! p4 | | ! p5 | | ! ←֓
p6 )
597 return false ;
598 perfil_z . carga ( p1 , p2 , p3 , p4 , p5 , p6 ) ;
599 Ktorsion . push_back ( perfil_z . Ktorsion ( ) ) ;
600 Area . push_back ( perfil_z . get_area ( ) ) ;
601 break ;
602 case 8 : // P e r f i l L
603 p1 = sec−>gene ( index + 1) ; // W1
604 p2 = sec−>gene ( index + 5) ; // t1
605 p3 = sec−>gene ( index + 2) − p2 ; // W2−t1
606 p4 = sec−>gene ( index + 6) ; // t2
607 if ( p1 <= p4 )
608 return false ;
609 if ( p3 <= 0 | | ! p1 | | ! p2 | | ! p4 )
610 return false ;
611 perfil_l . carga ( p1 , p2 , p3 , p4 ) ;
612 Ktorsion . push_back ( perfil_l . Ktorsion ( ) ) ;
613 Area . push_back ( perfil_l . get_area ( ) ) ;
614 break ;
615 case 9 : // P e r f i l T
616 p1 = sec−>gene ( index + 1) ; // W1
617 p2 = sec−>gene ( index + 5) ; // t1
618 p3 = sec−>gene ( index + 2) − p2 ; // W2 − t1
619 p4 = sec−>gene ( index + 6) ; // t2
620 if ( p1 <= p4 )
621 return false ;
622 if ( p3 <= 0 | | ! p1 | | ! p2 | | ! p4 )
623 return false ;
624 perfil_t . carga ( p1 , p2 , p3 , p4 ) ;
625 Ktorsion . push_back ( perfil_t . Ktorsion ( ) ) ;
626 Area . push_back ( perfil_t . get_area ( ) ) ;
627 break ;
628 case 10 : // P e r f i l omega
629 p1 = sec−>gene ( index + 1) ; // W1
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630 p2 = sec−>gene ( index + 5) ; // t1
631 p4 = sec−>gene ( index + 8) ; // t4
632 p5 = sec−>gene ( index + 3) / 2 ; // W3/2
633 p6 = sec−>gene ( index + 7) ; // t3
634 p3 = ( sec−>gene ( index + 4) − p2 − p6 ) / 2 ;
635 // (W4−t1−t3 ) /2
636 p7 = sec−>gene ( index + 9) ; // t5
637 p8 = sec−>gene ( index + 2) ; // W2
638 p9 = sec−>gene ( index + 6) ; // t2
639 if ( p1 <= p4 | | p8 <= p7 | | 2 ∗ p5 < ( p4 + p7←֓
) )
640 return false ;
641 if ( sec−>gene ( index + 4) <= p9 + p6 )
642 return false ;
643 if ( p3 <= 0 | | ! p1 | | ! p2 | | ! p4 | | ! p5 | | ! ←֓
p6 | | ! p7 | | ! p8 | |
644 ! p9 )
645 return false ;
646 perfil_omega . carga ( p1 , p2 , p3 , p4 , p5 , p6 , p7←֓
, p8 , p9 ) ;
647 Ktorsion . push_back ( perfil_omega . Ktorsion ( ) ) ;
648 Area . push_back ( perfil_omega . get_area ( ) ) ;
649 break ;
650 case 11 : // P e r f i l r e c t a n g u l a r hueco
651 p1 = sec−>gene ( index + 1) ; // W1
652 p2 = sec−>gene ( index + 2) ; // W2
653 p3 = sec−>gene ( index + 5) ; // t1
654 p4 = sec−>gene ( index + 6) ; // t2
655 p5 = sec−>gene ( index + 7) ; // t3
656 p6 = sec−>gene ( index + 8) ; // t4
657 if ( p1 <= ( p3 + p4 ) | | p2 <= ( p5 + p6 ) )
658 return false ;
659 if ( p1 <= 0 | | p2 <= 0 | | p3 <= 0 | | p4 <= 0 ←֓
| | p5 <= 0 | |
660 p6 <= 0)
661 return false ;
662 r_hueco . carga ( p1 , p2 , p3 , p4 , p5 , p6 ) ;
663 Ktorsion . push_back ( r_hueco . Ktorsion ( ) ) ;
664 Area . push_back ( r_hueco . get_area ( ) ) ;
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669 return true ;
670 }
671
672 bool GAsOPGenome : : check_con ( ) { // true : conec t i v idad , f a l s e ←֓
: s i n conec t i v idad
673 bool ∗check_flag = new bool [ numnodos ] ;
674
675 bool checkflag = true ;
676 int index = 0 ; //
677 int noelvector ; // Número de elemento de l vec to r
678 int maxnode = numnodos − nod−>length ( ) / 3 ;
679 // maxnode es e l numero de nodo máximo r e s t r i n g i d o o con ←֓
carga
680
681 // I n i c i a l i z a c i ó n de l vec to r de conec t i v idad
682 for ( int i = 0 ; i < numnodos ; i++)
683 check_flag [ i ] = false ; // Ponemos a cero todos l o s ←֓
e lementos
684
685 for ( int j = 0 ; j < numnodos ; j++) { // Columnas
686 for ( int i = 0 ; i < j ; i++) { // Nos movemos por l a←֓
columna
687 if ( ! check_flag [ i ] ) {
688 if ( con−>gene ( noelvector ) ) {
689 check_flag [ j ] = true ;
690 check_flag [ i ] = true ; // Ex i s t e conexi ón ←֓
ent re i , j
691 }
692 }
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697 for ( int k = j + 1 ; k < numnodos ; k++) { // Nos ←֓
movemos por l a f i l a
698 if ( ! check_flag [ k ] ) {
699 if ( con−>gene ( noelvector ) ) {
700 check_flag [ j ] = true ;
701 check_flag [ k ] = true ; // Ex i s t e conexi ón ←֓







708 // Comprobamos que todos l o s e lementos e s t én conectados ←֓
ent re s ı́
709 for ( int i = 0 ; i < maxnode ; i++)
710 if ( ! check_flag [ i ] ) {
711 checkflag = false ;
712 }
713 delete [ ] check_flag ;
714




719 float GAsOPGenome : : genedistance ( const GAGenome& g1 , const ←֓
GAGenome& g2 ,
720 int ngen ) {
721 const GA1DArrayAlleleGenome<float>&p1 = DYN_CAST
722 ( const GA1DArrayAlleleGenome<float>&, g1 ) ;
723 const GA1DArrayAlleleGenome<float>&p2 = DYN_CAST
724 ( const GA1DArrayAlleleGenome<float>&, g2 ) ;
725
726 // Retorna l a d i s t a n c i a de Hamming normalizada . S i a se ←֓
s i t u a en c , y b en d est án a l a máxima d i s t a n c i a
727 // y su va lo r normalizado s e r á 1 . S i l o s genes s i son ←֓
d i f e r e n t e s tomará e l va l o r de l a d i s t a n c i a de Hamming ,
728 // 0 s i son i g u a l e s y −1 s i e l rango es nulo
729 float distancia ;
356
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730 float a , b , c , d ;
731 a = p1 . gene ( ngen ) ;
732 b = p2 . gene ( ngen ) ;
733 c = p1 . alleleset ( ngen ) . lower ( ) ; // va l o r mı́nimo de l gen
734 d = p1 . alleleset ( ngen ) . upper ( ) ; // va l o r máximo de l gen
735
736 if ( abs ( d − c ) ) { // S i e l rango no es nulo
737 distancia = abs ( a − b ) / abs ( d − c ) ;
738 }
739 else // s i e l rango es nulo
740 distancia = −1; // Anotamos un rango nulo
741 return distancia ; // Restamos e l número de rangos nulos ←֓
para no d e s v i r t u a r l a medida
742 }
743
744 void GAsOPGenome : : write_conection_array ( ostream & os ) const {
745
746 os << "Vector de conectividad" << endl ;
747 getcon ( ) . write ( os ) ;
748 os << endl << endl ;
749
750 os << "Matriz de conectividad posterior" << endl ;
751 int ncols = numnodos − 1 ;
752 int numcon , lastnode = 0 ;
753 os << " " ;
754 for ( int i = 0 ; i < numnodos ; i++) {
755 os << i + 1 ;
756 }
757 os << endl ;
758
759 for ( int i = 0 , k = 1 ; i < ncols ; i++, k++) {
760 numcon = 0 ;
761 os << k << string ( k + 1 , ' ' ) ;
762 for ( int j = 0 ; j < ncols − i ; j++) {
763 if ( getcon ( ) . gene ( lastnode ) ) {
764 numcon++;
765 } ;
766 os << getcon ( ) . gene ( lastnode++);
767 }
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768 os << " " << numcon << endl ;
769 }
770 os << numnodos << endl << endl ;
771
772 os << "Matriz de conectividad anterior (traspuesta)" << ←֓
endl ;
773 ncols = numnodos − 1 ;
774 os << " " ;
775 for ( int i = 0 ; i < numnodos ; i++) {
776 os << i + 1 ;
777 }
778 os << endl ;
779 os << "1 " << endl ;
780 for ( int i = 1 , k = 2 ; i < numnodos ; i++, k++) {
781 os << k << " " ;
782 lastnode = i − 1 ;
783 numcon = 0 ;
784 for ( int j = 0 ; j < i ; j++) {
785
786 if ( getcon ( ) . gene ( lastnode ) ) {
787 numcon++;
788 } ;
789 os << getcon ( ) . gene ( lastnode ) ;
790 lastnode += ncols − j − 1 ;
791 }
792 os << string ( numnodos − k + 3 , ' ' ) << numcon << endl←֓
;
793 }
794 os << endl << endl ;
795
796 os << "Matriz de conectividad completa" << endl ;
797 bool ∗check_flag = new bool [ numnodos ] ;
798
799 // I n i c i a l i z a c i ó n de l vec to r de conec t i v idad
800 for ( int i = 0 ; i < numnodos ; i++)
801 check_flag [ i ] = false ; // Ponemos a cero todos l o s ←֓
e lementos
802 for ( int j = 0 ; j < numnodos ; j++) { // Columnas
803 lastnode = j − 1 ;
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804 for ( int i = 0 ; i < j ; i++) { // Nos movemos por l a ←֓
columna
805 os << getcon ( ) . gene ( lastnode ) ;
806 lastnode += numnodos − i − 2 ; // Sa l to sobre ←֓
columna
807 }
808 os << " " ;
809 lastnode++;
810 for ( int k = j + 1 ; k < numnodos ; k++) { // Nos ←֓
movemos por l a f i l a
811 os << getcon ( ) . gene ( lastnode ) ;
812 lastnode++;
813 }




818 bool GAsOPGenome : : check_genome ( ostream & os ) const {
819 int i , k ;
820 os << "Cromosoma de nodos fijos y semifijos" << endl ;
821 os << ∗cons << endl ;
822 os << "Cromosoma de nodos libres" << endl ;
823 os << ∗nod << endl ;
824 os << "Cromosoma de conectividad" << endl ;
825 os << ∗con << endl ;
826 os << "Cromosoma de materiales" << endl ;
827 os << ∗mat << endl ;
828 os << "Cromosoma de tipos de sección" << endl ;
829 os << ∗tsec << endl ;
830 os << "Cromosoma de secciones" << endl ;
831 for ( i = 0 , k = 9 ; i < sec−>length ( ) ; i++) {
832 os << sec−>gene ( i ) << " " ;
833 if ( i == k ) {
834 k += 10 ;
835 os << endl ;
836 }
837 }
838 os << endl ;
839 os << "UID individuo: " << get_uid ( ) ;
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Apéndice C. Código fuente de la clase GASOPGenome
840 os << " Fitness: " << score ( ) ;
841 os << " Mass\\Vol: " << get_massvol ( ) ;
842 os << " Grado violacion: " << get_gviol ( ) ;
843 os << endl << endl ;
844 return os . fail ( ) ? 1 : 0 ; // Devuelve 1 s i se produce un ←֓
f a l l o de e s c r i t u r a
845 }
846
847 bool GAsOPGenome : : write_tension ( ostream & os ) const {
848
849 vector<float > : : iterator itr ;
850 int i = 1 ;
851 vector<float> & tempTension = const_cast<vector<float> ←֓
&>(Tension ) ;
852
853 os << "Tensión en las barras:" << endl ;
854 for ( itr = tempTension . begin ( ) ; itr != tempTension . end ( ) ; ←֓
itr++) {
855 os << "Tension en la barra " << i++ << ": " << ∗itr ←֓
<< " MPa." << endl ;
856 }
857 os << endl ;




862 bool GAsOPGenome : : write_Ktorsion ( ostream & os ) const {
863
864 vector<float > : : iterator itr ;
865 int i = 1 ;
866 vector<float> & tempK = const_cast<vector<float> &>(←֓
Ktorsion ) ;
867
868 os << "Constantes de torsión de las barras:" << endl ;
869 for ( itr = tempK . begin ( ) ; itr != tempK . end ( ) ; itr++) {
870 os << "Constante de torsión de la barra " << i++ << "←֓
: " << ∗itr << endl ;
871 }
872 os << endl ;
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873 return os . fail ( ) ? 1 : 0 ;
874 } ;
361
