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Abstract 
For general nonlinear control systems we present a novel approach to 
adaptive control, which employs a certainty equivalence (indirect) control 
law and an identifier with event-triggered updates of the plant parameter 
estimates, where the triggers are based on the size of the plant’s state and 
the updates are conducted using a non-recursive least-squares estimation 
over certain finite time intervals, with updates employing delayed 
measurements of the state. With a suitable non-restrictive parameter-
observability assumption, our adaptive controller guarantees global 
stability, regulation of the plant state, and our identifier achieves 
parameter convergence, in finite time, even in the absence of persistent 
excitation, for all initial conditions other than those where the initial plant 
state is zero. The robustness of our event-triggered adaptive control 
scheme to vanishing and non-vanishing disturbances is verified in 
simulations with the assistance of a dead zone-like modification of the 
update law. The major distinctions of our approach from supervisory 
adaptive schemes is that our approach is indirect and our triggering is 
related to the control objective (the regulation error). The major distinction 
from the classical indirect Lyapunov adaptive schemes based on tuning 
related to the regulation error is that our approach does not involve a 
complex redesign of the controller to compensate for the detrimental 
effects of rapid tuning on the transients by incorporating the update law 
into the control law. Instead, our approach allows for the first time to use a 
simple certainty equivalence adaptive controller for general nonlinear 
systems. All proofs are given in a companion paper.  
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1. Introduction 
 
New Design Approach. Classical tuning-based adaptive control went through several spurts of 
methodological advances from the late 1950s onward, remaining focused on linear systems until 
about 1990 [10,41,45,20], and culminating in the designs for nonlinear systems in the mid-1990s 
[27]. Refinements and extensions of classes of systems have followed but paradigm-changing 
methodological advances—namely, fundamentally new approaches to adaptive control—have been 
nearly non-existent in the last two decades. 
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      With this paper we introduce a design approach that is new at a methodological level. In the 
previous Lyapunov-based and modular (estimation-based) approaches to adaptive control, either the 
certainty equivalence approach is abandoned by designing complex and interdependent controllers 
and parameter estimators [27,28,30] or the disturbing effect of parameter estimation is counteracted 
by slowing down the estimation [10,41,45,20] or through controller strengthening [27,29,31]. In our 
new design paradigm we employ unconventional regulation-triggered identifiers that allow us to 
use simple certainty equivalence controllers without imposing growth conditions on nonlinearities 
and without normalizing/slowing adaptation. Crucial to our design are three ideas: (2.1) employing 
piecewise-constant parameter estimates in the controller between the event-based triggers for the 
identifier, which eliminates the worry about the disturbing effect of rapidly changing estimates 
between the estimate switches, (2.2) employing finite-time (dead-beat) parameter identifiers, which 
eliminate the problems caused by long-lasting large parameter estimation errors, and (3.1) using 
regulation error to trigger the parameter estimate switches, rather than estimation error-based 
triggers, which makes the parameter updating rate as rapid as necessary to prevent instability 
regardless of the growth rates of the plant’s nonlinearities.   
      A fourth feature of our approach, which is not essential but is valuable, is that our finite-time 
identifier design is based on a least-squares (LS) approach, enabling a balanced convergence rate 
across the entries of the parameter estimation vector, which is the principal advantage of LS over all 
other estimator approaches. In other approaches (gradient, Lyapunov, etc) it is impossible to 
guarantee a priori a balanced convergence because the excitation levels for individual columns of 
the regressor matrix are not known a priori.  
 
Existing Adaptive Control Approaches. To understand the merits (or shortfalls) of any adaptive 
control design claimed to be methodologically novel, it is crucial to understand the categorizations 
of adaptive control approaches. Classical and comprehensive references such as [43,28,20] are 
helpful for this purpose.  
     First, adaptive controllers can be categorized into indirect (updating plant parameters) and direct 
(updating controller parameters). The indirect approaches have the advantages of not requiring 
overparameterization, being more readily applicable to nonlinear systems, and yielding estimates of 
physical parameters, whereas the direct approaches avoid the on-line solution of “design equations” 
(such as Bezout, Riccati, etc.).  
     Second, adaptive controllers are categorized into certainty equivalence (CE) controllers, namely 
those designed for the “known parameter’’ situation, and those that are not of the CE type.  
     Third, non-CE adaptive controllers generally come in two classes. One class explicitly 
incorporates the functional form of the parameter update law, in order to compensate the rapidly 
time varying character of the parameter estimates (such adaptive controllers are usually designed 
using complete Lyapunov functions and are referred to as “Lyapunov-based” [27,30]). The other 
class allows off-the-shelf gradient and LS parameter estimators and does not incorporate the update 
law into the control law but, in order to compensate for the disturbing effects of the parameter 
estimation error and its rate of variation, which affects the validity of the control law, employs 
strengthening of the control law against such disturbances in some form of nonlinear damping (such 
adaptive controllers are referred to as “modular” [29,31] because the controller and the parameter 
estimator are designed and analyzed separately, or “estimation-based” [43] because the estimator is 
not based on the regulation or stabilization objective but merely on the control-unrelated objective 
of estimating the parameters).  
    All the above approaches to adaptive control are developed for general parabolic Partial 
Differential Equations in one spatial dimension in the book [46], following the systematization laid 
out in Chapter 7 of that book.  
 
Event-Triggered Control.  In our approach we employ event-triggered identifiers. Event-triggered 
control has attracted considerable attention within the control systems community. Indeed, event-
triggered control has provided solutions for difficult control problems that involve sampling, 
quantized measurements, output-feedback control, distributed networked control and decentralized 
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control; see [3,5,6,8,9,11,13,14,15,32,33,34,48,49,51,52,53,56]. In all the cases, the system under 
event-triggered control becomes a hybrid dynamical system.  
 
Supervisory Approach to Adaptive Control.  Event-triggered forms of adaptive control have existed 
for over two decades now. There exist direct adaptive control schemes in the literature with 
guaranteed convergence properties for the closed-loop system. Direct adaptive control approaches 
for linear systems have been proposed in [35,36,37,38]: the proposed schemes either employ event-
triggering or sampled-data techniques. Direct adaptive control design methodologies with logic-
based switching for linear and nonlinear control systems have been developed in 
[16,17,18,19,39,40] (see also the references therein): the proposed supervisory adaptive control 
schemes employ multi-model based estimators of the performance of the “current” controller in 
conjunction with hierarchical hysteresis switching logic (which is the event-triggered element in the 
design). This approach is akin to estimation error-triggered controller scheduling (in a direct 
adaptive setting), as opposed to our regulation-triggered identification (in an indirect setting). We 
estimate the plant’s unknown parameters with a dead-beat, least-squares identifier with delays, 
which allows us to derive (constructively) appropriate KL estimates and employ a simple, single CE 
control law. Moreover, we are able to guarantee convergence of the parameters estimates in a pre-
specified time horizon. The advantage of logic-based switching [16,17,18,19] is that it can also deal 
with systems with disturbances while the results of the present paper are for undisturbed systems.  
    The robustness of our event-triggered adaptive control approach with respect to vanishing and 
non-vanishing perturbation is tested by means of a simulation study (see Section 7) and its 
performance is compared with the achieved performance of conventional adaptive controllers 
(designed by means of methodologies provided in [20,28]). The results show that the robustness 
properties of our regulation-triggered adaptive controller are comparable to the robustness 
properties of the closed-loop system with the nominal controller and known parameter values.  
 
Least-Squares Identifiers in Adaptive Control.  Least-squares (LS) identification is attractive 
because of the ability of the Riccati equation to adjust the adaptation gain in real time to the actual 
signal content of the regressor matrix so that all the channels of the parameter estimation vector 
evolve at comparable speed, rather than at vastly different time scale (with the slowest one being 
dominant). Recent advances and applications in LS-based adaptive control are [4,26,42,54,55]. 
However, in most LS adaptive control methods the parameter convergence is not guaranteed 
without persistency of excitation (PE), which is seldom verifiable a priori. A different LS estimator, 
which uses a hybrid dead-beat observer with delays was proposed in [21,23]. The estimator in [21] 
does not require PE but only the weaker assumption of strong observability and was shown to be 
robust with respect to measurement noise.  
 
Our Approach and Contribution of the Paper.  Our adaptive control approach uses the idea of 
estimating the unknown parameters by means of a dead-beat identifier in conjunction with a 
certainty equivalence controller. As a result, the closed-loop convergence properties ultimately 
become (after finite time) those of the nominal (known-parameter) controller. To this end, we use 
the hybrid dead-beat observer proposed in [21] (but slightly modified). The rate of adaptation is 
determined by a scheme triggered by the regulation error: when things “do not go well” (with the 
plant’s state), the adaptation is accelerated. It is in this manner that the finite escape phenomenon is 
avoided. Furthermore, all excitation assumptions used in adaptive control literature are replaced by 
an appropriate observability assumption (see Assumption (H3) below). Our parameter-observability 
assumption can be verified a priori (see Section 5 as well as the companion paper [24]).  
    Dead-beat identifiers were first proposed in [1,2,12]. They require a PE assumption and are not of 
an LS type. The identifiers in in [1,2,12] could conceivably used with our regulation-triggered 
approach and CE control, but we do not prove such a result here.  
 
Organization of the Paper.  Section 2 is devoted to the formulation of the problem and the 
presentation of the assumptions under which the adaptive regulator is constructed. Section 3 
provides the detailed description of the event-triggered identifier and the adaptive controller. The 
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main results of the present work are given in Section 4 (Theorem 4.1, Theorem 4.2 and Theorem 
4.3 and Corollary 4.4). Section 5 provides a simple nonlinear example that illustrates the design of 
the adaptive controller as well as the verification of all assumptions. Section 6 contains a numerical 
robustness study of the proposed approach. The adaptive scheme is compared with conventional 
adaptive controllers and its robustness with respect to vanishing and non-vanishing perturbations is 
studied. Finally, the concluding remarks are provided in Section 7. 
     All proofs of the main results are given in a companion paper [24]. The companion paper 
provides also a convenient algorithmic way of checking the parameter-observability assumption 
(H3) for a certain class of nonlinear control systems. 
 
Notation.  
  For a vector nx   we denote by x  its usual Euclidean norm, by x   its transpose. For a real 
matrix mnA  , nmA   denotes its transpose and  1,;sup:  xxAxA n  is its induced 
norm. For a square matrix nnA  , )det(A  denotes its determinant. 
    denotes the set of non-negative real numbers. Z  denotes the set of non-negative integers.  
  We say that a function 
nV :  is positive definite if 0)( xV  for all 0x  and 0)0( V . We 
say that a continuous function 
nV :  is radially unbounded if the following property holds: 
“for every 0M  the set })(:{ MxVx n   is compact”.  
  By K  we denote the class of strictly increasing continuous functions  :a  with 0)0( a .  
By K  we denote the class of strictly increasing continuous functions  :a  with 0)0( a  
and 

)(lim sa
s
.  By KL  we denote the set of all continuous functions   :),( ts  
with the properties: (i) for each 0t  the mapping ),( t  is of class K ; (ii) for each 0s , the 
mapping ),( s  is non-increasing with 0),(lim 

ts
t
 . 
All stability notions used in this paper are the standard stability notions for time-invariant systems 
(see [25]).  
 
 
2. Problem Formulation 
 
Consider the system  
lmn ux
uxguxfx




,,
),(),(
                                                          (2.1) 
where nmnf : ,  lnmng :  are smooth mappings with 0)0,0( f , 0)0,0( g  and 
l  is a vector of constant but unknown parameters.  
    We suppose that there exist a smooth mapping  mnlk :  with 0)0,( k  for all l , two 
families of continuous, positive definite and radially unbounded functions 
nQV :,   
parameterized by l  with the mappings )(),( xQxnl   , )(),( xVx
nl
   being 
continuous and such that the following assumptions hold. 
 
(H1) For each l , n0  is Globally Asymptotically Stable (GAS) for the closed-loop system  
 )),(,()),(,( xkxgxkxfx                                                         (2.2) 
Moreover, for every l , nx 0  the solution 
ntx )(  of (2.2) with initial condition 0)0( xx   
satisfies the inequality  0))(( xQtxV    for all 0t .  
 
(H2) For every non-empty, compact set l , the following property holds: “for every 0M  
there exists 0R  such that the implication RxMxV   ,)(  holds”.  
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    Assumption (H1) is a standard stabilizability assumption (necessary for all possible adaptive 
control design methodologies). For nonlinear systems, the design of a globally stabilizing state 
feedback law ),( xku   is usually performed with the use of a Control Lyapunov Function (CLF, 
see [7,22,28,47] and references therein). In such cases, the CLF itself can be selected to be equal to 
both positive definite and radially unbounded functions 
nQV :,  . In general, the Lyapunov 
function for system (2.2) (guaranteed to exist) can be selected to be equal to both positive definite 
and radially unbounded functions 
nQV :,  . However, crude estimates may also be used for 
the selection of the functions 
nQV :,  . For example, if for every 
l  n0  is Globally 
Exponentially Stable for (2.2), then there exists a family of constants 0,  M  parameterized by 
l , such that for every l , nx 0  the solution of the closed-loop system (2.2) with initial 
conditions 0)0( xx   satisfies the estimate   0exp)( xtMtx     for all 0t . In such cases, we may 
select xxV )(  and xMxQ  )( , or 
2
)( xxV   and 
22)( xMxQ   . Assumption (H2) is a technical 
assumption, which requires a “uniform” coercivity property for V  on compact sets of 
l .       
     In order to be able to estimate the vector of constant but unknown parameters l , we need an 
additional technical assumption.  
 
(H3) There exists a positive integer N  such that the following implication holds:  
 
“If there exist times N  ...0 10 , vectors 
l
Ndd ,...,, 0  with 0id  for Ni ,...,0  and a 
right differentiable mapping    nNNnN CCx  };,...,{\],0[];,0[ 010    satisfying 
 )))(,(),(()))(,(),(()( txdktxgtxdktxftx ii   for ),[ 1 iit  , 1,...,0  Ni ,  0)))(,(),(( 1  ij dtxdktxg   for 
all ],[ 1 jjt  , 1,...,0  Ni , ij ,...,0 , then 0)( tx  for all ],0[ Nt  .”  
 
    Assumption (H3) is an observability assumption for the closed-loop system (2.1) with ),ˆ( xku  , 
which guarantees that the only solution for which the vector of constant but unknown parameters 
l  cannot be estimated is the zero solution. Assumption (H3) replaces the well-known 
“persistency of excitation” condition that is used in many cases for the design of adaptive control 
schemes. One of the advantages of assumption (H3) is that it can be verified a priori without 
additional assumptions: this feature is illustrated in the examples that follow.  
 
 
 
3. Event-Triggered Identifier for a Certainty-Equivalence Adaptive Controller  
 
In this section we gradually introduce the adaptive control law. The reader interested in a quick 
access to the adaptive controller may immediately refer to (3.1), (3.2), (3.4), (3.5), (3.10), (3.15) and 
then resume reading the rest of this section for explanations. 
    The control action in the interval between two consecutive events is governed by the nominal 
feedback ),( xku   with the unknown l  replaced by its estimate ˆ  at the beginning of the 
interval. Moreover, the estimate ˆ  of the unknown l  is kept constant between two consecutive 
events. In other words, we have 
 




Zitt
Zittxktu
iii
iii
,),[,)(ˆ)(ˆ
,),[,)(),(ˆ)(
1
1


                                            (3.1) 
where   00 ii  is the sequence of times of the events that satisfies 
 
0
,,min
0
1

 

 ZirT iii                                                   (3.2) 
where 0T  is a positive constant (one of the tunable parameters of the proposed scheme) and 
iir   is a time instant determined by the event trigger.  
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     Let 
na :  be a continuous, positive definite function (again, one of the tunable parameters 
of the proposed scheme). The event trigger sets iir   to be the smallest value of time it   for 
which  
))(())(())((
)(ˆ)(ˆ ii
xaxQtxV
ii


                                                (3.3) 
where )(tx  denotes the solution of (2.1) with  )(),(ˆ)( txktu i . For the case that a time it   
satisfying (3.3) does not exist, we set ir . For the case 0)( ix   (and thus 0))(( ixa  ) we set 
Tri : .  
     Formally, the event trigger is described by the equations: 
 
 ))(())(())((:inf:
)(ˆ)(ˆ iiii
xaxQtxVtr
ii


 , for 0)( ix                   (3.4) 
 
Tri : , for 0)( ix                                                             (3.5) 
 
The description of the event-triggered adaptive control scheme is completed by the parameter 
update law, which will be activated at the times of the events.  
     In order to estimate the unknown vector l , we notice that (by virtue of (2.1)) for every 
0, t  the following equation holds: 










 
tt
dssusxgdssusxfxtx ))(),(())(),(()()(                                      (3.6)  
    Let NN 
~
 be an (arbitrary; the last of the tunable parameters of the proposed scheme) positive 
integer that satisfies NN 
~
, where 0N  is the positive integer involved in Assumption (H3). 
Define for every Zi  the function 
l
ih :  by the formula 
 





1
1
1
1
2
),(),(:)(
i
i
i
i
dtdtqtphi




                                                 (3.7) 
where  

t
dssusxfxtxtp

 ))(),(()()(:),(                                            (3.8) 

t
dssusxgtq

 ))(),((:),(                                                      (3.9) 
 TNij ijji
~
,},...,0{:min: 11    .                                       (3.10) 
    It follows from (3.6) and (3.7) that for every Zi  the function )(ih  has a global minimum at 
   with 0)( ih . Consequently, we get from Fermat’s theorem that the following equation 
holds: 
 ),(),( 1111   iiii GZ                                                 (3.11) 
where  
 
 












1
1
1
1
1
1
1
1
),(),(),(
),(),(),(
11
11
i
i
i
i
i
i
i
i
dtdtptqZ
dtdtqtqG
ii
ii










                                      (3.12) 
It should be noticed that the matrix lliiG

 ),( 11   is symmetric and positive semi-definite. 
Consequently, if lliiG

 ),( 11   is invertible (i.e.,   0),(det 11  iiG  ) then 
ll
iiG

 ),( 11   is 
positive definite with   0),(det 11  iiG   and 
  ),(),( 11
1
11 

 iiii ZG                                                (3.13) 
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Estimate (3.13) is nothing else but the least squares estimate of the unknown vector l  on the 
interval ],[ 11  ii   (and is a modification of the dead-beat observer proposed in [21]). In the general 
case, the following quadratic optimization problem with linear equality constraints 






   ),(),(,:)(
ˆmin 1111
2
iiii
l
i GZ                                  (3.14) 
has a unique solution (which may or may not be equal to   depending on whether 
  0),(det 11  iiG   or   0),(det 11  iiG  ).  
     We can therefore define the following parameter update law: 






   ),(),(,:)(
ˆminarg)(ˆ 1111
2
1 iiii
l
ii GZ                          (3.15) 
    Equation (3.15) implies that )(ˆ 1i  is the projection of )(
ˆ
i  on the hyperplane in the parameter 
space ( l ) defined by the linear equality constraints  ),(),( 1111   iiii GZ . It should be 
emphasized that )(ˆ 1i  as given in (3.15) may or may not be dependent on )(
ˆ
i  (depending on the 
rank of the matrix lliiG

 ),( 11  ). Moreover, it should also be noticed that the operator involved 
in (3.15) is not a continuous operator. However, in practice an accurate continuous approximation 
of the parameter update law (3.15) may be used (for example, by using an appropriate Tikhonov 
regularization procedure as the replacement of the linear equality constraints  ),(),( 1111   iiii GZ  
by   ),(),( 1111   iiii GIZ , where 
llI   denotes the unit matrix and 0  is a small constant; 
see [50]).     
 
Remark 3.1: It is important to notice that the parameter update law given by (3.15) can be 
implemented by a set of additional ODEs. Indeed, an implementation of the parameter update law 
(3.15) is given by the following )1)(2( lln   ODEs 
ll
ln
l
ln
n
n
RBBR
QBQ
zxB
BuxgB
wzxw
zuxfz









,
,
,)(
,),(
,
,),(







                                                    (3.16)  
with initial conditions 0)0()0(  wz , 0)0()0( QB , 0)0(  , 0)0( R . The parameter update law 
(3.15) is given by (3.15), where  
      
      )()()()()()(:),(
)()()()()()(:),(
1111111111
1111111111








iiiiiiiiii
iiiiiiiiii
QQQQRRG
wwQQZ


 
However, it should be emphasized that in many cases, the structure of the control system (2.1) 
allows a large reduction of the number of ODEs that are needed for the implementation of the 
parameter update law given by (3.15).  
 
Remark 3.2: A simpler least-squares identifier than (3.15) can be obtained by using the function 



 
1
1
2
11 ),(),(:)(
~
i
i
dttqtph iii


 . In this way, by repeating the same arguments, we end up with the 
following parameter update law: 






   ),(
~
),(
~
,:)(ˆminarg)(ˆ 1111
2
1 iiii
l
ii GZ                             (3.17) 
where  
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









1
1
1
1
),(),(),(
~
),(),(),(
~
1111
1111
i
i
i
i
dttptqZ
dttqtqG
iiii
iiii






 
This is exactly the parameter update law that would be derived by using the dead-beat estimator in 
[21] without modification. The parameter update law (3.17) is simpler than the update (3.15), since 
it involves simple integrals instead of double integrals. It can be used without any problem and 
gives the same results that are presented in the following section. However, there is a big difference 
between (3.17) and (3.15): (3.17) gives much more weight to the measurement )( 1ix   compared to 
the weight given to measurements in other times, while (3.15) gives equal weight to all 
measurements. It is therefore expected that (3.17) will work better than (3.15) only in cases where 
the measurements at the times of the events are to be trusted more than measurements in times 
between events. In all other cases, where the measurements can be trusted “equally”, (3.15) is 
expected to be more robust than (3.17) with respect to random measurement noise. 
 
 
4. Statements of Stability Results   
 
    We consider the plant (2.1) with the controller (3.1), (3.2), (3.4), (3.5) and the parameter 
estimator (3.15), (3.10). The first main result guarantees global regulation of x  to zero and a dead-
beat estimation of the unknown vector l  for all non-zero initial conditions.  
 
Theorem 4.1: Consider the control system (2.1) under assumptions (H1), (H2), (H3). Let 0T  be a 
positive constant and let 
na :  be a continuous, positive definite function.  Finally, let NN 
~
 
be a positive integer that satisfies NN 
~
, where 0N  is the positive integer involved in Assumption 
(H3). Then there exists a family of KL  mappings KL

 ˆ,
~  parameterized by l , lˆ  such 
that for every l , nx 0 , 
l0ˆ  the solution of the hybrid closed-loop system (2.1) with (3.1), 
(3.2), (3.4), (3.5), (3.10), (3.15) and initial conditions 0)0( xx  , 0
ˆ)0(ˆ    is unique, is defined for all 
0t  and satisfies  txtx ,~)( 0ˆ, 0  for all 0t . Moreover, if 00 x  then  )(
ˆ t  for all NTt  .  
 
    The second main result guarantees local exponential regulation of x  to zero under the assumption 
that the nominal feedback law ),( xku   achieves local exponential stabilization. 
 
Theorem 4.2: Consider the control system (2.1) under assumptions (H1), (H2), (H3). Moreover, 
suppose that for each l , there exist constants 0,,   RM  such that for every 
nx 0  with 
Rx 0  the solution of (2.2) with initial condition 0)0( xx   satisfies the estimate 
  0exp)( xtMtx     for all 0t ; i.e., 
n0  is Locally Exponentially Stable (LES) for the 
closed-loop system (2.2). Furthermore, suppose that for every nonempty, compact set l  there 
exist constants 0R , 012  KK  such that 
2
2
2
1 )()( xKxQxVxK   , 
for all  ,nx  with Rx                                                 (4.1) 
Let 0T  be a positive constant and let 
na :  be a continuous, positive definite function that 
satisfies    xxxxax n ,0,:)(sup 2  for certain 0 .  Finally, let NN ~  be a positive 
integer that satisfies NN 
~
, where 0N  is the positive integer involved in Assumption (H3). Then 
there exists a family of constants 0
~
,
~
ˆ,ˆ,


RM  parameterized by ll )ˆ,(  , such that for every 
l , nx 0 , 
l0ˆ  with 
0
ˆ,0
~

Rx   the solution of the hybrid closed-loop system (2.1) with 
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(3.1), (3.2), (3.4), (3.5), (3.10), (3.15) and initial conditions 0)0( xx  , 0
ˆ)0(ˆ    satisfies the estimate 
  0ˆ, exp
~
)(
0
xtMtx     for all 0t . 
 
     It should be noticed that Theorem 4.2 guarantees that the local exponential stability estimate 
  0ˆ, exp
~
)(
0
xtMtx    holds when 0ˆ,0
~

Rx   and for arbitrary initial condition l0ˆ . In other 
words, the adjective “local” refers only to x  and not to ˆ . Moreover, the reader should notice that 
the event-triggered adaptive scheme (3.1), (3.2), (3.4), (3.5), (3.10), (3.15) guarantees convergence 
with the same convergence rate   as the nominal feedback controller with known parameter 
values. Finally, it should be emphasized that in addition to the exponential stability estimate 
  0ˆ, exp
~
)(
0
xtMtx   , Theorem 4.2 guarantees all the conclusions of Theorem 4.1 (because all 
assumptions of Theorem 4.1 are fulfilled).  
   The following result guarantees global exponential regulation of x  to zero under the assumption 
that the nominal feedback law ),( xku   achieves global exponential stabilization. 
 
Theorem 4.3: Consider system (2.1) under assumptions (H1), (H2), (H3). Moreover, suppose that 
for each l , n0  is Globally Exponentially Stable (GES) for the closed-loop system (2.2) and 
that for every nonempty, compact set l  there exist constants 012  KK  such that 
2
2
2
1 )()( xKxQxVxK   , 
for all  ,nx                                                            (4.2) 
Let 0T  be a positive constant and let 
na :  be a continuous, positive definite function that 
satisfies    0,:)(sup 2 xxxax n .  Finally, let NN ~  be a positive integer that satisfies 
NN 
~
, where 0N  is the positive integer involved in Assumption (H3). Then there exists a family 
of constants 0
~
ˆ,


M  parameterized by l , lˆ , such that for every l , nx 0 , 
l0ˆ  
the solution of the hybrid closed-loop system (2.1) with (3.1), (3.2), (3.4), (3.5), (3.10), (3.15) and 
initial conditions 0)0( xx  , 0
ˆ)0(ˆ    satisfies the estimate   0ˆ, exp
~
)(
0
xtMtx     for all 0t . 
 
    Finally, the following corollary deals with the case of Linear Time-Invariant (LTI) systems with 
unknown parameters. 
 
Corollary 4.4: Consider the system 
 
l
l
mn
ll
ux
BuxCCAx


),...,(,,
...
1
11


                                              (4.3)  
where nnlCCA
,....,, 1 , 
mnB   are constant matrices. Suppose that there exists a family of 
constants 0  parameterized by 
l  and a continuous mapping ),1[)(   Ml  such 
that    )()exp(...exp 11   MtBKCCAt ll   for all 0t . Moreover, suppose that for every 
l
l  ),...,( 1  , 
lˆ , ll  ),...,( 1   with  
ˆ  and 0 , the pair of matrices 
 llll CCBKCCA    ...,... 11ˆ11  is an observable pair of matrices. Let 0, Ta  be constants 
and let 1
~
N  be a positive integer. Let lnnL :  be the linear operator defined by 
ln
ll exCexCxL
 )...( 11  for 
nx   with le  )0,...,0,1(1 ,…, 
l
le  )1,0,...,0( . Then there 
exists a family of constants 0
~
ˆ,


M  parameterized by l , lˆ , such that for every l , 
nx 0 , 
l0ˆ  the solution of the hybrid closed-loop system (4.3) with (3.2), (3.5), (3.10),  




Zitt
ZittxKtu
iii
ii
i
,),[,)(ˆ)(ˆ
,),[,)()(
1
1)(ˆ



                                        (4.4) 
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




  ))(ˆ()()(:inf: 2 iiii Maxtxtr  , for 0)( ix  ,                        (4.5) 






   ),(),(,:)(
ˆminarg)(ˆ 1111
2
1 iiii
l
ii Qq ,                        (4.6) 
where 
   
    
 



















dtdztzLztzLQ
dtdytyztzLq
BwAzxy
wuw
zxz
m
n
))()(())()((),(
)()())()((),(
,
,


                            (4.7) 
and initial conditions 0)0( xx  , 0
ˆ)0(ˆ   , 0)0( z , 0)0( w  satisfies the estimate 
  0ˆ, exp
~
)(
0
xtMtx     for all 0t . Moreover, if 00 x  then  )(
ˆ t  for all Tt  . 
 
 
5. Example: Illustration of the Assumptions and Design   
 
    As remarked above, assumptions (H1), (H2), (H3) can be checked a priori without knowledge of 
the solutions of system (2.1). This feature is illustrated by the following example, which deals with 
a system not of the form (2.3).  
       Consider the following nonlinear, planar system 
2
21
2
21
2
2
2
12111
),(,,),( 




uxxx
ux
xxxx


                                     (5.1) 
System (5.1) is a system of the form (2.1) with  







u
x
uxf
2
),( , 









00
),(
2
11 xxuxg , for all  2),( ux .                      (5.2) 
    Using backstepping we are in a position to design a stabilizing feedback for system (3.3).  More 
specifically, the smooth feedback law: 
  
 2121112
2
121121211 21:),(
xxxx
xxxxxxk




, 
for all 22),( x                                                         (5.3) 
guarantees that the derivative of the CLF 
 2212111221
2
1
2
1
:)( xxxxxxV   , for all 
22),( x                        (5.4) 
along the solutions of the closed-loop system (5.1) with ),( xku   satisfies 
  )(2)( 2212111221 xVxxxxxxV    , for all 22),( x                    (5.5) 
Therefore, Assumption (H1) holds with  VQ  . 
    In order to show the validity of Assumption (H2), we consider an arbitrary non-empty, compact 
set 2 . Let 0  be sufficiently large so that the implication    holds. Let 0M  be 
given and suppose that   ,)( MxV . Definition (5.4) implies that Mxxxx 2
2
121112   , 
Mx 21  . Using the triangle inequality 
2
12111
2
1211122 xxxxxxxx    and the fact that 
  , we obtain by repeated use of the triangle inequality: 
MMx  22)2(2   
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Consequently, we get MMRxxx  22)3(21   and therefore Assumption (H2) holds. 
     Next we show that Assumption (H3) holds with 2N . Let times 2100   , vectors 
2
210 ,,, ddd  with 0id  for 2,1,0i  and a right differentiable mapping 
   2121220 };{\),0(];,0[   CCx   satisfying  
 )))(,(),(()))(,(),(()( 00 txdktxgtxdktxftx  , for ),[ 10 t ,                             (5.6) 
 
 )))(,(),(()))(,(),(()( 11 txdktxgtxdktxftx  , for ),[ 21 t ,                             (5.7) 
 
0)))(,(),(( 10  dtxdktxg  , for all ],0[ 1t ,                                        (5.8) 
 
0)))(,(),(( 20  dtxdktxg  , for all ],0[ 1t ,                                         (5.9) 
 
0)))(,(),(( 21  dtxdktxg  , for all ],[ 21 t ,                                       (5.10) 
 
be given. Equalities (5.2), (5.8), (5.9), (5.10) imply that 
 
0)()( 212,111,1  txdtxd , for all ],0[ 1t                                             (5.11) 
 
0)()( 212,211,2  txdtxd , for all ],0[ 2t                                            (5.12) 
 
where 0),( 2,11,11  ddd , 0),( 2,21,22  ddd . Equalities (5.11), (5.12) imply the existence of a 
constant c  with 022,21,2
2
2,11,1  cdcdcdcd  such that ctx )(1  for all ],0[ 2t . Consequently, 
we must have 0)(1 tx  for all ],0[ 2t , which implies that 
2
212 )( cctx    for all ],0[ 2t . 
Therefore, we must have 0)(2 tx  for all ],0[ 2t , which, combined with (5.3), (5.7) and the facts 
ctx )(1 , 
2
212 )( cctx   , 0
2
2,11,1  cdcd , implies that 0c . It follows that 0)( tx  for all 
],0[ 2t . 
      It should be also remarked that for each 2 , 20   is LES for the closed-loop system (5.1) 
with ),( xku  . Furthermore, for every nonempty, compact set 2  there exist constants 0R , 
012  KK  such that (4.1) holds. Indeed, let an arbitrary non-empty, compact set 
2  be given. 
Let 0  be sufficiently large so that the implication    holds. Using the inequalities 
222212 22)()1()1( bababa    (that hold for all ba,  and 0 ) and definition (5.4) we 
get for all 22),( x : 
    2121212122221212121 1
2
1
)()1(
2
1
1)1(1
2
1
xxxxxVxxx   
  
Let 0R  be given. The above inequalities with 
2)1(2
1
1
R


 in conjunction with the 
implication   , imply that for all 2),( x  with Rx  , it holds that 
2
1
22
2
2
22
2
1 )1(
2
1
)(
2)1(4
1
4
1
xRxxVx
R
x 







 

  
Using the above inequality and the fact that  VQ  , we conclude that (4.1) holds with 
2)1(4
1
21 

R
K

 and 2/1)1( 22  RK  .  
    It follows that all assumptions of Theorem 4.1 and Theorem 4.2 hold. Therefore, for every 0T , 
for every continuous, positive definite function 
na :  and for every 2
~
N  there exists a family 
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of KL  mappings KL

 ˆ,
~  parameterized by 2 , 2ˆ   such that for every 2 , 20 x , 
2
0
ˆ   the solution of the hybrid closed-loop system (5.1) with (3.1), (3.2), (3.4), (3.5), 






 23122211
2
1 ,:)(
ˆminarg)(ˆ  CCBCCAii                                (5.13) 
with 
      
    
























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 TNij ijji
~
,},...,0{:min: 11     
initial conditions 0)0( xx  , 0
ˆ)0(ˆ    is unique, is defined for all 0t  and satisfies  txtx ,~)( 0ˆ, 0  
for all 0t . Moreover, if 00 x  then  )(
ˆ t  for all Tt 2 . Finally, if there exists 0  with 
   xxxax ,0:)(sup 2 , then there exists a family of constants 0~,,~ ˆ,ˆ,   RM  parameterized 
by 2 , 2ˆ  , such that for every 2 , 20 x , 
2
0
ˆ   with 
0
ˆ,0
~

Rx   the solution of the 
hybrid closed-loop system (5.1) with (3.1), (3.2), (3.4), (3.5), (5.13) and initial conditions 0)0( xx  , 
0
ˆ)0(ˆ    satisfies the estimate   0ˆ, exp
~
)(
0
xtMtx     for all 0t .    
 
 
6. Robustness Tests   
 
Consider the system 
2
21
2
21
2
22
2
111
),(,,),(
)(



vvvuxxx
ux
vxxvx

 
                                          (6.1) 
where 2x  is the state,   is an unknown constant parameter, u  is the control input and 
2
21 ),(  vvv  is an unknown, time-varying disturbance. Our goal is to test the robustness 
properties of the closed-loop system (6.1) with respect to the disturbances 221 ),(  vvv  when the 
proposed event-triggered adaptive control scheme is used. The performance of the event-triggered 
adaptive control scheme is compared with conventional adaptive schemes and the nominal feedback 
law with known parameter  .  
    Using backstepping we are in a position to design a stabilizing feedback for system (6.1).  More 
specifically, the smooth feedback law: 
  
     




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1
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112
2
2
1
2
111
13211
2
1
321:),(
xxxxxxx
xxxxxxk

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                                     (6.2) 
guarantees: 
i) Global Asymptotic Stability and Local Exponential Stability for the disturbance-free closed-
loop system (6.1) with ),( xku  , 
ii) Robust Global Asymptotic Stability w.r.t. 1v  for the closed-loop system (6.1) with ),( xku   
and 02 v , provided that cv 1 , where 0c  is a sufficiently small constant, 
iii) Input-to-State Stability w.r.t. 2v  for the closed-loop system (6.1) with ),( xku  . 
More specifically, the above properties are proved by using the Lyapunov function 
 221311221
2
1
2
1
:)( xxxxxxV                                                    (6.3) 
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which satisfies the inequality 22
2
1
2
1
4
2
)()( vv
v
xVxV 

 
  for all 2x , 2v , along the solutions 
of the closed-loop system (6.1) with ),( xku  .  
 
 
Fig. 1: The closed-loop system (6.1) with ),( xku  , 021  AA . 
 
 
 
Fig. 2: The closed-loop system (6.1) with (6.4), 021  AA . 
 
 
 
Fig. 3: The estimation error  )(ˆ t  for the closed-loop system (6.1) with (6.4), 021  AA . 
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    Next, we design an adaptive control law for the disturbance-free system (6.1). We are using the 
extended matching approach (see pages 124-127 of the book [28]), the Lyapunov function given by 
(6.3) and the nominal feedback law given by (6.2). In this way, we get the dynamic regulator: 
 
   
   211213112141
2
11
2
1
3
1121
2
1
3ˆ21ˆ),ˆ(
3ˆ21ˆ
ˆ
xxxxxxxxxku
xxxxxxxx
dt
d





 
                                   (6.4) 
where 0  is a constant.  
 
    Finally, we design an event-triggered adaptive control scheme for the disturbance-free system 
(6.1) based on the Lyapunov function given by (6.3) and the nominal feedback law given by (6.2). 
Indeed, following the same procedure as the one followed in the example of Section 5, we are in a 
position to show that Assumptions (H1), (H2), (H3) hold with  VQ   and 1N . Furthermore, for 
every nonempty, compact set   there exist constants 0R , 012  KK  such that (4.1) holds. It 
follows that all assumptions of Theorem 4.1 and Theorem 4.2 hold. 
 
 
 
Fig. 4: The closed-loop system (6.1) with (6.5), (6.6), (6.12), (6.13), 021  AA . 
 
 
Fig. 5: The estimation error  )(ˆ t  for the initial transient period of the closed-loop system (6.1) 
with (6.5), (6.6), (6.12), (6.13), 021  AA . 
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    The event-triggered adaptive control scheme for 20/)(
2
xxa   and certain 1
~
N , 0T  is given by 
 



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Zitt
Zittxktu
iii
iii
,),[,)(ˆ)(ˆ
,),[,)(),(ˆ)(
1
1


                                             (6.5) 
where ),( xk   is given by (6.2), the time sequence is given by 
 
0
,,min
0
1

 

 ZirT iii                                                          (6.6) 
and the event trigger is given by: 






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2
)(ˆ)(ˆ
)(
20
1
))(())((:inf: iiii xxVtxVtr
ii


, for 0)( ix                               (6.7) 
 
Tri : , for 0)( ix                                                                  (6.8) 
  
where ),( xV   is given by (6.3). The parameter update law for Zi  is given by: 
)(ˆ)(ˆ 1 ii   , if 0),( 11   ii                                                     (6.9) 
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 ,  TNij ijji
~
,},...,0{:min: 11                  (6.11) 
 
 
 
Fig. 6: The initial transient period of the closed-loop system (6.1) with (6.5), (6.6), (6.12), (6.13), 
021  AA . 
 
Theorem 4.1 and Theorem 4.2 guarantee that:  
 there exists a family of KL  mappings KL

 ˆ,
~  parameterized by  , ˆ  such that for 
every  , 20 x , 0ˆ  the solution of the hybrid closed-loop system (6.1) with 0v , (6.5), 
(6.6), (6.7), (6.8), (6.9), (6.11) and initial conditions 0)0( xx  , 0
ˆ)0(ˆ    is unique, is defined for all 
0t  and satisfies  txtx ,~)( 0ˆ, 0  for all 0t , 
 if 00 x  then  )(
ˆ t  for all Tt  .  
 there exists a family of constants 0
~
,,
~
ˆ,ˆ,


 RM  parameterized by  , ˆ , such that 
for every  , 20 x , 0ˆ  with 
0
ˆ,0
~

Rx   the solution of the hybrid closed-loop system (6.1) 
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with 0v , (6.5), (6.6), (6.7), (6.8), (6.9), (6.11) and initial conditions 0)0( xx  , 0
ˆ)0(ˆ    satisfies the 
estimate   0ˆ, exp
~
)(
0
xtMtx     for all 0t . 
 
 
Fig. 7: The closed-loop system (6.1) with ),( xku  , 21 A , 02 A . 
 
 
Fig. 8: The closed-loop system (6.1) with (6.4), 21 A , 02 A . 
 
 
 
Fig. 9: The estimation error  )(ˆ t  for the closed-loop system (6.1) with (6.4), 21 A , 02 A . 
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In order to be able to implement numerically the event trigger and the parameter update law, we 
introduce a small constant 0  and we modify the event trigger and parameter update law (for the 
initial period TNt
~
  and thus 01 i ; see (6.11)) as follows: 
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with initial conditions 0)0()0()0(  iz  ( 7,...,1i ). Notice that the differential equations in (6.13) 
are nothing else but an implementation of the double integrals in (6.10).  
 
 
Fig. 10: The closed-loop system (6.1) with (6.5), (6.6), (6.12), (6.13), 21 A , 02 A . 
 
 
Fig. 11: The estimation error  )(ˆ t  for the closed-loop system (6.1) with (6.5), (6.6), (6.12), 
(6.13), 21 A , 02 A . 
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    In the following robustness tests we have used 1 , 7
~
N , 610 , 5 , 3T , 4)0(ˆ  , 
1)0()0( 21  xx  and  
)2sin()( 11 tAtv  , )2sin()( 22 tAtv  .                                               (6.14) 
 
   First, we consider the disturbance-free case 021  AA . Figure 1 shows the evolution of the state 
variables for the closed-loop system (6.1) with the nominal feedback law ),( xku   and known 
parameter  . On the other hand, Figure 4 shows the evolution of the state variables for the 
closed-loop system (6.1) with (6.5), (6.6), (6.12), (6.13). The graphs look almost identical. 
However, they are not identical. In order to see the difference of the responses of the two closed-
loop systems we have to check what happens in the initial transient period ]1.0,0[t  for the closed-
loop system (6.1) with (6.5), (6.6), (6.12), (6.13): this is shown in Figure 5 and Figure 6. The event 
trigger is activated at a time close to 0.02 and the parameter   is estimated exactly. Later than 
this time, the closed-loop system follows the trajectories of the nominal closed-loop system (6.1) 
with ),( xku   and known parameter  . That explains the similarity of Figure 1 and Figure 4.  
Figure 4 and Figure 5 should also be compared with Figure 2 and Figure 3, where the response of 
the closed-loop system (6.1) with the adaptive controller (6.4) is shown. It is clear that the 
estimation of the parameter   is much slower.  
 
 
Fig. 12: The initial transient period of the closed-loop system (6.1) with (6.5), (6.6), (6.12), (6.13), 
21 A , 02 A . 
 
 
Fig. 13: The estimation error  )(ˆ t  for the initial transient period of the closed-loop system (6.1) 
with (6.5), (6.6), (6.12), (6.13), 21 A , 02 A . 
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     Next, we consider the case of vanishing perturbation 21 A , 02 A . Figure 7 shows the 
evolution of the state variables for the closed-loop system (6.1) with the nominal feedback law 
),( xku   and known parameter  . On the other hand, Figure 10 shows the evolution of the 
state variables for the closed-loop system (6.1) with (6.5), (6.6), (6.12), (6.13). Again, the graphs 
look almost identical but they are not. In order to see the difference of the responses of the two 
closed-loop systems we have again to check what happens in the initial transient period ]1.0,0[t  for 
the closed-loop system (6.1) with (6.5), (6.6), (6.12), (6.13): this is shown in Figure 12 and Figure 
13. The event trigger is activated at a time close to 0.02 and the parameter   is estimated almost 
exactly (due to the small effect of the disturbance in this interval). Later than this time and up to 
time 3t , the closed-loop system follows the trajectories of the nominal closed-loop system (6.1) 
with ),( xku   and known parameter  . That explains the similarity of Figure 7 and Figure 10. 
At a time close to 3t  the event trigger is activated again: see Figure 11. This time the effect of the 
disturbance is not negligible and leads to an non-negligible estimation error. However, the state has 
reached a neighborhood around the origin and the effect of the estimation error to the closed-loop 
system is small. Figure 10 and Figure 11 should also be compared with Figure 8 and Figure 9, 
where the response of the closed-loop system (6.1) with the adaptive controller (6.4) is shown. It is 
clear that in this case the adaptive controller (6.4) gives a larger overshoot and a larger estimation 
error of the parameter. 
 
 
Fig. 14: The closed-loop system (6.1) with ),( xku  , 22 A , 01 A . 
 
    Finally, we consider the more demanding case of combined vanishing and non-vanishing 
perturbation 22 A , 01 A . Figure 14 shows the evolution of the state variables for the closed-loop 
system (6.1) with the nominal feedback law ),( xku   and known parameter  . On the other 
hand, Figure 17 shows the evolution of the state variables for the closed-loop system (6.1) with 
(6.5), (6.6), (6.12), (6.13). Again, the graphs look almost identical but they are not. In order to see 
the difference of the responses of the two closed-loop systems we have again to check what happens 
in the initial transient period ]1.0,0[t  for the closed-loop system (6.1) with (6.5), (6.6), (6.12), 
(6.13): this is shown in Figure 19 and Figure 20. The event trigger is activated at a time close to 
0.02 and the parameter is estimated almost exactly (due to the small effect of the disturbances in 
this interval). Later than this time, the closed-loop system follows the trajectories of the nominal 
closed-loop system (6.1) with ),( xku   and known parameter  . That explains the similarity of 
Figure 14 and Figure 17. The event trigger is activated 35 times in the interval ]20,0[ : see Figure 18. 
However, the effect of the disturbances is cancelled, leading to eventually negligible estimation 
errors. Figure 17 and Figure 18 should also be compared with Figure 15 and Figure 16, where the 
response of the closed-loop system (6.1) with the adaptive controller (6.4) is shown. It is clear that 
the adaptive controller (6.4) gives a larger overshoot and eventually leads the system to a limit cycle 
with a larger oscillation magnitude than the event-triggered adaptive controller (6.5), (6.6), (6.12), 
 20 
(6.13). Moreover, the adaptive controller (6.4) leads to a larger estimation error of the parameter 
than the event-triggered adaptive controller (6.5), (6.6), (6.12), (6.13). 
 
 
Fig. 15: The closed-loop system (6.1) with (6.4), 22 A , 01 A . 
 
 
Fig. 16: The estimation error  )(ˆ t  for the closed-loop system (6.1) with (6.4), 22 A , 01 A . 
 
 
Fig. 17: The closed-loop system (6.1) with (6.5), (6.6), (6.12), (6.13), 22 A , 01 A . 
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Fig. 18: The estimation error  )(ˆ t  for the closed-loop system (6.1) with (6.5), (6.6), (6.12), 
(6.13), 22 A , 01 A . 
 
 
Fig. 19: The initial transient period of the closed-loop system (6.1) 
with (6.5), (6.6), (6.12), (6.13), 22 A , 01 A . 
 
 
Fig. 20: The estimation error  )(ˆ t  for the initial transient period of the closed-loop system (6.1) 
with (6.5), (6.6), (6.12), (6.13), 22 A , 01 A . 
 
    The conclusions of this simulation study are: 
 The proposed event-triggered adaptive controller gives responses which follow closely the 
trajectories of the closed-loop system with the nominal controller and known parameter values. The 
responses are better than the corresponding responses of conventional adaptive schemes. The 
 22 
robustness properties of the event-triggered adaptive controller are comparable to the robustness 
properties of the closed-loop system with the nominal controller and known parameter values. 
 The proposed event-triggered adaptive controller gives an almost exact estimation of the 
parameters even in cases where serious perturbations are active. Moreover, in all cases the 
estimation of the parameters is performed much faster and much more accurately than in 
conventional adaptive schemes.  
 
 
7. Concluding Remarks  
 
Our certainty equivalence (indirect) adaptive design with finite-time LS-based regulation-triggered 
identification is distinct from both the existing tuning-based approaches (Lyapunov-based and 
modular) and from the supervisory (direct, non-tuning-based) approaches. The major distinctions 
from the latter are in our indirect approach and the triggering that is based on the control objective 
(the regulation error). The major distinction from the former is that, for the first time, a regulation 
error-based parameter tuning is performed outside of a Lyapunov-based context and, more 
specifically, without requiring a complex redesign of the controller in a non-modular manner where 
the controller incorporates the update law and compensates for the detrimental effects of rapid 
tuning on the transients. This is the first use of a simple CE adaptive controller for general nonlinear 
systems, without restrictions on the growth of nonlinearities in the system’s model.  
     Our dead-beat regulation-triggered LS-based identifier achieves parameter convergence, in finite 
time, for all initial conditions other than those where the initial plant state is zero, even without PE, 
and the adaptive controller guarantees global regulation of the plant state. This is likely the first 
such result in adaptive control literature.  
     The companion paper [24] provides the proofs of all results as well as a convenient algorithmic 
way of checking the parameter-observability assumption (H3) for a certain class of nonlinear 
control systems. 
     In future work we will address robustness beyond the intuitive dead zone-like modification in 
(6.12) and the simulation study for vanishing and non-vanishing perturbations in Section 7. 
Moreover, we will extend the approach to the case of output feedback controllers and we will study 
adaptive observers. 
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