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Abstract 
 
 
Dissipative Materials Enabled Subwavelength Nanophotonics 
by 
 
Yang Deng 
Doctor of Philosophy in Engineering – Materials Science and Engineering 
University of California, Berkeley 
Professor Jie Yao, Chair 
Properly structuring materials at subwavelength scale allows for strong light-matter 
interaction, thereby enhancing near-field effects and engineering far-field scattering 
through intermodal interference. A majority of such effects are associated with 
plasmonics where electromagnetic waves created in the vicinity of metallic 
nanostructures is able to give rise to a variety of novel phenomena and fascinating 
applications. In the recent years, dielectric nanoparticles with high refractive index 
based on optically induced electric and magnetic Mie resonances attract a plethora of 
attention. In this rapidly developing field, dissipative loss in optical materials is 
considered one of the major challenges. Here, in this dissertation, we show that, 
counter-intuitively, it contributes positively to sub-wavelength scale light enhancement 
and confinement, and also improves scattering efficiency in the far field.  
In the first part of this dissertation, near field enhancement in dissipative dielectric 
antennas is demonstrated to be orders of magnitude higher than their lossless dielectric 
counterparts, which is particularly favorable in deep UV applications where metals are 
plasmonically inactive and transparent dielectrics always have low index. The loss 
facilitated field enhancement is the result of large material permittivity contrast and 
electric field discontinuity. These dissipative dielectric nanostructures can be easily 
achieved with a great variety of dielectrics at their Lorentz oscillation frequencies, thus 
having the potential to build a completely new material platform boosting light-matter 
interaction over broader frequency ranges, with advantages such as bio-compatibility, 
CMOS compatibility and harsh environment endurance.   
Additionally, manipulation of ultra-violet light through metasurface in the far field 
utilizing the silicon loss is then presented. We experimentally demonstrate Si 
metasurfaces working effectively over a broad band down to 290nm, with efficiencies 
comparable to plasmonic metasurface performance in the infrared regime. And for the 
first time, we show photolithography enabled by metasurface-generated ultraviolet 
 2 
holograms. We attribute such performance enhancement to the large scattering cross-
sections of Si antennas in the ultraviolet range, which is adequately modeled via a 
circuit model. Our new platform will deepen our understanding of the role of material 
dissipation and introduce even more material options to broadband metaphotonic 
applications, including those in integrated photonics and holographic lithography 
technologies. 
Dynamically tunable far field with subwavlength nanostructures is always desired for 
practical applications. In the last section of this dissertation, we introduce a lithography 
free and field-programmable photonic metacanvas. Previous attempts of realizing such 
idea used micro-mechanical metamaterials or amorphous-crystalline phase transition 
materials, which are limited in terms of the functionalities, efficiency, cost, and high 
working temperature (> 600oC). It is much desired to reconfigure photonic devices in a 
fast, large-scale, cost-effective, reliable, and free-style way at or near room 
temperature. Here, we present a completely rewritable meta-canvas on which arbitrary 
photonic devices can be rapidly written, erased and rewritten. The writing is with a 
low-power (1 mW) continuous laser and the entire process stays below ~ 90oC. Using 
these devices we demonstrate dynamical manipulation of optical waves for light 
propagation, reconstruction and polarization. Such meta-canvas supports physical 
(re)compilation of photonic operators akin to that of FPGA, opening up possibilities 
where a single photonic element can be field-programmed to deliver complex, system-
level functionalities. 
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Chapter 1 
 
Introduction 
 
1.1 Subwavelength confinement and localization  
In nineteenth century, British physicist Lord Rayleigh investigated the predominantly 
elastic scattering of light by subwavelength particles to explain why the sky is blue. 
Since then, the nanoparticle-induced scattering has been of importance for optical 
scientists. Later, German physicist Gustav Mie explained a dependence of colors of 
gold colloids upon their size distribution, hence opening up the possibility of utilizing 
resonant nano-scatterers to control an optical response. 
 
Figure 1. 1 Diagram of categories of subwavelength field localization mechanisms for both metals and dielectrics [1]. 
Recent decades have witnessed a rapid progress in nanophotonics, especially the study 
of plasmonic nanoparticles, such as gold (Au), or silver (Ag), in which the 
electromagnetic surface waves couple to collective plasmons [2]. Proper design of the 
nanostructures allows resonant optical modes, enabling manipulation of the light 
effectively at the nanoscale. This notion opens up a broad range of new opportunities in 
sciences and technologies, including optical data storage [3], bio sensing [4], 
lithography [5], imaging [6], etc.  
The physical origins of light enhancement at nanoscale can be categorized into non-
resonant and resonant phenomena, as shown in Figure 1.1 [1]. The mechanism of non-
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resonant light confinement originates from the field discontinuity or local capacitance 
effect at the interface of two media, such as metal-dielectric and dielectric-dielectric 
interfaces (shown in Figure 1.2) [7-12]. When a light impinges onto or reflected from a 
metal-dielectric interface, the accumulated charge near the sharp edges of the metal 
creates surface currents, which is the so-called edge effect [13]. If two subwavelength 
metallic sharp pieces point to each other, forming a metallic slit (a nano-gap), the 
oscillation of the incident electric field near the slit induces the co-directional surface 
current density at a specific time (Figure 1.2(b)) [8, 13]. Thereby, the charges 
accumulated at opposite edges of the slit have opposite signs, generating electric 
dipoles to enhance the electric field in the nano-gap.  
 
Figure 1. 2 Light localization and confinement in metallic, dielectric and hybrid nanostructures. (a) The near field 
distribution of electric field around a metallic nanoparticle [7]. (b) A gold bowtie structure with resonant electric 
field distribution [8]. (c) Electric maximum peak field distribution of FP resonance in a gold nanostructure [9]. The 
size and the direction of the arrows indicate the strength and direction of the electric field respectively. (d) Cross-
section profile of the electric field in a dielectric waveguide [10]. (e) Magnetic and electric enhancement in the 
nanogap between two silicon nano-cylinders [11]. p and m denote electric and magnetic dipole moments, 
respectively . Arrows indicate polarization direction for electric (E) and magnetic (H) fields. Color varies from 
minimal (blue) to maximal (red) values. (f) Simulated electric mode profile for the fundamental mode (TM111) in a 
hybrid structure (gold-semiconductor nanopatch). The surface color at the cross-section represents the electrical 
energy density [12]. Arrows indicate the direction of the electric (red) and magnetic (black) field.  
When the geometrical size is properly designed and is close to the wavelength of the 
incident light, the phase of the incident field is not spatially uniform anymore, leading 
to the retardation effect [14]. In this retardation effect regime, the mechanism based on 
resonance can be further utilized to enhance the field confinement. The resonances 
mentioned here can be classified into two types: in-plane resonance (Figure 1.2(b)) and 
the vertical resonance (Figure 1.2(c)). The in-plane or out-of-plane resonances are 
dependent upon the size and permittivity in the corresponding plane or direction of the 
metallic particle and the ambient medium [9]. In another word, the in-plane resonance 
involves the perimeter of the metallic particle while the out-of-plane is pertinent to its 
thickness.  
Take an example of a single metallic nanosphere, shown in Figure 1.2(a). When the 
perimeter of the nanosphere approaches the wavelength in vacuum, the phase of the 
excited surface currents along the nanosphere is no longer in phase and instead the 
retarded phase distribution exists, leading to a certain type of resonance condition, such 
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as dipoles, quadrupole and other high-order modes [7]. Other more complicated designs 
involves different resonances were discussed and reported systematically [7, 15]. The 
out-of-plane resonance is associated with Fabry-Pérot (FP) cavity resonance of the 
metal particle [9]. The FP resonance is hampered as well when the thickness is large 
enough to exceed the propagation loss. Therefore a thin metal sheet with optimal design 
is required to readily observe the FP resonance [1]. 
 
In addition to noble metals, in the past decades, dielectrics, especially the ones with 
high refractive index, has also been widely known to be able to manipulate light to be 
below the free-space diffraction limit [11, 16]. These high-index dielectrics combined 
with properly designed nanostructures offer negligible optical losses, have the similar 
mechanisms as metals: non-resonant and resonant behaviors. However the detailed 
physics behind is different because of the lack of free electrons in dielectrics. Figure 
1.2(d) shows a slot waveguide made of dielectrics, in which the light is confined inside 
the middle layer with low index dielectric material [10]. When the two waveguides 
with high index are placed closed enough such that the gap size is less than the decay 
length of the evanescent field outside waveguide, the field in the gap will be enhanced 
due to the discontinuity of electric field polarized perpendicular to the interface. In this 
nanostructure, no resonance is required to confine the electromagnetic field and the 
confined field in the nanogap can propagate along the slot waveguide.  
 
Introduction of resonances in dielectric nanoantennas brings up their extreme ability to 
concentrate electromagnetic field in the nanoscale as well. These resonances can be 
analyzed well with Mie scattering theory [17], which works for both metal and 
dielectrics but they there are some differences in terms of physics behind due to their 
opposite sign of dielectric permittivity, which is negative for metals and positive for 
dielectrics. For a metallic nanoparticle with a fixed size parameter, surface plasmon 
resonances of an electric type (such as dipole, quadruple, etc) are produced while there 
is almost negligible magnetic response because of very little evanescent field inside the 
metallic particle (the magnetic response can actually be generated in metallic structures 
but some specific designs are required, such as split-ring resonators [18]). For dielectric 
nanoparticle, both electric and magnetic resonances with the similar strength can be 
observed, as shown in Figure 1.2(e) [11]. Thanks to the negligible material loss, the 
field can be confined inside the dielectric particle and thereby such enhanced field 
combined with phase retardation effect enables the resonant magnetic dipole when 
incident light couples with the circular displacement currents of the electric field.  
1.2 Optical Metasurfaces 
Near field engineering with nanoparticles also affects the scattering property of light in 
the far field. Advanced control of light propagation in the far field is crucial for 
numerous modern technologies, such as high-capacity communications [19], optical 
sensing [20], and high-resolution imaging applications [21]. However, conventional 
optical elements are bulky and do not meet the fast-growing requirements of integration 
in compact systems [22]. Optical metasurfaces consisting of nano-scatterers 
aforementioned are able to modify the light properties while maintaining substantial 
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miniaturization of photonic devices [23, 24]. They are composed of an artificial 
nanostructured planar interface that has subwavelength thickness and that controls light 
properties by spatially arranged meta-atoms (or so-called optical antennas). Those 
meta-atoms (plasmonic or dielectric scatterers), interact with the incident EM fields 
resonantly or non-resonantly, resulting in engineering different characteristics of the 
scattered light from the incidence such as its amplitude, wavefront, polarization, or 
spectrum [25-30].  
The first optical metasurface was demonstrated utilizing V-shape antennas in the Mid-
infrared (Mid-IR) (show in Figure 1.3(a)) and then confirmed in near-infrared (near-IR) 
spectral regimes respectively [31, 32]. There are two plasmonic eigenmodes existing in 
such optically anisotropic antennas. With properly designed geometry and orientation 
of the antennas, the phase of y-axis polarized light in the scattered field has an 
incremental change of π/4 between two neighboring V-shape antennas when incidence 
is x-axis polarized [31]. The thickness of the antenna is only around one tenth of the 
wavelength in vacuum but the spatially varying phase profile allows for anomalous 
refraction, orbital angular momentum generation, etc [25-30].  
 
Figure 1. 3 Metallic (a-c) and dielectric (d-f) metasurfaces. (a) Plasmonic V-shape antenna enabled metasuface to 
bend beam in the mid-IR regime [31]. (b) Reflective metasurfaces for hologram generation in the near-IR and visible 
range [33]. (c) Schematic of an optically thin, isotropic Huygens’ metasurface that efficiently refracts a normally 
incident beam at telecommunication wavelengths [34]. (d) A spatially varying waveplate with the ability to convert 
horizontally and vertically polarized input light to radially and azimuthally polarized output light in the 
telecommunications band [35]. (e) SEM image of the fabricated dielectric metasurface axicon consisting of silicon 
(Si) nanobeams at near-IR wavelengths [36]. (f) Schematic configuration of a dielectric metalens at visible 
wavelengths. Inset: SEM picture of the dielectric metalens [37]. 
The mechanism based on V-shape antenna has to involve two antenna resonances to 
introduce the phase or amplitude tunability. A completely different approach to bring 
out phase jump is to utilize so-called Pancharatnam-Berry phase (geometric phase) [38, 
39]. An example is shown in Figure 1.3 (b) [33]. The subwavelength scaterers (nanorod) 
with same geometric size but spatially varying orientation angle allow for different 
phase delay. With a transparent spacer layer and reflective mirror underneath, the 
efficiency for hologram demonstration in reflection was reported up to 80% in the near-
IR region (shown in Figure 1.3(b)) [33]. The metasurfaces based on geometrical phase 
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is associated with polarization change as well. In another word, it works for circularly 
polarized incident light and manipulate the circularly polarized transmission with the 
opposite handness. The mathematical derivation based on Jones matrix makes it easy to 
reveal the relation between polarization and phase delay. More details will be discussed 
in Chapter 5. The recent investigation on geometric phase has been following the early 
works by Hasman and co-workers [40, 41].  
 
To improve the efficiency of the metasurface in transmission, one has to completely 
eliminate reflection and avoid any absorption inside the material. The impedance match 
by controlling the surface electric and magnetic polarizabilities is able to minimize the 
reflected power and boost the efficiency. This type of metasurface is called Huygens’ 
metasurface [42-48]. This concept was first demonstrated in microwave regime [48], 
and then one example in the optical range is shown in Figure 1.3(c) [34] . Engineering 
the effective surface impedance of the metasurface via changing the filling ratios, high 
transmission efficiency can be achieved [34]. Additionally, subwavelength size 
particles supporting Fano resonance (interference of a broad electrical dipole and high-
order modes) is able to induce asymmetry in the light scattering and thereby enhancing 
the forward scattering efficiency [49].  
 
Due to high losses of metals at visible frequencies and their incompatibility with 
complementary metal oxide semiconductor (CMOS) fabrication processes, dielectric 
metasurfaces stands out in terms of efficiency due to their capability of engineering 
resonant electric and magnetic optical response combined with negligible losses. The 
initial idea of utilizing dielectric structures to engineer the far field distribution was 
studied two decades ago based on blazed gratings [41, 50]. Some other similar ideas 
based on nano-posts have been reported recently as well to achieve the 2π phase delay 
[35, 42, 47, 51]. A complete control of phase and polarization in the near-IR range was 
demonstrated by using amorphous silicon (Si), as shown in Figure 1.3(d) [35]. This 
approach is not directly based on the resonances of single element and requires 
relatively tall nanoparticles (close to vacuum wavelength) to achieve multiple 
resonances such that 2π phase delay is achievable while maintaining high transmission 
for all of the post sizes. The geometric phase approach aforementioned for plasmonic 
metasurfaces works for dielectric ones as well.  A recent work based on geometric 
phase principle demonstrated flat Si lenses and axicons at near-IR wavelength range 
(shown in Figure 1.3(e)) [36] . This approach was further extended to highly efficient 
operation at visible frequency regime by employing transparent titanium dioxide (TiO2) 
nanofin structures [37]. To achieve high efficiency, high aspect ratio (reaching 10:1) is 
required even if the high index material, Si or TiO2, is used. Meanwhile the highest 
efficiencies to date for operation in the transmission mode have been reported, are in 
the range of 80 to 90%. Low index material, silicon nitride (Si3N4) was also 
demonstrated to have the same efficiency but the height of nanopillar needs to be scaled 
up proportionally to compensate the index decrease [52]. This is also so called 
“waveguide mode” or Fabry-Pérot mode.  
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1.3 Motivation 
 
In the photonic systems for subwavelength light confinement and enhancement and 
optical metasurfaces, noble metals (Au, Ag, etc.) based on plasmonic effect was used 
first from the Terahertz to near-IR. However, because of intrinsic Ohmic losses of 
metals at visible wavelengths and their incompatibility with complementary metal 
oxide semiconductor (CMOS) fabrication processes, only very few plasmonics 
applications have been realized in practice [11]. Aluminum (Al) has a potentially better 
response at shorter wavelengths, but it suffers from oxidation induced performance 
degradation and fabrication challenges when scaled down [53, 54]. Although there are 
new materials with improved plasmonic properties being proposed [55], they have 
limited efficiencies in the ultraviolet (UV) regions, where a variety of ubiquitous 
applications are of interest (e. g. high-resolution photolithography, imaging and 
chemical/biological sensing applications) [56]. In all of these materials, dissipative 
material loss, represented by the imaginary part of permittivity (εi), exists ubiquitously 
and has been widely believed to be detrimental for many applications. Research efforts 
so far have been focused on minimizing the material loss [57]. For example, lossless 
dielectric structures have also been utilized to compress light into subwavelength 
structures aforementioned [10, 16]. However, they are unable to show comparable light 
enhancement capabilities as plasmonic structures [10, 16]. 
 
Regarding the metasurface applications, dielectric materials, including Si, titanium 
dioxide (TiO2), Gallium Nitride (GaN) and silicon nitride (Si3N4), recently have been 
employed to manipulate light efficiently based on Mie resonances or so-called 
waveguide modes at near-IR and visible frequencies [35-37, 51, 52]. Nevertheless, the 
reported thicknesses of dielectric metasurfaces were close to or even larger than their 
operation wavelengths, leading to high aspect ratios of 10 ~ 15 [35-37, 51, 52]. 
Moreover, most UV transparent dielectrics have low refractive indices (e.g., MgF2, 
CaF2, and SiO2), posing more severe challenges to the metasurface design and 
fabrication for the UV range. In addition, very low index contrast compared to the 
substrates also compromises the performance.   
 
In this dissertation, we show that, counter-intuitively, large material permittivity in 
dielectric nanophotonic structures may contribute to both near-field enhancement and 
far field manipulation effectively. The small light enhancement factor in existing 
dielectric systems can be greatly improved with the introduction of large material 
permittivity, represented by the imaginary part of the permittivity. Furthermore, in the 
metasurface system, the scattering capability can be augmented as well because of the 
larger permittivity.  
1.4 Thesis plan and overview 
The main goal of this dissertation is to demonstrate the potential of large permittivity of 
materials in the realization of efficient meta-photonic platform for some unique 
applications and new device concepts. The remainder of the dissertation describes our 
works utilizing the material large permittivity and tunable metaplatforms. In Chapter 2, 
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we show subwavelength field enhancement in the dissipative dielectric nano-antennas. 
In Chapter 3, we show a non-resonant dielectric nanogap structure to achieve field 
confinement enabled by the large permittivity of materials. In Chapter 4, we propose a 
circuit model for dissipative dielectric antennas to demonstrate the ability of high 
scattering efficiency in the far field. In Chapter 5, the design of all Si UV metasurfaces 
based on the large permittivity of Si is discussed. In Chapter 6, fabrication and 
characterization of the all Si ultraviolet metasurfaces are discussed in details. We 
experimentally demonstrated the metasurface for beam steering and UV hologram 
enabled high-resolution lithography. In Chapter 7, we show a rewritable photonic 
metacanvas platform based on the phase transition of vanadium dioxide (VO2). 
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Chapter 2 
 
Field confinement and fluorescence enhancement enabled by 
dispersive antennas 
 
2.1 Review of Drude - Lorentz dispersion model 
 
Figure 2. 1 Schematic illustration of typical permittivity spectrum showing the relation of real and imaginary parts of 
permittivity. 
Light matter interaction may be quantified by the near field enhancement and the 
maximum achievable scattering efficiency in the far field from a subwavelength 
nanoparticle, both of which are strongly dependent on the material parameters, namely 
dielectric constant, or permittivity. The permittivity is a physical measure of the electric 
polarizability of a material, which can be modeled as a harmonic mass-spring system. 
Its quantum-formula is given through this relation (called Drude - Lorentz dispersion 
model) [58-61], 
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ε(ω) = ε∞ +
ω p
2
ωt
2 −ω 2 + iΓ0ω
                                                   (2.1) 
where ε∞ is the high frequency limit of ε ; 
ω p = Ne
2 ε0m  (N: electron density; e: 
electron charge,  ε0 : vaccum permittivity; m: electronic mass) is plasma frequency;  ωt is 
the resonant frequency of the oscillator; ω  is the angular frequency of light;  Γ0 is the 
damping factor. A schematic illustration of the real (Re(ε)) and imaginary (Im(ε)) part 
of dielectric constant is shown in Figure 2.1 and they follow the Kramers-Kronig 
relations (KKR) analytically [62, 63].  KKR is often used to calculate the real part of 
permittivity (εr) from imaginary part of permittivity (εi) (or vice versa) in stable 
physical systems, which is implied by the causality induced analyticity condition [64]. 
When  ωt = 0 , this model evolves to Drude model [59, 60], which solely takes into 
account free electrons in the light matter interaction and thereby is only applicable to 
metals. 
The low ( εs ) and high frequency (ε∞ ) limits of the permittivity are given by, 
 
εs = ε(ω→ 0) = ε∞ +
ω p
2
ωt
2
ε∞ = ε(ω→∞)
⎧
⎨
⎪
⎩
⎪
                                               （2.2） 
By substituting equations (2.2) into (2.1), the complex dielectric function then can be 
expressed in terms of the constants  εs and ε∞ as follows, 
  
 
!ε(ω) = ε∞ +
(εs −ε∞ )ωt
2
ωt
2 −ω 2 + iΓ0ω
                                      (2.3) 
If there is more than one oscillator, the dielectric function is assumed to be equal to the 
sum of the contributions from each individual oscillator, which fits better for the real 
materials. A Lorentz model with N oscillators is described in the following, 
 
 
ε(ω) = ε∞ +
ω p
2
ωt
2 −ω 2 + iΓ0ω
+
f j iω0 j
2
ω0 j
2 −ω 2 + i iγ j iω1
N−1
∑                          (2.4) 
where N is the number of the oscillators; fj,  
ω0 j and  
γ j are the oscillator strength, the 
resonance frequency, and the damping coefficient of the jth oscillator [58]. The first two 
terms in Equation (2.4) denote the intra-band effect of the free-electron-like nature with 
the Drude model and last one describes the inter-band effect of bound electrons with 
the Lorentz model. The high frequency limit constant,ε∞ , is usually equal to 1 but can 
be greater than 1 if oscillators in higher energies exist and are not taken into account. 
The difference, 
 
εs −ε∞ =ω p
2 ωt
2 describes the strength of the single Lorentz oscillator. 
The resonant frequency,  ωt (or  
ω0 j ) corresponds to the absorption peak position of the 
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corresponding oscillator.  Γ0  and  
γ j are the broadening of each oscillator resulting from 
the absorption process involving transitions between two states. It is equal to the full 
width at half maximum (FWHM) of the corresponding peak. The oscillator strength fj 
represents the relative amplitude of the jth oscillator. A table of the parameter data sets 
from several experimental literatures can be found in reference [65, 66]. Figure 2.2 
shows an example of the refractive index (square root of permittivity) of crystalline Si 
in the UV range, which is represented by a three-pole oscillator. This model’s 
prediction (solid lines) is in great agreement with the reported experimental data [65, 
66]. 
 
Figure 2. 2 Real (n) and imaginary (k) parts of refractive index spectrum of single crystal Si. The scatterers are 
measured data and the solid lines are fitted from the three-pole model. 
2.2 Optical bowtie antenna with artificial lossy materials 
 
Figure 2. 3 Simulation of bowtie nanoantennas. (a) Geometry of the bowtie structure with the symmetry axis 
(represented as a dash-dot line) as the x-axis of right-hand coordinate system. (b) Line scan of the E-field amplitude 
enhancement along the bowtie symmetry axis at half thickness at the working frequency of 840 THz. Inset: 
schematic of the simulated physical scenario. 
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In both metallic and dielectric systems for photonic applications, research efforts so far 
have been focused on minimizing the material loss, in another word, avoiding the 
absorption peaks in the permittivity spectrum [57]. Here, we show that, counter-
intuitively, large εi in dielectric nanostructures may contribute to field enhancement and 
confinement effectively, and the small light enhancement factor (EF) in existing 
dielectric systems[10, 16], can be greatly improved with the introduction of large εi. We 
first analyze this phenomenon using widely investigated optical nanoantennas [8, 67, 
68] as examples, which can bridge light fields at mismatched scales and realize 
electromagnetic (EM) confinement and enhancement in a deep subwavelength 
“hotspot”.  
 
A typical bowtie optical antenna used in our simulations (COMSOL MultiphysicsTM 
[69]) is depicted in Figure 2.3(a), consisting of two tip-to-tip triangles separated by a 
small gap of 9 nm (G) [8] . The width (W), length (L) and thickness (T) of the bowtie 
are 115 nm, 53 nm and 20 nm, respectively, and round tips with 11 nm radius (R) are 
used to imitate real fabrication. The bowtie is placed on a substrate (refractive index n = 
1.5) in air (n = 1) and excited by an x-polarized EM wave along +z direction. The 
material permittivity is first set artificially to demonstrate the effect of material 
permittivity (the real and imaginary parts of permittivity do not follow the Drude-
Lorentz model discussed in the previous sections). In the simulation results shown in 
Figure 2.3(b), the permittivity is 10 + i30. 
 
Figure 2. 4 |E|2 enhancement factor inside the bowtie gap plotted as a function of real and imaginary parts of 
permittivity. 
As shown in Figure 2.4, the intensity EF is plotted as a function of real and imaginary 
parts of permittivity. Here, the amplitude/intensity EF is defined as the ratio of the local 
E-field amplitude/intensity, to the E-field amplitude/intensity at the same geometrical 
point without bowtie in the simulation. The larger real and imaginary parts of 
permittivity bring out stronger field enhancement inside the bowtie gap. Figure 2.5 
shows the cross-sectional field distribution for a same bowtie structure with different 
permittivities.  It can be explained by the displacement continuity conditions. 
According to Maxwell equations, the current displacement is continuous across the 
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boundary ( ε1E1 = ε2E2 ) for the polarization normal to the interface. If the permittivity of 
one medium increases, the field at the interface inside the other medium goes up to 
match the continuity equation. The cross-sections of electric field distribution for 
different permittivities are shown in Figure 2.5.  
 
 
Figure 2. 5 Cross-sectional field distribution for a same bowtie structure with different permittivities. (a) ε = 10 + 0i 
(b) ε = 10 + 30i (c) ε = 10 + 50i (d) ε = 10 + 100i. 
Previous application of large permittivity materials for subwavelength confinement 
faced great challenges to solely obtain a large εr, while in real materials a large εr is 
always associated to a large loss. Our justification of the role of a large εi in 
nanoantennas solved the problem, allowing a new paradigm of material selection in 
subwavelength light confinement and enhancement applications. Since a large εi is 
much easier to experimentally achieve than a large εr, the contribution of εi is even 
more effective in practice. Note that the saturation effect in Figure 2.4 where |ε| is very 
large owes to the compression of almost all the EM energy to the gap or the edge by 
impedance mismatch, and greater mismatch makes no substantial difference.  
2.3 Performance evaluation of bowtie nanoantennas with real 
materials 
 
 
Figure 2. 6 Cross-sectional time-average EM energy density (TED) distribution of Au and a-Si bowties at 840 THz 
(3.5 eV), where a-Si bowtie has a better performance for light confinement. 
Since the real material permittivity follows the KKR, real material systems are 
discussed in this section. Si is selected as our example because of its wide applications 
and large dissipative loss at UV (shown in Figure 2.2) due to the inter-band transitions 
[70]. Specifically, amorphous Si (a-Si) [71] is utilized for easier potential experimental 
realization and being readily modeled with one oscillator pole. It’s illuminating to 
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compare a-Si, Au, Al [72] (noble metals), and HfO2 [73] (lossless dielectrics), and 
artificial dispersive dielectrics following similar but weaker Lorentz oscillation shown 
in Equation (2.3).  To make such artificial materials, ε∞, ωt, and Г0 are fixed to be 1.1, 
890 THz and 440 THz, respectively, while εs is a tunable number as 2, 6, or 10. Thus, 
their frequency-dependent permittivities are similar to that of a-Si, as shown in Figure 
2.7(a), which also depicts the plasmonic inactivity of Au in UV regime. Note that when 
a-Si permittivity is fitted by Equation (2.3), the corresponding εs equals to 19.5. Figure 
2.6 shows the field distribution for a same bowtie made of Au and a-Si respectively, 
indicating the better performance of a-Si in field confinement over Au. 
 
Figure 2.7(b) quantitatively shows the intensity EFs (calculated at the bowtie geometric 
center) as functions of the incident photon energy, demonstrating the lossy a-Si bowtie 
with a large εi achieves higher intensity EFs than bowties made of Au and artificial 
materials, and shows comparable performance with the Al bowtie at higher frequencies 
(the Al bowtie has a resonance around 4.5 eV). Ag is outperformed by Al in UV range 
and is thus not discussed here for clarity [74]. All lossy dielectric bowties show similar 
enhancement behavior in all frequencies studied here and the EF increases by 10-20 
folds over a broad range with larger εi. Most importantly, such large enhancement is 
achieved in UV range, which is a long-term research aim in fields such as bioimaging 
and biosensing [75], due to plasmonic inactivity of noble metals in this region [74, 76, 
77]. Even though Al has been considered as one solution [75], it possesses similar 
limits in deep UV and other problems of cytotoxicity [78], severe oxidation [79, 80], 
and device fabrication challenges when scaled down for short wavelength applications 
[54]. Therefore, our proposed lossy dielectrics overwhelm conventional materials (Au, 
Ag, Al, etc.) in those aspects [81] and can be easily achieved in UV or deep UV [70] . 
 
 
 
Figure 2. 7 Performance of lossy bowtie nanoantennas. (a) The permittivity of materials involved in the numerical 
calculation. The solid and dashed lines indicate εr and εi, respectively. (b) Intensity EF vs. incident light energy for 
bowties made of the materials in (a). 
To characterize the field confinement ability of an optical antenna (with resonances), 
three most important parameters are studied here, quality factor (Q) [82], effective 
mode volume (Veff) [82] and Purcell factor (Fp) [82, 83]. Q and Veff describe the decay 
rate and peak electric field strength within the Bowtie antenna resonator, respectively. 
 14 
Fp is of great importance for measuring the capability of the antenna to enhance the 
spontaneous emission rate and is defined as the magnitude of enhancement of 
spontaneous emission rate of the atom incorporated inside the antenna [83]. Q is 
defined as  Q =ω Δω , where ω and Δω are the angular frequency of light and spectral 
width of the antenna respectively. It is straightforward to derive the value of ω and Δω 
from the spectrum of field enhancement and then calculate Q. Effective mode volume 
is given in the following, 
 
Veff =
ε(r) E(r)
2
d 3r
V
∫
max[ε(r) E(r)
2
]
                                               (2.5) 
where ε(r) is the dielectric constant, |E(r)| is the electric field strength, and V is a 
quantization volume encompassing the antenna and with a boundary in the radiation 
space of the antenna mode. In Equation (2.5), on the right-hand side, the nominator is 
the integration of energy density over the effect volume and the denominator is the 
maximum energy density. These two values can be directly extracted from the 
COMSOL simulation results. Once Q and Veff are calculated, it is straightforward to 
obtain Fp using the formula as follows, 
 
 
Fp =
3Qλ 3
4π 2Veff
                                                              (2.6) 
Veff and Fp are also computed in Figure 2.8(a). Two orders of magnitude decrease in Veff 
is achieved in lossy dielectric antennas with a larger εi, surpassing the widely accepted 
Veff ~ (λ/2)3 limit for dielectric resonators (λ is the EM field wavelength) [7]. A growing 
Purcell factor with an increasing εi verifies that better light confinement and funneling 
of energy from the propagating light to the hotspot are achieved in lossy dielectric 
nanoantennas. The Purcell factor of the a-Si bowtie antenna is comparable to those of 
some metallic nanoantennas working in the visible range or even longer wavelengths 
[84, 85]. 
 
Besides light confinement and enhancement, device level absorption loss has to be 
evaluated as compared to εi. Here we introduce an “enhancement-loss Figure of merit 
(FOM)” to evaluate those lossy dielectric bowties in Figure 2.8(b), which is defined as 
the ratio between the intensity EF and the total energy absorbed by an optical antenna. 
It is evident that, a larger εi leads to a larger FOM, meaning light confinement with unit 
material absorption loss is boosted, and the FOM of the a-Si bowtie is 5 times that of 
the Au bowtie. The increase of FOM by lossy dielectrics owes to the better 
enhancement as well as the limited total absorption loss. To clarify that, we plot the 
total absorption loss of a dielectric bowtie with a fixed real part of permittivity (εr) as a 
function of εi in the left inset of Figure 2.8(b), showing that the total loss will first reach 
a maximum and then decrease with larger εi, which can be explained by the competition 
between material absorption loss and impedance mismatch. The total absorption loss 
first increases with larger εi. However, as εi keeps rising, more EM energy is 
“compressed” into the gap and less EM energy is coupled into the bowtie (right inset of 
Figure 2.8(b)) because of the huge impedance mismatch between the lossy bowtie and 
its surroundings. Consequently, an ultra-lossy dielectric bowtie only generates limited 
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heat (material absorption loss is assumed to be the only heat source in optical antennas 
[16]), which, along with other advantages including thermal stability and chemical 
resistivity [86], promises the practical application of robust lossy dielectric 
nanoantennas. 
 
 
Figure 2. 8 Extracted mode volumes, Purcell factors and FOM. (a) Intensity EF vs. incident light energy for bowties 
made of the materials in Figure2.7. (b) FOM at 840 THz with the dashed line indicating the value of Au bowtie. Note 
that the values are normalized to the smallest one. Inset in (c): total loss vs. εi (left), and schematic of local power 
flow around the gap of a highly lossy dielectric bowtie (right).  
2.4 Florescence enhancement demonstration with lossy dielectric 
antennas 
 
 
Figure 2. 9 Illustration of fluorescence enhancement involcing two processes: pumping and emission. 
One of the most important applications of optical antennas is biomolecule fluorescence 
enhancement [8] and lossy dielectric antennas show such great potential as other 
plasmonic and lossless dielectric ones. The fluorescence enhancement involves two 
processes: pump excitation (already discussed above) and fluorescence emission, 
shown in Figure 2.9 [8]. Since pump and emission wavelengths are normally close to 
each other, they are both set to be 840 THz in the following analysis. To simulate 
fluorescence emission, a dipole source is placed at the bowtie center and the far-field 
radiated power in absence and presence of the bowtie are examined [8]. The radiated 
and non-radiated power EFs (normalized to the far-field radiated power in absence of 
bowtie antennas by definition) are calculated to obtain the quantum efficiency EF with 
the assumption that the intrinsic quantum efficiency (η0) of the sample is 2.5% [8]. The 
quantum efficiency (QE) is calculated using the equation as follows [8] , 
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QE = fr
fr + fnr
                                                        (2.7) 
where fr and fnr are radiative and non-radiative factors, normalized to the radiative 
power in absence of antenna. The QE enhancement factor is written in the following, 
 
fη =
fr
1−η0( )+η0 fr + fnr( )
                                          (2.8) 
Therefore the total fluorescence enhancement ratio is as below, 
  
f = fη × fE                                                                  (2.9) 
The total fluorescence EF is evaluated by multiplying the EF of pump excitation 
intensity (fE) with the quantum efficiency EF ( 
fη ), as shown in Figure 2.10. The large 
εi of a-Si leads to improvement in both radiative and non-radiative EFs, resulting in a 
total fluorescence EF of 636, much larger than those of the Au antenna (8) and the 
HfO2 antenna (75), indicating its great potential in UV applications such as 
fluorescence detection from Tryptophan in proteins, which has been troubling a lot due 
to plasmonic inactivity in UV or oxidation of metals [87] . 
 
 
Figure 2. 10 Calculated fluorescence EFs with the green dashed and red dash-dot lines indicating the values of Au 
and HfO2 bowties, respectively. 
2.5 Conclusions 
In this chapter, we show that, compared with Au (noble metal), HfO2 (lossless, high 
refractive index dielectric) and artificial lossy dielectrics with weaker Lorentz 
oscillation strength, the a-Si nanoantenna has a much stronger ability to confine and 
enhance UV light with a better Purcell factor and larger fluorescence enhancement. As 
an example, a lossy dielectric nanoantenna made of a-Si displays remarkable light-
matter interaction performance in UV range with a Purcell factor and fluorescence 
enhancement larger than those of Au and HfO2 antennas. Such lossy dielectrics are easy 
to achieve using Lorentz oscillator model with large εr and εi almost simultaneously in 
multiple frequencies, providing a better option when other material systems fail to 
achieve enough performance. For example, in deep UV where Al is already inactive, 
 17 
lossy dielectrics such as SiO2 [88]and SiC [89] still work, with bio-compatibility [90, 
91], CMOS compatibility and harsh environment endurance. Furthermore, based on the 
interband absorption induced large εi, engineering the band structure of the material 
will enable great tunability in the working frequency of those devices. This finding 
paves the way towards a completely new category of optical devices based on 
dissipative dielectrics, which will further enrich the ways nanophotonic research is 
done and enable future large-scale applications that do not exist today. 
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Chapter 3 
 
Field confinement analysis of non-resonant dielectric 
nanogap structure 
 
3.1 Dielectric nanogap structure (NGS)  
The bowtie antenna structure studied in Chapter 2 utilized both of the material’s large 
permittivity and geometric resonance even if it is weak due to the material loss (as 
shown in Figure 2.7(b), there is a spectrum peak). To provide insight into the sole 
contribution of loss to light confinement and enhancement in dielectric antennas, we 
analytically explore a simplified non-resonant structure, i.e., a dielectric nanogap 
structure (NGS), consisting of two identical single-mode optical slabs separated by a 
small gap and surrounded by a bulk material (Figure 3.1) [10]. The complex 
permittivity distribution is: 
 
ε x( ) =
ε
1
,     x ≤ a
ε
2r
+ iε
2i
,    a < x ≤ b
ε
3
,     b < x <∞
⎧
⎨
⎪
⎩⎪
                                      (2.5)                                 
where ε1, ε2r and ε3 are real parts of permittivity, and ε2i denotes the imaginary part of 
permittivity in the slabs (ε2). 
 
Figure 3. 1 Schematic of NGS infinitely long in the y direction. The shaded plane depicts a thin slice. The light 
propagates along the -z direction. The lossy slab width is (b-a). 
For the NGS, the electric field is polarized across the gap, with a y-polarized magnetic 
field, and x-polarized and z-polarized electric field components (TM mode) [10]. Here, 
we obtain the field distribution with the existence of strong material loss by combining 
the boundary conditions with the wave equation and solving the characteristic 
dispersion relation [10]. With the Maxwell’s equations and boundary conditions, we 
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can rigorously solve the field distributions at z = 0 mm analytically for the fundamental 
mode in such structure as follows, 
 
 
Ex0(x) = A
1
ε1
cosh(S1x), x ≤ a
1
ε2
cosh S1a( )cos S2 x − a( )⎡⎣ ⎤⎦+
S1
S2
1
ε1
sinh S1a( )sin S2 x − a( )⎡⎣ ⎤⎦, a < x ≤ b
1
ε3
cosh S1a( )cos S2 b− a( )⎡⎣ ⎤⎦+
S1
S2
ε2
ε1
sinh S1a( )sin S2 x − a( )⎡⎣ ⎤⎦
⎧
⎨
⎩⎪
⎫
⎬
⎭⎪
exp −S3 x −b( )⎡⎣ ⎤⎦, x > b
⎧
⎨
⎪
⎪
⎪
⎪
⎪
⎩
⎪
⎪
⎪
⎪
⎪
      (3.1) 
 
where S1 is the transverse wave number and S2, S3 are the field decay coefficient in the 
media with permittivity ε2 and ε3 respectively. The constant A is written as below, 
 
A= A0
k0
2ε2 − S2
k0
                                                (3.2) 
where A0 is an arbitrary constant and  k0 = 2π λ0 is the wave number in vacuum. Si (i= 
1,2,3) simultaneously follows the relations in the following, 
 
 k0
2ε1+ S1
2 = k0
2ε2 + S2
2 = k0
2ε3 − S3
2                           (3.3) 
 
Another transcendental characteristic equation is used to calculate Si,  
 
tan S2 b− a( )−arctan
S3ε2
S2ε3
⎛
⎝
⎜
⎞
⎠
⎟
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
=
S1ε2
S2ε1
tanh S1a( )                   (3.4) 
 
 
Figure 3. 2 Ex field distribution and performance of NGS. Analytically calculated 3D mapping of the field in NGS 
without loss (a) and with loss (b). (c), Line scan of the normalized Ex distribution in the plane of z = 0. 
The ratio between the values of |Ex| at the two sides of the interface equals to 
 [ε 2r
2 +ε 2i
2 ]1/2 / ε1  across the interface. The permittivity contrast can be enlarged by 
introducing larger loss (ε2i), which is experimentally more practical than simply looking 
for a large εr. An analytical three-dimensional (3D) spatial distribution of Ex for a 
symmetric fundamental mode (TM) at 840 THz is given in Figure 3.2 (b) and (c) in two 
different scenarios: without loss (ε2 = 10 + 0i) and with loss (ε2 = 10 + 30i). Here, we 
assume that ε1 = ε3 = 1, a = 5 nm, b = 55 nm. As depicted in Figure 3.2, the Ex inside 
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the gap at the NGS entrance is amplified with the introduction of loss. Although Ex 
decays in the propagation direction, very thin lossy slabs along z direction (the cross-
sectional plane in Figure 3.1) can be utilized to compress and enhance the optical field 
in subwavelength scale volumes. It is geometrically similar to typical nanoantennas, 
without substantial influence from the propagation decay. In Figure 3.2(c), we depict 
the normalized Ex distribution in the plane of z = 0, which again shows the positive 
influence of loss.  Note that the above values of calculated Ex are normalized to the 
ones at |x| = b (in the air). 
3.2 Mode area and optical energy distribution investigation 
We further calculate the effective refractive index (neff) for more details about the 
propagation and field distribution, and plot the results as functions of ε2i in Figure 3(e). 
The imaginary part of neff first increases and then decreases when ε2i goes up. This 
effect can also be explained by the competition between the field distribution and the 
increasing impedance mismatch by larger loss. In other words, the material loss not 
only enhances the field, but also eventually leads to less absorption loss and dissipation 
of energy.  
 
Figure 3. 3 (a) Real and imaginary parts of neff plotted as functions of ε2i. (b) The effective mode area of NGSs and 
energy percentage in the gap plotted as functions of ε2i. The effective mode areas and energy percentages are 
normalized to the lossless case. 
To verify the subwavelength light confinement in NGSs, we calculate the cross-
sectional mode area (
 
Aeff = WdA Wmax∫∫ , W is energy density and Wmax is the maximum 
energy density in the cross section of NGS). Figure 3(f) shows the simulated 
dependence of Aeff on the loss (ε2i). With an increasing ε2i, the energy of EM field is 
effectively compressed from the slabs into the gap, confirmed by the decreasing Aeff and 
increasing normalized power inside the gap, which goes up from ~5% to ~78% as ε2i 
increases from 0 to 100, highlighting the great potential of the loss induced energy 
confinement. That light confinement is also attributed to the impedance mismatch and 
the field discontinuities across the interface between the lossy slabs and the gap. These 
two mechanisms provide a clear explanation of the physics behind. 
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3.3 Conclusions 
In summary, we demonstrated and analyzed large subwavelength light confinement and 
enhancement inside dissipative dielectric nanostructures with the counter-intuitive 
contribution from εi, leading to a plethora of new materials suitable for nanophotonic 
applications. Corresponding lossy nanogap structure models are analytically studied, 
which demonstrates quantitatively that, the favorable light enhancement properties of 
the lossy dielectric antennas are due to larger dielectric discontinuities and impedance 
mismatch. In agreement with the analysis in Chapter 2, loss helps create large dielectric 
discontinuity and impedance mismatch at the material boundaries and, therefore, 
greatly boosts the EM field intensity in the nanostructure hotspots. Even if no 
resonance exists in the nanostructure, the material loss is still able to improve the field 
concentration in the hotspots, which evidences the positive of material loss solely.   
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Chapter 4 
 
Circuit model for dispersive antennas 
 
4.1 Circuit model for a single dielectric nanorod 
 
 
Figure 4. 1 Schematic configuration of a nanorod and its scattering field. 
In chapter 2 and 3, the field localization enabled by material loss is investigated in 
detail. Meanwhile, the manipulation of the far field scattering may be readily tailored 
with the introduction of material loss as well. Here, we first investigate the far-field 
scattering efficiency of a nanorod consisting of a material with arbitrary permittivities, 
as depicted in Figure 4.1 (the ambient environment is air).  
 
Figure 4. 2 Circuit model for a nanorod with length (L), width (W) and height (H). 
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A circuit model is built to calculate the scattering efficiency of a nanorod with certain 
length (L), width (W) and height (H), depicted in Figure 4.2 [92]. As shown in Figure 
4.2, the circuit contains an alternating current (AC) voltage source, which models the 
incident plane wave, a parallel capacitor (Cenv) in the environment and the impedances 
on the nanorod including radiation and material impedances. Radiation impedance 
consists of radiation resistance (Rrad) and self-inductance (Lf), both of which are 
independent of material property [93]. Only the radiation resistance contributes to the 
optical scattering field. The material impedance is composed of Ohmic resistance (RΩ) 
and reactance (Xself). The material reactance is capacitive (Cself) for dielectrics and 
inductive (Lself) for metals. Variation of the material permittivity changes the material 
impedance and thereby affects the scattering field. 
 
Table 4.1 Notations and definitions for the circuit model.  
Notation Definition 
Cenv Capacitance from the environment 
Rrad Radiation resistance 
Lf Self-inductance 
RΩ Ohmic resistance 
Cself Capacitance inside the nanorod 
Zrad Radiation impedance 
Zmat Material impedance 
Zo Vacuum impedance, 377 Ω 
Prad Radiation (Scattering) power 
L, W, H Length, width and height of nanorod 
a Lattice constant in metasurface 
 
The table 4.1 defines the parameters in the model. Radiation impedance is only 
determined by the geometry of nanorod [93]. Radiation resistance (Rrad) and self-
inductance (Lf) are as follows [93], 
 
Rrad =
Zm
2π sin2 kL 2( )
γ + ln(kL)−Ci(kL)+ 1
2
sin(kL) Si(2kL)−2Si(kL)⎡⎣ ⎤⎦+
1
2
cos(kL) Ci(2kL)−2Ci(kL)+γ + ln(kL 2)⎡⎣ ⎤⎦
⎧
⎨
⎩
⎫
⎬
⎭
 
(4.1) 
 
Lf =
Zm
2πω sin2 kL 2( )
Si(kL)+ 1
2
cos(kL) 2Si(2kL)−Si(2kL)⎡⎣ ⎤⎦+
1
2
sin(kL) Ci(2kL)−2Ci(kL)+Ci(2kreff
2 L )⎡⎣ ⎤⎦
⎧
⎨
⎩
⎫
⎬
⎭
 
(4.2) 
where γ is the Euler constant; Si(x) and Ci(x) are sine and cosine integral functions. 
The effective radius reff is defined in the following, 
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reff = f WH π                                                     (4.3) 
 
where f is a geometry fitting parameter that converts "brick-like" nanorod to an 
effective cylinder. f is 1.45 for Si nanorod with the length of 145nm. 
 
Therefore, we can define the radiation impedance as, 
 
Zrad = Rrad + jωLf                                                    (4.4) 
The material impedance can be calculated from complex conductivity from Ampere’s 
law: 
 ∇×H = jωε0εE =σ E + jωε0E                               (4.5) 
where ε is the complex permittivity of the material, σ is the complex conductivity. 
Therefore the material impedance is as follows,  
 
Zmat =
1
σ
i
L
A
=
1
jω(ε −1)
i
L
W i H                            
(4.6) 
where A, W, H are the cross-sectional area, width and length of the nanorod, 
respectively. Note that if the real part of permittivity is smaller than 1, then the material 
is inductive rather than capacitive (i.e. the reactance in Zmat is positive), but it will not 
affect the scattering calculation. Assuming we have a circular polarized plane wave 
incident from the substrate ( εsub ), the decomposed linear polarization along the nanorod 
will be responsible for scattering (the response of nanorod to cross linear polarization is 
negligible). The amplitude of the circular polarized light is denoted as 2𝐸!, so that 𝐸! 
is the time-averaged electric field of that linear polarization component. 
 
In this configuration, the power source can be modeled as an AC voltage source, 
 
V0 = L i Eeff                                                          (4.7) 
where the Eeff is the effective electric field seen by the nanorod (fit from COMSOL 
simulation). The current (amplitude) is  
 
I =| V0
Zrad + Zmat
|
                                                    
(4.8) 
The power scattered from the nanorod is equal to the power “dissipated” at Rrad, as 
follows, 
 Prad = I
2Rrad                                                          (4.9) 
In the real device, the substrate is silica with refractive index of 1.5. Hence, we define a 
the correction factor (g), which is the ratio of the forward scattering to the total 
scattering power and is obtained directly from COMSOL simulation (about 0.4 for 
forward scattering). Taking into account g yields the forward scattering power to the 
air, 
 Prad = I
2Rrad g                                                    (4.10) 
The real part of Zmat is the Ohmic resistance that gives rise to dissipation loss:  
 
 
Ploss = I
2 Re Zmat( )                                             (4.11) 
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The incident power on each unit can be calculated from time-averaged Poynting vector: 
 
Pin =
εsub
Z0
Eeff
2 a2
                                              
(4.12) 
Note that the incident power includes the cross-polarized light. Z0 is free space 
impedance. Therefore, the total forward conversion efficiency can be calculated in the 
following: 
 
ηconversion =
Prad
forward
Pin                                            
(4.13) 
The diffraction efficiency: 
 
ηdiffraction =
Prad
forward
Pin − Prad − Ploss                                 
(4.14) 
The material property will strongly affect scattering efficiency.  
4.2 Scattering efficiency calculation of a lossy dielectric nanorod with 
arbitrary permittivities 
 
Figure 4. 3 Color mapping of scattering efficiency of a nanorod as a function of Re(ε) (εr) and Im(ε) (εi), with L = 
130 nm, W = 30 nm and H = 30 nm at a wavelength of 380 nm. (a) Circuit model calculation result (b) COMSOL 
Simulation results. 
Because Zmat is a function of material permittivity, we can calculate the scattering 
efficiency of nanorod with different permittivities. The 2D mapping of scattering with 
complex permittivity is tenable, as shown in Figure 4.3. Figure 4.3 plots the color 
contour of the scattering efficiency of a rectangular nanorod as a function of the εr and 
εi at a wavelength (380 nm) close to the mercury i-line (this geometric size is close to 
the one for Si nanorod used in the metasurface design in Chapter 5). Here the scattering 
efficiency is defined as the ratio of the scattering cross section and the cross-sectional 
area of the scatterer [17]. As shown in Figure 4.3, not only εr but also εi contribute 
positively to the scattering efficiency in a dissipative system. Overall, the circuit result 
is in quite agreement with the one from COMSOL simulations. The discrepancy is due 
to the Mie resonances, which COMSOL is able to simulate but the circuit model is not.     
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We attribute this positive contribution of εi to the decreasing total impedance of the 
circuit (|Ztot|) induced by the increasing εi, while the Rrad, which is independent of the 
material property, is constant (Figure 4.4). Therefore, scattered efficiency, which is 
proportional to the ratio of Rrad to Ztot (Rrad/|Ztot|), increases with the large εi, as 
illustrated in Figure 4.4. Similar behavior was theoretically discussed in reference [94]. 
This enables us to utilize common lossy dielectrics in the UV region to achieve high-
efficiency metasurfaces, as discussed in Chapter 5. 
 
 
Figure 4. 4 Rrad, |Ztot| and Rrad/|Ztot| plotted as a function of εi when εr is fixed at 10. 
4.3 Comparison of scattering efficiency calculation of a dielectric 
nanorod made of different materials 
 
 
Figure 4. 5 Scattering efficiency of nanorods made of different materials, including Si, TiO2, Au, Ag and Al with the 
same geometric parameters.  
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Due to its large permittivity at UV frequencies, CMOS compatibility and mature 
fabrication technologies, single crystal Si is chosen as the material platform studied 
here. To demonstrate the distinct property of Si at UV frequencies, we compare the 
single-nanorod scattering efficiencies of different widely used materials (Figure 4.5), 
including Si, TiO2, Au, Ag, and Al, over a broad range of UV wavelengths from 280 
nm to 410 nm. When the length is fixed at 130 nm, the Si nanorod outperforms all 
others, demonstrating the effectiveness of Si nanoantennas in the UV range and 
partially confirming the conclusion obtained from Figure 4.3 and Figure 4.4. L=130nm 
is chosen as the optimized length for the wavelength of 380 nm to maintain high 
efficiency over the broadband from 290 nm to 410 nm. A different length may be 
optimized for other wavelengths. The scattering efficiency spectra for different lengths 
are shown in Figure 4.6. When L = 100 nm, the Al nanorod has a resonance around 400 
nm but it cannot be tuned to shorter wavelength  (UV regime) because of the increasing 
absorption. 
 
 
 
Figure 4. 6 Scattering efficiency spectra for a nanorod with different materials (L = 100nm (A), 130nm (B), 160nm 
(C)), including Si, TiO2, Au, Ag and Al (FEM simulation results). It is in quite good agreement with the results in 
Figure 1D.  
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4.4 Conclusions 
The scattering efficiency of a nanorod is investigated in this chapter. Both artificial and 
real materials are studied with circuit model and COMSOL software. A circuit model is 
built to confirm that the large permittivity is able to improve the far field scattering 
efficiency by decreasing the total impedance, which is in quite well agreement with the 
COMSOL simulations results. The analysis in this chapter lays the foundation for the 
design and understanding in improving the metasurface performance in Chapters 5 and 
6. 
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Chapter 5 
 
Design of all silicon ultraviolet metasurfaces 
 
5.1 Light phase manipulation based on Pancharatnam-Berry phase 
Among metasurface designs, the scatterer-orientation-controlled geometric phase 
(Pancharatnam-Berry phase) approach has been widely utilized to manipulate the phase 
of the scattered field for circularly polarized light [33, 36, 38-40]. A nanorod-shaped 
scatterer is able to control the phase of the scattered light with opposite helicity by only 
changing the orientation angle of the scatterer, and it is not subject to variations in size 
and material properties, upon which the scattering efficiency is dependent [33, 36, 37, 
51]. This unique feature endows us with great freedom in optimizing the efficiency of 
the nanoantennas without sacrificing the phase control, as discussed in Chapter 4. 
 
Figure 5. 1 Schematic of Nanorod (a) without rotation (b) with rotation angle θ. Ex and Ey 
denote the two polarized components of the incident electric field, which are along and 
perpendicular to the nanorod. Ex’ and Ey’ are the two components after rotation with an angle of 
θ. 
The phase delay can be controlled with the rotation angle of the nanorod. Figure 5.1 
depicts the impact of rotation angle on the phase delay using Jones matrix. We can start 
with the nanorod without rotation (Figure 5.1(a)) and its transmission matrix can be 
written as below, 
 
J0 =
t0 0
0 te
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
                                                   (5.1) 
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where to and te denote the transmission for two different polarizations respectively. 
Then when the nanorod is rotated by θ (Figure 5.1(b)), a new Jones matrix needs to be 
calculated. First of all, the two polarizations of the light are rotated to align with the 
local coordinate system of the nanorod (rotation of Ex - Ey to Ex’ - Ey’) and this 
operation is represented by a rotation matrix with rotation angle θ (the last term on the 
right hand side of Equation (5.2)). Then multiply it with the Jones matrix without 
rotation (J0). Finally a clock-wise rotation matrix (with rotation angle of -θ) has to be 
multiplied to transform back to the original polarizations (rotation of Ex’ - Ey’ to Ex - 
Ey, described by the first term on the right hand side of Equation (5.2)). As such, the 
Jones matrix for a nanorod with rotation angle θ can be written as, 
 
J = cosθ −sinθ
sinθ cosθ
⎡
⎣
⎢
⎤
⎦
⎥Jo
cosθ sinθ
−sinθ cosθ
⎡
⎣
⎢
⎤
⎦
⎥                             (5.2) 
Then we can derive the electric field after the nanorod for the incidence with circular 
polarization in the following, 
 
ET
R/ L = J i EI
R/ L =
to + te
2
EI
R/ L +
to − te
2
eim2θ EI
L/ R
                  (5.3) 
where EL/R represents left-hand and right-hand circularly polarized light, respectively (
 
E L =1 2 1 -i⎡⎣ ⎤⎦
T
and 
 
E R =1 2 1 i⎡⎣ ⎤⎦
T
). In Equation (5.3), the first term on the right 
hand side describes the transmission for the same polarization with incidence and while 
the second term indicates the transmission for the cross-polarized light which picks up 
an additional phase of 2θ. As such, the phase delay in each pixel can be manipulated 
and an array of nanorods is capable of shaping the beam precisely, leading to a series of 
applications, such as beam bending [36], metalens [37] and hologram [33]. Figure 5.2 
shows an example of 2π phase delay coverage by 8 rotated antennas.  
 
 
Figure 5. 2 Phase delay plotted a function of phase level (number of antennas, N, used to cover 2π phase delay). Here 
N = 8. 
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5.2 Design of metasurfaces for beam steering and metalens 
applications 
Since each antenna with a rotation angle θ is able to impart a phase delay of 2θ, an 
aligned array of antennas with rotations angles covering π is able to bend the beam to 
certain direction with bent angle of α following the equation as below, 
 
 
α = asin λ
NP
⎛
⎝
⎜
⎞
⎠
⎟                                                      (5.4) 
where λ is the wavelength of the incident light, N is the number of antennas covering π 
rotation angle and P is the pitch size. Figure 5.3(a) shows the schematic configuration 
of an array for beam bending application. Here N constituent antennas are arranged 
together to tune the phase delay gradually from 0 to 2π (from left to right). Changing N 
and P allows for the tuning of bending angle. Equation (4) indicates that the bending 
angle is wavelength dependent as well. The rotation angle of the i-th antenna (i = 0, 1, 
2 …N-1) is as follows, 
  
 
θi =
i i π
N
                                                           (5.5) 
 
Figure 5. 3 Schematic illustration of  (a) beam bending (c) Focusing with metasurfaces. Simulations of EM field for 
applications of (b) beam bending and (d) focusing. N = 8 antennas are used for beam bending and N = 9 for 
focusing. Wavelength is 380 nm and pitch size is 160 nm. 
Once Figuring out the beam bending, it is straightforward to understand the antenna 
alignment of antennas for the focusing applications. Figure 5.3(c) and (d) depict the 
focused beam spot from the metasurface. A gradual phase delay from the antenna in the 
middle to the one on two sides can be engineered to make the metasurface act as a 
metalens, which is much thinner than the conventional lenses. The spatial phase profile 
can be written as,  
 
φ = −
2π
λ
r 2 + f 2 − f( )                                            (5.6) 
where λ is the incident wavelength, r is the distance from the optical axis and f is the 
desired focal length. 
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In Figure 5(d), the designed focal length is 1 µm, which is predicted by the simulation 
very well. The beam waist is around 0.4 µm, which is close to the wavelength. Note 
that only an array of 9 antennas is considered in our simulation to show the focusing 
effect. If a two-dimensional array of antennas and more antennas are included in the 
metasurface, smaller beam waist and larger numerical aperture can be achieved. 
5.3 Design of metasurfaces for hologram application 
In addition to beam bending and focusing effects, another important functionality of 
metasurface is phase-only hologram generation without the need for a reference beam 
and an extra look-up table. The phase in each pixel can be manipulated individually, 
encoding the desired continuous local phase profile for circularly polarized illumination 
and thereby a phase mask can be designed to generate any desired pattern in the far 
field. It is similar to the computer-generated hologram with spatial light modulator. 
However, a subwavelength pitch size allows for only zero-order diffraction and wide 
field of view (FOV). Furthermore, the phase is independent of the dispersion, resulting 
in the potential applications for a broad-range of wavelengths [33]. 
 
 
Figure 5. 4 Chart flow for conventional iterative Gerchberg-Saxton algorithm to retrieve the phase profile on 
metasurface based on the target image (“Cal” logo pattern). 
There are several ways to retrieve the phase profile for the specific target image, among 
which Gerchberg-Saxton (GS) iterative algorithm is one of the most widely used one 
[95], as shown in Figure 5.4.  It starts with Gaussian beam amplitude or plane wave 
with an arbitrary initial phase profile. Then it propagates to the far field with a Fourier 
transform. The amplitude of field in the far field is then replaced with the target image 
(here a “Cal” logo pattern is used) while the phase is kept. This complex field is then 
used to generate the incident wave after the phase mask plane via an inverse Fourier 
transform. On the phase mask plane, the calculated amplitude is then replaced with the 
incident beam one and propagates to the far field again. The process involving Fourier 
and inverse Fourier transforms with two amplitude constraints (incident beam 
amplitude and far field target amplitude) is repeated iteratively until a satisfied far field 
image is obtained. Figure 5.6 (a) and (b) shows the original image and the GS method 
generated far field target image, respectively. Here the original image size is 300 pixel 
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× 300 pixel, which leads to the same size for the hologram phase mask because of the 
discrete Fourier transform. The pixel size of the phase mask is optimized to bring out 
the maximum conversion efficiency, which is the same as beam bending and focusing 
effects. However, as shown in Figure 5.6(b), the GS method generated image shows 
some noises, which cannot be eliminated by implementing more iterations.  
 
Figure 5. 5 Flow chart of the non-convex optimization algorithm to generate phase profile.  
To obtain a far field target image with low noise level, a non-convex optimization 
algorithm is employed to generate the phase profile [96], shown in Figure 5.5. The 
initial phase profile is obtained with inverse Fourier transform and then Fourier 
transform allows for the far field pattern generated. The difference between the 
generated far field pattern and the ideal target image is the cost function, which is 
required to minimize with the phase profile variables. The generated image is shown in 
Figure 5.6(c), which provides improved quality over the traditional Gerchberg-Saxton 
method by exploiting the binary nature of the target pattern.  
 
 
Figure 5. 6 (a) Original image (b) GS algorithm generated image with high noise level (c) Non-convex optimization 
algorithm generated image with low noise level.  
5.3 Conclusions 
In this Chapter, we demonstrate the designs of metasurfaces for versatile and 
unconventional optical functionalities. The phase delay imparted by the simple rotating 
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nanorod is discussed mathematically. Such complete phase control enables the 
applications of flexible beam steering, focusing and hologram generations. Two 
algorithms based on CGH to retrieve the phase profile are discussed and compared. The 
non-convex optimization, which is used in the metasurface designs (in Chapter 6), 
shows the ability to suppress the noise theoretically over the traditional GS method. 
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Chapter 6 
 
Fabrication and characterization of all Si ultraviolet 
metasurfaces  
 
6.1 Single crystal Si membrane transfer and confirmation of 
crystallinity  
 
Following the design of Si UV metasurface are the fabrication and characterization. To 
experimentally demonstrate the effectiveness of the single-crystal Si platform in the UV 
range, we fabricate and characterize all-Si metasurfaces for two applications: UV beam 
steering and holographic lithography.  
 
 
Figure 6. 1 Single-crystalline Si membranes transfer process. Inset of (d) optical image of a piece of transferred Si 
membrane on quartz substrate. 
The fabrication process of all Si metasurfaces begins with the transfer of a single 
crystal Si membrane onto a quartz substrate using a PDMS stamp, as shown in Figure 
6.1. This technique is inspired by the two dimensional materials transfer [97]. The Si 
membrane is obtained from a commercially available transmission electron microscopy 
(TEM) grid (SiMPore Inc, US100-C35Q33). First of all, a metallic probe is used to 
break the Si windows on TEM grid. A Polydimethylsiloxane (PDMS) (Sylgard 184 
Silicone elastomer, Dow Corning) stamp, which is mounted on a micromanipulator, is 
attached to the heated TEM grid windows (suspended Si membrane) (~60 oC). As the 
PDMS is transparent, the Si membrane can be seen under the microscope. Once it cools 
down to the room temperature, the Si membrane with the PDMS is peeled off the TEM 
grid (Figure 6.1(a) and (b)). The Si membrane can be identified on the PDMS. Then a 
heated acceptor substrate (quartz) (~ 60oC) is fixed on a XYZ stage. The PDMS stamp 
is then attached and pressed against the surface of the quartz substrate (Figure 6.1(d)). 
The substrate temperature is then increased to 90 oC to improve the adhesion of Si 
membrane to the quartz substrate. Finally it is peeled off very slowly at 90oC, resulting 
in the Si membrane attaching well to the quartz substrate via Van de waals force 
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(Figure 6.1(d)). As the stamp is transparent, one can see the Si membrane through it 
and thereby it is possible to align the Si membrane to the desired location on both the 
PDMS and the acceptor substrate. The Si membrane thickness is around 40 nm. The 
electron diffraction pattern from the Si membrane is shown in Figure 6.2, confirming 
that it is indeed single crystal. Another proof of the crystalline Si is the measured 
refractive index spectra in the UV range, shown in Figure 6.3. As shown in Figure 6.3, 
εr goes up to ~45 around 380 nm and εi reaches ~42 around 300nm. The measured data 
(scatters) are in good agreement with the widely used ones (solid lines) [65], indicating 
Si membrane is single crystal. 
 
 
Figure 6. 2 Electron diffraction pattern of the single crystal Si membrane (zone axis [100]). Selected area diffraction 
pattern is taken along the Si [100] direction. Sharp diffraction spots after indexing indicate the perfect diamond cubic 
(dc) structure of high-quality single crystal Si.  
 
 
Figure 6. 3 (a) Refractive index and (b) permittivity spectra for Si in UV range. The dots are the measured date and 
the solid curve is reference [65]. 
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6.2 Fabrication of metasurfaces  
The phase profile for the specific target image is obtained with the non-convex 
optimization algorithm discussed in Chapter 5. The pitch size of 160nm, length of 
145nm and width of 40nm are shown to bring out the maximum scattering efficiency, 
as discussed in Chapter 4. Then the mask layout based on the phase profile can be 
drawn and used to fabricate the Si UV metasurfaces. 
 
 
Figure 6. 4 Fabrication processes of Si metasurfaces with E-beam lithograph and RIE etching. 
Electron beam (E-beam) lithography and standard reactive ion etching (HBr/Cl2) 
techniques are utilized to fabricate the metasurface patterns on the Si film as shown in 
Figure 6.4. Electron beam resist, Hydrogen silsesquioxane (HSQ) is first spin-coated on 
Quartz substrate. Then electron beam is used to expose HSQ resist and a development 
with 25% Tetramethylammonium hydroxide (TMAH) for about a minute results in the 
pattern shown in Figure 6.4(c). Reactive ion etching (RIE) with HBr/Cl2 technique is 
employed to etch Si membrane. Hydrogen Fluoride (HF) is used to remove the residue 
HSQ. In the experiment, it is not removed finally since it does not affect the 
performance of the metasurface. Figure 6.5 shows the scanning electron microscope 
(SEM) pictures of fabricated metasurfaces for beam steering (Figure 6.5(b)) and 
hologram applications (Figure 6.5(c)).  
 
Figure 6. 5 Schematic illustrations of (a) beam steering and (c) hologram with Si metasurfaces. SEM pictures of 
metasurfaces for (b) beam steering and (d) hologram applications (the inset at the left upper corner is the enlarged 
view of the dotted box area). 
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6.3 Characterization of the metasurface for beam steering 
 
Figure 6 
Figure 6. 6 Optical setup for measuring the conversion efficiency. Abbreviations used for the optical components are 
as follows. SHG: second harmonic generation; THG: third harmonic generation; BP1 and BP2: band pass filters; M1 
and M2: mirrors; FM: flip mirror LP: linear polarizer; QWP: quarter wave plate; L: lenses. A flip is used to switch 
from THG to SHG wavelength range. THG: 340nm to 410nm; SHG: 290 nm to 340 nm. 
In the demonstration of UV beam steering, each unit cell of the metasurface (labeled as 
a dashed box in inset of Figure 6.5(b)) is composed of eight optimized Si nanorods with 
different orientation angles lying on a quartz substrate (each nanorod is in a single unit).  
The optical setup for measuring the conversion efficiency spectra of the beam steering 
application is depicted in Figure 6.6. A femto-second laser (Coherent, Chameleon Ultra 
II) combined with a tripler (Coherent, Chameleon SHG/THG), which can generate 
coherent UV light source from 228 nm to 500nm, is used. In the measurement SHG 
covers the wavelength range from 340 nm to 410nm while THG provides 290 nm to 
340 nm light. A polarizer (Thorlabs, GLB10) and a quarter-wave plate (Thorlabs, 
AQWP05M-340) are employed to generate the wavefront (circular polarization) 
required by the metasurface. The optical powers of the bent beam and the incident 
beam are captured by a powermeter (Conherent, Controller: FieldMaxII-TO 
Laser Power Meter; head: OP-2UV).  
 
Figure 6. 7 (a) Optical image of the unconverted and bent beams on a luminescent screen for wavelengths from 290 
nm to 410 nm. (b) Theoretically and experimentally obtained bending angle for different wavelengths in 
transmission mode. 
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A luminescent screen after the metasurface captures the beam spots (unconverted and 
converted beams), as shown in Figure 6.7(a). The distance between those two beam 
spots and the one between the luminescent screen and the metasurface are measured to 
calculate the bending angle. The unit cell covers 2π phase shift, leading to a bending 
angle of approximately 13.1 degrees at 290nm wavelength and 17.3 degrees at 380 nm, 
as shown in Figure 6.7. The measured bending angles for different wavelengths are in 
good agreement with the theoretical predictions with Equation 5.4.  
 
 
Figure 6. 8 Theoretically calculated (with circuit model) (dash line), FEM simulated (solid line) and experimentally 
measured (diamond scatterers) conversion efficiency of the metasurface. Fabricated nanorod dimensions: L =142 
nm, W =32 nm, and H = 35 nm. 
The conversion efficiency (the ratio of the power of the bent beam to the total incident 
power) and diffraction efficiency (the ratio of the power of the bent beam to the direct 
transmitted power) are measured using the experimental setup shown in Figure 6.6. As 
shown in Figure 6.8, over a broadband range from 290 nm to 410 nm, the conversion 
efficiency reaches as high as 15% at 380 nm and remains at the level of 10% even at 
the short wavelength of 290nm. Meanwhile, the diffraction efficiency achieves 30% 
around 380nm and maintains over 15% at shorter wavelengths. The experimental 
results plotted in Figure 6.8 are in good agreement with circuit model calculations 
(discussed in Chapter 4), which are plotted as dashed curves in the same Figure  
 
Figure 6.8 shows two local maxima around 300nm and 380nm in conversion efficiency 
spectrum, corresponding to two dipole resonances. This can be explained by the circuit 
model discussed in Chapter 4. From the classical antenna theory, antenna resonance is 
defined as when the impedance of antenna becomes a real number. In other words, the 
total reactance (imaginary part of impedance) is zero. Following the circuit model we 
show in Figure 4.2 and the geometry of antenna therein, the total reactance in our 
system consists of two parts: jωLf and 1/jωCself, respectively, where j is the imaginary 
unit and ω is frequency. We plot jωLf and -1/jωCself, as a function of wavelength, as 
shown in Figure 6.9. Near 380 nm, those two curves intersect, indicating that antenna is 
on resonance. It is the origin of the local peak in conversion efficiency. 
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Note that there is also a small bump of conversion efficiency near 300 nm (Figure 6.8). 
The reason is that Si has a very small real permittivity (εr ~ 0) and very large imaginary 
permittivity (εi ~ 37) at that wavelength range, which results in a small impedance:  
 
Zmax ∝
1
jωε0 εr −1− jε i( )
                                         (6.1) 
 
The total impedance of the circuit drops significantly and the scattering increases. 
 
 
Figure 6. 9 (a) Reactance (including capacitance and inductance) spectrum for Si antenna. (b) Near field distribution 
of Si antenna at different wavelengths (normalized to the incident field) plotted along the long axis of the antenna. 
The inset shows the two-dimensional intensity distribution. The asymmetry field distribution is due to the circularly 
polarized incidence. 
In addition to understanding the local maxima in scattering spectrum, the overall high 
efficiency can be explained with circuit model and the analysis of field distribution. We 
first look back at the field distribution, which is shown in Figure 6.9(b). It is very clear 
that the majority of field is repelled outside the antenna body. With very little 
penetration of field into the lossy dielectric, the dielectric loss is limited. This 
phenomenon results from the fact that large permittivity strongly enhances scattering. 
The permittivity of Si at 380 nm is 40 + i7, so that the dielectric loss is small enough to 
support a relative sharp peak. 
 
We shall also obtain quantitative results using circuit model. The dielectric loss 
corresponds to the RΩ in the circuit (Figure 4.2), which is also the real part of Zmat 
(Equation 6.1), 
 
RΩ = Re Zmax⎡⎣ ⎤⎦∝
ε i
ω 1−εr( )
2
+ε i
2⎡
⎣⎢
⎤
⎦⎥
                                     (6.2) 
From Equation 6.2, a large εr will limit the dielectric loss. The resistance of the Si 
nanorod we investigate here is about 8 Ω at 380 nm wavelength, while an Al nanorod 
has resistance of 11 Ω with the same geometry. Consequently, the resonance peak we 
observed in the conversion efficiency is not very broadened. 
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6.4 UV hologram enabled high-resolution lithography 
A unique advantage of UV light is that its high photon energies and short wavelengths 
are highly desired for photolithography applications. Even three-dimensional (3D) 
lithography of periodic structures has been achieved with UV illumination [98]. Here, 
for the first time to the best of our knowledge, we demonstrate metasurface-based 
holographic lithography of arbitrary patterns. The manipulation of phase for each 
individual antenna of a metasurface allows the implementation of computer-generated 
holography (CGH). Our setup is demonstrated at 380 nm, close to the widely used 
mercury i-line, allowing utilization of various widely used photoresists (e.g. S1800 
series, SPR220 series, and AZ 7800 series). The first hologram we create is a “Cal” 
pattern. The discrete phase distribution (32 phase levels covering 2π) is generated by an 
iterative nonlinear optimization algorithm, as discussed in Chapter 5.  
 
 
Figure 6. 10 Experimental setup for photolithography enabled by generated hologram. Abbreviations used for the 
optical components are as follows. BP: band pass filter; L1, L2, L3, L4, L5: lenses; M1, M2: mirrors; LP: linear 
polarizer; QWP: quarter wave plate; OL1, OL2: objective lenses; PR: photoresist (S1805). The camera is removed 
during the exposure. 
The experimental setup is depicted in Figure 6.10 to characterize the holographic 
lithography. An off-axis design is applied such that the image propagates in the similar 
way as the bent beam (Figure 6.11b shows a low resolution image compared to Figure 
5.6(c) because only part of the image is used for the off-axis image), as shown in Figure 
6.10. A 4f system is inserted in the illumination path and a rotating diffuser (Edmund, # 
47989) in the focused beam plane to reduce the laser speckle noise (shown in Figure 
6.10) by diminishing the temporal coherence and maintaining the spatial coherence. 
After the metasurface, a Mitutoyo long-working-distance objective lens (M Plan Apo 
SL100×, NA = 0.55; working distance = 13 mm; effective focal length is 2 mm) and a 
fused silica lens (focal length is 38 mm) are used to form an image of holographic 
“CAL” pattern on a CMOS camera (Thorlabs, DCC1645C). Another two-lens system 
consisting of a fused silica lens (focal length is 300 mm) and a Mitutoyo objective lens 
(M Plan Apo NIR20×, NA = 0.40; working distance = 20.0mm; effective focal length is 
10 mm), is employed to shrink the size of the image by 30 times and the image is then 
recorded by the photoresist (S1805). Photoresist S1805 is spin-coated with a speed of 
5000 rpm, forming a thickness of around 400nm and it is developed with MF-319 
developer (MicroChem). 
 42 
 
Figure 6. 11 (a) Phase distribution of target image (“Cal” logo) obtained with the non-convex optimization algorithm 
and (b) Theoretically calculated holographic “Cal” pattern based on the phase distribution in (a). (c) Camera 
captured holographic “Cal” pattern. The operating wavelength is 380 nm. (d) “Cal” pattern exposed on photoresist. 
Scale bar: 10 µm. 
The camera captured image of “CAL” pattern is shown in Figure 6.14(c)), and then the 
exposed photoresist by a de-magnified pattern is shown in Figure 6.14(d). All features 
shown in Figure 6.14(c), including the uneven boundaries, are transferred to the resist, 
confirming the fidelity of the lithography process.  
 
 
Figure 6. 12 AFM measurement for the height of the photoresist. (A) Optical image of the “V” pattern and the three 
lines chosen for AFM measurement for the resolution. Height information along the lines (drawn in (a)), (b) line 1, 
(c) line 2, (d) line 3.  
To demonstrate the resolution of this holographic lithography, a “V” shape pattern with 
a smaller size is recorded on the resist as well, shown in Figure 6.12 (the camera 
captured “V” pattern is shown in the inset). Figure 6.12(b)-(d) show the Atomic Force 
Microscope (AFM) images of the exposed photoresist along the dashed line drawn in 
Figure 6.12(a), demonstrating a half-patch resolution of approximately 2 µm (similar 
definition of resolution in [22]). In principle, the resolution of this design is only 
restricted by the diffraction limit, which can be achieved by further optimizing the 
fabrication process and the imaging system. This metasurface-based lithography can be 
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potentially extended to 3D with 3D holography, a step forward from existing 
lithography technologies [98].   
6.5 Alternative designs to improve the conversion efficiency of 
metasurfaces 
To further boost the efficiency of UV metasurfaces, here we propose two different 
ways: one is to work in the reflection mode (Figure 6.13) and the other is to utilize the 
double-bar structures (Figure 6.14).  
 
 
Figure 6. 13 (a) Schematic illustration of reflective metasurfaces with MgF2 spacer layer and Al mirror. (b) FEM 
Simulation of the reflected field with a reflective metasurface. The antenna size is the same with the transmissive 
ones as discussed above. The thickness of the MgF2 is 30nm. (c) Conversion efficiency spectrum of a reflective 
metasurface. 
Figure 13(a) shows schematic illustration of a reflective metasurface. The same Si 
metasurface is designed with the previous transmissive metasurface and a Magnesium 
fluoride (MgF2) spacer layer and Al mirror are employed here. The spacer layer is 30 
nm thick, which is optimized for the overall range of 290nm to 420 nm. Figure 6.13(b) 
shows the simulated beam steering of the reflected circularly polarized field with 
opposite helicity achieved with 8 nanorods at 380 nm. COMSOL simulation shows that 
the maximum efficiency in the UV ranges increases to 70% in the reflection mode 
(Figure 6.13(c)) and the overall efficiency is around 45%. 
 
With optimization of the antenna design, even higher efficiencies for both transmission 
and reflection modes can be achieved. For example, by introducing a double bar design 
(Figure 6.14(a)), the efficiency of the all-Si metasurface can be increased to the level of 
200% (diffraction efficiency) and 37% (conversion efficiency) in the transmission 
mode (Figure 6.14(b)). This high diffraction efficiency will be essential to improve the 
signal-to-noise ratio in the far field transmission. The demonstration of effective UV 
beam steering successfully confirms the proposed mechanisms that the scattering 
efficiency of nano-optic antennas benefits substantially from the strong interaction 
between Si and UV light. With spacer later and reflective mirror, or sandwiched double 
bar configurations, this interaction can further be boosted and thereby improving the 
conversion efficiency. 
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Figure 6. 14 Double-bar design and simulated conversion efficiency and diffraction efficiency spectra. a) Schematic 
of a unit cell of the double bar metasurface design. The period of a unit cell and the Si antenna size are the same with 
the single bar design. The sandwitched SiO2 has the same length and width with Si. Its thickness is 30nm. b) 
Simulated conversion and diffraction efficiency spectra in the UV range. The overall conversion efficiency is 
increased to be higher than 20% and maximum is even higher than 35%. The diffraction efficiency is around 100% 
for the whole UV range and the maximum is up to 200%. 
6.6 Conclusions 
Utilizing the all-single crystal Si platform, we have experimentally demonstrated 
broadband UV metasurfaces with efficiencies as high as 15% in transmission mode for 
beam steering applications. The COMSOL simulations predict 70% efficiency in the 
reflection mode and a double bar design is able to boost the transmissive diffraction 
efficiency to 200% theoretically. A circuit model is built and accurately describes the 
total impedance modulation by the material permittivity. Enabled by the new capability 
in manipulating UV light, we have achieved micron-resolution holographic lithography. 
Our results pave the way to better understand and effectively utilize material loss 
instead of avoiding it. By employing other larger bandgap materials, the working 
spectrum range can be broadened to even far UV frequencies. Moreover, a single 2D 
mask can generate multiple holographic patterns at the same time, each at a different 
image plane, enabling cost-effective fabrication and the potential for 3D lithography, 
providing new opportunities for future nano-manufacturing.   
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Chapter 7 
 
 
A lithography free and field-programmable photonic 
metacanvas 
 
7.1 Introduction 
Mathematical operators are generally used in wave optics to quantify the light 
manipulation of photonic devices, and different photonic devices correspond to 
specifically fixed mathematical operators [99], which indeed leads to principal and 
experimental limitations. On the one hand, in situ modification of the corresponding 
mathematical operators is necessary to fulfill the functionality of an optical 
reconfigurable system; on the other hand, probing into the time-resolved observation of 
photonic phenomena requires real-time evolution of those mathematical operators. As 
such, rewritability, with successful examples in other fields like field-programmable 
gate arrays (FPGA) [100], would create new optical functionalities via (re) compilation 
of photonic operators [101], and thus inevitably attracts vast attention in the field of 
photonics. Previous attempts realizing the reconfigurability used micro/nanomechanical 
metamaterials [102-104], liquid crystals [105] or amorphous-crystalline phase-
transition materials [106], are limited in terms of functionality, pixel density, efficiency, 
fabrication/reconfiguration cost or high working temperature (>623 °C) [107]. It is 
much desired to utilize phase-transition materials to reconfigure photonic elements in a 
fast, scalable, cost-effective, and lithography-free way at or near room temperature. 
 
In this Chapter, we present an all-solid, rewritable metacanvas for photonic 
applications, on which arbitrary photonic devices can be rapidly and repeatedly written 
and erased for real-time manipulation of light waves. Different patterns can be written 
and erased on the same metacanvas successively. The writing is performed with a low-
power laser and the entire process stays below 90 °C. Dynamic manipulation of optical 
waves is demonstrated with the metacanvas, specifically light propagation, polarization, 
and reconstruction. The metacanvas supports physical (re)compilation of photonic 
operators akin to that of FPGA, thus realizing the in situ modification of the 
corresponding mathematical operators of the metacanvas. This dynamic optical system 
without moving parts opens possibilities where photonic elements can be field 
programmed to deliver complex, system-level functionalities. 
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7.2 Phase transition signature of VO2 and deposition of polycrystalline 
VO2 film 
The meta-canvas is realized using the hysteresis of the metal-insulator phase transition 
(MIT) of polycrystalline vanadium dioxide (VO2) films. It is of important to review the 
phase transition signature of VO2 first. VO2 undergoes a temperature-driven, reversible 
transition from the insulating (I) to metallic (M) phase when heated above its transition 
temperature (Tc ~ 68oC) [108]. The metal-to-insulator (MIT) transition behavior is 
accompanied by a significant change in mechanical, electrical and optical properties. 
Although this phase transition mechanism is till controversial, a representative 
understanding is discussed here.  
 
As shown in Figure 7.1, when temperature is beyond the Tc (~68oC), VO2 is in the rutile 
metallic phase; the vanadium ions occupy the body center and vertex of the tetragonal 
structure (Figure 7.1(b)) and each vanadium ion and six surrounding oxygen ions 
constituting an octahedral unit. The electrons are free to move, exhibiting high 
conductivity. When the phase transition happens, the crystal parameters change and the 
vanadium atoms deviate from the vertex angle, leading to the transition from highly 
symmetrical quadrilateral structure to monoclinic one with low symmetry and two 
varying vanadium-vanadium bonds (Figure 7.1(a)). The previous free-moving electrons 
of each vanadium atom turn to be bound to these vanadium-vanadium bonds, resulting 
in the insulator property. There are some reported explanations for such phase 
transition, such as the lattice distortion and electron correlations [109-111]. 
 
 
Figure 7. 1 Schematic illustration of the change of VO2 crystal structure. (a) Monoclinic insulator (b) Tetragonal 
metal [108].  
Such phase transition signature of VO2 may allow for the switching between two 
different states. First of all we deposit and characterize VO2 films. VO2 films are 
deposited onto double-side polished, undoped Si substrates in a DC magnetron 
sputtering system using high-purity vanadium metal target. The sputtering was carried 
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out with a flowing gas mixture (49.7 sccm Ar and 0.3 sccm O2 under 0.55 Pa for 30 
min, DC power of 60 W) at room temperature. After the VO2 deposition, it was 
annealed in low-pressure O2 atmosphere (3×10-2 mbar) at 450 oC for 10 min to facilitate 
the crystallization. The grain size of the VO2 thin film is roughly 50-200 nm, as shown 
in Figure 7.2(a). Raman spectrum of the VO2 thin film verifies its good quality, shown 
in Figure 7.2(b).  
 
The quality of VO2 plays a pivotal role in VO2 hysteresis (discussed later) as well as 
practical applications [112]. The characterization results in Figure 7.2, together with the 
temperature-dependent resistance curve in Figure 7.3(b), indicate the high ON/OFF 
ratio, steep metal-insulator transition, strong Raman signals, and correct phase 
transition temperature of the VO2 films used in the experiments (more details shown in 
Figure 7.3). Hence, the good quality of the VO2 films, from a practical point of view, 
used as the metacanvas has been verified. Also, the quality of such VO2 films was 
demonstrated elsewhere [113]. 	
 
Figure 7. 2 (a) SEM image and (b) Raman spectrum of the VO2 film.  
7.3 A rewritable VO2 meta-canvas based on hysteresis 
VO2 undergoes a temperature-driven, reversible transition from the insulating (I) to 
metallic (M) phase when heated above its transition temperature (Tc ~ 68oC) [114]. The 
VO2 film, meta-canvas, can be micro-patterned with a laser beam based on the thermal 
heating effect (a schematic configuration is shown in Figure 7.3(a)). These two phases 
differ drastically in their physical properties: the electron density (1.9×1023 for the M-
phase Vs. 1.9×1019 cm-3 for the I-phase), color (dark green Vs. bright yellow under 
white light illumination, shown in Figure 7.3(b) insets), and relative dielectric constant 
(-35+119i Vs. 4.9 near the operation wavelength of 10.6µm in this work) are all distinct 
[108, 114], thus attracting much attention in various fields [115-117]. This contrast, 
together with the wide MIT hysteresis of poly-crystalline VO2 films lay the material 
foundation that enables the meta-canvas for non-volatile pattern writing and erasing.  
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As illustrated in Figure 7.3(b), we first globally heat the VO2 film from room 
temperature (Point A) to Tc (Point B), and the entire film is still in the I-phase. 
Subsequently, a laser is focused onto the film to locally heat the VO2 to the M-phase 
(Point C). When the laser is turned off or moves to other regions, the laser-heated 
region will still stay in the M phase (Point D) owing to the hysteresis [118]. Hence a 
non-volatile M-phase pattern is written with the laser onto the I-phase film. The pattern 
can be easily erased by reducing the temperature of the entire film beyond the 
hysteresis (e.g., to Point A). Upon re-heating to Point B, the film is reset for re-writing 
the next pattern in the same region. As such, nearly arbitrary patterns of the M phase 
can be written, erased, and rewritten on the same area, hence providing a canvas to 
“field-program” various metaphotonic elements.  
 
 
Figure 7. 3 A rewritable meta-canvas. (a) Schematic of laser writing different photonic operator patterns on a meta-
canvas. (b) Temperature-dependent resistance of a VO2 film, where the transition temperature (Tc) is denoted by a 
vertical dashed line. Inset A and B: un-patterned VO2 film as a meta-canvas (all in I-phase). Inset D: the VO2 film 
(global temperature kept at Tc) is laser-written with a pattern of a bear in M-phase. (c) Optical images of writing and 
erasing on the meta-canvas: a pattern of a bear (M-phase) is written onto an I-phase VO2 film (i - iii), then erased by 
decreasing the global temperature (iv, v), and another pattern of “META” is written in the same area (vi). (d) 
Diagram showing the mathematic matrix (𝑭) for light waveform (𝑰) is compiled into a meta-canvas in the form of a 
photonic operator for real light manipulation. Scale bar is 100µm in b and c.  
Since the meta-canvas writing is only a heating process, there is no special requirement 
on the writing laser. We experimentally achieved pattern writing on the meta-canvas 
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with various lasers, such as a 488nm continuous wave (CW) laser in a micro-
photoluminescence/Raman system (Renishaw), a 400nm femtosecond laser from a 
Chameleon laser source (Coherent), and a 10.6µm CO2 laser (Coherent). The 
temperature control (heating and cooling) was achieved using Lakeshore 325 (and/or 
321) temperature controller(s) and home-made heating stages which consisted of Pt 
temperature sensors and Kapton® insulated flexible heaters. A LRS-0532 diode 
pumped solid state laser (Laserglow Technologies) was used for the laser writing, 
which operates in the continuous wave (CW) mode at 532 nm wavelength. Besides the 
laser, other key components in the direct laser writing system included an Olympus 
100× lens (NA=0.95, infinity corrected), a nano-positioning stage (Aerotech, ANT130-
XY series), and a mechanical shutter (Thorlabs). The movement of the nano-
positioning stage and the ON/OFF of the mechanical shutter were computer-
programmed and automatically controlled, where a CCD was also used for in-situ 
observation and recording. The laser power received at the VO2 film was 
1.14~1.25mW, with a diameter of less than 1 um. The resistance hysteresis curve of the 
VO2 shown in Figure 7.3(b) was measured using a probe station and a home-built 
heating stage with a Lakeshore 325 temperature controller. 
 
It is well worth noting that, the laser power density has to be optimized to have the best 
writing performance, which also depends on the thermal conductivity of the substrate, 
the absorption coefficient of VO2 at the laser wavelength, and the intensity distribution 
of laser. Too low power results in a blur and vague pattern, while too much power 
causes irreversible damage to the meta-canvas. It is also applicable when the meta-
canvas is used in an optical application, because if the probe laser is too powerful, it 
will heat the meta-canvas up and remove all patterns on it. Even though there is an 
upper limit for the input power, that value is really large for many applications. In our 
test, 10.6 µW wavelength, ~800 µm diameter CO2 laser (which was used in the 
characterization) can only induce the phase transition of VO2 in the meta-canvas at a 
power of ~200mW. With lower power density, it will be rather safe to conduct 
experiments. 
 
Such a rewritable meta-canvas is ideal to implement compilation of photonic operators 
for manipulation of light. This process is similar to the concept of compilation in 
electrical engineering: to realize the desired logic in the form of a software program, it 
is compiled into FPGA using an assembly language. In such a process, the speed and 
programmability of the compilation are critically important. In analogy, to realize the 
desired photonic operator to manipulate light, it is rapidly [119] compiled onto the 
meta-canvas using the “assembly languages” (Figure 7.3(d)., which can be optical 
gratings [7, 120], metasurface [31, 106], holography [33, 121], metatronics [122], etc. 
Such rapid, cost-effective, and reversible compilation of photonic operators on the 
rewritable meta-canvas enables a rich collection of photonics research and applications.  
Here we start by dynamically compiling a phase array, based on which we develop the 
concept of and demonstrate a physical simulator; finally we show a more general 
prototype for a rewritable photonic system. The thickness of the VO2 film is only 200 
nm and the probe beam wavelength is 10.6 µm, forming a wavelength-thickness-ratio 
as high as 53 for all the photonic operators compiled. The writing laser used in 
 50 
demonstration is a 532nm continuous laser with power around 1mW and diameter < 
1µm, and a feature size of 1 µm could be achieved.  
7.4 A beam-steering operator compiled on the meta-canvas 
 
Figure 7. 4 A beam-steering operator compiled on the meta-canvas. (a) Diagram of the dynamic light beam steering 
process. (b) Schematic of the beam steerer with steering angle φ. Inset: optical image of a phase array compiled on 
the meta-canvas. Scale bar: 10µm. (c) COMSOL simulation of light steering with the phase array. The green and red 
arrows represent the input and the steered light propagation direction, respectively, while the white horizontal line 
shows the plane of the VO2 meta-canvas. (d) Normalized measured light intensity as a function of the propagation 
direction angle φ.  
Electromagnetic phase arrays have found various applications ranging from radar, 
communication [123], biomedical sciences [124], holography [33], to optical tweezers 
[125]. Currently, large-scale integrated phase array has been reported, but a cost-
effective way to implement large-scale, lithography-free, and rapidly reconfigurable 
phase arrays is much desired to boost these applications. Here, we first test a basic 
function of the phase array, beam steering. Figures 7.3(d) show the diagrams of the 
beam steering process with the metacanvas. The designed phase array is compiled onto 
the metacanvas, which steers the input light beam to an angle of φi as well as changes 
the handedness of the steered beam, which is similar as the Si UV metasurfaces 
discussed in Chapters 5 and 6. In the experiment, a steered beam was indeed observed 
along the designed direction (Figure 7.4(d)). As we erased the phase array on the meta-
canvas by decreasing the global temperature (Figure 7.4(a)), the steered beam vanished, 
so a new photonic operator can be compiled afterward onto the same metacanvas for 
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beam steering in different directions, thus verifying the (re)compilation of operators on 
the metacanvas. 
 
Figure 7.4(a) shows the working sequence of the dynamic phase array. The designed 
phase array is compiled onto the meta-canvas to form a photonic operator 𝐅(φ!) , 
which steers the input light beam 𝐈𝟎 with an angle of 𝛗𝐢 and changes the handedness of 
the steered beam. The definition of the operator 𝐅, light waveform 𝐈 and the detailed 
formulas are summarized in the Appendix. Then the operator is erased to eliminate the 
steering effect. The COMSOL simulation result is shown in Figure 7.4(c), which well 
matches the design and the experiment. In the experiment, a steered beam was observed 
along the designed direction (Figure 7.4(d)). As we erased the phase array on the meta-
canvas by decreasing temperature, the steered beam disappeared. After that, the meta-
canvas can be compiled as a new photonic operator 𝐅(φ!!!) for beam steering in 
different directions.  
 
 
Figure 7. 5 Detailed diagram of the setup used in the beam steering and holographic physical simulator experiments. 
RM, reflective mirror; LP, commercial linear polarizer; PR: 90° phase retarder; L, focusing lens; MC, meta-canvas. 
The experiment setup used for the beam steering is illustrated in Figure 7.5. Note that 
some reflective mirrors are omitted for clarity of the diagram, and the distance between 
optical components is not shown to the scale. A CO2 laser (DIAMONDTM C-20), with a 
waveform generator (33600A series, Keysight Technologies Inc.), was used for 
generating the desired 10.6 µm laser radiation in all the characterization experiments. A 
commercial wire grid linear polarizer (WP25M-IRC, Thorlabs) and a 90°phase retarder 
(Ophir) were used for creation of the circular polarized light. The subsequent integrated 
power measurement was measured using a high-sensitivity thermal power sensor 
(S401C, Thorlabs), where each data point is the average of 20 measurements 
continuously recorded at 10Hz. The mapping of intensity distribution was achieved 
with pixel-by-pixel scanning: one iris and the power sensor (S401C) were integrated 
onto a 3-axis nanomax stage (Thorlabs) controlled by a three-channel APT™ benchtop 
stepper motor controller (BSC203, Thorlabs). Similarly, each data point in the mapping 
is averaged from 10 consecutively measured values. B-spline interpolation was applied 
to all the mapping data. 
3-axis	stage
CO2 Laser
Power	sensor
RM
LP
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L1 L2
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In the beam steering experiment, the circular polarized light transmitted through the 
meta-canvas compiled with the phase array. A focusing lens is positioned behind the 
meta-canvas. Since the distance between the meta-canvas and the lens is equal to its 
focal length, the steered light is focused at the focal plane at the other side, where a 2D 
mapping was conducted. After converting the position information at the mapping 
plane into the steered angle, we obtained data to plot Figure 7.4(d).   
7.5 Dynamic compilation of operators on the metacanvas 
As a versatile platform capable of “free-style” (re)compilation of operators, the 
metacanvas can go beyond device level applications such as the beam steerer and 
enable construction of a comprehensively reconfigurable photonic system. Here, we 
demonstrate a prototype of such reconfigurable system using two metacanvases for 
time-resolved observation of dynamic transitions. Transitions between physical 
phenomena have been heavily investigated in attempt to reveal the otherwise hidden 
dynamics in various contexts, such as quantum systems [126] and topological phase 
transition [127]. However, in photonic systems, it is rather difficult or even impossible 
to experimentally achieve smooth transitions without interrupting the optics. Aided 
with in situ programming capabilities, a metacanvas-based system enables real-time 
reconfiguration of photonic operators to manipulate light, thus opening up new 
opportunities for resolving and probing dynamic transitions. Again as a proof of 
concept, we use manipulation of structured light with structured devices [128] as an 
example. Concentric-ring gratings have been studied intensively for exploration of 
cylindrical vector and orbital angular momentum with possible applications such as 
tight focusing and structuring of light [128]. A circularly polarized beam transmitting 
through the grating generates a doughnut-shaped light field with a dark center due to 
high transmittance of the radial component of the light beam, while a linearly polarized 
incident beam results in a two-lobe-shaped light field [128]. 
 
The diagram of achieving such transition is shown schematically in Figure 7.6(a). 
Sequentially erasing operators F1 and F2 would enable the transition from 𝑰𝟑 to 𝑰!𝟑, and 
finally 𝑰𝟏. The experimental setup is shown in Figure 4b, where two meta-canvases are 
used. The first meta-canvas compiled as a linear polarizer 𝑭𝟏 transforms the circular 
polarized light 𝑰𝟏 into linear polarized light 𝑰𝟐, which is further transformed into a two-
lobe pattern 𝑰𝟑 by a concentric-ring grating 𝑭𝟐 on the second meta-canvas. Prior to the 
transition experiment, we characterized the performance of the linear polarizer at 
various temperatures, which proved that 𝑭𝟏  was correctly compiled and erasable 
(Figure 7.6(c)). The polarization ratio of this linear polarizer is maximized and equal to 
4.5 at Tc and gradually decreases to about 1 at Tc− 15 °C when the pattern is nearly 
completely erased.  
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Figure 7. 6 Dynamic control of polarizers as photonic operators on the meta-canvas. a, Diagram of light 
manipulation with the dynamical control of the operators. b, Schematic of the experimental setup. Inset: optical 
images of the meta-canvas compiled as a linear polarizer 𝑭𝟏 (top left) or a concentric-ring grating 𝑭𝟐 (bottom right). 
Scale bar: 10µm. c, Evolution of the normalized polarization-dependent light transmission from the linear polarizer 
as temperature is decreased from Tc to Tc-15℃. d, Transmitted light intensity normalized by profile of the incident 
light intensity. (i) Two-lobe pattern where the arrow shows the polarization direction. (i-iv) Transition from the two-
lobe-pattern (F1+F2) to a doughnut pattern (F2 only) when the linear polarizer (F1) is erased. (iv-vii) Fading of the 
doughnut pattern when the concentric-ring grating (F2) is also erased.  
Note that Figure 7.6(c) in clearly shows a temperature-dependent polarization ratio of 
the meta-canvas compiled as a linear polarizer. This is because, when the global 
temperature of the meta-canvas was decreased, the written M-phase patterns on it went 
through a metal-insulator phase transition (MIT) and gradually faded away. After that 
the meta-canvas finally became a homogenous I-phase VO2 film. Since the 
performance of both metallic wire grid linear polarizer and conductance is directly 
related to the carrier movement, we derived the polarization ratio as a function of the 
temperature difference from Tc, and plotted it in Figure 7.7, together with the measured 
hysteresis curve in Figure 7.3(b). It is clearly shown that, those data sets match each 
other very well, proving that the degradation of linear polarizer performance originated 
from the MIT of the written pattern [129]. 
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Figure 7. 7 Temperature dependent polarization ratio of the meta-operator compiled as a linear polarizer.  
The concentric-ring grating was also similarly characterized and its performance was 
confirmed. As we assembled them as an optical system in Figure 7.6(b), a two-lobe 
pattern (𝑰𝟑) was detected, as shown in Figure 7.6(d)-i. When F1 was being erased, we 
observed a smooth transition from the two-lobe pattern 𝑰𝟑 to a doughnut pattern 𝑰!𝟑 
thanks to the smooth transition of the light before F2 from linear polarization to circular 
polarization. The reduced optical contrast of the patterns, which are practically new 
operators, carries the information of intermediate states. Finally, when F2 was also 
completely erased, the doughnut pattern vanished and the output returned the light field 
of 𝑰𝟏 since there is no operator acting on it (Figure 7.6(d)-vii). We note that what is 
plotted in Figure 7.6(d) is the transmission ratio in order to explicitly show the pattern. 
Thus, the metacanvas based optics could enable dynamical transition in optics without 
physically replacing the optical components. New photonic operators can be 
subsequently complied onto these metacanvases, hence realizing system-level recon-
figuration, potentially a valuable merit for applications such as optical computing. 
The experiment setup used for the separate characterization of meta-canvases compiled 
as a linear polarizer and a concentric-ring grating and the transition observation are 
illustrated in Figure 7.8. Note that some reflective mirrors are omitted for clarity, and 
the distance between optical components is not drawn to the scale. The light right after 
the phase retarder is circular polarized light.  
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Figure 7. 8 Detailed diagram of the (a) meta-canvas as a linear polarizer, (b) meta-canvas as a concentric-ring 
grating, (c) transition observation setups. RM, reflective mirror; LP, commercial linear polarizer; PR, 90° phase 
retarder; L, focusing lens; MC, meta-canvas.  
To prove the functionality of the metacanvas compiled as a concentric-ring grating. We 
separately characterized that with the setup shown in Figure 7.8(b). First measurement 
was taken using linear polarized light provided by a commercial linear polarizer (LP2), 
as is in shown in Figure 7.9(a). Then we rotated LP2 by 90°, and got the Figure 7.9(b). 
Those two-lobe patterns match the results in previous works [130]. Finally, we 
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removed the LP2 to let circular polarized light transmit through the meta-canvas, 
leading to the result in Figure 7.9(c), where a doughnut shape with a dark center is 
shown. 
 
Figure 7. 9 Experimental characterization of a meta-operator compiled as a concentric-ring grating. (a) and (b)Two-
lobe pattern created by making linear polarized light pass through the concentric-ring grating. Arrows show the 
corresponding polarization directions. (c) A doughnut pattern created by making circular polarized light pass through 
the concentric-ring grating.  
7.6 A holographic physical simulator compiled on the meta-canvas 
To further employ such photonic operator recompilation as demonstrated by the 
reconfigurable photonic system, we use the metacanvas to experimentally simulate the 
design of optical elements, thereafter termed as a physical simulator. Physical 
simulation is generally used in engineering projects to evaluate and compensate random 
errors arising from real-world applications that cannot be pre-captured by theoretical 
calculation or computer simulation [131] but are critical in fields such as holography. 
One deep-rooted problem in holography is the mismatch between the designed and 
experimental results caused by ubiquitous experimental errors, such as fabrication 
error, detector resolution, laser noise, and diffraction distortion [132]. Although 
numerical full-wave simulation is able to partially solve these problems, the solution is 
severely limited by the memory size and computation power of the simulating 
computer. As a result, it has not been possible to simulate large-scale holograms with 
billions of meshes, let alone the random influence of optical setups involved [133]. The 
metacanvas, with the advantages of lithography free, economical, and rapid 
recompilation, presents an approach to simulate the hologram with a physically real 
system, i.e., a physical simulator. 
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Figure 7. 10 A holographic physical simulator is compiled on the meta-canvas. (a) Diagram showing the imaging 
correction process using the physical simulator with schematic images. The first attempt in the physical simulator 
output (𝑰𝒑) includes the lumped experimental error (𝑭𝒆) with the designed phase distribution (𝑭𝒅). This error 
information can then be identified and then input as a feedback to the second round design (𝑭𝒆!𝟏) in the physical 
simulation to eliminate the influence of error. The modified phase array (𝑭𝒅! = 𝑭𝒆!𝟏𝑭𝒅) can be used in real 
implementation with well expected ideal image. (b) Optical images of a hologram complied on the meta-canvas with 
different magnifications. Scale bar: 100µm (main) and 10µm (Inset). (c) Two target two-spot images, the 
corresponding calculated phase distribution, and the experimental holographic images with one-pixel (i-iii) and two-
pixel (iv-vi) separation. Note that (i) and (iv) only show the middle parts of the full images, and (ii) and (v) have 
taken into consideration the beam steering phase. (d) Comparison between the analytical design and the physical 
simulator output along the horizontal dashed lines in the holographic images in c(iii,vi).  
The workflow of physical simulation is depicted in Figure 7.10(a), where the 
analytically designed hologram 𝑭𝒅  is compiled onto a meta-canvas to output an 
experimental holographic image using the real setup. The difference between the 
designed (𝑰!) and the physically simulated (𝑰!) images is analyzed to find the lumped 
experimental error (𝑭𝒆). In the next step, a revision (𝑭𝒆!𝟏) is added to the design to 
compensate 𝑭𝒆  for the error correction, hence achieving the error-corrected output 
(𝑰!!). Such corrected design (𝑭𝒅! ) can then be applied to real fabrication of holograms. 
To demonstrate this process, we compiled a computer generated hologram (CGH) 
design (discussed in Chapter 5) of a two-spot image on the meta-canvas (Figure 
7.10(b)). The design of (i-ii) and the experimental observation (iii) are shown in Figure 
7.10(c). The experimental result (iii) in Figure 7.10(c) shows that the two spots are 
separated insufficiently apart from each other, resulting in an overlap between the two 
spots. We then fixed the error by adding one more pixel between the spots (iv-v), which 
led to completely separated two spots (vi). The comparison between the design and the 
experimental data clearly shows the limitation of the analytical work (Figure 7.5(d)). 
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Therefore, using feedback between analytical design and experimental implementation, 
the meta-canvas based physical simulator effectively processed a real full-wave 
simulation breaking the computational limitation, providing a fast, cost-effective 
approach to correct the hologram before real-world fabrication. 
7.7 Conclusions 
In conclusion, we have exploited the VO2 phase transition to attain real-time re-
configurability and field programmability of photonic devices, and achieved rapid 
(re)compilation of various photonic operators on the metacanvas for full light 
manipulation in both space and time dimensions. From the high-speed, large-scale, 
“free-style” writing and erasing, the dynamic compilation of photonic operators has the 
potential to enable unprecedented applications (e.g., real-time analysis and control of 
photonic devices) as well as basic research (e.g., probing into time-dependent optical 
processes). We note that all the experiments we show in this work were completed with 
only three VO2 films, which have undergone several tens of damage-free writing–
erasing processes under ambient condition, exhibiting great versatility and stability. 
Different patterns have been repetitively written and erased on the same film, thus 
proving the context of rewritability. 
 
The performance of the photonic operators compiled on the metacanvas can be further 
improved by optimizing the feature size and shape, the film thickness, and the material 
quality. Current limitations for unleashing the full potential of the metacanvas are 
related to our facilities rather than the metacanvas itself. Further improvements in the 
metacanvas can be made at least in two aspects: first, switching the laser writing to 
electrical control of metacanvas will potentially yield a friendlier device footprint for 
some integrated electronic systems; second, the technology of metacanvas can be 
applied to other materials with first-order phase transition and a hysteresis akin to that 
of VO2 films [134], potentially expanding the spectral range and working condition. In 
all, aided with more advanced facilities, one can envision to further apply the 
metacanvas technology for more advanced applications, such as optical computing 
[135] or fully reconfigurable photonic circuitry [136]. It is also possible to build 
dynamic optical systems without moving parts, where a wide range of functionalities 
can be customized in situ by repeatedly programming and coding the metacanvases. 
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Chapter 8 
 
Summary and outlook 
In this dissertation, we explored the opportunities using dissipative dielectric meta-
structures and their potential advantages over the conventionally existing optical and 
photonic components. In Chapter 1, we reviewed the nanophotonics field enabled by 
the nano-particle scattering, particularly in the form of plasmonic metals and lossless 
dielectric ones with high refractive index. Different mechanisms based on resonances 
and non-resonances are revisited, both of which show the ability to confine the field to 
nanoscale and manipulate the far field flexibly and hence achieving unique optical 
response. Some limitations with plasmonic and lossless dielectrics for specific 
applications, such as thermal stability, UV inactivity and low index nature were 
discussed. The motivation to employ dissipative dielectrics was proposed. In Chapters 2 
and 3, we theoretically investigated the dissipative dielectrics in the applications for 
confinement and enhancement of optical field to nanoscale. Both resonant and non-
resonant structures with dissipative dielectrics show the potential better performance 
over the lossless dielectrics. The total fluorescence enhancement over 600 can be 
achieved with a-Si theoretically. In Chapter 4, a circuit model was built to explain the 
large scattering efficiency of a dissipative antenna, providing insight into the physics 
behind. In Chapter 5, geometric phased enabled metasurface design was introduced. A 
simple rotating nanorod is able to impart different phase delay for the incident light. 
The beam steering, focusing and phase-only hologram applications based on the 
metasurfaces were discussed well. In Chapter 6, we experimentally demonstrated the 
beam steering and holographic lithography with the all Si metasurfaces in the UV range 
for the first time, to our best knowledge. Micro-resolution in lithography was achieved. 
Two alternative ways to further improve the efficiency were proposed as well. In 
Chapter 7, we demonstrated rapid compilation of photonic operators onto a rewritable 
meta-canvas for light manipulation. Dynamical control of optical waves for light 
propagation, reconstruction and polarization with VO2 films at neat room temperature 
were achieved. 
 
Looking forward, the works presented in this dissertation only represents a small 
portion of the potential applications of dissipative dielectrics and rewritable VO2 can 
demonstrate. As we see in Chapters 2 and 3, the dissipative dielectrics may have an 
opportunity for enhanced Raman spectroscopy for some unique wavelengths which 
conventional metals and lossless dielectrics cannot reach. The two alternative ways of 
improving efficiency for metasurfaces are also worth to be explored experimentally and 
3D lithography enabled by such high efficiency UV metasurfaces have a great potential 
for the replacement of projection lenses in steppers. As we discussed in Chapter 7, with 
the improved resolution of writing laser, a pure VO2 metasurfaces with smaller features 
can be achieved and may allow for the applications in the visible wavelengths, opening 
up more opportunities in imaging, display and holograms. Si Metasurfaces are very 
promising in that they have shown the ability to allow for arbitrary manipulation for 
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amplitude, phase and polarization of the light with high efficiency, but their 
functionalities are usually fixed at the moment of fabrication. A potential hybrid system 
combining Si metasurfaces and VO2 may enable potential tunability in the UV regime. 
Furthermore, as mentioned in Chapter 8, faster methods to induce the phase transition, 
for example, electrical modulation are worthy to be explored as well. 
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Appendix  
 
Equivalent mathematic formulas for experiments 
 
In the main text, mathematic operators are compiled onto meta-canvases while 
mathematic diagrams are used to guide the experiments. Here, the mathematic 
operators and diagrams are analysed in detail to give a complete explanation of the 
experiments in the main text.  
A.1 Basic definition 
Without loss of generality, the light is represented as a two dimensional (2D) complex 
vector 𝑰(𝑥,𝑦) 
𝑰 𝑥,𝑦 = 𝑎! 𝑒!!! 𝑎! 𝑒!!!                      (A1) 
Where 𝑎! and 𝑎! denote the amplitudes of light in the x and y direction, while 𝜃! and 𝜃! represent the corresponding phases. 
A.2 Beam steering 
A nanorod optical antenna with a rotation angle of 𝜗, yields a phase shift of 𝜓 = 2𝜗. It 
is assumed that the light is rotated along the y axis, then the phase shift should follow 
(A2) 𝜓(𝑥,𝑦) = !! !"#!! 𝑥                                                      (A2) 
Thus, 𝜗 of each nanorod is as follows, 𝜗 𝑥,𝑦 = 𝜓(𝑥,𝑦)/2 = ! !"#!! 𝑥                                   (A3) 
So rotation around the y axis by φ can be denoted as 𝐅 𝑥,𝑦 = 𝑟! 𝐸𝑥𝑝 𝑗 ! !"#!! 𝑥 + 𝑟!                              (A4) 
which illustrates the way in which 𝑭(𝜑!) in Fig. 2a is calculated. 
Since the incident light is partially preserved after the meta-canvas, here we use two 
coefficients 𝑟! and 𝑟!. 𝑟! denotes the amplitude of the phase-controlled light, and 𝑟! 
corresponds to the transmitted incident light, both of which are determined by the meta-
canvas. 
A.3 Hologram 
A hologram achieves image reconstruction by designing the phase retardation at every 
point. We can get a 2D phase distribution 𝜗!(𝑥,𝑦) with computer-generated hologram 
design, whose effect on the probe light is expressed as 
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𝐅𝐝 𝑥,𝑦 = 𝐸𝑥𝑝 𝑗 𝜗!(𝑥,𝑦)                                         (A5) 
We can reconstruct the far-field holographic image by performing Fourier transform W 
with a focusing lens 
 𝐈! 𝑥,𝑦 =𝐖𝐅! 𝑥,𝑦 𝐈! 𝑥,𝑦                                    (A6) 
A.4 Linear polarizer  
A left-hand or right-hand circular polarized light (LHC or RHC) can be expressed as 𝑰!"# 𝑥,𝑦 = 𝑎 𝑥,𝑦 𝑒!"(𝒆𝒙 + 𝑗𝒆𝒚) = 𝑎 𝑥,𝑦 𝑒!"  1   𝑗               (A7) 𝑰!"# 𝑥,𝑦 = 𝑎 𝑥,𝑦 𝑒!"(𝒆𝒙 − 𝑗𝒆𝒚) = 𝑎 𝑥,𝑦 𝑒!" 1 −𝑗  (A8) 
For a linear polarizer, the transmission coefficient of 𝒆𝒙  and 𝒆𝒚  polarization have 
different values. And a linear polarizer has the following expression of matrix 
𝑭! = 𝑡! 0  0 𝑡!                                                         (A9) 
For example, a perfect polarizer letting X-polarized light transmitted satisfies the 
following relationship 𝑡! = 1, and 𝑡! = 0                                                   (A10) 
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