Nash equilibrium constitutes a central solution concept in game theory. The task of detecting the Nash equilibria of a finite strategic game remains a challenging problem up-to-date. This paper investigates the effectiveness of three computational intelligence techniques, namely, covariance matrix adaptation evolution strategies, particle swarm optimization, as well as, differential evolution, to compute Nash equilibria of finite strategic games, as global minima of a real-valued, nonnegative function. An issue of particular interest is to detect more than one Nash equilibria of a game. The performance of the considered computational intelligence methods on this problem is investigated using multistart and deflection.
Introduction
Game theory is a mathematical theory of socio-economic phenomena exhibiting interaction among decision-makers, called players, whose actions affect each other. The fundamental assumptions that underlie the theory are that players pursue well-defined exogenous objectives and take into account their knowledge, or expectations, of other players' behavior [17] . The theory has been so far applied in the fields of economics, political science, evolutionary biology, computer science, statistics, accounting, social psychology, law, and branches of philosophy such as epistemology and ethics [1] .
A game is a model of strategic interaction among a number of players, which includes the constraints on the actions that players can take and the players' interests, but does not specify the actions that players do take. A solution is a systematic description of the outcomes that may emerge in a game [17] . In this paper we consider only the family of strategic, or normal form, games. The most commonly encountered solution concept in game theory is that of Nash equilibrium [15, 16] . This notion captures a steady state of the play of a strategic game, in which each player holds correct expectations concerning the other players' behavior and acts rationally.
The problem of detecting the Nash equilibria of a finite strategic game admits a number of alternative formulations, yet computing such solutions remains a challenging task up-to-date (for a comprehensive review on algorithms to compute equilibria of n-person games see [13] , for a survey of algorithms for 2-player games see [28] ). Furthermore, an algorithm that computes a single Nash equilibrium is unsatisfactory for many applications. Even if the resulting equilibrium is perfect, or satisfies some other criterion posed in the literature on refinements of Nash equilibrium, we cannot eliminate the possibility that other, more salient equilibria exist [13] .
The problem of computing a Nash equilibrium can be formulated as a global optimization problem [12] . This formulation allows us to consider three computational intelligence methods, namely, covariance matrix adaptation evolution strategies (CMA-ES), particle swarm optimization (PSO), and differential evolution (DE), to detect Nash equilibria. CMA-ES, PSO and DE are stochastic optimization methods capable of handling nondifferentiable, nonlinear and multimodal objective functions. They exploit a population of potential solutions to probe the search space synchronously. Each member of the population adapts its position towards the most promising regions of the function's landscape, characterized, in the case of minimization, by lower function values. Incorporating multistart [30] or deflection [11] , more than one global minima of the objective function can be obtained.
The remaining paper is organized as follows: Section 2 is devoted to a brief exposition of basic concepts of game theory and the formulation of the problem. In Section 3, the computational intelligence methods considered, as well as, the techniques employed to compute more than one minimizers of a function, are described. Section 4 outlines the proposed algorithmic scheme and discusses the experimental results. The paper ends with conclusions in Section 5.
Notation and problem formulation

Strategic games and Nash equilibrium
A finite strategic game, = (N), (S i ) , (u i ) , is defined by [17] ,
• a finite set N = {1, . . . , N} of players, • for each player i ∈ N, a set of actions, pure strategies, S i = {s i1 , . . . , s im i }, • for each player i ∈ N, a payoff function, u i : S → R, is also defined, where S = S 1 × S 2 × . . . × S N is the Cartesian product of all sets S i .
Next, we give the notation that will be used in the paper. The following is based on [13] . Let P i be the set of real valued functions on S i . The notation p ij = p i (s ij ), is used for the elements p i ∈ P i . Let also P = × i∈N P i and m = i∈N m i . Then P is isomorphic to R m . We denote elements in P by
If p ∈ P, and p i ∈ P i , then (p i , p −i ) stands for the element q ∈ P that satisfies, q i = p i and q i = p j for j = i. Now let i be the set of probability measures on S i . We define = × i∈N i , so ⊆ R m . Thus, the elements p i ∈ i are real valued functions on S i , p i : S i → R and it holds that,
We use the abusive notation s ij to denote the strategy p i ∈ i with p ij = 1. Hence, the notation (s ij , p −i ) represents the strategy where player i adopts the pure strategy s ij , and all the other players adopt their components of p.
The payoff function u is extended to have domain R m by the rule,
An immediate implication of the above definition is that for a strategy profile p * to be a Nash equilibrium, it must be that no player i has an action yielding a payoff that he strictly prefers to the payoff he receives by choosing p * i , assuming that every other player j chooses his equilibrium action p * j . In other words, no player can profitably deviate, given the actions of other players.
Problem formulation
As previously mentioned, the problem of finding a Nash equilibrium of a normal form game can be formulated as a problem of detecting the global minimum of a real valued function [12] . To this end, three functions, x, z and g : P → R m , are defined. For any p ∈ P, i ∈ N and s ij ∈ S i , define the ijth component as,
Now, we define the real valued function v : → R, by,
Function v is continuous, differentiable, and satisfies the inequality v(p) 0, for all p ∈ . Furthermore, p * is a Nash equilibrium, if and only if, it is a global minimum of v, i.e. v(p * ) = 0 [12, 13] .
Computational intelligence methods considered
Covariance matrix adaptation evolution strategies
Evolution strategies (ES) are population-based search algorithms developed by Rechenberg and Schwefel [22] [23] [24] [25] . ES exploit a population of individuals to probe the search space. At each iteration of the algorithm, offsprings are produced by stochastic variation, called mutation, of recombinations of a set of individuals (called the parents) from the current population. Mutation is typically carried out by adding a realization of a normally distributed random vector. After the creation of the offspring individuals, a selection phase takes place, where either the best individuals among the offspring population, or the best individuals among both the parent and the offspring populations are selected to form the population of the next generation. These two selection schemes are denoted as ( , )-ES and ( + )-ES, respectively.
ES use a set of parameters, called strategy parameters, to parameterize the normal distribution used in the mutation procedure. These parameters can either be fixed, or evolve during the evolution process resulting in self-adaptive ES [2] . Clearly, the parameters of the normal distribution play an important role in the performance of the ES algorithm [7] . The adaptation of the strategy parameters in ES usually takes place within the concept of mutative strategy parameter control (MSC). In this context, strategy parameters are mutated and search points are subsequently generated by means of this mutated strategy parameter setting.
Covariance matrix adaptation evolution strategies (CMA-ES) have been developed by Hansen and Ostermeier [6, 7] . CMA-ES explicitly realize the objective of MSC, which is to favor strategy parameter settings that produce individuals that are selected (in the minimization framework, this implies individuals with lower function values). Instead of utilizing selection information from a single generation step, CMA-ES utilize a whole path taken by the population over a number of generations. Hansen and Ostermeier call such paths evolution paths. If successively selected mutation steps are parallel correlated, the evolution path will be comparatively long, and vice versa if successively selected mutation steps are anti-parallel correlated. An evolution path is calculated through an iterative process by weighted summation of successively selected mutation steps (cf. Eq. (9)). Moreover, CMA-ES implements a principal component analysis of the previously selected mutation steps to determine the new mutation distribution. An advantage of this approach is that it renders the adaptation mechanism inherently independent of the coordinate system [7] .
The proposed scheme for CMA-ES is ( W , ), where W denotes weighted recombination from all individuals of the parent population. CMA-ES exploit a set of parameters, p c,G ∈ R n , C G ∈ R n×n , p ,G ∈ R n , and G ∈ R + , where G denotes the generation number. The parameters are initialized as follows: p c,0 =p ,0 =0 and C 0 =I (the unity matrix), while 0 and the initial weighted mean of the parent individuals, X W,0 , have to be chosen problem dependent [7] . The offsprings, X k,G+1 , k = 1, . . . , , are then determined by the equation,
where N(0, C G ) denotes the Gaussian distribution with zero mean and covariance matrix C G , and,
with i : denoting the ith best individual, is the weighted mean of the best individuals at generation G; G ∈ R + is the step size; z k,G+1 ∈ R n are independent realizations of a (0, I )-normally distributed random vector. The matrices B G and D G are defined by the symmetrical positive definite n×n covariance matrix C G , as follows [7] ,
This is actually a singular value decomposition of C G . Thus, the matrix D G is an n × n diagonal matrix with its diagonal elements being equal to the square roots of the eigenvalues of C G , while, B G is an n × n orthogonal matrix that determines the coordinate system, where the scaling with D G takes place and its columns are the normalized eigenvectors of C G . The matrix C G is updated by means of the evolution path p c,G+1 , 
and c cov ∈ [0, 1] determines the change rate of the matrix C. The evolution of the global step-size G is determined by a "conjugate" evolution path, p ,G+1 ,
where, c determines the cumulation time; c u = √ c (2 − c ); d is a damping parameter that affects the feasible change rate of G ; andˆ n represents the expectation of the length of a (0, I )-normally distributed random vector.
Particle swarm optimization
Particle swarm optimization (PSO) belongs to the class of swarm intelligence algorithms. The ideas that underlie PSO are inspired not by the evolutionary mechanisms encountered in natural selection, but rather by the social behavior of flocking organisms, such as swarms of birds and fish schools. It has been observed that the behavior of the individuals that comprise a flock adheres to fundamental rules like nearest-neighbor velocity matching and acceleration by distance [9, 10] . In this respect, it has been claimed that PSO performs mutation with a conscience [10] .
PSO is a population-based algorithm that exploits a population of individuals, to synchronously probe promising regions of the search space. In this context, the population is called a swarm, and the individuals are called particles. Each particle moves with an adaptable velocity within the search space, and retains in its memory the best position it ever encountered. In the global variant of PSO the best position ever attained by all individuals of the swarm is communicated to all the particles. In the local variant, each particle is assigned to a neighborhood consisting of a prespecified number of particles. In this case, the best position ever attained by the particles that comprise the neighborhood is communicated among them [10, 19] .
Assume an n-dimensional search space, S ⊂ R n , and a swarm consisting of NP particles. The ith particle is in effect an n-dimensional vector X i = (x i1 , x i2 , . . . , x in ) . The velocity of this particle is also an n-dimensional vector,
The best previous position encountered by the ith particle is a point in S, denoted as BP i = (bp i1 , bp i2 , . . . , bp in ) . Assume g to be the index of the particle that attained the best previous position among all the individuals of the swarm, and G to be the iteration counter.
Then, according to the constriction factor version of PSO, the velocity of the ith particle of the swarm is determined by the following equation [3] ,
where i =1, 2, . . . , NP; is the constriction factor; c 1 and c 2 are called the cognitive and social parameters, respectively; and r 1 , r 2 are random numbers uniformly distributed in the interval [0, 1]. Alternatively, the update of the velocity of the particle can be performed through the inertia weight variant of the algorithm [4, 26, 27] ,
where w is called the inertia weight. The position of the ith particle in iteration G + 1 is computed by,
Both the constriction factor, , and the inertia weight, w, are mechanisms for the control of the magnitude of velocities. However, there are some major differences regarding the way these two are computed and applied. The constriction factor is derived analytically through the formula [3],
for > 4, where = c 1 + c 2 , and = 1. Different configurations of , as well as a thorough theoretical analysis of the derivation of Eq. (14), can be found in [3, 31] . The inertia weight, w, in Eq. (12), is employed to manipulate the impact of the previous history of velocities on the current velocity. Therefore, w resolves the trade-off between the global and local exploration ability of the swarm. A large inertia weight encourages global exploration (visiting unexplored areas of the search space), while a small one promotes local exploration, i.e. probing the current search area. A suitable value for w provides the desired balance between the global and local exploration ability of the swarm, and consequently improves the effectiveness of the algorithm. Therefore, it is preferable to initialize the inertia weight to a large value, giving priority to global exploration of the search space, and gradually decrease it, so as to obtain refined solutions [26, 27] . This finding is intuitively very appealing. In conclusion, an initial value of w around 1.0 and a gradual decline towards 0 is considered a proper choice for w. The initialization of the swarm and the velocities, is usually performed randomly in the search space, although more sophisticated initialization techniques can enhance the overall performance of the algorithm [18] . Thorough theoretical investigations of the convergence properties of PSO through analyzing the trajectories of the particles are provided in [3, 31] . These studies are based on analyzing initially a simplified deterministic model of the algorithm in order to provide an understanding about how it probes the search space, and then continue on to analyze the full stochastic system [3, 31] . Generalized models of the algorithm are proposed, and techniques for controlling the convergence properties of the particle system through the fine-tuning of the parameters are analyzed in [3, 31] .
Differential evolution
Storn and Price [29] introduced a novel minimization method, called differential evolution (DE), capable of handling nondifferentiable, nonlinear and multimodal objective functions. DE exploits a population of NP potential solutions, called individuals, that are n-dimensional vectors, to probe the search space. At each generation, G, of the algorithm three operators, namely, mutation, recombination and selection, are performed in order to obtain more accurate approximations to a solution [21] . All individuals are uniformly initialized in the search space. At the mutation step, for each i = 1, . . . , NP, a new mutant vector V i,G+1 is generated by combining a number of vectors from the population of the current generation. Specifically, for each individual
is generated according to one of the following equations,
where X best,G denotes the best individual of the previous generation; Q > 0 is a real parameter, called mutation constant, which controls the amplification of the difference between two individuals so as to avoid the stagnation of the search process; and r 1 , r 2 , r 3 , r 4 , r 5 ∈ {1, 2, . . . , NP}, are random integers mutually different and different from the running index i. The mutation strategy of Eq. (20) is known as the trigonometric mutation strategy, and has been recently proposed in [5] . This strategy performs a mutation according to Eq. (20) with probability Q and a mutation according to Eq. (16) with probability (1 − Q ). The values of p i , i ∈ {1, 2, 3} and p are obtained through the following equations,
At this point it is worth noting that performance differences caused by the selection of the mutation strategy for DE will be provided in Section 4. The resulting mutant vectors are mixed with a predetermined vector, called target vector. This operation is called recombination (crossover), and it gives rise to the trial vector. At the recombination step, for each component j = 1, 2, ..., n, of the mutant vector, a random number r ∈ [0, 1] is generated. If r is smaller than the predefined recombination constant, CR ∈ [0, 1], the jth component of the mutant vector V i,G+1 becomes the jth component of the trial vector. Otherwise, the jth component of the target vector, X i,G , is selected as the jth component of the trial vector, which is defined by,
where j = 1, 2, . . . , n; randb(j ) is the jth evaluation of a uniform random number generator within the range [0, 1]; and rnbr(i) is a randomly chosen index from the set {1, 2, . . . , n}. Finally, at the selection step, the trial vector obtained after the recombination step is accepted for the next generation, if and only if, it yields a reduction of the value of the objective function, f (·), relative to the previous vector, X i,G ; if not, X i,G is retained,
Detecting more than one minimizers
The most simple technique to compute more than one minimizers of a function is multistart [30] . In this approach, as soon as a minimizer is detected the algorithm is reinitialized in the search space. This approach, however, does not guarantee that the algorithm will not converge to one of the previously detected minimizers.
The deflection technique, proposed in [11] , is an alternative technique that allows multiple minimizers to be obtained in a single run of an optimization algorithm. Let f : S → R, S ⊂ R n , be the original objective function under consideration. Let also x * i , i=1, . . . , m, be m minimizers of f. Then, the deflection technique defines a new function F (x) as follows,
where i , i = 1, . . . , m, are relaxation parameters, and T 1 , . . . , T m , are appropriate functions in the sense that the resulting function F has exactly the same minimizers as f, except at points x * 1 , . . . , x * m . The functions,
satisfy this property, known as the deflection property, as shown in [11] . Therefore, when the optimization algorithm detects a minimizer, x * i , of the objective function, the algorithm is restarted and an additional T i (x; x i , i ) is included in the objective function F (x).
Alternative configurations of the parameter result in different shapes of the transformed function. For larger values of the effect of the deflection technique on the objective function is relatively mild. On the other hand, using < 1 results in a function F with considerably larger function values in the neighborhood of the deflected minimizer. Deflection has been effectively used with PSO for detecting periodic orbits of nonlinear mappings [20] .
The proposed approach and experimental results
Proposed algorithm
The proposed algorithm for detecting several Nash equilibria, can be summarized in the following three steps:
Step 1: Apply one of the aforementioned optimization methods to detect a global minimizer (Nash equilibrium) of the objective function.
Step 2: Once a global minimizer is detected store it.
Step 3: If the number of restarts allowed is not exceeded, apply multistart or deflection and go to
Step 1. Otherwise, terminate the algorithm and report the results.
Test problems
The performance of the algorithm on finding Nash equilibria, was studied on six benchmark problems which are included in the latest stable version (ver. 0.97.0.5) of the state-of-the-art GAMBIT software suite [14] (GAMBIT is freely available from http://econweb.tamu.edu/gambit/). All games were characterized by more than one Nash equilibria. In all problems, the main goal was to detect several (and if possible all the) equilibria. To obtain the list of Nash equilibria of each game, the GAMBIT routine PolEnumSolve was used. Next, the test problems used are reported. For games with more than three players the payoff matrices are not reported due to space limitations. The name of the GAMBIT file that corresponds to each game is mentioned so that the reader can obtain all the information about these games from GAMBIT.
Test Problem 1. This is a four-person, normal form game, with 2 pure strategies available to each player. The game is characterized by three equilibria. The GAMBIT file that corresponds to this game is named 2x2x2x2.nfg.
Test Problem 2.
This is another four-person, normal form game, with 2 pure strategies available to each player. The game is characterized by five mixed equilibria. The GAMBIT file that corresponds to this game is named g3.nfg.
Test Problem 3.
This is a five player game, with two pure strategies available to each player. The game is characterized by five Nash equilibria. The GAMBIT file that corresponds to this game is named 2x2x2x2x2.nfg.
Test Problem 4.
This is a normal form game with three players and two pure strategies available to each player [12] . The payoffs of this game are given in Table 1 . This game has a total of 9 Nash equilibria, four pure strategy equilibria, three mixed strategy equilibria, and and two full support strategy equilibria. The GAMBIT file that corresponds to this game is 2x2x2.nfg.
Test Problem 5.
This is a three player coordination game with three strategies available to each player. The game is characterized by 13 equilibria. The GAMBIT file that corresponds to this game is coord333.nfg.
Test Problem 6.
This is a two-player game with four strategies available to each player. This game has a total of 15 Nash equilibria. The GAMBIT file that corresponds to this game is coord4.nfg (Table 2 ).
Experimental setup
Numerical experiments were performed using a DE, a PSO, and a CMA-ES, C++ Interface developed under the Fedora Linux 1.0 operating system using the GNU compiler collection (gcc) version 3.3.2. For the singular value decomposition performed by the CMA-ES algorithm the C Linear Algebra PACKage (CLAPACK) 3.0 and the Automatically Tuned Linear Algebra Software (ATLAS) 3.4.2 libraries were used.
For each test problem, all the algorithms were allowed to perform a number of restarts depending on the number of Nash equilibria of the game under consideration. Each algorithm was allowed to perform a prespecified number of iterations per restart. The stopping criterion employed was to achieve a function value less than or equal to 10 −8 . Otherwise, the algorithm was reinitialized when the maximum number of iterations per restart was reached. The number of restarts for each test problem is illustrated in Table 3 . When the deflection technique was used, the values of the relaxation parameters, i of Eq. (21), were set to 1. Table 4 Default parameter setting for the CMA-ES algorithm [7] For each point, X, to be a Nash equilibrium of a game it must be a minimizer of Eq. (6) and X ∈ , as defined in Section 2. To evaluate the function value of each individual, X, we use the following normalization:
with i ∈ N, and j = 1, . . . , m i , which ensures that X p ∈ . Note that this normalization is used only to compute the objective function of Eq. (6) and not to constrain the populations to lie in . Our experience indicates that if the normalized individuals, X p , replace the original individuals, X, then the diversity of the population decreases drastically and this in turn causes the premature convergence of the considered methods.
For the CMA-ES, the default parameter setup suggested in [7] was adopted. This setup is illustrated in Table 4 . The initial component-wise standard deviation of the mutation step, 0 , was set to 1.0 for all games. Moreover, the maximum number of generations per restart was set to 1000.
For the DE algorithm, the values for the mutation constant, Q, and the recombination constant CR were set to 0.7 and 0.9, respectively, following the suggestions in [29] . Concerning the trigonometric mutation strategy defined by Eq. (20), the value of the parameter Q was set to 0.1 [5] . Population size, as well as, the number of generations per restart were problem dependent. The setup used for these parameters was the same for DE and PSO and their values are reported in Table 5 .
Concerning the PSO method, the global variant of the algorithm was considered because it exhibited faster convergence compared to the local variant. In contrast to DE and CMA-ES, the particles were constrained in the box [−1, 1] n , where n stands for the dimension of the problem, in order to avoid possible velocities explosion. In the constriction factor version, the values of the c 1 and c 2 parameters were set to 2.05, while was set to 0.729 [3] . An upper bound, V max , on the absolute value of the velocities of the particles was used and set to 1. In the inertia weight version, the inertia weight w was initialized to 1.0 and it gradually declined towards zero for the 75% of the available iterations. Swarm size and generations per restart were problem dependent and the setup used in the numerical experiments is summarized in Table 5 .
Presentation of the results
To evaluate the comparative performance of CMA-ES, DE, and PSO, on each test problem, we compared the performance of each algorithm with respect to the number of (different) Nash equilibria detected, as well as, with respect to the mean number of function evaluation required to compute a different Nash equilibrium. Moreover, on each test problem we investigated the performance differences caused by the choice between the deflection and the multistart technique. For each test problem, and for each choice between deflection and restart, 30 numerical experiments were performed for each of the considered algorithms. All results are reported in Tables 6-17. Each table reports the mean, the standard deviation ( ), the minimum (min), and maximum (max) number of different Nash equilibria detected, and the corresponding values for the number of function evaluations required to compute a distinct Nash equilibrium. To obtain a clearer image of the statistical properties of the obtained results, we also provide boxplots, in Figs. 1-6 for the detected Nash equilibria, and in Figs. 7-12 for the number of function evaluations. Each box corresponds to an instance of one of the considered algorithms, and it has lines at the lower quartile, median, and upper quartile values. The whiskers, i.e. the lines extending from each end of the box, show the extent covered by the remaining values. Outliers appear beyond the ends of the whiskers, and they are denoted with crosses. Notches represent a confidence interval for the medians for box to box comparison.
As we can see from Table 6 , the DE variants 4, 5, and 6, as well as the inertia weight version of PSO (PSOi) are capable of detecting all 3 Nash equilibria of Test Problem 1 in every run. Moreover, no algorithm found less than 2 equilibria in a single run. Performing a Kruskal-Wallis statistical test [8] on the results, the null hypothesis that the median performance of all the algorithms is identical, was not rejected (p-value equal to 0.634). It is important to note at this point that this hypothesis was rejected in all the CMAES DE1 DE2 DE3 DE4 DE5 DE6 PSOc PSOi other cases. Comparing the results of Table 6 with those of Table 7 we observe that deflection marginally improves the capability of all the algorithms to compute different minimizers. CMA-ES proved to be the computationally cheapest method. This finding, which is also valid for all the other test problems, was expected since in our experimental setting CMA-ES required the smallest number of individuals compared to DE and PSO. Regarding Test Problem 2, the best performing method with respect to the number of different minimizers detected was PSOi, when deflection was used, and the constriction factor version of PSO (PSOc) when multistart was used. As can be seen from Tables 8 and 9 , deflection ensured a superior performance than multistart, since all algorithms (with the exception of DE5) managed to compute at least 4 out of 5 equilibria. This is more clearly shown in Fig. 2 . Function evaluations per equilibrium are not reported for DE5 since the algorithm was incapable of detecting even one equilibrium in some occasions. DE4 proved the best performing method when equipped with either deflection or multistart. The same was observed for Test Problems 5 and 6 with multistart, while for the deflection case, DE2 and PSOi performed better, respectively.
Overall, the obtained results suggest that incorporating the deflection technique improves significantly the ability of the considered methods to detect different minimizers, compared to multistart. DE4 exhibits the best overall performance when multistart is used. When equipped with the deflection technique, the best performing methods appear to be DE4, PSOi and PSOc. An interesting point to note is that on this set of problems, the DE variants that exploit the best individual of the population in the mutation strategy (DE1, DE3, and DE4) overall exhibited a superior performance. In the context of computational intelligence methods, this property is known as elitism. Finally, the least computationally expensive method per computed minimizer, was CMA-ES.
Conclusions
The concept of Nash equilibrium is central in game theory. In this contribution the effectiveness of three computational intelligence methods, namely CMA-ES, PSO, and DE, was investigated on the task of locating and computing the Nash equilibria of finite strategic games. To employ these methods the global optimization formulation of the problem of computing Nash equilibria was adopted. To detect more than one Nash equilibria in a single run, the multistart and the deflection techniques for the computation of more than one global minimizers of a function, were employed.
In all the test problems, the deflection technique enhanced significantly the performance of the considered methods compared to multistart. This finding becomes more pronounced as the number of equilibria increases. In most cases, the methods that exploit the best individuals of the current population to produce the population of the next generation, tended to exhibit superior performance. Overall, the two versions of PSO and the DE variants that exploit the best individual in the mutation strategy, exhibited the most robust behavior with respect to the number of different equilibria detected. The CMA-ES was the least computationally expensive method per computed minimizer.
