Abstract. Underspread and overspread operators are Hilbert-Schmidt operators with strictly bandlimited Kohn-Nirenberg symbols. In this paper, we prove a classical conjecture concerning the necessity of the underspread condition for the identifiability of such operator classes, and, in doing so, we exhibit a new uncertainty principle phenomenon in the time-frequency analysis of operators.
1. Introduction. Identification of incompletely known linear operators based on the observation of a restricted number of input and corresponding output signals is an important goal in many applied sciences. In communications engineering, for instance, identifying the transmission channel can help to adjust signal synthesis at the transmitter and signal analysis at the receiver. This is possible in wired communications, since a linear time-invariant system is a convolution operator and-leaving numerical instability of deconvolution aside-is completely determined by its action on a single function.
Underspread and overspread operators on the other hand are time-varying HilbertSchmidt operators. They act on a space of d-dimensional signals, but the corresponding kernels of time-varying operators are essentially 2d-dimensional so that a single observation of its action cannot uniquely determine the operator unless one has additional a priori knowledge of the operator class at hand in the form of certain constraints.
Hilbert-Schmidt operators can be represented as a weighted superposition of translation operators T t , t ∈ R, with T t f (x) = f (x − t), x ∈ R d , and modulation operators M ν , ν ∈ R, with M ν f (x) = f (x)e 2πiν·x , x ∈ R d , i.e., as an operator valued integral
Underspread and overspread operators are characterized by the property that the support of their spreading function η H in (1.1) is contained in a rectangular parallelepiped. Such an operator is called underspread if the volume of the rectangular parallelepiped does not exceed one, and it is overspread otherwise, conditions which are intimately related to uncertainty phenomena in time-frequency analysis. The Kohn-Nirenberg symbol of a Hilbert-Schmidt operator is the symplectic Fourier transformation of the respective spreading function, and, consequently, it is bandlimited in the case of an underspread or overspread operator.
The identification of underspread and overspread operators is important in various areas of electrical engineering and applied mathematics, including radar/sonar measurements and mobile radio communications, which we now briefly describe.
The principle of radar/sonar measurements is to send out a signal modulated onto an electromagnetic/acoustic wave and to deduce information about a (generally) moving target from an echo of the signal [Sko80] . In simple range-Doppler estimation the target is modeled as a pure time-frequency shift and distance ("range") and velocity ("Doppler-shift") are estimated. A more precise model of the physical phenomenon is the doubly spread target model. Here, the reflection is described as a continuous superposition of time-frequency shifts which arise since the target causes different reflections whose distance and velocity vary over a certain interval of the real-line. Unambiguous identification of the target was realized to depend on the product of the range and Doppler uncertainty, a fact that led to the terminology of underspread and overspread targets [Gre68] . Qualitatively speaking, overspread targets are those where the inherent uncertainty of the model is larger than the amount of information gathered by observing the reflected signal [VT71] .
In mobile radio communication, the transmitted signal typically undergoes multiple reflections with different time-delay (corresponding to translation operators) and Doppler-shift (corresponding to modulation operators). The action of such channels on the signal can be modeled by underspread and overspread operators [VT71] . In order to obtain reliable communication, it is necessary to gather knowledge about channels by means of observations of transmitted and received signals to identify the channel operator (channel sounding) [MMH + 02, MGO03, LKS03] .
Starting in the late 1950s, Thomas Kailath analyzed the identifiability of operators with restricted time and frequency spread [Kai59, Kai62, Kai63] . In engineering terms and without detailing a mathematical setup, Kailath proclaimed that a collection of communication channels which are characterized by having common maximum delay a and common maximum Doppler spread b would be identifiable by a single input signal if and only if ab ≤ 1, i.e., if and only if the operator class is underspread. To prove the necessity of the underspread condition, Kailath provided ingenious arguments based on the comparison of the degrees of freedom of operators (which approximate underspread operators) and degrees of freedom of the output signal. To compare finite dimensions, Kailath used the theoretical construct of a bandlimited input signal with finite duration.
Being aware of the mathematical shortcomings of his approach, and understanding the work of Slepian, Landau, and Pollak on "the dimensions of the space of essentially time-and bandlimited functions" [SP61, LP61, LP62], Kailath conjectured that the underspread condition ab ≤ 1 is necessary in general [Kai62] .
We shall prove Kailath's conjecture in section 3 of this paper using the mathematical framework which is described in section 2. In section 4, we shall describe connections between the critical density in Gabor theory and the critical spread ab = 1 in the theory of operators with bandlimited symbols. We prove an identification result for Gabor frame operators in section 4.1 and relate this result and Kailath's conjecture to uncertainty principles in time-frequency analysis in section 4.2.
In section 5, we shall extend our identifiability result to higher dimensions and include classes of operators which have restricted but not necessarily rectangular spreading support. These results are based on the representation theory of the re- duced Weyl-Heisenberg group, a fact which indicates close connections of our results to quantum mechanics.
Preliminaries.
The goal of operator/system identification is to locate, for given normed linear spaces X and Y and a normed linear space of bounded linear operators H ⊂ L(X, Y ), an element f ∈ X which induces a bounded and stable linear map
In sections 2.1 and 2.2, we shall describe the operator spaces H, the domain spaces X, and the target spaces Y that are considered in this paper. In section 2.3, we shall present some techniques from Gabor analysis which will be used in this paper.
Hilbert-Schmidt operators with bandlimited symbols.
We shall use Hilbert-Schmidt operators which act on the Hilbert space L 2 (R d ) of complex valued and square integrable functions as a model of physical time-varying linear systems, as they appear in radar and in mobile communications [FL96, Yoo02, Str05] .
Underspread and overspread operators are Hilbert-Schmidt operators which satisfy two constraints: First, they have restricted delay; i.e., κ H (x, x − t) vanishes for large |t|, say, for |t| >
. Second, underspread and overspread operators have the property that they are almost time-invariant, i.e., that their characteristics change only slowly over time. A comparison to the time-invariant convolution operators K given by Kf (x) = κ K (t)f (x − t) dt-whose kernel κ K is independent of the time variable x-leads us to quantify the slow variance of an operator H by means of a PaleyWiener-type support condition on its spreading function which is given by 
, is given by means of 
To prove that a class of Hilbert-Schmidt operators whose spreading functions satisfy (2.1) for fixed a, b > 0 with ab ≤ 1 is identifiable necessitates the use of Shah distributions (also called combfunctions or delta trains) ⊥⊥⊥ 
can be extended to a space of distributions containing the Shah distribution, we need to restrict ourselves to operators which satisfy a regularity condition on their kernels. Here, we choose Hilbert-Schmidt operators with kernels in the Feichtinger algebra S 0 (R 2d ), a Banach algebra of test functions which is discussed in detail in section 2.2. In fact, if κ H ∈ S 0 (R 2d ), then the Hilbert-Schmidt operator
and, as discussed above, we consider operator classes with restricted spreading; i.e., we consider operator classes of the form 
is a Banach algebra under convolution and pointwise multiplication.
The dual space
, where δ na = T na δ and a > 0. We set ⊥⊥⊥ = ⊥⊥⊥ 1 .
Gabor analysis.
Most techniques applied in this paper originate from Gabor analysis.
Gabor introduced the concept of coherent states to electrical engineering independently of quantum theory [Gab46, Grö01] . Hence, we shall simply call the family 
, is overcomplete; i.e., there exists a nontrivial coefficient sequence
Nevertheless, for an appropriate choice of g, e.g., g being a Gaussian,
-defined, bounded, and stable; i.e., (g, a, b) forms a frame for
in terms of the frame (g, a, b), where the coefficients {c k,l } ∈ l 2 (Z 2 ) can be chosen by means of inner products, i.e., c k,l = f, M kb T la γ , where (γ, a, b) is a so-called dual frame of (g, a, b).
More details on time-frequency analysis with some relevance to this paper can be found in [Grö01] .
Operator-theoretic applications of Gabor theory as presented in this paper have drawn increasing interest in applied harmonic analysis; see, for example, [Dau88, HRT97, FK98, Koz98, RT98, Lab01, FN03, CG03, Hei03, GLM04].
Identification of underspread and overspread operators.
We shall first prove Kailath's conjecture for operators acting on functions defined on the realline, i.e., we choose d = 1. The identification problem is given by the operator space H Q a,b , a,b > 0, which is defined in (2.3) and (2.4), where
The linear space H Q a,b is equipped with the Hilbert-Schmidt norm and its elements map
. The Lebesgue measure a·b of the set Q a,b plays a crucial role in determining the identifiability of H Q a,b . The main result of our paper is the following.
Theorem 3.1. First, we shall give a proof of the long-understood identifiability of H Q a,b for ab ≤ 1.
3.1. Sufficiency of ab ≤ 1 for the identifiability of H Qa,b . Our proof of the sufficiency of the underspread condition is based on the unitarity of the Zak transformations Z c :
), c > 0, which are defined by
and the following lemma.
Lemma 3.2. For H ∈ H we have
. Using in succession the Tonelli-Fubini theorem, the formula
two substitutions, and the Poisson summation formula [Grö01, p. 250], we obtain for
A standard periodization argument leads to the sufficiency of ab ≤ 1 for the identifiability of H Q a,b . In fact, the following theorem shows that for
, where H Q a,b is equipped with the HilbertSchmidt norm, is bounded, and is stable whenever ab ≤ 1. 
i.e., if and only if M
• is contained in a fundamental domain of the lattice cZ × First, we show that if (3.1) holds, then ⊥⊥⊥ identifies H M . Set Q = Q 1,1 and let
Further, the spreading function η H of each H ∈ H M is continuous, and, therefore, η 
and, by definition, H M allows identification with identifier ⊥⊥⊥.
Let us now assume that
The injectivity of the Zak transformation implies H⊥⊥⊥ = 0, contradicting the injectivity of Φ ⊥⊥⊥ and therefore the identifiability of H M by ⊥⊥⊥. Note that equation (3.2) implies that Φ ⊥⊥⊥ , which is a priori defined on main of Z×Z, can be isometrically extended to its HS-closure
) extend in this fashion to S 0 (R), and, hence, we must continue to focus our attention on operators with kernels in the Feichtinger algebra, i.e., on operator classes contained in
3.2. Necessity of ab ≤ 1 for the identifiability of H Qa,b . We shall show that for ab > 1 and every f ∈ S 0 (R), the well-defined operator Φ f :
To obtain this result, we shall equip l 0 (Z 2 ) with the topology induced by the l 2 -norm and use the fact that ab > 1 to construct a bounded and stable synthesis operator E : l 0 (Z 2 ) → H M in Lemma 3.4, and a bounded and stable (g, a , b
in the proof of Theorem 3.6, with the property that the compositions
are not stable. The stability of E and C g implies that all operators Φ f :
is not identifiable for ab > 1 (see Figure 3. 2).
We shall now construct the aforementioned synthesis operator E. For ab > 1, we choose λ ∈ R with 1 < λ 4 < a b. Using a product-convolution operator P : f → (f * η 1 )η 2 as prototype operator, we define the embedding operator E by means of
where we chose α = 1 a and β = 1 b for simplicity of notation. The choice of λ allows us to construct P ∈ H Q a,b in Lemma 3.4 such that {M kλα T lλβ P T −lλβ M −kλα } k,l∈Z is a Riesz basis for its closed linear space in the Hilbert space of Hilbert-Schmidt operators, and, as consequence of (2.5), E is stable. In addition to the Riesz property, P is designed in Lemma 3.4 to satisfy a time-frequency localization property which will play a central role in the proof of our main result. The operator P ∈ H Q a,b defined by η P = η 1 ⊗ η 2 has the following properties:
(a) The synthesis operator
is well-defined, bounded, and stable. 
Proof. (a) Observe that for any (s, ω) ∈ R× R and f ∈ S 0 (R) we have
Hence, for E defined in (3.3) and any
We consider l 0 (Z 2 ) as a subspace of l 2 (Z 2 ) and observe that E is stable, since
The boundedness of E follows from a similar calculation.
(b) For f ∈ S 0 (R) and x ∈ R we have
The function d 1 (x) = | η 2 (−x)| η 1 S0 decays rapidly at infinity, i.e., d 1 (x) → 0 as |x| → ∞ faster than any power of 1 x , since η 2 ∈ S(R). Further, the inequality
To establish a rapidly decaying bound on | P f|, f ∈ S 0 (R d ), we first assume f ∈ S 0 (R) and calculate for ξ ∈ R
The application of the theorem of Tonelli and Fubini to obtain (3.6) is valid for f ∈ S 0 (R), and the validity of (3.7) extends once more to general f ∈ S 0 (R).
We claim that d 2 (ξ) = η 2 (ξ − ·) η 1 (·) S0 is rapidly decaying. Since the Feichtinger algebra S 0 (R) equals the Wiener amalgam space W (A(R), l 1 (Z)), we choose ϕ ∈ S(R) ⊂ A(R) with supp ϕ ⊆ [−1, +1], and n∈Z T n ϕ ≡ 1, and observe that ( η 1 · T n ϕ A ) n∈Z decays rapidly, i.e., for any k ∈ N there exists C k > 0 such that
For k ∈ N we choose C k satisfying (3.8) and calculate
Lemma 3.5 is technical but of upmost importance in the proof of Theorem 3.6. It generalizes the fact that m × n matrices with m < n have a nontrivial kernel and, therefore, are not stable, to operators acting on l 2 (Z 2 ). In fact, the bi-infinite matrices M = (m j ,j ) j ,j∈Z 2 considered in Lemma 3.5 are not dominated by its diagonal m j,jwhich would correspond to square matrices-but by a skewdiagonal m j,λj , with λ > 1.
Lemma 3.5. 
Proof. First, we show that if w :
Inequality (3.9) is proven using the Riemann integral criterium for sums. To this end,
Now, we shall use (3.9) to show that inf x∈l 2 (Z 2 ) { Mx l 2 x l 2 } = 0. To this end, fix > 0 and pick
The matrix M has a nontrivial kernel since (2 N + 1) 2 < (2N + 1) 2 , so we can choose 
Finally, we can compute 
is bounded and stable since λ 2 β · λ 2 α = λ 4 ab < 1. Let us now fix f ∈ S 0 (R) and consider the composition
The bi-infinite matrix
represents the operator C g0 • Φ f • E with respect to the canonical basis of l 2 (Z 2 ), since
In order to use Lemma 3.5 to show that M , and, therefore, C g0 • Φ f • E, is not stable, we have to obtain bounds on the matrix entries of M . Lemma 3.4(b) will provide us with these bounds. In fact, for k, l, k , l ∈ Z, we have
and
In these calculations, we used that g 0 ≥ 0, g 0 = g 0 , and g 0 (−x) = g 0 (x), as well as the Parseval-Plancherel identity. Since d 1 , d 2 , and g 0 decay rapidly, so do d 1 * g 0 and d 2 * g 0 . We set
and obtain |m k ,l ,k,l | ≤ w max{|λk − k|, |λl − l|} with w(x) = O (x −n ) for n ∈ N. Lemma 3.5 implies that M is not stable, and, by construction, we can conclude that C g0 • Φ f • E, and thus Φ f is not stable.
Note that Lemma 3.5 is crucial for the understanding of Theorem 3.6: For any f ∈ S 0 , the operator
, and, therefore, the operator
, is not stable as a result of the nonquadratic structure of the canonical matrix representation of C g • Φ f • E. The validity of Lemma 3.5 does not depend on the choice of (reasonable) topologies on domain and range; in fact, a more general version of Lemma 3.5 can be found in [Pfa05] .
Gabor frame operators, underspread operators, and uncertainty.
The proof of Kailath's conjecture in section 3 relies strongly on the existence of a Schwartz function g ∈ S(R) such that (g, a, b) is a Gabor frame for given a, b > 0 with ab < 1. In section 4.1 we shall discuss the role of the critical density ab = 1 in the identification of Gabor frame operators and analogies of underspread and Gabor frame operators. Interpretations of the results in sections 3 and 4.1 as consequences of uncertainty in time-frequency analysis are given in section 4.2.
As in section 3, we choose to work in section 4 in the one-dimensional setting.
Identification of Gabor frame operators. For appropriate g, h ∈ L
2 (R), e.g., for g, h ∈ S 0 (R), and a, b > 0, the Gabor frame operator S
Let us compare the spreading function representation of Hilbert-Schmidt operators given in (1.1) with Janssen's representation of the Gabor frame operator, which is
]. Both types of operators are superpositions of time-frequency shifts, and, hence, we shall refer to the tempered distribution
as spreading function of the Gabor frame operator S a,b g,h . On a formal level, the relationship between Gabor frame operators and underspread and overspread operators is striking: the spreading functions of Gabor frame operators are supported (as distributions) on a full rank lattice The duality of compact and discrete locally compact abelian groups suggests that results in the theory of underspread and overspread operators might lead to analogous results in Gabor analysis, and vice versa.
The correspondence of underspread and overspread operators to Gabor frame operators has not yet been fully explored. To initiate research in this direction, we shall show in Theorem 4.1 that identifiability of a canonically defined class of Gabor frame operators with fixed lattice aZ×bZ is equivalent to the existence of f ∈ L 2 (R) such that (f, a, b) is a Gabor frame for L 2 (R). As in section 3, we need to define a domain X and classes of Gabor frame operators S a,b with some care in order to have X sufficiently large to allow identification for ab ≤ 1, and X small enough to allow for an easy proof of the nonidentifiability in case of ab > 1.
We choose as domain the Wiener space W (R), i.e.,
as range, once more, Y = L 2 (R), and, for a, b > 0, we consider the operator class
We have that g ⊥ span(f, a, b), and, therefore, f ⊥ span(g, a, b) . Let h = g 0 ∈ W (R) be the Gaussian defined above and observe that (g 0 ,
4.2. Uncertainty. Theorem 4.1 illustrates a strong relationship of critical density in Gabor analysis to the identification of canonically defined classes of Gabor frame operators. The critical density phenomenon in Gabor analysis is well known to be rooted in uncertainty in time-frequency analysis:
• functions cannot be arbitrarily well localized simultaneously in time and frequency, i.e., in phase space, and we can therefore exclude the possibility that there exist Gabor systems (g, a, b) which are Riesz bases for L 2 (R) if ab < 1, and • functions cannot represent an area in phase space of volume larger than one in the sense that one cannot construct complete Gabor frames (g, a, b) for L 2 (R) if ab > 1. Due to the first of the two limitations described above, Folland refers to a rectangle of volume one in phase space as a "minimal rectangle in phase space" [FS97] .
Theorem 3.1 describes a new interpretation of minimal rectangles which plays a role in the time-frequency analysis of operators: an operator, whose spreading symbol is known to be supported in a rectangle in the time-frequency plane, can be identified if the rectangle has volume less than or equal to one, and cannot be identified if the rectangle has volume greater than one. Note that this phenomenon is not a direct consequence of the fact that we cannot construct functions which are arbitrarily well localized in phase space, since, in fact, there exist no support restrictions for the construction of operator symbols or spreading functions in phase space.
Theorems 3.1 and 4.1 can also be viewed as pull-backs of the critical density phenomenon of "phase space expansions" as described in [Lan93] to operator theory. Any operator output signal can carry only a restricted amount of time-frequency structured information, and therefore any output signal can be used only to resolve a limited amount of information from an operator. Theorem 3.1 illustrates that this amount of information corresponds to a minimal rectangle in the spreading domain. Theorem 4.1 shows that the resolvable amount of information of operators, whose spreading functions have discrete distributional support contained in a lattice
is connected to the sparsity of the lattice. In fact, all information inherent in such an operator can be resolved using a single test signal if and only if ab ≤ 1. Note that in the latter case, the Kohn-Nirenberg symbol, which is the symplectic Fourier transformation of the spreading function, is a×b periodic, i.e., is the periodization of a function supported on a minimal rectangle of size ab ≤ 1 in phase space.
We would like to add that the physical interpretation of the uncertainty principle as a limit to the achievable precision when measuring position and momentum of quantum mechanical objects parallels the identifiability result for underspread and overspread operators nicely, since the latter tells us that we will not be able to identify an overspread operator no matter how smartly a signal is chosen to test the system. The uncertainty principle phenomena discussed above, among others, can be found in [Fef83, Dau92, Lan93, BHW98, Grö01, Grö03].
Generalized spreading constraints.
We shall now extend the results stated in section 3 to higher dimensions and to nonrectangular spreading support sets.
Similarly to the one-dimensional case, we have
Once more, we shall use a Zak transformation, namely, Z :
2πin·ν for almost every (t, ν) ∈ Q = Q 1,1 , and the Shah distribution ⊥⊥⊥ = ⊥⊥⊥ 1 . Adjusting Lemma 3.2 accordingly, we obtain
an identity which leads immediately to the following. Theorem 5.1.
The proof of Theorem 5.1 is similar to the proof of Theorem 3.3 and is therefore omitted.
A straightforward generalization of either Theorem 3.3 or Theorem 5.1 leads to the identifiability of
2d . This observation leads us to the question for which general diagonal or nondiagonal, volume preserving matrices A ∈ SL(2d, R) is the operator space H AQ identifiable.
The underlying idea of obtaining identifiability results on H AQ for nondiagonal matrices A ∈ SL(2d, R) is to use the canonical correspondence of elements in H AQ with elements in H Q given by a coordinate transformation in the spreading domain. Theorem 5.3 states that for symplectic A, there exist unitary operators O A on L 2 (R d ), such that the following formal calculation of operator valued integrals holds for all H ∈ H AQ . Note that here we set μ(t, ν) = M ν T t to obtain
The identifiability of H Q leads therefore to the identifiability of H AQ using as identifier the tempered distribution O A ⊥⊥⊥ ∈ S 0 (R d ). See Figure 5 .1 for an illustration of this approach.
To gather all A ∈ SL(2d, R) which allow for calculations similar to those in (5.2), we turn to the representation theory of the reduced Weyl-Heisenberg group H 
Representing H once more as operator valued integral, we obtain
where η 
, where I d is the d×d identity matrix. Theorem 5.3(a) outlines the scope of our approach [Fol89] . Part (c) delivers intertwining operators for equivalent representations ρ • A and ρ. Parts (d), (e), (f), and (g) describe these operators as products of some elementary operators. This characterization shows us that the a priori Hilbert space theory applies to the Feichtinger algebra setup used in this paper (see part (h)). Part (i) covers shifts of the spreading support which allow us to extend Theorem 5.4 to affine linear coordinate transformations.
For ease of notation we shall not distinguish between the matrix A and the corresponding linear map; i.e., we have A(t, ν) = (t, ν) · A t t . , ν) , e 2πis ).
together with the subgroups
Then we have
The unitary operators F, C A , and U A restrict and extend to S 0 (R) and S 0 (R),
For details on representation theoretic background, see [Fol89, FK98, Grö01] . Using Theorem 5.3, we obtain the following. 
To see this, observe that for all H ∈ H SM we have
and For M = Q, we can identify H SQ using the identity in the following. We have shown that identifiability is robust with respect to symplectic coordinate transformations in the spreading domain. This result is rooted in the representation theory of the Weyl-Heisenberg group. Theorem 5.3(i) shows that this approach can not be extended to obtain insights on nonsymplectic coordinate transformations.
Nevertheless, we should note that for A ∈ SL(2d, R) the condition A ∈ Sp(d, R) is not necessary for H AQ to be identifiable. In fact, the diagonal matrix D with diagonal (2, For similar results on nonsymplectic lattices in Gabor theory see [Bek04, HW01, HW04] .
