Abstract: An efficient method for the design of the half-band filter is described. Both the characteristics of the time response and the frequency response of the half-band filter are fully utilised to reduce the computation time and to increase the computation accuracy. The algorithm is based on the Chebyshev approximation criterion and uses only odd-symmetry polynomials for frequency interpolation to meet the required frequency response of the half-band filter.
Introduction
The use of digital technique in signal processing has become very popular in many areas. In several applications, a system may even be required to handle data of different type with various sampling rates [ l ] . This raises the need for a rate conversion system. A tree structure composed of sections each capable of coping with a sampling rate change of two is currently the most widely used. The design of half-band filter for decimation and interpolation has received considerable attention in the past decade [&SI.
Mintzer [2] had shown that the half-band filter can be designed by the Parks and McClellan [12] procedure with symmetry constrain on the passband and the stopband cutoff frequencies as well as with equal weighting on the passband and the stopband error. The filter thus designed is not optimum because of the quantisation error. Grenez [3] proposed a linear programming method with constrained Chebyshev approximation to design the half-band filter. The dense grid of points replacing the frequency axis is made symmetric with respect to 4 2 . The specifications of the half-band filter was exactly met with the Remez exchange algorithm [20] . The symmetry property of the extrema1 points is not fully utilised in the general Parks and McClellan procedure. The search for the new external points in the Remes algorithm is thus not optimised. Vaidyanathan and Nguyen [19] proposed another method which exploits knowledge about the coefficient of the impulse response of the halfband filter to reduce the design time.
An efficient design procedure based on the oddpolynomial interpolation technique for the half-band I filter is presented. The frequency response is always guaranteed to be symmetric with respect to w = 4 2 . The computation time is about 3/8 of that of the P-M method in each iteration because of the use of only oddcoefficients. The resultant filter is guaranteed to be a halfband filter. A filter obtained using this procedure has the following properties:
(a) The even terms of the impulse response are zero (b) The searching time for the new external points can be reduced by one-half compared with the ParksMcClellan method (c) The external points obtained will be symmetrical with respect to the quarter-Nyquist frequency (d) The overall computation time can be reduced by at least 3/8 compared with that of the Parks-McClellan method and one quarter is found in the implementation.
Characteristics of half-band filter
Multirate digital signal processing concepts have recently become popular. The basic concept of multirate digital signal processing is that the sampling rate of signals to be processed in the same system can be different. The signal is decomposed in the frequency domain into different channels to reduce the bandwidth. The signal in each channel can be decimated to lower rates because of the reduction in bandwidth. The original signal can be reconstructed without error if these subsignals are properly recombined through interpolation. If the factor of decimation and interpolation is two, a 2-band QMF bank will result. The system function of this filter bank is
The term containing X(-Z) is caused by the aliasing effect. Smith and Barnwell [7, 81 proposed a method for the choice of the analysis and synthesis filters to reach the perfect reconstruction condition. The choices are
Using this, the transfer function can be written as
For perfect reconstruction, the transfer function is required to be Z-"-'). From eqn. can be written as (7) This means that F(w) is odd-symmetry with respect to w = n/2. The design of this odd-symmetry filter is the main topic of this paper.
3, it is necessary that
The P-M [12] algorithm is a popular method for linear phase FIR filter design. This method uses Chebyshev approximation for frequency interpolation. It uses the Remes exchange algorithm to search external points during the iteration. The half-band filter is known to be an extra-ripple filter and is odd-symmetry with respect to w = n/2, i.e. even terms must be zero. The P-M method can be used to design such a filter with equal weighting on both the pass band and the stop band and with symmetrical frequency response with respect to 4 2 . The even terms are not usually zero because of the quantisation error in the calculation. The filter obtained is not the half-band filter required. If the even term is deliberately set to zero to meet the requirement of the half-band filter, the resultant error ripple is not greater than that of the original [2] . This phenomenon indicates that a filter designed by the conventional P-M method is not optimal. The results from both the P-M method and the proposed odd-polynomial based method for the halfband filter design are to be compared.
The frequency response of the half-band filter is oddsymmetrical, so the search time for extreme points in the Remes exchange algorithm is reduced by half in the proposed method. The even terms of the time response are assumed to be exactly zero, so the size of the interpolation basis in the formulation is reduced by half. The proposed method is discussed in detail and the design formula is derived from the point of view of linear algebra.
Chebyshev approximation based on
An efficient technique to design the halfband filter with maximum stop band attenuation is presented. The filter spectral response is interpolated by a set of oddpolynomials. The Remes exchange algorithm is used to search the new extreme points in the Chebyshev approximation.
Chebyshev approximation
Chebyshev approximation [9] has long been used for optimisation designs such as network synthesis [lo] . [-(N -l), (N -l) ]. The frequency response of the product filter can be described as
The Chebyshev approximation for the FIR filter design could be modelled as "=l
where W(w) is the weighting function of the approximation error, D(w) is the desired frequency response and A is a compact subset within CO, rr].
If the weighted error function of the approximation is written as (10) then the Chebyshev approximation can be rewritten in terms of E(w), as
2 Remes exchange algorithm
The basic concepts of Chebyshev approximation for filter design is as mentioned above. An iterative algorithm to solve this optimisation problem is discussed -the well known Remes exchange algorithm. This algorithm is simple and efficient, and is known [13, 141 to converge uniformly according to I -P* I < C$ and all components of the approximation must be continuous in A.
P is the kth approximation polynomial, P* is the best approximation polynomial, C is a constant and o < e < i .
Several conditions and properties are first stated.
Haar condition
Let {SI, gZ, ..., gn} be a prescribed function set defined on a compact metric space A. The system of functions {gi} is said to satisfy the Haar condition iff every gdx) is continuous in A for i = 1, . . . , n, and fer every set of nvecrors {XI} with the form X, = [gl(xJ, ..., g,,(xJ], i = 1, . . . , n, is linear independent for all distinct x, E A. That is, fgl, g2, . . . , gn} forms a basis of the n-space over A.
The linear combination E, c, g, is defined as the generalised polynomial. From the Haar condition, several properties can be obtained. 
Alternation theorem
Let { g l , g 2 , ..., g. } be a system of functions on A satisfying the Haar condition. For a given function f(x), x E A, there is one generalised polynomial P = If cigi that would be the best approximation off on A iff the error function r = f -P exhibits at least n + 1 'alternations' on A. In other words, ifxi) = -r(xi+ 1) = k p , xo < x~< . . . < x , , x E A .
A means the interested regions of x and from this theorem, A must be chosen to have n + 1 alternations or more, and p = max, E A 1 r(x) 1.
Iterative procedure
Let the functions si} satisfy the Haar condition, and (e) Pk is the best approximation polynomial to f ( x ) , and pk is the ultimate equal ripple deviation with respect to the weighting function W(x) on A. Denote this best approximation polynomial and deviation as P*(x) and p*, respectively. [15, 161 The interpolation technique is one of the simplest ways to determine the original function in many applications. The spline curve is commonly used as the interpolation basis in curve-fitting applications. In many applications the problem is how to find a well defined interpolation basis that is suitable for the application. A method, based on the linear functional theory of linear algebra, is introduced to find the interpolation basis required for the application in question.
Linear functional theory [ 1 51
In the linear transformation domain, there exists a special case that transforms a n-dimensional vector space V" into a field F (i.e., one-dimensional vector space). If some specifications are given to the n-dimensional space basis of V", for example, let the basis be (1, x, ..., x"-'}, this transformation that transforms from V" to F then acts like a linear function. A formal definition of this theory is presented in the following: DeJinition Let V" be a n-dimensional vector space over the field F ; 1 is a linear transformation from V" to F (denote I : V" -+ F) and I satisfies l(ca+B)=cl(a)+I(/J) V C E F and a , B E V " (15) Thus, I is defined as the linear functional on V". } is linearly independent and forms a basis of V*, that is, dim V* = dim V". V* is defined as the dual space of V" or linear functional space. is an important property that will provide the theoretical foundation for finding the interpolation basis for some special applications.
Dual space

Odd-polynomials
In many approximation applications, it is desirable to formulate the problems with a set of polynomial functions or a linear combination of some special functions, e.g., sine or cosine functions. For the present situation, if the complexity of analysis is considered, it is obvious that polynomial representation is the most suitable.
The desired filter spectral response has a symmetrical property. The ordinary technique, such as Lagrange interpolation, may not be able to take this characteristic into consideration, and will suffer from unnecessary computational complexity. The requirement for the half-band filter necessitates the even terms of its impulse response to be zero. This characteristic indicates that the spectral response consists of only odd power polynomials. There is no need to consider the polynomial of even power.
If this is included in the formulation,f(x) = a. + a,x + a, x2 + . . . + a," x' ". Since f(x) has odd-symmetry property, i.e., f(x) is an odd-function, then f(x)+f(-x)=Oand
It is clear that aZi = 0, i = 0, . . ., n, and (18) By this, the function that satisfies eqn. 18 is defined as the odd-polynomial function. In the same way, the function that contains only even power terms, is called evenpolynomial function.
Interpolation basis
The classical Lagrange interpolation formula is a general interpolation technique for arbitrarily spaced sample points. The Lagrange interpolation may be unsuitable in this case. A new interpolation formula that will satisfy the requirements must be designed.
Question modelling
Let B = {x, x3, ..., x2"-'} be an ordered basis on V", and B' = {gl, ..., gn} be another ordered basis on V"
Let {f(xl),f(x2), . . . , f ( x , ) } be a set of n-distinct samples.
Then, the question for finding an interpolation basis can be stated as follows :
A basis set B' = {gl, . . . , g"}, is desired that satisfies because {g,} is a basis of V", it is clear thatf(xi) =f'(xi), for i = 1, . . . , n. Then it can be concluded that for any f(x) there exists a unique expression with {g,}.
Barycentric form
The interpolation method is very useful for reconstructing the original function from arbitrary spaced sample points. Unfortunately, it will take a lot of computations when the order of the interpolation is high.
Hamming [I61 introduced a special barycentric form for Lagrange interpolation which has about n/2 fewer computations than that of the standard Lagrange interpolation formula. This form will make the interpolation technique more useful.
In the odd-polynomial case, if the desired functionf(x) is known for a given x, that is for a distinct sample set {x,}, i = 1, . .., n, thenf(x,) = xi.
From eqn. 27 because of the uniqueness property. If eqn. 27 is divided by eqn. 28 
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Sincef (0) is always a value of 0.5, it is more convenient to set f ( 0 ) to zero during the design process. The perfect reconstruction condition then becomes
F ' ( Z ) + F ' ( -Z ) = O and f'(2m)=O m 6 -Z (34)
The dedgn for the half-band filter is to first design a linear phase filterf'(n) according to eqn. 34, and then let f ( n ) =f'(n) andf(0) = 0.5.
Filter response represented in terms of
The condition for designing the perfect reconstructed half-band filter in eqn. 34 has been presented. Since the phase and f(0) are temporarily neglected, only the amplitude response is of concern odd -polynomials NI?. 
From property 3.3.1, eqn. 35 could be rewritten as
and t(zk+l)(zn+l) is the (2n + 1)th coefficient of the (2k + 1)th Chebyshev polynomial. The half-band filter spectral response can be considered as an oddpolynomial function, and will be useful when applying the Remes exchange algorithm for finding the extreme points. If eqn. 43 or 44 is solved directly and eqn. 35 or 40 is used to find the new set of extreme points, it will be timeconsuming. In the following, a simple method, using the odd-polynomial interpolation basis discussed earlier, is presented and eqn. 27 can be restarted as then, the condition will be automatically satisfied. So, eqn. 51 is exactly the same as eqn. 42. Only the deviation p need be solved and F'(wi) will be obtained immediately.
It is more efficient to use the barycentric form in eqn.
29 than that of eqn. 44 and write F(w) as After several iterations, this procedure will converge, and the polynomial that best approximates the desired filter response will be obtained. The impulse response could then be calculated by taking the 2N points IDFT. This approximation is based on the odd-polynomial technique, so the best approximation P*(x) is guaranteed to be odd-symmetry with respect to w = x/2, and the inverse transformation would be n = even (54)
Normalisation
Since the definition of the half-band filter is F(Z) = H,(Z)H,(Z-'), the spectrum of F(Z) will be I H,(w) 1 ' . It can be easily seen that F(w) must be non-negative for all w. An adjustment is required to make F(w) greater than zero for w in [x/2, x ] . This can be achieved by adding the stop band deviation to the impulse response f(0). If f ( 0 ) = 0.5 is to be maintained, a scaling to all the impulse responses can be first applied and then a separate bias is added tof(0). The scaling factor and the bias factor were chosen to be (1 + p)-' and p respectively. The filter before and after adjustment is shown in Figs. 1 and 2 , respectively.
Numerical results and conclusions
The impulse responses of the half-band filters designed by the proposed odd-polynomial based algorithm and the Parks-McClellan algorithm were comnared. The deviation p and the filter coefficients of three filters are listed in Tables 1, 2 With this setting, the even terms of the filter coefficients by the P-M method were calculated to be zero to within the computer accuracy. The barycentric interpolation formula of the oddpolynomial based method has 3/4 fewer multiplications than that of the P-M method. The odd-polynomial based method searches only one-half of the extreme points, so, in every iteration, there is a saving of 3/8 on the multiplications. That is, in every iteration, the odd-polynomial based method will be 3/8 times faster than the P-M method.
Another difference is the number of iterations required by the two methods. The P-M method uses only the N + 1 extreme points for iteration. It needs an internal exchange among the N + 2 extreme points. The odd- polynomial based method uses all the extreme points for iteration because of its symmetry property. It will thus require fewer iterations than the P-M method. For example, in Table 1 four for the proposed method over the P-M method is obtained.
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