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PYTHON  FACIAL  EXPRESSION  ANALYSIS  TOOLBOX  
Studying  facial  expressions  is  a  notoriously  difficult  endeavor.  Recent  advances  in  the  field  of  
affective  computing  have  yielded  impressive  progress  in  automatically  detecting  facial  
expressions  from  pictures  and  videos.  However,  much  of  this  work  has  yet  to  be  widely  
disseminated  in  social  science  domains  such  as  psychology.  Current  state  of  the  art  models  
require  considerable  domain  expertise  that  is  not  traditionally  incorporated  into  social  science  
training  programs.  Furthermore,  there  is  a  notable  absence  of  user-friendly  and  open-source  
software  that  provides  a  comprehensive  set  of  tools  and  functions  that  support  facial  expression  
research.  In  this  paper,  we  introduce  Py-Feat,  an  open-source  Python  toolbox  that  provides  
support  for  detecting,  preprocessing,  analyzing,  and  visualizing  facial  expression  data.  Py-Feat  
makes  it  easy  for  domain  experts  to  disseminate  and  benchmark  computer  vision  models  and  
also  for  end  users  to  quickly  process,  analyze,  and  visualize  face  expression  data.  We  hope  this  
platform  will  facilitate  increased  use  of  facial  expression  data  in  human  behavior  research.   
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Introduction  
Facial  expressions  can  reveal  insights  into  an  individual’s  internal  mental  state  and  provide  
nonverbal  channels  to  aid  in  interpersonal  and  cross-species  communication  1,2 .  One  of  the  
main  challenges  to  studying  facial  expressions  has  been  arriving  at  a  consensus  understanding  
as  to  how  to  best  represent  and  objectively  measure  expressions.  The  Facial  Affect  Coding  
System  (FACS)  3  is  one  of  the  most  popular  systems  to  reliably  quantify  the  intensity  of  groups   
of  facial  muscles  referred  to  as  action  units  (AUs).  However,  extracting  facial  expression  
information  using  FACS  coding  can  be  a  laborious  and  time-intensive  process.  Becoming  a  
certified  FACS  coder  not  only  requires  100  hours  of  training,  but  a  trained  coder  may  require  an  
hour  to  code  a  single  minute  of  video  4  and  is  not  without  cultural  biases  and  errors  5,6 .  Facial   
electromyography  (EMG)  provides  one  method  to  objectively  record  from  a  finite  number  of  
facial  muscles  at  a  high  temporal  resolution  7,8 ,  but  requires  specialized  recording  equipment  
that  restricts  data  collection  to  the  laboratory  and  can  visually  obscure  the  face  making  it  less  
ideal  for  social  contexts.   
  
Automated  methods  using  techniques  from  computer  vision  have  emerged  as  a  promising  
approach  to  extract  representations  of  facial  expressions  from  pictures,  videos,  and  depth  
cameras  both  inside  and  outside  the  laboratory.  Participants  can  be  untethered  from  
cumbersome  wires  and  can  naturally  engage  in  tasks  such  as  watching  a  movie  or  having  a  
conversation  9–13 .  In  addition  to  AUs,  computer  vision  techniques  have  provided  alternative  
spaces  to  represent  facial  expressions  such  as  facial  landmarks  14  or  lower  dimensional  latent   
representations  15 .  These  tools  have  a  number  of  applications  relevant  to  psychology  such  as  
predicting  the  intensity  of  emotions  16–19  and  other  affective  states  such  as  pain  20,21 ,   
distinguishing  between  genuine  and  fake  expressions  22 ,  detecting  signs  of  depression  23 ,  
inferring  traits  such  as  personality  24–26  or  political  orientations  27 ,  and  predicting  the  development   
of  interpersonal  relationships  11,13 .  Though  facial  expression  research  has  seen  rapid  growth  in  
affective  computing  facilitated  by  recent  advances  in  machine  learning,  adoption  in  fields  
outside  the  domain  of  computer  science  such  as  psychology  has  been  surprisingly  slow.   
  
In  our  view,  there  are  at  least  two  specific  barriers  contributing  to  the  slow  adoption  of  
automated  methods  in  social  science  fields  such  as  psychology.  First,  there  is  a  relatively  high  
barrier  to  entry  to  training  and  accessing  state  of  the  art  models  capable  of  quantifying  facial  
expressions.  This  requires  knowledge  of  computer  vision  techniques,  neural  network  
architectures,  and  access  to  large  labeled  datasets  and  computational  infrastructure  that  include  
Graphics  Processing  Units  (GPUs).  Though  there  are  heroic  efforts  to  share  high  quality  
datasets  28–34 ,  there  are  still  difficulties  sharing  this  data  involving  participants’  privacy,  
complicated  end  user  agreements,  expensive  handling  fees,  contacting  data  curators,  and  
finding  affordable  and  stable  long-term  hosting  solutions.  Though  hundreds  of  models  have  
been  developed  to  characterize  facial  expressions,  no  standards  have  emerged  for  
disseminating  these  models  to  end  users.  These  models  are  typically  reported  in  conference  
proceedings,  occasionally  shared  on  open  code  repositories  such  as  Github,  and  require  
considerable  domain  knowledge  as  they  have  been  developed  using  a  multitude  of  computer  
languages,  rarely  have  documentation,  and  occasionally  have  restrictive  licensing.  Each  model  
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may  require  the  data  to  be  preprocessed  in  a  specific  way  or  rely  on  additional  features  (e.g.,  
landmarks,  predefined  regions  of  interest).  Because  there  are  currently  no  generally  agreed  
upon  standards  for  training  and  benchmarking,  each  model  is  usually  trained  on  different  
datasets,  which  makes  it  difficult  to  benchmark  the  models  using  the  same  dataset  to  aid  in  the  
model  selection  process  16,35 .  Platforms  such  as  paperswithcode.com  are  helping  to  standardize  
the  dissemination  and  benchmarking  of  models,  but  sharing  state  of  the  art  models  has  not  yet  
become  a  norm  in  the  field.  Other  domains  such  as  natural  language  processing  and  
reinforcement  learning  have  begun  to  overcome  this  issue  with  a  variety  of  high  quality  
platforms  such  as  Stanza  36 ,  SpaCy,  and  OpenAI  Gym  37 .  
  
Second,  there  is  a  notable  lack  of  free  open-source  software  to  aid  in  detecting,  preprocessing,  
analyzing,  and  visualizing  facial  expressions  (see  Table  1  for  software  comparison).  Commercial  
software  options  such  as  Affdex  ( Affectiva  Inc )  available  through  iMotions  38  and  Noldus   
FaceReader  39  can  be  expensive,  have  limited  functionality,  and  typically  do  not  employ  state  of   
the  art  models  40–42  (see  Stöckli  et  al  2018  16  and  Dupré  et  al  2020  19  for  commercial  software     
performance  comparisons).  Furthermore,  due  to  strong  interest  from  industry,  there  have  been  
several  free  software  packages  such  as  the  Computer  Expression  Recognition  Toolbox  43 ,  
Intraface  14 ,  and  Affectiva  API  44  ( Affectiva  Inc )  that  have  turned  into  commercial  products  or   
been  acquired  by  larger  technology  companies  such  as  Apple  Inc  or  Facebook  and  rendered  
unavailable  to  researchers.  Currently,  OpenFace  45  is  the  most  widely  used  open-source   
software  that  allows  users  to  extract  facial  landmarks  and  action  units  from  face  images  and  
videos.  However,  OpenFace  does  not  provide  a  full  suite  of  tools  for  preprocessing,  analyzing,  
and  visualizing  data,  which  would  make  these  tools  more  accessible  to  non-domain  experts.  As  
an  example,  in  other  fields  such  as  neuroscience,  the  rapid  growth  of  neuroimaging  research  
has  been  facilitated  by  the  widespread  use  of  free  tools  such  as  FSL  46 ,  AFNI  47 ,  SPM  48 ,  and  
NiLearn  49  that  enables  end  users  to  preprocess,  analyze,  and  visualize  complex  brain  imaging   
data.  We  believe  the  broader  emotion  research  community  would  greatly  benefit  from  additional  
software  platforms  dedicated  to  facial  expression  analysis  with  functions  for  extracting,  
preprocessing,  analyzing,  and  visualizing  facial  expression  data.   
  
  
Table  1.  Software  comparison  on  functionalities  and  affordability.  X  indicates  features  provided  by  each  
package.  Features  from  Py-Feat  toolbox  are  shown  in  brackets.  Facial  landmarks  are  points  pertaining  to  locations  of  
key  spatial  positions  of  the  face  including  the  jaw,  mouth,  nose,  eyes,  and  eyebrows.  Action  units  are  facial  muscle  
groups  defined  by  FACS  50 .  Emotions  refer  to  the  detection  of  canonical  emotional  expressions.  Headpose  refers  to  
the  pitch,  roll,  and  yaw  orientations  of  the  face.  Gaze  refers  to  the  direction  the  eyes  are  looking.  *iMotions  is  a  
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  Facial  landmarks Action  units  Emotions  Headpose  Gaze  
iMotions*            X  X    
  FACET  X  X  X  X          
  AFFDEX  X  X  X  X          
Noldus  
FaceReader 
  X**  X      X  X**    
OpenFace  X  X    X  X      X  
face-api.js  X    X          X  
Py-Feat  [X]  [X]  [X]      [X]  [X]  [X]  
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platform  and  it’s  feature  extraction  relies  on  the  purchase  of  either  the  AFFDEX  or  FACET  modules.  **Detection  of  
action  units  and  analysis  functionalities  require  a  separate  add-on  purchase  of  The  Action  Unit  Module  and  the  
Project  Analysis  Module  for  the  Noldus  FaceReader.   
  
To  meet  this  need,  we  have  created  the  Python  Facial  Expression  Analysis  Toolbox  (Py-Feat)  
which  is  a  free,  open-source  package  dedicated  to  support  the  analysis  of  facial  expression  
data.  It  provides  tools  to  extract  facial  features  like  OpenFace  45 ,  but  additionally  provides  
modules  for  preprocessing,  analyzing,  and  visualizing  facial  expression  data  (see  pipeline  in  
Figure  1).  Py-Feat  is  designed  to  meet  the  needs  of  two  distinct  types  of  users.  Py-Feat  benefits  
computer  vision  researchers  who  can  use  our  platform  to  disseminate  their  state  of  the  art  
models  to  a  broader  audience  and  easily  compare  their  models  with  others.  It  also  benefits  
social  science  researchers  looking  for  free  and  easy  to  use  tools  that  can  both  detect  and  
analyze  facial  expressions.  In  this  paper,  we  outline  the  key  components  of  the  Py-Feat  toolbox  
including  detailed  descriptions  of  the  facial  feature  detection  models  and  analysis  tools.   
  
  
Figure  1.  Facial  expressions  analysis  pipeline.  Analysis  of  facial  expressions  begins  with  recording  face  photos  or  
videos  using  a  recording  device  such  as  webcams,  camcorders,  head  mounted  cameras,  or  360  cameras.  After  
capturing  the  face,  researchers  can  use  Py-Feat  to  detect  facial  features  such  as  facial  landmarks,  action  units,  and  
emotions,  and  check  the  detection  results  with  image  overlays  and  bar  graphs.  The  detection  results  can  be  
preprocessed  by  extracting  additional  features  such  as  Histogram  of  Oriented  Gradients  or  multi-wavelet  
decomposition.  Resulting  data  can  then  be  analyzed  within  the  toolbox  using  statistical  methods  such  as  t-tests,  
regressions,  and  intersubject  correlations.  Visualization  functions  can  generate  face  images  from  models  of  action  
unit  activations  to  show  vector  fields  depicting  landmark  movements  and  heatmaps  of  facial  muscle  activations.  
Py-Feat  Modules  
In  this  section,  we  outline  the  key  modules  of  Py-Feat  and  how  they  were  designed,  developed,  
and  evaluated.  Py-Feat  includes  a  Detector  module  for  detecting  facial  expression  features  (i.e.,  
detecting  faces,  facial  landmarks,  AU  activations,  emotional  expressions)  from  face  photos  and  
videos  and  a  Fex  data  class  that  includes  methods  for  preprocessing,  analyzing,  and  visualizing  
facial  expression  data.   
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Detector  Module  
  
The  Detector  module  offers  several  models  for  detecting  each  of  the  following  facial  features:  
(a)  finding  a  face  in  an  image  or  video  frame,  (b)  locating  facial  landmarks,  (c)  detecting  
activations  of  facial  muscle  action  units,  and  (d)  detecting  displays  of  canonical  emotional  
expressions.  These  models  are  designed  to  be  modular  so  users  can  decide  which  algorithms  
to  use  for  each  detection  task  based  on  their  needs  for  accuracy  and  speed.  Here  we  provide  
an  overview  of  the  models  currently  available  in  the  Detector  module  and  how  they  were  
benchmarked  and  selected  to  be  included  with  Py-Feat.  In  general,  we  considered  models  with  
high  reported  accuracy,  written  in  Python,  easy  to  install  (e.g.,  Pytorch  51  for  neural  network   
models  and  scikit-learn  52   for  statistical  models),  and  open  to  use  for  academic  research.  
Face  detectors  
One  of  the  most  basic  steps  in  the  facial  feature  detection  process  is  to  identify  if  there  is  a  face  
in  the  image  and  where  that  face  is  located.  Py-Feat  includes  three  popular  face  detectors  
including  Faceboxes  53 ,  Multi-task  Convolutional  Neural  Network  (MTCNN)  54,55 ,  and  RetinaFace  
56 .  These  detectors  are  widely  used  in  other  open-source  software  45  and  are  known  to  achieve   
fast  and  accurate  face  detection  results  even  for  partially  occluded  or  non-frontal  faces.  Face  
detection  results  are  reported  as  a  bounding  box  of  the  face  including  confidence  scores  that  
can  also  be  used  to  initialize  the  facial  landmark  detector.  We  benchmarked  the  face  detection  
models  on  the  validation  set  of  the  WIDER  FACE  dataset 57 .  The  validation  scores  were  
calculated  as  an  average  precision  score  derived  from  detection  accuracy  using  a  Jaccard  
similarity  over  the  ground  truth  and  predicted  bounding  boxes  implemented  by  WIDER  FACE.  
Average  precision  scores  of  other  models  benchmarked  on  the  same  dataset  are  included  for  
comparison  57 .  
Facial  landmark  detectors  
Facial  landmarks  are  points  identified  in  the  image  space  outlining  the  jaw,  mouth,  nose,  eyes,  
and  eyebrows  of  a  face.  The  distance  and  angular  relationships  between  the  landmarks  can  be  
used  to  infer  emotional  states  such  as  pain  20 .  The  68  facial  landmark  scheme  is  used  widely  
across  datasets  and  software  45,58,59  and  was  chosen  as  the  target  output  for  our  facial  landmark   
detectors.  Py-Feat  offers  three  facial  landmark  detectors  including  the  Practical  Facial  
Landmark  Detector  (PFLD)  60 ,  MobileNets  61 ,  and  MobileFaceNets  62  algorithms.  These   
algorithms  are  designed  to  be  compact  (less  than  50MB)  and  are  able  to  detect  facial  landmarks  
quickly  on  a  variety  of  platforms  including  mobile  devices  while  maintaining  high  accuracy.  Our  
implementation  of  facial  landmark  detectors  receives  the  face  bounding  box  from  the  face  
detector  as  inputs  to  estimate  the  x  and  y  coordinates  of  68  facial  landmarks.  We  benchmarked  
these  models  on  the  300  Faces  in  the  Wild  (300W)  dataset  59,63  and  compared  the  results  with   
other  models  reported  at  paperswithcode.com.  The  accuracy  was  calculated  as  the  average  
euclidean  distance  between  the  predicted  and  ground  truth  landmark  coordinates  normalized  by  
the  interocular  distance.   
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Action  unit  detectors  
Action  units  (AUs)  are  the  building  blocks  of  facial  expressions  where  each  AU  number  
corresponds  to  a  specific  facial  muscle  movement  3 .  The  combination  of  action  units  can  
indicate  an  emotional  expression.  For  example,  the  activations  of  AUs  6  (cheek  raiser)  and  12  
(lip  corner  puller)  comprise  a  display  of  a  happy  or  joyful  face,  while  activations  of  AUs  1  (inner  
brow  raiser),  4  (brow  lowerer),  and  15  (lip  corner  depressor)  create  a  sad  facial  expression.  AUs  
can  also  be  used  as  features  for  characterizing  affective  states  such  as  contempt  64 ,  confusion  
65 ,  and  guilt  66 ,  or  for  predicting  the  facial  expressions  associated  with  different  experimental  
conditions.  We  include  several  different  types  of  models  using  deep  learning  and  statistical  
learning  approaches.  
  
We  adapted  and  trained  the  JÂA-Net  67,68  neural  network  model  to  predict  facial  landmarks  and   
action  units.  JÂA-Net  is  an  end-to-end  deep  learning  model  that  employs  an  adaptive  attention  
mechanism,  in  which  it  uses  facial  landmarks  to  help  localize  areas  within  an  image  to  perform  
action  unit  detection.  JÂA-Net  refines  its  attention  maps  for  individual  AUs  with  an  adaptive  
regional  attention  layer.  In  the  final  layers,  JÂA-Net  combines  all  of  the  global,  local  attention,  
and  landmark  alignment  features  for  AU  detection  68 .  In  the  original  paper,  JÂA-Net  reported  an  
impressive  performance  in  accurately  detecting  AUs  (average  F1=78.4).  We  include  JÂA-Net  in  
Py-Feat  after  training  the  model  using  the  BP4D  (Binghamton-Pittsburgh  3D  Dynamic  
Spontaneous  Facial  expression  Database)  31   and  BP4D+  69   datasets.   
  
Py-Feat  provides  three  additional  AU  detectors  which  were  trained  on  the  BP4D  31 ,  DISFA  30 ,  
CK+ 29 ,  Shoulder  Pain  70  and  AFF-Wild2  71–76  datasets  using  statistical  learning  algorithms,    
specifically  a  Random  Forest  classifier  (Feat-RF),  a  linear  Support  Vector  Machines  classifier  
(Feat-SVM),  and  a  logistic  regression  classifier  (Feat-Logistic).  The  training  of  these  algorithms  
closely  followed  the  steps  outlined  in  Baltrusaitis  et  al.  (2015)  77  which  used  facial  landmarks   
and  Histogram  of  Oriented  Gradients  (HOGs)  as  features  in  predicting  action  unit  activations.  
HOGs  are  feature  descriptors  that  describe  an  image  as  a  distribution  of  orientations  such  as  
edges  and  corners  measured  across  the  image  and  have  been  proven  effective  in  identifying  
people  in  images  as  well  as  action  units  77,78 .  We  first  preprocessed  each  image  by  aligning  the  
detected  faces  using  the  interocular  distance  to  a  neutral  facial  expression.  We  then  detected  
the  facial  landmarks  for  the  aligned  faces  and  applied  a  convex  hull  to  mask  out  the  background 
irrelevant  to  the  face.  To  include  facial  features  of  the  forehead,  a  convex  hull  was  applied  with  
the  eyebrows  shifted  upwards  1.5  times  the  distance  between  the  eyebrows  and  the  upper  eye  
landmarks.  We  extracted  HOGs  using  the  scikit-image  implementation  79  with  8  orientations,  8x8   
pixels  per  cell,  and  2x2  cells  per  block  which  led  to  a  total  of  5,408  HOG  features.  We  then  
applied  a  principal  component  analysis  (PCA)  to  retain  95%  of  the  variance,  which  reduced  the  
dimensionality  of  these  features  down  to  1,195.  The  aligned  facial  landmarks  and  the  HOGs  
were  used  to  train  a  Random  Forest  model,  Linear  SVM  model,  and  Logistic  Regression  model  
using  scikit-learn  80  which  were  selected  to  compare  the  performance  of  modeling  linear  and   
non-linear  relationships.  Hyperparameters  were  tuned  with  a  grid  search  during  training  using  
3-fold  cross  validation.  Additional  details  for  the  training  procedure  and  parameters  used  are  
available  in  our  package  and  online  tutorials.   
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To  evaluate  and  compare  the  performance  of  these  models,  we  benchmarked  our  
implementation  of  the  JÂA-Net  model  and  the  three  statistical  learning  models  (Random  Forest,  
SVM,  &  Logistic  Regression)  against  the  previously  available  FACET  model  in  iMotions,  and  the  
OpenFace  45  software  on  the  Extended  DISFA  Plus  dataset  32  which  was  not  included  in  training    
any  of  these  models.  We  evaluated  model  performance  across  twelve  AUs:  AU1  (inner  brow  
raiser),  AU2  (outer  brow  raiser),  AU4  (brow  lowerer),  AU5  (upper  lid  raiser),  AU6  (cheek  raiser),  
AU9  (nose  wrinkler),  AU12  (lip  corner  puller),  AU15  (lip  corner  depressor),  AU17  (chin  raiser),  
AU20  (lip  stretcher),  AU25  (lips  part),  and  AU26  (jaw  drop)  using  F1  scores.  F1  is  an  accuracy  
metric  for  binary  classification,  defined  as: 
  
  (eq1)  
  
where  precision  is  the  number  of  true  positives  divided  by  the  total  number  of  positive  results:  
  
    (eq2)  
  
and  recall  is  the  proportion  of  true  positives  relative  to  the  ground  truth:  
  
  (eq3)  
  
F1  scores  range  from  0  to  a  perfect  precision  and  recall  of  1.0.  We  report  the  F1  scores  for  each  
AU  and  the  average  F1  score  across  all  AUs.   
Emotion  detectors  
Emotion  detectors  are  trained  on  manually  posed  or  naturalistically  elicited  emotional  facial  
expressions  which  allows  detectors  to  classify  new  images  based  on  how  much  a  face  
resembles  a  canonical  emotional  facial  expression.  It  is  important  to  note  that  detecting  a  
smiling  face  as  happy  does  not  necessarily  imply  that  the  individual  is  experiencing  an  internal  
subjective  state  of  happiness  81 .  However,  labeling  specific  configurations  of  AUs  with  the 
semantic  concepts  of  emotions  can  still  be  useful  in  emotion  research  to  characterize  the  
contexts  in  which  people  tend  to  display  these  facial  expressions  or  how  the  display  of  certain  
emotion  expressions  accompanies  changes  in  learning  82   and  social  behaviors  13 .   
  
We  provide  four  emotion  detectors  capable  of  detecting  seven  categories  of  emotions:  anger,  
disgust,  fear,  happiness,  sadness,  surprise,  and  neutral.  First,  we  include  the  Residual  Masking  
Network  (ResMaskNet)  83  which  is  an  end-to-end  convolutional  neural  network  model  that   
combines  deep  residual  networks  with  masking  blocks.  The  masking  blocks  help  focus  the  
model’s  attention  on  local  regions  of  interest  to  refine  its  feature  map  for  more  fine-grained  
predictions  and  the  residual  structure  helps  to  maintain  performances  in  deeper  layers.  
ResMaskNet  achieved  state  of  the  art  performance  on  the  facial  expression  recognition  (FER)  
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2013  84  dataset  at  the  time  of  preparing  this  article.  Despite  its  accuracy,  ResMaskNet  has  a   
large  memory  footprint  (500MB)  due  to  the  depth  of  the  architecture.  
  
We  also  provide  FerNet,  a  more  compact  neural  network  model  (80MB)  that  builds  on  multilayer  
convolutional  neural  networks  (CNN).  We  augment  our  CNN  layers  model  by  adding  a  
multi-scale  attention  layer  before  the  CNN  layers.  Similar  to  JÂA-Net,  this  entails  adding  an  
additional  regional  learning  layer,  which  divides  the  input  image  into  different  sized  patches  
(88x88,  44x44  and  22x22  pixels)  and  concatenates  the  patches  to  extract  more  local  texture  
information  67,68  from  the  input  image.  This  model  was  trained  using  the  ExpW 85 ,  CK+  29  and    
JAFFE  86   datasets.  
  
Lastly,  we  provide  two  statistical  learning  models  to  perform  emotion  expression  recognition  
(i.e.,  Random  Forest,  Linear  SVM).  These  models  are  identical  to  our  statistical  learning  AU  
models  in  that  they  perform  face  alignment,  apply  a  convex  hull,  and  extract  HOG  features,  
except  that  they  detect  emotions  rather  than  AUs.  Both  models  were  trained  using  the  
scikit-learn  52  implementation  on  the  ExpW  85 ,  CK+  29  and  JAFFE  86  facial  expressions  datasets     
with  a  3-fold  cross  validation  for  identifying  the  best  hyperparameters.   
  
We  benchmarked  ResMaskNet,  FerNet,  and  the  two  statistical  learning  models  against  the  
previously  available  FACET-iMotions  38  using  the  AffectNet  dataset  87  which  includes  one  million    
images  depicting  facial  expressions  collected  on  the  web  (i.e.,  in  the  wild)  allowing  us  to  test  the  
generalizability  of  the  models.  We  calculated  the  F1  scores  for  each  emotion  category  (i.e.,  
angry,  disgust,  fear,  happy,  sad,  surprise,  neutral,  average)  and  the  average  F1  score  across  
categories.   
  
Fex  Module  
  
The  Fex  data  class  offers  key  functionalities  to  facilitate  facial  expression  data  analysis.  The  Fex  
class  is  an  extension  of  the  widely  used  Pandas  DataFrame  88  allowing  users  to  leverage  the   
existing  functionalities  provided  by  Pandas  including  slicing,  grouping,  sampling,  and  
summarizing  data.  The  key  contribution  of  the  Fex  class  is  that  it  offers  specialized  functions  to  
aid  in  manipulating  facial  expressions  data  such  as  selecting  different  types  of  data  (i.e.,  
faceboxes,  landmarks,  action  units,  emotions),  preprocessing  facial  expression  time  series  data,  
extracting  additional  features  from  time  series  data,  analyzing  aggregates  of  facial  expressions  
data,  and  visualizing  intermediary  preprocessing  steps.  Here  we  describe  the  key  functionalities  
for  preprocessing,  analyzing,  and  visualizing  Fex  data.  
Preprocessing  
Preprocessing  is  an  important  aspect  of  facial  expression  data  analysis  and  includes  steps  such 
as  cleaning  or  standardizing  the  data  as  well  as  extracting  additional  features.  For  example,  
individuals  may  express  different  neutral  facial  expressions  at  rest  where  some  individuals  might  
lean  towards  a  smiling  resting  face  while  others  might  lean  towards  a  frowning  resting  face.  To  
adjust  for  these  individual  differences,  software  such  as  iMotions  recommend  researchers  to  
record  a  baseline  facial  expression  which  can  be  subtracted  from  facial  expressions  during  the  
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experiment.  Alternatively,  subtracting  the  median  facial  expression  can  also  be  an  effective  
normalization  step  because  neutral  facial  expressions  tend  to  dominate  most  interactions  89  and   
have  been  found  to  increase  classification  accuracy  of  action  unit  detections  77 .  Both  of  these  
approaches  are  available  with  the  Fex  class.  
  
When  face  videos  are  recorded  over  time,  researchers  may  need  to  summarize  the  time  series  
data  of  facial  expressions  separately  by  subjects,  trials,  or  experimental  conditions.  We  allow  
researchers  to  specify  these  groupings  in  the  sessions  attribute  of  the  Fex  class.  For  example,  
for  experiments  with  structured  trials  designed  to  elicit  evoked  responses  such  as  experiencing  
acute  pain,  it  can  be  useful  to  summarize  and  describe  facial  expression  signals  within  a  trial  
using  the  peak,  minimum,  or  average  values  per  recordings  20,21 .  Other  times,  it  may  not  be  
known  exactly  when  to  expect  a  discrete  evoked  response,  and  instead  it  may  be  more  useful  to  
describe  signals  in  the  frequency  domain  (Figure  1).  This  might  involve  conducting  
time-frequency  analysis  by  performing  frequency  decomposition  on  a  time  series  using  discrete  
wavelets,  or  computing  the  number  of  times  that  a  signal  within  a  specific  frequency  band  
exceeds  a  preset  threshold.  For  example,  the  bag  of  temporal  filters  approach  provides  
sensitivity  to  the  temporal  and  intensity  profiles  of  a  signal  while  maintaining  invariance  to  when  
those  peaks  occur  and  has  been  found  to  be  effective  in  differentiating  genuine  from  posed  pain  
facial  expressions  22 .  All  of  these  feature  extraction  techniques  are  available  in  the  Fex  module.   
Analysis  
Py-Feat  provides  several  basic  analysis  functions  including  t-tests,  regression,  prediction,  and  
intersubject  correlations.  Py-Feat’s  t-test  functions  allow  users  to  conveniently  select  which  
experimental  conditions  and  facial  features  to  test  by  handling  the  data  reshaping  for  the  user  
before  conducting  the  test  with  implementations  from  scipy  90 .  The  predict  method  uses  the  
scikit-learn  API  80 ,  and  can  thus  be  used  with  any  scikit-learn  prediction  or  classification  model.  
This  approach  can  be  used  to  identify  a  combination  of  AUs  or  emotional  facial  expressions  that  
predict  an  experimental  condition.  On  the  other  hand,  researchers  who  aim  to  explain  the 
variability  of  action  units  can  use  the  regress  function  by  passing  a  design  matrix  which  is  
implemented  via  nltools  91 .  Lastly,  users  can  calculate  an  intersubject  similarity  matrix  across  
time  or  across  features  to  identify  a  common  structure  across  individuals  or  between  conditions.  
Beyond  these  basic  analyses,  the  representation  of  the  Fex  data  class  as  an  extension  of  a  
Pandas  DataFrame  allows  users  to  easily  incorporate  additional  analytic  tools  from  other  
packages  in  the  Python  scientific  computing  ecosystem.   
Visualizations  
We  provide  several  plotting  methods  to  help  visualize  the  FEX  data  in  each  stage  of  the  
analysis  pipeline.  In  the  facial  feature  detection  stage,  we  offer  the  plot_detections  function  that  
overlays  the  face,  facial  landmarks,  action  units,  and  emotion  detection  results  in  a  single  figure  
(Figure  1).  This  function  can  be  used  to  validate  the  detection  results  at  each  video  frame  or  
image.  Fex  class  automatically  inherits  the  plotting  functionalities  of  a  Pandas  DataFrame  and  
thus  allows  users  to  plot  time  series  graphs  as  well.  This  function  can  be  useful  for  examining  
how  detected  action  unit  activities  vary  over  time  or  if  there  are  segments  of  missing  data.   
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We  also  provide  a  visualization  model  which  can  be  used  to  visualize  how  combinations  of  
activated  AUs  will  look  like  on  a  stylized  anonymous  face.  We  trained  this  action  unit  to 
landmark  model  on  20  action  units  (AUs  1,  2,  4,  5,  6,  7,  9,  10,  12,  14,  15,  17,  18,  20,  23,  24,  25,  
26,  28,  43)  with  a  subset  of  images  from  the  EmotioNet  92 ,  BP4D 31 ,  and  Extended  DISFA  Plus  32   
datasets  to  balance  the  representation  of  each  AU.  We  used  our  toolbox  with  the  
Feat-RetinaFace  face  detector  and  MobileNets  landmark  detector  to  detect  the  landmarks  on  
these  images.  We  aligned  these  landmarks  to  a  neutral  face  with  an  affine  transformation  using  
the  facial  landmarks  and  fit  a  Partial  Least  Squares  Regression  model  with  20  components  to  
predict  these  aligned  landmarks  from  the  ground  truth  action  unit  labels  provided  by  the  
datasets.  Using  this  model,  users  can  visualize  the  action  units  and  their  accompanying  2D  
landmark  deformation  on  a  standard  face  from  any  combination  of  action  unit  activations  
identified  from  their  analyses.   
Experimental  evaluation  results  
  
Facial  feature  detection  benchmarking  results  
Face  detection  
We  benchmarked  the  face  detection  algorithms  implemented  in  Py-Feat  (Feat-Faceboxes, 
Feat-MTCNN,  Feat-RetinaFace)  on  the  WIDER  face  dataset  57  and  compared  these  results  with   
the  benchmarking  results  of  other  models  (TinaFace,  RetinaFace,  ACF-WIDER)  reported  by  the  
WIDER  face  dataset.  Benchmarking  results  are  summarized  in  Table  2.  The  Py-Feat  
implementation  of  Faceboxes,  MTCNN,  and  RetinaFaces  achieved  acceptable  average  
precision  in  the  Easy  subset  of  the  WIDER  Face  dataset  with  Feat-RetinaFace  reaching  within  
10%  of  the  accuracy  of  TinaFace  93 ,  which  was  the  state  of  the  art  model  at  the  time  of  
preparing  this  article.  Although  we  attempted  to  install  and  implement  TinaFace  which  is  freely 
available  ( https://github.com/Media-Smart/vedadet ),  we  were  unable  to  successfully  implement  
the  model  due  to  complicated  installation  procedures.  Feat-RetinaFace  did  not  reach  the  
accuracy  stated  in  the  original  RetinaFace  paper  56  potentially  due  to  hyperparameter  or  training   
set  differences.  We  also  observed  a  degraded  performance  on  the  Hard  subset  of  WIDER  faces  
which  include  small,  inverted,  and  highly  occluded  faces.  Nevertheless,  we  believe  that  most  
researchers  will  be  recording  faces  at  close  proximity  which  would  most  likely  be  classified  as  
an  easy  detection  task.  Based  on  these  results,  we  have  set  RetinaFace  as  our  default  face  
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Table  2.  Benchmarking  results  for  face  bounding  box  detection.  Easy,  Medium,  Hard  results  retrieved  from  
WIDER  Face.  Numbers  are  average  precision  scores  with  higher  numbers  indicating  better  detection  accuracy.  Bold  
numbers  indicate  best  performance  for  each  column  and  bracketed  numbers  indicate  the  performance  of  the  model  
selected  as  the  default  for  Py-Feat.  
Landmark  detection  
Benchmarking  results  for  landmark  detection  are  summarized  in  Table  3  as  the  average  root  
mean  squared  error  between  the  predicted  and  ground  truth  coordinates  across  the  68  
landmark  points  normalized  by  the  interocular  distance.  While  the  models  we  adapted  
performed  better  than  some  models  such  as  Pose-Invariant  94  or  3D  Dense  Face  Alignment   
(3DDFA)  95 ,  it  was  not  as  accurate  as  the  more  recent  regression  tree  models  such  as  3D  
Deeply-initialized  Ensemble  (3DDE)  96  or  DCFE  (Deeply-initialized  Coarse  to  Fine  Ensemble)  97    
models.  Unfortunately,  these  models  were  written  in  languages  not  yet  compatible  with  our  
toolbox  (e.g.,  C++  and  Tensorflow).  Based  on  these  results,  we  selected  the  MobileNet  model  
as  the  default  landmark  detection  model.   
  
Table  3.  Benchmarking  results  for  face  landmark  detection.  Feat  models  were  initialized  with  face  bounding  
boxes  using  RetinaFace.  Numbers  are  root  mean  squared  errors  of  coordinates  with  lower  numbers  indicating  better  
alignment.  Bold  bracketed  numbers  indicate  best  performance  for  each  column  and  bracketed  numbers  indicate  the  
performance  of  the  model  selected  as  the  default  for  Py-Feat.  
Action  unit  detection  
Action  unit  (AU)  detection  benchmarking  was  conducted  on  the  Extended  DISFA  Plus  dataset  32   
using  F1  scores  for  each  of  the  twelve  AUs.  Benchmarking  results  are  summarized  in  Table  4.  
The  previously  available  FACET-iMotions  achieved  the  best  overall  accuracy  and  was  the  best  
detector  for  AUs  2,  4,  9,  15,  and  17.  OpenFace  and  our  Feat-SVM  model  achieved  the  second  
highest  average  F1  scores  followed  by  the  Feat-RF  model.  OpenFace  was  the  most  accurate  in  
detecting  AUs  1,  6,  and  12,  while  our  implementations  were  the  best  at  detecting  AUs  5,  20,  25,  
and  26.  Surprisingly,  our  implementation  of  a  neural  network  model  JÂA-Net  performed  the  
worst  compared  to  the  statistical  learning  algorithms.  This  also  suggests  that  the  generalizability  
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  Model  Easy  Medium  Hard  
Models  not  available  on  Py-Feat 
TinaFace  .97  .96  .93  
RetinaFace  .97  .96  .92  
ACF-WIDER  .66  .54  .27  
Models  available  on  Py-Feat  
Feat-Faceboxes  .78  .68  .31  
Feat-MTCNN  .54  .50  .28  
Feat-RetinaFace  (default)  [.89]  [.85]  [.61]  
  Model  300W  
Models  not  available  on  Py-Feat  
3DDE  3.13  
DCFE   3.24  
Pose-Invariant  6.30  
3DDFA   7.01  
Models  available  on  Py-Feat  
Feat-MobileNet  (default)  [5.23]  
Feat-MobileFaceNet  6.00  
Feat-PFLD  6.41  
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of  the  model  may  be  questionable  given  that  it  requires  precise  alignment  of  landmarks  to  
determine  the  attention  regions.  Based  on  these  results  and  for  the  ease  of  providing  a  
detection  probability  which  can  be  used  for  further  analyses,  we  set  the  Random  Forest  model  
as  our  default  action  unit  detection  model.   
  
Table  4.  Benchmarking  results  for  AU  models  on  DisfaPlus.  Numbers  shown  are  F1  scores.  Bold  bracketed  
numbers  indicate  best  performance  for  each  column  and  bracketed  numbers  indicate  the  performance  of  the  model  
selected  as  the  default  for  Py-Feat.  
Emotion  detection  
Benchmarking  of  the  emotion  detection  models  was  conducted  on  the  AffectNet  dataset  87   
which  contains  unposed  expressions  of  emotions  as  they  naturally  occur  in  the  wild  outside  of  a  
carefully  curated  laboratory  environment.  We  selected  a  random  subset  of  500  images  for  each  
of  the  seven  different  emotions  for  benchmarking  and  calculated  the  F1  score  for  each  emotion  
category.  The  Residual  Masking  Network  model  83  achieved  the  highest  F1  score,  followed  by   
the  FACET-iMotions  model  and  the  statistical  learning  models  trained  on  HOG  features.  Based  
on  these  results  we  set  the  Residual  Masking  Network  model  as  our  default  emotion  detection  
model  
  
Table  5.  Benchmarking  results  for  motion  models  on  AffectNet.  Numbers  shown  are  F1  scores.  Bold  bracketed  
numbers  indicate  best  performance  for  each  column  and  bracketed  numbers  indicate  the  performance  of  the  model  
selected  as  the  default  for  Py-Feat.  
  
Evaluation  of  preprocessing,  analysis,  and  visualizations  
  
To  validate  our  preprocessing  and  analysis  methods,  we  analyzed  a  previously  published  
dataset  exploring  how  natural  facial  expressions  vary  while  delivering  good  and  bad  news  98 .  In  
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  Model  AU1  AU2  AU4  AU5  AU6  AU9  AU12  AU15  AU17  AU20  AU25  AU26  Average 
Models  not  




.58  .62  .74  .56  .78  .73  .77  .59  .47  .15  .64  .43  .59  
OpenFace  .71  .53  .69  .49  .81  .54  .83  .34  .43  .14  .72  .67  .57  
Models  




[.61]  [.61]  [.59]  [. 58]  [.65]  [.39]  [.72]  [.43]  [.38]  [.25]  [. 84]  [. 70]  [.56]  
Feat-SVM  .54  .49  .68  .51  .75  .54  .74  .32  .35  .43  .83  .62  .57  
Feat-Logistic  .49  .45  .61  .56  .70  .61  .62  .26  .32  .29  .79  .52  .52  
Feat-JÂA-Net  .31  .22  .15    .29    .30  .08  .18        .22  
  Model  angry  disgust  fear  happy  sad  surprise  neutral  average  
Models  not  




.33  .42  .35  .67  .24  .36  .43  .40  






[.53]  [.53]  [.48]  [.77]  [.54]  [.55]  [.49]  [.55]  
Feat-FerNet  .22  .06  .15  .67  .35  .34  .38  .31  
Feat-SVM  .39  .27  .37  .60  .33  .39  .33  .38  
Feat-RF  .37  .21  .37  .62  .30  .35  .33  .36  
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this  study,  Watson  and  colleagues  (2020)  recorded  short  clips  of  facial  expressions  while  three  
participants  delivered  10  types  of  good  news  (e.g.,  “your  application  has  been  accepted”  )  and  
10  types  of  bad  news  (e.g.,  “your  application  was  denied”).  When  participants  delivered  good  
news,  AU  12  (lip  corner  puller)  and  17  (chin  raiser)  were  more  consistently  active  while  AU  1  
(inner  brow  raiser)  was  more  active  when  participants  delivered  bad  news.  We  analyzed  a  
sub-sample  of  the  dataset  (10  good  news  clips  and  10  bad  news  clips  from  a  single  subject)  and  
expected  to  find  similar  effects  in  AUs  1,  12,  and  17,  using  an  independent  t-test,  regression,  
and  prediction  analyses.   
  
We  used  our  Feat-RF  model  to  detect  action  units  from  the  videos  of  the  good  news  and  bad  
news  delivering  dataset  98  and  preprocessed  the  data  by  extracting  the  mean  probability  of  AU   
activation  for  each  video  clip.  We  compared  the  mean  activation  probabilities  of  AUs  1,  12,  and  
17  between  the  good  news  and  bad  news  conditions  with  an  independent-samples  t-test.  We  
replicated  the  original  finding  that  AUs  12,  t(18)=17,  p<.001,  and  17,  t(18)=4.4,  p<.001,  were  
significantly  more  active  when  the  participant  delivered  good  news  (Figure  2a).  However,  in  
contrast  to  the  original  paper,  the  average  difference  between  the  mean  activation  of  AU  1  
trended  significance,  t(18)=1.8,  p=.08,  towards  more  activation  when  delivering  good  news.   
  
We  also  trained  a  Logistic  Regression  classifier  to  discriminate  the  good  news  clips  from  the  
bad  news  clips  using  the  mean  activation  of  AUs  in  a  leave-one-clip-out  cross-validation  
scheme  as  done  in  the  original  paper  98 .  We  achieved  a  perfect  accuracy  score  in  this  
subsample  of  the  data,  which  was  not  too  surprising  given  that  the  original  paper  also  achieved  
a  near  perfect  classification  accuracy  of  .97  for  predicting  good  news  clips  and  .99  for  bad  news  
clips  across  a  larger  number  of  clips  repeating  the  same  messages.  To  identify  which  action  
units  contributed  to  the  classification,  we  fit  a  Logistic  Regression  classifier  with  all  clips  and  
inspected  the  regression  coefficients.  Consistent  with  the  original  findings,  greater  activations  of  
AU  12  and  AU  17  increased  the  likelihood  of  the  clip  being  classified  as  a  good  news  clip,  while  
greater  activation  of  AU  1  increased  the  likelihood  of  the  clip  being  classified  as  a  bad  news  clip  
(Figure  2b).  To  visualize  the  model,  we  used  the  regression  coefficients  to  create  a  facial  
representation  of  delivering  good  news  and  bad  news  using  our  landmark  visualization  model  
(Figure  2c).   
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Figure  2.  Conceptual  replication  results.  a)  Average  probability  of  action  unit  (AU)  activation  differences  when  
delivering  good  news  and  bad  news  for  AUs  12  and  17.  *p<.05,  **p<.01,  ***p<.001.   b)  Regression  coefficients  on  
each  AU  from  a  logistic  regression  classifier  for  classifying  good  news  and  bad  news  clips.  Activation  of  action  units  
with  positive  coefficients  (colored  red)  increases  the  probability  of  a  clip  being  classified  as  a  good  news  clip.  
Activation  of  action  units  with  negative  coefficients  (colored  blue)  increases  the  likelihood  of  a  clip  to  be  classified  as  
a  bad  news  clip.   c)  Facial  expressions  predicting  the  delivery  of  good  news  and  bad  news  generated  using  the  
regression  coefficients  from  the  good  news  and  bad  news  classifier.   
  
The  landmark  visualization  model  trained  with  a  PLS  Regression  achieved  an  r 2  of  0.15  on   
10,000  sample  images.  To  demonstrate  face  validity,  we  visualized  the  model  fit  by  activating  
AUs  1  (inner  brow  raiser),  12  (lip  corner  puller),  15  (lip  corner  depressor),  and  43  (eye  closer)  
independently  as  shown  in  Figure  3a  which  produced  the  expected  facial  expressions  for  each  
muscle  movement.  The  visualizations  clearly  indicated  the  movement  of  landmarks  and  
muscles  relating  to  the  AUs  that  were  activated.  We  also  visualized  emotional  facial  expressions  
based  on  detecting  happy,  sad,  surprise,  and  anger  expressions  from  single  images  
representing  each  emotion  label  from  the  CK+  29  using  the  Residual  Masking  Network   
implemented  in  Py-Feat  (Figure  3b).  
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Figure  3.  Demonstration  of  action  unit  to  landmark  visualization.  a)  Facial  expressions  generated  using  our  
visualization  model  independently  activating  AUs  1  (inner  brow  raiser),  12  (lip  corner  puller),  15  (lip  corner  
depressor),  and  43  (eye  closer).  b)  Facial  expressions  generated  with  a  combination  of  AU  activations  extracted  from  
images  labeled  as  displaying  each  type  of  emotion  including  happy,  sad,  surprise,  and  anger.   
Discussion  
In  this  paper,  we  describe  the  motivation,  design  principles,  and  core  functionality  of  the  
open-source  Python  package  Py-Feat.  This  package  aims  to  bridge  the  gap  between  model  
developers  creating  new  algorithms  for  detecting  faces,  facial  landmarks,  action  units,  and  
emotions  with  end  users  hoping  to  use  these  cutting  edge  models  in  their  research.  To  achieve  
this,  we  designed  an  easy  to  use  and  open-source  Python  toolbox  that  allows  researchers  to 
quickly  detect  facial  expressions  from  face  images  and  videos  and  subsequently  preprocess,  
analyze,  and  visualize  the  results.  We  hope  this  project  will  make  facial  expression  analysis  
more  accessible  to  researchers  who  may  not  have  sufficient  domain  knowledge  to  implement  
these  techniques  themselves.  In  addition,  Py-Feat  provides  a  platform  for  model  developers  to  
disseminate  their  models  to  end-user  researchers  and  compare  the  performance  of  their  model  
with  others  included  in  the  toolbox.  
  
Automated  detection  of  facial  expressions  has  the  potential  to  complement  other  techniques  
such  as  psychophysiology,  brain  imaging,  and  self-report  13,21,99  along  with  3-D  simulations  100  in    
improving  our  understanding  of  how  emotions  interact  with  perception,  cognition,  and  social  
interactions  and  are  impacted  by  our  physical  and  mental  health.  Studying  facial  expressions  is  
becoming  increasingly  more  accessible  to  non-specialists.  For  example,  recording  participants  
has  become  more  convenient  with  a  number  of  affordable  recording  options  such  as  webcams  
that  can  be  used  to  record  remote  participants,  open-source  head  mounted  cameras  allowing  
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reliable  face  recordings  in  social  settings  12 ,  as  well  as  360  cameras  that  can  be  used  to  record  
multiple  individuals  simultaneously.  The  primary  goal  of  Py-Feat  is  to  make  the  preprocessing,  
analysis,  and  visualization  of  these  results  similarly  accessible  and  free  of  charge  to  
non-specialists.  Open  source  software  focused  on  the  full  analysis  pipeline  has  been  
instrumental  in  contributing  to  the  rapid  progress  of  research  in  other  domains  such  as  
neuroimaging  with  FSL 46 ,  AFNI  47 ,  SPM  48 ,  and  NiLearn  49  and  natural  language  processing  with   
Stanza  36  and  SpaCy.  We  believe  the  broader  emotion  research  community  would  greatly   
benefit  from  additional  software  platforms  dedicated  to  facial  expression  analysis  with  functions  
for  extracting,  preprocessing,  analyzing,  and  visualizing  facial  expression  data.   
  
Our  toolbox  is  designed  to  be  flexible  and  dynamic  and  includes  models  that  are  performing  
near  state  of  the  art.  However,  there  are  several  limitations  that  are  important  to  note.  First,  our  
current  implementations  of  some  of  the  models  are  not  performing  as  well  as  the  original  
versions.  This  could  be  attributed  to  nuances  in  hyperparameter  optimization,  variations  in  
random  seeds,  and  variations  in  the  benchmarking  datasets.  We  anticipate  that  these  models  
will  improve  over  time  as  more  datasets  become  available  and  also  plan  to  continually  
incorporate  new  models  as  they  become  available.  Benchmarking  of  new  models  will  be  added  
to  a  living  document  on  our  project  website  to  allow  users  to  make  informed  choices  in  selecting  
models.  Second,  we  have  not  yet  attempted  to  optimize  our  toolbox  for  speed.  For  example,  we  
did  not  benchmark  our  models  on  processing  time  because  we  believe  most  users  will  be  
applying  these  detectors  on  batches  of  pre-recorded  videos  rather  than  in  real-time  applications.  
Currently,  our  models  are  able  to  process  a  single  image  in  about  300  milliseconds  with  a  GPU  
and  about  2  seconds  on  a  CPU.  For  users  who  need  faster  processing  times  on  videos,  
processing  can  be  sped  up  by  skipping  n-number  of  frames.  We  hope  to  optimize  our  code  and  
improve  processing  time  in  future  versions  of  our  toolbox.  Third,  our  models  likely  contain  some  
degree  of  bias  with  respect  to  gender  and  race.  We  have  attempted  to  use  as  much  high  quality  
publicly  available  data  as  possible  to  train  our  models  and  selected  challenging  real  world  
datasets  for  benchmarking  when  possible.  This  problem  is  inherent  to  the  field  and  will  only 
improve  as  datasets  increase  in  diversity  and  representation  and  preprocessing  pipelines  
improve  (e.g.,  faces  with  darker  pigmentation  are  often  more  difficult  to  detect)  101,102  .  We  plan   
to  expand  our  benchmarking  efforts  to  include  race  and  gender  to  aid  in  model  selection.  
Fourth,  our  toolbox  currently  only  includes  detection  of  core  facial  features  (i.e.,  facial  
landmarks,  action  units,  and  emotions)  but  there  are  additional  signals  in  the  face  that  can  be  
informative  for  social  science  researchers.  Head  pose  can  be  used  to  detect  nodding  or  a  
shaking  of  the  head  which  can  be  signals  of  consent  or  denial  in  social  interactions.  Gaze  
extracted  from  face  videos  can  be  used  to  infer  the  attention  of  the  recorded  individual.  Heart  
rate  and  respiration  can  also  be  extracted  from  face  videos  103  which  can  be  used  to  infer   
arousal  or  stress  levels  of  the  recorded  individual.  Models  for  detecting  these  facial  features  
could  be  implemented  in  future  versions  of  Py-Feat  pending  user  interest.   
  
In  summary,  we  introduce  Py-Feat,  an  open  source  full  stack  framework  implemented  in  Python  
for  performing  facial  expression  analysis  from  detection,  preprocessing,  analysis,  and  
visualization.  This  work  leverages  efforts  from  the  broader  affective  computing  community  by 
relying  on  high  quality  datasets,  state  of  the  art  models,  and  building  on  other  open  source  
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efforts  such  as  OpenFace.  We  hope  others  in  the  community  may  be  interested  in  improving  
this  toolbox  by  providing  feedback  and  bug  reports,  and  also  contributing  bug  fixes,  new  models  
and  features.  We  have  outlined  our  contribution  guidelines  as  well  as  the  necessary  code  and  
tutorials  on  how  to  replicate  our  work  on  our  main  project  website  ( https://py-feat.org ).  We  look  
forward  to  the  increasing  synergy  between  the  fields  of  computer  science  and  social  science  
and  welcome  feedback  and  suggestions  from  the  broader  community  as  we  continue  to  refine  
and  add  features  to  the  Py-Feat  platform.   
Code  availability  
All  the  code  and  data  to  reproduce  the  results  are  available  at  https://github.com/py-feat  and  
https://py-feat.org .   
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