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Zusammenfassung
Diese Arbeit befasst sich mit der Entwicklung und Datenanalyse des PERDaix Ex-
periments (Proton Electron Radiation Detector Aix-la-Chapelle) zur Messung der ge-
ladenen kosmischen Strahlung mit einer geometrischen Akzeptanz von 33 cm2sr. Es
besteht aus drei Subdetektoren: einem Spektrometer mit Permanentmagnet und acht
Spurdetektorlagen, einem Flugzeitsystem und einem Übergangsstrahlungsdetektor.
PERDaix hat im November 2010 mit Hilfe eines Stratosphärenballons über einen
Zeitraum von 1,5 Stunden rund 170 000 Ereignisse in einer Höhe von 33 km aufge-
zeichnet. Diese Daten erlauben die Bestimmung des primären Proton- und Alpha-
Teilchenflusses der kosmischen Strahlung.
Das Spektrometer verwendet neuartige Technologien zur genauen Vermessung gela-
dener Teilchen. Die Technologien beruhen auf Licht, das beim Durchgang gelade-
ner Teilchen durch ein sogenanntes Szintillatormaterial erzeugt und mit Silizium-
Photomultipliern (SiPM) ausgelesen wird. SiPMs sind vor wenigen Jahren entwickel-
te, hochsensitive Photodetektoren auf Halbleiterbasis mit einer Detektionseffizienz bis
zu 50 % und einer internen Verstärkung im Bereich von 106. Diese Eigenschaften er-
lauben es, einzelne Photonen ohne aufwendige rauscharme Vorverstärkerschaltungen
zu detektieren. Mehrere SiPMs können auf kleinen Silizium-Substraten neben einan-
der als lineares Array aufgebracht werden. Aufgrund der feinen Segmentierbarkeit
(250 µm) eignen sich diese SiPM-Arrays für den Bau eines hochauflösenden Spurde-
tektors. Im modular aufgebauten PERDaix Spurdetektor wird das zu detektierende
Szintillationslicht in fünf Lagen aus 250 µm dünnen Fasern erzeugt. Es wird gezeigt,
dass der Herstellungsprozess ein über alle Spurdetektormodule hinweg sehr homo-
genes Ansprechverhalten und eine Ortsauflösung von 50 µm liefert.
SiPMs werden auch im Flugzeitsystem für die Auslese von 5 cm breiten Szintillator-
balken verwendet. Das Flugzeitsystem dient der Erzeugung eines Triggers für die
übrigen Subdetektoren, der Unterscheidung von auf- und abwärts durch den Detek-
tor fliegenden Teilchen, der Teilchenidentifikation über die Signalhöheninformation
und der Verbesserung der Impulsauflösung bei niedrigen Energien. Die Entwicklung,
Testmessungen und Leistung des Flugzeitsystems werden vorgestellt. Die Zeitdiffe-
renzauflösung beträgt 420 ps bei einer Effizienz nahe eins.
Die Arbeit zeigt die Design-Konzepte, die speziellen Anforderungen des Betriebs auf
einem Stratosphären-Ballon sowie Datenanalysekonzepte, die schließlich in den ge-
messenen Teilchenflüssen von Protonen und Helium-Kernen enden. Diese werden
dazu verwendet, den solaren Modulationsparameter im November 2010 zu bestim-
men.
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Abstract
This thesis deals with the development and data analysis of the PERDaix detector
(Proton Electron Radiation Detector Aix-la-Chapelle). PERDaix is a particle detector
with an geometrical acceptance of 33 cm2sr designed to measure the charged cosmic-
ray flux with the help of three subdetectors: a spectrometer consisting of a permanent
magnet and eight tracker layers, a time-of-flight detector (TOF), and a transition ra-
diation detector (TRD). The detector was flown on board a stratospheric research
balloon in November 2010. It recorded about 170 000 events during the 1.5 hour long
float phase at an altitude of 33 km. These data allow the measurement of the primary
cosmic-ray flux of protons and helium nuclei.
PERDaix uses novel detector technologies for a precise measurement of charged parti-
cles. These technologies are based on the light emitted when a charged particle crosses
a so-called scintillation material. This scintillation light is detected with SiPMs—
highly sensitive semiconductor photo detectors developed during the last few years.
They achieve a detection efficiency of up to 50 % and an internal gain of the order
of 106. These properties allow the detection of single photons without the need for
a sophisticated low-noise amplification circuit. Several SiPMs can be produced next
to each other on a silicon substrate to form a linear array. The possibility of a fine
segmentation (250 µm) make them suitable for high resolution tracking detectors. The
scintillation light is produced in a ribbon of five layers of 250 µm thin fibers. This
thesis shows that the production process yields tracker modules with a very homoge-
neous response and a single point resolution of 50 µm.
SiPMs are also used in the TOF to read out 5 cm wide scintillator bars. The TOF
provides the main trigger for the other subdetectors, the differentiation of up- from
downward flying particles, the information for the particle identification via the sig-
nal heights, and an improvement of momentum resolution at low energies. The de-
velopment, test measurements, and performance of the TOF are presented. The TOF
reaches a time difference resolution of 420 ps with an efficiency close to one.
The thesis shows the design concepts, the special challenges of the operation on board
a stratospheric research balloon, and data analysis concepts which finally end in mea-
sured cosmic-ray fluxes of protons and helium nuclei. These are used to determine
the solar modulation parameter in November 2010.
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1. Introduction
In the years following the discovery of radioactivity in 1896, researchers attempted to
describe the charge leakage of charged bodies in air as an effect of radioactivity. Ions
from decays of radioactive material in the Earth’s crust were believed to be the reason
for the charge leakage [1]. This interpretation implies a decrease in the discharge rate
with increasing distance to the radioactive material. Several electroscope discharge
measurements on the sea, on glaciers, and on the Eiffel tower were performed to test
this hypothesis. The most systematic measurements were carried out by Victor Hess
during seven balloon flights in 1912 which reached altitudes of up to 5 km [2]. The
data showed a clear increase in the discharge rate rather than the expected decrease.
These results led Hess to postulate the existence of cosmic radiation from space. Ever
since these cosmic rays have been a treasure trove for unknown particles on ground
and on board balloons. The positron was discovered in 1932 [3], the muon in 1937 [4],
the charged pions and kaons in 1947 [5, 6], and the Λ0 in 1950 [7].
To this day cosmic rays are an important research topic with many open questions:
Where do cosmic rays originate from? How are they accelerated up to orders of
magnitude higher energies than human beings can achieve with accelerators? Are
there hints for new particles in cosmic rays? The path to the answers to these questions
requires more precise measurements of the cosmic-ray fluxes. PERDaix was a test
detector for the larger Positron Electron Balloon Spectrometer (PEBS) experiment [8]
which was designed to provide charge separation of cosmic-ray fluxes up to 2 TV. It
was planned to measure for eighty days during two circumpolar balloon flights.
Recent cosmic-ray experiments used drift chambers [9, 10, 11] or silicon strip detectors
[12, 13, 14] to track particles. Drift chambers provide superbly clean tracks and a
material budget on the per mill level of a radiation length. On the other hand they
require the use of high voltages and a complex gas system. During the operation on
a balloon the external pressure reaches values between 1 mbar and 10 mbar at 40 km
altitude. In this region the Paschen curve [15] for air reaches its most disadvantageous
value for corona discharges which requires a careful isolation of all high voltage lines
with a potential higher than 200 V. Another drawback is the slower readout speed
of the detectors. This limits their use in high luminosity experiments in accelerator
physics.
Silicon strip detectors on the other hand can provide very precise single point mea-
surements. For example the AMS experiment reached 10 µm [13], PAMELA even 3 µm
[12] compared to 150 µm in the BESS-Polar drift chambers [11] which require many
more layers to achieve a compatible tracking accuracy. Because astroparticle physics
pushes on into increasing energy ranges particle detectors have to increase the ac-
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ceptance due to the steeply falling energy spectrum of cosmic rays of approximately
J(E) ∝ E−3. The dimensions of silicon strip detectors are limited to about 1 m though
because of the capacitive load of the strips. Increasing the acceptance therefore means
increasing the number of strips and thereby the power consumption, the material bud-
get from the readout electronics and cooling within the acceptance, the weight, and
finally the costs. Also, the alignment of a larger number of detector modules is chal-
lenging. A detector technology suitable for covering a large area without additional
material inside the acceptance would be favorable.
PEBS was designed to use a scintillating fiber tracker with SiPM readout. This novel
detector technology enables the possibility to produce 2 m long detector modules with
50 µm single point resolution [16, 17] and a fast readout. Several prototypes have been
developed and studied at I. Physikalisches Institut, RWTH Aachen University. After
the first five years of development, the light yield, the uniformity of response, the
efficiency, and the spatial resolution have been improved up to a point allowing a first
test flight with a miniature version of PEBS—the PERDaix detector.
PERDaix was launched from Kiruna, Sweden, on board a stratospheric research bal-
loon in October 2010. During the 5 h long flight, it remained at its float altitude of
33 km above sea level for about 1 h 40 min recording about 170 000 events. At this
altitude the particle shielding power of the rest atmosphere above the balloon is small
enough to measure the primary cosmic rays. PERDaix consists of a four layer time-
of-flight detector (TOF) providing the main trigger and a β measurement, an eight
layer transition radiation detector (TRD) for particle identification, and an eight layer
scintillating fiber tracker arranged above and below a permanent magnet allowing for
the measurement of the rigidity of cosmic rays.
The major goal of the experiment was to test the novel detector technologies. Espe-
cially the temperature behavior of the detector had to be studied with a real balloon
flight because current SiPMs suffer from a temperature gradient of the optimal oper-
ation voltage. Also, the operation of a TRD in a thermally volatile and low pressure
environment had to be studied.
Although PERDaix was designed as a test detector, it can be used to study physics
topics, like the proton and helium nuclei flux below 10 GV rigidity and the solar
modulation parameter. This thesis deals with the development, calibration and data
analysis of the PERDaix experiment. The calibration includes the alignment of the
tracking detector, time offsets of the TOF, and the compensation of signal height
variations of all subdetectors. The spatial, time, and rigidity resolution are presented.
After studying the detector efficiencies, the measured particle fluxes are determined
and compared to other experiments.
The technology of the tracker is useful in all fields of particle physics requiring large
tracker surfaces. The LHCb collaboration has decided to replace their current inner
and outer tracker with a fiber tracker during the Long Shutdown 2 (LS2) planned for
2018/19 [18]. Muon tomography is another promising field [19, 20, 21]. It provides a
non-destructive way to determine the material composition of large objects, such as
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trucks or concrete slabs in buildings. It makes use of the multiple scattering of cosmic
muons in the material which has a different angular distribution for each material
type.
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2. Cosmic Rays in the Heliosphere
Cosmic rays are an important research topic since their discovery by Viktor Hess in
1912 [2]. The constituents are protons with a fraction of about 87 %, alpha particles
with 12 %, and the rest are heavier nuclei. Electrons and antimatter like positrons and
antiprotons only occur in small fractions. The abundance of the nuclei in cosmic rays
is very similar to the abundance of the respective elements in our solar system—with a
few exceptions. The nuclei of lithium, beryllium, boron, fluorine, scandium, titanium,
and vanadium are significantly more abundant in cosmic rays. Cosmic rays particles
with a charge number larger than these elements can interact with the interstellar
gas. The fragments of these spallation processes are believed to cause the increased
abundance.
Figure 2.1.: Differential cosmic-ray flux as measured by various experiments.
Compilation kindly provided by W. F. Hanlon, University of Utah.
Fig. 2.1 shows the differential cosmic-ray fluxes as measured by various experiment.
The flux follows a potential law J(E) ∝ E−α over a large energy range. The spectral
index α is 2.7 between a few tens and 106 GeV and then increases to α = 3.0 at the
so-called knee. The change of the spectrum is interpreted as a hint for limitations of
some of the galactic acceleration mechanisms. The spectrum flattens again at above
1010 GeV, the so-called ankle. Cosmic rays above this energy are believed to be of
extragalactic origin. Energies larger than 1012 GeV have not been observed so far.
5
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At energies above approximately 5× 1010 GeV the ∆+ resonance production channels
γ+ p → ∆+ → p + pi0 and γ+ p → ∆+ → n + pi+ with a photon from the cosmic
microwave background become kinematically available [22, 23]. The resulting energy
loss is discussed as one explantion for the observed cutoff. Another explanation could
be cosmic accelerators running out of power.
In order to maintain the acceleration of galactic cosmic rays to such enormously high
values and compensate the diffusion out of the galaxy, a high energy density is re-
quired. Supernovae, the explosion of stars at the end of their lifetime, can provide
these energy densities. Therefore, it is widely believed that the shock fronts they emit
during their explosions are the sources of the acceleration within the galaxy. For extra-
galactic, ultra-high-energy cosmic rays active galactic nuclei are being discussed as a
promising source. The first order Fermi acceleration model can explain the power law
with a spectral index α & 2 of cosmic rays.
On their way from the sources to the Earth the energy spectrum and composition of
cosmic rays change. Electrons lose energy due to bremsstrahlung, synchrotron radia-
tion in the galactic magnetic field, and inverse Compton scattering with starlight and
the cosmic microwave background. Protons and nuclei interact with the interstellar
gas. In contrast to uncharged particles, the path of charged cosmic rays is affected by
the galactic magnetic fields which results in a high directional isotropy. Therefore, the
galactic cosmic rays are theoretically being described by diffusion models.
Before the cosmic rays reach the Earth, they are affected by the magnetic fields in our
solar system and the Earth. The impact of these fields are the topic of this chapter.
2.1. Solar Modulation
When charged particles enter the solar system they are shielded by the magnetic field
of the solar wind. The number of visible sunspots has been observed to follow a peri-
odic cycle already in the middle of the 19th century [24]. Other indicators of the solar
activity, like solar flares, coronal mass ejections or the magnetic field show the same
22 year cycle. The solar magnetic field hinders a part of the galactic particles with
rigidities below approximately 50 GV from entering the solar system. The reduction
of the flux again follows the same cycle.
The solar magnetic field has a complex structure. Even during phases of minimal
solar activity, when the field structure appears to be relatively stable, the field has
significant multipole contributions. During this phase the poles are covered with so-
called coronal holes above roughly 40◦ in latitude. They are regions with a reduced
temperature and density on the surface of the Sun and appear as dark regions on
X-ray satellite pictures. The magnetic field lines of the Sun escape from these regions.
The majority of the coronal holes of a pole have the same polarity but a part of them
occur in pairs with opposite polarity and form regions with loop-like field lines. The
magnetic field lines are opened far into the solar system due to these regions. An
ideal solar minimum phase with a symmetrical distribution of coronal holes at the
6
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poles therefore causes a disk within the equatorial plane where the magnetic field
flips polarity, the so-called current sheet (Fig. 2.2).
Figure 2.2.: Sketch of the current sheet during solar minimum phase. The
poles of the Sun are covered with huge coronal holes causing
a dipole field which is distorted by loop-like magnetic field lines
between adjacent coronal holes. This causes the field lines to open
in a disk about the equatorial plane and thereby leaving room for
plasma to escape the solar magnetic field [25].
The Sun continuously releases a stream of plasma of protons, helium nuclei and a
charge-conserving amount of electrons from its outermost region with supersonic
speeds. The flow of this plasma generally spirals about the Sun’s magnetic field lines.
Only in the case of quasi-open field lines the plasma, i.e. close to the current sheet, can
escape to far distances in the solar system. Tongue structures in the polar coronal hole
distribution will be reflected in the shape of the current sheet. Because of the rotation
of the Sun and its magnetic field, the escaping plasma flows along an Archimedes
spiral, often compared with a ballerina skirt.
The magnetic field of the Sun is frozen into its plasma—it is carried along as the solar
wind moves through the solar system and shields a part of the cosmic rays arriving
at the solar system. The density and pressure of the solar wind decrease with increas-
ing distance from the Sun. At some point around roughly 100 au the pressure drops
below the pressure of the interstellar gas which causes a sudden deceleration below
supersonic speed. In this termination shock region the typical speed of the wind is
reduced from about 400 to 100 km s−1. In the following heliosheath it is decelerated
further and stopped in the heliopause. The deceleration in connection with the main-
tained flow causes a compression of the plasma and the spiraled magnetic field it
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carries. The cosmic-ray flux is affected below a rigidity of approximately 50 GV—a
part of it is shielded and cannot enter the solar system.
Particles entering the solar system can be described by a random walk process with a
drift component due to the moving solar wind. An adiabatic cooling term has to be
added to the corresponding Fokker-Planck equation because the density of the plasma
decreases with increasing distance from the Sun. For an idealized isotropic diffusion
coefficient κ(r, R) and constant plasma velocity v, it is given by
∂U
∂t
+
v
r2
∂
∂r
r2U − 2v
3r
∂
∂R
UR− 1
r2
∂
∂r
κr2
∂U
∂r
= 0
with the number density U(r, R, t) to find a particle in a small interval about the
distance from the Sun r, about the rigidity R, and about the time t [26]. The terms
describe in the given order the incoming particle stream, the outward convection due
to the solar wind velocity, the adiabatic cooling process, and the particle diffusion.
The particle flux J can be calculated via J = vU4pi .
Gleeson and Axford [27] have demonstrated a solution to this equation for cases in
which the diffusion coefficient is separable into radially and rigidity dependent func-
tions. This so-called force field approximation uses a single solar modulation param-
eter
φ =
E + m
E
T
3
∫ rss
r
dr′
r′
κ
where E and T denote the total and kinetic energy of the particle and m its rest mass,
respectively. rss is the radius of the influence sphere of the solar wind and r is the
position of the observer, which is 1 au for typical satellite and balloon experiments.
Using this approximation, the interstellar cosmic-ray flux Jis is related to the measured
flux in the solar system Jss at the position of the observer via
Jss(E) =
E2 −m2
(E + |z| · φ)2 −m2 · Jis(E + |z| · φ)
with the charge number z of the particle. We neglect the influence of the Earth’s mag-
netic field for now. Fig. 2.3 shows proton fluxes determined by various experiments
during different years and solar activity. For illustration reasons, the influence of the
solar modulation on a flux Jis(E) ∝ E−2.7 as predicted by the force field approximation
is shown for different values of φ.
Fig. 2.4 shows a part of the available sunspot data—the number of visible sunspots
per day averaged over the respective month. The full record dates back to the year
1749 showing a very similar 11 year periodic structure. The solar modulation pa-
rameters obtained from satellite and balloon measurements show a clear correlation.
This is clearly demonstrated by the continuous measurements on board the ULYSSES
spacecraft [28].
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Figure 2.3.: Proton fluxes measured by various experiments during different
phases of solar activity. The influence of the solar wind as pre-
dicted by the force field approximation is shown with dark orange
lines. It shows in the fluxes Jss(R) for modulation parameters be-
tween 0 and 2500 MV in equidistant 250 MV wide steps assuming
an interstellar flux Jis(E) ∝ E−2.7.
Figure 2.4.: Mean number of daily sunspots per month together with solar
modulation parameters obtained from several experiments for
different particle species. Compilation taken from Ref. [28].
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2.2. Geomagnetic Cutoﬀ
After the remaining part of the galactic cosmic rays has made its way to the Earth,
it is shielded by the Earth’s magnetic field before they can be studied with particle
detectors. Unlike the Sun, the Earth’s magnetic field is a dipole field to a good approx-
imation. The maximal deviation is 10 % compared to the much more precise IGRF-11
model [29] which includes higher moment corrections. The magnitude of the dipole
field can be described by
B(s,λ) =
M
s3
√
1+ 3 · sin2 λ
with the magnetic dipole moment M ≈ 7.75× 1015 T m3, the distance to the center of
the dipole field s, and the magnetic latitude λ. The dipole axis is tilted by about 11.5◦
and shifted by about 500 km with respect to the geographic rotation axis. Therefore,
λ does not coincide with the geographical latitude.
Particles with low energy spiral about the magnetic field lines and lose energy due
to electromagnetic interactions with time in the so-called Van Allen radiation belts.
The first systematic studies were done by Carl Størmer [30]. For the special case of a
dipole field, he found a solution for the minimally required rigidity, the cutoff rigidity
Rc, to reach a point with geomagnetic coordinates s and λ
Rc
GV
=
M cos4 λ
s2
(
1+
√
1− sin e sin ξ cos3 λ
) ,
where e denotes the angle to the zenith (a radial vector starting at the center of the
dipole) and ξ denotes the azimuth angle of the incoming particle. When s is nor-
malized to Earth radii and only vertically arriving particles are studied this equation
reduces to
Rc
GV
= 14.9 · cos
4 λ
s2
.
This equation neglects the evolution of the Earth’s magnetic field which changes the
numerical value with time. The evolution and the radial dependence can be compen-
sated by introducing the invariant latitude Λ = arccos 1√
L
, with the so-called McIlwain
L-parameter [31]
Rc
GV
=
14.5
L2
.
In polar regions the influence of higher moments of the geomagnetic field can be
described better with the empirically determined best fit to the SAMPEX spacecraft
data [32] as
Rc
GV
= 15.062 cos4 Λ− 0.363.
Tab. 2.1 shows the values obtained for the beginning and end of the float phase of
the PERDaix balloon flight in 2010. The L-parameters are taken from Ref. [33]. The
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cutoff values show that the influence of the Earth’s magnetic field can be neglected
for measurements above approximately 0.5 GV.
Table 2.1.: Cutoff rigidities for the beginning and end of the float phase of the
PERDaix balloon flight.
geographic geomagnetic L-parameter Λ Rc/GV
longitude latitude longitude latitude
66.51◦ 22.59◦ 63.38◦ 102.97◦ 5.01 63.46◦ 0.24
64.55◦ 26.55◦ 61.23◦ 105.22◦ 4.34 61.31◦ 0.44
11

3. The PERDaix Detector
PERDaix is a particle detector (Fig. 3.1) designed to measure the primary charged
cosmic-ray flux on board a stratospheric research balloon. It was launched from
Kiruna, Sweden, in November 2010. The flight was 3 h 50 min long. About 170 000
triggers have been recorded during the 1 h 40 min long float phase at an altitude of
33.2 km above sea level.
Figure 3.1.: A photograph of the interior of the PERDaix detector with its
subdetectors. The aluminum cover and one of the carbon fiber
side walls have been removed to be able to see the active detector
layers.
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The detector has a total weight of 40 kg and a power consumption of 60 W provided by
32 SAFT LSH 20 batteries [34]. It can run for about 10 h with this amount of batteries.
The dimension of the sensitive area is about 40 cm× 80 cm× 20 cm. The total size of
the detector is defined by two 58 cm× 56 cm wide base plates made of a carbon fiber
aluminum honeycomb structure. The additional volume is used to house batteries,
readout boards, the readout computer, and the gas tubing of the TRD. The edge of
the volume is covered with a 0.5 mm thin perforated aluminum sheet. It protects the
detector from cooling out in the stratosphere, from electromagnetic interference (EMI),
and from tree branches possibly piercing through the detector during landing. The
geometric factor defined by the TOF layers and the inner cylinder of the magnet bore
is about 33 cm2 sr. A detailed description of the detector can be found in Ref. [35].
PERDaix can determine the particle momentum p and provides information about the
species. This is done with by three subdetectors:
• a TOF which measures the particle velocity and provides the event trigger to the
other subdetectors,
• a TRD which helps to find particle tracks and to discriminate electrons from the
vast majority of protons in the cosmic rays, and
• a spectrometer that determines the rigidity R = p/q by measuring the deflection
of the particle tracks in the 0.26 T field of a permanent magnet.
All subdetectors provide analog signal height information used to distinguish protons,
electrons and alpha particles. Fig. 3.2 shows a reconstructed event. The rectangles in
the TOF layers show the signal height of the four readout detectors attached to the
respective scintillator bar. The narrow rectangles in the tracker layers and the circles
in the TRD mark the signal height of the reconstructed clusters. The two layers of a
tracker module are rotated by ±0.5◦ with respect to each other. The shown positions
have been corrected for this stereo angle. The black line shows the fitted track in the
x direction and the red line shows the track in the y direction. The χ2 of the fit is also
given. The black dots in the TOF mark the y coordinate reconstructed from the time
difference between the signals on the two TOF sides. The spatial resolution of a TOF
bar in y direction is approximately 10 cm.
3.1. Silicon Photomultipliers
Both the tracker and the TOF use novel sensitive photon detectors to detect scintilla-
tion light, so-called SiPMs. During the last few years SiPMs have attracted attention to
particle physicists. They are novel devices for single photon counting with a high in-
ternal amplification and detection efficiency. They are based on an array of avalanche
photodiode (APD) forming pixels in a silicon substrate with a dimension of a few
mm2. All pixels are reverse biased in parallel with the same voltage V above the
breakdown voltage V0. Optical photons hitting the surface of a SiPM cause the pix-
els they hit to break down. In case of a geometrically uniform distribution of the
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Figure 3.2.: Display of a reconstructed event. The signal heights of the hits
are shown together with the fitted track in x (black line) and y
direction (red line). The cross section of the magnet can be seen
around z = 0 mm. The signal height of the hits in the eight tracker
layers, the TOF, and TRD are proportional to the color scale.
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incident photons the number of fired pixels npix is proportional to the number of in-
cident photons nph as long as npix is small compared to the total number of pixels
Npix of the SiPM. Typical values for Npix are between 100 and 10 000 pixels per mm2.
The coefficient of proportionality epde is called photon detection efficiency (PDE). For
larger ratios npix/Npix the SiPM response saturates. It can be corrected with the help
of npix = Npix ·
(
1− exp(−epde · nph/Npix)
)
[36].
The PDE can be factorized as epde = eqe · ebd · eff, with the quantum efficiency eqe of
the pixels to create an electron hole pair, the efficiency ebd that this pair causes an
avalanche breakdown, and the geometrical fill factor eff of the SiPM, i.e. the ratio of
sensitive to total area. Fig. 3.3 shows a microscope picture of a part of a 32 channel
SiPM array as used in the PERDaix tracker. Each channel has 4 × 20 pixels. The
sensitive area of the SiPM can be visualized by flashing highly focused 5 ns long
light pulses onto the surface. A test setup was developed which uses the light path
of a microscope produce 5 µm thin light spot [37]. The SiPM can be moved two-
dimensionally with respect to the spot in 1 µm steps using crossed linear tables. This
allows to scan the surface of the SiPM and measure the percentage of breakdowns at
each position. The measurement shows eff = 55.2 %.
Figure 3.3.: A microscope picture of one channel of a SiPM array of the
PERDaix tracker together with a measurement of its sensitive
area. The surface of the SiPM is scanned with a highly focused
pulsed light source. The percentage of times a pixel breaks down
is shown for every position.
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The other efficiencies depend on the bias voltage and the wavelength of the incident
photons. Red photons have a larger mean free path in silicon until they create an
electron hole pair compared to blue ones. Therefore, the depletion region of the
diode is adjusted to match the desired wavelength spectrum best. There are red-green
and, with an inverted doping scheme, blue sensitive devices. The peak sensitivity
of the devices used in the tracker is epde(∆V = 1.8 V,λ = 465 nm) ≈ 40 % [16], which
matches the peak emission wavelength of the scintillating fibers they read out.
The pixels are biased via three vertical metallization lines. In order to halt the avalanche
process, every pixel has a so-called quench resistor installed in series with a resistance
of the order of a MΩ. It connects the voltage lines with the metallization around the
pixels in Fig. 3.3. After a pixel has fired, the charge Q = C · (V − V0) = C · ∆V is
released, where C denotes the capacity of the pixel and ∆V the so-called overvoltage.
The resulting current causes the voltage V to drop below V0 and thereby breaks the
conductivity of the diode. This shows a linear relation between the deposited charge
and the overvoltage, assuming the influence of the bias voltage on the capacity is
small. The gain G = G(∆V) is defined as Q = G · e with the elementary charge e.
The avalanche process of APDs is based on the impact ionization of electrons with
the semiconductor lattice in a high electric field region leading to new electron hole
pairs. The internal amplification, the gain G, of such devices is of the order of 102.
When APDs are operated above their breakdown voltage also holes contribute to the
impact ionization resulting in a gain of the order of 106, compatible with classical
photomultiplier tubes (PMTs).
SiPMs have a few undesirable features:
• a high single pixel noise rate ranging from 100 kHz to a few MHz per mm2 at
room temperature,
• a temperature drift of V0 and thereby the optimal operation voltage which re-
quires a constant ∆V, and
• a non-linear response due to the so-called optical crosstalk and afterpulses.
During an avalanche breakdown photons with enough energy to overcome the band
gap of silicon are created. For wavelengths below the infrared region most of them
are absorbed within a short distance, i.e. in the same pixel. However, infrared photons
can reach a neighboring pixel and cause it to fire. This optical crosstalk results in a
non-linear response of the SiPM.
While the breakdown voltage of the SiPMs can vary from device to device within a few
volts, the variation of properties like gain, PDE, noise rate (for the same temperature),
temperature gradient of the breakdown voltage, crosstalk probability, and afterpulses
are small when the same ∆V is applied. The SiPMs of a detector should be operated
at the same ∆V, or equivalently the same gain, in order to achieve a homogeneous
response.
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3.2. Spectrometer
The spectrometer consists of a permanent magnet and 10 scintillating fiber modules
arranged around the magnet (Fig. 3.1) with a mean magnetic field of 0.26 T. The two
innermost layers consist of two modules at z = ±60 mm from the center of the magnet.
The two outermost layers consist of three modules at z = ±227 mm. A Monte Carlo
simulation (MC) [38] that assumes a single point resolution of 50 µm has shown that
the rigidity resolution can be parametrized by
σR
R
= 0.074R⊕ 0.350
β
for protons, where ⊕ stands for adding in quadrature. This results in a design max-
imum detectable rigidity (MDR) of 12.5 GV. The MDR of a spectrometer is defined
as the rigidity RMDR at which the relative error σRMDR /RMDR becomes 100 %. The best
resolution value for protons of 42 % is reached at about 1.5 GV.
3.2.1. Permanent Magnet
The PERDaix magnet is made from 72 cylindrical NdFeB dipole magnets produced by
Vacuumschmelze GmbH & Co. KG, Germany. Fig. 3.4 shows a photograph overlaid
with its color-coded field map and the orientation of the dipoles. The cylinders are
arranged in two rings inside an aluminum support structure with an inner radius
of 75.9 mm.
Figure 3.4.: PERDaix magnet overlaid with its field map.
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The dipoles are placed in a Halbach arrangement [39]. This has the advantage that the
return field lines are kept within the magnet itself minimizing potential external fields
which could disturb the readout electronics. Also, for even higher magnetic fields like
in PEBS, it prevents the balloon gondola from aligning with the geomagnetic field.
Ideally, Halbach magnets should create a homogeneous field if their height is much
larger than their diameter. In the case of the PERDaix magnet this is not true due to
the limited height of 81 mm. The field varies between 0.30 T at the magnet wall and
0.15 T in the center. Fig. 3.5 shows two central cross sections of the measured field
map.
Figure 3.5.: xy and yz cross sections of the measured field map. Data first
published in [40].
Monte Carlo simulations have been carried out to compare tracking in the measured
inhomogeneous field of the magnet to that in an assumed homogeneous field. It
has been shown that the rigidity resolution σR/R worsens by less than 5 % (relative)
when a homogeneous 0.26 T field contained within the magnet bore is assumed. This
deviation is negligible compared to the resolution of the spectrometer. To speed up
the analysis and to avoid numerical instabilities in the tracking, the homogeneous
field model is used. A detailed description of the magnet can be found in Ref. [40].
3.2.2. Scintillating Fiber Tracker Modules
A scintillating fiber tracker module consists of two fiber ribbons glued to a support
structure so as to provide a 1◦ stereo angle (Fig. 3.6). This angle allows to gain some
information about the y coordinate of a particle’s track. Otherwise only the x coordi-
nate is measured.
The structure is made up from Rohacell foam with a 150 µm thick carbon fiber skin.
A polycarbonate end piece is glued into the ends to have a firm material for screwing
the optical readout boards (HPO). The mean material budget is reduced to 1.0 % of
a radiation length by milling a ladder shape into both the foam and the carbon fiber
skin. The nominally 62.59 mm wide fiber ribbons are produced by winding one layer
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Figure 3.6.: A photograph of the fiber ribbons glued to the support structure
(left) and a photograph of an optical hybrid (HPO) (right). The
nominal distance between two fibers is 275 µm.
of 250 µm thick Kuraray SCSF-78MJ scintillating fibers on a drum with a diameter of
300 mm. The drum has a helical groove for the fiber. The groove pitch is 25 µm larger
than the fiber diameter to account for thickness tolerances in the fiber diameter that
could disturb the layer structure. Four additional layers are wound into the grooves
formed by the fibers of the previous layer together with Epotec 301 LB adhesive. After
curing, taking the ribbons off the drum, straightening and finishing they are fixed to
the support structure. The end pieces are polished to achieve the optimal optical
connection with the readout detectors.
Each fiber module is read out with two HPO boards on both sides. An HPO board
holds four mirrors and four SiPM arrays produced by Hamamatsu Photonics K. K.,
Japan. The arrays have 32 independent columns with 250 µm pitch. The HPO com-
ponents are arranged such that every array has a mirror on the other side of the fiber
ribbon. The SiPM array channels overlap with one channel on alternating sides of the
ribbon.
When a particle crosses a fiber ribbon the scintillation light created in the hit fibers is
reflected to the end of the ribbon via total reflection and read out by the SiPM arrays.
The signals are amplified and shaped with VA32_75 chips [41] and digitized on a
custom-made board with a Universal Serial Bus (USB) interface [42]. A cluster is built
from adjacent channels to determine the position of the particle track via a weighted
mean of the pulse heights. This procedure results in a single point resolution of 50 µm
and 20 detected photons per cluster.
The development and test measurements of the fiber modules are discussed in detail
in Ref. [16, 17].
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3.3. Transition Radiation Detector
The TRD is used to discriminate electrons and positrons from protons. When a par-
ticle crosses the boundary between media with different refractive index transition
radiation (TR) is produced. The production probability at a single boundary is of the
order of α = 1137 for particles with a Lorentz factor γ ? 500. For this threshold protons
start producing TR at E = γm ? 470 GeV while electrons and positrons already start
at E ? 255 MeV. Thus, all electrons that have enough energy to traverse the PERDaix
detector will produce TR resulting in a higher mean signal height as compared to
that of protons. This is used to separate electron-like particles from protons. Usually
multiple boundaries are used to increase the amount of generated TR photons.
The TRD consists of 16 identical 40 cm long modules in 8 layers, with pairs of modules
placed next to each other. A 2 cm thick polystyrene/polyethylene radiator fleece is
glued on top of every layer. This irregular structure provides multiple boundary
transitions between the fleece fibers and air or vacuum during flight. The TR emission
spectrum lies in the soft X-ray range peaking at 5 keV. Produced TR can be absorbed
in the material again so that increasing the fleece thickness will not increase the signal
height anymore. The overall probability to detect TR from an electron-like particle is
roughly 50 % per layer. To achieve a high rejection power several layers are needed.
Figure 3.7.: A photograph of TRD modules during assembly.
The PERDaix TRD is built according to the AMS-02 TRD [43] design: Each module
(Fig. 3.7) consists of 16 straw tubes made of aluminized Kapton foils with an inner
diameter of 6 mm that are glued into endpieces. A 30 µm thick gold plated tungsten
wire at 1.5 kV potential runs though the center of the tubes. The inner volume is
filled with an 80 % Xe, 20 % CO2 gas mixture. Every straw is operated in proportional
mode, individually read out with VA32_HDR12 chips [44], and digitized with the
same readout boards that are used for the tracker.
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3.4. Time-of-Flight Detector
The TOF consists of four modules, two at z = 281.55 mm and two at z = −531.55 mm
resulting in a time-of-flight ∆t = 813.1 mm/c = 2.71 ns for perpendicularly incident
particles traveling at the speed of light c. Each module (Fig. 3.8) is made of four Bicron
BC-408 [45] scintillator bars with dimensions of 6 mm× 50 mm× 395 mm arranged in
a 2 by 2 matrix. The material budget of one bar is 1.4 % of a radiation length. The bars
are wrapped inside a reflective aluminized Mylar foil to increase the light yield and
to optically separate the bars. Thus, in total the TOF consists of in total two double
layers that are segmented into four scintillator bars per single layer.
Figure 3.8.: A photograph of the 2× 2 scintillator bars wrapped in aluminized
Mylar foil as used in a TOF module (left) and a photograph of an
HPO board (right).
Every module is read out by one optical hybrid (HPO) per side. Eight Hamamatsu
S10362-33-100C SiPMs are positioned on the board such that every bar is read out by
two devices in the center of its side. A light-tight 250 µm thick black Trevira fabric is
wrapped around each module to allow operation of the light sensitive detectors in the
laboratory in daylight.
In order to achieve the maximum possible light yield, SiPMs with the highest available
active area of 3 mm× 3 mm and PDE were chosen and were coupled to the scintillator
via an optical grease. The PDE was measured to be 37 % for similar devices [46] at
450 nm peak sensitivity wavelength which matches the 425 nm peak emission wave-
length of the scintillator material.
The hybrid also has four light-emitting diodes (LEDs) that can be used for calibration,
a digital temperature sensor, and a thermistor close to each device that is used to
compensate the 0.056 V/K [47] temperature drift of the diodes. The analog SiPM
signals are shaped, fed into a NINO [48] discriminator chip followed by a board
that implements the trigger logic and a High-Performance Time-to-Digital Converter
(HPTDC) [49] based board.
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The design resolution of the TOF is 300 ps. Chap. 4 will describe the development of
the system in detail.
3.5. The Balloon Flight 2010
PERDaix was developed as part of the Rocket and Balloon Experiments for University
Students (REXUS/BEXUS) program which offers university students the opportunity
to launch their experiments on a sounding rocket or a stratospheric research balloon.
“The REXUS/BEXUS program is realized under a bilateral agency agree-
ment between the German Aerospace Center (DLR) and the Swedish Na-
tional Space Board (SNSB). The Swedish share of the payload has been
made available to students from other European countries through a col-
laboration with the European Space Agency (ESA). EuroLaunch, a coop-
eration between the Esrange Space Center of the Swedish Space Corpora-
tion (SSC) and the Mobile Rocket Base (MORABA) of DLR, is responsible
for the campaign management and operation of the launch vehicles. Ex-
perts from DLR, SSC and ESA provide technical support to the student
teams throughout the project.” [50]
The BEXUS 11 balloon was scheduled to launch in the beginning of October 2010.
Due to bad weather conditions the launch was postponed and finally took place on
November 23, 2010 from Esrange Space Center near Kiruna, Sweden. The gondola was
shared with six other student experiments. In Fig. 3.9 a photograph of the balloon can
be seen together with the flight trajectory.
Figure 3.9.: A photograph of the BEXUS-11 balloon shortly after the launch
(left) and the balloon trajectory (right).
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The flight train consisted of
• a helium release valve for altitude regulation and landing,
• a balloon that expands up to 100 000 m3 in the stratosphere (usually BEXUS
balloons have a 25 000 m3 volume),
• an air traffic transponder that tracks the balloon shell,
• a pyrotechnical cutter to release the payload from the balloon,
• three parachutes that limit the velocity of fall after the cut-off,
• the Esrange balloon service system (EBASS) which is used for the navigation of
the balloon and the transfer of important housekeeping data,
• a strobe light,
• an additional air traffic transponder that tracks the payload,
• a radar reflector,
• the EGON gondola with all BEXUS experiments and the E-Link system which
provides 2 Mbps nominal duplex rate to transfer scientific data and control the
experiments, and
• four crush pads that together with the parachute limit the vertical acceleration
to 10 g during landing.
In addition, a ballast machine with small lead bullets can be added between EBASS
and strobe light to regulate the balloon altitude. This was omitted in order to reach
the maximum possible height by saving its weight. Ref. [51] contains details on the
flight train and balloon specifications given here.
After a 1 h 40 min long linear ascent phase, the balloon reached its float altitude of
33.2 km above sea level. During the subsequent 1 h 40 min long float about 170 000
triggers have been recorded and stored on solid state disks (SSDs). In addition, house-
keeping and zero suppressed experimental data have been sent down to Esrange for
online monitoring. The payload landed in Finland 30 min after the balloon was cut
off from the rest of the flight train.
Fig. 3.10 shows the trigger rate together with the balloon altitude above sea level as
measured by the EBASS. On the ground the rate is about 1 Hz. At an altitude of 19 km
a maximum rate of 40 Hz is reached corresponding to the maximum production rate
of secondaries in the Earth’s atmosphere, the so-called Pfotzer maximum [52]. Above
19 km the rate levels out at 35 Hz and increases again during the descent phase of the
payload while traversing the Pfotzer maximum. Data taking had to be stopped during
the launch in order to verify that there is no EMI between balloon electronics and the
experiments. In addition, a new run was started automatically every ten minutes and
four times manually which every time includes a dead time for detector calibrations.
These time periods are marked in light red.
During a balloon flight the environmental conditions change rapidly. In the tropo-
sphere the mean ambient temperature decreases down to −60 ◦C at an altitude of
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Figure 3.10.: Trigger rate (black dots) and altitude above sea level (blue line)
of the BEXUS-11 balloon as a function of local time. Time peri-
ods without data acquisition are marked in light red.
about 15 km. Due to the increase in ozone concentration, the temperature then rises
again in the subsequent stratosphere up to about 0 ◦C at 50 km. The pressure decreases
according to the barometric formula. During the float phase the ambient pressure was
5 mbar. This implies that the heat produced by the PERDaix electronics is dissipated
only via radiation and not via convection. In order to study the thermal behavior of
the experiment for future experiments like PEBS, 71 digital temperature sensors were
installed all over PERDaix.
In Fig. 3.11 the temperatures of the tracker and TOF layers are shown. The heat
dissipating electronics were mounted towards the lower end of the detector in order
to heat the valves of the TRD. However, the upper layers are warmer than the lower
ones because the warm air accumulates at the top. The transport of the gondola from
the heated experimental hall to the launch pad causes the first drop in temperature.
The second drop is caused by the decrease in the ambient temperature during the
ascent. The subsequent increase in temperature is due to the vanishing role of thermal
convection caused by the decrease in pressure. The lower region of the detector is
now warmer than the upper. The temperatures do not level out during the float phase
and decrease again only after the cutoff. A thermal vacuum test before the flight
has shown that the temperatures indeed need a longer time to stabilize in a thermal
equilibrium at about 40 ◦C.
Fig. 3.12 shows for float data the number of hits detected inside a straw tube, nor-
malized to the number of reconstructed tracks that passed the straw within a 2.5 mm
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Figure 3.11.: Temperature evolution of all frontend temperature sensors sep-
arate by layer. The data starts just before moving the experi-
ment to the launch pad. In addition, the ambient air pressure is
shown.
radius. This efficiency is in general close to one. Only few tracks pass the left- and
rightmost margin of the detector. This leads to normal statistical fluctuations in the
efficiency. A single straw was broken in layer six already before launch. In layers three
and four one and a half TRD modules have a reduced efficiency. A more detailed look
into the data shows that these modules stopped working after 35 min at float altitude.
Before this time during flight and on ground these modules worked nominally. Also,
the affected modules worked nominally again after recovery of the payload. This in-
dicates that the drop in efficiency was caused by corona discharges in the 6 mbar near
vacuum environment during float. A straw has been used for the analysis of the data
only if it is fully operational.
After landing the scientific payload and the balloon hull were flown to the nearest
road with a helicopter. They were carefully transported back from Finland to Esrange
the next day on a trailer with air suppression. After the raw data was secured the
detector was operated for three days to check each of the detector components. All
components were found to operate normally.
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Figure 3.12.: TRD efficiency during the float phase. After 35 min at float al-
titude one and a half TRD modules stopped working due to
corona discharges.
3.6. Data Acquisition
The highest level element of the data acquisition (DAQ) is a MSM200XU PCI/104-
Express readout computer [53] running a GNU/Linux operating system. It has a
footprint size of 90 mm× 96 mm and a maximum power consumption of 6 W that is
dissipated passively with the help of a heat pipe connected to a radiator. This allows
operation in near vacuum conditions, i.e. without heat convection. The connections of
the computer to the various elements of the DAQ are listed in Tab. 3.1.
In order to study the behavior of the detector in vacuum conditions for later balloon
flights, the detector is equipped with 71 temperature sensors, one TRD gas pressure
sensor, one voltage sensor for the TOF main voltage, one for the TRD main voltage
and three for the tracker main voltages. The values of these sensors are read out every
five seconds, sent to ground via User Datagram Protocol (UDP), and written to disk
on both the readout and the control computer on the ground. The readout of the
housekeeping data is separated from that of the experimental data as far as possible
to avoid synchronization problems between these readout threads. The data are later
merged for offline analysis.
The readout of the TRD and tracker is based on VA chips produced by IDEAS, Nor-
way. They are 32 channel preamplifier chips with an integrated CR-RC shaper to
reduce noise, followed by a multiplexed sample and hold stage. The chips have a
peaking time of 75 ns [41] for the tracker and 2.2 µs [44] for the TRD, respectively.
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Table 3.1.: Readout computer connections.
connection connected to purposes
1 × Ethernet EBASS system
downlink for housekeeping and zero-
suppressed experimental data, uplink for
control commands
3 × USB 3 × USB readout
boards
readout of the TRD and tracker experimental
data, readout of tracker frontend board temper-
atures, TRD and tracker voltage programming
1 × USB 1 × trigger board TOF voltage programming, trigger configura-
tion
1 × PCI Express 1 × MTDC-64 board readout of TOF science data
1 × RS-232 2 × 1-Wire bus readout of temperature, TRD gas pressure, and
TOF bias voltage sensors
2 × SATA 2 × solid state disks operating system and redundant data storage in
a software RAID
When a particle crosses the two TOF double layers a trigger is generated on a field-
programmable gate array (FPGA). The trigger decision is taken within about 25 ns.
This trigger signal is delayed to match the respective peaking time. The delayed trig-
ger signals are sent to the sample and hold stages which store the current pulse height
of the shaper for every channel.
The stored signals are read out sequentially. A custom-made USB readout board [42]
sends shift commands to the tracker and the TRD frontend cards. The cards transfer
the signals to the multiplexer of the sample and hold stage of the VA chips. They
reply with a stream of differential voltages containing the signal height information
of every channel and every VA chip of the frontend card one after the other. The
signal height stream is digitized with the help of analog-to-digital converters (ADCs)
on the USB readout boards. Every frontend card is connected to its own ADC.
In total eight cards can be connected to a USB readout board. The data of the eight
ADCs are collected in a FIFO buffer on an FPGA. A header is added to the ADC
dataset. It contains an event ID which counts cyclically from 0 to 65535, an USB
readout board ID, and an ID for the ADC. The IDs help to detect possible desynchro-
nization between the readout boards which might occur if one of the boards misses
a trigger signal. The data are sent to the readout computer via a QuickUSB interface
[54].
Every output signal transition of the TOF frontend chips is recorded with a time
stamp in anticipation of a trigger. When the time difference between a transition and
the trigger becomes too large, the data is discarded to avoid buffer overflows. After
the trigger is received, the buffer data are read out via a PCI-Express interface.
The readout data are organized in runs containing ten minutes of data. Every run
starts with N ≈ 1000 random triggers taken within about the first three seconds. The
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raw signal heights srawc,e of every frontend chip are sent to the readout computer for
every channel c and event e. The arithmetic mean s¯c and the standard deviation σc
are determined from this pedestal data. s¯c is needed for a so-called common mode
correction and σc for zero suppression.
The ADCs of the digitization boards require a positive input signal. Because the null
signal will vary about zero, a positive constant voltage is added to shift the value to
s¯c ≈ 300 adc counts. This technical pedestal position is corrected for every event sc,e =
srawc,e − s¯c. For a given event all signals sc,e that belong to the same readout chip show
a highly correlated deviation from zero. This common mode noise is compensated by
subtracting the median s˜c,e.
During the flight the data transfer bandwidth is small. To reduce the data amount
only signals satisfying sc,e > 3 · σc are sent to ground. These data are used for online
monitoring during flight. They are saved on the monitoring computer for further
analysis in case the raw data are lost during landing. Since no such loss occurred, the
analysis operates purely on the raw data which allows to use information from hits
in neighboring channels as well.
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4. Time-of-Flight Detector Development
This chapter describes design considerations, the development and test measurements
of the TOF in detail. It focuses on
• a Geant4 simulation that demonstrates the performance that can be expected,
• the development of the thermistor based stabilization of temperature drift,
• the readout electronics, and
• the trigger generation including the problem of noise triggers.
As discussed in Sec. 3.2 the relative rigidity resolution σR/R for protons reaches a
minimum of 42 % at 1.5 GV which corresponds to β = 0.8478. For lower β values
the TOF can help to improve the resolution. Let ∆t = t − t be the time difference
between the lower and the upper TOF and ∆s the distance. Considering the central
limit theorem, the distribution of ∆t should approximately be Gaussian because it is
a convolution of the distributions of t and t which in turn are convolutions of the
scintillation rise and decay processes as well as the distribution of the time photons
need to reach the end of a scintillator. Hence, β−1 = c/v = c∆t/∆s is also Gaussian.
With help of β−1 = E/p =
√
1+ m2/p2 we get p = m(β−2 − 1)− 12 . Error propagation
in β−1 results in
σR
R
=
σp
p
=
m
p
∣∣∣∣∣ ddβ−1 1√β−2 − 1
∣∣∣∣∣ σβ−1 = β1− β2σβ−1 .
In order to reach the same resolution of 42 % as the tracker in the minimum, σβ−1 =
0.1393 = c∆sσ∆t is needed. The dimension of the balloon gondola limits ∆s to about
810 mm. Plugging in the numbers gives σ∆t = 375 ps or σt,t = σ∆t/
√
2 = 266 ps for
the upper and lower TOF. Particles traveling at the speed of light need ∆t = 2.71 ns
to cross PERDaix. This timing resolution therefore allows separation of upward from
downward going particles on the 2∆t/σ∆t = 14 standard deviations level.
4.1. Design Considerations
The timing resolution should only be limited by the scintillation and light trapping
process and not by the readout electronics. Therefore, fast electronics with a resolu-
tion smaller than 100 ps has to be used. On the other hand a low-power readout is
necessary to save weight for batteries that would lower the maximum float altitude of
the balloon.
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The timing resolution improves with the number of scintillation photons that can be
detected. This leads to the use of SiPM devices with the highest available PDE and the
largest possible area. At the time the TOF was constructed these were S10362-33-100C
SiPMs with ePDE(450 nm) = 37 % and an active area of 3 mm× 3 mm produced by
Hamamatsu [47]. Bicron BC-408 scintillator material with a fast rise and decay time
was chosen [45]. Fig. 4.1 shows the emission spectrum of the scintillator material
together with epde as a function of the wavelength λ. The emission spectrum perfectly
matches to the spectral sensitivity of the SiPMs. Both curves are taken from the
respective manufacturers’ specifications.
Figure 4.1.: Emission spectrum of the scintillation material (blue) and PDE of
the SiPM (green).
During the breakdown of a SiPM pixel, photons are generated in the avalanche cas-
cade. A long-exposure photograph of a biased SiPM has shown that these photons can
leave the semiconductor and emit light [55]. Thus, a noise breakdown of a pixel can
cause the other devices on the same scintillator bar to fire. To avoid such coincidences,
the upper and lower TOF should both consist of two optically separated layers. The
6 mm single layer thickness is given by the dimension of the SiPM package.
The Geant4 simulation below shows that the TOF design introduced in Chap. 3 with
four layers of 6 mm thick bars, read out by two SiPMs on each side, can achieve the
σ∆t = 375 ps design resolution. As described both t and t are measured by eight
SiPMs. Therefore, the resolution of both signals should improve by a factor 1√
8
com-
pared to the resolution of a single SiPM. Taking the time difference ∆t = t− t results
in a decrease in the resolution by a factor
√
2. The relation between the single SiPM
resolution and the overall TOF resolution is therefore
σ∆t =
√
2 · σtSiPM√
8
=
σtSiPM
2
.
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4.2. Geant4 Simulation
A Geant4 [56] simulation is essential to study
• the light yield and the finally detected number of fired pixels per SiPM,
• the efficiency of a TOF bar that can be achieved,
• the time the scintillation photons need to generate a signal on the SiPM,
• different algorithms to combine the time signals of the SiPMs, and
• the expected time resolution for these algorithms.
The visualization of an event can be seen in Fig. 4.2. It represents a primary particle
crossing the center of the bar with the created scintillation photons shown in green.
Only 1 % of the photons are shown to be able to track their path through the scin-
tillator. Some of the photon paths end within the bar without reaching a sensitive
detector. Others reach the semiconductor of the SiPM via total internal reflection.
These photons leave the interior of the bar at the ends. The SiPM packaging can be
seen together with the sensitive semiconductor. The readout boards are fixed on the
scintillator bar with screws placed left and right of the SiPMs.
Figure 4.2.: Geant4 simulation of a MIP (red line) crossing a TOF bar. The
green lines escaping the bar hit the active area, i.e. the semicon-
ductor. For illustration purposes only 1 % of the scintillation pho-
tons are shown.
Physical properties, e.g. density, refractive index, scintillation light yield, rise and
decay time, and attenuation length of the scintillator material, are taken from the
manufacturer’s specification [45]. The SiPM properties, e.g. PDE and crosstalk proba-
bility, are taken from characterization measurements [46]. The geometry of the SiPMs
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packaging is implemented according to the manufacturer’s data sheet [47]. A list of
the parameters used is given in Tab. 4.1.
Table 4.1.: Material properties used for the Geant4 simulation.
scintillator: density 1.032 g cm−3
scintillation yield 8.0 keV−1
resolution scale 1.0
attenuation length 210 cm
rise/decay time 0.9 ns/2.1 ns
refractive index 1.58
additional: optical grease refractive index 1.58
SiPM epoxy refractive index 1.55
SiPM gain 2.4× 106
SiPM PDE 37 %
SiPM crosstalk probability 16 %
Protons with a total energy of 3.0 GeV are used to study the behavior of MIPs. The sim-
ulation contains the processes G4EmStandardPhysics, G4Scintillation, G4OpAbsorption,
G4OpRayleigh and G4OpBoundaryProcess. The emission spectrum is modeled ac-
cording to Fig. 4.1.
A key figure of merit is the number of photons that can be expected per SiPM. It
influences both the time resolution and the efficiency. Fig. 4.3 shows the distribution
of the number of scintillation photons which hit the SiPM semiconductor, the number
of initially fired pixels, and the total number of fired pixels, i.e. including crosstalk
effects. A dataset with primary particle positions uniformly distributed over the scin-
tillator bar was used. The simulated mean number of fired pixels is 11.5 per SiPM.
This is the signal that is finally measured by a SiPM. The distributions show a second
peak close to zero. This can be attributed to positions on the bar from where the
scintillation photons cannot reach the SiPM directly because their incident angle is
larger than the critical angle of total reflection. Therefore, the photons first have to be
reflected on the other side of the bar before being detected.
The simulation allows to study the trigger efficiency of a bar by counting the number
of times it has fired as a function of the position of the incident particle. A bar is
considered to have fired if three out of four SiPMs attached to the scintillator bar have
a signal above 2.5 fired pixels. The threshold cannot be set to a smaller value, which
would improve the efficiency and timing resolution, because the noise level at room
temperature is too high for the readout electronics.
Fig. 4.4 shows the percentage of events fulfilling this trigger condition. The efficiency
is close to one over most of the bar area. At the four corners the scintillation photons
cannot reach the near-by detector because their angle of incidence is below the critical
angle for total reflection. There is still a non-zero probability for photons to reach
the detector by reflecting on the opposite side of the bar. About 8 % of the surface is
affected.
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Figure 4.3.: Number of photons hitting the semiconductor surface and the
number of fired pixels. In contrast to the red curve, the green
curve includes crosstalk effects.
Figure 4.4.: Simulated TOF bar efficiency for a three out of four coincidence
of the SiPMs attached to the bar using a 2.5 pixel signal threshold.
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The time difference between the particle passage and the signal generated after the
third pixel of a SiPM has fired is shown in Fig. 4.5 for particles passing the bar per-
pendicularly through its center.
Figure 4.5.: Simulated time between primary particle passage and the third
fired pixel of a SiPM for particles passing the bar perpendicularly
through its center.
The exponential rise and decay of the scintillation process is convolved with the pho-
ton travel time inside the scintillator, the PDE, and the crosstalk probability. Although
it is smeared with these effects, the shape of the primary scintillation process can still
be seen.
The same kind of distribution can be determined for several positions of the bar.
Their mean values are plotted in Fig. 4.6. An almost linear increase with distance of
the particle crossing point from the detector can be seen. Outside a region defined by
the total reflection angle the photons have to be reflected on the opposite side of the
bar resulting in a higher arrival time.
Before the signals of a bar can be combined with each other, the additional travel time
offsets have to be subtracted. The effect of the arrival time is one order of magnitude
larger than the design resolution. The position of the incident particle along the bar
has to be determined with the help of the tracker. The mean arrival time has to be
obtained from data for every SiPM of the real detector.
In order to study the time resolution the whole TOF must be simulated. The upper
TOF consists of two layers of four scintillator bars. When a particle crosses the layers,
usually only one bar in each layer is hit. This results in eight time signals (four per
bar) that have to be combined to a start time t. The same is true for the lower TOF
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Figure 4.6.: Simulated time between primary particle passage and the third
fired pixel of a SiPM.
and the stop time t. Three algorithms to combine these time stamps are examined to
determine the one resulting in the best resolution:
• mean of the time signals,
• median of the time signals, and
• the time of the earliest signal.
Figure 4.7.: Time difference between lower and upper TOF using a 2.5 pixel
signal threshold. The primary particles are shot perpendicularly
into the center of the scintillator bar.
Fig 4.7 shows the time difference ∆t = t− t using these combination algorithms. The
particles are shot perpendicularly into the center of the bar. In this case, the time
signals of the SiPMs do not have to be corrected for the photon travel time inside
the scintillator because on average the photons need the same time to fire each of the
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SiPMs. The standard deviation of the distributions is the time resolution. In order to
suppress noise breakdowns of the SiPMs the signal threshold has again been set to
2.5 pixels.
The scintillation process has a fast exponential rise and a slower exponential decay
time. Additionally, it is convoluted with the process of total reflection. This causes
an asymmetric photon arrival time with tails towards later times (Fig. 4.5). Therefore,
earlier photons carry better timing information and the resolution worsens the more
the algorithm is influenced by the late outliers.
Thus, the mean method has the widest distribution. The median method is better
because it rejects outliers and the earliest signal method is best. Tab. 4.2 shows the
standard deviation of the distributions for four different pixel thresholds. For the
reconstruction algorithms listed above the table shows again the importance of trig-
gering on the earliest possible scintillation photon to achieve the best time resolution.
It is also seen that the detector design can reach the target resolution of σ∆t = 375 ps.
Table 4.2.: Simulated time resolution for different reconstruction algorithms
and signal thresholds including PDE and crosstalk effects.
algorithm
signal threshold in pixels
0.5 1.5 2.5 3.5
first time signal 259 ps 306 ps 363 ps 418 ps
mean of all time signals 352 ps 461 ps 578 ps 701 ps
median of all time signals 318 ps 394 ps 493 ps 608 ps
4.3. Temperature Stabilization
The operation voltage of SiPMs drifts with temperature. To compensate this effect
the TOF circuit (Fig. 4.8) has been analytically calculated to determine the optimal
electronic components for the voltage divider shown in red.
The parameters, i.e. the resistor and thermistor values, have been fitted in the tem-
perature range from −20 ◦C to 0 ◦C expected from an NX Nastran finite elements
calculation for the balloon flight. To avoid a large current and thereby a high power
consumption P, the resistor to ground should be larger than 1 MΩ which results in
P ≈ (75 V)2/1 MΩ = 5.6 mW per channel. The additional power consumption for the
temperature stabilization is then 3.6 W for all 64 TOF channels.
Fig. 4.9 shows the achieved stability of the operation voltage. In the fitted range the
maximum deviation from the desired operation voltage is ±30 mV perfectly stabiliz-
ing the SiPM properties. At 20 ◦C ambient temperature in the laboratory the detector
heats up to 30 ◦C. Thus, it has to be operated at a 0.7 V higher potential compared to
flight conditions. Every SiPM channel is connected to an 8 bit DAC so that the bias
voltage can be fine-tuned in 10 mV steps from 0 V to −2.5 V with respect to a common
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Figure 4.8.: Schematic of a TOF channel with a thermistor based voltage di-
vider to compensate temperature drifts (red), a DAC to fine-tune
the bias voltage (blue) and a bipolar shaping stage for the NINO
frontend chip (green).
high voltage line. This is necessary to compensate for production variations in the
breakdown voltage of the SiPMs used.
Figure 4.9.: Calculated performance of the TOF thermistor circuit.
4.4. Readout Chain
The TOF signals are distributed to four kinds of boards. The HPO board only contains
the SiPMs and the thermistor in Fig. 4.8. The rest of the thermistor circuit, the DACs,
the shaping stage as well as a NINO frontend chip are mounted on an electrical
hybrid (HPE) printed circuit board (PCB) which is directly plugged into the HPO
board (Fig. 4.10).
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Figure 4.10.: A photograph of an HPE board plugged into an HPO board
(left) and a photograph of a MTDC-64 board (right).
The NINO chip is a fast, low-power, eight channel bipolar amplifier/discriminator
application-specific integrated circuit (ASIC) designed to read out the ALICE resistive
plate chambers [48] and TOF [57]. It has a power consumption of 40 mW per channel
or 2.6 W for all 64 TOF channels, a jitter smaller than 15 ps, a signal peaking time of
1 ns, and a maximum dynamic range of 2 pC [57]. The breakdown of a single SiPM
pixel with a typical gain of 2.4× 106 already produces a 3.8 pC signal. This means
that the SiPM signals have to be attenuated to match the dynamic range. Several test
measurements have been done to find the best shaping stage that fulfills this task.
The TOF has 8 HPE boards each providing 8 LVDS signals. These signals are passed
to a custom-made trigger board via twisted-pair flat ribbon cables. The trigger logic
is implemented on an Altera Cyclone III FPGA [58]. The board has an USB interface
to set the global high-voltage and to communicate with the frontend cards, i.e. to set
the DACs and to read out the temperature sensors. It is possible to generate random
triggers to determine the position of the pedestal of the tracker and TRD channels.
Fig. 4.11 shows a schematic diagram of the logical signals.
All 64 low-voltage differential signaling (LVDS) signals are passed through the trigger
board to an MTDC-64 board (Fig. 4.10) with a PCI Express interface which digitizes
the time signals. The board has been produced by AFI Electronics, Russia. It is
based on two HPTDC chips [49] fed by a 40 MHz crystal. This rate is multiplied
by a factor of eight via a phase locked loop (PLL) inside the HPTDC chip. This
results in 3.125 ns long timing steps. The PLL signal drives a 32 element delay-locked
loop (DLL) lowering the timing resolution to 98 ps steps.
Whenever a signal edge transition occurs on the inputs of the chip the current state
of the DLL and the PLL counter are written into a buffer system together with the
slope of the transition and the channel number. These time stamps can be read out
after the chips have received a trigger signal. A trigger-matching window has to be
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Figure 4.11.: Block diagram of the logical signals. Top: a scintillator module
consists of four bars. Each is read out by two SiPMs on each side.
The analog signals of the SiPMs are converted to a logical signal
by the NINO discriminator chip. Bottom: The TOF consists of
four scintillator modules. Their signals are fed through a trigger
logic board to a time digitizer. The trigger board generates the
main trigger for the rest of the detector, i.e. the tracker and TRD,
which are read out by USB readout boards.
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defined to clear the buffer from transitions that do not belong to the trigger. To avoid
buffer overflows due to noise breakdowns of the SiPMs this window was selected to
be 350 ns.
The design resolution of the TOF is of the order of σ∆t = 300 ps. The resolution of the
readout electronics is at least a factor three lower. This shows that σ∆t is only limited
by the scintillation and the total reflection processes inside the TOF bars.
4.5. Trigger
The used SiPMs have a random noise breakdown rate of the order of f = 10 MHz
for a one pixel threshold at room temperature. In Fig. 4.12 measurements of the
noise breakdown rate as a function of the trigger threshold can be seen. Every time
the threshold crosses the next pixel signal height the rate drops to the next plateau.
The rate drops approximately exponentially with the number of pixels the threshold
voltage is set to.
Figure 4.12.: Noise breakdown rates of a SiPM as a function of the NINO
discriminator threshold at 21 ◦C. The data was taken for several
voltages around the nominal operation voltage V given by the
manufacturer. Data first published in [59].
A trigger scheme that suppresses the generation of random triggers is shown in
Fig. 4.13. A three out of four coincidence signal is created from the four signals of
each bar. Every layer has four such signals which are fed into a logical OR gate. The
resulting four layer signals are required to be in coincidence to generate the common
trigger for all subdetectors. To ensure a synchronous data taking, the trigger signal
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is inhibited in case one of the readout cards is busy. Every channel can be removed
from the logic to allow operation of the detector in case of a malfunctioning channel.
Figure 4.13.: PERDaix trigger logic with bar signals (green), layer signals (red)
and the overall signal (blue).
The typical discriminator pulse width of noise pulses has been measured to be τ =
15 ns. At a given moment in time the probability to exceed the discriminator threshold
is p = f τ. The probability P to have exactly k = 3 out of n = 4 fired channels at
the same time is given by a binomial distribution P = (nk)p
k(1− p)n−k. In order to
calculate the noise rate of a SiPM bar this probability has to be divided by the mean
pulse length of the coincidence signal, i.e. the signal overlap which is given by τk .
Finally, coincidences of more than k channels contribute to the noise rate and have to
be summed
fbar =
n
∑
l=k
l
τ
(
n
l
)
pl(1− p)n−l .
The same formula can be used to determine the layer (1 out of 4 coincidence) and the
overall (4 out of 4 coincidence) noise rate. The results of these calculations are given
in Tab. 4.3.
Table 4.3.: Noise rates for the whole TOF, a TOF layer and a single bar calcu-
lated from the measured dark count rate of a SiPM.
threshold in pixels fSiPM/Hz fbar/Hz flayer/Hz fTOF/Hz
0.5 1.0× 107 2.4× 106 9.7× 106 4.5× 103
1.5 4.0× 106 1.7× 105 6.6× 105 9.7× 10−2
2.5 1.5× 106 9.0× 103 3.6× 104 8.3× 10−7
The maximum hit rate per channel recommended for the HPTDC chips is 2 MHz [49].
Therefore, the discriminator threshold is set to 2.5 pixels which results in a noise
trigger rate fTOF = 8.3× 10−7 Hz.
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The analysis of the data and the calibration of the detector require knowledge of
how an event is reconstructed. For a precise reconstruction, the detector has to be
aligned and the response to particles has to be uniform. The actual calibration and
correction values are determined in the following Chap. 6. These are used to apply
several corrections to the raw data before an event is reconstructed. In this chapter the
principles of the reconstruction are explained, assuming that these corrections have
already been made.
5.1. Tracking
Both the tracker and the TRD are used for tracking. The TRD helps in track finding
because it provides perfectly clean tracks. The precision of the fitted track is mostly
defined by the tracker because its single point resolution is approximately 35 times
better than that of the TRD. After the pedestal subtraction and the common mode
correction described in Sec. 3.6 is applied to the raw signal heights, the tracking is
done in three steps:
1. the measured signals of the detector channels, the hits, are combined to geomet-
rically cohesive clusters,
2. the found clusters are filtered to reject noise hits and to obtain the clusters that
fit to a particle’s track, and
3. a three-dimensional straight or centered broken line is fitted to these clusters.
A centered broken line consists of two straight lines with a continuous transition at
z = 0 mm, i.e. in the central plane of the magnet. The magnetic field is oriented
in the y direction and is approximately parallel to the fibers (neglecting the stereo
angle). Therefore, the two line segments have the same slope in the y direction. The
difference in slope in the x direction allows calculation of the particle’s rigidity. The
residual magnetic field above and below the magnet is small, justifying the use of two
straight lines. The magnet can be removed from the detector to determine the spatial
resolution with beam test data. In such cases a straight line is fitted.
Cluster Building
A cluster finding algorithm is used to create clusters from neighboring hits. In the
case of the tracker all SiPM signals sc,e > 500 ADC counts are used as seeds in an
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array. Adjacent hits on both sides are added to the cluster until their signal height
drops below a threshold of 100 ADC counts. In case of the TRD 10 ADC counts are
used for both the seed and adjacent hit threshold. Fig. 5.1 motivates the thresholds on
the basis of float data. It shows two histograms of a SiPM array and two histograms of
a TRD module. The red curve corresponds to the signal height of the channel with the
highest amplitude on the SiPM array or TRD module, respectively. The blue curves
contain the signal heights of the two channels adjacent to that with the highest signal.
Figure 5.1.: Signal heights of a SiPM array (left) and a TRD module (right).
The channel with the highest amplitude (red) and its neighbors
(blue) are plotted. The threshold values for the seed hit are
marked with red lines and the threshold values for the last hit
belonging to a cluster are marked with blue lines.
Most of the data consists of the pedestal values because the SiPM array or TRD module
is not hit for every event. The pedestal is followed by thermal noise in case of the SiPM
array and then the actual signals start. The thresholds, marked with lines, are chosen
as a trade-off between efficiency and purity.
The center of gravity ~ri of the cluster is calculated from the signal heights of the
hits and points to the cluster position in the SiPM array. A second vector ~r′i lying at
the other side of a detector module is introduced. In the case of the TRD ~r′i simply
has a mirrored y coordinate. In the case of the tracker ~r′i points to the position of ~ri
traced along the fibers onto the mirror, which is different from a mirrored y coordinate
because of the stereo angle. The particle crosses somewhere on a line between~ri and
~r′i . The mean ~si =
[
xi yi zi
]tr
=
~ri+~r′i
2 is used as coordinate estimate in the track
finding. The stereo angle introduces a maximum absolute deviation of xi from the
true coordinate of ∆x = 1.7 mm.
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Track Finding
A Hough transform [60] is used to decide whether a cluster belongs to a particle
track or not. The idea is to fill the slopes mi and intercepts xi,0 of all pairs of clusters
into a two-dimensional histogram and find the most frequent pairs. To avoid slopes
close to infinity, the z coordinate is used as the abscissa and x is used as the ordinate.
The histogram bin with the largest number of entries provides a good estimate for
a straight line track. To further improve the estimate, the center of gravity (mˆ, xˆ0) is
calculated taking the adjacent bins into account. Fig. 5.2 shows a typical track finding
histogram together with the event display. The calculated center of gravity is marked
with a green cross and the corresponding estimated track is shown as a dashed green
line.
Figure 5.2.: A track finding histogram (upper left) and a zoomed version of it
(lower left) together with the corresponding event display (right).
The center of gravity (mˆ, xˆ0) of the entries about the maximum,
i.e. the track estimate, is marked with a green cross. The corre-
sponding track is shown as a dashed green line together with the
fitted track (black for the x direction, red for the y direction). Full
symbols are used for accepted hits and open symbols are used
for rejected hits.
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The binning of the histogram should be of the order of ∆x, the maximum deviation
due to the stereo angle. The performance of the Hough transform in the field of
scintillating fiber trackers is presented in Ref. [8].
Clusters outside a two-dimensional ∆x wide corridor about the track given by (mˆ, xˆ0)
are rejected as noise. The remaining clusters are used to fit a three-dimensional
straight line track. The straight line can only approximate the real particle track be-
cause it does not account for bending in the magnetic field. Therefore, only a very soft
cut on the distance between track and cluster position can be applied. Clusters that
do not match to the fitted track within 30 · σi are removed where σi is the resolution
which depends on the subdetector type and the width of the cluster. Typical values
are σtrd = 1.7 mm and σtrk = 0.05 mm as shown in Chap. 6.
Track Fit
The momentum of particles is determined by the deflection in the magnetic field of
the permanent magnet. Outside the bore of the magnet the residual field is small
so that the track ~r (z) can be approximated by two straight lines with a continuous
transition in the z = 0 plane. It can be written as
~r(z) =
 x0y0
0
+ z ·
Θ(z) ·
 λxλy
1
+Θ(−z) ·
 λxλy
1

with the Heaviside function Θ, the reference point parameters x0 and y0, the slope λx
for the track section above the magnet, and the slope λx for the track section below the
magnet. The slope λy is the same above and below the magnet because the magnetic
field lines are parallel to the y axis.
The χ2 minimization fit procedure developed in Ref. [38] is used. To account for the
stereo angle the differences between the cluster position~si and the track to be fitted are
evaluated in the local coordinate systems (ui, vi). ui is the most sensitive direction of
the respective fiber layer. vi is perpendicular to ui and points into the fiber direction.
While vi cannot be measured within one layer, the knowledge of ui translates into a
good knowledge of xi and a reasonable knowledge of yi.
The rotations are calculated using the matrices
Ri =
 cos αi sin αi 0− sin αi cos αi 0
0 0 1

with the signed angle αi between the y coordinate and the fiber direction. The first
component of Ri~si − Ri~r (zi), i.e. ~e1 · (Ri~si − Ri~r (zi)), is the residual ∆ui. By rotating
into the (ui, vi) the covariance matrix becomes diagonal and the χ2 calculation simpli-
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fies. Therefore, given the cluster’s spatial resolution σi in the ui direction and the set
I of clusters received from the track finding, χ2 can be written as
χ2 =∑
i∈I
(
~e1 · Ri
(
~si −~r(zi)
)
σi
)2
which is easily minimized by inverting the corresponding linear regression matrix.
The TRD clusters are treated together with the tracker clusters in the same way by
taking αi = 0.
Given the magnetic field strength B and the radius of curvature ρ the transverse rigid-
ity R⊥ can be calculated with the help of
R⊥
GeV
=
R
GeV
cosλy = 0.3 · BT
ρ
m
[61].
ρ is related to the track length L in the x-z projection within the bore of the magnet and
to the (small) deflection angle δ(λx,λx) = arctanλx − arctanλx via L/2 = ρ sin δ/2 ≈
ρ δ/2. This allows determining the particle rigidity from the fitted track parameters.
5.2. Time-of-Flight Measurement
The mean time the scintillation photons need to reach a SiPM and trigger a signal
depends on the position where a particle crosses the TOF bars. This offset is subtracted
from the time stamps. The offset value has to be calibrated for every SiPM (Chap. 6).
The time values of the TOF channels are now comparable and can be combined.
Each TOF bar is read out by four SiPMs. When a particle passes the bar, typically all
of them provide a signal larger than 2.5 photoelectrons. These hits are combined to a
cluster. Several cuts on the cluster and its hits are applied to reject noise:
• The distance between the center of a bar and the reconstructed track position in
the x direction has to be smaller than 0.6 times the bar width.
• The absolute value of the timestamps are given relative to a common clock on
the digitizing board. They jitter within a 45 ns wide match window1. Only hits
inside this window are used.
• The measured time-over-threshold (TOT) has to be in the range from 20 ns to
50 ns for every hit. This does not affect the measurement of z = 1 or z = 2
particles because their signals are well within this range.
• At least six hits are needed to reconstruct the start signal (upper TOF).
• At least six hits are needed to reconstruct the stop signal (lower TOF).
In Chap. 4 it was found that the best method of using the time stamps provided by the
TOF bars is to take the earlies time signal. The start signals (upper TOF) remaining
1This jitter does not influence σ∆t because it cancels when the time difference is calculated.
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after the stated quality cuts are sorted in ascending order. The first of these hits within
2.0 ns of the median is used as the start time t. This increases the stability by rejecting
SiPM noise hits. Two datasets are used to motivate this maximal deviation from the
median: float data and cosmic muon data acquired just before the launch.
Fig. 5.3 shows the difference between the median of the start signals and the earliest
signal for float and muon data. The distribution has two contributions: one where the
earliest signal clearly matches the median value and one uniformly distributed com-
ponent before the median. In both sets of data these noise signals lie more than 2.0 ns
before the median. Many more noise hits are seen in the muon data because their
frequency depends on the temperature of the SiPMs, which was about 0 ◦C during
float but 30 ◦C during the muon data taking.
Figure 5.3.: Time difference between the median of the start signals and the
earliest signal.
The same considerations apply to the stop signal t. The inverse velocity coefficient
β−1 is calculated with the help of β−1 = c(t− t)/∆s with the speed of light c and the
distance ∆s between the upper and the lower TOF. Events with β−1 < 0 are tagged as
albedo events by the reconstruction software.
5.3. Rigidity Reconstruction
For small rigidities, approximately below 1.5 GV, the precision of the spectrometer
measurement is limited by multiple scattering (MS). The TOF can provide a more
accurate measurement for heavier particles like protons and helium nuclei. For higher
rigidities this behavior is reversed and the measurements have to be combined to get
the best overall resolution. A simple weighted mean cannot be used because without
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knowledge of the rigidity the weights are unknown. Because both the curvature K =
R−1 as measured by the tracker and β−1 as measured by the TOF follow a Gaussian
distribution, a better way to do this is minimizing
χ2(Kˆ) =
(
Kˆ− K
σK(Kˆ)
)2
+
(
β−1(Kˆ)− β−1
σβ−1(Kˆ)
)2
for every possible particle species with the resolution of the spectrometer σK(Kˆ) and
σβ−1(Kˆ) the (constant) TOF resolution. β−1(Kˆ) is calculated with the help of β−1(K) =√
1+ (mK/q)2. In a second step the particle identification algorithm (Sec. 5.4) chooses
the respective rigidity. The minimization is done with the help of the BrentMini-
mizer1D [62] class provided by the ROOT data analysis programing library [63].
Figure 5.4.: χ2 distribution of the rigidity reconstruction for float data to-
gether with the expected theoretical χ21 curve in red.
The χ2 values obtained for float data can be seen in Fig. 5.4 together with the expected
χ21 distribution for one degree of freedom. A very good agreement is found. This
shows that the resolution of the TOF and of the spectrometer are well described.
5.4. Particle Identiﬁcation
The particle identification algorithm serves to precisely identify muons and antimuons
in cosmic muon data and protons, helium nuclei, and electrons in float data. The
amount of the remaining components of cosmic rays is too small to be measured
during the 1.5 h long float phase. The charge-sign measurement of the spectrometer
distinguishes muons from antimuons. For float data, the analysis uses in addition the
information on energy deposition in the various detector layers.
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Helium nuclei have twice the charge of protons. This leads to a typically four times
higher energy deposition in the detector layers, as described by Bethe’s formula [64].
Due to saturation effects of the scintillator, the SiPMs and the frontend electronics
this factor is not fully transformed into the signal height of the tracker and TOF. The
increase is smaller than a factor two.
The information of the subdetectors provides a unique pattern for every particle
species. Tab. 5.1 schematically shows the response of the subdetector layers. The
TRD has a higher response when a TR photon is detected. The efficiency for this is
roughly 50 % per layer.
Table 5.1.: Schematic response of the subdetectors for different particles.
particle TOF TRD
spectrometer
tracker charge sign
p +
α +
e− −
The present work focuses on the measurement of the proton and helium nuclei fluxes,
the accumulated statistics being to small for an electron flux measurement. To this
purpose it is sufficient to use the signal height information of the tracker and TOF.
The electron background is rejected with the help of the charge-sign measurement of
the spectrometer.
The signal height of a tracker cluster is given by the sum of the signal heights of its
hits. For a better comparison between events, all clusters that belong to a track are
summed and divided by the number of clusters. This mean signal height per track
is plotted for float data in Fig. 5.5 as a function of the reconstructed rigidity. The
same is done for the time-over-threshold (TOT) in Fig. 5.6. Here only hits with a TOT
from 20 ns to 50 ns are used in order to reject noise hits. The TRD is not used to
separate protons from alpha particles because electrons introduce impurities which
need further studies. On the other hand, the separation power of the tracker and TOF
is already high enough.
A proton and a helium nuclei band can be seen in both distributions. Above 2 GV
the behavior for protons is flat, while below 2 GV the data show a steep increase as
predicted by Bethe’s formula. The data have been corrected for gain variations due to
the changing temperature during the flight. To show the influence of this correction,
the comparison of corrected and uncorrected data is shown in a projection on the
right. The correction significantly improves the separation—especially in the case of
the TOT measurement.
Because the signals are very well separated, a cut based particle identification could
be used to distinguish protons from helium nuclei. A likelihood test method is used
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Figure 5.5.: Tracker signal heights for float data as a function of rigidity (left)
together with a projection of the bin above 2 GV in black (right).
The gray curve shows the same projection without corrections for
gain variations during the flight.
Figure 5.6.: TOT for float data as a function of rigidity (left) together with a
projection of the bin above 2 GV in black (right). The gray curve
shows the same projection without corrections for gain variations
during the flight.
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instead. The advantage is the ability to extend this method by including additional
input variables like the reconstructed β, R, or external threshold Cherenkov counters
for beam test data. Given a set of input variables I with their probability density
functions (PDFs) Pij
(
Rˆj
)
the likelihood function Lj = ∏i∈I Pij
(
Rˆj
)
is calculated for
every particle species j. The rigidities Rˆj correspond to the curvatures Kˆj obtained
from the χ2 minimization described in the previous section. The largest value in the
set of computed Lj identifies the particle species j.
Tab. 5.2 summarizes the available likelihood variables. Some of them are not evaluated
as a function of rigidity, but as a function of K or β−1. The PDFs are determined in
Chap. 6.
Table 5.2.: List of available likelihood input variables.
PDF
detector:
measurement
distrubution used for
Pβ−1(βˆ
−1) TOF: time-of-flight
Gaussian (calculated from beam
test or cosmic muon time
resolution measurements)
R reconstruction
(indirectly)
PK(Kˆ)
spectrometer: signed
curvature
Gaussian (determined from
beam test momentum resolution
measurements)
R reconstruction
(indirectly)
Pstrk(Rˆ)
tracker: mean signal
height
double Gaussian (ratio 95 : 5,
determined from float data)
particle ID
Pstof(Rˆ) TOF: mean TOT
double Gaussian (ratio 95 : 5,
determined from float data)
particle ID
Pstrd1...8
(Rˆ) TRD: signal height
sum of two Landau distributions
for e±, single Landau otherwise particle ID
Pscher1,2
(Rˆ)
threshold Cherenkov
counters: signal
height
step function (depending on
pressures and beam settings)
particle ID
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The analysis of the data relies on a good calibration and known response of the de-
tector. Four types of calibrations are addressed in this chapter:
• the spatial alignment of the tracker and TRD modules,
• the time offset correction of the TOF channels as a function of the position of the
incident particle due to the photon travel time inside the scintillator bars,
• the signal height corrections for all subdetectors as a function of time or temper-
ature, and
• the determination of the PDFs for particle identification as a function of the
rigidity for every particle species.
After these calibrations the detector performance can be studied. In addition to the
float and cosmic muon data, beam test data were gathered to study issues requiring
a good knowledge of the particle momentum. This is the case when the spatial res-
olution and uniformity of the tracker modules is determined, which requires high
momenta to suppress the influence of multiple scattering (MS). Especially the rigidity
resolution studies require a precisely known beam rigidity.
Other subjects, like the measurement of the time resolution, can be studied with cos-
mic muon data because the muon velocity is always sufficiently close to the speed of
light. The determination of the PDFs require helium nuclei, which cannot be deliv-
ered by the beam test facility used. In this case the float data have to be used with the
drawback that the rigidity has to be reconstructed with PERDaix itself. The resolution
is therefore worse compared to that obtainable in a beam test and the correspond-
ing PDF parameters are therefore smeared according to the rigidity resolution. The
resolutions of the subdetectors are important to establish the technology for other
detectors and to determine the uncertainty of the measured cosmic ray fluxes.
Because the TRD is not used for particle identification, its performance, i.e. the proton
rejection power, is not studied in this thesis. A detailed study of this subdetector can
be found in Ref. [65].
6.1. Beam Test Campaign 2011
In order to study the detector with defined particle momenta PERDaix was tested
in the T9 beam line at the European Organization for Nuclear Research (CERN) for
about three weeks in May 2011. Fig. 6.1 shows the experimental area of the beam line.
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Figure 6.1.: A picture of the T9 beam line area with PERDaix.
The major goals were to
• test the stability of the tracker alignment algorithms by comparing the results to
the alignment obtained from flight data,
• study the momentum resolution and compare it to the expected values,
• determine the spatial resolution of the tracker modules with high energy parti-
cles,
• calibrate the time offsets that occur due to cable length differences for the 64
TOF channels and compare it to the flight data,
• determine the photon travel correction inside the scintillator bars,
• measure the timing resolution,
• calibrate the response of the TRD straw tubes,
• determine the signal height PDFs for p and e±, and
• determine the TRD proton rejection power.
A secondary beam is produced from the 25 GeV Proton Synchrotron (PS) beam im-
pinging on an aluminum target. To enter the actual beam optics the produced sec-
ondaries are selected according to their momentum with the help of dipole magnets.
Momenta from 0.5 GeV to 10.0 GeV can be selected for both charge signs. This includes
the rigidity range PERDaix was designed for.
A defocused beam is used for all measurements to cover as much of the sensitive area
of the detector as possible. To spread the beam even further, PERDaix is placed as far
as possible downstream on a linear positioning table. The table is used to change the
beam position with respect to PERDaix in the x-y plane. In addition, PERDaix can be
rotated on the table to change the incident angle.
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The secondary beam composition varies with selected momentum. A two-stage thresh-
old Cherenkov counter was installed into the beam line and integrated into the PERDaix
readout. The counter provides particle identification for each event. The two stages
of the detector are connected to independent gas systems. Each of them allows op-
eration with CO2 gas in the absolute pressure range 0 to 2.5 bar. This pressure range
constrains the refractive index inside the detector leading to momentum dependent
particle identification capabilities. e± can be separated from the rest of the particles
over the whole momentum range of the beam line. Above about 4 GeV the pressure
can be set to distinguish light particles (e±, µ±,pi±) from heavy particles (K±, p±). Be-
low about 1 GeV the internal TOF can separate between the same particle groups. In
Fig. 6.2 the measured beam composition is shown.
Figure 6.2.: Measured beam composition of the secondary T9 beam. Data first
published in [66].
Different beam settings are used depending on the subject under study. The −10 GeV
beam consists of about 95 % pi− and µ−, whereas the positive beam contains 70 %
K+/p. To reduce multiple scattering for the tracker alignment and spatial resolution
measurements, light particles at the maximum possible momentum and high β are
selected. The detector is scanned at different positions x and y in the PERDaix coor-
dinate system, zenith angles θ, and azimuth angles φ. The same dataset is used to
calibrate the TOF. Beams containing electrons and protons are used to determine the
momentum resolution and TRD PDFs. A list of the beam settings is given in Tab. 6.1.
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Table 6.1.: Summary of the beam settings.
pbeam/GeV x/mm y/mm θ/◦ φ/◦ # events main purpose
-10
0 0 0 0 465 000 tracker alignment,
spatial resolution
(without magnet)
0 ±100 0 0 320 000
0 0 20 90, 270 110 000
-10 0
0, ±50,
±100, ±150,
−200
5, 10 0, 180 15 000 TOF alignment
±0.5, ±0.8,
±1 ±50
0, ±50,
±100, ±150,
−200
0 0 15 000 TOF resolution
±0.5, ±0.6,
±0.8, ±1,
±1.5, ±2,
±3, ±4, ±5,
±6, ±8
0 0
0
20
0
90, 270
30 000
momentum res-
olution, e± TRD
PDFs
+4, +5, +6,
+8
0 0
0
20
0
90, 270
30 000 p TRD PDFs
6.2. Alignment
All detector modules can only be placed in PERDaix with a certain precision with
respect to their nominal positions. The necessity of a correction depends on the
ratio between resolution and mounting precision for each subdetector type. With
rough estimates for the mounting precision this ratio is 0.05 mm/0.10 mm = 0.5,
1.7 mm/0.3 mm = 5.8, and 14.4 mm/0.5 mm = 28.9 for the tracker, TRD, and TOF,
respectively. This shows that only the tracker and TRD require a spatial alignment
correction.
As described in Sec. 5.1 the track of the nth event is fitted by minimizing
χ2n = ∑
i∈In
(
~ex · Ri
(
~sni −~rn(zi)
)
σi
)2
.
To account for mounting tolerances, the vectors ~sni are replaced with ~s
n
i +~exδi where
δi are global shift parameters in the x direction. Because the statistics that can be
accumulated for a single 250 µm wide channel within a reasonable time is small, δi
is used for all channels on an array, i.e. the channels are not aligned individually but
only the array as a whole.
This is justified by the high spatial precision of the SiPM array channels on the semi-
conductor, which is better than 1 µm due to the photolithographic production process
of the arrays. Also, the precision of the TRD modules is much better than the spatial
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resolution of the straws, so that only whole modules and not individual straws are
aligned. This results in 160 global parameters for the tracker and 16 additional global
parameters for the TRD.
The alignment for flight data is done with cosmic muon data using tracks parametrized
as centered broken lines, i.e. two line segments joined at z = 0, thus resulting in five
parameters. As a crosscheck, an alignment with −10 GeV beam test data without mag-
net is done using straight line tracks with four parameters. The goal is to minimize
χ2 = ∑Nn=1 χ
2
n and thereby determine the 176 alignment parameters, where N denotes
the number of events. The corresponding matrix has the size (176+ 5N)× (176+ 5N)
or (176 + 4N)× (176 + 4N), respectively. The alignment problem is solved with the
help of the Millepede I programming package [67]. Millepede uses internal sym-
metries of the matrix leading to a new 176× 176 sized matrix which only contains
information about the global parameters δi.
The χ2 is invariant to a common shift of all parameters. To eliminate this χ2 invariant
mode at least two parameters in different layers have to be fixed during the alignment
to define the coordinate axis. In practice the alignment is done iteratively. In the first
iteration all parameters of the outermost tracker modules are fixed. In the second iter-
ation the innermost tracker module parameters are fixed, and so forth. This procedure
converges after a few iterations. After the first iterations a maximum tolerated spatial
threshold of 3σ is used to reject outlier clusters, with the expected a priori single point
resolution σ = 50 µm.
Figs. 6.3 and 6.4 show the parameters obtained for cosmic muon and beam test data
separately for the tracker and the TRD. The data are sorted by the u coordinate within
each layer to be able to find geometrical systematics in the alignment parameters. The
alignment parameters of the tracker show a systematic shift of the HPO on one end of
the module with respect to the one on the other end. Investigation of this zigzag effect
showed that it is due to a badly defined edge on the support structure. The edge is
used as a reference to drill holes for the precision pins on which the HPO boards are
mounted. For future versions of the modules the reference will be the center of the
first fiber of the glued ribbon which is determined with a measuring microscope.
The correlation coefficients between the alignment parameters of the datasets are
ρtrd = 0.98 and ρtrk = 0.56. After PERDaix was delivered back to Aachen, the detector
was examined in more detail before the beam test. The fiber ribbons had started loos-
ening off the support structure at some places due to thermal stresses. Especially the
two outer double layers were affected. To stop this process, additional glue was dis-
pensed into the tiny created gaps. Because of the small space between the upper TOF
and layer 1, the modules (layers 1 and 2) had to be dismounted. The effect is clearly
visible. The correlation coefficient without these layers is ρtrk = 0.92 and ρtrk = 0.97
without layers 7 and 8, in addition. This shows the stability of the algorithm for the
TRD and inner tracker and provides confidence in the alignment of the outer tracker
as well.
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Figure 6.3.: Reconstructed alignment shifts δi of the TRD for cosmic muon
(green) and beam test −10 GeV data (red). The x axis shows a
unique identifier for the TRD module.
Figure 6.4.: Reconstructed alignment shifts δi of the tracker for cosmic muon
(green) and beam test −10 GeV data (red). The x axis shows a
unique identifier for the SiPM array.
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The impact of the alignment on the track fit quality can be seen in Fig. 6.5. The χ2
distributions for 10 and 11 degrees of freedom with and without alignment correction
are shown for muon data. After the same quality cuts that are later used for the flux
analysis, about 85 % of the analyzed events result in 10 or 11 degrees of freedom for
the alignment procedure.
Figure 6.5.: χ2 distributions for 10 and 11 degrees of freedom before and after
the alignment correction together with the theoretical expectation.
The distributions improve significantly towards the expected theoretical curves. There
is still a systematic shift towards higher values which hints at slightly underestimated
cluster resolution values.
The improvement of the alignment on the track residuals can be seen by comparing
Fig. 6.6 and Fig. 6.7. For every event the distances ∆ui of cluster i to a reference track
are plotted. The reference track is fitted to all clusters obtained from the track finding
algorithm excluding cluster i itself. This eliminates the bias of the reference and the
standard deviation of the ui distribution is therefore a measure for the single layer
resolution. After alignment the steps seen in the residuals have vanished and the
remaining systematic shifts are small. The alignment could be improved by taking
eventual rotations of the fiber ribbons into account.
For the outer tracker layers, the reference track is predominantly extrapolated from
measurements of the inner layers. This causes a degraded resolution of the track
compared to the inner layers for which the track can be interpolated. Therefore,
the residuals of the outer tracker layers are wider than those for the inner layers.
The effect of the reference track precision has to be taken into account when the
resolution is determined. The alignment algorithm summarized here was developed
in Ref. [38]. An independent alignment procedure with compatible results can be
found in Ref. [17].
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Figure 6.6.: Track residuals before the alignment for muon data. The gaps in
the distributions correspond to the mounting gaps of the tracker
modules.
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Figure 6.7.: Track residuals after the alignment for muon data. The gaps in
the distributions correspond to the mounting gaps of the tracker
modules. No major difference is seen in beam test data, only the
illumination is less uniform with the beam.
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6.3. Spatial Resolution
A key figure of merit is the single point resolution of the ith tracker layer. It can be
measured by comparing the reconstructed position of a cluster with an independent
measurement of the particle track evaluated at the zi position of the cluster. PERDaix
has eight tracker layers. Seven of them and the TRD are used to fit a track and
compare it to the cluster position of the eighth. The reference tracks are calculated
for every layer. This allows to study the layer resolution through comparison with an
independent track. The resolution is studied in the most sensitive module direction
of a module, namely perpendicular to the fibers in the ui direction.
Beam test data at the maximum possible momentum of pbeam = −10 GeV are used. In
this configuration the beam mostly contains negative pions which leads to β ≈ 1. This
minimizes the effect of MS in the detector, because the width of the MS opening angle
distribution is proportional to (βpbeam)−1 [61]. A straight line is used as the reference
track thus improving the uncertainty by minimizing the number of track parameters
that have to be fitted. A dataset without the PERDaix magnet is used.
As shown in Fig. 6.7 the residual widths, the difference between the cluster position
and the reference track in the ui direction, highly depends on the position of the fiber
module. The distribution of the residuals for the outer tracker layers are much wider.
This is due to the uncertainty of the track at the position of the layer. The χ2 for the
track fit can be written as χ2(~θ) = (~u− A~θ)trU−1(~u− A~θ), where ~θ contains the track
parameters. For a straight line these are the intercepts x0 and y0, and slopes λx and λy
in the x and y direction, resulting in ~θ =
[
x0 y0 λx λy
]tr
. The matrix A is given
by the transformation of the track parameters into the ui coordinate systems
A =

cos α1 − sin α1 z1 cos α1 −z1 sin α1
...
...
cos α8 − sin α8 z8 cos α8 −z8 sin α8
1 0 z9 0
...
...
1 0 z16 0

.
The first eight rows correspond to the tracker with the stereo angles α1...8 = ±0.5◦. The
latter eight rows correspond to the TRD with α9...16 = 0◦. The vector ~u is the measured
cluster position in the local ui coordinate system of a module layer. In this system the
covariance matrix is diagonal. Assuming that all tracker modules have about the same
resolution σtrk and all TRD modules have about the same resolution σtrd, U can be
written as U = diag(σ2trk . . . σ
2
trk σ
2
trd . . . σ
2
trd). The solution of the minimization problem
is ~θ = (AtrU−1A)−1AtrU−1~u ≡ D~u with the covariance matrix of the parameters
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V = DUDtr = (AtrU−1A)−1 [61]. The coordinates can be calculated linearly from the
parameters with the help of
...
x(zi)
...
 =

...
...
1 0 zi 0
...
...
~θ ≡ Lx~θ,

...
y(zi)
...
 =

...
...
0 1 0 zi
...
...
~θ ≡ Ly~θ,

...
u(zi)
...
 =

...
...
cos αi − sin αi zi cos αi −zi sin αi
...
...
~θ ≡ Lu~θ, and

...
v(zi)
...
 =

...
...
sin αi cos αi zi sin αi zi cos αi
...
...
~θ ≡ Lv~θ.
The covariance matrix for the coordinates can be propagated from the covariance
matrix of the parameters via LVLtr. Fig. 6.8 shows the square root of the diagonal
elements of LxVLtrx and LuVLtru , i.e. the track resolution at the position of the detector
layers in the x and ui direction. The single point resolutions σtrk = 0.05 mm and
σtrd =
dstraw√
12
= 6 mm√
12
are assumed (later these values will infact turn out). Because
in determining the width of the residual distribution, one of the layers is removed
from the track fit, the figure also shows the track uncertainty for this reduced fit. The
values of σui have to be subtracted in quadrature from the residual widths to obtain
the single point resolutions.
In the TRD the x and ui coordinates coincide. The track uncertainty is the same
with or without including the straw in the track fit, because the precision is totally
dominated by the extrapolation from the tracker. For the innermost four tracker lay-
ers the precision in the ui direction worsens from 29 to 35 µm when removing one
layer from the fit. A measured residual width of 60 µm results in a resolution of√
602 − 352µm = 50 µm. This is a 20 % correction compared to σtrk. For the outer-
most tracker layers the correction is already on the 100 % level assuming a measured
residual width of 100 µm. This correction has to be taken with a pinch of salt because
fluctuations in the residual widths will be amplified in the single layer resolution.
Fig. 6.9 shows the determined residual widths and the determined resolution for all
SiPM arrays of the eight tracker layers. The resolution of the inner layers is very
uniform at a value of 53 µm with a standard deviation of 5 µm. The fluctuations in
the outer tracker layers are much larger because the track precision is mostly given
by one close point only. Small remaining misalignments or tails in the track position
have a large impact. This can be seen in the significantly larger fluctuations. After the
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Figure 6.8.: Track uncertainty in the x and ui direction at the position of the
detector layers. The data points not using the respective layer are
used to correct the width of the residual distributions.
Figure 6.9.: Residual width (red) and single point resolution (green) of all
SiPM arrays (left). The resolution is calculated from the respective
residual width by subtracting the track uncertainty in quadrature.
Distribution of the calculated single point resolution separated for
inner and outer tracker layers (right).
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correction the resolution for all tracker modules is compatible, demonstrating uniform
quality of the fiber modules.
For completeness, Fig. 6.10 shows the track uncertainty in y and vi. The y coordinate
is used to correct the times the scintillation photons need to reach a SiPM of the TOF
bars. The y uncertainty is about 8 mm at the lower and 4 mm at the upper TOF layers.
Figure 6.10.: Track uncertainty in the y and vi direction at the position of
the detector layers. The position of the TOF double layers are
marked to be able to extrapolate the resolution in y.
6.4. Rigidity Resolution
The reconstructed curvatures Kreco ≡ R−1reco approximately follow a Gaussian distri-
bution for a constant beam rigidity Rbeam [61]. Fig. 6.11 shows Kreco as a function of
Kbeam. The number of entries in the slices is scaled to the number of entries in the
maximum bin. This allows a better comparison between the distributions for each
Kbeam. The mean value of every slice is shown together with the identity function.
The deviation from the expectation |(Kreco − Kbeam)/Kbeam| is smaller than 20 %. The
amount of data does not allow a more precise determination of the mean values.
Fig. 6.12 shows the normalized distributions from the previous figure in a stacked
way. The width of the distributions clearly increases with |Kreco|. The distributions
are symmetrical for the two charge signs.
A MC simulation has shown that the relative curvature resolution can be parametrized
with a linear parameter a and a constant MS parameter b according to
σK
K
=
σR
R
= aR⊕ b
β
[38].
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Figure 6.11.: Reconstructed curvature distributions as a function of the preset
beam momenta (top). The black line is the identity function and
serves as an eye guide. The black dots mark the mean of the
slices and their deviation from Kbeam is shown below.
Figure 6.12.: Reconstructed curvatures for all beam settings. The width of the
distributions increase with |Kbeam|.
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Fig. 6.13 shows the standard deviation of the reconstructed rigidity relative to that
of the beam together with a fit of the parametrization to the data. The maximum
detectable rigidity (MDR), defined by
σRMDR
RMDR
= 100 %, is reached at 11 GV. In addition,
the curves from the MC simulation for electrons (red) and protons (gray) assuming a
perfectly aligned detector are shown. For larger rigidities the curves of protons and
electrons converge, i.e. the resolution does not depend on the particle species. For
small rigidities the beam mostly contains electrons as shown in Sec. 6.1. Therefore,
the parametrization for electrons is fitted.
Figure 6.13.: Determined rigidity resolution together with a fit to the data and
expected results from MC studies.
In order to study the influence of a remaining misalignment, a systematic artificial
shift for every SiPM array is added to the tracker hits. The simulation is repeated for
50 times, each with a new set of random shifts that follow a Gaussian distribution
with a width of 20 µm. This procedure results in 50 parameters a and 50 parameters
b which are sorted in increasing order. The parameters at position 68 % · 50 = 34
correspond to the 68 % confidence level and the parameters at position 95 % · 50 = 47
to the 95 % confidence level. These are shown as green and magenta curves. The
deviation of the data from the MC simulation can partially be explained at this level
of remaining misalignment. An additional contribution can stem from noise clusters
resulting in badly reconstructed tracks, which are not considered in the simulation.
Also, the contribution of glue to the material budget is hard to model.
6.5. TOF calibration
In order to be able to determine the flight time of particles the time signals of the
TOF channels have to be corrected for cable length differences and for the time the
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scintillation photons need to reach a SiPM. The latter correction depends on the
position where a particle crosses the TOF bar. It is determined by the tracker.
The calibration is done by segmenting every bar into 5× 15 equally sized cells. For
each cell and channel the time offset τi has to be determined, where i is a triplet index
containing the channel ID and the cell coordinates. This results in 64× 5× 15 = 4800
parameters for the 64 TOF channels. The problem is solved by minimizing
χ2 =
N
∑
n=1
∑
i∈In
(
tni −
(
τi + lni /c + t
n)
σtSiPM
)2
.
N is the total number of events, n is the event counter, and In is the set of time
measurements made in the nth event.
The summation terms contain the difference between the measured time values tni and
the expected time values. These are calculated from the global parameters τi corrected
for the flight time lni /c of the particles, where l
n
i is the track length above the z = 0
plane. It is positive for the signals that belong to the upper and negative for signals
that belong to the lower TOF. Only particles traveling close to the speed of light c are
used in the calculation, i.e. cosmic muons or high energy particles in the beam test.
Correcting for the flight time ensures having the correct time difference between the
upper and the lower TOF.
The time-to-digital converter (TDC) uses a fast, precise counter with 100 ps wide time
bins. The current status of the counter is written into a buffer as a time stamp every
time there is a signal transition at the input of a channel. The counter is synchronized
with a continuously running 40 MHz crystal. Therefore, the recorded times jitter
within a 25 ns wide window. To correct for this common jitter the local fit parameter
tn is introduced, i.e. a parameter that is fitted on an event by event basis in contrast
to the global parameters that are common to all events. The χ2 minimization problem
corresponds to the inversion of a (4800+ N)× (4800+ N) matrix. Again, the matrix
inversion problem is solved with the help of the Millepede I programming package
[67] that reduces the size to 4800× 4800. The inversion is done within a few minutes
on modern computers.
As an example, in Fig. 6.14 the result of this procedure is shown for one SiPM. It
shows the same behavior as expected from the MC studies in Sec. 4.2, i.e. an almost
linear increase in the mean time the photons need to fire the TOF channel and a region
where the scintillation photons cannot reach the detector directly because the angle of
incidence is larger than the total reflection angle. In this area the photons have first to
be reflected at the opposite side, which results in longer travel times.
It is seen that the segmentation of the bars is fine enough not to influence the time
resolution, because the data show a typical photon travel time of about 3 ns over the
395 mm bar length. This results in 3 ns/(2 · 15) = 100 ps maximum deviation from
the mean value within the cell, much smaller than the σtSiPM = 2 · σ∆t = 630 ps design
SiPM resolution.
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Figure 6.14.: Example for the reconstructed time offsets of one TOF channel
for cosmic muon data. It shows the mean time the scintillation
photons need to fire the channel. Because of the critical angle of
total reflection, photons from the regions close to the SiPM first
have to be reflected on the other side of the bar.
Figure 6.15.: Correlation between the determined time offsets for beam test
and cosmic muon data. The correlation coefficient is ρ = 0.97.
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The stability of the algorithm is demonstrated in Fig. 6.15, where the correlation of
all 4800 parameters determined from beam test and cosmic muon data is shown. The
correlation coefficient is found to be ρ = 0.97. The time offsets can now be subtracted
from the raw values to obtain a uniform timing for all TOF channels.
6.6. Time Resolution
After a successful track reconstruction the TOF time stamps are corrected for time
shifts and for the photon travel time. After that the typically eight time signals of the
upper TOF are combined to a single time t (Sec. 5.2). The same algorithm is used to
determine t for the lower TOF.
In order to determine the time resolution of the upper and the lower TOF as a function
of the position the detectors are segmented into cells as shown in Fig. 6.16.
Figure 6.16.: Segmentation of the TOF.
The time difference ∆t = t − t is histogrammed for each pair of upper and lower
cell. The mean value of the distribution should be at ∆t = ∆s/c ≈ 2.7 ns for particles
traveling at the speed of light c. The standard deviations σijkl and their error σσijkl are
determined with the help of a Gaussian fit. The aimed-at resolutions of the upper
TOF σik and the lower TOF σjl are related via
Vijkl = σ2ijkl = σ
2
ik + σ
2
jl = Vik +V jl
σVijkl = 2 · σijkl · σσijkl .
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Up to 4n× 4n values Vijkl are provided for 2× 4n parameters
(
Vik, V jl
)
. In practice cell
pairs with little statistics or a badly reconstructed Vijkl are not used. The parameters
are determined by minimizing
χ2 = ∑
i,j=1...4
k,l=1...n
(
Vijkl −
(
Vik +V jl
)
σVijkl
)2
.
The solution of the minimization problem and a verification of the algorithm with
the help of a toy MC can be found in Appendix A. The algorithms is applied to
two experimental datasets with high β values. Fig. 6.17 shows the result for cosmic
muon data taken during the days just before the launch and Fig. 6.18 shows beam test
data with 10 GeV negative particles. The time resolution as a function of the incident
position is nearly constant and uniform for all TOF double bars. The mean resolution
of the upper and lower TOF layers is 310 ps for muon and 308 ps for beam test data.
The compatibility of these numbers show a reliable calibation and operation of the
detector. This results in a time resolution σ∆t =
√
2 · 310 ps = 438 ps.
Figure 6.17.: Reconstructed time resolution for cosmic muon data. The data
show a uniform resolution for all TOF bars.
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Figure 6.18.: Reconstructed time resolution for high energy beam test data.
The resolution values are compatible with the results from muon
data.
6.7. Detector Response
All subdetectors provide signal height information which is used
• to differentiate noise hits from hits belonging to particle tracks,
• as weights in the calculation of the center of gravity of a cluster,
• to distinguish singly charged particles from helium nuclei which deposit a typ-
ically four times higher energy in the scintillating fibers, and
• in case of the TRD to help distinguish protons from electrons in combination
with the charge sign as determined by the spectrometer.
To achieve the goals above it is crucial to have a uniform response of all detector
channels. The detector voltages are set according to the manufacturer’s data sheet
provided with every SiPM. The remaining variations are compensated by scaling the
signals before they enter the analysis chain.
The calibration procedures for the individual subdetectors are similar but not identi-
cal. The tracker calibration uses a time dependent scale factor for every SiPM array.
The TRD calibration uses scale factors to equalize the signals first from straw to straw
and then applies an additional time dependent factor to all channels. The TOF calibra-
tion relies on the temperature of the frontend card. All calibrations use a convolution
of a Landau with a Gaussian distribution to describe the detector response. It is fitted
with the help of the RooFit package of ROOT [63].
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Tracker
When the same voltage is applied to all channels of a SiPM array the variation of key
properties like PDE, noise rate, and crosstalk probability vary only on a level less than
five percent [16]. Therefore, the calibration does not have to be done individually for
every channel but only for whole arrays. This reduces the statistics needed to do a
calibration by a factor 32 because the signal height histograms of the channels of an
array can be combined.
During the flight the temperatures and thereby the overvoltage changed drastically.
This is only partially compensated by the thermistor circuit described in Chap. 3. The
remaining contribution has to be compensated by scaling the most probable value
(MPV) signal heights to a desired typical value of 2000 ADC counts. The same is true
for cosmic muon and beam test data on a smaller temperature variation scale.
The signal heights are filled into a two-dimensional histogram as a function of time
separately for every SiPM array. The time bins are 6 h wide for ground data and about
15 min for float data, allowing sufficient statistics for every array. Fig. 6.19 shows an
example histogram together with the convolution of a Landau and a Gaussian distri-
bution fitted to one of the time slices. The MPVs of these fits are used as scale factor
for the respective time interval after being smoothed in order to minimize the effect
of outliers. A cut on the TOF signal height is used to reduce the helium background
in the float data. In turn, the same is done when the TOF is calibrated using a cut on
the tracker response. A few iterations between these detectors are needed to obtain
sufficient proton purity.
Figure 6.19.: Response of one of the tracker SiPM arrays during the float
phase (left) and fit of a Landau/Gaussian convolution to a time
slice (right).
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This procedure improves both the channel-to-channel variation and the variation of
all channels in time. Fig. 6.20 shows the response of the channels before and after
the calibration for float data. As a measure of uniformity the mean value of every
slice is marked with a black spot. The standard deviation reduces from 335 to 93 ADC
counts. The remaining larger variations correspond to SiPM arrays at the border of
the acceptance. Only few events entries can be used to determine the MPV in each
time bin.
Figure 6.20.: Tracker signal height distribution before (left) and after (right)
the calibration for the float phase. The black dots mark the mean
value of the histogram slices.
Figs. 6.21 and 6.22 show the signal height histogram for float data as a function of
time before and after the correction. They contain the signals of all arrays. Therefore,
the bin width can be chosen smaller than 15 min. The standard deviation of the mean
values improves from 57 to 18 ADC counts.
Transition Radiation Detector
The TRD has only one adjustable voltage for all straw tubes. Thus, the variations in the
response cannot be compensated by the hardware and the response of the TRD straws
is not uniform. Therefore, a scale factor is introduced for every straw that scales their
respective MPV to the same value. These factors are determined over a long period
of time to gain enough statistics and to level out eventual temperature and pressure
variations. Such global variations are accounted for by multiplying an additional
factor, common to all channels. This factor is determined from data by studying the
deviation of the MPV from the desired nominal signal height of 15 ADC counts in two
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Figure 6.21.: Tracker signal height distribution for all SiPM arrays as a func-
tion of time before the calibration. The mean value of every time
slice is marked with a black dot. The gaps in the histogram
correspond to detector calibration periods.
Figure 6.22.: Tracker signal height distribution for all SiPM arrays as a func-
tion of time after the calibration.
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minute long time bins. The limited statistics per straw and time interval allows for
just a single global factor.
Fig. 6.23 shows the improvement made with the inter-channel calibration. On the left
the uncorrected signals of the TRD straws for float data are shown normalized to the
path length inside the straw. The first 24 straws correspond to the modules affected
by the corona discharges mentioned in Sec. 3.5. Only the data from the first 35 min are
used for these channels. As a measure of uniformity the black dots show the mean
values of the histogram slices.
Figure 6.23.: TRD signal heights per path length transversed inside the straw
before (left) and after the inter channel correction (right) for float
data.
Every slice of the histogram is fitted with a convolution of a Landau and a Gaussian
distribution to obtain the MPV. It serves as the scale factor for the straws. Fig. 6.24
shows an example fit.
After the correction (Fig. 6.23 right) the uniformity of the mean values improves from
3.42 to 0.73 ADC counts. Here, the standard deviation is strongly affected by outliers.
Therefore, the half distance between the lines containing 68 % of the values is quoted
above.
Fig. 6.25 shows the time evolution of the signal heights for all channels. It has a
small decrease with time which can be compensated by multiplying a common scale
factor to all channels. The standard deviation improves slightly from 1.00 to 0.90 ADC
counts and the time structure is negligible.
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Figure 6.24.: Exemplary fit of a Landau Gaussian convolution to one TRD
straw for float data.
Figure 6.25.: Time dependent TRD signal heights before (left) and after cor-
rection (right) for float data. The inter-channel calibration has
already been applied in both plots.
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Time-of-Flight Detector
In contrast to the tracker and TRD the TOF does not measure the actual signal height,
but the duration a signal is above an adjustable threshold. This so-called time-over-
threshold (TOT) is however correlated (non-linearly) with the signal height. The vari-
ations in the response are compensated with the help of the temperature measured
by the digital temperature sensor, located directly on the frontend cards and therefore
close to the SiPMs.
The correction is done individually for every TOF channel. All pairs of temperature
and TOT value are filled into a two-dimensional histogram with 1 ◦C wide tempera-
ture bins. The data are cleaned from helium nuclei with a cut on the tracker response.
A convolution of a Landau and a Gaussian distribution is fitted to every temperature
slice. A second order polynomial is obtained by fitting the MPVs that serves as a
smooth correction function. As an example, Fig. 6.26 shows the data of one channel
together with the determined MPVs and the fitted polynomial.
Figure 6.26.: Temperature dependence of the TOT of one TOF channel to-
gether with the MPV and the fit to the float data.
To confirm the stability of the temperature dependent correction Figs. 6.27 and 6.28
show the TOT of all TOF channels as a function of time with and without the correc-
tion. The standard deviation of the mean values reduces from 0.95 to 0.087 ns. This
justifies the use of the temperature as correction variable rather than the time.
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Figure 6.27.: Stability of the TOT as a function of time before the correction.
The signals of all TOF channels are shown for float data.
Figure 6.28.: Stability of the TOT as a function of time after the correction.
The signals of all TOF channels are shown for float data.
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6.8. Probability Density Functions
The measurement of the proton and helium nuclei flux requires the determination of
the PDFs Pβ−1(βˆ−1), PK(Kˆ), P
p, α
strk (Rˆ), and P
p, α
stof (Rˆ) for the spectrometer and the TOF as
mentioned in Tab. 5.2. The kinematic variables βˆ−1, Kˆ, and Rˆ are the values obtained
from the rigidity reconstruction algorithm described in Sec. 5.3.
TOF β−1 measurement: Pβ−1(βˆ−1)
Pβ−1(βˆ−1) was derived in Chap. 4 to be a Gaussian distribution in the measured vari-
able β−1. The mean value is the reconstructed βˆ−1 and the standard deviation is
σβ−1 =
c
∆sσ∆t. It is calculated directly from β
−1 and the time resolution σ∆t.
Spectrometer curvature K measurement: PK(Kˆ)
PK(Kˆ) is expected to be approximately Gaussian in the measured variable K for all
particle species [61]. The parametrization
PK(Kˆ) =
1√
2piσK
e−
(
K−Kˆ
2 σK
)2
with
σK
Kˆ
= aRˆ⊕ b
βˆ
, a = 0.08, and b = 0.25
was found with the help of a Geant4 MC simulation [68]. σK
Kˆ
is affected by several
properties of the spectrometer and the measured particle track:
• the single point resolution of the tracker layers, which depends on the light yield
and therefore on the particle species and momentum,
• multiple scattering (MS), which also depends on the particle species and mo-
mentum, whose amount is determined by the material budget of the detector,
and
• the strength and geometrical uniformity of the magnetic field which affect the
particle trajectory.
An analytic modeling of these effects is much more complicated compared to the case
of the TOF measurement. However, the results of the simulation is used after the
verification with beam test data (Sec. 6.4).
Tracker signal strk measurement: Pp, αstrk (Rˆ)
In order to obtain Ppstrk(Rˆ) the signal height is plotted as a function of the rigidity as
shown earlier in Fig. 5.5. The (independent) TOF measurement is used to reduce the
helium nuclei contamination by applying a cut on the TOT. The resulting distribu-
tions are fitted with a double Gaussian, allowing for a description of the tails of the
distribution. The area fraction between the central and the outer Gaussian is fixed to
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95 : 5. The outer Gaussian has a fixed width of 500 ADC counts. Thus, only the mean
value of the Gaussians and the standard deviation of the central Gaussian are fitted in
order to achieve a high stability of the fit. The blue curve in Fig. 6.29 show examples
of this fit. Ppstrk(Rˆ) is the normalized version of it.
Figure 6.29.: Fitted tracker signal height PDFs for protons and helium nuclei
in the rigidity range 2.0 GV to 2.5 GV.
The same is done for Pαstrk(Rˆ) with a cut on the TOT to filter the proton contamination
(magenta curve). The obtained parameters are shown in Fig. 6.30. The data points
correspond to the center of the rigidity bins. The values are linearly interpolated
between these points. For the upper and lowermost rigidity intervals the values are
extrapolated. Bethe’s formula predicts a small rise in the signal height above the MIP
rigidity value for all particle species. This increase cannot be seen because of the
vanishing rigidity resolution close to the MDR. Particles are reconstructed towards
higher rigidities than they actually have, causing the mean signal height parameter to
be flat.
TOT stof measurement: Pp, αstof (Rˆ)
The same influence of the rigidity resolution can be seen for Ppstof(Rˆ) and P
α
stof(Rˆ) in
Fig. 6.31 where a cut on the tracker signal was used to enrich the data samples. The
rigidity resolution only has a negligible effect on the particle identification though
because the curves are very well separated compared to the standard deviation of the
fitted PDFs.
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Figure 6.30.: Signal height parameters of Ppstrk(Rˆ) and P
α
strk(Rˆ) as a function of
the reconstructed rigidity. The interpolated values are given by
the line connecting the points.
Figure 6.31.: TOT parameters of Ppstof(Rˆ) and P
α
stof(Rˆ) as a function of the re-
constructed rigidity.
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The cosmic-ray particle flux J(R) is the differential particle intensity dN˙dR usually mea-
sured in units of cm−2 sr−1 s−1 GeV−1. A binned version of it can be determined with
the help of
J(R) =
N(R)
Γ× T × ∆R× e(R)
where N(R) denotes the number of particles reconstructed in the respective rigidity
bin, Γ the gathering power of the detector, T the effective measurement time (without
dead times), ∆R the rigidity bin width, and e(R) the detection efficiency. Other ex-
periments introduce a rigidity dependent Γ(R) to account for particles escaping the
detector on their way through the magnetic field. Here this effect is already part of
the efficiencies. To avoid a double compensation Γ is determined by using purely
geometrical straight lines. The efficiency depends on various factors which can be
factorized in some cases.
In the following chapter all factors needed to calculate the proton and helium nuclei
flux will be determined step by step. The results are compared to other measurements
of the fluxes. Finally, the solar modulation parameter φ and the spectral index α are
determined from the fluxes taking the resolution of the detector into account.
7.1. Gathering Power
As derived in Ref. [69], a quite general connection between the flux Jξ of a particle
species ξ and the detector counting rate N˙ξ in the rigidity interval [R1, R2] is given by
N˙ξ(~x, t0) =
1
T
∫ t0+T
t0
dt
∫
S
d~σ ·~ˆr
∫
Ω
dω
∫ R2
R1
dE eξ(R,~σ,ω, t) Jξ(R,~x,ω, t),
where
• eξ is the detection efficiency for this species,
• t, t0, and T are the time, start time, and total observation time,
• d~σ is the surface area element of the last telescope layer,
• S is the total area of the last telescope layer,
• dω is the solid angle element,
• Ω is the domain of ω which is limited by the other layers,
• ~x is the position of the telescope, and
• ~ˆr d~σ is the effective element of area looking into ω.
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This formulation expects
• d~σ, ω, and ~x to be time independent,
• the particle type not to transform into another species,
• the trajectory to be a straight line,
• Jξ not to depend on~σ, and
• eξ not to depend on ~x.
The formula simplifies to
Jξ(R,~x,ω, t) = J
ξ
0 (R)F(ω)
when an ideal detector with eξ(R,~σ,ω, t) = 1 and a flux that factorizes and does not
depend on ~x or t is considered. The counting rate is then given by
N˙ξ =
(∫
Ω
dω
∫
S
d~σ ·~ˆr F(ω)
)(∫ R2
R1
dR Jξ0 (R)
)
.
The first bracket is called gathering power Γ of the telescope. In the case of an isotropic
flux F(ω) is the identity. Thus, Γ only depends on the geometry of the detector. This
is the case for float data as shown in Fig. 7.1. The azimuth angle φ and zenith angle θ
are compared with a simulation for an isotropic flux.
Figure 7.1.: Measured azimuth (left) and zenith (right) angle distribution for
float data together with the expectation for an isotropic flux.
The gathering power for PERDaix is calculated with the help of a MC simulation
proposed in Ref. [69]. A straight line track originating from a point on an imaginary
square layer with surface Aaperture that fully contains the uppermost detector layer, i.e.
the upper TOF, is chosen randomly. The direction of a straight line track is chosen
86
7.1. Gathering Power
uniformly in φ and uniformly in cos2 θ. In the case of cosmic muon data the flux is
approximately proportional to cos2 θ [61]. Therefore, the direction has to be chosen
uniform in cos4 θ.
This track is used to check whether all coincidence layers are hit. The following layers
are required to be hit from top to bottom
• the uppermost plane of the upper TOF,
• two double tracker layers above the magnet,
• the upper and lower circle of the magnet bore,
• two double tracker layers below the magnet, and
• the lowermost plane of the lower TOF.
The reason to include the tracker layers is that the analysis only uses particles which
have crossed all tracker layers as a quality cut. The gaps between the TOF bars and
the tracker layers are considered in the simulation. The difference when including the
tracker layers is small because the tracker almost fully covers the opening aperture
defined by the magnet and the TOF.
The ratio of the number of generated tracks Ngenerated to the number of tracks passing
all coincidence layers Naccepted is equal to the ratio of the gathering power of the
imaginary layer Γaperture and the PERDaix detector
ΓPERDaix =
Naccepted
Ngenerated
Γaperture.
When considering only downward going particles, Γaperture = piAaperture can be calcu-
lated analytically for an isotropic flux [69]. For a flux proportional to cos2 θ, i.e. cosmic
muons, Γaperture = 12piAaperture [21]. In order to estimate ΓPERDaix, ten million tracks
are generated.
The flux in the rigidity bin from around R can now be calculated with the help of
N˙ξ(R) = ΓJ
ξ
0 (R).
This is an idealized formulation for a detector with 100 % efficiency. The influence of
detector efficiencies in a real detector can be corrected for by multiplying eξ(R) on the
right hand side of the equation if it is independent of the track geometry.
The uncertainty on the gathering power can be determined by adding random uni-
form shifts to the design coordinates of the detector modules. The widths of the
uniform distributions are given by the mounting and machine tolerances. They de-
pend on the detector module type and the coordinates in the detector. In addition, the
dimension of the modules is scaled up to a 50 µm deviation from the nominal dimen-
sions. The effort that was made to achieve a high mounting precision, is dictated by
the spatial resolution of the respective detector module type. The TOF has the worst
tolerances because the bars are only held inside cramps. The TRD and tracker use
precise inserts in the detector walls. All tolerances are listed in Tab. 7.1.
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Table 7.1.: Tolerances on the placement in x, y, and z direction, on lengths l
and radii r.
x/µm y/µm z/µm l/µm r/µm
tracker modules 50 100 50 50 -
TRD modules 100 500 100 50 -
TOF modules 500 1000 500 50 -
magnet 100 250 250 - 100
200 geometries are generated according to these tolerances. The algorithm described
above is applied to each of these geometries fifty times. This allows to determine the
statistical error on the determined gathering power for every geometry. The mean
value and its error are plotted in Fig. 7.2 for all geometries. The mean statistical error
on each point is 0.009 cm2 sr which is much smaller than the variation due to the
different geometries 0.068 cm2 sr and can be neglected.
Figure 7.2.: Determined acceptance of the PERDaix detector. The nominal
geometry is smeared according to the mounting tolerances 200
times. The systematic uncertainty corresponds to the standard
deviation of these 200 geometries. The determined mean value
corresponds to the highlighted geometry in Tab. 7.2
Tab. 7.2 shows the determined gathering power with its systematic uncertainty for
four geometries and two incident angle distributions:
• TOF only,
• all tracker layers with gaps between the modules,
88
7.2. Effective Measurement Time
• all tracker layers without gaps between the modules, and
• without tracker layers.
All geometries include the TOF with gaps between the bars and the last three include
the magnet bore. The analysis uses a cut demanding all tracker layers to have a cluster.
The inefficiency introduced by this cut has to be corrected for. This is directly con-
nected to the gaps between the modules. In order not to account for this inefficiency
twice, the value for the geometry without tracker module gaps Γ = 30.75± 0.07 cm2 sr
is used.
Table 7.2.: Gathering power of PERDaix in cm2 sr for different geometries,
isotropic, and muon flux.
TOF only
with tracker without tracker TOF, magnet,
module gaps module gaps and TRD
isotropic 83.78± 0.11 27.46± 0.07 30.75± 0.07 32.94± 0.07
∝ cos2 θ 80.35± 0.10 26.15± 0.06 29.28± 0.06 31.39± 0.07
7.2. Eﬀective Measurement Time
The data taking is stopped every ten minutes to determine the pedestal position of
the tracker and TRD channels with random triggers. In addition, a possible mismatch
of the event counters of the USB readout boards and the TDC lead to a resynchroniza-
tion of the readout systems. The resulting dead times must be accounted for when
determining the effective measurement time T for flux calculation.
After the events are read out they are time stamped on the readout computer. The
precision of these time stamps are affected by the thread switching of the operating
system. I.e. the time stamp is not added in real time but convolved with the time the
operating system needs to switch between threads. Fig. 7.3 shows the time difference
between subsequent events.
A clear periodic structure due to the threading can be seen. The position of the peaks
is marked with black lines. The mean values of the times between these peaks are
used to overcome this effect. They are marked with red dots. As expected, they show
an exponential behavior. A fit to the data results in a time constant of τ = 23.8± 0.6 ms
or a trigger frequency f = τ−1 = 42.0± 1.1 Hz. Some outliers occur that cannot be
explained by the tail of the exponential. These stem from the mentioned detector dead
times due to calibration runs.
Fig. 7.4 shows the integral of Fig. 7.3, i.e. all time differences up a maximally tolerated
∆t are summed. The plot shows a rise up to a plateau which can be explained by the
usual time difference between events. After this plateau the integrated time shows
large steps due to the mentioned dead times.
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Figure 7.3.: Difference between the event time stamps for float data. The black
lines mark the peaks of the oscillation. The red line is a fit of
an exponential distribution to the mean values between the lines
shown as red points.
Figure 7.4.: Integrated time difference as a function of the maximally toler-
ated time difference. The steps after the plateau stem from detec-
tor dead times due to calibration periods between runs.
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With a cut value of 1 s on the plateau the effective measurement time is determined to
be T = 4729 s. The tolerance of this value can be determined by varying the cut value.
A maximum deviation of 20 s or 4h is observed. This is by far smaller than the other
contributions to the systematic uncertainty for the flux calculation.
7.3. Eﬃciencies
Efficiencies are a major figure of merit that directly influence the determination of the
flux. Inefficiencies can occur due to the detector itself or the data analysis algorithm
which requires to discard badly reconstructed events. Inefficiencies of the detector
tend to result in badly reconstructed events, i.e. they are not independent. All effi-
ciencies are determined from data. This approach unfortunately only allows one to
determine the efficiencies as a function of rigidity at the point in the analysis chain
at which the rigidity is already reconstructed, i.e. at which acceptably good particle
tracks are known. Efficiencies for quality cuts before that point—namely cuts on the
track reconstruction—are determined by counting the fraction of events that pass the
cuts. The corresponding efficiencies are assumed to be constant with rigidity.
The overall efficiency is composed of a logically ordered sequence of efficiencies start-
ing with the efficiency of the trigger. After a particle is triggered basic quality cuts
on the particle track are applied which allows the determination of the particle rigid-
ity. The following cuts to further improve the quality of the reconstructed events can
be studied as a function of rigidity. Due to the limited statistics of the data set, the
same data are used to determine both the cut efficiencies and the particle flux. In
order to minimize the correlation the events for the efficiency determination are cho-
sen with more aggressive cuts on the reconstruction quality and the efficiencies are
parametrized as a function of rigidity. Statistical fluctuations in the efficiency values
are therefore small.
The analysis software flags every event with properties like the quality of the recon-
structed β or the χ2 of the track fit. There are flags for the track quality, the β and
Rˆ reconstruction. When an event is excluded from further analysis because of a bad
quality event flag, it has to be compensated in the flux calculation. Geometrical cuts
that require the particle to traverse the magnet bore are taken into account by using
the respective acceptance value and must not be double-compensated. Because only
downward flying particles are analyzed albedo particles are simply rejected without
compensation. The cuts demanded for an event to be used in the flux spectra are
summarized in Tab. 7.3. The according efficiencies are determined in the following
sections.
7.3.1. Trigger Eﬃciency
The trigger logic requires a four out of four coincidence of the TOF layers for normal
data taking—as used during the flight. The system can be reprogrammed to remove
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Table 7.3.: Demanded event cuts for the flux spectra.
flag name description
TRD track the TRD has detected at least 4 clusters in different layers, to reject noise trig-
gers and particle tracks outside the TRD acceptance
track good the track finding has provided enough hits to invert the fit matrix (Sec. 5.1)
χ2 good χ2/ndf < 5, ensures a usable track fit (Sec. 5.1)
all tracker layers the track finding provided exactly one cluster per tracker layer
β good |∆t| < 10 ns (corresponds to R = 0.5 GV for helium nuclei) and at least six
signals in both the upper and lower TOF (Sec. 5.2)
χ2 reconstruction
good
χ2(Kˆ) < 10, ensures a compatible rigidity measurement of the TOF and the
spectrometer (Sec. 5.3)
inside magnet ensures a rigidity measurement with the spectrometer, the efficiency is not in-
cluded in the flux calculation because it is already included in the acceptance.
not albedo ensures downward going particles
a specific layer from the logic. This allows the study of the trigger efficiency of each
layer. The three remaining layers provide an independent reference trigger which is
used to find out whether or not the fourth layer has fired. Four additional datasets,
each with roughly 1.5 million events, were recorded with these changed trigger con-
ditions with cosmic muons. Because all other configurations of the detector are the
same as for the flight and the energy deposition of protons is compatible with that
of muons, the efficiencies for protons are compatible and can be used for the flux
calculation.
In order to determine the efficiency of a bar as a function of the position, only events
with cleanly reconstructed tracks are used, i.e. only tracks with exactly one hit in
all tracker layers and a χ2/ndf < 5. Otherwise, due to the limited resolution, the
track might expect a TOF cluster in a wrong bar which leads to a artificially degraded
efficiency at the edges of a bar. For the same reason, only tracks hitting the respective
bar further than 4 mm away from the edges are used. The efficiency of one of the bars
is shown in Fig. 7.5. The mean value of the entries is 99.7 %.
The mean values of all bars are plotted in Fig. 7.6. The efficiencies of the two innermost
layers are very close to one. The two outermost layers are a bit worse. This is again
most probably caused by badly reconstructed tracks. Compared to the inner layers,
the particles have to cross a larger material budget and the extrapolated track is further
away from the tracker. The trigger efficiency can be approximated by multiplying the
mean efficiencies of the layers which leads to 99.33 %. In principle the trigger efficiency
has to be averaged according to the angular distribution of the incident particles.
Because the efficiency is close to one the influence on the flux is negligible and does
not need to be studied in more detail. Because there is no data of helium nuclei with
the same trigger conditions available, the same value is used although the efficiency
should even be higher. Again, the difference is small because the determined value is
already close to one.
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Figure 7.5.: Example of the trigger efficiency of a bar as a function of the
position. The mean efficiency is 99.7 %.
Figure 7.6.: Mean trigger efficiency of every TOF bar.
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7.3.2. Track Reconstruction Eﬃciency
The track reconstruction efficiency comprises the efficiency of finding enough clusters
to fit a particle track (track good) and of demanding a certain fit quality (χ2 good).
In cases where these requirements are not met the rigidity of the incident particle,
and hence a rigidity dependent efficiency cannot be determined from data. Therefore,
the efficiency is assumed to be constant with rigidity. Due to multiple scattering, this
assumption is obviously not correct and would need further studies beyond the scope
of this thesis.
Because the acceptance of the TOF contains a volume larger than needed to fully
cover the other subdetectors, a small fraction of the events only show signals in the
TOF layers. As a state of the art gaseous detector the efficiency and signal to noise
ratio of the TRD are very high. Because of that, a particle traversing the TRD volume
will certainly create TRD clusters. If the TRD has recorded at least four clusters in
different layers (TRD track) we can be sure that a particle has traversed the TRD. This
is used to filter noise triggers and such TOF-only events.
Fig. 7.7 shows the fraction of events passing a certain event cut. The fraction of events
compared to the previous cut is also stated. After all cuts have been applied about
10 % of the triggered events are used for the flux calculation. This number is only
seemingly small. Most of the efficiency is lost purely because of the geometry. The
gathering power of the TOF is 2.7 times larger than the gathering power including the
tracker and magnet bore, i.e. about 63 % of the triggered events are already discarded
because of this (certainly required) geometrical cut (Sec. 7.1).
170 525 events were triggered during the float phase, N = 164 809 had a TRD track,
and n = 93 083 passed both the track good and the χ2 good requirement. This leads
to a binomial efficiency e = n/N ±√e(1− e)/N = 0.5648 ± 0.0012. The flux is
corrected using this value for all particle species and rigidities.
7.3.3. Cut Eﬃciencies
The quality of the rigidity reconstruction is reasonably good for events fulfilling the
χ2 good requirement of the track fit. This allows higher level quality cuts to be de-
termined as a function of the particle rigidity. The analysis uses events for which
the track finding has provided exactly one cluster in all eight tracker layers. The
track finding only provides clusters inside a certain corridor about the particle track
(Sec. 5.1)—clearly geometrically distinguishable noise clusters do not cause the event
to be rejected.
The particle species is determined with hard cuts on both the tracker and the TOF
signal. Only when both detectors have seen a proton- or helium-like signal the event
is used to determine the efficiency. Fig. 7.8 shows the signal cut regions. Signals below
the blue curves are proton-like and signals above the magenta curves are helium-like.
The good separation between the regions assures a clean event sample.
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Figure 7.7.: Efficiencies for the event cuts used in the analysis. The numbers
denote the percentage of the events compared to the previous cut
and the overall value. About 10 % of the triggered events are used
for the measurement of the flux.
Figure 7.8.: Signal heights of the float data of the tracker (left) and the TOF
(right). Events with both signals below the blue curve are used
to determine the proton cut efficiencies. Events with both signals
above the magenta curves are used for the helium cut efficiencies.
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The resulting data samples for protons and helium are further investigated using the
TEfficiency class of the ROOT programming library [63] separately for protons and
helium. The class determines the remaining quality cuts (all tracker layers, beta good,
and χ2 reconstruction good) with their uncertainties as Clopper-Pearson intervals.
Because the quality cuts are correlated, they cannot be separated into a product of
efficiencies with the same preassumptions (not albedo, inside magnet, TRD track,
track good, and χ2 good). Therefore, only the combined efficiency with all remaining
cuts is determined. Fig. 7.9 shows the result as a function of the reconstructed rigidity
and particle species. Above approximately 0.8 GV for protons (blue) and 5.0 GV for
helium nuclei (magenta) the behavior is flat within the confidence interval.
Figure 7.9.: Efficiency for rigidity dependent quality cuts. The blue markers
correspond to the values for protons and the magenta markers
correspond to the values for helium nuclei. The data points are
parametrized to reduce the correlation of the efficiency and the
flux dataset.
Because the sample used to determine the efficiency is a subset of the data used for
the flux calculation the efficiency and the number of of reconstructed events in the
respective bin are correlated. The dataset cannot be split into independent samples
because of the insufficient statistics. Therefore, the correlation is minimized by fitting
a parametrization to the efficiency values. e = e0 · (1− exp(−(R− R0)/τ)) is used to
describe the data. The determined parameters are given in Tab. 7.4.
The center of gravity of this curve within the bin limits is used to scale the number
of reconstructed events in this rigidity bin to determine the flux. The error band em-
bracing the fitted curve is used as statistical error in the flux calculation and respects
the correlation of the parameters.
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Table 7.4.: Efficiency parameter values.
e0 R0/GV τ/GV
p 0.480± 0.003 0.290± 0.056 0.095± 0.030
α 0.533± 0.054 −0.599± 1.572 2.560± 1.773
7.4. Proton and Helium Flux
At this point all the ingredients for the flux calculation are known. Fig. 7.10 shows
the total number of events reconstructed in each rigidity bin. In order to determine
the flux these raw data have to be transformed according to
J(R) =
N(R)
Γ× T × ∆R× e(R)
with the values for the gathering power Γ, the total measurement time T, and the
overall efficiency e(R) from the previous sections. e(R) is the product of the constant
trigger efficiency, the constant track reconstruction efficiency, and the the event cut
efficiency. The number of entries ni in the ith bin follows the Poisson distribution, i.e.
the statistical error is given by σni =
√
ni.
Figure 7.10.: Number of events reconstructed in each rigidity bin for protons
(blue) and helium nuclei (magenta).
The application of this formula leads to Fig. 7.11. It shows the determined proton and
helium nuclei fluxes of the PERDaix experiment together with the measured data of
the PAMELA [70, 71], AMS-01 [72], and BESS [73, 74] experiments. The data are listed
in Tab. 7.5.
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Figure 7.11.: Determined proton (blue) and helium nuclei fluxes (magenta) of
the PERDaix experiment. In addition, the data points of previ-
ous experiments are show for comparison.
Table 7.5.: Determined particle fluxes with their statistical uncertainties for
protons (left) and helium nuclei (right).
rigidity bin
entries
proton flux in
in GV GV−1m−2s−1sr−1
0.55 . . . 0.66
0.66 . . . 0.78
0.78 . . . 0.92
0.92 . . . 1.09
1.09 . . . 1.30
1.30 . . . 1.54
1.54 . . . 1.83
1.83 . . . 2.17
2.17 . . . 2.57
2.57 . . . 3.05
3.05 . . . 3.62
3.62 . . . 4.30
4.30 . . . 5.10
5.10 . . . 6.05
6.05 . . . 7.17
7.17 . . . 8.51
8.51 . . . 10.10
10.10 . . . 11.98
642
955
1241
1449
1424
1468
1426
1298
1161
1049
869
699
627
502
385
313
255
202
1642.28± 73.96
2011.72± 68.40
2188.74± 63.95
2150.84± 58.48
1781.20± 48.89
1547.71± 41.89
1267.23± 34.77
972.26± 27.87
733.02± 22.15
558.25± 17.70
389.81± 13.52
264.29± 10.17
199.82± 8.11
134.85± 6.10
87.17± 4.49
59.74± 3.40
41.02± 2.59
27.39± 1.94
rigidity bin
entries
helium flux in
in GV GV−1m−2s−1sr−1
1.97 . . . 2.74
2.74 . . . 3.82
3.82 . . . 5.32
5.32 . . . 7.41
7.41 . . . 10.31
10.31 . . . 14.36
75
84
53
45
40
18
32.27± 4.37
23.13± 3.04
9.48± 1.48
5.34± 0.87
3.24± 0.57
1.19± 0.29
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The errors on the efficiency and the error on the number of entries are treated as
independent statistical uncertainties. The uncertainties of the trigger, the gathering
power and the measurement time are the only systematic uncertainties considered
here. Other systematic errors like
• the rest impurity of protons of the efficiency dataset in the helium data,
• the remaining correlation of the efficiency and flux data,
• the rigidity dependence of the tracking efficiency (track good and χ2 good), and
• the difference of these efficiencies between the protons and helium nuclei
are not considered within the scope of this thesis.
The data points show a discrepancy towards higher rigidity values compared to the
previous experiments. This is partially caused by the resolution of the spectrometer.
The effect of the rigidity resolution is studied in the following section.
7.5. Determination of model parameters
The rigidity resolution of PERDaix causes the measured fluxes to be smeared. The
rigidity resolution of the spectrometer is symmetric in the curvature K = R−1 and
hence asymmetric in the rigidity with tails towards higher rigidity values. Because
of this and the steeply falling flux spectrum, the smearing is also asymmetric and
causes the measured spectrum to be flatter than the true spectrum. This effect can be
corrected for if the resolution matrix is known as a function of rigidity.
One approach is to do a deconvolution of the measured data points. This requires
to setup a migration matrix and a regularization of the migration. The regularization
can be numerically instable and regularization assumptions have to be made. Another
approach is chosen which directly provides the flux parameters α and φ described in
Chap. 2, with the drawback that it is only valid for this flux model.
Protons following the theoretical fluxes from Chap. 2 are generated for all pairs of α
between 1.8 and 3.4, and φ between 0.2 GV and 1.2 GV with step sizes of 0.01 for α and
0.01 GV for φ, respectively. For each of those pairs ten million protons are generated.
This later allows the statistical uncertainty of these template fluxes to be neglected
because the analysis of the PERDaix data only uses approximately 17 500 events after
all cuts.
The measurement of the spectrometer and the TOF is simulated by smearing the
generated particle curvature K with the curvature resolution of the spectrometer from
Sec. 6.4 and β−1 with the resolution of the TOF from Sec. 6.6. Both measurements
are approximately Gaussian in these variables. The smeared values are fed into the
same rigidity reconstruction algorithm as used by the PERDaix analysis (Sec. 5.3).
Fig. 7.12 shows an example of this procedure for α = 2.70 and φ = 0.50 GV with
17 500 generated particles.
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Figure 7.12.: Example of a generated and a smeared cosmic ray flux probabil-
ity density as a function of kinetic energy per nucleon (left) and
rigidity (right) for α = 2.70 and φ = 0.50 GV.
The continuous lines show the generated interstellar proton flux in gray and the solar-
modulated flux in blue. The fluxes are generated following the power law J(Tn) ∝ T−αn
law in the kinetic energy per nucleon Tn. The functions are overlaid with a step
function that follows the PERDaix binning. The height of the steps corresponds to the
integral of the mother function within the bin. The blue and red data points are the
obtained generated and reconstructed values after the smearing with their statistical
uncertainties, respectively.
The smeared spectrum from Fig. 7.12 is compared to all high statistics smeared tem-
plates in order to verify the correctness of the method. Fig. 7.13 shows the χ2 value for
all templates. The χ2 has a minimum at α = 2.710± 0.038 and φ = 0.510± 0.013 GV
with a value of χ2min = 17.1 for the 18 points of the determined proton flux or 16 de-
grees of freedom. Standard error ellipses are drawn as contours at the levels χ2min + 1,
χ2min + 4, and χ
2
min + 9. The projection of the end points of the innermost ellipse mark
on the x and y axis mark the statistical uncertainties of the obtained flux parameters.
The same procedure is repeated 10 000 times each with 17 500 protons. Fig. 7.14 shows
the reconstructed flux parameters. The input parameters are perfectly reconstructed
with the standard deviations σα = 0.072 and σφ = 0.028 and a correlation coefficient
ρ = 96.76 %. This corresponds to the precision a single toy MC experiment or PERDaix
can reach with the same amount of statistics.
This shows that the method provides an unbiased estimator for the flux parameters
and it can be applied to the PERDaix data. Figs. 7.15 and 7.16 show the resulting
χ2 distributions for protons and helium nuclei. The shape of the χ2 ellipses match
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Figure 7.13.: Outcome of one of 10 000 toy MC experiments: the deviation
of the “measured” flux bins from the expectation is expressed
in terms of a χ2 value. The value is plotted against the flux
parameters α and φ. The minimum of the distribution, i.e. the
reconstructed flux parameters, is marked with an orange dot.
Figure 7.14.: Reconstructed flux parameters for 10 000 toy MC experiments
generated with α = 2.700 and φ = 0.500 GV. The input pa-
rameters are correctly reconstructed with α¯ = 2.710 and φ¯ =
0.053 GV.
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the one from the toy MC for protons. The minimum for the proton flux parameters is
found at α = 2.42± 0.08 and φ = 0.50± 0.03 GV. The small statistics for helium results
in wide χ2 distributions with α = 2.10+0.86−0.47 and φ = 0.31
+0.65
−0.31. The small number of
data points together with the small statistics hardly allows the determination of the
parameters.
Figure 7.15.: Forward convolution applied to the measured proton spectrum
from Fig. 7.11. The obtained parameters with their statistical
uncertainties are α = 2.42± 0.08 and φ = 0.50± 0.03 GV.
Unfortunately, the track reconstruction efficiency cannot be determined from data as
a function of rigidity and is therefore assumed to be constant. In order to study
possible uncertainties of this assumption, a slope of 1 % per GV about the point
(1.5 GV, 56.48 %) is added to the originally constant efficiency value. Hereby, 1.5 GV
is the center of gravity of the measured spectrum and 56.48 % is the original efficiency
value. Fig. 7.17 shows the resulting χ2 distributions after this modification. It leads
to α = 2.57 ± 0.08 and φ = 0.54 ± 0.03 GV. The modification can be qualitatively
explained by multiple scattering (MS) which has a larger impact for low rigidity par-
ticles and causes the efficiency to drop. The quantitative study, which could be done
with a full MC of the detector and beam test data, needs further investigation of the
efficiencies beyond the scope of this thesis. Still, the observed deviation points to a
systematic uncertainty of σsysa = 0.1 and σ
sys
φ = 0.04 GV.
The measured spectral index is lower compared to previous measurements which
determined a typical value of 2.70 with data extending to high rigidities. The AMS
collaboration has recently studied the rigidity dependence of the spectral index [75].
They report a value of 2.52 for rigidities around 10 GV for data recorded between May
2011 and November 2013. This deviation is assumed to be related to the solar activity.
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Figure 7.16.: Forward convolution applied to the measured helium spectrum
from Fig. 7.11. The obtained parameters with their statistical
uncertainties are α = 2.32± 0.03 and φ = 0.48± 0.01 GV.
Figure 7.17.: Forward convolution applied to the measured proton spectrum
from Fig. 7.11. A slope has been added to the χ2-good cut.
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Fig. 7.18 shows the previously presented solar modulation data (Chap. 2) together
with the newly determined data point for November 2010.
Figure 7.18.: Solar modulation parameters from several experiments together
with the newly obtained data point from PERDaix.
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The PERDaix experiment was a very successful test detector for the Positron Electron
Balloon Spectrometer (PEBS) balloon experiment. The behavior in a harsh temper-
ature and near-vacuum environment could be studied: The glue bonds of the fiber
ribbons, the temperature drift of the SiPMs with their compensation circuit, the qual-
ity of the thermal model, the gas leakage of the TRD, and possible corona discharges
of the high voltage system were some of the interests. Also the gained experience in
ballooning cannot be underestimated for future missions.
For the first time SiPMs were used in a balloon experiment—in both the TOF and the
tracker. The timing resolution of the TOF was determined to be 438 ps with a very
uniform response along and among the bars. The spatial resolution of the tracker
was determined to be 50 µm. The high uniformity of this value from module to
module shows that the production has reached a reliable level during the last years of
development.
Although the PERDaix mission was mainly considered as an engineering flight, the
proton and helium flux could be determined between 0.5 and 10 GV rigidity. A solar
modulation parameter of (0.50± 0.03stat. ± 0.04sys.)GV was measured for protons in
November 2010. The determined spectral index is 2.42± 0.08stat. ± 0.10sys..
Although the financing of PEBS seems unclear, especially the tracker technology is
highly interesting for other projects. The technology allows to build large tracking
detector planes with up to 3 m long modules and a spatial resolution of 50 µm, while
the length of silicon strip detector modules is limited to about 0.5 m. To read out the
same surface, this requires six times as many electrical readout channels and therefore
six times the power consumption, heat dissipation, and cooling. Scintillating fiber
modules are less fragile and the costs per sensitive surface are lower. Silicon strip
detectors with the same readout pitch can have a better resolution. Fiber modules fills
in the gap between high resolution small area detectors and lower resolution large
area detectors.
Therefore, the LHCb collaboration has decided to replace their current inner and
outer tracker with a fiber tracker during the Long Shutdown 2 (LS2) planned for
2018/19 [18]. The design foresees 12 approximately 5 m× 5 m wide layers, which
amounts to a total sensitive area of 300 m2—with 50 µm resolution! The scope of
application can also leave the field of particle physics. Large detector areas allow for a
non-destructive way to determine the amount of steel in concrete of bridges, tunnels,
and buildings for safety reasons. A proposed and tested procedure takes advantage
of the multiple scattering processes of cosmic muons as they traverse the material.
The distribution of the scattering angle depends on the used material which allows
one to determine the composition [19, 20].
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The solution of the minimization problem from Sec. 6.6 is obtained by setting all
derivatives
∂χ2
∂Vik
= 2 ·
(
Vik ·∑
jl
1
σ2Vijkl
+∑
jl
V jl
σ2Vijkl
−∑
jl
Vijkl
σ2Vijkl
)
,
∂χ2
∂V jl
= 2 ·
(
V jl ·∑
ik
1
σ2Vijkl
+∑
ik
Vik
σ2Vijkl
−∑
ik
Vijkl
σ2Vijkl
)
to zero which ends up in the linear equation system
Vik ·∑
jl
1
σ2Vijkl
+∑
jl
V jl
σ2Vijkl
= ∑
jl
Vijkl
σ2Vijkl
,
V jl ·∑
ik
1
σ2Vijkl
+∑
ik
Vik
σ2Vijkl
= ∑
ik
Vijkl
σ2Vijkl
.
This system can be translated into a matrix equation Ax = b where the parameter
vector x consists of Vik and V jl arranged one after the other.
A global deterioration of a whole TOF layer cannot be noticed with this method be-
cause the influence on the Vijkl is the same regardless whether the deterioration affects
all upper or lower TOF channels. This means that the coefficient matrix A does not
have full rank 8n but 8n− 1. In practice the rank can decrease further when no Vijkl
could be determined for a cell. In this case the respective parameter is fixed to zero.
The linear equation system is solved with the help of a real singular value decompo-
sition (SVD) A = UΣVtr. U and V are orthogonal matrices containing the so-called
right-singular and left-singular vectors, respectively. Σ = diag (σ1 . . . σr 0 . . . 0) is a di-
agonal matrix containing r = rank(A) positive singular values arranged in descending
order. The kernel of A is spanned by the left-singular vectors belonging to the vanish-
ing diagonal entries of Σ [76]. Given a special solution xs of Ax = b the SVD allows to
determine the whole solution space by adding any linear combination of these vectors
to xs.
The SVD is done with the help of the TDecompSVD class provided by the ROOT
data analysis programing library [63]. The class calculates a special solution xs, the
matrices U, Σ, V, and the pseudo inverse A+ which is needed to determine the error
on the parameters. They are obtained via error propagation on xi = ∑j A
+
ij bj:
σ2xi =∑
k
(
σbk
∂
∂bk
∑
j
A+ij bj
)2
=∑
k
(
A+ikσbk
)2 .
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Now that we have a solution with error the remaining free parameter is selected such
that the weighted mean of all the Vik matches the weighted mean of the Vjl , i.e. the
bars of the upper and the lower TOF are expected on average to have the same quality.
The implemented reconstruction algorithm is tested with a toy MC which provides the
same data interface as for experimental data. Fig. A.1 shows the perfect agreement
between a randomly chosen shape of the resolution and that reconstructed by the
algorithm. The free parameter was fixed to the according value taken from the MC.
Figure A.1.: Reconstructed values for the TOF resolution obtained from a toy
MC compared with the chosen input values. For this test the
shape of the toy MC resolutions are chosen randomly.
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B. Acronyms
ADC analog-to-digital converter
AMS-02 Alpha Magnetic Spectrometer
APD avalanche photodiode
ASIC application-specific integrated circuit
BEXUS Balloon Experiments for University Students
CERN European Organization for Nuclear Research
DAC digital-to-analog converter
DAQ data acquisition
DLL delay-locked loop
DLR German Aerospace Center
EBASS Esrange balloon service system
EMI electromagnetic interference
ESA European Space Agency
FPGA field-programmable gate array
HPE electrical hybrid
HPO optical hybrid
HPTDC High-Performance Time-to-Digital Converter
ISS International Space Station
LED light-emitting diode
LS2 Long Shutdown 2
LVDS low-voltage differential signaling
MC Monte Carlo simulation
MDR maximum detectable rigidity
MIP minimum ionizing particle
MORABA Mobile Rocket Base
MPV most probable value
MS multiple scattering
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B. Acronyms
PCB printed circuit board
PEBS Positron Electron Balloon Spectrometer
PERDaix Proton Electron Radiation Detector Aix-la-Chapelle
PDE photon detection efficiency
PDF probability density function
PLL phase locked loop
PMT photomultiplier tube
PS Proton Synchrotron
RAID Redundant Array of Independent Disks
REXUS/BEXUS Rocket and Balloon Experiments for University Students
SiPM silicon photomultiplier
SVD singular value decomposition
SNSB Swedish National Space Board
SSC Swedish Space Corporation
SSD solid state disk
TDC time-to-digital converter
TOF time-of-flight detector
TOT time-over-threshold
TR transition radiation
TRD transition radiation detector
USB Universal Serial Bus
UDP User Datagram Protocol
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