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A transgression form is proposed as lagrangian for a gauge field theory. The construction is first
carried out for an arbitrary Lie Algebra g and then specialized to some particular cases. We exhibit
the action, discuss its symmetries, write down the equations of motion and the boundary conditions
that follow from it, and finally compute conserved charges. We also present a method, based on
the iterative use of the Extended Cartan Homotopy Formula, which allows one to (i) systematically
split the lagrangian in order to appropriately reflect the subspaces structure of the gauge algebra,
and (ii) separate the lagrangian in bulk and boundary contributions. Chern–Simons Gravity and
Supergravity are then used as examples to illustrate the method. In the end we discuss some further
theoretical implications that arise naturally from the mathematical structure being considered.
I. INTRODUCTION
The motivations for the study of higher-dimensional
Gravity [39] have remained largely invariant since B. Zu-
mino’s paper Gravity Theories in more than four dimen-
sions [1]; we may add here that String Theory (ST)
has since grown into an all-encompassing framework
that guides and inspires research in high-energy physics.
Among its rich offspring, ST provides with a gravity la-
grangian which includes, at higher-order corrections in
α′, higher powers of the curvature tensor. The poten-
tial incompatibilities between the ghost particles usually
associated with these terms and the ghost-free ST were
first analyzed in [2], where it was pointed out that a
proper combination of curvature-squared terms leads to
‘ghost-free, non-trivial gravitational interactions for di-
mensions higher than four’. The key point, already con-
jectured by Zwiebach, and confirmed later by Zumino,
is that the allowed terms in d dimensions are the di-
mensional continuations of all the Euler densities of di-
mension lower than d. For even d, one has the seem-
ingly odd choice of also adding the Euler density cor-
responding to d, which, being a total derivative, does
not contribute to the equations of motion. However, this
term is crucial in order to attain a proper regulariza-
tion for the conserved charges (like mass and angular mo-
mentum) [19, 20]. Interestingly enough, the ghost-free,
higher-power-in-curvature lagrangians considered by Zu-
mino had been introduced much earlier, in a completely
classical context, by D. Lovelock [3] (it is also noteworthy
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the contribution of C. Lanczos, Ref. [4]).
Lanczos–Lovelock (LL) lagrangians have been exten-
sively studied (for some recent work, check, e.g., [5, 6,
7, 8, 9, 10, 11, 12, 13, 14]). There are typically [40]
1+[d/2] ghost-free LL lagrangians in d dimensions, which
can be linearly combined, with arbitrary coefficients αp,
p = 0, 1, . . . , [d/2], into a full-fledged gravity lagrangian.
The first term in the series, without any curvature con-
tributions (p = 0), corresponds to a cosmological term,
while the second one, linear in curvature (p = 1), is noth-
ing else than the usual Einstein–Hilbert (EH) lagrangian.
The next major step in our programme is the embed-
ding of the full LL lagrangian into the broader scheme of
Chern–Simons (CS) theory. As first shown by Chamsed-
dine [15, 16] and Ban˜ados, Teitelboim and Zanelli [17],
there is a special choice of the αp coefficients that brings
the LL lagrangian in odd dimensions only a total deriva-
tive away from a CS lagrangian. To be more explicit,
take A to be a so (d+ 1)-valued, one-form gauge connec-
tion [41] and pick the Levi-Civita symbol ε as an invariant
tensor. The CS lagrangian built with these two ingredi-
ents is then equal to a LL lagrangian (with the chosen
coefficients) plus a total derivative.
An alternative way of deriving these ‘canonical’ coef-
ficients rests on the physical requirement of well-defined
dynamics [18]. This argument can also be made in even
dimensions, where the resulting lagrangian has a Born–
Infeld-like form, leading to the associated theory being
dubbed ‘Born–Infeld (BI) Gravity’. Conserved charges
for even-dimensional BI gravity can be computed via a
direct application of Noether’s Theorem [19, 20]. The
formula so obtained correctly reproduces mass and an-
gular momentum for a host of exact solutions, without
requiring regularization or the subtraction of an ad-hoc
background. This success is however harder to replicate
for their odd-dimensional counterpart, CS gravity. Na¨ıve
2application of Noether’s Theorem yields in this case a
formula for the charges that fails to give the physically
correct values for at least one solution. A beautiful reso-
lution of this uncomfortable situation has been recently
proposed by Mora, Olea, Troncoso and Zanelli in [21, 22].
They add a carefully selected boundary term to the CS
action which renders it both finite and capable of produc-
ing well-defined charges. Although this boundary term
is deduced from purely gravitational arguments, the last
paragraph in [21] already points to the ultimate reason
for the action’s remarkable properties: it can be regarded
as a transgression form.
Transgression forms are the matrix where CS forms
stem from [23, 24]. In this paper we shall be mainly
concerned with the formulation of what may be called
Transgression Gauge Field Theory (TGFT); i.e., a classi-
cal, gauge field theory whose lagrangian is a transgression
form.
The organization of the paper goes as follows. In sec-
tion II we briefly review CS Theory and comment on its
relation to the Chern–Weil theorem. Section III brings
in the transgression form as a lagrangian for a gauge field
theory. We discuss its symmetries, write down the equa-
tions of motion and the boundary conditions that follow
from it, and finally compute conserved charges. LL Grav-
ity is recovered as a first example in section IV. The Ex-
tended Cartan Homotopy Formula (ECHF) is presented
in section V, and in section VI it is shown to be an ex-
tremely useful tool in formulating gravity and supergrav-
ity. Finally, important theoretical issues are given some
thought in section VII.
II. CHERN–SIMONS THEORY: A REVIEW
Let g be a Lie algebra over some field. Essential objects
in everything that follows will be g-valued differential
forms on some space-time manifold M , which we shall
denote by italic boldface. When P is a p-form and Q
is a q-form, then its Lie bracket [·, ·] has the following
symmetry:
[P ,Q] = (−1)pq [Q,P ] . (1)
Given the Lie bracket and a one-form A it is always pos-
sible to define a ‘covariant derivative’ D as
DZ ≡ dZ + [A,Z] , (2)
where d denotes the usual exterior derivative. This co-
variant derivative has the (defining) property that, if Z
transforms as a tensor and A as a connection under g,
then DZ will also transform as a tensor.
Let 〈· · · 〉r denote a g-invariant symmetric polynomial
〈· · · 〉r : g× · · · × g︸ ︷︷ ︸
r
→ C (3)
of some fixed rank r. The invariance requirement for
〈· · · 〉r essentially boils down to [42]
〈D(Z1 · · ·Zr)〉r = d 〈Z1 · · ·Zr〉r , (4)
where {Zk, k = 1, . . . , r} is a set of g-valued differential
forms. The symmetry requirement for 〈· · · 〉r implies
that, for any p-form P and q-form Q, we have
〈· · ·PQ · · · 〉r = (−1)
pq 〈· · ·QP · · · 〉r . (5)
This remains valid even in the case of g being a super-
algebra, due to the Grassmann nature of the parameters
that multiply fermionic generators.
In what follows we shall usually drop the subscript r
in the invariant polynomial, as we will only use one fixed
rank (to be specified below).
A CS lagrangian in d = 2n+1 dimensions is defined to
be the following local function [43] of a one-form gauge
connection A:
L
(2n+1)
CS (A) = (n+ 1) k
∫ 1
0
dt
〈
A
(
tdA+ t2A2
)n〉
,
(6)
where 〈· · · 〉 denotes a g-invariant symmetric polynomial
of rank r = n+1 and k is a constant. One important fact
to note here is that CS forms are only locally defined. To
see this, we have to consider the following result [23, 24]:
Theorem 1 (Chern–Weil). Let A and A¯ be two one-
form gauge connections on a fiber bundle over a (2n+ 1)-
dimensional manifold M , and let F and F¯ be the corre-
sponding curvatures. Then, with the above notation,
〈
F n+1
〉
−
〈
F¯ n+1
〉
= dQ
(2n+1)
A←A¯
, (7)
where
Q
(2n+1)
A←A¯
≡ (n+ 1)
∫ 1
0
dt 〈θF nt 〉 (8)
is called a transgression form and we have defined
θ ≡ A− A¯, (9)
At ≡ A¯+ tθ, (10)
Ft ≡ dAt +A
2
t . (11)
A sketch of the proof is given in Appendix A in order to
get an intuitive, ‘physical’ sense of the theorem’s content.
The theorem is also deduced as a corollary of the ECHF
in section VA.
Setting A¯ = 0 in (8) gives the CS form as
Q(2n+1) (A) = Q
(2n+1)
A←0 ,
= (n+ 1)
∫ 1
0
dt
〈
A
(
tdA+ t2A2
)n〉
. (12)
The Chern–Weil theorem for this particular case shows
that dδQ(2n+1) (A) = 0; this implies that δQ(2n+1) (A)
may be locally written as dΩ for some Ω under gauge
transformations. But since a connection cannot be glob-
ally set to zero unless the bundle (topology) is trivial, CS
forms turn out to be only locally defined. Of course, this
is only a problem if one insists on using a CS form as a
3lagrangian, since then one has to integrate it over all of
M to get the action. Nevertheless, CS forms are used as
lagrangians mainly because (i) they lead to gauge theo-
ries with a fiber-bundle structure, whose only dynamical
field is a one-form gauge connection A and (ii) they do
change by only a total derivative under gauge transfor-
mations. When we choose g = so (2n+ 2) and write A
as
A = eaPa +
1
2
ωabJab, (13)
then the CS form provides with a background-free gravity
theory (since metricity is given by the vielbein, which is
just one component of A). An explicit realization of d =
11 Supergravity (SUGRA) in terms of a CS lagrangian
has even shed some new light on the old problem of why
our world seems to be four-dimensional [25, 26].
On the other hand, a transgression form is in princi-
ple globally well defined and also, as we will see, invariant
under gauge transformations. We now turn to the discus-
sion of transgression forms used as lagrangians for gauge
field theories — TGFT.
III. THE TRANSGRESSION FORM AS A
LAGRANGIAN
A. TGFT Field Equations
We consider a gauge theory on an orientable (2n+ 1)-
dimensional manifold M defined by the action
S
(2n+1)
T
[
A, A¯
]
= k
∫
M
Q
(2n+1)
A←A¯
= (n+ 1) k
∫
M
∫ 1
0
dt 〈θF nt 〉 , (14)
where k is a constant (see previous section for notation
and conventions). Eq. (14) describes (the dynamics of) a
theory with two independent fields, namely the two one-
form gauge connections A and A¯. These fields enter the
action in a rather symmetrical way; for instance, inter-
change of both connections produces a sign difference,
i.e.,
S
(2n+1)
T
[
A¯,A
]
= −S
(2n+1)
T
[
A, A¯
]
. (15)
A striking new feature of the action (14) is the presence
of two independent one-form gauge connections, A and
A¯. The physical interpretation of this will be made clear
in the next sections through several examples, which we
discuss in some detail.
Performing independent variations of A and A¯ in (14)
we get after some algebra (see Appendix B)
δS
(2n+1)
T = (n+ 1)k
∫
M
(
〈δAF n〉 −
〈
δA¯F¯ n
〉)
+
∫
∂M
Θ,
(16)
with
Θ = n (n+ 1)k
∫ 1
0
dt
〈
δAtθF
n−1
t
〉
. (17)
This result (but for the exact form of the boundary term
Θ) may be readily guessed just by looking at the Chern–
Weil theorem. An explicit computation gives us (17).
The TGFT field equations can be directly read off from
the variation (16). They are
〈F nGa〉 = 0, (18)〈
F¯ nGa
〉
= 0, (19)
where {Ga, a = 1, . . . , dim (g)} is a basis for g. Boundary
conditions are obtained by demanding the vanishing of Θ
on ∂M : ∫ 1
0
dt
〈
δAtθF
n−1
t
〉∣∣∣∣
∂M
= 0. (20)
Eqs. (18)–(20) tell us about two independent CS theories
living on a manifold M which are inextricably linked at
the boundary. Below we shall see some examples where
this story is told, albeit in a rather simple and surprising
way.
B. Symmetries
There are two major independent symmetries lurking
in our TGFT action, eq. (14). The first of them is a
built-in symmetry, guaranteed from the outset by our
use of differential forms throughout: it is diffeomorphism
invariance. Although straightforward, the symmetry is
far-reaching, as is proved by the fact that it leads to non-
trivial conserved charges.
The second symmetry is gauge symmetry. Under a
continuous, local gauge transformation generated by a
group element g = exp (λaGa), the connections change
as
A→ A′ = g
(
A− g−1dg
)
g−1, (21)
A¯→ A¯′ = g
(
A¯− g−1dg
)
g−1. (22)
Invariance of the TGFT lagrangian under (21)–(22) is
guaranteed by (i) the fact that both θ and Ft transform
as tensors and (ii) the invariant nature of the symmetric
polynomial 〈· · · 〉.
Crucially, and in stark contrast with the CS case, there
are no boundary terms left after the gauge transforma-
tion: the TGFT action (14) is fully invariant rather than
pseudo-invariant. A pseudo-invariant lagrangian is one
that changes by a closed form under gauge transforma-
tions. In this case the lagrangian ceases to be univo-
cally defined; quite naturally, the addition of an arbi-
trary exact form cannot be ruled out on the grounds of
symmetry alone. A direct consequence is an inherent
ambiguity in the boundary conditions that must follow
4from the action. Any conserved charges computed from a
pseudo-invariant lagrangian will also be changed by this
modification, rendering them also ambiguous. A TGFT
suffers from none of this problems; we cannot add an ar-
bitrary closed form to the Lagrangian, since that would
destroy the symmetry. This means that the charges and
boundary conditions derived from the TGFT action are
in principle physically meaningful.
C. Conserved Charges
In order to fix the notation and conventions, we briefly
review here Noether’s Theorem in the language of differ-
ential forms [19, 20]. Let L (ϕ) be a lagrangian d-form for
some set of fields ϕ. An infinitesimal functional variation
δϕ induces an infinitesimal variation δL,
δL = E (ϕ) δϕ+ dΘ (ϕ, δϕ) , (23)
where E (ϕ) = 0 are the equations of motion and Θ is a
boundary term which depends on ϕ and its variation δϕ.
When δϕ corresponds to a gauge transformation, the off-
shell variation of L equals (at most) a total derivative,
δL = dΩ. Noether’s Theorem then states that the cur-
rent [44]
⋆Jgauge = Ω−Θ(ϕ, δgaugeϕ) (24)
is on-shell conserved; i.e., d⋆Jgauge = 0. An analogous
statement is valid for a diffeomorphism generated by a
vector field ξ, δxµ = ξµ (x). In this case the conserved
current has the form [45]
⋆Jdiff = −Θ(ϕ, δdiffϕ)− IξL. (25)
In eqs. (24) and (25) it is understood that we replace in
Θ the variation of ϕ corresponding to the gauge trans-
formation or the diffeomorphism, respectively.
When formulæ (24)–(25) are applied to the TGFT la-
grangian [cf. eq. (14)]
L
(2n+1)
T = (n+ 1) k
∫ 1
0
dt 〈θF nt 〉 , (26)
the following conserved currents are obtained (see Ap-
pendix C for a derivation):
⋆Jgauge = n (n+ 1) kd
∫ 1
0
dt
〈
λθF n−1t
〉
, (27)
⋆Jdiff = n (n+ 1) kd
∫ 1
0
dt
〈
IξAtθF
n−1
t
〉
. (28)
Here λ is a local, g-valued 0-form parameter that defines
an infinitesimal gauge transformation via δA = −DAλ,
δA¯ = −DA¯λ and ξ is a vector field that generates an
infinitesimal diffeomorphism, which acts on A and A¯ as
δA = −£ξA, δA¯ = −£ξA¯. In writing (27) and (28) we
have dropped terms proportional to the equations of mo-
tion, so that the currents are only defined on-shell. This
allows writing them as total derivatives, a step which ren-
ders verification of the conservation law d⋆J = 0 trivial.
Assuming the space-time manifold M to have the
topology M = R × Σ, we can integrate (27) and (28)
over the ‘spatial section’ Σ to get the conserved charges
Qgauge = n (n+ 1)k
∫
∂Σ
∫ 1
0
dt
〈
λθF n−1t
〉
, (29)
Qdiff = n (n+ 1)k
∫
∂Σ
∫ 1
0
dt
〈
IξAtθF
n−1
t
〉
. (30)
Stokes’ Theorem allows us to restrict the integration to
the boundary of the spatial section Σ.
To summarize, we have given explicit formulæ to com-
pute conserved charges for the TGFT lagrangian as in-
tegrals over the boundary of an spatial section in space-
time. The general proof of finiteness for these charges
remains as an open problem; however, examples already
exist where this is explicitly confirmed [21].
The charges (29) and (30) are trivially invariant un-
der diffeomorphisms, since they’re built out of differential
forms. Invariance under gauge transformations is slightly
less straightforward; under δA = −Dλ, Qgauge remains
invariant and Qdiff transforms as
δλQdiff = −n (n+ 1) k
∫
∂Σ
∫ 1
0
dt
〈
£ξλθF
n−1
t
〉
. (31)
From (31) we see that a sufficient condition to ensure
invariance of Qdiff under gauge transformations is to de-
mand the transformation to satisfy £ξλ = 0 on ∂Σ. That
is, Qdiff is invariant under those restricted gauge trans-
formations that fulfill this condition.
As a final remark on the charge formulæ (29)–(30),
we would like to point out that both Qgauge and Qdiff
flip signs under the interchange A ⇆ A¯; we may then
interpret this operation as ‘charge conjugation’.
IV. AN EXAMPLE: LL GRAVITY AS A TGFT
As already mentioned in the Introduction, the la-
grangian for odd-dimensional LL gravity with the canon-
ical coefficients is only a total derivative away from a
CS form. To see this, consider for definiteness the AdS
Algebra in d = 2n+ 1 dimensions,
[Pa,Pb] =
1
ℓ2
Jab, (32)
[Jab,Pc] = ηcbPa − ηcaPb, (33)
[Jab,Jcd] = ηcbJad − ηcaJbd + ηdbJca − ηdaJcb, (34)
where ℓ is a length (the AdS radius). The so (2n, 2)-
valued one-form gauge connection has the form
A = eaPa +
1
2
ωabJab, (35)
where we identify ea with the vielbein and ωab with the
spin connection.
5There are several choices one can make for an invariant
polynomial; perhaps the simplest of them is the one for
which
〈
Ja1a2 · · ·Ja2n−1a2nPa2n+1
〉
=
2n
ℓ
εa1···a2n+1 , (36)
with all other combinations vanishing.
When we use the connection (35) and the invariant
polynomial (36) in the general formula for the CS form,
eq. (6), we get the LL lagrangian with the canonical co-
efficients plus a total derivative. What we would like to
point out here is that this LL lagrangian, without the
total derivative coming from the CS form, may also be
regarded as a Transgression form. As a matter of fact,
when we choose
A =
1
2
ωabJab + e
aPa, (37)
A¯ =
1
2
ωabJab, (38)
and the same invariant tensor (36), then the TGFT la-
grangian [cf. eq. (14)] reads [15, 16]
L
(2n+1)
ω+e←ω = (n+ 1)
k
ℓ
εa1···a2n+1×
×
∫ 1
0
dtF a1a2t · · ·F
a2n−1a2n
t e
a2n+1, (39)
where
F abt = R
ab +
t2
ℓ2
eaeb. (40)
From eq. (39) we learn that the choice (36) of invariant
symmetric polynomial effectively amounts to excluding
the torsion from appearing explicitly in the lagrangian
(although it is not assumed to vanish). It is interesting
to note that the t-integration in (39) manages to exactly
reproduce the canonical coefficients for the LL polyno-
mial [17].
It is not at all obvious that the TGFT lagrangian (39)
and the CS lagrangian (6) should differ only by a total
derivative. The fact that they do is associated with the
particular form of the invariant polynomial used in both
cases, namely the Levi-Civita tensor. In fact, let us recall
that the CS lagrangian locally satisfies
dL
(2n+1)
CS = k
〈
F n+1
〉
, (41)
whereas the TFGT lagrangian satisfies
dL
(2n+1)
ω+e←ω = k
(〈
F n+1
〉
−
〈
F¯ n+1
〉)
. (42)
Our choice for the invariant polynomial now implies that〈
F¯ n+1
〉
= 0,
and we see that both lagrangians can only differ the way
they do. This kind of structure for the invariant polyno-
mial 〈· · · 〉 will have important consequences, as we will
see in the next sections.
V. THE EXTENDED CARTAN HOMOTOPY
FORMULA
In principle, the TGFT lagrangian in its full generality
[cf. eq. (14)],
L
(2n+1)
A←A¯
= (n+ 1) k
∫ 1
0
dt 〈θF nt 〉 , (43)
has all the information one needs about the theory; as
shown in section III, it is possible to write down gen-
eral expressions for the equations of motion, the bound-
ary conditions and the conserved charges without ever
bothering to say what the gauge group is supposed to
be. In practice, however, one often deals with a fixed
gauge group or supergroup with several distinct sub-
groups which have an individual, clear physical meaning.
It would then be desirable to have a systematic proce-
dure to split the lagrangian (43) into pieces that reflect
this group structure.
In this section we discuss a tool on which a separation
method can be built (see section VI). Let us begin by
noticing that, according to the Chern–Weil Theorem (see
section II), the following combination of derivatives of
transgression forms identically vanishes:
dQ
(2n+1)
A←A¯
+ dQ
(2n+1)
A˜←A
+ dQ
(2n+1)
A¯←A˜
=
〈
F n+1
〉
−
〈
F¯ n+1
〉
+
+
〈
F˜ n+1
〉
−
〈
F n+1
〉
+ (44)
+
〈
F¯ n+1
〉
−
〈
F˜ n+1
〉
(45)
= 0. (46)
Here A, A˜ and A¯ are three arbitrary, one-form gauge
connections, with F , F˜ and F¯ being the corresponding
curvatures. This vanishing further implies that we can
(at least locally) write
Q
(2n+1)
A←A¯
+Q
(2n+1)
A˜←A
+Q
(2n+1)
A¯←A˜
= dQ
(2n)
A←A˜←A¯
, (47)
where Q
(2n)
A←A˜←A¯
is a 2n-form which depends on all three
connections and whose explicit form cannot be directly
determined from the Chern–Weil Theorem alone. Now
we recast the ‘triangle’ equation (47) in a more suggestive
way as
Q
(2n+1)
A←A¯
= Q
(2n+1)
A←A˜
+Q
(2n+1)
A˜←A¯
+ dQ
(2n)
A←A˜←A¯
, (48)
which can be read off as saying that a transgression form
‘interpolating’ between A¯ and A may be written as the
sum of two transgressions which introduce an intermedi-
ate, ancillary one-form A˜ plus a total derivative. It is
important to note here that A˜ is completely arbitrary,
and may be chosen according to convenience. Eq. (48),
used iteratively if necessary, allows us to split our TGFT
lagrangian essentially at wish — note however that every
6FIG. 1: Connection structure associated to the simplex ver-
tices.
use of (48) brings in a boundary contribution which is so
far not known.
In order to obtain an explicit form for Q
(2n)
A←A˜←A¯
, and
also to show the common origin of the Chern–Weil The-
orem and the Triangle Equation (48), we recall here a
powerful result known as the Extended Cartan Homo-
topy Formula (ECHF) [27].
Let us consider a set {Ai, i = 0, . . . , r + 1} of one-form
gauge connections on a fiber-bundle over a d-dimensional
manifold M and a (r + 1)-dimensional oriented sim-
plex Tr+1 parameterized by the set
{
ti, i = 0, . . . , r + 1
}
.
These parameters must satisfy the constraints
ti ≥ 0, i = 0, . . . , r + 1, (49)
r+1∑
i=0
ti = 1. (50)
Eq. (50) in particular implies that the linear combination
At =
r+1∑
i=0
tiAi (51)
transforms as a gauge connection in the same way as
every individual Ai does. We can picture each Ai as
associated to the i-th vertex of Tr+1 (see FIG. 1), which
we accordingly denote as
Tr+1 = (A0A1 · · ·Ar+1) . (52)
With the preceding notation, the ECHF reads [27]
∫
∂Tr+1
lpt
p!
π =
∫
Tr+1
lp+1t
(p+ 1)!
dπ+
+ (−1)p+q d
∫
Tr+1
lp+1t
(p+ 1)!
π. (53)
Here π represents a polynomial in the forms
{At,Ft, dtAt, dtFt} which is also an m-form on M
and a q-form on Tr+1, with m ≥ p and p + q = r.
The exterior derivatives on M and Tr+1 are denoted
respectively by d and dt. The operator lt, called
homotopy derivation, maps differential forms on M and
Tr+1 according to
lt : Ω
a (M)×Ωb (Tr+1)→ Ω
a−1 (M)×Ωb+1 (Tr+1) , (54)
and it satisfies Leibniz’s rule as well as d and dt. Its
action on At and Ft reads [27]
ltFt = dtAt, (55)
ltAt = 0. (56)
The three operators d, dt and lt define a graded algebra
given by
d2 = 0, (57)
d2t = 0, (58)
[lt, d] = dt, (59)
[lt, dt] = 0, (60)
{d, dt} = 0. (61)
Particular cases of (53), which we review below, re-
produce both the Chern–Weil Theorem, eq. (7), and the
Triangle Equation, eq. (47). In the rest of the paper we
will always stick to the polynomial
π =
〈
F n+1t
〉
. (62)
This choice has the three following properties: (i) π isM -
closed [46], i.e., dπ = 0, (ii) π is a 0-form on Tr+1, i.e.,
q = 0 and (iii) π is a (2n+ 2)-form onM , i.e., m = 2n+2.
The allowed values for p are p = 0, . . . , 2n+2. The ECHF
reduces in this case to∫
∂Tp+1
lpt
p!
〈
F n+1t
〉
= (−1)p d
∫
Tp+1
lp+1t
(p+ 1)!
〈
F n+1t
〉
.
(63)
We call eq. (63) the ‘restricted’ (or ‘closed’) version of
the ECHF.
A. p = 0: Chern–Weil Theorem
In this section we study the case p = 0 of eq. (63),∫
∂T1
〈
F n+1t
〉
= d
∫
T1
lt
〈
F n+1t
〉
, (64)
7where we must remember that Ft is the curvature tensor
for the connection
At = t
0A0 + t
1A1, (65)
with t0 and t1 satisfying the constraint [cf. eq. (50)]
t0 + t1 = 1. (66)
The boundary of the simplex T1 = (A0A1) is just
∂ (A0A1) = (A1)− (A0) , (67)
so that integration of the LHS of (64) is trivial:∫
∂T1
〈
F n+1t
〉
=
〈
F n+11
〉
−
〈
F n+10
〉
. (68)
On the other hand, the symmetric nature of
〈
F n+1t
〉
implies that
lt
〈
F n+1t
〉
= (n+ 1) 〈ltFtF
n
t 〉 . (69)
Replacing t0 = 1− t1 we may write [cf. eq. (55)]
ltFt = dtAt = dt
1 (A1 −A0) . (70)
Since integration on T1 actually corresponds to integrat-
ing with t1 from t1 = 0 to t1 = 1, eq. (64) finally becomes
〈
F n+11
〉
−
〈
F n+10
〉
= dQ
(2n+1)
A1←A0
, (71)
where the transgression form Q
(2n+1)
A1←A0
is defined as
Q
(2n+1)
A1←A0
≡
∫
T1
lt
〈
F n+1t
〉
= (n+ 1)
∫ 1
0
dt 〈(A1 −A0)F
n
t 〉 . (72)
This concludes our derivation of the Chern–Weil Theo-
rem as a corollary of the ECHF.
B. p = 1: Triangle Equation
In this section we study the case p = 1 of eq. (63),∫
∂T2
lt
〈
F n+1t
〉
= −d
∫
T2
l2t
2
〈
F n+1t
〉
, (73)
where Ft is the curvature corresponding to the connec-
tion At = t
0A0 + t
1A1 + t
2A2. The boundary of the
simplex T2 = (A0A1A2) may be written as the sum
∂ (A0A1A2) = (A1A2)− (A0A2) + (A0A1) , (74)
so that the integral in the LHS of (73) is decomposed as∫
∂T2
lt
〈
F n+1t
〉
=
∫
(A1A2)
lt
〈
F n+1t
〉
+
−
∫
(A0A2)
lt
〈
F n+1t
〉
+
∫
(A0A1)
lt
〈
F n+1t
〉
.
Each of the terms in this equation is what we called before
a transgression form:∫
∂T2
lt
〈
F n+1t
〉
= Q
(2n+1)
A2←A1
−Q
(2n+1)
A2←A0
+Q
(2n+1)
A1←A0
. (75)
On the other hand, Leibniz’s rule for lt and eq. (55)
imply that∫
T2
l2t
2
〈
F n+1t
〉
=
1
2
n (n+ 1)
∫
T2
〈
(dtAt)
2
F n−1t
〉
. (76)
Integrating over the simplex we get∫
T2
l2t
2
〈
F n+1t
〉
= Q
(2n)
A2←A1←A0
, (77)
where Q
(2n)
A2←A1←A0
is given by
Q
(2n)
A2←A1←A0
≡ n (n+ 1)
∫ 1
0
dt
∫ t
0
ds
〈
(A2 −A1) (A1 −A0)F
n−1
t
〉
. (78)
In (78) we have introduced dummy parameters t = 1− t0
and s = t2, in terms of which At reads
At = A0 + t (A1 −A0) + s (A2 −A1) . (79)
Putting everything together, we find the Triangle
Equation
Q
(2n+1)
A2←A1
−Q
(2n+1)
A2←A0
+Q
(2n+1)
A1←A0
= −dQ
(2n)
A2←A1←A0
, (80)
or alternatively
Q
(2n+1)
A2←A0
= Q
(2n+1)
A2←A1
+Q
(2n+1)
A1←A0
+ dQ
(2n)
A2←A1←A0
. (81)
We would like to stress here that use of the ECHF has
now allowed us to pinpoint the exact form of the bound-
ary contribution Q
(2n)
A2←A1←A0
, eq. (78).
VI. SUBSPACE SEPARATION METHOD FOR
TGFT, WITH TWO EXAMPLES
Our separation method is based on the Triangle Equa-
tion (81), and embodies the following steps:
1. Identify the relevant subspaces present in the gauge
algebra, i.e., write g = V0 ⊕ · · · ⊕ Vp.
2. Write the connections as a sum of pieces valued
on every subspace, i.e., A = a0 + · · · + ap, A¯ =
a¯0 + · · ·+ a¯p.
3. Use eq. (81) with
A0 = A¯, (82)
A1 = a0 + · · ·+ ap−1, (83)
A2 = A. (84)
84. Repeat step 3 for the transgression QA1←A0 , etc.
After performing these steps, one ends up with an
equivalent expression for the TGFT lagrangian which
has been separated in two different ways. First, the la-
grangian is split into bulk and boundary contributions.
This is due to the fact that each use of eq. (81) brings
in a new boundary term. Second, each term in the bulk
lagrangian refers to a different subspace of the gauge al-
gebra. This comes about because the difference A2−A1
is valued only on one particular subspace.
Below we show two examples of TGFTs, one for Grav-
ity and one for SUGRA. In both cases the separation
method is used to cast the lagrangian in a physically
sensible, readable way.
A. Finite Action Principle for Gravity
In this section we aim to show explicitly how the la-
grangian for gravity in d = 2n + 1 given in [21] corre-
sponds to a transgression form for the connections
A0 = ω¯, (85)
A2 = e+ ω. (86)
Here we use the abbreviations e = eaPa, ω =
1
2ω
abJab,
ω¯ = 12 ω¯
abJab, with Pa,Jab being the generators of the
AdS Algebra so (2n, 2). The curvatures for these connec-
tions read
F0 = R¯, (87)
F2 = R+ e
2 + T , (88)
where
R = dω + ω2, (89)
T = de+ [ω, e] , (90)
are the Lorentz curvature and the torsion, respectively
[an expression completely analogous to (89) is valid for
R¯].
As an invariant polynomial for the AdS Algebra we
shall stick to our previous choice of the Levi-Civita tensor
[cf. eq. (36)],
〈
Ja1a2 · · ·Ja2n−1a2nPa2n+1
〉
=
2n
ℓ
εa1···a2n+1 , (91)
with all other possible combinations vanishing.
In order to separate the pieces of our TGFT lagrangian
in a meaningful way, we introduce the intermediate con-
nection
A1 = ω (92)
and consider the Triangle Equation (81) as follows:
L
(2n+1)
e+ω←ω¯ = L
(2n+1)
e+ω←ω + kQ
(2n+1)
ω←ω¯ + kdQ
(2n)
e+ω←ω←ω¯ . (93)
From section IV we know that the first term in the RHS
of (93) corresponds to a LL lagrangian with the canonical
coefficients [cf. eq. (39)],
L
(2n+1)
e+ω←ω = (n+ 1)k
∫ 1
0
dt 〈eF nt 〉 , (94)
with Ft being the curvature for the connection At =
ω + te, Ft = R+ tT + t
2e2.
Our particular choice for the invariant polynomial now
implies that the second term in (93) vanishes:
Q
(2n+1)
ω←ω¯ = 0. (95)
Going back to eq. (78) we find that the boundary con-
tribution in (93) may be written as
Q
(2n)
e+ω←ω←ω¯ = n (n+ 1)
∫ 1
0
dt
∫ t
0
ds
〈
eθF n−1st
〉
, (96)
where
θ ≡ ω − ω¯ (97)
and Fst is the curvature [47] for the connection Ast =
ω¯ + se+ tθ,
Fst = R¯+Dω¯ (se+ tθ) + s
2e2 + st [e, θ] + t2θ2. (98)
Putting everything together, our final lagrangian reads
L
(2n+1)
e+ω←ω¯ = (n+ 1)k
∫ 1
0
dt
〈
e
(
R+ t2e2
)n〉
+
+ kdQ
(2n)
e+ω←ω←ω¯. (99)
The field equations for (99) are given by
〈
Jab
(
R + e2
)n−1
T
〉
= 0, (100)〈
Pa
(
R+ e2
)n〉
= 0. (101)
These can be obtained by direct variation of (99) or by
replacing F0 and F2 in (18)–(19). A more explicit version
is found making use of (91):
0 = εaba1···a2n−1
(
Ra1a2 +
1
ℓ2
ea1ea2
)
× · · · ×
×
(
Ra2n−3a2n−2 +
1
ℓ2
ea2n−3ea2n−2
)
T a2n−1, (102)
0 = εaa1···a2n
(
Ra1a2 +
1
ℓ2
ea1ea2
)
×
× · · · ×
(
Ra2n−1a2n +
1
ℓ2
ea2n−1ea2n
)
. (103)
We have again two choices for obtaining boundary con-
ditions; by direct variation of (99) or by replacing the
9relevant quantities in our general formula, eq. (20). Any
of them can be shown to yield
∫ 1
0
dt
〈
(δω¯ + tδθ + tδe) (θ + e)F n−1t
〉∣∣∣∣
∂M
= 0, (104)
where in this case the connectionAt and the correspond-
ing curvature Ft are given by
At = ω¯ + t (e+ θ) , (105)
Ft = R¯+ tDω¯ (e+ θ) + t
2
(
e2 + [e, θ] + θ2
)
. (106)
There are many alternative ways of satisfying bound-
ary conditions (104). In [21], physical arguments [48] are
given that allow to partially fix the boundary conditions;
perhaps the most significant of them is demanding that
ω¯ have a fixed value on ∂M , i.e.,
δω¯|∂M = 0. (107)
The remaining boundary conditions may be written as
∫ 1
0
dt
〈
t (δθe− θδe)
(
R¯+ t2e2 + t2θ2
)n−1〉∣∣∣∣
∂M
= 0,
(108)
and can be readily satisfied by requiring
δθ[abec] = θ[abδec]. (109)
We would like to stress that the choice (91) for the
invariant polynomial sends all dependence on ω¯ in the
action to a boundary term, and in this way the potential
conflict of having two independent CS theories living on
the same space-time manifold is avoided. The presence of
ω¯ in the lagrangian does nevertheless have a dramatic ef-
fect on the theory, as it changes the boundary conditions
and renders both the TGFT action and the conserved
charges finite [49]. Further important theoretical impli-
cations are examined in section VII.
B. Supergravity as a TGFT
The move from standard CS Theory to TGFT earns
us several important advantages, both in computational
power and in theoretical clarity. The latter will be thor-
oughly discussed in section VII; here we shall be mainly
concerned with elaborating on the former.
One first disadvantage of the standard CS action for-
mula surfaces when one wants to perform the separation
of the lagrangian in reflection of the subspaces structure
of the gauge algebra. As a matter of fact, it is clear from
the very nature of a CS form that this will require inten-
sive use of Leibniz’s rule, which, especially for compli-
cated algebras in dimensions higher than three, renders
the task a highly non-trivial ‘artistic’ work.
These manipulations finally lead to a separation of the
CS lagrangian in bulk and boundary contributions. After
performing this separation, it is no longer clear whether
one should simply drop these boundary terms, since the
bulk lagrangian is still invariant under infinitesimal gauge
transformations (up to a total derivative). Even more
involved is the derivation of boundary conditions from
the CS lagrangian; on one hand, they’re, from a purely
computational point of view, rather difficult to extract,
and on the other, they of course depend on our earlier
choice of dropping or not the boundary contributions just
obtained.
On the other hand, the TGFT lagrangian clearly dis-
tinguishes itself from a CS lagrangian in this respect.
As a matter of fact, the separation method sketched at
the beginning of section VI applied to the TGFT la-
grangian permits the straightforward realization of both
tasks. The lagrangian is split into bulk and boundary
contributions, and the bulk sector is divided into pieces
that faithfully reflect the subspace structure of the gauge
algebra. Furthermore, the boundary conditions arising
from these boundary terms have a chance to be physi-
cally meaningful, due to the full invariance of the TGFT
lagrangian under gauge transformations.
In order to highlight the way in which the TGFT
formalism deals with these issues, we present here the
TGFT derivation of a CS SUGRA lagrangian. For
a non-trivial example we pick d = 5 and choose
the N -extended AdS superalgebra u (4|N ) (see Refs.
[16, 28, 29]). This algebra is generated by the set{
K,Pa,Jab,M
m
n ,Q
α
i , Q¯
i
α
}
. Latin letters from the be-
ginning of the alphabet (a, b, c, . . .) denote Lorentz in-
dices and rank from 0 to 4; Greek letters (α, β, γ, . . .)
denote spinor indices and rank from 1 to 4 (the dimen-
sion of a Dirac spinor in d = 5 is 2[5/2] = 4); Latin
letters from the middle of the alphabet (i, j, k, . . .) de-
note su (N ) indices, which rank from 1 to N and can
be regarded as ‘counting’ fermionic generators. The non-
vanishing (anti)commutation relations read
[K,Qαk ] = −i
(
1
4
−
1
N
)
Qαk , (110)
[
M
j
k ,Q
α
m
]
=
(
δpkδ
j
m −
1
N
δpmδ
j
k
)
Qαp , (111)
[Pa,Q
α
k ] = −
1
2ℓ
(Γa)
α
βQ
β
k , (112)
[Jab,Q
α
k ] = −
1
2
(Γab)
α
βQ
β
k , (113)
[
M
j
k ,M
l
m
]
= δjmM
l
k − δ
l
kM
j
m, (114)
{
Qαk , Q¯
j
β
}
= 2δjk (Γ
a)
α
β Pa+
−
4
ℓ
[
iδjkδ
α
βK − δ
α
βM
j
k +
1
4
δjk
(
Γab
)α
β
Jab
]
,
(115)
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where Γa are Dirac Matrices [50] in d = 5 and Γab ≡
1
2 [Γa,Γb]. The generators M
j
k span an su (N ) subalge-
bra, while Pa and Jab generate as usual the AdS alge-
bra [omitted above, see (32)–(34)]. The anticommuta-
tor
{
Q, Q¯
}
has components on all bosonic generators,
and not only on the translational ones. This is a con-
sequence of the fact that we are considering the super-
symmetric version of the AdS Algebra, as opposed to the
Poincare´ Algebra. The latter may be recovered via an
I˙no¨nu¨–Wigner contraction by setting ℓ → ∞ [in which
case only the translational part in the RHS of (115) sur-
vives]. Commutators of the form
[
B, Q¯
]
, where B is
some bosonic generator, differ only by a sign from their
[B,Q] counterparts and have not been explicitly written
out. For N = 4 the generator K becomes abelian and
factors out from the rest of the algebra.
The second ingredient we need in order to write down
the TGFT lagrangian is a u (4|N )-invariant symmetric
polynomial 〈· · · 〉 of rank three. This can be conveniently
defined as the supersymmetrized supertrace of the prod-
uct of three supermatrices representing as many genera-
tors in u (4|N ). The fact that the Dirac Matrices provide
a natural representation for the AdS Algebra is a turn-
ing point that makes this construction feasible. Without
going into the details, the invariant polynomial we will
use satisfies the following contraction identities:
〈
K3
〉
=
1
42
−
1
N 2
, (116)
BmnC
p
q
〈
KM nmM
q
p
〉
=
1
N
BqpC
p
q, (117)
BaCb 〈KPaPb〉 = −
1
4ℓ2
BaCa, (118)
BabCcd 〈KJabJcd〉 = −
1
2
BabC
b
a, (119)
AmnB
p
qB
r
s
〈
M nmM
q
p M
s
r
〉
= −iAmpB
p
qB
q
m, (120)
AaBbcCde 〈PaJbcJde〉 = −
γ
2ℓ
εabcdeA
aBbcCde,
(121)
ζ¯mBχn
〈
QmKQ¯
n
〉
=
2
ℓ
(
1
4
+
1
N
)
ζ¯Bχ, (122)
ζ¯mBaχn
〈
QmJaQ¯
n
〉
= −
i
ℓ
ζ¯BaΓaχ, (123)
ζ¯mBabχn
〈
QmJabQ¯
n
〉
= −
i
ℓ
ζ¯BabΓabχ, (124)
ζ¯pBmnχq
〈
QpM
n
m Q¯
q
〉
= −
2i
ℓ
ζ¯nBmnχm. (125)
Here A,B,C, ζ, χ are arbitrary differential forms with ap-
propriate index structure [51]. It is interesting to note
that the invariant polynomial used in section VIA is re-
covered unchanged (but for a different overall factor) in
eq. (121).
We will choose as lagrangian the transgression form
that interpolates between the following connections:
A0 = ω¯, (126)
A4 = e+ ω + b+ a+ ψ¯ −ψ, (127)
where
e = eaPa, (128)
ω =
1
2
ωabJab, (129)
ω¯ =
1
2
ω¯abJab, (130)
b = bK, (131)
a = amnM
n
m , (132)
ψ¯ = ψ¯Q, (133)
ψ = Q¯ψ. (134)
The corresponding curvatures read
F0 = R¯, (135)
F4 =
(
db+
i
ℓ
ψ¯ψ
)
K+f ′+T ′+R′+
1
2
(
∇ψ¯Q− Q¯∇ψ
)
,
(136)
where we have defined
f = da+ a2, (137)
f ′ = f −
1
ℓ
(
ψ¯mψn
)
M nm , (138)
T ′ = T −
1
2
(
ψ¯Γaψ
)
Pa, (139)
R′ = R+ e2 +
1
4ℓ
(
ψ¯Γabψ
)
Jab, (140)
and
∇ψk ≡ dψk +
1
2ℓ
eaΓaψk +
1
4
ωabΓabψk+
− alkψl + i
(
1
4
−
1
N
)
bψk, (141)
∇ψ¯k ≡ dψ¯k −
1
2ℓ
eaψ¯kΓa −
1
4
ωabψ¯kΓab+
+ aklψ¯
l − i
(
1
4
−
1
N
)
bψ¯k. (142)
We thus have
L(5)sugra = kQ
(5)
A4←A0
,
= 3k
∫ 1
0
dt
〈
ΘF 2t
〉
, (143)
with
θ = ω − ω¯, (144)
Θ = e+ θ + b+ a+ ψ¯ −ψ, (145)
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and Ft being the curvature for the connection
At = ω¯ + t
(
e+ θ + b+ a+ ψ¯ −ψ
)
. (146)
In order to make sense of (143) we introduce the fol-
lowing set of intermediate connections:
A1 = e+ ω, (147)
A2 = e+ ω + b, (148)
A3 = e+ ω + b+ a. (149)
Now we split Q
(5)
A4←A0
according to the pattern [52]
Q
(5)
A4←A0
= Q
(5)
A4←A3
+Q
(5)
A3←A0
+ dQ
(4)
A4←A3←A0
,
(150)
Q
(5)
A3←A0
= Q
(5)
A3←A2
+Q
(5)
A2←A0
+ dQ
(4)
A3←A2←A0
,
(151)
Q
(5)
A2←A0
= Q
(5)
A2←A1
+Q
(5)
A1←A0
+ dQ
(4)
A2←A1←A0
.
(152)
Picking up the pieces, we are left with
L(5)sugra = L
(5)
ψ + L
(5)
a + L
(5)
b + L
(5)
e+ω←ω¯ + dB
(4)
sugra, (153)
where we have defined
L
(5)
ψ ≡ kQ
(5)
A4←A3
, (154)
L(5)a ≡ kQ
(5)
A3←A2
, (155)
L
(5)
b ≡ kQ
(5)
A2←A1
, (156)
L
(5)
e+ω←ω¯ ≡ kQ
(5)
A1←A0
, (157)
B(4)sugra ≡ kQ
(4)
A2←A1←A0
+kQ
(4)
A3←A2←A0
+kQ
(4)
A4←A3←A0
.
(158)
A few comments are in order. Ignoring for the moment
the boundary contribution B
(4)
sugra, we see that all depen-
dence on the fermions has been packaged in L
(5)
ψ , which
we call ‘fermionic lagrangian’. Similarly, L
(5)
a and L
(5)
b
correspond to pieces that are highly dependent on a and
b respectively, although some dependence on a and b is
also found on L
(5)
ψ . In turn, L
(5)
b carries no dependence on
a. The last piece, L
(5)
e+ω←ω¯, is, thanks to the particular
invariant polynomial used, exactly what we considered in
section VIA, and stands alone as the ‘gravity’ lagrangian.
Explicit versions for every piece may be easily obtained
by going back to the definition of a transgression form,
eq. (8). As a matter of fact, a straightforward computa-
tion yields
L
(5)
ψ =
3k
2i
(
ψ¯αR
α
β∇ψ
β + ψ¯nFmn∇ψm+
−∇ψ¯αR
α
βψ
β −∇ψ¯nFmnψm
)
, (159)
L(5)a =
3k
N
(db)Tr
(
ada+
2
3
a3
)
+
− ikTr
[
a (da)
2
+
3
2
a3da+
3
5
a5
]
, (160)
L
(5)
b = k
(
1
42
−
1
N 2
)
b (db)2+
−
3k
4ℓ2
b
(
T aTa −Rabe
aeb −
ℓ2
2
RabRab
)
, (161)
where
Rαβ = i
(
1
4
+
1
N
)(
db +
i
2ℓ
ψ¯ψ
)
δαβ+
+
1
2
(
T a −
1
4
ψ¯Γaψ
)
(Γa)
α
β +
+
1
4
(
Rab +
1
ℓ2
eaeb +
1
4ℓ
ψ¯Γabψ
)
(Γab)
α
β , (162)
Fmn = f
m
n −
1
2ℓ
ψ¯mψn. (163)
The lagrangian for the su (N ) field a includes both a CS
term for d = 5 and a CS term for d = 3, the latter being
suitable multiplied by the field-strength for the b-field,
db.
The equations of motion and the boundary conditions
are easily obtained using the general expressions (18)–
(20). These are natural extensions of (100)–(101) and
are also found in [29].
We would like to stress the fact that the preceding re-
sults have been obtained in a completely straightforward
way, without using Leibniz’s rule, following the method
given in section VI. The same task can be painstakingly
long if approached na¨ıvely, i.e., through the sole use of
Leibniz’s rule and the definition of a CS or TGFT la-
grangian.
VII. DISCUSSION
A. The Gauge-Theory Structure of TGFT Gravity
In the TGFT lagrangians for gravity, eqs. (39) and
(99), one of the connections involved, namely ω or ω¯, is
valued only on the Lorentz subalgebra of the full AdS
algebra. Here we consider some implications of this fact.
Let us consider first the particular case of the Trans-
gression form Q
(2n+1)
ω+e←ω with the Levi-Civita tensor as
so (2n, 2)-invariant symmetric polynomial,
Q
(2n+1)
ω+e←ω = (n+ 1)
∫ 1
0
dt
〈
e
(
R+ t2e2
)n〉
. (164)
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The RHS of eq. (164) has the remarkable feature of
changing only by a total derivative [53] under the in-
finitesimal so (2n, 2) gauge transformations
δea = λabe
b −Dωλ
a, (165)
δωab = −Dωλ
ab −
1
ℓ2
(
eaλb − ebλa
)
. (166)
This seems puzzling, because, as we saw in sec-
tion III B, a Transgression form in general should be
fully invariant, with no additional terms appearing under
gauge transformations. This behavior has its origin in the
fact that the above transformations are gauge transfor-
mations for the connection A = ω + e, but not for the
connection A¯ = ω. Furthermore, it looks impossible to
simultaneously define consistent gauge transformations
for both connections A = ω + e and A¯ = ω.
Bearing this in mind, it now seems amazing that (164)
changes only by a closed term under these ‘pathological’
gauge transformations! This puzzle is related with some
interesting properties of the choice of invariant symmetric
tensor.
In order to shed some light onto this riddle, let us con-
sider the Transgression form Q
(2n+1)
ω+e←ω with an arbitrary
invariant symmetric tensor 〈· · · 〉. Then, from the Chern–
Weil theorem, we know that
〈
F n+1
〉
−
〈
Rn+1
〉
= dQ
(2n+1)
ω+e←ω, (167)
where F and R are the curvatures for ω + e and ω,
respectively.
Because the transformations (165)–(166) are gauge
transformations for A = ω + e but not for A¯ = ω,
F will change under them as an so (2n, 2)-tensor, but
R will not. Therefore,
〈
F n+1
〉
will stay invariant under
(165)–(166) but not
〈
Rn+1
〉
. As a consequence, the LHS
in (167) will be modified under these pathological gauge
transformations, and then of course also the RHS. In gen-
eral, Q
(2n+1)
ω+e←ω is simply not invariant at all under these
transformations.
But when the invariant symmetric polynomial is such
that
〈
Rn+1
〉
remains unchanged even under these non-
gauge transformations, then Q
(2n+1)
ω+e←ω can at most vary
by a closed form under them. This is precisely the case for
the choice of the Levi-Civita tensor. In this case, because〈
Ja1a2 · · ·Ja2n+1a2n+2
〉
= 0, we have
〈
Rn+1
〉
= 0 and this
value is not modified even under the ‘pathological’ gauge
transformations.
It is interesting to notice how remarkable the invariant
symmetric polynomial structure has been: it is also the
reason why Q
(2n+1)
ω+e←ω and the CS form differ only by a
total derivative, and as we will see after some discussion,
it has further importance.
Setting aside the suggestive fact that Q
(2n+1)
ω+e←ω changes
only by boundary contributions under the transforma-
tions, the mathematical beauty problem remains: those
are not gauge transformations for our fields.
This problem has one clear solution: change the config-
uration of connections into another one better behaved.
This is precisely what happens with the second expres-
sion used as Lagrangian, Q
(2n+1)
ω+e←ω¯. On this expression
it is possible to define in a consistent way simultaneous
SO(2n, 2) gauge transformations over A = ω + e and
A¯ = ω,
δA = −
1
2
[
Dωλ
ab +
1
ℓ2
(
eaλb − ebλa
)]
Jab+
+
(
λabe
b −Dωλ
a
)
Pa, (168)
δA¯ = −
1
2
Dω¯λ
abJab −Dω¯λ
aPa, (169)
such that Q
(2n+1)
ω+e←ω¯ stays fully invariant under them, as
it should be.
Two intriguing facts appear now. The first of them is
that the difference betweenQ
(2n+1)
ω+e←ω¯ andQ
(2n+1)
ω+e←ω is only
a total derivative, and therefore it seems surprising that
the gauge transformations are ill-defined over Q
(2n+1)
ω+e←ω,
whereas there is no problem with Q
(2n+1)
ω+e←ω¯ . The second
fact is that the statement that A¯ = ω¯ has components
only on the Lorentz subalgebra is not a gauge-invariant
one. As a matter of fact, an AdS boost on A¯ will generate
a Pa-piece: a ‘pure-gauge’ vielbein (see section VII B).
The first of these facts finds a natural explanation in
the context of the Triangle equation [cf. eq. (81)],
Q
(2n+1)
A2←A0
= Q
(2n+1)
A2←A1
+Q
(2n+1)
A1←A0
+dQ
(2n)
A2←A1←A0
. (170)
Here it suffices to notice that Q
(2n+1)
A2←A0
does not de-
pend on A1, and it remains invariant under any kind of
transformation A1 → A′1, even when this is not a gauge
transformation.
For this reason, we can see that in the particular case
A0 = ω¯, A1 = ω, A2 = ω + e,
Q
(2n+1)
ω+e←ω¯ = Q
(2n+1)
ω+e←ω +Q
(2n+1)
ω←ω¯ + dQ
(2n)
ω+e←ω←ω¯ ,
the Transgression form Q
(2n+1)
ω+e←ω¯ will stay fully invariant
under the infinitesimal transformations
δA0 = −
1
2
Dω¯λ
abJab −Dω¯λ
aPa, (171)
δA1 = −
1
2
[
Dωλ
ab +
1
ℓ2
(
eaλb − ebλa
)]
Jab, (172)
δA2 = −
1
2
[
Dωλ
ab +
1
ℓ2
(
eaλb − ebλa
)]
Jab+
+
(
λabe
b −Dωλ
a
)
Pa, (173)
even though they do not correspond to a gauge transfor-
mation [54] for A1. The difference between the present
case and the former is that Q
(2n+1)
ω+e←ω¯ does not depend
on A1 and therefore there’s no contradiction in having
non-gauge transformation laws for it.
On the other hand, when the Levi-Civita symbol is
chosen, then Q
(2n+1)
ω←ω¯ = 0 and we can write
Q
(2n+1)
ω+e←ω¯ = Q
(2n+1)
ω+e←ω + dQ
(2n)
ω+e←ω←ω¯ . (174)
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B. Locality vs. Globality
We would like to focus now our attention on a subtle
and interesting fact related to eq. (174): its LHS has
more information than its RHS. As matter of fact, under
an so (2n, 2) gauge transformation, A0 = ω¯ changes as
A0 = ω¯ → A
′
0 = ω¯
′ + e¯g, (175)
where e¯g is a ‘pure-gauge’ vielbein. In this situation,
even though Q
(2n+1)
ω←ω¯ is zero, its variation under (175)
does not vanish, i.e.,
Q
(2n+1)
ω←ω¯ = 0→ Q
(2n+1)
ω′←ω¯′+e¯g
6= 0. (176)
Therefore, despite the fact that Q
(2n+1)
ω+e←ω¯ is fully gauge
invariant, if we perform a gauge transformation over just
L˜
(2n+1)
ω+e←ω¯ ≡ k
(
Q
(2n+1)
ω+e←ω + dQ
(2n)
ω+e←ω←ω¯
)
, the result is
L˜
(2n+1)
ω+e←ω¯ → L˜
(2n+1)
ω′+e′←ω¯′ = L˜
(2n+1)
ω+e←ω¯ − kQ
(2n+1)
ω′←ω¯′+e¯g
.
(177)
It is once again only due to the very special properties
of the Levi-Civita tensor thatQ
(2n+1)
ω′←ω¯′+e¯g
can be shown to
be at most a closed form. In this way, we can observe that
L
(2n+1)
ω+e←ω¯ = kQ
(2n+1)
ω+e←ω¯ is a fully gauge-invariant, globally-
defined expression for the Lagrangian, but that on the
other hand L˜
(2n+1)
ω+e←ω¯ = k
(
Q
(2n+1)
ω+e←ω + dQ
(2n)
ω+e←ω←ω¯
)
is
an easier to evaluate expression, which describes the dy-
namics of the theory but holds only locally.
It may seem we have been abusing the “=” symbol.
Saving it for equalities which are preserved under gauge
transformations and using instead “≈” for the ones which
are not, we may write Q
(2n+1)
ω←ω¯ ≈ 0 and
L
(2n+1)
ω+e←ω¯ = kQ
(2n+1)
ω+e←ω¯,
≈ k
(
Q
(2n+1)
ω+e←ω + dQ
(2n)
ω+e←ω←ω¯
)
. (178)
C. Theory Doubling
Under the light of all the above discussion, and seeking
just mathematical beauty and symmetry, it may seem
interesting to consider the lagrangian
L
(2n+1)
ω+e←ω¯+e¯ = kQ
(2n+1)
ω+e←ω¯+e¯. (179)
Using the Triangle equation (81), we get
L
(2n+1)
ω+e←ω¯+e¯ = kQ
(2n+1)
ω+e←ω − kQ
(2n+1)
ω¯+e¯←ω¯ + kQ
(2n+1)
ω←ω¯ +
+ kd
(
Q
(2n)
ω+e←ω←ω¯ +Q
(2n)
ω+e←ω¯←ω¯+e¯
)
.
(180)
The ECHF (53) with p = 2 may now be used to yield
dQ
(2n−1)
A3←A2←A1←A0
= Q
(2n)
A3←A2←A1
−Q
(2n)
A3←A2←A0
+
+Q
(2n)
A3←A1←A0
−Q
(2n)
A2←A1←A0
,
(181)
where this time Q
(2n−1)
A3←A2←A1←A0
is a (2n− 1)-form on
the space-time manifold M which is integrated over the
3-simplex. Plugging in our connections, it is possible to
write down the Lagrangian as
L
(2n+1)
ω+e←ω¯+e¯ = kQ
(2n+1)
ω+e←ω − kQ
(2n+1)
ω¯+e¯←ω¯ + kQ
(2n+1)
ω←ω¯ +
+
1
2
kd
(
Q
(2n)
ω+e←ω←ω¯ +Q
(2n)
ω←ω¯←ω¯+e¯+
+Q
(2n)
ω+e←ω¯←ω¯+e¯ +Q
(2n)
ω+e←ω←ω¯+e¯
)
. (182)
This way of writing the lagrangian allows us to see the
completely symmetrical roˆle that the ω + e and ω¯ + e¯
connections play within it. When the Levi-Civita symbol
is chosen, L
(2n+1)
ω+e←ω¯+e¯ tells us about two identical, inde-
pendent LL Gravity theories in the bulk that interact
only at the boundary.
One important aspect of the L
(2n+1)
ω+e←ω¯+e¯ lagrangian
concerns its transformation properties under parity and
time inversion. Under a PT transformation, L
(2n+1)
ω+e←ω¯+e¯
flips sign. This means that, if we rather na¨ıvely interpret
the interchange A ⇆ A¯ as charge conjugation C (see
section III C), then L
(2n+1)
ω+e←ω¯+e¯ turns out to be invariant
under the combined CPT operation. Even though this
bears some resemblance of a particle-antiparticle relation,
where the only interaction would occur on the space-time
boundary, more work is clearly needed in order to fully
solve this issue.
It is interesting to observe that this theory doubling
is quite general, and not only privative of gravity. From
the Triangle equation, and fixing the middle connection
to zero, it is possible to observe that
L
(2n+1)
A←A¯
= kQ
(2n+1)
A←A¯
,
= kQ
(2n+1)
A←0 − kQ
(2n+1)
A¯←0
+ kdQ
(2n)
A←0←A¯
,
= L
(2n+1)
CS (A)− L
(2n+1)
CS
(
A¯
)
+ kdQ
(2n)
A←0←A¯
.
(183)
In this way we see that this behaviour can arise in any
kind of CS theory, for example in CS SUGRA.
Despite of the mathematical appeal this kind of sym-
metrical double structure possesses, its physical interpre-
tation seems a bit unclear. It is for this reason that la-
grangians such as L
(2n+1)
ω+e←ω¯ = kQ
(2n+1)
ω+e←ω¯ are so inter-
esting. In it, the connection ω¯ enters only through the
boundary term as the connection associated to the in-
trinsic curvature of the boundary, and this looks a lot
more satisfactory from a physical point of view.
We have been amazed by the fact that the awkward-
looking lagrangian L
(2n+1)
ω+e←ω¯+e¯ reduces to the physically
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sensible L
(2n+1)
ω+e←ω¯ when e¯ corresponds to pure gauge. As
shown in Appendix D, a pure gauge vielbein turns out to
be as sensible an idea as flat space-time itself.
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APPENDIX A: ON THE PROOF OF THE
CHERN–WEIL THEOREM
In this Appendix we provide a physicist’s sketch of a
proof for the Chern–Weil theorem. We refer the reader to
the literature for the required mathematical rigor lacking
in the following lines.
The proof uses the following identity [which is straight-
forward to establish from definitions (9)–(11)]:
d
dt
Ft = Dtθ, (A1)
where Dt stands for the covariant derivative in the con-
nection At.
We start by writing the LHS of (7) as
〈
F n+1
〉
−
〈
F¯ n+1
〉
=
∫ 1
0
dt
d
dt
〈
F n+1t
〉
,
and then proceed with Leibniz’s rule:
〈
F n+1
〉
−
〈
F¯ n+1
〉
= (n+ 1)
∫ 1
0
dt
〈
d
dt
FtF
n
t
〉
.
Applying (A1), we get
〈
F n+1
〉
−
〈
F¯ n+1
〉
= (n+ 1)
∫ 1
0
dt 〈DtθF
n
t 〉 .
Bianchi’s identity DtFt = 0 now leads us to
〈
F n+1
〉
−
〈
F¯ n+1
〉
= (n+ 1)
∫ 1
0
dt 〈Dt (θF
n
t )〉 ,
and the invariance property of 〈· · · 〉 further implies that
〈
F n+1
〉
−
〈
F¯ n+1
〉
= (n+ 1) d
∫ 1
0
dt 〈θF nt 〉 ,
which completes the proof.
APPENDIX B: DERIVATION OF THE TGFT
FIELD EQUATIONS AND BOUNDARY
CONDITIONS
In this Appendix we present the derivation of the
TGFT field equations and boundary conditions from the
TGFT action, eq. (14). The remarkable simplicity and
elegance of this derivation provide a striking proof of the
power of the TGFT formalism, as made evident in the
following lines.
We begin with the TGFT Lagrangian,
L
(2n+1)
A←A¯
= (n+ 1) k
∫ 1
0
dt 〈θF nt 〉 , (B1)
where
θ = A− A¯, (B2)
At = A¯+ tθ. (B3)
Under the independent infinitesimal variations A→ A+
δA, A¯ → A¯ + δA¯, θ and At change by δθ = δA − δA¯,
δAt = δA¯+ tδθ and the lagrangian varies by
δL
(2n+1)
A←A¯
= n (n+ 1)k
∫ 1
0
dt
〈
θDtδAtF
n−1
t
〉
+
+ (n+ 1)k
∫ 1
0
dt 〈δθF nt 〉 , (B4)
where we have used the well-known identity δFt =
DtδAt.
Leibniz’s rule for Dt and the invariance property of the
symmetric polynomial 〈· · · 〉 now allow us to write〈
θDtδAtF
n−1
t
〉
=
〈
DtθδAtF
n−1
t
〉
− d
〈
θδAtF
n−1
t
〉
.
(B5)
From the identities
d
dt
Ft = Dtθ, (B6)
d
dt
δAt = δθ, (B7)
and Leibniz’s rule for d/dt, it follows that
n
〈
θDtδAtF
n−1
t
〉
=
d
dt
〈δAtF
n
t 〉 − 〈δθF
n
t 〉+
− nd
〈
θδAtF
n−1
t
〉
. (B8)
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Plugging (B8) in (B4) we get
δL
(2n+1)
A←A¯
= (n+ 1) k
∫ 1
0
dt
d
dt
〈δAtF
n
t 〉+
+ n (n+ 1)kd
∫ 1
0
dt
〈
δAtθF
n−1
t
〉
, (B9)
which leads us directly to our final result:
δL
(2n+1)
A←A¯
= (n+ 1)k
(
〈δAF n〉 −
〈
δA¯F¯n
〉)
+
+ n (n+ 1) kd
∫ 1
0
dt
〈
δAtθF
n−1
t
〉
. (B10)
APPENDIX C: CONSERVED CURRENTS FOR
THE TGFT ACTION
A derivation of the Noether currents for the TGFT
action is presented. As with the field equations and
boundary conditions, the power of the TGFT formal-
ism becomes evident in the simplicity of the following
derivation.
With the notation of section III C, we have [cf. eq.
(17)]
Θ
(
A, A¯, δA, δA¯
)
= n (n+ 1)k
∫ 1
0
dt
〈
δAtθF
n−1
t
〉
,
(C1)
and the conserved Noether currents
⋆Jgauge = −Θ
(
A, A¯,−DAλ,−DA¯λ
)
, (C2)
⋆Jdiff = −Θ
(
A, A¯,−£ξA,−£ξA¯
)
− IξL
(2n+1)
A←A¯
.
(C3)
1. Conserved current for gauge transformations
Let us start with the gauge conserved current. Replac-
ing (C1) in (C2), we have
⋆Jgauge = −n (n+ 1) k
∫ 1
0
dt
〈
θDtλF
n−1
t
〉
. (C4)
Using Bianchi’s identity DtFt = 0, Leibniz’s rule for Dt
and the invariance property of the symmetric polynomial
〈· · · 〉, we get
⋆Jgauge = n (n+ 1) kd
∫ 1
0
dt
〈
θλF n−1t
〉
+
− n (n+ 1) k
∫ 1
0
dt
〈
λDtθF
n−1
t
〉
. (C5)
Now we replace the identity (d/dt)Ft = Dtθ and inte-
grate by parts in t to obtain
⋆Jgauge = n (n+ 1) kd
∫ 1
0
dt
〈
θλF n−1t
〉
+
− (n+ 1) k
∫ 1
0
dt
d
dt
〈λF nt 〉 , (C6)
which leads us directly to
⋆Jgauge = n (n+ 1) kd
∫ 1
0
dt
〈
θλF n−1t
〉
+
− (n+ 1) k
(
〈λF n〉 −
〈
λF¯ n
〉)
. (C7)
Since the last term in (C7) is proportional to the equa-
tions of motion, we finally get the on-shell conserved
Noether current
⋆Jgauge = n (n+ 1)kd
∫ 1
0
dt
〈
θλF n−1t
〉
. (C8)
2. Conserved current for diffeomorphisms
Let us now consider the diffeomorphism conserved cur-
rent. Replacing (C1) in (C3) we get the following expres-
sion for the Noether current:
⋆Jdiff = −n (n+ 1) k
∫ 1
0
dt
〈
θ£ξAtF
n−1
t
〉
− IξL
(2n+1)
A←A¯
.
(C9)
The identity
£ξAt = IξFt +DtIξAt (C10)
can be used to yield
⋆Jdiff = −n (n+ 1) k
∫ 1
0
dt
〈
θIξFtF
n−1
t
〉
+
− n (n+ 1) k
∫ 1
0
dt
〈
θDtIξAtF
n−1
t
〉
− IξL
(2n+1)
A←A¯
.
(C11)
Using Leibniz’s rule for both the contraction operator
Iξ and the covariant derivative Dt, plus Bianchi’s iden-
tity DtFt = 0 and the invariant nature of the symmetric
polynomial 〈· · · 〉, we find the expression
⋆Jdiff = − (n+ 1) k
∫ 1
0
dt 〈θIξF
n
t 〉+
+ n (n+ 1) kd
∫ 1
0
dt
〈
θIξAtF
n−1
t
〉
+
− n (n+ 1) k
∫ 1
0
dt
〈
IξAtDtθF
n−1
t
〉
− IξL
(2n+1)
A←A¯
.
(C12)
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Now we make use of the identities
d
dt
Ft = Dtθ, (C13)
d
dt
IξAt = Iξθ,
and integrate by parts in t to get
⋆Jdiff = − (n+ 1)k
∫ 1
0
dt 〈θIξF
n
t 〉+
+ n (n+ 1) kd
∫ 1
0
dt
〈
θIξAtF
n−1
t
〉
+
− (n+ 1) k
∫ 1
0
dt
d
dt
〈IξAtF
n
t 〉+
+ (n+ 1) k
∫ 1
0
dt 〈IξθF
n
t 〉 − IξL
(2n+1)
A←A¯
. (C14)
Replacing the explicit form of the TGFT lagrangian in
the last term we find
IξL
(2n+1)
A←A¯
= (n+ 1) k
∫ 1
0
dt 〈IξθF
n
t 〉+
− (n+ 1) k
∫ 1
0
dt 〈θIξF
n
t 〉 , (C15)
so that
⋆Jdiff = n (n+ 1) kd
∫ 1
0
dt
〈
θIξAtF
n−1
t
〉
+
− (n+ 1) k
(
〈IξAF
n〉 −
〈
IξA¯F¯
n
〉)
. (C16)
As with the gauge current, the last term in (C16) is
proportional to the equations of motion. We finally ob-
tain the on-shell conserved Noether current
⋆Jdiff = n (n+ 1)kd
∫ 1
0
dt
〈
θIξAtF
n−1
t
〉
. (C17)
APPENDIX D: PURE-GAUGE VIELBEINE
The construction analyzed in this paper has a num-
ber of perhaps trivial but quite interesting and beautiful
features, which deserve to be explicitly mentioned.
One first simple fact with far-reaching consequences is
that we are considering both, the spin connection and the
vielbein as components of an so (2n, 2)-valued, one-form
gauge connection
A = ω + e. (D1)
This is a beautiful mathematical construction from a
purely geometrical point of view, because it unifies two
different geometrical concepts, parallelism and metricity,
in a unique fiber bundle structure (see Refs. [31, 32]).
On the other hand, it is a key feature in the construction
of a background-free theory, because metricity enters in
the action on the same footing as all the other fields in
the game.
We will now focus our attention on transformations
generated by g = exp (ζaPa), since they mix the vielbein
and the spin connection. Under a finite boost, A = ω+e
changes to
ω + e→ ω′ + e′ = g (d + ω + e) g−1. (D2)
An explicit computation [10, 12, 33] yields
e′a = Ωab (cosh z) e
b − Ωab
(
sinh z
z
)
Dωζ
b, (D3)
ω′ab = ωab +
1
ℓ2
[
sinh z
z
(
ζaeb − ζbea
)
+
(
1− cosh z
z2
)(
ζaDωζ
b − ζbDωζ
a
)]
, (D4)
where
Ωab (u) ≡ uδ
a
b + (1− u)
ζaζb
ζ2
, (D5)
z ≡
1
ℓ
(ζaζa)
1/2
. (D6)
Our goal now is to find a geometry where parallelism is
arbitrary but metricity is pure gauge; i.e., a field configu-
ration which differs from the case ω arbitrary and e = 0
only by a gauge transformation.
As a first step towards this goal, we consider a connec-
tion obtained from gauging the simple case A = ω,
e′a = −Ωab
(
sinh z
z
)
Dωζ
b, (D7)
ω′ab = ωab +
1
ℓ2
(
1− cosh z
z2
)(
ζaDωζ
b − ζbDωζ
a
)
.
(D8)
Eq. (D7) gives us e′ = e′ (ω) and not e′ = e′ (ω′),
which is what we need. The solution to this problem
involves performing the inverse gauge transformation to
obtain ω = ω (e′,ω′). After some algebra, we find the
connection
A = ω + eg, (D9)
where
eag = −Ω
a
b
(
tanh z
z
)
Dωζ
b (D10)
corresponds to a pure-gauge vielbein. The transforma-
tion given by g = exp (−ζaPa) takes (D9) into one where
the vielbein vanishes and metricity as such ceases to ex-
ist.
This lack of metricity may seem like an extremely
pathological feature to the reader, but we would like to
demystify it a little bit if we can.
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We don’t really need to go very far to find an example,
as a simple one is provided by AdS space itself, where we
have
F =
1
2
(
Rab +
1
ℓ2
eaeb
)
Jab + T
aPa = 0. (D11)
Even simpler is the case of Minkowski space, which can
be obtained by performing the I˙no¨nu¨–Wigner contraction
ℓ→∞. Choosing Cartesian coordinates xa, the vielbein
and the spin connection may be written as ea = dxa and
ωab = 0. This vielbein can be gauged away with the
transformation exp [(xa − xa0)Pa].
In this way, we have found that there is nothing patho-
logical with an space where the vielbein is pure gauge;
it is just a natural consequence of the fact that now the
vielbein is part of a gauge connection.
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