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Superconducting properties of metallic nanowires can be entirely different from those of bulk
superconductors because of the dominating role played by thermal and quantum fluctuations of
the order parameter. For superconducting wires with diameters below ∼ 50 nm quantum phase
slippage is an important process which can yield a non-vanishing wire resistance down to very low
temperatures. Further decrease of the wire diameter, for typical material parameters down to ∼ 10
nm, results in proliferation of quantum phase slips causing a sharp crossover from superconducting
to normal behavior even at T = 0. A number of interesting phenomena associated both with
quantum phase slips and with the parity effect occur in superconducting nanorings. We review
recent theoretical and experimental activities in the field and demonstrate dramatic progress in
understanding of the phenomenon of superconductivity in quasi-one-dimensional nanostructures.
PACS numbers: 74.78.-w 74.25.Fy 74.40.+k 74.62.-c
Keywords: Superconductivity fluctuations nanowires quantum phase slips nanorings persistent current
Contents
I. Introduction 1
II. Effective action, Langevin and
Ginzburg-Landau equations 4
A. General formulation 4
B. Perturbation theory 5
C. Gaussian fluctuations in dirty
superconductors 7
D. Langevin equations 9
E. Time dependent Ginzburg-Landau equation 10
III. Thin metallic wires 11
A. Propagating modes 11
B. Gaussian fluctuations of the order
parameter 11
C. Matsubara effective action 12
IV. Thermally activated phase slips 14
A. Activation exponent 14
B. Pre-exponent 14
C. Temperature-dependent resistance and
noise 15
V. Theory of quantum phase slips in
superconducting nanowires 16
A. QPS action 16
B. QPS rate 18
C. QPS interactions and quantum phase
transitions 20
D. Wire resistance at low temperatures 22
E. Discussion 23
VI. Experiments on superconducting
nanowires 25
A. General considerations 25
B. Experiments on TAPS 27
C. Experimental observations of QPS effects in
superconducting nanowires 30
D. Open questions and related topics 40
1. Negative magneotresistance 40
2. Step-like R(T) dependencies in crystalline
1D structures 41
3. Resistive transition anomaly 41
4. TC dependence on wire diameter. 42
VII. Persistent currents in superconducting
nanorings 43
A. Persistent currents and quantum phase slips 43
B. Parity effect and persistent currents 46
1. Parity projection formalism 47
2. Homogeneous superconducting rings 48
3. SNS rings 48
VIII. Summary 54
IX. Acknowledgements 55
A. Equilibrium Green-Keldysh functions 55
B. Ward identities 56
C. Kernels 56
D. Relations between the phase and the
electromagnetic potentials 58
References 58
I. INTRODUCTION
The phenomenon of superconductivity was discovered
[1] as a sudden drop of resistance to immeasurably small
value. With the development of the topic it was realized
2that the superconducting phase transition is frequently
not at all ”sudden” and the measured dependence of the
sample resistance R(T ) in the vicinity of the critical tem-
perature TC may have a finite width. One possible rea-
son for this behavior – and frequently the dominating
factor – is the sample inhomogeneity, i.e. the sample
might simply consist of regions with different local crit-
ical temperatures. However, with improving fabrication
technologies it became clear that even for highly homoge-
neous samples the superconducting phase transition may
remain broadened. This effect is usually very small in
bulk samples and becomes more pronounced in systems
with reduced dimensions. A fundamental physical reason
behind such smearing of the transition is superconducting
fluctuations.
An important role of fluctuations in reduced dimen-
sion is well known. Above TC such fluctuations yield an
enhanced conductivity of metallic systems [2, 3, 4, 5] .
For instance, the so-called Aslamazov-Larkin fluctuation
correction to conductivity δσAL ∼ (T − TC)−(2−D/2) be-
comes large in the vicinity of TC and this effect increases
with decreasing dimensionality D. Below TC – according
to the general theorem [6, 7] – fluctuations should de-
stroy the long-range order in low dimensional supercon-
ductors. Thus, it could naively be concluded that low
dimensional conductors cannot exhibit superconducting
properties because of strong phase fluctuation effects.
This conclusion, however, turns out to be some-
what premature. For instance, 2D structures undergo
Berezinskii-Kosterlitz-Thouless (BKT) phase transition
[8, 9, 10] as a result of which the decay of correlations
in space changes from exponential at high enough T to
power law at low temperatures. This result implies that
at low T long range phase coherence essentially survives
in samples of a finite size and, hence, 2D films can well
exhibit superconducting properties.
Can superconductivity survive also in (quasi)-1D sys-
tems or do fluctuations suppress phase coherence thus
disrupting any supercurrent? The answer to this ques-
tion would clearly be of both fundamental interest and
practical importance. On one hand, investigations of this
subject definitely help to encover novel physics and shed
more light on the crucial role of superconducting fluctu-
ations in 1D wires. On the other hand, rapidly progress-
ing miniaturization of nanodevices opens new horizons
for applications of superconducting nanocircuits and re-
quires better understanding of fundamental limitations
for the phenomenon of superconductivity in reduced di-
mension. A detailed review of the present status of this
field is the main purpose of this paper.
It was first pointed out by Little [11] that quasi-one-
dimensional wires made of a superconducting material
can acquire a finite resistance below TC of a bulk material
due to the mechanism of thermally activated phase slips
(TAPS). Within the Ginzburg-Landau theory one can
describe a superconducting wire by means of a complex
order parameter Ψ(x) = |Ψ(x)|eiϕ(x). Thermal fluctua-
tions cause deviations of both the modulus and the phase
FIG. 1: Schematics of the phase slip process. Spatial variation
of the amplitude of the order parameter |Ψ| (left axis, dashed
line) and phase ϕ (right axis solid line) at various moments of
time: (a) before, (b) during and (c) after the phase slippage.
of this order parameter from their equilibrium values. A
non-trivial fluctuation corresponds to temporal suppres-
sion of |Ψ(x)| down to zero in some point (e.g., x = 0)
inside the wire, see Fig. 1. As soon as the modulus of
the order parameter |Ψ(0)| vanishes the phase ϕ(0) be-
comes unrestricted and can jump by the value 2πn, where
n is any integer number. After this process the modu-
lus |Ψ(0)| gets restored, the phase becomes single valued
again and the system returns to its initial state accumu-
lating the net phase shift 2πn. Provided such phase slip
events are sufficiently rare, one can restrict n by n = ±1
and totally disregard fluctuations with |n| ≥ 2.
According to the Josephson relation V = ~ϕ˙/2e each
such phase slip event causes a nonzero voltage drop V
across the wire. In the absence of any bias current the net
average numbers of ”positive” (n = +1) and ”negative”
(n = −1) phase slips are equal, thus the net voltage drop
remains zero. Applying the current I ∝| Ψ |2 ∇ϕ one
creates nonzero phase gradient along the wire and makes
”positive” phase slips more likely than ”negative” ones.
Hence, the net voltage drop V due to TAPS differs from
zero, i.e. thermal fluctuations cause non-zero resistance
R = V/I of superconducting wires even below TC . We
would also like to emphasize that, in contrast to the so-
called phase slip centers [12, 13, 14, 15] produced by a
3large current above the critical one I > IC , here we are
dealing with fluctuation-induced phase slips which can
occur at arbitrarily small values I.
A quantitative theory of the TAPS phenomenon was
first proposed by Langer and Ambegaokar [16] and then
completed by McCumber and Halperin [17]. This LAMH
theory predicts that the TAPS creation rate and, hence,
resistance of a superconducting wire R below TC are de-
termined by the activation exponent
R(T ) ∝ exp(−U/T ), U ∼ N0∆
2
0(T )
2
sξ(T ), (1)
where U(T ) is the effective potential barrier for TAPS
proportional to the superconducting condensation energy
(N0 is the metallic density of states at the Fermi energy
and ∆0(T ) is the BCS order parameter) for a part of the
wire of a volume sξ where superconductivity is destroyed
by thermal fluctuations (s is the wire cross section and
ξ(T ) is the superconducting coherence length). At tem-
peratures very close to TC eq. (1) yields appreciable resis-
tivity which was indeed detected experimentally [18, 19].
Close to TC the experimental results fully confirm the
activation behavior of R(T ) expected from eq. (1). How-
ever, as the temperature is lowered further below TC the
number of TAPS inside the wire decreases exponentially
and no measurable wire resistance is predicted by the
LAMH theory [16, 17] except in the immediate vicinity
of the critical temperature.
Experiments [18, 19] were done on small whiskers of
typical diameters ∼ 0.5 µm. Recent progress in nano-
lithographic technique allowed to fabricate samples with
much smaller diameters down to – and even below – 10
nm. In such systems one can consider a possibility for
phase slips to occur not only due to thermal, but also
due to quantum fluctuations of the superconducting or-
der parameter. The physical picture of quantum phase
slippage is qualitatively similar to that of TAPS (see Fig.
1) except the order parameter |Ψ(x)| gets virtually sup-
pressed due the process of quantum tunneling.
Following the standard quantum mechanical argu-
ments one can expect that the probability of such tun-
neling process should be controlled by the exponent
∼ exp(−U/~ω0), i.e. instead of temperature in the ac-
tivation exponent (1) one should just substitute ~ω0,
where ω0 is an effective attempt frequency. This is be-
cause the order parameter field Ψ(x) now tunnels under
the barrier U rather than overcomes it by thermal ac-
tivation. Since such tunneling process should obviously
persist down to T = 0 one arrives at a fundamentally
important conclusion that in nanowires superconductiv-
ity can be destroyed by quantum fluctuations at any tem-
perature including T = 0. Accordingly, such nanowires
should demonstrate a non-vanishing resistivity down to
zero temperature. Assuming that ~ω0 ∼ ∆0(T ) one
would expect that at ∆0(T ) . T < TC the TAPS de-
pendence (1) applies while at lower T . ∆0(T ) quantum
phase slips (QPS) take over, eventually leading to satu-
ration of the temperature dependence R(T ) to a non-zero
value in the limit T ≪ ∆0.
This behavior was indeed observed: Giordano [20] per-
formed experiments which clearly demonstrated a no-
table resistivity of ultra-thin superconducting wires far
below TC . These observations could not be adequately
interpreted within the TAPS theory and were attributed
to QPS. Later other groups also reported noticeable de-
viations from the LAMH theory in thin (quasi-)1D wires.
These experiments will be discussed in Chapter 6.
It should be noted, however, that despite these de-
velopments the idea that in realistic samples supercon-
ductivity can be destroyed by quantum fluctuations was
initially received with a large portion of scepticism. On
one hand, this was due to a number of unsuccessful at-
tempts to experimentally observe the QPS phenomenon.
On the other hand, some early theoretical efforts have
led to the results strongly underestimating the actual
QPS rate. Also, unambiguous interpretation of the ob-
servations [20] in terms of QPS was questioned because
of possible granularity of the samples used in those ex-
periments. If that was indeed the case, QPS could eas-
ily be created inside weak links connecting neighboring
grains. Also in this case superconducting fluctuations
play a very important role [21] however – in contrast to
the case of uniform wires – the superconducting order
parameter needs not to be destroyed during a QPS event.
First attempts to theoretically analyze the QPS ef-
fects [22, 23, 24] – as well as a number of later studies
– were based on the so-called time-dependent Ginzburg-
Landau (TDGL) equations. Unfortunately the TDGL
approach is by far insufficient for the problem in question
for a number of reasons: (i) A trivial reason is that the
Ginzburg-Landau (GL) expansion applies only at tem-
peratures close to TC whereas in order to describe QPS
one usually needs to go to lower temperatures down to
T → 0. (ii) More importantly, also at TC − T ≪ TC
TDGL equation remains applicable only in a special limit
of gapless superconductors, while it fails in a general sit-
uation considered here. (iii) TDGL approach does not
account for dissipation effects due to quasiparticles in-
side the QPS core (in certain cases also outside this
core) which are expected to reduce the probability of
QPS events similarly to the standard problem of quan-
tum tunneling with dissipation [25, 26, 27]. (iv) TDGL
approach is not fully adequate to properly describe exci-
tation of electromagnetic modes around the wire during
a QPS event (this effect turns out to be particularly im-
portant for sufficiently long wires). Thus, TDGL-based
description of QPS effects simply cannot be trusted, and
a much more elaborate theory is highly desirable in this
situation.
A microscopic theory of QPS processes in supercon-
ducting nanowires was developed [28, 29, 30] with the aid
of the imaginary time effective action technique [30, 31].
This theory remains applicable down to T = 0 and prop-
erly accounts for non-equilibrium, dissipative and electro-
magnetic effects during a QPS event. One of the main
conclusions of this theory is that in sufficiently dirty su-
4perconducting nanowires with diameters in the 10 nm
range QPS probability can already be large enough to
yield experimentally observable phenomena. Also, fur-
ther interesting effects including quantum phase transi-
tions caused by interactions between quantum phase slips
were predicted [28, 29].
An important parameter of this theory is the QPS fu-
gacity
y ∼ Score exp(−Score), Score ∼ gξ,
where gξ is the dimensionless conductance of the wire
segment of length ξ. Provided gξ is very large, typically
gξ & 100, the fugacity y remains vanishingly small, QPS
events are very rare and in many cases can be totally
neglected. In such case the standard BCS mean field
description should apply and a finite (though possibly
sufficiently long) wire remains essentially superconduct-
ing outside an immediate vicinity of TC . For smaller
gξ . 10÷20 QPS effects already become important down
to T → 0. Finally, at even smaller gξ ∼ 1 strong fluctu-
ations should wipe out superconductivity everywhere in
the wire. We also point out that in the case of nanowires
considered here the parameter gξ is related to the well
known Ginzburg number as Gi1D ∼ 1/g2/3ξ , i.e. the con-
dition gξ ∼ 1 also implies that the fluctuation region
becomes of order TC .
Another important parameter is the ratio between
the (”superconducting”) quantum resistance unit Rq =
π~/2e2 = 6.453 kΩ and the wire impedance Zw =√
L˜/C:
µ = Rq/2Zw,
where C is the wire capacitance per unit length, L˜ =
4πλ2L/s is the wire kinetic inductance and λL is the Lon-
don penetration depth. Provided this parameter becomes
of order one, µ ∼ 1, superconductivity in sufficiently long
wires gets fully suppressed due to intensive fluctuations
of the phase ϕ of the superconducting order parameter.
We note that both gξ and µ scale with the wire cross
section s respectively as gξ ∝ s and µ ∝ √s. It fol-
lows immediately that with decreasing the cross section
below a certain value the wire inevitably looses intrinsic
superconducting properties due to strong fluctuation ef-
fects. For generic parameters both conditions gξ ∼ 1÷10
and µ ∼ 1 are typically met for wire diameters in the
range
√
s . 10 nm.
A number of recent experimental observations are
clearly consistent with the above theoretical conclusions.
Perhaps the first unambiguous evidence for QPS effects in
quasi-1D wires was reported by Bezryadin, Lau and Tin-
kham [32] who fabricated sufficiently uniform supercon-
ducting wires with thicknesses down to 3÷ 5 nm and ob-
served that several samples showed no signs of supercon-
ductivity even at temperatures well below the bulk criti-
cal temperature. Those results were later confirmed and
substantially extended by different experimental groups.
At present there exists an overwhelming experimental
evidence for QPS effects in superconducting nanowires
fabricated to be sufficiently uniform and homogeneous.
Below we will analyze the main experimental results and
compare them with theoretical predictions.
Yet another interesting issue is related to persistent
currents (PC) in superconducting nanorings. It was
demonstrated [33] that QPS effects can significantly mod-
ify PC in such systems and even lead to exponential sup-
pression of supercurrent for sufficiently large ring perime-
ters. Another important factor that can substantially af-
fect PC in isolated superconducting nanorings at low T
is the electron parity number. Of particular interest is
the behavior of rings with odd number of electrons which
can develop spontaneous supercurrent in the ground state
without any externally applied magnetic flux [34].
The structure of our Review is as follows. A theory
of superconducting fluctuations in nanowires will be ad-
dressed in Chapters 2-5. In Chapter 2 we discuss a gen-
eral derivation of the real time effective action of a su-
perconductor suitable for further investigations of fluc-
tuation effects at temperatures below TC . We also for-
mulate the Langevin equations and analyze their relation
to TDGL-type of equations frequently used in the litera-
ture. In Chapter 3 we adopt our general formalism to the
case of superconducting nanowires and demonstrate the
importance of superconducting fluctuations in such struc-
tures. In Chapter 4 we will briefly review LAMH theory
of thermally activated phase slips. Quantum phase slip
effects will be analyzed in details in Chapter 5. Chapter 6
is devoted to an elaborate discussion of key experiments
in the field and their interpretation in terms of existing
theories. In Chapter 7 we will analyze persistent cur-
rents in superconducting nanorings. Chapter 8 contains
a brief summary of our main observations and conclu-
sions. Some technical details are presented in Appendix.
II. EFFECTIVE ACTION, LANGEVIN AND
GINZBURG-LANDAU EQUATIONS
A. General formulation
The starting point of our analysis is the formal expres-
sion for the quantum evolution operator on the Keldysh
contour or the so-called Keldysh “partition function”. As
usually [21], the kernel of the evolution operator J can
be expressed in the form of a path integral over quantum
fields defined both at the forward (below denoted by the
subscript F ) and the backward (denoted by the subscript
B) branches of the Keldysh contour. We have
J =
∫
DψαF/B Dψ¯αF/BD∆F/B DVF/B DAF/B
× eiS[ψαF ,∆F ,VF ,AF ]−iS[ψαB ,∆B,VB ,AB ], (2)
Here ψαF/B , ψ¯
α
F/B are electron Grasmann fields, α =↑, ↓ is
the spin index, ∆F/B are superconducting complex order
5parameter fields (which emerge as a result of the standard
Hubbard-Stratonovich decoupling of the BCS coupling
term [21]), VF/B and AF/B are respectively the scalar
and vector potentials. The action S is defined as follows
iS =
∑
α
∫
d4X
[
ψ¯α
(
i
∂
∂t
+
1
2m
(
∇+ i e
c
A
)2
+ ǫF − U(r) + eV
)
ψα −∆ψ¯↑ψ¯↓ −∆∗ψ↓ψ↑
]
+
∫
d4X
(
E2 −H2
8π
− N0|∆|
2
λ
)
. (3)
Here ǫF is the Fermi energy, U(r) is the disorder poten-
tial, N0 is the density of states per unit spin at the Fermi
level, and λ is the BCS coupling constant. In our nota-
tions the electron charge is e∗ = −e, i.e. we define e > 0.
Here and below we employ the notation d4X = dt d3r.
As the above action is quadratic in the electron fields
one can integrate them out exactly. After that one arrives
at the path integral
J =
∫
D∆F/B DVF/B DAF/B eiSeff [∆F/B ,VF/B ,AF/B],
(4)
where the effective action reads
iSeff = i
∫
d4X
(
E2 −H2
8π
− N0|∆|
2
λ
)
+ Tr ln Gˇ−1.
(5)
The inverse 4×4 matrix Green-Keldysh function Gˇ−1 can
be split into 2× 2 sub-blocks (indicated by a hat):
Gˇ−1 =
( Gˆ−111 −σˆz∆ˆ
−σˆz∆ˆ Gˆ−122
)
(6)
where
Gˆ−111 = σˆz
(
i
∂
∂t
−H0 + i
2
{∇, vˆS} − mvˆ
2
S
2
+ eΦˆ
)
Gˆ−122 = σˆz
(
i
∂
∂t
+H0 +
i
2
{∇, vˆS}+ mvˆ
2
S
2
− eΦˆ
)
. (7)
Here H0 = −∇2/2m + U(r) − ǫF is the single electron
Hamiltonian,
vˆS =
1
2m
( ∇ϕF + 2ec AF 0
0 ∇ϕB + 2ec AB
)
, (8)
Φˆ =
(
VF − ϕ˙F2e 0
0 VB − ϕ˙B2e
)
, (9)
define the gauge invariant combiantions of the supercon-
ducting order parameter phase ϕ and the electromagnetic
potentials. The matrix ∆ˆ is constructed analogously. It
reads
∆ˆ =
(
∆F 0
0 ∆B
)
. (10)
Note that both fields ∆F and ∆B are now real since we
have already decoupled the phase factors ϕF/B by the
gauge transformation.
B. Perturbation theory
Although the above expression for the effective action
Seff (5) is exact it remains too complicated for practical
calculations. In order to proceed let us – analogously
to the derivation in the Matsubara technique [30, 31] –
restrict our analysis to quadratic fluctuations. For this
purpose we split the order parameter into the BCS mean
field term ∆0 and the fluctuating part. Performing a shift
∆F/B → ∆0 + ∆F/B we re-define the order parameter
field in a way to describe fluctuations by the fields ∆F/B .
Expanding the effective action (5) in powers of ∆ˆ, vˆS and
Φˆ to the second order we obtain the action describing the
quadratic fluctuations in the system
iS
(2)
eff = iS1 + iS∆ + iSem + iSϕ∆, (11)
where
iS1 = Tr
[
σˆz
i
2
{∇, vˆS}(Gˆ+ ˆ¯G)
+ σˆzeΦˆ(Gˆ− ˆ¯G)− σˆz∆ˆ(Fˆ + ˆ¯F )
]
(12)
defines the first order (in Φˆ, vˆS , ∆ˆ) contribution to the
action,
iS∆ = −iN0
λ
∫
d4X
(|∆0 +∆F |2 − |∆0 +∆B |2)
− 1
2
Tr
{
(Fˆ σˆz∆ˆ)
2 + ( ˆ¯F σˆz∆ˆ)
2 + 2 ˆ¯Gσˆz∆ˆGˆσˆz∆ˆ
}
,
(13)
accounts for fluctuations of the absolute value of the or-
der parameter field,
iSem = i
∫
d4X
E2F −E2B −H2F +H2B
8π
− 1
2
Tr
{
mvˆ2S(Gˆ− ˆ¯G) +
[
σˆz
(
i
2
{∇, vˆS}+ eΦˆ
)
Gˆ
]2
+ σˆz
(
i
2
{∇, vˆS}+ eΦˆ
)
Fˆ σˆz
(
i
2
{∇, vˆS} − eΦˆ
)
ˆ¯F
+
[
σˆz
(
i
2
{∇, vˆS} − eΦˆ
)
ˆ¯G
]2}
(14)
describes electromagnetic fields and their coupling to the
phase of the order parameter field and
iSϕ∆ = Tr
{
σˆz
(
i
2
{∇, vˆS}+ eΦˆ
)
Fˆ σˆz∆ˆGˆ
+ σˆz
(
i
2
{∇, vˆS}+ eΦˆ
)
Gˆσˆz∆ˆ
ˆ¯F
+ σˆz
(
i
2
{∇, vˆS} − eΦˆ
)
ˆ¯Gσˆz∆ˆFˆ
+ σˆz
(
i
2
{∇, vˆS} − eΦˆ
)
ˆ¯F σˆz∆ˆ
ˆ¯G
}
. (15)
6is responsible for coupling of electromagnetic and phase
fluctuations to the absolute value of the order parameter
field.
All the above contributions to the action are ex-
pressed in terms of equilibrium non-perturbed normal
and anomalous 2×2 Green-Keldysh matrices which enter
as sub-blocks Gˆ, Fˆ , ˆ¯G, ˆ¯F into the 4× 4 matrix
Gˇ0 =
(
Gˆ Fˆ
ˆ¯F ˆ¯G
)
, (16)
obtained by inverting the expression (6) at Φˆ = 0, Aˆ = 0
and ∆F = ∆B = ∆0. The formal expressions for the
sub-blocks Gˆ, Fˆ , ˆ¯G, ˆ¯F are defined in Appendix A.1.
One can demonstrate that the matrix Green-Keldysh
functions satisfy the Ward identities (B1) and (B2) spec-
ified in Appendix A.2. Making use of eq. (B1) we can
rewrite the first order contribution to the action in the
form
iS1 = −Tr
[
σˆz∆ˆ(Fˆ +
ˆ¯F )
]
+ i∆0Tr
[
σˆzϕˆ(Fˆ − ˆ¯F )
]
+
ie
2mc
Tr
[
σˆz{∇, Aˆ}(Gˆ+ ˆ¯G)
]
+ eTr
[
σˆzVˆ (Gˆ− ˆ¯G)
]
.
Observing that Fˆ = ˆ¯F and introducing the current j0
and the charge density ρ0 in the non-perturbed state we
further transform the action iS1 and get
iS1 = −2Tr
[
σˆz∆ˆFˆ
]
− i
c
∫
d4X j0(AF −AB)
− i
∫
d4X ρ0(VF − VB). (17)
In addition, assuming the non-perturbed system state to
be in thermodynamic equlibrium, we set both the current
and the charge density equal zero. Then we obtain
iS1 = −2Tr
[
σˆz∆ˆFˆ
]
. (18)
Finally, we assume that the equilibrium value of the order
parameter ∆0(T ) satisfies the standard BCS gap equa-
tion
1
λ
=
∫ ωD
0
dξp
tanh
√
ξ2p+∆
2
0
2T√
ξ2p +∆
2
0
, (19)
where ωD is the Debye frequency. In this case iS1 is
cancelled by the first order contribution coming from iS∆
and the action does not contain the first order terms in
δ∆ˆ any more.
The Ward identities (B1) and (B2) also allow one to
transform the contribution iSem (14) and cast it to the
form
iSem = iSJ + iSL + iSD,
where the terms iSJ , iSL and iSD define the terms of
a different physical origin which we will identify respec-
tively as Josephson, London and Drude contributions to
the effective action. They read
iSJ = 2e
2Tr
[
σˆzΦˆFˆ σˆzΦˆ
ˆ¯F
]
, (20)
iSL = −i
∫
d4X
H2F −H2B
8π
+2Tr
[
σˆz{∇, vˆS}Fˆ σˆz{∇, vˆS} ˆ¯F
]
, (21)
iSD = i
∫
d4X
E2F −E2B
8π
+
1
2
Tr
[ (
σˆz{∇, uˆ}Gˆ
)2
+
(
σˆz{∇, uˆ} ˆ¯G
)2
− 2σˆz{∇, uˆ}Fˆ σˆz{∇, uˆ} ˆ¯F − 4mσˆzuˆ2(Gˆ− ˆ¯G)
]
, (22)
where
uˆ =
e
2m
(∫ t
t0
dt′∇Vˆ + 1
c
Aˆ
)
. (23)
At low frequencies and temperatures the Josephson con-
tribution iSJ can be large, thus suppressing fluctuations
of the gauge invariant potential Φˆ. In this case one can
set Φˆ = 0 and get
ˆ˙
φ = 2eVˆ , which is just the well
known Josephson relation between the phase and the
electric potential. Note that for ultra-thin superconduct-
ing wires the Josephson relation can be violated, as it
will be demonstrated below.
The London contribution iSL is responsible for the
screening of the magnetic field penetrating inside the su-
perconductor. Finally, the Drude contribution iSD re-
mains non-zero in the normal state where it accounts for
Ohmic dissipation due to flowing electric currents. Since
the correction to the magnetic susceptibility in normal
metals is usually small, one can ignore the vector po-
tential in the expression for uˆ (23). Afterwards one can
again apply the Ward identities (B2) and rewrite iSD in
the form
iSD = i
∫
d4X
E2F −E2B
8π
− e
2
2
Tr
[ (
σˆz Vˆ Gˆ
)2
+
(
σˆz Vˆ
ˆ¯G
)2
+ 2σˆzVˆ Fˆ σˆz Vˆ
ˆ¯F
]
.
(24)
At last, let us consider the cross term iSϕ∆. Again
applying the identity (B1) we cast this term to the form
similar to eq. (17):
iSϕ∆ = −Tr
[
σˆz∆ˆ
(
δFˆ − δ ˆ¯F
)]
− i
c
∫
d4X δj0(AF −AB)− i
∫
d4X δρ0(VF − VB),
7where δj, δρ0 ∝ ∆F ,∆B define the first order corrections
to the current and the charge density due to fluctuating
order parameter fields. One can verify that in the absence
of both particle-hole asymmetry and charge imbalance
these corrections vanish. Likewise, in this case we have
δFˆ = δ ˆ¯F . Thus, we conclude that
iSϕ∆ = 0. (25)
For clarity, we now summarize again the results derived
this section. The complete expression for the effective ac-
tion describing quadratic fluctuations in a superconduc-
tor reads
iS
(2)
eff = iS1 + iS∆ + iSJ + iSL + iSD, (26)
where the terms iS1, iS∆, iSJ , iSL and iSD are defined
respectively in eqs. (18), (13), (20), (21) and (24).
C. Gaussian fluctuations in dirty superconductors
Below we will mainly be interested in the limit of so-
called dirty superconductors, i.e. we assume that the
concentration of defects in the system is sufficiently high
and the electron motion is diffusive. In the case of ultra-
thin superconducting channels only this limit appears to
be of practical interest, since usually the electron elastic
mean free path l does not exceed the diameter of the
wire. Since we will mainly focus our attention on wires
with diameters in the 10 nm range, realistic values of
l should be typically in the same range, i.e. we have
l≪ ξ0 ∼ ~vF /∆0 ∼ 1 µm and l ≪ λL.
In order to account for processes with characteristic
length scales exceeding the electron mean free path l it
will be convenient for us to perform disorder averaging
directly in the effective action. To this end we substitute
explicit expressions for the Green functions (A3) into the
effective action derived in the previous section and then
apply the standard rules of averaging for the electron
wave functions. In the diffusion approximation we have∑
mn
〈δ(ξn − ξ1)δ(ξm − ξ2)χn(r)χn(r′)χm(r′)χm(r)〉
=
N0
π
ReD(ξ1 − ξ2, r, r′),
∑
mn
〈
δ(ξn − ξ1)δ(ξm − ξ2)
(∇αr1 −∇αr4) (∇βr3 −∇βr2)
χn(r1)χn(r2)χm(r3)χm(r4)〉
∣∣
r4=r1=r, r3=r4=r′
=
4m2D
π
δαβ Re
[
i(ξ1 − ξ2)D(ξ1 − ξ2, r, r′)
]
. (27)
Here D = vF l/3 is the diffusion constant and D(ω, r, r′)
is the diffuson defined as a solution of the diffusion equa-
tion (−iω −D∇2r)D(ω, r, r′) = δ(r − r′). (28)
In the following we will mainly consider spatially ex-
tended systems in which case one has
D(ω, r, r′) =
∫
d3q
(2π)3
eiq(r−r
′)
−iω +Dq2 . (29)
Employing eqs. (27) we arrive at the following expres-
sion for the effective action
iS
(2)
eff = i
∫
d4X
E−E+ −H−H+
4π
+ i
∫
d4Xd4X ′
{
∆−(X)KX,X
′
∆ ∆
+(X ′)
+ Φ−(X)KX,X
′
J Φ
+(X ′)− v−S (X)KX,X
′
L v
+
S (X
′)
+ E−(X)KX,X
′
D E
+(X ′)
}
−
∫
d4Xd4X ′
{
∆−(X)K˜X,X
′
∆ ∆
−(X ′)
+ Φ−(X)K˜X,X
′
J Φ
−(X ′)− v−S (X)K˜X,X
′
L v
−
S (X
′)
+ E−(X)K˜X,X
′
D E
−(X ′)
}
, (30)
where we introduced ”classical” ∆+ = (∆F +∆B)/2 and
”quantum” ∆− = ∆F − ∆B components of the order
parameter field and used analogous definitions for other
fluctuating variables v±S , Φ
± and E±. The four kernels
KX,X
′
j (j = ∆, L, J,D) are defined as follows
KX,X
′
j =
∫
d4Q
(2π)4
e−iω(t−t
′)+iq(r−r′)χj(Q),
K˜X,X
′
j =
∫
d4Q
(2π)4
e−iω(t−t
′)+iq(r−r′) Im [χj(Q)]
2
coth
ω
2T
,
(31)
where we denote d4Q = dωd3q.
Explicit expressions for the functions χ∆, χJ , χL and
χD are rather cumbersome. They are presented in Ap-
pendix A.3 respectively in eqs. (C1), (C2), (C3) and
(C4). Here we provide simple analytical expressions valid
in some limiting cases.
Let us first concentrate on the low temperature limit
T ≪ ∆0. In this limit at small frequencies and wave
vectors ω,Dq2 ≪ ∆0 we find
χ∆ = −2N0
(
1− ω
2
12∆20
+
πDq2
8∆0
)
,
χJ = 2e
2N0
(
1 +
ω2
6∆20
− πDq
2
8∆0
)
,
χL = 2πm
2N0D∆0,
χD =
e2N0D
4∆0
, (32)
while in the limit |ω|, Dq2 ≫ ∆0(0) ≡ πe−γTC (γ ≃
80.577 is the Euler constant) one finds
χ∆ = −2N0 ln −iω +Dq
2
∆0(0)
,
χJ = − 8e
2N0∆
2
0(T )
ω(ω2 +D2q4)
×
[
ω ln
−iω +Dq2
∆0(0)
− iDq2 ln −iω
2∆0(0)
]
,
χL =
8m2N0D∆
2
0(T )
ω2 +D2q4
×
[
Dq2 ln
−iω +Dq2
∆0(0)
+ iω ln
−iω
2∆0(0)
]
,
χD =
σ
−iω +Dq2 , (33)
where σ = 2e2N0D is the normal state Drude conduc-
tivity. Here we explicitly indicated the temperature de-
pendence of the superconducting gap ∆0(T ) in order to
emphasize that these asymptotic expressions are valid at
all temperatures rather than only in the limit T ≪ ∆0.
Let us now consider higher temperatures |T − TC | ≪
TC . At T > TC our general expression for χ∆ reduces to
the standard result
χ∆ = −2N0
[
ln
T
TC
+Ψ
(
1
2
+
−iω +Dq2
4πT
)
−Ψ
(
1
2
)]
,
(34)
χD is again defined by the Drude formula (33), while two
other χ-functions vanish identically in this temperature
interval, χJ = χL = 0. The latter observation implies
that phase fluctuations remain unrestricted in this case.
Hence, no Taylor expansion of the action in the phase
ϕ can be performed. In this case it is more convenient
to undo the gauge transformation restoring the initial
dependence of the action on the complex order parameter
field and then to expand the action in this field. For
simplicity ignoring electromagnetic fields and expanding
the action to the second order in ∆± we find
iS
(2)
eff =
i
2
∫
d4Xd4X ′
{(
∆−(X)
)∗
KX,X
′
∆ ∆
+(X ′)
+∆−(X)KX,X
′
∆
(
∆+(X ′)
)∗}
−
∫
d4Xd4X ′
(
∆−(X)
)∗
K˜X,X
′
∆ ∆
−(X ′). (35)
In the limit of small frequencies and wave vectors
|ω|, Dq2 ≪ 2πTC one recovers the standard expression
χ∆ = −2N0 ln T
TC
− πN0
4T
(−iω +Dq2), (36)
which usually serves as a starting point for the deriva-
tion of the so-called time dependent Ginzburg-Landau
equation (TDGL) which we will address shortly below.
Turning to temperatures below the critical one, T <
TC , and expanding the χ-functions (C1)-(C4) in powers
of ∆0 we obtain
χ∆ = −7ζ(3)
2π2
N0∆
2
0
T 2
− πN0
4T
(−iω +Dq2)− πN0
2T
∆20
−iω +Dq2 ,
χJ =
7ζ(3)
2π2
e2N0∆
2
0
T 2
+
πe2N0∆
2
0
T
(
1
−iω +Dq2 +
∆20
ω2
−2iω +Dq2
(−iω +Dq2)2
)
,
χL =
πm2N0D∆
2
0
T
(
−2iω +Dq2
−iω +Dq2 −
∆20
(−iω +Dq2)2
)
,
χD =
2e2N0D
−iω +Dq2
(
1− 7ζ(3)
2π2
∆20
T 2
)
− πe
2N0D∆
2
0
2T
1
(−iω +Dq2)2 . (37)
These results apply for ∆0 ≪ |ω|, Dq2 and in the limit
of small wave vectors and frequencies, |ω|, Dq2 ≪ 2πTC .
Here ∆0(T ) obeys the standard BCS self-consistency gap
equation at T ∼ TC :
ln
TC
T
=
7ζ(3)
8π2
∆20
T 2
+O
(
∆40
T 4
)
. (38)
For |ω|, Dq2 ≪ ∆0 we obtain non-analytic expressions.
For example, χJ in this limit reads
χJ =
e2N0∆0
2T
{
7ζ(3)
π2
∆0
T
+
−iω√
ω2 +D2q4
[
ln
√
ω2 +D2q4 +Dq2√
ω2 +D2q4 −Dq2 + πi
ω
|ω|
]}
.
(39)
More accurate expressions for the kernels χ∆, χJ
and χL valid at temeperatures close to TC and at any
|ω|, Dq2 ≪ 2πTC are given in Appendix, see Eqs. (C7-
C12). Only in the limit |ω| ≪ Dq2 ≪ ∆0 those ex-
pressions match with the well known results for the co-
efficients of the linearized (time-independent) Ginzburg-
Landau equation:
χ∆ = −7ζ(3)
2π2
N0∆
2
0
T 2
, χJ =
7ζ(3)
2π2
e2N0∆
2
0
T 2
,
χL =
πm2N0D∆
2
0
T
. (40)
At frequencies Dq2 ≪ |ω| ≪ ∆0 the functions χ∆ and
χJ turn out to be parametrically different taking much
higher values:
χ∆ = −πN0∆0
4T
, χJ =
πe2N0∆0
4T
, (41)
while χL is still given by Eq. (40). The Drude suscep-
tibility χD may be taken in the usual form (33) in both
9cases. Thus, already at small frequencies (well below the
gap ∆0 ≪ TC) microscopic results can strongly deviate
from those frequently used within semi-phenomenological
TDGL approach. At higher frequencies and/or wave vec-
tors |ω| +Dq2 ≫ ∆0 this difference becomes even more
pronounced, cf. eqs. (37).
One can demonstrate that these kernels are not inde-
pendent and obey the following exact identity
χ∆ = −χJ
e2
+
ω2
4e2∆20
χJ − q
2
4m2∆20
χL, (42)
which directly follows from the Ward identities (B2). In
addition, in the diffusive limit the kernels χJ and χL are
related to each other as
χL(ω, q) = χL(ω, 0)− m
2D2q2
e2
χJ(ω, q). (43)
This latter relation applies only for dirty superconduc-
tors.
For clarity, it is worthwhile to display the relation be-
tween the χ-kernels derived here and some other quan-
tities analyzed in the literature. For example, one can
introduce the complex conductivity σ(Q) of a supercon-
ductor [35]
jQ = σ(Q)EQ, (44)
where jQ and EQ are the Fourier components of respec-
tively the current density and the electric field. In Ref.
[36] the function Q(Q) was analyzed which expresses the
current via the vector potential:
jQ = −Q(Q)AQ. (45)
Both Q(Q) and σ(Q) are related to the kernels χL and
χD as follows
Q(Q) = −iω
c
σ(Q) =
1
c
[
e2
m2
χL(Q)− ω2χD(Q)
]
. (46)
D. Langevin equations
Let us now rewrite our results in a slightly different
manner. The effective action S
(2)
eff can be equivalently
defined by means of the following formula
eiS
(2)
eff =
〈
eiSξ[∆
±,v±S ,Φ
±,E±,H±,ξ∆,ξJ ,ξL]
〉
ξj
, (47)
where
iSξ = i
∫
d4X
E−E+ −H−H+
4π
+ i
∫
d4Xd4X ′
{
∆−(X)KX,X
′
∆ ∆
+(X ′)
+ Φ−(X)KX,X
′
J Φ
+(X ′) +E−(X)KX,X
′
D E
+(X ′)
− v−S (X)KX,X
′
L v
+
S (X
′)
}
− i
∫
d4X
[
ξ∆∆
− + ξJΦ
− + ξLv
−
S
]
, (48)
and averaging is performed over three different stochastic
variables ξ∆, ξJ , ξL defined by the pair correlators
〈ξ∆(t, r)ξ∆(0, 0)〉 =
∫
d4Q
(2π)4
e−iωt+iqr coth
ω
2T
× Im [χ∆(Q)],
〈ξJ (t, r)ξJ (0, 0)〉 =
∫
d4Q
(2π)4
e−iωt+iqr coth
ω
2T
× Im [χJ(Q) + q2χD(Q)],
〈ξαL(t, r)ξβL(0, 0)〉 = δαβ
∫
d4Q
(2π)4
e−iωt+iqr coth
ω
2T
× Im
[
−χL(Q) + m
2ω2
e2
χD(Q)
]
,
〈ξL(t, r)ξJ (0, 0)〉 = −
∫
d4Q
(2π)4
e−iωt+iqr coth
ω
2T
× mωq
e
Im [χD(Q)] . (49)
All other cross correlators of the above stochastic vari-
ables are equal to zero.
The representation (47) is just the result of the stan-
dard Hubbard-Stratonovich decoupling transformation
in the effective action (30). We have also used the iden-
tity
E− = −∇V − − 1
c
∂A
∂t
= −∇Φ− − m
e
∂vS
∂t
. (50)
Let us now find the least action paths for Sξ. Setting
the variational derivatives of the action (48) with respect
to quantum fields ∆−, ϕ−, V − and A− equal to zero we
arrive at four different equations for the fields ∆+, ϕ+,
V + and A+ which provide the minimum for the action
Sξ (48). The first equation describes fluctuations of the
absolute value of the order parameter. It reads∫
d4X ′KX,X
′
∆ ∆
+(X ′) = ξ∆(X). (51)
The second one is the continuity equation for the super-
current. We obtain
∂ρS
∂t
+∇jS = −∂ξJ
∂t
+
e
m
∇ξL, (52)
where we introduced the superconducting density ρS and
the superconducting current density jS
ρS = −
∫
d4X ′KX,X
′
J Φ
+(X ′),
jS = − e
m
∫
d4X ′KX,X
′
L v
+
S (X
′). (53)
The remaining two saddle point equations take the form
∇E+(X)
4π
+
∫
d4X ′KX,X
′
D ∇E+(X ′)− ρS(X) = ξJ (X)
(54)
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and
∇×H+
4π
=
1
4πc
∂E+
∂t
+
jS
c
+
jN
c
− e
m
ξL. (55)
Here
jN =
∫
dX ′KX,X
′
D
∂E+(X ′)
∂t′
(56)
is the normal quasiparticle current.
Eqs. (51), (52), (54) and (55) together with noise
correlators (49) represent the set of Langevin equations
fully describing quantum dynamics of the order param-
eter and electromagnetic fields for dirty superconduc-
tors within the Gaussian approximation. As it is clear
from our derivation, these equations remain valid pro-
vided the electron distribution function is not driven far
from equilibrium. Generalization of our approach to non-
equilibrium situations is also possible but will not be dis-
cussed here.
E. Time dependent Ginzburg-Landau equation
Now let us establish the relation between our results
and the approach based on the so-called time dependent
Ginzburg-Landau equation (TDGL) which is widely used
to model various non-stationary effects in superconduc-
tors at temperatures close to TC . For example, above
the critical temperature this TDGL approach allows to
correctly evaluate the so-called Aslamazov-Larkin fluctu-
ation correction to the conductivity of the system. Be-
low TC it enables one to describe formation of phase slip
centers and the resistive state of current biased supercon-
ducting wires. Relative simplicity of the TDGL approach
makes it possible to apply powerful numerical methods
thus making this technique particularly appealing. In
many cases the TDGL-based analysis was employed even
far beyond its applicability range, e.g., in order to de-
scribe quantum phase slips in superconducting nanowires
at T → 0.
The TDGL equation is usually written in the following
simple form [5]
[
∂
∂t
− 2ieV + 1
τGL
−D
(
∇+ i2e
c
A
)2
+
7ζ(3)
π3T
|∆|2
]
∆ = ξ˜∆, (57)
where
τGL =
π
8|T − TC | (58)
is the so-called Ginzburg-Landau time and
〈ξ˜∗∆(t, r)ξ˜∆(t′, r′)〉 =
16T 2
πN0
δ(t− t′)δ(r − r′). (59)
Although this form can be justified for gapless supercon-
ductors at high concentration of magnetic impurities, in
general no consistent microscopic derivation of eq. (57)
was ever performed. Nevertheless, it is usually believed
that eq. (57) is microscopically justified at temperatures
above TC where the average value of the BCS order pa-
rameter is zero, ∆0 = 0. Unfortunately, our present mi-
croscopic derivation (as well as earlier imaginary time
analysis [30, 31]) does not fully support this statement.
An independent analysis based on the real-time non-
linear σ-model was recently performed by Levchenko and
Kamenev [37] who also noticed that even at T > TC
eq. (57) is not quite correct. These authors formulated
a more accurate real-time TDGL equation in the form
convenient for a comparison with eq. (57):
[
∂
∂t
− 2ie∂K(X)
∂t
+
1
τGL
−D
(
∇+ i2e
c
A(X)
)2
+
7ζ(3)
π3T
|∆(X)|2
]
∆(X)− 7ζ(3)
π3T
∆(X)
∫
d4X ′D(X,X ′)
×
(
∆∗(X ′)
∂∆(X ′)
∂t′
− 2ei|∆(X ′2∂K(X
′)
∂t′
)
= ξ˜∆(X),
(60)
where K(X) = ∫ dX ′D(X,X ′)[V (X ′)−D∇A(X ′)].
It is obvious that eq. (60) does not in general coin-
cide with eq. (57). At the same time, it is satisfactory
to observe that eq. (60) agrees with our results up to
terms ∼ ∆+, ϕ+. In order to demonstrate this fact it is
necessary to identify ∆ = (∆0 + ∆
+)eiϕ
+
and consider
terms linear in ∆+ and ϕ+. In this way one arrives at our
Langevin eqs. (51)-(52) with ∆0 =const, where the func-
tions χ∆, χJ , χL coincide with those given by Eq. (37)
in the leading order in ∆0. Thus, we conclude that in
the limit ∆0 → 0 our Langevin equations are equivalent
to TDGL-type of equation [37] within the order ∼ ∆20.
Some differences, however, arise for higher order terms,
namely for terms ∼ ∆40 originating from the functions
χJ and χL as well as for terms ∼ ∆20 emerging from χ∆.
This observation indicates that eq. (60) is still not fully
justified at temperatures T < TC .
In fact, it is not quite clear to us whether it would
be of any practical importance to pursue the GL expan-
sion up to terms ∼ ∆3 in the TDGL-type equations. Of
course, a regular expansion in powers of ∆± can be per-
formed in the initial effective action (5). In the order
∼ ∆4 this expansion generates many complicated non-
local (both in space and in time) terms containing the
quantum field (∆−)n with n ranging from 1 to 4. In or-
der to recover terms ∼ ∆3 in the TDGL equation one
should disregard all terms in the action ∼ (∆−)n with
n ≥ 2. In certain situations this approximation might be
difficult to justify. In addition, the remaining terms∼ ∆3
are hardly tractable except in the zero frequency limit.
Finally, the whole approach remains restricted to temper-
atures T ∼ TC . In view of all these problems it appears
more appealing to perform the expansion of the effective
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action in superconducting fluctuations around the mean
field value ∆0. This strategy was pursued in the bulk of
this chapter. Restricting these expansion to second order
terms in ∆± we arrive at the Langevin equations (51)-
(52) with χ∆, χJ and χL defined in Eqs. (C1-C3). This
approach remains applicable at all temperatures down to
T = 0 and is sufficient for practical calculations in a large
number of situations.
III. THIN METALLIC WIRES
We now turn to the specific case of sufficiently long and
very thin superconducting wires which will be of partic-
ular interest for us here. For such systems the terms
describing the action of free electro-magnetic field can be
rewritten in the form
i
∫
d4X
E−E+ −H−H+
4π
→ i
∫
dtdx
(
CV +V − − A
+A−
L
)
. (61)
Here we have defined the coordinate along the wire x,
the capacitance per unit length of the wire C and the
inductance times unit length L. A stands for the com-
ponent of the vector potential parallel to the wire. For
a cylindric wire with radius r0 embedded in a dielectric
environment with susceptibility ǫ, the capacitance C and
inductance L are
C ≈ ǫ
2 ln(R0/r0)
, L ≈ 2 ln(R0/r0), (62)
where R0 is the distance from the center of the wire and
the bulk metallic electrode.
In order to transform other terms one should apply a
simple rule
∫
d4X → s
∫
dt dx,
∫
d4Q
(2π)4
→ 1
s
∫
dωdq
(2π)2
, (63)
where s is the wire cross section.
A. Propagating modes
In the low temperature limit T ≪ ∆0 all χ-functions
(32) are real and, hence, the noise terms in all four
Langevin equations (51-55) vanish. This enables prop-
agation of electromagnetic modes along a quasi-1D su-
perconducting wire. The equations of motion for such a
wire take the form
1
12∆20
∂2∆+
∂t2
− πD
8∆0
∂2∆+
∂x2
+∆+ = 0
∂2ϕ+
∂t2
− 2e∂V
+
∂t
− πD∆0
(
∂2ϕ+
∂x2
+
2e
c
∂A+
∂x
)
= 0
CV + − σs
8∆0
∂2V +
∂x2
+ 2e2N0s
(
V + − 1
2e
∂ϕ+
∂t
)
= 0
A+
L
+
σs
8∆0c
(
∂2V
∂t∂x
+
1
c
∂2A+
∂t2
)
+
πσ∆0s
2ec
(
∂ϕ+
∂x
+
2e
c
A+
)
= 0.
For dirty metallic wires with the diameter of the order
of superconducting coherence length ξ =
√
D/∆0 one
finds 1/L ≫ πσ∆0s/c2 and C ≪ 2e2N0s. In this case
the last equation gives A+ → 0, while the second and
third equations describe the propagation of the plasmon
Mooij-Scho¨n mode [38] with dispersion
ω = c0q, (64)
where the velocity of this mode c0 is
c0 ≃ 1√
L˜C
=
√
πσ∆0s
C
(65)
and L˜ = 4πλ2L/s = 1/2πe
2N0∆0Ds is the kinetic induc-
tance of a superconducting wire.
B. Gaussian fluctuations of the order parameter
The effective action (30) fully accounts for Gaussian
fluctuations in diffusive superconducting structures. For
instance, from Eqs. (51-55) one readily establishes the
correlation functions for all fluctuating variables in our
problem. For the order parameter fields ∆± in a quasi-
1D wire we have
〈∆+(t, r)∆+(0, 0)〉 = −1
s
∫
dω dq
(2π)2
e−iωt+iqr
× Im
[
1
χ∆(Q)
]
coth
ω
2T
. (66)
Correlation functions v±S , Φ
± and E± are defined analo-
gously via the corresponding kernels χJ , χL and χD.
Consider Gaussian fluctuations of the order parameter
in thin one-dimensional wires. The simplest possible av-
erage 〈∆+(0, 0)∆+(0, 0)〉/∆20 is divergent since the func-
tion χ∆ grows very slowly at large ω and q. Let us define
and analyze a slightly different object
R = 〈∆
+ (1/∆0, ξ) ∆
+(0, 0)〉
∆20
. (67)
One can verify that, for example, the non-local kernel
KX,X
′
L significantly decays as long as |t| exceeds 1/∆0
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and |r| becomes bigger than the coherence length ξ.
Therefore, the parameter R provides a qualitative mea-
sure of the ratio between the fluctuation correction to the
current and its mean field value.
In order to estimate the parameter R we note that at
low temperatures T ≪ ∆0 the kernel χ∆ (C1) can be
expressed in the form
χ∆ = −N0F0 (ω/∆0, ξq) ,
where F (x, y) is a certain dimensionless function. Then
we obtain
R ≈ α0
sN0
√
D∆0
,
where
α0 =
1
2π2
∫ 1
0
dx
∫ 1
−1
dy Im
(
1
F0(x, y)
)
is a numerical prefactor. Below we will demonstrate that
the probability for quantum tunneling of the order pa-
rameter field ∆ in superconducting nanowires is propor-
tional to ∼ exp[−SQPS ], where SQPS ∼ 1/R is the action
of single quantum phase slips (QPS). Hence, for R ≪ 1
Gaussian fluctuations are small and QPS events are rare,
which are important pre-conditions for the BCS mean
field theory. On the other hand, at R & 1 one enters the
regime of strong non-Gaussian fluctuations which fully
suppress the mean field order parameter thus driving the
wire to a normal state. The concept of QPS also becomes
ill-defined in this regime of strong quantum fluctuations.
The same conclusions can be extracted from the so-
called Ginzburg-Levanyuk criterion. Let us consider the
Ginzburg number Gi defined as the value (TC − T )/TC
at which the fluctuation correction to the specific heat
becomes equal to the specific heat jump at the phase
transition point. In the case of quasi-1D wires this num-
ber reads [5]:
Gi1D =
1.3
(p2F s)
2/3(TCτe)1/3
, (68)
where τe = l/vF is the elastic mean free time. Typically
in thick wires one finds Gi1D ≪ 1 and fluctuations be-
come strong only in a very narrow region close to TC , i.e.
at |TC −T |/TC < Gi1D. One can also rewrite eq. (68) as
Gi1D =
0.15
(sN0
√
D∆0)2/3
∼ R2/3 ∼ 1
S
2/3
QPS
, (69)
or simply Gi1D ∼ 1/g2/3ξ , where gξ is the dimensionless
conductance of the wire segment of length ξ. Thus, for
gξ ∼ 1 the width of the fluctuation region δT is compa-
rable to TC and the BCS mean field approach becomes
obsolete down to T = 0.
C. Matsubara effective action
To complete our analysis we will briefly address the
imaginary time (Matsubara) version of the effective ac-
tion. Technically it is more convenient to deal with this
form of the action provided one needs to account for
quantum tunneling processes. This is precisely what we
will do below when we describe quantum phase slips in
superconducting nanowires. The calculation is described
in details in Refs. [30, 31] and is completely analogous
to one carried out above in real time.
Our starting point is the path integral representation
of the grand partition function
Z =
∫
D∆DV DA e−SE , (70)
where SE is the Euclidean version of the effective action,
the fluctuating order parameter field ∆ as well as scalar
and vector potentials V and A depend on coordinate x
along the wire and imaginary time τ restricted to the in-
terval 0 ≤ τ ≤ β ≡ 1/T . As before, assuming that devi-
ations of the amplitude of the order parameter field from
its equilibrium value ∆0 are relatively small we expand
the effective action in powers of δ∆(x, τ) = ∆(x, τ)−∆0
and in the electromagnetic fields up to the second or-
der terms. The next step is to average over the random
potential of impurities. After that the effective action
becomes translationally invariant both in space and in
time. Performing the Fourier transformation we obtain
[30, 31]
SE =
s
2
∫
dωdq
(2π)2
{ |A|2
Ls
+
C|V |2
s
+ χ˜D
∣∣∣qV + ω
c
A
∣∣∣2
+ χ˜J
∣∣∣∣V + iω2eϕ
∣∣∣∣
2
+
χ˜L
4m2
∣∣∣∣iqϕ+ 2ec A
∣∣∣∣
2
+ χ˜∆|δ∆|2
}
.
(71)
The functions χ˜∆, χ˜J , χ˜L and χ˜D, which depend both
on the frequencies and the wave vectors, are expressed
in terms of the averaged products of the Matsubara
Green functions [30, 31]. These functions represent the
imaginary time version of the analogous real time func-
tions χj already encountered above. In order to recover
the expressions for χ˜j(ω, k) one just needs to substitute
−iω → |ω| in eqs. (C1)-(C4) for χj(ω, k). The action SE
(71) represents the imaginary time analogue of the real
time effective action (30).
Note that the action SE (71) is quadratic both in the
voltage V and the vector potential A. Hence, these vari-
ables can be integrated out exactly. Performing this in-
tegration one arrives at the effective action which only
depends on ϕ and δ∆. We obtain
S =
s
2
∫
dωdq
(2π)2
{F(ω, q)|ϕ|2 + χ˜∆|δ∆|2} . (72)
The general expression for F(ω, q) and the saddle point
relations between the electromagnetic potentials and the
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fluctuating phase ϕ are presented in Appendix A.4 (eqs.
(D1)-(D3)) for completeness.
As we already discussed, usually the wire geometric in-
ductance remains unimportant. Therefore here and be-
low we put L = 0. Then eqs. (D1)-(D3) get simplified
and read
F(ω, q) =
(
χ˜J
4e2ω
2 + χ˜L4m2 q
2
) (
C
s + χ˜Dq
2
)
+ χ˜J χ˜L4m2 q
2
C
s + χ˜J + χ˜Dq
2
,
(73)
and
V =
χ˜J
C
s + χ˜J + χ˜Eq
2
(−iω
2e
ϕ
)
, A = 0. (74)
Note that according to eq. (74) the Josephson relation
V = ϕ˙/2e is in general not satisfied. This relation may
approximately hold only in the limit χ˜J ≫ C/s+ χ˜Dq2.
Making use of the results presented in Appendix one eas-
ily observes that in the important limit of small elastic
mean free paths l the latter condition is obeyed only
at low frequencies and wave vectors ω/∆0 ≪ 1 and
Dq2/∆0 ≪ 1.
Let us now perform yet one more approximation and
expand the action in powers of ω and q2. Keeping the
terms of the order q4 and ω2q2 we find
SE =
s
2
∫
dωdq
(2π)2
{(
C
s
ω2 + πσ∆0q
2 +
π2
8
σDq4
+
πσ
8∆0
ω2q2
) ∣∣∣ ϕ
2e
∣∣∣2 + 2N0
(
1 +
ω2
12∆20
+
πDq2
8∆0
)
|δ∆|2
}
.
(75)
The term ∝ ω4 turns out to be equal to zero. At even
smaller wave vectors, Dq2/2∆ ≪ 2C/πe2N0s ≪ 1, we
get
SE =
1
2
∫
dωdq
(2π)2
{(
Cω2 + πσ∆0sq
2
) ∣∣∣ ϕ
2e
∣∣∣2 + sχ˜A|δ∆|2
}
.
(76)
Here, as before, we have assumed C/2e2N0s ≪ 1. The
first two terms in this action correspond to the effective
Hamiltonian of the form∫
dx[(∂τϕ)
2/2 + (∂xϕ)
2/2]
which again defines the Mooij-Scho¨n plasma modes prop-
agating along the wire with the velocity c0 (65).
The effective action (72) allows to directly evaluate the
fluctuation correction to the order parameter in super-
conducting nanowires. Performing Gaussian integration
over both ϕ and δ∆ we arrive at the wire free energy
F = FBCS − T
2
∑
ω,q
[
ln
λF(ω, q)
2N0∆20
+ ln
λχ˜∆(ω, q)
2N0
]
, (77)
where FBCS is the standard BCS free energy. The or-
der parameter is defined by the saddle point equation
∂F/∂∆ = 0 and can be written in the form ∆ =
∆0 − δ∆0, where ∆0 is the solution of the BCS self-
consistency equation ∂FBCS/∂∆0 = 0 (19) and the fluc-
tuation correction δ∆0 has the form
δ∆0 = −T
2
(
∂2FBCS
∂∆20
)−1
× ∂
∂∆0
∑
ω,q
[
ln
λF(ω, q)
2N0∆20
+ ln
λχ˜∆(ω, q)
2N0
]
. (78)
Making use of the above expressions for the functions
F(ω, q) and χ˜∆(ω, q) and having in mind that for a wire
of length X one has ∂F/∂∆0 = 2N0sX , at T → 0 we
obtain
δ∆0
∆0
∼ 1
gξ
∼ Gi3/21D . (79)
In eq. (79) fluctuations of both the phase and the abso-
lute value of the order parameter give contributions of the
same order. The estimate (79) again demonstrates that
at low temperatures suppression of the order parameter
in superconducting nanowires due to Gaussian fluctua-
tions remains weak as long as gξ ≫ 1 and it becomes
important only for extremely thin wires with Gi1D ∼ 1.
Finally let us return to the action (71) which we will
use to illustrate a deficiency of the TDGL approach in the
imaginary time. Considering the superconducting part of
the action only and assuming that temperature is close
to TC we can identify δ∆ with ∆ and set ∆0 = 0 in all
the χ˜-kernels. Exactly as in the real-time approach one
then has χ˜J = χ˜L = 0 and the phase fluctuations become
unrestricted. For this reason one should again undo the
gauge transformation and return to the complex order
parameter field.
For simplicity let us ignore both the scalar and the
vector potentials. The TDGL action for the wire is then
usually written in the form
STDGL = N0Ts
∑
ωn
∫
dx
π|ωn|
8T
|∆|2 +N0s
∫
dτdx
×
(
πD
8T
∣∣∣∣∂∆∂x
∣∣∣∣
2
+
T − TC
TC
|∆|2 +O(|∆|4)
)
. (80)
This form can be obtained from the action (71) by for-
mally expanding the kernel χ˜∆ in Matsubara frequencies
and wave vectors ωµ, Dq
2 ≪ 4πT , cf. eqs. (34) and (36).
Note, however, that since the validity of the GL expan-
sion is restricted to temperatures T ∼ TC , the Matsubara
frequencies ωn = 2πnT are never really smaller than 4πT .
Hence, the expansion Ψ(1/2 + |ωn|/4πT ) − Ψ(1/2) →
πωn/8T which yields (80) is never correct except in the
stationary case ωn = 0. Already these simple arguments
illustrate the failure of the TDGL action (80) in the Mat-
subara technique. Further problems with this TDGL ap-
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proach arise in the presence of the electromagnetic po-
tentials V and A. We refer the reader to the paper [31]
for the corresponding analysis.
IV. THERMALLY ACTIVATED PHASE SLIPS
As we already discussed, sufficiently thin supercon-
ducting wires can acquire non-zero resistance even be-
low TC due to fluctuations of the superconducting order
parameter. In this section we will address thermal fluctu-
ations which are particularly important in the immediate
vicinity of TC .
The theory of thermally activated phase slips (TAPS)
was developed by Langer and Ambegaokar [16] and then
completed by McCumber and Halperin [17]. Here we
will briefly review this LAMH theory with minor mod-
ifications related to the fact that the TDGL-based ap-
proach is not sufficiently accurate to correctly determine
the pre-exponent in the expression for the TAPS rate.
This rate γTAPS is defined by the standard activation
dependence
γTAPS = Be
−δF/T (81)
where δF is the free energy difference which determines
an effective potential barrier which the system should
overcome in order to create a phase slip.
A. Activation exponent
In order to evaluate δF we make use of the general ex-
pression for the Ginzburg-Landau free energy functional
F [∆(x)] = sN0
∫
dx
(
πD
8T
∣∣∣∣∂∆∂x
∣∣∣∣
2
+
T − TC
TC
|∆|2 + 7ζ(3)
16π2T 2
|∆|4
)
. (82)
The saddle point paths for this functional are determined
by the standard GL equation
−πD
8T
∂2∆
∂x2
+
T − TC
TC
∆+
7ζ(3)
8π2T 2
|∆|2∆ = 0. (83)
In the case of a long quasi-1D wire this equation has two
solutions, a trivial one
∆ = ∆0 ≡
√
8π2T (TC − T )
7ζ(3)
, (84)
providing the minimum for the free energy and a
metastable one
∆M (x) = ∆0 tanh
(√
4(TC − T )
πD
x
)
. (85)
The potential barrier δF in eq. (81) is set by the differ-
ence
δF = F [∆M (x)] − F [∆0] = 16π
2
21ζ(3)
sN0
√
πD(TC − T )3/2.
(86)
Note that this result applies as long as the transport cur-
rent I across the wire is sufficiently small. With increas-
ing I the height of the potential barrier δF decreases and
finally vanishes as I approaches the critical (depairing)
current of the wire. The corresponding expression for
δF (I) can be found in Refs. [16, 17]. Recently a mi-
croscopic calculation of δF in the case of a clean single
channel superconducting wire was reported in Ref. [39].
B. Pre-exponent
Now let us turn to the pre-exponent B in the expres-
sion for the TAPS rate (81). In order to evaluate B one
should go beyond the stationary free energy functional
(82) and include time-dependent fluctuations of the or-
der parameter field ∆(x, τ). In Ref. [17] this task was
accomplished within the framework of a TDGL-based
analysis. Employing TDGL equation it is possible to
re-formulate the problem in terms of the corresponding
Fokker-Planck equation [40] which can be conveniently
solved for the problem in question. Since the important
time scale within the TDGL approach is the Ginzburg-
Landau time τGL (58), this time also enters the expres-
sion for the pre-exponent B derived in [17].
Unfortunately, as it was demonstrated, e.g., in Chap-
ters 2 and 3, the TDGL approach fails below TC . Hence,
one should employ a more accurate effective action anal-
ysis. The microscopic effective action for superconduct-
ing wires is rather complicated and it cannot be easily
reduced to any Fokker-Planck-type of equation. For this
reason, below we will take a somewhat different route [41]
and combine our effective action approach with the well
known general formula for the decay rate of a metastable
state (see, e.g., [21, 27])
γ(T ) = 2ImF (T ). (87)
As our effective action does not contain the parameter
τGL we expect that our final result for the pre-exponent
will not contain this parameter either.
Following the standard procedure [42] we expand the
general expression for the effective action around both
saddle point solutions (84) and (85) up to quadratic
terms in both the phase ϕ and δ∆. Neglecting the contri-
butions from fluctuating electromagnetic fields we obtain
S0/M = F [∆0/M ] + δ
2S0/M , (88)
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where
δ2S0 =
sT
2
∑
ωn
∫
dxdx′
× [δ∆(ωn, x)χ˜(0)∆ (|ωn|;x− x′)δ∆(ωn, x′)
+ ϕ(ωn, x)k
(0)
ϕ (|ωn|;x− x′)ϕ(ωn, x′)
]
,
δ2SM =
sT
2
∑
ωn
∫
dxdx′
× [δ∆(ωn, x)χ˜(M)∆ (|ωn|;x, x′)δ∆(ωn, x′)
+ ϕ(ωn, x)k
(M)
ϕ (|ωn|;x, x′)ϕ(ωn, x′)
]
. (89)
Here ωn = 2πTn are Bose Matsubara frequencies. The
functions χ˜
(0)
∆ and k
(0)
ϕ are expressed in terms of the ker-
nels χ˜∆, χ˜J and χ˜L as follows:
χ˜
(0)
∆ (|ωn|;x− x′) =
∫
dq
2π
eiq(x−x
′) χ˜∆(ωn, q),
k(0)ϕ (|ωn|;x− x′) =
∫
dq
2π
eiq(x−x
′)
×
(
ω2n
4e2
χ˜J(ωn, q) +
q2
4m2
χ˜L(ωn, q)
)
.
(90)
The functions χ˜
(M)
∆ and k
(M)
ϕ describe the fluctua-
tions around the coordinate dependent metastable state
∆M (x), and, therefore, cannot be straitforwardly related
to χ˜∆, χ˜J and χ˜L. Fortunately, the explicit form of χ˜
(M)
∆
and k
(M)
ϕ is not important for us here.
The pre-exponentB in eq. (81) is obtained by integrat-
ing over fluctuations δ∆ in the expression for the grand
partition. One arrives at a formally diverging expression
which signals decay of a metastable state. After a proper
analytic continuation one arrives at the decay rate in the
form (81) with
B = 2T Im
∏
ωn
√√√√ det χ˜(0)∆ (ωn) det k(0)ϕ (ωn)
det χ˜
(M)
∆ (ωn) det k
(M)
ϕ (ωn)
(91)
Here it is necessary to take an imaginary part since one
of the eigenvalues of the operator kM (0) is negative.
The key point is to observe that at T ∼ TC all Matsub-
ara frequencies |ωn| = 2πT |n| – except for one with n = 0
– strongly exceed the order parameter, |ωn| ≫ ∆0(T ).
Hence, for all such values the function χ∆(i|ωn|) ap-
proaches the asymptotic form (34) which is not sensi-
tive to superconductivity and we have det χ˜
(0)
∆ (ωn) ≃
det χ˜
(M)
∆ (ωn) and det k
(0)
ϕ (ωn) ≃ det k(M)ϕ (ωn). The cor-
responding determinants in eq. (91) cancel out and only
the contribution from ωn = 0 remains. It yields
B ≃ 2T Im
√√√√ det χ˜(0)∆ (0) det k(0)ϕ (0)
det χ˜
(M)
∆ (0) det k
(M)
ϕ (0)
. (92)
The ratio of these determinants can be evaluated with
the aid of the GL free energy functional (82) with the
result [17]
Im
√√√√ det χ˜(0)∆ (0) det k(0)ϕ (0)
det χ˜
(M)
∆ (0) det k
(M)
ϕ (0)
=
2
√
3√
π
X
ξ(T )
√
δF
T
, (93)
where δF is the free energy barrier (86), X is the wire
length and ξ(T ) =
√
πD/4(TC − T ) is the superconduct-
ing coherence length in the vicinity of TC .
Combining all the above results we arrive at the TAPS
rate
γTAPS =
4
√
3√
π
T
X
ξ(T )
√
δF
T
exp
[
−δF
T
]
. (94)
As we expected, this result (94) does not contain the
Ginzburg-Landau time τGL and exceeds the correspond-
ing expression [17] by the factor ∼ TτGL.
Eq. (94) is applicable at TC − T ≪ TC and as long as
δF ≫ T . Combining these two inequalities with eq. (86)
we arrive at the condition
Gi1D ≪ TC − T
TC
≪ 1, (95)
where the Ginzburg number Gi1D is defined in eq. (68).
The double inequality (95) is standard for the GL theory.
Obviously, it also restricts the applicability range of the
LAMH theory.
C. Temperature-dependent resistance and noise
Every phase slip event implies changing of the super-
conducting phase in time in such a way that the total
phase difference values along the wire before and after
this event differ by ±2π. Since the average voltage is
linked to the time derivative of the phase by means of
the Josephson relation, 〈V 〉 = 〈ϕ˙/2e〉, for the net voltage
drop across the wire we obtain
V =
π
e
[Γ2π(I)− Γ−2π(I)] , (96)
where Γ±2π are the TAPS rates corresponding to the
phase changes by ±2π. In the absence of any bias current
I → 0 both rates are equal Γ±2π = γTAPS and the net
voltage drop V vanishes. In the presence of a non-zero
bias current the symmetry between these two rates is
lifted since – in complete analogy to the case of Joseph-
son junctions (cf., e.g., [21]) – the potential barrier for
these two processes differ. As long as the bias current I
is sufficiently small, we obtain
Γ±2π(I) = γTAPSe
±πI/2eT . (97)
Thus, at such values of I and at temperatures slightly
below TC the I − V curve for quasi-1D superconducting
wires takes the form
V =
π
e
γTAPS sinh
πI
2eT
, (98)
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with γTAPS defined in eq. (94). This important result
[16, 17] implies that thermal fluctuations effectively de-
stroy long range phase coherence in the system and the
wire acquires non-vanishing resistance R = V/I even be-
low TC . This resistance demonstrates strong (exponen-
tial) dependence on temperature and the wire cross sec-
tion
R(T ) ∝ exp(−δF (T )/T ), (99)
leading to effective fluctuation-induced broadening of the
superconducting phase transition which can be detected
experimentally. The corresponding discussion is pre-
sented in Chapter 6.
To complete our description of thermal fluctuations
in superconducting wires we point out that in addition
to non-zero resistance (99) TAPS also cause the volt-
age noise below TC . Treating TAPS as independent
events one immediately concludes that they should obey
Poissonian statistics. Hence, the voltage noise power
SV = 〈V V 〉 is proportional to the TAPS rate γTAPS .
The contributions from TAPS changing the phase by±2π
add up and we obtain
SV =
4π2
e2
γTAPS cosh
πI
2eT
. (100)
Similarly to the wire resistance the voltage noise rapidly
decreases as one lowers the temperature away from TC .
Only in the vicinity of the critical temperature this noise
remains appreciable and can be detected in experiments.
V. THEORY OF QUANTUM PHASE SLIPS IN
SUPERCONDUCTING NANOWIRES
As temperature goes down thermal fluctuations de-
crease and, hence, TAPS become progressively less im-
portant and eventually die out in the limit T → 0. At low
enough temperatures quantum fluctuations of the order
parameter field ∆ take over and essentially determine the
behavior of ultra-thin superconducting wires. As we have
already discussed, the most important quantum fluctua-
tions in such wires areQuantum Phase Slips (QPS). Each
QPS event involves suppression of the order parameter
in the phase slip core and a winding of the superconduct-
ing phase around this core. This configuration describes
quantum tunneling of the order parameter field through
an effective potential barrier and can be conveniently
described within the imaginary time formalism. Below
we will elaborate on the microscopic theory of quantum
phase slips in superconducting nanowires. In doing so,
to a large extent we will follow the papers [28, 29, 30].
A. QPS action
Let us denote the typical size of the QPS core as x0
and the typical (imaginary time) duration of the QPS
event as τ0. At this stage both these parameters are
not yet known and remain to be determined from our
subsequent analysis. It is instructive to separate the total
action of a single QPS SQPS into a core part Score around
the phase slip center for which the condensation energy
and dissipation by normal currents are important (scales
x ≤ x0, τ ≤ τ0), and a hydrodynamic part outside the
core Sout which depends on the hydrodynamics of the
electromagnetic fields, i.e.
SQPS = Score + Sout. (101)
Let us first evaluate the hydrodynamic part Sout. This
task is simplified by the fact that outside the core the
absolute value of the order parameter field remains equal
to its mean field value ∆0, and only its phase ϕ(x, τ)
changes in space and time. Without loss of generality we
can assume that the absolute value of the order parame-
ter is equal to zero at τ = 0 and x = 0. For sufficiently
long wires and outside the QPS core the saddle point so-
lution corresponding to a single QPS event should satisfy
the identity
∂x∂τ ϕ˜− ∂τ∂xϕ˜ = 2πδ(τ, x) (102)
which follows from the fact that after a wind around the
QPS center the phase should change by 2π. In a way QPS
is just a vortex in space-time with the phase distribution
ϕ(x, τ) described by the saddle point solution
ϕ˜(x, τ) = − arctan(x/c0τ). (103)
Substitutung the solution (103) into the action (75) we
obtain
Sout = µ ln[min(c0β,X)/max(c0τ0, x0)] , (104)
where the parameter
µ =
π
4e2c0(L+ L˜)
≃ π
4α
√
sC
4πλ2L
(105)
sets the scale for the the hydrodynamic contribution to
the QPS action. Here and below α = e2/~c ≃ 1/137 is
the fine structure constant. We also note that at T → 0
the contribution Sout (104) diverges logarithmically for
infinitely long wires thus making single QPS events un-
likely in this limit.
Let us now turn to the core contribution to the ac-
tion of a single QPS. In order to exactly evaluate this
contribution it is necessary to explicitly find the QPS
saddle point of the full non-linear effective action. This
is a formidable task which can hardly be accomplished in
practice. On the other hand, this task is greatly simpli-
fied if one is aiming at estimating the term Score up to a
numerical prefactor of order one. Below we will recover
the full microscopic expression for the core contribution
Score leaving only this numerical prefactor undetermined.
In this way we fully capture all essential physics of QPS.
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The dimensionless prefactor can be regarded as a fit pa-
rameter which can be extracted, e.g., from the compari-
son with available experimental data.
The above strategy allows us to approximate the com-
plex order parameter field inside the QPS core by two
simple functions which should satisfy several require-
ments. The absolute value of the order parameter
|∆(x, τ)| should vanish at x = 0 and τ = 0 and coin-
cide with the mean field value ∆0 outside the QPS core.
The phase ϕ(x, τ) should flip at x = 0 and τ = 0 in a way
to provide the change of the net phase difference across
the wire by 2π. On top of that, in a short wire and out-
side the QPS core the phase ϕ should not depend on the
spatial coordinate in the zero bias limit. All sufficiently
smooth functions obeying these requirements can be used
to estimate Score. For concreteness, in what follows we
will choose
|δ∆(x, τ)| = ∆0 exp(−x2/2x20 − τ2/2τ20 ). (106)
for the amplitude of the order parameter field and
ϕ(x, τ) = −π
2
tanh
(
xτ0
x0τ
)
. (107)
for its phase. Rewriting the action (75) in the space-time
domain
S =
s
2
∫
dx dτ
{
C
4e2s
(
∂ϕ
∂τ
)2
+
πN0D∆0
2
(
∂ϕ
∂x
)2
+
πσ
32e2∆0
(
∂2ϕ
∂x∂τ
)2}
+ sN0
∫
dx dτ
×
{
δ∆2 +
1
12∆20
(
∂δ∆
∂τ
)2
+
πD
8∆0
(
∂δ∆
∂x
)2}
. (108)
(where we dropped unimportant terms ∝ (Dq2)2) and
substituting the trial functions (106), (107) into the ac-
tion (108) one finds
S(x0, τ0) =
[
a1
C
e2
+ a2sN0
]
x0
τ0
+ a3sN0D∆0
τ0
x0
+ a4
sσ
2e2∆0
1
x0τ0
+ a5sN0∆
2
0x0τ0 + a6
C˜
e2τ0
,
(109)
where aj are numerical factors of order one which depend
on the precise form of the trial functions, C˜ = CX is the
total capacitance of the wire and X is the wire length.
Note that fictitious divergencies emerging from a singular
behavior of the function (107) at x = x0 and τ = τ0
are eliminated since the order parameter vanishes in this
space-time point.
Let us first disregard capacitive effects neglecting the
last term in eq. (109). Minimizing the remaining action
with respect to the core parameters x0, τ0 and making
use of the inequality C/e2N0s≪ 1, we obtain
x40 =
a3a4
a2a5
σD
2e2N0∆20
, τ40 =
a2a4
a3a5
σ
2e2N0D∆40
. (110)
These values provide the minimum for the QPS action,
and we find
Score = 2sN0(
√
a2a3D∆0 +
√
a4a5σ∆0/2e2N0). (111)
Substituting the Drude expression for the normal conduc-
tance of our wire σ = 2e2N0D into eqs. (110) and (111)
we arrive at the final results for the core parameters
x0 =
(
a3a4
a2a5
)1/4√
D
∆0
, τ0 =
(
a2a4
a3a5
)1/4
1
∆0
(112)
and for the core action
Score = πAN0s
√
D∆0 = A
Rq
RN
X
ξ
=
A
4
gξ. (113)
Here A = 2(
√
a2a3 +
√
a4a5)/π is the numerical prefac-
tor RN is the total normal state wire resistance, Rq =
π~/2e2 = 6.453 kΩ is the “superconducting” resistance
quantum, ξ =
√
D/∆0 is the superconducting coherence
length and gξ = 4(Rq/RN )(X/ξ) is the dimensionless
normal conductance of a wire segment of length ξ.
As it was already pointed out, the results (112) and
(113) hold provided the capacitive effects are small. This
is the case for relatively short wires
X ≪ ξ e
2N0s
C
. (114)
In the opposite limit the same minimization procedure of
the action (109) yields
x0 ∼ ξ, ∆τ0 ∼
√
XC/ξe2N0s≫ 1. (115)
The QPS core action then takes a somewhat more com-
plicated form
Score = A
′ Rq
RN
(
X
ξ
)3/2√
C
e2N0s
, (116)
where A′ is again a numerical prefactor. Eqs. (101),
(104), (113) and (116) provide complete information
about the action for single QPS in diffusive supercon-
ducting nanowires.
Let us analyze the above expressions. Introducing the
number of conducting channels in the wire N = p2F s/4π,
setting C ∼ 1 and making use of the condition e2/~vF ∼
1 satisfied for typical metals, one can rewrite the inequal-
ity (114) in a very simple form
X ≪ ξN . (117)
To give an idea about the relevant length scales, for typ-
ical values ξ ∼ 10 nm and N ∼ 102 ÷ 103 – according
to eq. (117) – the wire can be considered short pro-
vided its length does not exceed 1÷ 10 µm. This condi-
tion is satisfied in a number of experiments, e.g., in Refs.
[32, 43, 44, 45, 46]. On the other hand, in experiments
[47, 48, 49, 50] much longer wires with lengths up to
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X ∼ 100 µm were studied. Apparently such samples are
effectively in the long wire regime X ≫ ξN .
In the case of short wires we observe a clear separation
between different fluctuation effects contributing to the
QPS action: Fluctuations of the order parameter field
and dissipative currents determine the core part (113)
while electromagnetic fluctuations are responsible for the
hydrodynamic term (104). In the case of longer wires ca-
pacitive effects also contribute to the core part (116). We
also observe that in the short wire limit different contri-
butions to the QPS action depend differently on the wire
thickness (or the number of conducting channelsN ): The
core part (113) decreases linearly with the wire cross sec-
tion, Score ∝ N , whereas the hydrodynamic contribution
shows a weaker dependence µ ∝ √N . In the long wire
limit the dependence of the core part (116) on N also
becomes weaker, Score ∝
√N , due to capacitive effects.
Yet another important observation is that in the inter-
esting range of wires thicknesses r0 ≡ √s & 5÷10 nm the
core part Score usually exceeds the hydrodynamic term
∼ µ. E.g. for C ∼ 1 we obtain µ ≈ 30(r0/λL). Setting
r0 ∼ 5 ÷ 10 nm and estimating µ and Score for typical
system parameters p−1F ∼ 0.2 nm, l ∼ 7 nm, ξ ∼ 10 nm,
λL ∼ 100 nm, vF = 106 m/s and ∆0 ∼ 1÷ 10 K we find
µ ∼ 1÷ 3 and Score ≫ µ. The latter inequality becomes
even stronger for thicker wires. Note that the condition
Score ≫ µ allowed us to ignore the hydrodynamic part
of the QPS action while minimizing the core part with
respect to x0 and τ0.
At the first sight the result (113) derived in the short
wire limit could create an illusion that our microscopic
description would not be needed in order to recover the
correct form of the core part Score. Indeed, the same form
could be guessed, e.g., from an oversimplified TDGL-
based approach or just from the “condensation energy”
term (proportional to χA) without taking into account
dissipative effects. For instance, minimization of the con-
tribution ∼ |δ∆|2 (the last three terms in eq. (108))
is formally sufficient to arrive at the correct estimate
Score ∼ N0s
√
D∆0. The same equation demonstrates,
however, that not only the amplitude but also the phase
fluctuations of the order parameter field provide impor-
tant contributions to the QPS action. If the latter fluc-
tuations were taken into account without including dissi-
pative effects (this would correspond to formally setting
σ → 0 in eq. (108)) minimization of the core action
would immediately yield the meaningless result x0 → 0,
τ0 → 0 (cf., eq. (110)) implying that the hydrodynamic
contribution Sout could not be neglected in that case.
Minimization of the total action SQPS would then yield
the estimate for the action parametrically different from
that of eq. (113). On the other hand, in the strong damp-
ing limit (approached by formally setting σ → ∞ in eq.
(108)) the core size would become very large and the
action Score (111) would diverge meaning that no QPS
would be possible at all. These observations clearly illus-
trate crucial importance of dissipative effects. Under the
condition C/e2N0s ≪ 1 (usually well satisfied in metal-
lic nanowires) dissipation plays a dominant role during
the phase slip event, and the correct QPS core action
cannot be obtained without an adequate microscopic de-
scription of dissipative currents flowing inside the wire.
Only employing the Drude formula for the wire conduc-
tivity σ = 2e2N0D enables one to recover the correct
result (113) whereas for some other models of dissipation
different results for the core action would follow, cf., e.g.,
Ref. [28].
To complete our discussion of the QPS action let us
recall that in the course of our derivation we employed
two approximations: (i) we expanded the action up to
the second order in δ∆(x, τ) = ∆(x, τ) − ∆0 and (ii)
in eq. (75) we expanded the action (72) in powers of
ω/∆0 and Dq
2/∆0. The approximation (i) is sufficient
everywhere except inside the QPS core where ∆(x, τ) is
small. In these space- and time-restricted regions one can
expand already in ∆(x, τ) and again arrive at eq. (72)
with δ∆(x, τ) → ∆(x, τ) and with all the χ-functions
defined in Appendix A3 with ∆0 ≡ 0. Both expansions
match smoothly at the scale of the core size x0 ∼ ξ,
τ0 ∼ 1/∆0. Hence, the approximation (i) is sufficient to
derive the correct QPS action up to a numerical prefactor
of order one.
The approximation (ii) is sufficient within the same ac-
curacy. One can actually avoid this approximation and
substitute the trial functions (106), (107) directly into
the action (72) . Neglecting capacitive effects in the limit
(114) one can rewrite the QPS action as a function of the
dimensionless parameters x0/ξ and ∆0τ0 only. Making
use of the general results for the χ-functions collected in
Appendix A3 and minimizing the QPS action with re-
spect to x0 and τ0 one again arrives at the result (113)
with A ∼ 1. If the inequality (114) is violated, the accu-
racy of our expansion in powers of ω/∆0 can only become
better (cf. eq. (115)).
B. QPS rate
We now proceed further and evaluate the QPS rate
γQPS . Provided the QPS action is sufficiently large
SQPS ≫ 1 this rate can be expressed in the form
γQPS = B exp(−SQPS). (118)
The results for the QPS action derived above allow to
determine the rate γQPS with the exponential accuracy.
Here we evaluate the pre-exponential factor B in eq.
(118). For this purpose we will make use of the stan-
dard instanton technique [42].
Consider the grand partition function of the wire Z.
As we already discussed this function can be expressed
via the path integral
Z =
∫
D∆Dϕ exp(−S), (119)
which will be evaluated the saddle point approximation.
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The least action paths
δS/|δ∆| = 0, δS/δϕ = 0 (120)
determine all possible QPS configurations. Integrating
over small fluctuations around all QPS trajectories one
represents the grand partition function Z in terms of in-
finite series where each term describes the contribution
of one particular QPS saddle point. Provided interac-
tion between different quantum phase slips is sufficiently
weak one can perform a summation of these series in a
straightforward manner with the result
Z = exp(−F/T ), (121)
where F defines the wire free energy
F = F0 − T
∫ DδY exp(−δ2S1[δY ])∫ DδY exp(−δ2S0[δY ]) exp(−SQPS)
≡ F0 − γQPS
2
. (122)
Here F0 is the free energy without quantum phase slips,
δY = (δ∆, δϕ) describe fluctuations of relevant coordi-
nates (fields), δ2S0,1[δY ] are the quadratic in δY parts
of the action, and the subscripts ”0” and ”1” denote the
action respectively without and with one QPS.
The integrals over fluctuations in eq. (122) can be
evaluated exactly only in simple cases. Technically such
a calculation can be quite complicated even if explicit an-
alytical expressions for the saddle point trajectories are
avalilable. In our case such expressions for the QPS tra-
jectories are not even known. Hence, an exact evaluation
of the path integrals in eq. (122) is not possible. Fur-
thermore, any attempt to find an explicit value for such
a prefactor would make little sense simply because the
numerical value of A in eq. (113) is not known exactly.
What to do in this situation? Below we will present
a simple approach which allows to establish the correct
general expression for the pre-exponent B up to an unim-
portant numerical prefactor. Our approach may be use-
ful not only in the case of superconducting wires but for
various other situations since numerical prefactors in the
pre-exponent are usually of little importance.
In order to evaluate the ratio of the path integrals in
eq. (122) let us introduce the basis in the functional
space Ψk(z) in which the second variation of the action
around the instanton δ2S1[δY ] is diagonal. Here the basis
functions depend on a general vector coordinate z which
is simply z = (τ, x) in our case. The first N functions
Ψk are the so-called “zero modes” reflecting the instan-
ton action invariance under shifts in certain directions
in the functional space. In our case the problem has
two zero modes corresponding to shifts of the QPS posi-
tion along the wire and in imaginary time, i.e. N = 2.
Obviously such shifts do not cause any changes in the
instanton energy. The eigenfunctions corresponding to
these zero modes are: Ψk(X) = ∂Y˜ /∂zk, where Y˜ (z) the
instanton (or QPS) trajectory, k ≤ N and the number of
zero modes N coincides with the dimension of the vector
z. An arbitrary fluctuation δY (z) can be represented in
terms of the Fourier expansion
δY (z) =
N∑
k=1
δzk
∂Y˜ (z)
∂zk
+
∞∑
k=N+1
ukΨk(z). (123)
Then we get
δ2S0[δY ] =
1
2
∞∑
k,n=1
Aknuku
∗
n,
δ2S1[δY ] =
1
2
∞∑
k=N+1
λk|uk|2, (124)
where for k ≤ N the Fourier coefficients uk ≡ δzk are
just the shifts of the instanton position along the k−th
axis and λk are the eigenvalues of δ
2S1[δY ]. Integrating
over the Fourier coefficients one arrives at the standard
formula for the ratio of determinants with excluded zero
modes [42]
∫ DδY exp(−δ2S1[δY ])∫ DδY exp(−δ2S0[δY ]) =
L1∫
0
dδx1..
LN∫
0
dδxN
×
√√√√√ detAkn
(2π)N
∞∏
k=N+1
λk
, (125)
where Lk is the system size in the k−th dimension. Now
we will argue that with a sufficient accuracy in the lat-
ter formula one can keep the contribution of only first
N eigenvalues. Indeed, the contribution of the “fast”
eigenmodes (corresponding to frequencies and wave vec-
tors much larger than the inverse instanton size in the
corresponding dimension) is insensitive to the presence
of an instanton. Hence, the corresponding eigenvalues
are the same for both δ2S0 and δ
2S1 and just cancel out
from eq. (125). In addition to the fast modes there are
several eigenmodes with frequencies (wave vectors) of or-
der of the inverse instanton size. The ratio between the
product of all such modes for δ2S1 and the product of
eigenvalues for δ2S0 with the same numbers is dimen-
sionless and may only affect a numerical prefactor which
is not interesting for us here. Dropping the contribution
of all such eigenvalues one gets
∫ DδY exp(−δ2S1[δY ])∫ DδY exp(−δ2S0[δY ]) ≈
L1∫
0
dδx1..
LN∫
0
dδxN
×
√
detAkn|k,n≤N
(2π)N
. (126)
What remains is to estimate the parameters Akk for
k ≤ N . For this purpose let us observe that the sec-
ond variation of the action becomes approximately equal
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to the instanton action, δ2S1 =
1
2Akkz
2
0k ≈ SQPS , when
the shift in the k−th direction becomes equal to the in-
stanton size in the same direction δzk = z0k. Then we
find Akk ≈ 2SQPS/z20k and
detAkn|k,n<N ≈
N∏
k=1
Akk ≈ (2SQPS)
N
N∏
k=1
z20k
. (127)
Finally, combining eqs. (118), (122), (126) and (127) we
obtain
B = bT
(
N∏
k=1
Lk
z0k
)(
SQPS
π
)N/2
. (128)
Here b is an unimportant numerical prefactor. This for-
mula demonstrates that the functional dependence of the
pre-exponent can be figured out practically without any
calculation. It is sufficient to know just the instanton ac-
tion, the number of the zero modes N and the instanton
effective size z0k for each of these modes.
In fact, a similar observation has already been made
[42] in the case of local Lagrangians equal to the sum
of kinetic and potential energies. Here we demonstrated
that the result (128) can be applied to even more general
effective actions, including nonlocal ones.
Turning to the interesting for us case of QPS in super-
conducting nanowires we set L1 ≡ 1/T , L2 ≡ X . Then
eq. (128) yields
B = b
SQPSX
τ0x0
. (129)
This equation provides an accurate expression for the
pre-exponent B up to a numerical factor b of order one.
This result is parametrically different from the resuls
derived within the TDGL-type of analysis [24] or sug-
gested phenomenologically in Ref. [20]. The inequal-
ity Score ≫ µ allows to substitute Score (113) instead
of SQPS in eq. (129). Substituting also x0 ∼ ξ and
τ0 ∼ 1/∆0, for the QPS rate we finally obtain
γQPS ∼ ∆0 Rq
RN
X2
ξ2
exp(−SQPS) ∼ gξ∆0X
ξ
exp(−Agξ/4).
(130)
This result concludes our calculation of the tunneling rate
for single quantum phase slips.
Finally we would like to emphasize that the method
employed here works successfully in various other prob-
lems described both by local and nonlocal in time La-
grangians. Several examples of such problems are dis-
cussed in Ref. [30]. Here we mention only one such
example. It is the well known problem quantum tunnel-
ing with dissipation [25]. In the limit of strong dissipa-
tion quantum decay of a metastable state was treated
by Larkin and Ovchinnikov [51] who found the exact
eigenvalues and, evaluating the ratio of the determinants,
obtained the prefactor in expression for the decay rate
B ∝ η7/2/m2, where η is an effective friction constant
and m is the particle mass. This result would imply that
the pre-exponential factor in the decay rate [51] should
be very large and may even diverge if one formally sets
m → 0. Later it was realized [52] that this divergence
should be regularized by means of proper renormaliza-
tion of the bare parameters in the effective action. After
that the high frequency contribution to the pre-exponent
is eliminated and one arrives at the result [52] B ∝ 1/√η
which does not contain the particle mass m at all. This
result allowed to fully resolve a discrepancy between the-
ory and experiments [53]. Note that the result [52] is
trivially reproduced from eq. (128): The pre-exponent
B can also be expressed in the form B ∼ √Sb/τ0, where
Sb ∝ η is the instanton (bounce) action and τ0 ∝ η is
its typical size. It is remarkable that in this particular
case our approach correctly reproduces even the numer-
ical prefactor.
C. QPS interactions and quantum phase
transitions
Although typically the hydrodynamic part of the QPS
action (104) can be smaller than its core part (113)
the former also plays an important role since it deter-
mines interactions between different quantum phase slips.
Consider two such phase slips (two vortices in space-
time) with the corresponding core coordinates (x1, τ1)
and (x2, τ2). Provided the cores do not overlap, i.e. pro-
vided |x2 − x1| > x0 and |τ2 − τ1| > τ0, the core contri-
butions are independent and simply add up. In order to
evaluate the hydrodynamic part we substitute the super-
position of two solutions ϕ˜(x−x1, τ−τ1)+ϕ˜(x−x2, τ−τ2)
satisfying the identities
∂x∂τ ϕ˜− ∂τ∂xϕ˜ = 2πν1,2δ(τ − τ1,2, x− x1,2) (131)
(where ν1,2 = ±1 are topological charges of two QPS
fixing the phase change after a wind around the QPS
center to be ±2π) into the action (75) and obtain
S
(2)
QPS = 2Score − µν1ν2 ln
[
(x1 − x2)2 + c20(τ1 − τ2)2
ξ2
]
,
(132)
i.e. different quantum phase slips interact logarithmically
in space-time. QPSs with opposite (equal) topological
charges attract (repel) each other.
The next step is to consider a gas of n quantum phase
slips. Again assuming that the QPS cores do not overlap
we can substitute a simple superposition of the saddle
point solutions for n quantum phase slips ϕ =
∑n
i ϕ˜(x−
xi, τ − τi) into the action and find
S
(n)
QPS = nScore + S
(n)
int , (133)
where
S
(n)
int = −µ
∑
i6=j
νiνj ln
(
ρij
x0
)
+
Φ0
c
I
∑
i
νiτi . (134)
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Here ρij = (c
2
0(τi − τj)2 + (xi − xj)2)1/2 defines the dis-
tance between the i-th and j-th QPS in the (x, τ) plane,
νi = ±1 are the QPS topological charges and Φ0 = hc/2e
is the flux quantum. In eq. (134) we also included an ad-
ditional term which keeps track of the applied current
I flowing through the wire. This term trivially follows
from the standard contribution to the action [21]∫
dτ
∫
dx(I/2e)∂xϕ.
The grand partition function of the wire is represented as
a sum over all possible configurations of quantum phase
slips (topological charges):
Z =
∞∑
n=0
1
2n!
(y
2
)2n ∫ X
x0
dx1
x0
...
∫ X
x0
dx2n
x0
×
∫ β
τ0
dτ1
τ0
...
∫ β
τ0
dτ2n
τ0
∑
νi=±1
exp(−S(2n)int )(135)
where an effective fugacity y of these charges is related
to the QPS rate as
y =
x0τ0B
X
exp(−Score) ∼ Score exp(−Score). (136)
We also note that only neutral QPS configurations with
n∑
i
νi = 0 (137)
(and hence n even) contribute to the partition function
(135). This fact is a direct consequence of the boundary
condition ϕ(x, τ) = ϕ(x, τ + β) in the path integral for
the partition function [21].
It is easy to observe that for I = 0 Eqs. (134), (135)
define the standard model for a 2D gas of logarithmi-
cally interacting charges νi. The only specific feature of
our present model as compared to the standard situa-
tion is that here the space and time coordinates are not
equivalent and one can consider different limiting cases
of “long” and “short” wires.
Let us first consider the limit of very long wires and
assume that T → 0. Following the standard analysis
of logarithmically interacting 2D Coulomb gas [8, 9, 10]
which is based on the renormalization group (RG) equa-
tions both for the interaction parameter µ and the charge
fugacity y. Defining the scaling parameter ℓ = ln(ρ/ξ)
we have [8, 9, 10]
∂ℓµ = −4π2µ2y2, ∂ℓy = (2 − µ)y. (138)
Following the standard line of reasoning we immediately
conclude that a quantum phase transition for phase slips
occurs in a long superconducting wire at T → 0 and
µ = µ∗ ≡ 2 + 4πy ≈ 2. (139)
This is essentially a Berezinskii-Kosterlitz-Thouless
(BKT) phase transtion [8, 9, 10] for charges νi in space-
time. The difference from the standard BKT transition
in 2D superconducting films is only that in our case the
transition is driven by the wire thickness
√
s (which en-
ters into µ) and not by temperature. In other words,
for thicker wires with µ > µ∗ quantum phase slips with
opposite topological charges are bound in pairs (dipols)
and the linear resistance of a superconducting wire is
strongly suppressed and T -dependent. This resistance
tends to vanish in the limit T → 0. Thus, we arrive at an
important conclusion: at T = 0 a long quasi-1D super-
conducting wire remains in a superconducting state, with
vanishing linear resistance, provided its thickness is suffi-
ciently large and, hence, the electromagnetic interaction
between phase slips is sufficiently strong, i.e. µ > µ∗.
On the other hand, for µ < µ∗ the density of free
(unbound) quantum phase slips in the wire always re-
mains finite, such fluctuations destroy the phase coher-
ence (and, hence, superconductivity) and bring the wire
into the normal state with non-vanishing resistance even
at T = 0. Thus, another important conclusion is that
superconductivity in sufficiently thin wires is always de-
stroyed by quantum fluctuations.
The above analysis is valid for sufficiently long wires.
For typical experimental parameters, however,X < c0/T
(or even X ≪ c0/T ), and the finite wire size needs to be
accounted for. For this purpose we modify the above
RG treatment in the following manner. Starting from
small scales ρ ∼ x0 we increase the scaling parameter ℓ
and renormalize both µ and y according to RG equations
(138). Solving these equations up to ℓ = ℓX = ln(X/ξ)
we obtain the renormalized fugacity y˜ = y(ℓX). For
larger scales ℓ > ℓX only the time coordinate matters
and we arrive at the partition function fully equivalent
to one for a (0D) superconducting weak link (Josephson
junction) in the presence of quantum fluctuations of the
phase. These systems are described in details in Ref.
[21], therefore an extended discussion of this issue can be
avoided here. We only point out that our renormalized
fugacity y˜ is equivalent to the tunneling amplitude of the
Josephson phase (normalized by the Josephson plasma
frequency), i.e.
y˜ →
√
S0 exp(−S0) (140)
where S0 =
√
8EJ/EC is the action of an instanton
(kink) in a Josephson junction, EJ and EC are respec-
tively the Josephson and the charging energies.
The subsequent analysis essentially depends on the
presence (or absence) of additional dissipation in our sys-
tem. In the absence of dissipation at T → 0 the Joseph-
son junction always remains in the normal (i.e. non-
superconducting) state since superconductivity is sup-
pressed by quantum fluctuations of the phase and tunnel-
ing of Cooper pairs is prohibited [21]. Due to eq. (140)
exactly the same conclusion applies for sufficiently short
superconducting wires studied here. In the presence of
additional dissipation, however, quantum fluctuations of
the phase can be suppressed and, hence, superconductiv-
ity can be restored [21].
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Of particular importance is the case of Ohmic dissipa-
tion which is realized either provided the wire is shunted
by a normal resistor RS , or the wire itself has a non-
vanishing normal conductivity σ = σqp even far from the
QPS core. The latter situation can occur, e.g., at finite
(and not too low) temperatures due to the presence of a
sufficient number of quasiparticles above the gap or pos-
sibly also due to nonequilibrium effects. Bearing in mind
that in a number of experiments with ultra-thin wires (to
be discussed below) QPS effects were observed already at
sufficiently high temperatures T & ∆0(T ) it is worth to
briefly address the model with Ohmic dissipation here.
In this case our consideration should be modified em-
ploying a two stage scaling procedure [29]. At it was al-
ready explained, we first proceed with 2D RG equations
(138) up to the scale ℓ = ℓX = ln(X/ξ). For simplicity
we assume that Ohmic dissipation does not significantly
affect RG eqs. (138) at such small scales. Eventually we
arrive at the renormalized fugacity y˜ = y(ℓX). At larger
scales the space coordinate is irrelevant and the problem
reduces to that of a 1D Coulomb gas with logarithmic
interaction. Therefore, (for y˜ ≪ 1) further scaling is de-
fined by [21, 54, 55, 56, 57]
∂ℓy˜ = (1− γ)y˜, ∂ℓγ = 0, (141)
where the interaction parameter γ depends on the dissi-
pation strength being equal to either (i) γ = Rq/RS or
to (ii) γ = πsσqp/2e
2X . For γ > 1 the fugacity scales
down to zero, which again corresponds to a supercon-
ducting phase, whereas for γ < 1 it increases indicating
a resistive phase in complete analogy to a single Joseph-
son junction with Ohmic dissipation. In the case (ii) the
phase transition point again depends on the wire cross
section s as well as on its total length X and the value
σqp.
Thus, two different quantum phase transitions can
occur in superconducting nanowires. One of them is
the BKT-like phase transition which is controlled by
the strength µ of inter-QPS electromagnetic interactions
and eventually by the wire thickness. Another one is
the Schmid phase transition occurring in the presence
of Ohmic dissipation [29, 58] provided, e.g., by an ex-
ternal shunt resistance RS . Note that this situation is
somewhat reminiscent of that occurring in chains of re-
sistively shunted Josephson junctions or granular arrays
[59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72] where,
however, Schmid-like QPT is driven by local (rather than
global) shunt resistance.
D. Wire resistance at low temperatures
Let us now turn to the calculation of the wire resis-
tance in the presence of quantum phase slips. We first
consider the limit of long wires. At any nonzero T such
wires have a nonzero resistance R(T, I) even in the “or-
dered” phase µ > µ∗. In order to evaluate R(T ) in this
regime we proceed perturbatively in the QPS fugacity y.
Since for µ > µ∗ quantum phase slips form closed pairs
(dipols) and, hence, interactions between different dipols
can be neglected. For this reason it suffices to evalu-
ate the correction δF to the wire free energy due to one
bound pair of quantum phase slips with opposite topo-
logical charges. This procedure is completely analogous
to that described in details in Ref. [21] (see Chapter 5.3
of that paper for an extended discussion). Taking into
account only logarithmic interactions within bound pairs
of quantum phase slips we can easily sum up the series
in eq. (135) and arrive at the result
δF =
Xy2
x0τ0
∫ β
τ0
dτ
τ0
∫ X
x0
dx
x0
e(Φ0Iτ/c)−2µ ln[ρ(τ,x)/x0] ,
(142)
where ρ = (c20τ
2 + x2)1/2. It is convenient to first in-
tegrate over the spatial coordinate x and take the wire
lengthX →∞. For nonzero I the expression in Eq. (142)
is formally divergent for β → ∞ and acquires an imag-
inary part Im δF after analytic continuation of the in-
tegral over the temporal coordinate τ [21]. This indi-
cates a QPS-induced instability of the superconducting
state of the wire: the state with a zero phase difference
δϕ(X) = ϕ(X) − ϕ(0) = 0 decays into a lower energy
state with δϕ(X) = 2π. The corresponding decay rate
Γ2π is defined by eq. (87). The rate for the opposite
transition from 2π to 0 (or from 0 to −2π) – which is
nonzero as long as T > 0 – is defined analogously with
I → −I. The average voltage drop across the wire is
then given by the difference between these rates
V = (Φ0/c)[Γ2π(I)− Γ2π(−I)] (143)
Evaluating the imaginary part of the free energy ImδF
from (87), (143) we finally obtain
V =
Φ0Xy
2
cτ0x0
√
πΓ(µ− 12 )
Γ(µ)Γ(2µ− 1) sinh
(
Φ0I
2cT
)
×
∣∣∣∣Γ
(
µ− 1
2
+
i
π
Φ0I
2cT
)∣∣∣∣
2
[2πτ0T ]
2µ−2 , (144)
where Γ(x) is the Euler gamma-function. For the wire
resistance R(T, I) = V/I this expression yields
R ∝ y2T 2µ−3 (145)
for T ≫ Φ0I and
R ∝ y2I2µ−3 (146)
for T ≪ Φ0I. Thus, for sufficiently thick wires with µ >
µ∗, we expect a strong temperature dependence of the
linear resistance which eventually vanishes in the limit
T → 0 indicating the superconducting behavior of the
wire.
Unfortunately for thinner wires with µ < µ∗ and at
low temperatures the above simple analysis becomes in-
sufficient because of the presence of unbound QPS and
the necessity to account for many-body effects in the
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gas of quantum phase slips. We expect that the tem-
perature dependence of the wire resistivity should be-
come linear at the transition to the disordered (i.e. non-
superconducting) phase. At T ≪ Φ0I/c we expect a
strongly nonlinear I − V characteristics V ∼ Ia in thick
wires, and the universal power a(µ∗) = 2 in thin wires at
the transition into the resistive state with V ∼ I. Note
that in contrast to the BKT transition in 2D supercon-
ducting films, in the case of wires the jump is expected
to be from a = 2 to 1 rather than from a = 3 to 1.
In the case of short wires X ≪ c0/T we again proceed
in two steps. A 2D scaling analysis yields the “global”
fugacity y˜. In analogy with resistively shunted Josephson
junctions [21], the voltage drop from the imaginary part
of the free energy reads
V =
2Φ0y˜
2
Γ(2γ)cτ˜0
sinh
(
Φ0I
2cT
)∣∣∣∣Γ(γ + iΦ0I2πcT )
∣∣∣∣
2
[2πτ˜0T ]
2γ−1 ,
(147)
where τ˜0 ∼ XC/e2γ. This equation gives R ∝ y2T 2γ−2
and R ∝ y2I2γ−2 respectively at high and low T . The
above result is valid for γ > 1 and also for smaller γ at
not very small T [21]. In the low temperature limit in
the metallic phase the linear resistance becomes [21]
R = Sσqp/X, (148)
or R = RS , i.e. R is just equal either to the quasiparti-
cle resistance of the wire or to the shunt resistance. The
physics of this result is exactly the same as in the case
of resistively shunted Josephson junctions: the super-
conducting channel turns out to be completely blocked
by quantum fluctuations and the current can only flow
through the normal resistance.
E. Discussion
It is worthwhile to emphasize that the above results
were derived for sufficiently uniform nanowires with (al-
most) constant cross-section s. As we already mentioned
above, the very existence of quantum phase slips and/or
the possibility to experimentally observe QPS effects in
such wires were debated at an early stage of the research.
At present there already exist a large number of indepen-
dent experiments by different groups providing an over-
whelming evidence that QPS effects essentially determine
low temperature properties of ultra-thin superconducting
wires. A detailed comparison between these experimen-
tal results and the above theoretical predictions will be
carried out in the next chapter.
It is quite obvious that our QPS theory does not re-
quire strict uniformity of the system, it will also apply
provided there exist relatively small diameter variations
along the wire which are practically unavoidable in any
realistic experimental situation. The probability for QPS
to occur will be higher in thinner parts of the wire than in
thicker ones, otherwise all the physics remains essentially
the same. This situation should be contrasted to that of
chains of Josephson junctions and 1D granular wires in
which case quantum phase slips occur inside the junctions
(tunnel barriers) and do not require any suppression of
the superconducting order parameter. In other words,
such quantum phase slips have no core at all. Accord-
ingly, no condensation energy is lost during such phase
slip events and also dissipative effects remain insignifi-
cant (unless Josephson junctions are shunted by external
normal resistors).
Note that, although the QPS core physics for uni-
form and granular quasi-1D wires is entirely different,
the behavior of these systems at larger scales can be
qualitatively similar. For instance, it is well known
that the BKT-like quantum phase transition (driven by
the ratio EJ/EC) occurs in 1D superconducting granu-
lar arrays [59, 60, 73] similarly to the case of uniform
wires [28]. Also, Schmid-like quantum dissipative phase
transitions in arrays and chains of resistively shunted
Josephson junctions were studied in a great detail, see
[59, 60, 63, 64, 65, 66, 67, 68, 70, 71, 72] and further
references therein. One of the main conclusions reached
there was that dissipative phase transitions yield local
phase coherence in a long chain of junctions provided
each of such junctions is shunted by an effective Ohmic
resistance below some value of order the quantum resis-
tance unit Rq. In contrast, at T → 0 BKT-like quan-
tum phase transition yields global phase coherence in
Josephson chains provided EJ & EC . As a result, one
arrives at a non-trivial phase diagram with all possi-
ble combinations of local and global order [59, 60]. Let
us also mention that more recently the models of re-
sistively shunted superconducting granular chains were
studied [74, 75, 76] aiming to interpret some recent ex-
perimental data [32, 44] seemingly indicating that the
superconducting phase transition can be driven by the
global wire resistance. Within this approach dissipation
is introduced phenomenologically employing an effective
two-fluid model. It remains unclear, however, what could
be the physical origin of Ohmic dissipation in sufficiently
long and nominally uniform superconducting wires at
temperatures well below the gap ∆0. An alternative pro-
posal aimed to explain recent experimental observations
in relatively short nanowires [32, 44] is discussed below
in Sec. 6.3
We should also stress that even if the diameter remains
strictly constant the wire can be considered uniform only
at length scales exceeding the elastic electron mean free
path l whereas at the scale ∼ l this uniformity is natu-
rally broken by the presence of impurities and defects.
Scattering of electrons at such impurities and defects
plays a very important role since it breaks Galilei in-
variance thus preventing from momentum conservation
for electrons propagating along the wire [31]. Momen-
tum non-conservation is in turn necessary for QPS to
occur since quantum phase slips “unwind” the supercur-
rent thus generating momentum transfer. At T = 0 (i.e.
in the absence of phonons) this extra momentum can-
not be absorbed in perfectly clean and uniform wires in
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FIG. 2: Superconducting nanowire containing a thinner part
(constriction) of length xc and cross section sc.
which case QPS would be strictly prohibited. On a for-
mal level, this implies that the QPS action SQPS should
become large in the clean limit [77]. In fact, this effect
can be observed within our analysis too, one just needs
to formally take the limit σ →∞ in eq. (111).
For completeness, let us mention about several propos-
als concerning the nature of QPT in long superconduct-
ing nanowires with impurities. Khlebnikov and Pryadko
[78] argued that this transition should occur at µ = 1 as
a dissipative QPT [54] rather than the BKT-like QPT
discussed here. Accordingly, for the wire resistance they
suggested
R ∝ T 2µ−2 (149)
instead of R ∝ T 2µ−3, cf. eq. (145). Sachdev et al.
[79], on the contrary, found QPT of the BKT universal-
ity class but claimed it to be superconductor-insulator
transition (SIT) rather than superconductor-metal tran-
sition (SMT) as originally suggested in Ref. [28].
In their analysis Khlebnikov and Pryadko [78] used a
simplified Gross-Pitaevski action which is in many re-
spects different from the microscopic effective action for
superconducting wires derived in Chapter 2. Within this
phenomenological approach the authors [78] first evalu-
ated the QPS rate for a given disorder configuration and
only then performed averaging over disorder. In contrast,
within our analysis averaging over disorder is performed
in the effective action before introducing QPS. This latter
way is appropriate for diffusive superconducting wires,
e.g., because the QPS core size ∼ ξ greatly exceeds the
electron mean free path l. The condition ξ ≫ l allows
to treat the wire as effectively homogeneous for QPS and
the problem acquires an extra zero mode corresponding
arbitrary shifts of the QPS core along the wire. This zero
mode is lacking within the analysis [78].
Although for homogeneous (at scales & l) and uni-
form wires QPT is of the BKT universality class and the
temperature dependence of the resistance in the ordered
(superconducting) phase is given by eq. (145), there ex-
ist other situations in which the dependence (149) may
apply at not very low T . Consider, e.g., a long supercon-
ducting wire with cross-section s and length X which is
uniform everywhere except a small part (constriction) of
length xc ≪ X and cross-section sc < s, as shown in Fig.
2. QPS would then occur easier inside the constriction
than in the rest of the wire. Assuming for simplicity that
xc is of order of (or just slightly larger than) ξ, for the
corresponding QPS fugacity inside the constriction area
we obtain
yc ∼ Score(sc/s) exp(−Score(sc/s)), (150)
where Score is the QPS core action (113) for the wire. As
before, we can express the partition function Z in terms
of series in powers of the QPS fugacity (cf., eq. (119))
which is now equal to yc inside the constriction and to
y otherwise. In other words, we should now deal with
two different types of logarithmically interacting QPS.
Quantum phase slips in the wire are treated exactly as
before, and we again arrive at the BKT-like QPT at
µ = µ∗ ≈ 2. QPS inside the constriction interact log-
arithmically only in time, thus giving rise to the Schmid-
like QPT at µ = 1. In this case the quasi-1D supercon-
ducting wire with Mooij-Scho¨n plasmons as elementary
excitations plays the role of an effective dissipative envi-
ronment for the constriction. Such QPT was discussed
by Hekking and Glazman [80] in the case of a narrow
superconducting ring interrupted by the Josephson junc-
tion. In the situation considered here this QPT appears
to be of little importance since µ∗ > 1, i.e. at T → 0
BKT-like QPT occurs when quantum phase slips inside
the constriction are still bound in pairs.
On the other hand, at not very low temperatures and
provided yc ≫ y quantum phase slips inside the con-
striction may give an additional contribution to the wire
resistance with the temperature dependence (149). In
order to demonstrate that we modify eq. (142) by taking
into account the difference between QPS fugacities in the
wire and in the constriction. This is trivially handled by
splitting the space integrals into those over the wire and
constriction areas. As a result, the linear resistance of
the system becomes
R(T ) = Rw(T ) +Rc(T ),
where Rw(T ) is determined by QPS inside the wire (145),
i.e. Rw(T ) ∝ y2T 2µ−3, while the additional contribution
Rc(T ) comes from QPS inside the constriction. This con-
tribution has the form Rc(T ) ∝ y2cT 2µ−2. Hence, at suf-
ficiently high temperatures the constriction contribution
Rc(T ) can dominate over Rw(T ), in which case the de-
pendence (149) applies. However, at lower temperatures
Rc(T ) becomes irrelevant and R(T ) again is determined
by eq. (145). Obviously, the same arguments hold in the
case of several constrictions or, more generally, for some
wires with strongly fluctuating cross-section. A similar
scenario was recently discussed in Ref. [81] where Gaus-
sian fluctuations of the wire thickness were considered.
Finally, let us briefly address the non-superconducting
phase µ < µ∗. In our opinion, frequently used over-
simplified approaches, like TDGL or effective Luttinger
liquid models, are by far insufficient in order to judge
whether this disordered phase is actually metallic or in-
sulating, i.e. whether we are dealing with SMT or SIT
at T = 0 and µ = µ∗. Also RG equations (138) cannot
unambiguously resolve this issue. To illustrate this point
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let us compare the behavior of Josephson chains and ho-
mogeneous wires. The QPS fugacities y of both systems
obey RG equations (138) and, hence, for µ < µ∗ these
fugacities grow upon renormalization in both cases. In
the case of Josephson chains it only implies strong fluc-
tuations of the phases across barriers with no suppres-
sion of superconductivity inside metallic grains. In this
case inter-grain tunneling of Cooper pairs is prohibited
by electron-electron interactions and the system is in the
insulating (Coulomb blockade) phase.
On the contrary, large renormalized QPS fugacity y
in the case of homogeneous wires implies that the QPS
gas becomes dense, the QPS cores overlap and, hence,
for µ < µ∗ and T → 0 superconductivity gets eventu-
ally destroyed everywhere in the wire. In other words,
in this regime quantum fluctuations drive homogeneous
ultra-thin superconducting wires normal. This impor-
tant difference between homogeneous and granular wires
was emphasized in Ref. [28]. What remains is to figure
out whether such normal diffusive wires stay metallic or
turn insulating at low enough T .
Few years after the work [28] it was realized that,
similarly to highly conducting tunnel barriers [82, 83,
84] disordered metallic wires with large conductances
also demonstrate the feature of weak Coulomb blockade
[85, 86, 87, 88, 89] caused by non-trivial interplay be-
tween scattering and electron-electron interactions. The
presence of an (exponentially small) Coulomb gap im-
plies that disordered wires most likely turn insulating at
T = 0. However, in generic metallic wires with many
conducting channels such a state can only be observed at
exponentially low T , while for any experimentally attain-
able temperature one expects a metallic behavior with
a weak trend for the wire resistance to grow with de-
creasing T due to Coulomb blockade corrections [86]. In-
terestingly, such a trend was indeed observed in recent
experiments [44, 90, 91] and the measured dependence
R(T ) was found to closely follow theoretical predictions
[86]. Further theoretical analysis of the role of electron-
electron interactions in quasi-1D structures [44, 90, 91]
would be highly desirable [92].
VI. EXPERIMENTS ON SUPERCONDUCTING
NANOWIRES
A. General considerations
It follows from our theoretical analysis that both TAPS
and – in particular– QPS can be observed in sufficiently
thin superconducting wires, i.e. experiments aimed to
observe QPS-related phenomena should be performed on
samples with smallest possible cross section values s. On
top of that, it is highly desirable to deal with structurally
(and chemically) homogeneous samples in order to elim-
inate spatial variations of TC along the wire and rule out
the effect of (possibly existing) constrictions and tunnel
barriers. It has been shown that structural imperfections
of real quasi-1D structures (non-uniform cross section,
existence of probes and finite length effects) might effec-
tively mask the phenomena related to thermal or quan-
tum fluctuations [93].
In addition to the above requirements, in order to pro-
vide optimal conditions for observation of fluctuation ef-
fects it is crucial to properly choose the sample material.
This is obvious from the fact that, for instance, the QPS
core action (113) at low enough T can be represented in
the form
Score ∼ T 1/2C s/ρN ,
where ρN ≡ 1/σ is the wire resistivity in the normal
state. Hence, it is desirable to select superconducting ma-
terials with smaller values of TC (or ∆0(0)) and perform
experiments on sufficiently dirty nanowires with higher
values of ρN . The latter requirement is in line with the
well known general observation that fluctuation effects
are more pronounced in dirtier systems. This require-
ment also implies that the electron elastic mean free path
should obey the “dirty limit” condition l < ξ ∼ √lξ0
where ξ0 ∼ ~vF /∆0 is the BCS “clean” coherence length.
The parameters for various conventional superconductors
are listed in Table I. Judging from these numbers the
most suitable materials for experimental investigations
of QPS effects are those with higher resistivity values,
i.e. MoGe and α:InO. On the other hand, a certain dis-
advantage of these materials is that theu can be strongly
inhomogeneous. In this respect, Zr or Ti can be advanta-
geous for experimental studies of quantum fluctuations.
Though measuring the temperature dependence of the
system resistance R(T ) in the vicinity of the transition
point might seem a routine experimental task, in the case
of nanostructures more care is required. Typically, R(T )
dependencies are measured in the current-biased regime.
A standard requirement is to keep the bias current I
much smaller than the critical (depairing) current IC
in order to avoid hysteresis effects due to overheating.
Additionally, in order to stay within the linear response
regime, the measuring current I should remain smaller
than the charactristic scale I0 = kBTC/Φ0 [16, 17] equal
to few tens of nA for the majority of materials (see Table
I). The characteristic normal state resistance of a typical
metallic nanowire with diameter
√
s ≃ 10 nm and length
X ≃ 1 µm is of order few kΩ. Hence, in the normal state
the expected voltage is at least few µV, which is certainly
not a problem to measure. However, with decreasing
temperature only slightly below TC the resistance R(T )
drops exponentially and the measured signal quickly re-
duces to the nV range. Employing room-temperature
electronics, it is preferable to use ac lock-in technique in
order to increase the signal-to-noise ratio. This can be
associated with some hidden problems. One of them is
that even a tiny fraction of dc component (e.g. from the
ground loop) adds a parasitic signal ∼ dV/dI(T ) to the
”valuable” one R(T ) ≡ V (T )/I. For this reason it is ad-
visable to decouple the ac current source from the sample
using a low-noise transformer.
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Material Tc λ0 ξ0 Bc(0) ∆(0) vF ρN
K nm µm mT meV 106 m/s µΩ × cm
W 0.015 - 165* 0.1 0.002* 1.8* 5.7
Ir 0.11 - 22.5* 1.6 0.017* 1.8* 5.1
Hf 0.13 - 19.0* 1.3 0.020* 1.8* 35
Ti 0.40 - 6.2* 5.5 0.061* 1.8* 42.0
Zr 0.61 - 4.0* 4.7 0.093* 1.8* 44.0
Zn 0.86 28 1.8 5.5 0.120 1.82 5.9
Al 1.19 16 1.6 10 0.175 2.02 2.7
α:InO 2.8 - 0.330 - 0.430* - 3000
In 3.41 65 0.360 28 0.520 1.74 8.4
Sn 3.73 50 0.230 30.5 0.557 1.88 11.0
MoGe (film) 5.5 720 0.005 66 1.1 - 200
Pb 7.2 40 0.090 80.3 1.365 1.82 20.7
Nb 9.25 85 0.030 206 1.520 1.37 12.5
Table-I. Material parameters of several superconductors.
The data are taken from Refs. [94, 95, 96, 97]; for MoGe
from Refs. [43, 98, 99] and for α:InO from Refs. [100, 101].
The numbers marked with * are estimated values.
Another problem might originate from the presence
of rf filters which are mandatory to protect nano-sized
samples from noisy electromagnetic environments. Very
often such filters are just RLC circuits shunting the rf
component to the ground through a capacitor as high as
few µF . Such configuration might provide good results
with high-Ohmic systems (e.g. tunnel structures). In a
superconducting nanowire measured in 4-probe configu-
ration each electrode contacting the ”body” of the sample
is typically made of the same material. Hence, the resis-
tance of these probes also varies from few kΩ down to
zero over the same temperature range within the transi-
tion. Depending on particular configuration, at a certain
T the ac sample impedance might become comparable
to that of the current leads through the ground, caus-
ing the current re-arrangement throughout the sample.
Even at rather low measuring frequencies ∼ 10 Hz the
parasitic effect might manifest itself as a non-monotonous
R(T ) dependence with unusual ”bumps” or ”foot” at the
bottom of the transition. Additional complication might
arize from the non-negligible dependence of the gain of
the nanovolt pre-amplifier on the total impedance of the
load.
Concluding this part, an experimentalist should be ex-
tremely cautious in designing the measuring set-up for
unambiguous interpretation of the data on superconduct-
ing nanowires.
Structural and geometrical homogeneity of quasi-1D
samples is the central question in interpretation of ex-
perimental data related to contribution of superconduct-
ing fluctuations. Theoretically one usually assumes that
(i) the critical temperature TC of quasi-1D wires under
consideration remains spatially constant, i.e. it does not
vary along the wire, (ii) the cross section s does not vary
along the wire either and (iii) the measuring probes are
non-invasive. Unfortunately, in realistic nanowires none
of these conditions is usually well satisfied. To which
extent can these imperfections be neglected while inter-
preting the experimental data using models developed
under the assumptions (i)-(iii)?
If structural imperfections (e.g. non-uniform chemical
composition) can alter the critical temperature, then the
shape of the experimentally observed R(T ) dependence is
determined by the sequence of transitions of various parts
of the wire with different local critical temperature TC(x)
. If the degree of such inhomogeneity is not too strong,
a step-like R(T ) transition may not be observed as the
variations of the critical temperature are averaged on the
scale of the coherence length ξ resulting in a relatively
wide ”smooth-looking” R(T ) dependence.
One might naively expect that working with super-
conducting samples fabricated of initially pure material
can help to eliminate the problem. Unfortunately this
is not the case. First, properties of low-dimensional su-
perconductors are known depend on the fabrication pro-
cess details, such as thin film deposition rate, residual
pressure in the vacuum chamber, material of the sub-
strate etc. Second, even if to make an effort to keep the
fabrication parameters constant, it is hard to get rid of
size-dependent effects.
It is a well-known experimental fact that the critical
temperature TC of thin superconducting films frequently
differs from one for bulk samples. The same tendency
is observed in metallic nanostructures. In indium, alu-
minum and zink TC increases with decreasing character-
istic dimension [20, 45, 46, 50, 102]. On the contrary,
in lead, niobium and MoGe an opposite tendency is ob-
served [32, 90, 103, 104, 105]. No noticeable variations
of TC were detected in tin nanowires [106, 107, 108, 109].
The origin of this phenomenon is not clear. There exist
models predicting both suppression [110] and enhance-
ment [111] of the mean field critical temperature for low
dimensional superconductors. One can take the empir-
ical fact of variation of TC with effective diameter of a
superconducting nanowire as granted. Using Al lift-off
fabricated nanowires as a representative example (Figs.
3 and 4) it has been shown that size-dependent effects
are extremely important for interpretation of fluctuation
phenomena in quasi-1D systems [93]. The conclusion of
a quantitative analysis [93] is rather disappointing: even
chemically pure nanostructures cannot be considered as
sufficiently homogeneous as soon as the size dependence
of the critical temperature TC comes into play. One
should study atomically homogeneous systems as single
crystalline whiskers [18, 19]. Unfortunately, modern nan-
otechnology does not enable growth of high-quality quasi-
1D single crystalls of arbitrary diameter made of all ma-
terials of interest. The lithographic processes results in
much lower quality samples. The only exception are ma-
terials, such as Al, Zn and In, where the critical temper-
ature decreases with reduction of the effective dimension
(e.g., nanowire diameter). Under certain conditions, ex-
periments on lift-off fabricated nanowires made of these
materials can be interpreted using fluctuation models de-
veloped for perfect 1D channels. Provided broadening of
the R(T ) dependencies is detected below the bulk critical
temperature T bulkC , the size effects cannot account for the
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FIG. 3: Empirical dependence of the critical temperature TC
on cross section σ ≡ s for aluminum nanowires. Line is a
guide for the eye. Inset: SPM measured distribution of cross
sections for a typical lift-off fabricated nanowire: length X
=10 µm and effective diameter
√
s ≈ 75 nm [93].
FIG. 4: Bullets (•) correspond to simulated R(T ) transition
without taking into consideration the nodes. Diamonds (⋄)
represent the results of similar calculations with contribution
of the node regions. Open circles (◦) denote the experimen-
tally measured R(T ) dependence. Simulations and experi-
mental data are for the same wire as in the inset from the
previous figure [93].
phenomenon, and presumably ”real” physics is observed.
B. Experiments on TAPS
As we have already discussed in Chapter 4 the TAPS
mechanism provides non-zero voltage drop across the su-
perconducting wire at temperatures below TC . For ref-
erence purposes let us rewrite again the expression for
the I−V curve derived in the presence of TAPS at suffi-
ciently low bias currents I. Combining eqs. (94) and (98)
and restoring some fundamental constants (set equal to
unity in our theory analysis) we obtain
V =
4
√
3π
e
kBT
X
ξ(T )
√
δF
kBT
exp
[
− δF
kBT
]
sinh
[
π~I
2ekBT
]
,
where ξ(T ) is the temperature-dependent coherence
length of a dirty wire, kB is the Boltzmann constant,
δF =
16π2k
3/2
B
21ζ(3)
sN0
√
π~D(TC − T )3/2
is the the potential barrier for TAPS and ζ(3) ≃ 1.202.
Very quickly after development of the LAMH theory
[16, 17] two experimental groups reported experiments
aimed at verification of the TAPS model. At 70-s micro-
fabrication technique was not much developed. In these
early studies of 1D superconductivity [18, 19] metallic
whiskers (Fig. 5) with characteristic diameter ∼ 1 µm
and lengths up to 1 mm were utilized. Growth and basic
properties of these highly anisotropic objects have been
widely described in the literature [112]. In the particular
case of tin whiskers ”squeeze” method was typically ap-
plied for their growing [113]. Then the crystals were lit-
erally hand picked from the ingots and positioned on sub-
strates. The electrodes were made either by conducting
paste or epoxy [114], soldered by Wood’s metal [12, 18]
or Sn-Pb alloy [19], or squeezed by a soft metal (e.g. in-
dium) [115]. An obvious disadvantage of the procedure
is inevitable damage of the crystal within the locus of
the electric probes. An attempt to overcome these dif-
ficulties was made by combining planarization technique
with electron beam lithography [116, 117] (Figs. 5 and
6). The technique appears promising, but extremely time
consuming and resulting in a rather low yield of ”work-
ing” samples.
An example of experimental R(T ) dependence mea-
sured on tin whisker is shown in Fig. 7. One observes
a very good quantitative agreement between the exper-
iment [18, 19] and the TAPS model [16, 17]. The su-
perconducting transition R(T ) is very steep: resistance
of the sample drops five orders of magnitude within the
temperature range δT ∼ 1 mK below TC . This is a conse-
quence of rather large effective diameter values
√
s ≃ 0.5
µm and extremely high homogeneity of single crystals. In
the case of thinner single-crystalline structures the width
of the R(T )-curve would be larger, cf. eq. (99). Unfortu-
nately, the dimensions of whiskers made of superconduct-
ing materials do not vary much. Manual manipulation of
sub-1 µm is extremely time consuming and results in a
low yield of suitable samples, while the dimensions of
whiskers are still too large to use scanning probe (SPM)
technique well developed for manipulation of nano-sized
objects, such as carbon nanotubes.
An alternative to whiskers is superconducting mi-
crocylinders encapsulated in a dielectric substrate (e.g.
glass) fabricated using Taylor-Ulitovski method [118,
119, 120, 121, 122]. The quality of these wires is not
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FIG. 5: SEM image of a typical tin whisker on the surface
of spin-on-glass [116]. Inset shows the magnified view of the
crystal surface [117].
FIG. 6: SEM image of a whisker-based microstructure on
Si/SiO substrate covered with Spin-On-Glass. Slightly bent
bright horizontal line is the tin whisker. Electrodes are made
on top of the crystal by e-beam lithography followed by evap-
oration of copper contacts [116].
as high as that of atomically-pure whiskers. However,
an important advantage of this approach is the possi-
bility to fabricate very long samples. Fabrication of a
wire with metal core of about few µm and length up
to a km (!) is a routine work, while fine adjustment of
parameters enables fabrication of sub-100 nm filaments
with length up to few cm [123, 124, 125]. A remark-
able feature of wires obtained by this method is that
typically they are single crystals. A number of super-
conducting microcylinders (Sn and In) fabricated using
Taylor-Ulitovski method were studied [126, 127]. Bigger
length values of the filaments (X ∼ 1 cm ) as compared to
those for previously studied whiskers (X ∼ 0.5 mm ) en-
FIG. 7: R(T ) dependence for a tin whisker [18]. Solid symbols
are the experimental data, dashed line represents the fit to the
TAPS model [16, 17].
abled observation of interesting features related to inter-
action of current-induced phase slips. The cross section
values for microcylinders did not differ much from those
for whiskers, while the homogeneity was clearly worse:
No qualitatively new phenomena related to fluctuation-
governed 1D superconductivity has been observed.
There were several reports on experimental studies
of 1D superconductivity in lift-off-fabricated supercon-
ducting nanostructures (wires and loops) with the line-
width much smaller than of whiskers or microcylinders
[128, 129, 130, 131, 132]. The advantage of the method
is the ability to fabricate samples with a complicated
shape in a reproducible way. Typically, the metal is de-
posited through PMMA mask using thermal or e-beam
evaporation, or sputtering. The quality of the struc-
tures is far from perfect: the majority of superconducting
thin-film structures fabricated at room temperatures are
polycrystalline with the grain size of about few tens of
nm. Deposition of metal (in particular low melting ones,
such as tin or indium) on a cryogenically cooled sub-
strate might reduce the grain size. In contrast to whiskers
or microcylinders, the lift-off-fabricated superconducting
nanostructures studied so far were all in the dirty limit
l ≪ ξ. Attempts to quantitatively describe the shape
of superconducting transition of these quasi-1D systems
using the TAPS model failed: Experimental curves for
R(T ) were always significantly broader than theoretical
predictions. Nevertheless, it was believed that with a
certain adjustment of fit parameters (e.g., reduction of
the effective size of the phase slip center [131]) a reason-
able agreement between the experiments and the TAPS
model predictions could be achieved. Later it was shown
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FIG. 8: Molecular template decoration method. (a) Schemat-
ics of the fabrication technique. (b) SEM image of a carbon-
nanotube-based structure [133], [135].
that inevitable inhomogeneity of lift-off-fabricated nanos-
tructures, the presence of node regions and finite size
effects can dramatically broaden the experimentally ob-
served dependencies R(T ) making any comparison with
the TAPS theory inconclusive or even impossible (Fig.
4) [93].
Very thin superconducting nanowires have been stud-
ied using the template decoration technique: Deposition
of a metal film on top of a suspended insulating molecule
used as a template [100, 133, 134, 135] (Fig. 8). Only
pseudo-four probe configuration is available with the de-
posited metal film from both sides of the trench serving
as electrodes. The approach enabled fabrication of su-
perconducting nanowires (MoGe, Nb and α:InO) with
effective diameters down to ∼3 nm and lengths up to ∼1
µm. TEM study revealed amorphous structure for MoGe
and α:InO.
The R(T ) dependencies in α:InO appeared to be sig-
nificantly wider than it is predicted by the TAPS model,
though no claims about the impact of the QPS mecha-
nism were made [100]. Possibly, broadening of experi-
mental curves R(T ) in α:InO can be associated with in-
evitable inhomogeneity of the samples introduced during
their fabrication. It is well known that physical proper-
ties of α:InO low dimensional systems strongly vary by
FIG. 9: R(T ) obtained from α:InO nanowire with width 100
nm together with the data from a similarly prepared 500 µm
wide film. Inset: A scanning electron micrograph (SEM) of a
typical device [100].
annealing [136].
Interpretation of some experiments on MoGe
nanowires remains under debates. In earlier reports
[32, 43] very broad R(T ) dependencies were observed and
associated with quantum phase slips. However, in later
works [44, 90, 91, 105] broadening of a superconducting
transition in similar MoGe structures was interpreted
within the TAPS model with no QPS contribution (Fig.
10). On the other hand, later it was argued [137, 138]
that fits were actually produced outside the applicability
range of the LAMH theory (95). Moreover, for the
experimental parameters [44, 90, 91, 105] the strong
inequalities (95) are not satisfied, i.e. this theory has
almost no applicability range at all, see also Fig. 11.
Thus, employing the LAMH model in order to fit the
resistance curves R(T ) for these samples is problematic.
In addition, even if one performs such fits one is bound
to use fit values for the electron mean free path much
larger than the wire diameter [90] which is rather
unrealistic for such structures (Fig. 10). At this point
let us recall that estimates for the coherence length
ξ(0) ∼ (ξ0l)1/2 both in MoGe thin films [139, 140] and
wires [32] typically yield values ∼ 5 to 7 nm which
translates into mean free path values l of only few nm,
i.e. much shorter than used in the fits [90]. We will
return to possible interpretation of these experiments
below in connection with QPS effects.
Transmission electron microscopy (TEM) study of Nb
nanowires, fabricated using template decoration method,
revealed polycrystalline structure with an average grain
size about few nm. In order to fit the data obtained in
these Nb structures it has been proposed [43] to represent
the measured wire conductance 1/R(T ) as a sum of con-
tributions from normal electrons above the gap and from
TAPS, 1/R(T ) = 1/RN + 1/RTAPS. The experimental
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FIG. 10: Resistance versus temperature plots for ”short”
MoGe nanowires: insulating (top) and superconducting (bot-
tom) [90]. Solid lines are fits to the TAPS model. The best fit
values of the coherence lengths ξ(0) are 70.0, 19.0, 11.5, 9.4,
5.6, and 6.7 nm, and lengths L are 177, 43, 63, 93, 187, 99
nm for samples 1–6, respectively. Double-step shape of R(T )
transitions in the top and bottom plots comes from the su-
perconducting transition of the contact regions contributing
to the 2-probe measurement configuration.
curves R(T ) could be reasonably well fitted [104, 105] to
this phenomenological model (Fig. 12). Still, the abil-
ity to detect TAPS contribution in Nb is rather unex-
pected since the energy gap ∆0 is very large in this ma-
terial (see Table I). It is also quite surprising that the
inhomogeneities in granular Nb nanowires do not seem
to broaden the R(T ) curves, which can be fitted by the
TAPS model developed for homogeneous quasi-1D sys-
tems.
C. Experimental observations of QPS effects in
superconducting nanowires
Let us now turn to the experiments detecting QPS ef-
fects in superconducting nanowires. Mooij and coworkers
[141] discussed the possibility to observe quantum phase
slips experimentally and attempted to do so as early as
in 1987. According to our theory, the crossover between
TAPS and QPS regimes can be expected at temperatures
T ∼ ∆0(T ). For superconductors with typical material
FIG. 11: Fits of the data points for the sample No. 6 of
Ref. [90] to the LAMH theory. The fit parameters are the
coherence length, ξ = 6.7 nm, and the critical temperature,
TC = 4.7 K, marked by an arrow. The LAMH theory can only
be applied within the strip 4.23 K < T < 4.55 K [137, 138]
(shown in grey) which is clearly outside the region where R
strongly depends on temperature.
FIG. 12: Temperature dependence of the resistance of super-
conducting Nb nanowires obtained by template decoration
method using carbon nanotube as a substrate. The follow-
ing fit parameters for the samples Nb1, Nb2, Nb3, Nb5, and
Nb6 are used: Transition temperatures (K) are TwireC = 5.8,
5.6, 2.7, 2.5, and 1.9 K; lengths (nm) are X = 137, 120, 172,
177 and 113; normal state resistance (Ω) are RN = 470, 650,
1600, 4250 and 9500; coherence lengths (nm) are ξ(0)= 8.5,
8.1, 18, 16, and 16.5, respectively. Solid lines show fits to the
phenomenological TAPS model [43]. The dashed and dotted
lines are some theoretical curves that include QPS contribu-
tions.
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FIG. 13: Resistive transitions for a set of MoGe wires with
different width w upon a single film of thickness t = 5 nm
[139].
parameters and TC & 1K (see Table I) this condition im-
plies that QPS effects may become important already at
TC−T & 100 mK. As we already discussed, in order to be
able to observe QPS it is necessary to fabricate nanowires
with effective diameters in the 10 nm range,
√
s ∼ 10
nm. The wires should be sufficiently uniform and ho-
mogeneous in order not to override fluctuation effects by
trivial broadening of R(T ) dependencies due to wire im-
perfections and inhomogeneities [93]. Thus, proper fab-
rication technology is vitally important for experimental
studies of QPS in quasi-1D superconductors.
Perhaps the first experimental indication of the ef-
fect of quantum fluctuations was obtained in amorphous
MoGe nanowires with effective diameter down to
√
s ≃
30 nm [139]. The samples in 4-probe configuration with
length X up to 20 µm were fabricated using e-beam
lithography. Though the paper [139] was mainly focused
on the effect of disorder in low-dimensional superconduc-
tors, it was clearly stated that for the narrowest samples
significantly broader curves R(T ) were observed than it
is predicted by the TAPS model (see Fig. 13). The effect
of quantum fluctuations was pointed out as a possible
reason for this disagreement.
Detailed experimental studies of transport properties
of superconducting nanowires have been carried out by
Giordano and co-workers [20, 47, 48, 49, 142]. In these
experiments In and In-Pb wires with triangular cross-
section were fabricated using step-edge lithographic tech-
nique [143, 144]. This method utilizes the shadow ef-
fect produced by extremely shallow steps in substrates
and the corresponding tilted ion beam milling of the de-
posited material (Fig. 14). Polycrystalline wires were
fabricated with effective diameters
√
s in the range 40 -
100 nm with the grain size from 10 to 20 nm. The unifor-
mity of the samples was controlled with SEM and with
the accuracy of ∼ 10 nm.
For wider structures a reasonable agreement with the
FIG. 14: Step decoration technique [144].
FIG. 15: Resistance (normalized by its normal state value)
as a function of temperature for three In wires; the sample
diameters were 41 nm (•), 50.5 nm (+) and 72 nm (◦). The
solid curves are fits to the TAPS model, while the dashed
curves indicate fits to the phenomenological model [20]. The
sample lengths are 80, 150 and 150 µm, and the normal state
resistance values are 5.7, 7.1 and 1.2 kΩ, respectively [20].
TAPS model was observed. On the other hand, for thin-
ner wires with
√
s . 50 nm clear deviations from TAPS
predictions were demonstrated (see Fig. 15). The dis-
crepancy was interpreted as a manifestation of quantum
phase slippage. In order to explain their observations
Giordano and co-workers proposed phenomenological de-
scription based on the Caldeira-Leggett model for macro-
scopic quantum tunneling with dissipation [25]. Though
qualitative agreement with this simple phenomenological
model has been obtained (Fig. 15), quantitative inter-
pretation of the data [20] is problematic due to poor uni-
formity of the samples: ± 10 nm for wires with √s . 50
nm [20].
Recently, Pai et al. [81] performed a fit of the same
experimental data [20] to the power-law dependence
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FIG. 16: Cross-sectional view of the stencil structure. Metal-
lic films were evaporated through the shadow mask structure
fabricated on the substrate [103].
R(T ) ∝ T 2µ−2 derived from the result (145) assuming
Gaussian fluctuations of the wire thickness. Unfortu-
nately the temperature dependence of the QPS fugac-
ity (136) was not taken into account in Ref. [81]. This
temperature dependence (predominantly determined by
that of the gap, Score ∝ ∆1/20 (T )) should, however, still
be significant at temperatures not very far from TC and
will alter the fits.
It appears that strong granularity of the wires was
most likely a very important factor in the experiments
by Giordano and co-workers. For instance, estimating
Score for the thinnest wires [48] with diameters 16 and
25 nm, for the experimental parameters we obtain re-
spectively Score ∼ 280A and ∼ 700A. For uniform wires
such huge values of the QPS action would totally pro-
hibit any signature of quantum phase slips. Since QPS
effects were very clearly observed, it appears inevitable
that these samples contained constrictions with diame-
ters ∼ 3 ÷ 10 times smaller than the average thickness
values presented in [48].
Another set of experiments was performed by Dynes
and co-workers [103, 145, 146]. Suspended stencil tech-
nique has been developed (Fig. 16 ) enabling fabrica-
tion of quench-condensed granular nanowires with cross-
section area s down to 15 nm2 and length X ranging
from 1 to 2 µm from various materials including several
superconductors, such as Pb, Sn, Pb-Bi. The samples
edge roughness was claimed to be about 3 nm. A re-
markable feature of the method is the ability to vary the
wire thickness t and, hence, its cross section s at a con-
stant width w in situ inside the cryostat in-between the
sessions of truly 4-probe R(T ) measurements.
The experiments [103] clearly indicated systematic de-
viations of the experimental data points R(T ) from the
TAPS model predictions (Fig. 17). This discrepancy in-
creases as the wires become narrower. The width of the
superconducting transition was found to scale with the
normal state resistance RN (Fig. 18). It should be noted
that in lead nanowires as narrow as 15 nm and as thin as
10 nm no low temperature resistance tails were observed.
Instead, a less dramatic but systematic broadening of the
superconducting transition beyond the TAPS limit was
noted [103, 145]. On the other hand, long resistance
tails were always present in tin structures fabricated and
measured using similar technique [146]. Very probably,
FIG. 17: R(T ) dependencies for the same Pb nanowire with
width w = 22 nm and various thicknesses. Solid lines at the
top of the transitions are fits to the Aslamazov - Larkin the-
ory. Dashed lines are fits to the TAPS model, which clearly
yields steeper R(T ) dependencies compared to the experimen-
tal data for the thinnest wires [103].
FIG. 18: Width of the transition (defined as a temperature
interval between 20% and 80% of the normal state resistance
[103]) as a function of the normal state resistance RN .
the discrepancy comes from the difference in the heights
of the potential barrier δF between these two materials
(see Table I): Lead wires should be significantly narrower
than tin ones in order to obtain a similar magnitude of
fluctuation effects.
In addition, we point out that the experiments [103,
145, 146] demonstrated clear superonducting transitions
reaching experimental ”zero” in nanowires with normal
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state resistance RN ≫ 10 kΩ. This observation is not in
line with the conjecture [32, 44] that superconductivity
in MoGe nanowires could only be possible for wire re-
sistances below the quantum resistance unit Rq ≃ 6.45
kΩ.
A clear manifestation of a crucial role of QPS effects
in superconducting nanowires was provided in the ex-
periments by Tinkham and co-workers [32, 43]. These
authors developed a novel technique which allowed them
to fabricate sufficiently uniform superconducting wires
considerably thinner than 10 nm with lengths ranging
between ∼ 100 nm and 1 µm. This was achieved by sput-
tering a superconducting alloy of amorphous Mo79Ge21
over a free-standing carbon nanotube or bundle of tubes
laid down over a narrow and deep slit etched in the sub-
strate (Fig. 8). Three out of eight samples studied in the
experiments [32] demonstrated no sign of superconduc-
tivity even well below the bulk critical temperature TC .
Furthermore, in the low temperature limit the resistance
of these samples was found to show a slight upturn with
decreasing T . In view of that one can conjecture that
these samples may actually become insulating at T → 0.
The resistance of other five samples [32] decreased with
decreasing T . Also for these five samples no sharp super-
conducting phase transition was observed.
All three non-superconducting wires (i1,i2 and i3) [32]
had the normal state resistance above the quantum unit
Rq, while RN for the remaining five “superconducting”
samples was lower than Rq. This observation allowed
the authors [32] to suggest that a dramatic difference in
the behavior of these two groups of samples (otherwise
having similar parameters) can be due to the dissipa-
tive quantum phase transition (QPT) [29, 58] (see also
Chapter 5) analogous to Schmid phase transition [21, 27]
observed earlier in Josephson junctions [147]. Already at
this stage we would like to emphasize that an important
pre-requisite for this QPT is the existence of a source for
linear Ohmic dissipation at low energies which typically
requires the presence of some normal shunt resistance. It
appears that no such condition was fulfilled in the exper-
iments [32]. Hence, the interpretation of the data [32] in
terms of a dissipative QPT is problematic.
And indeed, this interpretation was not confirmed in
the later experiments of the same group [43] who ob-
served superconducting behavior in samples with normal
resistances as high as 40 kΩ≫ Rq. The authors [43] con-
cluded that ”the relevant parameter controlling the su-
perconducting transition is not the ratio of Rq/RN , but
appears to be resistance per unit length, or equivalently,
the cross-sectional area of a wire” (Fig.19).
This conclusion clearly favors interpretation of the
data [32, 43] either in terms of a BKT-like QPT [28, 29]
at µ ≈ 2 or just as a sharp crossover between the regimes
of vanishingly small and sufficiently high QPS rates γQPS
which will correspond respectively to superconducting
and normal behavior of the nanowires. In both cases
the crucial parameter is the wire cross section s. Both
these QPT and crossover are expected to occur for wire
FIG. 19: Resistance at 1.5 K normalized to normal state re-
sistance as a function of L/RN . (a) Linear plot. The dotted
line is a guide to the eye. (b) Semilog plot with an exponential
fit. Slope of the fitted line is 0.39 kΩ/ nm [43].
diameters ∼ 10 nm.
Let us estimate the QPS core action Score defined by
eq. (113) for the eight samples studied in the experiments
[32]. With the density of states N0 = 1.86 × 1013 s/m3,
the superconducting critical temperature TC ≃ 5.5 K and
the measured resistivity ρ = 1.8 µΩ/m we obtain the co-
herence length ξ ≃ 7 nm in agreement with the estimate
[32]. Our estimates for the action Score are summarized
in the following Table II:
sample R/X , kΩ/nm Score
i1 0.122 7.8 A
i2 0.110 8.7 A
i3 0.079 12.7 A
s1 0.038 25.1 A
s2 0.028 33.7 A
s3 0.039 22.6 A
ss1 0.054 15.4 A
ss2 0.044 19.6 A
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We observe that for A ∼ 1 the QPS rate γQPS ∝
exp(−Score) is expected to be much higher in the normal
samples i1, i2 and i3 than in five remaining wires which
demonstrated the superconducting behavior in the low
temperature limit. This observation is consistent with
the interpretation in terms of the crossover between the
regimes with low and high QPS rates.
Further support for this interpretation comes from the
data [43] obtained for more than 20 different nanowires.
The resistance of these wires measured at T = 1.5 K
is presented in Fig. 19 versus the inverse normal resis-
tance per unit length X/RN ∝ s. In Fig. 19 (a) one
observes a sharp crossover between normal and supercon-
ducting behavior at wire diameters
√
s ∼ 10 nm. This
crossover could be interpreted as an indication to the
QPS-binding-unbinding QPT [28, 29] controlled by the
parameter µ ∝ √s. Note, however, that all wires studied
in [43] were quite short. Hence, this QPT should in-
evitably be significantly broadened by finite size effects.
Re-plotting the same data on a semilog scale (Fig.
19 (b)) we indeed observe a rather broad distribution
of measured resistances which – despite some scatter –
can be fitted to the linear dependence on the wire cross
section s. This fit is highly suggestive of the crossover
scenario although it cannot yet rule out the (broadened
by size effects) QPT either.
In order to finally discriminate between these two op-
tions it is necessary to analyze the temperature depen-
dence of the resistance R(T ). According to our theory, in
the linear regime the (caused by QPS) wire resistance is
defined by eq. (145). The dependence R ∝ y2 comes from
pairs of QPS events where the fugacity (136) depends on
temperature via Score ∝ ∆1/20 (T ). An additional (weak)
power-law dependence ∝ T 2µ−3 enters because of inter-
actions between quantum phase slips in space-time. In
order to fit the data [43] we will ignore this power-law
dependence and use the simplified formula
R(T ) = b1
∆0(T )S
2
coreX
ξ(T )
exp(−2Score), (151)
with Score defined in (113) and b1 being an unimportant
constant factor. As this formula can only be applied to
samples with vanishing low T resistances R(T → 0)→ 0,
we select the data [43] for the samples 3 to 8 seemingly
demonstrating such a behavior. The results of the fits to
eq. (151) are presented in Fig. 20. We observe a very
good agreement between our QPS theory and experiment
which was obtained using the same value A ≃ 0.7 for all
six samples.
We also note that the fits remain essentially unchanged
if we take into account an additional power law depen-
dence ∝ T 2µ−3 (with µ estimated from the wire param-
eters). This observation proves that inter-QPS interac-
tion is indeed insignificant for the interpretation of the
data [43]. Thus, similarly to Lau et al. [43], we con-
clude that the temperature dependence of the resistance
of their ultra-thin MoGe wires is determined by QPS ef-
fects and the observed sharp transition between normal
FIG. 20: Superconducting transitions of ”long” MoGe
nanowires on top of insulating carbon nanotube used as the
substrate [32], [43]. Double-step shape of the R(T ) depen-
dences comes from the superconducting transition of the con-
tact regions contributing to the 2-probe measurement config-
uration. The samples’ normal state resistances and lengths
are 1: 14.8 kΩ, 135 nm; 2: 10.7 kΩ, 135 nm; 3: 47 kΩ, 745
nm; 4: 17.3 kΩ, 310 nm; 5: 32 kΩ, 730 nm; 6: 40 kΩ, 1050
nm; 7: 10 kΩ, 310 nm; 8: 4.5 kΩ, 165 nm. Symbols stand for
calculations using eq. 151 with the single numerical coeffi-
cient A=0.7. The critical temperature TC and the dirty-limit
coherence length ξ(0) used as fitting parameters for samples
3-8 are 3: 5.0 K, 8 nm; 4: 6.4 K, 8.5 nm; 5: 4.6 K, 8.9 nm;
6: 4.8 K, 8.9 nm; 7: 5.6 K, 11.9 nm; 8: 4.8 K, 8.5 nm. Data
for samples 1 and 2 cannot be fitted by any reasonable set of
parameters.
and superconducting behavior is most likely a thickness-
governed crossover between the regimes of respectively
large and small QPS rates γ
QPS
.
A bulk of recent experimental data [90, 91, 105] accu-
mulated on MoGe nanowires fabricated using the molec-
ular template method was recently reviewed in detail by
Bezryadin [44]. The main observations can be summa-
rized as follows: (i) ”shorter” nanowires (X . 200 nm)
demonstrate either ”weakly insulating” behavior with
clear features of weak Coulomb blockade [85, 86, 87, 89],
or relatively steep superconducting transition R(T ) with
virtually no samples showing an intermediate regime, (ii)
”longer” samples (200 nm . X . 1 µm) typically showed
the behavior which – similarly to the data [43] – can
reasonably well be interpreted in terms of a crossover
between the regimes of small and large QPS rates (cor-
responding to respectively superconducting and normal
behavior).
The R(T ) curves of longer wires in the regime (ii)
showed a decrease of the resistance with cooling no mat-
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ter whether their normal state resistance RN was smaller
or bigger than Rq. The crossover between normal and
superconducting behavior of the samples was controlled
by the wire cross section s or, equivalently, by the ratio
RN/X . As in Ref. [43], the overall picture is consistent
with the QPS scenario [30].
Turning to the regime of shorter wires (i), it was ar-
gued [44, 91] that the transition between superconduct-
ing and normal behavior for these samples is most likely
controlled by the total normal wire resistance RN rather
than by the resistance per unit length RN/X , see Fig.
3 of Ref. [91]. This observation implies that a signifi-
cant fraction of short wires with lengths X . 200 nm
showed superconducting-like behavior even though the
corresponding estimated values of the QPS core action
could be as high as Score ∼ 1 (in which case for longer
wires one expects strong proliferation of QPS leading
to total destruction of superconductivity). One should,
therefore, explain why these samples stay superconduct-
ing instead of being normal or even insulating in the limit
of low enough T .
An empirical fact that short samples [44, 91] stayed
normal for RN & Rq and turned superconducting as soon
as RN . Rq allowed the authors to assume the presence
of some kind of QPT that could, for instance, be simi-
lar to Schmid dissipative phase transition in Josephson
junctions [21, 27, 54, 61]. Thus, in some sense the au-
thors [91] revived an earlier idea [32], now in application
to short wires only. Supporting this idea Meidan et al.
[137, 138] suggested a phenomenological scheme essen-
tially employing the well known RG analysis developed
for resistively shunted Josephson junctions [21, 27, 54].
Unfortunately, as was also noticed in Refs. [137, 138],
the experimental parameters correspond to large fugac-
ity values y ∼ 1, i.e. the RG approach [54] was employed
in Ref. [137, 138] well beyond its applicability range.
Another – even more significant problem – is that in the
structures [44, 91] no source for linear Ohmic dissipation
seems to exist at low energies. Meidan et al. phenomeno-
logically argued that such dissipation could occur due to
proliferation of QPS inside the wire (which would make
the wire to a large extent normal). However, even in-
trinsically normal wires in contact with superconducting
electrodes develop a proximity-induced gap in its energy
spectrum [148, 149, 150, 151, 152, 153] of order Thou-
less energy ǫTh = D/X
2. Hence, Ohmic dissipation can
hardly occur in such SNS structures at energies . ǫTh.
Since for short samples [44, 91] with X ∼ 40 ÷ 200 nm
the energy ǫTh can easily reach few K, it is hard to expect
that a dissipative QPT can occur in such systems.
The same arguments suggest that the proximity effect
may actually play an important role in the interpreta-
tion of the experimental data [44, 91] for short samples.
Even if the wire is intrinsically normal, supercurrent can
flow through such a weak link due to the proximity effect.
Accordingly, superconductivity in the short samples with
RN . Rq can simply be associated with the onset of dc
Josephson current in an SNS junction. The correspond-
ing scenario is as follows.
In the interesting limit X ≫ ξ the Josephson energy
EJ(T ) of an SNS junction [154, 155, 156] is exponentially
small at high temperatures T ≫ ǫTh. Hence, at such T
we have EJ (T ) ≪ T and the weak Josephson current
is fully suppressed by thermal fluctuations. Upon de-
creasing temperature one eventually reaches the regime
T . ǫTh, in which case EJ becomes [156]
EJ ∼ ǫThRq/RN . (152)
Thus, for RN . Rq at T ≪ ǫTh we have EJ ≫ T , i.e.
thermal fluctuations are negligible and the SNS junction
becomes superconducting. In the vicinity of T ∼ ǫTh this
argument also allows to predict exponential decrease of
the wire resistance R(T ) ∝ exp(ǫThRq/RNT ) in a quali-
tative agreement with exponential dependencies observed
in [44, 90]. On the other hand, for RN & Rq at T ∼ ǫTh
we still have EJ < T , i.e. supercurrent is disrupted by
thermal fluctuations down to lower T and significantly
broader R(T ) curves are expected.
At lower T thermal fluctuations become unimportant
but, on the other hand, quantum fluctuations take over
destroying the Josephson current for EC & EJ , where
EC = e
2/2C is an effective charging energy of an SNS
junction. Thus, in the low temperature limit one would
expect to see the crossover at EJ ∼ EC or, equivalently,
at
Rq/RN ∼ EC/ǫTh. (153)
Now, similarly to the case of Josephson junctions [21],
one can demonstrate that the capacitance C is given
by the expression C = Cg + δC, where Cg is the junc-
tion geometric capacitance and δC is the renormaliza-
tion term δC ∼ ~/RN ǫTh. Since in our case geometric
capacitance is most likely very small Cg ≪ δC, one has
EC ∼ RN ǫTh/Rq. Substituting this estimate into eq.
(153), one immediately obtains the crossover condition
RN ∼ Rq
in agreement with experimental findings. We believe
that these simple arguments are sufficient to understand
a superconducting-to-normal crossover observed in short
wires [44, 90, 91]. These arguments also demonstrate
that for such samples Josephson physics (both classical
and quantum) appears to be more important than that
of TAPS and QPS. Hence, although short wires can also
demonstrate interesting phenomena, longer wires appear
to be more suitable for experimental investigations of
QPS effects.
Now let us turn to other experiments where QPS in
superconducting nanowires have been observed.
The original method of forcing the molten alloy into
a porous media [157] or capillary [158] enables fabri-
cation of metallic wires with diameters &1 µm. At
these early stages of research no studies of the shape
of superconducting transition were performed in such
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FIG. 21: R(T ) dependence for four Pb nanowires (A) - (D)
with diameters 40, 55, 55 and 70 nm, correspondingly. The
transition is broader for narrower wires [161].
structures. Chemical or electrochemical methods devel-
oped later allowed filling of very narrow pores with a
wide variety of materials including superconductors: Pb
[159, 160, 161, 162], Sn [108, 109, 160, 163, 164] and Zn
[102, 165, 166]. The most widely used media are track-
etched membranes and alumina nanoporous films [109].
The diameter of pores in these materials can be rather
uniform ranging from ∼15 nm to few µm. One side of
the membrane is coated with a thick metal film serving
as a cathode. The “sandwich” is immersed into a corre-
sponding electrolyte. Standard three-terminal reduction
of ions in the solution leads to growth of nanowires from
the cathode. Typically the nanowires are polycrystalline.
However, with properly adjusted electrodeposition con-
ditions nanowires can be made crystalline [107]. The
method enables fabrication of large amounts of almost
vertically aligned nanowires of desired morphology and
diameters. Electric contacts to a bundle of nanowires
can be made easily connecting the thick bottom cath-
ode (from which the filaments start to grow) and the top
metal plate on top of the nanopore membrane. The num-
ber of nanowires contacting metallic electrodes depends
on squeezing pressure of the top electrode and the filling
factor of the membrane [165]. For unambiguous inter-
pretation of the data it is desirable to perform electric
measurements on a single nanowire. If the density of the
nanopores is sufficiently high, a possible solution is to dis-
solve the hosting membrane, isolate a single nanowire and
fabricate contacts using conventional lithographic tech-
nique [109, 167]. A nanoindentation-based method has
been proposed enabling electric measurements on a single
nanowire inside the hosting membrane [168].
Experiments with Zn nanowires [102, 165, 166] lead to
observations of unexpected “antiproximity” effect. The
shape of the supeconducting transition R(T ) of a bun-
FIG. 22: R(T ) curves for 20, 40, 60, 70, and 100 nm wide and
6 µm long Sn nanowire arrays containing respectively 18, 1,
8, 15 and 53 wires in the bundle. The solid lines for 20, 40
and 60 nm wires are the results based on the TAPS model
near TC and QPS model below TC [107].
dle of Zn nanowires with length up to few µm depends
on the material of the electrodes. It was found that su-
perconductivity is completely or partially suppressed in
samples with superconducting electrodes, while clear su-
perconducting transition has been observed in systems
with normal electrodes. The origin of the phenomenon
is not yet clear, while a model has been proposed [169].
Experiments with individual Pb nanowires grown us-
ing nanopore electrochemical method show clear super-
conducting transitions, which get broadened with reduc-
tion of the sample diameter (Fig. 21). Unfortunately no
theory fits was provided by the authors, while the linear
scale of the reported R(T ) dependencies complicates an
independent quantitative comparison [161].
Experiments on bundles of several Sn nanowires show
clear broadening of the R(T ) transitions in the narrowest
samples (Fig. 22), which was associated with QPS effects
[107]. As the number of wires in the measured bundle is
not known precisely, quantitative comparison with theo-
retical predictions appears complicated. In addition, the
experiments were presumably performed outside the lin-
ear regime: Only rather high dc excitation current densi-
ties jbias ∼ 104 A/cm2 were used being just slightly below
the experimentally measured critical current density at
low T , jC(T ≪ TC) ∼ 105 A/cm2.
An advanced method of nanowire fabrication uses
MBE grown InP layer on a cleaved InxGa1−xAs/InP
substrate as a support for thermally evaporated metal
(Fig. 23). The applicability of the approach was demon-
strated on AuPd and Al [170, 171]. The method allows
fabrication of very long (up to 100 µm) superconducting
(Al) nanowires with effective diameters down to 7 nm.
The approach enables pseudo-4-terminal measurements
(Fig. 24). The observed broad R(T ) dependencies were
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FIG. 23: Schematics of the sample fabrication. (a) The sample is cleaved in small strips which are cut in half and glued together
with the two (001) plane facing each other, (b) PMMA is spun on the (110) crystallographic plane of the two pieces and a
pattern is written using standard EBL and then developed, (c) thermal evaporation is used to deposit a film of Ti/Au (the
portion of the film deposited on the PMMA is not shown) and then the two halves are separated, (d) after lift-off and oxygen
plasma etching, wet etching is used to define the InP ridge, (e) the wire is formed through the final evaporation appropriately
masking the substrate of the sample (top: side view of the evaporation arrangement, bottom: final result) [170].
associated with QPS. Though rather scarce experimental
data make quantitative conclusions on the QPS mech-
anism difficult, the experiments on long Al nanowires
[50, 172] have a clear message: No correlations between
the total normal state wire resistance RN (compared to
the quantum resistance unit Rq ≃ 6.45 kΩ) and super-
conductivity in such wires was found.
A convenient material to study the phenomena asso-
ciated with phase slips is aluminum. Its bulk critical
temperature T bulkC ∼ 1.2 K is relatively low (see Table
I), hence, the QPS rate should be comparatively high
enabling pronounced manifestation of fluctuation effects.
An additional useful feature of aluminum is its peculiar
size dependence of TC . Although the origin of this ef-
fect remains unclear, an increase of TC with reduction
of the characteristic dimension of aluminum structures
(wire diameter or film thickness) is a well-known exper-
imental fact and can be taken as granted [111]. This
effect does not allow to interpret broadening of R(T ) de-
pendencies at temperatures T < T bulkC in terms of sample
inhomogeneities, such as constrictions.
Aluminium was chosen for investigations of 1D super-
conductivity in Refs. [45, 46]. It was demonstrated
that low energy Ar+ ion sputtering can progressively and
non-destructively reduce dimensions of various nanos-
tructures including nanowires [173, 174]. The penetra-
tion depth of Ar+ ions into Al matrix at acceleration
voltages of ∼ 500 eV is about 2 nm and is compara-
ble to the thickness of naturally formed oxide. The ac-
curacy of the effective diameter determination from the
normal state resistance by SEM and SPM measurements
is about ± 2 nm. Only those samples which showed no
obvious geometrical imperfections were used for further
experiments. To a large extend the method allows one to
study the evolution of the size phenomenon, eliminating
artifacts related to uniqueness of samples fabricated in
independent processing runs. The ion beam treatment
polishes the surface of the samples removing inevitable
roughness just after fabrication [174] (Fig. 25). If there
were no detectable geometrical imperfections in the orig-
inal (thick) wires, they could not be introduced in the
course of diameter reduction by low energy ion sputter-
ing.
After a sequence of sputterings (alternated with R(T )
measurements) the wire diameter was reduced from
√
s ∼
100 nm down to
√
s . 10 nm. Experiments were per-
formed on several sets of aluminum nanowires with length
X equal to 1, 5 and 10 µm. For larger diameters
√
s & 20
nm the shape of the R(T ) dependence is rather ”sharp”
and can be qualitatively described by the TAPS mecha-
nism. Note that the abovementioned size dependent vari-
ation of TC in aluminum nanowires results in broadening
of the R(T ) transition and significantly reduces applica-
bility of the TAPS model [93] (Fig. 4). When the wire
diameter is further reduced, deviations from the TAPS
behavior become obvious (Fig. 26). Fits to the TAPS
model fail to provide any reasonable quantitative agree-
ment with experiment for diameter values below s1/2 ≤
20 nm even if one hypothetically assumes the existence
of unrealistically narrow constrictions not observed by
SPM. And, as we already discussed, broadening of the
R(T ) dependencies in aluminum nanowires at T < T bulkC
can hardly be ascribed to geometrical imperfections, such
as constrictions. We conclude that the most natural in-
terpretation of our observations is associated with quan-
tum fluctuations.
Let us now perform a detailed comparison of the data
with theoretical predictions [28, 29, 30] discussed in
Chapter 5. To begin with, we should select a proper
formula for the current-voltage characteristics of the wire
which can be applied to the samples [46]. One can employ
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FIG. 24: R(T ) dependencies for Al nanowires. At tempera-
tures .1 K, samples s2 100 µm long, RN =86 kΩ (N) and s1:
10 µm long, RN = 8.3 kΩ (H) became superconducting. The
insets show SEM images and schematic of a typical device
containing a 10 µm long, nominally 8 nm wide Al nanowire
(similar to samples s1 and s2): the Al layer does not entirely
cover the Au/Ti pads which were measured in series with the
superconducting wire (in the main panel this series resistance
has been subtracted) [172].
the general formula (144) derived for sufficiently long
wires. It remains not completely clear if this assumption
is well satisfied for the wires used in experiments [46],
though it appears that at least the longest wires with
X = 10 µm are already in this regime (X/ξ & 100 in this
case). In addition, one can recall that in the experimen-
tal temperature range not far from TC there can still be
sufficiently many quasiparticles above the gap which can
produce additional dissipation. Although it would not be
fully justified to use eq. (147) in this case, still dissipation
can result in additional inter-QPS interaction which can
slightly modify the power-law dependencies (145), (146).
Fortunately, this effect, even if exists, does not change
our fitting procedure. In order to describe the QPS con-
tribution to the wire resistance we will use the formula
R(T ) = b2
∆0(T )S
2
coreX
ξ(T )
exp(−2Score)T κ, (154)
while for the non-linear (current-dependent) wire resis-
tance we will use
R(I) ∝ Iκ. (155)
Here b2 is an unimportant constant which remains the
same for all samples. Let us again remind the reader that
the dependence R ∝ y2 comes from pairs of QPS events.
As we already discussed, the fugacity (136) depends on
temperature via Score ∝ ∆1/20 (T ). An additional power-
law dependence enters because of inter-QPS interaction.
FIG. 25: SPM images showing evolution of the shape of the
same aluminium nanowire after several sessions of ion beam
sputtering. Bright color above the horizonatal plane (initial
level of the substrate) corresponds to metal, dark color below
indicates sputtered Si substrate. Note the reduction of the
initial surface roughness of the nanowire [46].
FIG. 26: R(T ) curves for the thinnest samples obtained
by progressive diameter reduction for the same aluminium
nanowire with length X = 10 µm. The TAPS model fitting
is shown with dashed lines for 11 and 15 nm samples with
the best fit mean free path l = 3 and 10 nm, correspondingly,
TC = 1.46 K and critical magnetic field Bc(0) = 10 mT. Fits
to eq. (151) are shown by solid lines. For 11, 12, 13 and 15
nm wires the fit parameters are: A ≃ 0.1; Tc: 1.64 K, 1.52 K,
1.47 K, and 1.47 K; mean free path l : 7.5 nm, 8.2 nm, 9.5
nm and 9.5 nm; normal state resistance RN : 7200 kΩ, 5300
kΩ, 4200 kΩ and 2700 kΩ [46].
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The parameter κ can be equal to κ = 2µ− 3 (as in eqs.
(145), (146)) or take somewhat different values due to
dissipative contribution. Below we will just use it as a fit
parameter instead of the parameter µ.
We first determine this parameter by fitting the I −V
curves at a given temperature to the dependence (155),
see Fig. 27. From these fits we obtain the values for
parameter κ (and, correspondingly, for µ) for each sam-
ple. Now we perform the fits of the resistance data R(T )
taken in the linear regime I < I0 = kBTC/Φ0 ≪ Ic
to the dependence (154). There are four parameters
to specify for our fits: critical temperature TC , nor-
mal state resistance RN , electron elastic mean free path
l (used to re-calculate the dirty limit coherence length
ξ = 0.85(ξ0l)
1/2 ), and the numerical factor A of order
unity. The critical temperature and the normal state re-
sistance can be trivially deduced from the experimental
data for R(T ). The electron mean free path l can be
roughly estimated from the normal state resistivity ρN
as the product ρN l = 5 × 10−16Ωm2 is a well-tabulated
value for dirty aluminum. Since the cross section for
ultra-narrow nanowires is known from SPM measure-
ments within ± 2 nm accuracy, there remains a certain
room to choose particular values of the mean free path.
As a rule of thumb, for all Al nanowires with effective
diameter
√
s . 20 nm the best-fitted mean free path (at
low temperatures) was found to be roughly equal to one-
half of the diameter (Fig. 26, caption). This estimate
appears quite reasonable taking into consideration that
at these scales and temperatures electron scattering oc-
curs merely at the sample boundaries.
Our experimental data and the fits to the theoretical
dependence are presented in Fig. 26. We observe that
as the sample diameter decreases the R(T ) curves be-
come progressively broader, exactly as it is predicted by
the QPS theory. Our fits demonstrate a good agreement
between theory and experiment, thus confirming the im-
portant role of QPS effects in our thinnest wires. For all
aluminum nanowires the best-fit value for the parameter
A was determined to be A ≃ 0.1. This value is smaller
than that extracted from the fits to the experimental data
by Lau et al. [43]. We believe that this difference can be
attributed to different geometry and degree of inhomo-
geneity of samples used in these two experiments.
We also point out that the temperature dependence of
all fitted curves R(T ) is merely determined by that of the
QPS action Score ∝ ∆1/20 (T ) which enters the exponent
in the expression for the QPS fugacity (136) whereas an
additional power-law dependence ∝ T κ turns out to be
insignificant: The fits remain essentially unchanged if we
set κ → 0. This is quite natural since Score ≫ κ and,
on top of that, the temperature dependence of Score(T )
dominates over that emerging from QPS interaction in
the temperature interval under consideration.
To complete our discussion of QPS experiments we
point out that very recently an additional experimental
evidence for quantum phase slip effects in short MoGe
wires was reported [175]. In this experiment the super-
FIG. 27: V (I) dependencies of the same samples as in Fig.
26 taken at close temperatures stabilized with accuracy ± 0.1
mK. Solid lines correspond to the dependence R ∼ Iκ with
κ ≃ 0.58, 1.31 and 1.49 (from top to bottom) [46].
conducting wires were biased by a large current (just
slightly below the critical one) in order to decrease an
effective potential barrier for QPS. Similarly to macro-
scopic quantum tunneling experiments (see, e.g., Ref.
[53] and further references therein) the contribution of
the QPS mechanism was identified in Ref. [175] by ob-
serving low temperature broadening of the distribution
for switching currents at which the nanowire is driven to
the normal state by quantum fluctuations of the order
parameter. Further quantitative investigations of this ef-
fect as well as the analysis of the role of possibly existing
external noise and some other extrinsic factors would be
highly desirable.
Summarizing our analysis of the experimental data on
superconducting nanowires, we can conclude that homo-
geneity of these wires is one of the central issues which
can influence the data interpretation. The methods en-
abling experiments on the same nanowire while increas-
ing [103, 145, 146] or decreasing [45, 46] its characteristic
dimension to a large extent eliminate artifacts related to
the uniqueness of samples fabricated in independent pro-
cessing runs. On the other hand, series of experiments
on MoGe wires [32, 43, 44] provide large statistics of in-
dependent samples. Another conclusion is that longer
nanowires appear to be more suitable for experimental
investigations of QPS effects while the behavior of very
short wires could be to a large extent determined by the
Josephson physics (classical or quantum) which can es-
sentially mask the QPS one.
The whole scope of the analyzed experimental data
obtained in different groups within different fabrication
methods employing different materials clearly demon-
strates that at sufficiently low temperatures quantum
phase slips provide an important mechanism which may
cause non-zero resistance of superconducting nanowires.
A vast majority of the data on wires with diameters in
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the 10 nm range confirms that the TAPS scenario cannot
explain the broad R(T ) dependencies observed in these
structures and favors QPS [28, 29, 30] as the only possible
scenario. Although in general this scenario can include a
number of rather sophisticated physical effects, such as
quantum phase transitions (see Chapter 5), it appears
that in many cases the rapid change from superconduct-
ing to normal behavior can simply be interpreted as a
crossover between the regimes of low and high QPS rates
[30] controlled by the wire cross section s or, equivalently,
by the the wire normal state resistance per unit length
RN/X . Also the dominating contribution to the tem-
perature dependence observed, e.g., in sub-15-nm MoGe
[32, 43] and aluminium [46] nanowires is well described
by that of the QPS rate [28, 29, 30], see Figs. 20 and 26.
Although more experiments would be highly desirable,
already at this stage we can conclude that the existing ex-
perimental data unambiguously confirm our understand-
ing of basic features of QPS physics in superconducting
nanowires.
D. Open questions and related topics
1. Negative magneotresistance
Application of a weak perpendicular magnetic field
to thin superconducting strips governed by fluctuations
revealed an unusual effect: negative magnetoresistance
(nMR) (Figs. 28 and 29). The phenomenon has been ob-
served in lead [145] and aluminium [46] nanowires. The
effect is seen only in very narrow quasi-1D superconduct-
ing channels in the resistive state sufficiently far from the
critical temperature TC . A trivial explanation related to
the Kondo mechanism is problematic, as the presence of
magnetic impurities in those experiments is believed to
be negligible and – in any case – has not been indepen-
dently proven. Even if we were to assume the presence
of Kondo impurities, several features of nMR would still
remain unclear. First, the corresponding magnetic fields
are too small to polarize magnetic moments of any im-
purities at such values of T . In addition, it is known that
aluminum is immune to creation of localized magnetic
moments with concentration up to few at % [176]. Sec-
ond, there is a pronounced diameter dependence, making
nMR observable only in thinnest wires. Third, the on-
set of superconductivity is not affected by weak magnetic
fields: nMR is observed only at the bottom part of the
R(T ) transition. Perhaps we should also mention another
effect – enhancement of the critical current by magnetic
field – which was observed in MoGe and Nb nanowires
[177] and attributed to interplay between spin-exchange
scattering from residual magnetic impurities and the or-
bital and Zeeman effects [178]. However, it remains un-
clear if this effect is related to nMR in any way. On top of
that, presently there exists no evidence for the presence
of magnetic impurities in experiments with aluminium
[46] and lead [145].
FIG. 28: (a) Resistive transitions in zero magnetic field for
58 nm wide lead wires of different thicknesses. Superconduc-
tivity is suppressed with reduction of the wire thickness. The
symbols represent the points at which the magnetoresistance
was measured. (b)–(e) Magnetoresistance for the wire at dif-
ferent thicknesses. The numbers indicate the temperature in
Kelvin [145].
NMR has been observed in tin microbridges [179] and
aluminium nanostructures demonstrating the resistive
transition anomaly (see below) [128]. However, the di-
mensions of those structures were significantly larger as
compared to ultrathin nanowires [46, 145]. Presumably
the origin of nMR in these earlier reports can be ascribed
to charge imbalance [179] or to sample inhomogeneity
[180]. NMR has been predicted in disordered supercon-
ducting wires [181]. However, the contribution responsi-
ble for nMR within this model is exponentially small as
compared to the effective resistance produced by TAPS.
This is clearly not the case in experiments [46, 145].
A plausible explanation of the nMR effect could be re-
lated to the reduction of the energy gap ∆0 in the mag-
netic field. It was argued [29] that this reduction leads
to the following trade-off. On one hand, the core action
Score ∝ ∆1/20 decreases with increasing magnetic field
and, hence, the QPS rate becomes bigger. On the other
hand, the quasiparticle resistance Rqp ∝ exp(∆0/T )
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FIG. 29: Slowly (∼1 h) recorded dependence R(T,Bext =
const) for the 11-nm sample from Fig. 26. The perpen-
dicular magnetic field Bext =19.6 mT was switched on and
off several times while sweeping the temperature. The top
branch corresponds to zero field, while the lower one to the
field “on”. Inset: resistance versus perpendicular magnetic
field R(Bext, T = const) for the same sample measured at
constant temperature and small ac current [46].
decreases too implying increasing dissipation which, in
turn, suppresses the QPS rate. Provided the latter trend
dominates over the former one, the contribution of quan-
tum fluctuations to the wire resistance gets reduced with
increasing magnetic field, thus leading to nMR [29]. Yet
another idea employs possible formation of a charge im-
balance region accompanying each phase slip event [183].
This non-equilibrium region, if it exists, would provide
dissipation outside the core of a phase slip. The cor-
responding Ohmic contribution can be effectively sup-
pressed by the magnetic field, resulting in nMR. How-
ever, so far the validity of the charge imbalance concept
was only demonstrated at temperatures sufficiently close
to TC and its applicability to QPS is by no means ob-
vious. This mechanism still requires a solid theoretical
justification.
2. Step-like R(T) dependencies in crystalline 1D structures
Rather unusual step-like shape of R(T ) transition has
been reported in tin whiskers [184]. In relatively long
structures X ∼ 0.8 mm with ”manually” fixed electrodes
using conducting epoxy and/or Wood metal [185] the
steps were observed at relatively high measuring cur-
rent densities j ∼ 104 A/cm2 (Fig. 30). In hybrid
whisker-based structures with lithographically-fabricated
electrodes [116] (Fig. 6) the steps on R(T ) dependencies
were observed between closely located probes (X < 10
µm) and at current densities as low as j ∼ 102 A/cm2
(Fig. 31). For comparison, the experimental critical
FIG. 30: Step-like V (T ) dependence in tin whisker at various
excitation currents [185].
current density in pure tin whiskers at sufficiently small
temperatures reaches its theoretical value jc(0) ∼ 107
A/cm2. The origin of the phenomenon is not clear. The
step-like R(T ) dependencies were not reported in similar
experiments using tin whiskers [18, 19]. Note that the
steps on R(T ) transition should not be confused with
step-like I − V characteristics observed in 1D supercon-
ducting wires very close to the critical temperature and at
bias currents exceeding the temperature-dependent crit-
ical value I > IC(T ). The origin of the I − V steps is
usually associated with current-induced non-equilibrium
effects [13, 15].
3. Resistive transition anomaly
Intensive studies of various lift-off fabricated quasi-1D
nanostructures revealed an unusual ”resistive transition
anomaly”: Resistance increase above the normal state
value RN at the top of the superconducting transition
(Fig. 32) [129, 130, 131, 180, 186, 187, 188, 189, 190, 191,
192]. No special correlation has been observed between
the absolute value of the sample length X (distance be-
tween the probes) and the magnitude of the anomaly.
Pronounced ”bumps” were observed only in relatively
short structures with width w & X/10. No dependence
upon the film thickness within the range 30–90 nm has
been noticed either. The same statement holds for the
sample topology: both single-connected and non-single-
connected structures displayed the bumps. For the same
multiterminal structure, the anomaly could be clearly ob-
served for a pair of voltage contacts, while the neighbor-
ing segment showed no signs of the effect. For a given
set of contacts, the magnitude of the resistive anomaly
sometimes depends on the cooling history. Heating up to
∼50 K could eliminate the effect. Variation of the mea-
suring current or application of the magnetic field can
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FIG. 31: An example of a pronounced step-like V (T ) depen-
dence in a hybrid whisker-based structure similar to that of
Fig. 6. Arrows indicate the direction of the temperature
sweep. Small hysteresis is a consequence of the temperature
measurement finite response time. The inset shows an en-
larged view of several R(T ) steps measured at two different
currents. The curves are shifted slightly due to zero offset
drift of the front-end battery powered preamplifier [116].
modify the magnitude of the bump (Fig. 33).
Let us point out that experimentalists frequently use
lock-in technique in order to increase the signal-to-noise
ratio. Should a dc component occasionally occur (e.g.,
due to improper grounding), experimental dependencies
could become proportional to dV/dI(T ) rather than to
the desired R(T ) ≡ Vac/Iac resulting in ”veird”-looking
R(T ) curves. Utilization of rf filters, such as widely
used commercial π-filters, can also contribute to non-
monotonous R(T ) transitions due to re-arrangement of
the measuring ac current through the ground loop even
at rather low frequencies ∼10 Hz.
Various physical reasons for the resistive transition
anomaly in superconducting nanostructures have been
proposed, such as the fluctuation-governed resistive state
[193, 194, 195] nonequilibrium quasiparticle charge im-
balance within the locus of N/S boundary [187, 188] or
phase-slip centers [129, 195]. It should be noted that
FIG. 32: Normalized resistance as a function of tempera-
ture for five aluminium samples A-E showing the resistance
anomaly. Longer wires display a smaller and broader peak.
Inset: The sample configuration for three shortest wires [129].
the resistive transition anomaly has only been reported
in relatively inhomogeneous lift-off fabricated nanostruc-
tures with the width of the R(T ) transition strongly ex-
ceeding that predicted by the fluctuation models. It has
been shown that the phenomenon can be qualitatively
explained by simple geometric considerations concerning
the shape of the N/S phase boundary of an inhomoge-
neous wire in the resistive state [196]. The approach has
been extended [180] demonstrating that the combination
of the two effects provides reasonable agreement with ex-
periments: (i) a geometry effect of the formation of non-
perpendicular (to the wire axis) N/S boundaries and the
corresponding rearrangement of current across the wire,
and (ii) the existence of nonzero and strongly anisotropic
effective resistance of the nonequilibrium superconduct-
ing region close to the N/S interface. Considered sepa-
rately, neither of these two contributions could provide
quantitative agreement with the experimental data.
To summarize, it is possible that the resistive transi-
tion anomaly originates from “dirty physics” related to
inhomogeneity of the finite length lift-off fabricated wires.
This is supported by the fact that no signs of the anomaly
were reported in pure 1D systems [18, 19, 116, 185].
4. TC dependence on wire diameter.
Since early days of low-dimensional superconductivity
it is known that the critical temperature of thin films
T 2DC and wires T
1D
C differ from the corresponding bulk
value T bulkc . In indium, aluminum and zink nanowires
TC increases with decreasing the characteristic dimension
[20, 45, 50, 102]. In lead, niobium and MoGe an oppo-
site tendency has been observed [32, 90, 103, 104, 105].
No noticeable variations of TC have been reported in tin
nanowires [106, 107, 108, 109].
The early models considered size-dependent modifica-
tion of the electron-phonon spectrum and found the cor-
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FIG. 33: Top part of the resistive transition R(T ) for alu-
minium multiterminal nanostructure at different measuring
ac currents (top) and at various external magnetic fields nor-
mal to the sample surface (bottom) [180].
responding variation of the critical temperature of thin
films [197, 198, 199]. However, later it was noticed that
the phonon spectrum renormalization can significantly
contribute to variations of TC only in ultra-thin struc-
tures, while experimentally the effect is observed also in
rather thick films (e.g. up to t ∼ 50 nm in the case of
aluminum), where the phonon spectrum is almost iden-
tical to that of bulk samples. Additionally, it was found
that the critical temperature T 2DC of ultra-thin quench-
condensed films depends not only on thickness, but also
on annealing made in situ in the measuring chamber at
cryogenic temperatures [200], indicating that the mor-
phology of the film is also important. Another signifi-
cant effect is an interplay between disorder and electron-
electron interactions which can lead to substantial sup-
pression of TC in reduced dimensions [110]. On the other
hand, the so-called shape resonance effect [111, 201] can
be responsible for the enhancement of TC . To conclude,
after years of intensive experimental and theoretical stud-
ies, the origin of the size dependence of the critical tem-
perature TC remains not fully understood and in many
cases it can be determined by a number of different fac-
tors.
VII. PERSISTENT CURRENTS IN
SUPERCONDUCTING NANORINGS
A. Persistent currents and quantum phase slips
It is well known that superconducting rings pierced by
external magnetic flux Φx develop circulating persistent
currents (PC) which never vanish. This phenomenon is
a fundamental consequence of macroscopic phase coher-
ence of Cooper pair wave functions. In the case of bulk
metallic rings fluctuations of the phase ϕ of the order
parameter can be neglected, i.e. ϕ can be considered as
a purely classical variable. In this case the total phase
difference ϕ(X) − ϕ(0) accumulated along the ring cir-
cumference X = 2πR is linked to the external flux Φx
inside the ring by the well known relation
ϕ(X)− ϕ(0) = 2πp+ φx, (156)
where p is an integer number, φx = Φx/Φ0 and, as be-
fore, Φ0 is the superconducting flux quantum. This rela-
tion implies the existence of a phase gradient along the
ring which, in turn, means the presence of discrete set of
current and energy states labelled by the number p. At
sufficiently low temperatures T ≪ ∆0 quasiparticles are
practically irrelevant and the grand partition function of
the ring takes the form
Zφx =
∞∑
p=−∞
exp(−Ep(φx)/T ), (157)
where
Ep(φx) =
ER
2
(p+ φx)
2, ER =
π2~2N0D∆0s
R
(158)
defines flux-dependent energy states of a diffusive super-
conducting ring with radius R and cross-section s. The
ground state energy E(φx) =minpEp(φx) is a periodic
function of the flux Φx with the period Φ0. The deriva-
tive of the ground state energy with respect to the flux
defines the persistent current
I(Φx) = c
(
∂E(Φx)
∂Φx
)
. (159)
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FIG. 34: The energy (a) and persistent current (b) for a su-
perconducting nanoring as functions of magnetic flux without
fluctuations, with weak and with strong QPS effects shown
respectively by solid, dashed and dotted lines [33].
Combining eqs. (158) and (159) one finds
I = 2πemvsN0D∆0s, (160)
where m is the electron mass and
vs(φx) =
~
2mR
minp
(
p+
Φx
Φ0
)
(161)
is the superconducting velocity. Both the current I and
the velocity vs are periodic functions of the magnetic flux
Φx showing the familiar sawtooth behavior, see also Fig.
34.
This picture remains applicable as long as fluctuations
of the superconducting phase ϕ can be neglected, i.e. as
long as the ring remains sufficiently thick. Upon decreas-
ing the thickness of a superconducting wire
√
s down to
values ∼ 10 nm range one eventually reaches the new
regime in which quantum fluctuations of the phase gain
importance and, as it will be demonstrated below, essen-
tially modify the low temperature behavior of supercon-
ducting nanorings.
As we have already learned, at low T the most impor-
tant fluctuations in superconducting nanowires are quan-
tum phase slips. Each phase slip event implies transfer of
one flux quantum Φ0 through the wire out of or into the
ring and, hence, yields the change of the total flux inside
the ring by exactly the same amount. In other words,
each QPS yields a jump between two neighboring energy
states Ep (158) (i.e. between two neighboring parabolas
in Fig. 34). As a result of such jumps the flux inside the
ring fluctuates, its average value 〈Φ(Φx)〉 decreases and
so does the persistent current I. One can also anticipate
that the magnitude of this effect should increase with the
ring perimeter X . This is because the QPS rate γQPS
increases linearly with X , i.e. the bigger the ring perime-
ter the higher the probability for QPS to occur anywhere
along the ring.
A quantitative theory of QPS effects in nanorings was
proposed by Matveev et al. [33]. These authors employed
a model of a closed chain of Josephson junctions in which
case QPS can occur only across such junctions. Here will
extend our theory of QPS (Chapter 5) and analyze the
effect of quantum fluctuations on persistent currents in
uniform superconducting nanorings. The key conclusions
remain the same for both models.
Before turning to technical details it is instructive to
point out a formal equivalence between the phenomenon
discussed here and charging effects in ultrasmall Joseph-
son junctions (or Cooper pair boxes) [21]. Indeed, the
energy states of our ring (158) driven by the (normal-
ized) external magnetic flux φx (see Fig. 34) are fully
analogous to such states of a capacitor in a Cooper pair
box driven by the (normalized) gate charge Qx/2e. Fur-
thermore, we will demonstrate that there exists a direct
analogy between QPS events changing the flux inside the
ring by Φ0 and tunneling events of single Cooper pairs
changing the capacitor charge by 2e. This equivalence is
reminiscent of the well known duality between phase and
charge representations [21] and will be exploited in our
consideration.
We start from the case of sufficiently thick supercon-
ducting rings where QPS effects can be neglected. In this
case by virtue of Poisson’s resummation theorem (see,
e.g., Sec. 3.3.2 in Ref. [21]) one can identically trans-
form the ring partition function (157) to the following
expression
Zφx =
∞∑
k=−∞
exp(i2πkφx)
∫
dθ0
∫ θ0+2πk
θ0
Dθ exp(−S0[θ]),
(162)
where
S0[θ] =
∫ β
0
dτ
1
2ER
(
∂θ
∂τ
)2
(163)
and 1/ER plays the role of a ”mass” for a ”particle” with
the coordinate θ. This coordinate represents an effective
angle. It is formally analogous to the Josephson phase
variable in which caseER just coincides with the charging
energy.
Let us now consider thinner rings where QPS effects
gain importance. In this case we should include all tran-
sitions between different energy states (158) labelled by
the number p. As we already discussed these transitions
are just QPS events with the rate γQPS defined in eq.
(130). Let us fix p = 0 and take into account virtual
transitions to all other energy states and back. Perform-
ing summation over all such contributions we arrive at
the series in powers of the rate γQPS (or fugacity y) sim-
ilar to eq. (135). Assuming that both the ring perimeter
X and its thickness are not too large (the latter condition
restricts the parameter µ) one can neglect weak logarith-
mic interaction (132) between different phase slips. Then
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spatial QPS coordinates xn become exact zero modes and
can be trivially integrated out. As a result, we arrive at
the following contribution to the partition function
Z˜(φx) =
∫ φx
φx
Dφ(τ)
∞∑
n=0
1
2n!
(γQPS
2
)2n ∫ β
0
dτ1...
∫ β
0
dτ2n
×
∑
νi=±1
δ(φ˙(τ)− φ˙n(τ)) exp
(
−
∫ β
0
dτ
ERφ
2(τ)
2
)
(164)
where, as before, the summation is carried out over neu-
tral charge configurations (137),
φn(τ) =
n∑
j=1
νjΘ(τ − τj) (165)
and Θ(τ) is the theta-function. We note that the term in
the exponent describes virtual energy changes occurring
due to QPS events. What remains is to add up similar
contributions from all other parabolas with p 6= 0. In
this way we arrive at the final expression for the grand
partition function of the nanoring
Zφx =
∞∑
p=−∞
Z˜(p+ φx). (166)
Together with eq. (164) this result fully accounts for all
QPS events in our system.
In the absence of QPS (i.e. for γQPS → 0) eqs. (166),
(164) obviously reduce to (157). For non-zero γQPS one
can rewrite the partition function (164), (166) in the
equivalent form of the following path integral
Zφx =
∞∑
k=−∞
exp(i2πkφx)
∫
dθ0
∫ θ0+2πk
θ0
Dθ exp(−S[θ]),
(167)
where
S[θ] = S0[θ]− γQPS
∫ β
0
dτ cos θ(τ). (168)
In order to demonstrate that the partition function (167),
(168) is identical to that defined in eqs. (164), (166) it
suffices to perform the Hubbard-Stratonovich transfor-
mation of the kinetic term (163) (which amounts to in-
troducing additional path integral over φ(τ)), to formally
expand exp(−S[θ]) in powers of γQPS and then to inte-
grate out the θ-variable in all terms of these series. After
these straightforward steps we arrive back at eqs. (164),
(166). We also note that this procedure is described in
Sec. 3.3.5 of Ref. [21], therefore we can avoid further
details here.
Eqs. (167), (168) define the grand partition func-
tion for a quantum particle in a cosine periodic poten-
tial which is, in turn, equivalent to that for a Josephson
junction in the presence of charging effects [21]. This
partition function can be identically rewritten as (cf. eq.
(3.94) in Ref. [21])
Zφx =
∞∑
p=−∞
exp(−E˜p(φx)/T ), (169)
where E˜p(φx) are the energy bands of the problem de-
fined by the solutions of the well-known Mathieu equa-
tion. For γQPS ≪ ER one has
E˜0(φ) =
ER
2π2
arcsin2
[(
1− π
2
2
(
γQPS
ER
)2)
sin(πφx)
]
,
(170)
i.e. the energy bands remain nearly parabolic E˜p(φ) ∼
Ep(φ) except in the vicinity of the crossing points where
gaps open due to level repulsion (see Fig. 34). In this
limit the value of the gap between the lowest and the first
excited energy bands just coincides with the QPS rate
δE01 = γQPS . For larger γQPS the bandwidth shrinks
while the gaps become bigger. In the limit γQPS ≫ ER
the lowest band coincides with
E˜0(φ) =
8√
π
γ
3/4
QPS(ER)
1/4e−8
√
γQPS/ER(1− cos(2πφx)).
(171)
The gap between the two lowest bands is δE01 =√
γQPSER.
These results are sufficient to evaluate PC in super-
conducting nanorings in the presence of quantum phase
slips. As before, taking the derivative of the ground state
energy with respect to the flux Φx and making use of eq.
(130) we find that for γQPS ≪ ER and outside immedi-
ate vicinity of the points φx = 1/2+p PC is again defined
by eqs. (160), (161). In the opposite limit γQPS ≫ ER
we find
I = I˜0 sin(2πφx),
I˜0 =
16e√
π~
γ
3/4
QPS(ER)
1/4e−8
√
γQPS/ER . (172)
We observe that in the latter limit PC is exponentially
suppressed as
I˜0 ∝ exp(−R/Rc), (173)
where neglecting a numerical prefactor we estimate
Rc ∼ ξ exp(Score/2). (174)
This simple formula sets the size scale beyond which one
would expect PC to be exponentially suppressed in su-
perconducting nanorings with
√
s . 10 nm. E.g. for ξ of
order 100 nm and Score ≈ 10 eq. (174) yields Rc of order
of a micron.
We would like to emphasize that during our analysis we
employed only one approximation neglecting logarithmic
inter-QPS interaction effects. If needed, such effects can
also be included into our consideration and may only lead
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to unimportant modifications in our results for rings with
very large perimeters X .
The above results demonstrate practically the same
qualitative features as those found within a different ap-
proach for the model of nanorings formed by Josephson
chains [33]. In particular, both for granular and for ho-
mogeneous rings the dependence of PC on φx gradually
changes from sawtooth to sinusoidal as the ring perimeter
X increases. This change is accompanied by suppression
of PC amplitude which eventually becomes an exponen-
tially decaying function of the ring radius R (173) in the
limit R > Rc. In other words, eq. (173) sets the length
scale Rc beyond which persistent currents in supercon-
ducting nanorings should be essentially washed out by
quantum fluctuations. In some sense the scale 2πRc plays
the role of a dephasing length in our problem demonstrat-
ing that zero-point fluctuations can destroy macroscopic
phase coherence down to T → 0 even in superconducting
systems.
This conclusion is qualitatively consistent with the re-
sults derived for normal metallic conductors [202, 203,
204, 205] and single channel rings coupled to dissipative
baths [205, 206, 207]. In fact, a close similarity between
the partition function (167), (168) and those studied in
Refs. [206, 207] exists on a formal level as well: These
problems are described by similar path integrals except
in the case of normal rings coupled to dissipative envi-
ronments one should include the corresponding non-local
in time term into the action instead of the last term
in eq. (168). At sufficiently large X these path inte-
grals can also be handled in exactly the same manner:
In both problems the dominating contribution comes
from instantons (kinks) describing quantum tunneling of
the angle variable θ between different topological sec-
tors of the problem. In all cases this procedure yields
low temperature PC in the form (172) where one finds
I˜0 ∝ exp(−(X/Lϕ)2) in the case of Caldeira-Leggett en-
vironments [205, 206, 207] and I˜0 ∝ exp(−X/Lϕ) in the
case of so-called dirty electron gas environments [207].
An important qualitative difference between our
present problem and those of normal nanorings with dis-
sipation lies in the fact that in the latter case dissipation
explicitly violates time-reversal symmetry (thus causing
genuine decoherence of electrons), while no such symme-
try is violated in eqs. (167), (168). Hence, in our case
– in contrast to [205, 206, 207] – exponential suppres-
sion of PC (172) can also be interpreted as a non-trivial
coordinate-dependent renormalization effect. This dif-
ference is just the same as that between dissipativeless
Cooper pair tunneling (which, just like QPS, opens inter-
band gaps in the spectrum of Josephson junctions) and
dissipative single electron tunneling (which opens no such
gaps). For more details on the latter subject we refer the
reader to the review [21].
Finally we should mention that one can also consider
a slightly modified situation of rings consisting of thicker
and thinner parts, as it is shown in Fig. 35. Assum-
ing that QPS effects are negligible in a thicker part of
F
FIG. 35: Superconducting ring with a ”quantum phase slip
junction”.
the ring and they can only occur in its thinner part (of
length d) we arrive at exactly the same results as above
in which one should only replace the ring perimeter X
by the length d. In particular, it follows from our analy-
sis that such rings also exhibit the property of an exact
duality to mesoscopic Josephson junctions if we identify
ER with the junction charging energy EC and the QPS
rate γQPS with the Josephson energy EJ . For this rea-
son Mooij and Nazarov [208] suggested to call systems
depicted in Fig. 35 ”quantum phase slip junctions” and
argued that any known result on electron transport in
circuits containing Josephson junctions can be exactly
mapped onto a dual result for a QPS junction in a dual
circuit. This observation can be used in metrology, e.g.,
for practical implementation of the electric current stan-
dard in the above structures. Mooij and Harmans [209]
proposed to use rings with QPS junctions for experimen-
tal realization of quantum phase slip flux qubits.
It is also worth pointing out that previously a sim-
ilar exact duality between phase and charge variables
in Josephson junctions was discussed [21, 210, 211], see,
e.g., eq. (5.76) in Ref. [21]. According to this property
the Josephson junction itself can also be a QPS junction
if we interchange the canonically conjugate phase and
(quasi)charge variables ϕ → πq/e. In this sense one can
identify the angle variable θ with the (quasi)charge πq/e
passing through the QPS junction.
B. Parity effect and persistent currents
In our previous analysis of QPS effects in supercon-
ducting nanorings we followed the standard technique de-
veloped for grand canonical ensembles, i.e. we implicitly
assumed that the total number of electrons in the system
N may fluctuate and the chemical potential µ˜ is fixed.
Obviously, this assumption is not correct for rings which
are disconnected from any external circuit. In that case
47
electrons cannot enter or leave the ring and, hence, the
number N is strictly fixed, but the chemical potential µ˜,
on the contrary, fluctuates. It turns out that novel effects
emerge in this physical situation. These effects will be
discussed below in this section. To a large extent we will
follow the analysis developed in Refs. [34, 153, 212, 213].
It is well known that thermodynamic properties of iso-
lated superconducting systems are sensitive to the parity
of the total number of electrons [214, 215, 216, 217] even
though this number is macroscopically large. This par-
ity effect is a fundamental property of a superconduct-
ing ground state described by the condensate of Cooper
pairs. The number of electrons in the condensate is neces-
sarily even, hence, for oddN at least one electron remains
unpaired having an extra energy equal to the supercon-
ducting energy gap ∆0. This effect makes thermody-
namic properties of the ground state with even and odd
N different. Clear evidence for such parity effect was
demonstrated experimentally in small superconducting
islands [215, 218, 219].
At the first sight, this parity effect should have little
impact on the supercurrent because of the fundamen-
tal uncertainty relation δNδϕ & 1. Should the electron
number N be fixed, fluctuations of the superconducting
phase ϕ become large disrupting the supercurrent. On
the other hand, in transport experiments with fluctua-
tions of ϕ being suppressed the parity effect cannot be
observed because of large fluctuations of N .
Consider now isolated superconducting rings pierced
by the magnetic flux Φx. In accordance with the number-
phase uncertainty relation the global superconducting
phase of the ring fluctuates strongly in this case, how-
ever these fluctuations are decoupled from the supercur-
rent and therefore cannot influence the latter. In this
situation the parity effect may substantially modify PC
in superconducting nanorings at sufficiently low temper-
atures. In particular, we will show that changing the
electron parity number from even to odd results in spon-
taneous supercurrent in the ground state of such rings
without any externally applied magnetic flux. In other
words, our fundamental conclusion will be that the BCS
ground state of a canonical ensemble with odd number of
electrons is the state with spontaneous supercurrent.
1. Parity projection formalism
In order to systematically investigate interplay be-
tween the parity effect and persistent currents in super-
conducting nanorings we will employ the parity projec-
tion formalism [34, 213, 220, 221, 222] which we will
briefly outline here.
The grand canonical partition function
Z(T, µ˜) = Tre−β(H−µ˜N) (175)
is linked to the canonical one Z(T,N) as
Z(T, µ˜) =
∞∑
N=0
Z(T,N) exp
(
µ˜N
T
)
. (176)
Here and below H is the system Hamiltonian. Inverting
this relation and defining the canonical partition func-
tions Ze and Zo respectively for even (N ≡ Ne) and odd
(N ≡ No) ensembles, one gets
Ze/o(T ) =
1
2π
∫ π
−π
due−iNe/ouZe/o(T, iTu), (177)
where
Ze/o(T, µ˜) = 1
2
Tr
{[
1± (−1)N ]e−β(H−µ˜N)}
=
1
2
(Z(T, µ˜)±Z(T, µ˜+ iπT )) (178)
are the parity projected grand canonical partition func-
tions. For N ≫ 1 it is sufficient to evaluate the integral
in (177) within the saddle point approximation
Ze/o(T ) ∼ e−β(Ωe/o−µ˜e/oNe/o), (179)
where Ωe/o = −T lnZe/o(T, µ˜) are the parity projected
thermodynamic potentials,
Ωe/o = Ωf − T ln
[
1
2
(
1± e−β(Ωb−Ωf )
)]
and Ωf/b = −T ln
[
Tr
{
(±1)N e−β(H−µ˜N)}]. “Chemical
potentials” µ˜e/o are defined by the saddle point condition
Ne/o = −∂Ωe/o(T, µ˜e/o)/∂µ˜e/o.
The main advantage of the above formalism is that it
allows to express the canonical partition functions and
thermodynamical potentials in terms of the parity pro-
jected grand canonical ones thereby enormously simpli-
fying the whole calculation. We further note that Ωf is
just the standard grand canonical thermodynamic poten-
tial and Ωb represents the corresponding potential linked
to the partition function Z(T, µ˜+ iπT ). It is easy to see
[221] that in order to recover this function one can eval-
uate the true grand canonical partition function Z(T, µ˜),
express the result as a sum over the Fermi Matsubara
frequencies ωf = 2πT (l + 1/2) and then substitute the
Bose Matsubara frequencies ωb = 2πT l (l = 0,±1, ...)
instead of ωf . This procedure automatically yields the
correct expression for Z(T, µ˜+ iπT ) and, hence, for Ωb.
Having found the thermodynamic potentials for the
even and odd ensembles one can easily determine the
equilibrium current Ie/o. Consider, as before, isolated
superconducting rings pierced by the magnetic flux Φx.
Making use of the above expressions one finds PC circu-
lating inside the ring:
Ie/o = If ± Ib − If
eβ(Ωb−Ωf ) ± 1 , (180)
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where the upper/lower sign corresponds to the even/odd
ensemble and we have defined
Ie/o = c
(
∂Ωe/o
∂Φx
)
µ˜(Φx)
, If/b = c
(
∂Ωf/b
∂Φx
)
µ˜(Φx)
.
(181)
Eqs. (180), (181) represent a direct generalization of the
grand canonical formula (159) to canonical ensembles.
2. Homogeneous superconducting rings
Let us first consider homogeneous nanorings with cross
section s and perimeter X = 2πR. As before, rings will
be assumed sufficiently thin,
√
s < λL. On the other
hand, below we will neglect QPS effects, i.e. describe su-
perconducting properties of such rings within the parity
projected mean field BCS theory. As we have already
learned, this description is justified provided the condi-
tion gξ ≫ 1 is satisfied. Hence, the ring should not be
too thin and the total number of conducting channels
should remain large N ≫ 1. In addition, the perimeter
X should not exceed the scale 2πRc (173). Finally, we
will neglect the difference between the mean field values
of the BCS order parameter for the even and odd en-
sembles [220, 221]. This is legitimate provided the ring
volume is large enough, V = Xs ≫ 1/N0∆0, where, as
before, N0 is the density of states at the Fermi level.
Evaluating thermodynamic potentials Ωf/b and ex-
pressing the result in terms of the excitation energies εk
and the order parameter ∆0 one finds [221]
Ωf = Ω˜− 2T
∑
k
ln
(
2 cosh
εk
2T
)
, (182)
Ωb = Ω˜− 2T
∑
k
ln
(
2 sinh
εk
2T
)
, (183)
where Ω˜ = |∆0|2/λ+Tr{ξˆ},
ξˆ =
1
2m
(
−i~ ∂
∂r
− e
c
A(r)
)2
+ U(r)− µ˜, (184)
is the single-particle energy operator, εk = pvs +√
ξ2p +∆
2
0, where p is the quasiparticle momentum, ξp =
(p2 − µ˜(Φx)/2m and the superconducting velocity vs is
defined in eq. (161).
The above equations allow to fully determine PC in
superconducting nanorings with even and odd number
of electrons Ie/o. The parity effect becomes observ-
able at sufficiently low temperatures [215] T < T ∗ ≈
∆0 ln(N0V
√
∆0T ∗). Here we consider the most interest-
ing limit T ≪ ~vF /X . From eqs. (180)-(183) we find
that in this limit the current Ie exactly coincides with
the standard grand canonical result I = ensvss with
ns ≡ ne, while the current Io for the odd ensemble reads
[34, 213, 223, 224]
Io = enovss− evF
X
sgnvs. (185)
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FIG. 36: Superconducting ring with embedded SNS junction
of length d [34].
Here we introduced the electron density in the case of
even/odd total number of electrons ne/o = Ne/o/V .
We observe that in the case of odd ensembles there
exists an additional term which modifies the flux depen-
dence of PC and, as we will demonstrate below, leads to
a number of fundamentally important effects. Unfortu-
nately, in the case of homogeneous rings the difference
between PC in even and odd ensembles turns out to be
hardly observable. Indeed, these difference is inversely
proportional to the total number of conducting channels,
(Ie − Io)/Ie ∼ 1/N . For this reason the parity effect
remains vanishingly small in generic metallic rings with
N & 103. On the other hand, for ultra-thin nanorings
with N . 10 PC is essentially wiped out due to prolif-
eration of quantum phase slips. Estimating gξ ∼ N l/ξ,
we conclude that for gξ ∼ 1 (i.e. when the QPS fugacity
is already large and, hence, quantum suppression of PC
becomes very strong) the number of conducting channels
yet remains parametrically largeN ∼ ξ/l≫ 1. This esti-
mate demonstrates that the parity effect on PC is never
important in the case of homogeneous superconducting
nanorings and appears to be practically unobservable in
such systems.
3. SNS rings
We now turn to the situations in which parity effect
gains importance and can be directly probed in modern
experiments. Let us slightly modify our system and con-
sider a relatively thick superconducting ring with large
gξ ≫ 1 interrupted by a thin wire of length d with only
few conducting channels
Nn ∼ 1 (186)
thus forming a weak link inside the superconducting ring,
see Fig. 36. Without loss of generality this wire can be
considered normal no matter if it is made of a normal
or a superconducting material. In the latter case quan-
tum fluctuations would fully suppress the order parame-
ter inside such a wire bringing it into the normal state.
In contrast, QPS effects in superconducting parts of the
ring can be neglected thus making the mean field BCS
description applicable. A clear advantage of these struc-
tures in comparison to homogeneous rings is that in the
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former case the effect of the electron parity number on
PC can be large due to the condition (186).
In order to evaluate PC in such structures we again
employ the parity projection formalism. According to
eqs. (180), (181) we need to evaluate both the currents
If/b and the difference between the ”Fermi” and ”Bose”
thermodynamic potentials Ωb −Ωf ≡ Ωbf . The currents
If/b can be conveniently expressed via the phase differ-
ence across the weak link ϕ ≃ 2πφx by means of the
general formula [225]
If/b =
2e
~
Nn∑
i=1
T
∑
ωf/b
sinϕ
cosϕ+Wi(ωf/b)
, (187)
where the sum runs over conducting channels of the nor-
mal wire and the function Wi(ω) was evaluated in Ref.
[225]. The difference of thermodynamic potentials Ωbf
is defined as a sum of the contributions from supercon-
ducting (Ω
(s)
bf ) and normal (Ω
(n)
bf ) parts of the ring. The
former is evaluated with the aid of eqs. (182), (183) which
yield the standard result [215]
βΩ
(r)
bf ≃ N0V
√
∆0Te
−
∆0
T , (188)
while the latter is found by integrating If/b(ϕ) (187) over
the phase ϕ.
We now consider several important limiting cases. The
first limit is that of a very short normal wire d→ 0. This
is essentially the limit of a quantum point contact. In
practice this limit is realized for d ≪ ξ. Even smaller
values of d are required provided the contact transmission
is small. In the limit of a quantum point contact one finds
[225]
Wi(ω) = (2/Ti)(1 + ~2ω2/∆20)− 1, (189)
where Ti define transmissions of the conducting channels.
Substituting this function into the above equations one
arrives at the final result [34, 213]
Ie/o = −2e
~
N∑
i=1
∂εi(ϕ)
∂ϕ
tanh
εi(ϕ)
2T
×

1± (coth
εi(ϕ)
2T )
2 − 1
eβΩ
(r)
bf
N∏
j=1
(coth
εj(ϕ)
2T )
2 ± 1

 . (190)
Here εi(ϕ) = ∆
√
1− Ti sin2(ϕ/2) are Andreev energy
levels in a quantum point contact.
The first line of eq. (190) defines the standard grand
canonical result [226, 227] while the term in the square
brackets accounts for the parity effect in our system. For
Nn = 1 and at T = 0 this term reduces to unity for even
ensembles and to zero for odd ones, i.e. PC turns out to
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FIG. 37: The ratio between canonical and grand canonical
values of PC Ie/o/Ig.c. (represented by the term in the square
brackets in Eq. (190) versus ϕ in a single mode QPC at differ-
ent temperatures for even (three upper curves) and odd (three
lower curves) ensembles. Here we have chosen the channel
transmission T = 0.99 [34].
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FIG. 38: Andreev levels inside a quantum point contact and
their occupation at T = 0 for even (a) and odd (b) ensembles
[34].
be totally blocked in the case of odd number of electrons
[34, 213, 228].
The physics of this blocking effect is rather transparent
and can be understood as follows. We first recall that in
the limit d → 0 the Josephson current can be expressed
only via the contributions from discrete Andreev energy
states E± = ±ǫ(ϕ) as [229, 230]
I(ϕ) =
2e
~
[
∂E−
∂ϕ
f−(E−) +
∂E+
∂ϕ
f+(E+)
]
. (191)
Using the Fermi filling factors for these states f±(E±) =
[1 + exp(±ǫ(ϕ)/T )]−1 one arrives at the standard grand
canonical results [226, 227]. In the case of superconduct-
ing rings with fixed number of electrons N these filling
factors should be modified. Let us set T → 0. For even
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N all electrons are paired occupying available states with
energies below the Fermi level (see Fig. 38a). In this case
one has f−(E−) = 1, f+(E+) = 0, the current is entirely
determined by the contribution of the quasiparticle state
E− and eq. (191) yields the same result as one for the
grand canonical ensemble. By contrast, in the case of odd
N one electron always remains unpaired and occupies the
lowest available energy state – in our case E+ – above the
Fermi level. Hence, for odd N one has f±(E±) = 1 (Fig.
38b), the contributions of the two Andreev states in eq.
(191) exactly cancel each other, and the current remains
zero for any ϕ or the magnetic flux Φx. This is just the ef-
fect of parity-induced blocking of PC derived above from
formal considerations.
For T > 0 Eq. (190) demonstrates that both for
even and especially for odd N the current-phase rela-
tion for QPC may substantially deviate from that de-
rived for the grand canonical ensemble [226], see Fig. 37.
For even ensembles the supercurrent increases above its
grand canonical value. This effect is mainly pronounced
for phases ϕ not very far from ϕ = π and – at suffi-
ciently low T – it becomes progressively more important
with increasing temperature. On the contrary, for odd
ensembles the supercurrent is always suppressed below
its grand canonical value. This suppression is gradually
lifted with increasing temperature, though at phases ϕ
in the vicinity of the point ϕ = π blocking of PC may
persist up to sufficiently high T . Eq. (190) also shows
that in quantum point contacts with several conducting
channels and at T → 0 the current through the most
transparent channel will be blocked by the odd electron.
Hence, though blocking of PC remains incomplete in this
case, it may nevertheless be important also for quantum
point contacts with Nn > 1.
Let us now turn to another important limit of su-
perconducting rings containing a normal wire of length
d > ξ0 ∼ ~vF /∆0. In contrast to the case d → 0 con-
sidered above, the Josephson current in SNS structures
cannot anymore be attributed only to the discrete An-
dreev states inside a weak link, and an additional con-
tribution from the states in the continuum should also
be taken into account. Furthermore, for any non-zero d
there are always more than two discrete Andreev levels
in the system. Accordingly, significant modifications in
the physical picture of the parity effect in such SNS rings
can be expected.
The key difference can be understood already by com-
paring the typical structure of discrete Andreev levels in
SNS junctions (Fig. 39) with that of a quantum point
contact (Fig. 38). As before, in the limit T → 0 all states
below (above) the Fermi level are occupied (empty) pro-
vided the total number of electrons in the system is even
(Fig. 39a). If, on the other hand, this number is odd
the lowest Andreev state above the Fermi energy is oc-
cupied as well (Fig. 39b) thus providing an additional
contribution to the Josephson current. This contribu-
tion, however, cancels only that of a symmetric Andreev
level below the Fermi energy, while the contributions of
FIG. 39: Andreev levels in a single mode SNS junction with
d = 6~vF /∆0 and their occupation at T = 0 for even (a) and
odd (b) ensembles [34].
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FIG. 40: The zero temperature current-phase dependence
(193) for SNS rings with Nn = 1: Ie(ϕ) (dashed) line and
Io(ϕ) (solid) line [34].
all other occupied Andreev levels and of the continuum
states remain uncompensated. Hence, unlike in the case
d→ 0, in SNS rings one should not anymore expect the
effect of PC blocking by the odd electron but rather some
other non-trivial features of the parity effect.
This conclusion is fully confirmed by our quantita-
tive analysis [34, 213]. Let us restrict our attention to
transparent SNS junctions in which case the function
Wi(ω) ≡W (ω) is the same for all transmission channels
and reads [225]
W (ω) =
(
2~2ω2
∆20
+ 1
)
cosh
(
2ωd
vF
)
+
2~ω
∆0
√
1 +
~2ω2
∆20
sinh
(
2ωd
vF
)
. (192)
Substituting this function into (187) and repeating the
whole calculation as above, we arrive at the final result
[34, 213] which takes a particularly simple form in the
limit T → 0 and d≫ ξ0:
Ie =
evFNn
πd
ϕ, Io =
evFNn
πd
(
ϕ− πsgnϕNn
)
(193)
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FIG. 41: The same as in Fig. 40 only for the odd ensembles
(second Eq. (193)) and for Nn = 2, 3 and 4 [34].
This result applies for −π < ϕ < π and should be 2π-
periodically continued otherwise. We observe that at
T = 0 the current Ie again coincides with that for the
grand canonical ensembles [231, 232], while in the case of
odd ensembles the current-phase relation is shifted by the
value π/N . This shift has a simple interpretation being
related to the odd electron contribution (2e/~)∂E1/∂ϕ
from the lowest (above the Fermi level) Andreev state
E1(ϕ) inside the SNS junction. As we have expected, this
contribution indeed does not compensate for the current
from other electron states. Rather it provides a possi-
bility for a parity-induced π-junction state [233] in our
system: According to Eq. (193) for single mode SNS
junctions the “sawtooth” current-phase relation will be
shifted exactly by π, see Fig. 40. More generally, we
can talk about a novel π/N -junction state, because in
the odd case the minimum Josephson energy (zero cur-
rent) state is reached at ϕ = ±π/N , see Fig. 40. For
any Nn > 1 this is a twofold degenerate state within the
interval −π < ϕ < π. In the particular case Nn = 2 the
current-phase relation Io(ϕ) turns π-periodic, see Fig.
41.
Let us recall that the π-junction state can be realized in
SNS structures by driving the electron distribution func-
tion in the contact area out of equilibrium [234, 235, 236].
Here, in contrast, the situation of a π- or π/N -junction is
achieved in thermodynamic equilibrium. Along with this
important difference, there also exists a certain physical
similarity between the effects discussed here and in Refs.
[234, 235, 236]: In both cases the electron distribution
function in the weak link deviates substantially from the
Fermi function. It is this deviation which is responsible
for the appearance of the π-junction state in both phys-
ical situations.
Perhaps the most spectacular physical consequence of
the parity effect in SNS rings is the presence of sponta-
neous supercurrents in the ground state of such rings with
odd number of electrons. Similarly to the case of stan-
dard π-junctions [233] such spontaneous supercurrents
should flow even in the absence of an externally applied
magnetic flux. Unlike in Ref. [233], however, here the
spontaneous current state occurs for any inductance of
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FIG. 42: The zero temperature current-phase relation Io(ϕ)
(−pi < ϕ < pi) for Nn = 1 and different values of the param-
eter y = d∆/~vF [34].
the ring because of the non-sinusoidal dependence Io(ϕ).
Consider, for instance, the limit d ≫ ~vF /∆0. In the
case of odd number of electrons the ground state energy
of an SNS ring can be written in a simple form
E =
Φ2
2cL +
π~vFNn
Φ20d
(
Φ− Φ0sgnΦ
2Nn
)2
, (194)
where the first term is the magnetic energy of the ring (L
is the ring inductance) while the second term represents
the Josephson energy of an SNS junction. Minimizing
(194) with respect to the flux Φ one immediately con-
cludes that the ground state of the ring is a twofold de-
generate state with a non-vanishing spontaneous current
I = ±evF
d
[
1 +
2evFNn
d
L
Φ0
]−1
(195)
flowing either clockwise or counterclockwise. In the limit
of small inductances L → 0 this current does not vanish
and its amplitude just reduces to that of the odd electron
current at ϕ→ 0. One finds [34, 213]:
Isp = e∆
2
0d/~
2vF , d≪ ~vF /∆0, (196)
Isp = evF /πd, d≫ ~vF /∆0. (197)
At d ∼ ~vF /∆0 the amplitude of the current Isp can be
evaluated numerically, see Fig. 43. One observes that –
in agreement with eq. (196) – Isp increases linearly with d
at small d, reaches its maximum value Imax ∼ 0.4e∆0/~
at d ∼ ξ and then decreases with further increase of d
approaching the dependence (197) in the limit of large
d. For generic BCS superconductors the magnitude of
this maximum current can be estimated as Imax ∼ 10 ÷
100 nA. These values might be considered as surprisingly
large ones having in mind that this current is associated
with only one Andreev electron state.
Note that in the above analysis we merely assumed
that the normal wire is sufficiently clean and, on top of
that, is in a good electric contact with superconductors.
Since both these assumptions can be violated in a realis-
tic experiment it is important to discuss the correspond-
ing modifications of our results.
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FIG. 43: The spontaneous current amplitude Isp as a function
of the parameter y at T = 0. In the inset, the same function
is shown on the log − log scale. Dashed lines indicate the
asymptotic behavior of Isp(y) in the limits of small and large
y [34].
Assume first that the transmissions of both NS inter-
faces are small T1,2 ≪ 1. In this limit electron trans-
port across the junction is mainly due to resonant tun-
neling through discrete energy levels inside the normal
metal. For simplicity we will restrict our analysis to a
single channel junction Nn = 1. The most interesting
physical situation is realized in the limit of short junc-
tion d ≪ ~vF /∆0. In the case of a one dimensional
metal of length d, the level spacing in the vicinity of the
Fermi energy is δǫ ∼ ~vF /d. Hence, the condition for the
short junction regime can also be represented in the form
δǫ≫ ∆0. Electron tunneling causes a non-zero linewidth
of the energy levels which is proportional to T1,2δǫ. This
value is much smaller than δǫ, hence, the resonances re-
main well separated. In this situation it suffices to take
into account only the closest level to the Fermi energy
inside the normal metal.
As before, making use of eqs. (187) combined with the
proper expression for theW -function [225] one finds [213]
If/b =
e
~
T
∑
ωf/b
∆20T sinϕ
ε2(ϕ) + ω2f/b (1 + 4DT /Tmax)
, (198)
where
D =
(
∆0
Γ
)2(
1 +
ω2f/b
∆20
)
+
∆0
Γ
√
1 +
ω2f/b
∆20
, (199)
ε(ϕ) = ∆
√
1− T sin2(ϕ/2), Γ = Γ1 + Γ2, Γ1,2/~ =
T1,2vF /2d are the tunneling rates, Tmax = 4Γ1Γ2/Γ2 and
the total transmission probability at the Fermi energy T
is given by the Breit-Wigner formula
T = Γ1Γ2
(ǫR)
2
+ 14Γ
2
,
FIG. 44: Andreev levels in a single mode SNS junction with
d = ~vF /∆: (a) T1,2 = 1 and (b) T1,2 ≪ 1 and ∆/Γ = 0.5. In
both cases T = 1 [213].
where ǫR is the energy of a resonant level.
It follows from Eqs. (198), (199) that – although
the transparencies of both barriers are low – the total
transmission T and, hence, the Josephson current shows
sharp peaks provided the Fermi energy becomes close to
a bound state inside the junction. On the other hand,
eqs. (198), (199) demonstrate that even in the vicinity
of resonances the behavior of the Josephson current as
a function of the phase difference ϕ and temperature T
can substantially deviate from that for transparent SNS
junctions.
In order to understand the physical reasons for such
a difference it is instructive to compare the structure of
discrete Andreev levels for ballistic (T1,2 = 1) SNS junc-
tions with that for junctions with weakly transmitting
NS interfaces T1,2 ≪ 1, see Fig. 44. The spectrum of
the latter system consists only of a single non-degenerate
state ε0(ϕ) in the interval 0 < ε0 < ∆0 (Fig. 44b). As
a result, the behavior of ε0(ϕ) at small ϕ is smooth and
the derivative of ε0 with respect to ϕ has no jump at
ϕ = 0. In contrast, in the case of ballistic SNS junctions
discrete levels become split at arbitrary small values of
the phase ϕ (Fig. 44a) and the derivative of the lowest
Andreev level with respect to ϕ acquires a jump at ϕ = 0.
As this feature is absent in resonant SNS junctions the
spontaneous current in the ground state of such systems
can only develop at not very small ring inductances. The
results for PC in SNS rings with resonant transmission
are presented in Fig. 45. They clearly demonstrate that
at sufficiently low temperatures the “π-junction” state
should be realized in the case of odd number of electrons.
Finally let us turn to the case of a disordered normal
wire. The difference between PC values for odd (Io) and
even (Ie) ensembles is related to the minigap value εg(ϕ)
inside the normal metal [148, 149, 150, 151, 152, 153].
This relation acquires a particularly simple form in the
limit T → 0:
Io(Φ) = Ie(Φ) + 2e
∂εg(ϕ)
∂ϕ
. (200)
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FIG. 45: Zero temperature current-phase relations Ie/o(ϕ) for
T = 0.9, Γ1 = Γ2 = Γ0 and different values of the parameter
∆0/Γ0 [213].
FIG. 46: Phase dependence of the Josephson current at T = 0
for the odd and even number of electrons in the ring [153].
The last term in this equation describes the contribu-
tion to the current from the “odd” electron occupying
the lowest available state above the minigap εg(ϕ) in the
density of states of the normal metal.
Let us first evaluate PC for the even ensemble Ie. As
before, at T = 0 this current identically coincides with
one calculated for the grand canonical ensemble. The
results for the current-phase relation Ie(ϕ) are displayed
in Fig. 46 at various impurity concentrations. PC in the
odd ensemble Io at T = 0 can be evaluated from eq.
(200). Combining our results for Ie(ϕ) with those for the
minigap εg(ϕ) derived in Ref. [153] we arrive at a typical
dependence Io(ϕ) displayed in Fig. 46. We observe that
at sufficiently large values of ϕ < π the absolute value of
the odd electron contribution to PC 2e∂εg/∂ϕ exceeds
the term Ie(ϕ) and the total current Io changes the sign.
This non-trivial parity-affected current-phase relation is
specific for SNS rings with disorder and it substantially
differs from the current-phase relations derived above for
SNS rings with ballistic and resonant transmissions.
At the same time, as in the previous cases, in the odd
ensemble there exists a possibility both for a π-junction
FIG. 47: Josephson energy E(ϕ) of an SNS ring as a function
of the phase difference ϕ for the even and odd ensembles. The
solid curve corresponds to a pi-junction state [153].
state and for spontaneous currents in the ground state
of the system without any externally applied magnetic
flux. Let us evaluate the ground state energy of the SNS
junction by integrating Eq. (200) with respect to the
phase ϕ. One finds
Eo(ϕ) = Ee(ϕ)−εg(0)+εg(ϕ), Ee(ϕ) = 1
2e
ϕ∫
0
Ie(ϕ)dϕ,
(201)
where Ee/o(ϕ) are the ground state energies of SNS
junction for even and odd number of electrons in the
ring. While the energy Ee(ϕ) is always non-negative and
reaches its minimum at ϕ = 0, in the odd case the ground
state energy Eo(ϕ) can become negative reaching its ab-
solute minimum at ϕ = π. This physical situation of a
π-junction is illustrated in Fig. 47.
It is easy to find out under which conditions the π-
junction state becomes possible. For that purpose it is
sufficient to observe that for any impurity concentration
Ee(π) = αIC/e, where IC is the grand canonical critical
current at T = 0 and the prefactor α ∼ 1 depends on
the form of the current-phase relation. The π-junction
condition Eo(π) < 0 is equivalent to the inequality
εg(0) > αIC/e. (202)
It is obvious from Fig. 47 that in the many channel limit
the inequality (202) cannot be satisfied for sufficiently
large l. On the other hand, for sufficiently short mean
free paths IC ∝ l2 decays faster with decreasing l as com-
pared to the minigap εg(0) ∝ l, and the π-junction state
becomes possible. In particular, in the diffusive limit one
finds [156] IC ≃ 10.82εTh/eRN = 1.53eNnvF l2/d3 and
α ≃ 1.05, where RN is the Drude resistance of a normal
metal.
Combining these results with the expression for the
minigap [149, 152] εg(0) ≃ 3.12εTh, from the condition
(202) we observe that in the odd case the π-junction state
is realized provided the number of conducting channels
in the junction Nn is smaller than
Nn < 0.65d/l. (203)
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This condition is not very restrictive and it can certainly
be achieved in various experiments. For sufficiently dirty
junctions it allows for a formation of the π-junction state
even in the many channel limit. The condition (203) can
also be rewritten as gN < 1.73, where gN = 8Nnl/3d is
dimensionless conductance of a normal wire.
The condition for the presence of spontaneous currents
in the ground state of SNS rings with an odd number of
electrons is established analogously, one should only take
into account an additional energy of the magnetic field
produced by PC circulating inside the ring. The ground
state with spontaneous currents is possible provided the
total energy of the ring Etot(π) becomes negative, i.e.
Etot(π) = 1.8εTh [gN − 1.73] + (Φ0/2)
2
2L < 0. (204)
This condition is more stringent than that for the π-
junction state, but can also be satisfied provided L ex-
ceeds a certain threshold value which can roughly be es-
timated as ∼ 0.1Φ20/εTh.
We conclude that in the diffusive limit the current-
phase relation in the odd case is entirely different from
that in the ballistic case. Also the restriction on the num-
ber of conducting channels Nn in the normal metal (203)
is less stringent. This feature of diffusive SNS rings is
rather advantageous for possible experimental observa-
tion of the effects discussed here.
Still, in practice it would be necessary to fabricate SNS
rings with few conducting channels in the normal wire
Nn . 10. This condition can hardly be met for conven-
tional normal metals. It appears, therefore, that most
promising candidates for practical realization of such
structures are junctions with N-layers formed by carbon
nanotubes or organic molecules. In this respect it is im-
portant to point out that observations of clear signatures
of dc Josephson effect in superconducting junctions with
a weak link formed by carbon nanotubes were reported by
several experimental groups [237, 238, 239, 240, 241, 242]
Also intrinsic superconductivity in carbon was claimed
[243, 244, 245], though at this stage it appears that more
experimental support for these claims would be desirable.
Regardless of this latter issue, SNS junctions with carbon
nanotubes are most likely objects in which it would be
possible to observe the influence of the parity effect on
persistent currents in superconducting nanorings.
VIII. SUMMARY
It is well established that fluctuations play an impor-
tant role in structures with reduced dimensionality. In
superconducting materials clear signatures of fluctuation
effects exist already above the critical temperature TC
[2, 3, 4, 5]. Also TC itself can be reduced due to fluctu-
ation effects. This reduction is particularly important in
disordered 2D films and quasi-1D wires [110]. In this pa-
per we addressed fluctuation effects which occur in ultra-
thin superconducting wires at temperatures below the
mean field BCS critical temperature. Superconducting
properties of such systems have been intensively studied
– both theoretically and experimentally – during past
years. The key conclusions of these investigations can be
summarized as follows.
Thicker superconducting wires are characterized by
very small Ginzburg numbers Gi1D ≪1 and diameters
typically & 100 nm. In such systems the superconduct-
ing transition is broadened due to thermally activated
phase slips (TAPS) [16, 17] which cause non-zero resis-
tance R(T ) at temperatures close enough to the critical
temperature TC − T ≪ TC . Upon decreasing tempera-
ture TAPS events become less likely and quantum fluc-
tuations of the order parameter take over. This is the
regime of quantum phase slips (QPS) which sets in at
T . ∆0(T ). As long as the wire is sufficiently thick and
the Ginzburg number remains very small, Gi1D ≪1,
QPS events are rare and typically do not lead to any
measurable consequences. Hence, the behavior of thicker
wires remains essentially superconducting outside an im-
mediate vicinity of the critical temperature. Upon re-
duction of the wire diameter below ∼50 nm the QPS
rate increases drastically. In this regime the wire resis-
tance R(T ) still decreases with temperature but may re-
main well in the measurable range down to very low T .
Provided the wire diameter is decreased further the di-
mensionless conductance of a wire segment of length ξ
eventually becomes of order gξ ∼10 or smaller. In such
wires QPS proliferate causing a sharp crossover from a
superconducting to a normal behavior. For generic pa-
rameters this crossover is expected for wire diameters in
the 10 nm range [28, 29, 30]. This crossover was indeed
observed in a number of experiments in wires with thick-
nesses exactly in this range. Thus, intrinsic supercon-
ductivity in wires with diameters . 10 nm is destroyed
by quantum fluctuations of the order parameter at any
temperature down to T = 0.
Theoretical analysis of nanowires reveals further in-
teresting effects, like QPS-binding-unbinding quantum
phase transition (QPT) [28] between superconducting
and non-superconducting phases which is predicted to
occur as the impedance of a superconducting wire be-
comes of order of the quantum resistance unit Rq ≈ 6.5
kΩ. For typical parameters this condition is also achieved
for wire diameters in the 10 nm range. To the best of
our knowledge, no clear experimental evidence for this
phase transition exists so far. This can be due to rather
stringent requirements: QPT can only be observed in
long nanowires at sufficiently low temperatures, ideally
at T → 0. Interesting effects may occur also in short
nanowires forming weak links between superconducting
electrodes. In many respects such systems can behave
similarly to Josephson nanojunctions and weak links.
Novel effects are also expected in superconducting
nanorings. While rings formed by thicker wires demon-
strate the standard behavior familiar from the bulk sam-
ples, the situation changes drastically as soon as the wire
thickness gets reduced down to ≈ 10 nm or below this
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value. In this case QPS effects become important leading
to strong fluctuations of the magnetic flux inside the ring.
As a result, the amplitude of persistent current decreases
and its flux dependence changes from the sawtooth-like
to a smoother one [33]. For such rings even at T = 0 per-
sistent current gets exponentially suppressed by quantum
fluctuations provided the ring radius R exceeds the crit-
ical scale Rc ∼ ξ exp(Score/2) where Score ∼ gξ ∼ Gi−3/21D
is the action of the QPS core. For typical wire parameters
the length Rc can be of order of a micron or even smaller.
This length constitutes another fundamental scale asso-
ciated with quantum phase slips.
Yet another important factor which may influence per-
sistent currents in isolated superconducting nanorings is
the electron parity number. This influence is particu-
larly strong in nanorings containing a weak link with few
conducting modes. Changing the electron parity number
from even to odd may result in spontaneous supercurrent
in the ground state of such rings without any externally
applied magnetic flux [34]. At T = 0 this current is
produced by the only unpaired electron which occupies
the lowest available Andreev state. Under certain con-
ditions this spontaneous supercurrent can reach remark-
ably large values up to ∼ e∆0/~ ∼ 10 ÷ 100 nA which
can be reliably detected in modern experiments.
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APPENDIX A: EQUILIBRIUM
GREEN-KELDYSH FUNCTIONS
We formally define the sub-blocks Gˆ, Fˆ , ˆ¯G, ˆ¯F in the
Green-Keldysh matrix (16) by means of the following
equations:
Gˆ =
1
i
(
〈T ψˆ↑(X1)ψˆ†↑(X2)〉 −〈ψˆ†↑(X2)ψˆ↑(X1)〉
〈ψˆ↑(X1)ψˆ†↑(X2)〉 〈T −1ψˆ↑(X1)ψˆ†↑(X2)〉
)
,
Fˆ =
1
i
(
〈T ψˆ↑(X1)ψˆ↓(X2)〉 −〈ψˆ↓(X2)ψˆ↑(X1)〉
〈ψˆ↑(X1)ψˆ↓(X2)〉 〈T −1ψˆ↑(X1)ψˆ↓(X2)〉
)
,
ˆ¯F =
1
i
(
〈T ψˆ†↓(X1)ψˆ†↑(X2)〉 −〈ψˆ†↑(X2)ψˆ†↓(X1)〉
〈ψˆ†↓(X1)ψˆ†↑(X2)〉 〈T −1ψˆ†↓(X1)ψˆ†↑(X2)〉
)
,
ˆ¯G =
1
i
(
〈T ψˆ†↓(X1)ψˆ↓(X2)〉 −〈ψˆ↓(X2)ψˆ†↓(X1)〉
〈ψˆ†↓(X1)ψˆ↓(X2)〉 〈T −1ψˆ†↓(X1)ψˆ↓(X2)〉
)
.
Here ψˆα, ψˆ
†
α are the electron annihilation and creation
operators, the symbol T (T −1) stands for the time (anti-
time) ordering.
Let us introduce the complete basis of the eigenfunc-
tions χn(r) of the single electron Hamiltonian H0:
H0χn(r) = ξnχn(r). (A1)
Here ξn are the electron eneries in the normal state.
Defining the quasiparticle energies in the superconduct-
ing state En =
√
ξ2n +∆
2
0 as well as the BCS coherence
factors
u2n =
1
2
(
1 +
ξn
En
)
, v2n =
1
2
(
1− ξn
En
)
, (A2)
we arrive at the explicit expressions for the sub-blocks
Gˆ, Fˆ , ˆ¯G, ˆ¯F :
iGˆ(t, r1, r2) =
∑
n
χn(r1)χn(r2)
[
u2nAˆn(t) + v
2
nBˆn(t)
]
,
i ˆ¯G(t, r1, r2) =
∑
n
χn(r1)χn(r2)
[
v2nAˆn(t) + u
2
nBˆn(t)
]
,
iFˆ (t, r1, r2) = i
ˆ¯F (t, r1, r2) =
∑
n
χn(r1)χn(r2)unvn
×
[
Aˆn(t)− Bˆn(t)
]
, (A3)
where
Aˆn(t) = e
−iEnt
(
θ(t)− fn −fn
1− fn θ(−t)− fn
)
,
Bˆn(t) = e
iEnt
(
fn − θ(−t) −(1− fn)
fn fn − θ(t)
)
. (A4)
Here we introduced the occupation probabilities of the
quasiparticle states fn. In thermodynamic equilibrium
these filling factors take the universal form
fn =
1
1 + eEn/T
. (A5)
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APPENDIX B: WARD IDENTITIES
One can demonstrate that the matrix Green-Keldysh
functions satisfy the following Ward identities
iFˆ βˆ + iβˆFˆ = Gˆσˆz
(
− ˆ˙β + i
2m
{∇, βˆ}
)
Fˆ
+ Fˆ σˆz
(
ˆ˙β +
i
2m
{∇, βˆ}
)
ˆ¯G
+ 2i∆0Gˆσˆz βˆ
ˆ¯G− 2i∆0Fˆ σˆz βˆFˆ ,
−i ˆ¯F βˆ − iβˆ ˆ¯F = ˆ¯F σˆz
(
− ˆ˙β + i
2m
{∇, βˆ}
)
Gˆ
+ ˆ¯Gσˆz
(
ˆ˙
β +
i
2m
{∇, βˆ}
)
ˆ¯F
+ 2i∆0
ˆ¯F σˆzβˆ
ˆ¯F − 2i∆0 ˆ¯Gσˆz βˆGˆ, (B1)
Gˆβˆ − βˆGˆ = iGˆσˆz
(
− ˆ˙β + i
2m
{∇, βˆ}
)
Gˆ
− iFˆ σˆz
(
ˆ˙
β +
i
2m
{∇, βˆ}
)
ˆ¯F,
ˆ¯Gβˆ − βˆ ˆ¯G = i ˆ¯F σˆz
(
− ˆ˙β + i
2m
{∇, βˆ}
)
Fˆ
− i ˆ¯F σˆz
(
ˆ˙
β +
i
2m
{∇, βˆ}
)
ˆ¯F, (B2)
where
βˆ =
(
βF (t, r) 0
0 βB(t, r)
)
(B3)
is an arbitrary diagonal 2× 2 matrix.
APPENDIX C: KERNELS
Explicit expressions for the functions χJ read
χ∆(Q) = −2N0
λ
+
N0
π
∫
dξ1dξ2
Dq2
(ξ1 − ξ2)2 +D2q4
×
{
−
(
1 +
ξ1ξ2 −∆20
E1E2
)
(E1 + E2)(1 − f1 − f2)
(ω + i0)2 − (E1 + E2)2
+
(
1− ξ1ξ2 −∆
2
0
E1E2
)
(E1 − E2)(f1 − f2)
(ω + i0)2 − (E1 − E2)2
}
,
(C1)
χJ (Q) = −2e
2N0
π
∫
dξ1dξ2
Dq2
(ξ1 − ξ2)2 +D2q4
∆20
E1E2
×
{
(E1 + E2)(1 − f1 − f2)
(ω + i0)2 − (E1 + E2)2
+
(E1 − E2)(f1 − f2)
(ω + i0)2 − (E1 − E2)2
}
, (C2)
χL(Q) = −2m
2N0D
π
∫
dξ1dξ2
(ξ1 − ξ2)2
(ξ1 − ξ2)2 +D2q4
∆20
E1E2
×
{
(E1 + E2)(1 − f1 − f2)
(ω + i0)2 − (E1 + E2)2
+
(E1 − E2)(f1 − f2)
(ω + i0)2 − (E1 − E2)2
}
, (C3)
χD(Q) =
e2N0D
π
∫
dξ1dξ2
1
(ξ1 − ξ2)2 +D2q4
×
{(
1 +
ξ1ξ2 +∆
2
0
E1E2
)
(E1 − E2)(f1 − f2)
(ω + i0)2 − (E1 − E2)2
−
(
1− ξ1ξ2 +∆
2
0
E1E2
)
(E1 + E2)(1 − f1 − f2)
(ω + i0)2 − (E1 + E2)2
}
.
(C4)
Here we defined E1,2 =
√
ξ21,2 +∆
2
0, f1,2 = 1/(1 +
exp[E1,2/T ]).
In a number of limiting cases the kernels χj can be
evaluated exactly. First let us set T = 0 and consider the
limit of small wave vectors Dq2 ≪ |ω|,∆0. This regime
is relevant, e.g., in the context of microwave absorption.
At |ω| < 2∆0 we find
χ∆ = −2N0
√
4∆20 − ω2
ω
arctan
ω√
4∆20 − ω2
,
χJ =
8e2N0∆
2
0
ω
√
4∆20 − ω2
arctan
ω√
4∆20 − ω2
,
χL =
2m2σD∆0
e2
K
(
ω
2∆0
)
,
χD =
2σD∆0
ω2
[
K
(
ω
2∆0
)
− E
(
ω
2∆0
)]
, (C5)
while at |ω| > 2∆0 one finds
χ∆ = −2N0
√
ω2 − 4∆20
ω
[
ln
(
ω
2∆0
+
√
ω2
4∆20
− 1
)
− iπ
2
]
,
χJ = − 8e
2N0∆
2
0
ω
√
ω2 − 4∆20
[
ln
(
ω
2∆0
+
√
ω2
4∆20
− 1
)
− iπ
2
]
,
χL =
2m2σD∆0
e2
[
2∆0
ω
K
(
2∆0
ω
)
+ i
4∆0
ω + 2∆0
K
(
ω − 2∆0
ω + 2∆0
)]
,
χD =
σD
ω
[
K
(
2∆0
ω
)
− E
(
2∆0
ω
)]
+ i
σD
ω
[(
1 +
2∆0
ω
)
E
(
ω − 2∆0
ω + 2∆0
)
− 4∆0
ω + 2∆0
K
(
ω − 2∆0
ω + 2∆0
)]
. (C6)
Here and below K(x) and E(x) are complete elliptic in-
tegrals of the first and second kind respectively. Utilizing
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the relation (46) one can verify that the expressions for
χL and χD agree with the well known results [35], [36].
At temperatures close to TC one can derive analytic
expressions for the kernels in the limit |ω|, Dq2,∆0 ≪
2πTC . At |ω| < 2∆0 these expressions read
χ∆ = −7ζ(3)
2π2
N0∆
2
0
T 2
− N0
2T
|ω|Dq2
2∆0
[
π∆0
|ω| +K
(
ω
2∆0
)
−ω
2 +D2q4 − 4∆20
ω2 +D2q4
Π
(
ω2
ω2 +D2q4
,
ω
2∆0
)]
+ i
N0∆0
T
ω
Dq2
[(
1− ω
2
4∆20
)
K
(√
1− ω
2
4∆20
)
+
(
ω2
4∆20
− 1 + D
2q4
ω2 +D2q4
)
× Π
(
D2q4
ω2 +D2q4
,
√
1− ω
2
4∆20
)]
, (C7)
χJ =
7ζ(3)
2π2
e2N0∆
2
0
T 2
+
e2N0∆0
T
|ω|Dq2
ω2 +D2q4
Π
(
ω2
ω2 +D2q4
,
ω
2∆0
)
− i e
2N0∆0
T
ω
Dq2
[
K
(√
1− ω
2
4∆20
)
− ω
2
ω2 +D2q4
× Π
(
D2q4
ω2 +D2q4
,
√
1− ω
2
4∆20
)]
, (C8)
χL =
2m2N0D∆
2
0
T
[
π
2
+
|ω|
2∆0
K
( |ω|
2∆0
)
− |ω|
2∆0
D2q4
ω2 +D2q4
Π
(
ω2
ω2 +D2q4
,
ω
2∆0
)]
− im
2N0D∆0
T
ω3
ω2 +D2q4
Π
(
D2q4
ω2 +D2q4
,
√
1− ω
2
4∆20
)
.
(C9)
Here Π(x, y) is the complete elliptic integral of the third
kind. At higher frequencies |ω| > 2∆0 we find
χ∆ = −7ζ(3)
2π2
N0∆
2
0
T 2
− N0
2T
Dq2
[
π
2
+K
(
2∆0
ω
)
+
(
4∆20
ω2 +D2q4
− 1
)
Π
(
4∆20
ω2 +D2q4
,
2∆0
ω
)]
− iN0
2T
ω
|ω|
ω2 +D2q4 − 4∆20
Dq2
×
[
K
(√
1− 4∆
2
0
ω2
)
−Π
(
−D
2q4
ω2
,
√
1− 4∆
2
0
ω2
)
−Π
(
4∆20 − ω2
D2q4
,
√
1− 4∆
2
0
ω2
)]
, (C10)
χJ =
7ζ(3)
2π2
e2N0∆
2
0
T
+
2e2N0∆
2
0
T
Dq2
ω2 +D2q4
Π
(
4∆20
ω2 +D2q4
,
2∆0
ω
)
− i2e
2N0∆
2
0
T
ω
|ω|Dq2
[
K
(√
1− 4∆
2
0
ω2
)
−Π
(
−D
2q4
ω2
,
√
1− 4∆
2
0
ω2
)
−Π
(
4∆20 − ω2
D2q4
,
√
1− 4∆
2
0
ω2
)]
, (C11)
χL =
2m2N0D∆
2
0
T
[
π
2
+K
(
2∆0
ω
)
− D
2q4
ω2 +D2q4
Π
(
4∆20
ω2 +D2q4
,
2∆0
ω
)]
+ i
2m2N0D∆
2
0
T
ω
|ω|
[
K
(√
1− 4∆
2
0
ω2
)
− Π
(
−D
2q4
ω2
,
√
1− 4∆
2
0
ω2
)
−Π
(
4∆20 − ω2
D2q4
,
√
1− 4∆
2
0
ω2
)]
. (C12)
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APPENDIX D: RELATIONS BETWEEN THE PHASE AND THE ELECTROMAGNETIC POTENTIALS
Integrating out the electromagnetic fields in eq. (71) we arrive at the action (72) where the function F(ω, q) is
defined by the following general expression
F(ω, q) = 1
s
(
χ˜J
4e2ω
2 + χ˜L4m2 q
2
)(
C
sL + χ˜D
[
C ω
2
c2 +
q2
L
])
+ χ˜J χ˜L4m2
[
C ω
2
c2 +
q2
L
]
(
C
s + χ˜J + χ˜Dq
2
) (
1
sL + χ˜E
ω2
c2 +
e2
m2c2 χ˜L
)− χ˜2D ω2q2c2 . (D1)
The electromagnetic potentials are linked to the fluctuating phase of the order parameter field via the following saddle
point conditions
V =
χ˜J
(
1
sL + χ˜D
ω2
c2 +
e2
m2c2 χ˜L
)
+ e
2
m2c2 χ˜Dχ˜Lq
2(
C
s + χ˜J + χ˜Dq
2
) (
1
sL + χ˜D
ω2
c2 +
e2
m2c2 χ˜L
)− χ˜2D ω2q2c2
(−iω
2e
ϕ
)
, (D2)
A =
e2
m2 χ˜L
(
C
s + χ˜J + χ˜Dq
2
)
+ χ˜Dχ˜Jω
2(
C
s + χ˜J + χ˜Dq
2
) (
1
sL + χ˜D
ω2
c2 +
e2
m2c2 χ˜L
)− χ˜2D ω2q2c2
(
iq
2ec
ϕ
)
. (D3)
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