It has been a long-standing open problem to determine the exact randomized competitiveness of the 2-server problem, that is, the minimum competitiveness of any randomized online algorithm for the 2-server problem. For deterministic algorithms the best competitive ratio that can be obtained is 2 and no randomized algorithm is known that improves this ratio for general spaces. For the line, Bartal et al.
Background
In the k-server problem, there are k mobile identical servers in a metric space M. At any time, a point r ∈ M can be "requested," and must be "served" by moving one of the k servers to the point r.
The cost of that service is defined to be the distance the server is moved; for a sequence of requests the goal to serve the requests at small cost. An online algorithm for the server problem decides, at each request, which server to move, but does not know the sequence of future requests. We analyze an online algorithm for the server problem terms of its competitive ratio, which essentially gives the ratio of its cost over the cost of an optimal algorithm which has knowledge of the entire request sequence before making any decisions. More precisely, we say that an online algorithm A for the server problem is C-competitive if there is a constant K such that, given any request sequence ̺, cost A (̺) ≤ C · cost opt (̺) + K. For a randomized online algorithms, we state competitiveness in terms of expected cost. The competitive ratio of A is the smallest C for which A is C-competitive.
The server problem was first proposed by Manasse, McGeoch and Sleator [12] and the problem has been studied widely since then. They also introduced the now well-known k-server conjecture which states that, for each k, there exists an online algorithm for k servers which is k-competitive in any metric space. The conjecture was immediately proved true for k = 2, but for larger k remains open except in special cases, including lines [6] , trees [7] , and spaces with at most k + 2 points [9] . Even some simple-looking special cases have not been settled, for example the 3-server problem in the circle and in the Euclidean plane [6, 7, 10] . In general, the best currently known upper bound is 2k − 1, given by Koutsoupias and Papadimitriou [10] . Thus there is a rich literature for deterministic online algorithms for this problem.
Randomization is a powerful for many online problems [5] . Yet, very little is known for randomized algorithms for the k-server problem. It seems to be quite hard to determine the exact randomized competitiveness of the k-server problem, that is, the minimum competitiveness of any randomized online algorithm for the server problem. Even in the case k = 2 it is not known whether its competitiveness is lower than 2, the known value of the deterministic competitiveness. This is surprising and it is quite intuitive that a "better than 2-competitive" algorithm should exist. In fact, 1+e − 1 2 ≈ 1.6065, is the greatest lower bound with a published proof (see [8] ) on the competitiveness of any randomized online algorithm. 1 There has been some progress for special cases. The randomized competitiveness is known to be 3 2 for all uniform spaces and is also known for three-point spaces [11] . For the special case of the line, Bartal et al. [2] have given a randomized algorithm with a competitive ratio of 155 78 ≈ 1.987. Our Contribution. In this paper we give a randomized online algorithm for the 2-server problem in Cross Polytope Spaces with optimal competitive ratio of 19 12 . Cross Polytope Spaces, denoted by M 24 , have been studied extensively as early as the 19 th century, see Schläfli [13] , as well as Figure  1 . They consists of all metric spaces such that
• All distances are 1 or 2,
By an abuse of terminology we will sometimes simply say "the metric space M 2,4 " to denote the class of metric spaces.
1 A lower bound very slightly larger than 1 + e − 1 2 is given in [8] , but without proof. In terms of the server problem, M 24 generalizes uniform spaces and thus paging. It is also useful to gain insight into the 2-server problem over more general spaces. Our technique can, in principle, be used to design algorithms for spaces M ℓ,k , ℓ ≤ k 2 , where distances are 1, . . . , ℓ and the perimeter of every triangle is at most k.
Our algorithm is not derived in an ad hoc way, instead it is constructed by using a design technique called the knowledge state technique. It is worth mentioning that it would be hard to come up with the actual behavioral algorithm, which we call the "wireframe algorithm", if one were not to use this technique. Yet the algorithm can be easily implemented and uses little memory, though the derivation and the proof of competitiveness is only via the technique.
In the next section we briefly describe the knowledge state technique, and then give a knowledge state description of the algorithm together with a proof of competitiveness. This description is in what is called the mixed model of computation -a generalization of a distributional description of a randomized online algorithm. As mentioned, the technique makes it easier to contrive the 19 12 -competitive algorithm. In this form however, the algorithm would be hard to implement as it is not described in the usual behavioral way. Thus in Section 3 then we translate this description into the behavioral (and easily implementable) wireframe algorithm. We are also able to show that our algorithm has a competitive ratio, which is best possible; we show the lower bound in Section 4.
Knowledge States
We remind the reader that many randomized algorithms are given in in distributional form, including a number of well known paging algorithms, e.g. [1] . For the 2-server problem, such an algorithm is essentially a state transition diagram, where each state is a probabilistic distribution of configurations (each configuration is a set of two points in the space -the locations of the servers); a transition from one state to the next state is a deterministic transition to a new distribution. Figure 2 illustrates such a step. Here the algorithm has both servers initially at configuration (x, z). Serving request r the algorithm transitions to a distribution with mass 1 2 at (r, x) and mass 1 2 at (r, y). Unfortunately the number of configurations in each state (and hence the number of states) can increase arbitrarily. One way to help avoid this is to allow non-deterministic transitions. We note that we have a great degree of freedom in designing our state transition diagram. As it turns out, our algorithm needs only eight states to achieve the optimal competitive ratio.
We describe our algorithm and lower bound result in terms of knowledge states. We describe knowledge states briefly in this section and refer the reader to [4] for a more detailed description of this concept. It incorporates non-deterministic transitions as well as estimates on the offline cost.
As mentioned above, we use a variation of the distribution model to describe our randomized algorithm. That is, at each step the state of the algorithm will be described by a probability distribution on the set of all possible configurations at that step. The distribution model is equivalent to the behavioral model for randomized online algorithms against an oblivious adversary; see, for example, [5] . In the standard distribution model, the algorithm deterministically chooses a distribution at each step, but in this paper we allow the algorithm to use randomization to choose the distribution. We call such a step a Las Vegas Step; the reader might preview Figure 4 . This variation, called the mixed model of randomized algorithms, is a generalization of both the behavioral model and the distributional model.
Let X denote the set of all configurations. (Naturally, for the 2-server problem, a configuration is simply a 2-tuple (a, b) of points in the metric space, which describes the location of two servers.) We say that a function ω : X → R is Lipschitz if ω(y) ≤ ω(u) + d(u, w) for all u, w ∈ X . An estimator is a non-negative Lipschitz function X → R. If S ⊆ X , we say that S supports an estimator ω if, for any w ∈ X there exists some u ∈ S such that ω(w) = ω(u) + d(u, w). If ω is supported by a finite set, then there is a unique minimal set S which supports ω, which we call the estimator support of ω. We call the cardinality of the support the order of the estimator. We say that an estimator ω has zero minimum if min u∈X ω(u) = 0. 2 A knowledge state algorithm [3, 4] is a mixed online algorithm that computes an estimator at each step. The estimators used throughout this paper will have very low order, i.e. the estimator can be described by giving values on very few configurations. Furthermore, distributions of a knowledge state algorithm are only concentrated on the estimator support, i.e. they are zero on all configurations other than the configurations in the estimator support.
More formally, if A is a knowledge-state algorithm, then:
1. At any given step, A keeps track of a pair (ω, π), where π is a finite distribution on X , and ω : X → R is the current estimator. The distribution is positive only on configurations which are in the support of the estimator ω. We call that pair the current knowledge state.
2. If S = (ω, π) is the knowledge state and the next request is r, then A uses randomization to pick a new knowledge state S ′ = (ω ′ , π ′ ).
We now describe Item 1 for our specific situation. Thus, let M be a metric space in the class M 24 . We will call a finite set of points S ⊂ M a constellation. To define the knowledge states for our algorithm, we only need a total of eight constellations, where each constellation has no more than four points. Each constellation is used to define a knowledge state of order no more than 3. In fact, for M 24 it will suffice to consider a very small and simple class of knowledge states: these knowledge states are shown in Figure 3 . In Figure 3 , a line between two points indicates a distance of 1 between the two points, and the absence of a line means that the points are 2 apart. Note also that for any point x ∈ M , we denote an antipodal point (i.e. a point a distance of 2 away) byx. The ovals encircling two points are the support configurations of the estimators and distributions; the red numbers (the numbers to the left in the pairs of numbers) give the values of the distribution and the black numbers (the numbers to the right in the pairs of numbers) give the value on the support of the estimator. We refer to these knowledge states as A xz , B xyz , C z , D xyz , E xz , F xz , G xz and H xz . When we only refer to the configurations we will use the same notation except we will use lower case letters; thus the constellations are referred to as a xz , b xyz , c z , d xyz , e xz , f xz , g xz and h xz . We finally note that the numbers in the boxes denote a potential, which is used later. We now turn to Item 2 and describe how, using randomization, a new knowledge state is chosen. Given S = (ω, π) and r there are subsequent knowledge states S i = (ω i , π i ) and subsequent nonactive weights λ i for i = 1, . . . m, m i=1 λ i = 1. Then for each i, A chooses S ′ to be S i with probability λ i . Again, for M 2,4 , Figure 3 shows all eight possible subsequents.
We will now discuss how we can see if a knowledge state algorithm is competitive. Given the subsequents, a real number adjust A (S, r) is computed such that (ω∧r)(u) ≥ adjust A (S, r)+ m i=1 λ i ω i (u) for each x ∈ X , where we define function ω∧r as (ω∧r)(w) = min {ω(u) + d(u, w) | u ∋ r}. We will use a standard potential argument to prove competitiveness, and thus we will need to associate a potential Φ with each knowledge state. We now define the update condition for a given step. To this end, fix competitive ratio C > 1. Let S be the current knowledge state, let {S i } be the subsequents for the current step, and λ i be the probability that S i will be chosen in this current step. Let cost A to be the expected cost of the algorithm A. Then the update condition is that
We will make use of the following lemma from [3] : Lemma 1 If the update condition holds at every step of a knowledge state algorithm then the algorithm is C-competitive. Figure 4 shows the step where the knowledge state S is Dxyz andx is requested. For S we have an estimator with support ω({z, x}) = ω({z, y}) = ω({z,z}) = 0 and distribution 1 4 on {z, x}, 1 4 on {z, y} and 1 2 on {z,z}. In this situation the knowledge state algorithm chooses knowledge states G zx , D yzx , and D yzx with equal probability of Figure 4 .) Next, we will argue that the update condition, i.e. inequality 1, does indeed hold for this step. To argue this we first focus on the "intermediate state" W depicted to the right of Dxyz. First note by using elementary arithmetic that the weighted average of the three subsequent states G zx , D yzx , and D yzx gives exactly the intermediate state W , both its distribution as well as its estimator function.
Turning now to ω∧x it is easily calculated that the resulting estimator support set consists of {{x, x}, {x,z}, {x, z}, {x, y}} with value 1 on all the elements in the support set. Note now that if ω∧x is lowered by We now analyze the cost of the algorithm for the step. It is the cost of the move from the distribution of Dxyz to the distribution of W . We remind the reader that this can be done solving a transportation problem. An instance of the transportation problem is a weighted directed bipartite graph with distributions on both parts. More formally, an instance is an ordered quintuple (A, B, cost , α, β) where U and V are finite non-empty sets, α is a distribution on U , β is a distribution on V , and cost is a real-valued function on U × V . A solution to this instance is a distribution γ on U × V such that
Then cost (γ) = u∈U v∈V γ(u, v)cost (u, v), and γ is a minimal solution if cost (γ) is minimized over all solutions, in which case we call cost(γ) the minimum transportation cost. The left part of Figure 5 shows the instance of the transportation problem which results from the situation in Figure  4 . A solution of the problem is given by the following: Move 
from {z, y} to {x, x} at cost 2. Thus the total cost of the algorithm in this step is 
A complete listing of moves of the algorithm is given in columns one to three of Table 1 . We have: Theorem 1 The knowledge state algorithm of Table 1 is C-competitive with C = 19 12 . Proof: Update condition 1 is verified for every step in Table 1 .
The Wireframe Algorithm
The knowledge state algorithm described in the previous section was analyzed in the mixed model of computation. We recall that this implies that there is a competitive behavioral online algorithm. The following lemma is well-known. (It is, for example, implicit in Chapter 6 of [5] .) Lemma 2 The mixed model and the behavioral model of randomized online algorithms are equivalent, in the following sense. If A 1 is an algorithm of one of the models, there exist an algorithm A 2 of the other model, such that, given any request sequence ̺, the cost of A 2 for ̺ is no greater than the cost of A 1 .
We will now translate our algorithm into behavioral form, a form in which it is easy to implement the algorithm into an actual working computer program. The resulting behavioral algorithm is called the "wireframe algorithm." At each step, in addition to the position of the two servers, the algorithm also keeps track of certain points in an octahedron. This can be best illustrated by a wireframe of an octahedron; see Figure 6 . In the situation depicted in Figure 6 (see top octahedron) the server positions are at points y and z and the algorithm keeps track of constellation d xyz . (See the dashed lines.) Note that constellation d xyz can be best thought of as the wireframe shown in Figure 6 (top part). Next, the Figure (lower part) shows the behavior of the algorithm ifx is requested. With probability 1 6 the algorithm moves the server at point y to pointx and and the server at point z to x and goes into state (i.e. wireframe) d yzx . With remaining probability 1 6 the algorithm does exactly the same server movements (y tox and z to x) and goes into state (i.e. wireframe) d yzx . Furthermore, with equal probabilities 1 3 the wireframe algorithm moves the server at point z to point x and goes into state (i.e. wireframe) d yzx or d yzx .
of Figure 4 . The translation uses the solution to transportation problem of Figure 5 . Note that there is probability mass of 1 4 at {(z, y)}. Mass 1 12 is moved to {(x, x)} and mass 1 6 is moved to {(x, y)}. Thus, given that the constellation is {(z, y)} the conditional probabilities for {(x, x)} and {(x, y)} are 1 3 and 2 3 respectively. Following Figure 5 to the right, we see that the mass 1 3 at {(x, x)} is equally divided between constellations d yzx and d yzx . The same is true for the mass at {(x, y)}. We conclude that the algorithm chooses with probability In summary we have:
Theorem 2 The wireframe algorithm of Table 2 is C-competitive with C = 19 12 .
The Lower Bound
Indeed the competitiveness of the wireframe algorithm is best possible: Theorem 3 Let A be any randomized online algorithm for M 2,4 . Let C be the competitiveness of A. Then C ≥ 19 12 . Proof: We only give a sketch; the formal proof will be given in the full paper. We refer to Figure 7 . Consider the cross-polyhedron {x,x, y,ȳ, z,z}. Without loss of generality, the initial server position is {(x, y)}. We call this situation START. Now consider:
1. Adversary requests z; pays 1.
2.
A serves request; pays 1.
3. Without loss of generality, A is at x with probability ≤ It can easily be argued that the probability that A has a server at y is not smaller than 1 2 and that the probability that there is a server at x is not larger than We call this situation the MIDDLE, see Figure 7 . Let p = probability there is a server atȳ q = probability there is a server at z r = probability there is a server at y Then p + q + r = 1.
Case i: q + 2r ≥ b) A must move server from y and z toȳ; pays q + 2r.
Situation has returned to START: Adversary has paid 2, A has paid no less than 2 + b) A serves request and pays 1 − r. Thus, the probability that there is a server at x after this move is ≤ 1 − p.
c) Adversary requests x, pays 0.
d) A serves request, pays ≥ p.
We have now returned to MIDDLE, with the roles of y andȳ interchanged. The "middle loop" consists of the two requests between the two times of MIDDLE. Analysis of the middle loop: Adversary pays 1. A pays no less than (1 − r) + p = (p + q) + p = 2p + q. But 2p + q = 2(p + q + r) − q − 2r ≥ 2 − 
Concluding Remarks
The knowledge states from Table 3 were found by trial and error using computer experimentation. We mention that there exists a slightly simpler knowledge state algorithm for M 2,4 , which is of order 2, with competitiveness . We note that for that case we also have calculated, through computer experimentation, the minimum value of C in the sense that no lower competitiveness for any order 2 knowledge state algorithm for M 2,4 exists. This value is C = 173+ √ 137 112
. These results, as well as our results for the server problem in uniform spaces (equivalent to the caching problem), indicate a natural trade-off between competitiveness and memory of online randomized algorithms. {bxzr, zr} bxyz, xz x 1{axz, xz} bxyz, yz x 1{axz, xz} bxyz, xzx 1{dyzx, xx} bxyz, yzx
