Abstract-Nowadays energy consumption is one of the most significant aspects in Internet operations, where multi-level routing is widely used. In a typical hierarchical router cache structure, the upper level storage serves as a cache for the lower level, which forms a distributed multi-level cache system. In the past two decades, several classic LRU-based multi-level cache policies were proposed to improve the overall I/O performance of storage systems. However, few power-aware multi-level cache policies focus on the storage devices in the bottom level, which consume more than 27% energy of the whole system [20] .
I. I NTRODUCTION
Multi-level cache is one of the most significant techniques to bridge heterogenous network devices to provide high aggre gate and concurrent 110 performance, which is widely used for network services such as cloud computing. In a typical hierarchical router caching structure, the storage devices in the upper level serve as caches to accelerate the 110 processing for the lower level, which forms a distributed multi-level cache system. Based on the access patterns of various 110 workloads, a multi-level cache system typically uses hints to identify the status of data blocks in different levels, which provide a global view of the storage system to enhance the 110 performance.
Research on multi-level cache becomes popular in the last two decades. Several classic policies are proposed to improve the overall performance, which make data blocks exclusively in different levels by using various types of hints [21] , [24] . If a data block is demoted from upper level to the lower level, a flag can be applied with this block, which is called "demote hint". Meanwhile, if a data block is promoted from the lower level to the upper level, the corresponding flag is called "promote hint". If the status of data blocks are identified by an equation or an experienced function according to the 110 18 workloads of different applications, the corresponding flags are "application hints". According to the differences among hints, multi-level cache policies can be divided into three cat egories, demote-based multi-level policies [27] , [28] , promote based multi-level schemes [8] , [29] , [31] and application-based multi-level algorithms [14] , [16] .
However, existing approaches focus on enhancing the 110 performance [27] , [8] , [12] , but ignore the energy efficiency of storage systems, which is a critical issue in tremendous literatures [36] , [25] . In particular, in a multi-level cache system, energy consumption of storage devices in the bottom level is ill-considered. For example, in Figure 1 , we compare the optimal and typical cases I by using write-back and flush policies in a multi-level cache. It is clear that the optimal write-back and flush policies can save the energy consumption of storage devices by up to 80%. Hence an efficient energy management policy in multi-level cache is necessary. Fig. 1 . A normalized energy consumption of different policies and corre sponding optimal model under two real traces. (cache size is 64MBytes, the time window is 5 second). The Write-Back sends only the last dirty block to disk when cache is full. while the Flush writes all the dirty blocks. The optimal result of each policy is implemented by re-organising all write in a certain time window to maximum the standby duration of disks.
With the development of energy-efficient architectures [32] and green storage [3] , nowadays energy consumption receives more attention than ever. Although a few power-aware LRU based policies [35] , [36] are designed to make sharp energy reduction for the storage systems, they are insufficient to maintain high performance for distributed multi-level cache systems [27] , [8] , particularly in terms of low aggregate hit ratio. On the other hand, typical multi-level cache algorithms [27] , [8] , [14] , [16] can achieve high performance, while the energy consumption cannot be saved. These algorithms pro-vide a global management among all cache levels via various types of hints, which make caches exclusively to increase the usage of cache space. Therefore, the I/O performance can be improved. However, in these algorithms, the energy saving information are neither involved in hints, nor in global management strategies. Thus the energy consumption cannot be guaranteed at a low level. In summary, existing cache policies cannot provide an efficient management policy to provide both high performance and low energy consumption for multi-level cache.
A possible solution against the energy efficiency issue is to employ Software Defined Networking (SDN) [19] . A SDN based network offers a central control for overall network topology while it guarantees the communication among differ ence network devices. SDN decouples the system into control and data planes. In control plane, a flow table is designed to record the routing information for specific flows in either centralized or distributed manners. For different traffic pattern, the control plane can compute a optimal data path for either high performance or green energy networking.
In this paper, we propose a novel Power-Aware Multi-level cache (PAM) scheme, which can increase the energy efficiency of a distributed multi-level cache system. PAM assembles small I/O write requests in a same disk by writing only once, and the status of the disk can be set to energy-saving mode (e.g., sleep or standby).
Our contributions include,
• We propose a novel multi-level cache policy (PAM) using power-aware information of both data blocks and disks, which efficiently reduces energy consumption of the whole storage systems.
• We develop a model to mathematically describe and analyze our PAM scheme. This model can easily compare the accumulative energy efficiency of all data blocks in each disk.
• We implement our PAM policy which shows higher energy efficiency compared to other popular power-aware cache algorithms.
The rest of this paper continues as follows, Section II briefly overviews related work and our motivation. In Section III we present the design, model and replacement policy of PAM. In Section IV, we present the simulation results by using various multi-level cache approaches. Finally we conclude the paper in Section V.
II. R ELATED WORK AND OUR MOTIVATION
There are three options to reduce energy consumption of Software Defined Network. Reduction of redundant network traffic by flow control or network redesign, replacement of components by energy efficient devices, and using local/global data control policy to optimize resource utilization of SDN [23] . The first two methods are one-time implementation and static. The scalability of the system is restricted. Many researches on router power focuses on changing the traffic pattern or data flow path locally or globally, creating more The i t " block An interval which between two adjacent disk requests
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Life time of a sequential write request to data blocks Disk power in the active mode Disk power in the idle mode Disk power in the standby mode Power required to spin a disk up Power required to spin a disk down Duration time of a disk in the standby mode Minimum value of Ts to achieve energy-saving of storage devices Time consumed to spin a disk up Time consumed to spin a disk down positive write count, which is the total number of dirty blocks aggregated in a request A temporary value of C opportunity for network devices to sleep during the idle time. Gupta et al. [9] consider the problem of aggregating traffic along a few routes in inactive period, making several idle routers more idle. Lun et al. [22] propose to establish minimum-cost multicasting connections over coded packet networks. These methods reaches green routing through rout ing control at link level. They cannot reduce the amount of traffic on the network radically. While our algorithm optimizes the data cache of routers on the passway of dataflow, which forms a multi-level cache model. The optimization reduces the data amount at routing while can be scalable to any network topology with a minimal cost.
A. Disk Power Modes (DPM)
A typical enterprise Hard Disk Drive (HDD) has three modes, Active, Idle and Standby. Meanwhile, several HDDs has a sleep state. In the active mode, the drive is executing a Read or a Write command. In the idle mode, the drive is not actively working but the heads are flying over the disk. Therefore, the energy consumption in the idle mode is slightly lower than the active mode, but the disk is out of service. In the standby mode, the drive is not spinning while the electronic interface still accepts system calls. Various approaches are presented to analyze different modes of various disks [11], [10] . If we want to switch between the active mode and the idle mode, a small amount of energy need to be consumed. For another scenario, if we want to change the status by spinning up from the standby mode, a huge amount of time and energy consumption are required.
The principle task of an energy conscious disk management policy forces transition to standby mode when there is a potential energy saving. It consists of two steps, detecting suitable idle periods and spinning down the disk to a low power mode. Generally, history behavior is traced in the detection step to make a prediction on how long the next idle period last. If the period is long enough to overweigh the spin up/down cost, the disk shifts into standby mode.
To make an accurate prediction on the duration of an upcoming idle period, Disk Power Modes (DPM) [17] is one of the most significant ways to guarantee efficient spin-up/spin down in storage devices.
Research on DPM has appeared in many literatures. A fixed threshold is used in [7] , wherein if the idle period lasts over two seconds, the disk is switched to standby mode, and is re-spun up only when the next request arrives. Irani et al. [13] describe a scheme to calculate the minimal length of an idle period to justify the spin-up/spin-down costs for multiple power modes. Gurumuthi et al. [10] . have proposed an approach, in which the disk can spin to several lower speed modes dynamically to expand the energy saving opportunities. Du et al. [3] introduce a three-state disk model to conserve energy of streaming media server with QoS guaranteed.
B. Cache Replacement Algorithm
Multi-level cache is a topic in recent years. MQ [34] identifies three properties for a good second level buffer cache: minimal lifetime, frequency-based priority and temporal fre quency to efficiently manage the second level buffer cache. With the development of hints [21] , [24] , multi-level cache algorithms enter a new era. Typically, they can be divided into three categories, demote, promote and application hint based algorithms. Several popular cache policies are presented in many conferences and journals, such as Karma [29] , MC 2 [30] , CLIC [16] , Hint-K [28] etc.
Many researchers have attempted to decrease the power consumption by software approaches. Previous literatures [26] , [6] aim to control cache power states adaptively at runtime. Matthew et al. [26] purpose a memory management infra structure to save energy. Cai et al. [2] present a scheme to adjust the cache size and disk time out value for reducing the average energy consumption. Li et al. [15] propose a memory disk joint power management policy to constraint energy with guaranteed overall performance. Previous studies [35] , [36] investigate the role of storage cache management algorithms to decrease disk energy consumption. These approaches reduces the frequency of spin-up, which is caused by miss when cache is full.
C. Our Motivation
Nowadays most commercial storage servers use a large storage cache to speed up 110 processing, where many cache replacement algorithms are proposed to cache hot data as much as possible to improve performance. However, according to an investigation on the energy consumption of disk drives 20 [35] , the performance-oriented cache algorithms is not energy optimal. Ty pical cache policies maximize the usage of cache space by adjusting the request queues, which directly affect the energy consumption of data disks. These cache algorithms are difficult to tradeoff between the performance and energy consumption, which motivates us to propose a new cache policy in this paper.
III. P OWER-A wARE M ULTI-LEVEL C ACHE (PAM) POLICY
In this section, we give the details on the Power-Aware Multi-level Cache (PAM) Policy, which involves the iden tification of hot blocks, demotion/promotion policies, write mechanism, etc.
A. Design Purpose
Existing power-aware storage cache methods save energy by extending the idle periods of storage devices. The major limitation is that they are not comprehensive solutions for both cache and storage devices. Based on this key insight, we introduce a novel multi-level cache scheme (PAM) by providing both high performance and low energy consumption for storage systems.
Regarding to the write requests, PAM uses a specific scheme to save energy consumption. First, according to the data blocks in each level, PAM defines a value to identify hot data blocks, which includes the history hint information, the corresponding disk status, update frequencies, etc. Second, a proper demotion/promotion policy are designed to improve the performance. Third, based on the hotness value of data blocks, an efficient write mechanism are proposed to flush write requests to standby/sleep data disks. In addition, PAM also has strategy to handle data consistency. In the following subsections, we give the design details of these techniques.
B. Identification of Hot Blocks
In this subsection, we illustrate the identification of hot blocks in PAM.
PAM exploits the hotness of a dirty block to decide whether the block is suitable to be updated on storage devices. Typi cally, the hotness value of a data block involves three elements as below,
• Disk Status (delegated by "D"): This element records the Disk Power Mode (DPM) information. When a disk is in the low power mode (standby or sleep), the disk status is set to "1". Otherwise, the value is set to zero. Basically, the value is updated when a disk switches between high and low power modes.
• Inter-cache Communication (delegated by "1"): This el ement indicates the blocks' activities among different cache levels. If a block is demoted from the upper to the current level, the value of inter-cache communication is set to "0". Otherwise, it is set to "1".
• Updating frequency (delegated by "U"): This element saves the update frequency of data blocks. PAM defines a threshold for each cache level. If the update frequency of a data block is larger than the corresponding threshold, the value of update frequency is set to 1. Otherwise, it is set to zero. In Table II , we summarize the relationship between update frequency and disk operations. It is clear that update frequency has a significant impact on both 110 performance and energy consumption.
In PAM, to quantitatively measure the elements, we set various priorities for them. Generally, disk status has the highest priority and update frequency has the lowest priority. It is reasonable that PAM trades energy-saving element as the most important for storage devices. In our implementation, we assign one bit for each element to categorize different hotness values, which is organized as a mixed hint. Thus, the hotness of a random block x is calculated by,
C. Demotion/Promotion Policy
When a data block is written and the cache are full, PAM has demotion and promotion policies to handle the corresponding dirty blocks. 1) Demotion Policy: Dirty blocks can be demoted to a lower level only when the cache is full. PAM demote the coldest block instead of the tail block. The related algorithm is shown Algorithm 1.
2) Promotion Policy: PAM promotes hot dirty blocks to the upper level at a fixed rate. The corresponding Algorithm 1 shows the procedure of promoting a block from Li+l to Li.
At the end of a time window, the hotness Hx of the coldest block in Li is sent to Li+l to initiate promotion. Li+l will promote the hottest block if its hotness is larger than Hx.
D. Write Mechanism
PAM takes a write mechanism at the last level cache to optimize the access pattern of data disks. It captures the historical statistics of read and write operations and select a small portion of dirty blocks to be flushed to data disks, which is decided by a well defined ratio. It is calculated by a positive write count (C) divided the total number of dirty blocks in L n (Nd),
In a fixed time window, if the sum of all write requests intervals is larger than the related threshold, C is equal to the total number of write requests. After C is set, PAM Nd dirty blocks in Ln, which are aggregated as a request on a large data block. Then the request is written directly to the disks with the standby/sleep mode. To make PAM energy efficient, we should trade-off the performance degradation and the reduction on energy consumption. To achieve this goal, PAM sets a threshold, which is the minimal duration time that a disk can maintain in the standby mode. Even if disk mode is switched at an inappropriate time, such as spinning up a disk immediately after spinning down, extra energy consumption is required. Therefore, with a given DPM scheme and a request queue, the threshold (minimum duration time in the standby mode for a disk) is decided by the parameters of a disk and update frequency , which can be computed by the following inequality,
The threshold (minimum duration time of a disk in the standby mode) can be calculated by Equation 3,  Tm i n-s (Ps-Pdl)*Ts+(P"p-Pdl)*T"p Pdl-Ps
IV. S IMULATION M ETHODOLOGY A ND A NALYSIS
To verify the effectiveness of PAM, we use trace driven simulation to evaluate the PAM scheme and compare it with several popular cache approaches, such as LRU [5] , PA -LRU [35] , PB-LRU [35] , Demote [27] and ARC [18] .
A. Simulation Methodology
We use a modified fs cachesim as the simulator to evaluate various cache approaches, which appears in several literatures [27] , [28] . The length of profiling period is set to 10 percent of the runtime module. The specification of the data disks in our simulation is similar to the IBM Ultrastar 36Z15 [1], which is shown in Table III . SSD is excluded in our simulation" (3) TPC-C: The traces were collected at a server running TPC-C benchmark.
Unlike the simulation of other cache algorithms which have to wait for enough blocks flooding into all cache levels, PAM ignores the warm up time in fs cachesim.
Unless otherwise mentioned, the following default parame-22 ters are used: two cache levels (n = 2) and block size 4KB. Default ratio of cache size between an upper cache level and the next lower level is 1 : 4. Aggregate cache size is the sum of all cache level sizes. Based on the default settings, the average access time of Ll cache, L2 cache and disks are 0.2ms, 2ms and 10ms, respectively.
B. Numerical Results
In this section, we give the numerical results of energy efficiency using different cache algorithms.
1) Energy Consumption
The first experiment is to compare the energy consumption of PAM to other algorithms under different traces. Ty pical multi-level cache algorithms don't contain any power-aware policy, so they are excluded in our comparison. We use the energy consumption of the LRU replacement algorithm as the baseline (100%). In some write intensive traces, such as TP C-C (in Figure 2 (c» and Microsoft Exchange (in Figure 2(b) ), compared to the power-aware cache algorithms (PA-LRU and PB-LRU), PAM saves the energy consumption by up to 15%.
2) Cache Performance Next, we measure the cache per formance under different workloads. In this experiment, we use two traditional metrics (Aggregate Hit ratio and Average Response Time) to evaluate the 110 performance. Because PA LRU and PB-LRU have lower performance than typical LRU algorithm [35] , [36] , they are not included in our comparison. Nowadays most multi-level cache algorithms are based on demote hints [27] , [4] , [33] , [28] , so we select Demote algorithm [27] in our comparison 2 .
The results of aggregate hit ratio are shown as Figure 3 . We can see that the aggregate hit ratio of PAM is acceptable. In many cases, PAM has slight performance degradation (by up to 2.2%) compared to other popular performance-oriented cache algorithms. This is reasonable because some cache space are used to store the metadata of flush write blocks.
C. Analysis
From the results in previous section, compared to LRU, PA LRU, PB-LRU and Demote, it is clear that PAM has many advantages on power reduction and power efficiency. There are several reasons to achieve these gains. First, PAM is a power-aware policy based on the quantitatively analysis of data disks, which selects a proper number of dirty blocks in the upper level cache to flush to the storage devices. It can sharply reduce the power consumption of data disks. Second, PAM is a global cache management scheme considering both read and write requests. On one hand, the write requests are flushed to save energy. On the other hand, PAM retains demote hints to process read requests, which can maintain high performance. Therefore, PAM achieve high energy efficiency.
V. C ONCLUSIONS
In this paper, we propose a novel multi-level cache algo rithm, which can sharply decrease the energy consumption via extending the period of standby mode of data disks. In our simulation, compared to PA -LRU and PB-LRU, PAM saves the power consumption by up to 15% while the performance is still competitive with the existing popular cache schemes such as LRU and Demote under different I/O workloads.
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