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AIBTRACT 
Phenological da$n os repor-tcd-at  %Ire crop repor t ing  d i s t r i c t  (CRD)  l e v e l ,  
and envirotl~ncntal, da ta  from t h e  Ntttional C l i m n t o l o ~ i c a l  Center appear. t o  be 
viable  sources o f  infoxmation f o r  use i n  development and t e s t i t l g  of an ad- 
jus tnb le  crop calcndar model f o r  winCer wheat. These d a t a  were u t i l i z e d  f o r  
t h i s  s tudy,  i n  which general ized l e a s t  squares t;echniques were applied f o r  
parameter est imation of fu~ lc t ions  t o  p red ic t  winter  wheat phenologicai  s t a g e ,  
with environinen",l values a s  independent va r i ab les .  The independent vnriablcr,  
inves t iga ted  included d a i l y  meximum t emperature ( T , d a i l y  minimum t enlpera- 
t u r e  (T,) , d a i l y  daylength (D~), and d a i l y  p r e c i p i t a t i o n  ( P ~ ) .  
Af te r  parameter est imation,  t e s t s  were conducted using independent da ta .  
From t h e s e  t e s t s ,  it !nay genera l ly  be concluded t h a t  exponential  funct ions  
have l i t t l e  advantage over p~ lynomin l s .  P r e c i p i t a t i o n  w8.s not  found t o  s ign i -  
f i c a n t l y  a f fec t  t h e  f i ts .  The Robertson ' t t r iquadra t i c ' t  form, i n  genera l  use 
f o r  sp r ing  wheat, was found t o  y i e l d  good r e s u l t s ,  p a r t i c u l a r l y  f o r  t h e  
emerge-joint i n t e r v a l ,  but  s p e c i a l  techniques and care  are requi red  f o r  i t s  
use. 3n most ins t ances ,  equaeicns wieh nonlinear  e f f e c t s  were found t o  
y i e l d  e r r a t i c  r e s u l t s  vhen u t i l i z e d  wi th  averaged d a i l y  environmental values 
a s  independent va r i ab les .  
The p a r t i c u l a r  combination of ~ r ' w t h  rake  funct ions  recommended, wi th in  
t h e  var ious  phetlologicnl i n t e r v a l s  is: 
Plant-merge: R = 0.087870 - 0.000li50p8 C~ 
Joint-Head: R r exp (-6.22319 + 0 12008 TX 
+ 1.0337 (DL ..12) - 0.038591 TX (DL - 12) 
2 
-0.45441 (D, - 12) 1. 
Variance propagation studies indicate that the  resu l t s  obtained u t i l i z i n g  these  
f m c t i o n s  m e  ~ m s i r t e n t  with the s t a t i s t i c a l  uncertainties associated wlth the  
data used for  parmeter estimation and t e s t i n g .  
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INTRODUCTION 
The Large Area Crop Inventory Ekperiment (LAcIE) u t i l i z e s  winter  wheat 
crop calendar,  o r  b iometeoro~ogical  time s c a l e ,  information i n  severa l  ways. 
Among these,  ana lys t  i n t e r p r e t e r s  use  t h e  information i n  t r a i n i n g  f i e l d  
s e l e c t i o n  and o the r  researchers use t h e  information i n  y i e l d  modeling e f f o r t s .  
To da te  t h e  needed winter  wheat crop calendar information a s  been pro- 
v ided i n  one of  t h r e e  ways. I n  t h e  f i rs t ,  h i s t o r i c a l  records  a r e  u s e d t o  com- 
p u t e  an average d a t e  a t  which t h e  crop w i l l  reach a s p e c i f i c  s t age ,  A 
"spread", computed s t a t i s t i c a l l y  from t h e  data ,  i s  included t o  account f o r  
W y e a r l y  va r ia t ions .  I n  t h e  second, functions found by Robertson (1) a r e  
modified f o r  use  i n  winter  wheat. !Chese modificat ions are necessary be- 
cause t h e  Robertson's model was generated f o r  spr ing wheat i n  t h e  Canadian 
p r a i r i e  provinces. The most commonly used procedure used t o  modify t h e  
~ o b e r t s o n '  s model has been t o  ca lcu la te  " m u l t i p ~ i e r s "  f o r  winter  wheat ( 4). 
A t h i r d  technique ( 5 )  u t i l i z e s  t h e  "nonnal" winter  wheat crop calendar,  
modified f o r  " locat ion speci f ic"  e f f e c t s ,  a s  indica ted  by long term tempera- 
ture averages. 
These techniques s u f f e r  from ser ious  l imi ta t ions .  I n  t h e  first, 
v a r i a t i o n s  i n  p lan t ing  dates,  and t h e  l a r g e  v a r i a t i o n s  inherent  wht:, aver- 
aging over many years ,  means t h a t  considerable uncer ta in t i e s  r e s u l t  i n  t h e  
est imated dates.  For t h e  second, it must be  emphasized t h a t  Robertson's 
model was generated f o r  spr ing wheat, whose growth environment d i f f e r s  
* Nimbers i n  parentheses throughout t h i s  r epor t  r e f e r  t o  t h e  reference  l i s t  i n  
t h e  back. 
considerable from t h a t  ~f winter wheat. S p r i n ~  wheat temperatures i n  general 
a r e  on the  r i s e  throughout t h e  growth and ripening of t h e  crop. DayXcneths 
i n  general  increase  d u r i n ~  emergence and subsequcn.1;ly decrease. Winter wheat. 
on t h e  other hand, i s  planted and emerges during a period of declining temper- 
a tu res  and daylengbhs, undergoes a long winter dormancy period, and then 
completes i ts  growth under conditions of increasing temperature and day lenahs  
a f t e r  spring greenup. The t h i r d  technique y i e ld s  good r e s u l t s ,  but  does not 
y i e l d  a universal  model applicable a t  locations worldwide, being dependent 
upon long term temperature records. 
For these  reasons it was f e l t  desirable t o  seek an acceptable crop 
calendar f o r  winter wheat spec i f ica l ly ,  based upon phenological repor ts ,  i p  
which weather and environmental ~ s r i a b l e s  could be used t o  predict  winter 
wheat growth stages.  This was t h e  overal l  goal  of t h e  research conducted. 
With t h i s  goa l  i n  mind t h e  following research objectives were formulate&: 
a. $0 def ine data  sowces which may be u t i l i z e d  i n  t h e  fornula- 
w 
t i o n  of such a model; 
b. t o  generate computer programs which may be used t o  invest igate  
v a r i o u ~  mathematical model; 
G .  t o  i d e n t i m  functional foms  which a r e  appropriate f o r  des- 
c r ib ing  winter wheat growth s t  ages; 
d, t o  obtain  r e l i hb l e  estimates of parameters f o r  these  func-. 
I 
t i o n s ,  and variance estimates of these  parameters; 
e. t o  identif 'y and invest igate  aux i l l i a ry  problem areas,  such as  
winter  dormancy c r i t e r i a ;  
f .  t o  test t h e  parameter estimates obtained using independent 
da t a  s e t s ;  and 
3 
6 .  t o  perform variance propa~aCioll s tud ies  t o  assess  expected 
var ia t ions  i n  applyin8 the  models, and compare these  with 
var ia t ions  real ized during tes t ing .  
I n  t h e  first phase of t he  investigation (6), a c t i v i t y  was centered upon 
gathering phenological and meteor01ogi~:crl data  a t  t h e  Crop Reporting D i s t r i c t  
(CRD) l eve l ,  reduction and edi t ing of ~rf~Sa Sat&, and application of generalized 
l e a s t  squares techniques f o r  parameter e s t h a t i o n .  Evaluation of t h e  resu l t ing  
functions was l imited t o  s t a t i s t i c a l  t e s t i ng  of residuplr tsd variances of 
res idua ls  r e su l t i ng  from the  l e a s t  squares estimation procedure. 
During t h e  second stage of t he  inrrestigation, increased da ta  were gathered 
and u t i l i z e d  i n  t h e  parameter estimation programs, t e s t  programs were gen- 
e ra ted  and data  produced f o r  use  i n  these ,  and variance propagation s tudies  
were conducted. 
FUNCTION ESTIMATION 
The object ive  of t h e  modeling process was t o  obtain a re la t ionship pre- 
ddcting pheno log ic~ i  s tage numbers as  a function of environmental var iables ,  
The phenological stages and t h e  associated s tage  numbers used i n  t h i s  study 
are as follows: 
Stsge 
Planting 
Emergence 
Jo in t  ing 
Heading 
Soft-Dough 
Number 
0 
1 
2 
3 
4 
5 Ripe 
4 
The environmental va r i ab les  s e l e c t e d  were t h e  s m e  as those  used by 
Robertson ( 3 ) .  Thc~la variable6 are d a i l y  maximum tcmpcrnture, datly minimum 
temperature, and daylcngth, used t o  repre~en't;  photoperiod. I n  add i t ion ,  
p r e c i p i t a t i o n  was inves t iga ted  a s  a poss ib le  independent va r i ab le ,  i n  an 
at tempt t o  a s sess  t h e  poss ib le  importance of moisture i n  such a model. 
Data Sources 
-
Phenological d a t a  at t h e  Crop Reporting Distr ict ;  (CRD) l e v e l  were used 
i n  t h i s  study. Depicted i n  Figure 1 a r e  t h e  crop repor t ing  d i s t r i c t s  used 
i n  t h e  United S t a t e s .  H i s t o r i c a l  da ta  from some Great P l a i n s ,  Midwest, and 
Rocky Mountain s t a t e s  were obtained from NASA's Johnson Space Center,  Earth 
Observations Division.  Data were gathered and included in t h e  da ta  s e t s  f o r  
least squares parameter estimation. A summary of t h e  number of  locat ion-  
y e a r s  included f o r  each s t age  i s  shown: 
Stage Location-Y e a r s  
Plant-Emerge ( 0-1) 37 
Emerge-Joint ( 1-2) 53 
Joint-Head (2-3) 79 
Head-Soft Dough ( 3-4) 65 
Soft Dough-Ripe ( 4-5) 62 
For each locat ion-year of da ta ,  meteorological  d a t a  were averaged from s e v e r a l  
sta 'kjons wi th in  t h e  crop repor t ing  d js t r ic -b .  Spec i f i c  locat ion-years used i n  
t h e  l e a s t  squares program a r e  summarized i n  Fable 1 ,  The a a t e s  used f o r  
modeling were t h e  50%, o r  median dates ,  converted t o  J u l i a n  Day IJumbers, a t  
which t h e  crop reached each s tage .  Table 2 shows a t y p i c a l  r epor t  of t h e  
0 
I 
I d a t e s  a t  which t h e  crop reached each s t a g e  f o r  a s i n g l e  year  i n  one s t a t e .  It 
I )  should be noted t h a t ,  throughout t h e  United S t a t e s ,  t h e r e  e x i s t s  a g rea t  
varitrbil . i ty a s  t o  winter  wheat phenology repor t ing .  A s  may be  seen from 

Table 1 
Summary of Location Years Uscd 
For Least Squares Paranetor Estimation 
S t a t e  
- Crop Year C.R.D. 
Color ado 1972 
w 7 5  
Idaho 197 5 199 
Colorado 19 72 
197 4 
Mont ana* ' 2.3 1971 
1972 
North Dakota*' * 1970 
1971 
1974 
Oklahona 1965 
1966 
19 70 
Colorado 1972 
1974 
Kansas 
Montana 3 1971 
1972 
North Dakota 
Oklahoma 
Tablo 1 
(Continued) 
S tage  
3- 4 
S t a t e  
-
Colorado 
Idaho 
Crop Yen; C.R.D. 
1974 2,699 
Kansas 
Missouri. 
Mont m a  
Oklahoma 
Colorado 
Idaho 
Kansas 
Missouri 
Montana 
*Data included only f o r  winter  dormancy t h r o u ~ h  spr ing  greenup. 1 
i 
I 1 . )  "Acceptable stand'' reported.  mergence est irrated by in te rpo la t ion .  
I 
2. ) mergence not reported.  
3. ) "Boot" repor ted .  J o i n t i n g  estimated by i n t e r p o l a t i o n ,  
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Table 1, few s t a t e s  report  a l l  tbc phcnolo~ica l  stages,  and eeveral report 
stages -which d i f f e r  from the  otnndard stageb, For examplc, OklaJloma rcporta 
"acceptable s tmd"  rather  than emereence, and both Idaho and Montana report 
"boot" rather  than jointin&. 
As independent variables,  values of dai ly  maximum and minimum temperature, 
daily precipi ta t ion,  and daylen~th  may be used. Values for  temperatures and 
precipitation a r e  available on a dai ly  basis from t h e  National. C1imal;ological 
Center, NOAA, Asheville, North Caroli:?n. Records were obtained for  the s t a t e s  
and years for which phenological data were available. Tables 3 and 4 show 
typical  Listings of temperatures and precipi ta t ion,  respectively, as reported 
b~' t he  Nationdl Climatological Center. The value of daylength may be cal- 
culated as a function of la t i tude  and Julian Day Number, The empiricai ,qua- 
t ion obtained by Stuff (2 )  was used for  t h i s  purpose in  t h i s  investigation i n  
vh!ch a tangent function i s  u t i l i zed  f o r  la t i tudes  l e s s  than 40°, and a 
tangent-squared function f o r  la t i tudes  above boo. 
Functional Forms 
Tilese data were used i n  general l eas t  squares procedures t o  estimate , 
parameters for  functions of the form 
Eq. 1 
in  which R represents dai ly  .r:owth r a t e ,  5 represents a vector of parameters, 
variable with  t h e  model chosen, estimated through the  generalized l eas t  squares 
10 
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al,qoritlun, and X rcprencnts the vector of indcpcnasnt variaW.cs choocn, i n  th in  
case, 
0 
where, = dai ly mwimwn temperature i n  C., 
0 
T~ = dai ly niini~mn temperature i n  C., 
DL = day len~ th  (representing photoperiod) i n  houro. 
P, = dai ly precipitation 
The specific functional forms selected were of three classes.  The f i r s t  
was a polynolnial of the  form 
The second t 'unction~l form invesligaled was the  exponential 
Eq. 3 
13 
For these  func t ions ,  s e v e r a l  cases were rut1 uniae computer programs 
generated durine t h e  f i r s t  phase of the con t rac t ,  i n  which v a r i o u ~  subsets  of 
t h e  equations were chosen. I n  a l l  cases,  terms containing aoylerlgth (DL) 
were omit ted f o r  s t a g e  0-1. 
The t h i r d  func t iona l  fomi inves t iga ted  was %h,? " ~ o b e r t s o n  model" (l), of 
t h e  fonn 
Eq. 4 
f o r  a l l  s tages except t h e  plant-emerge i n t e r v a l .  For t h i s  s t a g e ,  a function 
of t h e  fonn 
was chosen. 
Least Squares Techniques 
For  t h i s  i n v e s t i g a t i o n  parameters f o r  t h e  above functions were est imated 
using t h e  general  constrained lninimum l e a s t  squares approach a s  published 
by Mikhail ( 3 ) .  The method, c a l l e d  "Simultaneous adjustment of  observations 
and parameters ," allows maximum f l e x i b i l i t y  f o r  inves t iga t ions  of  a l t e r n a t e  
s func t iona l  forms and provides an extemely powerful t o o l  f o r  determining 
I 
I parameters of  t h e s e  functions and es t imat ing  variances of  t h e  parameters 
lk 
obtained. 'Fhc follswing ilistluaoion providcs a brief s m n r y  o r  the  tcchtlique. 
For a more ilctniled discuooion, tile reader i s  rcfcrred t o  Milthail ( 3 ) .  
Given a vector of n or iginal  obccrvntions 
and a s e t  of condition equ;rtionn of the  Z O ~ I I \  
I n  which there a re  r equations, X i s  the  yector of n adjusted observations, 
H i s  t h e  vector o r  u paymeters t o  be estixnated, a i ~ d  i s  the  nu l l  vector, 
- 
then the  follow in^ Inay be stated. 
Since, i n  general, these equations w i l l  be nonlinear, a Taylor's se r ies  
approxinlntion may be written as 
in  which 
are  t h i  Jacobisn lrlatrices of the  functions with respect t o  the  observations 
and parmleters, respectively, and evaluated a t  observed values and parameter 
estimates. Further, 
i s  t h e  evaluat ion of  the functionu with observed values and parameter 1 
es t imates ,  1 i s  t h e  vec to r  of rcsidrrals t o  be applied t o  t h e  observed 
q u a n t i t i e s ,  and 4 i s  t h e  vector  of  correc t ions  t o  be  appl ied  t o  t h e  
parameters. 
The so lu t ion  proceeds using t h e  l e a s t  squares condit ion i n  which 
Eq. 11 
i s  t o  be minimized. P i s  t h e  weight matr ix  of  t h e  o r i g i n a l  observed da ta ,  , 
I f  g p r i o r i  es t imates  of  variance a r e  known, then 
Eq. 1 2  
i n  which gLo i s  t h e  5 p r i o r i  variance/covariance matrix of t h e  observed 
q u a n t i t i e s .  If t h i s  var.lnnce/covariance matr ix  i s  unknown, then  9 r ep resen t s  
some assumed weight matr ix,  and may b e  w r i t t e n  a s  
-1 P = %o Eq. 1s 
i n  which Q 0 r ep resen t s  some assumed cofactor  matr ix  of  r e l a t i v e  var iances  
-L 
and covar imces .  Since,  i n  genera l ,  t h e  A Jacotrian matr ix  i n  Equation 8 w i l l  
not b e  square, and hence, t h e  l i n e a r i z e d  condit ion equ,ations cannot be solved 
d i r e c t l y  f o r  t h e  r e s i d u a l s  and s u b s t i t u t e d  i n t o  t h e  l e a s t  squares condit ion 
09 Equation 11, t h e  more general  method of constrained minimum i s  used. I n  
t h i s  method, rz vec to r  of r Lagrmgian m u l t i p l i e r s  Is defined,  
Then, t h e  following s c a l a r  i s  minimized r a t h e r  than 11. 
t 4 '  = V  - PV - - 2 E ! , ( A V + B ~ - ~ 0 )  
Minimizing by t ak ing  p a r t i a l s  of t h i s  s c a l a r  with respect  o t  t h e  observations 
and parameters and augmenting with t h e  o r i g i n a l  l i n e a r i z e d  condit ion equa- 
t ions  r e s u l t i n g  i n  t h e  following t o t a l  s e t  of  nonnal equations: 
This set may be solyed by p a r t i t i r l l n g  wi th  t h e  fol lowing r e s u l t s  
i n  which, 
These equations a r e  solved i n  an i t e r a t i v e  manner u n t i l  con;ergence. 
After convergence, t h e  reference variance may be  computed by 
vt P v 
- --  2 s - ,  
'0 r-u 
Variance propagation techniques may be used t o  show t h a t  ( 3 ) .  
Eq. 20 
Eq, 21 
Eq. 22 
Eq. 23 
y i e l d s  an es t imate  of t h e  a p o s t e r i o r i  varia.nce/covariance matr ix  f o r  t h e  
parameters . 
The reference  variance s t  represents  a measure of  t h e  "goodness" of t h e  
f i t ,  and may b e  used i n  F t e s t s  t o  determine t h e  s t a t i s t i c a l  s ign i f i cance  i n  
adding o r  de le t ing  terms from t h e  func t iona l  form under inves t iga t ion ,  o r  
i n  comparing d i f f e r e n t  funct ional  forms. 
For t h e  problem a t  hand t h e  function of  Equation 1, formulated i n  terms 
of Equation 7, would b e  f o r  each da ta  point  
18 
i n  which r = 1, n = $, and u would depend upon t h e  number of parameters 
r equ i red  f o r  t h e  f ~ n c t i o n a l ~ f o r m  se lec ted ,  For t h e  case using t h e  genera l  
l e a s t  squares procedure, 
IMPLEMEN'PATION 
E f f o r t s  were made t o  formulate and execute a da ta  reduction system sub- 
j e c t  t o  t h e  c o n s t r a i n t s  of t h e  data, forms ava i l ab le  and cons i s t en t  with t h e  
da ta  requirements f o r  appl ica t ion of t h e  l e a s t  squares techniques discussed i n  
t h e  previous sec t ion .  Computer programs were w r i t t e n  f o r  t h e  polynomial and 
exponential  funct ion forms using both t h e  v a r i a t i o n  of  pa?.?meters and t h e  more 
genera l  l e a s t  squares techniques. Spec ia l  techniques were required  i n  t r e a t i n g  
t h e  Robertson model. 
Data Reduction and Preparat ion 
-
Although t h e  ob jec t ive  of t h e  research was t o  model d a i l y  growth r a t e s ,  R ,  
a s  funct ions  o f  environmental va r i ab les ,  no data  could be obtained f o r  growth 
r a t e  on a d a i l y  b a s i s .  A s  may be  seen from Table 2, phenological d a t a  re- 
por ted  consis ted  at b e s t  of da tes  a t  which t h e  crop reached each phenologi- 
c a l  s t age .  With t h i s  da ta ,  only an average growth r a t e  could be  computed, 
of t h e  form of 
i n  which n = t h e  number of days i n  t h e  i - th  p h e n o l o ~ i c a l  i n t e r v a l  f o r  t h e  
loeat ion/year  . This average growth r a t e  represents  an average, not  only 
over  t h e  time period f o r  t h e  i n t e r v a l ,  but  a l s o  a s p a t i a l  average f o r  t h e  crop 
over  t h e  geographic region representing t h e  crop repor t ing  d i s t r i c t ,  
Environmental d a t a  were eva i l ab le  on a d a i l y  bas i s .  However, it would be  
incons i s t en t  t o  apply da i ly  environmental da ta  i n  t h e  l e a s t  squares modeling 
process  when only averaged growth r a t e s  were ava i l ab le .  Tfierefore, i n  order  
t o  supply environmental da ta  consis tent  with t h e  growth races ava i l ab le ,  t h e  
1 
following pre-processing s t eps  were performed, 
F i r s t ,  within each crop repor t ing d i s t r i c t  several. meteorofogical re-  
p o r t i n g  s t a t i o n s  were se lec ted ,  Up t o  f i v e  s t a t i o n s  were used. Temperature 
and p r e c i p i t a t i o n  da ta  were recorded f o r  each s t a t i o n  on a d a i l y  b a s i s  through- 
out  t h e  repor ted  phenological s t age  i n t e r v a l  from t h e  c l imatological  records.  
Table 5 represents  a typ ica l  d a t a  reduction form used f o r  t h i s  purpose. 
This information was  key-punched onto cards and input  i n t o  a d a t a  re-  
t duct ion program. This program computes t h e  average p o s i t i o n  of t h e  crop 
repor t ing  d i s t r i c t  ( l a t i t u d e ,  longitude,  e l eva t ion)  and t h e  associa ted  
s t a t i s t i c s ,  converts t h e  meteorological d a t a  from English t o  S I  u n i t s ,  
I averages meteorological values ( T ~ , T ~ , P ~ )  f o r  t h e  locat ion/year ,  and conrputes 
1 t h e  associa ted  variances.  A l i s t i n g  of t h i s  d a t a  reduction program with 
. output  from a t y p i c a l  run i s  shown i n  (6), For a l l  of  t h e  phenological  i n t e r -  
I 
1 V R ~ S ,  with t h e  exception of t h e  emerge-joint i n t e r v a l ,  t h e  r e s u l t s  f o r  each 
locnt ion/year  wou1.d be  a s ing le  da ta  point  f o r  input  i n t o  t h e  l e a s t  squares 
, 
Table 5 :  Data Reduction Form for a Typical Location/Year 
- C 
.* . f . - _ _ l -  ,_-- ---------- 
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proernm, containing w e r a ~ e d  crowth r a t e ,  maximum tmpcrratura,  nlinimum tempcr- 
ature ,  daylength, precipitation, and positional information f o r  t h a t  loca t inn /  
yetrr , 
Winter Dormancx and Spring Greenug 
-
Specia l  considerat ions %ere necessary f o r  t h e  emergy-joint i n t e r v a l .  
Because t h i s  i n t e r v a l  s t r e t c h e s  over t h e  long winter  dormancy pcr lod,  no 
s ingle  averaged ~ r o w t h  r a t e  value could be considered t o  reasonably repre- 
pent t h e  e n t i r e  i n t e r v a l ,  For t h e  growth r a t e s  t h e  i n t e r v a l  was broken i n t o  I 
r 
th ree  sec t ions ,  as depicted i n  Figure 2, A f a l l  merge-dcnnant period must 
be defined. The crop is  then assumed t o  have completed one h a l f  of i t s  i n t e r -  
va l  growth i n  t h i s  period,  and a growth ra%e of  
Eq. 28 
was assigned f o r  t h i s  period. Over t h e  winter  dormancy period,  ND, a growth 
r a t e  o f  zero was assumed. Last ly,  a spring grcenup-joint i n t e r v a l  i s  defined,  
and a second average growth r a t e  computed as 
These r a t e s ,  and t h e  environmental da ta  averaged on a monthly b a s i s  were used 
t o  de f ine  severa l  da ta  po in t s  f o r  each locs t ion  year  i n  t h i s  i n t e r v a l ,  
Therefore, it was found necessary t o  def ine  some c r i t e r i a  f o r  winter  and 
spring. For t h i s  purpose, a temperature c r i t e r i o n  was se lec ted  i n  an attempt 
, 

2 3 
t o  predict t h e  onaet of winter and spring, Growth ra tes  and temperatures used 
f o r  stage 1-2 I n  tho leac% squares progrmo were input t o  t h e  Cate-Liebig (7)  
c r i t i c a l  l e v e l  nnalyais proGrm. Figures 3 and 4 rcprcsent plota of growth 
r a t e  versus temperature for  the winter and spring runs, respectively. Criti- 
c a l  levols computed by the algorithm were b .6g0c. ( 40.h°F', ) for the  onset o f  
winter dormancy, nnd 6 .  lboc.  ( 43.1°~. ) f o r  subsequent spring greenup. 
Therefore, fo r  winter, the  cr i ter ion tha t  10 days of average temperature 
beXorr 4 .6g0~ .  vas used. For spring greenup, the  c r i te r ion  of 10 days above 
6 . ~ 4 ~ ~ .  was used. 
Computer Rws 
The functional Toms of Equations 2 and 3 were programmed for  parameter 
estimation using the  generalized l eas t  squares algorithms, A l i s t i n g  of t h i s  
program, with typica l  output i s  shown i n  (6). For the investigation, func- 
t i o n a l  forms were selected and computer runs made using selected t e m ~  from 
Equations 2 and 3. For the polynomial, runs were made using only the  cons.kant 
term, using s ingle  variable l i nea r  equations i n  DL, TM, and TX, using l inear  
combinations of these variables with and without precipit;ation, and various 
selected combinations of l inear  with interaction terms aria l inear  w i t h  
squared terms, The sane se t  of combi;+~tlons was run fo r  the exponential 
function. 
Specific features of the programs which m a y  be of in t e res t  include the  
I 
fac t  tha t  any functional form may be accomodaked by changin~ a s i n ~ l e  stakement 
i n  t h e  EF *function subprogram, Linearization i s  accomplished by numerical 
evaluation of pa r t i a l  derivatives using forward differences, Even greater 
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f l e x i b i l i t y  i s  produced by t h e  in t roduct ion  o f  a parameter s e l e c t i o n  index, 
IPAR,  which dllows t h e  inclusiotl  o r  de le t ion  o f  p a r m e t e r s  wi th in  t h e  func- 
t i o n a l  form being inves t iga ted .  
The use of  such numerical techniques,  which allows g rea t  f l e x i b i l i t y ,  
i s  no t  without danger. Z t  wus found i n  some ins tances  t h a t  convergence of  t h e  
so lu t ion  d id  not occur when it was t o  be  expected due t o  t h e  approximations 
inherent  i n  t h e s e  numerical techniques. These problems occurred only f o r  t h e  
h igh ly  nonlinear  functions and i s  not  f e l t  t o  b e  a se r ious  problem f o r  reasons 
The Robertson Model 
-
As discussed previously,  t h e  " t r iquadra t i c"  model advocated b y  Robertson 
has much t o  reconmiend it, The model, Equation 11,  can acconlodate both non- 
l i n e a r  e f f e c t s  and in te rac t ions  with a min.lrnum number of  paraneters ,  Iiowever, 
t h e  model r equ i res  s p e c i a l  considerat ions i n  es t imat ing  parameters. AR 
pointed out by Robertson i n  h i s  paper ( l ) ,  t h e  parameters f o r  t h e  model a r e  
not independent. An attempt t o  simultaneously es t imate  a11 o f  t h e s e  pare- 
meters  using t h e  general ized l e a s t  squares technique v e r i f i e d  t h i s ,  f o r  any 
attempt a t  such rnodeling r e s u l t s  i n  a near-singular nownal equation matr ix ,  
Robertson u t i l i z e d  a parameter t-;ansfo~mation 4,echnique. By expansion 
of each m u l t i p l i c a t i v e  f a c t o r  sepa ra te ly ,  polynolnials r e s u l t  which have t h e  
same number of c o e f f i c i e n t s  a s  o r i g i n a l  parameters wi th in  each f a c t o r .  
Estimation m a y  then  be  ca r r i ed  out by holding t h e  c o e f f i c i e n t s  of  t h e  t r ans -  
formed daylength parameters, f o r  example, and using regress ion  t o  es t imate  
transfolmed temperature parameters. These temperature parameters may then 
be held, and transformed dayleneth parameters found by regression.  Th i s  
successive s u b s t i t u t i o n  technique 'is cycled u n t i l  no chance i n  t h e  parameters 
r e s u l t ,  and t h e  parameters a r e  transfonned back f o r  t h e  o r i e i n a l  equation 
fonn. The important point  here i s  t h a t  t h e  temperature parameters are 
est imated independently from those  f o r  daylength. 
The same technique was implemented more simply using t h e  general ized 
l e a s t  squares techniques discussed previously. The procedure i s  i d e n t i c a l ,  
except  no transformation i s  required,  s ince  t h e  method i s  not  l i m i t e d  t o  
regress ion .  The method proceeds a s  follows. F i r s t ,  parameter approximations 
a r e  assumed f o r  t h e  daylength fac to r .  These a r e  he ld  a s  cons tants ,  and t h e  
g e n e r a l  l e a s t  squares algorithms a r e  appl ied  i n  an i t e r a t i v e  manner u n t i l  
convergence f o r  t h e  temperature parameters. These a r e  then held,  and 
another  computer run made t o  est imate new values f o r  t h e  daylength para- 
meters, using t h e s e  general ized l e a s t  squares algori thms,  The process is  
repeated  i n  success ive  computer runs u n t i l  no change i s  noted i n  t h e  
parameters . 
Parameter Estimates 
Parameters generated from t h e  l e a s t  squares programs a r e  summarized i n  
Tables  6 through 16. These parameters were then used a s  inpu t  f o r  t h e  sub- 
sequent t e s t i n g  and variance propagation programs, An important f e a t u r e  of  t h e  
genera l ized  l e a s t  squares modeling technique i s  t h a t  a -pos ter ior i  es t imates  of 
t h e  variance-covariance matrix f o r  t h e  parameters r e s u l t  from i t s  appl ica t ion .  
These may then be  used i n  subsequent variance propagation s tud ies .  
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Table 7 
Polynomial Coef f i c i ent s  Result ing from Least 
Squares F i t ,  Stage  1-2, Based on 53 Location Years 
Lin Tt4 Only Lin D Only L &in  Pr Only Lin TX, Ttd, DL Lin TX3 TM9 DL, Pr 
Lin & Sq w/o Pr Lin & S q  v/ Pr Zin & I t  w/o Pr Liz & 1st w/ Pr A11 W/O Pr Etll ii/ Pr 
Tab le  8 
Polynomial  C o e f f i c i e n t s  R e s u l t i n g  from Leas t  
Squares  F i t ,  S t a g e  2-3, Based Upon 79 Locat ion  Years 
Const. Only L in  TX Only Lin T14 Only Lin D Only L i n  P Only L i n  TX, T DL Lin  TX, Tt4, DL, Pr L r - 
TX, DL k TXDL TI{, DL & TIPL Lin  & S q  w / o  Pr Lin  & S q  w/ Pr Lin  & I n t  w/o P Lin & Int w/ Pr 
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Table 3 
polynomial Coefficients Resulting from Least 
Squares F i t ,  Stage 3-4, Based Upon 65 Location Years 
Lin T!, Only Lin D Only L Lin Pr Only Lin Tx, TM, DL Lin TXV T . DL, Pr 
3.798018 6.377203 4.181928 6.5083~ 5.278253 
0. 0. 0. 0.0054597 0.34962 
0.61145 0. 0. -0.072310 -0.30235 
0. -7.061.4 0- -7 2799 -6.0371 
0. 0. 1.0661 0. 0.77576 
Lin & Sq w/o Pr Lin & Sq w/ Pr Lin & Int w/o Pr Lin & Int w/ Pr A l l  w/o PI All w/ pr 
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Table 11 
Exponential Coefficients Resalting from Least 
Squares FLt, Stage 0-1, Based Upon 33 Location Y e a r s  
Lin TX Only Lin Tbl Only Lin DL Only Lin Pr Only Lin Tx, TM, DL Lin TX, TM, DL, P1 Const. Only 
Lin & Int w/o P+ Lin & Lnt w/ Pr 
-4,318064 -4.853732 
9.3044 11.694 
-4.7443 -10.534 
All w/o PF A l l  ul Pr 
5.135680 
Lin L Sq w/o Pr 
-2.185849 
-9.6644 
-2.4199 
0. 
0. 
4.0728 
-1.8834 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
0. 
Table 12 
m n e n t i a l  Coefficients Resulting Dm Least 
Squares F i t ,  Stage 1-2, Based Upon 53 Location Years 
Const. Only 
- 
L i n  TX Only Lin TM Only Lin DL Only Lin Pr Only Lin TX, T M *  D~ 
TX, DL & TXDL Tbl, DL b T#L Lin & Sq w/o Pr Lin & Sq u/ Pr 
H1 -6.352690 -5- 095987 -9 589U3 -9.757012 
H, ( ~ 1 0 ' ~  ) 8.7016 0. 55.447 57.556 
S , ( X ~ O - ~ )  0. 7.0304 2.3567 2.7682 
Lin & Int  x/o Ftr 
-5.1994067 
7.2653 
29 750 
77 991 
0. 
0. 
0. 
0. 
0. 
-4.7623 
3.6255 
0. 
-1-4949 
0. 
0. 
Lin & I n t  w/ Pr 
-5-948517 
8-7771 
26-597 
73.821 
11 -701 
0. 
0. 
0. 
0. 
-4.1519 
2.1083 
-0 .la591 
-1- 6837 
-2.4685 
6.1144 
All vlo Pr 
-6.151259 
10.552 
40 - 515 
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Table 14  
Exponeritial Coeff ic ients  Resulting from Least 
Squares F i t ,  Stage 3-4, Based Upon 65 Location Years 
Const. Only Lin TX Only Lin T14 Only Lin DL Only Lin Pr Only Lin TX, Tx, DL t i n  TX, TK, DL, P3. 
I -3.089341 -3.151508 -3.263240 -2.600212 -3-168434 -2.612179 
1 
-2 - 923235 
I H, 0. 0.1231'17 0. 0. 0- 0-22383 0.&9066 
-2 
I H3(XlO 1 0. 0. 1.4020 0. 0- -0.23914 -0.67149 
H~ ( YZG-~) 0. 0. 0- -19.11? 0 . -19.837 -14*739 
I! 5 0. 0. 0. 0. 2-2172 0. 1-582? I 
Lin & Sq u/o fP_ Lin & Sq w/ P s 
-2.034633 
Lin f In t  u/o Pr Lin L Tnt  w/ Pr 
-W-20194 -10.07295 
211.875 21- 360 
5% 350 34 . h91 
rh:?. 98 155- 65 
0. -6.7990 
0 .  0. 
0 - 0. 
13. 0. 
41 - 0- 
-3.0201 -3-09% 
-7.6940 -4.9288 
0-  -6.1840 
-1 - 3176 -0.86544 
13. 1. 0098 
13. . -0.23317 
All uio  Pr 
-6.341593 
32-128 
3X-72% 
-195- 34 
0. 
-2,0501 
4,4610 
355.94 
0. 
-0- 197% 
-0-99h35 
0. 
-1-54581. 
0, 
0- 
Const. Only Lin T, Only 
Table 15 
Exponential Coefficients Resulting from Least 
Squares F i t ,  Stage 4-5: Based Upon 62 Location Years 
Lin Tt4 Only Lin DL Only Lin Pr Only Lin TX, TH, DL Lin TX9 TM, DL' Pr 
-3.243995 -2.913867 -2.725344 -4.725186 -4 -496764 
0. 0. o - 5- 4513 4.11536 
3 - 3732 0. 0. 2- 637 3- 5240 
Lin & Sq d o  Pr Lin & Sq w/ Pr Lin & X n t  w/o Pr frin & Int  w/ PT All ulo P, All r/ Pi 
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TEST PROCEDURES 
In  a t t e ~ n p t i n ~  n prelin~inary nsocssrnent of reoults i n  the  preceding phaoe, 
n simple tcob prot:ram wan written which applied the parameters ~ e n e r a t e d  t o  
daily ureteorolo~ical data vulues. Errat ic  behavior was noted i n  us3nfl t h i s  
procedure for t h e  rnorc h i ~ h l y  nonlinear functions. This was balieved due t o  
the  fac t  t h ~ t ,  due t o  Chc nature of thc phenolo~icnl  reporto, only meteoro- 
logica l  values avel-aged over the phenological period were feasible  for  inclu- 
sion i n  the l e a s t  squares parameter e s t i ~ ~ ~ a t i o n .  When parmreters estimated on 
t h i s  bas is  were applied t o  daily meteorological values, many of these weather 
variables were out, ~e the  range used i n  parameter estimation, and great 
fluctuations were often the  resu l t  for the  nonlinear functions. 
When sinrpler functional foxyns were u t i l i zed ,  these large fluctuations 
were not noted. \Then l inea r  fur~ctional forms were u t i l i zed ,  reasonable f i t s  
were produced. Figures 5 through 11 depict the  "tracking" of l inear  functional 
fsxms driven by dai1.y met eoroLogica1 values f o r  typical  functional forms and 
location-years . 
In an 8,tternpt t o  a l l ev ia t e  these d i f f i cu l t i e s ,  t e s t  programs were &en- 
crated uning averaged meteorological values t o  drive t h e  model on a daily 
basis.  These were 02  two types. 
Interval  Tests 
I n  these t e s t s ,  various averaging techniques were applied t o  the inde- 
pendent meteorological variables used t o  drive the  model, and s t a t i s t i c s  
computed independently within each stage in terva l ,  The data used i n  these 
t e s t s  was of necessity l imited t o  those location-years f o r  which reports were 
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a v a i l a b l e  f o r  both t h e  b e a i n n i n ~  and endine d a t e  f o r  t h e  s t age .  This had t h e  
e f f e c t  of l i m i t i n g  t h e  s i z e  of the'  da ta  s e t s ,  p a r t i c u l a r l y  f o r  s t age  i n t e r v a l s  
0-1 and 1-2, s ince  only a few s t a t e s  adequately r epor t  emergence. A s\unmary 
of t h e  number o f  location-years lncluded f o r  each a tage  is  shown: 
Stage Location-Years 
Plant  -Emerge (0-1) 18 
Emerge-Joint (1-2) 16 
Joint-Head (2-3) 33 
Head-Soft Dough (3-4) 30 
Sof t  Dough-Ripe ( 4-5) 2 5 
S p e c i f i c  locat ion-years included i n  t h i s  i n t e r v a l  t e s t  da ta  s e t  a r e  summarized 
i n  Table 17. 
Running Avera~es .  In  t h i s  approach, t h e  meteorological  va r i ab les  used 
t o  d r i v e  t h e  model f o r  any one day would b e  given by 
i n  which x represents  any of  t h e  independent v a r i a b l e s  TX, TM, DL, Pr. The 
va lue  n is t h e  number o f  days over which running averages a r e  t o  b. computed, 
and may be v a r i e d  wi th in  t h e  program from 1 t o  9, ,j i s  t h e  J u l i a n  day number 
f o r  which t h e  growth r a t e  is t o  b e  computed, and x'  r ep resen t s  t h e  averaged 
v a r i a b l e  va lue  t o  be used i n  t h e  equation t o  compute growth r a t e  f o r  t h a t  day. 
Table 17 
Summary of  Location Yeors Used 
fo r  In te rva l  Test Proerms 
C.R.D. State  
-
Crop Year 
Colorado 1973 
1975 
Idaho 1974 
Oklahoma 1964 
1967 
1969 
1970 
1971 
Texas 1975 
Colorado 1973 
- 1974 
Idaho 1974 
Oklahoma 1965 
1967 
1969 
1970 
1971 
Texas 197 5 
Colorado 1973 
1974 
Idaho 1974 
Kansas 
Montana 197 3 
North Dakota 197 3 
Table 17 
(continued) 
Crop Year State 
-
Oklahoma 
Texas 
Colorado 
Idaho 
Kansas 
Missouri 
Montana 
Oklahoma 
Texas 
Idaho 
Kansas 
MISSOUTI 
MonL ana 
Oklahoma 
Texas 
Thus 
, 
in which the function f r n a y  rtprclsent the polynomial, exponential, o r  
Robertson equations discussed ear l ie r .  Within any in te rva l  t he  stage would 
be computed as 
in which K represents t h e  interval ,  Jo represents the  reported date a t  which 
the in te rva l  began, and j represents the  Julian day number a t  which the stage 
is computed. 
Accumulative Averages. In t h i s  approach, meteorological values used t o  
drive the  model f o r  any one day were computed as  accumulat.ive averages from 
the beginning day f o r  the  stage up t o  and including the  day i t s e l f ,  Therefore, 
a typ ica l  averaged weather variable would be computed for  a date j , as 
Eq. 33 
. 
in which x '  represents the averaged weather variable ased t o  compute growth r a t e  
I 
* 
phhenological i n t e rva l ,  and n r ep rcnon t~  the  number of dnys over which averagin6 
was done and would be computed by n J - Jo  + 1. 
The r a t e  f o r  each day would then be computed by 
Eq. 34 
and intermediate stage values within an i n t e rva l  would be computed by 
Special  considerations a re  necessary i n  applying t h i s  technique over 
interval l-2, which includes a winter dormancy period, If t h e  method were 
applied d i rec t ly ,  then high temperatures and daylengths car r ied  from the  f a l l  
peraod would have a tendency t o  mask t h e  onset of winter and subsequent 
dormancy. A s imi la r  problem would occur i n  t he  spring greenup period, when 
low values included from t h e  winte.:, would mask the  onset of spring and 6'ub- 
sequent greenup. Thus, t he  winter dormancy and spring greenup c r i t e r i a  
discussed e a r l i e r  was used. The averaging algorithm was re-s tar ted when 
winter dormancy was indicated (10 days i n  which average bemperuture was l e s s  
than 4.6g0c. ) , and again a t  spring greenup (10 days grea te r  than 6. lkOc. ) . 
Test Results. Both of t h e  averaging techniques were applied t o  indepen- 
dent data  on a da i ly  bas i s .  Results from t h e  running average uaed with poly- 
nomial functions (TEST ~ ~ 1 1 )  and used with exponential f w c t i o n s  (TEST ~ ~ 1 2 )  
a r e  summarized i n  Tables 18 and 19. Results from application of t h e  running 
average algorithm applied t o  t he  Robertson model a re  shown i n  Table 22. 
Results  from applying t h e  nccurnulat .cle nverage al.gorithm t o  polynomial 
(TEST ~ ~ 2 1 ) .  exponential (TEST ~ ~ 2 2 ) ,  and Robertson functions are  summarized 
in  Tables 20, 21, and 22 respectively. 

Table 19 
Summary of S ta t i s t i c s  f r o m  Interval Test Program 
Using 5-Day Running Averzges and %ponentiel Functions (TEST ~ ~ 1 2 )  
s tg .  0-1 (18 L.Y.) stg. 1-2 (16 L.Y.) stg. 2-3 f33 L.Y.) stg. 3-4 (30 L.Y.) stg. 4-5 (25 L.Y.) 
-rIGTCTIOH BIAS VBB. BJSE BIAS VPE.. R!GE BIAS YkR. BlBE B U S  VAR. F . E  BIAS VAR, 
I 
Const. Only +2.9 45.8 6.8 -27.4 1403.0 37.5 
1 
I I Lin Tx Cnly +2.9 56.1 7.5 +2.2 229.9 15.1 
I Lix  T4 O n l y  +2.2 41.9 6.5 -3.6 228.8 15.1 
I LZn EL 0nf-j +2-9 45.8 6.8 -31.4 1491.9 38.6 
Lin Pr Only 
E n  TI, 5 4 9  =)L 
Lin Tx, T!.l, DL, Fr 
I Tx, D & TjPL 
L 
I 
Ti,*, DL '% -14 L 
Lin & Sq w/o P 
r 
Lin k Sq -x/ Pr 
Lin & Int v/o Pr 
Lin & I n t  v/ Pr 
A l l  710 Pr 

Table 21 
Summary of Stat i s t i c s  from Interval Test Program 
Using Accumulative Averages and Exponential Functions (TEST CC22) 
Stg. 0-1 (18 L.Y. ) ~ t g .  1-2 (16 L.Y.) Stg. 2-3 (33 L.Y.) Stg. 3-4 (30 L.Y.) Stg. 4-5 (25 L-Y. ) 
- - 
F[IiJCTIOB BIAS VAR. RMSE BIAS V4B RhEE BIAS VAR. RMSE BIAS VAR. RMSE BIAS VAR. RI-SE 
I Const. Only 
1 
' Lin TX Only 
I 1 39.4 6.3 -9.4 683.2 26.1 +1.2 54.1 7-4 +l.l 30.b 5-5 +8.0 122.7 ll.1 Lin T Only M 
Lin DT Only +2.8 42.9 6.5 -42.6 2400.0 48.9 +1.6 58.1 7.6 +2.6 56.8 7.5 +8.7 129.8 11.4 I -I 
Lin Pr Only +2.2 42.6 6.5 -16.3 1271.4 35.7 +2-7 77 .4 ' 8 . 8  +1.1 33.9 5.5 +g.o 138.4 11.8 
L i n  TX, +1.8 66.4 8.2 +3.8 620.4 24.9 +1.1 55.1 7.4 +2.7 58.3 7.6 +7-5 U.9.3 10.9 
! 
T!+ly 
Lin TX, Tbf, DL, Pr +l.g 69.4 8.3 +5.8 699.2 26.4 +1.0 56.5 7.5 +2.3 117.3 6.9 +7:6 123.2 11.1 k i Tzs DL & TjCDL +2.6 54.8 7.4 +36.9 4587.3 67.7 +o-5 47.0 6.9 +1.0 4 6.4 +8.7 154.8 12.4 +2.1 39.4 6.3 +0.4 2762.9 52.6 +0.5 50.3 7 - 1  w.9 36.6 6.1 +8.0 U9.8 10.9 Tbf, & T h J ' ~  
I* Lin & SQ w/o Pr +2.2 60.8 7.8 -0.9 389.1 19-7 +5.8 175.1 13.3 +6.0 95.9 9-8 +4.2 83.8 9.2 i 
'. Lin k Sq -a/ Pr +2.3 65.4 8.1 -1.6 350.2 18.7 +2.8 117.7 10.8 +5.7 87.4 9.3 +4.7 92.7 9.6 
- 
t 
+1.8 66.4 8.2 +13.1 n38.2 33.7 -0.1 53-9 7 -3  -1.4 39.6 6.3 +7.5 118.4 1G-9 Lin & I n t  W/O Pr 
+2.1 67.3 8.2 +28.3 3319.1 57.6 +2.5 100.0 10.0 -1.6 23.6 4.9 +7.0 153.0 12.3 1 "in k I n t  u/ Pr 
1 All v/o p +2.8 60.9 7.8 +l.o 615.0 24.8 +7.8 233.4 15.3 +4.9 79.9 8.9 +2.8 Si2.5 10.6 I 
Stage  
0-1 
1-2 
2-3 
3- 4 
Table 22 
Summary of S t a t i s t i c s  from I n t e r v a l  
Test Programs f o r  Robertson Model 
Using 5-Day Runnin~; Averages 
Bias 
-
Variance 
+2.4 66.8 
+1.1 141.3 
+I. 4 60.8 
+2.3 49.0 
+7.6 115.2 
Using Aocurnulat ive A v e r a ~ e s  
Bias 
- Varianc e 
+2.0 64.5 
-1.4 551.0 
+1.2 61.8 
i2 .3  50.0 
+7.2 120.9 
R.M.S.E. 
8.2 
. 11.9 
79 8 
79 0 
10.7 
R.M.S.E. 
8.0 
1 
5'7 i 
Crop Ycnr Teats  1 
Tn applying t h e  above t c s t in&proceduren ,  da ta  were l i m i t e d  within each 
! 
1 
i 
s t age  t o  location-yenrs f o r  which both b e ~ i n n i n g  and endine da tes  were reported 
f o r  t h e  stage.  I n  order  t o  overcome t h i s  l i m i t i n g  aspect  a s  t o  locat ion-years,  
a c rop year  t e s t  program was wri.tter1, i n  which t h e  equations generated from 
l e a s t  squares were appl ied  throuehout t h e  e n t i r e  winter  wheat crop yea r ,  
I n  t h i s  way, cumulative e r r o r  throughout t h e  growing season coz39 be 
estimated. Fur the r  locat ion-years f o r  which phenological  da tes  were not known 
i n  every i n t e r v a l  could b e  included. For those i n t e r v a l s  not  having known 
phenological d a t e s ,  t h e  unknown e r r o r  when a s t age  wcs reached was c a r r i e d  for -  
ward, and included wi th in  t h e  cumulat ire  e r r o r  est t h e  next  s t a g e  a t  which a 
phenological d a t e  was repor ted ,  This program u t i l i z e d  t h e  running average 
technique. 
A da ta  s e t ,  cons i s t ing  of 28 locat ion-years of  complete &op year  nieteoro- 
l o g i c a l  values was prepared f o r  t h i s  program. T;?e s p e c i f i c  locat ion-years 
included,  and t h e  s t a g e s  repor ted  f o r  each, a r e  shown i n  Table 23. 
Resul ts  o f  t h e s e  t e s t s  a r e  shown i n  Tables 24 and 25. The Robertson 
and a "combination" model a r e  included i n  Table 24, I n  genera l ,  t h e  crop 
yeay tests r e s u l t e d  i n  e r r o r s  l e s s  than would be expected from t h e  i n t e r v a l  
t e s t s ,  The Robertson model, i n  p a r t i c u l a r ,  r e s u l t e d  i n  pe la t ive ly  small 
b ia ses  and var iances ,  
A v i r t u a l l y  i n f i n i t e  number of combinations, u t i l i z i n g  d i f f e r e n t  func- 
t i o n a l  forms may b e  inves t iga ted  using t h i s  program, The r e s u l t s  from one such 
combination, s e l e c t e d  based upon b ias  and variance values  from i n t e r v a l  t e s t s ,  
a r e  shown a t  t h e  bottom of ?'able 24. This combination c o n s i s t s  of t h e  
following functions ; 
Sta t e  
-
Colorado i 
* 
Idaho 
Kansas 
i 
Missouri 
Montana 
I 
r 
North Dakota 
I Texas 
Table 23 
Location Years fncluded i n  
, Crop Year Test Data Set 
C.R.D. 
- 
C r o ~  Year 
- S t n ~ e s  Renorted 
6 1973 19293,4,5 
Table 24 
Sununary bf S t a t i s t i c s  from Yearly T e s t  Program Using 
5-Day Running Averages and Polynomial Functions (YEAR TEST 1) (28 L.Y .) 
Stage 0-1 Stage 1-2 Stage 2-3 Stage 3-4 Stage 4-5 
FLPICPION BIAS VAR. RMSE BIAS VAR. RMSE BIAS VAR. HISE BIAS VAR. RESE BIAS VAR. =?SE 
Const. Only +1.g 22.3 4.7 -2.4 1460.7 38.2 -5.4 1308.0 36.2 - 9 .  897.3 30.0 +15.7 862.0 29.4 
I 1 Lin Tx Only +1.3 30.7 5.5 -8.5 651.7 25.5 -9.8 615.2 24.8 -2.5 423.9 20.6 +1.5 463.5 21.5 
I I i.1.4 19.4 4.4 -4.3 316.3 17.8 -3.6 301.8 17-4 +0.7 216.7 14.7 +5.0 372~8 19.3 L in  T:.! Only 
I 
I 
Lin  DL Only +l.g 22.3 4.7 -14.3 959.0 31.0 -16.2 904.1 30.1 -19.3 761.6 27.6 +0.4 219.5 14-8 
Lin Pr Only +1.1 19.5 4.4 +5.3 874.0 29.6 +10.5 712.7 26.7 . +6.1 578.6 2'4.1 +18.8 789.6 28.1 ! 
Lin TX, Tbls +0.6 29.5 5.4 -6.5 494.0 22.2 -8.3 387.0 19-7 -1.3 280.8 16.8 0.0 424.2 3.6 
Lin TX, T b ~ 9  =L' Pr +0.6 32.1 5.7 -6.4 548.8 23.4 -8.7 431.9 20.8 -1.8 305.3 17.5 +0.6 443.0 21.0 v1 
-0 
Lin  & I n t  w/o Pr +0.5 29.6 5.4 -14.8 1153.7 3 4 . ~  -13.1 ll09.4 33.3 -0.3 252.6 15.9 +8.5 444.1 21.1 
i : Lin & I n t  w/ Pr +0.8 4 5.6 -7.5 1736.3 41.7 +5.4 987.4 31.4 -2.5 452.1 21.3 +11.4 858.5 29.3 
I' 
Robertson 
I Comb inat ion +1.4 19.4 4.4 -3.4 262.8 16.2 -5.5 186.6 13.7 -2.7 125.7 U.2 -2.9 197.8 14.3. 
Table 25 
Summary of Sta t i s t i c s  from Yearly Test Pr~gram Using 
5-Day Running Averages and Exponential Functions (YEAR TEST 2) (28 L.Y-) 
Stage 0-1 Stage 1-2 Stage 2-3 Stage 3-4 Stage 4-5 
?%TICTI09 BIAS VAR. RMSE BIAS VAR. RMSE BIAS VAR. WEE BIAS VAR. RMSE BIAS VAR. BSE 
I const. o n l y  Sl.9 22.3 4.7 
I 
I Lin TX Only +1.5 28.9 5.4 
Lin DL Only +1.9 22.3 4.7 
I 
Lin Pr Only +1.3 18.0 4.2 
Lin TX, Tb!s D~ +0.8 27.2 5.2 
I 
Lin TX, Tta1, DL, Pr + l . O  27.9 5.3 
+1.5 28.9 5.4 
+1.4 19.4 4.4 
! Lin & Sq w/o Pr +1.5 24.2 4.9 
, Lin k I n t  w/ Pr + l . l  27.8 5.3 -38.0 10075.8 100.4 -32.0 8536.k 92.4 +2.9 2133.4 46.2 +5-7 3341-7 57.8 
Function - Terms i n  ?.'tltl*rtion 
Polynomial Linear TM flnly 
1-2 Robertson Tr iquat r&i  2 
Exponential TX' DL "11 l'9L 
Polynomi 8.1 Linear TM O r l l y  
4-5 Exponential Linear and f'q. w/o Pr. 
This p a r t i c u l a r  combinstion worked well ,  r e s u l t i n g  i n  low variances, r e l a t i v e  
t o  t h e  other cases  t e s t e d ,  although biases  exceeded s l i g h t l y  those  from thr* 
Robertson model. 
Figure 12 shows, i n  graphical  form, t h e  genera l  behavior of  t h e  b i a s  
values resu l t ing  from t h e s e  crop year  t e s t s ,  f o r  t y p i c a l  funct ions ,  and 
Figure 1 3  shows a s i m i l a r  p lo t  * f o r  variance values .  
VARIANCE PROPAGATION 
' I n  order t o  assess  t h e  accep tab i l i ty  of t h e  var iances  resul t , ing  from t h e  
t e s t i n g  procedares, t h e  technique o f  variance propagation may b e  used an an 
independent check. The general ized variance propagation r e l a t i o n  provides a 
powerful t o o l  t o  determine t h e  r e s u l t i n g  variances of q u a n t i t i e s  computed from 
parameters and independent va r iab les  subject  t o  s t a t i s t i c a l  varia.t;iori, 
Mathematical Model 
The bas ic  r e l a t i o n s h i p  u t i l i z e d  i n  var iance  propagation is 
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I n  t h i s  cqtration, represents a c x c variance-covariance mnt;rix for  the 
c x 1 vector of functions 
.r 
The n x 1 vector represents the quuntit ics (parameters and independent 
variables) upon which computation of q is  based, through the  functional rela- 
tionships x, and C& is  the  n x n variance-covariance matrix of these quantit ies.  
For the  problem under consideration 
Eq. 38 
where n = p + q, & i s  the  vector of parameters estimated from leas t  squares, and 
X i s  the  vector of independent weather related variables defined previously, 
- 
Then ~ ~ u a t i o n '  36 may be applied t o  growth r a t e  as 
where qR is  the  variance of daily growth r a t e ,  and 
The key t o  application of the  relationship i s  t o  obtain  value^ fbr  the parameter 
variance-covariance matrix 0 One of the  a t t r ibutes  of the  aeneralized l eas t  
-3' 
squares techniqne used is  tha t  propagation i s  carr ied out during parameter 
estimation, and r e l i ab le  estimates of t h e  parameter variance-covariance matrix 
resul t  from the  l e a s t  squares estimation process (3,6), 
Af%er estimation of t h e  variance of a typ ica l  growth r a t e  within a given 
stage, q , other variances may be computed. The number of days within a stage R 
may be approximated by 
A 
in  which n is t h e  estimated number of days i n  tha t  stage, and R is  a typical  
growbh r a t e  within ' that  stage given by 
* 
where 5 represent typica l  values of weamther related variables within the stage, 
e.g., average o r  median values. Using Equation 42 and applying the variance 
propagation relationship of Equation 36 r e su l t s  in  
and a standard deviation of 
These represent t h e  estimates of variance and standmd deviation of the  number 
of days w i th in  each stage,  which m a y  be campwed t o  those values computed by 
t h e  in te rva l  t e s t s ,  To estimate t h e  cumulative varliance, i n  days, tat t h e  end 
of any stage 3 ,  t h e  re la t ionship 
may be used. Applying t h e  variance propagation re la t ionship of Equation 36 
t o  t h i s  function r e s u l t s  i n  
and 
Test Results 
-- -6- 
The above re la t ionships  were programmed and r u n  on the  computer. Variance- 
covariance matrices f o r  psrameters were taken directly fram the l e a s t  squares 
program, The intervaZ t e s t  data s e t  was used t o  compute typical  weather-related 
variables,  i n  t h i s  care averages, as well as variwlces fo r  and correlations 
between thcoe variables. The resu l t s  revealed a hieh corrclation between the  
T X ~  TM, and D L variables,  and these correlations should not be neglected i n  
fur ther  work. 
I 
The resu l t s  of these computations are,  fo r  selected cases, shown i n  \ 
Table 26. The figures showrr are  the  variances and standard deviations pse- 
dicted by variance propagation for  the cumulative mismatch in  days, which may 
be compared d i rec t ly  t o  the resu l t s  from the  crop year t e s t  sequence. Figures 
1 4 ,  15, 16, and 17 show these comparisons, in  graphicd. form, for  the polynomial, 
exponerltial, Robertson, ~tnd combination models, 
I 
Polynonial 
I 
Const. Only 
Zin 5'. Only X 
Lin '1;{ Only 
! 
f  in ~q u/a pr 
Lin & Sp v/ Pr 
r 
Stage 0-1 
Var2 Std. Dev. 
(Days ) (Days) 
Table 26 
Cumulative Variances and Standard Deviations 
Predicted by Variance Propagation for Selected Cases 
Stage 1-2 Stage 2-3 Stage 3-4 
Var2 Std. Dev. Var2 Std. Dev. Var2 Std. Dev. 
(nays (Days) (Days (Days) (Days ) (Days 1 
Stage 4-5 
VarZ Std. hv. 
{Days ) (Days) 
TaUe 26 
( Cont h ~ e d )  
Va. Std. Dey. Var2 Sta.  Dev. Var2 Std. Dev. Var2 Std. Dev. a Std. Dev. 
( D W S ~ )  (DWS) (DWS ) (Days) (DWS ) ( D ~ s !  (DWS (DWS) ( ~ w s  ) (Days) 
I 
Exponectial 
I Const. Only 
Lin TX Only 
Lin Ti.[ O n ~ j -  
Lin TX. 
Lin T, TM, DL. Pv 
1 ' A 
i Lin & Sq w/o Pr 
i 
I 
Robertson 
i 
i 
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SUMMARY, CONCLUSIONS AND RECO!4MENDATIONS 
Summary 
Winter wheat phenolot~ical  information was gathered f o r  crop repor t ing 
d i s t r i c t s  loca ted  i n  t h e  Great P la ins  and Rocky Mountain regions of  t h e  r) 
United S ta tes .  Corresponding meteorological  da ta  were obtained from t h e  
National  Climato1o~;ical  Center f o r  these  location-years,  f o r  values of d a i l y  
maximum temperature, minimum temperature, and p rec ip i t a t ion .  Daylength 
values were computed. 
These data ,  a f t e r  ed i t ing  and reduction,  were u t i l i z e d  i n  l e a s t  squares 
f i t t i n g  programs using t h e  method of simultaneous adJustment of observations 
and parameters (genera l ized l e a s t  squares) .  P a r m e t e r s  were est imated cs ing  
t h e s e  techniques f o r  various forms of polynomial, exponential,  and t h e  
Robertson " t r iquadra t i c"  functions. The functions r e s u l t i n g  from these  f i t s  
were then  t e s t e d  i n  a p red ic t ive  mode by applying them t o  d a t a  s e t s  withheld 
from t h e  l e a s t  squares procedures. Variance propagation s t u d i e s  were con- 
ducted i n  order t o  p r e d i c t  expected variances of growth r a t e s  computed from 
t h e  parameters est'imat ed. 
Conclusions 
The inves t iga t ions  conducted support the  following general  conclu- 
s ions  : 
1. ) The use  of phenological r epor t s  from crop repor t ing 
d i s t r i c t s  was troublesome. Although use of  such infonna- 
t i o n  requ i res  no separa te  data  gathering,  as  it i s  accom- 
p l i s h e d  wi th in  t h e  U.S.D.A. repor t ing service ,  t h e  da ta  
75 
have severa l  disadvantages, Few s t a t e s  report  a l l  phcno- 
log ica l  stnges,  and many report  o ther  than t he  "standard" 
stages (p lan t ,  emerge, Jo in t ,  head, s o f t  dough, r i p e ) .  No 
s t a t e s ,  t o  t h i s  invest igator ' s  knowledge, report  infoma- 
t i on  concerning dormancy or  spring greenup. 
2. )  The da ta  from crop reporting d i s t r i c t s  a r e  "noisy", and i n  
some instance contained outr ight  mistakes. This caused re- 
l a t i v e l y  high variances i n  parameter estimates, and, i n  t u rn ,  
r e l a t i ve ly  l a rge  uncer ta int ies  i n  predicted phenological 
stages. 
3 . )  Because only end points a r e  available,  at bes t ,  i n  t h e  
phenological repor ts ,  only average growth r a t e s  may be com- 
puted and u t i l i z e d  fo r  paramet e r  estimet ion within each stage 
in te rva l  f o r  each location-year. This, i n  tu rn ,  r~ecess i ta tes  
t h a t  t h e  corresponding environmental values be averaged 
s p a t i a l l y  and temporally over t h e  CRD and t h e  s tage in te rva l ,  
4 . )  For t h e  emerge t o  Joint  i n t e rva l  spec ia l  considerations a r e  
necessary. This i n t e rva l  includes t h e  long winter dormancy 
period, and some c r i t e r i a  must be  established i n  data  pre- 
paration which r e f l e c t s  t h i s  f ac t .  Later t e s t i n g  proce&:res 
indicated t h a t  t he  behavior of t he  resu l t ing  models were 
r e l a t i ve ly  insens i t ive  t o  minor var ia t ions  i n  t h e  dormancy 
assumptions made. 
5 .  ) The generalized l e a s t  squares modeling techniques, combined 
with numerical methods fo r  l inear iza t ion  and function 
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evaluation, appear t o  provide a powerful and f l ex ib l e  t o o l  
fo r  parameter est$mation within a var ie ty  of function types. 
While some d i f f i c u l t i e s  were encountered in obtaining con- 
vergence f o r  models with higher order t e rns ,  due t o  the  
approximations involved, t h e  problems were r e l a t i ve ly  minor, 
and a r e  ce r t a in ly  reconcilable. Fa i r l y  good parameter approx= 
imstions a r e  necessary i n  using t h e  model. Further,  t h e  
method lacks  eff ic iency i n  t e s t i n g  of variance f o r  inclu- 
sion of terms when compared with stepwise regression. 
p ow ever, t h e  f l ex ib i l x ty  of t he  Cechnlque, including 
i t s  a b i l i t y  t o  accommodate nonlinear models, and 
configurations within each model i s  a great  advantage. 
The f a c t  t h a t  t h e  method recognizes and includes computa- 
t i o n a l l y  t h e  s t a t i s t i c a l  v a r i a b i l i t y  within a l l  observed 
quant i t i es ,  m d  minimizes with respect  t o  a l l  these ,  i s  
f e l t  t o  r e s u l t  i n  more r e a l i s t i c  parameter estimates than 
those r e su l t i ng  from regression analysis;  
6 .  ) I n  v i r t u a l l y  no instance was t h e  inclusion of p rec ip i ta t ion  
within t h e  model found t o  be s i g n i f i c m t .  
7. : Tests of functions on independent da ta  revealed t h a t  t he  
more highly nonlinear functional forms produced very e r r a t i c  
'results when driven with da i ly  environmental var iables .  
This was not unexpected, s ince parameter estimates were gen- 
era ted using averaged data,  and the  da i ly  values used f o r  
t e s t i n g  of ten %-w outside t he  range of these averaged values, 
resu l t ing  i n  g rea t ly  mwnified r e s u l t s  f o r  those points .  
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8. ) Attempts t o  a l lev ia te  the d i f f i c u l t i e s  of 7, ) above t h r o u ~ h  
the use of running and accumulative averages was only par- 
t i a l l y  successful. 
9 . )  Variance propagation techniques appear t o  be a useful device 
for  predicting expected uncertainties.  I n  t h i s  study, these 
techniques were used t o  verify tha t  t hc  uncertainties noted 
during t e s t ing  were reasonable fo r  the  primary data set used 
t o  generate and t e s t  parameters. 
Recommendat ions 
The following recommendations are made based upon the  investigations 
conducted. 
1.) The best combination of functions t e s t ed  was the  following: 
Stage 0-1: R = 0.87870 - 0.00045898 TM 
Stage 1-2: R = 0.071784 (DL - 0.2796) i(4.6869 x ~ O - ~ ) ( T ~  + 2.3876) - 
(4.6618 x ~ O - ~ ) ( T ~  + 2.3876)2 + (2.3943 x 
c T ~  + 2.3876) + (1.7055 x ~ o - ~ ) ( T ~  + 2 . 3 8 ~ 6 ) ~ )  
Stage 2-3: R ={exp -6.22319 + 0.12008 TX + 1.0337(DL - 12) - 
0.038591 T ~ ( D ~  - i 2 )  1 
Stage 3-4: R = 0.37980 + c ,0061145 TM 
Stage 4-5: R = exp{-17.6837 + 0.53654 T~ + 0.33366 T~ + 
2 2.6105(DL - 1 2 )  - 0.0080340 TX2 - 0.011335 TM - 
2 0.45441(~, - 1 2 )  1. 
2. ) Future attempts a t  parameter estimation should be based upon 
be t te r ,  l e s s  "noisy" data, par t icular ly as concerns 
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phonolcaical reports ,  Current e f fo r t s  a t  JSC t o  co l l ec t  data 
bases formu1ad;ed from intensive t e s t  s i t e s  and b l ind  s i t e s  
represent a desirable first s tep  i n  t h i s  direction.  
3 . )  The generalized l e a s t  squares technique is recommended fo r  
parameter estimation of any s o r t ,  ra ther  than t h e  more standard 
l i n e a r  regression techniques. The method can accomodate both 
l i n e a r  and nonlinear model, fonns, and provides useful  var- 
iance information concerning parameter estimates, 
The writer i n  indebted t o  many persons f o r  t h e i r  a s s i s t m c e  i n  t h i s  
investigation.  M. C .  Trichel,  Richard S tuf f ,  and Tom Barnett of the  
Johason Space Center's Division of Earth Observations, were of par t icu la r  
help i n  providing encouragement, information,*land guidance. Lockheed per- 
eonndl a t  JSC who were partPcularly helpful included Dale Phinney, Mike 
Trinchard, and Richard Baskett . 
The author would also l i k e  t o  acknowledge the  e f fo r t s ,  of ten a t  odd 
times, of h i s  research team a t  Fort Lewis College: Carolyn Gibbons, 
research associate;  Sam Alkashef and Mark Van Nostrand, data  analysts;  
and Marcee Crawford,, t y p i s t .  
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