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Abstract. We obtain the variational equations for backward stochastic differential equations in recursive
stochastic optimal control problems, and then get the maximum principle which is novel. The control domain
need not be convex, and the generator of the backward stochastic differential equation can contain z.
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1 Introduction
Let (Ω,F , P ) be a probability space and let W be a d-dimensional Brownian motion. The filtration {Ft :
t ≥ 0} is generated by W , i.e.,
Ft := σ{W (s) : s ≤ t} ∨ N ,
where N is all P -null sets. Let U be a set in Rk and T > 0 be a given terminal time. Set
U [0, T ] := {(u(s))s∈[0,T ] : u is progressively measurable, u(s) ∈ U and E[
∫ T
0
|u(s)|βds] <∞ for all β > 0},
where U is called the control domain and U [0, T ] is called the set of all admissible controls. In fact, we just
need E[
∫ T
0
|u(s)|β0ds] < ∞ for some β0 > 0. For simplicity, we do not explicitly give this β0 in this paper.
Consider the following state equation:


dx(t) = b(t, x(t), u(t))dt + σ(t, x(t), u(t))dW (t),
x(0) = x0 ∈ Rn,
(1.1)
where b : [0, T ]× Rn × Rk → Rn, σ : [0, T ]× Rn × Rk → Rn×d. The cost functional is defined by
J(u(·)) = E[φ(x(T ) +
∫ T
0
f(t, x(t), u(t))dt], (1.2)
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where φ : Rn → R, g : [0, T ]×Rn×Rk → R. The classical stochastic optimal control problem is to minimize
J(u(·)) over U [0, T ]. If there exists a u¯ ∈ U [0, T ] such that
J(u¯(·)) = inf
u∈U [0,T ]
J(u(·)),
u¯ is called an optimal control. x¯(·), which is the solution of state equation (1.1) corresponding to u¯, is called
an optimal trajectory. The maximum principle is to find the necessary condition for the optimal control u¯.
The method for deriving the maximum principle is the variational principle. When U is not convex, we
use the spike variation method. More precisely, let ε > 0 and Eε ⊂ [0, T ] with |Eε| = ε, define
uε(t) = u¯(t)IEcε (t) + uIEε(t),
where u ∈ U . This uε is called a spike variation of the optimal control u¯. For deriving the maximum
principle, we only need to use Eε = [s, s + ε] for s ∈ [0, T − ε] and ε > 0. The difficulty of the classical
stochastic optimal control problem is the variational equation for x(·), which is completely different from
the deterministic optimal control problem. Peng [12] first considered the second-order term in the Taylor
expansion of the variation and obtained the maximum principle for the classical stochastic optimal control
problem.
Consider the following backward stochastic differential equation (BSDE for short):
y(t) = φ(x(T )) +
∫ T
t
f(s, x(s), y(s), z(s), u(s))ds−
∫ T
t
z(s)dW (s), (1.3)
where φ : Rn → R, f : [0, T ]×Rn×R×Rd ×Rk → R. Pardoux and Peng [11] first obtained that the BSDE
(1.3) has a unique solution (y(·), z(·)). Duffie and Epstein [3] introduced the notion of recursive utilities
in continuous time, which is a kind of BSDE with f independent of z. In [4, 5], the authors extended the
recursive utility to the case where f contains z. The term z can be interpreted as an ambiguity aversion
term in the market (see [1]).
When f is independent of (y, z), it is easy to check that y(0) = E[φ(x(T )) +
∫ T
0
f(t, x(t), u(t))dt]. So
it is natural to extend the classical stochastic optimal control problem to the recursive case. Consider the
control system which contains equations (1.1) and (1.3). Define the cost functional
J(u(·)) = y(0). (1.4)
The recursive stochastic optimal control problem is to minimize J(u(·)) in (1.4) over U [0, T ]. When the
control domain U is convex, the local maximum principle for this problem can be found in [2, 7, 13, 17, 19, 21]
and the references therein. In this paper, the control domain U is not necessarily convex, we must obtain
the global maximum principle by the spike variation method.
One direct method for treating this problem is to consider the second-order terms in the Taylor expansion
of the variation for the BSDE (1.3) as in [12]. When f depends nonlinearly on z, there are two major
difficulties (see [24]): (i) What is the second-order variational equation for the BSDE (1.3), which is not
the one similar in [12]. (ii) How to get the second-order adjoint equation which seems to be unexpectedly
complicated due to the quadratic form with respect to the variation of z.
Based on these difficulties, Peng [15] proposed the following open problem in page 269:
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“The corresponding ‘global maximum principle’ for the case where f depends nonlinearly on z is open,
except for some special case.”
Recently, a new method for treating this problem is to see z(·) as a control and the terminal condition
y(T ) = φ(x(T )) as a constraint, then use the Ekeland variational principle to obtain the maximum principle.
This idea was used in [9, 10] for studying the backward linear-quadratic optimal control problem, and then
was used in [20, 24] for studying the recursive stochastic optimal control problem. But the maximum principle
contains unknown parameters.
In this paper, we overcome the two major difficulties in the above direct method. The second-order
variational equation for the BSDE (1.3) and the maximum principle have been obtained. The main difference
of the variational equations with the ones in [12] lies in the term 〈p(t), δσ(t)〉IEε (t) (see equation (3.1) in
Section 3 for the definition of p(t)) in the variation of z, which is O(ε) for any order expansion of f . So
it is not helpful to use the second-order Taylor expansion for treating this term. Moreover, we also obtain
the structure of the variation for (y, z) and the variation for x. Based on this, we can get the second-order
adjoint equation. Due to the term 〈p(t), δσ(t)〉IEε (t) in the variation of z, our global maximum principle is
novel and different from the one in [20, 24], which completely solves Peng’s open problem. Furthermore, our
maximum principle is stronger than the one in [20, 24] (see Example 3.8).
This paper is organized as follows. In Section 2, we give some basic results and the idea for the variation
of BSDE. The variational equations for BSDE and the maximum principle have been obtained in Section 3.
In Section 4, we obtain the maximum principle for the control system with state constraint.
2 Preliminaries and idea for variation of BSDE
The results of this part can be found in [12, 25]. For the simplicity of presentation, we suppose d = 1. We
need the following assumption:
(A1) b, σ are twice continuously differentiable with respect to x; b, bx, bxx, σ, σx, σxx are continous in
(x, u); bx, bxx, σx, σxx are bounded; b, σ are bounded by C(1 + |x|+ |u|).
Let u¯(·) be the optimal control for the cost function defined in (1.2) and let x¯(·) be the corresponding
solution of equation (1.1). Similarly, we define (xε(·), uε(·)). Set
b(·) = (b1(·), . . . , bn(·))T , σ(·) = (σ1(·), . . . , σn(·))T ,
b(t) = b(t, x¯(t), u¯(t)), δb(t) = b(t, x¯(t), u)− b(t),
(2.1)
similar for bx(t), b
i
xx(t), δbx(t), δb
i
xx(t), σ(t), σx(t), σ
i
xx(t), δσ(t), δσx(t) and δσ
i
xx(t), i ≤ n, where bx =
(bixj )i,j . Let xi(·), i = 1, 2, be the solution of the following stochastic differential equations (SDEs for short):


dx1(t) = bx(t)x1(t)dt+ {σx(t)x1(t) + δσ(t)IEε (t)}dW (t),
x1(0) = 0,
(2.2)
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

dx2(t) = {bx(t)x2(t) + δb(t)IEε(t) + 12bxx(t)x1(t)x1(t)}dt
+{σx(t)x2(t) + δσx(t)x1(t)IEε(t) + 12σxx(t)x1(t)x1(t)}dW (t),
x2(0) = 0,
(2.3)
where bxx(t)x1(t)x1(t) = (tr[b
1
xx(t)x1(t)x1(t)
T ], . . . , tr[bnxx(t)x1(t)x1(t)
T ])T and similar for σxx(t)x1(t)x1(t).
Theorem 2.1 Suppose (A1) holds. Then, for any β ≥ 1,
E[ sup
t∈[0,T ]
|xε(t)− x¯(t)|2β ] = O(εβ), (2.4)
E[ sup
t∈[0,T ]
|x1(t)|2β ] = O(εβ), (2.5)
E[ sup
t∈[0,T ]
|x2(t)|2β ] = O(ε2β), (2.6)
E[ sup
t∈[0,T ]
|xε(t)− x¯(t)− x1(t)|2β ] = O(ε2β), (2.7)
E[ sup
t∈[0,T ]
|xε(t)− x¯(t)− x1(t)− x2(t)|2β ] = o(ε2β). (2.8)
Moreover, we have the following expansion:
E[φ(xε(T ))]− E[φ(x¯(T ))] = E[〈φx(x¯(T )), x1(T ) + x2(T )〉]
+E[ 12 〈φxx(x¯(T ))x1(T ), x1(T )〉] + o(ε).
(2.9)
From this result, we can simply write x1(·) = O(√ε), x2(·) = O(ε) and
xε(·) = x¯(·) + x1(·) + x2(·) + o(ε). (2.10)
This equation is the variational equation for SDE (1.1) obtained by Peng in [12]. Furthermore, he proved
that
E[〈φx(x¯(T )), x1(T )〉] = O(ε).
This is supprise, because x1(T ) = O(
√
ε). The reason is that the order
√
ε term is in the stochastic integral
with respect to W . Notice that z in BSDE (1.3) is still in the stochastic integral with respect to W . If we
combine the order
√
ε term and z, the other terms are O(ε). Maybe we can get the variational equation. In
Section 3, we will give a rigorous proof of this idea.
3 Variational equation for BSDE and maximum principle
3.1 Peng’s open problem
Suppose d = 1 for the simplicity of presentation. The results for d > 1 will be given in the next subsection.
We consider the control system: SDE (1.1) and BSDE (1.3). The cost function J(u(·)) is defined in (1.4).
The control problem is to minimize J(u(·)) over U [0, T ].
We need the following assumption:
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(A2) f , φ are twice continuously differentiable with respect to (x, y, z); f , Df , D2f are continous in
(x, y, z, u); Df , D2f , φxx are bounded; φx are bounded by C(1 + |x|).
Df is the gradient of f with respect to (x, y, z), D2f is the Hessian matrix of f with respect to (x, y, z).
Let u¯(·) be the optimal control and let (x¯(·), y¯(·), z¯(·)) be the corresponding solution of equations (1.1)
and (1.3). Similarly, we define (xε(·), yε(·), zε(·), uε(·)).
In order to obtain the variational equation for BSDE (1.3), we introduce the following adjoint equations:


−dp(t) = {fy(t)p(t) + [fz(t)σTx (t) + bTx (t)]p(t) + fz(t)q(t) + σTx (t)q(t) + fx(t)}dt− q(t)dW (t),
p(T ) = φx(x¯(T )),
(3.1)


−dP (t) = {fy(t)P (t) + [fz(t)σTx (t) + bTx (t)]P (t) + P (t)[fz(t)σx(t) + bx(t)] + σTx (t)P (t)σx(t)
+fz(t)Q(t) + σ
T
x (t)Q(t) +Q(t)σx(t) + b
T
xx(t)p(t) + σ
T
xx(t)[fz(t)p(t) + q(t)]
+[In×n, p(t), σ
T
x (t)p(t) + q(t)]D
2f(t)[In×n, p(t), σ
T
x (t)p(t) + q(t)]
T }dt−Q(t)dW (t),
P (T ) = φxx(x¯(T )),
(3.2)
where
fx(t) = fx(t, x¯(t), y¯(t), z¯(t), u¯(t)), p(t) = (p
1(t), . . . , pn(t))T , bTxx(t)p(t) =
n∑
i=1
pi(t)bixx(t), (3.3)
similar for fy(t), fz(t), D
2f(t) and σTxx(t)[fz(t)p(t) + q(t)]. By the assumptions (A1) and (A2), it is easy to
check that the above BSDEs have unique solutions (p(·), q(·)) and (P (·), Q(·)) respectively.
Applying Itoˆ’s formula to 〈p(t), x1(t) + x2(t)〉 + 12 〈P (t)x1(t), x1(t)〉, we can get the following lemma by
simple calculation.
Lemma 3.1 We have
〈p(T ), x1(T ) + x2(T )〉+ 12 〈P (T )x1(T ), x1(T )〉 = 〈p(t), x1(t) + x2(t)〉+ 12 〈P (t)x1(t), x1(t)〉
+
∫ T
t {[〈p(s), δb(s)〉+ 〈q(s), δσ(s)〉 + 12 〈P (s)δσ(s), δσ(s)〉]IEε (s)
−〈fx(s) + fy(s)p(s) + fz(s)[σTx (s)p(s) + q(s)], x1(s) + x2(s)〉
− 12 〈{fy(s)P (s) + fz(s)[σTxx(s)p(s) + P (s)σx(s) + σTx (s)P (s) +Q(s)]
+[In×n, p(s), σ
T
x (s)p(s) + q(s)]D
2f(s)[In×n, p(s), σ
T
x (s)p(s) + q(s)]
T }x1(s), x1(s)〉}ds
+
∫ T
t {〈p(s), δσ(s)〉IEε (s) + 〈σTx (s)p(s) + q(s), x1(s) + x2(s)〉
+〈δσTx (s)p(s) + 12P (s)δσ(s) + 12PT (s)δσ(s), x1(s)〉IEε(s)
+ 12 〈[σTxx(s)p(s) + P (s)σx(s) + σTx (s)P (s) +Q(s)]x1(s), x1(s)〉}dW (s)
+
∫ T
t 〈δσTx (s)q(s) + 12 [σTx (s)P (s) + σTx (s)PT (s) +Q(s) +QT (s)]δσ(s), x1(s)〉IEε(s)ds.
(3.4)
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By Theorem 2.1, it is easy to check that the last line of equation (3.4) is o(ε) and
φ(xε(T )) = φ(x¯(T )) + 〈p(T ), x1(T ) + x2(T )〉+ 1
2
〈P (T )x1(T ), x1(T )〉+ o(ε).
We set
y¯ε(t) = yε(t)− [〈p(t), x1(t) + x2(t)〉+ 12 〈P (t)x1(t), x1(t)〉],
z¯ε(t) = zε(t)− {〈p(t), δσ(t)〉IEε(t) + 〈σTx (t)p(t) + q(t), x1(t) + x2(t)〉
+〈δσTx (t)p(t) + 12P (t)δσ(t) + 12PT (t)δσ(t), x1(t)〉IEε(t)
+ 12 〈[σTxx(t)p(t) + P (t)σx(t) + σTx (t)P (t) +Q(t)]x1(t), x1(t)〉}.
Remark 3.2 It is important to note that the term 〈p(t), δσ(t)〉IEε (t) in the z¯ε(t) comes from the Itoˆ’s
formula for 〈p(t), x1(t)〉. Note that (〈p(t), δσ(t)〉IEε (t))i = (〈p(t), δσ(t)〉)iIEε(t) for any integer i ≥ 1, so it
is not helpful to use the second-order Taylor expansion for treating this term, which is completely different
from the terms x1(t), x2(t), x1(t)IEε(t) and x1(t)(x1(t))
T . In the following, we will show that this term is
indeed in the variation of z, which is important for getting the variational equations for (y, z).
Then by Lemma 3.1, we can get
y¯ε(t) = φ(x¯(T )) + o(ε) +
∫ T
t {[〈p(s), δb(s)〉+ 〈q(s), δσ(s)〉 + 12 〈P (s)δσ(s), δσ(s)〉]IEε (s)
+f(s, xε(s), yε(s), zε(s), uε(s)) − 〈fx(s) + fy(s)p(s) + fz(s)[σTx (s)p(s) + q(s)], x1(s) + x2(s)〉
− 12 〈{fy(s)P (s) + fz(s)[σTxx(s)p(s) + P (s)σx(s) + σTx (s)P (s) +Q(s)]
+[In×n, p(s), σ
T
x (s)p(s) + q(s)]D
2f(s)[In×n, p(s), σ
T
x (s)p(s) + q(s)]
T }x1(s), x1(s)〉}ds
− ∫ Tt z¯ε(s)dW (s).
(3.5)
Remark 3.3 By the standard estimates of BSDEs, we can show that y¯ε(t)− y¯(t) = O(ε), z¯ε(t)− z¯(t) = O(ε)
(see the proof of Theorem 3.4), which is the reason for constructing adjoint equations (3.1) and (3.2).
Suppose that
y¯ε(t) = y¯(t) + yˆ(t) + o(ε),
z¯ε(t) = z¯(t) + zˆ(t) + o(ε).
(3.6)
Then from BSDE (3.5) and the Taylor expansion, we consider the following BSDE:
yˆ(t) =
∫ T
t
{fy(s)yˆ(s) + fz(s)zˆ(s) + [〈p(s), δb(s)〉 + 〈q(s), δσ(s)〉 + 12 〈P (s)δσ(s), δσ(s)〉
+f(s, x¯(s), y¯(s), z¯(s) + 〈p(s), δσ(s)〉, u) − f(s, x¯(s), y¯(s), z¯(s), u¯(s))]IEε(s)}ds
− ∫ Tt zˆ(s)dW (s).
(3.7)
In the following theorem, we will prove the above assumption (3.6).
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Theorem 3.4 Suppose (A1) and (A2) hold. Then, for any β ≥ 2,
E[ sup
t∈[0,T ]
|y¯ε(t)− y¯(t)|2 +
∫ T
0
|z¯ε(t)− z¯(t)|2dt] = O(ε2), (3.8)
E[ sup
t∈[0,T ]
|y¯ε(t)− y¯(t)|β + (
∫ T
0
|z¯ε(t)− z¯(t)|2dt)β/2] = o(εβ/2), (3.9)
E[ sup
t∈[0,T ]
|yˆ(t)|2 +
∫ T
0
|zˆ(t)|2dt] = O(ε2), (3.10)
E[ sup
t∈[0,T ]
|y¯ε(t)− y¯(t)− yˆ(t)|2 +
∫ T
0
|z¯ε(t)− z¯(t)− zˆ(t)|2dt] = o(ε2). (3.11)
Proof. We first prove (3.8) and (3.9). Set
I1(t) = y
ε(t)− y¯ε(t), I2(t) = zε(t)− z¯ε(t)− 〈p(t), δσ(t)〉IEε (t),
I3(t) = 〈p(t), δb(t)〉 + 〈q(t), δσ(t)〉 + 12 〈P (t)δσ(t), δσ(t)〉,
I4(t) = f(t, x
ε(t), yε(t), zε(t), uε(t))− f(t, x¯(t) + x1(t) + x2(t), y¯ε(t) + I1(t), z¯ε(t) + I2(t), u¯(t)),
I5(t) = δσ
T
x (t)p(t) +
1
2P (t)δσ(t) +
1
2P
T (t)δσ(t),
I6(t) = [In×n, p(t), σ
T
x (t)p(t) + q(t)].
Then we can get
y¯ε(t)− y¯(t) = o(ε) + ∫ T
t
{I3(s)IEε(s) + I4(s) + f˜y(s)(y¯ε(s)− y¯(s)) + f˜z(s)(z¯ε(s)− z¯(s))
+[(x1(s) + x2(s))
T , I1(s), I2(s)]D˜
2f(s)[(x1(s) + x2(s))
T , I1(s), I2(s)]
T
+fz(s)〈I5(s), x1(s)〉IEε(s)− 12 〈I6(s)D2f(s)IT6 (s)x1(s), x1(s)〉}ds
− ∫ T
t
(z¯ε(s)− z¯(s))dW (s),
(3.12)
where
f(t, x¯(t) + x1(t) + x2(t), y¯
ε(t) + I1(t), z¯
ε(t) + I2(t), u¯(t))
−f(t, x¯(t) + x1(t) + x2(t), y¯(t) + I1(t), z¯(t) + I2(t), u¯(t))
= f˜y(s)(y¯
ε(s)− y¯(s)) + f˜z(s)(z¯ε(s)− z¯(s)),
f˜y(s) =
∫ 1
0 fy(s, x¯(s) + x1(s) + x2(s), y¯(s) + I1(s) + µ(y¯
ε(s)− y¯(s)),
z¯(s) + I2(s) + µ(z¯
ε(s)− z¯(s)), u¯(s))dµ,
f˜z(s) =
∫ 1
0
fz(s, x¯(s) + x1(s) + x2(s), y¯(s) + I1(s) + µ(y¯
ε(s)− y¯(s)),
z¯(s) + I2(s) + µ(z¯
ε(s)− z¯(s)), u¯(s))dµ,
D˜2f(s) =
∫ 1
0
∫ 1
0 λD
2f(s, x¯(s) + λµ(x1(s) + x2(s)), y¯(s) + λµI1(s),
z¯(s) + λµI2(s), u¯(s))dλdµ.
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Thus by Theorem 2.1, equation (3.12) and standard estimates of BSDEs, we can easily obtain (3.8) and
(3.9). It is obviously for equation (3.10). Now we prove (3.11). Set
x˜ε(t) = xε(t)− x¯(t)− x1(t)− x2(t), y˜ε(t) = y¯ε(t)− y¯(t)− yˆ(t), z˜ε(t) = z¯ε(t)− z¯(t)− zˆ(t).
By equations (3.12) and (3.7), we can get
y˜ε(t) = o(ε) +
∫ T
t {f˜y(s)y˜ε(s) + f˜z(s)z˜ε(s) + (f˜y(s)− fy(s))yˆ(s) + (f˜z(s)− fz(s))zˆ(s)
+I4(s)− [f(s, x¯(s), y¯(s), z¯(s) + 〈p(s), δσ(s)〉, u)− f(s)]IEε(s)
+[(x1(s) + x2(s))
T , I1(s), I2(s)]D˜
2f(s)[(x1(s) + x2(s))
T , I1(s), I2(s)]
T
+fz(s)〈I5(s), x1(s)〉IEε(s)− 12 〈I6(s)D2f(s)IT6 (s)x1(s), x1(s)〉}ds
− ∫ Tt z˜ε(s)dW (s).
(3.13)
By Theorem 2.1, it is easy to check that we only need to show that
E[(
∫ T
0 |(f˜y(s)− fy(s))yˆ(s) + (f˜z(s)− fz(s))zˆ(s)|ds)2] = o(ε2),
E[(
∫ T
0 |〈I6(s)(D˜2f(s)− 12D2f(s))IT6 (s)x1(s), x1(s)〉|ds)2] = o(ε2),
E[(
∫ T
0
|I4(s)− [f(s, x¯(s), y¯(s), z¯(s) + 〈p(s), δσ(s)〉, u) − f(s)]IEε(s)|ds)2] = o(ε2).
Note that
|f˜y(s)− fy(s)|+ |f˜z(s)− fz(s)| ≤ C(|x1(s) + x2(s)|+ |I1(s)|+ |I2(s)|+ |y¯ε(s)− y¯(s)|+ |z¯ε(s)− z¯(s)|),
and
E[(
∫ T
0 |q(s)x1(s)zˆ(s)|ds)2] ≤ E[sups∈[0,T ] |x1(s)|2(
∫ T
0 |q(s)|2ds)(
∫ T
0 |zˆ(s)|2ds)]
≤ (E[(∫ T
0
|zˆ(s)|2ds)2])1/2(E[sups∈[0,T ] |x1(s)|8])1/4(E[(
∫ T
0
|q(s)|2ds)4])1/4
= o(ε2),
(3.14)
we can get E[(
∫ T
0 |(f˜y(s)− fy(s))yˆ(s) + (f˜z(s)− fz(s))zˆ(s)|ds)2] = o(ε2). Since D2f is bounded, we can get
that for each β ≥ 2,
E[(
∫ T
0
|(D˜2f(s)− 1
2
D2f(s))||q(s)|2ds)β ]→ 0 as ε→ 0.
Thus we can easily deduce E[(
∫ T
0 |〈I6(s)(D˜2f(s) − 12D2f(s))IT6 (s)x1(s), x1(s)〉|ds)2] = o(ε2). It is easy to
verify that
|I4(s)− [f(s, x¯(s), y¯(s), z¯(s) + 〈p(s), δσ(s)〉, u) − f(s)]IEε(s)|
≤ C{|x˜ε(s)|+ [|x1(s) + x2(s)|+ |y¯ε(t)− y¯(t)|+ |z¯ε(s)− z¯(s)|+ |I1(s)|+ |I2(s)|]IEε(s)}.
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Since
E[(
∫ T
0
|q(s)x1(s)|IEε(s)ds)2] ≤ E[ sup
s∈[0,T ]
|x1(s)|2
∫
Eε
|q(s)|2ds]ε
≤ (E[ sup
s∈[0,T ]
|x1(s)|4])1/2(E[(
∫
Eε
|q(s)|2ds)2])1/2ε
= o(ε2),
we can obtain E[(
∫ T
0 |I4(s)− [f(s, x¯(s), y¯(s), z¯(s) + 〈p(s), δσ(s)〉, u)− f(s)]IEε(s)|ds)2] = o(ε2). The proof is
complete. 
Thus we obtain the following variational equation for BSDE (1.3):
yε(t) = y¯(t) + 〈p(t), x1(t) + x2(t)〉 + 12 〈P (t)x1(t), x1(t)〉 + yˆ(t) + o(ε),
zε(t) = z¯(t) + 〈p(t), δσ(t)〉IEε (t) + 〈σTx (t)p(t) + q(t), x1(t) + x2(t)〉
+〈δσTx (t)p(t) + 12P (t)δσ(t) + 12PT (t)δσ(t), x1(t)〉IEε(t)
+ 12 〈[σTxx(t)p(t) + P (t)σx(t) + σTx (t)P (t) +Q(t)]x1(t), x1(t)〉+ zˆ(t) + o(ε).
(3.15)
Remark 3.5 We can also give the variational equations for BSDE (1.3) as in [12]. Set
y1(t) = 〈p(t), x1(t)〉, z1(t) = 〈p(t), δσ(t)〉IEε (t) + 〈σTx (t)p(t) + q(t), x1(t)〉, (3.16)
it is easy to check that (y1, z1) satisfies the following BSDE:


−dy1(t) = {〈fx(t), x1(t)〉+ fy(t)y1(t) + fz(t)z1(t)
−[fz(t)〈p(t), δσ(t)〉 + 〈q(t), δσ(t)〉]IEε (t)}dt− z1(t)dW (t),
y1(T ) = 〈φx(x¯(T )), x1(T )〉.
(3.17)
Set
y2(t) = 〈p(t), x2(t)〉 + 12 〈P (t)x1(t), x1(t)〉+ yˆ(t),
z2(t) = 〈σTx (t)p(t) + q(t), x2(t)〉+ 〈δσTx (t)p(t) + 12P (t)δσ(t) + 12PT (t)δσ(t), x1(t)〉IEε(t)
+ 12 〈[σTxx(t)p(t) + P (t)σx(t) + σTx (t)P (t) +Q(t)]x1(t), x1(t)〉+ zˆ(t),
(3.18)
it is easy to verify that


−dy2(t) = {〈fx(t), x2(t)〉+ fy(t)y2(t) + fz(t)z2(t)
+ 12 [(x1(t))
T , y1(t), z1(t)]D
2f(t)[(x1(t))
T , y1(t), z1(t)]
T
+[〈q(t), δσ(t)〉 − 12fzz(t)(〈p(t), δσ(t)〉)2 + f(t, x¯(t), y¯(t), z¯(t) + 〈p(t), δσ(t)〉, u)
−f(t, x¯(t), y¯(t), z¯(t), u¯(t))]IEε(t) + 〈L(t), x1(t)〉IEε (t)}dt− z2(t)dW (t),
y2(T ) = 〈φx(x¯(T )), x2(T )〉+ 12 〈φxx(x¯(T ))x1(T ), x1(T )〉,
(3.19)
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where 〈L(t), x1(t)〉IEε (t) = o(ε), so we do not give the explicit formula for L(t). Here we use
[f(t, x¯(t), y¯(t), z¯(t) + 〈p(t), δσ(t)〉, u) − f(t, x¯(t), y¯(t), z¯(t), u¯(t))]IEε (t)
to completely deal with the term 〈p(t), δσ(t)〉IEε (t) in the variation of z, so the terms fz(t)〈p(t), δσ(t)〉 and
1
2fzz(t)(〈p(t), δσ(t)〉)2 are repeated in fz(t)z1(t) and 12fzz(t)(z1(t))2. Noting equations (3.16) and (3.18),
then the adjoint equations for (z1(t))
2 and other terms are essentially for x1(t), x2(t) and x1(t)(x1(t))
T ,
which is solved in [12]. In order to further explain the difference of expansions for SDE and BSDE, we
consider the following equations:


−dy˜1(t) = {〈fx(t), x1(t)〉+ fy(t)y˜1(t) + fz(t)z˜1(t)}dt− z˜1(t)dW (t),
y˜1(T ) = 〈φx(x¯(T )), x1(T )〉,
(3.20)


−dy˜2(t) = {〈fx(t), x2(t)〉 + fy(t)y˜2(t) + fz(t)z˜2(t)
+ 12 [(x1(t))
T , y˜1(t), z˜1(t)]D
2f(t)[(x1(t))
T , y˜1(t), z˜1(t)]
T
+[f(t, x¯(t), y¯(t), z¯(t) + 〈p(t), δσ(t)〉, u) − f(t, x¯(t), y¯(t), z¯(t), u¯(t))
−fz(t)〈p(t), δσ(t)〉 − 12fzz(t)(〈p(t), δσ(t)〉)2 ]IEε(t)}dt− z˜2(t)dW (t),
y˜2(T ) = 〈φx(x¯(T )), x2(T )〉+ 12 〈φxx(x¯(T ))x1(T ), x1(T )〉.
(3.21)
By the standard estimates of BSDEs, it is easy to show that
E[ sup
t∈[0,T ]
|y1(t) + y2(t)− y˜1(t)− y˜2(t)|2 +
∫ T
0
|z1(t) + z2(t)− z˜1(t)− z˜2(t)|2dt] = o(ε2).
Thus by equation (3.15), we can get
yε(t) = y¯(t) + y˜1(t) + y˜2(t) + o(ε),
zε(t) = z¯(t) + z˜1(t) + z˜2(t) + o(ε).
The main difference is equation (3.21) which is due to the term 〈p(t), δσ(t)〉IEε (t) in the variation of z. If
f is independent of z, the variational equations for (y, z) are the same as in [12], which is pointed in [15].
Now we consider the maximum principle. From equation (3.15), we get
J(uε(·))− J(u¯(·)) = yε(0)− y¯(0) = yˆ(0) + o(ε).
Define the following adjoint equation for BSDE (3.7):


dγ(t) = fy(t)γ(t)dt+ fz(t)γ(t)dW (t),
γ(0) = 1.
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Applying Itoˆ’s formula to γ(t)yˆ(t), we can obtain
yˆ(0) = E[
∫ T
0 γ(s)[〈p(s), δb(s)〉 + 〈q(s), δσ(s)〉 + 12 〈P (s)δσ(s), δσ(s)〉
+f(s, x¯(s), y¯(s), z¯(s) + 〈p(s), δσ(s)〉, u) − f(s, x¯(s), y¯(s), z¯(s), u¯(s))]IEε(s)ds].
(3.22)
Note that γ(s) > 0, then we define the following function:
H(t, x, y, z, u, p, q, P ) = 〈p, b(t, x, u)〉+ 〈q, σ(t, x, u)〉
+ 12 〈P (σ(t, x, u) − σ(t, x¯, u¯)), σ(t, x, u) − σ(t, x¯, u¯)〉
+f(t, x, y, z + 〈p, σ(t, x, u)− σ(t, x¯, u¯)〉, u),
(3.23)
where (p, q, P ) is defined in equations (3.1) and (3.2). Thus we obtain the following maximum principle.
Theorem 3.6 Suppose (A1) and (A2) hold. Let u¯(·) be an optimal control and (x¯(·), y¯(·), z¯(·)) be the
corresponding solution. Then
H(t, x¯(t), y¯(t), z¯(t), u, p(t), q(t), P (t)) ≥ H(t, x¯(t), y¯(t), z¯(t), u¯(t), p(t), q(t), P (t)), ∀u ∈ U, a.e., a.s., (3.24)
where H(·) is defined in (3.23).
If the control domain U is convex, we can get the following corollary which is obtained by Peng in [13].
Corollary 3.7 Let the assumptions as in Theorem 3.6. If U is convex and b, σ, f are continuously differ-
entiable with respect to u, then
〈bTu (t)p(t) + σTu (t)q(t) + fz(t)σTu (t)p(t) + fu(t), u − u¯(t)〉 ≥ 0, ∀u ∈ U, a.e., a.s..
Now we give an example to compare our result with the result in [20, 24].
Example 3.8 Suppose n = d = k = 1. U is a given subset in R. Consider the following control system:
dx(t) = u(t)dW (t), x(0) = 0,
y(t) = x(T ) +
∫ T
t
f(z(s))ds−
∫ T
t
z(s)dW (s).
In this case, our maximum principle is
f(z¯(t) + u− u¯(t))− f(z¯(t)) ≥ 0, ∀u ∈ U, a.e., a.s.. (3.25)
Note that
y(t)−
∫ t
0
u(s)dW (s) =
∫ T
t
f(z(s)− u(s) + u(s))ds−
∫ T
t
(z(s)− u(s))dW (s),
then by comparison theorem of BSDE, it is easy to check that inequality (3.25) is a sufficient condition. For
the case U = {0, 1}, f(0) = 0, f ′(0) < 0, f(1) > 0, f(−1) < 0, it is easy to verify that (x¯, y¯, z¯, u¯) = (0, 0, 0, 0)
satisfies (3.25), thus u¯ = 0 is an optimal control. But fz(z¯(t))(1− u¯(t)) < 0, which implies that u¯ = 0 is not
an optimal control for the case U = [0, 1]. The maximum principle in [24] is fz(z¯(t))(u− u¯(t)) ≥ 0, ∀u ∈ U ,
a.e., a.s., which only cover the case U is convex. The maximum principle in [20] contains two unknown
parameters.
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Remark 3.9 In [20, 24], the authors consider the control system which consists of SDE (1.1) and the
following state equation:
y(t) = y0 −
∫ t
0
f(s, x(s), y(s), v(s), u(s))ds +
∫ t
0
v(s)dW (s), (3.26)
where the set of all admissible controls
U˜ [0, T ] = {(u, y0, v) ∈ U [0, T ]× R×M2(0, T ) : y(T ) = φ(x(T ))}.
The optimal control problem is to minimize J(u(·), y0, v(·)) = y0 over U˜ [0, T ]. Obviously, this problem is
equivalent to Peng’s problem. Thus our maximum principle also completely solves this control problem.
3.2 Multi-dimensional case
In this sebsection, we extend Peng’s problem to multi-dimensional case, i.e., the functions in BSDE (1.3) are
m-dimensional, φ : Rn → Rm, f : [0, T ]× Rn × Rm × Rm×d × Rk → Rm. The cost functional is defined by
J(u(·)) = h(y(0)), (3.27)
where h : Rm → R. For deriving the variational equation for BSDE (1.3), we use the following notation.
W (t) = (W 1(t), . . . ,W d(t))T , φ(x) = (φ1(x), . . . , φm(x))T ,
σ(t, x, u) = (σij(t, x, u)), i = 1, . . . , n, j = 1, . . . , d,
σj(t, x, u) = (σ1j(t, x, u), . . . , σnj(t, x, u))T , j = 1, . . . , d,
f(t, x, y, z, u) = (f1(t, x, y, z, u), . . . , fm(t, x, y, z, u))T ,
y(t) = (y1(t), . . . , ym(t))T , z(t) = (zij(t)), i ≤ m, j ≤ d,
zj(t) = (z1j(t), . . . , zmj(t))T , j = 1, . . . , d.
(3.28)
We introduce the following adjoint equations: for i = 1, . . . ,m,

−dpi(t) = Fi(t)dt−
∑d
j=1 q
j
i (t)dW
j(t),
pi(T ) = φ
i
x(x¯(T )),
(3.29)


−dPi(t) = Gi(t)dt−
∑d
j=1Q
j
i (t)dW
j(t),
Pi(T ) = φ
i
xx(x¯(T )),
(3.30)
where Fi(t) and Gi(t) is given after the following notations:
p(t) = [p1(t), . . . , pm(t)]n×m, q
j(t) = [qj1(t), . . . , q
j
m(t)]n×m,
pl(t) = (p
1
l (t), . . . , p
n
l (t))
T , q
j
l (t) = (q
1j
l (t), . . . , q
nj
l (t))
T ,
bTxx(t)pl(t) =
∑n
i=1 p
i
l(t)(b
i
xx(t))
T , (σjxx(t))
T pl(t) =
∑n
i=1 p
i
l(t)(σ
ij
xx(t))
T ,
(σjxx(t))
T q
j
l (t) =
∑n
i=1 q
ij
l (t)(σ
ij
xx(t))
T , l = 1, . . . ,m, j = 1, . . . , d.
(3.31)
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Fi(t) = b
T
x (t)pi(t) + f
i
x(t) +
∑m
l=1 f
i
yl(t)pl(t) +
∑d
j=1(σ
j
x(t))
T q
j
i (t)
+
∑d
j=1
∑m
l=1 f
i
zlj (t)[(σ
j
x(t))
T pl(t) + q
j
l (t)],
Gi(t) = Pi(t)bx(t) + (bx(t))
TPi(t) +
∑m
l=1 f
i
yl(t)Pl(t) +
∑d
j=1[Q
j
i (t)σ
j
x(t) + (σ
j
x(t))
TQ
j
i (t)
+(σjxx(t))
T q
j
i (t) + (σ
j
x(t))
TPi(t)σ
j
x(t)] +
∑d
j=1
∑m
l=1[f
i
zlj (t)Pl(t)σ
j
x(t) + f
i
zlj (t)(σ
j
x(t))
TPl(t)
+f izlj(t)Q
j
l (t) + f
i
zlj (t)(σ
j
xx(t))
T pl(t)] + b
T
xx(t)pi(t) + [In×n, p(t), (σ
1
x(t))
T p(t) + q1(t), . . . ,
(σdx(t))
T p(t) + qd(t)]D2f i(t)[In×n, p(t), (σ
1
x(t))
T p(t) + q1(t), . . . , (σdx(t))
T p(t) + qd(t)]T ,
(3.32)
where D2f i is the Hessian matrix of f i with respect to (x, y, z1, . . . , zd). Let yˆ(t) = (yˆ1(t), . . . , yˆm(t))T ,
zˆ(t) = (zˆij(t)) be the solution of the following BSDE:
yˆ(t) =
∫ T
t
[fy(s)yˆ(s) +
∑d
j=1 fzj (s)zˆ
j(s) + {pT (s)δb(s) +∑dj=1[(qj(s))T δσj(s) + 12PT (s)δσj(s)δσj(s)]
+f(s, x¯(s), y¯(s), z¯(s) + pT (s)δσ(s), u) − f(s, x¯(s), y¯(s), z¯(s), u¯(s))}IEε(s)]ds
−∑dj=1 ∫ Tt zˆj(s)dW j(s),
(3.33)
where
P (t) = [P1(t), . . . , Pm(t)], P
T (s)δσj(s)δσj(s) = (〈P1(s)δσj(s), δσj(s)〉, . . . , 〈Pm(s)δσj(s), δσj(s)〉)T .
Similar to the analysis in Theorem 3.4, we can get the following variational principle:
yi;ε(t) = y¯i(t) + 〈pi(t), x1(t) + x2(t)〉 + 12 〈Pi(t)x1(t), x1(t)〉+ yˆi(t) + o(ε),
zij;ε(t) = z¯ij(t) + 〈pi(t), δσj(t)〉IEε(t) + 〈(σjx(t))T pi(t) + qji (t), x1(t) + x2(t)〉
+〈(δσjx(t))T pi(t) + 12Pi(t)δσj(t) + 12PTi (t)δσj(t), x1(t)〉IEε(t)
+ 12 〈[(σjxx(t))T pi(t) + Pi(t)σjx(t) + (σjx(t))TPi(t) +Qji (t)]x1(t), x1(t)〉
+zˆij(t) + o(ε), i = 1, . . . ,m, j = 1, . . . , d.
(3.34)
Let h ∈ C1(Rm). Then we get
J(uε(·))− J(u¯(·)) = 〈hy(y¯(0)), yˆ(0)〉+ o(ε).
We introduce the following adjoint equation for BSDE (3.33).


dγ(t) = fTy (t)γ(t)dt +
∑d
j=1 f
T
zj (t)γ(t)dW
j(t),
γ(0) = hy(y¯(0)).
(3.35)
Applying Itoˆ’s formula to 〈γ(t), yˆ(t)〉, we can get the following maximum principle.
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Theorem 3.10 Suppose (A1) and (A2) hold. Let u¯(·) be an optimal control and (x¯(·), y¯(·), z¯(·)) be the
corresponding solution. The cost function is defined in (3.27) and h ∈ C1(Rm). Then
〈γ(t), pT (t)δb(t) +∑dj=1[(qj(t))T δσj(t) + 12PT (t)δσj(t)δσj(t)]
+f(t, x¯(t), y¯(t), z¯(t) + pT (t)δσ(t), u) − f(s, x¯(s), y¯(s), z¯(s), u¯(s))〉
≥ 0, ∀u ∈ U, a.e., a.s.,
(3.36)
where p, qj, P , γ are given in equations (3.29), (3.30), (3.32) and (3.35).
4 Problem with state constraint
For the simplicity of presentation, suppose d = m = 1, the multi-dimensional case can be treated with the
same method.
We consider the control system: SDE (1.1) and BSDE (1.3). The cost function J(u(·)) is defined in (1.4).
In addition, we consider the following state constraint:
E[ϕ(x(T ), y(0))] = 0, (4.1)
where ϕ : Rn × R→ R. We need the following assumption:
(A3) ϕ is twice continuously differentiable with respect to (x, y); D2ϕ is bounded; Dϕ is bounded by
C(1 + |x|+ |y|).
Define all admissible controls as follows:
Uad[0, T ] = {u(·) ∈ U [0, T ] : E[ϕ(x(T ), y(0))] = 0}.
The control problem is to minimize J(u(·)) over Uad[0, T ].
Let u¯(·) ∈ Uad[0, T ] be an optimal control and (x¯(·), y¯(·), z¯(·)) be the corresponding solution of equations
(1.1) and (1.3). Similarly, we define (x(·), y(·), z(·), u(·)) for any u(·) ∈ U [0, T ]. For any ρ > 0, define the
following cost functional on U [0, T ]:
Jρ(u(·)) = {[(y(0)− y¯(0)) + ρ]2 + |E[ϕ(x(T ), y(0))]|2}1/2. (4.2)
It is easy to check that 

Jρ(u(·)) > 0, ∀u(·) ∈ U [0, T ],
Jρ(u¯(·)) = ρ ≤ infu∈U [0,T ] Jρ(u(·)) + ρ.
In order to use well-known Ekeland’s variational principle, we define the following metric on U [0, T ]:
d(u(·), v(·)) = E[
∫ T
0
I{u6=v}(t, ω)dt].
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Suppose that (U [0, T ], d) is a complete space and Jρ(·) is continuous, otherwise we can use the technique in
[18, 20] and the result is the same. Thus, by Ekeland’s variational principle, there exists a uρ(·) ∈ U [0, T ]
such that
Jρ(uρ(·)) ≤ ρ, d(uρ(·), u¯(·)) ≤ √ρ,
Jρ(u(·))− Jρ(uρ(·)) +√ρd(uρ(·), u(·)) ≥ 0, ∀u(·) ∈ U [0, T ].
(4.3)
For any ε > 0, let Eε ⊂ [0, T ] with |Eε| = ε, define
uερ(t) = uρ(t)IEcε (t) + uIEε(t), ∀u ∈ U.
It is easy to check that d(uρ(·), uερ(·)) ≤ ε. Let (xρ(·), yρ(·), zρ(·)) be the solution corresponding to uρ(·).
Similarly for (xερ(·), yερ(·), zερ(·), uερ(·)). Thus by (4.3), we can get
0 ≤ Jρ(uερ(·))− Jρ(uρ(·)) +√ρε
≤ λρ[yερ(0)− yρ(0)] + µρ{E[ϕ(xερ(T ), yερ(0))]− E[ϕ(xρ(T ), yρ(0))]}+√ρε+ o(ε),
(4.4)
where
λρ = Jρ(uρ(·))−1[(yρ(0)− y¯(0)) + ρ], µρ = Jρ(uρ(·))−1E[ϕ(xρ(T ), yρ(0))].
The same analysis as in Theorem 3.4, let (pρ(·), qρ(·)) and (P ρ(·), Qρ(·)) be respectively the solutions of equa-
tions (3.1) and (3.2) with (x¯(·), y¯(·), z¯(·), u¯(·)) replaced by (xρ(·), yρ(·), zρ(·), uρ(·)), and let all the coefficients
be added by a superscript ρ. Then
yερ(0)− yρ(0) = yˆρ(0) + o(ε), (4.5)
where
yˆρ(t) =
∫ T
t {fρy (s)yˆρ(s) + fρz (s)zˆρ(s) + [〈pρ(s), δbρ(s)〉+ 〈qρ(s), δσρ(s)〉 + 12 〈P ρ(s)δσρ(s), δσρ(s)〉
+f(s, xρ(s), yρ(s), zρ(s) + 〈pρ(s), δσρ(s)〉, u)− f(s, xρ(s), yρ(s), zρ(s), uρ(s))]IEε(s)}ds
− ∫ T
t
zˆρ(s)dW (s).
(4.6)
Similarly, let 

−dpρ0(t) = [(bρx(t))T pρ0(t) + (σρx(t))T qρ0(t)]dt− qρ0(t)dW (t),
p0(T ) = µρϕx(xρ(T ), yρ(0)),


−dP ρ0 (t) = [(bρx(t))TP ρ0 (t) + P ρ0 (t)bρx(t) + (σρx(t))TP ρ0 (t)σρx(t) + (σρx(t))TQρ0(t) +Qρ0(t)σρx(t)
+(bρxx(t))
T p
ρ
0(t) + (σ
ρ
xx(t))
T q
ρ
0(t)]dt−Qρ0(t)dW (t),
P0(T ) = µρϕxx(xρ(T ), yρ(0)).
Then
µρ{E[ϕ(xερ(T ), yερ(0))]− E[ϕ(xρ(T ), yρ(0))]}
= E[
∫ T
0 {〈pρ0(s), δbρ(s)〉+ 〈qρ0(s), δσρ(s)〉 + 12 〈P ρ0 (s)δσρ(s), δσρ(s)〉}IEε(s)ds]
+ µρE[ϕy(xρ(T ), yρ(0))]yˆρ(0) + o(ε).
(4.7)
15
Define the following adjoint equation for BSDE (4.6):

dγρ(t) = fρy (t)γ
ρ(t)dt+ fρz (t)γ
ρ(t)dW (t),
γρ(0) = λρ + µρE[ϕy(xρ(T ), yρ(0))].
Then we can get
{λρ + µρE[ϕy(xρ(T ), yρ(0))]}yˆρ(0)
= E[
∫ T
0 γ
ρ(s){〈pρ(s), δbρ(s)〉+ 〈qρ(s), δσρ(s)〉 + 12 〈P ρ(s)δσρ(s), δσρ(s)〉
+ f(s, xρ(s), yρ(s), zρ(s) + 〈pρ(s), δσρ(s)〉, u)− f(s, xρ(s), yρ(s), zρ(s), uρ(s))}IEε(s)ds].
(4.8)
Define the following function:
H(t, x, y, z, u, x′, u′, p0, q0, P0, p, q, P, γ)
= 〈p0 + γp, b(t, x, u)〉+ 〈q0 + γq, σ(t, x, u)〉
+ 12 〈(P0 + γP )(σ(t, x, u)− σ(t, x′, u′)), σ(t, x, u) − σ(t, x′, u′)〉
+ γ(t)f(t, x, y, z + 〈p, σ(t, x, u)− σ(t, x′, u′)〉, u).
(4.9)
It follows from (4.4), (4.5), (4.7) and (4.8) that
0 ≤ E[
∫ T
0
{H(t, xρ(t), yρ(t), zρ(t), u, xρ(t), uρ(t), pρ0(t), qρ0(t), P ρ0 (t), pρ(t), qρ(t), P ρ(t), γρ(t))
−H(t, xρ(t), yρ(t), zρ(t), uρ(t), xρ(t), uρ(t), pρ0(t), qρ0(t), P ρ0 (t), pρ(t), qρ(t), P ρ(t), γρ(t))}IEε(t)dt]
+
√
ρε+ o(ε).
Thus we obtain
H(t, xρ(t), yρ(t), zρ(t), u, xρ(t), uρ(t), pρ0(t), qρ0(t), P ρ0 (t), pρ(t), qρ(t), P ρ(t), γρ(t))
≥ H(t, xρ(t), yρ(t), zρ(t), uρ(t), xρ(t), uρ(t), pρ0(t), qρ0 (t), P ρ0 (t), pρ(t), qρ(t), P ρ(t), γρ(t))
−√ρ, ∀u ∈ U, a.e., a.s..
Obviously, |λρ|2 + |µρ|2 = 1. Thus there exists a subsequence of (λρ, µρ) which converges to (λ, µ) with
|λ|2 + |µ|2 = 1 as ρ→ 0. Note that d(uρ(·), u¯(·)) ≤ √ρ, then we can get for further subsequence
(xρ(·), yρ(·), zρ(·), uρ(·), pρ0(·), qρ0(·), P ρ0 (·), pρ(·), qρ(·), P ρ(·), γρ(·))→
(x¯(·), y¯(·), z¯(·), u¯(·), p0(·), q0(·), P0(·), p(·), q(·), P (·), γ(·)), a.e., a.s.,
where (p(·), q(·)) and (P (·), Q(·)) are respectively the solutions of equations (3.1) and (3.2),

−dp0(t) = [(bx(t))T p0(t) + (σx(t))T q0(t)]dt− q0(t)dW (t),
p0(T ) = µϕx(x¯(T ), y¯(0)),
(4.10)
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

−dP0(t) = [(bx(t))TP0(t) + P0(t)bx(t) + (σx(t))TP0(t)σx(t) + (σx(t))TQ0(t) +Q0(t)σx(t)
+(bxx(t))
T p0(t) + (σxx(t))
T q0(t)]dt−Q0(t)dW (t),
P0(T ) = µϕxx(x¯(T ), y¯(0)),
(4.11)


dγ(t) = fy(t)γ(t)dt+ fz(t)γ(t)dW (t),
γ(0) = λ+ µE[ϕy(x¯(T ), y¯(0))].
(4.12)
Thus we get the following theorem.
Theorem 4.1 Suppose (A1), (A2) and (A3) hold. Let u¯(·) be an optimal control with state constraint (4.1)
and (x¯(·), y¯(·), z¯(·)) be the corresponding solution. Then there exist two contants λ, µ with |λ|2 + |µ|2 = 1
such that
H(t, x¯(t), y¯(t), z¯(t), u, x¯(t), u¯(t), p0(t), q0(t), P0(t), p(t), q(t), P (t), γ(t))
≥ H(t, x¯(t), y¯(t), z¯(t), u¯, x¯(t), u¯(t), p0(t), q0(t), P0(t), p(t), q(t), P (t), γ(t)),
∀u ∈ U, a.e., a.s.,
where H(·), (p(·), q(·)), (P (·), Q(·)), (p0(·), q0(·)), (P0(·), Q0(·)) and γ(·) are defined in (4.9), (3.1), (3.2),
(4.10), (4.11) and (4.12).
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