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High-resolution field maps in brain magnetic resonance imaging (MRI)
scans provide the field distribution information inside the brain which is
essential in reconstructing high-quality MR images with no artifacts and
distortions. These high-quality images are highly desired in clinical appli-
cations. However, the high-resolution field maps, which are used to obtain
high-quality MR images, come with the cost of scan time. Recent advances
in deep neural networks, particularly the generative adversarial networks
(GANs), can learn the prior information through examples and generate the
high-resolution field map using only one low-resolution field map counter-
part. In this work, we apply the deep learning methods to solve the field
map super-resolution problem and show that our GAN-based approach has
the potential to generate the high-resolution field maps as a post-processing
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Magnetic resonance imaging (MRI) is an essential medical image modality
which has been used extensively in disease diagnosis and treatment. However,
because of the limitations in image acquisition, obtaining a high-signal-to-
noise-ratio (SNR), a high-resolution MR image often requires long scan time
which could have the negative impact on a patient’s comfort and increase
the cost of the scan. To reduce the scan time, one must sacrifice with image
resolution or noise level.
One of the sources of artifacts and distortions in MR images is the magnetic
field variance (∆B0). This field variance could cause the signal cancellation
which results in the undesired artifacts and distortions in the obtained image.
Fortunately, these effects can be reduced by applying post-processing during
the image reconstruction phase if the field distribution is known. The field
distribution is represented by a field map which provides the information of
the off-resonance frequency at each voxel. As a result, obtaining a field map
is an important step during an MRI scan. Notably, in applications which are
sensitive to magnetic field variances, such as magnetic resonance spectroscopy
imaging (MRSI) [1] and functional MRI (fMRI) [2], a high-resolution whole-
brain field map is often highly desired. However, in practical situations, the
scan time to obtain a high-resolution field map is long which further increases
the total scan time.
In this work, we take advantage of the powerful machine learning algo-
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rithms to learn the prior information to predict the high-resolution filed map
from the low-resolution counterpart. Compared with conventional methods,
our method does not require increasing the scan time to acquire more data
points for reconstructing the high-resolution field map. Instead, this work
can be added to the existing field map acquisition scheme as a post-processing
step. Thus, this machine learning based method has the potential to speed
up many clinical applications while preserving the high image quality.
Figure 1.1: The MRI process which has two transformations: data
acquisition (Transform I) and image reconstruction (Transform II). The
figure is adapted from [3].
1.1 Image Reconstruction and Image Resolution
From a signal processing perspective, an MRI system consists of two major
steps. The first step is the data acquisition that encodes the spatial infor-
mation of the object into measured data. In MRI, the measured data is in
the k -space which represents the spatial frequency information of the object.
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The k -space data is obtained by applying the Fourier transform on the im-
age data. The second step is the image reconstruction which transforms the
k -space data back to the image domain. Figure 1.1 shows the typical process
of MRI.
The image acquisition in MRI can be formed in mathematics as the fol-
lowing. Consider an imaging system with the spatial information encoding
scheme T , the relationship between the measured signal S and the desired
true image function I is [4]
S = T {I}. (1.1)
This equation is also known as the data-consistency constraint in MRI.
To reconstruct the true image function, one needs to compute the inverse
function of the spatial information encoding scheme T −1 if T is invertible:
I = T −1{S}. (1.2)
However, in real-world MRI applications, the data space cannot be fully sam-
pled due to physical limitations which means the T −1{S} cannot be correctly
computed. Instead of finding the inverse of T , people usually directly pick a
possible image function which satisfies the data-consistency constraint men-
tioned before. As the data space is only finitely sampled, there are many
feasible image functions which satisfy the data-consistency constraint which
makes the MR image reconstruction an ill-conditioned problem. Because
of this ill-conditioned nature, the reconstructed MR image may suffer from
low-resolution, high SNR, and/or artifacts.
In order to find a reconstructed image with higher resolution, it is necessary
to find a method which appropriately observes the deviation of the image
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function. Generally, this deviation can be characterized by using a point
spread function (PSF). The relationship between the true image function
and reconstructed function is [5]
Î(x) = I(x) ∗ h(x), (1.3)
where Î(x) is the reconstructed image, I(x) is the true image function, h(x)
is the PSF, and ∗ is the convolution operator. Based on the definition of
PSF, the resolution limit is defined as the smallest separation of two point
sources necessary for the source to be resolved which is related to the width
of the PSF of the imaging system. For example, if the PSF is a boxcar
function with width W , the two points are resolvable only if the separation
between the points is large than W . Also as one can imagine, the observed
image is perfect without the blurry effect only when the PSF is a δ-function.
However, in MRI applications, the width of the PSF function proportions to
the inverse of the number of samples acquired in the MRI scan [6]. As we
cannot get the infinite number of samples in a scan, the perfect PSF function
(δ-function) is not achievable. Moreover, acquiring a high-resolution image
requires more sample points which cause longer scan time as discussed before.
For a detailed discussion of MR image reconstruction and image resolution,
refer to [4] and [5] .
1.2 Field Distribution
In MRI methods such as spiral scans and echo-planar imaging (EPI), the
field inhomogeneity can introduce blurring effects and distortions to the ob-
tained image [2]. This effect is because these imaging methods are practically
sensitive to the local resonance frequency. In order to correct the resulting
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image, one needs first to acquire a high-resolution field map which is a map
of off-resonance frequency at each voxel.
The traditional method of acquiring the field map is to collect two images
at different echo times and measure the phase difference of each point in
those two images. If the image acquired in echo time TE1 is m1(x, y) and the
image acquired in echo time TE2 is m2(x, y), the measured phase difference
∆φ(x, y) can be expressed as [7]
∆φ(x, y) = ∠m∗1(x, y)m2(x, y). (1.4)






where ∆TE is the time difference between the echo times and ω(x, y) is the
frequency shift in radians/second. This conventional field map estimator has
certain problems. For example, this method cannot distinguish the phase
differences caused by the field shift and the chemical shift. The chemical
shift is caused by the different resonant frequency of different signals, such
as the water signal and the lipid signal. Also, the estimated field map contains
artifacts as this method does not take the smoothness nature of the field map
into account.
The conventional approach is improved from different perspectives after
it was purposed. Some methods apply Gaussian filters or median filters to
smooth the field map as a post-processing step or use statistical models to
remove the artifacts, such as [8]. Moreover, some methods try to incorporate
the field map estimation into the image acquisition process to reduce the
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scan time while other methods make more scans to reduce the error rate in
the field map [2].
1.3 Classic Machine Learning
Machine learning represents the ability that machines can extract useful
information from raw data to acquire knowledge. The machine learning
field has a long history since the mid-twentieth-century [9]. Recently, many
machine learning systems are widely used in people’s daily lives, such as the
search engine in web browsers, e-commerce websites, and the face detection
features in cell phone cameras.
Mitchell [10] gives a well-known definition of machine learning which is
cited below:
A computer program is said to learn from experience E with
respect to some class of tasks T and performance measure P if
its performance at tasks in T , as measured by P , improves with
experience E.
The task T in the definition is the work that human beings want the
machines to learn, such as image classification, regression, object detection,
denoising, and so on.
The performance P represents the performance metrics one used to guide
the machine learning systems. The often choices of P are accuracy or error
rates.
Based on the experience E, there are three main categories of machine
learning systems, namely supervised learning, unsupervised learning, and re-
inforcement learning [9]. The supervised learning algorithms take the train-
ing examples x and the corresponding labels y as inputs, and try to learn
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the mapping between x and y. If express in the context of the probabil-
ity distribution, the supervised learning algorithms estimate the conditional
probability p(y|x). The classification, regression, object detection, and many
others are examples of supervised learning algorithms.
Compared with the supervised learning, the unsupervised learning algo-
rithms take only the training examples x as inputs and learn the probability
distribution p(x) directly or some useful proprieties of the distribution. Good
examples of unsupervised learning include clustering, dimensional reduction,
and density estimation.
The reinforcement learning algorithms do not have a fixed dataset as input.
Instead, the learning agent interacts with the experience and learns how to
act based on the rewards it receives. The AlphaGo and its recent advanced
version AlphaZero [11] take advantage of reinforcement learning to improve
their ability to win the Go games.
There have been many machine learning algorithms introduced in the past
century. For the supervised learning, linear regression and logistic regres-
sion are two probabilistic approaches using maximum likelihood estimation
to find the parameters which best fit the probability distribution. Moreover,
the support vector machine (SVM) aims to find the hyperplane which max-
imizes the margin between the two input classes. The kernel tricks, which
replaces the original feature by applying dot product with a kernel function,
are often involved in SVMs. The kernel tricks can improve the learning abil-
ity of the algorithms by transforming the input feature into a different space.
For example, the kernel function could transform an infinite-dimensional fea-
ture space, which is computationally intractable, into a tractable space, so
the learning algorithm becomes computationally tractable after the transfor-
mation.
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As discussed before, the unsupervised learning algorithms try to find a
representation of the input data. Oftentimes, the representation is on a
lower-dimensional space compared to the raw input data. This represen-
tation is used to reduce the complexity of input data. One of the most
basic dimensional reduction algorithms is the principal components analysis
(PCA). The PCA uses an orthogonal linear transformation to project the
direction with the most significant variance onto the first axis in the trans-
formed space, and so on. Another class of unsupervised learning is density
estimation algorithms, such as the k -means clustering method which tries to
group the input data points into k clusters. Similarly, the Gaussian mixture
model represents the data by using combinations of Gaussian distributions.
The expectation-maximization (EM) algorithm is often used to optimize the
model parameters for the Gaussian mixture model.
The classic machine learning pipeline mostly includes four parts, namely
the input dataset (often needs to be composed as handcrafted features), the
cost function, the optimizer, and the learning model [9]. There are many
successful examples of classic machine learning applications. However, due
to many challenges, those machine learning algorithms fail to perform well
on many AI tasks. For example, classic machine learning cannot learn the
complex functions well in the high-dimensional space which is often known as
the curse of dimensionality problem [9]. With all the challenges of classical
machine learning and the advances in deep learning, deep learning methods
are becoming increasingly popular in recent years. The deep learning is
discussed in detail in Section 1.4.
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1.4 Deep Learning
Recently, the advances in computing power, i.e. the highly parallel com-
puting devices such as graphics processing unit (GPU) and tensor processing
unit (TPU), and the increasing size of datasets enable the deep learning ap-
proaches to outperform the classic machine learning in many AI workloads,
such as computer vision and natural language processing (NLP). One of the
significant differences between classic machine learning and deep learning is
the input to the model. The classic machine learning algorithms require the
handcrafted features as the input while deep learning algorithms require only
simple features or even raw data. This difference is because deep learning
models can extract the features from the raw data automatically and learn
from those features. Figure 1.2 shows this difference as a graph.
Figure 1.2: Comparison of classical machine learning and deep learning.
The dark boxes represent the parts that a model can learn from data. The
figure is adapted from [9].
One of the simplest deep learning models is the multilayer perceptron
(MLP). The MLP, also as known as feedforward networks, learns the mapping
f(θ) between input x and the label of the input y. The relationship between
those variables can be expressed as y = f(x;θ). In MLP, the function f is a
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network that contains multiple layers. Each layer is connected with adjacent
layers. A example of MLP is shown in Figure 1.3. The last layer which
connects directly with output is called the output layer, and the first layer is
often called the input layer. The middle layers are hidden layers because they
do not connect with either input or output. In practice, people often choose
linear models for each layer. The linear model contains a weight matrix w
and a bias term b. Given the input x, the output of each layer is
f(x;w, b) = xTw + b. (1.6)
Figure 1.3: A example of MLP. The MLP contains three layers: the input
layer on the bottom, the output layer on the top, and the hidden layer in
the middle. The figure is adapted from [9].
However, most of the functions in real-world applications are non-linear
functions. To learn the non-linearity mappings, the non-linear activation
functions are applied after each layer. Some often used activation functions,
e.g. sigmoid function, ReLU, tanh, are summarized in Table 1.1. In the
recent deep learning algorithms, ReLU is the most popular choice because it
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is computation efficiency and generally helps the network converge faster.
Table 1.1: Different activation functions with mathematical expressions.
Function Name Mathematical Expression




Leaky ReLU max(0.1x, x)





x, x ≥ 0
α(ex − 1), x < 0
Convolutional neural networks (CNNs) are another major group of deep
learning algorithms. Compared to the MLPs, the CNNs replace the matrix
multiplications in the MLPs by the convolution operations. The CNNs take
advantage of the properties of natural signals such as weight sharing and
local connections. In recent years, CNN has become the dominant method
for classification and object detection works. This trend can be captured
by the deeper and deeper CNNs purposed in the ImageNet challenge [12].
Figure 1.4 shows the depth of CNNs and the top-five errors of those networks
in the ImageNet classification challenge. Section 2.2 introduces this trend in
detail. Due to the high learning capability, the CNNs are used in many fields
and outperform other methods.
Similar to classic machine learning algorithms, one needs to specify a cost
function (or sometimes referred to as the loss function or the objective) and
an optimization method for the neural network training. The common choices
of cost function include softmax and SVM loss. Moreover, people often add a
regularization term, such as L1 or L2 norms on the weights, in addition to the
cost function to prevent the overfitting behavior. The overfitting occurs when
the network has low training error but high generalization error (test error).
In this case, the model learns the training data too well so it may perform
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Figure 1.4: Network depth and the top-five error. The networks are the
winners of ImageNet classification challenge. The figure is adapted from
[13].
poorly on test data. In contrast, the underfitting happens when the network
has a high error rate during the training which means the network cannot
learn the task well. Figure 1.5 shows those situations. Underfitting and
overfitting problems are two of the major challenges in designing a machine
learning model. Some methods, such as early stopping and dropout are used
in deep learning models to prevent the network from overfitting, and all those
techniques are called regularization.
The optimization algorithms aim to find the best set of learnable param-
eters which minimize the cost function. Most of the optimization methods
are based on the gradient descent algorithm. Suppose the function we try
to optimize is f(x), the partial derivative is ∂f(x)
∂x
or ∇xf(x), the updated
parameter x′ using gradient descent algorithm is
x′ = x− ε∇xf(x), (1.7)
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Figure 1.5: The figures show the underfitting, appropriate capacity, and
overfitting situations. In this figure, x represents the training data. The
data is drawed from quadratic function. (Left): underfitting—the model
cannot capture the quadratic function which means the training error is
high. (Middle): appropriate capacity—the network can learn the training
data well and perform generalizations with low error. (Right):
overfitting—the model learns the training set exactly but cannot perform
well on the test set. The code for generating this figure is adapted from [14].
where ε is the learning rate. In real-world situations, the stochastic gradi-
ent descent (SGD) or mini-batch gradient descent is often used to speed up
the training process because of the large scale of the training set. The SGD
algorithm divides the training set into smaller mini-batches (the number of
training examples in a mini-batch is called batch size). This method uses
the gradient in a mini-batch to approximate the global gradient which makes
the network converge faster. To further speed up the training process, some
methods include a momentum term in the formulation. Besides, there are
recently developed the method to adapt the learning rate, such as AdaGrad,
RMSProp, and Adam [15], [9] to ease the difficulty of selecting the learning
rate. To update the trainable parameters in the network, people use back-
propagation method which computes the gradient for each parameter based
on the chain rule.
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1.5 Generative Models
What I cannot create, I do not understand.
—Richard Feynman
The famous quote by Dr. Feynman cited above [16] describes the impor-
tance of generative modeling. In machine learning, the generative models
refer to the algorithms that learn the input data distribution pdata and sam-
ples from the distribution during the test time. We focus on the discussion
of deep generative models in this section. The generative models address
the density estimation problem described in Section 1.3. If the generated
distribution is pmodel, the goal of generative model is to make the pmodel to
be as similar as possible to pdata. There are two flavors of generative models,
namely explicit models and implicit models. The explicit generative models
define the probability distribution pdata explicitly and solve the distribution
pdata. The implicit generative models, on the other hand, learn the probabil-
ity distribution without explicitly defining it. Figure 1.6 shows the taxonomy
of generative models. Although in different approaches, both methods are
based on maximum likelihood estimation. Assuming the model parameter is
θ, the optimal set of parameters θ∗ is defined when the model assigns high
probability when the input is from the training dataset [17]:






where m is the number of training examples and x(i) are the training exam-
ples.
As mentioned earlier, the explicit density methods define the probability
distribution pmodel of the training data directly and solve the distribution.
The density function could be computational tractable or intractable. Fully
14
Figure 1.6: Taxonomy of deep generative models. The figure is adapted
from [17].
visible belief nets, such as PixelCNN or PixelRNN, can be used to solve
tractable density distributions. On the other hand, if the density is compu-
tationally intractable, the models usually approximate the distribution. Such
examples include variational autoencoders and Boltzmann machines which
is based on the Markov chain.
The generative models based on implicit density do not explicitly define
the density distribution of pmodel. However, they learn how to sample from
the training data distribution pdata. The sampling algorithm could be based
on the Markov chain such methods include the generative stochastic network
(GSN). Moreover, the generative adversarial networks (GANs) learn how to
sample from training data directly which is highly popular recently. The
detailed algorithm of GAN is introduced in Section 2.1.
1.6 Problem Formulation
In this study, we solve the field map super-resolution reconstruction prob-
lem using deep learning method, specifically GAN. The GAN captures the
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prior information from the training set and generates a high-resolution field
map using a low-resolution field map during the test. Compared with other
high-resolution field map generation methods, our method is capable of pro-
ducing high-quality results without the need for increasing the total scan
time. The detailed method is discussed later in Chapter 3.
1.7 Thesis Outline
Chapter 2 introduces the related work. Generative adversarial networks
are discussed in detail. The deep residual network, which is used in this
project, is reviewed after GAN. The super-resolution methods for MRI as
well as super-resolution methods using deep learning are introduced.
Chapter 3 shows the overall methods used in this study. The detailed al-
gorithm, including data pre-processing methods, network architectures, ob-
jective functions, the optimization method, and other training details are
discussed in the chapter.
Chapter 4 shows the results of high-resolution brain field distribution re-
sults using the method purposes in Chapter 3, followed by the summary of
the achievements of this study and the possible future works.




2.1 Generative Adversarial Networks
The generative adversarial network (GAN) is a variety of generative mod-
els based on deep neural networks which do not require annotated training
data. Since GAN was introduced in 2014 [18], it has shown its potential
in solving many real-world computer vision problems, such as single-image
super-resolution, image-to-image translation, denoising, style transfer, and
many others. The idea behind GAN is to train a generative network to gen-
erate samples while using a discriminator network to distinguish the true
(from training dataset) and fake (from generator) samples. The discrimi-
nator acts as a supervisor to the generator to force the generator generates
samples which are indistinguishable from the training samples.
Given the latent variables z, the generator G generates samples x =
G(z;θ(G)), where θ(G) is the trainable parameters in the generator network.
The discriminator network D, outputs the probability D(x;θ(D)) of the in-
put x is the real training samples rather than fake samples generated by
the generator network. The discriminator tries to assign output from the
true training data D(x) near one, while assigning output from generated
data D(G(x)) near zero. The Figure 2.1 represents the relationship of the
generator and discriminator in a GAN.
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Figure 2.1: The overall architecture of GAN. (Top): the scenario with the
generated fake data. (Bottom): the scenario with real training data. The
figure is adapted from [17].
With this setting, the cost function of the discriminator J (D) is defined as:





Ez log (1−D(G(z)). (2.1)
The generator network, on the other hand, tries to fool the discriminator
by making its outputs indistinguishable to the training examples. Thus, the
optimization process of GANs is typically formulated as a zero-sum game,
which means the cost function of the generator J (G) is the negative of the
cost of the discriminator J (D):
J (G) = −J (D). (2.2)
The minimax theorem can optimize zero-sum games with the value func-
tion defined in Equation (2.3). Essentially, the value function combines both
cost functions into one—the generator network aims to minimize the value
function while the discriminator network aims to maximize the value func-
tion. If omitting the constant 1
2
in Equation (2.1), the value function can be
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expressed as:
V (θ(D),θ(G)) = −J (D)(θ(D),θ(G))
= Ex∼pdata logD(x) + Ez log (1−D(G(z)).
(2.3)
The optimal generator θ(G)∗ is achieved at the Nash equilibrium point:





Since the birth of the original GAN, there are many improved versions on
GAN architectures, such as the deep convolution GAN (DCGAN) and con-
ditional GAN. The original GAN paper [19] uses the MLP for both generator
and discriminator. The DCGAN [20] uses CNN to extend the learning power
of the original GAN. The conditional GAN [21] feeds the extra information
y into the networks to guide the generation and discrimination processes.
Some works try to stabilize the training of GAN based on using different
cost functions for the generator network and discriminator network. These
works either apply training tricks or use different formulations compared
with the original setting [19]. Others apply GAN into different use cases,
e.g. image synthesis [22], image-to-image translation [23], [24], and super-
resolution [25], [26]. In Section 2.3, we give a detailed overview of image
super-resolution problem and the methods for solving it including GAN ap-
proach. For a detailed review of GAN, refer to the overview paper by Creswell
et al. [19].
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2.2 Deep Residual Networks
Convolutional neural networks (CNNs) are becoming increasingly popu-
lar. This popularity is reflected in the purpose of the deeper and deeper
network for many computer vision problems to achieve better results. How-
ever, when the number of layers of neural networks becomes larger, people
find the training error starts to increase after a certain threshold of neural
net layers. The test error, in this case, also gets higher for deeper neural
networks. He et al. argues that vanishing/exploding gradients do not cause
this problem because those problems are generally solved in the parameter
initialization and normalization layers inside the network. Instead, the per-
formance degradation is caused by the difficulty of the optimization in deeper
networks [13].
The optimization of the network is more difficult when the number of
layers increases. To effectively solve the optimization problems of deep neural
networks, He et al. [13] purpose the deep residual networks with residual
learning and shortcut connection.
The deep residual networks (ResNet) has proved useful in deep neural
network training. A layer in the traditional “plain” network, as shown on the
left-hand side of Figure 2.2, learns the target output H(x) directly. However,
in the residual network, a residual block learns the residual F (x) which is
the difference of the output and the input x:
F (x) = H(x)− x. (2.5)
This operation is shown on the right-hand side of Figure 2.2. After learning
F (x), an identity mapping from the input and the learned residual is added
to reconstruct the true target.
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Figure 2.2: The comparison between “plain” layers and residual block.
(Left): “plain layers” in neural network where the layers learn the target
directly. (Right): the residual block where the layers learn the residual
instead of learning the target directly. The figure is adapted from [13].
He et al. show that the deep neural network with residual blocks has lower
complexity in training while has better performance compared with other
shallow networks. The ResNet-based approaches win the first places in Ima-
geNet classification, ImageNet localization, ImageNet detection [12], COCO
object detection, and COCO segmentation [27] competitions. Since then,
many of the state-of-the-art deep learning methods borrow the idea of resid-
ual learning to construct the networks, e.g. [28].
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2.3 Image Super-Resolution
2.3.1 Image Super-Resolution on Natural Images
The image super-resolution problem, which takes input low-resolution im-
age(s) to generate the high-resolution counterpart, is an active research area
in signal processing and computer vision communities. Generally, the high-
resolution image is reconstructed from multiple low-resolution observations.
The super-resolution problem is a problematic inverse problem because of
the ill-posed nature which means there are the infinite number of possible
high-resolution solutions given low-resolution images.
To illustrate the super-resolution problem, one needs to starts with defining
the image acquisition model. The acquisition model of the MRI (or generally
the digital imaging) can be expressed as follows [6]:
Yk = DkBkGkX + Vk, k = {1, ..., N}, (2.6)
where X is the high-resolution image, {Yk}Nk=1 is a set of low-resolution ob-
servations, Dk is the down-sampling operator, Bk is the blurring operator, Gk
is the geometric transformation operator, and Vk is the additional Gaussian
noise. These operators can be combine to a global operator Wk. Then, the
model becomes:
Yk = WkX + Vk, k = {1, ..., N}. (2.7)
In the early years of super-resolution research, Tsai and Huang purposed
to solve the super-resolution problem in the frequency domain [29]. The
frequency-domain methods apply discrete Fourier transforms (DFT) on the
low-resolution images, solve the high-resolution image in the frequency do-
main, and then apply the inverse DFT to get the image in the spatial domain.
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This method is fast and easy to operate. However, it assumes the degradation
operator Wk is known and assumes there is no noise involved. Unfortunately,
in real-world applications, the noise and global operator are usually complex
and cannot be modeled. Thus, the frequency domain method cannot be used
to handle cases with recovering complicated images.
One of the simplest spatial domain methods uses interpolation-based ap-
proaches [29]. This method is simple and efficient but cannot guarantee
the optimal high-resolution solution. For example, the high-resolution image
generated using interpolation carries with the blurring and noise effects of
the low-resolution images.
A better solution to solve the problems with interpolation-based approaches
is to use the statistical approaches. These methods model the degradation
operation in Equation (2.7) using different estimators, such as maximum like-
lihood, maximum a posterior (MAP), joint MAP restoration, and Bayesian
treatment.
The approaches described before all require many low-resolution observa-
tions to predict one high-resolution image. In real-world applications, how-
ever, it may be hard to obtain many low-resolution observations and in many
cases, only one low-resolution image is available. Thus, these methods cannot
work well when the measurements are limited.
In recent years, learning-based techniques make the single-image super-
resolution (SISR) possible. The SISR methods reconstruct the high-resolution
image using only one low-resolution observation by trying to learn the prior
information of the HR images through examples. In the computer vision
society, most of the state-of-the-art techniques take advantage of the learn-
ing algorithms of the CNNs which is discussed in Section 1.4. The SRCNN
(super-resolution convolutional neural network) by Dong et al. [30] uses deep
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neural networks to capture the robust prior information and becomes the
start-of-the-art method for the super-resolution problem when it was pur-
posed. After GAN was purposed, many methods leverage the GAN archi-
tecture to generate realistic-looking high-resolution images. Such examples
include SRGAN (super-resolution generative adversarial networks) purposed
by Ledig et al. [25] and its recent variations ESRGAN (enhanced super-
resolution generative adversarial networks) by Wang et al. [26].
The reason of using the GAN-based method is illustrated by Ledig et
al. [25]. They argue the mean-squared error (MSE) loss could make the
generated high-resolution image overly smooth because the MSE loss tends to
select an image which is the pixel-wise average of all possible high-resolution
solutions. This problem could be solved by using GAN-based solution, in
which not only the MSE loss is used but there is a discriminator to help the
generator to generate the real-looking image by picking up an image in the
image manifold instead of averaging the possible solutions.
2.3.2 Super-Resolution on MR Images
In MR image super-resolution, traditional signal processing methods take
multiple low-resolution images to reconstruct a single high-resolution image
[6]. The iterative backprojection, deterministic regularized, statistical reg-
ularized, and projection onto convex sets methods belong to this category.
However, one major problem of these methods is they construct optimiza-
tion problems using more than one low-resolution observations which are not
practical in real-world MRI applications.
For the SISR on MR images, early methods use a regression-based learning
model such as random forest to find the nearest neighbor of the low-resolution
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image in a low-dimensional manifold. Later methods, such as Chaudhari et
al. [31], and Chen et al. [32], use CNNs or GANs to produce plausible-looking
high-resolution images. These methods have shown excellent performance on




We solve the field map super-resolution problem using a generative adver-
sarial network based on the method purposed in the image-to-image trans-
lation with conditional adversarial networks (pix2pix) [23] work. In the fol-
lowing sections, we first introduce the data pre-processing methods. Then,
we present the network architectures and provide with the formulation of the
loss functions used in this work. Finally, we briefly talk about other train-
ing details, such as the optimization algorithm and parameter initialization
scheme.
3.1 Data Pre-Processing
The data used in this project consists of field maps generated from the real
MRI scans. The dataset consists of eight subjects, and each subject comprises
of echo-planar spectroscopic imaging (EPSI) data as well as corresponding
MPRAGE data. We use the EPSI data to generate the high-resolution field
map which is a three-dimensional array of size 128 × 240 × 160. There are
128 slices in the axial plane, 240 slices in the coronal plane, and 160 slices
in the sagittal plane. In this project, we use a two-dimensional network and
use the slices in the sagittal plane as the inputs to the network. As a result,
there are 160 slices for each subject, and there are in total 8 × 160 = 1280
slices in the whole dataset.
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Our low-resolution field maps are generated based on corresponding high-
resolution field maps. We first apply the DFT on the EPSI data to transform
the data into k -space. We only keep the 1
4
data points in the center of the k -
space by assigning the data points on the outside to zeros and this operation
is called the k -space truncation. After the k -space truncation, we apply the
inverse DFT to transform the data back to the image domain and get the
low-resolution image. The generated field maps are obtained using the low-
resolution EPSI data, which is the same image size as the high-resolution
field maps, but with lower spatial resolution. Compared with methods that
directly resize the field map in the image domain, the k -space truncation
method preserves the physical meaning of low-resolution data in MRI and
mimics the real-world scenarios.
3.1.1 Deformation
We also apply deformation, which registers the other subjects to one picked
subject, to reduce the geometry complexity between the subjects that the
network needs to learn. The deformation method we use is the diffeomorphic
anatomical registration through exponentiated lie algebra (DARTEL) [33]
algorithm. We first segment all the MPRAGE data into five different brain
tissues. By comparing the segmented result of a subject with the standard
template, we can obtain a fluid field u by using DARTEL. This process is
repeated for all the eight subjects which result in eight fluid fields u1, ..., u8.
To register the template subject to a subject in our dataset, one can apply
the fluid field of that subject u to the template subject. Similarly, to register
a subject to the template, the inverse of the fluid field u−1 can be used.
Combining these steps to register subject two to subject one, one can apply
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u−11 + u2 to the MPRAGE data of subject one. We use the generated fluid
fields to register all the subjects to one subject.
After the aforementioned pre-processing steps, 1280 slices of size 128×240
are obtained for both high-resolution and low-resolution images. Those slices
are from eight different subjects, and each subject has 160 slices. We then
split the training and test sets. As in the real-world situation, the MR images
come with the unit of subjects, we divide the dataset based on the subject
instead of slice. We set two subjects (320 slices) for the test purpose and rest
six subjects (960 slices) for the training. Figure 3.1 and Figure 3.2 show the
high-resolution and low-resolution images of the same subject in our training
set, respectively.
Figure 3.1: A example of high-solution images in a subject in the training
dataset. There are four slices shown in sagittal plane.
3.1.2 Normalization
Although the intensity values of field maps range from around −450 to 450,
most of the intensity value of the data points are concentrated in the center
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Figure 3.2: A example of low-resolution images in a subject in the training
dataset. There are four slices shown in sagittal plane.
part of the range, i.e. −60 to 60. Figure 3.3 is a histogram plot of intensity
values of a subject in our dataset. To ensure the faster and more accurate
learning, we apply the normalization to our data. We assume the data points
are Gaussian distributed. If the data point in the image before normalization
is I(x, y, z) and the corresponding point in the normalized image is I
′
(x, y, z),
the normalization method can be expressed as
I
′
(x, y, z) =
I(x, y, z)− µ
σ
, (3.1)
where µ is the mean of all the data points in the training set and σ is
the standard deviation of all the data points in the training set. After the
normalization, the normalized field map has zero mean and unit standard
deviation. During the test, we apply the same mean µ and standard deviation
σ from the training set to the test data.
Our data is stored in the .mat format to minimize the potential of pre-
cision loss during the conversion to image data. The high-resolution and
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Figure 3.3: The histogram plot of a subject in the dataset before the
normalization. The x-axis is the intensity value grouped in different bins
(used 100 bins in the plot) and the y-axis is the number of data points
within the bin.
low-resolution field maps are stored in two separate files.
3.2 Network Architectures
The network architectures in this study are borrowed from the pix2pix
work mentioned before [23]. Instead of using U-Net [34] for the generator
purposed in the original paper, we use a nine-block residual network from
Johnson et al. [35]. This network structure is also used in CycleGAN [24],
which does not require paired training data and is built based on the pix2pix
work. We do not consider using CycleGAN for this study because the nature
of medical imaging is not fully feature-based and the paired training data is
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easy to obtain in MRI applications. Figure 3.4 shows the overall structure
of the generator and discriminator networks in this study.
Figure 3.4: The overall structure of this work.
3.2.1 Generator Network
In our generator, first, there are three convolutional layers with increasing
numbers output feature maps to 256. After each convolutional layer, we use
an instance normalization layer and a ReLU non-linearity. The stride size for
the first convolutional layer is one while it is two for the other two layers. The
strides of last two convolution layers are two which downsample the input
images by two times on each side.
The central part of the generator network is formed by the nine residual
blocks. In each residual block, there are two convolutional layers with 256
kernels with size three and stride one. In between the two convolutional lay-
ers, there are an instance normalization layer, a ReLU non-linearity, and a
dropout layer with probability equal to 0.5. There is another instance nor-
malization layer after the second convolutional layer. The same as the ResNet
architecture discussed in Section 2.2, during the training stage, the input of
each residual block is added to the output by the skip connections and the
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network only learns the residual. The overall structure of each residual block
is shown in Table 3.1.
Table 3.1: Architecture of a residual block.
Layer Output Shape # Parameter
Reflection Pad 2D [256, 34, 62] 0
Conv 2D [256, 32, 60] 590, 080
Instance Norm 2D [256, 32, 60] 0
ReLU [256, 32, 60] 0
Dropout [256, 32, 60] 0
Reflection Pad 2D [256, 34, 62] 0
Conv 2D [256, 32, 60] 590, 080
Instance Norm 2D [256, 32, 60] 0
After the nine residual blocks, there are two convolutional layers with stride
1
2
followed by an instance normalization and a ReLU. The two convolutional
layers with the stride 1
2
upsample the images to the original size (the same
as the network input). The final stage of the generator network is a con-
volutional layer with kernel size seven. Throughout the generator, we use
reflection paddings before each convolutional layer to reduce artifacts. The
reflection paddings pad the input by reflecting the values on the boundary.
Compared with the traditional zero-padding method, the reflection padding
minimizes the edge effect that zero-padding may introduce. Table 3.2 shows
the overall architecture of the generator network. Note that in Table 3.2, we
simplify the representation of layers in the residual blocks which are shown
in Table 3.1.
3.2.2 Discriminator Network
To generate realistic-looking output, we also train a discriminator to su-
pervise the generator as introduced in Section 2.1. Unlike the pix2pix work,
we do not use the conditional GAN because the goal of this project is to pro-
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Table 3.2: Architecture of the generator.
Layer Output Shape # Parameter
Reflection Pad 2D [1, 134, 246] 0
Conv 2D [64, 128, 240] 3, 200
Instance Norm 2D [64, 128, 240] 0
ReLU [64, 128, 240] 0
Conv 2D [128, 64, 120] 73, 856
Instance Norm 2D [128, 64, 120] 0
ReLU [128, 64, 120] 0
Conv 2D [256, 32, 60] 295, 168
Instance Norm 2D [256, 32, 60] 0
ReLU [256, 32, 60] 0
Res Block #1 [256, 32, 60] 2× 590, 080
Res Block #2 [256, 32, 60] 2× 590, 080
Res Block #3 [256, 32, 60] 2× 590, 080
Res Block #4 [256, 32, 60] 2× 590, 080
Res Block #5 [256, 32, 60] 2× 590, 080
Res Block #6 [256, 32, 60] 2× 590, 080
Res Block #7 [256, 32, 60] 2× 590, 080
Res Block #8 [256, 32, 60] 2× 590, 080
Res Block #9 [256, 32, 60] 2× 590, 080
Conv Transpose 2D [128, 64, 120] 295, 040
Instance Norm 2D [128, 64, 120] 0
ReLU [128, 64, 120] 0
Conv Transpose 2D [256, 128, 240] 73, 792
Instance Norm 2D [256, 128, 240] 0
ReLU [256, 128, 240] 0
Reflection Pad 2D [64, 134, 246] 0
Instance Norm 2D [256, 128, 240] 0
Conv 2D [1, 128, 240] 3, 137
duce a high-resolution brain field map and the input low-resolution field map
may have negative impacts on the justification of the discriminator network.
Similar to the pix2pix, we use a 70× 70 PatchGAN for the discriminator
network where the number 70 represents the size of the receptive field in the
discriminator. The PatchGAN network uses fewer parameters by trying to
classify each 70×70 patch in the input image instead of the whole image. As
[23] suggests, using PatchGAN is also helpful to capture the high-frequency
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features in the input images. These high-frequency details are critical to the
high-resolution brain field map generation.
This network consists of five convolutional layers with stride equals to
two. Instead of the ReLU non-linearities used in the generator, we use leaky
ReLU with the slope of 0.2 in the discriminator. The final output of the
discriminator is an array of real numbers between zero to one, and each
number indicates whether the input image is from training set or is generated
by the generator network in that patch. The overall discriminator network
architecture is shown in Table 3.3.
Table 3.3: Architecture of the discriminator.
Layer Output Shape # Parameter
Conv 2D [64, 64, 120] 1, 088
Leaky ReLU [64, 64, 120 0
Conv 2D [128, 32, 60] 131, 200
Instance Norm 2D [128, 32, 60] 0
Leaky ReLU [128, 32, 60] 0
Conv 2D [256, 16, 30] 524, 544
Instance Norm 2D [256, 16, 30] 0
Leaky ReLU [256, 16, 30] 0
Conv 2D [512, 15, 29] 2, 097, 664
Instance Norm 2D [512, 15, 29] 0
Leaky ReLU [512, 15, 29] 0
Conv 2D [1, 14, 28] 8, 193
3.2.3 Dropout
As the discussion in Section 1.4, overfitting is a common problem in deep
neural network training. The overfitting happens when the network performs
well on the training dataset but not as well on the test dataset. There are
many methods which can prevent overfitting, and these methods are called
regularizations. In this project, we mainly use the dropout [36] method to
efficiently prevent the network from overfitting.
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The dropout method randomly drops units with probability p during the
training and keeps the remaining units. In this work, we choose probability
p to be 0.5. Typically, when testing, the dropout is not used to prevent
the randomness in the output. However, as mentioned in [23], the authors
use the dropout in the test which produces impressive results. Also, from
our experience, the results without dropout applied during the testing are
smoother than the results with dropout applied. Based on these, we choose
to use random dropout when testing.
3.2.4 Instance Normalization
Instance normalization [37] was purposed by Ulyanov et al. to replace
batch normalization [38] in the image generation tasks. The authors find
that batch normalization is not suitable for the image generation and the
purposed instance normalization could improve the performance of those
tasks. We use the instance normalization method purposed in [37] in this
project. Let x be the input image, y be the output image, t be the index
of the image in a batch, i be the feature index, and j and k be the spatial






















where we choose ε to be 10−5. The instance normalization is applied during
both training and test.
3.3 Formulation
The objective in this project consists of two parts, namely the content loss
LC , and the adversarial loss LGAN .
3.3.1 Content Loss
Given the smooth nature of brain field distribution, we use L2 distance
for the content loss in the project. The loss function penalizes the distance
between the predicted field map and the high-resolution ground truth. The
content loss in this project is defined as
LC(G) = Ex,y[‖y −G(x)‖2], (3.5)
where x is the low-resolution field map, y is the generated high-resolution
field map, and G is the generator network.
3.3.2 Adversarial Loss
In addition to the content loss defined above, we also use the adversarial
loss to encourage the generator generates real-looking images. The objective
of the adversarial loss is
LGAN(G,D) = Ey[logD(y)] + Ex[log (1−D(G(x))], (3.6)
where x is the low-resolution field map, y is the generated high-resolution field
map, G is the generator network, and D is the discriminator network. The
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generator tries to minimize the objective function described above whereas
the discriminator network tries to maximize the same objective. The details
of GAN are covered in Section 2.1.
3.3.3 Full Objective
The overall loss of the network L is defined as
L(G,D) = λLC(G) + LGAN(G,D), (3.7)
where the λ parameter controls the contribution of content and adversarial
losses in the combined objective. In this project, we choose λ to be 1000. As
a result, the network aims to solve the optimization problem:




(λLC(G) + LGAN(G,D)). (3.8)
3.4 Other Training Details
3.4.1 Parameter Initialization
We train our network from scratch. We use the random numbers for
weights initialization and zeros for the biases initialization. The weight pa-
rameters are initialized using a Gaussian distribution with standard deviation
equals to 0.02. The non-zero initialization for the weight parameters is used
to prevent the network from the same updates during the backpropagation
in the first few steps.
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3.4.2 Optimization Algorithm
We use the Adam optimizer [15] for the training on both generator and
discriminator. As briefly discussed in Section 1.4, the Adam optimizer is
an algorithm with an adaptive learning rate which reduces the sensitivity
of the network to the choice of learning rate. The Adam optimizer also
incorporates with the momentum to accelerate the training process. For a
detailed algorithm of Adam optimizer, refer to [15].
The network is trained with 4000 epochs with batch size 32. The learning
rate is initialized as 0.0002 for the first 2000 epochs and linearly decays to
zero for the last 2000 epochs.
3.5 Implementation
We implement our code using the PyTorch framework [39] version 0.4. Our
implementation is based on the code for the pix2pix work [23]. The networks




In this chapter, we show our results of the method mentioned in Chapter
3 and discuss the results.
4.1 Results
Figure 4.1 and Figure 4.2 show the results of the purposed network applied
to the test dataset. In each figure, (a) represents the low-resolution inputs,
(b) represents the predicted high-resolution field maps, and (c) represents the
high-resolution ground truth field maps. Each column in the figures shows
a slice in the subject. As discussed in Section 3.1, the field map data is
concentrated in the middle part of the intensity range. To better understand
our results, we plot the results only within the center range, i.e. from −1.5
to 1.5.
As the three-dimensional nature of field maps, or generally MRI data,
we reconstructed the three-dimensional structure based on our results. The
results in the axial view of the reconstructed subjects are shown in Figures
4.3 and 4.4. The same as the representations of Figures 4.1 and 4.2, in each
figure, (a) represents the low-resolution inputs, (b) represents the predicted
high-resolution field maps, (c) represents the high-resolution ground truth
field maps, and each column in the figure shows a slice in the subject viewing
from axial plane. The intensity ranges are also from −1.5 to 1.5.
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Figure 4.1: Test result for subject seven shown in sagittal view. In this
plot, (a) represents the low-resolution inputs, (b) represents the predicted
high-resolution field maps, and (c) represents the high-resolution ground
truth field maps. Column one shows slice 49, column two shows slice 69,
and column three shows slice 89.
4.2 Discussion
4.2.1 Achievements
As one can tell from the generated results, our method can generate high-
resolution field maps with high accuracy and quality. Compared with tradi-
tional signal processing and machine learning methods, our method can be
appended to the existing process as a post-processing step which does not
require additional scans. Thus, our approach has the potential to be applied
to real-world MRI applications.
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Figure 4.2: Test result for subject eight shown in sagittal view. In this plot,
(a) represents the low-resolution inputs, (b) represents the predicted
high-resolution field maps, and (c) represents the high-resolution ground
truth field maps. Column one shows slice 49, column two shows slice 69,
and column three shows slice 89.
4.2.2 Future Work
Although our method achieves visually pleasing results, there is room for
further improvements. First, our network can generate real-looking field
maps in the center part of the brain, but the generated field maps on the
edge part (near the human ear) are not as good. This effect is highlighted
using red boxes in Figure 4.3. Compared to the generated high-resolution
field maps (b) and the ground truth field maps (c), the distribution on edges
cannot be fully recovered. We believe this is because of the lack of training
data on those edge areas compared with the center of the brain. Moving
forward, we recommend training two separate networks for this area and the
center because of their data distributions are different. Also, we need to
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acquire more data for training.
Second, as in this work, we use two-dimensional neural networks for the
three-dimensional MRI data, the spatial information of adjacent slices are not
considered in the network. Also, for the same reason, the resolution between
each slice in the sagittal plane cannot be enhanced by using the current
network. This can be seen by comparing generated high-resolution field maps
(b) and the ground truth field maps (c) in Figures 4.3 and 4.4. We plan to
use the three-dimensional network for this task once data is sufficient. The
three-dimensional network can capture the spatial information of different
slices as well as enhance the resolution between those slices.
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Figure 4.3: Test result for subject seven shown in axial view. In this plot,
(a) represents the low-resolution inputs, (b) represents the predicted
high-resolution field maps, and (c) represents the high-resolution ground
truth field maps. Column one shows slice 40, column two shows slice 60,
and column three shows slice 80. Red boxes indicate the edge part of the
brain where the network cannot perform as good as the center part of the
brain.
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Figure 4.4: Test result for subject eight shown in axial view. In this plot,
(a) represents the low-resolution inputs, (b) represents the predicted
high-resolution field maps, and (c) represents the high-resolution ground
truth field maps. Column one shows slice 20, column two shows slice 40,




We have presented the GAN-based method to recover the high-resolution
field map for brain MRI scans. We have shown our approaches to the problem
using deep neural networks. Our work takes advantage of the deep residual
network, and the training methods such as dropout and instance normaliza-
tion. Our GAN-based approach has the potential to speed up many clinical
MRI applications while preserving the quality of obtained images. We also
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