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Stabilizer states are extensively studied in quantum information theory for their structures based
on the Pauli group. Calderbank-Shor-Steane (CSS) stabilizer states are of particular importance in
their application to fault-tolerant quantum computation (FTQC). However, how to fault-tolerantly
prepare arbitrary CSS stabilizer states for general CSS stabilizer codes is still unknown, and their
preparation can be highly costly in computational resources. In this paper, we show how to prepare
a large class of CSS stabilizer states useful for FTQC. We propose distillation protocols using
syndrome encoding by classical codes or quantum CSS codes. Along the same lines, we show that
classical coding techniques can reduce the ancilla consumption in Steane syndrome extraction by
using additional transversal controlled-NOT gates and classical computing power. In the scenario
of a fixed ancilla consumption rate, we can increase the frequency of quantum error correction and
effectively lower the error rate.
I. INTRODUCTION
Quantum states are inherently susceptible to noise,
and physical devices that process quantum information
are themselves generally faulty. Reliable quantum com-
putation is still possible, however, with the help of quan-
tum error-correcting codes. Quantum stabilizer codes
are an especially important class of quantum codes that
are similar to classical linear block codes [1], in which
quantum information is encoded in the eigenstates—
codewords—of a set of commuting Pauli operators called
stabilizer generators.
Fault-tolerant quantum computation (FTQC) is the
task of accomplishing quantum computation with arbi-
trary accuracy using imperfect quantum circuits. Pro-
tected by one or more stabilizer codes, a code-based
FTQC scheme computes in the codespace of a stabi-
lizer code, interspersed with repeated error corrections.
A fault-tolerant procedure has the property that if only
one component (or more generally, a small number of
components) of the procedure fails, the errors produced
by this failure are correctable, and are not transformed
by the procedure into an uncorrectable error of the un-
derlying error-correcting code. Threshold theorems have
shown that it is possible to realize quantum compu-
tations of arbitrary size with arbitrary accuracy, pro-
vided that the errors are sufficiently local and their rates
fall below a threshold [2–5]. Currently, most FTQC
schemes use Calderbank-Shor-Steane (CSS) type stabi-
lizer codes [6, 7], where every stabilizer generator can be
chosen to be the tensor products of identity and either
X or Z Pauli operators, and so can the logical opera-
tors. Most such FTQC schemes require the preparation
∗ cylai0616@iis.sinica.edu.tw
of CSS stabilizer states—codewords of the CSS code that
are eigenstates of some set of logical operators—for the
purpose of error correction or computation.
CSS stabilizer states can be prepared by using Clifford
encoding circuits (with faulty gates) [8]. However, this
is not fault-tolerant, so the generated states need to be
verified. Basic CSS stabilizer states, such as the logical
states |0〉L or |+〉L, are usually fault-tolerantly generated
by specific quantum circuits in FTQC schemes [9–18].
For general CSS codes, it is not known how to produce
arbitrary stabilizer states that are “clean” enough for
quantum computation, especially when the code length
is large.
In other contexts (e.g., entanglement purification [19,
20] or magic state distillation [21]), this problem is tack-
led by distillation: making a bunch of imperfect states,
and then carrying out a protocol to produce a smaller
number of better states. In this paper we show how clas-
sical error-correcting codes, together with the Steane syn-
drome extraction, can be applied to distill a large class of
useful CSS stabilizer states (Distillation Protocol I), by
actively correcting errors on a fraction of the imperfect
stabilizer states that are produced by non-fault-tolerant
(or fault-tolerant) methods.
If we have clean ancillas, we can use the Steane syn-
drome extraction to learn information about the errors—
the error syndrome [22]. A transversal circuit is applied
between the codeword and two clean ancillas, and bit-
wise qubit measurements are applied to the ancillas and
the error syndrome is obtained by computing the parities
of the corresponding measurement outcomes. However,
this would obviously consume more clean ancillas than
it produces. Since in our scenario only noisy stabilizer
states are available, we combine Steane extraction with
classical coding. After performing a transversal circuit
on a set of noisy CSS stabilizer states, a subset of the
states are measured bitwise and a set of parities is cal-
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2culated, and classical decoding is then applied to this set
of parities to learn the error syndromes of the remain-
ing stabilizer states. Quantum error correction can be
applied accordingly to obtain clean ancillas. Along the
way, we also develop a distillation protocol using quan-
tum CSS codes rather than classical codes (Distillation
Protocol II).
The only operations needed in the two protocols
are transversal controlled-NOT (CNOT) gates, bitwise
single-qubit measurements, classical decoding, and cor-
rection by applying Pauli gates (see Sec. III). These fea-
tures for fault-tolerance are similar to the constraint of
local operations and classical communication (LOCC) in
some multipartite protocols, where each qubit is consid-
ered as a single party. Therefore our distillation protocols
naturally apply to the task of multipartite entanglement
purification for CSS stabilizer states by LOCC [23–28].
For simplicity, we only consider CSS codes that encode
one logical qubit in this paper. Our results, however, can
be generalized easily to multi-qubit codes.
The methods used for distilling ancillas—combining
Steane syndrome extraction with classical error
correction—can also solve a different (but related)
problem. Steane syndrome extraction is used for quan-
tum CSS codes with high-weight stabilizer generators.
However, each error-correction step requires two clean
ancillas per (quantum) codeword, which are of the same
size as the underlying CSS codes and are expensive,
especially when the code length is large. We therefore
would like to use as few ancillas as possible during
syndrome measurement without seriously degrading the
performance of error correction. To achieve this, we
propose an ancilla saving protocol using classical codes.
Rather than using two ancillas for each code block, a
smaller number of ancillas is shared among multiple code
blocks, and classical decoding is used to separate out the
error syndromes of the different blocks. Assuming that
the error rate is low enough, this can reduce the rate of
ancilla consumption for a given rate of error correction
without seriously reducing its accuracy.
The paper is organized as follows. We provide prelimi-
nary material in the Sec. II, including the basics of stabi-
lizer codes, CSS codes, and Steane syndrome extraction.
The distillation protocols by classical codes and quantum
CSS codes are given in Subsec. III A and Subsec. III B,
respectively. Following that, we describe the ancilla sav-
ing protocol in Sec. IV. We conclude in Sec. V.
II. PRELIMINARIES
We begin with a brief review of classical codes, quan-
tum stabilizer codes, CSS codes, and Steane syndrome
extraction.
A. Classical Codes, Stabilizer Codes, and CSS
Codes
Error-correcting codes protect digital information from
noise by adding redundancy. The encoded informa-
tion has to satisfy some mathematical relations—parity
checks—so that errors can be detected if any of the parity
checks are violated. Let H be an (m−k)×m binary ma-
trix with full rank. Then an [m, k, d] linear binary code C
associated with parity-check matrix H is a k−dimensional
subspace of all binary ordered m−tuples (row vectors) in
Zm2 such that
vHT = 0,
for all v ∈ C, where HT is the transpose of H and the
addition is modulo 2. Such row vectors v are called code-
words of C. If Hv˜T 6= 0 for some v˜ ∈ Zm2 , we know that
some error occurred. Hence, the rows of H are called
parity-checks and Hv˜T is called the error syndrome of
v˜. The parameter d is called the minimum distance of C
so that any two codewords of C differ in at least d bits.
This code can correct arbitrary bd−12 c-bit errors. Since
the code is linear, C can also be defined as the row space
of an k ×m generator matrix G, which satisfies
GHT = 0.
That is, G and H are orthogonal. The dual code C⊥ of
C is the row space of H. For more properties of classical
codes, please refer to [29].
Now we consider the quantum case. We focus on the
two-level quantum system—the qubit. A pure qubit state
is a unit vector in the two-dimensional complex vector
space C2 with the usual inner product and an (ordered)
orthonormal basis {|0〉, |1〉}. The n-qubit state space is
C2n . Let Gn = G⊗n1 denote the n-fold Pauli group, where
G1 = {±I,±iI,±X,±iX,±Y,±iY,±Z,±iZ}, (1)
and
I =
[
1 0
0 1
]
, X =
[
0 1
1 0
]
,
Z =
[
1 0
0 −1
]
, Y = iXZ.
We use the notation Xj to denote I
⊗j−1 ⊗ X ⊗ I⊗n−j
where the underlying length n is clear from the context,
and similarly for Yj and Zj . We also use the notation Xe
for e = e1 · · · en ∈ Zn2 (row vector) to denote ⊗ni=1Xei ,
and similarly for Ze. In general, an n-fold Pauli operator
can be expressed as
ic
′ ⊗ni=1 XeiZfi = icXeZf (2)
for c, c′ ∈ {0, 1, 2, 3} and e, f ∈ Zn2 . Thus (e, f) is called
3the binary representation of the Pauli operator icXeZf .
For example, I ⊗X ⊗ I ⊗ I ⊗Z = X2Z5 = X01000Z00001.
The identity I⊗n will be denoted by id. Let Ci(Xj)
denote the CNOT gate with control qubit i and target
qubit j. For example, C1(X2) = |0〉〈0|⊗ I⊗n−1 + |1〉〈1|⊗
X ⊗ I⊗n−2. The quantum circuits in this paper consist
only of CNOT gates, together with single-qubit measure-
ments in the X or Z basis.
Suppose S is an Abelian subgroup of Gn with a set
of l independent generators {g1, . . . , gl}, and S does not
include −I. Every element in Gn has eigenvalues ±1.
An [[n, n− l]] quantum stabilizer code C(S) is defined as
the 2n−l-dimensional subspace of the n-qubit state space
(C2n) fixed by S, which is the joint-(+1) eigenspace of
g1, . . . , gl. Then for a codeword |ψ〉 ∈ C(S),
g|ψ〉 = |ψ〉
for all g ∈ S. When l = n, C(S) has only one eigenstate
(up to a phase) and this state is called a stabilizer state.
The error operators in this paper are assumed to be
Pauli errors (i.e., operators in Gn). This is not actually
as restrictive as it sounds: since the Pauli operators form
a basis, the ability to correct a set of Pauli errors implies
the ability to correct a large class of general errors. If a
Pauli error occurs on |ψ〉, some eigenvalues of g1, . . . , gl
may be flipped. Therefore, we gain information about the
error by measuring the stabilizer generators g1, . . . , gl,
and the measurement outcomes (in bits) of g1, . . . , gl are
called error syndrome. (If the eigenvalue of a stabilizer
is +1 or −1, its corresponding syndrome bit is 0 or 1,
respectively.) Then a quantum decoder has to choose
a good recovery operation based on the measured error
syndromes.
CSS codes are a class of stabilizer codes whose stabi-
lizer generators consist of the tensor products of identity
and either X or Z operators [6, 7]. Let [M]i,j denote
the (i, j) entry of a matrix M. (We may also use [v]i
to denote the ith entry of a vector v.) A CSS code can
be defined by two matrices that are orthogonal to each
other. Suppose HZ and HX are rZ ×n and rX ×n matri-
ces (rZ + rX ≤ n) with full rank rZ and rX , respectively,
such that
HXH
T
Z = 0. (3)
Then we can define an [[n, n− rZ − rX ]] CSS code with
Z stabilizer generators
gi =
n⊗
j=1
Z [HZ ]i,j , i = 1, . . . , rZ , (4)
and X stabilizer generators
grZ+i =
n⊗
j=1
X [HX ]i,j , i = 1, . . . , rX . (5)
The condition in Eq. (3) implies that the X and Z sta-
bilizer generators all commute.
The check matrix of an [[n, n − l]] stabilizer code is
an l×2n binary matrix whose rows are the binary repre-
sentations (Eq. (2)) of the stabilizer generators g1, . . . , gl.
For the CSS code defined by HZ and HX , its check matrix
is [
HZ 0
0 HX
]
. (6)
The error syndrome of a Pauli error is the string of
binary outcomes of measuring the stabilizers g1, . . . , gl.
Since a Pauli error can be expressed as a product of X
and Z operators, error correction can be done by treat-
ing Pauli X and Z errors separately. For CSS codes,
the eigenvalues of g1, . . . , grZ (respectively, grZ+1, . . . , gl)
correspond to the error syndrome of X (resp. Z) errors.
Suppose a Pauli error XeZf occurs on a codeword, where
e, f ∈ Zn2 . Then its (binary) X error syndrome sX ∈ ZrZ2 ,
which corresponds to the eigenvalues of g1, . . . , grZ , is
given by
sX = eH
T
Z , (7)
and the Z error syndrome is defined similarly:
sZ = eH
T
Z . (8)
In addition to the stabilizer elements, there will in gen-
eral also be Pauli operators that commute with all the
stabilizer generators without being in the stabilizer them-
selves. We call these logical operators. For a CSS code,
it is always possible to find a subset of logical opera-
tors involving only the identity and either X or Z op-
erators, which generate all other logical operators up to
multiplication by a stabilizer element. Moreover, these
logical generators can be chosen in anticommuting pairs,
usually denoted X¯j , Z¯j , where each pair corresponds to
logical qubit j in the code. For simplicity, in the rest
of this paper we consider the preparation of stabilizer
states of CSS codes Q that encode one logical qubit (or
rZ +rX = n−1). Our results can be directly generalized
to the case of [[n, n− rZ − rX ]] multiple-qubit CSS codes
(n − rZ − rX > 1). Let X¯ and Z¯ denote the logical X
and Z operators of Q. A quantum state with L in the
subscript refers to an encoded state. For example, the
encoded |0〉, |+〉 = 1√
2
(|0〉+ |1〉) are denoted by |0〉L and
|+〉L, respectively.
B. CSS Stabilizer States and Steane Syndrome
Extraction
Steane suggested a method to extract error syndromes
for CSS codes [22], as shown in Fig. 1. Two clean ancil-
las |+〉L and |0〉L in the logical states of the underlying
CSS code Q are used to measure the X and Z error
syndromes, respectively. Each CNOT gate in Fig. 1 rep-
resents transversal CNOT gates, and the measurements
4   
FIG. 1. Quantum circuit for Steane syndrome extraction.
in the Z or X basis are bitwise. In the circuit, X and Z
errors on the data qubit will propagate, respectively, to
the ancillas |+〉L and |0〉L through the CNOTs, so that
we learn error information by measuring the two ancillas.
Suppose the measurement outcomes of |+〉L and |0〉L
are mX and mZ (in bits), respectively. Then the (ob-
served) X and Z syndromes are computed by mXH
T
Z ,
and mZH
T
X , respectively. We can perform error correc-
tion according to these syndromes or just keep track of
them.
The two ancillas |+〉L and |0〉L are actually stabi-
lizer states of Q by including logical operator X¯ or Z¯
in with the stabilizer generators. That is, |+〉L is sta-
bilized by 〈g1, . . . , gn−1, X¯〉, and |0〉L is stabilized by
〈g1, . . . , gn−1, Z¯〉. These two stabilizer states can be pro-
duced by Clifford encoding circuits with CNOT gates
only, together with the ability to prepare physical qubits
in |0〉 and |+〉 [30]. If imperfect quantum gates are used
in the encoding circuit, the states must be verified.
We can use Steane syndrome extraction to correct er-
rors on a noisy ancilla, but it requires us already to have
two clean ancillas, which is clearly impractical. In the
following section, we will introduce a protocol for distill-
ing a number of CSS stabilizer states from a larger set of
imperfect ones by using classical error-correcting codes
and quantum CSS codes, and demonstrate how to distill
the states |0〉L or |+〉L.
A simple example of a CSS stabilizer state is the
Einstein-Podolsky-Rosen (EPR) pair:
|00〉+ |11〉√
2
,
which is stabilized by X ⊗X and Z ⊗ Z. Co´rcoles et al.
recently experimentally demonstrated error correction on
an EPR pair [31]. EPR pairs were the first states for
which a distillation protocol was proposed [19, 20].
III. ANCILLA DISTILLATION
Suppose we are using an [[n, 1]] CSS code Q defined by
matrices HZ ,HX with rZ + rX = n−1 as in the previous
section. Given a noisy stabilizer state, e.g., Xe|0〉L, we
can perform quantum error correction and restore the
state up to some logical operator if we know the actual
error syndrome. Now, measuring the logical operator Z¯
will tell us whether there is a logical error or not, and
additional logical correction can be applied if necessary.
Thus we can, ideally, have a perfect stabilizer state |0〉L.
In reality we are in a situation where the ancillas for
syndrome measurements are also imperfect, and we will
address this issue in this section.
Suppose we are given a bunch of imperfect ancillas in
some CSS stabilizer state, e.g., |0〉L or |+〉L, and we wish
to purify them. Our approach is to determine the correct
error syndromes of a subset of the ancillas by measuring
the rest. More precisely, we will use a transversal quan-
tum circuit to couple m noisy ancillas according to a
classical error-correcting code, measure m − k of them,
and then extract the error syndromes of the remaining k
ancillas. This procedure is called ancilla distillation by
classical codes and will be detailed in the first subsec-
tion. In the second subsection, we generalize the idea to
distill the noisy ancillas by using an arbitrary quantum
CSS code.
For now, we neglect any errors in the CNOTs or mea-
surements used in the quantum circuit for distillation.
We discuss the issue of noisy distillation circuits in Sec-
tion V.
A. Distillation by Classical Codes
The key observation is that classical binary linear codes
can be encoded or decoded by circuits using only CNOTs.
Suppose CD is an [m, k, d] binary linear block code that
can correct t = bd−12 c errors. Such a code has r = m− k
parity checks. Let HD = [A
T Ir] be the parity-check
matrix of CD in systematic form, where Ik is the k × k
identity matrix and A is k × r. We define a quantum
distillation circuit UD by
UD =
k∏
i=1
r∏
j=1
Ci(Xk+j)
[A]i,j . (9)
That is, Ci(Xk+j) is applied if [A]i,j = 1, and id is ap-
plied, otherwise. Consider Xe|0m〉 = |e〉, where e =
e1 · · · em ∈ Zm2 and
0m = 0 · · · 0︸ ︷︷ ︸
m
.
Then
UD|e〉 = |e1 · · · ek〉 ⊗ |se〉,
where sTe = HDe
T is the classical error syndrome of e
with respect to CD. Then we can use a decoder of CD
to find the most probable error vector e˜ ∈ Zm2 and then
correct the bit-flip errors in |e1 · · · ek〉. This decoding
procedure is the main conceptual tool of our distillation
protocol.
Distillation of CSS stabilizer states by classical codes
involves two rounds of error correction: one for X errors
and one for Z errors.
Distillation Protocol I:
51) Using an encoding circuit, we prepare many noisy
copies of an n-qubit CSS stabilizer state. Divide the
noisy ancillas up into groups of m.
2) (Round 1: X errors) In each group of m ancillas,
choose the last r of the ancillas to hold the parity
checks, and apply UD transversally: that is, apply UD
to the first qubits of all m ancillas in the group, to the
second qubits, and so forth. This unitary UD applies
transversal CNOTs according to the pattern of 1s in
the binary matrix A.
3) Measure every qubit in the r parity-check ancillas (the
last r ancillas in each group of m) in the Z basis.
Let the binary row vectors ν(1), . . . , ν(r) ∈ Zn2 be the
outcomes of these measurements.
4) Calculate σ(i) , ν(i)HTZ for i = 1, . . . , r. For j =
1, . . . , rZ , use [σ
(1)]j · · · [σ(r)]j as a classical error syn-
drome of CD and use a decoder of CD to find the most
probable error vector s˜
(1)
j · · · s˜(m)j with this error syn-
drome. Then s˜
(i)
1 · · · s˜(i)rZ is the estimated X error syn-
drome of the ith target ancilla. Correct the X errors,
if any (or just keep track of them).
5) If the distillation target is |0〉L or |1〉L, calculate the
parity of Z¯ from ν(i) and estimate the syndrome bits
for the logical operators as in the previous step. Cor-
rect the logical errors X¯, if any (or just keep track).
6) Of our original large number of ancillas, a fraction
k/m are left. Again, divide them up into groups of m.
It is very important that ancillas that were grouped
together in the first round are not grouped together in
the second round, because their errors are correlated.
7) (Round 2: Z errors) Similarly to step 2 above, do a
transversal UHD , where
UHD =
k∏
i=1
r∏
j=1
Ck+j(Xi)
[A]i,j . (10)
(The control and target qubits of UD are switched to
obtain UHD .)
8) Measure the r parity-check ancillas in the X basis.
Then repeat steps 3–5, but with X and Z switched
everywhere, and with |0〉, |1〉 replaced by |+〉, |−〉, re-
spectively. 2
This procedure is somewhat technical, so we will
demonstrate the distillation protocol with a detailed ex-
ample.
Example 1. Fig. 2 illustrates the quantum circuit for
distillation by the [3, 1, 3] repetition code with a parity-
check matrix
HD =
[
1 1 0
1 0 1
]
, (11)

 
 
FIG. 2. The circuit for distilling |0〉L by the classical [3, 1, 3]
repetition code, where |˜0〉L are imperfect logical states. The
last two |˜0〉L serve as parity-check ancillas.
for the ancilla state |0〉L of an n-qubit quantum CSS code.
We now demonstrate the above protocol by distilling the
ancillas of the [[7, 1, 3]] Steane code [32], with stabilizer
generators
g1 = Z1Z4Z5Z7,
g2 = Z2Z4Z6Z7,
g3 = Z3Z5Z6Z7,
g4 = X1X4X5X7,
g5 = X2X4X6X7,
g6 = X3X5X6X7,
and logical operators X¯ = X1X2X4, Z¯ = Z1Z2Z4.
Suppose the [3, 1, 3] repetition code is used for distill-
ing several noisy codewords of the Steane code. First, the
noisy codewords are divided in to groups of m = 3. Con-
sider one group with the three noisy Steane codewords
E1|0〉L, E2|0〉L, and E3|0〉L prepared independently with
errors E1,2,3, where E1 = X1X2X4 = X¯, E2 = X3, and
E3 = X6X7. Note that E1 and E3 are uncorrectable
errors for the Steane code. The X error syndromes are
E1 : 000 1
E2 : 001 0
E3 : 110 0
with respect to g1, g2, g3, and Z¯, respectively. After
the (perfect) distillation circuit UD by the [3, 1, 3] code
(Fig. 2), the errors become E′1 = E1, E
′
2 = E1E2 =
X1X2X3X4, and E
′
3 = E1E3 = X1X2X4X5X6. Then
measuring bitwise the second and the third codewords,
and calculating the parities of g1, g2, g3 and Z¯, we have
their syndrome bits
σ(1) : 001 1,
σ(2) : 110 1.
Now we can use the parity check matrix of the [3, 1, 3]
repetition code to recover the four syndrome bits of the
first codeword:
s˜(1) : 000 1.
Since the fourth bit is 1, we apply logical operator X¯
to the first codeword to correct the logical error and the
final state is |0〉L. Thus we have fault-tolerantly prepared
6an ancilla |0〉L. 2
Now we carry out protocol I for general CSS codes as
follows. Suppose the X errors on the m ancillas are Xe(1) ,
. . . , Xe(m) , where e
(j) = e
(j)
1 · · · e(j)n ∈ Zn2 . Let s(1) =
e(1)HTZ , . . . , s
(m) = e(m)HTZ . The decoding operator UD
will transform X
e
(1)
j
⊗X
e
(2)
j
⊗ · · · ⊗X
e
(m)
j
to
X
e
(1)
j
⊗ · · · ⊗X
e
(k)
j
⊗XsjX
for j = 1, . . . , n, where sjX ∈ Zr2 is the error syndrome
of e
(1)
j · · · e(m)j ∈ Zm2 with respect to HD. If we could
measure sjX , we could decode e
i
j directly and then obtain
k clean ancillas.
However, the measurement outcomes ν(1), . . . , ν(r) of
step 3 are actually a disturbed version of sjX :
(
ν(1)
T · · · ν(r)T
)
=
 s
1
X
...
snX
+ (cT1 · · · cTr ) ,
=
(
e(1)
T · · · e(m)T
)
HTD +
(
cT1 · · · cTr
)
,
(12)
where the row vectors {cj} are unknown codewords of
the classical code with parity check matrix HZ . Since we
do not know the codewords, we cannot learn sjX .
On the other hand, we still can learn the quantum
error syndrome
s(1) = e(1)HTZ , . . . , s
(m) = e(m)HTZ
from ν(1), . . . , ν(r). Multiplying (12) from the right by
HTZ , we have
HD
 s
(1)
...
s(m)
 =
ν
(1)HTZ
...
ν(r)HTZ
 ,
σ
(1)
...
σ(r)
 . (13)
Then we can choose any decoder of CD to recover the k
error syndromes s˜(i) of the target ancillas as in step 4.
That is, we are retrieving a particular syndrome bit j
of every ancilla s˜
(1)
j , . . . , s˜
(m)
j in one classical decoding
procedure. From that, we can correct all the X errors in
the target k ancillas (and also any logical X errors if we
are distilling |0〉L).
Remark 1. As long as fewer than bd−12 c of the m syn-
drome bits s
(1)
j , . . . , s
(m)
j are 1s, they can be recovered by
the classical decoding, assuming that the quantum gates
in the distillation circuit are perfect.
Remark 2. The distillation protocol depends only on
the error-correcting power of the classical code CD, and
not on the error-correcting ability of the stabilizer states
being distilled. If n = 1, this procedure reduces to the
standard classical decoding of CD.
After round 1, the remaining k ancillas from the group
will have lower rates of X errors than they started with.
However, Z errors on the parity-check ancillas can propa-
gate via the CNOTs back onto these k ancillas, increasing
the rate of Z errors (and also correlating the errors across
the ancillas). How do these changes compare? Assume
that the original rates of Z and X errors are both p.
The rate of Z errors on the remaining k ancillas will in-
crease to ∼ (β+1)p, where β ≤ r is the number of parity
checks that each qubit is included in (or the number of
1s in each row of A). The rate of X errors goes from p to
cpt+1, where c is a constant that depends on the details
of the codes. If p is not too big, the rate of Z errors has
grown roughly by a constant factor, while the rate of X
errors has been substantially reduced.
After round 2, we are left with a fraction ( km )
2 of our
original ancillas. The rate of Z errors will go from (β+1)p
to c((β + 1)p)t+1 = c′pt+1, and the rate of X errors will
go from cpt+1 to (β + 1)cpt+1 = c′′pt+1. (So the rate
of an arbitrary Pauli error is roughly c˜pt+1 for some c˜.)
These constants will not generally be equal to each other
(and indeed, the starting rates for X and Z might not
have been equal ); one might use two different classical
error-correcting codes in the two rounds so that the final
rates both end up below some desired fraction. To reach a
desired target error rate, this procedure could be iterated;
or one could just vary the distances of the classical codes
used depending on the original error rates and the desired
final error rates.
Example 2. In addition to the [3, 1, 3] repetition code
above, we simulated distillation by the [5, 1, 5] repetition
code and the [7, 4, 3] Hamming code [29]. The results are
shown in Fig. 3. The simulations begin with preparation
of noisy ancillas by the CSS encoding circuit. We as-
sume that during the ancilla preparation each individual
qubit suffers independent depolarizing errors with rate
p. Noisy CNOTs in the encoding circuit are modeled as
a perfect CNOT, followed by no error (with probability
1− p) or one of the nonidentity two-fold Paul operators
(e.g., X ⊗ Y , I ⊗ Z, X ⊗ I, . . .) with equal probabilities
p/15. For our initial analysis, we assume that the dis-
tillation circuit does not itself contain errors; the issue
of imperfect distillation circuits will be addressed in the
discussion section.
We define the final error rate to be the probability
of any Pauli error left in the target ancillas after two
rounds of distillation. This estimate is pessimistic, since
it ignores the likelihood that the residual errors are cor-
rectable in the next error correction cycle.
After the noisy encoding circuit, the error rate on each
qubit will increase to ∼ (α + 1)p, where α is the num-
ber of stabilizer generators each qubit is involved. If p is
small enough, the distillation protocol will work. As can
be seen in the logarithmic plot in Fig. 3, each curve ap-
pears linear with slope t+1 and the “threshold” for each
code is specified by log pth = − 1t log c˜. (By “threshold,”
we mean the crossing point of a curve with the dashed
line. That is, the point where the distillation error rate
7and the physical rate p are equal.) Thus, we say that a
stabilizer state can be fault-tolerantly prepared if the er-
ror rate is below the threshold for the classical code used
in distillation. 2
For these simple examples, we can see that the [5,1,5]
code with higher distance has asymptotically better be-
havior in the low physical error rate regime but the yield
rate is low. On the other hand, the [7,4,3] code has a
larger yield rate but worse performance. Since there are
many efficient classical codes with high rate and good
error-correcting ability, we can certainly find better can-
didates for the protocol with extra cost.
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FIG. 3. (Color online.) Ancilla distillation by 1) the [7, 4, 3]
Hamming code (green diamonds); 2) the [3, 1, 3] repetition
code (red dots); 3) the [5, 1, 5] repetition code (blue squares).
The dashed line is the rate without distillation. Up to 7×108
iterations are used for each point.
Finally we briefly discuss candidates for large quan-
tum codes whose raw ancilla state preparation by noisy
Clifford circuits will have sufficiently low error rates. It
is known that quantum CSS codes built from classical
doubly-even codes allow transversal Clifford gates [33,
34]: such codes as the Steane code, the [[23, 1, 7]] quan-
tum Golay code, or other quantum quadratic-residue
codes [35]. We can concatenate a large quantum block
code with, for example, the quantum Golay code, whose
Clifford operations can be done transversally, and these
ancillas can be prepared fault-tolerantly [12]. With quan-
tum Golay code blocks at the bottom level, the Clif-
ford encoding circuit for the large quantum code can be
transversally implemented, and quantum error correction
by the quantum Golay code can be inserted into the cir-
cuit, if necessary. Therefore, the error rate of the raw
ancillas can be suppressed to below the “threshold” of
distillation. If we constantly apply quantum error cor-
rection by the Golay code, the output should be very
good, but the overhead will be large.
Another intriguing possibility is to perform distillation
steps at several points during the encoding circuit for the
ancillas, to remove errors before they can spread widely.
Efficient distillation would require the use of very high-
rate classical codes.
B. Distillation by Quantum CSS Codes
Instead of using classical codes in two steps to correct
both X and Z errors, we can similarly use an [[m, k]]
quantum CSS code QD to distill the desired ancillas of
an [[n, 1]] code. For simplicity, suppose QD is defined by
H′Z and H
′
X of dimension r
′
Z ×m and r′X ×m matrices
(k = m − (r′Z + r′X) > 0) with full rank r′Z and r′X
and H′XH
′T
Z = 0. QD has r′Z Z generators, and r′X X
generators. The check matrix of an [[m, k]] CSS code can
be written in the following form [8]:(
H′Z 0
0 H′X
)
=
(
Ir′Z A B 0 0 0
0 0 0 D Ir′X F
)
,
where A, B, D, and F are binary matrices of appropri-
ate dimensions. We use a particular encoding circuit as
follows: to the k information qubit state |φ〉, append r′Z
ancilla qubits in the state |0〉 and r′X ancilla qubits in the
state |+〉, which will correspond to the r′Z Z generators
and r′X X generators, respectively, after encoding. That
is, we apply an encoding circuit to the initial state
|0〉⊗r′Z ⊗ |+〉⊗r′X ⊗ |φ〉,
which corresponds to a check matrix(
Ir′Z 0 0 0 0 0
0 0 0 0 Ir′X 0
)
.
The encoding circuit U ′D, which is a unitary operator, will
then consist only of CNOT gates [30]. It can be verified
that this works for any CSS codes. and we postpone this
justification to Appendix A.
Suppose an error operator E ∈ Gm occurs on a code-
word of QD. We decode by running the above encoding
circuit backwards, so that the error syndrome informa-
tion will be contained in the ancilla qubits. After the
decoding circuit U ′D
†
, we have the following transformed
error operating on the initial state |0〉⊗r′Z ⊗|+〉⊗r′X ⊗|φ〉:
U ′D
†
EU ′D , XsX ⊗ ZsZ ⊗ LE ,
where sX ∈ Zr
′
Z
2 , sZ ∈ Zr
′
X
2 are the syndrome vectors
(hence XsX ∈ Gr′Z , ZsZ ∈ Gr′X ) and LE ∈ Gk is an logical
error operator.
We then measure the first r′Z ancillas in the Z basis,
which gives the X error syndrome sX , and the other r
′
X
ancillas in the X basis, which gives the Z error syndrome
sZ . From that, we can figure out what corrections, if any,
need to be applied to the k information qubits. This leads
to the following distillation scheme:
Distillation Protocol II:
Suppose we want to distill a CSS stabilizer state of the
8[[n, 1]] code Q defined at the beginning of this section.
1) Start with m imperfect copies of a stabilizer state of
Q. Do a transversal U ′D† on the m copies of the n-
qubit system.
2) For the r′Z (respectively r
′
X) systems in the positions
corresponding to the Z (resp. X) ancillas, we mea-
sure all the qubits in the Z (resp. X) basis and let
ν(1), . . . , ν(r
′
Z) ∈ Zm2 (resp. ν(1), . . . , ν(r
′
X) ∈ Zm2 ) be
the outcomes.
3) Calculate σ
(i)
X , ν
(i)
Z H
T
Z for i = 1, . . . , r
′
Z . For
j = 1, . . . , rZ , use [σ
(1)
X ]j · · · [σ(r
′
Z)
X ]j as a classical er-
ror syndrome with respect to the parity-check matrix
H′Z and use a corresponding decoder to find the most
probable error vector s˜
(1)
j · · · s˜(m)j with this error syn-
drome. Then s˜
(i)
1 · · · s˜(i)rZ is the estimated X error syn-
drome of the ith target ancilla. We can correct the X
errors, if any, (or just keep track of them).
4) Repeat 3) but with X and Z switched everywhere.
5) If the distillation target is |0〉L or |1〉L (resp. |+〉L or
|−〉L), then calculate the parity of Z¯ (resp. X¯) from
ν
(i)
Z (resp. ν
(i)
X ) and estimate the syndrome bits for
the logical operators as in the previous step. Correct
the logical error X¯ (resp. Z¯), if any, (or just keep
track of them).

This protocol is very similar to Distillation Protocol I.
Thus we omit the explanation of how it works. We end up
with k much cleaner copies of the n-qubit CSS stabilizer
states of Q. Again, this procedure could be iterated,
or we can use a good enough [[m, k]] code. This is like
a concatenation of the n-qubit code Q with the [[m, k]]
code QD, but only the decoding on the second level, QD,
is applied.
Protocol I by classical codes is more flexible than Pro-
tocol II, since any classical codes can be used in Protocol I
and the codes can be different in two rounds of distilla-
tion; whereas only dual-containing codes can be applied
in Protocol II. On the other hand, dual-containing codes
used in Protocol II can also be applied in Protocol I,
and the number of CNOTs for correcting both X and Z
errors are roughly the same in the two protocols. Basi-
cally, the performance of these two protocols are strongly
related to the performance of the classical codes, so we
omit simulations of Protocol II here.
IV. ANCILLA SAVING
Clean ancillas |0〉L and |+〉L in Steane syndrome ex-
traction are expensive resources. We would like to use as
few of them as possible during syndrome measurement,
as long as errors do not accumulate seriously. In the
 
 
 
 
 
FIG. 4. The circuit for syndrome measurement of three data
blocks with two ancilla blocks by the [3, 1, 3] repetition code.
following, we show that classical coding can also reduce
ancilla consumption in Steane syndrome extraction; it
turns out that this problem is equivalent to the distilla-
tion problem in Sec. III A. We assume that the quantum
circuits for error correction are perfect, and the ancillas
are assumed to be clean in the following discussion.
Suppose we have m codewords |ψ1〉, . . . , |ψm〉 of the
[[n, 1]] CSS code Q defined by HZ and HX . Let Xe(j)Zf(j)
be the error corrupting |ψj〉 for j = 1, . . . ,m. If Steane
syndrome extraction is used, m (perfect) ancillas |+〉L
are required to measure the X error syndromes e(j)HTZ .
Our goal here is to estimate the X error syndromes by
using only r (< m) clean ancillas |+〉L. The treatment
for Z error is similar.
Let CD be an [m, k = m − r, d] classical code with
parity-check matrix HD = [A
T Ir]. Assume we have r
clean ancillas |+〉L and r clean ancillas |0〉L.
Ancilla Saving Protocol:
1) Apply transversal CNOTs from |ψj〉 to the j-th |+〉L
for j = k + 1, . . . ,m.
2) Apply a transversal CNOT from |ψi〉 to the j-th |+〉L
if [A]i,j = 1.
3) Do steps 3 and 4 of Distillation Protocol I.
4) Apply transversal CNOTs from the j-th |0〉L to |ψj〉
for j = k + 1, . . . ,m.
5) Apply a transversal CNOT from the j-th |0〉L to |ψi〉
to if [A]i,j = 1.
6) Do steps 3 and 4 of Distillation Protocol I, but with
X and Z switched everywhere.

Fig. 4 demonstrates the circuit for the X syndrome
extraction of three data blocks with two ancilla blocks
by the [3, 1, 3] repetition code. Observe that this circuit
is essentially equivalent to the circuit in Fig. 2. We can
combine the X errors from the second and third encoded
states with the two clean ancillas |+〉L, respectively, and
then remove those two encoded states. As a consequence,
our ancilla saving protocol is equivalent to the distillation
protocol by classical codes.
We may compare the error correction performance of
this ancilla saving protocol by CD on codewords of Q, say
9Q + CD, with the original Steane extraction scheme. A
good figure of merit for comparison is the channel fidelity
of a quantum code over a noise channel [36, 37]. For
simplicity, here we assume the independent single-qubit
noise channel is
E(ρ) = (1− p)ρ+ pXρX,
for any single-qubit state ρ. Unquestionably the channel
fidelity is expected to drop with fewer ancillas in the sav-
ing protocol, and both the encoding and decoding com-
plexities will increase. Thus, we have a tradeoff between
channel fidelity, gate complexity, and ancilla consump-
tion.
Example 3. Consider the [[7, 1, 3]] Steane code. It is
known that the channel fidelity of a quantum code over a
Pauli channel is the probability of correctable errors [38]:
that is, the probability of a set of coset leaders and their
degenerate errors. It is more complicated to calculate the
channel fidelity of the saving protocol. We estimate it as
follows:
Let FC(E)i be the channel fidelity of sending |ψi〉
through E⊗n for i = 1, . . . ,m. Then the average channel
fidelity is
FC(E) = 1
m
∑
i
FC(E)i.
Since |ψi〉 are correlated in the saving protocol, the pre-
vious result of FC(E) cannot be applied here. Thus we
apply Monte Carlo methods to approximate FC(E):
1) Fix p. Set i := 1.
2) Apply Pauli X errors Xi
e(1)
, . . . , Xi
e(m)
to perfect infor-
mation states |ψ1〉, . . . , |ψm〉, where Xie(j) ∈ Pn is an
n-fold Pauli X error, randomly generated according
to the probability distribution of E .
3) Use the ancilla-saving code C to recover the error syn-
dromes s1, . . . , sm for X
i
e(1)
, . . . , Xi
e(m)
, respectively. If
there is no logical error on |ψj〉 after decoding, Xie(j)
is correctable. Set i := i+ 1.
4) Repeat steps 2 and 3 N times.
5) Count the number of correctable errors in {Xi
e(j)
}, say
M . Then FC(E) is approximated by MmN .
Fig. 5 illustrates plots on FC(E) for various ancilla sav-
ing protocols: the [7, 4, 3] Hamming code, and the [3, 1, 3]
and [5, 1, 5] repetition codes, together with FC(E) with-
out ancilla-saving. As shown in Fig. 5, at p = 0.01, the
channel fidelity for [[7, 1, 3]] + [3, 1, 3] drops from 0.998
to 0.988. Since only two ancilla states are used, we re-
duce the ancilla consumption by 33.3% by using one ad-
ditional transversal CNOT and increased classical com-
puting complexity. (Note that the circuit for preparing a
|+〉L has nine CNOTs.) For the [7, 4, 3] code, the fidelity
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FIG. 5. (Color online.) The average channel fidelity of the
Steane code without or with ancilla saving by the [3, 1, 3],
[7, 4, 3], or [5, 1, 5] code. The number of iterations for each
point is up to 7× 108.
drops significantly to save 47 = 57.1% ancillas. For the
[5, 1, 5] code, the fidelity drop at p = 0.01 is less than
0.2%, while 15 = 20% of the ancillas are saved.
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When the ancilla consumption rate is fixed, we can in-
crease the frequency of quantum error correction with the
ancilla saving protocol, which is equivalent to lowering
the error rate on the data qubits. Let us define the effec-
tive error rate as the (accumulated) physical error rate
between two error correction steps. Here the effective er-
ror rate of an [[n, 1]] code without ancilla saving is simply
called the physical error rate. If the physical error rate is
p, then the effective error rate of an [[n, 1]]+[m,m−r] an-
cilla saving protocol is rp/m, assuming that quantum er-
ror correction is sufficiently fast. Let F po and F
p
comb be the
channel fidelities of the original and the [[n, 1]]+[m,m−r]
protocols at effective error rate p, respectively. Appar-
ently we have F 0o = F
0
comb = 1 and F
p
o > F
p
comb for
p > 0. Thus by the continuity of fidelity, there exists p∗
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such that F p
∗
o = F
rp∗/m
comb . Here we define the effective
channel fidelity of an [[n, 1]] + [m,m− r] protocol as the
average channel fidelity of the protocol at effective error
rate rp/m. Hence for physical error rate p < p∗ the effec-
tive channel fidelity of the [[n, 1]] + [m,m− r] protocol is
higher. Let us consider the above example again. Fig. 6
plots these channel fidelities. As can be seen, applying
the ancilla saving protocol with the [5, 1, 5] code is better
than the original scheme for p < 0.00925, but there is
no fidelity gain for the other two codes. Of course, this
fidelity gain was at the cost of some additional CNOT
gates and classical decoding steps.
V. DISCUSSION
A straightforward approach to achieving FTQC is to
implement logical gates transversally, but no quantum
stabilizer code can have a universal gate set of quan-
tum computation that can be transversally implemented
[39, 40]. As a consequence, universality is usually accom-
plished by the assistance of certain ancillas, prepared by
magic state distillation [21]. A large literature is devoted
to reducing the overhead of magic state distillation [41–
46], since it may dominate the overall resources needed
for FTQC [47].
The current work is motivated by a different approach
to fault-tolerance: the use of a set of CSS codes to store
and process quantum information. By teleporting logical
qubits between code blocks that admit different sets of
transversal gates, it is possible to perform a universal set
of logical gates [48]. We have illustrated distillation with
the simple example of the Steane [[7, 1, 3]] code, but the
procedure can readily be generalized to multi-qubit CSS
codes. In particular, they can distill any CSS stabilizer
state which is the simultaneous +1 eigenstate of all the
stabilizer generators and a set of commuting logical oper-
ators, such that each logical operator includes the iden-
tity and either only X operators or only Z operators.
This limitation means that it is not possible to distill
completely general stabilizer states (or even general CSS
stabilizer states) by the methods presented here, though
generalizations of this scheme may make that possible.
However, the protocols presented in this paper can distill
all the logical ancillas needed for the teleportation-based
FTQC scheme of [48].
Given the ability to prepare a set of suitable CSS sta-
bilizer states, only transversal circuits and single-qubit
Pauli measurements are needed for FTQC. In particular,
magic states are not needed. (Other schemes without
magic state distillation have also been proposed, such as
[46, 49–52].) The results of this paper show that in prin-
ciple this approach to FTQC is possible. However, the
overhead for distillation dominates in this scheme, and
we need to further analyze and quantify both the cost of
distilling ancillas for various codes, and the performance
of distillation in the presence of errors in the distillation
circuit.
Our distillation protocol is a combination of the Steane
syndrome extraction method and classical coding so that
stabilizer states can be fault-tolerantly prepared. How-
ever, more work is needed to show that the overall scheme
is both fault-tolerant and efficient enough to be useful at
realistic error rates. In particular, noise in the distillation
circuit will have two important effects. First, residual er-
rors will be left in the ancilla by the noisy distillation
circuit. Second, errors may degrade the performance so
that ancilla errors from the encoding circuit may not be
fully corrected. This first source of error will increase the
effective error rate in the computation; but because the
distillation circuit is transversal, these errors should be
independent across the qubits of a single ancilla. How-
ever, the second type of error would be more serious: cor-
related errors across an ancilla can dramatically shorten
the lifetime of the quantum codes used in the computa-
tion. Thus, careful modeling and numerical simulations
are needed to assess and optimize the performance of dis-
tillation in the presence of noise.
Some methods may be used to greatly mitigate these
potential pitfalls. In the distillation protocol by clas-
sical coding, error syndromes of the target ancillas are
encoded by the coupling CNOTs and then recovered. If
the transversal circuits for distillation are imperfect, the
measured parity-check syndromes νHTZ are not reliable,
which compromises the efficiency of distillation. How-
ever, this can be handled by learning more parities of
the stabilizer generators as suggested by the method in
[53–55]. In particular, we can choose another classical
code C3 to encode the parity checks of HZ by appending
more redundant rows to the parity-check matrix. By cal-
culating these additional parity checks, we can use any
decoder of C3 to purify the decoding outputs of CD and
obtain more reliable error syndromes about the target
ancillas. To further improve the reliability of distillation,
we can also use a final postselection. By filtering out
those noisy blocks with distinct syndromes, residual er-
rors of higher weight can be further reduced at only a
small cost in yield for the protocol.
We have begun to study these methods, and have
found some preliminary results. A simulation of noisy
distillation of the [[23, 1, 7]] quantum Golay code by the
[3, 1, 3] repetition code, followed by the [23, 11, 7] Go-
lay code with postselection, suggests an overall yield of
10% by our protocol at a physical error rate of about
10−4 ∼ 10−5. Technical details and performance analy-
ses for some candidate classical codes and quantum codes
will be addressed in a forthcoming paper [56].
In [12], an ancilla verification method is proposed for
the quantum Golay code. This method can be regarded
as a special case of our protocol, but our distillation pro-
tocol is potentially more efficient. In the verification
scheme, pairs of blocks are compared to check errors.
If any errors are detected in either block, everything is
discarded and the process starts over again. By contrast,
the results of each verification (parity checks) are kept
track of in our protocol, and we can take advantage of
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their correlations by classical decoding. Since good clas-
sical codes with high rate and efficient decoders exist, we
expect our distillation protocol to have higher through-
put.
In the simulations in this paper, we used a minimum
distance decoder of the classical code for distillation.
However, the error rate of each syndrome bit of an an-
cilla may depend on the Clifford circuit that generates
these faulty ancillas. We may be able to analyze this
dependence and employ other techniques to improve the
decoding performance. This is another future research
direction.
Our distillation protocols are similar to magic state
distillation, but there is an important distinction: be-
cause these ancillas are stabilizer states, they can be
made using only Clifford gates, and (in principle) can
be fault-tolerantly verified. This would suggest better
performance here than in magic state distillation, where
one cannot improve the quality of the encoded state by
measuring it directly. At the very least, we should be
able to do better in this respect: with magic state distil-
lation, there is a probability of failure at each iteration
step, where you have to discard everything; here, if we
detect an error in the logical operators, we can correct
them. Also, only certain codes with special properties
can be used for magic state distillation; while a broad
range of classical error-correcting codes can be applied
in our scheme.
In this paper, we also have shown how to recover ac-
curate error syndromes in Steane syndrome extraction
using fewer ancillas, at the cost of higher classical decod-
ing complexity and some additional CNOTs, while sacri-
ficing a little channel fidelity. Since classical computing
power is much cheaper, in general, than expensive quan-
tum resources, it makes sense to exploit classical comput-
ing to save quantum resources. The layout of additional
transversal CNOTs depends on the chosen classical code
and their cost may or may not be comparable to the com-
plexity saved by preparing fewer ancillas. However, the
overall error-correcting power can be increased when the
ancilla consumption rate is fixed. This protocol shares
the same structure as ancilla distillation, and should give
a net benefit at least in the regime of low error rates.
To do quantum error correction, we can also use
the Shor syndrome extraction [3, 34]. (Knill syndrome
extraction [58] is essentially equivalent to the Steane
method up to qubit relocations.) For codes with low-
weight stabilizer generators, Shor syndrome extraction
may be preferred since it needs only low-weight ancillas—
the cat states (|0〉⊗w+|1〉⊗w)/√2—of size approximately
equal to the weights of stabilizer generators. The cat
states are also stabilizer states and thus could be pre-
pared by our distillation protocols. We simply mentioned
this since there are already methods of verifying the cat
states.
Finally, our distillation protocols by classical error-
correcting codes or quantum CSS codes could also be
directly applied to the problem of multipartite entangle-
ment purification for CSS stabilizer states. Conversely, a
protocol for multipartite entanglement purification could
potentially lead to a distillation protocol of CSS stabilizer
states in FTQC if the multipartite constraint is removed.
In particular, the purification protocols I/II in [23, 24] are
a special case of our distillation protocol I by the [2, 1, 2]
classical error-detecting code with parity-check matrix
HD =
(
1 1
)
,
where an ancilla is discarded if the measurement out-
comes are nonzero. However, we can use a general clas-
sical error-correcting code to do error recovery in the
distillation process, and hence the efficiency can be bet-
ter. Distillation protocol I could be adapted to a hash-
ing protocol for multipartite entanglement purification
as in [24–26]; however, we omit further discussion for
the present, since the main topic of this paper is about
fault-tolerant quantum computation. Also, the protocol
in [28] is very similar to our distillation protocol II. Since
they did not consider the problem in the fault-tolerant
scenario, the eigenvalues of the stabilizers are measured
directly in their protocol. By contrast, we use a transver-
sal decoding circuit and bitwise qubit measurements to
recover the eigenvalues of the stabilizers in our protocol.
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Appendix A: Justification of the Encoding for CSS
Codes
The encoding procedure mentioned in Subsec. III B
can be justified as follows. The unitary encoding operator
can be implemented by applying a certain quantum cir-
cuit, consisting of CNOTs, Hadmard gates, phase gates
and SWAP gates. (For example, Wilde gave an encoding
algorithm [57] to find such a circuit.)
The check matrix of an [[m,m− r − s]] CSS code can
be written in the following form (see, e.g., [8]):
H = [HX |HZ ] =
(
Ir A B 0 0 0
0 0 0 D Is F
)
,
where Ir and Is are the r× r and s× s identity matrices,
respectively, and A, B, D, and F are r×s, r×(m−r−s),
s× r, and s× (m− r − s) binary matrices, respectively.
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(r = s in our case.) Our goal is to apply a sequence of
CNOT gates that transform H into(
Ir 0 0 0 0 0
0 0 0 0 Is 0
)
.
Then the reverse of this sequence of CNOTs is our en-
coding circuit.
This process is like applying Gaussian elimination on
H. We first apply a series of CNOTs from the matrices
Ir to clear the matrices A and B. These CNOTs have
control qubits on qubit number 1 to r and target qubits
on qubit number r+ 1 to m, respectively. Thus, only the
matrix D of HZ is altered by these CNOTs. We have
H′ =
(
Ir 0 0 0 0 0
0 0 0 D′ Is F
)
.
Since H′ has to satisfy the commutation relations, D′
must be 0. Thus we have
H′ =
(
Ir 0 0 0 0 0
0 0 0 0 Is F
)
.
Then we apply CNOTs to clear F. These CNOTs have
control qubits on qubits number (r+s+1) tom and target
qubits on qubits number (r + 1) to (r + s), respectively.
HX is not affected by these CNOTs and we have
H′′ =
(
Ir 0 0 0 0 0
0 0 0 0 Is 0
)
as required.
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