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Résumé et mots clés
Les images naturelles issues d’un capteur omnidirectionnel catadioptrique présentent des anamorphoses
importantes. L’analyse ou le filtrage de ces images par des méthodes classiques produisent des résultats
erronés parce que leur principe s’appuie sur le fait que la projection d’un objet sur une image est invariante
par translation tant que la distance de l’objet au point de vue est constante. L’utilisation de méthodes 
classiques devraient être possible avec un objectif omnidirectionnel à point de vue unique, puisqu’en théorie il
permet, après calibrage, la génération de toute image projective comprise dans le champ de vision du capteur.
Dans la pratique, la création d’images géométriquement correctes fait intervenir des opérations de filtrage et
d’interpolation pour atténuer les effets de la discrétisation qui modifient l’information d’illumination originale,
provoquant ainsi de nouvelles erreurs d’estimation. Enfin, comme chaque partie de l’image originale n’est pas
redressée de la même façon, il est difficile d’obtenir une transformation qui soit uniforme sur toute l’image.
Nous proposons, dans cet article, d’utiliser les propriétés des capteurs omnidirectionnels catadioptriques à
point de vue unique pour adapter les opérateurs de morphologie mathématique à ce type d’images. 
La méthode que nous proposons permet de prendre en compte tant la nature anamorphosée de l’image que
l’échantillonnage cartésien produit par la rétine d’une caméra conventionnelle. Elle utilise un noyau flou, défini
dans un espace projectif mieux adapté, et une représentation de l’espace image par une partition floue de IR2.
L’approche floue s’appuie sur une généralisation de l’approche binaire par l’utilisation de deux intégrales
floues : l’intégrale de Choquet et l’intégrale de Sugeno. 
Images omnidirectionnelles, point de vue unique, morphologie mathématique, intégrales floues de Choquet et
Sugeno, partition floue forte, échantillonnage, noyau variable, filtrage.
Abstract and key words
The ability of morphological tools to provide transformations that are suitable for real projective images is related to the
potential for positioning the camera and the objects to be analyzed in such a manner that a regular mesh on the objects
projects regular mesh on the image. Therefore, a morphological modification of the image is the projection of an 
equivalent morphological operation on the object. Otherwise, due to perspective effects, a morphological operation in the
image is not the projection of an equivalent morphological operation on the objects to be analyzed. With catadioptric
omnidirectional images, its almost impossible to place the sensor such that the projection of a regular mesh on the
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1. Introduction
La morphologie mathématique est un outil d’analyse et de fil-
trage des images mis au point par l’équipe de Jean Serra [Serra].
Le principe de base de la morphologie mathématique ensem-
bliste est de comparer l'image à analyser à un ensemble de géo-
métrie connue appelé élément structurant ou noyau. On déplace
cet élément structurant de façon à ce que son origine passe par
toutes les positions de l'image, afin d’en mettre en évidence cer-
taines caractéristiques. 
Les opérations de base de la morphologie mathématique sont
deux opérations duales appelées respectivement érosion et dila-
tation. Ce nom provient de l’effet produit sur une forme binaire
par chacun de ces opérateurs [figure 1]. Des combinaisons de
ces opérateurs permettent de filtrer les images du point de vue
morphologique, c’est-à-dire supprimer (ou mettre en valeur) des
formes sur l’image comparables aux éléments structurants utili-
sés. C’est le cas de l’ouverture (succession d’une dilatation et
d’une érosion utilisant le même élément structurant) et de la
fermeture (succession d’une érosion et d’une dilatation utilisant
le même élément structurant). Enfin la comparaison (ou la dif-
férence) d’une image érodée à une image dilatée (avec le même
élément structurant) fait apparaître les contours subjectifs des
objets présents sur l’image. Cette opération porte le nom de gra-
dient morphologique. Nous nous limiterons, dans cette étude, à
ces outils morphologiques de base.
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Les premières approches de morphologie mathématique ont
concerné les images binaires, c’est-à-dire des images issues
d’une classification. Dans ces approches, chaque pixel d’une
image numérique binaire est classifié comme appartenant à une
des formes à analyser ou au fond de l’image (qui est la classe
duale). Une opération morphologique peut être vue comme une
modification de cette classification en utilisant le voisinage défi-
ni par l’élément structurant. Elle respecte quatre propriétés fon-
damentales [Serra] qui sont : l’invariance par translation, la
compatibilité par changement d’échelle, la connaissance locale
et la semi-continuité. Ces propriétés sont définies sur l’image
discrète sauf la semi-continuité qui n’a de sens que dans le cas
continu. 
Plusieurs extensions ont été proposées pour adapter, généraliser
ou simplement mimer les opérations morphologiques sur des
images à niveaux de gris d’une part et avec des éléments struc-
turants fonctionnels d’autre part. Tous les auteurs ne s’enten-
dent pas sur la dénomination de ces extensions. Nous retenons
celle proposée par Isabelle Bloch [Bloch]. 
La généralisation aux images à niveaux de gris considère que le
niveau de gris de chaque pixel peut être vu comme une mesure
de confiance de son appartenance à la forme à analyser. De
façon équivalente, on peut considérer que le seuil permettant de
séparer la forme du fond est mal connu. L’application de seuils
de valeur décroissantes amène à créer une suite d’images
binaires emboîtées. Toutes ces représentations mènent à consi-
dérer le niveau de gris comme une fonctionnelle. Cette généra-
lisation porte le nom de morphologie à niveaux de gris. 
La généralisation appelée morphologie fonctionnelle permet de
représenter soit une mauvaise connaissance de l’élément struc-
turant, soit le fait que le voisinage qu’il définit ne peut être
représenté comme une union de pixels de l’image. L’élément
structurant peut être considéré comme un noyau permettant de
définir une mesure de confiance sur l’appartenance d’un pixel
au voisinage d’un autre pixel. Il est à remarquer que la plupart
des morphologies fonctionnelles ne sont pas internes : l’utilisa-
tion d’un noyau fonctionnel sur une image binaire ne produit
généralement pas une image binaire.
scene is a regular mesh on the image. Nevertheless, with proper calibration of a central catadioptric system,
the projection of a regular kernel in a scene can be determined for each point on the image.
The aim of this paper is to present new morphological operators that use this projective property. These operators make
use of a structural element with a varying shape. Since this varying shape cannot be represented as a binary union of
pixels, we propose to use a fuzzy extension of the classical grey-level morphology to account for this phenomenon. This
fuzzy extension is performed by the mean of fuzzy integrals.
Omnidirectional images, single view point, mathematical morphology, Choquet and Sugeno fuzzy integrals, standardized
fuzzy partition, sampling, variable kernel, filtering.
Figure 1. Image binaire (a) dilatée (b) et érodée (c).
Enfin, la généralisation considérant l’image et le noyau comme
des fonctionnelles est appelée morphologie floue. La morpholo-
gie floue permet une bonne représentation à la fois de notre idée
intuitive de frontières mal définies sur les objets, mais aussi de
l’aspect arbitraire du partitionnement de l’image (si on considè-
re qu’une image numérique est issue de l’échantillonnage puis
de la numérisation d’une image continue). 
Ce qui différencie particulièrement la branche morphologique
des autres branches du traitement d’images est que les solutions
proposées sont purement discrètes et ne font pas appel à un
modèle continu sous-jascent d’illumination. Cependant, lorsque
les images sont issues de capteurs d’image (caméras), ne pas
prendre en compte l’aspect projectif des images peut réduire
l’aptitude des outils morphologiques à les modifier ou à les ana-
lyser du point de vue de la réalité dont elles sont la projection.
En effet, l’adéquation des outils de la morphologie pour analy-
ser des images projectives réelles est liée au fait qu’il est pos-
sible de positionner le capteur et les objets dont on analyse
l’image de façon à ce qu’un maillage régulier défini sur l’objet
se projette en un maillage régulier sur l’image. De cette pro-
priété découle le fait qu’une opération de morphologie, définie
avec un élément structurant régulier sur l’image, est la projec-
tion d’une opération morphologique équivalente à celle que l’on
aurait obtenue sur l’objet. 
Dans le cas où ces conditions ne sont pas respectées, les dispa-
rités de résolution dues à la perspective induisent une modifi-
cation morphologique sur l’image ne correspondant pas à une
modification morphologique équivalente sur l’objet. Sur la figu-
re 2, on voit qu’un traitement d’érosion n’affecte pas uniformé-
ment les lignes du quadrillage. 
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notre connaissance ne propose l’utilisation de cette propriété
pour réaliser des opérations de filtrage classique ou morpholo-
gique. Dans cet article, nous proposons de nous appuyer sur
cette propriété pour redéfinir des opérateurs de morphologie
adaptés aux images omnidirectionnelles à niveau de gris. Ces
opérateurs font intervenir un élément structurant de taille
variable qui ne peut donc être exprimé comme une union de
pixels. C’est pourquoi la morphologie que nous définissons est
par essence une morphologie floue. 
Figure 2. Érosion sur une image perspective.
Dans le cas des images omnidirectionnelles, il est quasiment
impossible de positionner le capteur de façon à ce qu’un mailla-
ge régulier sur la scène se projette de façon isotrope sur l’ima-
ge [figure 3]. Par contre, l’étalonnage préalable d’un capteur
omnidirectionnel à point de vue unique permet de connaître la
projection d’un noyau régulier défini sur toute image perspecti-
ve reconstruite à partir de l’image omnidirectionnelle anamor-
phosée. Cette propriété a déjà été utilisée pour produire une
estimation du flot optique dans une séquence d’images omnidi-
rectionnelle [Daniilidis] et pour faciliter la mise en correspon-
dance d’indices extraits de plusieurs images omnidirection-
nelles de la même scène [Ieng]. Par contre aucun travail porté à
Figure 3. Image omnidirectionnelle.
2. Vision 
omnidirectionnelle à
point de vue unique
2.1. Équation fondamentale des caméras catadioptriques 
à point de vue unique
Par définition, une caméra catadioptrique à point de vue unique
est un système associant, à chaque point de l’espace 3D visible,
un et un seul point projeté sur l’image. Des travaux de Geyer et
Daniilidis [Geyer], il ressort que cette projection est mathémati-
quement équivalente à une double projection sphérique/plane
générique. Cette méthode, illustrée sur la figure 4, ne fait inter-
venir que deux paramètres (ϕ et ξ) pour relier un point M
(X,Y,Z) à sa projection m (x,y) sur l’image :
x = (ϕ+ ξ)X
ξ R − Z , y =
(ϕ+ ξ)Y
ξ R − Z (1)
avec R2 = X2 + Y 2 + Z2. L’échantillonnage réalisé par la réti-
ne relie les coordonnées physiques de m à ses coordonnées
(u,v) dans l’image :
u = ku x + u0, v = kv y + v0 (2)
(ku,kv,u0,v0) sont des constantes liées à l’imageur. La combi-
naison des formules (1) et (2) donnent les équations fondamen-
tales des systèmes catadioptriques à point de vue unique. Dans
ce modèle, seul l’aspect changement de coordonnées provoqué
par l’échantillonnage est pris en compte.
2.2. Désanamorphose des images omnidirectionnelles
Si l’anamorphose est une déformation de l’image lui faisant
perdre ses propriétés projectives, la désanamorphose est une
opération inverse permettant de restituer à l’image toutes ou
partie de ses propriétés projectives et la rendre ainsi interpré-
table. Les systèmes catadioptriques omnidirectionnels à point
de vue unique permettent de reconstruire n’importe quelle
image perspective comprise dans le champ de vue du capteur.
Pour réaliser cette opération, il suffit en théorie d’inverser les
équations (1) et (2) en imposant au point M d’appartenir au plan
de l’image à reconstruire. 
Dans la pratique, cette méthode amène à la création d’une
image dont l’échantillonnage est irrégulier. Si on considère
l’image omnidirectionnelle comme un disque, la zone externe
du disque donne la résolution projetée maximale. La qualité de
la résolution projetée décroît à mesure que l’on s’approche du
centre de l’image. Si on souhaite créer une image numérique
ordinaire, il est préférable de définir le maillage de l’image à
reconstruire, puis de projeter ce maillage sur l’image omnidi-
rectionnelle. On utilise alors des techniques d’interpolation (si
possible à noyau variable) pour estimer le niveau de gris en
chaque point de l’image à reconstruire. Les images ainsi recons-
truites sont correctes du point de vue de la géométrie projective.
Par contre on obtient, pour une seule image omnidirectionnelle,
une infinité d’images projectives correspondant à des directions
de point de vue différentes.
Pour visualiser l’ensemble de l’image, il est courant d’utiliser la
projection sur le cylindre entourant le miroir de révolution
[figure 5]. Cette projection résume l’ensemble des images que
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peut acquérir une caméra tournant autour d’un axe passant par
son centre de projection, ce qui correspond bien à l’utilisation la
plus fréquente de ce type de capteurs. Elle est facilement inter-
prétable, elle reste cependant anamorphosée au sens où des
lignes droites perpendiculaires à l’axe de rotation du miroir ne
se projettent pas comme des droites sur l’image projetée.
Tout point M de coordonnées (X,Y,Z) appartenant à un
cylindre de rayon D se projette sur le plan image en un point m
de coordonnées (u,v) :
u = kud cos(θ) + u0, v = kvd sin(θ) + v0 (3)
avec X = D cos(θ) et Y = D sin(θ) .
De l’équation (1), en posant ρ = Z/D, on déduit :
d = f (ρ) = (ϕ+ ξ)
ξ
√
1 + ρ2 − ρ . (4)
La désanamorphose implique l’inversion de la formule (4). La
résolution de ce problème (en éliminant les fausses solutions)
donne :
ρ = f −1(d) = (ϕ+ ξ) − ξ
√
d2(1 − ξ2) + (ϕ+ ξ)2
d(1 − ξ2) (5)
2.3. Filtrage des images anamorphosées
La plupart des travaux portant sur l’analyse des images omnidi-
rectionnelles utilisent des opérateurs classiques de filtrage. Ces
opérateurs exploitent généralement les propriétés projectives
des images conventionnelles : un maillage régulier défini sur
surface approximativement perpendiculaire à l’axe optique du
capteur d’image se projette en un maillage régulier sur l’image.
La transformation projective conserve l’orientation relative des
objets appartenant à un même plan. Un objet se projette de
façon identique quelle que soit sa position relativement au cap-
teur, si capteur et objet conservent la même orientation relative,
… [Faugeras].
r=1
ξ
ϕ
D
Rétine O
d
Z
cylindre de rayon D
M
m
Figure 4. Double projection.
Figure 5. Cylindre de projection.
Lorsqu’il s’agit d’images omnidirectionnelles, l’anamorphose
produite par le miroir (ou la lentille) ne permet plus de s’appuyer
sur les propriétés projectives du système. Tout se passe en fait
comme si, à chaque point de l’image, correspondait un axe
optique différent. Concernant les images ominidirectionnelles à
point de vue unique, il est possible de se ramener au cas clas-
sique en désanamorphosant l’image. Cependant, la désanamor-
phose fait intervenir des opérations de filtrage et d’interpolation
qui modifient l’information véhiculée par l’image. De plus, pour
que le calcul soit correct en tout point de l’image omnidirection-
nelle, il faudrait effectuer une désanamorphose locale de l’image
autour de chacun de ses pixels ce qui alourdirait considérable-
ment la charge de calcul du processus et rendrait difficile l’ap-
plication d’un traitement uniforme sur toute l’image originale.
On doit à Daniilidis [Daniilidis] une des toutes premières
approches d’adaptation des opérations de filtrage aux images
omnidirectionnelles. La proposition des auteurs est la suivante :
plutôt que de travailler dans l’espace de l’image omnidirection-
nelle, il semble préférable de projeter le plan image dans un
espace où l’information est peu déformée par rapport à la réali-
té dont elle est la projection. Leur choix s’est naturellement
porté sur la demi-sphère utilisée dans le modèle de Geyer [figu-
re 6]. La projection proposée respecte totalement l’information
au sens où les valeurs d’illumination ne sont ni interpolées ni
filtrées. Le coût de ce choix est évidemment que les points pro-
jetés ne sont pas régulièrement répartis sur la sphère. Les
auteurs définissent alors des noyaux dans l’espace des coordon-
nées sphériques et proposent de réaliser la convolution sur la
surface de la sphère. Cette technique est appliquée à l’estima-
tion du flot optique dans une séquence d’images omnidirection-
nelles. Elle fait intervenir des opérations de convolution dont
l’expression semble d’autant plus complexe que les valeurs sur
lesquelles sont réalisées les opérations ne sont pas réparties
régulièrement sur la sphère tandis que le noyau, lui, reste régu-
lier. Hormis la complexité du calcul, on peut reprocher à ce type
de méthode de laisser de côté la nature échantillonnée carté-
sienne de l’image de départ. 
Dans [Ieng], Ieng et al. proposent une autre utilisation de la
nature projective des images anamorphosées. L’objet de leurs
travaux est la mise en correspondance d’indices issus de deux
images consécutives extraites d’une séquence vidéo omnidirec-
tionnelle. Dans l’approche classique, la connaissance d’un
domaine de variation des paramètres de position des objets rela-
tivement au capteur permet de définir un voisinage sur la base
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duquel sont effectués les calculs de similarité. Dans le cas des
images omnidirectionnelles, ce raisonnement ne peut pas tenir
puisqu’une même amplitude de déplacement n’aura pas le
même effet sur un objet suivant la position de sa projection sur
l’image. Pour résoudre ce problème, les auteurs proposent de
redéfinir le voisinage en chaque pixel en projetant sur l’image
un noyau défini dans l’espace 3D à une distance donnée du cap-
teur. Ils résolvent le problème de la méconnaissance de la dis-
tance de l’objet au capteur par l’utilisation de voisinages emboî-
tés correspondant à des distances décroissantes des objets au
capteur. Hormis le fait que l’espace projectif utilisé n’est pas la
sphère équivalente mais le miroir lui-même, cette méthode se
différencie de la précédente par le fait que le calcul est effectué
directement sur l’image anamorphosée. Cependant, ici encore,
l’aspect échantillonné de l’image n’est pas utilisé.
3. Opérations 
morphologiques 
sur les images 
omnidirectionnelles
Nous proposons, dans cet article, une méthode à noyau variable
utilisant les particularités des objectifs omnidirectionnels à
point de vue unique. Comme dans l’approche de Daniilidis,
nous utilisons le modèle de Geyer pour établir les relations entre
espace 3D et espace projeté. À l’instar de Ieng, nous projetons
les noyaux sur l’image anamorphosée. L’aspect emboîté des
noyaux binaires et l’échantillonnage cartésien de l’image omni-
directionnelle sont pris en compte par l’utilisation de noyaux
flous. Nous souhaitons produire des opérations morphologiques
qui aient les même propriétés, pour les images omnidirection-
nelles, que celles dédiées aux images projectives classiques :
une forme projetée à distance constante du capteur dans l’ima-
ge omnidirectionnelle doit être traitée de la même façon quelle
que soit sa position relativement au capteur. Cette propriété est
cependant contrainte par l’échantillonnage de l’image. Pour
prendre en compte la discrétisation produite par la rétine carté-
sienne, un pixel de l’image est considéré comme une restriction
de l’espace défini par le plan de l’image dont la valeur d’illu-
mination est mal connue.
Figure 6. Projection sur l’hémisphère de Daniilidis.
3.1. Opération morphologique à noyau variable
Il nous semble, comme à tous les auteurs qui ont traité de sujets
analogues, que le choix de l’espace projectif utilisé doit être
guidé par l’application. L’espace miroir utilisé par Ieng ou l’hé-
misphère équivalente de Daniilidis nous semblent deux espaces
tout à fait adéquats pour traiter de ce problème. Nous pensons,
cependant, qu’il est important de choisir une méthode projecti-
ve qui produise des calculs simples, c’est pourquoi nous avons
préféré la méthode de Geyer. Nous proposons d’illustrer notre
démarche de morphologie à noyau variable projectif par l’utili-
sation du cylindre englobant comme espace projectif [figure 5]. 
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3.2. Prise en compte de l’échantillonnage
La figure 7 représente la projection d’un élément structurant
binaire défini sur un cylindre de rayon donné. Un tel noyau pro-
jeté ne peut être représenté par un ensemble de pixels entiers. La
solution la moins spécifique consiste à utiliser son enveloppe
englobante comme représentation discrète du noyau [figure
9.a]. Si on veut disposer d’un modèle plus fin, il faut adopter,
comme représentation discrète, une mesure de compatibilité
entre le noyau projeté et chaque pixel de l’image [figure 9.b]. 
Figure 7. Projection du noyau.
Comme nous l’avons vu précédemment, la surface occupée par
le noyau relativement à la taille du pixel est liée (pour un cali-
brage donné) à la distance présupposée entre l’objet et le cap-
teur. Dans le modèle projectif que nous utilisons, cette distance
est représentée par le diamètre du cylindre de projection [figu-
re 7]. Cette vision de la taille du noyau est identique à celle pro-
posée par Ieng tandis que, dans l’approche de Daniilidis, elle
serait représentée par le rayon de la sphère équivalente. À des
valeurs croissantes du diamètre du cylindre, on peut associer
des noyaux emboîtés de tailles décroissantes [figure 8]. 
On peut définir un diamètre minimal pour le cylindre qui peut
être, par exemple, celui du cylindre physique englobant le
miroir. Alors la famille de noyaux emboîtés aura comme sup-
port le noyau défini par ce diamètre minimal et comme mode le
noyau défini par un diamètre infini, c’est-à-dire un point. La
distance à l’objet étant par essence inconnue, l’approche proba-
biliste consisterait alors à associer une distribution de probabi-
lité à l’espace des distances et d’en déduire un noyau binaire
réalisant un bon compromis. Quelle que soit la distribution de
probabilité choisie sur les distances, la mesure de confiance que
l’on peut associer à chaque noyau croit lorsque la distance
décroît [figure 8]. L’ensemble le plus spécifique représentant
l’ensemble de ces noyaux emboîtés indépendamment de la dis-
tribution de probabilité choisie est le sous-ensemble flou linéai-
re dont le support est défini par le diamètre minimal et le mode
est défini par un diamètre infini [Mauris].
Figure 8. Noyaux emboîtés / noyau flou. 
(a) (b)
Figure 9 : interaction entre noyau projeté 
et pavage de l’image.
Le modèle classique de représentation de l’échantillonnage uti-
lise des noyaux sommatifs pour associer, à chaque mesure
d’illumination échantillonnée, un domaine probabilisé du plan
image [figure 10.a]. Ce domaine probabilisé représente indiffé-
remment les phénomènes d’intégration donnant lieu à la mesu-
re d’illumination, le domaine spatial sur lequel la mesure d’illu-
mination peut être considérée comme ergodique ou le domaine
dans lequel cette valeur d’illumination peut être prise en comp-
te pour obtenir une interpolation de l’illumination. On obtient
une mesure de la compatibilité entre un pixel et un domaine de
l’espace en intégrant le noyau sommatif sur l’élément structu-
rant. Cependant, le choix de la distribution de probabilité influe
considérablement sur les résultats produits. Tous les travaux
réalisés sur l’estimation des gradients d’illumination attestent
de ce fait [Coquerez].
Une autre façon de définir la compatibilité consiste à rechercher
la plus grande valeur de probabilité dont l’intervalle de confian-
ce associé intersecte le domaine à discrétiser. Cette interpréta-
tion possibiliste donne une mesure supérieure de la compatibi-
lité. C’est une représentation non-sommative [Marichal]. 
Si on ne considère que l’imprécision de localisation de l’illumi-
nation induite par l’échantillonnage, tous les noyaux sommatifs
monomodaux auront comme mode le centre du pixel et comme
support le domaine défini par ses 8 voisins [figure 10.b]. Le
sous-ensemble flou linéaire (pyramidal) ayant ce support et ce
mode généralise tous les intervalles de confiances que l’on
aurait pu générer à partir de ces noyaux [Mauris]. La mesure
supérieure de compatibilité est alors donnée par la mesure de
possibilité de l’élément structurant restreinte au pixel [figure
11] ; tandis que la mesure inférieure de compatibilité est obte-
nue par complémentation [Comby].
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L’interaction βk,n entre un pixel Pn de l’image et le voisinage
omnidirectionnel V (Pk) du pixel Pk peut être défini par la pos-
sibilité de Pn restreinte à V (Pk) :
βk,n = (V (Pk) ; Pn) (6)
(a) (b)
Figure 10 : noyau sommatif (a) et noyau flou (b).
Figure 11. Compatibilité supérieure.
Figure 12. Interaction entre voisinage et pixel.
3.3. Matrice d’interaction
3.3.1. Définition de la matrice d’interaction
Pour effectuer des opérations morphologiques à noyau variable,
il faut définir le voisinage flou projeté de chaque pixel de l’ima-
ge omnidirectionnelle. Le mode de ce voisinage est donné par
la position du pixel tandis que sa géométrie est définie dans un
espace projectif plus adéquat (ici le cylindre de plus petit dia-
mètre). La morphologie floue que nous tentons de définir utili-
se une interaction entre ce voisinage flou et celui représentant
l’échantillonnage de l’image cartésienne.
Pour plus de simplicité dans les notations, nous allons considé-
rer une image comme un ensemble de N pixels Pn dont le
niveau de gris est défini par In (n de 1 à N) et dont les coor-
données dans l’image sont (un,vn) . On considère l’image
comme une partition floue du plan R2 : à chaque pixel Pn , est
associé un sous-ensemble flou pyramidal de R2.
À chaque pixel Pk on peut associer un voisinage V (Pk) par
l’utilisation du principe d’extension appliqué à la formule (4).
Cette mesure d’interaction est la possibilité de l’ensemble flou
des éléments de R2 appartenant à la fois à Pn et V (Pk) . Elle
peut être vue comme la plus grande valeur de α permettant une
intersection entre les coupes de niveau α de V (Pk) et de
Pn[figure 12]. Elle peut être calculée en utilisant ce principe.
Nous appelons matrice d’interaction la matrice (creuse) N × N
des βk,n . C’est cette matrice qui nous permet de redéfinir les
opérations morphologiques de base. Les βk,n ne dépendent que
du capteur, ils peuvent donc faire l’objet d’un calcul préalable.
Par construction βk,k = 1 .
3.3.2. Calcul simplifié des interactions.
La fonction d’appartenance de Pn est un ensemble flou 2D
pyramidal, produit cartésien de deux nombres flous Un et Vn :
Pn = Un × Vn . Le mode de Un (resp. Vn ) est un (resp. vn) et son
étalement est défini par le pas d’échantillonnage de l’image ∂u
(resp. ∂v) [figure 13].
∂u
∂v
Figure 13. Pixel flou.
L’utilisation directe du principe d’extension pour évaluer les
interactions βk,n peut paraître lourd. Dans la pratique, on se sert
des propriétés des nombres flous LR [Dubois] pour définir
V (Pk) le voisinage projeté en chaque pixel Pk. Les variations de
θ sont les mêmes dans l’espace de l’image et dans l’espace du
cylindre. Par contre les variations de d sont non-linéaires et
définies par :
	d = d
2
ϕ+ ξ
∣∣∣∣∣1 − ξ
2ρd
ϕ+ ξ+ ρ
∣∣∣∣∣	ρ (7)
avec ρ défini par l’équation (5) 
et d =
√(
u − u0
ku
)2
+
(
v − v0
kv
)2
.
Le support de V (Pk) est défini par le polygone obtenu pour des
valeurs calculées de 	d et 	ρ [figure 12]. Dans ce cas βk,n peut
être estimé simplement en cherchant par dichotomie la plus
haute valeur de α telle que les coupes de niveau α de V (Pk) et
de Pn aient une intersection non-nulle. Cette représentation peut
être simplifiée en n’utilisant que la projection des points
extrêmes du support [figure 14.a] ou encore en utilisant l’enve-
loppe de la projection de ce polygone sur les axes u et v
[figure 14.b]. La possibilité restreinte est alors définie par la
conjonction des possibilités restreintes de ses projections sur les
axes u et v. Dans ce dernier cas βk,n est toujours sur-estimé.
Chaque simplification de l’ensemble V (Pk) diminue la préci-
sion du calcul de βk,n mais accroit la vitesse du calcul de la
matrice d’interaction. 
460 traitement du signal 2005_volume 22_numéro 5 Vision omnidirectionnelle
Opérations morphologiques floues à noyaux variables pour images omnidirectionnelles à point de vue unique
les pixels Pn de l’image. Une estimation supérieure du niveau
de gris de V (Pk) en connaissant les niveaux de gris des Pn et les
interactions peut être obtenue en utilisant une intégrale de
Choquet [Marichal, Chateauneuf] de la forme :
Dc(Ik) =
N∑
n=1
I(n)(vA(n) − v(A(n+1))) (8)
la notation (.) sur les indices indique une permutation qui trie
les niveaux de gris de l’image telle que I(1)  I(2)  . . .  I(N ) .
Les ensembles A(n) = {P(n),. . . ,P(N )} sont des coalitions
binaires de R2 regroupant tous les pixels dont le niveau de gris
est supérieur ou égal à I(n) . v(A(n)) est une mesure de la
confiance1 que l’on peut accorder à l’ensemble A(n) pour défi-
nir la valeur du niveau de gris de l’image dilatée au point Pk
sous l’hypothèse d’un seuil des niveaux de gris égal à I(n) .
La coalition A(n) peut être considérée comme un ensemble flou
discret de pixels flous ayant des confiances disparates 
[figure 15]. 
(a)   (b)
Figure 14. Simplifications de V(Pk).
3.4. Extension de la dilatation
3.4.1. Extension par l’intégrale de Choquet
Qu’est-ce qu’une dilatation ? Du point de vue de la morpho-
logie floue, la valeur de l’image dilatée D(Ik) au point Pk est la
valeur maximale que peut prendre la répartition des niveaux de
gris dans le domaine défini par l’élément structurant autour de
Pk. Du point de vue d’une transformation de l’image, une dila-
tation comble les «vallées » et épaissit les «pics» : elle homo-
généise l'image, l'éclaircit et tend à faire disparaître les objets
sombres dont la taille est comparable à celle de l’élément struc-
turant tout en étalant les objets clairs.
Dans le cas qui nous intéresse ici, le voisinage V (Pk) n’est pas
défini de façon binaire mais par ses interactions βk,n avec tous
k,1
k,2
k,3β β
β
Figure 15. Coalition de 3 pixels.
La plus grande confiance que l’on peut avoir dans cette coali-
tion est donnée par :
v(A(n)) =
N
Sup
i=n
{βk,n} (9)
La distribution des mesures de confiances est normalisée
puisque βk,k = 1 et donc v(A(0)) = 1 . L’utilisation de l’inté-
grale de Choquet et de la mesure de confiance v(A(n)) nous per-
met de définir un opérateur morphologique d’expansion dont la
définition est compatible avec la première proposition d’exten-
sion de la dilatation proposée par Isabelle Bloch [Bloch]. Dans
cet article il est montré que cette généralisation donne un opé-
rateur qui n’est pas compatible avec l’union. C’est pourquoi
cette extension de la dilatation ne peut porter le nom de dilata-
tion. Cependant, il a été montré que la dilatation de l’union de
deux images est toujours supérieure à l’union de la dilatation
des mêmes images :
Dc(max(I 1k,I 2k))  max(Dc(I 1k),Dc(I 2k)) (10)
L’extension de la dilatation proposée est donc une borne supé-
rieure pour les opérateurs de dilatation. 
1. Historiquement, cette valeur est appelée capacité.
3.4.2. Extension par l’intégrale de Sugeno
Si on souhaite garder les propriétés de commutation avec
l’union, il est alors préférable d’utiliser une extension basée sur
l’intégrale de Sugeno. Cette extension nécessite une nébulisa-
tion (fuzzification) de l’image, c’est-à-dire qu’il faut explicite-
ment attribuer, à chaque niveau de gris, une signification d’ap-
partenance à la forme. La méthode la plus simple consiste à
associer aux niveaux de gris de l’image une fonction d’apparte-
nance linéaire, en prenant garde de toujours utiliser les mêmes
valeurs de seuils haut et bas pour l’image. Par exemple, dans le
cas des images codées sur huit bits, la valeur de 255 peut être
associée à l’appartenance pleine, tandis que le niveau de gris 0
est associé à la non-appartenance [figure 16]. 
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prend la répartition des niveaux de gris dans le domaine défini
par l’élément structurant autour de Pk. Du point de vue d’une
transformation de l’image, une érosion élargit les «vallées» et
réduit les «pics» : elle homogénéise l'image, l’assombrit et tend
à faire disparaître les objets clairs dont la taille est comparable
à celle de l’élément structurant tout en étalant les objets
sombres.
Pour étendre l’érosion, le plus simple est d’utiliser la complé-
mentarité des opérations morphologiques. Dans le cas de l’ex-
tension utilisant l’intégrale de Choquet la valeur Ec(Ik) est la
valeur du niveau de gris du pixel Pk après érosion :
Ec(Ik) = −
N∑
n=1
−I(n)(v(A(n)) − v(A(n+1))) (13)
où (.) est une permutation qui trie les niveaux de gris de l’ima-
ge telle que −I(1)  −I(2)  . . .  −I(N ). Les coalitions A(n)et
les capacités associées sont définies de façon identique.  
Dans le cas de l’extension par l’intégrale de Sugeno, la complé-
mentarité prend une forme particulièrement simple :
Es(Ik) =
N
Inf
n=1
{max(µ(I(n)),(1 − βk,n))} (14)
Concernant les opérations de filtrage (ouverture et fermeture) et
de gradient, nous avons conservé les définitions classiques.
L’ouverture est définie par : O(Ik) = D(E(Ik)). La fermeture
est définie par F(Ik) = E(D(Ik)) . Enfin, nous avons utilisé la
définition sommative du gradient : G(Ik) = D(Ik) − E(Ik) . On
peut noter que la permutation permettant de définir l’érosion est
l’inverse de celle permettant de définir la dilatation. Le calcul
du gradient morphologique ne nécessite donc qu’un seul tri.
3.6. Discussion sur la connaissance locale lorsqu’on utilise 
l’intégrale de Choquet
Nous avons défini des opérateurs adaptés aux images omnidi-
rectionnelles à point de vue unique pour obtenir l’invariance par
translation ainsi que la compatibilité par changement d’échelle
dans l’espace projeté. Un opérateur morphologique doit respec-
ter, entre autre, la propriété de connaissance locale, ce que
semble violer la généralisation de la dilatation par l’intégrale de
Choquet puisque la formule 8 fait intervenir les niveaux de gris
de toute l’image. Cette mauvaise propriété semble être la contre
partie de l’absence de normalisation des niveaux de gris. Nous
nous proposons de montrer que la connaissance locale est res-
pectée par la généralisation de Choquet, c’est-à-dire qu’il exis-
te un nombre fini p de pixels connexes tels que :
Dc(Ik) = −
p∑
n=1
v(A(n))(I(n) − I(n−1)) (15)
Ces p pixels sont tous ceux tels que βk,n =/ 0 . On pose
I(0) = Imin .
niveau de gris
µ(niveau de gris)
0 255
Figure 16. Association d’une fonction 
d’appartenance aux niveaux de gris;
L’opération de réaffectation de la classification originale peut
être obtenue par :
Ds(Ik) =
N
Sup
n=1
{min(µ(I(n)),v(An))} (11)
la notation (.) sur les indices indique une permutation qui trie
les niveaux de gris de l’image telle que I(1)  I(2)  . . .  I(N ) .
Chaque ensemble A(n) et sa mesure de confiance associée sont
définis de la même façon que pour l’intégrale de Choquet. En
prenant en compte la mesure de confiance définie par (9),
l’équation (11) se simplifie en :
Ds(Ik) =
N
Sup
n=1
{min(µ(I(n)),βk,n)} (12)
La généralisation de la dilatation par l’intégrale de Sugeno ne
nécessite donc pas de tri. Enfin, l’opérateur obtenu vérifie
toutes les conditions nécessaires pour pouvoir être qualifié de
dilatation.
3.5. Extension de l’érosion et des autres opérateurs 
morphologiques
Du point de vue de la morphologie fonctionnelle, la valeur de
l’image érodée E(Ik) au point Pk est la valeur minimale que
En effet, la formule (8) peut aussi être écrite sous la forme :
Dc(Ik) =
1∑
n=N
[
Sup
i=n...N
{βk,(i)}
]
(I(n) − I(n−1)) (16)
Soit r, le premier indice en partant de N tel que βk,(r) =/ 0, alors
tous les v(A(n)) de N à r sont nuls. (16) se réécrit alors :
Dc(Ik) = v(A(r))(I(r) − I(r−1))
+ v(A(r−1))(I(r−1) − I(r−2)) + . . .
(17)
Soit βk,(r−1) =/ 0, et donc Pr−1 est un élément local du voisina-
ge, soit βk,(r−1) = 0 et alors (17) devient :
Dc(Ik) = v(A(r))(I(r) − I(s))
+ v(A(s))(I(s) − I(s−1)) + . . .
(18)
où s est l’indice suivant r tel que βk,s =/ 0. Si on réitère ce rai-
sonnement, l’équation (18) ne fait intervenir que des informa-
tions locales. 
Enfin, soit t, le plus grand indice tel que βk,(t) = Sup
i=1...N
{βk,(i)} ,
le développement de (18) nous montre que :
Dc(Ik) = v(A(r))(I(r) − I(s)) + . . .
+ v(A(t))[(I(t) − I(t−1)) + . . . + (I(1) − I(0))]
(19)
avec par convention I(0) = Imin. Donc :
Dc(Ik) = v(A(r))(I(r) − I(s)) + . . .
+ v(A(t))(I(t) − Imin)
(20)
Cette formule ne fait intervenir que le niveau de gris des pixels
Pn dont le support intersecte le support du voisinage V (Pk) et
Imin . Du fait de cette propriété, l’utilisation de l’extension de
Choquet ne nécessite qu’un tri local dans le voisinage du pixel
analysé, ce qui permet une réduction notable du temps de 
calcul. 
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4. Expérimentations
Nous présentons ici trois exemples permettant d’illustrer cer-
taines des propriétés des opérateurs morphologiques omnidirec-
tionnels que nous avons obtenus. Les résultats que ne présen-
tons utilisent l’approche de Choquet. L’utilisation de l’approche
de Sugeno avec la classification floue des niveaux de gris pro-
posée en section 3.4.2 donne des résultats visuellement iden-
tiques.
Les images que nous utilisons ont été acquises par une caméra
numérique sur laquelle ont été montés alternativement deux
objectifs omnidirectionnels catadioptriques à point de vue
unique, l’un paraboloïde et l’autre hyperboloïde.
4.1. Expérience 1 : filtrage morphologique
La figure 17 présente l’image omnidirectionnelle, acquise avec
un miroir paraboloïde, d’une mire permettant de calibrer le cap-
teur. Cette mire peut être vue comme un ensemble de rectangles
noirs sur fond blanc ou un ensemble de lignes blanches sur fond
noir. À l’intersection des lignes blanches se trouvent des petits
disques noirs. Dans cette première expérience, nous allons réa-
liser un filtrage morphologique par fermeture de façon à faire
disparaître les petits disques noirs en provocant peu de défor-
mation sur les autres formes projetées de la mire. Nous compa-
rons l’approche morphologique classique à l’approche floue à
noyau projeté. Dans les deux cas, le noyau choisi est de forme
carrée. Il est défini dans l’espace de l’image pour l’approche
classique et dans le plan du cylindre déplié pour notre approche.
Sa taille est choisie comme étant la plus petite permettant la dis-
parition des disques noirs. La fermeture classique donne une
déformation non-homogène des carrés noirs de la mire [figure
18] tandis que la fermeture omnidirectionnelle respecte mieux
la géométrie des carrés [figure 19].
Figure 17. Image originale et détail.
4.2. Expérience 2 : opération orientée
La seconde expérience montre l’adéquation du noyau projeté
pour réaliser des opérations orientées dans l’image. Ici encore,
nous comparons l’approche omnidirectionnelle à l’approche
classique quoique cette comparaison perde un peu de son sens.
La figure 20 montre l’image d’un damier acquise par une camé-
ra munie d’un miroir hyperboloïde ainsi que deux détails pris en
haut et en bas du damier, c’est-à-dire dans deux zones de réso-
lutions différentes pour l’espace projeté. Dans cette expérience,
nous souhaitons provoquer une dilatation orientée. La figure 21
montre une dilatation classique avec un noyau de quatre pixels
orienté dans le sens des lignes de l’image. On peut voir que cet
opérateur n’a pas de sens s’il s’agit de réduire la taille des car-
rés noirs projetés dans une direction particulière (ici il s’agirait
du plan de la mire). On voit aussi que la réduction de taille des
carrés noirs provoquée par la dilatation ne traite pas les carrés
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projetés de la même façon à tous les endroits de projection.
Nous avons projeté cet élément structurant de 4 pixels sur le
cylindre au niveau du bord de l’image du miroir. Nous avons
ainsi défini le support du noyau flou projeté qui est donc tan-
gentiel aux lignes de niveaux du miroir. Le résultat de la dilata-
tion orientée produite est présenté sur la figure 22. On peut voir
que, dans la zone de grande résolution projetée, l’opérateur
morphologique se comporte comme prévu, c’est-à-dire qu’il
provoque une réduction de la taille des carrés dans la direction
du noyau [figure 22.b]. Par contre dans la zone de faible résolu-
tion, le noyau projeté est comparable au noyau flou définissant
le pixel. L’opérateur morphologique se comporte alors comme
un opérateur dont le noyau serait défini dans l’espace image
[figure 22.c]. Ceci illustre le fait que les opérateurs que nous
proposons prennent en compte à la fois l’espace projectif et l’es-
pace de l’image échantillonnée. 
Figure 18. Fermeture classique et détail.
Figure 19. Fermeture omnidirectionnelle et détail.
4.3. Expérience 3 : gradient morphologique
La troisième expérience propose d’extraire les contours des car-
rés noirs de l’image parabolique de la figure 17. Nous compa-
rons, cette fois-ci, l’approche morphologique à noyau projeté
non-seulement avec l’approche morphologique classique mais
aussi avec deux approches sommatives. Dans les quatre expé-
riences, le noyau est choisi de façon à être comparable avec la
projection des lignes blanches au niveau du bord du miroir, ce
qui correspond à un noyau de 4 × 4 pixels pour l’approche mor-
phologique classique. Ce noyau est projeté sur le cylindre lors-
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qu’il est positionné au bord du miroir. On voit que les deux
approches morphologiques donnent des résultats équivalents
dans la première couronne (bord du miroir). Par contre, seuls les
contours obtenus par l’utilisation du noyau projectif sont cohé-
rents avec une projection des contours des carrés noirs [figures
23 et 24]. Pour bien montrer l’aspect projectif des contours
obtenus, nous avons désanamorphosé les images de gradients
morphologiques. On voit très bien sur la désanamorphose que
les contours obtenus sont bien réguliers dans l’espace projectif
dans le cas omnidirectionnel [figure 28] alors qu’ils ne le sont
pas dans le cas classique [figure 27]. 
Figure 20. Image hyperbolique d’une mire et détails.
Figure 21. Dilatation classique et détails.
Figure 22. Dilatation tangentielle et détails.
Nous complétons la comparaison avec les normes des gradients
obtenus par l’utilisation des filtres de Castan [figure 25] et de
Deriche [figure 26]. L’intervalle de confiance à 90% des
noyaux sommatifs utilisés ont un support comparable à un pavé
de 4x4 pixels. Les contours extraits ont un aspect plus nuancé.
Les approches par filtrage et les approches par morphologie ne
définissent pas le contour de la même façon. Il est remarquable
cependant que les noyaux choisis ici sont trop étalés pour assu-
rer une bonne détection des coins. La présence des petits
disques noirs augmente cette difficulté. Le filtre de Castan
interprète mal les coins [figure 25.b] tandis que le filtre de
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Deriche détecte des coins arrondis [figure 26.b]. Le contour des
disques noirs aux intersections des lignes blanche est interpré-
té comme un bruit par le filtre de Deriche, voire associés aux
contours des carrés noirs par le filtre de Castan. Ces défauts ne
sont présents dans aucune des approches morphologiques.
Enfin, la désanamorphose des images des gradients [figures 29
et 30] montre des contours de taille variable pour l’approche
par noyau sommatif fixe dans l’espace image. Notons que la
comparaison, pour être équitable, devrait faire intervenir un
noyau sommatif de taille variable. Mais ce problème est non-
résolu aujourd’hui.
Figure 23. Dérivation classique et détail.
Figure 24. Dérivation omnidirectionnelle et détail.
Figure 25. Gradient de Castan et détail.
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Figure 26. Gradient de Deriche et détail.
Figure 27. Désanamorphose du gradient morphologique classique.
Figure 28. Désanamorphose du gradient morphologique omnidirectionnel.
Figure 29. Désanamorphose du gradient de Castan.
Figure 30. Désanamorphose du gradient de Deriche.
5. Conclusion 
et discussion
L’aptitude des outils de la morphologie mathématique à analy-
ser ou transformer des images projectives réelles est liée au fait
qu’il est possible de positionner le capteur et les objets à analy-
ser de façon à ce qu’un maillage régulier défini sur ces objets se
projette en un maillage régulier sur l’image. De cette propriété
découle le fait qu’une opération de morphologie, définie avec
un élément structurant régulier sur l’image, est la projection
d’une opération morphologique équivalente à celle que l’on
aurait obtenue sur chaque objet. 
L’utilisation d’outils de morphologie classique pour analyser
des images issues de caméras omnidirectionnelles est hasardeu-
se car aucun positionnement relatif ne permet de faire dispa-
raître tout effet de déformation dû à la perspective ou à l’ana-
morphose propre à ce type de capteur.
Dans cet article, nous avons proposé une approche nouvelle de
la morphologie mathématique utilisant les propriétés particu-
lières des caméras omnidirectionnelles à point de vue unique.
Ce type de morphologie utilise un élément structurant dont la
géométrie est définie dans un espace projectif plus adéquat (ici
le cylindre entourant le miroir). Cet élément structurant, projeté
sur l’image, permet de définir un voisinage différent en chaque
pixel de l’image omnidirectionnelle. Nous avons choisi d’utili-
ser un noyau flou monomodal comme élément structurant pour
prendre en compte la méconnaissance que l’on a de la taille pro-
jetée des objets à analyser. De plus, comme nous utilisons des
caméras conventionnelles avec des rétines cartésiennes, un voi-
sinage, même binaire, ne peut être représenté par une union de
pixels de l’image. Nous avons choisi de modéliser les phéno-
mènes d’échantillonnage en adoptant une partition floue forte
comme représentation du plan image discret. Cette modélisation
permet de généraliser la plupart des représentations sommatives
classiques. Son utilisation permet d’éviter de produire une géné-
ralisation des outils de la morphologie mathématique qui met-
trait de coté l’aspect discontinu de l’information d’illumination.
La généralisation que nous avons choisie s’appuie sur des inté-
grales floues. Deux approches ont été présentées : l’une utilise
une intégrale de Choquet et l’autre une intégrale de Sugeno.
Dans les exemples illustratifs que nous avons proposés dans la
section 4, nous avons choisi de ne présenter que la généralisa-
tion de Choquet. La généralisation de Sugeno donnant des
résultats tout à fait comparables visuellement, il ne nous a pas
semblé opportun de surcharger cet article avec de nouvelles
figures. 
Lorsqu’on veut utiliser la morphologie pour faire du filtrage, il
est intéressant d’avoir des opérateurs pour lesquels la représen-
tation de l’image ne change pas. C’est le cas de la généralisation
par l’intégrale de Choquet. Dans cette approche, le noyau pro-
jeté définit un voisinage flou discret qui modifie les niveaux de
gris de l’image sans changement de représentation (on reste
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dans l’espace des niveaux de gris). Par contre elle présente l’in-
convénient de nécessiter un tri des niveaux de gris de l’image ce
qui alourdit les calculs même si le tri peut être réalisé locale-
ment. De plus, les opérateurs d’extension et de contraction obte-
nus ne peuvent porter le nom de dilatation et d’érosion, car ils
ne respectent pas la compatibilité avec l’union. 
La généralisation par l’intégrale de Sugeno respecte toutes les
propriétés des opérateurs de morphologie, et ne nécessite aucun
tri, si on utilise la possibilité comme mesure de confiance. Par
contre, elle ne permet pas de prendre en compte directement la
valeur des niveaux de gris de l’image ; elle nécessite une étape
de normalisation qui peut être vue comme un passage explicite
de l’espace des niveaux de gris à celui de la classification floue.
Cette étape de normalisation rajoute un a-priori sur l’interpréta-
tion de l’image qui peut être gênant lorsqu’on veut utiliser des
outils de morphologie pour réaliser du filtrage. Le filtrage local
dépend alors du contexte de l’image globale, de la base
d’échantillonnage, des gains du capteur d’image ou du choix
subjectif d’interprétation de l’illumination. 
De nos travaux il ressort que l’utilisation de noyaux à géométrie
variable permet de mieux prendre en compte la connaissance
préalable disponible des phénomènes de projection dont sont
issues les images omnidirectionnelles. L’approche que nous
avons présentée est facilement généralisable à d’autres espaces
projectifs comme par exemple celui proposé par Daniilidis. Il
serait intéressant de comparer les résultats obtenus en aveugle
avec différents espaces projectifs sur une base d’images aussi
variée que possible. 
L’utilisation de noyaux projectifs peut aussi être utilisée pour
réaliser du filtrage statistique ou pour reconstruire des images
projectives à partir d’images omnidirectionnelles. De même, on
peut utiliser ce type de démarche pour analyser ou filtrer des
images projectives dont on connaît soit la géométrie projective,
soit une approximation de la géométrie dans l’espace (capteurs
stéréoscopiques, vision en lumière structurée, images augmen-
tées de mesures de distance). Enfin, il serait intéressant d’étu-
dier un nouveau type de filtrage d’image qui utiliserait des
noyaux non-sommatifs. Ce type d’approche fera intervenir des
intégrales floues mais avec des mesures de confiances (ou capa-
cités) autres que celles que nous avons utilisées pour cette étude.
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