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Abstract
I analyze the low temperature limit of the BCS theory of s-wave single-
band superconductors, when the attraction band may be asymmetric with
respect to the chemical potential. I discuss equilibrium systems, taking
consistently into account the variation of the energy and of the total num-
ber of particles with the populations of the quasiparticle energy levels. I
show that the equation for the energy gap has two solutions, one of which
is stable and the other one is metastable. When the chemical potential
is the center of the attraction band (the standard BCS assumption), the
energy gap in the stable solution is ∆0, whereas in the metastable one
is ∆0/3. If the chemical potential is not in the center of the attraction
band, then a quasiparticle imbalance appears. If the absolute value of
the difference between the chemical potential and center of the attraction
band is bigger than 2∆0, then the superconducting energy gap cannot be
formed. If the number of particles is conserved and the attraction band
is asymmetric, then the stable solution is unphysical and only metastable
solutions are realized.
∗Institutul National de C&D pentru Fizica si Inginerie Nucleara – Horia Hulubei,
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1 Introduction
In Ref. [1], the Bardeen-Cooper-Schrieffer (BCS) theory of superconductivity
[2, 3] has been revisited under the assumption that the attraction band–the
single-particle energy interval in which the pairing interaction is manifested–is
asymmetric with respect to the chemical potential of the system. Surprisingly,
this asymmetry changes dramatically the phenomenology of the superconduct-
ing phase: a quasiparticle imbalance appears in equilibrium, the energy gap
changes, as well as the critical temperature. Furthermore, in grandcanonical
conditions, the normal metal-superconductor phase transition may become dis-
continuous (see for example [4] for a discussion related to the order of phase
transitions in different ensembles). The formalism is also applicable to nuclear
matter.
Asymmetric attraction bands with respect to the chemical potential are
known in the context of multi-band superconductors or whenever the Fermi
energy is close to one extremum of the conduction band (see for example [5, 6,
7, 8, 9]). In such cases, the asymmetry is imposed by the limits of the conduction
band.
If the attraction band is denoted by IV ≡ [µ−~ωc, µ+~ωc] and the chemical
potential is denoted by µR, then the standard BCS phenomenology is recovered
only if µ = µR. Otherwise, the energy gap and the populations of the quasi-
particle energy levels are calculated by solving a system of integral equations.
In Ref. [1] the system was analyzed in the grandcanonical ensemble and it was
shown that the phase transition temperature decreases with |µR − µ|. Fur-
thermore, the system of equations for the energy gap may have more than one
solution at fixed temperature and chemical potential.
Quasiparticle imbalance in the context of the BCS theory have been reported
before for non-equilibrium superconductors (see for example Refs. [10, 11, 12,
13, 14]). Such non-equilibrium situations can be described also by our approach,
but here I focus only on equilibrium superconductivity.
Equilibrium quasiparticle imbalance [15, 16, 17] appears also in the model
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of hole superconductivity [18, 19], but the concept and the predictions of this
model are, in many respects, very different from the BCS theory. I do not make
here comparisons between different models.
In this paper I analyze the energy gap and the populations in the low tem-
perature limit in order to determine the number of solutions and their stability
in the grandcanonical ensemble. Afterwards, I impose the conservation of the
(average) number of particles, in order to obtain the results corresponding to
the canonical ensemble.
2 The formalism
In Ref. [1], following the standard procedure (see for example Ref. [3]) and
maximizing of the grandcanonical partition function of a superconductor, the
populations of the quasiparticle states were obtained in the form
nki =
1
eβ(ǫk−µ˜) + 1
, i = 0, 1, (1a)
where i indicates the type of quasiparticle,
µ˜ ≡ µR − µ
ǫk
[
ξk −
∑
k
(1− nk0 − nk1) ξkǫ−3k∑
k
(1− nk0 − nk1) ǫ−3k
]
. (1b)
is an “effective” chemical potential, k is the wavevector, ξk ≡ ǫ(0)k − µ is the
difference between the electron’s free particle energy and the center of the at-
traction band, β ≡ 1/(kBT ) is the inverse temperature, and ǫk ≡
√
ξ2
k
+∆2 is
the BCS quasiparticle energy–both, µ˜ and ǫk are independent of i. The BCS
energy gap ∆ is determined from the equation
1 =
V
2
∑
k
1− nk0 − nk1
ǫk
, (2)
where V is the pairing potential, independent of the pairs momenta and different
from zero if and only if the single-particle energies of the electrons forming the
pairs are within the attraction band IV (standard BCS assumption). Equations
(1) and (2) should be solved self-consistently to obtain the populations and the
energy gap of the superconductor.
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In the quasicontinuous limit, the summation over k is transformed into an
integral over ξ. If the density of states (DOS) is constant, σ(ξ) ≡ σ0, then Eq.
(2) simplifies to
2
σ0V
=
∫
~ωc
−~ωc
1− nξ0 − nξ1√
ξ2 +∆2
dξ. (3)
In the zero temperature limit, if we set nξ0 = nξ1 = 0 for any ξ (we shall see
further that there is a metastable state in which this condition is not satisfied),
one can obtain an analytical expression for the energy gap in the weak cou-
pling limit (σ0V ≪ 1): ∆0 = 2~ωc exp[−1/(σ0V )]. Similarly, at the critical
temperature Tc the energy gap should be zero, and form Eq. (3) one obtains
kBTc = A~ωce
−1/(σ0V ), where A = 2eγ/π ≈ 1.13 and γ ≈ 0.577 is the Euler’s
constant [3].
To be able to solve the self-consistent set of equations (1) and (2), we first
identify in Eq. (1b) the constant F , such that the effective chemical potential
is written µ˜ ≡ (µR−µ)(ξ−F )/ǫ. If the DOS is constant, Eqs. (1) get a simpler
form and are equivalent to
F ≡
∫ ~ωc
−~ωc
(1− nξ0 − nξ1) ξǫ3 dξ∫
~ωc
−~ωc
(1−nξ0−nξ1)dξ
ǫ3
, (4a)
nξi =
1
eβ[ǫξ−(µR−µ)(ξ−F )/ǫξ] + 1
. (4b)
Introducing the dimensionless variables xF ≡ βF , x ≡ βǫ, y ≡ β∆, and yR ≡
β(µR − µ), and assuming a constant density of states, the set of equations (3)
and (4) can be transformed into
xF =
∫ β~ωc
y
(n
−ξx−nξx) dx
x2∫ β~ωc
y
(1−n
−ξx−nξx ) dx
x2
√
x2−y2
, (5a)
nξx =
1
e
x−yR
(√
x2−y2−xF
)
/x
+ 1
, (5b)
n−ξx =
1
e
x−yR
(
−
√
x2−y2−xF
)
/x
+ 1
(5c)
1
σ0V
=
∫ β~ωc
y
1− n−ξx − nξx√
x2 − y2 dx (5d)
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where we wrote explicitly the populations for the positive and negative branches,
namely ξ =
√
ǫ2 −∆2 in Eq. (5b) and ξ = −√ǫ2 −∆2 in Eq. (5c). We observe
that Eqs. (5) are symmetric under the exchange yR → −yR, xF → −xF ,
and ξ → −ξ. Solving self-consistently the set of equations (5) we obtain the
equilibrium populations and ∆.
The system (5) depends on two parameters: yR and β = 1/(kBT ). In the
next section we shall study the solutions of the system in the limit β → ∞ (or
T → 0) for different values of the parameter µR − µ = yR/β.
3 Low temperature limit and constant DOS
Since the solutions for yR < 0 can be obtained from the solutions with yR > 0,
by the replacement xF → −xF and exchanging nξ with n−ξ, in the following
we shall study the system (5) only in the case yR ≥ 0. For this, we analyze the
argument of the exponential function in the denominator of nξx and n−ξx . If
we write nξx ≡ {exp[βmξx ] + 1}−1 and n−ξx ≡ {exp[βm−ξx ] + 1}−1, then
mξx ≡
∆
r
(
r2 − a
√
r2 − 1 + ab
)
, (6a)
m−ξx ≡
∆
r
(
r2 + a
√
r2 − 1 + ab
)
, (6b)
where r = ǫ/∆ = x/y ≥ 1, a = (µR − µ)/∆ = yR/y, and b = F/∆ = xF /y.
When mξx > 0, then limT→0 βmξx =∞ and limT→0 nξx = 0, whereas if mξx <
0, then limT→0 βmξx = −∞ and limT→0 nξx = 1. Similarly, in the limit T → 0,
if m−ξx > 0, then n−ξx = 0 and if m−ξx < 0, then n−ξx = 1.
Let us now find the values of r for which mξx < 0 or m−ξx < 0. In Eqs. (6)
we denote t ≡ √r2 − 1 ≥ 0 and we rewrite them as
mξx ≡
∆√
t2 + 1
(t2 − at+ ab+ 1), (7a)
m−ξx ≡
∆√
t2 + 1
(t2 + at+ ab+ 1), (7b)
We can now see that mξx and m−ξx may take negative values only if the dis-
criminant of Eqs. (7), D ≡ a2− 4ab− 4, is positive. Then, the solutions for Eq.
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(7a) are
t1 =
a−√a2 − 4ab− 4
2
and t2 =
a+
√
a2 − 4ab− 4
2
, (8)
whereas the solutions for Eq. (7b) are t′1 = −t2 and t′2 = −t1. Obviously, t2 > 0
and t′1 < 0. If we denote by Ir ≡ (r1, r2), the interval on which mξx(r) < 0 (6a),
then
r2 ≡
√
t22 + 1 =
√
a
2
(
a− 2b+
√
a2 − 4ab− 4
)
≥ 1. (9a)
Since t1 ≤ 0 if and only if ab ≤ −1, then
r1 =


√
a
2
(
a− 2b−√a2 − 4ab− 4), if ab > −1,
1, if ab ≤ −1.
(9b)
Similarly, I ′r ≡ (r′1, r′2) is the interval on which m−ξx(r) < 0 (6b). Then r′1 = 1
(since t′1 = −t2 < 0) and
r′2 =


√
a
2
(
a− 2b−√a2 − 4ab− 4), if ab < −1,
1, if ab ≥ −1.
(9c)
For r ∈ Ir, limT→0 nξx(T ) = 1, whereas for r ∈ [1,∞)\ [r1, r2], limT→0 nξx(T ) =
0. Similarly, for r ∈ I ′r, limT→0 n−ξx(T ) = 1, whereas for r ∈ [1,∞) \ [r′1, r′2],
limT→0 n−ξx(T ) = 0. We also observe that I
′
r ⊂ Ir, because, if t1 ≥ 0, then
r1 ≥ 1 and I ′r = ∅ ⊂ Ir , whereas if t1 ≤ 0, then r1 = r′1 = 1 and r2 > r′2 (Eqs.
9a and 9c), which implies again I ′r ⊂ Ir. Using this observation we see that
fn(x) ≡ n−ξx − nξx , which appears in the integrand in the numerator of Eq.
(5a), is different from zero only if x/y = r ∈ Int(Ir \ I ′r) (where Int(·) denotes
the interior of an interval), whereas fd(x) ≡ 1 − n−ξx − nξx , which appears in
the integrand in the denominator, is zero in the same interval. Furthermore,
fd(x) = −1, if x/y = r ∈ I ′r , and fd(x) = 1, if x/y = r ∈ (r2,∞).
Let us now calculate ∆ and xF . I introduce the notation r0 ≡
√
(a/2)
(
a− 2b−√a2 − 4ab− 4) ≥
1. If ab ≥ −1, then, from Eqs. (5), we obtain
1
σ0V
= log
(
2~ωc
∆
)
− log
(
r2 +
√
r22 − 1
r0 +
√
r20 − 1
)
, (10a)
b =
1
r2
− 1r0
1−
√
r22−1
r2
+
√
r20−1
r0
, (10b)
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Figure 1: (Color online) The r.h.s. of Eq. (10b), for −1 ≤ ab ≤ 0, continued by
(11b), for ab ≤ −1, plotted vs. b, for different values of a. The straight black
line is b vs b.
and we observe that b < 0. From Eq. (10a) we can eliminate 1/(σ0V ) and write
∆
∆0
=
r0 +
√
r20 − 1
r2 +
√
r22 − 1
, (10c)
If ab < −1, then,
1
σ0V
= log
(
2~ωc
∆
)
− log
(
r2 +
√
r22 − 1
)
− log
(
r0 +
√
r20 − 1
)
, (11a)
b =
1
r2
− 1r0
1−
√
r22−1
r2
−
√
r20−1
r0
, (11b)
Eliminating 1/(σ0V ) from Eq. (11a) we write
∆
∆0
=
1(
r0 +
√
r20 − 1
)(
r2 +
√
r22 − 1
) . (11c)
If ab = −1, then r0 = 1 and Eqs. (10) and (11) give the same results, implying
that the functions b(a) and ∆(a) are continuous.
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Numerical and analytical analysis of Eqs. (10) and (11) show that for 0 <
a < 2 there are two solutions (see Fig. 1): one with b = 0, nξx(T = 0) =
n−ξx(T = 0) = 0, and ∆(T = 0) = ∆0, and another one, with b < 0 and
∆(T = 0) < ∆0, whereas nξx(T = 0) and n−ξx(T = 0) may take nonzero values
for some values of x. For a = 2 (green curve in Fig. 1), only the solution with
b = 0 remains, whereas for a > 2, Eqs. (10) and (11) have no solutions and the
superconducting phase cannot be formed at T = 0.
The solutions b(a), from Eqs. (10) and (11), are plotted in Fig. 2. We see
that if a < 1, then ab < −1 (see Fig. 2 b). In this case, nξx(T = 0) = 1, for
r = x/y ∈ [1, r2), and n−ξx(T = 0) = 1, for r = x/y ∈ [1, r0). In the limit
aց 0, the product ab converges to a constant, which can be readily calculated
from Eq. (11b), namely
lim
a→0
ab = −4/3. (12)
For a ∈ (1, 2), we have ab ∈ (−1, 0) and nξx(T = 0) = 1, if r = x/y ∈ (r0, r2),
whereas n−ξx(T = 0) = 0 for any r.
In Fig. 3 we plot ∆(T = 0)/∆0 for the two solutions of b plotted in Fig.
2 (a). For the solution b ≡ 0, ∆(T = 0) = ∆0 for any x, whereas for the
solution b < 0, ∆(T = 0) ≤ ∆0. Using Eqs. (11c) and (12) we obtain
lim
a→0
∆(b<0)(T = 0) = ∆0/3, (13)
for the solution with b < 0.
Having the solutions for b and ∆, we can calculate the quasiparticle popula-
tions and the quasiparticle imbalance. For the solutions with b = 0, the situation
is trivial: nξx = n−ξx = 0 for any r. For b < 0, if 1 < a < 2, then −1 < ab < 0
and only the branch with ξ > 0 is populated for ξ ∈
[
∆
√
r20 − 1,∆
√
r22 − 1
]
. If
0 < a < 1, then −4/3 < ab < −1 and both branches are populated: the branch
ξ < 0 is populated in the interval ξ ∈
[
−∆
√
r20 − 1, 0
]
, whereas the branch
ξ > 0 is populated in the interval ξ ∈
[
0,∆
√
r22 − 1
]
. I plot the branches pop-
ulations in Fig. 4 and we observe that the branch imbalance is non-zero for any
a > 0, whereas limaր2 nξx/(σ0∆0) = 1. When aց 0, the population imbalance
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disappears, although b → −∞ and ∆ ց ∆0/3. This situation corresponds to
µR = µ, ∆ = ∆0/3, and the population for each branch equal to σ0∆0/(3
√
3).
The total number of particles is [1]
N ≡ 〈Nˆ〉 = N ′ +
∑
k
2v2
k
+
∑
k,i
nk
ξk
ǫk
, (14)
where N ′ is the contribution coming from outside the attraction band. Intro-
ducing the notation Nµ ≡ 2
∑k≤kF
k
1 we get
N = Nµ −
−~ωc≤ξk<0∑
k
[
1− |ξk|
ǫk
+ (nk0 + nk1)
|ξk|
ǫk
]
+
0≤ξk≤~ωc∑
k
[
1− ξk
ǫk
+ (nk0 + nk1)
ξk
ǫk
]
, (15)
which, in the quasicontinuous limit (assuming constant DOS) becomes
N = Nµ + 2σ0
∫
~ωc
−~ωc
ξnξ
ǫξ
dξ (16)
For the situation when b ≡ 0 and ∆ = ∆0, nξx = n−ξx = 0 and N = Nµ for any
a. In the case of solutions with b < 0, from Eq. (16) we obtain
N −Nµ
2σ0
=
∆
√
r22−1∫
∆
√
r20−1
ξ dξ√
ξ2 +∆2
= ∆(r2 − r0). (17a)
If we denote by NµR ≡ 2
∑ǫ(0)≤µR
k
the number of free-particle states up to µR,
then
N −NµR
2σ0
=
N −Nµ
2σ0
− (µR − µ) = ∆(r2 − r0 − a). (17b)
For a ∈ (0, 2), N − Nµ > 0, whereas N − NµR < 0. For a = 0, N − Nµ =
N − NµR = 0, whereas for a = 2, N − Nµ = 0 and N − NµR = −4σ0∆0 (see
Fig. 5).
Let us now analyze the partition function
ln(Z)βµ = −
∑
ki
[(1− nki) ln(1 − nki) + nki lnnki]
−β(E − µRN), (18)
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and denote limT→0Z ≡ Z0. We observe that
−kBT lnZ0
2σ0
=
E − µRN
2σ0
=
E0
2σ0
+
∫ ~ωc
0
[ǫξ (nξ + n−ξ)
− (µR − µ) ξ
ǫ
(nξ − n−ξ)
]
dξ ≡ E0
2σ0
+ I1 + I2, (19)
where [1]
E0 = −σ0∆
2
2
[
1 + 2 ln
(
∆0
∆
)]
. (20)
The first and second integrals in (19) are
I1 = ∆
2
∫ ~ωc/∆
1
r2√
r2 − 1 (nξx + n−ξx) dr (21a)
and
I2 = −∆2a
∫ ~ωc/∆
1
(nξx − n−ξx) dr, (21b)
respectively, where, as before, x = βǫ = ry.
For the solution with b = 0, nξ = n−ξ = 0 for any ξ, so
−kBT lnZ
(b=0)
0
2σ0
=
E0
2σ0
= −∆
2
0
4
. (22)
For the solution with b < 0, if a ≤ 1, then ab ≤ −1 and the integral I1 becomes
I1 =
∆2
2
[
r2
√
r22 − 1 + r0
√
r20 − 1 + ln
(
r2 +
√
r22 − 1
)
+ ln
(
r0 +
√
r20 − 1
)]
, (23a)
whereas if 1 < a < 2, then ab > −1 and
I1 =
∆2
2
[
r2
√
r22 − 1− r0
√
r20 − 1 + ln
(
r2 +
√
r22 − 1
)
− ln
(
r0 +
√
r20 − 1
)]
. (23b)
The integral I2 has the same expression for any a ∈ [0, 2], namely
I2 = −∆2a (r2 − r0) . (23c)
Pugging Eqs. (23) into (19) we can calculate the logarithm of the partition
function, which is plotted in Fig. 6. We observe that the solutions with b = 0
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are the stable ones, since the partition function takes the bigger value. The
solutions with b < 0 still satisfy the extremum condition and therefore represent
metastable solutions.
4 Conservation of the number of particles
We see from Fig. 5 that N is in general different from both Nµ and NµR . Since
the DOS is constant, in the normal metal phase, the number of particles is
NµR . Therefore, upon condensation, the number of particles decreases for the
situations depicted in Fig. 5. If we take into account the charge of the electron,
this would lead to charging effects and therefore would not be physical. To solve
this problem, we must work in the canonical ensemble, i.e. we must impose
that the number of particles is the same before and after the condensation. If
µ = µR, the problem is very simple, since Nµ = NµR ≡ N for both solutions of
the system (5). On the other hand, if µR > µ, then for the solution with b ≡ 0
and ∆ = ∆0, the number of particles in the normal phase is NµR , whereas in
the superconducting phase is Nµ(6= NµR). Therefore the solutions with b = 0
cannot conserve the number of particles when µR 6= µ, so they are not the
physical solutions. The only physical solutions left for N 6= Nµ are the ones
with b < 0, which are analyzed below.
We can see from Fig. 5 that for µ (andNµ) fixed, N ≤ Nmax ≈ 0.227(2σ0∆0)+
Nµ ≡ N(amax, µ), where Nmax is the maximum value reached by N , when
a = amax ≈ 1.468. Therefore, if the number of particles satisfies the relations
Nµ < N < Nmax, then the superconducting phase may be reached for two
values of a, such that N = NµR . These values are denoted by a1,2, where
0 < a1 < amax and amax < a2 < 2. If N = Nmax, then a1 = a2 = amax,
whereas if N = Nµ, then a = 0, but we have solutions for both, b = 0 and
b → −∞ (the second solution corresponds to ∆ = ∆0/3). These solutions are
plotted in Fig. 7(a), whereas the values of the energy gap corresponding to them
are plotted in Fig. 7(b).
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5 Conclusions
I analyzed the BCS formalism in the low temperature limit, under the assump-
tion that the attraction band is asymmetric with respect to the chemical po-
tential of the system µR. I denoted by µ the center of the attraction band
and by ∆0 the energy gap in the standard BCS theory, at zero temperature.
First, I analyzed the system under the assumption that µR is the same in both,
superconducting phase and normal phase, and then by imposing that the total
number of particles is the same in both phases.
In the first case I observed that if |µR − µ| > 2∆0, the system of equations
(5), which gives the energy gap, has no solutions, so the superconducting state
cannot exist even at zero temperature. If |µR−µ|/∆0 ∈ (0, 2), the system (5) has
two solutions: one with ∆(T = 0) = ∆0 and another one, with ∆(T = 0) < ∆0
(see Fig. 3) and a quasiparticle imbalance which appears in equilibrium (see
Fig. 4). The solutions with ∆(T = 0) = ∆0 are stable, whereas the other ones
are metastable, since in the first case the partition function takes bigger values.
It is interesting to note that in the limit µR → µ, when the standard BCS
theory should be obtained, the system (5) still has two solutions, one with
∆(T = 0) = ∆0 (as expected) and another one, with ∆(T = 0) = ∆0/3. In
both of these solutions the quasiparticle imbalance disappears.
Regarding the second case analyzed, the change of the number of particles,
when going from the normal metal state to the superconducting state (Eqs. 17),
would lead to charging effects if the Coulomb interaction is taken into account.
Therefore, in Section 4 I imposed the conservation of the number of particles. In
this case, the chemical potential of the reservoir, µR, is determined by the total
number of particles and the conditionN ≡ NµR in the normal metal state, where
NµR is the number of states below µR. If Nµ is the number of states below µ,
then if µ = µR, then N = Nµ = NµR and we recover the BCS solution, as stated
above. If N > Nµ, there is a maximum value Nmax ≈ 0.227(2σ0∆0) +Nµ, up
to which solutions to the problem exist. For each N in between Nµ and Nmax,
we can find two values of µR which satisfy the conservation of N .
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It is interesting to note that if N > Nµ, one cannot find a solution for b = 0
and ∆ = ∆0, but only solutions with b < 0 and ∆ < ∆0. This means that for
N 6= Nµ, the stable solutions are unphysical and only the “metastable” ones
conserve the number of particles.
The formalism is symmetric under the simultaneous exchanges µR − µ →
−(µR − µ), xF → −xF , and ξ → −ξ. Therefore the results presented can be
easily extended to µR < µ (i.e. a < 0) and N < Nµ.
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Figure 2: (Color online) In (a) are the solutions b vs a, obtained from Eqs. (10)
and (11). There are two solutions, b ≡ 0 (solid blue line) and b < 0 (dashed red
line). In (b) we plot the product ab vs a. For the negative function (dashed red
line), limaց0 ab = 4/3.
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Figure 3: The ratio ∆(T = 0)/∆0 vs a, for the solutions of b plotted in Fig. 2.
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Figure 4: (Color online) The total populations (integral over the ξ or ǫ, symbol-
ically represented as a primitive) of the branches with ξ < 0 (blue dashed line)
and ξ > 0 (red solid line), for the solutions with b < 0.
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Figure 5: The difference between the total number of particles N and number
of free-particle states up to µ (Nµ) and µR (NµR) vs a = (µR − µ)/∆.
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Figure 6: The logarithm of the partition function in the limit T → 0 for the
solutions with b = 0 (solid line) and b < 0 (dashed line).
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Figure 7: The conservation of the number of particles. For each N between Nµ
and Nmax we can find two values of µR (a), such that N = NµR in the super-
conducting phase. In (b) we plot the values of the energy gap corresponding to
the a values from (a).
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