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Abstrakt
V dnešní době existuje velké množství multimediálních aplikací, které však nemusejí být
běžně přístupné. Vznikají totiž v uzavřených komunitách, například vysokých školách jako
diplomové projekty. Předmětem této práce je vytvoření webového rozhraní, které bude
umožňovat přístup k multimediálním aplikacím, které se jejich autoři rozhodli vystavit na
webu. Součástí odevzdávaného řešení bude i SDK, umožňující vývojářům snadné zpřístup-
nění aplikace z webu.
Abstract
Nowadays, there are many multimedia applications, which are usually inaccessible. These
applications are often generated in closed communities, such as on universities as master
thesis. The objective of this work is to create a web interface which will allow access to
these multimedia applications, whose authors decided to display the app on the website.
Part of the solution will be SDK, enabling developers to make their applications accessible
from web.
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Kapitola 1
Úvod
S rychlým rozvojem algoritmů pro zpracování obrazu, videa a multimediálního obsahu
obecně stoupá i množství aplikací, které tyto algoritmy implementují. Pro autory těchto
aplikací je užitečné mít možnost výsledný program někde prezentovat a umožnit tak jeho
otestování a ověření funkčnosti na rozličných datech. Ostatním vývojářům by přístup k již
hotovým multimediálním aplikacím mohl sloužit jako inspirace nebo naopak k nalezení
vhodného existujícího řešení. Z možnosti vyzkoušet si takové aplikace by těžili i běžní uži-
vatelé – mnohé programy mohou mít bez dalších úprav praktické využití, přinejmenším pak
lidé snadněji získají představu o možnostech a stavu strojového zpracování multimediálních
dat. Cílem této práce je proto vytvoření webového rozhraní, které zpřístupní širší veřejnosti
aplikace, které jinak mnohdy zůstávají pouze součástí výzkumu na fakultách vysokých škol.
Součástí pak bude i SDK, díky kterému budou moci vývojáři aplikací snadno svoje pro-
gramy prezentovat na webu.
V kapitole 2 nejprve nastíníme požadavky, jaké by měl tento web splňovat. Podíváme
se na něj jednak očima běžného uživatele, kdy se zaměříme na funkční stránku a na to,
co vše by mělo rozhraní umožňovat. Druhý pohled bude očima vývojáře, kdy budeme brát
v potaz především požadavky na SDK.
Kapitola 3 se zaměří na prozkoumání technologických možností při vývoji takového
rozhraní. Zajímat nás budou především dvě věci. Za prvé to budou možnosti prezentování
samotných multimediálních dat na webu, za druhé pak prozkoumáme, jak docílit propojení
klasických aplikací s webovou stránkou.
Na základě znalostí z kapitoly 2 o požadavcích a kapitoly 3 o technologiích navrhneme
jednotlivé součásti webového rozhraní. Jak později uvidíme, celý web se bude skládat z ně-
kolika součástí. Tomuto tématu se věnuje kapitola 4. V první části navrhneme především
funkčnost celého systému a propojení jeho součástí. Protože přirozenou součástí této práce
je i GUI, podíváme se v rámci kapitoly na rozdíly mezi návrhem desktopových a interne-
tových aplikací. Nakonec navrhneme vhodné GUI a design webové stránky. V této kapitole
také zvolíme konkrétní programovací jazyky a tento výběr zdůvodníme.
Po vytvoření návrhu se můžeme v kapitole 5 věnovat samotné implementaci webového
serveru. Na začátku této kapitoly se stručně seznámíme s použitými frameworky a obhájíme
právě jejich využití oproti konkurenci. Jádrem kapitoly bude konkrétní popis použitých
řešení, a také případné odchylky od původního návrhu, včetně zdůvodnění, proč k nim
došlo. V závěrečné kapitole 6 zhodnotíme dosažené výsledky a podíváme se na budoucí
možný vývoj.
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Kapitola 2
Požadavky na aplikaci
Cílem této práce je vytvoření webového serveru, který bude sloužit pro snadnou prezentaci
již hotových programů pro práci s multimediálními daty, například označení obličejů v ob-
raze, či filtrování grafického signálu. Tato kapitola stručně definuje požadavky na funkčnost
jednotlivých součástí práce.
Výsledná aplikace bude mít dvě hlavní části, které rozebereme níže v podkapitolách:
• Webový server (stránku), který bude sloužit ke dvěma základním úkolům. Bude
sloužit pro běžné uživatele, kteří budou chtít pouze vyzkoušet nějaké multimediální
demo. Druhým úkolem pak bude registrace a zpřístupnění nových multimediálních
programů jejich autory.
• Knihovnu, kterou autoři demo programů připojí ke své již hotové aplikaci a díky
níž bude webový server komunikovat s programy, přijímat zdrojová data a posléze
předávat výsledek dema zpět na internetovou stránku.
2.1 Webový server
Půjde o internetovou stránku, kde bude možné procházet si jednotlivé vystavené multime-
diální aplikace a případně je rovnou zkoušet. U každého dema bude k dispozici formulář pro
upload podkladů pro zpracování – půjde o audio, video, obrázky, či běžný text, samozřejmě
bude možná i kombinace více druhů zdrojových dat. Uživatelé by měli mít možnost jed-
notlivé aplikace hodnotit a komentovat, na základě hodnocení pak bude možné například
filtrování při výpisu aplikací. Ty by mělo být možné i vyhledávat podle názvu či autora.
V rámci možností pak bude umožněno i jednoduché sdílení výsledků demo aplikací na
sociálních sítích, či e-mailem.
Po odeslání (uploadu) dat je server předá demo aplikaci, která zahájí svoji činnost.
Vzhledem k tomu, že práce s multimédii může být časově náročná, bylo by vhodné, aby in-
ternetová stránka v průběhu zpracování ukazovala procentuální stav činnosti. Po dokončení
operace pak stránka zobrazí výsledek. Návštěvník webu bude mít možnost zobrazit si ně-
kolik posledních výsledků od jiných uživatelů, jak je tomu zvykem u podobných služeb.
Stránka bude také umožňovat registraci uživatelů. Po registraci bude možné přidat
do seznamu vlastní program. Tato možnost bude pouze pro registrované uživatele, navíc
přidaný program bude muset být schválen administrátorem serveru. Díky tomuto opatření
se na webu nebudou zobrazovat nefunkční či neužitečné aplikace. Při samotném vkládání
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autor nadefinuje počet jednotlivých zdrojových dat (obrázků, videí, audio souborů a textů),
která budou vyžadována pro spuštění dema.
Protože samotné demo aplikace poběží nezávisle na serveru, může se stát, že v některou
chvíli nebudou dostupné – například z důvodu přetížení nebo pádu aplikace. Webový server
by měl být schopen poznat druhý případ a poslat informační e-mail autorovi. Teoretické
řešení má i první z problémů jak bude nastíněno později.
2.2 Knihovna
Účelem knihovny bude poskytnout jednoduché API, s jehož využitím bude možné již vy-
tvořený program upravit pro použití z webového rozhraní. Knihovna bude mít za úkol
síťovou komunikaci mezi aplikací a stránkou, která vyžádala zpracování dat. V rámci této
komunikace bude nutno řešit příjem dat od serveru, dále jejich předání samotné aplikaci za
účelem zpracování. Poté je odešle zpět na server. Součástí knihovny bude i vlastní protokol
pro přenos dat.
Jak bylo naznačeno v předcházející kapitole, API bude obsahovat funkci či metodu
umožňující předání informace o stavu zpracování v procentech. Její užití bude plně v režii
autora demo aplikací.
Z hlediska budoucího využití této práce v prostředí FIT je vhodné, aby knihovna byla
napsána v jazyce C/C++ nebo Java. Rozhodujícím faktorem pro výběr jednoho z těchto
dvou jazyků je především předchozí znalost práce v něm, proto volba padla na C/C++.
Protože se jedná o knihovnu pro práci s multimediálními, tedy i grafickými, daty (kon-
krétně video a obrázky), vhodná volba frameworku ulehčí budoucím autorům demo aplikací
práci. Pokud již vstupní data knihovny budou využívat struktur frameworku, který použil
autor dema, ušetří to práci s jejich převáděním do formátu požadovaného knihovnou naší
aplikace. Volba je důležitá i pro případné snadné rozšíření již hotových programů tak, aby
bylo možné je použít z webového rozhraní, které je předmětem této práce. Na základě dopo-
ručení vedoucího jsem zvolil rozšířené OpenCV, které je v prostředí Fakulty informačních
technologií na VUT hojně využívané. Jedním z požadavků na knihovnu je využití právě
tohoto frameworku.
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Kapitola 3
Dostupné technologie
3.1 Frontend technologie
Tato kapitola se zabývá možnostmi zobrazení multimediálního obsahu na webu. V násle-
dujících podkapitolách si rozebereme dnes nejčastěji používané technologie, zmíníme jejich
možnosti a uvedeme jejich základní výhody či nevýhody.
3.1.1 HTML5
HTML neboli HyperText Markup Language je nejpoužívanějším značkovacím jazykem pro
webové stránky. První veřejná verze s označením HTML 0.9 byla vydána koncem roku 1991
a jejím autorem Tim Berners-Lee. Teprve ve verzi 2.0 přibyla podpora grafiky – obrázků
prostřednictvím tagu <img>.
Z hlediska této práce je však klíčová až verze HTML5, tedy poslední existující verze
specifikace. Přestože specifikace samotná je stále ve vývoji, některé její části jsou již im-
plementovány prohlížeči a je možné je začít používat. Zejména nás zajímají dva nové tagy,
které HTML5 přináší a sice <video> a <audio>.
Tag <video>, jak jeho samotný název napovídá, slouží ke vkládání videa. Jeho de-
tailní specifikaci lze nalézt v [45]. Pro reálné použití je mnohem důležitější stav implemen-
tace. Podpora v rámci aktuálních verzí prohlížečů (k datu 26.11.2012) je velmi dobrá, blíží
se 100% (viz [10]). Problematické však je, že jednotlivé browsery (i v závislosti na OS)
vyžadují jiný formát videa. Pro Internet Explorer je potřeba použití uzavřeného formátu
MP4, většina ostatních prohlížečů pak využívá otevřených formátů Ogg a WebM. Detailněji
se problematice věnuje [8].
Samotný zvuk sice není multimediálním obsahem, nicméně podle požadavků popsaných
v kapitole 2 bude nutné prezentovat výsledek ve formě audia. K tomu slouží nový tag
<audio> [44]. Pro tento tag platí téměř to stejné, co pro předchozí. Podpora je na vysoké
úrovni (viz [9]), bohužel však opět panuje neshoda ohledně podporovaných formátů – pro
pokrytí všech prohlížečů je potřeba zvuk mít k dispozici ve formátech Wav, MP3 a Ogg.
Základní výhodou HTML5 je především nativní podpora prohlížeče, díky které odpadá
pro uživatele nutnost jakýchkoli pluginů. Nevýhodou je především neshoda v podporova-
ných formátech pro tagy <video> a <audio>.
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Flash
verze
Formát
souboru
Video kodek Audio kodek
6 SWF Sorenson Spark, Screen video MP3, ADPCM, Nellymoser
7 SWF, FLV Sorenson Spark, Screen video MP3, ADPCM, Nellymoser
8 SWF, FLV On2 VP6, Sorenson Spark,
Screen video, Screen video 2
MP3, ADPCM, Nellymoser
9 SWF, FLV On2 VP6, Sorenson Spark,
Screen video, Screen video 2,
H.264
MP3, ADPCM, Nellymoser,
AAC
SWF, F4V H.264 AAC, MP3
10 SWF, FLV On2 VP6, Sorenson Spark,
Screen video, Screen video 2,
H.264
MP3, ADPCM, Nellymoser,
Speex, AAC
SWF, F4V H.264 AAC, MP3
Tabulka 3.1: Podporované audio a video kodeky dle verze Flashe [1] [31]
3.1.2 Adobe Flash
Adobe Flash je multimediální platforma sloužící k zobrazování obrázků, videa a audia na
webových stránkách. Původ je v aplikaci SmartSketch, kterou vyvinul Jonathan Gay, vy-
dána byla společností FutureWave Software. Tato aplikace sloužila k vektorovému kreslení
na počítačích využívajících PenPoint OS. Později byla aplikace portována na systémy Win-
dows a Mac OS a prodávána pod názvem FutureSplash Animator. V roce 1995 učinila firma
nabídku na prodej aplikace firmě Adobe Systems, avšak neúspěšně. Aplikaci o rok později
odkoupila společnost Macromedia a pod názvem Flash ji uvedla na trh. Vývoj Flashe nyní
spadá pod Adobe, která firmu Macromedia koupila v roce 2005.
Flash kromě bitmapové grafiky podporuje i vektorovou, díky tomu jsou výsledné soubory
poměrně malé. To mělo za následek velké rozšíření především jako náhrada animovaných
GIF souborů pro bannery. Mnoho uživatelů z tohoto důvodu Flash blokuje a spolu s nutností
instalace pluginu (Adobe Flash Player) do prohlížeče jde o dvě největší nevýhody Flashe.
Klíčové pro některé případy také může být rozhodnutí o nepodporování Flash Playeru na
mobilních telefonech a tabletech. V případě produktů od firmy Apple je tomu tak již od
počátku, na zařízeních se systémem Android je podpora Adobe Flash Playeru omezována
od srpna 2012 [2]. Flash v těchto zařízeních tak bude možné spouštět pouze v externích
aplikacích, nikoli přímo v prohlížeči.
Naopak výhodou je možnost použití skriptovacího jazyka ActionScript. Jde o jazyk
velmi podobný JavaScriptu, narozdíl od něj však má mnohem širší možnosti. Za všechny
zmiňme především možnost přístupu k web kameře a mikrofonu. Pomocí Flashe je tedy
možné v reálném čase vyfotit a odeslat na server obrázek k dalšímu zpracování.
Z bitmapové grafiky podporuje Flash formáty JPG (včetně progresivního), PNG a GIF.
Co se týče videa, lze pracovat se dvěma formáty – FLV a F4V. Tyto formáty mohou být též
vloženy přímo v SWF souboru a oba umožňují streamování videa. Kodeky pro kompresi
audia a videa shrnuje tabulka 3.1.
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3.1.3 Java (Java Applet)
Java je objektově orientovaný programovací jazyk, jehož primární určení není pro webové
aplikace. Byl představen firmou Sun Microsystems v květnu 1995.
Mezi hlavní výhody patří především přenositelnost napsaných programů, ta je zajištěna
kompilací do tzv. Java bytekódu, který je pak následně na koncovém zařízení interpretován
pomocí Java Virtual Machine (JVM). Z toho však vyplývá zároveň jedna z největších
nevýhod a sice rychlost běhu Java aplikací. Částečně lze tento problém řešit využitím
mechanismů JIT (Just In Time) – kompilací určitých částí kódu (např. často používaných)
přímo do strojového kódu.
Na webových stránkách se setkáme s Java applety, což jsou programy vložené inter-
netových prohlížečů. Do běžného HTML jsou vkládány pomocí speciální tagu <applet>
(v případě HTML verze 4.01 a starší), respektive <object> od verze HTML5. V obou pří-
padech je pro interpretaci potřeba plugin v prohlížeči. Z hlediska multimediálního obsahu
má Java široké možnosti. Vzhledem k tomu, že se jedná o plnohodnotný programovací ja-
zyk, jsou k dispozici různé přehrávače videa pro nejrůznější video kodeky. Pokud to formát
videa podporuje, je možné i jeho streamování. Pravděpodobně nejznámější applet pro pře-
hrávání audio a video souborů je Cortado [48]. Tento applet mimochodem podporuje stejné
video formáty, jako HTML5 tag <video>. Je proto vhodný jako fallback pro prohlížeče,
které tento tag nepodporují, není totiž nutné video převádět do dalšího formátu.
Kromě pomalejšího běhu Java programů patří k nevýhodám především již zmíněná
nutnost pluginu třetí strany. V době rozvíjejícího se mobilního webu pak k zásadním prob-
lémům patří prakticky nulová podpora na mobilních zařízeních. Pro nejrozšířenější operační
systémy, Android a iOS, totiž neexistuje žádný plugin pro jejich webové prohlížeče (viz [3]
a [17]). Zajímavé řešení nabízí projekt Codename One [13]. Jedná se o plugin do vývojových
prostředí NetBeans a Eclipse, díky němuž lze Java bytekód převést přímo do C/Objective C.
Poté je již možné kód zkompilovat a vytvořit tak nativní aplikaci pro daný systém (pod-
porovány jsou kromě Androidu a iOS i další rozšířené operační systémy). Výsledkem tedy
sice není applet zobrazitelný na webu, nicméně cestou nativních aplikací se vydává mnoho
internetových služeb a za zvážení tak toto řešení určitě stojí.
Využití Javy se neomezuje pouze pro frontend, ale pomocí takzvaných Java servletů je
možné programovat i na straně serveru, tedy backend internetové aplikace. Java pak může
nahradit například nejrozšířenější PHP, obě technologie budou popsány v kapitole 3.2.
3.2 Backend technologie
V této kapitole rozebereme jednotlivé technologie, které je možné použít při programování
backendové části webového rozhraní. Zaměříme se nejčastěji používané jazyky a stručně
shrneme jejich základní vlastnosti, výhody a nevýhody. Před samotným návrhem, který
je popsán v kapitole 4, bylo nutné jednotlivé jazyky alespoň rámcově poznat a zhodnotit
možnosti a možná úskalí jejich využití při programování této práce.
3.2.1 PHP
PHP (původně Personal Home Page, nyní Hypertext Preprocessor) je skriptovací, respek-
tive programovací jazyk určený primárně pro použití na webu, lze jej však použít i v desk-
topové kompilované podobě. Původně poměrně jednoduchý jazyk se postupně vyvinul v pl-
nohodnotný objektově orientovaný jazyk, který již umožňuje programovat s využitím nej-
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modernějších postupů. Díky své oblíbenosti je zároveň velmi rozšířený a prakticky na všech
webových hostincích je podporován.
Jde o dynamicky typovaný a interpretovaný jazyk, to znamená, že datový typ není určen
při vytváření proměnné, ale až při jejím naplnění konkrétní hodnotou a napsané programy
není třeba kompilovat. Kvůli tomu nedosahuje v mezních případech takového výkonu, jako
například kompilovaný program napsaný v C. Na webu to obvykle nevadí, pokud je však
vytížení opravdu velké, lze poměrně snadno skloubit PHP s například již zmíněným C, či
C++. Samozřejmostí je možnost práce s multimediálními soubory, byť je mnohdy ne úplně
triviální.
Protože HTTP je bezstavový protokol, kdy jednotlivé požadavky na server jsou navzá-
jem nezávislé, je často řešeným problémem uchovávání vnitřní informace, typicky například
o přihlášeném uživateli. K tomu v PHP můžeme využít například sessions nebo cookies.
Protože již v požadavcích bylo specifikováno, že knihovna pro demo aplikace bude na-
psaná v C++, je pro nás důležité zhodnotit, jaké jsou možnosti provázání PHP právě s C++
programy. Ty jsou poměrně bohaté, PHP umožňuje spouštět systémové příkazy – a to ně-
kolika způsoby, ať už jako samostatný proces, nebo v rámci svého procesového prostoru
(viz [39], [40] nebo [41]). Co se týče komunikačních možností, podporuje práci se sokety,
a to jak přes spojované TCP, tak i nespojované UDP. V síťové komunikaci jsou patrné
dva směry. Prvním jsou funkce s prefixem socket *. Tyto funkce umožňují vytvářet so-
kety podobným způsobem, jako například v C/C++, můžeme sokety pojmenovávat, mít
jich otevřených více naráz, naslouchat, atp. Druhou možností je použití funkce fsockopen
a s ní souvisejících. S jejich pomocí lze otevřít soket pro komunikaci, avšak pouze jeden
v danou chvíli a možnosti využití jsou o něco omezenější, než v případě dříve zmíněných
funkcí.
Všechny zmíněné prostředky jsou však poměrně úzce spjaty s konkrétním serverem.
Velmi často jsou tyto funkce buď úplně zakázány, nebo výrazně omezeny (například pomocí
tzv. safe mode), před jejich použitím je tedy nutné nastudovat konfiguraci serveru, na
kterém aplikace poběží. Velkou výhodou hovořící pro použití PHP v této práci je početné
zastoupení knihoven a frameworků usnadňujících tvorbu webové aplikace.
3.2.2 Java (Java Servlet, Java Server Pages)
Java Servlet je třída rozšiřující možnosti nasazení tohoto jazyka jakožto webového serveru.
Je tak plnohodnotnou náhradou pro jiné technologie, jako je PHP nebo ASP. Takzvané
servlety umožňují programování na straně serveru, spolupráci s databázemi i vyřizování
AJAXových požadavků.
Jako základ pro tvorbu slouží především třídy HttpServlet a také HttpServletRequest,
respektive HttpServletResponse [21]. Pomocí těchto tříd můžeme zapouzdřit data při ko-
munikaci s klientem. Poté s využitím metod těchto tříd snadno přistupujeme k odeslaným
formulářům, ať už šlo o GET nebo POST požadavky. Podobné metody existují pro zápis
návratových dat. Stejně jako v PHP máme možnost pracovat se sessions (k tomu slouží
objekty třídy HttpSession) i s cookies.
Podobně jako u PHP, i v Javě můžeme zapisovat příkazy přímo do HTML šablon.
Takové stránky se pak nazývají Java Server Page (JSP) a před posláním zpět prohlížeči
jsou nejprve přeloženy na servlet a poté vyhodnoceny. Samotné JSP však nepodporuje
žádnou formu šablon, proto se příliš nehodí na výpis podobných stránek lišících se jen
v drobnostech. Podobná situace se dá řešit generováním XML souboru a jeho následnou
XSL transformací do běžného HTML [20]. To je zásadní nevýhoda proti PHP, pro které
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existuje mnoho šablonovacích systémů.
Pro práci se sokety můžeme v Javě využít například balík java.net. Zásadní nevýhodou
však je, že pro každý nový soket je potřeba nové vlákno procesu. Od novější verze Javy je
pak možné využít balík java.nio, který již tímto potenciálním nedostatkem netrpí.
3.2.3 C++
Programovací jazyk C++ je rozšířením jazyka C a umožňuje jak procedurální, tak objektově
orientované programování. Z hlediska zařazení se může označovat za nízko úrovňový jazyk
a to především kvůli práci s operační pamětí. Na rozdíl od jazyků jako je třeba Java,
neposkytuje programátorům automatickou správu paměti.
Z hlediska práce s multimediálními daty jsou důležité některé knihovny. Již v popisu
požadavků byla zmíněna knihovna OpenCV, která slouží k práci s obrazovými daty. Posky-
tuje abstrakci, díky níž programátor neřeší typ souboru a uložení samotných dat (kompresi
a podobně) a pomocí API pracuje shodně s libovolnými obrázky.
Neméně důležitou knihovnou je pak ffmpeg. Tato knihovna poskytuje podobnou abs-
trakci, avšak zaměřenou na video a audio streamy. Protože pro kompresi videa (audia)
existuje výrazně větší množství kodeků a taktéž kontejnerů pro ukládání je větší počet
v porovnání s obrázky, je tato knihovna prakticky nutností pro efektivní práci s multimédii.
Čisté C/C++ podporuje velmi dobře práci se sokety a síťovou komunikaci. Pro komplex-
nější a náročnější projekty může být vhodné využití knihoven, které celý proces usnadňují.
Při posílání různorodých dat (například struktur obsahujících více datových typů) se prak-
ticky neobejdeme bez nějaké formy serializace. K tomu lze využít například knihovny
Boost.Asio [19]. Jiným přístupem může být například posílání pomocí notace JSON. S jejím
využitím můžeme předávat snadno data mezi různými programovacími jazyky. Pro C++
existuje několik knihoven, které umožňují jednoduchou práci s JSON objekty, jako příklad
můžeme uvést JSON Spirit [47], JsonCpp [22], využít však lze i již zmíněnou knihovnu
Boost.
Pro naši práci má C++ hodnotu především jako potenciální jazyk pro naprogramování
serveru, který by komunikoval s jednotlivými demo aplikacemi. Má pro to několik před-
pokladů – jednoduché použití požadovaného OpenCV pro obrázky, knihovna ffmpeg pro
ostatní multimediální data nebo bohaté možnosti spolupráce s ostatními jazyky.
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Kapitola 4
Návrh aplikace
V kapitole 2 jsme probrali požadavky, které by měla aplikace splňovat, z kapitoly 3 o techno-
logiích pak vyplývá, že každá technologie má své výhody a nevýhody a hodí se pro rozdílné
účely. Vyjdeme-li z těchto poznatků, ukazuje se jako výhodné rozčlenit aplikaci na několik
na sobě závislých součástí, které spolu budou navzájem komunikovat, ale každá z nich může
být vytvořena v rozdílném programovacím jazyce. Výhodou tohoto přístupu je, že můžeme
pro každou dílčí část využít ten nejvýhodnější jazyk, který nám nabízí konkrétní výhody
pro realizaci dané části. Naopak nevýhodou tohoto přístupu je nutnost vyřešit komunikaci
jednotlivých částí – tím, že budou jednotlivé části využívat rozdílných programovacích ja-
zyků, bude třeba navrhnout univerzální protokol či systém komunikace podporovaný všemi
použitými jazyky. V této kapitole navrhneme jak rozdělení na jednotlivé části, tak i způsob
jejich komunikace a protokol k tomu užitý.
Jak již bylo naznačeno v kapitole 2, výsledná aplikace bude mít dvě základní části –
webový server a knihovnu pro externí aplikace. Nyní jsme také zmínili, že z hlediska návrhu
je vhodné si internetovou stránku ještě dále rozčlenit na menší součásti. První součástí
bude webové rozhraní, frontend aplikace. Na základě popisu technologií v kapitole 3.1 se
jako nejvýhodnější jeví využití HTML5. Tato technologie nabízí poměrně bohaté možnosti,
především je ale velmi jednoduchá na použití.
Druhou část bude tvořit backend webového serveru. Jeho úkolem bude upload dat a
jejich předzpracování pro externí programy. Backendovou část je výhodné rozdělit dále na
dvě součásti. Pro programování dynamických webových stránek je nejčastěji používán jazyk
PHP. Díky tomu, že se stal velmi oblíbeným mezi programátory, je jeho rozšíření na na-
bízených hostingových programech velmi vysoké. V PHP je snadné uskutečnit upload dat,
nicméně jejich samotné předzpracování a následné odesílání knihovně napsané v C/C++
(použití tohoto jazyka pro knihovnu bylo určeno již v požadavcích na aplikaci) by bylo
poměrně komplikované, především pak pomalé. Pro zrychlení předzpracování bude vhodné
předat uploadovaná multimediální data programu napsanému v C/C++. Ten umožní rych-
lejší zpracování a snazší odeslání externím demo aplikacím. Díky tomu, že jak knihovna,
tak část serveru budou napsány ve stejném jazyce, můžeme knihovnu rovnou využít i na
serveru pro komunikaci s externími demo aplikacemi.
Výsledné rozvržení aplikace je možné vidět na obrázku 4.1. Nyní si jednotlivé části
systému blíže popíšeme.
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Obrázek 4.1: Rozvržení aplikace na jednotlivé součásti a naznačení jejich vzájemné komu-
nikace a toku dat
4.1 Webový (PHP) server
Tato část systému bude zodpovědná především za registraci uživatelů a vkládání nových
demo aplikací. Dále pak bude umožňovat běžnému uživateli vyzkoušet si dané demo pro-
gramy na vlastních datech. Velmi důležitou součástí bude předávání dat C++ serveru.
Pro uchovávání informací o uživatelích a demo aplikacích budeme používat databáze.
K získávání dat z databáze pak slouží jazyk SQL. PHP samotné má podporu mnoha da-
tabázových serverů, mezi nejčastěji využívané patří MySQL, PostgreSQL nebo například
MSSQL. Výběru konkrétní databáze se budeme věnovat v kapitole o implementaci 5. V této
fázi nás zajímají především návrhy použitých tabulek.
4.1.1 DB tabulka uživatelů
První tabulkou, kterou budeme potřebovat, je tabulka uživatelů. Její návrh můžete vidět
v tabulce 4.1. Za zmínku stojí sloupec admin flag, který určuje, zda má uživatel adminis-
trátorská práva. Pokud ano, pak může takový uživatel schvalovat demo aplikace, které se
poté zobrazí na webovém rozhraní.
Sloupec Datový typ Popis
id (PK) integer Primární klíč tabulky, id uživatele
name varchar(128) Jméno uživatele
email varchar(128) E-mail autora aplikace
password varchar(256) Hash hesla uživatele
admin flag bool Flag, zda má uživatel administrátorská práva
Tabulka 4.1: Struktura databázové tabulky users obsahující informace o uživatelích.
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Sloupec Datový typ Popis
id (PK) integer Primární klíč tabulky, id aplikace
author id (CK) integer Cizí klíč do tabulky uživatelů 4.1
name varchar(128) Jméno aplikace zobrazené na webu
description text Popis demo aplikace
email varchar(128) E-mailová adresa pro zasílání chybových hlášení
approved bool Flag, zda je aplikace schválená
input video integer Počet vstupů pro jednotlivá data
input image integer
input audio integer
input text integer
output video integer Počet výstupů pro jednotlivá data
output image integer
output audio integer
output text integer
Tabulka 4.2: Struktura databázové tabulky apps obsahující informace o demo aplikacích.
4.1.2 DB tabulka aplikací
Další v pořadí je tabulka aplikací. Její návrh zobrazuje tabulka 4.2. Zde budou uloženy in-
formace o aplikaci, především pak informace o očekávaných datech na vstupu a výstupu. Na
základě počtu vstupních dat bude webová stránka generovat patřičný počet formulářových
polí. Co se týče informací o výstupních údajích, ty budou využity při vypisování výsledku
demo aplikace – C++ server uloží data do složky (do jaké bude zmíněno později) a PHP
server poté při vykreslování stránky bude vědět, kolik dat vypisovat. V případě těchto in-
formací je však diskutabilní, zda je vhodné je požadovat při vkládání aplikace. Množství
výstupních dat může být totiž ovlivněno samotnými vstupními daty a pro dva různé vstupní
soubory dat mohou být výstupem dva rozdílně velké soubory dat. O zachování či odstranění
těchto polí v databázi tak rozhodne až praktická část práce.
Z polí zmiňme především email – na ten budou odesílána případná chybová hlášení.
Pokud C++ server zjistí, že demo aplikace neběží, respektive je přetížená, pošle po komu-
nikačním protokolu zprávu PHP serveru a ten následně odešle notifikační e-mail na zadanou
adresu. Teoreticky by e-mailová adresa mohla stačit u autora aplikace. V takovém případě
by však z více aplikací chodily e-maily na tutéž adresu a případné rozřazování by bylo
nutné dělat na straně e-mailového klienta. Flexibilnější je tedy řešení, kdy e-mail u aplikace
bude jako nepovinný parametr. Pokud jej uživatel pří vkládání aplikace nevyplní, použije
se e-mail autora.
Další pole, o kterém se zmíníme je approved. Jde o bool hodnotu, která určuje, zda
byla aplikace již schválena některým z uživatelů s administrátorskými právy. Po spuštění
demo aplikace dojde automaticky pouze k připojení k C++ serveru. V tuto chvíli bude
mít možnost administrátor a autor aplikaci vidět a otestovat, zda vše funguje tak, jak
má. Pokud ano, administrátor (ne však již autor) bude moci aplikaci schválit a ta se nyní
zpřístupní na webovém rozhraní. Takto bude zajištěna alespoň minimální kontrola proti
vkládání nefunkčních nebo neužitečných aplikací.
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Sloupec Datový typ Popis
id (PK) integer Primární klíč tabulky, id instance spuštění
demo app id (CK) integer Cizí klíč do tabulky aplikací 4.2
hash varchar(64) Unikátní hash, který určuje cestu k datům spuštěné
demo aplikace
ran datetime Datum a čas spuštění demo aplikace
Tabulka 4.3: Struktura databázové tabulky lastRanApps obsahující informace o spuštěných
demo aplikacích.
4.1.3 DB tabulka posledních spuštěných aplikací
Poslední v pořadí databázových tabulek je tabulka, ve které budeme ukládat jednotlivá
spuštění demo aplikací. Díky tomu budeme schopni zobrazit historii jednotlivých spuštění,
případně v budoucnu bude možné generovat statistická data o četnosti využití jednotlivých
demo aplikací. Tabulka je velmi jednoduchá, primárním klíčem je automaticky navyšované
číslo, dále ukládáme id spuštěné aplikace (což bude cizí klíč do tabulky aplikací 4.2), datum
a čas spuštění a jako poslední nás zajímá unikátní hash, který určuje cestu k demo datům.
Výsledkem je tabulka 4.3.
Po uploadu dat jsou tato uložena v dočasném adresáři a je nutné je zkopírovat jinam
(v opačném případě by došlo k jejich smazání po dokončení běhu skriptu). Při každém poža-
davku na spuštění demo aplikace vygenerujeme unikátní hash, který bude identifikovat tuto
konkrétní instanci. Tento hash bude sloužit jak při komunikaci s C++ serveru (což popisuje
následující kapitola 4.2), tak pro pojmenování adresáře, do kterého data přemístíme.
4.2 C++ server
C++ server je součást systému, která se stará o předzpracování dat a komunikaci s externími
programy. Nejprve převezme data od PHP serveru a po jejich zpracování je opět vrátí. Tato
kapitola se věnuje jednak předávání dat s PHP serverem, dále jejich vnitřním uchovávání
a předávání externím demo aplikacím. Popíšeme si výše zmíněné činnosti, dále pak návrh
struktury pro uchování dat a návrh síťového protokolu. Protože síťový protokol a funkce
pro něj nezbytné budou součástí knihovny připojované k demo aplikacím, je v rámci popisu
protokolu popisována i samotná knihovna.
4.2.1 Komunikace s PHP serverem
Odešle-li uživatel formulář s daty, v případě souborů (video, obrázky, audio) jsou tyto
uloženy v dočasném adresáři a PHP server se postará o jejich uložení, respektive přesunutí
do námi vytvořeného adresáře. Nyní je třeba vyřešit jejich předání, respektive cest k nim,
C++ serveru. S tímto problémem přímo souvisí i to, jak bude C++ server realizován.
V úvahu přichází dvě základní možnosti:
• pro každý požadavek uživatele spustit novou instanci C++ serveru
• mít server permanentně spuštěný
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Obě řešení předpokládají, že demo aplikace běží stále a nebudou spouštěny ručně. Teore-
ticky by bylo samozřejmě možné i jejich spouštění až když jsou potřeba, nicméně v takovém
případě by bylo komplikovanější vzdálené spouštění, pokud by server a demo aplikace byly
fyzicky na jiných počítačích. C++ server bude na stejném PC jako PHP server, spouštění
tedy bude jednoduché. Poté, pokud již demo aplikace běží, stačí znát pouze informace
potřebné pro vytvoření spojení, například s využitím TCP/IP protokolu.
První ze dvou uvedených řešení je jednodušší na realizaci. V parametrech při spouštění
by byly uvedeny cesty k souborům jako jednotlivé argumenty. Samostatný argument by
pak reprezentoval ID aplikace, kterou chceme použít. Server by z konfiguračního souboru
(který se vytvoří při vkládání nové demo aplikace přes webové rozhraní) načetl informace
o aplikaci a na jejich základě by vytvořil soket, či pojmenovanou rouru, po kterém by
proběhla komunikace. Samotné demo aplikace však mohou běžet poměrně dlouho, například
při zpracování videa. Stejně tak samotný přenos dat k demo aplikaci a zpět může být
poměrně zdlouhavý. Mohlo by tak dojít k ”hromadění”procesů C++ serveru a zbytečnému
vytížení hostu těmito procesy. Výhodou řešení však je, že server nemusí být konkurentní,
protože vyřizuje vždy jen jeden požadavek.
Kvůli výkonu systému je nicméně vhodné, aby C++ server byl konkurentní a běžel
permanentně v jedné instanci. Máme-li stále běžící server, nemůžeme pro předání dat (cest
k nim) použít argumenty programu. V takovém případě je potřeba tyto informace získat
jinak. Základními možnostmi jsou opět sokety a pojmenované roury. Jakmile C++ server
obdrží informace o datech, může již přistoupit k dalšímu kroku.
4.2.2 Předzpracování dat, struktura pro uchování
Již z požadavků na aplikaci vyplynulo, že v knihovně budeme využívat OpenCV. Protože
knihovna musí zůstat co nejmenší a co nejvíce režie by mělo být realizováno již na serveru,
je výhodné, aby proběhlo předzpracování dat. Audio a video soubory (včetně obrázků) bude
potřeba nejprve dekódovat.
V případě audio dat budeme odesílat pouze RAW data, není třeba odesílat celý soubor.
Audio soubory tedy načteme a jejich parametry uložíme do struktury TSound, která bude
popsána níže. Textová data jsou ještě jednoduší, budeme prakticky přenášet jen string.
U obrázků a videí je ovšem situace komplikovanější. Pro jejich načtení využijeme fra-
mework OpenCV. V naší struktuře pak obrázek budeme reprezentovat pomocí struktury
IplImage. Video soubor se pak po dekódování dá chápat jako sled jednotlivých obrázků,
každý uložený ve stejné struktuře. Zde ovšem nastává první problém. Pokud bychom ode-
sílali celé video naráz, trvalo by to zbytečně dlouho a mezitím by nebylo možné s videem
na straně demo aplikace pracovat. Tento problém můžeme řešit tak, že v případě videa se
odešle pouze první frame (tedy obyčejný obrázek). Jakmile pak demo aplikace podle pří-
znaku zjistí, že jde o video, zavolá funkci, kterou požádá o další frame. Parametrem může
být jedinečné jméno, díky kterému bude server vědět, z jakého videa frame načíst. Díky
tomu bude teoreticky možné zároveň přenášet data a pracovat s obrazem, například pomocí
několika procesů.
Každý vstup (obrázek, video, audio, text) bude reprezentován jednou strukturou TData.
Veškerá data pak uložíme v rámci struktury TDemoData, kterou pak již snadno můžeme
přenášet po síti k demo aplikacím. Níže již jsou vypsány jednotlivé struktury, včetně ko-
mentáře k jednotlivým datovým položkám, viz zdrojový kód 4.1.
Po přijetí požadavku od PHP serveru a předzpracování dat tedy server přistoupí k jejich
odeslání demo aplikaci. Více o této části se dozvíme v následující kapitole 4.2.3.
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4.2.3 Knihovna a návrh síťové komunikace
Knihovna vytvořená v rámci této práce bude především souhrn několika funkcí, s jejichž
pomocí bude možné snadno prezentovat demo aplikaci na webu. Většina funkcí budou pri-
vátní funkce, které autor demo aplikace nebude manuálně volat a budou sloužit především
jako pomocné pro veřejné funkce.
Jednotlivé demo aplikace se ihned po spuštění připojí k C++ serveru. Pro zahájení
komunikace budou potřebovat informace, konkrétně adresu a port pro spojení. Tyto para-
metry mohou být buď natvrdo nastaveny v kódu knihovny, vhodnější však bude předávat je
jako argumenty při spouštění dema. C++ server si vnitřně uloží informace o použitém spo-
jení (soketu, rouře) a poté může v případě požadavku uživatele snadno komunikovat s demo
aplikací. K tomuto připojení bude sloužit jedna z veřejných funkcí, kterou programátor za-
volá. Při použití tohoto řešení se nabízí jedna velká výhoda – bude možné spustit tu samou
demo aplikaci vícekrát (buď na jednom PC nebo více, na tom nezáleží). C++ server si pak
pro každou demo aplikaci bude udržovat aktuální frontu požadavků z webového rozhraní
a nový požadavek pošle automaticky zatím nevyužívané instanci. Pokud budou všechny
instance v běhu, počká C++ server na doběhnutí jedné z nich a té pak odešle první poža-
davek z fronty (respektive zahájí novou komunikaci a odešle nová data). Díky tomu bude
možné zpracovávat paralelně více požadavků z webového rozhraní. Po úspěšném připojení
bude demo aplikace naslouchat na vytvořeném soketu (či rouře) a očekávat komunikaci od
serveru.
Pro autory demo programů bude klíčová především funkce demo process. Níže můžeme
vidět její prototyp:
bool demo_process(TDemoData *data_in, TDemoData *data_out);
Zdrojový kód 4.2: Prototyp funkce pro běh demo aplikace
Tato funkce bude vracet bool parametr v závislosti na tom, zda běh proběhl úspěšně
nebo ne (došlo k nějaké chybě v demo aplikaci). Funkce bude zcela v režii autora dema,
vstupním parametrem je ukazatel na strukturu typu TDemoData popsanou v předchozí
kapitole 4.2.2. Autor demo aplikaci bude mít garantováno, že v době spuštění této funkce
jsou všechna data k dispozici (s výjimkou videí, kde bude dostupný pouze první frame,
jak bylo zmíněno v předchozí kapitole 4.2.2). V této funkci uživatel zpracuje data (voláním
funkcí svého původního programu) a uloží je do struktury, jejíž ukazatel bude druhým
parametrem funkce demo process.
Po dokončení běhu této funkce budeme mít naopak mi jistotu, že všechna data byla
zpracována a můžeme je tedy odeslat zpět na C++ server. Jedinou komplikací jsou opět
videa – případná videa ve struktuře data out totiž budou opět obsahovat pouze první frame.
Možné řešení je takové, že C++ server po obdržení struktury TDemoData od demo aplikace
celou tuto strukturu projde a pro každou položku typu video, kterou nalezne, spustí cyklus.
V něm bude opakovaně odesílat demo aplikaci požadavek na následující frame videa. Demo
aplikace na každý takový požadavek odpoví zasláním framu s tím, že u posledního bude
odeslán příznak (např. bude uvedeno, že se jedná o typ dat ”poslední video frame”), že je již
vše odesláno. C++ server pak bude pokračovat příjmem dalších videí, případně odesláním
dat dále PHP serveru.
Po odeslání dat bude demo aplikace opět naslouchat a čekat na další požadavky od C++
serveru. Pro udržení spojení budou potřeba keep-alive packety, které budou zabraňovat
automatickému ukončení spojení.
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Pro vývojáře demo aplikací bude důležitá ještě jedna funkce, a sice ta umožňující infor-
movat uživatele o stavu zpracování dat, viz prototyp níže:
void UpdateProgress(double percent_done);
Zdrojový kód 4.3: Prototyp funkce pro aktualizování procenta zpracování
Tuto funkci bude možné zavolat kdykoli v rámci běhu demo process. Po zavolání bude
na C++ server odesláno procento, v jakém se nachází proces zpracování. C++ server pak
toto číslo zapíše do souboru s konkrétním jménem (např. progress.txt) uloženém v adre-
sáři s právě zpracovávanými daty (adresář bude pojmenovaný podle dříve vygenerovaného
hashe). Webové rozhraní pak bude pomocí AJAXového požadavku v určitých intervalech
tento soubor číst a procentuální stav vhodně zobrazovat uživateli.
4.3 Webové rozhraní
Tato kapitola se bude zabývat návrhem uživatelského prostředí (GUI), popisem možností
a zvyklostí při návrhu webových aplikací. Důležitou součástí bude nastínění rozdílů mezi
návrhem desktopových a internetových aplikací. Poté popíšeme návrh webového rozhraní
z hlediska GUI a popíšeme konkrétní příklady v naší aplikaci.
4.3.1 Druhy interakčních rozhraní
V průběhu vývoje aplikací se vystřídalo několik metod ovládání. Tabulka 4.4 shrnuje některé
z nich a zaměřuje se na jejich výhody a nevýhody. Více informací lze nalézt například
v dokumentu [42], případně publikaci [32].
V praxi je dnes nejčastěji využíváno tzv. WIMP. Jde vlastně o kombinaci rozhraní
popsaných v tabulce 4.4, kdy pro každou požadovanou funkci vybereme nejvhodnější druh
interakce. Výsledná aplikace se tedy skládá z menu, nástrojových lišt, dialogových boxů,
nebo třeba několika oken. Zde je velmi důležité zachovat jednoduchost a přehlednost, více
v kapitole 4.3.2.
4.3.2 GUI webové aplikace
Uživatelská rozhraní webových aplikací mají proti desktopovým jisté odlišnosti. Protože
se jedná o aplikaci ”uvnitř”aplikace (tedy internetového prohlížeče), jsou možnosti růz-
ných menu relativně omezené. Platí zde však stejné zásady, které by každá aplikace měla
dodržovat, následuje výčet alespoň těch základních, více lze nalézt v [46].
Ergonomické rozhraní: Je potřeba zvolit vhodnou velikost ovládacích prvků, například
tlačítek, aby nedocházelo k chybám v interpretaci jejich funkce nebo zmáčknutí jiného
tlačítka vlivem nepřesnosti.
Minimalizace nákladů na přístup k informacím: Nejčastěji používané prvky musí být
pokud možno vždy viditelné. Uživatel nesmí být nucen pro vykonání elementární akce
projít několik úrovní menu.
Princip blízkosti relevantních prvků: Prvky s podobnou funkcí, případně prvky spolu
jinak logicky související, by měly být viditelně propojeny v aplikaci. Toho lze do-
sáhnout například umístěním vedle sebe, případně podobným grafickým zobrazením
(barva, tvar, apod.).
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Zásada konzistence: Uživatelé, zvyklí na určité rozhraní, se snáze adaptují na nové, po-
kud jsou si navzájem podobná. Naopak rozdílná funkce podobně vypadajících ovlá-
dacích prvků vede ke zmatení uživatele.
Shovívavost: Aplikace by měla předcházet možným chybám a v případě, že jim předejít
nelze, měla by alespoň usnadnit zotavení z nich.
Existuje mnoho dalších zásad dobrého grafického uživatelského rozhraní, nyní se však
již budeme věnovat odlišnostem mezi webovým a desktopovým GUI a rozdílným přístupům
k jejich návrhu.
Prvním příkladem je klasická roletová nabídka. Protože je již obsažena v samotném
prohlížeči, její duplicita ve webové aplikaci je nežádoucí, protože by mohla být pro uživatele
matoucí. Proto je vhodné se bez ní obejít a nahradit ji jiným způsobem.
Podobně je na tom kontextové menu. Přestože je možné jej pomocí JavaScriptu nahradit
za vlastní i v případě HTML stránky, v jednodušších webových aplikacích je vhodné se
mu vyhnout. Klasickým případem, kdy je výhodné vlastní kontextové menu použít jsou
různé WYSIWYG editory, viz [12] nebo [25]. V případě aplikace, která je předmětem této
diplomové práce, bylo rozhodnuto se vlastnímu kontextovému menu vyhnout a navrhnout
rozhraní, které bude plně funkční i bez něj.
Naopak vhodné je využití nástrojové lišty, takzvaného toolbaru. Ten může mít různou
podobu, ať již vertikální, či horizontální. Je tvořen ikonami, které reprezentují nejčastěji
Interakční
rozhraní
Výhody Nevýhody
Příkazová řádka • jednoznačnost
• velmi univerzální a
flexibilní
• náročnost na naučení
• matoucí pro nezkušené
uživatele
Menu • jednoduchost
• strukturovatelnost a
přehlednost
• rychlost při častějším
používání
• pro velmi složitá menu
prostorová náročnost
Přirozený jazyk • intuitivní a jednoduché
• už při prvním použití
aplikace vysoká efektivita
• implementačně velice
náročné
Dialogové roz-
hraní
• jednoduché, uživatel pouze
odpovídá na otázky
• problém volby více
možností současně
• u komplexních aplikací
náročnější implementace
(všechny možnosti je třeba
uvést)
Tabulka 4.4: Porovnání jednotlivých druhů interakčních rozhraní
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používané akce. Pro větší přehlednost je možné je doplnit textem – ten může být buď vypsán
za ikonou, anebo běžněji po najetí myší nad ikonu v takzvaném tooltipu.
4.3.3 Design aplikace
Pro realizaci webového rozhraní bylo vybráno HTML a to především díky své jednoduchosti
a široké podpoře v zařízeních. Základním požadavkem při návrhu GUI naší aplikace byla
jednoduchost a co největší přehlednost celého systému. Pro hlavní navigaci v rámci celé
aplikace zvolíme menu podobné klasickému toolbaru, který umožňuje dostat se ihned na
výpis jednotlivých uživatelů, aplikací a posledních spuštěných aplikací (pro zobrazení jejich
výsledků). Tyto tři základní stránky jsou vytvořeny formou jednoduchých rozcestníků, které
odkazují přímo na detail (uživatele, aplikace, či výsledku spuštění).
Co se týče administrátorských sekcí, jsou vyřešeny pomocí tabulek s odkazy na patřičné
akce. Pro zlepšení použitelnosti a snížení množství chyb jsou nevratné akce opatřeny nut-
ností potvrzení.
Samotné vkládání nových aplikací je řešeno formou jednoduchého formuláře, který obsa-
huje klasické formulářové prvky, které shrnuje tabulka 4.5. U demo aplikací, které umožňují
nahrání více souborů bylo využito nového atributu u inputu pro soubory a sice atribut
multiple.
Důležitou součástí aplikace je prezentace výsledků spuštěných demo aplikací. U obrázků
a textů je možné použít přímo HTML a není třeba nic řešit. U audio a video souborů však
bylo potřeba vyřešit jejich prezentaci jinak. HTML5 tag video (respektive audio) jsem na-
konec zavrhl, protože by bylo nutné každé video konvertovat do jiného formátu, což nemusí
být pro uživatele vhodné. Další důvod je, že každý prohlížeč vyžaduje jiný formát videa
(audia) a bylo by tedy nutné soubor konvertovat do více formátů. Z podobných důvodů byl
vyloučen flash přehrávač. Volba nakonec padla na nasazení VLC pluginu. VLC patří mezi
velmi rozšířené přehrávače multimediálních souborů a umí přehrát prakticky všechny for-
máty, které se běžně používají. Výhodou je tak snadná implementace při zachování široké
podpory.
Prvek Vlastnosti Běžné použití
Jednořádkové
textové pole
(text)
• umožňuje zadávat libovolný
textový řetězec, který má jeden
řádek
• možnost nastavit maximální počet
znaků přímo atributem HTML
• nelze kontrolovat a omezovat
vepsaný obsah bez použití
skriptování (např. JavaScript)
• stejně tak nelze bez skriptování
kontrolovat požadovaný formát
(např. DD-MM-YYYY u data)
• zadávání jména,
příjmení
• kontaktní údaje jako je
telefon, e-mail, atd.
• volba data
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Prvek Vlastnosti Běžné použití
Víceřádkové
textové pole
(textarea)
• téměř shodné s jednořádkovým,
umožňuje však zadávat i konce
řádků
• nelze bez skriptování omezit počet
vepsaných znaků
• stejně jako jednořádkové pole
nemá žádné možnosti jednoduché
kontroly vyplněných dat
• texty vzkazů, e-mailů
apod.
Zaškrtávací
pole
(checkbox)
• pole o dvou stavech – zaškrtnuto
nebo nezaškrtnuto
• snadné zpracování na straně
skriptu, není třeba žádná kontrola
správnosti vyplnění
• otázky typu ano/ne
(souhlas
s podmínkami, zasílání
obchodních sdělení
apod.)
Přepínací pole
(radio)
• skupina polí, z nichž lze vybrat
právě jedno
• o vybrání pouze jediného ze
skupiny se stará prohlížeč
• snadné zpracování na straně
skriptu, není třeba žádná kontrola
správnosti vyplnění
• výběr z omezené škály
(známkování 1 až 5),
odpovědi
ano/ne/nevím, atd.
Výběrové pole
(select)
• vysouvací nabídka předem daných
možností
• možnosti lze dělit do skupin
pomocí tagu <optgroup>
• výběr jedné položky ze seznamu,
při nastavení atributu multiple
můžeme vybrat neomezené
množství položek
• podobné jako
u přepínacích polí,
jedná se o výběr
z nabídky
Soubor (file) • pole umožňující výběr souboru pro
nahrání na server
• přes HTML lze filtrovat určité
mime-type
• pro zpracování je třeba využít
skriptování na straně serveru
• obvykle jeden soubor pro dané
pole, atributem multiple lze
povolit neomezený počet
• upload souboru na
server
Tabulka 4.5: Srovnání a základní popis jednotlivých formu-
lářových prvků HTML
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/**
* Struktura reprezentující audio soubor na vstupu
*/
struct TSound {
int sample_rate; // vzorkovací frekvence
int num_channels; // počet kanálů
size_t sample_count; // počet vzorků
float *samples; // pole vzorků
};
/**
* Struktura pro jeden konkrétní vstup (audio, video, obrázek, string)
*/
struct TData {
char name[64]; // jméno pro identifikaci
int type; // audio, video, obrázek, nebo string
char *str; // null nebo string
TSound *sound; // null nebo ukazatel na zvuk
IPLImage *image; // null nebo ukazatel na obrázek
TVideoProps *video_info; // null nebo ukazatel na strukturu
// s informacemi o videu
};
/**
* Struktura reprezentující kompletní vstup pro demoaplikaci; tato struktura
* bude přenášena z C++ serveru k demo aplikaci
*/
struct TDemoData {
size_t data_num;
TData *data;
};
Zdrojový kód 4.1: Struktury použité pro uchování načtených dat pro demo aplikaci
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Kapitola 5
Implementace aplikace
Po dokončení návrhu následovala samotná implementace navrženého systému. Při vývoji
jsem pracoval se dvěma na sobě víceméně nezávislými bloky – jednak kompletní částí v C++
a poté částí v PHP (v rámci této části byl implementován i frontend systému). Tyto bloky
jsem nejprve samostatně uvedl do funkčního stádia a teprve na závěr je vzájemně propojil.
V následující kapitole toto reflektuji a text bude členěn způsobem podobným reálnému
vývoji. Zatímco v kapitole 4 byl popsán obecný návrh aplikace, v této kapitole se kromě sa-
motné implementace zaměříme i na detailnější části návrhu – výběr mezi vhodnými techno-
logiemi v rámci zvolených programovacích jazyků, volbu frameworků pro usnadnění práce,
atp. Před čtením následujících kapitol doporučuji prohlédnout si adresářovou strukturu
výsledného systému, kterou můžeme vidět na obrázku 5.1.
5.1 C++ server a knihovna pro demo aplikace
Protože C++ server využívá podstatnou část knihovny pro demo aplikace, bude v této
kapitole popsáno obojí. Součástí odevzdávaného systému jsou i čtyři jednoduché demo
aplikace, proto si v této kapitole popíšeme i ty.
S touto částí aplikace souvisí celkem osm souborů. Základem je knihovna demo app.c
a k ní příslušející hlavičkový soubor demo app.h. Následuje soubor server.cpp, který ob-
sahuje implementaci C++ serveru, dále pak čtyři soubory pro jednotlivé demo aplikace
(client text.cpp, client img.cpp, client audio.cpp a client video.cpp) a nakonec
soubor Makefile pro překlad zdrojových kódů do spustitelných binárních souborů. Popis
začneme definicí komunikačního protokolu.
5.1.1 Protokol
Prvním úkolem při vytváření komunikačního protokolu bylo stanovit, zda budeme využívat
TCP nebo UDP protokol. Pro správnou volbu je klíčové pochopit, jaké jsou mezi nimi
rozdíly. Oba tyto protokoly se řadí do transportní vrstvy referenčního modelu ISO/OSI
(celý model můžeme vidět na obrázku 5.2).
TCP [35] je takzvaný spojovaný protokol pracující nad síťovým protokolem IP. To zna-
mená, že před samotným odesláním dat jedním či druhým směrem je potřeba navázat mezi
klientem a serverem spojení. Protokol se označuje jako spolehlivý – stará se totiž automa-
ticky o segmentaci dat, řízení toku a potvrzovací pakety. Díky tomu garantuje doručení
odeslaných paketů, jejich pořadí shodné při příjmu jako při odeslání. K výše zmíněnému
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app/                    ← kořenový adresář aplikace
├─ app/                 ← adresář obsahující vlastní soubory webového serveru
│   ├─ config/           ← konfigurační neon soubory
│   ├─ controls/         ← třídy rozšiřující Nette
│   ├─ model/            ← třídy modelové vrstvy
│   ├─ presenters/       ← třídy prezentační vrstvy
│   ├─ router/           ← továrnička na routy
│   └─ templates/        ← šablona webové aplikace
│   
├─ bin/                 ← binární soubory C++ serveru a demo aplikací
│   ├─ src/              ← zdrojové soubory cpp, Makefile
│   └─ tmp_client/       ← adresář pro dočasné soubory demo aplikací
│
├─ libs/                ← externí knihovny aplikace
│   └─ nette/            ← knihovna Nette
│
├─ log/                 ← adresář pro chybová hlášení generované Nette
├─ sql/                 ← SQL skripty (db struktura, testovací obsah)
├─ temp/                ← místo pro dočasné soubory cache nebo session
└─ www/                 ← jediný z webu veřejně dostupný adresář
     ├─ adminer/          ← Adminer umožňující úpravy db
     ├─ css/              ← CSS soubory aplikace
     ├─ images/           ← obrázky použité v aplikaci
     ├─ imgThumbs/        ← vygenerované náhledové obrázky
     ├─ js/               ← JS soubory aplikace
     └─ upload/           ← složka pro nahrávání dat pro demo aplikace
Obrázek 5.1: Adresářová struktura aplikace
používá mechanismus sliding window. Programátor aplikace se tedy při použití TCP proto-
kolu může spolehnout, že se žádná data neztratí a v pořadí, v jakém dojdou, byly i odeslány.
To je důležité například při odesílání a příjmu větších souborů. Protože TCP pakety mají
omezenou velikost, dochází k segmentaci dat – soubor se odešle v rámci několika paketů.
Pokud by nebylo garantováno pořadí paketů, nebylo by možné rovnou soubor ukládat, ale
muselo by se řešit i seřazení. Nevýhodou řešení je však vyšší režie, než v případě UDP.
Tento protokol je přesto velmi rozšířený, využívá jej například HTTP protokol, e-mailové
protokoly, či například SSH.
Druhou možností posílání dat na úrovni transportní vrstvy jsou UDP pakety [36]. Tento
protokol patří mezi nespojované, lze tedy odeslat data, aniž by předtím bylo navázáno spo-
jení s cílovým hostem. Díky tomu může celá komunikace proběhnout s nižší režií. UDP
protokol dále patří mezi nespolehlivé – nezaručuje, že pořadí doručených paketů odpovídá
pořadí jejich odeslání, ani to, že pakety vůbec dojdou. To umožňuje ještě menší režijní ná-
klady, ale klade to nároky na programátora aplikace, který musí ručně potvrzovat doručení
paketů a poté je sám seřadit do správného pořadí. Ze své podstaty se protokol hodí na ná-
ročné datové toky, kde nevadí ztráta několika procent paketů, ale je důležité přenést velké
množství dat s co nejnižšími náklady. Typicky se UDP používá pro streamování videa, ze
základních služeb můžeme jmenovat například DNS či DHCP.
Na základě výše uvedeného bylo možné vybrat vhodný protokol pro naši aplikaci. Z ná-
vrhu v kapitole 4 vyplývá, že klientské aplikace se budou připojovat k serveru a spojení
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Obrázek 5.2: Referenční model ISO/OSI
bude persistentní. K tomu se hodí TCP protokol, který vše od handshaku až po udržování
spojení (bude zmíněno později) zajistí za nás. Naopak pro komunikaci mezi PHP serverem
a C++ serverem, kde spojení není nutné mít navázané pořád a odesílá se jen jednoduchá
zpráva, by se hodilo využít UDP spojení. Kvůli problému s podporou na serveru, kde je
výsledná aplikace provozována však nakonec i zde využíváme spojovaného TCP.
Pro síťovou komunikaci slouží v C/C++ i dalších jazycích takzvané sockety (případně
počeštěné slovo sokety). Jedná o obecný nástroj poskytující jistou abstrakci při komuni-
kaci – umožňuje totiž využít různých protokolů prostřednictvím volání totožných funkcí [6].
V C++ je konkrétní soket reprezentován celým číslem typu int, práce s ním je velmi
podobná klasickému souborovému deskriptoru. Detailnější informace k soketům a síťové
komunikaci v C++ obecně lze nalézt na stránkách [16]. Za zmínku stojí především kapitoly
věnované blokovacím a neblokovacím režimům soketů, které budou důležitější v pozdější
fázi popisu implementace. Nyní však již k samotnému protokolu.
Ve struktuře TProtocol jsou definovány jednotlivé zprávy, které se používají při komu-
nikaci mezi serverem a demo aplikacemi. Jak celá struktura typu enumerate vypadá, vidíte
v ukázce kódu 5.1. Každá zpráva se odesílá vždy jako typ uint32 t. Použití čtyř bytů se
sice pro takové množství zpráv může zdát jako zbytečně mnoho, uvědomíme-li si však, jaká
je režie samotného TCP/IP spojení, jedná se o zanedbatelné množství. Použití enumerate
nabízí možnost snadného přidávání nových zpráv (příkazů) a odpadá nutnost pamatovat si
konkrétní význam čísla.
Jednotlivé zprávy si probereme v pořadí, v jakém jsou ve struktuře uvedeny. Nejprve je
však potřeba zmínit, že po připojení demo aplikace k serveru je vždy jako první odesláno
čtyř bytové APP ID, tedy identifikační číslo aplikace.
První typ zprávy, který můžeme posílat, je PROTOCOL DATA, jedná se zároveň o nej-
složitější zprávu, kterou v aplikaci používáme. Po úvodních 4B identifikujících typ zprávy
následuje v tomto případě další 4B číslo udávající počet demo dat, která posíláme. Poté
odešleme typ posílaných dat (číslo typu TDataTypes, 4B) a 64B s názvem aktuálních dat.
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/**
* Kódy pro komunikaci (= co právě posíláme), v komentáři stručně co za
* nimi následuje při poslání klientem/serverem
*/
enum TProtocol {
PROTOCOL_DATA = 0, // dále následují data
PROTOCOL_PROGRESS, // následuje číslo update progressu
PROTOCOL_SOCKET_TEST, // pro testování, jestli je socket v pořádku
PROTOCOL_WRONG_INPUT, // zpráva od klienta serveru, že vstupni data
// byla chybná
PROTOCOL_UNKNOWN_ERROR, // nečekaná neznámá chyba
PROTOCOL_PATH // hash (path) k datům
///...
};
Zdrojový kód 5.1: Struktura TProtocol definující jednotlivé zprávy protokolu
Další odesílané byty se liší podle typu dat. V případě textového řetězce následuje na čtyřech
bytech jeho délka a poté patřičný počet bytů samotného řetězce. V případě audia a videa
je situace podobná, odešleme na 8B nejprve velikost následujících dat a poté binárně celý
obsah souboru s daty (důvod tohoto odesílání a změny vůči návrhu bude vysvětlen později
v kapitole 5.1.3). Video i audio se odesílají shodně. Nejsložitější je pak odeslání obrázku. Po
názvu se nejprve odešle celá struktura IplImage, která má 112B. Protože v této struktuře
nejsou samotná data obrázku, ale pouze ukazatel na ně, je nutné data odeslat zvlášť. Sou-
částí struktury je položka určující velikost pole s daty obrázku, dále se tedy odesílá právě
toto množství bytů. Protože IplImage obsahuje ještě další ukazatele, je nutné přenést i
data na těchto adresách. Ve skutečnosti jediným ukazatelem, který v OpenCV ve struktuře
IplImage může být nenulový, je ROI. Pokud je roven NULL, odeslání obrázku končí, pokud
ne, odešle se struktura na této adrese. Ta má pevně danou délku a lze ji tak poslat ihned
bez další režie.
Na obrázku 5.3 můžete vidět ukázkový datagram, jak by mohlo vypadat odeslání kom-
pletních dat mezi demo aplikací a serverem. Ukázková demo data obsahují jeden řetězec,
video a obrázek (bez ROI).
Další typ zprávy je PROTOCOL PROGRESS, za kterým následuje vždy unsigned integer
o velikosti 2B vyjadřující procentuální stav zpracování demo dat aplikací.
Důležitým typem zprávy je PROTOCOL SOCKET TEST, který slouží pro otestování, zda je
soket otevřený. Více o této problematice si povíme později. Z hlediska protokolu je důležité,
že za touto zprávou nic dalšího nenásleduje a demo aplikace (server tuto zprávu neobdrží)
dále očekává znovu zprávu z TProtocol.
Součástí protokolu jsou i chybové zprávy, které může demo aplikace předávat serveru.
Součástí odevzdávaného řešení jsou dvě chybové zprávy a sice PROTOCOL WRONG INPUT a
PROTOCOL UNKNOWN ERROR. První z nich značí, že demo aplikace obdržela chybná vstupní
data (ať už počet dat nebo jejich typ), druhá je obecná pro neznámou chybu. Protože
TProtocol je datového typu enumerate, lze snadno nadefinovat i další potřebné chyby.
Posledním typem zprávy je PROTOCOL PATH. Za touto zprávou následuje 64B název cesty.
Jedná se o položku TDemoData->path, která určuje adresář s demo daty. Proč je tato cesta
potřeba i v demo aplikaci se dozvíme v následujících kapitolách.
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Velikost binárního souboru
PROTOCOL_DATA Počet demo dat DATA_STRING
64B název stringu
String, 52B
Délka stringu
Délka stringuATA_VIDEO
64B název videa
...
Binární soubor, 16 000B
DATA_IMAGE
64B název obrázku
0B 4B 8B 12B 16B
0
1
4
5
8
9
12
13
1013
1014
1017
Data obrázků,
velikost v bytech IplImage->imageSize
112B struktura IplImage
1018
1026
1025
Obrázek 5.3: Ukázkový datagram zobrazující, jak by mohla vypadat odeslaná data mezi
demo aplikací a serverem
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Na závěr kapitoly zmíníme, na co je třeba pamatovat při psaní demo aplikace s využitím
výsledné knihovny. Jde o pořadí bytů u více bytových datových typů při uložení v paměti.
S tím souvisejí pojmy little-endian a big-endian, každý z nich značí přesně opačné pořadí
uložení (více viz [23]). Před posláním čísel je nutné je převést pomocí funkcí ntohs či nthol
do pořadí používaného při síťové komunikaci (Network Byte Order, big-endian) a po příjmu
je pomocí funkci htons či htonl převést zpět do pořadí bytů používaného systémem, kde
aplikace běží (Host Byte Order). Zatímco pro všechny klíčové zprávy řídící běh protokolu
je toto řešeno, v případě struktury IplImage po dohodě s vedoucím práce, nechávám data
bez úpravy jak při odesílání, tak při příjmu. Programátor demo aplikace by toto měl vzít
na vědomí a případně čísla uvnitř struktury IplImage převést.
5.1.2 C++ server
Jak vyplývá z návrhu v kapitole 4, je nutné, aby server dělal více činností zároveň. Musí ne-
ustále naslouchat a být připraven přijmout nové demo aplikace, dále musí na jiném portu
naslouchat a očekávat požadavek od PHP serveru. V neposlední řadě musí komunikovat
s demo aplikacemi – zasílat data, přijímat data i jiné zprávy popsané v protokolu v před-
cházející kapitole. První dva problémy by teoreticky bylo možné řešit pomocí neblokovacích
režimů soketů, nicméně přidáme-li třetí požadavek (komunikace s demo aplikacemi), situ-
ace se komplikuje a vyžaduje odlišný přístup a tím je paralelizace samotného programu.
V zásadě máme dvě možnosti, jak toho docílit – použití více procesů nebo více vláken.
Oba přístupy jsou velmi podobné, přesto se v některých aspektech odlišují. Procesy i
vlákna mají v rodičovském programu (procesu či vlákně) přiřazený identifikátor, podléhají
plánování v rámci OS. Zatímco při vytváření nového procesu dochází ke kopii rodičovského
procesu (včetně jeho dat) a je tak poměrně náročné, vytvoření vlákna je režijně velmi lev-
nou záležitostí. Není totiž potřeba žádné kopie. Vlákno také sdílí stejný paměťový prostor.
To je největší a zároveň asi i nejpodstatnější rozdíl. Pokud totiž potřebujeme nějaká sdílená
data ve všech procesech či vláknech, nemusíme se u vláken o nic starat. Jediným rizikem
je neočekávané přepsání části paměti jedním z vláken, které může způsobit chybu v jiném
vlákně. Naproti tomu u procesů je nutné řešit sdílenou paměť pomocí mezi procesové komu-
nikace (Inter-proccess communication, dále jen IPC). Nejvýznamnější rozdíl mezi procesy
a vlákny shrnuje tabulka 5.1 [24].
V rámci této práce jsem se rozhodl využít vláken. Hlavním důvodem tohoto rozhod-
nutí je sdílená paměť, která bude v aplikaci hrát důležitou roli. Použití vláken může být
hardwarově závislé, proto je vhodné použít pro práci s nimi knihovnu, která standardi-
zuje jejich použití. Takovou knihovnou je Pthreads, neboli POSIX Threads Programming.
Tato knihovna poskytuje soubor funkcí, pomocí jejichž volání lze velice snadno vytvářet
a řídit jednotlivá vlákna programu. Podrobné informace o poskytovaném rozhraní a jeho
funkčnosti lze nalézt na [5]. Celý kód serveru má tři významné části, které si nyní odděleně
popíšeme.
Funkce main()
Nyní si již můžeme popsat samotnou činnost C++ serveru. Samotná funkce main je jedno-
duchá. Nejprve zpracujeme vstupní parametr – číslo portu pro naslouchání a čekání na při-
pojení klientů (demo aplikací). Následně na tomto portu vytvoříme a pojmenujeme socket
s využitím volání funkcí soket a bind. Nakonec na tomto soketu umožníme vytvoření fronty
požadavků, aby bylo možné připojování více klientů současně (dříve, než nové spojení stih-
neme zpracovat), k tomu nám slouží volání funkce listen. Dalším krokem je spuštění
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nového vlákna pro naslouchání na odlišném portu (pevně daném konstantou programu),
kde očekáváme požadavky od PHP serveru. Poté již v nekonečné smyčce čekáme na nové
spojení (využíváme blokovací režim, neboť máme více vláken a můžeme si to tedy dovolit)
od demo aplikace, to zpracujeme pomocí funkce accept. Právě zde začíná zajímavější část
programu.
Bylo potřeba efektivně vyřešit dvě věci. První z nich je problém s odpojováním demo
aplikací. Očekáváme, že server a demo aplikace poběží neustále a po celou dobu mezi nimi
bude navázáno TCP spojení. Problém však nastává, pokud demo aplikace a server neběží
fyzicky na stejném stroji. V takovém případě totiž komunikace není pouze lokální, ale pro-
chází například přes cizí routery. Vzhledem k množství provozu obvykle směrovací zařízení
v síti po nějaké době uzavírají spojení, přes která neprochází žádná data. Brání tak sami
sebe před zahlcením. V našem případě by to však znamenalo ukončení spojení a nutnost
jeho znovunavázání klientem. Je tedy vhodné tomuto přerušení spojení v prvé řadě zabrá-
nit. K tomu se používají takzvané keep-alive pakety. Jejich jediným účelem je poslat přes
vytvořené spojení ”nějaká”data, aby zůstalo stále aktivní. Pro implementaci keep-alive pa-
Procesy Vlákna
Výkon • velká režie pro vytváření
(kopie procesu a paměti)
• režijně drahé přepínání
kontextu procesů
• levné vytvoření vlákna
• minimální režie při
přepínání kontextu
Práce s pamětí • oddělená paměť – větší
paměťová náročnost
• možnost sdílené paměti
pomocí IPC
• sdílená paměť pro všechna
vlákna
Vzájemná
komunikace
• prostřednictvím IPC
(obvykle signály, soubory,
soket, roury, atp.)
• není potřeba (sdílená
paměť)
Synchronizace • podobné možnosti
• obvykle možnost čekání na dokončení jiného vlákna
• u vláken záleží na konkrétním použitém mechanismu (HW
závislé)
Odolnost proti
chybám
• chyba jednoho procesu
přímo neovlivní ostatní
procesy
• vlákna obvykle tvoří strom,
chyba a pád vlákna způsobí
ukončení všech vláken
v dané větvi
Priority a pláno-
vání
• změna priority procesu
neovlivní ostatní procesy
• pouze jeden proces, jeho
priorita se odráží na
prioritě všech vláken
Tabulka 5.1: Porovnání vlastnostní procesů a vláken
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ketů je možné přímo využít nastavení soketů v C++. Pomocí volání funkce setsockopt
můžeme nastavit parametr SO KEEPALIVE, takže vytvořený soket bude automaticky udržo-
vat spojení zasíláním keep-alive paketů [7].
Druhá věc, která vyžadovala důkladnější promyšlení předem, je samotné udržování infor-
mace o připojených aplikacích. Tuto informaci budou potřebovat všechna vlákna programu –
rodičovské, vlákno pro čekání na PHP i vlákna pro běh demo aplikací (bude vysvětleno
později). Díky sdílené paměti vláken toto není ve skutečnosti problém. Požadavkem na
celý systém byla možnost připojení více instancí téže demo aplikace. Proto bylo nezbytné
navrhnout vhodný systém ukládání připojených klientů. Nakonec jsem přistoupil k využití
C++ datového kontejneru multimap. Kontejner map umožňuje mapování určité hodnoty na
konkrétní klíč. Multimap umožňuje to stejné, s tím, že klíče nemusejí být unikátní, což je
přesně náš požadavek. Klíčem v našem případě je APP ID, unikátní identifikátor přidělený
demo aplikaci. Toto APP ID je shodné pro všechny instance daného dema. Hodnota, kterou
ke každé instanci ukládáme, je složena ze soketu, na kterém je možno komunikovat a z bool
hodnoty (flagu), který určuje, zda je aplikace právě používaná nebo ne. Jak bylo řečeno
v kapitole o protokolu 5.1.1, ihned po vytvoření spojení obdrží server APP ID. Uloží tedy
do mapy klientů nový záznam, flag využití aplikace je samozřejmě nastaven na hodnotu
vyjadřující ”k dispozici”.
V tuto chvíli je velmi důležité zmínit, že z podstaty vláken je tato mapa klientů sdíle-
nou pamětí. Toto rodičovské vlákno do něj pouze zapisuje nově připojené aplikace, ostatní
vlákna jej používají jak ke čtení, tak k zápisu. Potenciální problém samozřejmě vzniká ve
chvíli, kdy se dvě vlákna pokusí ve stejný čas o přístup k této sdílené paměti. Aby se za-
mezilo nekonzistenci dat, je nutné před jakoukoli operací (čtení i zápis) zajistit exkluzivní
přístup. Toho docílíme použitím zámků. Pthreads nabízí jednoduché API, kdy jako globální
proměnnou nadefinujeme zámek a poté již jen voláním funkcí pro zamknutí a odemknutí
řídíme jeho stav. Pokud se pokoušíme zamknout již zamknutý zámek, znamená to, že pro-
měnná hlídaná tímto zámkem, je používaná jiným vláknem a vlákno, které se o zamknutí
pokusilo, pozastaví svůj běh, dokud nebude mít možnost exkluzivního přístupu.
Funkce wait for php server()
V samostatném vlákně nám mezitím běží funkce wait for php server. Tato funkce od
rodičovského vlákna nepřijímá žádné parametry. Jejím úkolem je vytvořit nový soket pro
komunikaci s PHP serverem a poté z něj v blokujícím režimu číst. Blokující režim si můžeme
dovolit, protože požadavky od PHP jsou jediná činnost této funkce. Taktéž jejich zpraco-
vání je velmi jednoduché a rychlé, proto můžeme jednotlivé žádosti zpracovávat sekvenčně.
Přijde-li nějaký požadavek, uložíme si do zvláštní struktury APP ID a cestu k demo datům
(dána jako hash maximální délky 64 znaků) a spustíme funkci run demo app v novém
vlákně. Předávání parametrů je v rámci vláken trochu komplikovanější, předávají se jako
ukazatel typu void. Novému vláknu předáváme právě APP ID a cestu k datům.
Funkce run demo app()
Tato funkce je spuštěna pro každou obsluhu demo aplikace, která se požaduje a vždy běží
v samostatném vlákně. Celkový počet vláken, která náš C++ server potřebuje, je tedy zá-
vislý na množství aktuálně zpracovávaných požadavků. Na to je třeba myslet při konfiguraci
systému, kde server poběží, musí být umožněno vytvoření dostatečného množství vláken.
Před samotným zabráním některé dostupné demo aplikace zjistíme, zda jsou opravdu
dostupná data ke zpracování. Jak bylo nastíněno v kapitole 4 o návrhu, C++ server a PHP
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server běží fyzicky na stejném stroji a mají přístup do stejných adresářů. Konkrétně jde
o adresář ../www/upload/ (relativní cesta vůči binárnímu souboru serveru, stejně tak i
v dalším popisu). Toto vlákno bylo spuštěno jako funkce se dvěma parametry – APP ID a
cestou k souborům path. Data, která chceme odesílat demo aplikaci nalezneme v adresáři
../www/upload/path/. Zde najdeme především soubory in.txt, ze kterého zjistíme, jaká
data načítáme. Každý řádek je ve formátu int string, kde číslo je typ dat TDataTypes a
řetězec určuje název souboru v daném adresáři. Celý tento soubor přečteme a naplníme vy-
tvořenou strukturu TDemoData demo data in. Zároveň si nachystáme podobnou strukturu
pro výstupní data TDemoData demo data out. Pro načítání jednotlivých dat jsou volány
funkce load * a save *, obsahující za podtržítkem název dat, se kterými pracují. Jed-
notlivé funkce jsou poměrně podobné, vždy naalokují nové místo pro TData a poté tuto
strukturu naplní. V případě textů a obrázků otevírají jejich soubory a načítají jejich obsah,
jak bylo popsáno již v kapitole o návrhu. U videí a obrázků se žádná další struktura kromě
TData nevytváří a soubory nejsou načítány do paměti.
Webová aplikace po odeslání požadavku kontroluje dva soubory ve výše uvedeném ad-
resáři dat. Jde o soubory progress.txt a status msg.txt. První z nich obsahuje pro-
centuální stav zpracování, druhý pak volitelnou zprávu od C++ serveru. Více informací
o mechanismu kontroly ze strany webové aplikace si povíme v pozdějších kapitolách. Zde
si jen povíme, že oba soubory spravuje právě toto vlákno (funkce run demo app), které do
souborů zapisuje aktuální stav a činnost, která se provádí. Stav můžeme získávat i přímo od
demo aplikace (bude zmíněno později), v takovém případě C++ server hlídá, aby nikdy ne-
zapsal do souboru číslo mimo interval < 0, 99 > (vždy se zapisuje celé číslo). Hodnotu 100,
značící dokončení celého zpracování, zapíše server vždy až po vytvoření soubor out.txt,
který má shodný formát, jako in.txt a nachází se v adresáři ../www/upload/path/out/.
Máme-li všechny soubory připravené a vstupy načtené do struktury, zabereme si přístup
k požadované demo aplikaci. Najdeme si všechny demo aplikace s odpovídajícím APP ID a
první z nich, která není používaná, vybereme pro použití. Nastavíme jí flag ”není k dispo-
zici”a odešleme jí data. V případě, že žádná aplikace není dostupná, pomocí jednoduchého
volání funkce sleep čekáme a zkoušíme to cyklicky znovu. Zde je potřeba podotknout,
že toto řešení není ideální a mohlo by dojít k vyhladovění klienta. To je termín použí-
vaný u aplikací pracujících se sdílenou pamětí a označuje situaci, kdy několik aplikací žádá
o přístup ke stejným sdíleným prostředkům. Pokud není implementován vhodný systém
fronty pro čekající aplikace, může dojít k tomu, že určitá aplikace je neustále ”předbí-
hána”mladšími a nikdy se nedostane k potřebným zdrojům. V našem případě by řešení
mohlo být například v dalším vlákně, které by spravovalo frontu požadavků na dané demo
aplikace, a vždy nejdéle čekajícímu by přidělila nově uvolněnou instanci dema. Vzhledem
k charakteru nasazení výsledného systému jsem usoudil, že vyhladovění je natolik extrémní
a nepravděpodobný scénář, že není třeba jej řešit.
Naopak významnějším problémem jsou již uzavřené či jinak poškozené sokety. Napří-
klad skončí-li demo aplikace pádem, nestihne dát serveru informaci o svém ukončení a ten
tak ponechává soket stále uložený jako aktivní. Při zápisu do takového soketu pak funkce
send vyvolá signál SIGPIPE, který způsobí okamžité ukončení programu (serveru). To by
byla závažná chyba, kterou je potřeba řešit. I bez této chyby by však bylo vhodné kontro-
lovat, zda jsou sokety aktivní (například nedošlo-li k přerušení někde na trase, například
na cizím routeru) a neaktivní demo aplikace vyřazovat ze seznamu připojených. K tomuto
účelu slouží funkce socket connected vracející bool hodnotu v závislosti na stavu soketu.
Jediný způsob, jak soket otestovat, je zapsat na něj nějaká data a zjistit stav voláním
getsockopt. Odešleme tedy na soket pomocí funkce send náš kód PROTOCOL SOCKET TEST.
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Při tomto volání uvedeme jako flag hodnotu MSG NOSIGNAL, která zajistí, že neobdržíme
signál SIGPIPE. Pokud bylo odeslání úspěšné (tj. byl-li odeslán nenulový počet bytů), mu-
síme pomocí getsockopt zjistit stav soketu. Požádáme tedy prostřednictvím výše zmíněné
funkce o hodnotu SO ERROR. Pokud je rovna nule, je vše v pořádku, v opačném případě je
soket znehodnocený a musíme jej vyřadit. Aby však byl test opravdu robustní a nikdy ne-
způsobil ukončení serveru, je potřeba provést volání getsockopt i před send – v celé funkci
je tudíž voláno dvakrát. Pokud všechny testy proběhnou úspěšně, jedná se o funkční soket
a můžeme jej použít pro další komunikaci.
Po přidělení demo aplikace soubory odešleme na server a čekáme na odpověď (která ne-
musí obsahovat pouze data, viz kapitola o protokolu 5.1.1). K tomu využíváme funkcí,
které jsou již součástí knihovny, a proto o nich budeme mluvit až v následující kapi-
tole. Tady už pouze řekneme, že po obdržení odpovědi uložíme výstupní data do ad-
resáře ../www/upload/path/out/ a nastavíme hodnotu v progress.txt na 100. Pokud
data nemáme (například došlo-li k chybě při zpracování), nastavíme chybovou zprávu
ve status msg.txt. Na závěr uvolníme veškeré alokované prostředky v paměti a vlákno
ukončíme.
5.1.3 Knihovna demo app
V této kapitole si popíšeme funkce používané v rámci knihovny pro síťovou komunikaci a
předávání dat a zmíníme veřejné funkce knihovny. Začneme však zmínkou o strukturách,
které jsou v knihovně definovány.
Struktura obsahující zprávy protokolu byla již zmíněna v kapitole 5.1.1, souvisí s ní
však ještě struktura TDemoErrors. Ta obsahuje návratové hodnoty funkce demo process,
kterým naše knihovna rozumí. Při použití hodnoty, která není v této struktuře, odešleme
na server zprávu z protokolu znamenající neznámou chybu. Stejně jako v případě protokolu
platí, že lze snadno doimplementovat nové potřebné hodnoty.
Proti návrhu se dále změnila struktura TData. Ta nyní neobsahuje ukazatel na strukturu
TSound, která byla vyřazena. Důvody jsou prosté. Za prvé načítat do paměti celý audio
soubor není vhodné, protože může být relativně velký, především pak v nekomprimované
podobě, která by se dle původního návrhu do paměti ukládala. Druhý důvod je posílání
audio souborů přes internet. Pokud běží server i demo aplikace na stejném stroji, není
s rychlostí odeslání problém, neboť soket je pouze lokální. Nicméně pokud tomu tak není,
je nutné poslat poměrně velké množství dat, především ve srovnání s velikostí původního
souboru, který mohl být komprimovaný. Ještě významnější jsou tyto problémy u videa. Co
se paměťových nároků týče, z video streamu by byl uložen sice pouze první frame videa,
ale zvuk by byl uložený taktéž celý. A při odesílání nekomprimovaných video framů by
byl výsledný datový tok řádově větší, než v případě odeslání souboru binárně v původní
podobě. Výslednou strukturu TData zobrazuje zdrojový kód 5.2. U audio a video souborů
uchováváme pouze jejich název, díky němuž jsme schopni odvodit cestu k souboru, jak bude
zmíněno za chvíli.
Zbývá poslední struktura a sice TDemoData, která také prošla drobnou změnou. V prvé
řadě je potřeba uchovávat unikátní řetězec, který identifikuje konkrétní spuštění demo apli-
kace a zároveň slouží jako název adresáře, ve kterém se data nacházejí. Strukturu v upravené
podobě ukazuje kód 5.2. Nyní již k popisu knihovny z hlediska její funkčnosti.
Základem celé knihovny je funkce run as demo app, která se stará o veškerou komuni-
kaci s C++ serverem, příjem a odeslání dat a volání uživatelem psané funkce demo process.
Jako parametry tato funkce očekává hostname a port pro připojení a dále pak APP ID,
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/**
* Struktura pro jeden konkretní vstup (audio, video, obrázek, string)
*/
typedef struct {
char name[64]; // jméno pro identifikaci
uint32_t type; // audio, video, obrázek, nebo string
char *str; // null nebo string
IplImage *image; // null nebo ukazatel na obrázek
} TData;
/**
* Struktura reprezentující kompletní vstup pro demoaplikaci; tato
* struktura bude přenášena z C++ serveru k demo aplikaci
*/
typedef struct {
uint32_t count; // počet demodat (obrázků, audio, video a textů)
char path[64]; // unikátní hash pro konkrétní data, určuje zároveň
// složku (path)
TData **data; // pole jednotlivých dat
} TDemoData;
Zdrojový kód 5.2: Finální podoba struktur TData a TDemoData
unikátní číslo demo aplikace, které je jí přiděleno po registraci na webovém rozhraní. Její
obsah je podobný funkci serveru, která zajišťuje komunikaci s demem. Základem je navázání
spojení podle předaných parametrů. Na získaný soket pak odešleme APP ID a nachystáme
si struktury pro vstupní a výstupní demo data. Nyní demo aplikace přejde do režimu, ve kte-
rém pouze čeká na požadavky serveru. Z návrhu celého systému vyplývá, že demo aplikace
samotné nejsou konkurentní a vždy vyřizují pouze jeden požadavek v dané chvíli. Proto si
můžeme dovolit nekonečnou smyčku, na jejímž začátku vždy čekáme na příkaz od serveru
(což je číslo ze struktury TProtocol) – pomocí recv čteme na soketu serveru čtyři byty.
V této fázi rozumí klient třem příkazům. Nejjednodušší z nich je PROTOCOL SOCKET TEST,
který u klienta nevyvolá vůbec nic. Jedná se již zmíněný test soketu. Protože funkčnost so-
ketu lze otestovat čistě zápisem a čtení není třeba, demo aplikace neodesílá žádnou odpověď
a začíná další běh nekonečného cyklu.
Užitečnější příkaz je PROTOCOL PATH. Po jeho obdržení si uložíme unikátní identifikátor
spuštění a vytvoříme stejnojmennou složku v adresáři tmp client/. Adresář tmp client
tedy musí být vždy ve stejném adresáři, jako je běžící demo aplikace a ta do něj musí mít
právo zápisu. Poté již opět začínáme nový běh cyklu. Tuto zprávu odesílá server vždy před
samotným odesláním demo dat. Nabízí se tento příkaz vynechat a implementovat jej v rámci
zasílání dat, protože odeslán musí být serverem vždy. Důvod, proč je implementován zvlášť
je především ten, že přibyl až v pozdější fázi. Nicméně je zde i druhý důvod – při odesílání
dat zpět na server je jeho zaslání zbytečné, neboť server jej samozřejmě po celou dobu zná
a uchovává.
Nejpodstatnější však je zpráva PROTOCOL DATA, která nám indikuje zasílaná data od
serveru. Nyní je chvíle na popsání základních funkcí knihovny, tedy funkcí pro odesílání a
příjem dat. Jedná se o funkce recv data a send data. Obě dvě funkce jsou programátorům
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demo aplikací nepřístupné a nikdy by je volat neměli. Jak vypadá komunikace následující
po příkazu PROTOCOL DATA jsme již nastínili v kapitole o protokolu 5.1.1, teď se na celou
věc podíváme z technického hlediska. Protože obě funkce jsou téměř totožné, budeme je
popisovat na příkladu funkce recv data. Případné odlišnosti obou funkcí jsou víceméně
kosmetické a není důležité je zde podrobně rozepisovat. Jedná se pouze o rozdíly při zís-
kávání hodnot typu velikost dat (například u videa před odesláním velikost souboru, při
příjmu toto číslo obdržíme) apod. Pro lepší pochopení doporučuji prostudovat obrázek 5.3.
Druhé číslo, které dle protokolu obdržíme, je počet demo dat. To můžeme využít k vy-
tvoření jednoduchého for cyklu, který vždy načte čtyři následující byty identifikující typ dat
a zavolá patřičnou funkci pro příjem tohoto typu. Příjem obrázků a textových řetězců byl
dobře popsán v rámci protokolu. Vždy si nejprve naalokujeme patřičný prostor pro očeká-
vaná data a následně je přijmeme a uložíme. Na závěr každé z funkcí pro příjem jsou volání
funkcí, které zajistí vložení právě přijatých dat do struktur demo data in (vytvořená sta-
ticky demo aplikací před započetím příjmu). Tyto pomocné funkce očekávají jako parametr
strukturu, do které mají ukládat, název ukládaného souboru (obrázku, řetězce, audio či vi-
deo souboru) a v případě řetězců či obrázků ukazatel na string nebo IplImage. Prototypy
funkcí jsou nadefinovány v hlavičkovém souboru knihovny a může je tak používat i progra-
mátor demo aplikací. Trochu odlišné je přijímání a odesílání audio a video souborů. Z výše
uvedených důvodů se tyto soubory odesílají ve své binární podobě. Tyto soubory jsou na
serveru vždy uloženy v adresáři ../www/upload/path/ (respektive ještě v podsložce out/
u výstupních dat) a u klienta (demo aplikace) pak v adresáři tmp client/path/ (cesty jsou
relativní vůči spustitelným souborům). Příjem souborů tedy není nic jiného, než vytvoření
nového souboru v patřičném adresáři, odeslání pak jeho přečtení a zapsání binárního toku
na soket.
V souvislosti s odesíláním dat je třeba zmínit jednu nepříjemnou vlastnost C/C++
funkcí send a recv. Obě tyto funkce přijímají parametr určující počet bytů, které chceme
odeslat (přijmout) a vracejí počet bytů, které byly skutečně zpracovány. Bohužel se tato čísla
mohou navzájem lišit a počet odeslaných (přijatých) bytů nemusí vždy odpovídat našemu
požadavku. V případě funkce pro odeslání to může být způsobeno například fragmentací
dat. Pokud chceme odeslat příliš velké množství naráz, nemusí se to jednoduše podařit. Další
možný důvod je omezení v používaném systému. Maximální hodnota, která se vždy podaří
odeslat není nijak garantována, je tedy vhodné vždy kontrolovat skutečně odeslané množství
dat. Ve skutečnosti se však můžeme spolehnout, že například odeslání čtyřbytového čísla
proběhne prakticky vždy (samozřejmě i zde musíme kontrolovat možné chyby, tj. vrácení
-1). U přijímaných dat je situace obdobná – nemůžeme přijmout více dat, než prozatím
na daný soket došlo. Protože TCP garantuje pořadí i doručení dat, může například při
ztrátě jednoho paketu dojít ke zpoždění všech ostatních. Při zavolání funkce recv tak
nejsou všechna data připravena a funkce vrátí nižší počet přečtených bytů, než jsme chtěli.
Řešení je poměrně prosté, v naší aplikaci jsme si vytvořili funkce send long a recv long,
které očekávají shodné parametry, jako standardní funkce pro manipulaci daty na soketech.
Uvnitř těchto funkcí pak opakovaně voláme funkci send, respektive recv, dokud součet
všech zpracovaných dat není skutečně shodný s tím, co jsme požadovali. Inspiraci pro tyto
funkce lze nalézt na [14]. Funkce využíváme pro příjem textových řetězců, pole pixelů
obrázku a pro celé binární soubory audia i videa.
Máme-li všechna data v demo aplikaci připravena, zavoláme funkci demo process, která
je plně v režii autora dema. Uvnitř této funkce probíhá samotné zpracování demo dat, na
jehož konci je naplnění struktury předané jako druhý parametr, tedy TDemoData *data out.
K tomu lze využít již zmíněných funkcí add *, jejich prototypy lze najít v hlavičkovém
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souboru. Ještě zmíníme funkci update progress. Proti původnímu návrhu očekává jako
vstupní parametr číslo typu uint16 t. Pro použití je plně dostačující celočíselná hodnota
a není třeba zasílat hodnotu typu double. Tato funkce předané číslo odešle na server, který
jej dále zpracuje. Za povšimnutí stojí, že jde o jedinou funkci, která sice odesílá data,
ale nemá jako vstupní parametr soket. To je dané tím, že funkce je používaná pouze ke
komunikaci směrem od demo aplikace na server, nikdy ne opačně. Knihovna pak obsahuje
proměnnou globální server socket, do které uloží po vytvoření spojení soket na server.
A právě tuto globální proměnnou můžeme použít při odesílání dat. U ostatních funkcí, které
komunikují po síti, toto možné není, neboť je využívá i C++ server. Ten má otevřených
několik soketů (podle počtu připojených demo aplikací) a proto je potřeba jako parametr
předat i identifikátor soketu, se kterým pracujeme.
Po dokončení zpracování odešleme data nazpět. Před započetím nového běhu nekoneč-
ného cyklu je potřeba ještě několik věcí. První důležitá věc je vymazání všech přijatých
audio a video souborů. Ty již nejsou potřeba a je zbytečné, aby zabíraly prostor. Proto
projdeme vstupní a výstupní data a pro všechna videa a audio soubory provedeme smazání
patřičných souborů v dočasném adresáři. Na závěr smažeme i samotný adresář běhu apli-
kace. Zůstane tedy pouze prázdný tmp client/. Za druhé je nezbytně nutné vyprázdnit
struktury demo data in a demo data out – kvůli jejich statickému nadefinování předem.
Pokud bychom to neudělali, při opakovaném spuštění dema z webového rozhraní by do-
cházelo k vracení výsledků všech předchozích spuštění. Tímto končí jedno ”spuštění”demo
aplikace z webového serveru a demo je opět připraveno ke komunikaci. Kromě několika málo
výjimek jsou zmíněné funkce používané i samotným C++ serverem. S popisem knihovny
jsme hotovi a můžeme přistoupit k popisu samotných připravených demo programů.
5.1.4 Vzorové demo aplikace
Pro demonstraci funkčnosti jsou připravené čtyři základní demo aplikace. Každá pracuje
s jedním typem dat na vstupu, na výstupu jedné z nich je však dat více. Obecně lze
samozřejmě zcela libovolně kombinovat jak vstupy, tak výstupy, záleží pouze na autorovi
demo aplikací. Kromě demonstrace funkčnosti celého systému mohou být aplikace použity
i k rychlejšímu pochopení, jak vytvořit vlastní demo. Všechny demo aplikace mají jednotný
formát spouštění, očekávají tři parametry. Hostname (-h) pro připojování, použitý port (-p)
a poté APP ID aplikace(-a, toto číslo je vypsáno v administraci webového rozhraní u každé
aplikace uživatele).
První předchystaný program pracuje s řetězci. Na vstupu jich očekává libovolné množ-
ství, stejné množství jich pak vrací. Jediné, co s řetězcem provede, je jeho převedení na
velká písmena. Pokud jsou na vstupu jiná data, aplikace je ignoruje.
Druhou vzorovou aplikací je demo pracující s obrázky. Stejně jako v předchozím případě
přijme libovolné množství obrázků, každý z nich převede na stupně šedi a všechny pak odešle
nazpět. V této aplikaci je také záměrně přidáno umělé zpomalení celého zpracování pomocí
příkazů sleep. V mezičase pak aplikace volá funkci update progress a při zpracování
většího množství obrázků (obvykle alespoň tři, jinak prakticky nelze postřehnout, co se
děje) je ve webovém rozhraní dobře vidět postupné zvyšování procentuálního ukazatele
průběhu dema.
Poslední dvě aplikace jsou velmi podobné, pracují každá s jedním z typů dat DATA VIDEO
a DATA AUDIO. Každý obdržený soubor pomocí knihovny ffmpeg prozkoumáme a na výstup
vracíme jednoduchý výpis metadat a délku videa či audia – výstupem je textový řetězec a
je tak ukázána možnost vracet jiný typ dat, než byl přijat. Kromě toho aplikace pro práci
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s audio soubory vrátí ještě původní zvuk v nezměněné podobě. To slouží k demonstraci,
jak předávat tento typ dat a také jako ukázka, že to skutečně funguje.
5.2 Webový server
Pro tvorbu webových stránek dnes existuje velké množství frameworků, které celý proces
tvorby značně urychlují. Jedná se jak o frameworky pro programování na straně klienta (Ja-
vaScript), tak na straně serverové (v našem případě tedy PHP). V této kapitole začneme
stručným popisem výběru vhodných frameworků pro naše účely, jejich stručným charakte-
rizováním a následně popíšeme implementaci konečného webového rozhraní.
5.2.1 JavaScript a framework jQuery
JavaScript je objektově orientovaný skriptovací jazyk používaný především na webových
stránkách. Přestože by se to dle názvu mohlo zdát, nemá nic společného s Javou, proto je
také vhodnější používat název ECMAScript. Java v názvu je pouze marketingový tah.
Za jazykem stojí společnost Netscape, která jej implementovala do svého prohlížeče.
V roce 1997 byl jazyk standardizován asociací ECMA, o rok později pak ISO. Právě odtud
pochází název ECMAScript. Na jeho základě pak byly odvozeny další skriptovací jazyky,
například ActionScript. Více viz [11].
Jazyk běží na klientovi a je tak přímo závislý na použitém browseru. Právě kvůli rozdíl-
nosti interpretace určitých konstrukcí jednotlivými prohlížeči se dlouhou dobu příliš nepou-
žíval. Mezi nejčastější využití patřil rolovací text, hodiny a jiné podobné a nepříliš užitečné
drobnosti. S nástupem JavaScriptových frameworků a Web2.0 se však začal prosazovat a
využívat pro komplexnější aplikace. V kombinaci s AJAXem pak umožnil například snížit
objem přenášených dat jen na nezbytné minimum tím, že se obsah asynchronně stahuje
až ve chvíli, kdy je skutečně využit. Více o problematice JavaScriptu naleznete například
v [15].
Z důvodu sjednocení chování browserů při použití JavaScriptu a ulehčení práce bude
použit framework i v této diplomové práci. Konkrétně jde o framework jQuery [37], výběr
mezi ostatními kandidáty (MooTools, Prototype a jiné) je však spíše subjektivní než ob-
jektivní volbou. Dalším argumentem hovořícím pro jQuery je jeho rozšíření – v dnešní době
jde o nejpoužívanější framework pro práci s JavaScriptem.
jQuery bylo ve své první verzi vydáno v roce 2006 Johnem Resigem [34]. Jde o svo-
bodně šiřitelný software pod duální licencí MIT a GPL. Základní myšlenkou a cílem tohoto
frameworku je oddělit samotné chování od HTML, kdy místo definování události přímo
v HTML jQuery nejprve nalezne patřičný element v DOMu a teprve poté mu přiřadí ma-
nipulátor události (tzv. ”nabindovat”událost).
Vybírání elementu v DOMu je velmi podobné výběru prvků přes CSS, má však ještě
bohatší možnosti. Tento výběr je postaven na cross-browser selektorovém enginu Sizzle
(viz [34]). Dále je pak elementům možné přiřadit různé reakce na události, či jinak s nimi
pracovat, podrobnosti naleznete v dokumentaci [38].
5.2.2 Framework Nette
Hlavním důvodem pro nasazení frameworku v PHP je především ulehčení práce a možnost
zbavit se psaní rutinních a stále se opakujících kusů kódu. Programátor získá v ideálním
případě kvalitní, jednoduché a stručné API, které umožní programovat výrazně rychleji a
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přehledněji. Další výhodou pak je minimalizace různých bezpečnostních chyb. V případě
webových rozhraní a serverů se jedná především o kontrolu vstupních dat z formulářů –
nezpracovaná data mohou při ukládání například do databáze způsobit vymazání jejího
obsahu a podobně. O nejčastějších bezpečnostních problémech lze nalézt více informací
na [30].
Při výběru vhodného frameworku jsem se zaměřil především na jednoduchost použití
a pokud možno light-weight řešení. V úvahu přicházeli hlavně dva dnes nejrozšířenější fra-
meworky – Zend a Nette. Každý z nich používá lehce odlišný přístup k návrhu, zatímco
v Zendu je propagována architektura MVC, neboli Model-View-Controller, Nette je posta-
veno na architektuře MVP (Model-View-Presenter). Ve své podstatě jde o snahu oddělit
aplikační logiku od prezentační logiky. Pro tuto diplomovou práci jsem nakonec zvolil fra-
mework Nette a to především z důvodu jeho jednoduchosti. Zend je velmi robustní a podle
mnohých dnes již zastarávající framework. Naproti tomu Nette je relativně minimalistické,
přesto velmi silné. Výhodou je kvalitní dokumentace a stále rostoucí základna uživatelů.
V dalším textu se tedy zmíníme pouze o architektuře MVP, pro zájemce o bližší popis MVC
odkážeme na sérii článků na webu zdrojak.cz [4].
První verze Nette byla uvolněna v roce 2008 a jejím původním autorem je David Grudl.
V době psaní této práce je aktuální verze 2.0.10 (k datu 12.5.2013), na vývoji se podílí velké
množství vývojářů. Použití je možné v souladu s licenci New BSD, případně GPL. Hlavní
přednosti a nástroje lze shrnout do následujících několika bodů:
Laděnka: Velmi praktický nástroj pro ladění chyb ve vývojovém režimu. V produkčním
módu jsou automaticky vypisována uživatelsky srozumitelná chybová hlášení a pod-
robné informace jsou logovány.
Routování: Překlad adres do uživatelsky přívětivé podoby. Na rozdíl od většiny fra-
meworků umožňuje Nette řešit přepis adres v libovolné fázi vývoje aplikace, třeba
i na samém závěru po dokončení všeho ostatního. Následné zapnutí routování pak
neovlivní funkčnost celé aplikace.
Autoloading tříd: Automatické načítání použitých knihoven a tříd ze zdrojových sou-
borů. Programátorovi zcela odpadá nutnost ručního includování jednotlivých souborů,
což snižuje možnost chyb na minimum.
Webové formuláře: Silné a zároveň prosté API pro tvorbu a následné zpracování formu-
lářů. Zcela automaticky se stará o validaci dat (jak na straně serveru, tak na straně
klienta) a především o ošetření vstupů před jejich dalším použitím (escapování pro-
měnných a speciálních znaků, prevence proti útokům) – to se děje kontextově, jinak
se vstup ošetřuje při ukládání do databáze a jinak při pouhém vypsání v HTML.
Jak již bylo řečeno, hlavním přínosem MVP přístupu k programování je oddělení apli-
kační a prezentační logiky. V praxi to znamená výrazné zjednodušení budoucích úprav
kódu i celkově větší přehlednost výsledné aplikace. Například změna typu úložiště se pro-
jeví pouze v modelové vrstvě, změna grafického vzhledu pouze v pohledové, apod. MVP je
tvořena třemi základními bloky, nejinak je tomu v Nette [27]:
Model: Datová a funkční vrstva aplikace, která se stará o ukládání dat a aplikační logiku.
Jakoukoliv událost uživatele (přihlášení, zobrazení či změna dat, vložení zboží do
košíku) představuje akci modelu. Ten má pevně dané rozhraní, pomocí kterého s ním
ostatní části aplikace komunikují, a sám o svém okolí nic neví.
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View, nebo také ”pohled”: Stará se o samotné vykreslení výsledku požadavku uživa-
tele. V Nette tuto část představují šablony.
Presenter: Obě předchozí vrstvy spojuje dohromady. Nejprve na základě požadavku od
uživatele vyvolá příslušnou aplikační logiku (např. zmíněné přidání zboží do košíku či
zobrazení dat) a pak požádá view o vykreslení výsledku.
Celá architektura je znázorněna na obrázku 5.4. V následujících kapitolách jednotlivé
vrstvy rozebereme již v rámci konkrétního popisu naší aplikace.
5.2.3 Databáze a modely
Modelová vrstva naší aplikace obsahuje pět tříd, z nichž dvě (Repository, Authenticator)
jsou s drobnými úpravami převzaty z ukázkové aplikace Nette. Jak už víme z návrhu,
úložištěm našich dat bude databáze.
Výchozí třídou je Repository, která abstrahuje základní operace nad databázovými ta-
bulkami. Co se databáze týče, volba padla na použití MySQL. Důvodem je hlavně rozšíře-
nost v prostředí webu (tudíž široká podpora na webových hostincích) a možnost bezplat-
ného užití. V třídě Repository vytváříme a udržujeme spojení s databází a definujeme dvě
operace nad ní – zisk všech dat z dané tabulky a poté filtrování dle zadaných klíčů. Co se
samotné databáze týče, vzhledem k návrhu došlo k drobným změnám v jednotlivých tabul-
kách, výsledné schéma databáze lze vidět na diagramu 5.5. Za zmínku stojí použití tabulek
typu InnoDB, které nám umožní využít v Nette poskytovanou knihovnu NotORM [43]. S její
pomocí pak lze velice intuitivně v rámci presenterů (respektive i šablon) řetězit dotazy a
především plně používat cizí klíče v tabulkách a vztahy mezi tabulkami [28].
Od třídy Repository jsou dále odvozeny třídy AppsRepository, UserRepository a
LastRanAppsRepository. Repository je napsána tak, že automaticky z názvu odvozené
třídy pozná název tabulky, se kterou pracujeme. Jednotlivé odvozené třídy pak definují
operace potřebné ve výsledné aplikaci, tedy ukládání a získávání dat podle požadovaných
parametrů. Bližší popis není potřeba, zájemce o podrobnosti může prozkoumat samotné
zdrojové kódy.
Obrázek 5.4: Architektura MVP (Model-View-Presenter)
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apps
id
author_id
approved
input_image
input_audio
input_video
input_string
name
description
email
created
user
id
admin_flag
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email
password
lastRanApps
id
demo_app_id
hash
ran
Obrázek 5.5: Schéma finální podoby databáze aplikace
Poslední třídou modelové vrstvy je Authenticator, který vychází z demonstrační apli-
kace uvedené na webu Nette. Tato třída pracuje s tabulkou uživatelů a jejím úkolem je
zajištění přihlašování a registrace uživatelů. Mimo jiné také nastavuje role jednotlivých
uživatelů po přihlášení. V této práci pracujeme se třemi základními rolemi – guest (ne-
přihlášený uživatel), member (běžný uživatel po přihlášení) a admin (přihlášený uživatel
s administračními právy). Guest může libovolně užívat vystavené demo aplikace, member
má možnost jejich přidání a admin kromě toho zajišťuje i jejich správu.
5.2.4 Presentery
Tříd prezentační vrstvy je již o něco více, než u vrstvy modelové, konkrétně devět. Z nich
některé opět vychází z ukázkové aplikace v Nette a to SignPresenter (mírně upravovaný,
stará se o přihlašování) a ErrorPresenter (mající na starosti chybové stránky). Úlohy
jednotlivých presenterů si stručně popíšeme v této kapitole. Před tím si však musíme říci
pár slov o takzvaném životním cyklu presenteru.
Na diagramu 5.6 je vidět jaké metody se kdy v rámci běhu aplikace spouštějí, vysvětlení
si probereme na příkladu následující url:
http://www.stud.fit.vutbr.cz/~xseryr00/dp/www/administrate/apps?val=1&
appId=38&do=setApprovedFlag
Zdrojový kód 5.3: Příklad URL, na které si popíšeme životní cyklus presenteru
Z té můžeme vyčíst, že pracujeme s presenterem administrate a požadujeme akci apps,
další parametry vysvětlíme později. V každém presenteru dojde na začátku k volání metody
startup, ve které dochází k inicializaci proměnných, které jsou dále využívány. Následuje
zpracování akcí, dále je tudíž zavolána metoda actionApps (pokud existuje, v opačném
případě se postupuje na další krok dle diagramu). Akce slouží především pro získávání
dat z modelu, obvykle chystáme proměnné pro požadovaný pohled (není nutné chystat vše
v rámci startup, pokud by to bylo zbytečné). V rámci akce také můžeme přesměrovávat,
například není-li k danému pohledu uživatel oprávněn, nebo můžeme změnit pohled (na-
příklad pro zobrazení chybové hlášky). Následuje zpracování předaného signálu, který v url
41
vyjadřuje parametr do. Spustí se metoda handleSetApprovedFlag, jako parametry obdrží
hodnoty val a appId. V rámci zpracování signálu může též dojít k přesměrování, pokud ne-
dojde, následuje volání metody beforeRender a poté renderApps. V metodě render<View>
dochází k naplnění proměnných předávaných do šablony. Obecně lze přesměrovávat či mě-
nit pohled prakticky v libovolné chvíli, ne v každé metodě to má logicky význam. Nyní již
k popisu jednotlivých presenterů.
Základem všech presenterů je třída BasePresenter, od které jsou všechny ostatní odvo-
zeny (obvykle, není to však teoreticky nutné). V této třídě načítáme proměnné a provádíme
akce, které jsou společné pro všechny (nebo alespoň velkou část) stránky webu. Typicky
zde probíhá vytvoření menu apod. Zde například vytváříme persistentní proměnné, díky
kterým si webová aplikace pamatuje řazení, a také zde inicializujeme dvě externí knihovny,
které využíváme – replikátor formulářových prvků [33], který umožňuje dynamickou tvorbu
formulářů, a třídu pro generování náhledů, která vychází z poznatků načerpaných na [18].
Druhou zmíněnou třídu registrujeme jako tzv. layout helper, což usnadňuje její použití
v šablonách.
Další třída prezentační vrstvy je AdministratePresenter. Slouží k administraci uži-
vatelů a aplikací. Administrátor má možnost nastavovat ostatním uživatelům administrá-
torské oprávnění a dále schvalovat aplikace. Také má možnost, prostřednictvím signálů,
uživatele či aplikaci kompletně vymazat. Protože se jedná o presenter čistě pro administrá-
tory, je v metodě startup kontrolováno, zda má uživatel příslušná práva a pokud ne, dojde
rovnou k přesměrování na přihlašovací stránku.
Následuje AppsPresenter, který se stará o stránky spojené s aplikacemi – jedná se o vý-
Obrázek 5.6: Životní cyklus presenteru
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pisy demo aplikací, jejich detaily a spouštění. Tento presenter je dále používán k zobrazení
vlastních aplikací uživatele a pro přidávání a editaci nových dem. Nejdůležitější akcí to-
hoto presenteru je přirozeně spouštění demo aplikací, což je jádrem celé práce. Protože
počet vstupních dat jednotlivých demo aplikací nemusí být fixní, je zde při vytváření for-
muláře využito již zmíněné třídy pro replikaci formulářových prvků. Po odeslání formuláře
dochází k vygenerování unikátního hashe (cesty) a vytvoření stejnojmenného podadresáře
v adresáři /www/upload/. Tam jsou všechny nahrané soubory uloženy a je vytvořen soubor
in.txt, o kterém byla řeč již v kapitole o C++ serveru 5.1.2. Po validaci celého formuláře,
když víme, že vše je vyplněno v pořádku, dochází ke komunikaci s C++ serverem, kterému
pošleme zprávu o požadavku na spuštění aplikace. K tomuto účelu využíváme navázání
TCP/IP spojení se serverem pomocí funkce fsockopen. Po úspěšném spojení se serverem
odešleme APP ID (které bylo odesláno přes formulář) a vygenerovaný hash (což je cesta
k datům) a spojení uzavřeme. Poté dochází k přesměrování stránky na adresu s výsled-
kem zpracování, kde AJAXově kontrolujeme soubory progress.txt a status msg.txt.
Kontrola souborů probíhá v intervalu 2 sekund a jejich obsah průběžně vypisujeme na
stránce. Po skončení běhu aplikace (ať již úspěšném, či neúspěšném) obnovíme stránku
a vypíšeme výsledek. Zobrazení výsledku konkrétního spuštění dema má na starosti pre-
senter LastRanAppsPresenter, který zároveň zajišťuje výpis posledních spuštěných demo
aplikací.
Další presentery, které ještě nebyly zmíněny, jsou již poměrně jednoduché, a proto jen
ve stručnosti zmíníme jejich funkci. HomepagePresenter vykresluje jedinou stránku a tou je
domovská stránka webového rozhraní. Taktéž RegisterPresenter spravuje jedinou stránku
a tou je registrační formulář. Poslední ke zmínění je UserPresenter, který umožňuje výpis
uživatelů obsahující jejich aplikace a také detaily jednotlivých uživatelů.
5.2.5 Šablony
Umístění šablon do adresářů vychází ze zvyklostí Nette. V /app/templates/ se nachází
několik adresářů, pojmenovaných dle názvů presenterů, a zde již nalezneme šablony pro
jednotlivé pohledy. Z hlediska šablon nás zajímá především použitý šablonovací jazyk a
tím je Latte. Ten je distribuován společně s Nette a umožňuje intuitivní zápis. Úkolem
šablonovacího jazyka je především zpřehlednění zdrojového kódu. Odpadá veškerá nutnost
používat PHP značek a podstatnou výhodou je i to, že již nemusíme myslet na escapování
proměnných před jejich výpisem. Latte (podobně jako celé Nette) kontextově nahrazuje
rizikové znaky tam, kde je to potřeba. Latte přitom ve své syntaxi z PHP vychází, a proto
se není třeba příliš mnoho nového učit.
Latte umožňuje definovat bloky kódu a ty pojmenovávat. Díky tomu se snižuje nad-
bytečnost kódu a ten se stává výrazně kratší a přehlednější. Mezi bloky používané v naší
aplikaci patří především blok content, který definuje obsah samotné stránky a je použit
v layoutu, dále můžeme zmínit blok title. Základem Latte jsou makra, která se píší do
složených závorek. Kompletní přehled lze nalézt v dokumentaci [29]. V rámci maker pak
můžeme využít různých helperů, například pro manipulaci s řetězci (modifikace velikosti
písmen, oříznutí na maximální počet znaků, atp.). Především však můžeme psát helpery
vlastní, příkladem je zmíněný generátor náhledových obrázků. Při výpisu výsledků apli-
kace, která pracuje s obrázky (ať už na vstupu nebo výstupu) je vhodné na stránce nejprve
vykreslit náhled. K tomu využíváme vlastního helperu, který automaticky generuje náhledy
obrázků a zároveň je ukládá do zvláštního adresáře. Díky tomu se negenerují pořád dokola,
ale pokud již existují, použijí se ty vytvořené.
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Všechna párová makra lze převést na takzvaná n:makra, která umožňují ještě kratší
zápis. N:makra ale využíváme především pro snadné psaní odkazů v rámci aplikace. Na od-
kazy využíváme makra n:href, které nahrazuje atribut href odkazů. Pokud chceme například
zobrazit detail jedné z aplikací, může odkaz vypadat následovně:
<a n:href="Apps:detail $app->id">{$app->name}</a>
Zdrojový kód 5.4: Ukázka odkazu na výsledek demo aplikace
V obsahu n:href uvádíme, že chceme vytvořit odkaz na AppsPresenter, po kterém poža-
dujeme akci detail a jako parametr uvádíme id aplikace, kterou chceme zobrazit (tento
parametr pak v presenteru dostává funkce actionDetail). Podobně užitečné je n:class, ne-
boli podmíněné přidání CSS třída. Kompletní seznam n:maker opět uvádí dokumentace [29].
Poslední důležitou věcí, kterou nesmíme opomenout, jsou snippety. Jedná se o stejno-
jmenné párové makro, které definuje úsek kódu. Tyto kousky lze pojmenovávat a slouží
k snadnému nasazení AJAXu do aplikace. Pokud pak jako reakci na nějakou akci uživatele
(například změna řazení) vyvoláme AJAXový požadavek, v presenteru můžeme patřičný
snippet takzvaně invalidovat. Nette pak automaticky jako odpověď na původní požadavek
vrátí přímo kus kódu, který je potřeba vyměnit. Vše se děje naprosto automaticky a to
včetně výměny onoho kódu v DOM dané stránky. Bližší informace viz dokumentace [26].
5.3 Testování
V průběhu celého vývoje jednotlivých součástí byla průběžně testována funkčnost a to na
školním serveru Merlin. Na tomto serveru také celý projekt běží a je zde plně funkční.
Návod na instalaci lze nalézt na přiloženém CD v souboru README. Kvůli použití něk-
terých funkcí (především v rámci síťové komunikace) není aplikace zcela multiplatformní.
Po drobných úpravách by však bylo možné její zprovoznění na libovolné platformě. Poté je
však potřeba pamatovat na jisté omezení, kdy při zasílání dat neprovádíme serializaci, ale
struktury zasíláme ”tak, jak jsou”, tudíž není řešeno ani jiné pořadí bytů u více bytových
datových typů na různých platformách ani potenciálně rozdílná velikost jednotlivých typů.
Po konzultaci s vedoucím práce toto nebylo záměrně řešeno.
Pro celkové otestování funkčnosti aplikace a správné komunikace jednotlivých součástí
dobře posloužily předchystané demo aplikace. Pomocí nich bylo otestováno zpracování všech
druhů dat, které je možné nahrávat, také byly otestovány všechny funkce poskytované
v knihovně uživateli. Vyzkoušeny byly i různé kombinace návratových dat.
Webové rozhraní je, jakožto webová stránka, na platformě zcela nezávislé a záleží tak
jen na použitém webovém prohlížeči. Pro správné zobrazení výsledků zpracování video a
audio souborů je potřeba pluginu VLC, bez něj se zobrazí pouze odkaz na výsledný soubor.
Webová aplikace je tvořena v duchu progressive enhancement, bylo využito nových CSS3
vlastností, a proto ve starších prohlížečích může webová aplikace vypadat mírně rozdílně.
Například nemusejí být zakulacené rohy boxů, nebo na pozadí místo přechodů může být
jednolitá barva, atp. Funkčnost je však zachována vždy.
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Kapitola 6
Závěr
V rámci této práce jsme prozkoumali možnosti zpřístupnění aplikací prostřednictvím webo-
vého rozhraní. Prvním krokem bylo stanovení požadavků a ujasnění cílů samotné aplikace.
Za prvé jde o již zmíněné zpřístupnění aplikací běžným uživatelům a návštěvníkům webu,
za druhé pak o vytvoření jednoduché knihovny, která umožní vývojářům snadno upravit
již existující programy a umožnit tak jejich spouštění přes webové rozhraní.
Dalším krokem práce byl návrh systému, který by umožňoval uživatelům na vlastních
datech zkoušet jednotlivé algoritmy a multimediální aplikace tak, jak bylo v požadavcích
uvedeno. Celý systém sestává z několika částí, které bylo nutné vzájemně propojit a zajistit
jejich komunikaci. Přitom každá část je vytvořena v jiném programovacím jazyku.
Po návrhu aplikace byla provedena implementace navrženého systému. V jejím průběhu
došlo k několika změnám, když vyplynuly určité nedostatky v návrhu. Celkově byl však
návrh téměř bez výjimky dodržen. V průběhu vývoje byl celý systém průběžně testován,
k závěrečnému otestování posloužily i ukázkové demo aplikace.
Práce pro mne byla přínosná především v získání zkušeností s tvorbou komplexní apli-
kace komunikující po síti a zasílající větší objemy dat. Především při návrhu a programování
C++ serveru jsem musel řešit několik náročnějších úkolů. Jmenovitě například efektivní
návrh serveru, aby byl schopen komunikovat s mnoha klienty zároveň. Důležité bylo pro-
myšlení, jak umožnit běh více shodných aplikací současně, aby bylo možno rozdělit zátěž
při souběžných požadavcích. S tím souvisel problém detekce neaktivních soketů. Při tvorbě
webového rozhraní bylo výzvou především vytvoření jednoduché a přehledné aplikace a
vhodná prezentace vstupních i výstupních dat.
Z hlediska dalšího rozvoje práce vidím prostor především v odolnosti vůči chybám a
chytřejším řízení při více požadavcích na tutéž aplikaci, která však běží ve více instancích.
Zatím prakticky nevyužitý je e-mail, který vyplňuje autor demo aplikace. V budoucnu by
bylo možné na tento e-mail zasílat automatické hlášení, například o pádech aplikace. Nyní
záleží na uživateli, který pád zjistí, zda dobrovolně informuje autora o problémech. Dále
se, především z časových důvodů, nepodařilo implementovat některé věci, které jsem zmínil
v začátcích práce. Jde o méně důležité prvky, které však mohou přispět k širšímu využití
aplikace, například implementace sociálních sítí. Celkově však podle mne práce splňuje
požadavky na ni kladené a je možno ji využívat.
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Příloha A
Obsah CD
Na vloženém CD jsou přiloženy následující adresáře a soubory:
• adresář app – adresář obsahující veškeré soubory aplikace, včetně souboru README,
který obsahuje stručný návod na instalaci aplikace a její spuštění
• adresář thesis – obsahující zdrojové soubory potřebné pro překlad technické zprávy
psané v LATEXu
• soubor master thesis.pdf – technická zpráva ve formátu PDF
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