Abstract. An algorithm is suggested that finds the constrained minimum of the maximum of finitely many ratios. The method involves a sequence of linear (convex) subproblems if the ratios are linear (convex-concave). Convergence results as well as rate of convergence results are derived. Special consideration is given to the case of (a) compact feasible regions and (b) linear ratios.
Introduction
The purpose of this p a p e r is to describe an algorithm which solves the generalized fractional program
We assume that S is a n o n e m p t y subset of R", the functions f a n d gi are c o n t i n u o u s on S, a n d the functions gi are positive on S.
The case p = 1 corresponds to t r a n d i t i o n a l fractional p r o g r a m m i n g a n d has been actively investigated in the last two decades; see Ref. 1. Generalized fractional p r o g r a m m i n g ( p > 1) has b e e n studied more recently; see, for example, Refs. 2-4. Fractional p r o g r a m m i n g and its generalization were reviewed in two recent articles: in Ref. 5 , basic theoretical results were surveyed; in Ref. 6 , applications and algorithms were discussed. For a bibliography of fractional programming, see Ref. 7 .
The algorithm proposed in this paper is a generalization of a procedure by Dinkelbach (Ref. 8), which was suggested for the case p = 1 ; see also Refs. 9-11. An algorithm extending it to the case p > 1 can already be found in Ref. 2 for the special case of linear functions and constraints, though the method there is not explicitly related to Dinkelbach's algorithm in Ref. 
/
When the algorithm is applied, the optimal solutions and the optimal values of the parametric program (P0) are to be determined. The method is especially useful when the structure of (Po) is simpler than the one of the initial problem (P). For instance, when f are nonnegative and convex on S, gi are concave on S, and S is a convex set, then (Po) is a convex program for every positive value of 0, whereas (P) is only quasi-convex.
In Section 2, we shall analyze the general properties of the function F. The algorithm is then described in Section 3. Special attention is given to the case of a compact feasible region (Section 4) and to the case of linear functions and constraints when S is not necessarily bounded (Section 5). In both sections, we will establish convergence and we will determine the rate of convergence of the algorithm.
General Properties of F
For the special case of linear problems (P), the properties of F were already studied in Ref. 3 , where they were used to establish duality relations for (P). In the following, we study F in the more general case where f and gi are arbitrary continuous functions and S is an arbitrary set in R n.
First, notice that F(O)< +0o, since S in nonempty. We now show the following proposition. (d) It was just shown that an optimal solution 37 of (P) is an optimal solution of (P~). Now, assume that F(0) = 0 and that 37 is an optimal solution of (P~). Then, m a x [ f ()7) -Ggi(37)] = 0. [] Example 2.1 below shows that F is not necessarily finite on R. Furthermore, it demonstrates that the existence of an optimal solution of (P~) does not imply F ( 0 ) = 0. Then, 0 = 1. We have
(P~) has an optimal solution, but F(ff) = 1 > 0. (P) does not have an optimal solution. The next example shows that F is not necessarily decreasing on the interval where F is finite. It also demonstrates that F(O) = 0 does not imply the existence of an optimal solution of (P), even if S is closed.
Then, if= 0. We have
Thus, F ( O ) = 0, and (P) and (P#) have no optimal solution. In case p = 1, F is concave, since it is the infimum of concave functions 
Then,
which is not concave.
In E x a m p l e 2. 
g2(x) = xl+x2+ 1, Then, 0 = 0 and 2 = (0, x2), x2 >-0 is an optimal solution of (P). We find that
where the optimal solutions of (Po) are We will make use of these examples in various parts of this paper. We now prove some inequalities that will assist the analysis of the algorithm in Section 3.
For 0 e R, let M(O) be the (possibly empty) set of the optimal solutions of (Po). Furthermore, let
x~ S.
Then, we can show the following proposition.
Proposition 2.2. Let 0 be such that F(O) is finite and M(O) is nonempty. Let x~ M(O). Then,

F(tz)<-F(O)+(O-tx)g(x),
i f / , > 0,(3)
F(l~)~F(O)+(O-ix)g(x)
,
Proof. Since x c M(O), we have, for all i,
hence,
implying that
Assume tz > 0. Then,
Thus,
In the same way, Ineq. (4) can be derived.
In case p = 1, we have 
Hence, F(O) is decreasing on the interval where it is finite.
Proof. For all x ~ S and i = 1 . . . . , p, 
Description and Analysis of the Algorithm
We now introduce the following iterative procedure to solve (P) via (P0).
Step 1. Start with some x°~ S. Let
O, = max f ( x°) / g~(x°).
Let k = 1.
Step 2. Solve (Po~). Let xk e M( Ok).
Step 3. If F(0k) = 0, then stop. Then, x k and x k-1 are optimal solutions of (P), and Ok =
Step 4.
Ok+l = max f ( x k ) / g~(xk).
Let k = k + 1, and go back to Step 2.
From the construction of Ok, it is obvious that Ok ~ 0 and Furthermore, we see from Proposition 2.1(d) that x k is an optimal solution of (P). Also, x k-1 solves (P), since
Ok = miax fi(xk-')/ gi(xk-l),
and Ok = 0 in this case. In order to apply the algorithm, one needs to determine in addition to an initial feasible solution x °, optimal solutions x k of (P0k), k = 1, 2 . . . . . We point out that the subprobtems (Pok) are convex programs if f are nonnegative and convex, gi are concave, and S is a convex set. Instead of (P0,), one may solve the equivalent convex program i n f { A l f ( x ) -0~gi(x)-A <--0, i = 1 , . . . ,p, x~ S}.
These subproblems are linear programs if f , g~ are affine and S is a convex polyhedron (see Ref.
2).
In the following sections, we will consider different situations where the algorithm above converges to an optimal solution of (P).
In preparation for that, we prove Proposition 3.1 below, for which we need the following notation:
Proposition 3.1. We have:
(b) Ok --> t~ for all k; and, if 0k > ~ then 0k > 0~+1 ->
Proof. Let j~ J(xk). Since x k ~ M(0k), we have
<-g~(xk)(Ok+~-Ok).
As seen before, Ok--> O, for all k = 1, 2 , . . . . If Ok> O, then F(Ok) < 0 , in view of Proposition 2.1 (b). Hence, the first and last inequalities in (7) hold using also the definition of _g(x) and ¢(x). Furthermore, if F(O~)<0 in (7), then Ok+l < Ok.
From Proposition 3.1, we see that, in case p = 1,
Ok+l = Ok --F( Ok)/ (--gl(xk)).
Above, we concluded from Proposition 2.2 that, in the single-ratio case,
-g l ( x k) is a subgradient of F at Ok. Thus, the proposed method coincides In addition to M(O)# 0, for 0 ~ (~ 01], we will assume that (P) has an optimal solution ~ (i.e., O > -c o ) and the optimal value is attained. However, as Example 2.5 shows, the algorithm may still converge if (P) does not have an optimal solution, as tong as O> -co.
We now prove the following proposition. 
--F( Ok)/ g(X k) -<-Ok --Ok+l;
thus,
o~+1 <-oh + F(OD/~,(xk), yielding
Ok+l-0<--Ok-O+ F( Ok)/ g(xk)
.
The existence of an optimal solution )7 of (P) implies that 
F( Ok) <--F( O) + ( 0 -Ok)g( ~) = (0--Ok)g( X).
This, together with (9), yields
o~+1-if<-(oh -g)(1 -g(~)/g(xk)).
[] In the following, we study two special cases: the case where S is compact and the linear case.
Compact Case
We show the following theorem. (c) The sequence {Ok}, if not finite, converges linearly to 0, and each convergent subsequence of {x k} converges to an optimal soluton of (P).
Proof. Part (a) follows from the compactness of S and the continuity off,, g~; in view of Proposition 2.1, we have F(ff) = 0. In Part (b), continuity of F follows in the same way as upper semicontinuity in Proposition 2.1(a), now using the compactness of S. The strict monotonicity of F is a consequence of Proposition 2.3. Part (c) follows from Corollary 3.1, since S is compact. Let {x k,} be a convergent subsequence of {x k} converging to ; c S. Since x k' ~ S and S is compact, we have ; ~ S. Also,
By continuity,
Since F ( f f ) = 0, it follows that ; is an optimal solution of (P).
[] is generated as seen before. This sequence converges to 0, but only linearly. Hence, the step from one to two ratios in (P) already destroys superlinear convergence. Also, (8) indicates that, with increasing p, the algorithm becomes slower and slower, since ~ increases with p. The more ratios are involved, the slower the method wilt be.
We saw before that, for p = 1, our method coincides with Newton's algorithm. For p > 1, Newton's method may be quite different from our method, as Examples 2.3 and 2.5 above illustrate. Our algorithm may be slower than Newton's method in general. However, it has two advantages: (a) a subgradient of F, not readily available, need not be calculated; and (b) even for nonconcave functions F, our method converges.
We finally show under which condition we have, at least locally, concavity of F. 
x~M(O)
Assume that, for some 0, the set I(0) is reduced to a singleton. Then, F is concave in a neighborhood of ~and, for i c I(0) and all
is a subgradient of F at 0, where F is the restriction of F to the neighborhood.
Proof. Denote by i the unique element of I(0). Since M(0) is compact and f~, gi are continuous, there exist e > 0 and a neighborhood V of 0 such that
where B(0, e) denotes the ball of origin 0 and radius e. Now, the compactness of S and the continuity of all the functions involved imply that the correspondence M is upper semicontinuous; i.e., there exists a neighborhood U of 0 such that
M ( O ) c M ( O ) + B ( O , e ) ,
for all 0~ U (maximum theorem). It follows that, for all 0 E U n V,
Then, F is concave, since it is the infimum of concave functions in 0.
Note, that, in Example 2.3 above, F is not locally concave at ff = 0. In this case, I(O) is not a singleton. The algorithm converges only linearly.
Linear Case
In this section, the feasible region S is allowed to be unbounded. Consider the linear generalized fractional program As before, we are only interested in the case where ff is finite. In Refs. 3-4, the following dual program of (P) was introduced:
w_>0 and it was shown that A = 0 if (H1), (H2) hold. The dual can be written as follows:
• a -i u + c.j w~
e T u = I
The feasible region of (P) may be unbounded. However, the feasible region of (D) is at least bounded in u. We now want to study whether our algorithm converges when applied to (D), rather than (P). For this, we write (12) as a minimization problem: Hence, We demonstrate the algorithm by the following example where (D), but not (P), can be solved by the algorithm. for all/x ~ R.
Hence, FD(tz) is continuous and finite. Obviously, our method converges in one step starting with any w°> 0.
