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A. Lejay and T. Lyons / Convergence of Lévy Area
1 Introduction
This article illustrates the notion of convergence of stochastic processes “as
controls”. Suppose that (Xε)ε>0 is a family of stochastic processes. Let
K(Xε) and I(Xε) be the stochastic processes obtained when one integrates
a differential form along the trajectories of Xε or considers the solution to
some SDE driven by Xε. We investigate conditions ensuring the functionals
and the limit of Xε may be interchanged.
For that, we study two examples. One comes from the homogenization
theory and provides a coherent interpretation of some of the results presented
in [Lej02]. The second example is a problem of interpolation. In appearance,
these examples are quite different although both are of practical interest.
However, these results are rather similar, as will be proved using the rough
paths theory developed in [Lyo98] (See also [LQ02, Lej03]). In fact, a sim-
ilar phenomenon appears in these two examples and this provides a strong
intuitive support to understand what happens.
The problem of homogenization concerns the large scale behavior of func-
tionals of stochastic processes Xε processes whose infinitesimal generators
have coefficients that oscillate more and more rapidly as ε goes to 0. For
example, if Xε has as infinitesimal generator
1
2
e2V (·/ε)
∂
∂xi
(
ai,j(·/ε)e−2V (·/ε) ∂
∂xi
)
,
it is standard that Xε converges in distribution to σB, where B is a Brownian
motion, and σ is a constant matrix characterizing the large-scale, or effective,
behavior of the media (See [BLP78] for example). This result motivates using
σB instead of more complex diffusion models in applications.
One could consider now that Kt(X
ε) =
∫ t
0 f(X
ε
r ) ◦ dXεr , and that I(Xε)
gives the solution Y ε of the SDE dY εt = g(Y
ε
t ) ◦ dXεt , where f and g are
smooth enough. A natural question is to know whether limε→0 K(Xε) =
K(limε→0Xε) and limε→0 I(Xε) = I(limε→0Xε). In other words, could one
interchange K or I with the limit? Or does σB provides enough information
to know the asymptotic behavior of K(Xε) and I(Xε)? This is false in gen-
eral, and one also has to keep track of the various areas enclosed between the
trajectories of Xε and its chords.
The second example concerns the interpolation of trajectories of Brown-
ian motion. This has attracted interest, since it allows effective approximated
solutions I(X) of stochastic differential equations driven by a Brownian mo-
tion X using ordinary differential equations. However, the approach is not
completely straightforward. If the trajectories are not interpolated by care-
fully chosen straight lines, one may obtain as a limit solutions to various SDEs
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driven by the Brownian motion X, but with a drift reflecting the choice of
the interpolation (see for example [McS72, IW89, Kun90, Sus91, KP91] or
more recently [CE00]). There are strong parallels between this phenomenon
and the form of the limiting SDE in our homogenization result and the use of
rough paths theory brings a new light in this fact. Moreover, although this
observation appears to be a pitfall in the theory of SDEs, it also provides us
with a numerical method to compute a large scale approximation of K(Xε)
or I(Xε) in the case of homogenization, without having to compute the first
derivative of the vector fields or differential form we integrate.
In this article, we also explain what is the link between Stratonovich
integrals and rough paths’ integration theory for semi-martingales, and we
give some convergence and tightness results.
This paper is organized as follows: In Section 2, we recall the results
about the construction of interpolation function leading to a process with a
corrected area. In Section 3, we identify the limit of the SDEs driven by a
family of stochastic processes that converges with the homogenization prop-
erty. We link the corrective drift with the correction that appears in the
limit of the Lévy areas of (Xε)ε>0. In Section 4, we put these results in the
context of rough paths. In Sections 4.2 and 4.3, we explain how the construc-
tion of different geometric rough paths with different areas leads to different
solutions of differential equations, which could be identified. Section 4.5, is
devoted to state some tightness and convergence results in the topology gen-
erated by the norm in p-variation. In Section 4.4 and Section 5, we prove
that the convergence of the process and its Lévy area studied in Sections 2
and 3 also holds in this topology.
2 The interpolation problem
In 1965, E. Wong and M. Zakai proved in [WZ65] that the solutions of dif-
ferential equations driven by piecewise linear approximations of trajectories
of a Brownian motion converge uniformly in probability to the solution of a
Stratonovich SDE driven by a Brownian motion1.
One may consider more general piecewise smooth approximations Bδ(ω)
of the trajectory B(ω) of a Brownian motion than piecewise linear approxima-
tions. This leads to a slightly different result. Here, we recall the main fact,
without stating the hypotheses. These results, initially treated by McShane
[McS72], are developed in Chapter 5.7 of [Kun90, p. 274] and in Section VI-7,
1They did it for 1-dimensional SDEs. The results was quickly and substantially refined
by others, including Clark, Stroock, Varadhan, ...
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magnitude
√
δ
area of magnitude c1,2δ
(B1(ω), B2(ω))
Bδ(ω)
Figure 1: Meaning of c1,2 in the interpolation problem
p. 392 of [IW89]. The reader is refereed to these books for details. If
σ(x) = (σin(x))
i=1,...,d
n=1,...,N ∈ d×N -matrices and b(x) = (bi(x))i=1,...,d
are smooth functions, then the solution Y δ of
Y δt = x+
∫ t
0
σn(Y
δ
s ) dB
n,δ
s +
∫ t
0
b(Y δs ) ds,
converges uniformly on [0, 1] in L1(P) to the solution Y of
Yt = x+
∫ t
0
σn(Ys) ◦ dBns +
∫ t
0
b(Ys) ds+
1
2
cn,m
∫ t
0
[σn, σm] (Ys) ds, (1)
where [·, ·] is the Lie bracket of two vector fields:
[σn, σm] =
((
σjn
∂σim
∂xj
− σjm
∂σin
∂xj
))
i=1,...,d
and the anti-symmetric matrix c = (ci,j)i,j=1,...,N is computed by
ci,j = lim
δ→0
1
2δ
E
[ ∫ δ
0
Bi,δs dB
j,δ
s −
∫ δ
0
Bj,δs dB
i,δ
s
]
. (2)
And for integration of a smooth differential form f from RN into Rd, the
result is
lim
δ→0
E

 sup
t∈[0,T ]
∣∣∣∣∣
∫ t
0
fi(B
δ
s)dB
i,δ
s −
∫ t
0
fi(Bs) ◦ dBis −
∫ t
0
ci,j
∂fi
∂xj
(Bs) ds
∣∣∣∣∣
2

 = 0.
(3)
As we see it from (2), the area of the interpolation function between two
sample points provides a necessary and sufficient information to compute the
limit (1).
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3 Homogenization and convergence of solu-
tions of SDEs
3.1 An illustrative example
We start with a simple example of homogenization, where the drift is only
time-dependent. This example allows us to understand the role the drift
plays.
Convergence of the process and convergence of the Lévy area to the
“wrong” value. Let B = (B1, B2) be a 2-dimensional Brownian motion,
and b, b̂ be the functions, with complex notations where i2 = −1,
b(t) = eit and b̂(t) = b′(t) = ieit.
We set
Xεt = εBt/ε2 + εb(t/ε
2) = εBt/ε2 +
1
ε
∫ t
0
b̂(s/ε2) ds.
As b is bounded and εB·/ε2 remains a Brownian motion in distribution, Xε
converges to a Brownian motion B as ε goes to 0. But its infinitesimal
generator is 1
2
4+ 1
ε
b̂(t/ε2)∇ and has a highly-oscillating first order differential
term.
Remark 1. In fact, the function eit provided a simple counter-example to the
continuity with respect to the uniform norm of the application giving the area
under the chord of a trajectory, since A0,t(εe
it/ε2) = t and εeit/ε
2
converges
uniformly to 0 [Lyo98, Example 1.1.1, p. 217].
The Lévy area of X = Xε with ε = 1 between 0 and 2π is
A0,2π(X) = A0,2π(B) + A0,2π(b) +
1
2
∫ 2π
0
B1t b
2
t dt−
1
2
∫ 2π
0
B2t b
2
t dt
+
1
2
∫ 2π
0
b̂1t ◦ dB2t −
1
2
∫ 2π
0
b̂2t ◦ dB1t
and then
E [A0,2π(X) ] = π and E [A0,2π(Xε) ] ' π for any ε > 0.
In fact, using an integration by parts and proceeding as in [Lej02], it is easily
proved that As,t(X
ε) converges in distribution to As,t(B) + (t− s)/2. Here,
As,t(B) =
1
2
∫ t
s (B
1
r −B1s ) ◦ dB2r − 12
∫ t
s (B
2
r −B2s ) ◦ dB1r .
The drift term b induces some loops in the trajectories, and even after
the renormalization, the area created by these loops keeps the same order of
magnitude. At large scale, we see trajectories which become more and more
closer to that of the Brownian motion. On the other hand, a look at the
small scale shows us particles spinning around their “mean” trajectory.
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Influence on SDEs. We consider now the SDE:
dY εt = f(Y
ε
t ) ◦ dXεt = fj(Y εt ) ◦ dBj,εt −
1
ε
b̂j(t/ε2)fj(Y
ε
t ) dt,
where f = (fkj )
k=1,...,d
j=1,2 is a smooth function from Rd into Rd×2 and Bε =
(B1,ε, B2,ε) is the Brownian motion εB·/ε2 . As in [Lej02], for i = 1, . . . , N ,
Y i,εt − εbj(t/ε2)f ij(Y εt )− Y i,ε0 − εbj(0)f ij(Y ε0 ) =
∫ t
0
f ij(Y
ε
s ) ◦ dBj,εs
−
∫ t
0
b̂`(s/ε2)bj(s/ε2)
∂f ij
∂yk
fk` (Y
ε
s ) ds+ V
ε
t ,
where V ε contains all the terms of order ε and converges to zero in probability.
The sequence (Y ε)ε>0 is tight, and has a unique limit Y solution to
dY it = f
i
j(Yt) ◦ dB̂jt − b`,j
∂f ij
∂yk
fk` (Yt) dt
= f ij(Yt) ◦ dB̂jt +
1
2
cj,`[fj, f`](Yt) dt,
with b
`,j
=
∫ 2π
0
b̂`sb
j
s ds and cj,` =
1
2
(b
`,j − bj,`) = Aj,`0,2π(b).
In fact, c1,2 = 1/2, c2,1 = −1/2 and c1,1 = c2,2 = 0. Although Xε is very close
to a Brownian motion, the drift b has a strong influence on the behavior of
Y ε when ε is very small.
3.2 Good sequence of semi-martingales
The problem of interchanging stochastic integrals or SDE and limit of semi-
martingales has given rise to an abundant work around the notion of good
sequence of semi-martingales. The article [KP96] contains a review of results
about these notions.
Definition 1 (Good sequence of semi-martingales). A sequence (Y n)n∈N
of semi-martingales is a good sequence if for any sequence of stochastic pro-
cesses (Hn)n∈N converging jointly with (Y n)n∈N to some process (H,Y ) and
such that the stochastic integrals
∫ ·
0H
n
s dY
n
s and
∫ ·
0Hs dYs are well defined
(which yields that Hn and Y n are adapted with respect to the same filtra-
tion,...), then Y is a semi-martingale and
∫ ·
0H
n
s dY
n
s converges in distribution
to
∫ ·
0Hs dYs.
It is immediate that if (Y n)n∈N is a good sequence of semi-martingales
converging to Y , then 〈Y i,n, Y j,n〉 converges in distribution to 〈Y i, Y j〉. We
give now a simple criterion ensuring that a sequence of semi-martingales is a
good sequence.
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Proposition 1. A sequence (Y n)n∈N of continuous semi-martingales on [0, T ]
decomposed as the sum of a local martingale Mn and a term of finite varia-
tion An is a good sequence if and only if it satisfies the condition UCV (for
Uniformly Controlled Variations), that is
(〈Mn〉T )n∈N and (Var1,[0,T ] V n)n∈N are tight. (4)
This criterion could be refined when one works with discontinuous mar-
tingales, (in which case, the jumps shall be taken into account) or when the
time interval [0, T ] is R+.
3.3 Homogenization of stochastic process with highly-
oscillating drift
In this section, we consider the solutions
dXεt = σ(X
ε
t /ε) dBt +
1
ε
b(Xεt /ε) dt,
generated by the operators
Lε =
1
2
ai,j(·/ε) ∂
2
∂xi∂xj
+
1
ε
bi(·/ε) ∂
∂xi
(5)
where a = σσT is measurable function in the space of N × N -symmetric
matrix and is uniformly elliptic and bounded. The vector b is measurable
and bounded.
This type of diffusion covers many physical problems, since it contains
the cases where the diffusion operators has the form
1
2
e2V (·/ε)
∂
∂xi
(
ai,j(·/ε)e−2V (·/ε) ∂
∂xj
)
so that b = −a∇V . We assume that the coefficients are smooth enough and
periodic. It is well known that the processes Xε converge in distribution to
some Brownian motion σB, where σ is a constant, non degenerate matrix
(see for example [BLP78]). However, it is easily seen that the presence of the
highly-oscillating term b implies that (Xε)ε>0 does not satisfy Condition (4).
In fact, as it was shown in [Lej02], this sequence is not a good sequence of
semi-martingales in general.
One may directly apply the Central Limit Theorem of the martingale part
of Xε using the ergodic theorem on its cross-variation, since the coefficients
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are periodic, and the projection of Xε on the torus is an ergodic process with
respect to an invariant measure m(x) dx whose density is solution to:
1
2
∂2
∂xi∂xj
(ai,j(x)m(x))− ∂
∂xi
(bi(x)m(x)) = 0 on the torus TN ,
where TN = RN/ZN .
However, the difficulty is to deal with the drift term. For that, we will
introduce some functions called correctors, i.e., the solutions of
L1ui = −bi on the torus TN (6)
for i = 1, . . . , N . Equation (6) may be solved if and only if
∫
TN
bi(x)m(x) dx = 0. (7)
From now, we assume that (7) is satisfied. Otherwise, it is easily shown, by
substracting to the drift its average, that Xε does not converge.
We remark that uεi = εui(·/ε) is solution to Lεuεi = −ε−1bi(·/ε). Further-
more, Lεvεi (x) = 0 on RN , where vi(x) = xi + ui(x) and vεi (x) = εvi(x/ε).
So, vε(Xεt ) is a local martingale M
ε, whose cross variations are, for i, j =
1, . . . , N ,
〈M i,ε,M j,ε〉t dist.= ε2
∫ t/ε2
0
a∇vi · ∇vj(Xs) ds, (8)
where X = Xε with ε = 1. So, these cross-variation converges according to
the ergodic theorem to tai,j with ai,j =
∫
TN a∇vi · ∇vj(x)m(x) dx. Both M ε
and Xε (since ui is bounded on RN) converge to σB, where B is a Brownian
motion, and σ is matrix such that σσT = a.
Remark 2. In all this article, one may add a first-order differential term
c(·/ε) ∂
∂xi
. This will add to the limit ofXε a drift of the form (
∫
TN c(x)∇uim(x) dx)i=1,...,N ,
which may be treated using the Girsanov theorem. There is no difficulty to
extend all our results to this case. However, to simplify the computations,
we do not consider such a term (see [Lej02]).
Consequence for Lévy areas and SDEs. It was proved in [Lej02] that
in presence of a highly-oscillating first order term, the Lévy areas As,t(X
ε)
does not converge in general to As,t(σB), but to As,t(σB) + c(t − s), where
c is the anti-symmetric N ×N -matrix defined by
ci,j =
1
2
(〈
ai,k
∂uj
∂xk
〉
m
−
〈
aj,k
∂ui
∂xk
〉
m
+ 〈biuj〉m − 〈bjui〉m
)
. (9)
8
A. Lejay and T. Lyons / Convergence of Lévy Area
Here,
〈f〉m =
∫
TN
f(x)m(x) dx.
denotes the averaging of periodic functions with respect to the invariant
measure m of the projection of X on the torus.
The solution to dY εt = h(X
ε
t /ε,X
ε
t , Y
ε
t ) dX
ε
t does not converge in general
to the SDE driven by the limit of Xε (See [Lej02]).
In Section 3.4, we identify of the limit of the solution of dY εt = h(Y
ε
t ) dX
ε
t
in a way which is coherent with the interpolation problem of Section 2.
What happens for Lévy area of martingales or for SDE driven by
martingales? The local martingales M ε = vε(Xε) form a good sequence
of semi-martingales, and no corrective term appears when one interchanges
the limit of M ε and the functional giving the Lévy area or the solution of
some SDE.
By transforming processes into martingales, the correctors allow to sup-
press “pathological” behavior of the particle, such a spinning statistically
more clockwise than anticlockwise. For a clear picture of the situation, we
have to remember that the average of the drift term b with respect to the
invariant measure of X is equal to 0.
So, for the sake of the convergence, we approximate trajectories with a
lot of loops and foldings by the trajectories of martingales. However, the
solutions of SDEs are sensitive to the loops and the foldings through the
area, and reacts in consequence. As our examples proves it, two processes
may be very close one from each other, but they may drive distinct (through
a of a drift term) SDEs. as for the interpolation problem in Section 2.
3.4 Identification of the limit of solutions of SDEs driven
by Xε
Let us consider the solution of the following SDE written in the Stratonovich
form:
dY εt = f(Y
ε
t ) ◦ dXεt , (10)
where, to keep things simple, we assume that f = (f1, . . . , fN) maps R to
RN , that is Yt belongs to R. The SDE (10) could be transformed into an Itô
SDE:
dY εt = f(Y
ε
t ) dX
ε
t +
1
2
fi(Y
ε
t )
∂fj
∂y
(Y εt )ai,j(X
ε
t /ε) dt.
Here, the process Xε is generated by the operator Lε defined in (5). The
scalar product with respect to the invariant measure m(x) dx of L acting on
9
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the space of periodic functions is denoted by
〈f, g〉m =
∫
TN
f(x)g(x)m(x) dx.
Without any special notification, all the involved functions are considered to
be smooth enough.
Lemma 1. Let f and g be two periodic functions. Then
〈
L+ L∗
2
f, g
〉
m
= 〈Lf, g〉m + 〈Lg, f〉m = 〈a∇f · ∇g〉m , (11)
where L∗ is the adjoint of L with respect to the scalar product 〈·, ·〉m.
Proof. Equality (11) follows from two integrations by parts and the fact that
L∗m = 0.
The homogenized diffusion coefficient is a = (ai,j)i,j with
ai,j = 〈a(I +∇ui) · (I +∇uj)〉m
= 〈ai,j〉m +
〈
ak,j
∂ui
∂xk
〉
m
+
〈
ai,k
∂uj
∂xk
〉
m
+ 〈a∇ui · ∇uj〉m . (12)
As a is symmetric and Lui = −bi, we deduce that
1
2
∫
TN
(bi(x)uj(x)− bj(x)ui(x))m(x) dx
=
1
2
(〈Luj, ui〉m − 〈Lui, uj〉m) = −
〈
L− L∗
2
ui, uj
〉
m
. (13)
Here, it is the anti-symmetric part of L with respect to 〈·, ·〉m which is in-
volved.
As in [Lej02], the limit Y of Y ε, is obtained by adding to Y ε the quantity
εui(X
ε
t /ε)fi(Y
ε
t ) computed with the Itô formula for a product. So, the limit
Y is solution to
dYt = f(Yt) dX t + fi
∂fj
∂y
(Yt)
〈
ai,k
∂uj
∂xk
〉
m
dt+ fi
∂fj
∂y
(Yt) 〈uibj〉m dt
+
1
2
fi
∂fj
∂y
(Yt) 〈ai,j〉m dt.
With (12), this equation becomes
dYt = f(Yt) dX t + fi
∂fj
∂y
(Yt) 〈uibj〉m dt+ fi
∂fj
∂y
(Yt)
〈
ai,k
∂uj
∂xk
〉
m
dt
+
1
2
fi
∂fj
∂y
(Yt)
(
ai,j −
〈
ak,j
∂ui
∂xk
〉
m
−
〈
ai,k
∂uj
∂xk
〉
m
− 〈a∇ui · ∇uj〉m
)
dt.
10
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Using (11) and (13), Y is solution to
dYt = f(Yt) dX t +
1
2
ai,jfi
∂fj
∂y
(Yt) dt+
1
2
ci,j [fi, fj] (Yt) dt, (14)
or in the Stratonovich sense,
dYt = f(Yt) ◦ dX t + 1
2
ci,j [fi, fj] (Yt) dt, (15)
where ci,j is the corrective term appearing in the limit (9) of the Lévy area
of (X i,ε, Xj,ε). This SDE (15) has to be compared with (1).
Hence, the parallel with the result of Section 2 is now complete.
Integration of one-forms. If instead of considering solutions of SDEs,
one considers the integral of a smooth differential form f with coordinates
(fi)i=1,...,N along the trajectories of X
ε, that is, Y εt =
∫ t
0 f(X
ε
s ) ◦ dXεs , then
similar computations prove that Y ε converges to
Yt =
∫ t
0
f(Xs) ◦ dXs +
∫ t
0
1
2
ci,j
(
∂fi
∂xj
− ∂fj
∂xi
)
(Xs) ds
=
∫ t
0
f(Xs) ◦ dXs +
∫ t
0
ci,j
∂fi
∂xj
(Xs) ds.
This limit is similar to the one in (3).
4 Convergence of the solution of differential
equations controlled by rough paths
4.1 Background information on the theory of rough
paths
We explain in this section how the theory of rough paths allows one to unify
the previous results on interpolation and homogenization. The concept of
rough path allows one to regard differential equations of “SDE” type:
dYt = fi(Yt) ◦ dX it (16)
as solutions of deterministic differential equations where X is a randomly
chosen “rough path2”. These are now a well developed concept, and there
2Rough Path is a technical term.
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are many publications setting out their basic properties (See for example
[Lyo98, LQ02, Lej03]). We do not feel we can justify doing it again here. For
our purposes it will be sufficient to recall that such functions are like smooth
functions to the extent that to solve differential equations such as (16), one
can define iterated integrals of all orders, and these integrals satisfy algebraic
and analytic conditions. However, the analysis is richer and allows one to
consider paths that are far from smooth. The price one pays is that the rough
paths have an extra structure (coming from iterated integrals) that needs to
be accomodated.
In case of X is smooth and fi (y) = Aiy is linear then Yt may be expressed
in terms of iterated integrals:
Yt =

∑
k≥0


j=k∏
j=1
Aij


∫
0≤s1≤···≤sk≤t
dX i1s1 · · · dX iksk

Y0
and in the general case there are asymptotic expansions for solutions involving
the iterated Lie brackets of the vector field f = (f1, . . . , fN).
Rough paths can be thought of as coming from a closure procedure. The
equations such as (16) can be thought of as functions on smooth path space.
But they are not continuous functions (and they are very very non-linear
functions). It is well understood that one might usefully close an unbounded
linear operator and Sobolev spaces can be thought of in this spirit. The
appropriate analogue in this non-linear context starts with the smooth paths
and uses metrics (built out of the iterated integrals) to identify the space of
rough paths and so close the function (16).
The value of this approach is the fortunate fact that the space of rough
paths of a given p-variation is not particularly complicated.
If X is a smooth path in a Banach space V then we could define the i-th
iterated integral to be Xi ∈ V⊗i :
X is,t :=
∫
· · ·
∫
s<u1<···<ui<t
dXu1 ⊗ · · · ⊗ dXui ∈ V⊗i
and the truncated signature in the truncated tensor algebra
Xs,t =
(
1,X1s,t, · · · ,Xks,t
)
∈ T (k)(V)
T (k)(V) = R⊕ V ⊕ V ⊗ V ⊕ · · ·V⊗k
and in this way, lift the path to the truncated tensor algebra. There are
natural homogeneous metrics on the tensor algebra, and one may consider
the p-variation of the lifted path in this space and with one of these metrics
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by considering
dp,[s,t](X,Y) = ‖X−Y‖∞,[s,t] +
k∑
i=1
Varp/i,[s,t](X
i −Yi),
where we define
Varp/i,[s,t](X
i) = sup
partitions s≤t1≤···≤tk≤t
for any integer k


k∑
j=1
|Xitj ,tj+1|p/i


i/p
.
We may consider the completion of this space of paths in this metric. In
particular we could take k = 1 and get classical paths of finite p-variation.
However, such a choice would not close the Itô map (16) if p ≥ 2 as the second
iterated integral is easily seen to be discontinuous in this metric. However,
if k ≥ bpc the one can prove that the Itô map is closed and is a continuous
function on the completion (and even on those paths with finite p-variation
in T (k)(V) which are in the closure of the smooth paths in finite p′-variation
for every p′ > p.) and we call this closure the space of geometric rough paths
on V.
The extension of the graph of the Itô map takes a p-rough path on V
to a p-rough path on V ⊕ W and by projection to a p-rough path in W,
where W is the original target (Banach) space where Y took its values in the
equation (16).
4.2 Changing the area
A smooth path such as X is also continuous, but X has many additional
features. Although we can represent X as a curve in RN , we could equally
consider it through its lift into the tensor algebra, as described in the last
section. This option is not available for a general continuous function as
there can be no canonical choice for even the second iterated integral. To
see this observe that X → X2s,t is not even continuous in the conventional
2-variation norm on the associated Banach space of continuous paths.
A geometric rough path can always be associated to a path in V as it is
obvious from the definition of dp,[0,T ] that if a sequence of smooth paths is
Cauchy in dp,[0,T ] then the paths are Cauchy in the classical p-variation norm
defined for paths in V. However, a sequence that is Cauchy in dp,[0,T ] has to
have convergence of all higher order integrals with k ≤ bpc. As we remarked,
this does not follow from the convergence of the paths in p-variation if p ≥ 2.
By the same token, one expects different families of approximating smooth
paths converging to a given path in V to have higher integrals converging
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to distinct limits. There are always infinitely many p-rough paths which lay
above a given path of p-variation over a path in V if there is one.
For an example of this phenomena look back at examples. Suppose that
X(ε) are a Cauchy family of smooth paths converging to some rough path
X, and that x ∈ V is the associated path of finite p-variation under X. Then
Xt (ε) + εb
(
t/ε2
)
(where b (t) = exp (it) ∈ C) is also a Cauchy sequence in dp,[0,T ] for p > 2.
In particular, one should note that a smooth path, regarded as a rough
path with p < 2 has uniquely defined iterated integrals of all orders (and
indeed these are used in the definition we have taken for geometric rough
paths of any order) however, when p ≥ 2, there are always many p-rough
paths over a given smooth path in V which do not have the standard values
for the higher iterated integrals3. One sometimes refers to these as smooth
rough paths to distinguish them!
So a rough path carries extra information which is over and above a
function carrying [0, T ] → V and which cannot be derived from it. In effect
one is saying that, to approximate differential equations such as (16), it is
enough that we know a chordal approximation to X in the case where X
is of p-variation less than 2 but in the case where it is greater than two
it is no longer sufficient as the errors that occur do not disappear as one
refines the chordal partition. One needs a better statistic to describe the
path X over an interval of time than its chord. The extra iterated integrals
for k ≤ p provide an adequate description and if they are collectively used to
describe the evolution of Y in (16) approximately one can develop schemes
that converge as one refines the partitions in a way that would be impossible
with chordal descriptions. (This was used for example to develop variable
step size algorithms for SDEs in [GL97]).
The extra information contained in the first k iterated integrals is not
totally simple to extract as there are lots of algebraic identities between them
because the signature always takes its values in a certain nilpotent group Gk
embedded in the tensor algebra in a non-linear way. A simple example of
this can be seen when k = 2 and p < 3. In this case we can regard the second
iterated integral as a matrix
X2,i,js,t :=
∫∫
s<u<v<t
dX iu dX
j
v
3Although this might seem counter intuitive to some one unfamiliar with the theory,
and a cause of mistakes, its is in fact quite natural.
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and can consider the anti-symmetric and symmetric parts separately. Now
Si,js,t(X) =
1
2
(X2,i,js,t + X
2,j,i
s,t )
can be identified as Si,js,t(X) =
1
2
(X it − X is)(Xjt − Xjs ) and one readily sees
that it is a function of X1s,t. On the other hand the anti-symmetric part:
Ai,js,t(X) =
1
2
(X2,i,js,t −X2,j,is,t )
is completely fresh and represents the area between the chord and the path.
It is simple to see from the above examples that we can find dp,[0,T ] Cauchy
sequences of paths converging to rough paths where X1s,t and S
i,j
s,t(X) agree
but where Ai,js,t(X) is only determined up to a function ψ (t)− ψ (s) and ψ is
a function of finite p
2
-variation.
To improve the intuition, consider a smooth path X and its canonical it-
erated integrals (the unique extension to a finite 1-variation path in T (k)(V)).
Now consider the paths Xt (ε) = Xt +ε exp (2iψ (t) /ε
2) in the complex plane
in a way similar to the example above. Then define
dY εt = fi(Y
ε
t ) ◦ dX it (ε) .
Since the (X(ε))ε>0 form a Cauchy sequence, the Y
ε will converge to some
limit Ỹ (assuming the f are smooth enough). Can we understand the limit
— and describe Ỹ as a classical solution to a classical differential equation?
In fact the answer is yes:
dỸt = fi(Ỹt) ◦ dX it +
1
2
[f1, f2](Ỹt) dψt
so we see that the difference between geometric rough paths over a fixed path
is explicitly reflected in the response of the system and can be calculated quite
precisely in terms of a new vector field built out of the Lie bracket of the
original vector fields defining the original differential equation.
For the rest of this section we restrict to the situation where X is a
geometric rough path X of finite p-variation with 2 ≤ p < 3, and we assume
that X lies above a path X. The map K, integrating a one form, is defined on
geometric rough paths in T (2)(V) and takes its values in T (2)(W). However,
if Y = (1,Y1,Y2) = K(X), and if f is a one form of class Cq for q > p − 1,
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then Y1 and Y2 may be computed by:
Y1s,t = lim
δ→0
∑
i=1,...,kδ, tδi ,t
δ
i+1∈[s,t]
X̃1
t
δ,tδ
i+1
i
(17)
with X̃1s,t =
N∑
k=1
fk(Xs)X
1,k
s,t +
N∑
k,j=1
∂fk
∂xj
(Xs)X
2,j,k
s,t ,
and Y2s,t = lim
δ→0
∑
i=1,...,kδ
tδi ,t
δ
i+1∈[s,t]
N∑
k,`=1
f`(Xtδi )fk(Xtδi )X
2,`,k
tδi ,t
δ
i+1
(18)
+
∑
i,j=1,...,kδ
tδi ,t
δ
i+1∈[s,t]
tδj ,t
δ
j+1∈[s,t]
X̃1tδi ,tδi+1
⊗ X̃1tδj ,tδj+1 , (19)
where Πδ =
{
tδi i = 1, . . . , k
δ
}
is a partition of [0, T ] whose mesh decreases
to 0 with δ. (The existence of the limit relies on an algebraic property of
these iterated integrals inherited by geometric rough paths from their smooth
cousins). Note that, even if X is a stochastic process with rough sample paths
then this integral Y may be computed pathwise for each rough sample paths
and all f .
We denote by X and X̂ two geometric rough paths of finite p-variation
with 2 ≤ p < 3, and such that X̂1 = X1. From Lemma 2.2.3 in [Lyo98,
p. 250], we know that there exists a function ψ = (ψi,j)
N
i,j=1 defined on [0, 1]
and such that for any 0 ≤ s ≤ t ≤ 1,
X̂2,i,js,t = X
2,i,j
s,t + ψi,j(t)− ψi,j(s)
where ψ is of finite p/2-variation.
The following proposition is immediate from (17) and (18).
Proposition 2. Let X, X̂ and ψ as above. We set Y = K(X) and Ŷ =
K(X̂). Then for i, j = 1, . . . , N ,
Ŷ1,is,t =Y
1,i
s,t +
N∑
j=1
∫ t
s
∂fi
∂xj
(Xr) dψi,j(r)
and Ŷ2,i,js,t =Y
2,i,j
s,t +
N∑
k,`=1
∫ t
s
f ik(Xr)f
j
` (Xr) dψk,`(r)
+
N∑
k,`=1
∫ t
s
∂fi
∂xk
(Xr) dψi,k(r)⊗
∫ t
s
∂fj
∂x`
(Xr) dψj,`(r).
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Now consider the more sophisticated functional: the Itô map I. Of course
superficially, we simply want to construct a “solution” geometric rough path
Y = I(X) in T (2)(V), but in fact it is necessary to construct a geometric
rough path Z = (X,Y) in T (2)(V ⊕ W) in order to interpret the integral.
If V = RN and W = Rd, then Z is solution to Z = K′(Z), where K′ is
the application corresponding to the integration of the differential form z =
(z, y) 7→ fi(y) dxi. Hence, Z2 = (Z2,i,j)(i,j)∈I , where I is the set of indexes
such that i and j belong to { 1, . . . , N } or to { 1, . . . , d }. Moreover, if (i, j)
belongs to { 1, . . . , N } × { 1, . . . , d }, then
Z2,i,js,t =
N∑
k=1
∫ t
s
f ik(Yr) dX
2,k,j
s,r . (20)
A similar relation holds for (i, j) ∈ { 1, . . . ,m } × { 1, . . . , N }, and (20) is
easily proved for smooth X, and then by passing to the limit using the
continuity of I.
The following corollary is immediate from of (20) and Proposition 2.
Corollary 1. Let X, X̂ and ψ as above. We set Ŷ = I(X̂). Then Ŷ lies
above a path Ŷ which is solution to
Ŷ it = Ŷ
i
0 +
(∫ t
0
f(Ŷr) dXr
)1,i
+
d∑
j,k=1
∫ t
0
∂f ik
∂yj
(Ŷr)fk(Ŷr) dψk,j(r)
for i = 1, . . . , d. Here,
(∫ t
s f(Ŷr) dXr
)
0≤s≤t≤1 denotes the geometric rough
path K′((X, Ŷ)).
4.3 Rough paths and Stratonovich integrals of semi-
martingales
We assume that V = RN . Let X be a continuous semi-martingale. If one
considers again (18) then in the expression
lim
δ→0
∑
i=1,...,kδ, tδi∈[s,t]


N∑
k=1
fk(Xtδi )X
1,k
tδi ,t
δ
i+1
+
N∑
k,j=1
∂fk
∂xj
(Xtδi )X
2,j,k
tδi ,t
δ
i+1


the first term added to the symmetric term in the expression
∑N
k,j=1
∂fk
∂xj
(Xtδi )X
2,j,k
tδi ,t
δ
i+1
can easily be seen, using Taylors Formula, to be what most people call the
Stratonovich integral. It is shown to converge in probability under fairly
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broad assumptions on X providing the times of the partitions are kept deter-
ministic. As a consequence, we can identify the Stratonovich integral with
the rough path integral if we can prove that the anti-symmetric part of
lim
δ→0
∑
i=1,...,kδ, tδi∈[s,t]
N∑
k,j=1
∂fk
∂xj
(Xtδi )X
2,j,k
tδi ,t
δ
i+1
= 0. (21)
Note that (21) is always true in dimension 1, or if fk =
∂F
∂xk
for some
function F smooth enough.
Hence we see that this is essentially equivalent to proving that the polyg-
onal approximations to a Brownian path are Cauchy in the sense of rough
paths. This convergence can easily be checked independently and provides
extra insight into the Wong-Zakai theorem: see for example [NY78, Pro85],
...
4.4 Construction of a Brownian motion with arbitrary
area
In this section, we transpose to rough paths the results of Section 2.
Let B be a Brownian motion on a probability space (Ω,F ,P), and let B
be the “natural stochastic” geometric functional lying above the trajectories
of the Brownian motion B:
B1,is,t = B
i
t −Bis and B2,i,js,t =
∫ t
s
(Bir −Bis) ◦ dBjr .
Thus, the anti-symmetric part Ai,js,t(B) =
1
2
(B2,i,js,t −B2,j,is,t ) of B2,i,js,t is just the
Lévy area of (Bi, Bj).
For some integer m, we set δ = 1/2m and tmj = j/2
m for j = 0, . . . , 2m.
For i = 1, . . . , N and almost every realization ω ∈ Ω,
Bi,δt (ω) = B
i,δ
tmj
(ω) +
t− tmj
tjm+1 − tjm
(Bi,δtmj (ω)−B
i,δ
tmj+1
(ω)) for t ∈ [tmj , tmj+1].
We already know that (Bδ, A(Bδ)) converges in probability to (B,A(B)) in
Vp as δ → 0 for any p > 2 (in fact, there are other approximation of the
trajectories of B leading to the same result: see [IW89, Section VI-7]).
Let ψ = (ψi,j)i,j=1,...,N be a function on [0, 1] taking its values in the space
of anti-symmetric N × N -matrices. In Section 4.2, we have seen that B̂
defined by B̂1s,t = B
1
s,t and B̂
2,i,j
s,t = B
2,i,j
s,t +ψi,j(t)−ψi,j(s) is also a geometric
rough path. Moreover, we have seen that a drift is added when one consider
K(B̂) and I(B̂) instead of K(B) and I(B).
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Moreover, we know that B̂ is the limit in Vp of rough paths lying above
a piecewise smooth trajectory B̂δ (see Lemma 2.3.1 in [Lyo98, p. 259]). The
problem is to find some explicit expression for B̂δ. We do it below in a simple
case.
Remark 3. Let (ei)i=1,...,N be an orthonormal basis of V = RN . At any time t
the expectation of Bt is an element of T
(2)(V) equal to
E [Bt ] = exp
(
t
2
(e1 ⊗ e1 + · · ·+ eN ⊗ eN)
)
,
where the exp, the inverse of the function log previously introduced, is defined
by the projection on T (2)(V) of the non-commutative power series
exp(a1 + · · ·+ aN) = 1
k!
∑
k≥0
∑
multi-index (i1,...,ik)
ai1 . . . aik .
One the other side, one may embed the points (Sk)k∈N of a simple random
walk S in a trajectory (St)t≥0 for which the area above the path is different
from the area above the path when the points of the random walk S are
simply linked by straight lines. The renormalization Snt = Snt/
√
n of (St)t≥0
satisfies
lim
n→∞E [S
n
t ] = exp

 t
2
N∑
i=1
ei ⊗ ei + t
2
N∑
i,j=1
ci,j[ei, ej]

 ,
where Sn is the geometric rough path lying above Sn, [ei, ej] = ei⊗ej−ej⊗ei
and (ci,j)i,j=1,...,N is an anti-symmetric matrix given by the expectation of the
additional area between two points (See [Faw03, LV03]).
A theorem of McShane revisited. In [McS72] McShane gave an explicit
example to see that the Wong-Zakai theorem was wrong when one used a
generic interpolation. We can interpret his result as saying that in general,
if one provides an interpolation of a Brownian path to a path that is smooth
off a discrete set of times and continuous and agreeing in value with the
Brownian path at deterministic times path, one expects that the family of
paths will be tight in the metric of rough paths. Converging subsequences
will provide converging solutions to the SDE. However, in general it will not
be the case that the limit of the convergent sequences will have the “natural
stochastic” lift to a rough path although it will often be the case that it
does converge to some unique rough path if the interpolation has enough
independence of the Brownian path.
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For that, we explicitly construct, when the dimension N is 2, an approx-
imation Xδ(ω) of B(ω) such that the limit of As,t(X
δ) is As,t(B) + c(t− s),
where c = (ci,j)i,j=1,2 is an anti-symmetric 2× 2-matrix.
We assume that the dimension N of the space is 2. Let us introduce a
smooth function φ = (φ1, φ2) : [0, 1] → R2 such that φ(0) = (0, 0), φ(1) =
(1, 0) and
c1,2 = A
1,2
0,1(φ) =
1
2
(∫ 1
0
φ1s dφ
2
s −
∫ 1
0
φ2s dφ
1
s
)
.
We identify R2 with the complex plane C: The Brownian motion B =
(B1, B2) is now Bt = B
1 + iB2 and φ = φ1 + iφ2. Let us define the pro-
cess (Xδt )t∈[0,1] by setting
Xδt = Btmj + φ((t− tmj )/δ)(Btmj+1 −Btmj+1)
for t ∈ [tmj , tmj+1]. If φ(t) = (t, 0), then Xδ is the piecewise linear approxima-
tion of B along the partition
{
tmj
}
j=1,...,k
.
Proposition 3. If Xδ is constructed as previously, then with probability one:
(Xδ, A(Xδ))
Vp−−→
δ→0
(Bt −Bs, As,t(B) + 2c(t− s))(s,t)∈∆+ .
Proof. One knows that the piecewise linear path Bδ together with its area
As,t(B
δ) converge a.s. in the rough path metric to Brownian motion B and
the standard Lévy area A(B) (See for example [Sip93, LLQ02],...). An easy
calculation shows that the area associated to a second interpolation Xδ dif-
fers from As,t
(
Bδ
)
by the sum of the areas in the individual intervals of
interpolation, that is, for dyadic times s, t and δ small enough,
As,t(X
δ)− As,t(Bδ) =
∑
ti,ti+1∈[s,t]
Ati,ti+1(X
δ) = c
∑
ti,ti+1∈[s,t]
∣∣∣Bti+1 −Bti
∣∣∣
2
.
Hence, the result comes easily from the fact that (s, t) 7→ ∑ti,ti+1∈[s,t] |Bti+1 −
Bti|2 converges almost surely both uniformly and in p/2-variation to (s, t) 7→
2(t− s).
Remark 4. Using the results from [CL05], this result is easily generalized to
continuous semi-martingales.
4.5 Useful results to prove the convergence in p-variation
We end this section with lemmas that will be useful in the next Section, in
order to compute prove that some convergence also holds in p-variation.
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Let (Xε)ε>0 be a family of rough paths in T
(k)(V) of finite p-variation.
We are interested in giving a simple relative compactness criteria for this
family with respect to dp,[0,1]. Let us denote by Vp the topology this distance
dp,[0,1] generates on T
(k)(V). Let also (C, ‖·‖∞) be the space of continuous
functions from [0, T ] to the metric space V with the uniform norm ‖x‖∞ =
supt∈[0,T ] |x(t)|.
We set ∆+ = { (s, t) 0 ≤ s ≤ t ≤ T }. We remark first that if (Y ε)ε>0 is a
family of functions from ∆+ to R of finite q-variation such that Y εs,t converges
to Ys,t for any (s, t) ∈ ∆+, then
Varq,[0,T ](Y ) ≤ lim inf
ε→0
Varq,[0,T ](Y
ε). (22)
We also remark that for any α > 0,
Varq+α,[0,T ](Y − Y ε)q+α
≤ 2α+q−1 sup
(s,t)∈∆+
|Ys,t − Y εs,t|α
(
Varq,[0,T ](Y
ε)q + Varq,[0,T ](Y )
q
)
. (23)
Thus, if we combine (23) and (22), we see that the uniform convergence of Y ε
to Y and the condition supε>0 Varq,[0,T ](Y
ε) < +∞ implies that Y ε converges
to Y in Vq+α for any α > 0, and the limit is of finite q-variation.
Proposition 4. Let (Xε)ε>0 be a family of random rough paths in T
(k)(V)
defined on a probability space (Ω,F ,P). We assume that for any κ > 0 and
for i = 1, . . . , k,
lim
η→0
sup
ε>0
P
[
sup
|t−s|<η
|Xi,εs,t| > κ
]
= 0,
and that for any δ > 0, there exists some κ > 0 such that for i = 1, . . . , k,
sup
ε>0
P
[
Varq/i,[0,T ](X
i,ε) > κ
]
< δ. (24)
Then there exists some rough path X in T (k)(V) of finite p-variation such
that, for any q > p, Xε converges in distribution to X with respect to the
topology Vq generated by dq,[0,T ] along a subsequence.
If furthermore Xε lies above a stochastic process Xε and (Xε0)ε>0 is tight,
then X lies above some stochastic process X which is a limit of (Xε)ε>0 in
the space of continuous functions.
Remark 5. As Vp is not separable, the convergence of Xε to X in distribution
in Vp does not necessarily implies that (24) is satisfied.
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Let X = (1,X1,X2) be a rough path in T (2)(V). One of the practical
problem with the rough paths theory is to prove that a candidate to a geo-
metric rough path is really of finite p-variation. For that, one could use the
following estimate. Let us set
ωp,[s,t](X) = sup
k≥1, partition (ti)ki=1 of [s, t]
k∑
i=1
(|X1ti,ti+1|p + |X2ti+1,ti|p/2),
Proposition 5 (See [BHL02] or [LLQ02] for example). There exists some
constant C = C(p) such that for any γ > p− 1,
ωp,[s,t](X) ≤ C(ηs,t(X1, 1, p) + ηs,t(X2, 2, p)),
where
ηs,t(Y,m, p) =
∑
k≥1
kγ
2k−1∑
i=1
|Ytki ,tki+1|
p/m, tki = s+ (t− s)i/2k.
What this Proposition said is that one could estimate the p-variation of
X if one has a good estimate Xti,ti+1 at the dyadics points of [0, T ].
5 Rough paths and homogenization
We come back now to the homogenization problem: Xε is the process gen-
erated by (5). Let us recall that vεi (x) = xi + εui(x/ε), where ui’s are the
correctors, i.e., the solutions of Lui = −bi on the space of periodic functions.
For a semi-martingale X, we denote by As,t(X) its “Lévy area” between
the times s and t, that is Ai,js,t(X) =
∫ t
s (X
i
r −X is) ◦ dXjr .
We know from the theory of homogenization that both Xε and the mar-
tingale vε(Xε) converge to the same limit X on (C, ‖·‖∞). Moreover, from
[Lej02],
A0,t(X
ε)
(C,‖·‖∞)−−−−−→
ε→0
A0,t(X) + ct and A0,t(v
ε(Xε))
(C,‖·‖∞)−−−−−→
ε→0
A0,t(X),
where the coefficients ci,j of the anti-symmetric matrix c are given by (9).
In order to apply the results from the theory of rough paths, mainly the
continuity of the maps K and I, one has to prove that his convergence also
holds in p-variation.
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5.1 Convergence with the corrected driving process
Let us fix a real p > 2. As a and the gradients of the vi’s are bounded, it is
clear that vε(Xε) satisfies the condition UCV of Proposition 1 (See [Lej02]).
Then it follows from [CL05] that
(vε(Xε), A(vε(Xε)))
Vp−−→
ε→0
(X,A(X)).
Consequently, it is immediate that if f is a function in Cp+η for some η > 0,
then the solution of the SDE dY εt = f(Y
ε
t )◦dvε(Xεt ) converges to the solution
of the SDE dYt = f(Yt) ◦ dX t.
5.2 Convergence with the initial driving process
Again, p is a fixed real satisfying p > 2.
Proposition 6. The following convergence holds:
(Xεs,t, As,t(X
ε))(s,t)∈∆+
Vp−−→
ε→0
(X t, As,t(X) + c(t− s))(s,t)∈∆+
in distribution.
With the results of Section 4.4, it is clear that the solution of the SDE
dY εt = f(Y
ε
t ) ◦ dXεt converges to the solution of the SDE (14).
Although vε(Xε) is very close to Xε when ε is small, the behavior of
the solutions of the differential equation controlled by these processes are
different.
As V εt =
1
ε
∫ t
0 b(X
ε
s/ε) ds converges in distribution to a martingale, one
cannot expect that the sequence (Var1,[0,T ] V
ε)ε>0 is tight and then that
(Xε)ε>0 satisfies the condition UCV, and the results from [CL05] cannot
be applied.
Lemma 2. There exists some constant C such that for any 0 ≤ s ≤ 1 and
any p ≥ 2,
sup
ε>0
sup
x∈RN
Ex
[
sup
r∈[s,t]
|Xεr −Xεs |p
]
≤ C|t− s|p/2, (25)
where Xε generated by Lε and starting at point x under Px.
Proof. In this proof, we denote the distribution of Xε by Pε and by X the
canonical projection at time t: Xεt (ω) = ωt for any continuous function ω.
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From the Markov property of X,
sup
x∈RN
Eεx
[
sup
r∈[s,t]
|Xr −Xs|p
]
= sup
x∈RN
Eεx
[
sup
r∈[0,t−s]
|Xr −X0|p
]
.
Let us consider an arbitrary positive real R, and let us denote by τ the first-
exit time from the ballB(x,R) of radiusR and center x: τ = inf { t ≥ 0 |Xt| ≥ R }.
Then, as X is a strong Markov process and τ is a stopping time,
sup
x∈RN
Eεx
[
sup
r∈[0,t]
|Xr −X0|p
]
≤ sup
x∈RN
Eεx
[
sup
r∈[0,t]
|Xr −X0|p; t ≤ τ
]
+ 2p−1 sup
x∈RN
Eεx
[
sup
r∈[0,t−τ ]
|Xr −Xτ |p; t > τ
]
+ 2p−1 sup
x∈RN
Eεx [ |Xτ −X0|p; t > τ ]
≤ (1 + 2p−1)Rp + 2p−1 sup
x∈RN
Eεx
[
sup
r∈[0,t]
|Xr −X0|p
]
sup
x∈RN
Pεx [ t > τ ] .
If we assume that supε>0 supx∈RN Pεx [ t > τ ] ≤ c for a constant c small
enough and R = β
√
t, then
sup
x∈RN
Eεx
[
sup
r∈[0,t]
|Xr −X0|p
]
≤ (1 + 2
p−1)Rp
1− 2p−1 supx∈RN Pεx [ t > τ ]
≤ Ctp/2
and our Lemma is proved.
The constant β will be chosen later. We assume first that ε and t satisfy
the relation
ε ‖u‖∞ ≤
β
√
t
4
=
R
4
. (26)
Then
Pεx [ t > τ ] = Px
[
sup
r∈[0,t]
|M εt − εu(Xεt /ε) + εu(x/ε)| > R
]
≤ Px
[
sup
r∈[0,t]
|N εt | >
R
2
]
,
where N ε is the martingale defined by M εt = X
ε
t −Xε0 +εu(Xεt /ε)−εu(Xε0/ε)
and N ε0 = 0. In distribution, the cross-variation of N
ε are
L
(
〈N i,ε, N j,ε〉t Pεx
)
= L
(
ε2
∫ t/ε2
0
ak,`
(
δi,k +
∂ui
∂xk
) (
δj,` +
∂uj
∂x`
)
(Xr) dr P1x/ε
)
,
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so that supε>0 Eεx [ 〈N i,ε, N i,ε〉t ] ≤ C0t for some constant C0 that depends only
on the bounds of a, b and∇u. Using the Bienaymé-Chebyshev inequality and
the estimate on the supremum of a martingale, there exists some constant
C1 independent from ε and t such that, if (26) holds,
Pεx [ t > τ ] ≤ C1
t
R2
≤ C1
β
.
Now, if we assume that t and ε satisfy
ε ‖u‖∞ >
β
√
t
4
=
R
4
, (27)
then we set τ ε = inf { t ≥ 0 |Xt −X0| ≥ R/ε, X0 = x/ε }. It follows from
the renormalization property of Xε and a standard estimate on the exponen-
tial martingales which appears in the Girsanov theorem that
Pεx [ t > τ ] ≤ Px/ε
[
t/ε2 > τ ε
]
≤ eC3t/ε2P̂x/ε
[
t/ε2 > τ ε
]1/2
,
where C3 depends only on the constant of uniform ellipticity of a and the
bounds of b, and where P̂x/ε is the distribution of the process generated by
1
2
ai,j
∂2
∂xi∂xj
. This process is in fact a martingale, and as previously, P̂x/ε [ t/ε2 > τ ε ] ≤
C4t/R
2 = C4/β for some constant C4 which depends only on the bounds of a.
On the other hand, with (27), t/ε2 ≤ 4 ‖u‖∞ /β. Then, if β is large enough,
Px [ t > τ ] may be chosen smaller than a constant not depending on x, t
and ε.
Lemma 2 is then proved by combining all these results.
Proof of Proposition 6. Let us remark the following fact: Let V be an adapted
process and M be a square-integrable martingale. We assume that there ex-
ists some constant C such that E [ |Vt − Vs| ] ≤ C|t−s| and E [ 〈M〉t − 〈M〉s ] ≤
C|t− s| for any 0 ≤ s ≤ t ≤ T . Then for any q ≥ 2,
E
[ ∣∣∣∣
∫ t
s
(Vr − Vs) dMr
∣∣∣∣
q/2
]
≤ E


(
sup
r∈[s,t]
|Vr − Vs|2(〈M〉t − 〈M〉s)
)q/4 

≤ 1
2
E
[
sup
r∈[s,t]
|Vr − Vs|q
]
+
1
2
E
[
(〈M〉t − 〈M〉s)q/2
]
≤ C|t− s|q/2. (28)
On the other hand,
|(Vt − Vs)(Mt −Ms)|q/2 ≤ 1
2
|Vt − Vs|q + 1
2
|Mt −Ms|q.
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Hence, with the Burkholder-Davis-Gundy inequality, there exists some uni-
versal constant K depending only on q such that
E
[
|(Vt − Vs)(Mt −Ms)|q/2
]
≤ KC|t− s|q/2.
Combining this inequality with (28), one gets also that
E
[ ∣∣∣∣
∫ t
s
(Vr − Vs) ◦ dMr
∣∣∣∣
q/2
]
≤ K ′|t− s|q/2, (29)
for some constant K ′ depending only on C and q. With the Burholder-
Davis-Gundy inequality again, this result is also true when V is a square-
integrable martingale such that E [ 〈V 〉t − 〈V 〉s ] ≤ C|t − s| for any 0 ≤ s ≤
t ≤ T , or if M is a not a martingale, but a term of finite variation such that
E [ |Mt −Ms| ] ≤ C|t− s| for all 0 ≤ s ≤ t ≤ T .
Let us set V i,εs,t =
1
ε
∫ t
s bi(X
ε
τ/ε) dτ , and
M i,εs,t = X
i,ε
t −X i,εs + εui(Xεt /ε)− εui(Xεs/ε).
One knows that M ε is a martingale whose cross-variations are given by (8).
Then
∫ t
s
(X i,ετ −X i,εs ) ◦ dXj,ετ = Iε1(s, t) + Iε2(s, t) + Iε3(s, t) + Iε4(s, t)
with
Iε1(s, t) =
∫ t
s
(M i,ετ −M i,εs ) ◦ dM j,X,ετ ,
Iε2(s, t) =
∫ t
s
ε(ui(X
ε
τ/ε)− ui(Xεs/ε)) ◦ dM j,X,ετ ,
Iε3(s, t) =
∫ t
s
(M i,ετ −M i,εs ) dV j,ετ ,
Iε4(s, t) =
∫ t
s
(ui(X
ε
τ/ε)− ui(Xεs/ε))bi(Xετ/ε) dτ.
As a is bounded, there exists some constant C such that 〈M i,X,ε〉t −
〈M i,X,ε〉s ≤ C|t−s| for any 0 ≤ s ≤ t ≤ T and all i ∈ { 1, . . . , N }. Similarly,
as the coefficients a and b are smooth enough, the gradient ∇ui of the correc-
tors are bounded, so that 〈M i,ε〉t − 〈M i,ε〉s ≤ C|t− s| for any 0 ≤ s ≤ t ≤ T
and all i ∈ { 1, . . . , N }. Using this and (25), one gets from Lemma 2 that
for any q > 2, there exists a constant C such that
sup
ε>0
sup
x∈RN
Ex
[
sup
τ∈[s,t]
|εui(Xετ/ε)− εui(Xεs/ε)|q
]
≤ C|t− s|q/2.
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Similarly, from Lemma 2 again, one has that
sup
ε>0
sup
x∈RN
Ex
[
sup
τ∈[s,t]
|V i,εt − V i,εs |q
]
≤ C|t− s|q/2.
It follows that applying (28) or (29) to all the terms Iε1 , I
ε
2 , I
ε
3 and I
ε
4
separately, there exists a constant C such that for any 0 ≤ s ≤ t ≤ T ,
sup
ε>0
sup
x∈RN
Ex
[ ∣∣∣∣
∫ t
s
(X i,ετ −X i,εs ) ◦ dXj,ετ
∣∣∣∣
q/2
]
≤ C|t− s|q/2. (30)
In Proposition 5, one could replace the second-order iterated integral X2 of X
by its anti-symmetric part ((X2,i,j −X2,j,i)/2)i,j=1,...,N . Thus, (30), Lemma 2
and Proposition 5 imply that
sup
ε>0
sup
x∈RN
Ex
[
Varq/2A(X
ε) + Varq X
ε
]
< +∞.
We have then proved that (Xε, A(Xε))ε>0 is tight in Vp for any p > q > 2.
Since the limit in the uniform norm of (Xε, A(Xε)) is known, Proposition 6
is now proved.
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