Abstract. This paper studies the boundary value problem 
Introduction
The boundary value problem (ϕ p (u )) + f (t, u) = 0 (0 < t < 1)
where ϕ p (s) = |s| p−2 s (p > 1) has been studied extensively in the literature (see [3 -5, 7 -10, 12, 17] and the references therein). In this paper, . We next state a fixed point theorem due to Krasnosel'skii (see, e.g., [2] ) which will be needed in Sections 2 and 3. 
Then T has a fixed point in K ∩ (Ω 2 \Ω 1 ).
In this paper X = (C[0, 1], · ) with usual maximum norm will be our Banach space and
u non-negative concave and, for some M u > 0,
u(t) ≤ M u t(1 − t) for all t ∈ [0, 1]
will be the cone. Also, for R > 0 we set
We first state two known lemmas which will be needed in the following.
is the unique positive solution of the problem
A Condition for the Singular p-Laplacian
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Then there exist constants k ≥ l > 0 such that
where p(t) = min{t, 1 − t}.
In what follows we shall assume that (H1) q(t) > 0 for t ∈ (0, 1) and
A necessary and sufficient condition for the existence of positive solutions
In this section we write
We begin with a result which requires either (i) f and g sublinear at zero and superlinear at infinity or (ii) f and g superlinear at zero and sublinear at infinity. 
One of the following conditions hold: 
where c = max{c
On the other hand, assume that u is a C 
As a result, 0 < q(t 0 ) f (e(t 0 )) + g(e(t 0 )) . Now, since f, g, q are continuous, there exists an interval [a 1 , b 1 ] ⊂ (0, 1) with
Thus (2.1) holds.
Sufficiency. We will consider two cases. Case 1: Suppose conditions (H1), (H2), (h1) and (2.1) hold. For all u ∈ K and t ∈ (0, 1) define
Clearly, x is continuous and non-decreasing in (0, 1) and
Thus, x has zeros in (0, 1).
Let ξ be such a zero of x in (0, 1). Then
Define the operator
We first prove that, for all u ∈ K, y = T u ∈ K and y(ξ) is the maximum value of y on [0, 1] where ξ is the above fixed zero of x in (0, 1). Fix u ∈ K and let the constant M u be such that
is continuous and non-increasing in (0, 1) and y (ξ) = 0. Thus T u is a concave function. Moreover,
where ζ is a zero of the function
and
We claim that y(t) ≤ H u (t) for t ∈ (0, 1). If not, there would exist 0 < t 0 < 1 with y(t 0 ) > H u (t 0 ), and so there would exist an interval (a, b) such that y(t) > H u (t) for t ∈ (a, b) and
Integrating both sides of equalities (2.7) and (2.8) over [s, B] (a < s < B) yields
Integrating both equalities on [a, B] yields
Using inequality (2.6) we have
. This together with (2.9) yields
Note that, because (2.1) holds,
satisfies the conditions of Lemma 1.1. Thus there exists a constant k > 0 such that
We now claim that, for all R > 0, the operator T : K R → K is continuous and compact. We first show that T K R is bounded. For this put
where τ is a zero of the function 
where η lies between t 1 and t 2 . Let
This shows that T K R is equicontinuous on [0, 1]. We next claim that T : K R → K is continuous. Assume that {u n } ∞ n=0 ⊂ K R and u n → u 0 uniformly on [0, 1]. The Arzela-Ascoli theorem guarantees that there exist a subsequences of {T u n } ∞ n=1 (without loss of generality assume it is the whole sequence) and a v ∈ C[0, 1] with T u n → v uniformly on [0, 1] as n → ∞. We can also assume without loss of generality that ξ n converges, and we suppose ξ n → ξ 0 as n → ∞. We will now prove that v(t) = (T u 0 )(t) for t ∈ [0, 1].
Without loss of generality, we may choose a sequence {ξ n j } such that {ξ n j } is monotonically increasing (the proof is similar if it is monotonically decreasing) and ξ n j → ξ 0 as j → ∞. Then, 
]. The Lebesgue's Dominated Convergence Theorem guarantees that v(t) = lim
where η satisfies If u ∈ K and u = l, then for 0 ≤ t ≤ 1 we have (with ξ and T defined in (2.4) and (2.5))
where ν satisfies and (i) f is superlinear at infinity (ii) g is superlinear at infinity (iii) f is superlinear at zero (iv) g is superlinear at zero.
However, to achieve this a price has to be paid, i.e. we need to assume that f (1) + g(1) is sufficiently small (see condition (H4) below). 
(H5) One of the following conditions hold: and 
