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Abstract
With the rising popularity and accessibility of cameras as well as the arrival of popular
video sharing websites like YouTube.com, Google Video, veoh.com, and many others,
large quantities of video are produced and available everyday. With all this data,
it becomes necessary to find ways of understanding the content of videos in large
data sets for applications in areas like multimedia management, video surveillance,
and many others. At the same time, all this amount of information produced every-
day can be used for solving problems that can be difficult without a large amount
of training data such as scene matching and alignment. This work studies motion
properties across different sources of video. Both the global motion (also known as
the camera motion) and the local motion are studied, to extract common properties
of similar video sequences. As a consequence, several applications using these types
of information arise. In the case of global motion, an application for clustering videos
based on their genre is examined. For the local motion, this work describes a way
to use a database of flow fields together with matching and alignment techniques for
inferring an optical flow field from a single image (as opposed to the standard problem
of motion estimation using two adjacent video frames) as well as synthesizing video
also from a single image.
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Chapter 1
Introduction
Many current works in Computer Vision depend on training data for building sta-
tistical priors on models of objects, scenes, events, and other concepts. Studies have
shown that, by increasing the number of training samples, inference and classifica-
tion problems become easier. With the present growth of video sharing websites and
the wide usage of portable cameras, large amounts of video are.produced everyday
by both amateurs and professionals. As of April of 2008, the popular video stream-
ing website Google Video has approximately 210,425,470 videos, blinkx.com has over
80 million hours of high-definition video, veoh.com has an average of 3413 videos
uploaded daily, and the list continues to grow.
In the context of video, motion plays an important role in characterizing its genre,
type, and content. The global motion (also known as the motion of the camera) can
vary greatly depending on the genre of the film. Local motion in a video is a result of
events within a scene, and can also potentially characterize its content. The objective
of this work is to build a database of global and local motion statistics across various
types of video. Firstly, with the global motion information, we address the question:
What can we determine from the content of the video by just knowing how the camera
moves? The second component focuses on the statistics of the inner motion in the
video. That is, after isolating the camera motion, what can we determine about the
content of the video given the local motion information? This thesis will describe
how the priors are modeled, how they are extracted from example data, and their
role in several proposed applications such as video classification, motion inference,
and motion synthesis.
The first component considers global motion. Multiple elements such as lighting,
colors, dialogue, and camera motion contribute to the style of a movie. Among them,
camera motion is commonly overlooked, yet is a crucial point. Global motion plays
an important role in defining and characterizing the style of a movie. Think about
the style of Alfred Hitchcock's movies, where his characteristic talent in manipulating
the audience's fears and desires was primarily based on his technique in moving and
placing his camera [42, 4]. Another example is the highly dynamic motion in The
Blair Witch Project, where critics have described how the camera motion can be
used to reveal a story through its startling images and lucid characterizations [31].
Moreover, global motion not only varies depending on the director's style, but also
on the content of the video. For example, the characteristic smooth and continuous
camera motions in National Geographic documentaries are different from the fast
and diverse mix of camera movements in an action movie like Spiderman. The first
component of this work will focus on learning about characteristic global motion. The
hypothesis is that videos of different genres contain different global motions and that
this information can be leveraged in various applications such as video classification,
video stabilization, and film style analysis of amateurs as well as professionals. We
introduce the concept of global motion chains, which represent camera motion at some
sampling interval as a sequence of individual global motions. Direct applications of
this work include video classification for large video corpora and a representation for
indexing and retrieval.
The second component will go into a deeper level: into understanding individual
images (possibly within the video). For humans, this appears to be a simple task.
Consider an image of a car on a road, approaching a green light, with pedestrians
standing at the intersection, and a bird suspended in the sky. We are able to tell
that the bird was flying, the car was probably in motion, and the pedestrians are
probably standing at the intersection. We are able to predict what is happening in
that still image even when this extra information is not contained in the image. This
appears to be a simple task for us because we have seen scenes like these many of
times before. We know a person is unlikely to start flying from the ground, the bird
is not suspended in the air, and that cars usually move forward when they are on a
road with a green light at the intersection. In this work, a large database of videos
of common events will be used to "predict the future" from a single image. In other
words, we will try to infer what is the most likely local motion of a single image from
a set of previous similar examples.
Understanding the content of video sequences and images is a topic of great in-
terest. There has been a lot of work in developing temporal motion estimation algo-
rithms from two consecutive images[16] [26] [7] [3] [8] [1] with applications in scene and
video understanding [41][43] [14]. It can be difficult to accurately estimate the flow
field in an image due to occlusions, layering, borders, etc. Here we approach the
problem of inferring what might happen in the video sequence if we were to look
at only one of its frames. Given enough examples of commonly seen scenes, we can
provide a prior on the flow field to account for other errors that might arise due to
other sources of noise. Another utility is in the area of video surveillance. Most
vision-based surveillance systems are tailored for particular locations because they
require the collection of video from that particular location for long periods of time
(on the order of hours and even days). This work assumes videos contain events and
objects similar to the ones queried but is not restricted to one particular scene, which
provides the flexibility of applying these priors to different scenes without requiring
exhaustive collection of data for motion priors.
1.1 Contributions
The main contribution of this thesis is a set of applications leveraging the information
contained in the motion information of large sets of videos. As mentioned previously,
the accumulation of large amounts of information can contribute to making hard
problems easier. This work uses already existent and constantly growing video data
sources to explore three applications:
1. Video categorization. A framework for clustering videos based on their global
(camera) motion is proposed. This results in a method for classifying films
according to their genre (e.g. documentary, action movie, sports game, etc).
2. Motion field inference from a single image. Traditional optical flow es-
timation algorithms have the objective of finding the velocity vector between
pixels from one image to a second one. This work proposes a method to infer a
plausible flow field given only one image.
3. Motion synthesis from a single image. Given one image, we propose a
method for animating it with plausible events happening in scenes similar to
the image. For example, a scene of an empty street is transformed into a short
clip with a car driving through it.
1.2 Thesis Overview
Chapter 2 will cover background information relevant to this thesis. Chapter 3 con-
tains details of the database including the content, data collection, and pre-processing.
In chapter 4, the details of the global motion extraction, analysis, and video classifica-
tion methodology are described. Following this, chapter 5 describes the work relevant
to the local motion component of this thesis including its extraction, and details on
the motion field inference for new scenes and the algorithm for motion synthesis from
a single image. Chapter 6 includes an overview of the results for the three applications
and this thesis concludes with a summary and discussion in chapter 7.
Chapter 2
Related Work
In this chapter we will describe prior work related to the proposed applications : (1)
video genre classification, (2) motion field hallucination from a single image, and (3)
motion synthesis via the composition of moving objects.
2.1 Global Motion and Video Classification Algo-
rithms
The notion of global motion chains, or sequences of transformations between consec-
utive frames in a video, has been widely used in the context of video stabilization
methods [23, 33, 28]. These tend to be parameter-based with the objective of smooth-
ing sequences for motion compensation. Motion compensated frames are obtained by
warping the original video frames by a cascade of the original and smoothed trans-
formation chains.
While not using the global motion chains, there are several previous works ana-
lyzing actions in video clips. These are classified into model-based approaches [34,
30, 2, 24, 37] and nonparametric approaches [9, 10, 44]. The model-based approaches
are designed for detecting predefined activities occurring in videos. These are shown
to be useful under restricted conditions where the assumed models are valid. More
recent trends in action analysis lies in non-parametric approaches.
Chomat and Crowley [9] apply a set of spatio-temporal filters and evaluate the
joint statistics of filter responses for the purpose of probabilistic action recognition.
Efros et al. [10] use dense optical flow fields as a feature to perform nonparametric
action recognition. Zelnik-Manor and Irani [44] propose a multi-scale spatio-temporal
feature which captures the similarity between video clips based on the behavior con-
tained in the videos. Their feature is based on a local intensity gradient in space-
time domain, and it successfully captures local motion occurring in videos. Wang et
al. [43] developed various methods for detecting and classifying events in surveillance
videos using hierarchical linear discriminant analysis (LDA) to cluster local motion
attributes. Stauffer et al. [41] [14] use tracking for recognition and segmentation of
objects in the video. These methods are efficient and robust in many applications,
such as surveillance or activity recognition, and have been extensively tested in sta-
tionary camera settings. We further extend the problem domain and work with videos
in a large number of settings and containing significant camera motion.
For the purpose of video classification and other applications, the global motion
has been used by several researchers. Roach et al. [35] use a background image
motion represented by (x, y) translation for the purpose of video genre classification.
Affine camera motion is used as one video feature by Smith and Kanade [40] for
video skimming. Kobla et al. [20] use the camera motion feature for identifying
sports videos. Bouthemy and Ganansia [6] propose a method for finding shot changes
in a video using global motion. Closest to our work, Fablet et al. [11] use global
motion for video classification and retrieval. The global motion is represented by a
temporal Gibbs random field to perform the temporal analysis. But the statistical
analysis of motion chains is not their focus.
Our work differs from these previous works because we focus on the analysis
of global motion chains. We are interested in observing the degree of information
contained in the global motion chains across videos of different categories and to
evaluate to what extent classification can be done in a setting of varied short clips
and a moving camera.
2.2 Motion Field Estimation Algorithms
Local motion, or optical flow, is the apparent motion of brightness patterns in an
image, which ideally (but not necessarily) translates to a projection of the 3D velocity
vectors of the objects in the image. An optical flow field describes the displacement
of every pixel in the 2D space within the image. The task of optical flow estimation
between two adjacent frames is non-trivial and there have been numerous works trying
to estimate it between two adjacent video frames. Two assumptions are made for an
optical flow estimation algorithm: brightness constancy, and zero flow at some coarse
level (that is, that after the image is smoothed and down-sampled at some scale, two
frames are close enough that zero flow can be assumed between them)
Based on these assumptions, an incremental optical flow estimation framework
with a coarse to fine search scheme on a Gaussian pyramid has been developed to
handle large motions since early works in [16, 26]. Works using robust functions like
L1 norm are incorporated to handle motion discontinuities [3, 7].
In terms of priors, Roth and Black [36] proposed a model to learn the spatial
statistics of optical flow fields using 3D range data. They model the flow field as a
Field-of-Experts and show numerous statistics of the velocity and orientation of this
information. Furthermore, they apply these statistics as a prior for a more robust
estimation of optical flow.
The current work aims at collecting a large database of flow field information to
serve as a prior for inferring the flow field of other previously-unseen images or of
images for which we cannot obtain a sequence of video frames. The challenge of our
work then translates into finding a mapping between the pixels in the query image
to some frame in the video database.
2.3 Composites
There are numerous works in the area of image compositing. In particular, the prob-
lem of smoothly pasting an object into a new image is nontrivial as properties such as
size, orientation, and object selection play an important role in making the compos-
ite realistic. Various works already assume the correct selection of objects [32, 19].
Lalonde et al. address the data selection problem proposing a user-guided interface
that estimates the ideal orientation and size of objects from a large database ready
for the user to place in the image [21]. However, these methods still depend to some
extent on having a user select the objects and the position where these should be
placed. Using our scene matching and alignment framework, we propose a way of
compositing video frames with objects that are already aligned and sized correctly
without the need of orientation or location selection by the user.
Chapter 3
Data Sets
The data used in this thesis spans videos of various types and categories. These are
divided into three major sets:
1. Moving camera videos. Consists of commercially produced video and un-
professional video (home videos captured by various amateurs) divided into the
following categories: action movie (180 minutes), documentary (120 minutes),
basketball game (120 minutes), and unprofessional (360 minutes).
2. YouTube videos. Consists of 176 video clips downloaded from YouTube: 130
professional and 46 unprofessional.
3. VideoLabelMe. Consists of 720 short video clips of common events such as
cars in street, people walking, dogs at a park, etc. Captured roughly at a fixed
camera position and stabilized.
3.1 Pre-processing
After each video was downloaded, its frames were individually stored in disk for easier
access. The data set of online streamed videos was manually labeled into professional
and unprofessional in the context of editing and post-processing (for example, home
videos are unprofessional and music videos are professional).
For the online streamed videos and the moving camera videos data set, the global
motion of the camera between two consecutive frames was extracted using a standard
global motion estimation algorithm [18]. When the distance between the camera and
the background is large enough, it is possible to approximate the surface motion as
an affine transformation. The algorithm assumes that at least half of the pixels in the
frames are static and estimates the affine parameters for the transformation matrix
describing the motion from one frame to the next one. See background section for
more details on the representation.
For the VideoLabelMe data set, we will use the concept of SIFT feature. A
Scale-Invariante Feature transform [25] also known as SIFT feature, is a local feature
descriptor for an image neighborhood that is known for being robust to changes
in illumination, noise, occlusion, and minor viewpoint changes. A SIFT feature at
a particular location and scale in the image is extracted by convolving the image
with Gaussian filters at different scales and by taking the difference of consecutive
Gaussians.
The VideoLabelMe videos are stabilized (to reduce the small amounts of motion
prevalent in the video) and, to enable efficient access, a dense-SIFT representation is
stored in disk for each frame. This feature representation consists of a dense grid of
SIFT descriptors computed across the image. Each descriptor is represented as a 128-
dimensional vector. We randomly sample SIFT descriptors throughout the images in
our data set and apply K-means to it. The cluster centers will be what we call visual
words and will be used to quantize all the SIFT descriptors across the data set. Each
SIFT feature will be quantized by representing the pixel with the visual word closest
to the SIFT value. This will generate a compact representation of each image as a
grid of visual words. Figure 3-2 shows an example of a VideoLabelMe frame and its
dense visual word representation.
Moving camera videos
YOU I uoe videos
viaeoLabelMe videos
Figure 3-1: Video data sets. Sample frames of the three different data sets that are iused
in this thesis.
Figure 3-2: Visual words. Original irnage and its visual words representation.
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Chapter 4
Modeling Global Motion
This chapter will describe how the global motion (or motion of the camera) of some of
our data sets is modeled, extracted, and used for a simple video clustering application.
4.1 Global Motion Extraction
Let V = {I, ..., I,} be an image sequence composed of n frames where Ii is its i-th
frame. Assume for now that only the camera moves while the environment captured
in the video is static and planar. We refer to the term global motion between two
consecutive frames as a 3 x 3 projective transformation matrix T. By representing 2D
pixel positions (x, y) in homogeneous coordinates x = (x, y, i)T, the geometric trans-
formation I(x, y)A I'(x', y') can be written as x' - Tx, where - denotes equality
up to scale.
The condition for the input video is relaxed for the case of an image sequence with
moving objects in the scene, by extracting the transformation matrix assuming that
the majority of the objects in the captured scene remain static in the real world.
For our global motion estimation, we will assume an affine transformation model.
This model assumes that when the distance between the background and the camera
is large, it is possible to approximate the motion of the surface as an affine transfor-
mation. The affine transformation can be written as:
al l a12 a13
X' = Ax = a21 a22 a23  x, (4.1)
0 0 1
where x is the original position, x' is the new position, A is an affine transformation
matrix. This will reduce the number of variables to six per matrix. We also define a
vector representation of T(= A) in scan-line order as t:
t = [all12, a1 3, a21 , a 22 , a23]T . (4.2)
Global Motion Chains In our analysis, we use ordered sequences of global motions
which we will refer to as global motion chains. We represent the global motion chain
of an image sequence centered at the i-th frame as an ordered list of transformation
matrices of consecutive frames as:
Ci = [[ti-r]T, [ti_(r 1)]T,..., [ti+r]T]T, (4.3)
where r is a positive constant that denotes the radius of the temporal window of the
transformation chain C2 , ti is the vector representation of the transformation matrix
Ti from frame i to frame i + 1.
We further extend this notation to a multi-scale scheme where the sampling of
frames is controlled by a frame skip rate s. The global motion chain with the frame
skip rate s can be written as
[[t. rjT• [ts T IT] T (4.4)
where, analogously, C" is a global motion chain centered at the i-th frame and t' is
the vector representation of the transformation matrix TS from frame i to frame i + s.
The frame skip rate allows us to perform a multi-scale representation of the motion
information used later in our study. The motion chains for our data are obtained
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Figure 4-1: Illustration of the similarity of global motions. Left: points are distributed
in a two dimensional coordinate system. These points are transformed by T1 and T 2
in the middle and right figures. The similarity of global motions T 1 and T 2 is defined
by the sum of distances between corresponding points X.
set by concatenating the affine transformation matrices between consecutive pairs of
frames while skipping the corresponding number of frames.
4.2 Analysis of Global Motion Chains
In this section we will describe a framework for comparing global motions. We are
interested in learning how global motions vary per class and what are their charac-
terizing elements. We model a class of videos as a distribution of motion chains. In
general, there will be a motion chain over a temporal window r for each frame in each
video of a class (excluding some frames at the temporal edges of each video). We
will further extend this to a multi-scale approach where we will subsample frames at
different rates but the general idea of our model is a distribution of motion chains.
4.2.1 Similarity of global motion chains
We will first define a similarity measure of global motion for general linear transfor-
mations in 2-D, e.g., rigid body, similarity, affine and projective. For this case, the
similarity of two transformations has the simple property that it can be expressed as
the L2 norm distance between the two transformations when defining the similarity
as the amount of point displacement in a 2D plane. The derivation is as follows.
X
0
0I(
0.
Suppose we are given some disk in a 2D plane and a set of distributed points on
the disk (Figure 4-1 left). We define the similarity of two linear transformations by
the sum of distances of the warped points. Given two linear transformations T 1 and
T2, the similarity S(T 1, T2 ) of these two transformations can be described as
S(T1 , T 2) df 1  p(x y)-T2
D
= D Ep(x,y)ji(T - T 2)(x y) TH , (4.5)
where D represents a set of points distributed on the disk, ID is the number of points,
Ij 1-|2 denotes the L 2 norm, and p(x, y) is the probability density function of the point
at (x, y). Assuming that p(x, y) has a uniform distribution, as is the case in a regular
2D image if we consider pixels as points, the above equation can be simplified to
S(T1, T 2 ) = Zllt 1 - t 2 21, (4.6)
where the constant Z is written as
Z- I |(x y)11. (4.7)
From this result, the similarity of two linear transformations can be computed by the
L 2 norm. Consequently, the similarity Sc of a pair of global motion chains C and C'
can be written as
Sc(C, C') = E S(TC), TC')), (4.8)
where TPc) represents the i-th transformation matrix in C.
The similarity metric can be augmented by modifying the probability density
function p(x, y). For example, if we assume non-uniform importance of pixels, i.e.,
regions of interest, p(x, y) becomes non-uniform. While it is possible to use this
generalized form of the similarity metric, we assume the uniform density of p(x, y) in
this case for simplicity.
4.2.2 In-class Analysis
In-class typical motions: The purpose of this section is to study typical motion
chains. Intuitively, we can think about how shaky camera motion could characterize
handheld-captured videos, slow pans might be common in nature documentaries, or
highly dynamic movements be prevalent in action movies.
To identify the typical transformation chains, we fit a mixture of Gaussians for
each class distribution of transformation chains. In this model, the means of the
Gaussian centers describe typical transformation chains in the class. A Gaussian
mixture model assumes that each data point (in this case a motion chain) is drawn
from one of m Gaussian distributions. Let yl, ..., y, be motion chains, each one drawn
from one of n Gaussian distributions. Let zi denote the Gaussian from which yi is
drawn from. The probability that a point y comes from a particular i-th distribution
is :
E, 1 0)1 12_D p)) (4.1
P(ylz = i, 0) = 2- i 2 exp(--(y- 2i)Tzl -(y i)) (4.9)
The objective here is to estimate the parameters of each of these n Gaussians and
the probability for each Gaussian being drawn for any given point. We estimate the
parameters using an expectation maximization (EM) algorithm.
This algorithm iterates between an expectation and maximization step and is
guaranteed to find a local maximum solution. The expectation step estimates the
unobserved zs (which Gaussian is used) given the observed motion chains using the
values of the maximization step:
p(zj = i, yj 1t) p(yj Izj = i, Ot)p(Zj = i Ot)
p(yj I Ot) nk= np(yj zj = k, Ot)p(zj = klOt) (4.10)
and the maximization step maximizes the expected log likelihood of the joint:
Q(O)= E In p (yj, z ) yj = p(zj-ilyj, Ot)lnp(zj =i, yj0) (4.11)
Sj=1 j=1 i=1
This iterative algorithm helps us find the parameters of the Gaussians from which
the data are produced. However, this algorithm assumes we know the value of m,
the number of Gaussians. In order to choose this, we follow the Bayesian information
criterion (BIC) [38]:
m = argmin{- log P(datalm, am) + - log n}, (4.12)
m 2
where km is the number of parameters given m Gaussians, O• is the maximum like-
lihood set of parameters for the distribution with m Gaussians, and n is the number
of points in the distribution which in this case is the number of motion chains.
Space of global motion chains: We will also study the compactness in the distri-
bution of each class of videos. For example, consider the extreme case for surveillance
videos where the camera is static. In this case, the camera motion of this video can
be compactly characterized by this static state (or viewed in our terms as an identity
matrix since there is no global motion from frame to frame). On the other hand, if we
have completely random motion, the information required to characterize the space
will be larger than in the previous example.
To analyze the .compactness of the in-class distribution of transformation chains,
we project each distribution of transformation chains to their principal components
and analyze the cumulative variance of the distribution as a function of the number
of principal components selected.
Let D = [t t 2  ... t,] be a matrix D E Rx1", where each column ti is a
transformation chain, n is the number of transformation chains, and 1 is the length of
a transformation chain. Subtracting the mean of entire transformation chains from
the matrix D, we define a new matrix Dm as
Dm = D- ( tiT, (4.13)
where 1 is a column vector where all the elements are 1. The pricipal components
and the corresponding eigenvalues are computed using the covariance matrix Q of
Dm (Q = DmD T )
Aiei = Qei, (4.14)
such that ej and Ai denote the ith eigenvalue and eigenvalue respectively.
4.2.3 Inter-class Analysis
This section focuses on the development of a comparison metric between camera
motion distributions. Based on the modeling of a group of movies of a particular
class as a distribution of motion chains, we develop a metric to compare between two
videos (or groups of videos). Moreover, exploiting the form of a Gaussian Mixture
and the representation of a typical motion as a Gaussian component, we propose a
metric for ranking characteristic motions in order of significance, which intuitively
means we order typical motions with respect to how useful they are in distinguishing
the class to which they belong from others.
Video Comparison The divergence of two distributions is useful for comparing
pairs of video classes, which in turn can be used for clustering of individual videos.
We compare pairs of distributions (each representing a class) and analyze how much
one diverges from the other using an approximation of the KL-divergence of two
mixtures of Gaussians proposed by Goldberger et al. [17]:
KL(f g) = t ai min KL(f g) + log i ) (4.15)
i=1
where f and g are the two distributions of motion chains, fi is a Gaussian compo-
nent with a mixing coefficient ai in f and similarly gj is a Gaussian component with
mixing coefficient 3j in g. Finally, KL(fi| gj) is the KL divergence approximation for
the two Gaussian mixture components fi and gj:
KL(f llgj) 0 log + Tr(E-I Es) + (Pbf - 1 gj)TYEL(I(f -11g) . (4.16)
This KL divergence approximation can be directly applied between two video clips or
two video classes. A video clip can be represented as a Gaussian mixture of motion
chains with one chain centered at each video frame. In section 4.4 we show how we
apply this metric for video clustering.
Significance of a Typical Motion Identifying the canonical motions that dif-
ferentiate a class from others can be helpful in creating stronger classifiers. In this
section we present a ranking method for typical motions to identify what are the
motions that characterize each class and at the same time differentiate it from the
rest.
As a consequence of equation (4.15), Goldberger et al. [17] propose a method for
matching some Gaussian component from a mixture of Gaussians (MoG) f to another
component r(i) of another MoG g via the following matching function:
r(i, g) argmin -((log + Tr(EEI,i) + (4.17)2 I l,il 2,L
(1,i - 2,j) 2 , ( 1,i - 2,j))- 109
Based on this matching-based approximation, we propose a way of ranking canonical
motions of each distribution in a set of MoG G as
p(i) = min (logr() + (4.18)gE{G-f) 2 IE,i -• T( )4
,i - A2, J)E2, 1i 2 0
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Figure 4-2: Plots of cumulative variance as a function of principal components of
motion chains. These plots show the size of space accounted by some number of
principal components.
This ranking is based on the matching-based approximation from equation 4.18 where,
the larger a value is, the more divergent the typical motion (Gaussian component) is
from other typical motions in the set of distributions (other video classes).
In the context of camera motion, if we have motion chains from various movies of a
same class, each Gaussian component represents a characteristic motion of this video
class. Using this ranking function we can identify the "most characteristic" motions
from each video class. These motions would be the ones that have the highest p value
when compared to all of the other Gaussian components of the videos not in this
class.
4.3 Experiments and Results
We extracted the similarity transformation matrices between each pair for consecu-
tive video frames in the sequences sampled at the particular skip rates to construct
transformation chains of a temporal window of radius r = 7 using the hierarchical
Lucas-Kanade algorithm [27, 5]. Using the similarity transformation we have 6 vari-
ables, therefore each transformation chain is a feature point in 90 (= 6 x (7 x 2 + 1))
dimensions in our case.
4.3.1 In-class Analysis
The unprofessional and the three classes of professional videos (documentaries, bas-
ketball games, and action movies) were separated into motion chains and each class
was represented as a distribution of motion chains. For each video class, we calculate
the principal components using the algorithm described in section 4.2.2 and plot the
cumulative variance of each class as a function of principal components considered
(ordered by eigenvalue). Each graph shows this relation across different levels (skip
rates).
In these plots, it is observed that the cumulative variance of the unprofessional
dataset (handheld) is consistently high among the four datasets. This suggests that
the space of unprofessional motion-chains is more compact compared with others in
these levels. This result is counter-intuitive because the unwanted high-frequency
motions in unprofessionally-created movies are expected to create a larger variability.
One interpretation for this result is that professionally-created movies have a wider
variety of global motions that are well-designed, while the unprofessional ones do not.
This differentiates the variety of global motions, and it appears as a difference in size
of spaces.
Figure 4-3 shows the motion means from each of the unprofessional videos as
well as the three professional subclasses. Each row shows characteristic motions at a
particular skip rate and in each row, the motions are ordered in order of significance.
4.3.2 Inter-class Analysis
Figure 4-3 shows typical motions in each class ordered by significance (see equa-
tion 4.19). As expected, in all classes, the static camera motion chain was ranked the
lowest in terms of significance. In other words, a non-moving camera shot exists in
videos of all types and contributes little in characterizing the video or its class. In
contrast, more complex motions serve to characterize and discriminate within classes:
* Action Movies. Characterized by a variety of horizontal and vertical motions.
While some translations are carefully-generated continuous paths, there are
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Figure 4-3: Characteristic motions in each category of videos across different frame
skip rates. The motions are ordered by descending significance (see Section 4.2.3) from
left to right. Each frame in the motion chain is described as a rectangle undergoing an
affine transformation from frame to frame. The first frame is denoted by the rectangle
with the * in each corner.
some drastic changes in location and zooms. At a low level there are simple
vertical and horizontal motions while at a higher skip rate, there are more zooms
with highly dynamic motions. For instance, the camera can be focusing on a
character and moving quickly when the focus changes to another character.
* Basketball Games. Contain very carefully guided curved camera paths with
continuous zoom. Low level motions are general motions in horizontal and ver-
tical directions as well as the lack of movement (static camera). High-level
motions are mostly careful zooms with little translations. There are more hori-
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zontal motions at higher skip rates compared to other classes. This is probably
due to the rapid and varied motions of players in a sport of this nature. More-
over, these effects are possible thanks to equipment not available in other classes
like the unprofessional one.
* Documentaries. Motions are very simple and there are fewer characteristic
translations with respect to the other classes studied. At a low level there
are continuous motions vertically and horizontally while more complex motions
happen at higher skip rates including zooms and carefully controlled paths. At
very high skip rates, there are mostly zooms with no or very little translation.
This is characteristic of documentaries when filming packs of animals in aerial
views.
* Unprofessional. This class has several characteristic motions in all directions.
Due to the limited translation capability of the cameraman at a higher level,
there is little translation at higher skip rates. In general there are less continu-
ous zooms and unstable translations compared to the professionally-generated
videos.
4.4 Application: Film Genre Classification
We have defined a similarity metric between two camera motions which we represent
as motion chains. This has yielded a qualitative analysis of camera motion across
different video genres. We are interested in seeing to what extent video clustering can
be achieved only using global motion as a feature. To achieve this, we will represent
each video clip as a distribution of global motion chains and use the symmetric version
of the KL-divergence approximation previously described in section 4.2 to compare
pairs of global motion chain distributions. We model this clustering problem as one
of normalized spectral cuts [29]. Each video clip will be a node in a fully connected
graph where the weight of the link between two nodes (two video clips) is equivalent to
the symmetric KL divergence between the two distributions. The similarity between
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Figure 4-4: Similarity matrices: (a) Similarity matrix for professional videos: action
movies (AC), documentaries (DOC), and basketball games (BG), and (b) Similarity
matrix for professional and unprofessional YouTube videos.
two video clips with distributions of motion chains f, and g, at scale s respectively
is therefore defined as follows:
def 1
S(vf, v,) = 1.(4.19)Es=~ {KL(f, gs) + KL(g, 8f,)}
Figures 4-4 (a) and (b) show the affinity matrix for the professional videos in
dataset 1 and for all of dataset 2 respectively. The brightness of the region is directly
proportional to the affinity of the videos in that section. In dataset 1, basketball
game clips are more similar to each other (and easier to cluster) than action movie
and documentary clips. In the case of dataset 2, unprofessional clips are more similar
to each other than professional videos.
Comparison to other Motion Features We evaluate the effectiveness of our
global motion chain feature representation in the dataset described in section 4.3.
The 13 hours of video are cut into 3 minute long non-overlapping clips totalling 253
video clips.
We compare our motion chains feature with three other motion-based features
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which have been used in other works for video classification: motion images described
by [15], motion magnitude histograms, and motion direction histograms as described
below.
A motion image is a 2D grid encompassing the field of view of a video sequence.
Each pixel in this image accumulates the occurrence of motion at a particular time
with an integer counter. We iterate through each of the frames of the video and,
for each pixel in the frame, we compute the optical flow vector at such location and
increase the motion image pixel value by 1 throughout the locations where this motion
occurred. The similarity between two motion images is defined as the sum of square
distances of the entries in the two motion images.
We compute the motion magnitude and direction histograms by treating a video
clip as a bag of motions throughout time, quantizing the magnitudes and directions,
and building a normalized magnitude and a direction histogram for each clip. To
compute the optical flow over two consecutive frames, we use the block matching
optical flow estimation implementation in OpenCV. The corresponding similarity
measure used in this case was the histogram intersection.
Now that we have a way of representing each of the video clips as motion images,
magnitude, and direction histograms as well as similarity measures for each of these
features, we can perform clustering using each of these features. As previously stated,
we treat each video clip independently as a node in a graph. The weight of the edge
between two videos is the similarity between these and will vary according to the
feature we are using.
To compute the accuracy of the clustering results within each class, we calculate
the ratio between the number of instances that were grouped together (if there is more
than one grouping, we choose the largest grouping) and the total number of instances
in the ground-truth of that class. Each of the 4 types of features were used to construct
similarity matrices and spectral clustering was applied to them. Figure 4-5 (a) shows
the classification rates amongst professional videos using the different features for
dataset 1. Global motion performed far better than our competition in all three
classes with an average of advantage of at least 34.57%. The most challenging class
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Figure 4-5: Clustering accuracy over datasets 1 and 2.
was the documentaries (DOC) where we achieved an 87% accuracy, still significant
in comparison to the other methods tested.
Figure 4-5 (b) shows the performance of our feature when used to discriminate
between professional and unprofessional videos in our dataset of YouTube videos. We
are able to correctly group unprofessional videos with 96.48% accuracy and profes-
sional ones with 71.43% accuracy.
In summary, in this chapter we have provided an analysis of distributions of the
characteristics of global motion across videos of different genres. We introduced the
notion of global motion chains to characterize the motion of a camera and a similarity
metric between pairs of motion chains. We show a quantitative analysis in a small
group of videos and described the differences between motions of four different video
classes: documentaries, action movies, sports games, and amateur family videos.
We extended our analysis to apply the model in a video clustering application and
compared it against other motion-based methods and show how this feature performs
better in non-static scenarios compared the local motion methods evaluated.
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Chapter 5
Modeling Local Motion
This chapter will describe how we model local motion across videos. We use matching
and alignment algorithms to build an appearance-based for two applications: motion
field inference and motion synthesis through object transfer.
We start by using the VideoLabelMe data set and by describing a matching frame-
work between a single query image and the video frames of the data set which are
already stored in disk. This results in establishing a similarity measure between two
images. This chapter will describe the SIFT-based similarity measure we use for find-
ing the best candidate flow field in the database, as well as the generalized optical
flow field usage for pixel alignment of images. Using this infrastructure, we will show
how local motion information from our video database will be used to infer an optical
flow field for a single image. Finally, these matching and alignment techniques will
be used to animate static scenes via insertion of common moving objects from our
database.
5.1 Scene Matching
The objective here is to create a framework for retrieving the closest video frames
to a given query image. During the preprocessing step, a word quantized SIFT [25]
[22] representation was stored for each video frame. For each video frame, the SIFT
descriptors of the pixels in a dense grid were computed. A random subset of these
SIFT features across the data set were used to build a visual dictionary of 500 words
[39] by running K-means on them. This allows us to represent each image as a set of
visual words binned using a two level spatial pyramid [22, 13]. Specific details of this
can be found in section 3.1.
At this point, our similarity metric between two images is the intersection of
normalized histograms of the two sets of visual words. We use this metric to perform
an initial pass to retrieve the scenes in our data set that are the closest to the query
image. All the frames in the videos are compared against the query image but we
only consider one closest match per video for the final selection. Using the histogram
intersection, we select the top 20 video matches. Figure 5-1 describes this procedure.
The visual words histogram matching method is advantageous because it provides
us with a fast way of computing the similarity between pairs of images. This is helpful
for performing a quick first pass over numerous candidates. To refine our ranking,
we extract the generalized optical flow from the query image to each of the initial
top 20 matches. The computation of the generalized optical flow has an energy value
associated to its solution (since it is computed as an energy minimization problem).
We use the energy-based ranking result from this computation to refine and re-rank
the matches from the histogram intersection retrieval step. Figure 5-2 shows the first
pass of results from the histogram intersection of visual words and the further refined
results after the generalized optical flow computation. Section 5.2 will describe the
concept of generalized optical flow, an alignment algorithm that we will use to find
pixel-to-pixel correspondences between two similar (but not identical) images such as
the query image and its matches generated from our initial retrieval step.
5.2 Generalized Optical Flow
Optical flow characterizes the 2D displacement of pixels in the image plane between
two consecutive images from a video sequence. The problem of optical flow estimation
assumes brightness constancy (a pixel will not change its RGB value from one frame
to another) and zero flow at some coarse level (after the images are smoothed and
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Figure 5-1: Retrieval Framework. The videos are split into frames and each th1 vi-
sual word representation of each frame is processed and stored in the datablase for furthler
retrieval.
down-sampled to some scale, t here is no flow between them) which translates into
having a pixel move within a certain window of space, of fixed size usually smaller
than the image.
The concept. of generalized optical flow is analogous to to hat of standard optical
flow and will be ulsed in this work for image alignment. Instead of consideriing two
consecutive video franmes, we can have any two arbitrary images. The generalized
optical flow field describes the translation of pixels in the first image to the state in
which thexy appear in the second image. If the two imiages are already similar enough,
the generalized optical flow can be accurate enough and align them together. In other
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Ranking from histogram intersection Ranking from the matching score of generalized optical flow
Figure 5-2: Retrieval Results. The retrieval results given a query scene. The SIFT-
based histogram matching results are further refined using the energy values resulting from
computing the optical flow fields .
words, we are looking for the flow field that translates each pixel (characterized by
its SIFT features) in the first image to its best match in the second image.
In the case of generalized optical flow, the brightness constancy and the zero flow
assumptions fail to exist as, in the context of matching, two pixels in the images can be
of different color values and still be matched to each other. Also, two images might be
much more different between each other than two consecutive video frames. However,
we will now analogously represent each image with its dense SIFT representation and
will make an analogous assumption such as SIFT feature value constancy (taking
advantage of the scale and brightness invariance inherent in these features). Also,
since the two images can be very different from each other, the window of search for
matching the SIFT feature is much larger than in the standard optical flow (in fact,
it is the whole image).
We formulate the computation of the generalized optical flow field as an energy
minimization problem. Let p = (x, y) be the index pixel coordinate and w(p) =
(u(p), v(p)) denote the generalized flow vector at p. Denote sl and s2 the SIFT
features for two images, and E the spatial neighborhood by all the pixels in the image.
The energy function of the generalized flow field will therefore consist of three terms:
E(w) = S1(P)-S2(P+W) 1 P) +
P P
+ min (au(p)- u(q), d) + min (a v(p)- v(q) , d). (5.1)
(p,q)EE
The minimization of the first term ensures that matched pixels will have similar
SIFT values (to satisfy the SIFT-constanty assumption). In other words, the pixel in
the first image at location p translated by the flow field w will be in location p + w in
the second image and since they represent the same pixel, their difference should be
minimal. The second term puts precedence in the result with the least translation.
Finally, the third one is a smoothness term that prioritizes for flow fields that are
uniform.
5.3 Application: Motion Field Inference
The standard optical flow estimation problem consists of finding the pixel correspon-
dences between pixels in 2 consecutive video frames. As an application of the scene
matching and alignment framework described in this chapter, we introduce a data-
driven approach for inferring an optical flow field given only one single image.
Having the top scene matches per image, we can take one of these video scenes,
temporally-estimate the flow field, and directly transfer it to the query image. This
method will yield satisfactory results given a large enough database with samples
similar to the query. Figure 5-4b shows a group of results from this technique where
the directly transferred flow fields are roughly accurate in some cases (like the smoke
from the fireplace). However, even if the database is large enough, the query image
might vary slightly from the top match. In order to take this variability into account,
we compute the generalized optical flow from the query image to some match to find
the pixel to pixel correspondence and warp the retrieved flow field according to this
generalized flow field.
As described in section 5.2, the generalized optical flow fields computed from
the query image to each of the top 20 matches have energy values associated to
them. These values will be used to reorder the matches to refine our ranking and
the generalized optical flow fields will be used for warping our inferred standard flow
fields to achieve more accurate ones.
Figure 5-4 shows examples of inferred flow fields directly transferred from the top
matches in our database and the flow fields after being warped. Notice that in some
simple examples, the direct transfer before warping is already accurate enough and
the results after being warped show much better alignment.
The reader must keep in mind that while there are many improbable flow fields
(like a car moving upwards or the steam generated by a fireplace moving downwards),
there are multiple plausible motions for each still image. For example, a car or a boat
can move forward, in reverse, turn or remain static; in any scene, the camera can be
the one moving and as a consequence, generating some uniform flow field. Moreover,
there is a large number of velocities at which an object could be moving. Figure 5-4
shows the temporally estimated flow field for a query image, and its top 5 inferred
flow fields using information from our video database. Notice how all the flow fields
are different but they are highly probable in the real world.
5.3.1 Evaluation
We evaluate our method by randomly selecting a subset of videos from the Vide-
oLabelMe set to create our test set. One frame per video is chosen from this test
set. For each of these frames, we obtain a set of top n inferred flow fields using our
method. Separately, we collect an evaluation set containing the temporally estimated
flow field for this test frame (the closest to a ground truth we have) and 9 random
flow fields taken from other scenes in our database. We take each of the n inferred
flow fields and compute the similarity between it and the set of evaluation fields and
use the rank of the ground truth as an indicator of how close the inference was to
the temporal estimation. Because there are many possible flow fields that are still
realistic, we do this comparison with each of the top n flow fields and keep the highest
ranking achieved within the set of top matches.
Figure 5-5a shows a normalized histogram of these rankings across 720 flow field
inferences from the VideoLabelMe data set. Figure 5-5b shows the same evaluation in
a subset of the data set that includes 400 videos with mostly streets and cars. Notice
how, for more than half of the scenes, an inferred flow field was closely matched to the
temporally-estimated ground truth compared to the rest. The rest of the rankings
are accumulated in the top half of the rankings meaning that the inferred flow fields
are very close to the ground truth. The case focusing on roads and cars gives better
results with the bar at rank 1 being even higher, with 66% of the inferred results
matching the temporally estimated flow field and with more rankings close to 1 than
in the case of all of the videos.
While the histograms of ranks show that the majority of the inferred flows were
ranked as number 1, there is still a significant number of instances close to, but not
exactly 1. Figures 5-6 and 5-7 show test instances each with 12 flow field options
where the field drawn with green arrows is the inferred flow and the rest are fields
randomly selected from our data set. In figure 5-6 we can see some examples where
the inferred flow fields were ranked as number 1 by being the closest to the ground
truth data while figure 5-7 shows examples in which the inferred flow field was not
ranked as number 1. Notice how the fields that were ranked at the top are quite
similar to our inferred ones showing that in some cases where the top field was not
ranked 1, we still produced a very close approximation.
In figure 5-8 we show the evaluation of the performance of the inference algorithm
as a function of number of top matches included in the result set. This graph shows
a plot of the percentage of the test set with an inferred flow field ranked as number
1 as a function of matches included in the evaluation. As expected, this percentage
increases with the number of matches. This figure shows the graph for the results
from the SIFT-based matching step and the ones refined with the generalized optical
flow field warp with the last one appearing slightly better.
5.4 Application: Motion Synthesis Via Object Trans-
fer
The previous section showed how it is possible to infer the direction and velocity
of objects in a still image. Having a prior on what scenes look like over time also
allows us to infer what objects (that might not be part of the still image) can possibly
appear. For example, we know that a car moving forward can appear in a street scene
with an empty road; or, that a fish can start swimming into a scene with a fish tank
at an aquarium.
With this idea in mind, we propose a method for synthesizing motion starting
with a still image. The general idea is to transfer moving objects from similar video
scenes. In particular, given a still image q that is not part of any video in our database
D, we identify and transfer moving objects from videos in D into q to create a set of
events that are probable in the given scene. Our algorithm is summarized as follows:
1. Query D using the SIFT-based scene matching algorithm to retrieve the set of
closest video frame matches F = {filfi is the ith frame from some video in D}
given the query image q.
2. For each frame fi E F, we can synthesize a sequence based on the still image q
where the kth frame of the newly synthesized frame qk is generated as follows:
(a) Densely sample the optical flow from frame fi+k to fi+k+l
(b) Construct the new frame qk by transferring the pixels from q at locations
without moving pixels and fi+k at locations with moving pixels.
(c) Apply Poisson editing [32] to blend the foreground (pixels from fi+k) into
the background composed by pixels from q.
Figure 5-9 shows a visual example describing this procedure.
Figure 5-10 shows examples of still query images, their corresponding retrieved
video sequences from our database, and representative frames from the synthesized
video sequence created by transferring the moving objects from the video sequences
into the still images. Notice the variety of region sizes transferred and the seamless
integration of the objects into the new scenes.
Some of the biggest challenges in creating realistic composites lie in estimating the
correct size and orientation of the objects to introduce in the scene. This matching and
alignment framework inherently takes care of these constraints by retrieving sequences
that are already oriented like the query image. Consequently, the placement of the
moving objects is straightforward and yields realistic moving sequences.
The Poisson blending pastes the portion of an image on the scene seamlessly
by changing the image gradient of the portion to adapt to the gradient of the part
where it will be pasted into. This means that the colors of the pasted objects will be
different from their original colors. This might not be a problem when dealing with
static images. However, the gradient of the pasted image will be different across the
video as the object is moving in the scene causing the colors of the pasted portion to
fluctuate throughout the video. We address this problem by modifying the Poisson
equation and adding an extra constraint that ensures that the center of the pasted
object will maintain its original intensity value with linear decay with respect to the
distance to the center of the object.
Another limitation of this approach is the lack of depth information for the ob-
jects in the scene. The transferred objects are always be pasted directly on top of the
image. While this still yields numerous realistic synthesized videos, they are mostly
short. For example, the third row in figure 5-10 shows a car moving forward but we
could find a case where it would synthesize portion with the car being pasted on top
of the other parked cars or on the building.
In summary, in this chapter we have described an appearance-based matching frame-
work to retrieve scenes in a video database given some query image. We use the
concept of generalized optical flow to find pixel-to-pixel correspondences between the
query image and each of the retrieved images to align and adapt a standard optical
flow field (available because of the video database) to the query image. We also show
how the retrieval of spatially-similar matches can be helpful to create interesting video
clips by transferring the moving objects from the video sources to the single query
image.
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Figure 5-3: Motion from a single image. The temporal estimation of the flow field
(left column), the inferred flow field using SIFT-based-matching (center column) and the
inferred flow field after warping. Note that the motion in (c) is inferred from a single input
picture. Therefore, no motion signal is available to the algorithm. The predicted motion is
based on the motion present in other movies with image content similar to the query image.
#1
Figure 5-4: Multiple motion field candidates. A still query image and its temporally
estimated flow (marked with green frame) and multiple options of flow fields inferred.
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Figure 5-5: Evaluation of Motion Field Inference using top 15 inferences. The flow
field inference evaluation was performed by comparing each of the top inferred fields with a
group of flow fields where there were 9 randomly selected fields and the temporally estimated
flow field for the scene. The similarity between flow fields was defined by comparing the
moving pixels in the two flow fields. The graph shows the rank of the ground truth flow
field when comparing with with the top matches.
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Figure 5-6: Flow instances where the inferred flow is close to the ground truth.
A set of random flow fields (blue) together with an inferred flow field (green) for the cor-
responding scene. The fields were checked against the the ground truth by comparing the
moving pixels in the two images. The number above each image represents the fraction of
the pixels that were correctly matched with respect to the ground truth. The flow fields
are ranked with respect to this number.
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Figure 5-7: Flow instances where the inferred flow was not ranked as closest
to the ground truth. A set of random flow fields (blue) together with an inferred flow
field (green) for the corresponding scene. The fields were checked against the the ground
truth by comparing the moving pixels in the two images. The number above each image
represents the fraction of the pixels that were correctly matched with respect to the ground
truth. The flow fields are ranked with respect to this score. The rank of the inferred flow
field determines the quality of the inference. In these cases, some other random flow fields
appeared closer to the ground truth than any of our inferred guesses.
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Figure 5-8: Evaluation of Motion Field Inference. Percentage of instances in which
the inferred flow field was ranked as the flow field closest o the ground truth as a function
of number of top inferred flows used. The graph shows the results for the SIFT-based
inferences as well as after the generalized optical flow warp showing slightly better results
for the second case.
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Figure 5-9: Motion synthesis via object transfer. A static image is used to query the
video data set and the moving ob1jects of one of the videos is transferred alnd bl( Ilellde on
the static sceine to synthesize a Iniw video.
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Figure 5-10: Motion synthesis results. Query images (a), the top video match (b),
and representative frames from the synthesized sequence (c) obtained by transferring the
moving objects from the video to the still query image.
1,~ i,,,
Chapter 6
Summary and Discussion
This thesis has described the collection of different types of video data from different
sources and examines applications based on their global and local motion information.
In the case of global motion, we perform an analysis of its distribution within var-
ious video classes and show how the space of unprofessional motions is more compact
with respect to professionally-captured ones at a high level. At a low level, action
movies are the least compact followed by basketball games and documentary films
in that order. In addition, we learned that unprofessional movies have similar wide
range of motion chains with respect to professional films while at a higher level, the
camera motion of professional films is more controlled and less varied in comparison
with unprofessional movies. The resulting applica.tion we propose is a way to compare
camera motions which, and as a result, we apply in a video clustering application.
Our method is more efficient at clustering videos when compared to other motion-
based features in the literature. Global motion features perform better in our dataset
where there is a large variety of camera motions characterizing the genre of the video
while other features such as global motion and other low-level ones based on local
motion perform well in certain scenarios where the clip is short, the camera is static,
and contains simple actions.
Regarding local motion, we propose a way of inferring plausible local flow fields
for single images based on an appearance-based initial matching using a dense SIFT
representation of a scene. As a first step, we are able to quickly retrieve scenes
similar to the query image, and, using a generalized optical flow field, we are able
to obtain a more accurate alignment between frames in our database and the query
image. The retrieval of very similar scenes and the alignment of the query and the
resulting images contributes to the inference of a flow field for the query image. A
second application using local motion as a prior results from the appearance-based
matching stage. We are able to synthesize motion from a single image by transferring
the moving pixels from the top matching video to the static scene. Because of the
nature of the matching algorithm, the objects that are transferred (like cars, people,
etc) are already sized and oriented in a natural way making the moving objects fit
into the new background easily.
In conclusion, we have performed a global and local motion prior study. In partic-
ular, we show that camera motion is indeed different across video classes and carries
significant information about the movie type. We also show experimentally that
global motion carries significant information about the movie type by comparing our
feature to other features based on local motion, where the clustering results were
consistently better using global motion as a feature. In the area, of local motion, we
describe an appearance-based matching method for indexing and retrieval of video
inferring a flow field from a single image, and for synthesizing motion in a static
image.
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