We describe an algorithm and chip implementation for separating a mixture of unknown, but independent, temporal signals in static and dynamic environments. The proposed algorithm, which is a simple modi cation of the Herault and Jutten (HJ) algorithm, proved to be robust to parameter variations in both cases. We p r e s e n t c hip test results to quantify the performance of the modi ed algorithm in static and dynamic (mixing and ltering) environments. Moreover, experiments of separating two s p e e c h o r t wo m usic signals in English-English, English-Japanese, and English-Arabic have demonstrated successful performance. 
Introduction
and unrobust processing for any n e t work. Indeed, in order to render the network operable in realworld applications, robust operations must be ensured to parameter variations, dynamic in uences and signal delays that often result in asynchronous signal propagation. Examples of such e ects include delay lines and/or echoes in the case of a radar system, and lters in the case of an audio system. The medium should beindeed modeled as a dynamic linear (or even, nonlinear) system 5, 6].
In 1, 2], a neuro-inspired algorithm is proposed for the SIS problem. The algorithm is also explained from the viewpoint o f statistical signal processing but is largely heuristic. For instance, global stability analyses are lacking. Yet, the algorithm's performance has been demonstrated by successful prototype simulations. The algorithm, however, does not consider dynamic medium or delays. It considers a static mixing of signals, where each output of the medium entails one signal and a fraction of each other signal. The simulation evidence has focused primarily on consideration of 2-signal prototypes. Examples have been reported in 7 , 8 ] a s w ell. However, the algorithm fails to perform separation of sources in case the medium is no longer a static linear model. Also, it lacks robustness to parameter variations and to the presence of dynamics or ltering in the medium.
Thus far, the separation of independent sources has been implemented in CMOS technology using static linear models of the medium. Successful testing of these implementations have been reported in 7, 8]. However, these implementations cannot perform separation of sources in realistic environments (which include dynamics) due to the limited nature of the algorithm. This paper describes a modi cation of the Herault-Jutten (HJ) algorithm which aspires to address the e ect of dynamic media in ltering and delaying signals. Thus the network model includes dynamics in order to accommodate the ever-present dynamics in the mixing medium. The capability o f the modi cation is veri ed in static and dynamic media by n umerous computer simulation results. Its performance is found to be superior to the original HJ algorithm. The paper also describes the robust CMOS implementation of the modi cation. Our implementation is similar to the one proposed in 7]. However, time-constants and time-scales are carefully considered to satisfy time-scale separation criteria. The paper provides extensive performance studies on several applications of a prototype neuro-chip. These studies include static and dynamic media where we experimentally quantify the chip's capability and limitations. Thorough testing of the chip is performed using prototype signals as well as real-time, real-world, signals such as speech o r m usic waveforms that include English, Japanese, and/or Arabic.
The paper is organized as follows. Section 2 de nes the problem of separation of indepen-dent sources (SIS) and summarizes the HJ algorithm. Section 3 describes the modi cation of the algorithm and its motivation. Section 4 discusses and compares computer simulations of both the algorithm and its modi cation, demonstrating the advantages of the latter. Section 5 presents the basic building blocks used to implement the proposed algorithm. Section 6 summarizes the experimental results of a fabricated CMOS chip that include several speech and music separation experiments. Finally, some concluding remarks are given in section 7.
Problem De nition
The general block diagram for SIS is shown in Figure 1 . The vectors s(t), e(t), and y(t) are, respectively, the unknown source vector, the measured signal vector, and the output signal vector.
The neural network to be designed receives the signal e(t) as its input and adaptively modi es y(t) to reproduce the original signal s(t).
In 1, 2, 9], Herault and Jutten had proposed an algorithm for the separation of independent sources. It is assumed that the medium is static and linear. The inputs to the network are the measured signals e i (t) 1 i n, which are linear combinations of the original signals, namely,
In vector form, one has e(t) = A s (t) (1) A is an n n matrix whose components a ij are unknown. A models the the mixing static environment and is assumed to be nonsingular. Furthermore, for normalized mixing, its diagonal entries are all ones and each o -diagonal element is less than one in absolute value. Herault and Jutten used a recursive a r c hitecture made up of fully interconnected outputs. Each o u t p u t , y i (t) 1 i n, receives the mixed signal, e i (t), and a weighted sum of all other outputs, ; P j6 =i d ij y j (t). Thus, y i (t) = e i (t) ; X j6 =i d ij y j (t) 1 i n (2) which, in vector form, becomes the (static) network: y(t) = e(t) ; D y(t) D i s a n n n weight matrix whose main diagonal is zero. Now, the problem of separation of signals translates to retrieving the original signals s(t). In the limit, it is thus desired to have:
where P is a permutation matrix ( i.e. a matrix obtained from the identity b y r o w and/or column permutation). Herault and Jutten were motivated by some neurobiological evidence that the information about the speed and position of bodyjoints are mixed before beingsent to the brain by two di erent types of nerves. The brain is however perfectly capable of separating (and recovering) speed and position signals. This biological and intuitive inspiration led Herault and Jutten to propose an update law that presumes the independence of the original signals:
where f(:) and g(:) are two nonlinear odd functions and ij is a constant learning rate. (We di er details of the update law (3) to their original work in 1, 2] .) This algorithm has been implemented in CMOS. Successful testing of several implementations, using static models of the mixing medium and the network described by (1) and (2), have been reported in 7] and 8]. However, the algorithm, and thus its implementations, lacks robustness to changes in the model of the medium (which, in practice, includes dynamics and time-delays). Next, we propose a modi cation of the algorithm that embraces dynamics in the medium and is robust to parameter and ltering variations. approximation and inaccuracies. Moreover, this modi ed algorithm performs smoothing and enables an integrated circuit implementation to dominate the ever-present parasitic capacitances of its transistors. The modi ed algorithm 5] was shown to be more robust than the original HJ algorithm to parameter and ltering variations. Simulation results, shown below, will demonstrate that the system described by (1), (3) and (4) successfully separates mixed signals more robustly. Our chip implementation of system (3) and (4), discussed below, will be tested in both the static medium case as well as the more realistic dynamic medium case.
Computer Simulations
Computer simulations were performed to study the performance of the proposed algorithm compared to the original algorithm. The two nonlinear functions f(:) a n d g(:) are chosen to be f(x) = s i n h x and g(x) = tanh x
The proposed algorithm will converge to the desired parameters, a ij , and retrieves the original signals if and only if time-scale separation between the equations (4) and (3) is maintained. Thus, a necessary condition between the parameter learning rates, ij , and the time constants, k , m ust be satis ed, namely, ij k 1 8 i j k This condition will also guarantee that the rate of change of the dynamical state y(t) is faster than that of the update of the parameters d ij . Figure 2 shows the simulations for a 2 ; dimensional network with = 0 :05 and = 0 :001 (satisfying the above condition). The original signals, which a r e two sine functions with di erent frequencies, were mixed as described in (1) for di erent static mixing combinations including a 12 = 0:7 and a 21 = 0 :3. Both algorithms converge to the desired parameters a ij . However, the output y(t) of the network model is still a mixture of the original signal for the original HJ algorithm whereas the output y(t) of the modi ed algorithm is a replica of the original signal.
We have conducted numerous computer simulations for 2, 3, 4, and 5 dimensional networks. All computer simulations give a v alidation of the robust performance of the proposed modi cation. We next describe the micro-electronic implementation of the modi ed algorithm.
CMOS Micro-electronic Implementation
The modi ed HJ algorithm is implemented in CMOS using 2:0 m technology on a Tiny Chip (2:22 2:25mm 2 ). Similar building blocks to that of the Vittoz-Arreguit 7] implementation are used with the modi cation in the summer circuit to realize the implementation of (4). The basic components of the circuit are a transconductance ampli er 10] and a sine hyperbolic circuit 7]. In Figure 3 , the circuit diagrams of the basic components and their corresponding measured characteristics in the subthreshold regime are shown. These basic components produce a relationship between the input voltage V and the output current, which is expressed in units of kT q (see 10 Using these basic building blocks, the circuit implementation of the modi ed algorithm, governed by (3) and (4), is now realized. Observe that the ratio between i and the inverse of ij is about 4-folds, leading to a fast and slow time-scales of the dynamics of the network and the weight update. Circuit simulations of our CMOS implementation of the proposed algorithm using PSPICE were performed prior to the layout and fabrication stages. A sample of the obtained results of separating two s i n usoidal signals of di erent frequencies is shown in Figure 5 .
Test Results
The resulting chip is tested to quantify its performance for static and dynamic media. The tests are carried out for prototype signals as well as for real-world, real-time signals such a s speech, music, and noise. The tests will befocused on studying the separation of signals and the robustness of the performance to variations in ltering and parameters.
The Static Medium Case
It is assumed here that the mixed signals are linear combinations of the unknown sources as described in (1) . The chip testing is carried out using a two-neuron network where it is desired to separate two independent signals.
The Experimental Setup
The combined circuits shown in Figure 6 , with C F ij = 0, produces a linear combination of the original sources. Summing all the currents at node 1 in Figure 6 
Experimental Results
Experiments were conducted to investigate the performance of the chip for the separation of the signals in ve scenarios: (i) separation of prototype functions (sine, square and triangle), (ii) separation of two segments of music signals (Japanese and English) from two di erent sources, (iii) separation of two speech segments of two di erent English speakers, (iv) separation of two speech segments of two di erent Arabic and English speakers, and (v) separation of white noise and an English speech segment. Successful separation was obtained in the rst four cases for mixing levels less than 80%. For the fth case, separation was attained only for mixing levels less than 30%. Above these mixing levels, the outputs of the network are not separated satisfactorily but rather 
Limitations
As the level of mixing is varied, it is discovered that the network fails to separate the signals when the mixing reaches a certain level. Based on experiments, the normalized coe cients of the mixing matrix A should range between 0.0 and 0.8 for the rst four scenarios and between 0.0 and 0.3 for the fth scenario in order to achieve successful signal separation. Observe that this limitation is inherent in the algorithms themselves as has been evidence by computer simulations.
The Dynamic Modeling Case
We now consider that the input to the network is a superposition and a delayed ( ltered) version of the unknown sources. This is a more realistic, real-world, mixing scenario. The chip failure to perform separation is not due to chip nonidealities but rather due to the algorithm itself. The same limitations had been observed in computer simulations.
Experimental Setup
The circuit diagrams shown in Figure 6 
Experimental Results
The goal now is to study whether the modi ed algorithm can still update the parameters and achieve convergence. The parameters d ij must adaptively counter the e ect of the mixing and ltering, and thus recover the original signals. The ve previous scenarios are repeated in studying this problem. Exhaustive experimentation and testing led to the conclusion that separation of the signals occurs in the rst four scenarios when g ij < 0:4 and also in the fth scenario when g ij < 0:15. Figures 11-12 depict some sample test results. The normalized range of parameter variations as a robustness measure is now more restrictive than in the static medium case. However, the normalized ranges specify the parameter intervals where separation of signals can be performed reliably.
Limitations
It is noted that the interval range over which the separation of signals in the dynamic medium case had shrunk considerably in comparison to the linear static medium case. Nonetheless, the chip was able to achieve signal separation in this dynamic medium as well. The mixing parameter g ij < 0:4 for the cuto frequency range 1 < ! cij < 10 6 may be acceptable for a wide range of applications which s e e k to enhance or purify the quality o f signals. However it may be limited in other applications where normalized mixing exceeds 0.4.
Conclusion
We h a ve designed, implemented and tested a CMOS chip for a modi ed HJ algorithm and explored its validity range. The modi cation produces robust performance to parameter variations and to dynamic media e ects. Limits were also experimentally quanti ed. The fact that realistic sensors have their own inherent dynamics underlines the need for such considerations. We showed that the modi ed algorithm has a potential in solving the problem of SIS in more realistic real-world environments. 
