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Building a Big Data Management System 
Based on Hadoop and Case Study
Jeong-Rae Kim
Department of Computer Engineering, 
Graduate School of Korea Maritime and Ocean University
Abstract
데이터 생성량의 증가로 인해 다양한 분야에서 빅데이터의 활용에 대한 필
요성이 커지고 있다. 그중 IOT 기반 데이터는 센서로부터 실시간으로 대량의 
데이터를 수집하기 때문에 데이터 생성량이 큰 비율을 차지하고 있으며, 이
를 활용할 수 있는 빅데이터 시스템의 필요성이 커지고 있다. 본 논문에서는 
대용량 로그 데이터를 처리, 빅데이터 분석할 수 있는 빅데이터 시스템을 설
계 및 구축하였다. 임의로 생성된 스마트카 상태 데이터를 주축으로 빅데이
터의 수집, 적재, 탐색, 분석 과정에서 사용되는 프로그램들의 역할과 기능을 
설명하고, 하둡을 중심으로 데이터 처리 과정을 분석하여 최종적으로는 추천 
및 군집 분석 등 머신러닝 기술을 적용하였다. 
- 1 -
제 1 장  서 론
최근 개인용 스마트 기기의 보편화와 다양한 분야로부터 디지털 데이터에 접
근하는 기회가 많아지고, 데이터를 생성하는 주체가 증가함에 따라 빅데이터 
관련 산업에 대한 관심이 급증하고 있다. 멕킨지에 따르면 빅데이터가 생산성, 
혁신, 경쟁력의 핵심요소로서 의료 및 공공행정 등의 6대 분야에서 6천억 달러 
이상의 가치를 창출할 것이며, 미래 글로벌 비즈니스 지형을 바꿀 3가지 기술
로 스마트자산, 클라우드, 그리고 빅데이터라 하였다. [1]
빅데이터가 사회적 이슈로 등장한 이유는 IT를 활용한 다양한 산업분야에 활
용할 수 있는 대용량의 데이터가 축적되어 있고, 가공되지 않은 데이터의 활용
과 유용성 등의 데이터 가치가 무궁무진하기 때문이다. [2] 그러나 우리나라는 
아직 기술적인 측면에서 세계 수준에 비교하여 뒤처져 있으며, 관련 기술자들
도 매우 부족한 상황이다.
국내 기업의 빅데이터 도입현황을 살펴보면, 포털사와 이동통신사 등 소수의 
대기업들이 자사가 보유한 데이터를 바탕으로 빅데이터 서비스 제공을 시작하
는 초기 단계이며, 소셜 분석, 시각화 기술, 데이터 관리 등 분야별 전문기업들
이 등장하고 있다. 향후 IT 패러다임이 클라우드 컴퓨팅 중심으로 변화하고, 빅
데이터의 가치가 중요해질 전망이기 때문에 이에 대비한 국내 플랫폼 기술의 
연구개발과 개발자 생태계의 활성화가 시급한 시점이다.
이에 본 논문에서는 빅데이터의 처리와 연구를 시작하는 단계에서 저렴한 비
용과 실용적인 환경으로 하둡, SQL과 같은 빅데이터 처리 기술을 이용할 수 있
는 빅데이터의 병렬분산처리환경 구축을 위한 실용적인 학습 시스템을 설계 및 
구현하였다. 사용되는 데이터는 자동차 내부의 엔진 및 브레이크 등 고장을 판
별할 수 있는 장비들의 정보를 사용하며, 빅데이터 처리 과정 단계에서 데이터
가 어떤 방식으로 처리되는지 과정을 보여준다. 추가적으로 마스터 데이터와 
구매 이력 데이터를 입력하여, 머신러닝 기술을 적용할 수 있는 새로운 데이터
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셋을 생성한다.
본 논문의 구성 및 주요 내용은 다음과 같다. 제 2 장에서는 빅데이터 관련 
현황 및 기술들을 설명하여 본 논문의 주요 목적인 빅데이터 시스템 구축과 사
례분석에 관한 필요성을 설명한다. 제 3 장에서는 앞서 언급한 필요성에 기반
한 빅데이터 시스템 구축을 위한 소프트웨어 아키텍처와 활용하게 될 각 처리
과정 별 프로그램들의 기능들을 설명한다. 제 4 장에서는 빅데이터 시스템에서 
작동하는 각 프로그램들이 직접적인 데이터 처리 과정을 데이터셋과 연관지어 
분석 결과값을 보여준다. 마지막 제 5 장에서는 본 논문의 결론 및 향후 연구
내용을 제시한다.
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제 2 장  빅데이터의 이해
2.1 빅데이터 개념 
스마트 기기, SNS, 사물인터넷의 확산으로 시작된 빅데이터가 현대인의 생활 
요소에 직간접적으로 큰 영향을 주면서 중요한 사회적 현상에 빅데이터가 빠지
지 않고 등장하고 있다. 이는 불과 몇 년 전 많은 전문가들이 예견했던 빅데이
터의 시대가 현실로 다가왔음을 의미한다. 
2010년 인터넷/모바일 시대를 기점으로 데이터의 양이 폭발적으로 증가했고, 
2016년부터는 사람, 사물, 정보가 하나로 연결되는 초연결의 시대, 즉 4차 산업
혁명이 시작됐다. 4차 산업혁명은 인공지능, 사물인터넷, 무인자동차, 로봇산업 
등으로 메인스트림이 만들어지는데, 이때 필요한 핵심 기반 기술로 모두 빅데
이터를 주목하고 있다. 빅데이터의 시대는 데이터를 단순 정보로만 보지 않는
다. 과거로부터 현재까지 쌓인 데이터를 분석해 현재를 이해하고 이 정보에서 
만들어지는 다양한 패턴들을 해석하며 미래를 예측하는 것을 목적으로 한다. 
이를 통해 조직의 중요한 의사결정에 빅데이터가 활용되면서 빅데이터가 단순
히 대규모의 데이터 집합에서 기술, 분석, 통찰력까지 총칭하는 용어로 사용되
고 있다.
Fig 1은 빅데이터의 의미와 목적을 담고 있다. 2011년 메타그룹의 애널리스트
인 더그 레이니는 당시 정립되지 않은 빅데이터의 정의를 3V라는 표현으로 매
우 명확하게 정리했는데, 이는 데이터의 크기(Volume), 데이터의 입출력 속도
(Velocity), 데이터 종류의 다양성(Variety)이라는 세 개의 차원으로 빅데이터를 
정의한 것이다. 이후 IBM이 진실성이라는 요소를 더해 4V를 정의했고, 이후에 
시각화와 가치가 추가로 정의되면서 6V까지 확장됐다. 빅데이터에 대한 정의는 
방대한 크기(Volume)의 다양한(Variety) 데이터들이 빠른 속도(Velocity)로 발생
하고 있으며, 빅데이터는 3V(Volume, Variety, Velocity)를 수용하여, 데이터의 
진실성(Veracity)을 확보하고, 분석 데이터를 시각화(Visualization)함으로써 새로
운 효익을 가져다줄 가치(Value)를 창출하는 것으로 정의할 수 있다.
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Fig 1 빅데이터의 6V 
2.2 빅데이터 현황 
최근 2년 동안 발생한 데이터가 전 세계 데이터의 80%를 차지한다고 하며, 
향후 지구상에서 발생하는 데이터의 양은 Fig 2와 같이 2025년까지 현재보다 
10배 늘어난 163 ZB 수준까지 증가할 것으로 보인다. 이 가운데 80%가 빅데이
터 분석이 필요한 비정형 데이터로 만들어질 것으로 예측하고 있다.
빅데이터의 중요성이 부각 되면서 관련 시장도 큰 폭으로 성장하고 있다. 빅
데이터가 기존 시스템들이 기술적 한계로 해결하지 못한 수 많은 현안들을 해
결하기 시작하면서 그 활용범위가 넓어졌고, 빅데이터의 엄청난 헤게모니를 선
점하기 위한 전 세계 국가와 기업들간의 경쟁이 치열해지고 있다. Fig 3을 보
면 자사의 이익을 위한 기업들의 적극적인 투자로 데이터 생성량의 비율이 가
장 높은 것을 확인할 수 있다. 국내 빅데이터 시장은 2020년까지 90억 달러 규
모로 성장할 것으로 예상하고 있으며, 매년 20% 이상의 높은 성장세를 보일 것
으로 전망된다.
지난 2015년 빅데이터의 국내 시장조사 현황을 보면 아직은 초기시장 형성 
단계로 보고 있다. 하드웨어가 50% 이상을 점유하고 있으나 빅데이터의 핵심 
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Fig 2 연도별 데이터 생성량
Fig 3 데이터 생성 위치
경쟁력은 소프트웨어 및 서비스 영역은 상대적으로 적은 점유율을 보이고 있기 
때문이다. 국내 빅데이터 도입 사례를 보면 일부 사이트를 제외하며 대부분은 
실험적인 PoC 수준에서 빅데이터 도입이 추진됐고, 조사 대상 기업 중 빅데이
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터 도입에 대해 논의조차 없음이 67.8%로 조사되어 정부와 기업들의 적극적인 
투자와 지원이 필요한 상황이다. 빅데이터의 세계 시장 규모를 보면 2026년까
지 850억 달러 규모로 전망하고 있고, 2020년을 기점으로 600억 달러로 커지면
서 국내 대비 약 60배가 넘는 시장 규모로 보고 있다. 특히 선진국에서는 ICT 
글로벌 경쟁력을 강화하기 위해 빅데이터의 사업과 R&D를 국가적 차원에서 지
원하고 있어 국가 간의 빅데이터 기술 격차가 크게 벌어지고 있는 상황이다. 
2013년 해외 빅데이터 시장의 분야별 점유율을 보면 소프트웨어(22%)와 서비스
(40%) 분야가 60% 이상을 차지하고 있어 이미 빅데이터 인프라 구축을 완료하
고 빅데이터의 응용 서비스 단계로 시장이 전환된 것을 확인할 수 있다. 하드
웨어 중심의 국내 데이터 시장과는 다소 상반된 모습이다. [3]
2.3 빅데이터 목적 
빅데이터 전문기업의 화려한 기술과 마케팅에 그 목적을 잊어버리기 쉬우나 
결국에는 다른 IT 시스템과 마찬가지로 기존의 문제점을 개선해 비용을 절감하
거나 새로운 사업 모델을 만들어 수익을 창출하기 위해서이다. Fig 4를 보면 
조직은 성공적인 빅데이터 시스템의 구축과 운영 시 반드시 내재화하고 자산화
해야 할 세 가지 요소가 있는데, 바로 사람, 기술, 데이터이다. 이 가운데 빅데
이터의 목적 달성에 가장 기본적이면서 중요한 것이 바로 데이터이다. 사람과 
기술은 초기엔 외부 파트너에 의존하며 시간을 두고 확보해 나갈 수 있지만 데
이터가 없을 때는 대안이 없기 때문이다. 이러한 빅데이터 시스템에서 많이 오
해하는 것 중 하나가 빅데이터 시스템이 직접 인사이트와 가치를 만들어 낼 것
이라는 기대이다. 하지만 빅데이터 시스템은 경영진 또는 주변 시스템에 신뢰
성 있는 정보를 제공해서 인사이트를 갖게 만들고, 빠르게, 의사결정을 내릴 수 
있도록 지원하는 정보 제공 시스템일 뿐이다.
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Fig 4 빅데이터의 3가지 요소 및 인사이트 도출
2.4 빅데이터 구현 기술 
초기 빅데이터 기술은 낮은 비용의 스토리지를 구축하기 위한 솔루션으로 
인식됐다. 하지만 빅데이터가 기존 RDBMS의 기술적 한계를 수행하지 못했던 
대규모 작업들을 낮은 비용으로 완수하기 시작했다. 이어서 머신러닝, 텍스트 
마이닝 등 고급 분석을 통해 금융, 의료, 방송, 제조, 통신 등 다양한 산업 분야
에 관여하며 가치를 만들어 내자 빅데이터 기술을 단순히 스토리지 기술이 아
닌 이머징 기술로 주목하기 시작했다. 가트너의 2014년 하이프 사이클을 보면 
빅데이터 기술이 빠르게 각성기에 진입했는데, 이는 빅데이터의 거품이 빠지고 
시장에서는 메인 플레이어만이 살아남고 잠재적 플레이어가 새롭게 등장하는 
단계로 빠르게 이동했음을 시사한다.
빅데이터 아키텍쳐는 역할별로 수집, 적재, 처리 및 탐색, 분석 및 응용이라
는 6개의 레이어로 나눌 수 있고, 각 단계별로 주요 역할 및 기술은 Fig 5와 
같다. 구축 순서도 나열한 순서 그대로 진행되며, 이 가운데 처리 및 탐색, 분
석 및 응용 과정은 필요 시 반복 진행하면서 데이터의 품질과 분석 수준을 향
상 시킬 수 있다. 
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Fig 5 빅데이터 단계별 핵심 기술
수집 기술은 조직의 내외부에 있는 다양한 시스템으로부터 원천 데이터를 효
과적으로 수집하는 기술이다. 빅데이터 수집에는 기존의 수집 시스템(EAI, ETL, 
ESB 등)에서 다뤘던 데이터보다 더 크고 다양한 형식의 데이터를 빠르게 처리
해야 하는 기능이 필요한데, 이 때문에 빅데이터 수집 아키텍처는 선형 확장이 
가능하면서 분산 처리가 가능한 형태로 구성된다.
적재 기술은 수집한 데이터를 분산 스토리지에 영구 또는 임시 저장하는 기
술이다. 빅데이터 분산 저장소로 크게 4가지가 있다. 대용량 파일 전체를 영구
적으로 저장하는 HDFS, 대규모 메시징 데이터를 영구 저장하기 위한 NoSQL, 
대규모 메시징 데이터의 일부만 임시 저장하기 위한 인메모리 캐시, 대규모 메
시징 데이터 전체를 버퍼링 처리하기 위한 Message Oriented Middleware가 있
다.
처리/탐색 기술은 대용량 저장소에 적재된 데이터를 분석에 활용하기 위해 
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데이터를 정형화 및 정규화하는 기술이다. 탐색적 분석에는 SQL on Hadoop이 
주로 사용되며, 대화형 애드혹 쿼리로 데이터를 선택, 변환, 통합, 축소 등의 작
업을 수행한다. 또한 정기적으로 발생하는 처리/탐색의 과정들은 워크플로로 프
로세스화해서 자동화하고, 작업이 끝나면 데이터셋들은 특화된 데이터 저장소
(D/W, Mart)로 옮겨진다.
분석/응용 기술은 대규모 데이터로부터 새로운 패턴을 찾고, 그 패턴을 해석
해서 통찰력을 확보하기 위한 기술이다. 빅데이터 분석은 활용 영역에 따라 통
계, 데이터마이닝, 텍스트마이닝, 소셜미디어 분석 등 다양하게 분류된다. 분석/
응용 기술로는 임팔라, 제플린, 머하웃, R, 텐서플로를 다루며, 군집, 분류, 회
귀, 추천 등의 고급 분석 영역까지 확장할 수 있다. 마지막으로 스쿱을 응용해
서 외부 RDBMS에 데이터를 제공한다.
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Fig 6 소프트웨어 아키텍쳐 
제 3 장  빅데이터 관리 시스템 구축                                  
      
3.1 시스템 아키텍쳐
Fig 6은 빅데이터 시스템 구축을 위한 소프트웨어 아키텍처이다. 표기된 메인 
오픈소스 소프트웨어는 총 10개를 사용한다. 각 오픈소스 프로그램은 크게 수
집, 적재, 처리 및 탐색, 분석 및 응용 영역으로 분류될 수 있다. 이미 많은 빅
데이터 시스템에 활용되고 있는 소프트웨어 아키텍쳐는 크게 2개의 영역으로 
나눠서 설명할 수 있는데, 하둡을 중심으로 앞쪽을 수집/적재(전처리) 영역, 하
둡 뒤쪽을 탐색/분석(후처리) 영역으로 나누어진다. [4] 
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분석 대상의 데이터를 수집하기 위해 플럼을 사용하고, 적재대상은 하둡이며, 
대용량 로그 형식의 파일은 수집과 동시에 플럼에서 하둡으로 적재된다. 하둡
에 적재된 데이터는 하이브를 이용해 정제/변형/통합/분리/탐색 등의 작업을 수
행하고, 데이터를 정형화된 구조로 정규화해 데이터 마트를 만든다. 그리고 가
공/분석된 데이터를 외부로 제공하기 위해 스쿱을 이용하며, 필요 시 분석/응용 
단계에서도 사용한다. 이러한 처리/탐색 프로세스는 데이터의 품질을 높이는 단
계로서, 길고 복잡한 과정을 거치게 되는데, 이때 우지의 워크플로로 프로세스
를 구성해 복잡도를 낮추고 자동화할 수 있다. 처리/탐색 과정에서는 데이터를 
정규화하고, 더 나아가 데이터 마트를 구성한다. 머하웃에서는 하둡에 적재된 
데이터를 이용해 분석 대상에 대한 군집 분석, 분류/예측 분석 등을 통해 다양
한 패턴을 찾을 수 있다. 
3.2 수집 프로그램
빅데이터 구축은 수집에서부터 시작된다. 빅데이터 프로젝트에서는 여러 공
정 단계가 있는데, 그중 수집이 전체 공정 과정의 절반 이상을 차지한다. 빅데
이터 수집은 일반적인 수집과 달리 수집 영역이 조직 내의 전체 시스템에서부
터 외부 시스템에 이르기까지 매우 광범위하고 다양하다. 플럼은 빅데이터를 
수집할 때 다양한 수집 요구사항들을 해결하기 위한 기능으로 구성된 소프트웨
어이다. 데이터를 원천으로 수집할 때 통신 프로토콜, 메시지 포맷, 발생 주기, 
데이터 크기 등의 기능과 아키텍쳐를 제공한다. 플럼의 메커니즘은 Source, 
Channel, Sink만을 활용하는 Fig 7과 같은 단순한 구조이다. 플럼의 Source에서 
데이터를 로드하고, Channel에서 데이터를 임시 저장해 놓았다가, Sink를 통해 
목적지에 최종 적재한다. 이러한 매커니즘을 기반으로 플럼은 수집 요건에 따
라 다양한 분산 아키텍처 구조로 확대할 수 있다.
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Fig 7 플럼의 수집 과정
3.3 적재 프로그램
적재 과정은 앞서 수집된 데이터를 어디에 어떻게 저장할 것인지 결정하는 
부분이다. 수집한 데이터는 데이터의 성격에 따라 처리 방식과 적재 위치가 달
라질 수 있다. 크게는 데이터의 발생 주기에 따라 일괄 배치성 데이터인지, 실
시간 스트림 데이터인지를 판단해야 하고, 데이터의 형식에 따라 가공처리나 
사전 검증 작업을 할 것인지도 판단해야 한다. 적재한 데이터를 어떤 비즈니스 
요건에서 활용 하는냐에 따라 적재 대상 위치가 달라질 수도 있는데, 이는 데
이터 적재 후 데이터 분석 방식과 데이터 활용성 및 연관된 업무 시스템의 성
격에 따라 적재 저장소가 분산 파일, NoSql, 메모리 캐시 등으로 달리 구성되어
야 함을 의미한다.
하둡은 이미 보편화된 빅데이터의 핵심 소프트웨어이다. [5] 빅데이터의 에코 
시스템들은 대부분 하둡을 위해 존재하고 하둡에 의존해서 발전해 가고 있다 
해도 과언이 아니다. 하둡은 크게 두 가지 기능이 있는데, 첫 번째가 대용량 데
이터를 분산 저장하는 것이고, 두 번째는 분산 저장된 대용량 데이터를 분석하
는 기능이다. 이 가운데 대용량 데이터 처리를 위해 분산 병렬 처리 기술을 사
용하는데, 분산 컴퓨팅 기술은 하둡이 처음 개발되기 시작한 2005년 이전부터 
이미 사용되어왔지만 높은 투자 비용으로 특정 분야에서만 활용되고 있었다. 
분산 병렬 처리에서의 기본은 수많은 컴퓨터에 분산 저장되어있는 데이터로부
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Fig 8 HDFS 대용량 로그 데이터 적재
터 어떻게 효율적으로 일을 나눠서(Map) 실행시킬 수 있느냐고, 다음으로 수많
은 컴퓨터가 나눠서 실행한 결과들을 어떻게 하나로 모으냐(Reduce)는 것이다. 
이를 쉽고 편리하게 지원하는 프레임워크가 Fig 8과 같은 하둡의 맵리듀스이
다. [6]
수십~수천 대의 서버에 설치되어 있는 빅데이터 분산 환경을 더욱 효율적으
로 관리하기 위해서는 서버 간의 정보를 쉽고 안전하게 공유해야 한다. 공유된 
정보를 이용해 서버 간의 중요한 이벤트를 관리하면서 상호작용을 조율해 주는 
코디네이터 시스템이 필요한데, 이것이 바로 분산 코디네이터인 아파치 주키퍼
이다. 주키퍼는 하둡, Hbase, 카프카, 스톰 등의 분산 노드 관리에 사용된다. 주
키퍼는 Fig 9와 같이 구성되어 있다. 3대 이상의 홀수 개의 서버로 구성되어야 
하며, 그중 반드시 1대는 리더 서버가 되고 나머지는 서버는 팔로워 서버가 되
어야 한다. 팔로워 서버 1에 저장된 ZNODE 정보는 리더 서버에 전달되고, 리
더 서버는 다른 모든 팔로워 서버에 요청받은 ZNODE 정보를 브로드캐스트한
다. 본 논문에서는 주키퍼를 직접적으로 사용하지는 않으나 하둡 내부에서 주
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Fig 9 주키퍼 아키텍쳐
키퍼를 활용해 클러스터 멤버쉽 기능 및 환경설정의 동기화 등을 사용하고 있
어 없어서는 안 될 중요 소프트웨어이다.
대용량 로그 파일을 적재하기 위한 요건으로서 아키텍처는 다음과 같은 구
성으로 진행된다. 플럼의 Source 컴포넌트로 대용량 파일을 읽고 Sink를 이용해 
HDFS의 특정경로에 적재하는 구성이다. HDFS에 적재할 때는 데이터의 포맷, 
경로, 파티션 값을 신중하게 설정해야 하는데, 적재된 데이터 형식에 따라 뒤에
서 이어질 탐색/분석을 위한 후처리 작업량과 복잡도가 커질 수 있기 때문이다.
또한 HDFS에 적재된 데이터는 부분 수정 및 삭제가 어렵기 때문에 초기 적재 
레이어는 원천을 그대로 유지하고 2, 3차 가공 작업을 통해 데이터의 품질을 
높이는 데이터 설계가 중요하다.
플럼에서 가장 중요한 컴포넌트가 HDFS Sink다. 플럼의 Source에서 읽어들
인 데이터를 하둡에 적재해야 하는데 이때 플럼의 HDFS Sink에서 다양한 옵션
과 기능들을 사용할 수 있다. HDFS Sink의 기본 기능은 수집한 데이터를 HDFS
의 특정 경로에 적재하는 것이다. 적재할 때 사용될 파일 타입, 파일명, 배치 
크기, 생성 파일 크기 등의 정보를 설정할 수 있다. 이때 사용하는 옵션은 주변
의 환경과 요구사항에 따라 최적화해야 하는데, 수집되는 데이터 양과 주기, 포
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맷, 향후 분석 형태 등을 고려해 설정한다.
HDFS의 적재 경로를 하이브에서 인지할 수 있는 특정한 구분값(날짜, 시간, 
코드 등)으로 파티셔닝 한다. 파티션은 주로 날짜별 디렉터리로 만들어 관리하
는데, 업무코드 + 날짜를 조합해서 고유한 파티션 경로를 구성한다. 향후 적재
한 데이터를 하이브에서 사용하는데, 파티션 디렉터리를 조건으로 데이터 조회 
시 전체 파일을 스캔하지 않고 조건에 해당하는 디렉터리를 직접 참조할 수 있
어 효율성이 좋아진다.
3.4 탐색 프로그램
데이터 처리 및 탐색 영역은 적재된 데이터를 가공하고 이해하는 단계이다. 
특히 데이터를 이해하는 과정에서 데이터들의 패턴, 관계, 트렌드 등을 찾게 되
는데, 이를 탐색적 분석이라고도 한다. 탐색 과정은 분석에 들어가기에 앞서 빅
데이터의 품질과 인사이트를 확보하는 매우 중요한 단계임에도 많은 기업들이 
이를 무시하고 곧바로 분석단계로 넘어가 빠른 성과 창출을 원하는 경향이 있
다. 결국 평이한 빅데이터 분석 결과가 만들어지면서 빅데이터 프로젝트의 위
기를 초래한다. 빅데이터 탐색에서는 덩치 큰 비정형 데이터를 정교한 후 처리 
작업으로 정형화해서 데이터의 직관성을 확보하고, 업무 도메인에 대한 이해를 
바탕으로 충분한 탐색적 분석을 진행했을 때 빅데이터를 통한 미래의 통찰력과 
비즈니스 가치의 창출이 가능해진다. 탐색 결과는 곧바로 분석 마트를 위한 기
초 데이터로 활용되며, 이러한 일련의 처리/탐색, 분석/응용 과정을 거쳐 빅데
이터 웨어하우스가 만들어진다. 
Fig 10을 보면 빅데이터 기반 DW는 크게 3개의 영역으로 구성되어 있는데, 
이는 전통적인 RDBMS 기반 DW 구성과 크게 다르지 않다. 빅데이터 External 
영역은 전처리와 후처리가 만나서 데이터를 서로 공유하는 영역으로, 원천 데
이터의 형식을 최대한 유지한다. External의 데이터셋은 처리/가공 단계를 통해 
Managed 영역으로 이동하고 데이터의 주제 영역별 처리/탐색 과정을 거치면서 
빅데이터 분석용 마트가 최종적으로 만들어진다. 
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Fig 10 빅데이터 웨어하우스
하둡 초창기에는 적재된 데이터를 탐색/분석하기 위한 도구로 맵리듀스
(MapReduce)를 주로 이용했다. 하지만 맵리듀스는 복잡도가 높은 프로그래밍 
기법이 필요했고, 이는 업무 분석가 및 관리자들에게 빅데이터에 접근하는 것
을 어렵게 만들었다. 이를 해결하기 위해 페이스북에 SQL과 매우 유사한 방식
으로 하둡 데이터에 접근성을 높인 하이브를 개발하였다.
하이브의 아키텍처에서 가장 큰 특징은 하이브 클라이언트에서 작성한 QL
이 맵리듀스 프로그램으로 변환되어 실행된다는 것이다. CLI, 웹 콘솔 등을 통
해 하이브 QL을 작성하면 쿼리 엔진에 있는 SQL 파서가 하이브 QL을 맵리듀
스 프로그램으로 변환하고, 이 맵리듀스 프로그램이 하둡 클러스터에 전송되어 
여러 데이터 노드에서 분산 실행된다. 하이브는 복잡한 맵리듀스를 하이브 QL
로 래핑해 접근성을 높일 수 있었지만 맵리듀스 코어를 그대로 사용함으로써 
성능면에서 만족스럽지 못했다. 그로 인해 반복적인 대화형 연산 작업에서는 
하이브가 적합하지 않았다. 이러한 하이브의 단점을 극복하기 위한 하나의 방
법으로서 스파크가 채택되었다. [7] 
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스파크의 가장 큰 특징은 고성능 인메모리 분석이다. 기존 맵리듀스 기반의 
하이브 경우 대량 데이터를 처리할 때 디스크에 적재된 데이터를 대상으로 연
산을 수행하게 되어 과도한 디스크 I/O가 발생해 수 분에서 수 시간씩 결과를 
기다려야 한다. 하지만 스파크는 이러한 단점을 극복하기 위해 데이터 가공 처
리를 인메모리에서 수행함으로써 스파크 SQL, 스파크 스트리밍, 머신러닝 등의 
대용량 데이터 작업에도 빠른 성능을 보장한다. 또한 스파크는 파이썬, 자바, 
스칼라, SQL 등의 클라이언트를 라이브러리를 제공하여 접근성을 높였고, 스파
크 코어 연동을 통해 작업 스케줄링 메모리 관리, 장애 복구 및 RDD 등을 관
리할 수 있는 API를 제공한다.
스파크는 다양한 클라이언트 프로그래밍 언어를 지원하고, SQL을 이용해 데
이터에 접근할 수 있다. [8] 하이브, 스파크 등을 이용한 빅데이터의 처리/탐색 
하는 과정은 복잡한 선후 과정을 반복적으로 진행된다. 대규모 빅데이터 시스
템에서는 수집 및 적재된 수백 개 이상의 데이터셋을 대상으로 다양한 후처리 
잡이 데이터 간의 의존성과 무결성을 유지하며 복잡하게 실행된다. 반복적이면
서 복잡한 후처리 잡을 처리하기 위해 방향성 있는 비순환 그래프로 잡의 시
작, 처리, 분기, 종료점 등의 액션 등을 정의하는 워크플로 역할의 필요해졌고 
그 역할을 우지가 수행하게 되었다.
우지 클라이언트에서 작성한 워크플로는 우지 서버에 곧바로 전송되며, 관
련 워크플로 메타 정보는 RDBMS에 별도로 관리된다. 우지 서버에 있는 
Coordinator는 우지에 등록된 워크플로를 스케줄링해주며, 이때 워크플로 엔진
이 Action 노드와 Control 노드의 정보를 해석하면서 관련 태스크를 하둡의 클
러스터에 실행시킨다. 본 과정에서 우지를 활용하여 후처리 작업을 정의하고 
프로세스화한다. 적재된 데이터를 DW 처리과정을 통해 데이터를 이동시키는 
과정에서 다양한 하이브 SQL들이 이용되고, 이를 약속된 시간에 따라 스케줄링
해서 실행해야 하는데 이때 우지의 워크플로를 활용한다.
빅데이터 탐색/분석은 장기간의 반복 작업이면서 그 과정에 있어 많은 도구
들이 활용된다. 주로 하둡을 기반으로 하이브, 피그, 우지, 스쿱, 스파크 등이 
해당되며 이를 접해보지 못한 일반 분석가 또는 업무 담당자들이 직접 사용하
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기에는 어려움이 많다. 빅데이터 기술이 성숙해지면서 이러한 기술의 복잡도를 
숨기고 접근성과 편의성을 높인 소프트웨어들이 만들어 졌는데, 그중 하나가 
바로 클라우데라에서 만든 휴이다. 휴는 다양한 하둡의 에코시스템의 기능들을 
웹 UI로 통합 제공한다. 휴는 하둡 에코시스템들을 통합하기 위해 자체 플러그
인을 설치하거나 API를 연동해서 에코 시스템들의 주요 기능들을 웹 UI로 제공
한다. 휴의 데이터베이스에서 휴에 로그인하는 사용자의 계정 관리와 휴에서 
사용할 컴포넌트(잡, 하이브, 우지 등)의 메타 정보를 관리한다. 
3.5 분석 프로그램
빅데이터 탐색 단계가 데이터를 관찰하고 이해는 과정이라면 빅데이터 분석
은 탐색과 분석을 반복하며 의미 있는 데이터를 추출해 문제를 명확히 정의하
고 해결하는 과정이다. 
다양한 분석 기술을 통해 빅데이터의 가치는 “RAW 데이터 정보 통찰력 
가치” 순으로 변하게 된다. 이 가운데 통찰력을 갖게 되는 단계에서 빅데이터
의 활용 효익이 만들어지기 시작하는데, 주로 상품 및 서비스 개발, 마케팅, 및 
캠페인 지원, 리스크 관리 등의 영역에서 주요 의사결정을 내릴 때 빅데이터를 
이용한다. 머하웃은 하둡 생태계에서 머신러닝 기법을 이용해 데이터 마이닝을 
수행하는 툴이다. 머신러닝을 다루는 프레임워크 머하웃 말고도 다양한 분야에
서 발전해 오고 있다. 가장 유명한 R을 비롯해 래피드마이너, 웨카, 텐서플로 
등이 이에 해당한다. 하지만 이러한 제품들은 대규모의 데이터셋을 분석할 수 
있게 설계 되지 않았고 하둡의 분산 환경에서 실행하기 어려웠다.
머하웃은 2008년 검색엔진 루씬의 서브 프로젝트로 시작됐고 하둡의 분산 아
키텍처를 바탕으로 텍스트 마이닝, 군집, 분류 등과 같은 머신러닝 가반 기술이 
내재화 되면서 아파치 최상위 프로젝트로 승격됐다. 머하웃은 하둡의 분산환경 
위에 맵리듀스를 기반으로 고급 분석을 지원하는 라이브러리 패키지이고, 하둡 
클러스터 관점에서 보면 아키텍처는 Fig 11과 같이 매우 단순한 구조이다. 주
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Fig 11 머하웃 아키텍처
요 관련 라이브러리로는 추천, 분류, 군집이 있다. RDBMS에 있는 데이터를 특
별한 전처리 없이 곧바로 HDFS에 적재하거나, 반대로 HDFS에 저장된 데이터
를 RDBMS로 제공해야 하는 경우가 있다. RDBMS와 HDFS 사이에서 데이터를 
편리하게 임포트하거나 익스포트해주는 소프트웨어가 스쿱이다. 스쿱의 기본 
아키텍쳐는 스쿱의 CLI로 임포트, 익스포트 명령을 하둡에 전달하면 맵 태스크
가 병렬로 실행되어 외부 데이터베이스와 HDFS 사이에서 대량의 데이터를 임
포트 및 익스포트할 수 있는 아키텍처를 제공한다. 
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Fig 12 PC 구축 환경
3.6 구축 환경
Fig 12은 앞서 설명한 소프트웨어 아키텍처를 만들기 위해 구축한 PC 환경
이다. 3대의 가상머신을 만들고, 가상머신에 소프트웨어를 설치하였다. 빅데이
터 자동화 관리툴인 클라우데라의 CM(Cluodera Manager)를 이용하여 하둡을 
포함한 에코시스템을 설치 및 관리한다.
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제 4 장  구축한 시스템의 적용 사례
4.1 적용 사례 
본 논문에서 다루고자 하는 빅데이터 도메인은 자동차의 첨단 전자장치와 
무선통신을 결합한 스마트카 서비스이다. 실제 스마트카를 대상으로 빅데이터 
시스템을 진행한다면 앞서 도출된 요구사항을 해결하기 위해 수십~수백 대의 
하둡 클러스터 노드를 구성할 필요가 있다. 하지만 대규모 빅데이터 환경을 구
성하는 것은 현실적으로 어려울뿐더러 기업에서조차 대규모 투자비가 발생하는 
빅데이터 시스템 구축을 선뜻 진행하는 것은 쉽지가 않다. 그래서 개인용 PC를 
활용할 수 있는 수준으로 소규모 빅데이터 파일럿 환경을 구성했고, 파일럿 환
경에서도 빅데이터 핵심 기술과 기능들을 모두 사용할 수 있도록 아키텍처를 
구성했다.
이제 우리가 일상에서 타고 다니는 자동차 안에 컴퓨터, 무선 인터넷, 전자장
치들이 설치되어 자동차 안에서 이메일을 주고받고, 인터넷을 통해 각종 정보
도 검색한다. 또한 무선 네트워크를 통해 차량을 원격 진단하고 운전 습관, 날
씨 교통 정보 등을 분석해서 운전자의 안전과 편의를 도모한다. 국내외 주요 
IT 기업들이 최첨단 기술을 이용해 스마트카 산업을 주도하기 시작했으며 무인 
자동차의 테스트베드 성공이 가시화되고 있다. 스마트카 안에는 수백 개의 IOT 
센서가 장착되어 있으며, 자동차의 상태를 모니터링 하면서 수많은 차량 상태 
정보를 실시간으로 만들어낸다.
스마트카의 센싱 정보는 네트워크를 타고 중앙의 빅데이터 시스템으로 전송
되며, 이 데이터들을 수집 적재 처리 및 탐색 분석 및 응용 단계를 거치면서 
운전자에게 편의성과 안전성을 지원하는 스마트카 서비스로 제공된다. 이러한 
스마트카에서 발생하는 수많은 데이터로부터 가치와 통찰력을 찾기 위한 빅데
이터 시스템을 구축하고자 한다.
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본 논문에서는 스마트카의 빅데이터 분석을 위해 ‘차량의 다양한 장치로부
터 발생하는 로그 파일을 수집해서 기능별 상태를 점검한다.’라는 요구사항을 
제시한다. Table 1은 앞으로 사용할 스마트카 데이터의 상태 정보의 상세 내용
을 담고 있다.
데이터 발생 위치 100대의 시범 운행 차량
발생 데이터 종류 대용량 로그 파일
데이터 발생 주기 3초
데이터 수집 주기 24시간
데이터 수집 규모
1MB/1대(1일 수집 규모: 약 
100MB/100대)
데이터 타입 텍스트(UTF-8), 반정형
데이터 분석 주기 일/주/월/년
데이터 처리 유형 배치
데이터 구분자 콤마(,)
데이터 스키마
로그 발생일시, 차량 고유번호, 차량 
타이어 상태, 차량 라이트 상태, 차량 
엔진 상태, 차량 브레이크 상태, 차량 
배터리 충전 상태, 수집 작업 요청일
Table 1 스마트카 데이터 분석
실제 스마트카의 빅데이터 분석 요건은 훨씬 더 많고 복잡하다. 하지만 여기
서는 논문의 요구사항과 분석 요건을 파일럿 프로젝트 수준인 100대의 차량으
로 한정하고, 스마트카의 수집 정보도 누구나 쉽게 이해할 수 있는 수준으로 
단순화했다. 실제로 100대의 스마트카를 운영하면서 파일럿 프로젝트를 수행하
는 것은 불가능하므로 스마트카를 시뮬레이션하는 스마트카 로그 시뮬레이터 
프로그램을 사용한다.
로그 시뮬레이터로 생성된 스마트카 데이터 수집은 수집 적재 처리 및 탐색 
분석 및 응용 프로세스를 거치고, 각 단계마다 파일럿에서 활용하기 쉬운 데이
터셋으로 재구성한다. 마지막으로 탐색과 분석, 머신러닝 기법 등을 적용해 분
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류예측, 군집, 추천에 이르는 데이터 마이닝 작업까지 진행한다.
4.2 수집 레이어
플럼은 스마트카에서 발생하는 로그를 직접 수집하는 역할을 담당한다. 100
대의 스마트카에 대한 상태 정보 로그 파일이 로그 시뮬레이터를 통해 매일 생
성된다. 이렇게 만들어진 상태 정보 파일을 플럼 에이전트가 일 단위로 수집해
서 하둡에 적재하고 향후 대규모 배치 분석에 활용한다. 본 장에서는 수집 과
정 내부에서 플럼을 사용하여 데이터 처리 과정을 설명한다.
원천 데이터는 로그 시뮬레이터를 사용하며, 스마트카의 상태 정보 로그를 
가상으로 만드는 자바 로그 발생기이다. 스마트카 상태 정보 데이터는 100대 
스마트카 장치들의 상태 정보를 3초 간격으로 발생시키며, 1일 100MB의 로그 
파일이 만들어진다. 우선 플럼에서 에이전트를 생성한다. 그리고 에이전트에서 
사용할 Source, Channel, Sink의 각 리소스 변수를 정의한다. Source 부분에서
는 “Spooldir”을 설정하여 특정 디렉토리를 모니터링하고 있다가 새로운 파일
이 생성되면 이벤트를 감지해서 “batchsize”의 설정값 만큼 읽어서 Channel
에 데이터를 전송한다.
Channel의 type은 “memory”, “file”이 있는데 Memory는 Source로부터 
받은 데이터를 메모리상에 중간 적재하므로 성능이 높지만 안정성이 낮다. FIle
은 Source에서 전송한 데이터를 받아 로컬 파일시스템 경로인 “dataDirs”에 
임시 저장했다가 Sink에게 데이터를 제공하므로 성능은 낮지만 안정성이 높다. 
최종목적지 type은 Logger로 지정해서 수집한 데이터에 대한 테스트 및 디버깅
을 할 수 있다. 마지막으로 각 노드들을 이어주는 에이전트 리소스를 하나로 
연결해 준다. Interceptor는 Source와 Channel의 중간에서 데이터를 가공하는 
역할을 한다.
플럼의 Source에서 수집되는 데이터 중 일부 데이터를 수정하거나 필요한 데
이터만 필터링하는 등 중간에 데이터를 추가/가공/정제 하는데 사용된다. 플럼
에서 데이터 전송 단위를 Event라 하는데, Event의 구조는 다시 Header와 메시 
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Fig 13 수집 데이터 확인
본문인 Body로 구성된다. Fig 13를 통해 수집되는 데이터의 형식을 확인할 수 
있다.
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Fig 14 적재 데이터 확인
4.3 적재 레이어
스마트카 상태 정보 로그는 비교적 큰 크기(100MB 이상)의 파일로서, HDFS
의 특정 디렉토리에 일자 단위로 파티션해서 적재한다. 이렇게 일 단위로 장기
간 적재된 데이터는 일/주/월/년별로 스마트카의 다양한 시계열 집계 분석을 할 
수 있다. 이때 하이브가 활용되고, 분산 병렬 처리 작업을 위해 맵리듀스 프로
세스가 내부적으로 작동한다. 하이브로 분석된 결과는 다시 HDFS의 특정 영역
에 저장되고, 이 데이터가 스마트카의 고급 분석으로까지 확장해서 사용된다. 
적재 과정에서는 수집 과정에서 생성하였던 플럼의 에이전트 내용을 다음과 같
이 수정한다. 구성 파일에 Logger Sink의 구성요소를 HDFS Sink로 교체하고, 
데이터 가공을 위한 인터셉터를 추가한다. 로그 시뮬레이터를 실행하여, Fig 14
의 적재 데이터를 직접 확인할 수 있다.
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4.4 탐색 레이어
본 논문에서는 하이브를 스마트카 데이터셋을 다양한 각도로 탐색 및 가공하
는데 활용하였다. 하이브 QL로 스마트카 데이터에 대한 조회, 결합, 분리, 변환, 
정제 등의 작업을 수행해 스마트카 DW를 구성하고, 다시 DW에서 2,3차 탐색
과 고급 분석을 거쳐 스마트카 분석 마트를 만든다. 앞서 수집 및 적재한 데이
터가 하이브의 External 영역에 적재되어 있는데, 이를 정제해서 Managed 영역
으로 옮기고 주제 영역별 Mart를 구성하는데 하이브가 주로 사용된다.
휴에서는 HDFS, 하이브를 편리하게 사용하기 위한 웹 에디터를 기본적으로 
제공한다. 웹 에디터를 통해 “스마트카 상태 데이터”를 직관적으로 탐색 할 
수 있다. 또한 추가적으로 사용할 데이터셋인 “스마트카 마스터 데이터”, 
“스마트카 차량 물품 구매 이력 데이터”를 임포트하는 작업도 진행한다. 스
파크 셸에서 스파크 SQL API를 이용해 추가로 적재될 “스마트카 마스터” 데
이터를 조회 및 정제하는 작업을 추가로 하였다. 스마트카 분석 마트를 만들기 
위해서는 3가지 데이터셋 주제 영역별 데이터웨어하우스 작업이 필요한데, 이
때는 휴의 Job Designer를 이용해 우지의 워크플로를 3가지로 나누어 작성하고 
실행한다. 
탐색 레이어에서는 스마트카의 기능별 상태를 점검하기 위해 적재된 데이터
를 탐색 및 가공해서 분석하기 쉬운 데이터셋으로 재구성한다. 수집 및 적재된 
원천 데이터를 탐색해서 최종 분석 마트 데이터까지 만들어가는 과정을 설명한
다. 먼저 External에 적재된 데이터를 휴에서 제공하는 Hive Editor를 이용해 
SQL과 유사한 방식으로 조회한다. External에 적재된 데이터를 작업일자 기준
으로 후처리 작업을 하며, 하이브의 Managed 영역에는 스마트카로부터 발생한 
생성일자를 기준으로 2차 적재한다. 필요 시 데이터를 필터링 및 클린징 처리
하거나 통합, 분리 작업을 수행한다. Managed에 만들어진 데이터는 곧바로 분
석에 활용된다. External 영역보다 데이터가 구조화됐고, 내용들이 정제되면서 
정형 데이터로 전환한다. 이 단계에서 업무 요건에 맞는 필요한 애드훅 조회를 
하며 탐색적 분석을 수행한다.
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마트영역에서는 개발자 또는 분석가들이 실행한 애드훅 작업들은 많은 시간
과 노력을 들여 만들어지는 가치 있는 데이터이다. 이러한 애드훅 작업의 결과
는 재사용이 가능하도록 마트화하고, 외부 업무 시스템에 제공할 수 있어야 한
다. 이때 우지의 워크플로를 이용해 프로세스화하고 자동화하게 된다. HDFS에 
적재된 데이터를 확인한다. 이 데이터는 플럼에서 수집한 데이터를 1차로 적재
한 곳이며, 하이브의 External 영역에 해당한다. 여기서 하이브를 이용해 이곳
의 데이터를 탐색하기 위해서는 적재된 데이터를 하이브의 테이블 구조와 매핑
시킨 메타 정보가 필요하다.
하이브 쿼리를 이용해 테이블을 생성한다. 쿼리 내용은 앞서 적재한 “스마
트카 상태 정보”의 파일 위치, 형식, 구조 등의 정보를 하이브 테이블로 정의
하고 있다. 즉, 스키마가 없는 데이터를 하이브의 스키마로 정해 하이브의 메타
스토어에 등록하는 작업이다. 추가적으로 작업 일자를 기준으로 파티션 정보를 
생성한다. Alter Table 명령을 실행해 작업 일자 기준으로 파티션 정보를 추가
한다. 파티션 정보는 하이브의 메타스토어에서 관리 되는데 파티셔닝 대상 데
이터가 적재되면 그에 해당하는 하이브 테이블에 Add Partition을 반드시 수행
해야 한다. External에 생성된 테이블은 SELECT 쿼리를 실행하여 간단히 조회
할 수 있다. Fig 15, 16는 하이브에서 쿼리를 작성하고 조회한 결과를 보여준
다.
이제 앞선 설명한 나머지 두 데이터셋을 추가로 적재한다. “스마트카 마스
터 데이터”, “스마트카 차량용품 구매이력 데이터”이다. 해당 데이터는 외부 
데이터로서 휴 파일 브라우저의 업로드 기능을 이용해 적재하고 하이브의 
External Table로 정의한다. 추가한 데이터셋을 앞서 만든 스마트카 상태 정보 
데이터 테이블과 같이 테이블을 생성 및 저장한다. 스파크를 활용해서 테이블
을 생성할 수 있는데 “스마트카 마스터 데이터”를 활용한다. Fig 17은 스파
크 쉘을 활용한 쿼리 검색 결과이다.
지금까지의 과정은 수집된 후 적재된 데이터를 탐색하는 방법들이였다. 다음 
과정으로는 데이터 탐색 자동화와 마트를 구성한다. 주로 External에 적재된 데
이터를 Managed로 통합해서 이동시키는 우지의 워크플로 잡을 만드는 것이다. 
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Fig 15 Hive 쿼리 작성
Fig 16 Hive 쿼리 검색 결과
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Fig 17 스파크를 활용한 쿼리 검색 결과
관련 데이터 마트를 만들기 위해 휴의 Job Designer에서 우지의 워크플로를 
이용한다. 우선 로그 시뮬레이터를 이용해 “스마트카 상태 정보 데이터”를 
생성한다. 그리고 플럼과 HDFS에 적재되었는지 확인한다. 그리고 각 데이터셋
별로 스마트카 상태 정보 모니터링, 긴급 점검이 필요한 스마트카 정보, 스마트
카 운전자 차량용품 구매 이력 정보의 워크플로를 작성한다. 각 워크플로는 
Fig 18, Fig 19, Fig 20으로 스크립트가 구성되어 있다. 공통적으로, 테이블을 
생성하는 create_table 함수와 데이터를 입력하는 insert_table 함수를 가지고 있
다. 스마트카 상태 정보 모니터링 워크플로는 작업일자를 기준으로 파티션 정
보를 추가하는 스크립트가 추가로 포함되어 있고, 스마트카 운전자 차량용품 
구매 이력 정보 워크플로에는 차량별로 구매한 상품 리스트를 조회해서 로컬 
파일시스템의 특정 위치에 파일을 생성하는 하이브 스크립트를 포함하고 있다.
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Fig 18 스마트카 상태 정보 모니터링
Fig 19 긴급 점검이 필요한 스마트카 정보 
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Fig 20 스마트카 운전자 차량용품 구매 이력 정보 
4.5 분석 레이어
머하웃을 이용한 데이터 마이닝은 빅데이터에서 사람이 인지하기 어려운 패
턴을 발견하고 통찰력을 갖게 만든다. 이를 통해 앞으로 발생할 일들을 예측하
면서 신속한 의사결정을 지원하게 된다. 이번 장에서는 지금까지 수집, 적재, 
처리, 분석한 스마트카의 데이터셋을 가지고 머하웃의 세 가지 마이닝 기법인 
추천, 분류, 군집 기능을 활용하여 보다 가치 있는 데이터 분석을 결과를 만드
는 것을 목표로 한다. 머하웃의 라이브러리를 통해 스마트카의 Managed 영역
에 적재된 “스마트카 상태 데이터”를 이용해 감독학습-분류, 비감독학습-군
집의 머신러닝을 수행한다. 또한 추천 기능을 활용해 “차량용품 구매 이력 데
이터”를 분석하고 스마트카 운전자 가운데 유사 그룹 간의 구매 선호도에 따
라 차량용품을 추천하는 작업을 진행한다. [9]
- 32 -
Fig 21 추천 사용 데이터셋
1) 추천- 스마트카 차량용품 추천
데이터 마이닝의 추천에 사용될 데이터셋은 “스마트카 차량용품 구매 이력 
” 정보로서 하이브의 Managed 영역에 있는 구매 이력 테이블에서 약 10만건
의 데이터가 적재되어 있다. Fig 21 에 보여지는 것처럼 필요한 항목은 3개의 
필드로서 차량 고유 번호, 구매 용품 아이템 코드, 사용자 평가점수이다. 특히 
사용자평가점수는 구매한 아이템에 대한 사용자의 긍정 또는 부정을 스코어링
하고 있어 사용자의 취향을 알 수 있는 중요한 필드이다. 각 사용자들의 취향
에 따라 구매한 이력을 분석하여 새로운 패턴을 발견하고, 유사한 패턴을 보이
는 사용자 간의 유사성을 계산하여, 그 결과로부터 유사 사용자 간의 선호하는 
아이템을 예측해서 추천하는 것이 사용자 기반 협업 필터링 모델이다. [10]
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우선 기존 데이터를 머하웃의 추천기에서 사용 가능한 형식으로 재구성한 파
일을 만들어야 한다. “스마트카 차량용품 구매 이력” 테이블에서 차량번호, 
아이템 코드, 평가점수 데이터를 조회하여 새로운 파일을 Server 2에 생성한다. 
머하웃 라이브러리의 입력 데이터로 사용하기 위해 데이터의 type을 Long으로 
형변환 하였고, 하이브의 hash() 함수를 사용하였다. 생성된 데이터를 확인하고 
HDFS에 경로를 생성하여 저장한다. 머하웃의 추천 분석기를 실행하면 분석기
에서 필요한 옵션을 설정 할 수 있는데 입력 경로, 출력 경로, 추천을 위한 유
사도 알고리즘 설정, 추천할 아이템 개수를 지정할 수 있다.
명령 결과는 여러 개의 잡과 관련된 맵리듀스가 반복적으로 실행되면서 수분
의 시간의 소요되었다. 분석결과를 휴의 파일 브라우저에 저장하여 확인하면, 
그 결과 Fig 22에는 3개의 추천 각 차량번호별로 3개의 상품이 추천되었고, 상
품 ID와 추천의 강도를 나타내는 수치가 포함된 것을 알 수 있다. 추천 데이터
는 추천 정보가 필요한 유관 시스템에 제공되어지는데, 데이터 변환작업이 필
요하다. 숫자로 변환되어 나타난 값들은 머하웃의 추천기 데이터로 사용하려고 
hash() 함수를 이용해 각각 대체키와 대체코드로 변경된 것이므로, 추가적으로 
원래의 차량번호, 상품코드로 복원작업이 필요하다.
2) 분류-스마트카 상태 정보 예측/분류
데이터 마이닝의 분류에 사용될 데이터셋은 “스마트카 상태 정보”로 하이
브의 Managed 영역에 약 200만 건의 데이터가 적재되어 있다. Fig 23은 스마트
카의 주요 장치에 대한 상태를 기록한 값으로, 차량의 상태를 진단하기 위한 
중요한 데이터셋이다. 이 값들을 이용해 차량의 정상/비정상을 분류하는 모델을 
만들고 사용자가 임의의 각 장치들의 값을 랜덤으로 입력하여 예측 결과를 확
인한다. 랜덤포레스트 알고리즘을 활용하며, 과거의 운행됐던 스마트카의 상태
를 판단할 수 있는 Classify 프로그램을 생성한다. 더 나아가 이 프로그램를 통
해 실시간으로 운행 중인 스마트카 시스템에 적용해서 차량의 상태를 예측하는 
어플리케이션을 만들 수 있다. [11]
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Fig 22 추천 결과
우선 하이브를 이용하여 트레이닝 데이터셋을 만드는 작업을 한다. “스마트
카 상태 정보” 데이터를 머하웃의 분류기의 입력 데이터로 사용하기 위해 하
이브로 재구성한다. 휴의 Hive Editor에서 QL를 실행한다. “스마트카 상태 정
보” 데이터로부터 예측 변수(차량 내부 기기들)들의 상태 값으로 임의로 설정
하였다. 예측 변수에는 보정치 변수와 가중치 변수가 있고, 이 모든 예측변수의 
값을 합산해서 “6”미만인 경우 “비정상”을 “6”이상인 경우에 “정상”인 
값을 가지는 목표 변수를 정의하였다.
- 35 -
Fig 23 분류 데이터 셋
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예측 변수와 목표변수값이 포함된 “스마트카 상태 정보”입력 데이터셋을 
HDFS에 저장한 후 머신러닝에 활용한 디스크립터를 생성한다. 디스크립터 파
일은 학습할 데이터의 형식을 정의하는 파일로서 앞서 생성한 입력 데이터셋 
파일을 이용한다. 그리고 머신러닝에 활용할 학습 및 테스트 데이터를 설정한
다. 입력 데이터셋은 7:3 비율로 분할 생성하였다. 최종적으로 스마트카의 상태 
정보 예측 모델을 만들기 위해 트레이닝 데이터셋과 분류 알고리즘 중 하나인 
랜덤 포레스트 모델을 사용하여 데이터를 학습시킨다.
입력 데이터로는 앞서 만든 디스크립터 파일과 트레이닝 파일을 사용하였다. 
Fig 24에 나와 있는 분류기의 모델 평가 결과를 보면 테스트 데이터를 이용한 
분류 성공률이 97.199%, 실패율이 2.801%으로 나왔다. Confusion Matrix는 비정
상, 정상의 분류 케이스를 매트릭스로 표현한 것이다. (a,a) 는 비정상을 비정상
으로 성공 분류한 케이스, (b,a)는 정상을 비정상으로 실패 분류한 케이스로 매
트릭스를 이해할 수 있다.
지금까지는 머하웃으로 분류기를 이용해 Classify 프로그램을 만들고 평가를 
하였다. 다음은 프로그램에 새로운 “스마트카 상태 정보” 데이터셋에 적용해 
차량의 상태가 정상인지 비정상인지 분류하는 과정이다. Java를 사용하며, 새로
운 데이터셋에 대한 예측프로그램을 만든다. Java 프로그램이 주 내용으로는 
스마트카 상태 데이터로 머신러닝을 수행한 후, 만들어진 분류기 모델이 저장
된 위치를 설정하고, 분석할 데이터셋의 데이터 형식을 정의한다. 마지막으로 
스마트카 상태 정보 입력값을 분류하기 위한 벡터 데이터셋을 설정한다. 그리
고 분류기 모델을 작동시켜 스마트카 상태 정보 입력 값에 대한 분류를 예측한
다. 이제 Java를 실행시켜 스마트카에 포함된 14종류의 기기들의 상태 값을 순
서대로 입력한다. Fig 25은 임의로 지정한 서로 다른 두 값을 넣어 정상, 비정
상으로 분류된 결과를 나타낸다.
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Fig 24 분류기
Fig 25 분류기를 적용한 스마트카 예측 결과
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Fig 26 군집 데이터셋
3) 군집-스마트카 고객 정보 분석
데이터 마이닝 중 3번째인 군집 분석을 진행한다. 사용될 데이터는 “스마트
카 마스터 정보”로 하이브의 External 영역의 테이블로 총 2600명의 스마트카 
사용 고객 정보가 적재되어 있다.
데이터셋은 Fig 26과 같이 스마트카의 차량번호, 차량용품, 차량용량, 차량모
델 정보와 스마트카 사용자의 개인정보들이 포함되어 있다. 군집 분석은 이러
한 속성 정보를 벡터화하고 유사도 및 거리를 계산해 데이터의 새로운 군집을 
발견하는 마이닝 기법이다. 군집 분석도 다양한 알고리즘이 있다. 이번 과정에
서는 Canopy의 빠른 군집 분석을 적용 후 군집 개수와 중심점을 파악한 후 
K-means를 적용하여 값을 내었다.
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하이브를 이용해 “스마트카 마스터 정보”데이터 셋을 조회해서 데이터셋을 
로컬 디스크에 저장하고 HDFS에도 따로 저장한다. 하이브 QL은 차량 번호, 차
량 용량, 차량 연도, 모델, 성별, 나이, 결혼 여부, 직업, 거주지 데이터로 조회
한다. 이때 범주가 큰 용량, 연도, 운전자 나이의 경우 범주화함으로써 군집의 
정확도를 올릴 수 있다. 
군집 분석을 기존 텍스트 형식의 “스마트카 마스터 데이터”를 시퀀스 파일
로 변환하는 작업이 필요하다. 시퀀스 파일은 키/값 형식의 바이너리 데이터셋
으로 분산 환경에서 성능과 용량 면에서 효율성을 높인 데이터 포맷이다. 시퀀
스 파일을 로우별로 n-gram 기반의 TF(Term Frequency) 가중치가 반영된 벡
터 데이터로 변환한다. n-gram의 벡터 모델은 단어의 분류와 빈도수를 측정하
는 알고리즘이다.
이 과정에서 차량번호별 각 항목의 단어를 분리해 벡터화한다. 스마트카 마
스터 데이터를 다차원의 공간 벡터로 변환한다. Canopy로 군집 개수를 파악하
기 위해서는 중심점으로부터 거리를 나타내는 t1, t2 옵션을 바꿔가며 반복적인 
군집 분석을 수행해야 한다. 스마트카 사용자의 수는 2600명으로 설정하였기 
때문에 그에 맞는 군집 개수를 찾기 위해 거리 값을 변경하며 반복적인 수행이 
필요하다. k-means로 앞선 구한 군집 개수 및 중심점 데이터를 바탕으로 군집 
분석을 한다.
임의로 지정한 VL-1921에 대한 군집 결과를 확인한다. Fig 27에 나온 각 키
워드 값을 확인하면 “Old”, “남”이라는 키워드가 1.0의 값을 가지며 이는 
군집에 포함된 사용자들이 모두 나이가 많고 남자임을 나타낸다. Fig 28 은 군
집 VL-1921에 세부 내용을 포함하고 있으며, 여기서 차량번호를 파악하여, 쿼
리를 조회할 수 있는데 결과적으로 군집의 다양한 인사이트를 도출할 수 있다. 
Fig 29은 VL-1921 군집에 대한 쿼리를 조회한 결과이며, 도출할 수 있는 결과
는 60대 미혼 남성들이며, 차량은 중형 차량으로 소득 수준이 중간으로 추측할 
수 있고, VL-1921 군집과 유사한 고객 군에는 스마트카 E 모델 또는 유사 모
델로 타겟 마켓팅 할 수 있다.
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Fig 27 키워드 분석
Fig 28 VL-1921 군집 세부 내용 
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Fig 29 VL-1921에 대한 군집 결과 
스마트카 데이터셋에 대한 탐색 및 분석 결과는 다양한 외부 시스템에 공유
되고 활용되어야 한다. 머하웃에서 분석된 결과를 외부 RDBMS 시스템에 편리
하게 제공하기 위한 도구로 스쿱을 활용하였다. 스쿱은 원래 하둡 생태계에서 
임포트 기술로 분류된다. 하지만 본 논문에서는 분석 결과를 외부에 제공하는 
용도로만 사용하였다. 스쿱을 이용해 외부 RDBMS에 데이터를 제공하는 작업도 
시간별로 수행해야 하는 정기적인 비치 프로세스 작업이다. 이때는 휴의 워크
플로의 작업 노드를 스쿱 작업으로 생성할 수 있는데, 여기에 앞서 사용했던 
스쿱 내보내기 명령을 입력해 워크플로를 생성하면 정기적인 내보내기 워크플
로 작업을 수행할 수 있다. 
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제 5 장  결론 및 향후 연구
본 논문에서는 빅데이터 시스템 구축 과정과 스마트카 관련 데이터를 활용
한 분석 과정을 다루었다. 빅데이터 시스템 구축 과정에서는 설치한 에코시스
템 소프트웨어들의 기능들과 프로그램들 간에 연관성을 다루며 전체적인 시스
템을 이해하는 단계를 거쳤고, 여기에 실제 스마트카 데이터셋들을 적용하여, 
빅데이터 처리 과정에서 각 레이어 단계별로, 프로그램별로 어떤 처리 과정을 
거쳤는지 설명하였다. 본 논문에서는 대용량 배치 데이터를 주로 다뤘으며, 향
후 연구로서 다른 데이터 타입인 실시간 데이터에 접근하는 것이 빅데이터를 
활용한 보다 질 높은 분석 결과를 만드는 것을 목표로 하고 있다. 대용량 데이
터에 비해 실시간 데이터는 더 많은 프로그램을 필요로 하며 보다 복잡한 처리 
과정을 가지고 있다. 하지만 서로 다른 두 타입의 데이터를 융합할 수 있으면 
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