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CARTAN DECOMPOSITION FOR COMPLEX LOOP GROUPS
ALEXANDER BRAVERMAN AND DAVID KAZHDAN
Abstract. In this note we formulate and prove a version of Cartan decomposition for
holomorphic loop groups, similar to Cartan decomposition for p-adic loop groups, discussed
in [3], [6]. The main technical tool that we use is the (well-known) interpretation of twisted
conjugacy classes in the holomorphic loop group in terms of principal holomorphic bundles
on an elliptic curve.
1. Introduction and statement of the results
1.1. Complex groups. Let G be a connected complex reductive group. Let us choose a
pair of opposite Borel subgroups B,B− with the maximal torus T = B ∩ B−. We denote
by Λ the coweight lattice of T . We also denote by σ : G → G the corresponding Cartan
anti-involution (which acts as identity on T ).
The group G is also endowed with a complex conjugation g 7→ g, whose group of fixed
points is the split real group GR. We may assume that
− commutes with σ and preserves
B and B−. For any g ∈ G let us set g∗ = σ(g).
We set K to be the set of fixed points of the involution g 7→ (g∗)−1. This is a maximal
compact subgroup of G.
Let TK = T ∩ K. Let a be the space of invariants of
∗ in t = Lie(T ) and let A be its
exponential. Obviously we have T = TK · A. We say that an element x ∈ a is dominant if
〈x, α〉 ≥ 0 for any positive root α. We denote by α+ the set of dominant elements in a and
by A+ its exponential. It is clear that A+ is the set of W -orbits on A.
The classical Cartan decomposition says that the natural map A+ → K\G/K is bijective.
In other words, for any g ∈ G there exists unique a ∈ A+ such that g and a lie in the same
double coset with respect to K. In this note we would like to generalize this result to loop
groups.
By a ”representation” of G we shall mean an algebraic finite-dimensional representation.
If π : G → GL(V ) is such a representation, we say that (π, V ) is unitary if there exists a
positive definite Hermitian form (·, ·) on V such that (π(g)(v), w) = (v, π(g∗)(w) for every
g ∈ G and v,w ∈ V . It is well-known that every representation of G has a unitary structure.
1.2. The loop group and its compact form. Let LGhol denote the group of all holo-
morphic maps C∗ → G and let Ghol be semidirect product of LGhol with C
∗ (which acts on
LGhol by loop rotation). Similarly, we can define the corresponding polynomial loop group
LGpol and the group Gpol.
For any g(z) ∈ LGhol the map g(z) is again in LGhol and we shall denote it by g(z).
Define also an anti-involution τ : LGhol → LGhol by setting
τ(g(z)) = gσ(z−1).
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Both τ and − extend to Ghol in a natural way (in particular, τ acts on the ”loop rotation”
C
∗ as identity). For any g ∈ Ghol define g
∗ = τ(g) (note that if g ∈ G ⊂ LGhol we get the
same definition as before). We set Khol to be the set of all g ∈ Ghol such that g
−1 = g∗.
This is the analog of K in the loop case. Note that under ̟ it projects to the unit circle
S1 ⊂ C∗.
We have the natural homomorphism ̟ : Ghol → C
∗. Define the semi-group
G+hol = Khol ∪ {g ∈ Ghol| |̟(g)| > 1} (1.1)
(note that ̟ sends Khol to the unit circle).
All of the above definitions make sense when applied to the group Gpol.
1.3. Cartan decomposition. Let T̂ = T × C∗, Â = A× R. Let Ŵ = W ⋊ Λ. This group
naturally acts on Â where W just acts on the first factor and λ ∈ Λ acts by sending (a, x)
to (a+ xλ, x).
Let also
Â+ = {(a, q) ∈ Â|a ∈ A+ and α(a) ≤ q for any positive root α} (1.2)
It is well-known that Â+ is a fundamental domain for the action of the group Ŵ on Â.
The main result of this note is the following affine Cartan decomposition
Theorem 1.4. The natural map
Â+ → Khol\G
+
hol/Khol
is a bijection.
1.5. Remarks. 1) We were informed by P. Etingof that the same result was proved by him
in 1990’s (unpublished); apparently, his proof was quite different from ours.
2) It makes sense to ask whether the same statement holds for Gpol, i.e. whether G
+
pol
is equal to KpolÂ
+Kpol. We strongly believe that it is NOT true, but we do not know a
counterexample.
3) Theorem 1.4 should be compared with the corresponding statements in [6] and [3],
where a similar statement is proved when LGhol is replaced by the group G(k[z, z
−1]) where
k is a local non-archimedian field. In addition in [3] this decomposition is used in order to
define the spherical Hecke algebra for the central extension of the group G(k[z, z−1]) ⋊ k∗.
We do not know how to do this in our present context (which essentially corresponds to the
case k = C).
1.6. Real variant. There is a version of Theorem 1.4 for real (as opposed to complex) loop
groups. We shall leave the details to the reader (let us only note that one needs to work
with the group of real analytic loops).
1.7. Organization of the paper. In Section 2 we gather some facts about the group G
that will be needed in the proof of Theorem 1.4. In Section 3 we review the relation between
conjugacy classes in G+hol and semi-stable bundles on elliptic curves. Section 4 is devoted to
the actual proof.
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2. Some finite-dimensional statements
In this Section we collect some statement about the finite-dimensional group G that we
are going to need for the proof of Theorem 1.4. For the purposes of this section we assume
that G is just a reductive algebraic group over C endowed with − and σ as in Section 1.1
(i.e. we drop the assumption that G is connected).
2.1. The map η. Consider the map η : G→ G defined by η(g) = gg∗. Clearly η(g)∗ = η(g)
for any g ∈ G. Our first statement is this:
Lemma 2.2. Let x ∈ G be such that
a) x = x∗
b) There exists a faithful unitary representation π : G→ GL(V ) such that all eigen-values
of π(x) are positive real numbers.
Then x is K-conjugate to an element of A+.
Proof. Clearly, it is sufficient to prove that is K-conjugate to an element of A. Let us choose
a representation V as above. Then π(x) is a self-adjoint positive-definite matrix. Hence
π(x) = exp(X) for some X ∈ gl(V ), such that X∗ = X . Since π(G) is a closed algebraic
subgroup of GL(V ), it follows that X = dπ(Y ) with Y ∗ = Y for some Y ∈ g and hence
x = exp(Y ). Now Y is K-conjugate to an element of a (cf. Lemma 2.1.9 in [8]), hence x is
K-conjugate to an element of A. 
Corollary 2.3. Assume that x ∈ G satisfies properties a) and b) as in Lemma 2.2. Then
there exists g ∈ G such that x = η(g).
Proof. By Lemma 2.2 x = kak−1 for some k ∈ K,a ∈ A. It is clear that η|A is a surjective
map from A to A. Hence we can write a = η(b) = bb∗ for some b ∈ A. Hence
x = kbb∗k−1 = (kbk)(kbk)∗ = η(kbk).

The second fact, that we are going to need in the proof of Theorem 1.4 is this:
Lemma 2.4. Let Z be a reductive subgroup of G containing T which is stable under −
and σ. Let x ∈ Z be such that x = η(h) for some h ∈ G. Then x = η(g) for some g ∈ Z.
Proof. We are going to apply Lemma 2.2 to Z instead of G. Clearly, x satisfies condition
a) of Lemma 2.2. Condition b) is also clear for any representation V of Z which extends to
a representation of G. 
3
3. The group Ghol and bundles on elliptic curves
3.1. From Ghol to G-bundles. Let q ∈ C
∗ such that |q| > 1. Let Eq denote the elliptic
curve C∗/qZ. It is well-known that isomorphism classes of G-bundles on Eq are in one-to-
one correspondence with conjugacy classes in π−1(q). Moreover, under this correspondence
the automorphism group of a G-bundle is naturally isomorphic to the centralizer of the
corresponding element inside LGhol. Let us recall this correspondence.
First of all, a G-bundle on Eq is the same as a G-bundle on C
∗ which is endowed with
a Z-equivariant structure, where the element 1 ∈ Z acts on C∗ by means of multiplication
by q. We can naturally identify π−1(q) with LGhol. Then to any g(z) ∈ LGhol we associate
the trivial G-bundle on C∗, where the Z-equivariant structure is equal to the standard one
twisted by g(z). We shall denote the corresponding G-bundle on Eq by Pg(z),q = Pĝ if we
set ĝ = (g(z), q). It is easy to see that conjugating ĝ by some a(z) leads to an isomorphic
G-bundle on Eq. Moreover, the centralizer of ĝ inside LGhol is equal to the automorphism
group of Pĝ.
3.2. Bundles of degree zero. Fix q as above and let us denote by BunG the stack of
G-bundles on Eq. The connected components of BunG are in one-to-one correspondence
with the elements of π1(G). We denote by cBunG : BunG → π1(G) the corresponding map.
We shall say that a G-bundle P has degree zero if it lies in the connected component of
the trivial bundle (i.e. if cBunG(P) = e). On the other hand, clearly we have a natural
homomorphism cLG : LGhol → π1(G) taking every g(z) to the homotopy class of g|S1 . The
following lemma is left to the reader:
Lemma 3.3. For every g(z) ∈ LGhol we have cBunG(Pg(z),q) = cLG(g(z)).
3.4. Semi-stable bundles. Recall that a vector bundle M of degree zero on an elliptic
curve E is called semi-stable if it has no sub-bundles of degree > 0. Also a principal
G-bundle P is called semi-stable of degree 0 if
1) P has degree zero
2) For some (equivalently, for any) almost faithful representation V of G the induced
vector bundle PV is semi-stable (automatically of degree zero because of 1))(cf. [2], Def.
3.4, [4], Theorem 2.2).
Also, we say that a G-bundle P is split if the structure group of P can be reduced to T .
It is clear that if P is semi-stable of degree 0 and split, then the corresponding T -bundle
PT will have degree 0 as well.
The folllowing theorem collects the knowledge about semi-stable bundles that we are
going to need in this paper:
Theorem 3.5. (1) Any bundle of the form Pg,q where g ∈ G is semi-stable of degree
0. If G = GL(n) then the converse is also true.
(2) A G-bundle P is isomorphic to some Pt,q with t ∈ T if and only if P is semi-stable
of degree 0 and split.
(3) Let M be a semi-stable vector bundle on Eq of degree zero. Then M is split if and
only if any short exact sequence
0→M1 →M→M2 → 0
where M1,M2 are vector bundles of degree 0, splits.
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(4) Let P be a semi-stable G-bundle of degree 0. Assume in addition that for some
almost faithful representation V of G the vector bundle PV is split. Then P is split
(and thus by (2) it is isomorphic to a bundle of the form Pt,q with t ∈ T ).
Proof. By definition statement (1) is true if and only if it is true for G = GL(n). In this
case it is proved by Atiyah [1].
For (2) let us note that by (1) any bundle of the form Pt,q is semi-stable of degree 0
by (1). On the other hand, since t ∈ T its structure group can be reduced to T . For the
converse statement it is enough to note that the set of (isomorphism classes of) T -bundles
of degree 0 on Eq is naturally isomorphic to T/q
Λ, which precisely means that any T -bundle
of degree zero is of the form Pt,q for some t ∈ T .
(3) is proved in [1], so let us prove (4).
According to [5], Theorem 2.6 any semi-stable G-bundle P of degree 0 is S-equivalent to
a T -bundle of degree zero 1. According to [7], Section 2.4 this means that any P as above
has a B-structure such that the induced T -bundle PT is of degree 0. Thus P defines a class
in H1(Eq,PT,n) where PT,n denotes the vector bundle associated with n (as a representation
of T ). We would like to show that this class is 0. Let us choose (π, V ) as in (3) and let
BV be a Borel subgroup of GL(V ) which contains the image of B under π and let nV
denote the nilpotent radical of its Lie algebra. Then we get a natural map n → nV of
T -representations; moreover n is a direct summand of nV . Hence it is enough to prove that
the corresponding class in H1(Eq,PT,nV ) is equal to 0. This means that the corresponding
full flag of subbundles of PV splits, which follows from (3).

In the proof of Theorem 1.4 we shall need the following result.
Proposition 3.6. Let q ∈ C∗ such that |q| 6= 1 and let a ∈ T . Let Z denote the centralizer
of the element (a, q) in LGhol. Then
(1) The natural map ev1 : Z → G (sending every g(z) to g(1) is a closed embedding
whose image is a reductive subgroup of G containing T .
(2) The image of Z in G is closed under σ.
(3) If (a, q) ∈ Â, then Z is stable under −.
Proof. The assertions (2) and (3) of Proposition 3.6 are clear, so let us prove the first
assertion. Is is also clear that T ⊂ Z and that it is enough to prove (1) when G = GL(n).
In this case we just need to show the following. Let M is a split semi-stable vector bundle
on Eq of degree 0 and let V be its fiber at 1 ∈ Eq. Then we must show that the natural
map from Aut(M) to GL(V ) is a closed embedding and the image is reductive.
Now since the bundle M is split and semi-stable of degree 0, it follows that there exist
non-isomorphic line bundles L1, ...,Lr on Eq and some finite-dimensional vector spaces
V1, · · · , Vr over C such that
M =
r⊕
i=1
Li ⊗ Vi.
1In loc. cit. it is only proved for simply connected G, but under our ”degree 0” assumption the same
proof goes through in general
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By choosing a trivialization of the fiber of each Li at 1 ∈ Eq we can identify V with ⊕
r
i=1Vi.
Since Hom(Li,Lj) = 0 for i 6= j it follows that the automorphism group ofM is isomorphic
to
r∏
i=1
GL(Vi) which is naturally a closed reductive subgroup of GL(V ).

4. Proof of Theorem 1.4
4.1. The proof of Theorem 1.4 is based on the following two results:
Lemma 4.2. Let ĝ ∈ G+hol, â ∈ Â
+. Then ĝ and â lie in the same Khol-double coset if and
only if η(ĝ) is conjugate to η(â).
Lemma 4.3. Let ĝ ∈ G+hol. Then η(ĝ) is conjugate to an element in Â
+.
4.4. Proof of Lemma 4.2. The ”only if part” is clear. Indeed, for any ĝ1, ĝ2 ∈ Ghol, if we
have ĝ2 = kĝ1k
′ with k, k′ ∈ Khol then
η(ĝ2) = kĝ1k
′(k′)∗ĝ∗1k
∗ = kη(ĝ1)k
−1.
Let us also note that if η(ĝ2) = kη(ĝ1)k
−1 with k ∈ Khol, then the element k
′ = k−1ĝ2ĝ
−1
1
lies in Khol and ĝ2 = kĝ1k
′. Thus for the ”only if” part it is enough to show that if
η(ĝ) = hη(â)h−1 for some h ∈ Ghol, then h can be chosen to lie in Khol. Clearly we may
assume that h ∈ LGhol. Note that since η(ĝ)
∗ = η(ĝ) and η(a)∗ = η(a), we have
hη(a)h−1 = (h∗)−1η(a)h∗.
Let Z denote the centralizer of η(a) in LGhol. Then the above formula shows that h
∗h ∈ Z.
We need to look for x ∈ Z such that hx = ((hx)∗)−1 = (h∗)−1(x∗)−1. In other words, we
should be looking for x ∈ Z such that x∗x = (hh∗)−1. To summarize, we need to show that
the element (hh∗)−1 ∈ Z lies in the image of the map η restricted to Z, which is equivalent
to showing that hh∗ lies in η(Z).
Now, according to Proposition 3.6 we may think about Z as of a reductive subgroup of G,
containing T and stable under σ and − (this is done by identifying Z with ev1(Z)). Hence
to show that η(h) ∈ η(Z) it is enough to check that η(h) satisfies the conditions a), b) of
Lemma 2.4. Condition a) is completely clear and condition b) follows from the fact
ev1(η(h)) = h(1)h
∗(1) = h(1)h(1)∗ ∈ η(G).
4.5. Proof of Lemma 4.3. Let ĝ = (g(z), q). Clearly we can assume that q is real and
positive. Then η(ĝ) = (h(z), q2), where h(z) = g(z)g∗(q−1z−1). Note that we have
h(z) = h∗(q−1z−1) (4.1)
Moreover, if (π, V ) is a a unitary representation ofG then for any z ∈ C∗ such that |z|2 = q−1
(i.e. z = q−1z−1) the matrix π(h(z)) is self-adjoint and positive-definite.
Let us first assume that G = GL(n) and let M be the vector bundle of rank n associated
with the principal bundle Pη(z) on Eq2 . Then first of all M has degree 0 (this immediately
follows from Lemma 3.3).
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On the other hand, let ι : Eq2 → Eq2 be induced by the map z 7→ q
−1z−1 on C∗ and let
M∗ be the Hermitian dual ofM. Then (4.1) implies thatM is isomorphic ι∗M∗. Moreover,
let
Sq = {z ∈ C
∗| |z|2 = q−1}.
We can (and will) identify Sq with its image in Eq2 . Then the above map M → ι
∗M∗
defines a Hermitian pairing on M|Sq and it follows from the remark after (4.1) that this
pairing is positive-definite. Hence for any subbundle V ⊂M the composition map
V →M→ ι∗M∗ → ι∗V∗
is an isomorphism when restricted to Sq. Note also that the bundle ι
∗V∗ is again holomorphic
and degV = − deg ι∗V∗.
Assume now that M is not semi-stable. Then there exists a subbundle V ⊂M of degree
d > 0. But then ι∗V∗ has degree −d < 0. This implies that for any map f : V → ι∗V∗ there
exists a non-trivial subbundle V ′ ⊂ V on which f vanishes. Hence f cannot be injective
when restricted to Sq. Therefore M is semi-stable.
We now want to prove that M is split. For this it is enough to prove (in view of
Theorem 3.5(3)) that if V ⊂ M is a subbundle of degree 0, then M is isomorphic to
V ⊕ M/V. Let W denote the kernel of the natural map M∗ → V∗ (thus W is an anti-
holomorphic vector bundle). Since M is isomorphic to ι∗M∗, the bundle ι∗W is naturally
a subbundle of M (note that since W is anti-holomorphic, the bundle ι∗W has a natural
holomorphic structure). Moreover, it is clear that the corresponding hermitian pairing
between V|Sq and (ι
∗W)Sq is zero. Since this pairing on M|Sq is positive-definite, it follows
that the fibers of V and ι∗W have trivial intersection at any point of Sq. This implies that
V ⊕ ι∗W is a subsheaf of M 2. But the degree of M (which is equal to 0) is equal to the
degree of V ⊕ ι∗W (which is equal to degV + degW = 0 + 0 = 0), hence M is isomorphic
to V ⊕ ι∗W.
The above analysis shows (still for G = GL(n)) that η(ĝ) is conjugate to an element of
T . Let us show that this element is necessarily in Â (and thus it can be chosen to lie in
Â+). We already know that V is isomorphic to a direct sum of line bundles L1, · · · ,Ln of
degree zero. Hence
1) Every Li is isomorphic to ι
∗L∗
2) The above isomorphism is positive-definite on Sq.
Let us assume that Li = Lai where ai ∈ C
∗. Then 1) implies that ai is real and 2) implies
that ai > 0. Hence η(ĝ) is conjugate to (a1, · · · , an, q
2) ∈ Â.
Let us go back to arbitrary G now. Choosing a faithful unitary representation (π, V )
of G and using Theorem 3.5 we see that the bundle Pη(ĝ) is semi-stable and split. Hence
η(ĝ) is conjugate to a point in (a, q2) ∈ T × C∗. Moreover, (π(a), q2) is ∗-invariant, hence
(a, q2) ∈ Â.
4.6. Proof of Theorem 1.4. The above results already show that G+hol = KholÂ
+Khol.
Hence, to finish the proof, it is enough to show that Kholâ1Khol 6= Kholâ2Khol if â1, â2 ∈ Â
+
and â1 6= â2. Note that the map η is injective on Â
+. Thus η(â1) 6= η(â2). It is well-known
2Here we identify vector bundles on Eq with their (locally free) sheaves of sections
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that two elements of Â+ are conjugate if and only if they are equal, hence the statement
follows in view of Lemma 4.2.
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