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1.1. Heurísticas
1. Introducción
1.1. Heurísticas
1.1.1. Que son y para que sirven?
La  heurística  es  la  capacidad  de  un  sistema  de  realizar  mejoras  positivas  en  su 
comportamiento con el fin de encontrar la mejor solución.
Los algoritmos heurísticos son utilizados para obtener soluciones óptimas de problemas 
cuya optimización no es factible en tiempos polinómicos como, por ejemplo, el problema 
de encontrar el camino más corto. 
Estos algoritmos encuentran una solución entre muchas posibles, pero eso no garantiza 
que sea encontrada la mejor solución. Aunque generalmente encuentran una  solución 
cercana a la mejor en un corto espacio de tiempo y con gran facilidad.
1.1.2. Algoritmos genéticos
Los  Algoritmos  genéticos  son  un  tipo  de  algoritmo  heurístico  que  generalmente  son 
usados en problemas de búsqueda,  y  que están basados en la  reproducción y en el  
principio supervivencia del más apto. 
“Los  Algoritmos  Genéticos  son  algoritmos  de  búsqueda  basados  en  la  mecánica  de 
selección natural y de la genética natural. Combinan la supervivencia del más apto entre 
estructuras  de  secuencias  con  un  intercambio  de  información  estructurado,  aunque 
aleatorizado, para constituir un algoritmo de búsqueda que tenga algo de las genialidades 
de las búsquedas humanas” [Goldberg, 1989]. 
El origen de estos algoritmos yace primero en darse cuenta de los buenos resultados que 
ha  dado  la  evolución  y  tomarlo  como  modelo  para  crear  lo  que  se  podría  llamar 
computación evolutiva. 
Durante millones de años las diferentes especies se han adaptado para poder sobrevivir.  
De la misma manera, se podrá tener una población de posibles soluciones a un problema 
de las que se irán seleccionando las mejores, es decir las que mejor se adapten, en este 
caso al problema a resolver. 
A grandes rasgos, para alcanzar la solución a un problema se parte de un conjunto inicial 
de individuos, llamado población. Cada uno de estos individuos representa una posible 
solución al problema. Estos individuos evolucionaran basándose en la selección natural, y 
adaptándose tras el paso de cada generación a la solución requerida. 
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1.2. Paralelismo y GPU
En el panorama actual, los procesadores constantemente están en evolución tecnológica, 
aumentando, por ejemplo, el número de cores, por lo tanto es importante diseñar software 
teniendo en cuenta toda la potencia de calculo que pueden ofrecer.
Figura 1.1: Comparación entre arquitectura CPU y GPU (Fuente: Bibliografía [11] ) 
Y hablando  de  procesadores,  cabe  destacar  que  los  que  pueden  ofrecer  una  mayor  
potencia  de  calculo  son sin  duda los  contenidos en una tarjeta  gráfica,  cierto  que si 
comparamos, un procesador de una GPU puede llegar a 500MHz mientras que el de una 
CPU a 2.5GHz. Pero mientras que un procesador de una CPU tienen uno, dos o hasta  
cuatro cores. En el caso de las tarjetas gráficas pueden tener 64, 128 o hasta 256 cores. 
 
El ámbito en el  que principalmente son utilizadas las GPU para computar es el  de la 
investigación. Muchos grupos de investigación utilizan maquinas con varias GPUs para 
ejecutar allí sus algoritmos y obtener resultados que de otra manera podría demorarse 
mucho más tiempo.
En este caso podemos pensar en maquinas con más de una GPU (MultiGPU), con las 
cuales se puede obtener un mayor potencia si trabajan de manera cooperativa.
Actualmente  los  últimos  ordenadores  que  están  saliendo  en  el  mercado  la  mayoría 
disponen ya de una tarjeta gráfica con soporte para cuda, por eso pensando en un ámbito  
más domestico, se puede pensar en sacar más partido a estas tarjetas y no solo limitarlas 
a usarlas para computar datos gráficos en juegos.
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1.3. Objetivos
El proyecto pretende ofrecer al programador un framework de programación de algoritmos 
paralelos  basado en el  algoritmo genético  BRKGA,  utilizando la  GPU para  tener  una 
mayor potencia de calculo reduciendo el tiempo de computación.
El  framework  cuenta  de  las  siguientes  clases  a  representar:  los  individuos,  la 
configuración y la función de decoder. El programador podrá modificar estas clases para 
resolver el problema que desee, por ejemplo, típicos problemas que se resuelven con 
algoritmos genéticos, puede ser el  del cambio mínimo de monedas o el  problema del 
camino más corto.
No estará desarrollado únicamente en cuda, si no utilizando OmpSs, que es un derivado 
de OpenMP con soporte para GPUs, con ello conseguiremos una cierta facilidad a la hora 
de programar.  Ya que por  ejemplo,  la  transferencia  de  datos  a  la  gpu es  invisible  al 
programador. También puede verse favorecido a la hora de reducir el tiempo de computo,  
ya que ofrece soporte para trabajar con más de una gpu(multigpu), ofreciendo una mayor 
sencillez.
Objetivos:
->Paralelización del framework para una GPU
 ->Verificar su correcto funcionamiento y valorar rendimiento
->Comparativa  de  diferentes  versiones  del  framework:  algoritmo  serie  en  c  y 
paralelo en CUDA y OmpSs.
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2. Algoritmo genético
2.1. Un poco de historia
Las primeras ideas sobre algoritmos genéticos aparecieron entre el  1950 y 1960, que 
preguntándose como la naturaleza podía cada vez crear seres más perfectos, decidieron 
investigar  basándose  en  los  modelos  de  la  naturaleza.  Aunque  en  ese  momento  no 
pensaron que esa estrategia podría ser aplicable a problemas más generales hasta más 
tarde, con la siguiente publicación "Evolutionary computation was definitely in the air in the 
formative days of the electronic computer" (Mitchell 1996). 
En 1962 los investigadores  Box,  G.J.  Friedman, W.W. Bledsoe and H.J.  Bremermann 
desarrollaron algoritmos basados en la  evolución para la  optimización de funciones e 
inteligencia artificial, pero no acabó de destacar.
En 1965, Ingo Rechenberg, introdujo una técnica llamada “estrategia evolutiva”, en la cual  
no existía  una población (más tarde introdujeron la  idea de población) ni  el  cruce de 
especies, simplemente un padre mutaba para producir un nuevo individuo, y el mejor de 
estos dos era el padre de la siguiente ronda.
El siguiente avance importante en este campo fue en 1966, donde L.J. Fogel, A.J. Owens 
y M.J. Walsh presentaron lo que ellos llamaron “programación evolucionista”. 
En  este  método,  tenemos  un  número  de  soluciones  candidatas  representadas  por 
máquinas, como la estrategia de evolución de Rechenberg que hemos visto en el párrafo 
anterior.  Su algoritmo se basa en la  mutación  aleatoria  de una de las  maquina y se 
mantiene la  mejor  de  las  dos.  Aun seguía  faltando un factor  importante,  el  cruce de 
individuo.
Por el 1972, John Holland fue el primero en utilizar el cruce de individuos. En 1975, con la 
publicación del libro “Adaptation in Natural and Artificial Systems.” Escrito por Holland y 
sus  compañeros  de  la  universidad  de  Michigan.  Fue  el  primer  libro  que  aplicaba  el 
concepto mutación, selección y cruce de individuos.
Ese  mismo año  Kenneth  De  Jong  demostró  el  potencial  de  los  algoritmos  genéticos 
mostrando que se podían utilizar para probar varias funciones como las multimodales 
,donde se tienen más de un objetivo.
Estos trabajos despertaron un gran interés en la computación evolutiva. Por el año 1980,  
los  algoritmos  genéticos  fueron  aplicados  en  una  gran  rango  de  problemas,  desde 
problemas  matemáticos  abstractos  como  el  bin-packing,  coloreado  de  grafos  hasta 
reconocimiento de patrones, clasificación u optimización.
Al principio, estas aplicaciones eran puramente teóricas. Sin embargo, con el tiempo, los 
algoritmos  genéticos  se  empezaron  a  utilizar  en  el  sector  comercial.  Actualmente  se 
puede  ver  en  campos  como  el  de  la  ingeniería  aeroespacial,  diseño  de  microchips, 
biología molecular,...
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2.2. Heurística del BRKGA
BRKGA(Biased  Random  Key  Genetic  Algorithm)  tiene  módulos  dependientes  del 
problema  y  módulos  independientes.  Esto  hace  posible  implementar  una  heurística 
diferente para el problema que necesitemos resolver.
Por  eso,  cuando  diseñamos  una  nueva  heurística  para  un  problema  especifico  solo 
necesitamos implementar la parte dependiente del problema.
La parte  independiente  del  problema tiene una serie  de  componentes  básicos.  Estos 
componentes dependen del numero de genes en el cromosoma de un individuo (N), el 
numero de individuos en la población (P), el numero de individuos elite en la población 
(Pe), el numero de mutantes introducido en cada generación de la población (Pm), y la 
probabilidad que tiene un descendiente de haber heredado los genes de su padres. 
Los algoritmos genéticos aplican el concepto de la supervivencia del mejor para encontrar  
una solución óptima o cercana. 
Se puede establecer una relación entre la solución y el individuo de la población. Cada 
individuo posee un conjunto  de genes.  Cada gen representa un valor  de un alfabeto 
cualquiera. Un individuo tiene asociado un valor de adaptabilidad. 
El  algoritmo  genético  hace  evolucionar  un  conjunto  de  individuos  un  número  n  de 
generaciones. A cada generación, una nueva población es creada combinando elementos 
de la actual generación. 
La  heurística  de  cada  generación  de  un  BRKGA  se  puede  ver  en  el  siguiente 
pseudocódigo:
Pseudocódigo de algoritmo genético simple
BEGIN
Generar población inicial
WHILE NOT Fin DO
BEGIN 
FOR NumeroGeneraciones DO
BEGIN
Computar la función de evaluación de cada individuo (decoder)
Clasificar individuos según su calidad (elite y no-elites)
Seleccionar dos individuos de cada grupo y cruzarlos
Crear nuevos individuos para substituir los peores
END
END
END
Hay muchos posibles criterios de parada, después de un numero fijo de generaciones, 
después de un numero fijo de generaciones desde la última generación que ha tenido una 
mejora en la solución, después de llegar a un tiempo limite, etc.
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Figura 2.1: Diagrama de ejecución del algoritmo BRKGA (Fuente: Bibliografía [4] ) 
Los  algoritmos  genéticos  con  claves  aleatorias  fueron  ideadas  por  Bean  (1994)  para 
resolver  problemas de optimización.  Un individuo es representado por un conjunto de 
números  reales  elegidos  de  forma  aleatoria  dentro  del  intervalo  [0,1].  Un  algoritmo 
determinista, llamado decoder, toma como entrada cada individuo y le asocia una solución 
o valor objetivo (adaptabilidad).
En el caso de Bean, el decoder ordena el vector de llaves aleatorias y usa los índices de  
las llaves ordenadas para representar una secuencia.
RKGA (Random Key Genetic Algorithm) evoluciona la población de individuos un numero 
n de generaciones. La población inicial es un conjunto de p individuos. Después de que 
cada individuo es computada por el decoder, la población es dividida en dos grupos, un 
grupo de elites, que son los mejores, los que tienen una solución o valor objetivo mejor, y 
los no-elites, que son el resto.
Para evolucionar una población, el grupo de individuos elite es copiado. Una parte del 
grupo de no-elite es cruzado con un individuo escogido al azar y la otra parte es ocupada 
por mutantes, los cuales son individuos generados de la misma manera que los de la 
generación inicial.
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Figura 2.2: Esquema del proceso de generación de nueva población en BRKGA (Fuente: Bibliografía [4]) 
El  BRKGA difiere  del  RKGA en  la  forma  que  son  seleccionados  para  el  cruce  de 
individuos.  En  BRKGA,  cada  individuo  es  generado  combinando  un  individuo 
seleccionado de forma aleatoria del grupo de elites con uno del grupo de no-elites(o de 
toda la población). Esto garantiza que el descendiente puede heredar buenos genes por 
parte de el padre elite.
Figura 2.3: Esquema del proceso de cruce entre individuos del BRKGA (Fuente: Bibliografía [4]) 
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BRKGA tiene  una serie  de  parámetros  que  necesita  definir.  Estos  parámetros  son  el 
numero de genes que hay en un individuo (n),  el  numero de individuos que tiene un 
población (p), el tamaño de la población elite (Pe), el tamaño de la población mutante 
(Pm), y la probabilidad que tiene un descendiente de heredar los genes de sus padres.
Parámetro Descripción Valor recomendado
P Tamaño población -
Pe Tamaño población elite 0.10*P <= Pe <= 0.25*P
Pm Tamaño población mutante 0.10*P <= Pm <= 0.30*P
pe Probabilidad de heredar 0.5 < Pe < 0.8
Taula 2.1: Parámetros recomendados para el BRKGA (Fuente: Bibliografía [4]) 
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2.3. Métodos de selección
Hay varias técnicas que el algoritmo genético puede usar para seleccionar los individuos a 
ser copiados a la siguiente generación. En nuestro algoritmo utilizamos una selección 
elitista pero pasaremos a detallar las otras posibilidades que existen.
Selección elitista: Los mejores individuos serán seleccionados.
Selección fitness-proporcional: Los más aptos tendrán más probabilidades pero no la 
certeza.
Selección  ruleta: Es  una  variante  de  la  selección  fitness-proporcional,  la  cual,  la 
probabilidad de un individuo a ser seleccionado es proporcional a su valor objetivo (Se 
llama ruleta, porque cada individuo coge una porción de la rueda, pero los mejores cogen 
una mayor parte)
Selección scaling: El valor objetivo medio de la población aumenta, la función decoder 
se hace más discriminadora, Este método es útil cuando todos los individuos tienen un 
alto valor objetivo y solo se distinguen pequeñas diferencias.
Selección torneo: Se hacen subgrupos de la población, los miembros de cada subgrupo 
compiten entre si. Solo un individuo es escogido para reproducirse.
Selección de rango:  Se le asigna un rango numérico a cada individuo de la población 
basado  en  su  valor  objetivo.  La  selección  se  basa  en  el  ranking  en  vez  de  en  las 
diferencias que hay en los respectivos valores objetivo. La ventaja de este método es 
poder prevenir que los individuos muy aptos ganen dominio muy deprisa, lo cual reduciría 
la diversidad genética y podría impedir entonces una solución aceptable.
Selección generacional:  Los descendientes de los individuos seleccionados de cada 
generación se convierten en la siguiente generación. 
Selección Steady-state:  Los descendientes  de los  individuos seleccionados de cada 
generación, reemplazan alguno de sus genes menos aptos.
Selección jerárquica: Los individuos pasan a través de varias rondas de selección cada 
generación. Las primeras evaluaciones son más rápidas y menos discriminatorias. Los 
que sobreviven avanzan a posteriores evaluaciones más lentas y rigurosas. La ventaja de 
este método es reducir el tiempo de calculo al utilizar unas primeras evaluaciones más 
rápidas para eliminar a los individuos menos prometedores, y sometiendo, más tarde, a 
evaluaciones de aptitud más rigurosas a los que sobreviven.
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2.4. Métodos de cambio
Después de haber hecho una selección eligiendo a los individuos más aptos, estos deben 
ser alterados con la esperanza de mejorar su aptitud. Hay dos estrategias básicas: 
La primera es llamada mutación, que consiste en modificar uno o varios genes de los 
individuos.
Figura 2.4: Mutación de un solo gen en un individuo (Fuente: Bibliografía [8]) 
El segundo método es llamado crossover o cruce, y consiste en escoger dos individuos 
para intercambiar segmentos de su código, produciendo un descendiente, resultado de la 
combinación de los dos padres. Nosotros nos decantamos por utilizar un tipo llamado 
Uniform crossover pero detallaremos los tipos de crossover más utilizados:
Figura 2.5: Single-point crossover (Fuente: Bibliografía [7]) 
Single-point crossover,  el  cual consiste en definir  un punto de forma aleatoria en la 
cadena  de  genes  de  los  dos  individuos,  partiendo  así  las  dos  cadenas  en  dos 
subcadenas. Después juntaremos la primera parte de un individuo con la segunda parte 
del otro, creando así el nuevo individuo.
Si tenemos una cadena cA y una cadena cB, las partimos creando las subcadenas cA1, 
cA2, cB1, cB2. Después procedemos a unir, por ejemplo, cA1+cB2 o cB1+cB2.
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Figura 2.6: Uniform crossover (Fuente: Bibliografía [7]) 
Uniform crossover, el cual consiste en lo siguiente, para una posición dada dentro de la 
cadena de genes de cada individuo, se elige uno de los dos genes para el descendiente,  
con 50% de probabilidad.
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2.5. Porque funciona un algoritmo genético?
Los  algoritmos  genéticos  no  procesan  estrictamente  individuos,  sino  similitudes  entre 
ellos,  patrones de similitud entre individuos o mejor dicho esquemas.  Dado que cada 
individuo encaja en muchos patrones a la vez, la eficiencia de la búsqueda se multiplica.
Por ejemplo, consideremos lo siguiente, todas las cadenas de 4 dígitos binarios (cadenas 
de  0's  y  1's)  forman  un  espacio  de  búsqueda,  este  espacio  de  búsqueda  puede 
representarse como **** (donde * es 0 o 1).  La cadena 0110 es un miembro de este 
espacio. Sin embargo, es también miembro de 0***.
Evaluar  el  valor  objetivo  de  una  cadena  significa  también  evaluar  cada  uno  de  los 
espacios a los que pertenece. Entonces un algoritmo genético que está evaluando un 
grupo pequeño de individuos está a su vez evaluando un grupo mucho mayor. 
Si por ejemplo la cadena 1111 se corresponde con el máximo del espacio de búsqueda, 
esto significa que las cadenas que empiezan con 1 tienen mejor adaptación que las que 
empiezan con 0.
Supongamos entonces  que 1*** es mejor que 0***. Aquí tenemos una tabla con algunos 
individuos.
P f(P)
0111 20
1111 45
1100 35
0110 10
0001 5
1011 40
1000 30
Tabla 2.2: Tabla de individuos de una población P con una función evaluadora f(P)
f (1 ***)
4
=
(45+35+40+30)
4
=37,5
f (0***)
3
=
(5+10+20)
3
=11,67
f(1***)  >  f(0***)  Esto  demuestra  que  los  individuos  que  siguen  el  esquema  1***  son 
mejores que los que siguen el esquema 0***.
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Aquí tenemos un esquema H 0**1 a los cuales pertenecen los individuos 0001, 0011,  
0101, 0111:
H = 0**1 = {0001, 0011, 0101, 0111}
|H| = 2(l−o (H ))  = 2(4−2)  = 4 
|H| es el numero de cadenas que pertenecen a este esquema.
Efecto del cruce sobre los esquemas
d(H)  Distancia entre la primera y la última de sus posiciones fijas.
d(0**1) = 3
0|**1 ⋰ 0___
⋱ _**1
0*|*1 ⋰ 0*__
⋱ __*1
d(1***) = 0
1|*** ⋰ 1***
⋱ _***
La probabilidad de destrucción de 0**1 es mayor a 1***,  por  el  hecho de al  cortar  la 
cadena en dos la primera tiene más probabilidad de ser modificada.
Conclusión : una mayor d(H) implica una mayor probabilidad de destrucción en el cruce
Efecto de la mutación sobre los esquemas
o(H) orden del esquema, es el número de posiciones fijas de H.
o(0**1) = 2
0**1 ⋰ 1**1
⋱ 0**0
o(1***) = 1
1*** ⋯ 0***
La  probabilidad  de  destrucción  de  0**1  es  mayor  que  la  del  1***,  ya  que  tiene  más 
posiciones fijas a modificar.
Conclusión: una mayor o(H) implica una mayor probabilidad de destrucción en la mutación
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Teoremas de los esquemas (Holland 1975)
La siguiente fórmula muestra que el funcionamiento óptimo del algoritmo incrementa el  
número de representantes generación tras generación:
n(H , t+1)  ≥  n(H ,t )∗( f (H , t)
f (P ,t )
)∗a(H , t)
a(H ,t)=1−probmutacion∗o(H)−probcruce∗d (H )
n(H,t+1)  :  número  de  representantes  que  pertenecen  al  esquema  H  de  la  siguiente 
generación.
n(H,t) : número de representantes que pertenecen al esquema H de la generación actual.
f(H,t) : valoración de la adaptabilidad del esquema H.
f(P,t) : valoración de la adaptabilidad de toda la población.
Criticas al teorema:
-Solo es una cota inferior, es decir, no es exacto.
-No es útil para predecir a largo plazo el comportamiento de un algoritmo genético.
-Solo considera los efectos destructivos de los operadores genéticos y no los efectos 
constructivos.
-Este  teorema es  muy particular  ya  que está  hecho  para  un algoritmo  genético,  con 
cruzamiento de un punto y mutación uniforme.
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2.6. Multipoblación
Una  mejora  que  se  puede  hacer  en  el  BRKGA  es  la  introducción  del  concepto 
multipoblación. En esta  estrategia varias poblaciones evolucionan independientemente. 
Después  de  un  predeterminado  numero  de  generaciones  todas  las  poblaciones 
intercambian información. La información intercambiada son los mejores individuos. 
Cuando evaluamos esta estrategia podemos notar que un intercambio de demasiados 
individuos puede producir un mal funcionamiento del proceso. También, si se intercambia 
información con demasiada frecuencia. 
Figura 2.7: Todas las subpoblaciones intercambian información entre si (Fuente: Bibliografía [9]) 
Al proceso de intercambio de información se le llama migración, ya que los individuos se 
trasladan de una población a otra. Existen varios esquemas de migración, por ejemplo, 
para intercambiar información podemos elegir los dos mejores individuos y copiarlos allá  
donde no estén, eliminando los peores.
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2.7. Aplicación. Búsqueda del camino más corto.
Es un problema donde hay N ciudades y el objetivo es encontrar cual es la ruta mínima 
comenzando y terminando por una determinada ciudad.
Figura 2.8: Ejemplo de circuito de problema del camino más corto(Fuente: Bibliografía [9]) 
Una  solución  directa  sería  aplicar  fuerza  bruta  evaluando  todas  las  posibles 
combinaciones, pero el  numero posible de combinaciones es N!,  lo cual  lo hace muy 
costoso computacionalmente. Está dentro de los problemas denominados NP-Completos, 
que son los problemas que no se pueden resolver en tiempo polinomial.
En este tipo de problemas es cuando es necesario utilizar algoritmos genéticos con tal de 
encontrar una solución lo suficiente cercana a la correcta.
26
2. Algoritmo genético
2.8. Aplicación. Ejemplo cambio de monedas
Un problema muy sencillo que puede resolver el BRKGA es el cambio de monedas.
En  este  pequeño  problema hay  un  sistema  monetario  donde  existen  N  monedas  de 
diferente valor v1,v2,....,vN perteneciente a N. Se supone que no hay límite en el número 
de monedas disponibles de cada valor. Se desea obtener el número mínimo de monedas 
que son precisas para devolver cierta cantidad Q.
Se  puede  demostrar  con  un  contraejemplo  que  hacer  uso  de  un  algoritmo  voraz  no 
siempre va a encontrar la solución óptima. Este tipo de algoritmos siempre buscan la 
opción más óptima en cada paso cosa que no garantiza que la solución a la que llegue 
sea la mejor.
V : {1,2,10,25,100} 
Q = 130
Un algoritmo voraz  devolvería una moneda de 100, una moneda de 25, dos monedas de 
2 y una moneda de 1 (en total, 5 monedas).
Se puede encontrar  una solución mejor:  una moneda de 100 y 3 monedas de 10,  4 
monedas en total.
Esto nos muestra que utilizar un algoritmo voraz no es recomendable en este problema, 
por lo tanto, hay que usar un algoritmo genético.
Ejemplo:
Solo  explicaremos  las  funciones  más  importantes,  funciones  como   Individual_copy, 
Individual_betterThan, Individual_copyCrossOver ya están explicadas en el apartado de 
Implementación. 
__device__ void GPUPopulation_compute(Population *population, Individual *generation, 
int i) { 
if (i < population->numIndividuals) {  
Individual *individual = &generation[i]; 
 
float num = individual->genes[0]*1 + individual->genes[1]*5 + individual-
>genes[2]*25 + individual->genes[3]*50;
if ( num != VALOR )  individual->objValue = VALOR +1; 
else{ 
individual->objValue = 0; 
for (int i=0 ; i<NUMGENES ; ++i) 
individual->objValue += individual->genes[i];  //contamos el 
número de monedas
} 
} 
} 
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Esta función valora cada individuo. Cada gen simboliza el número de monedas de un 
valor.
Calculamos el valor total de las monedas, si ese valor se ajusta al valor deseado, 
contamos cuantas monedas tenemos.
__device__ void Individual_initGenes(Individual* individual, Population *population, 
Configuration *config) { 
if (config->maximize == 1) 
individual->objValue = -DBL_MAX; 
else 
individual->objValue = DBL_MAX; 
individual->genes[0] = GetNextRandomInt(deviceStates)%10; //1 
individual->genes[1] = GetNextRandomInt(deviceStates)%10; //5 
individual->genes[2] = GetNextRandomInt(deviceStates)%10; //25 
individual->genes[3] = GetNextRandomInt(deviceStates)%(VALOR/(50-10)); //50 
} 
Para  inicializar  cada  individuo,  como  hemos  dicho,  cada  gen  del  vector  de  genes 
representa el número de monedas de un valor determinado.
Inicializaremos aleatoriamente el número de monedas que queremos, pero, por ejemplo, 
de monedas de 50, no es lógico que salgan más monedas que el valor partido por esa  
cantidad, por lo tanto, tenemos que limitar el rango del número aleatorio al valor deseado 
partido entre 50-10, para dejar más rango. 
Con  las  otras  monedas  limitaremos  a  tener  como  máximo 10  monedas,  ya  que  son 
monedas de menor valor. 
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3. Paralelismo en arquitecturas many-cores 
3.1. Que son las arquitecturas many-core
3.1.1. Arquitecturas Single-core
Primero pasaremos a definir lo que es una arquitectura de un solo núcleo, el concepto es 
simple  :  una  CPU,  que  es  conectada  a  un  bloque  de  memoria  y  a  un  conjunto  de 
dispositivos I/O. Simple no quiere decir práctico. La latencia de la memoria principal es 
alta,  la  cual  combinada  con el  impredecible  control  de  flujo  lleva  a  introducir  caches 
directamente dentro del chip de diferentes niveles.
Figura 3.1: Esquema arquitectura single-core (Fuente: Bibliografía [25]) 
Sin embargo, puede no ser suficiente, algunos fabricantes introducen también caches con 
capacidad de prefecthing y programación. La CPU separa la unidad de enteros y coma 
flotante, entonces 2 threads podrían ejecutarse simultáneamente en el mismo chip.
3.1.2. Arquitecturas many-core
Los fabricantes dejaron de centrarse en mejorar un solo core (potencia, comunicación,...)  
para estudiar un nueva arquitectura, múltiples cores dentro de un chip. Este nuevo diseño 
implicó una extensa memoria compartida, múltiples cores y más threads ejecutándose 
simultáneamente.
Figura 3.2: Diferentes arquitecturas (Fuente: Bibliografía [25]) 
Caches compartidas ofrecen un mayor aprovechamiento, ahorro de energia,  y un rate 
mayor de hits. Sin embargo, esto mismo puede causar problemas, como problemas de 
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coherencia de datos.
Los procesadores Intel's Core Duo y Xeon usan una memoria cache de nivel 2 compartida 
y una cache de nivel 1 independiente para cada core. Opteron, Ahtlon y intel's Pentium D 
optan por memorias caches de nivel 1 y nivel 2 independientes. Intel Itanium 2 tiene una 
cache de nivel 1 , de nivel 2 y nivel 3 independiente para cada core.
Figura 3.3: Esquema coherencia de memoria (Fuente: Bibliografía [25]) 
La coherencia en cache es el  mayor  problema para todos los sistemas manycore. Si  
hacemos prefecth del mismo bloque de datos en una memoria cache L1, L2 o L3 de cada 
core y uno de esos cores modifica ese dato en la cache entonces hay un problema. El  
dato ahora esta en un estado inconsistente. No podemos volver a la memoria principal 
para verificar  si  el  dato es valido o no en cada referencia (esto provocaría  una gran 
latencia),  y  un  mutex  compartido  esta  en  contra  de  la  filosofía  de  las  caches 
independientes.
Para solucionar este problema, los diseñadores de hardware han llegado a una idea, los 
cores comparten un bus en el cual los mensajes son propagados para mantener todas las 
caches sincronizadas.
Memoria distribuida
Este modelo de memoria permite a cada core tener una porción de memoria principal, 
esto proporciona una ventaja para evitar los problemas de coherencia de la cache que 
hemos mencionado anteriormente.
Figura 3.4: Esquema memoria distribuida (Fuente: Bibliografía [25]) 
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3.1.3. Arquitectura nVIDIA GPU
Dentro de las arquitecturas de varios núcleos podemos hablar de las arquitecturas GPU, 
concretamente de las nVIDIA, las mejores que se han adaptado mejor para convertirse en 
GPUs de propósito general.
3.1.3.1. Evolución
Esta sección explicará lo que ha ocurrido a las gpu para convertirse en una arquitectura 
de procesamiento paralelo de propósito general.
La tarjeta gráfica en ordenadores empezó desde una simple memoria mapeada en un 
buffer.  Más  tarde  evolucionaron  a  dispositivos  con  hardware  para  la  aceleración  de 
gráficos 2D y 3D. Estos dispositivos contenían su propia memoria.
Figura 3.5: Evolución de las GPUs de nVIDIA (Fuente: Bibliografía [25]) 
A) La primera generación de chips de nVIDIA GPU están compuestos en una pipeline de 
gráficos  3D  (que  es  el  nombre  que  se  le  da  a  todo  el  proceso  de  transformar  una 
representación 3D en una imagen 2D para poder visualizarla por la pantalla) y una serie 
de funciones. Esas funciones pueden ser seleccionadas por el host y ejecutadas por el 
hardware.
NV1 es el primer producto de nVIDIA (1995) que utiliza su propia pipeline gráfica basada 
en superficies cuadradas.
NV3 es el segundo producto de nVIDIA GPU (1997)  y usa una diferente pipeline basada  
en superficies poligonales lo que hace que pueda encajar mejor con los requerimientos de 
DirectX 5.0.
NV10 es la tercera generación de nVIDIA GPU (1999). Nuevas funciones son añadidas 
para DirectX 7.0, como funciones de transformación e iluminación.
B) Cada  nueva  versión  de  DirectX  introduce  nuevas  funciones.  DirectX8.0  incorporó 
modelos de sombreado de píxel y vértices. Estas mejoras permiten a los desarrolladores 
crear arbitrariamente programas para ejecutar por píxeles y por vértices. Desde que el 
sombreado de píxeles no provee de ninguna función para bucles o saltos.
Un sombreado de vértices es una herramienta capaz de trabajar con la estructura de 
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vértices  de  modelos  tridimensionales  y  con  ello  realizar  operaciones  matemáticas 
modificando estas variables y así definiendo colores, texturas y incidencia de la luz.  Estos 
pequeñas herramientas son escritas en lenguaje RISC especifico orientado ensamblador. 
Algunas funciones pueden ser implementadas vía sombrado de vértices, pero el propósito 
de  este  modelo  es  producir  resultados  que  son  imposibles  de  conseguir  utilizando 
funciones del pipeline.
Vertex shader model 1.1 es la arquitectura más simple, incorporado por Direct3D 8.0. El 
conjunto  de instrucciones contiene operaciones para la  declaración,  aritmética  básica, 
aritmética  matricial,  comparación  simple  y  cálculos  básicos  de  iluminación.  No 
proporciona operadores para saltos condicionales o controles de flujo. Hay varios tipos de 
registros: input, constant, output y temporal. Los registros guardan vectores de floats de 4 
dimensiones.  Los  registros  temporales  proporcionan  sombreado  de  vértices  con  una 
menor capacidad para guardar resultado intermedios.
C) El runtime introducido por DirectX9.0 contiene mejoras en los modelos de sombreado.
Vertex shader model 2.0 permite vectores de 4 dimensiones de enteros y booleanos en 
registros constantes, pero la principal  mejora es la adición de control  de flujo para el  
modelo de ejecución. Al conjunto de instrucciones son añadidas subrutinas, derivación e 
instrucciones  de  bucle,  pero  el  uso  de  estas  nuevas  instrucciones  tiene  ciertas 
limitaciones. Nuevos registros constantes (registros para contador de bucle) que sirven 
para definir constantes usadas para controlar el flujo.
Vertex  shader  model  2.x  es  una  arquitectura  que  provee  algunas  mejoras.  La  más 
importante son las del punto de vista de GPGPU, instrucciones de control de flujo estático 
y dinámico. Este modelo es importante ya que las GPU se empiezan a acercar a lo que 
son actualmente, GPUs de propósito general.
D) Vertex shader model 3.0 Este modelo está orientado al render gráfico. 
E) Compute capability 1.0 se refiere a la generalización  del sombreado de vertex como 
propósito general de procesamiento de flujos (termino de nVIDIA). 
El  nVIDIA CUDA toolkit  fue  lanzado  simultáneamente  e  hizo  avanzar  la  computación 
GPGPU. 
Desde el punto de vista de DirectX 10, esta nueva revisión introduce la unificación de 
vertex,  geometría  y  procesamiento  de  fragmentos  dentro  del  sombreado  unificado. 
DirectX 10 con la GPU ya está preparado para la computación de propósito general.
F) Compute capability 1.1 La mayor mejora es la incorporación de funciones atómicas.
G) Compute  capability  1.3  Mejora  de  las  funciones  atómicas  e  incorporación  de  una 
unidad de double precisión. Son revisadas algunas características de las arquitecturas 
Tesla (registros de memoria, numero máximo de warps y threads por SM)
H) Compute capability  1.2 La principal  diferencia entre la  1.3 y  esta es la  unidad de 
double-precisión.
32
3. Paralelismo en arquitecturas many-cores
I) Compute capability 2.0 corresponde a arquitecturas Fermi. Varios cambios en eficiencia 
en funciones de GPGPU y nuevas funciones de sincronización de threads.
3.1.3.2. Arquitecturas Tesla
Tesla es el nombre del primer dispositivo GPGPU hecho por nVIDIA. Todas las GPU con 
una capability de 1.0 a 1.3 pertenecen a la arquitectura Tesla aunque tengan otro nombre 
(GeForce, Quadro,...)
Figura 3.6: Vista interna de arquitectura Tesla (Fuente: Bibliografía [25]) 
A diferencia de las CPU, las GPU no tienen gran área de memoria cache. La mayoría de 
transistores son usados para la computación. Las unidades de proceso son divididas y en 
grupos y  subgrupos.  La  principal  división  del  Tesla  es  la  Thread Processing  Clusters 
(TPC).
Cada TPC está conectada a una red, la cual también está conectada a los controladores 
de memoria DRAM. La memoria es partida en grupos, de 1 a 8, con sus respectivos 
controladores. Los chips de memoria están fuera del chip de la GPU. Cada TPC contiene 
2 o 3 SM. 
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Figura 3.7: Esquema hardware de arquitectura Tesla (Fuente: Bibliografía [25]) 
Usando la GPU desde la CPU para computación de propósito general, podemos ver 3 
pasos: copia de datos desde el host al dispositivo, ejecución en dispositivo y copia de 
datos  del  dispositivo  al  host.  El  primer  problema  es  el  tiempo  gastado  en  las 
transferencias de memoria.
Una GPU se conecta al host a través de un bus de alta velocidad PCI-Express 16x. Este  
bus es principalmente usado para transferencias DMA entre las memoria de la GPU y la 
CPU desde que ninguna de ellas es capaz de acceder a la memoria del otro.
Hay diferentes opciones para la transferencia de datos:
Paged memory (memoria paginable)
Cuando la memoria es alojada a través de la función malloc(), la memoria es paginable. 
Este  mecanismo permite  al  SO alojar  más  memoria  de  la  físicamente  disponible.  La 
memoria paginable son intercambiadas entre el disco duro y la memoria principal del host. 
Cuando se hace una transferencia de memoria entre el host y el dispositivo, el dispositivo 
se esperará a la CPU para saber cuando la transferencia de memoria ha acabado.
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Paged-locked memory (pinned memory)
Paged-locked  memory  es  el  opuesto  a  la  memoria  paginable.  Desactivar  la  memoria 
paginable reduce la cantidad de memoria disponible para la CPU, pero tiene ventajas, 
esto permite que las transferencia de memoria puedan realizarse paralelamente mientras 
se ejecuta en la GPU. Además, las transferencias de memoria son más rápidas si  el 
sistema usa un bus front side (FSB). (no todas las GPU disponen de esta característica)
Mapped memory (zero-copy memory)
Disponible  para los  dispositivos  con capability  1.1,  la  page-locked memory  puede ser 
mapeada en direcciones de memoria del dispositivo. Esta región de memoria puede ser  
accedida por el host y por el device utilizando diferentes dirección.
Write-combining
WC mejora la escritura del host al dispositivo. Pequeñas escrituras son mezcladas en una 
gran transacción. Definir una región de memoria como WC tiene dos inconvenientes: WC 
no garantiza que la combinación de escrituras y lectura se haga en el orden correcto.
Leer desde WC memory desde el  host es mucho más lento que hacerlo en memoria 
cacheable. Esto es porque escribir en memoria, WC es retrasada por un buffer interno 
que tampoco es cacheado (lectura lenta) y también carece de coherencia de datos.
Cuando los datos y el programa han sigo cargado en la memoria de la GPU, la ejecución 
puede empezar puesto que el numero de SM(stream multiprocessor) y los threads por SM 
es decidido antes. En la arquitectura Tesla, un SM puede tener 768 o 1024 threads activos 
simultáneamente. El numero de SM depende de la GPU, la GPU del ejemplo tiene 24 SM. 
No todos los threads son ejecutados a la vez por un SM, en el ejemplo se puede ejecutar  
192  threads  por  ciclo  de  reloj.  La  GPU  puede  hacer  un  cambio  de  contexto  e 
inmediatamente empezar a ejecutar otro thread con un coste 0.
La mayor diferencia entre la GPU y la CPU es la jerarquía de memoria. Los registros y la 
memoria compartida son mucho más rápidas que la memoria  global. Cada SM tiene una 
memoria local de alta velocidad interna. Puede ser vista como una memoria cache de 
nivel 1 pero hay ciertas diferencias: es necesaria una instrucción explicita para transferir  
datos de la memoria global a la memoria compartida y no hay coherencia de datos entre 
ellas, si cambiamos un dato en la memoria  global no será actualizado en la shared. La  
memoria compartida puede considerarse tan rápida como los registros de memoria. 
La memoria global es conectada al chip de la GPU a través de una canal de datos de 
hasta 512 bits de ancho. A través del bus se puede transferir desde la memoria global 16 
words de 32 bits en un solo ciclo. 
El Quadro FX4800 del ejemplo tiene un bus de 384 bits de ancho y memoria GDDR3 a 
1.6 Ghz permitiendo 76.8 GB/s de ancho de banda. Este ancho de banda es difícil de  
conseguir  porque  la  memoria  tiene  que  estar  alineada  y  los  accesos  tienen  que  ser 
coalescientes.  Coalescing  permite  mezclar  todos los  accesos  de  memoria  de  threads 
independientes en un gran acceso. El hardware puede reconocer algunos patrones de 
accesos  de  threads.  Los  cores  pueden  trabajar  con  enteros  y  con  floats  de  simple 
precisión. 
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3.1.3.3. Arquitecturas Fermi
Todas las GPU con capability 2.0 o superior son basadas en la arquitectura Fermi.
Figura 3.8: Vista interna de arquitectura Fermi (Fuente: Bibliografía [25]) 
La arquitectura Fermi tiene una memoria cache de 768KB de nivel 2 común para todas las 
SM. Esta cache tiene el mismo propósito que la cache de nivel 2 de CPU. Esta cache no 
tiene nada que ver con la computación de gráficos, está enfocada a sacar partido de la 
GPU desde el punto de vista de la programación de propósito general.
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Figura 3.9: Esquema hardware arquitectura Fermi (Fuente: Bibliografía [25]) 
En las arquitecturas Tesla, la memoria lineal puede ser accedida usando direcciones de 
32  bits.  Las  instrucciones  de  load/store  son  especificas  para  espacios  de  memoria 
diferentes.  La  arquitectura  Fermi  usa  direcciones  de  40  bits.  Las  instrucciones  de 
load/store pueden usar direcciones de 64 bits pensando en una futura evolución.
La anterior memoria compartida es una cache de nivel 1 configurable. Fermi tiene dos 
opciones de configuración: 48 KB de memoria compartida y 16 KB de cache de nivel 1 o 
16 KB de memoria compartida y 48 KB de cache.
Esta nueva arquitectura mejora la memoria de GDDR3 a GDDR5, lo que proporciona un 
ancho de banda teórico de 102.6 GB/s.
Los  dispositivos  con  capability  2.x  pueden  copiar  memoria  page-locked  del  host  a 
memoria del dispositivo y copiar desde la memoria del dispositivo a la memoria page-
locked del host simultáneamente. Esto es porque el bus PCIexpress es dúplex, el total del 
ancho de banda es el doble.
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3.2. Cuda
3.2.1. Que es CUDA y porque?
CUDA  (Compute  Unified  Device,Arquitecture)  es  una  extensión  del  lenguaje  de 
programación  C  que  fue  creado  por  nVidia.  CUDA  permite  a  los  programadores 
aprovechar la potencia de computación masiva en paralelo de una tarjeta gráfica nVidia 
con el fin de utilizarla en computación de propósito general.
Por ejemplo, los procesadores Intel Core 2 Duo y AMD Opteron son buenos para hacer 
una o dos tareas a la vez, y hacer las tareas con gran rapidez. Las tarjetas gráficas, por 
otro lado, son buenas en hacer un número masivo tareas al mismo tiempo, y hacer las 
tareas con relativa rapidez.
Figura 3.10: Comparación arquitectura CPU y GPU (Fuente: Bibliografía [24]) 
Con el fin de lograr esto,las tarjetas gráficas utilizan docenas, incluso cientos de ALUs. 
Afortunadamente,  ALUs  de  nVidia  son  totalmente  programables,  lo  que  nos  permite 
aprovechar una cantidad sin precedentes de poder computacional en los programas que 
escribimos. Cuda nos permite sacar provecho de las cientos de ALUs dentro la GPU, 
obteniendo mayor potencia de calculo que con las pocas ALUs de una CPU.
Aunque CUDA está específicamente pensado para funcionar en las tarjetas de gráficos de 
NVIDIA, que también puede funcionar en cualquier CPU. No obstante, el programa nunca 
será capaz de correr tan rápido en una CPU.
CUDA es  adecuado  para  los  algoritmos  altamente  paralelas  como  pueden  ser  los 
algoritmos  genéticos.  Con  el  fin  de  ejecutar  de  manera  eficiente  en  una  GPU,  es 
necesario tener varios cientos de threads. En general, cuantos más threads, mejor. Si se  
tiene un algoritmo que es sobre todo secuencial,  entonces no tiene sentido el  uso de 
CUDA.
Otra cosa en que sobresale en CUDA, es en el procesamiento de números. La GPU es 
perfectamente  capaz de computar  con enteros de 32 bits  y  de operaciones de coma 
flotante. De hecho, las GPU son más adecuados para los cálculos de coma flotante, lo  
que hace a CUDA excelente para cálculos numéricos.
Algunas de las tarjetas gráficas de gama alta tiene dos unidades de coma flotante, sin 
embargo, sólo hay una unidad de coma flotante de 64 bits por cada 16 unidades de 32 
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bits en coma flotante.
CUDA es adecuado para grandes conjuntos de datos. Las CPUs más modernas tienen un 
par de megabytes de caché de nivel 2 porque la mayoría de los programas tienen una alta 
coherencia de datos. Sin embargo, cuando se trabaja con rapidez a través de una gran 
base de datos, por ejemplo 500 megabytes, la memoria caché L2 puede no ser tan útil.
La interfaz de memoria de GPU es muy diferente de la interfaz de memoria de la CPU. 
Uso masivo de las GPUs interfaces paralelas con el fin de conectar con su memoria. Por  
ejemplo,  la  GTX 280 utiliza  un  interface 512-bit  para  alto  rendimiento  de la  memoria 
GDDR-3. Este tipo de interfaz es aproximadamente 10 veces más rápido que una CPU 
típica interfaz de memoria.
Vale  la  pena señalar  que  la  mayoría  de  tarjetas  gráficas  nVidia  no  tienen  más  de  1 
gigabyte de memoria. Nvidia ofrece tarjetas especiales para calcular, lo que tienen hasta 
cuatro gigabytes de memoria RAM a bordo, pero estas tarjetas son más caras que las 
tarjetas utilizadas para juegos.
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3.2.2. Modelo programación
CUDA utiliza un modelo de computación paralela, cada uno de los procesadores ejecuta 
una misma instrucción sobre diferentes elementos en paralelo. La GPU es un dispositivo 
computacional, co-procesador(device) para una CPU(host), teniendo su propia memoria y 
procesando una gran cantidad de threads en paralelo. Un kernel es una función ejecutada 
por threads en la GPU.
Como hemos mencionado, la diferencia entre una GPU y una CPU está en su habilidad 
para procesar cientos de threads simultáneamente, algo normal para las GPU, las cuales 
fácilmente procesan en paralelo. El numero lógico de threads y de bloques de threads 
supera  el  numero  de  unidades  físicas  de  ejecución,  lo  cual  otorga  una  buena 
escalabilidad,  en caso de que en el  futuro se quiera cambiar el  numero de unidades 
físicas.
Figura 3.11: Esquema modelo programación CUDA, jerarquía de threads (Fuente: Bibliografía [24]) 
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Un programa en CUDA se ejecuta en el host(CPU) al llamar a un kernel se utiliza el 
device(GPU) como coprocesador del host. Sólo se ejecuta un kernel cada vez con 
múltiples threads (miles), usando su identificador, cada thread trabaja con datos distintos 
y se sincronizan cuando se acaba de ejecutar el kernel, dentro del kernel las funciones se 
ejecutan en la GPU.
Jerarquía de threads
Los threads se podría decir que son la unidad básica, identificados mediante una variable, 
agrupados en bloques de 1 o 2 dimensiones.
A su vez los bloques son identificados por otra variable y pueden ser agrupados en grids 
de 1 o 2 dimensiones.
Bloques
El modelo de programación implica agrupar threads. Los bloques de threads son arrays 
de threads (de una o dos dimensiones) que interactúan los unos con los otros a través de 
la memoria compartida y puntos de sincronización. Concretando, se pueden especificar 
los  puntos  de  sincronización  en  el  kernel,  donde  los  threads  en  un  bloque  están 
suspendidos hasta que todos alcancen el punto de sincronización.
Cuda permite trabajar con bloques compuestos por un máximo de 512 threads.
Cada thread  dentro del bloque se identifica por un identificador. Para un bloque de dos 
dimensiones  de  tamaño  (Tx,  Ty),  el  ID  del  thread  de  índice  (x,  y)  es  (x  +  y*Tx).
Cada bloque de un grid se le asigna a un único SM. Cada SM asigna a cada bloque los  
recursos necesarios (Thread contexts, registros, shm...). 
Los threads de distintos bloques sólo se pueden comunicar vía memoria global y no se 
pueden sincronizar. La sincronización entre bloques se produce de manera implícita entre 
la ejecución de un kernel y el siguiente.
Los bloques de threads son ejecutados en forma de pequeños grupos llamados warps (32 
threads cada uno). Es el mínimo de volumen de datos que puede ser procesado por un 
multiprocesador. 
Cada warp ejecuta una instrucción en 4 ciclos de reloj. Cuando un warp se bloquea, el SM 
ejecuta otro warp perteneciente al mismo o a otro thread block activo.
Grids
Hay un número máximo limitado de threads que un bloque puede contener. Sin embargo, 
los bloques que ejecutan el mismo kernel se pueden agrupar juntos en un conjunto de 
bloques,  de  modo  que  el  número  total  de  threads  que  pueden  ser  lanzados  en  la 
invocación de un solo núcleo es mucho mayor.
Un programa (kernel) es ejecutado sobre un grid de bloques. Solo un grid es ejecutado a  
la vez. 
Agrupar bloques en grids ayuda a evitar las limitaciones y aplicar el kernel a más threads 
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por llamada. También ayuda en escalar. Si una GPU no tiene suficientes recursos, esta 
ejecutará los bloques uno por uno. De otra manera, los bloques pueden ser ejecutados en 
paralelo, lo cual es importante para una óptima distribución de la carga en GPUs.
Cada bloque dentro del grid se identifica por un identificador, que es el número del bloque 
dentro  del  conjunto.  Para  un  conjunto  de  dos  dimensiones  de  tamaño  (Tx,  Ty),  la 
identificación de un bloque de índice (x, y) es (x + y*Tx).
3.2.3. Modelo memoria
El modelo de memoria permite acceder a posiciones de memoria byte a byte. Hay una 
gran cantidad de registros para cada procesador, hasta 1024. Acceder a estos registros es 
muy rápido, pueden almacenar enteros de 32 bit o números con coma flotante. 
Figura 3.12: Esquema modelo  de memoria CUDA (Fuente: Bibliografía [24]) 
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Cada thread tiene acceso los siguientes tipos de memoria:
Banco de registros, pequeña cantidad de memoria disponible para cada thread, tiempo 
de acceso rápido, comparable a la memoria compartida.
Memoria  global,  la  mayor  cantidad  de  memoria  disponible  para  todos  los 
multiprocesadores en una GPU, desde 256 MB hasta 1,5 GB. Esto ofrece un gran ancho 
de  banda,  sobre  100  GB/s  pero  sufre  una  gran  latencia  (cientos  de  ciclos).  No  es 
cacheable, soporta las instrucciones de lectura y escritura, y punteros a memoria. 
Memoria local, pequeña cantidad de memoria, la cual puede ser accedida solo por un 
procesador. Es privada de cada thread para la pila y las variables locales con propiedades 
similares a la memoria global, es relativamente lenta. 
Memoria compartida, 16 KB de memoria compartida entre todos los procesadores en un 
multiprocesador.  Es  memoria  rápida,  como  los  registros.  Esta  memoria  provee  cierta 
interacción entre los threads, es controlada por los directamente por los desarrolladores y 
posee una baja latencia. Ventajas de la memoria compartida es que puede ser usada 
como una caché de nivel 1, reduciendo latencias entre los accesos a datos de ALUs, 
menos llamadas a memoria global.
Memoria  constante,  64  KB,  solo  de  lectura  para  todos  los  multiprocesadores.  Son 
cacheables 8 KB para cada multiprocesador. Esta memoria es bastante lenta, latencia de 
cientos de ciclos, si no hay  datos requeridos en la caché. Todos los threads de un warp 
(grupo  de  32  threads)  pueden  leer  el  mismo  valor  de  la  memoria  constante 
simultáneamente en un ciclo de reloj
Memoria  textura,  está  disponible  para  lectura  (solo  lectura)  para  todos  los 
multiprocesadores. Data es ida a buscar por las unidades de textura en una GPU, los 
datos pueden ser interpolados linealmente sin extra overheads.  Son cacheables 8 KB 
para cada multiprocesador. Es lenta como la memoria global, latencia de cientos de ciclos, 
si no hay datos requeridos en la caché. Explota localidad espacial con vectores de datos 
1D o 2D
La memoria global,  local,  textura y constante es físicamente la misma memoria de la 
tarjeta gráfica. Solo se diferencia en los algoritmos de acceso. La cpu puede actualizar y 
acceder solo a memoria externa: global, constante y de textura.
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3.2.4. Escribir programas con CUDA
Una característica importante a recordar es que todo el programa no tiene que ser escrito 
en  CUDA.  El  programa puede  estar  escrito  en  C/C++  y  entonces,  cuando  algo  muy 
complejo computacionalmente es necesario, el programa simplemente puede llamar a la  
función kernel en CUDA. Así que la idea principal es que CUDA sólo se debe utilizar para 
las porciones más computacionalmente intensas de su programa.
3.2.4.1. Tipos de datos y funciones
Declaración de funciones 
•__device__ (Función ejecutada por GPU y llamada desde kernels)
•__global__ (Función ejecutada por GPU y llamada desde código secuencial)
•__host__ (Función ejecutada por CPU y llamada desde código secuencial, por defecto  si 
no se especifican los anteriores)
Declaración de variables
•__device__ (Variable residente en memoria global accesible por todos los threads de 
cualquier grid durante el tiempo de vida de aplicación)
•__constant__ (Variable que reside en memoria constante accesible por todos threads 
de cualquier grid durante el tiempo de vida de aplicación)
•__shared__ (Zona de memoria compartida accesible por todos los threads del mismo 
thread block durante la ejecución del grid)
Variables predefinidas
Hay que seleccionar de forma apropiada estos valores para explotar al máximo el 
paralelismo
• dim3 gridDim: dimensiones del grid
• uint3 blockIdx: índice del thread block en el grid (BID)
• dim3 blockDim: dimensiones del thread block
• uint3 threadIdx: índice del thread en el thread block (TID)
• int warpSize: # de threads en un warp
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Algunas funciones básicas:
• cudaMalloc( void ** device_ptr, size_t size ) : reserva memoria en la gpu.
device_ptr: Nombre de la variable a la cual se le asigna memoria dinámica en el device
size: Tamaño de memoria reservada.
• cudaFree( void * device_ptr ) :  libera memoria de la gpu a partir del puntero dado, si no 
se libera entre ejecuciones de kernels el espacio permanece ocupado.
device_ptr: Nombre de la variable a la cual se le libera.
• cudaMemcpy( void * destino, void * origen, size_t size, 
cudaMemcpyDeviceToHost/cudaMemcpyHostToDevice): Transferencia de memoria 
bloqueante de host a device o de device a host.
• cudaMemcpyAsync( void * destino, void * origen, size_t size, 
cudaMemcpyDeviceToHost/cudaMemcpyHostToDevice): Transferencia de memoria no 
bloqueante de host a device o de device a host.
• __syncthreads: bloquea todos los threads de un bloque hasta que todos han llegado a 
ese punto del código.
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3.2.4.2. Kernels
Como se indicó anteriormente, la idea principal de CUDA es contar con miles de threads 
de ejecución en paralelo. Todos estos threads van a ejecutar la misma función, conocida 
como kernel. La idea es que a pesar de que todos los threads de su programa están 
ejecutando la misma función, todos los hilos van a trabajar con un conjunto de datos 
diferentes. Cada thread sabe su propia identificación, y en base a su ID, sabrá determinar 
qué partes de los datos tiene para trabajar. Los controles de flujo como "if, for, while, do,  
etc" son compatibles.
Estas funciones llamadas kernel cuando se las llama, se ejecutan N veces en paralelo (se 
crean N diferentes threads y cada thread ejecuta la función), en lugar de una sola vez 
como funciones regulares.
Un  kernel  se  define  utilizando  el  especificador  __global__  y  el  número  de
threads para cada llamada se especifica mediante está sintaxis <<<...>>>:
__global__ void sumGPU (float * A, B float *, float * C)
{
...
}
int main ()
{
…
dim3 dimBlock; 
dimBlock.x = 256; 
dimBlock.y = 1; 
dimBlock.z = 1; 
dim3 dimGrid; 
dimGrid.x = (N + dimBlock.x-1)/dimBlock.x;  
dimGrid.y = 1; 
dimGrid.z = 1; 
sumGPU <<<dimGrid, dimBlock>>>(A, B, C);
}
Cada uno de los threads que ejecutan un kernel se le asigna un identificador único que es 
accesible en el núcleo a través de la variable threadIdx. Por ejemplo, en el código de 
ejemplo siguiente se le añaden dos vectores A y B de tamaño N y se guarda el resultado  
en el vector C:
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__global__ void sumGPU (float * A, B float *, float * C)
{
int i = threadIdx.x;
C [i] = A [i] + B [i];
}
int main ()
{
...
dim3 dimBlock; 
dimBlock.x = 256; 
dimBlock.y = 1; 
dimBlock.z = 1; 
dim3 dimGrid; 
dimGrid.x = (N + dimBlock.x-1)/dimBlock.x;  
dimGrid.y = 1; 
dimGrid.z = 1; 
sumGPU <<<dimGrid, dimBlock>>> (A, B, C);
}
Cada uno de los thread que ejecutan sumGPU () realizan una suma.
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3.2.4.3. Transferencias de memoria CPU-GPU
Pinned Memory
La memoria pinned, es un tipo de memoria del host que se marca como no paginable (no 
puede ser paginada a disco). Las transferencias se aceleran ya que no se tienen que 
hacer comprobaciones referentes a la paginación en disco. Es recomendable utilizar esta 
memoria en transferencias de gran tamaño.
Para su uso, la reserva y liberación de memoria no paginable se llevará a cabo
mediante la función cudaAllocHost(), con el parámetro cudaHostAllocDefault, 
y cudaFreeHost(), en lugar de los habituales malloc() y free() a los que estamos 
acostumbrados. 
Además de no paginable, esta función permite hacer reservas de memoria con 
cierto tipo de características. Si en lugar de cudaHostAllocDefault utilizamos el 
parámetro cudaHostAllocWriteCombined, el área de memoria reservada nos 
permitirá optimizar aún más las transferencias, al eliminarse también el paso de los 
datos por los niveles de caché de la CPU (memoria no cacheable), y con ello, todo el 
mecanismo de mantenimiento de la coherencia. Como es de imaginar, esta opción sólo 
proporcionará buenos resultados cuando el host se limite exclusivamente a leer
información de dicha región, pues las escrituras resultarían tremendamente lenta.
Otra posibilidad es el uso del parámetro cudaHostAllocMapped().
Este permite mapear a un área de la memoria del dispositivo una zona de memoria 
no paginable alojada en el host. Así, se lleva a cabo la apertura de una ventana en la 
memoria del dispositivo, que es compartida automáticamente con la CPU, evitando las
transferencias de memoria explícitas. Con ello, podremos conseguir que se solapen 
partes de la ejecución de un kernel con las transferencias de datos, aunque dependerá de 
la complejidad del código a ejecutar. A esta técnica se la denomina Zero Copy.
La memoria pinned no debería usarse en exceso porque causa una sobrecarga en el 
sistema porque la memoria pinned es escasa.
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Asynchronous Transfers and Overlapping 
Las  transferencias  de  datos  entre  el  host  y  el  device  como  cudaMemcpy()  son 
transferencias bloqueantes, es decir, la cpu no retoma el control hasta que se ha acabado 
la transferencia.
La  funcion  cudaMemcpyAsync()  no  es  bloqueante,  es  decir,  el  control  es  devuelto 
immediantamente  al  host.  Este  tipo  de  transferencia  requiere  pinned  host  memory,  y 
también el uso de streams. 
Un stream es una secuencia de operaciones que se ejecutan en el device. Diferentes 
streams se pueden llegar a ejecutar en paralelo. Cosa que se puede usar para transmitir  
datos mientras entre el host y el device mientras el device está ejecutando un kernel
cudaMemcpyAsync(a_d, a_h, size, cudaMemcpyHostToDevice, 0);
kernel<<<grid, block>>>(a_d);
cpuFunction();
En este caso el host ejecutaría un memcopy asíncrono en el stream 0. Por defecto un 
kernel se ejecuta en el stream 0 por lo tanto no se ejecutarán en paralelo, primero se hará 
la transferencia y después se ejecutará el kernel. La única cosa es que después de llamar  
al kernel el host ejecutará el cpuFunction, por lo tanto, el kernel y el cpuFunction() se 
ejecutarán concurrentemente.
Para saber si un dispositivo puede ejecutar y copiar datos concurrentemente debe estar  
preparado  para  ello  la  tarjeta.  Esto  se  puede  consultar  en  un  campo  de  la  variable 
cudaDeviceProp, es indicado por el campo deviceOverlap.
cudaStreamCreate(&stream1);
cudaStreamCreate(&stream2);
cudaMemcpyAsync(a_d, a_h, size, cudaMemcpyHostToDevice, stream1);
kernel<<<grid, block, 0, stream2>>>(otherData_d);
En este caso podemos ver como se usan dos streams, en un stream se transfieren datos 
y en el otro se ejecuta en el kernel. Por lo tanto se ejecutarían en paralelo.
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Ejemplo:
int zero = 0;
int* num = &zero;
int* dnum;
int stop=0;
int* dstop;
cudaStream_t stream1, stream2;
cudaStreamCreate(&stream1);
cudaStreamCreate(&stream2);
En este fragmento de código creamos los streams que vamos a utilizar,  en principio,  
utilizamos el stream2 para ejecutar el kernel y el stream1 para hacer las transferencias.
if(cudaMalloc((void**)&dnum, sizeof(int)) != cudaSuccess)
{
printf("CUDA Error: %s.\n", cudaGetErrorString(cudaGetLastError()));
   printf("CUDA Operation: Allocate dElement\n");
   return(1);
}
if(cudaMemcpy(dnum, num, sizeof(int), cudaMemcpyHostToDevice) != cudaSuccess)
{
   printf("CUDA Error: %s.\n", cudaGetErrorString(cudaGetLastError()));
   printf("CUDA Operation: Copy Memory from num to dnum\n");
   return(1);
}
if(cudaMalloc((void**)&dstop, sizeof(int)) != cudaSuccess)
{
printf("CUDA Error: %s.\n", cudaGetErrorString(cudaGetLastError()));
   printf("CUDA Operation: Allocate dElement\n");
   return(1);
}
if(cudaMemcpy(dstop, &stop, sizeof(int), cudaMemcpyHostToDevice) != cudaSuccess)
{
   printf("CUDA Error: %s.\n", cudaGetErrorString(cudaGetLastError()));
   printf("CUDA Operation: Copy Memory from num to dnum\n");
   return(1);
}
Aquí reservamos memoria para las variables dnum y dstop, que son variables que están 
alojadas en el espacio de memoria del device.
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dim3 dimGrid(1, 1);
dim3 dimBlock(1);
kernel<<<dimGrid, dimBlock,0,stream2>>>(dnum,dstop);
Ejecutamos el  kernel,  una vez definidos el  tamaño del  grid y del  bloque, utilizando el 
stream2 y pasándole como parámetros las variables dnum y dstop, que son las que están 
en el espacio de memoria del device.
for(int i=0 ; i<100 ; ++i){
 if(stop==0){
    if(cudaMemcpyAsync(num, dnum, sizeof(int), cudaMemcpyDeviceToHost,stream1) !=  
cudaSuccess)
   {
     printf("CUDA Error: %s.\n", cudaGetErrorString(cudaGetLastError()));
     printf("CUDA Operation: Copy Memory from dnum to num\n");
     return(1);
   }
   if(cudaMemcpyAsync(&stop, dstop, sizeof(int), cudaMemcpyDeviceToHost,stream1) !=  
cudaSuccess)
   {
   printf("CUDA Error: %s.\n", cudaGetErrorString(cudaGetLastError()));
   printf("CUDA Operation: Copy Memory from dnum to num\n");
   return(1);
   }
 }
 printf("Resultado mientras se ejecuta kernel: %d %d \n", *num, stop );
 if (i==1)
 {
   stop=1;
   if(cudaMemcpyAsync(dstop, &stop, sizeof(int), cudaMemcpyHostToDevice,stream1) !=  
cudaSuccess)
   {
    printf("CUDA Error: %s.\n", cudaGetErrorString(cudaGetLastError()));
    printf("CUDA Operation: Copy Memory from num to dnum\n");
    return(1);
   }
 }
}
En el fragmento de código anterior tenemos un for que itera 100 veces. Consultando los 
valores dnum y dstop. Usamos el cudaMemcpyAsync, que es análogo al cudaMemcpy 
pero en este caso no se bloquea y permite hacer transferencias mientras se ejecuta un 
kernel. Estas transferencias se hacen a través del stream1.
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Después en  la  primera  iteración  decidimos  parar  el  kernel,  por  lo  tanto  hacemos un 
cudaMemcpyAsync igual que antes pero en sentido contrario, del host al device.
if(cudaFree(dnum) != cudaSuccess)
{
   printf("CUDA Error: %s.\n", cudaGetErrorString(cudaGetLastError()));
   printf("CUDA Operation: Free Memory of dnum\n");
   return(1);
}
cudaStreamDestroy(stream1);
cudaStreamDestroy(stream2);
Liberamos memoria y destruimos los streams.
__global__ void kernel(int* num,int* stop)
{
 for (int i=0 ; i<10000000 and (*stop)==0; ++i )
 {
num[0] = i;
//if ((*stop)!=0) break;
 }
}
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Zero Copy
Zero copy fue añadido en la versión 2.2 del cuda toolkit. Esto permite a los threads de la 
GPU  acceder  directamente  a  memoria  del  host.  Para  esto  se  requiere  mapped 
pinned(non-pageable) memory.
En  GPUs  integradas,  la  mapped  pinned  memory  es  siempre  ventajosa  porque  evita 
copias superfluas ya que la memoria de la CPU y la GPU son físicamente lo mismo. En 
GPUs dedicadas(tienen su propia memoria RAM), mapped pinned memory es ventajosa 
en algunos casos. 
Zero  copy  puede  usarse  sin  utilizar  streams  porque  los  datos  se  transfieren 
automáticamente en paralelo mientras se ejecuta el kernel sin tener que determinar cual 
es el numero óptimo de threads.
int *IN,*IN_d;
int *stop,*dstop;
cudaSetDevice(0);
cudaGetDeviceProperties(&prop, 0);
if (!prop.canMapHostMemory) exit(0);
cudaSetDeviceFlags(cudaDeviceMapHost);
cudaHostAlloc((int **)&IN, sizeof(int), cudaHostAllocMapped);
cudaHostAlloc((int **)&stop, sizeof(int), cudaHostAllocMapped);
IN[0]=0;
cudaHostGetDevicePointer(&IN_d, IN, 0);
cudaHostGetDevicePointer(&dstop, stop, 0);
En este código, canMapHostMemory es una campo de la estructura de datos obtenidos 
por el cudaGetDeviceProperties(), que es usado para determinar si es capaz de soportar 
mapear memoria del host en espacio de dirección del device.
Page-locked  memory  mapping  es  activado  llamando  cudaSetDeviceFlags()  con 
cudaDeviceMapHost. Pagelocked  mapped  host  memory  es  reservada  usando 
cudaHostAlloc(), y el puntero al espacio de direcciones mapeadas del devices es obtenida 
por la función cudaHostGetDevicePointer().
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dim3 dimGrid(1, 1);
dim3 dimBlock(1);
TEST<<<dimGrid, dimBlock>>>(IN_d,dstop);
Aquí ejecutamos el kernel sin la necesidad de usar streams.
for(int i=0 ; i<100 ; ++i)
{
   printf("Resultado mientras se ejecuta kernel: %d %d\n", IN[0], stop[0] );
   if(i==20) stop[0]=1;
}
Simplemente consultando los punteros que tenemos en el espacio de memoria del host 
podemos saber el valor que tienen las variables que está usando el kernel. También nos 
da  la  posibilidad  de  modificar  la  variable  desde  el  host.  Como  en  este  caso,  que 
consultamos IN y stop y cuando estamos en la iteración numero 20 ponemos stop a 1,  
haciendo que el kernel pare.
cudaFreeHost(IN);
cudaFreeHost(stop);
Liberamos la memoria utilizada.
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3.2.5 CUDA Occupancy Calculator
Un problema que podemos encontrarnos es definir los threads que tiene un bloque para 
conseguir el mayor rendimiento. Para esta tarea nos puede ayudar el CUDA Occupancy 
Calculator.
El  CUDA Occupancy  Calculator  es  una  hoja  de  excel  que  puede  ser  usada  para 
determinar el  número optimo de threads por bloque. Esta hoja viene con el toolkit  de 
CUDA.
La hoja tiene 4 entradas especificas para el kernel a analizar:
1) La capability del dispositivo CUDA
2) Los threads por bloque que está usando el kernel
3) Los registros por thread
4) Cantidad de memoria shared por bloque
El (2) se conoce ya que uno es el autor del kernel y el (1) consultando las características 
del dispositivo. El (3) y (4) pueden consultarse compilando el código con la opción –ptxas-
options=-v.
Una vez se han introducido los valores de entrada se nos mostrará un gráfico como este:
3.13: Gráficos resultantes del excel CUDA Occupancy Calculator
Podemos ver que el número de threads óptimo estará en los máximos de los gráficos, es 
decir, lo óptimo es conseguir que el triangulo rojo señalé alguno de los máximos
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3.3. OmpSs
OmpSs  es  un  modelo  de  programación  basado  en  OpenMP  3.0,  con  algunas 
características heredadas de StarSs (creado por el BSC) como la de poder especificar 
dependencias  entre  las  tareas  definiendo  sus  entradas  y  salidas.  El  runtime  de 
OmpSs(Nanos) permite gestionar automáticamente que tareas pueden ejecutarse una vez 
sus entradas están disponibles. 
Figura 3.14: Arquitectura OmpSs (Fuente: Bibliografía [13]) 
A continuación especificamos las construcciones de OmpSs que nos afectan en este 
proyecto: 
#pragma mcc verbatim [start/end]:  Permite  insertar  código que será  compilado por  el 
compilador de cuda nvcc, es una solución temporal para que el compilar Mercurium no 
muestre error al compilar CUDA. 
#pragma omp for: Nos permite paralelizar una construcción for de una manera simple. Se 
crean n threads determinados por la variable de entorno OMP_NUM_THREADS que se 
ejecutaran en los diferentes procesadores.
#pragma omp task [input/ouput/inout]: Indica que se debe crear una tarea para ejecutar el  
código que está bajo su contexto. Se pueden convertir funciones enteras en task o definir  
sólo una región. Esta construcción permite una serie de cláusulas 
para especificar dependencias:
 
• input: Indica una dependencia de entrada de datos. 
• output: Indica una dependencia de salida de datos. 
• inout: Indica una dependencia de entrada y salida de datos. 
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#pragma omp taskwait: Evita continuar ejecutando el código hasta que no 
hayan terminado las tareas pendientes. 
#pragma omp target device(cuda) copy_inout([size]Array) : Soporte para especificar los 
dispositivos y las transferencias de memoria necesarias. Las cláusulas disponibles son:
 
• device: Conjuntos de dispositivos donde se puede ejecutar la tarea. 
• copy_in: Indica que los datos se tiene que transferir al dispositivo. 
•  copy_out:  Indica que una vez terminada la  tarea,  hay que transferir  dichos datos a 
nuestra memoria. 
• copy_inout: Combinación de las dos clausulas copy_in y copy_out. 
Como hemos resaltado utilizar OmpSs simplifica algunas fases, veamos  que diferencias 
hay entre un código en OmpSs y un código solo en CUDA:
En primer lugar, no hay necesidad de reservar memoria utilizando la función de CUDA 
cudaMalloc,  ni  de  transferir  los  datos  de la  CPU a la  GPU,  ni  de  la  GPU a la  CPU 
utilizando cudaMemcpy, de eso ya se encarga el #pragma target device. 
También cabe resaltar que un código en OmpSs tiene muchas similitudes con un código 
en CUDA:
Los dos utilizan kernels escritos en cuda y tienen la misma metodología para invocar el 
kerel (<<<dimGrid,dimBlock>>>)
Modelo de ejecución
En un primer momento cuando se ejecuta un programa se crean todos los threads que 
vamos a utilizar y permanecen en un estado de espera, excepto el thread principal que es  
el que ejecuta el main. 
Cuando  una  tarea  es  generada  es  puesta  en  espera  hasta  que  son  cumplidas  las 
dependencias. Cuando todas las dependencias de una tarea son cubiertas, uno de los  
threads en espera empezará a ejecutarla.
Figura 3.15: Modelo ejecución OmpSs  (Fuente: Bibliografía [15]) 
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3.3.1. Nanos
Es un entorno de ejecución que ofrece una infraestructura para la utilización de modelos 
de programación en paralelo con acceso a memorias compartidas y procesadores con 
varios núcleos. El runtime de nanos está previsto para dar soporte a diferentes modelos 
de programación, en particular a OmpSs.
Principales caracteristicas del runtime nanos trabajando en GPU son:
-Soporte Multi-GPU, Nanos nos permite ejecutar tasks en múltiples dispositivos GPU en 
paralelo. El sistema se encarga de organizar el kernel de la aplicación en las GPUs. El  
soporte para multi-GPU puede ser algo complejo cuando se hace manualmente por el 
programador.
-Procesamiento de los datos transparente al programador.
Figura 3.16: Esquema interno runtime Nanos (Fuente: Bibliografía [13]) 
Nanos esta formado principalmente por: 
-El compilador Mercurium, que genera un ejecutable con Nanos. Este proceso está dentro 
de una de las fases de transformación de código . 
-El  Runtime  que  encapsula  las  funcionalidades  de  ejecución  y  control  de  tareas  en 
ejecución. Se implementa dentro de un conjunto de librerías dinámicas.
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3.3.2. Mercurium
Mercurium  es  un  compilador  source-to-source  con  soporte  para  los  lenguajes  de 
programación Fortran,  C y  C++.  El  compilador  es  principalmente  usado sobre  Nanos 
implementando OpenMP/OmpSs.
El código fuente que entra en el compilar Mercurium C/C++ es el lenguaje de alto nivel  
C/C++ y la salida que genera el compilador Mercurium C/C++ es el mismo lenguaje. Se 
utiliza para modificar o añadir algo a un código de entrada para obtener uno salida, el cual  
sí será utilizado por otro compilador para crear código objeto. 
Esta  es  la  principal  diferencia  con otros  compiladores que tienen como salida  código 
maquina, código binario o código ensamblador.  Por lo tanto, es necesario el uso de otro 
compilador  para  acabar  el  proceso  de  compilación  hasta  obtener  código  binario.  En 
nuestro caso los otros compiladores son el gcc y nvcc.
Figura 3.17: Fases de compilación Mercurium (Fuente: Bibliografía [16]) 
El funcionamiento de Mercurium consta de varias etapas:
Primero  de todo  se  realiza  un análisis  léxico  del  código de  entrada,  el  cual  también 
transforma el código. Una vez llegados a este punto, se pasa dicha representación por 
una serie de transformaciones. En la ultima fase se acaba transformando de vuelta a 
código C . 
Finalmente, el código resultante debe pasarse por otro compilador para poder obtener el 
código binario ejecutable. 
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4. Diseño e implementación
4.1. Diagrama de clases
En el  siguiente diagrama mostraremos las clases que forman el  framework. Como se 
puede  ver  en  el  diagrama,  la  clases  dependientes  del  problema  (las  cuales  el 
programador puede modificar para solucionar diferentes problemas) vienen señaladas con 
unos recuadros de linea discontinua.
Figura 4.1: Diagrama de clases del framework
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4.2. Especificación
4.2.1. Population
Contiene los parámetros referentes a la población como(número de individuos, número de 
elites,etc..). Aquí también podemos definir datos a los que queremos que tengan acceso 
todos los individuos, como es el caso del decoderData. 
Figura 4.2: Especificación Population
Population_doGenerations es la función principal que ejecuta el algoritmo BRKGA.
Mientras el algoritmo se está ejecutando hay un serie de criterios por la cual el algoritmo 
puede parar,  Population_stopCriteria se encarga de evaluar si el algoritmo tiene que 
parar o no, según el criterio de parada que ha sido definido en la configuración.
Cuando  el  algoritmo  para  y  queremos  guardar  el  resultado  utilizamos  la  función 
Population_printSolution.
ElapsedTime  es un función privada para calcular la diferencia de tiempo entre un punto 
de inicio y uno final que utilizamos en el programa para calcular los tiempos en que se 
encuentra un determinado valor.
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4.2.2. GPUPopulation
Esta clase carece de estructura de datos. Sus funciones se ejecutan en la GPU.
Figura 4.3: Especificación GPUpopulation
Population_doGenerations de  la  clase  Population  llamará  a  la  función 
GPUPopulation_doGenerations_NextGen,  que  es  la  que  se  encarga  de  ejecutar  la 
parte del algoritmo BRKGA que se ejecuta en la GPU, es decir, de calcular el valor de 
cada individuo, se guarda el mejor individuo y se cruzan/mutan los individuos.
Dentro de esta función, podemos describir varias partes:
La  primera  parte  en  la  que  se  calcula  el  valor  de  cada  individuo  con  la  función 
GPUPopulation_doGenerations_compute (que llama el decoder dependiente de cada 
problema).
Después pasamos a ordenar los individuos para clasificarlos con la función  GPUsort, 
Esta  función  llama a  funciones  de la  librería  thrust  y  ordena el  vector  de  Individuals 
mygeneration.  NumInd  es  el  número  de  individuos  que  vamos  a  ordenar,  que  es  el 
número de individuos que hay en una población. 
Para acabar, se genera una nueva población con  GPUPopulation_generateNext,  que 
cruza o muta un individuo según su id, que se corresponde con el ThreadID.
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4.2.3. Configuration
Esta clase contiene los parámetros de configuración del sistema y las funciones típicas de 
contrucción y destrucción.
 
Figura 4.4: Especificación Configuration
Parámetros del configuration:
• primaryStopCriteria : Esta variable nos permite decidir que criterio utilizar para parar 
el algoritmo.
• STOP_GENERATIONS : El algoritmo parará después de haber efectuado 
maxGenerations.
• STOP_INCUMBENT : El algoritmo parará cuando después de sobrepasar un numero 
de generaciones sin conseguir un valor mejor. Cuando unUpdatedGenerations 
supere el maxNonUpdatedIncumbent.
• STOP_TIME : El algoritmo parará después de superar un tiempo máximo, maxTime.
• STOP_INCUMBENT_TIME : El algoritmo parará después de un tiempo sin conseguir 
un valor mejor. Cuando el tiempo supere maxTimeNonUpdated.
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• STOP_OPTIMAL : El algoritmo parará después de conseguir un valor óptimo. 
Cuando el valor este cerca de optimalValue, creando un rango con la variable 
RELGAP.
• maxNonUpdatedIncumbent : Número de generaciones sin actualizar el resultado con 
un valor mejor, usado en el criterio STOP_INCUMBENT
• maxGenerations : Número máximo de generaciones usado en el criterio 
STOP_GENERATIONS
• maxTime : Máximo de tiempo que puede estar en ejecución usado en el criterio 
STOP_TIME
• maxTimeNonUpdated : Máximo de tiempo que puede estar sin actualizar resultado 
usado en el criterio STOP_INCUMBENT_TIME
• optimalValue : Valor óptimo usado en el criterio STOP_OPTIMAL
• RELGAP : Define el rango del valor óptimo a conseguir usado en el criterio 
STOP_OPTIMAL.
• bucketSize : número de generaciones que se hacen en una tirada
• maxIndividuals : Número máximo de individuos
• numGenes : Número de genes de un individuo
• maximize : Nos permite definir si un buscamos un valor mínimo o máximo
• inheritanceProb :  Probabilidad que decide si un individuo hijo hereda de su padre.
• pIndividuals : Probabilidad que define cuantos individuos se crean.
• pElites : Probabilidad que define cuantos individuos elite existen.
• pMutants : Probabilidad que define cuantos individuos mutantes existirán.
• dirName : nombre del directorio donde se guardará el archivo de resultados.
• LogName : nombre del archivo donde se guardarán los resultados. 
• numDevices : número de GPUs que utilizaremos.
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4.2.4. Statistics
Es la clase encargada de gestionar los datos estadísticos, es decir, resultados, tiempos, 
número de generaciones.
Figura 4.5: Especificación Statistics
Para actualizar estos datos estadísticos utilizamos Statistics_update y para escribirlos en 
el fichero de resultados Statistics_print.
4.2.5. Log
Esta clase es la encarga de mostrar los mensajes de error y los resultados. Tenemos las 
funciones básicas de construcción y destrucción.
Figura 4.6: Especificación Log
Para mostrar un mensaje de error utilizamos la función Log_error pasándole el mensaje 
como parámetro. Y con la función Log_printresult guardamos el resultado en un fichero.
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4.2.6. MergeSort
Esta clase contiene el método ordenación mergesort, tanto ascendente como 
descendente, que utilizamos en el decoder para hacer las pruebas.
Figura 4.7: Especificación MergeSort
4.2.7. GPURandom
Esta  clase  se  encarga  de  generar  números  aleatorios   dentro  de  la  GPU,  que  son 
necesarios para el algoritmo BRKGA. Tenemos GetNextRandomInt que nos genera un 
entero,  GetNextRandomDouble que  nos  genera  un  double  y  una  función  privada 
GetNextRandomBits que usamos internamente para calcular el random.
Figura 4.8: Especificación GPURandom
4.2.8. GPUIndividual
Esta clase es dependiente del problema que queremos solucionar, tenemos la función 
decoder  llamada  GPUPopulation_compute y  funciones  para  inicializar  en  gpu(que 
equivalente a mutar), copiar, cruzar y comparar individuos.
Figura 4.9: Especificación GPUIndividual
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4.2.9. Individual
Esta clase también es dependiente del problema que queremos solucionar y consta de la 
estructura de datos de un individuo y de sus respectivas funciones de inicializar, copiar y 
comparar, pero estas a diferencia de las de la clase anterior, son usadas en la cpu.
Figura 4.10: Especificación Individual
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4.3. Diagramas de ejecución
4.3.1. Algoritmo en serie
En  el  siguiente  esquema  mostramos  el  diagrama  de  ejecución  de  nuestro  algoritmo 
BRKGA ejecuta por la cpu en serie.
Tanto la fase de evaluación de cada individuo y de cruce/mutación de cada individuo se 
ejecuta en serie. Como se ve en la figura 4.1.
Figura 4.11: Diagrama de ejecución de algoritmo BRKGA en serie
El esquema anterior representa una generación. Todos los pasos son ejecutados en la 
cpu. Primero crearemos la población inicial, después evaluaremos todos los individuos en 
serie, uno detrás de otro. Acto seguido, ordenaremos a todos los individuos para clasificar 
los mejores. Y para acabar, cada individuo se cruzará o se mutará también en serie. Ya  
tenemos  nuestra  primera  generación  producida,  ahora  podemos  seguir  produciendo 
generaciones hasta encontrar una solución óptima.
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4.3.2. Algoritmo paralelo
En  el  siguiente  esquema  mostramos  el  diagrama  de  ejecución  de  nuestro  algoritmo 
BRKGA ejecuta por una gpu en paralelo. 
Tanto la fase de evaluación de cada individuo y de cruce/mutación de cada individuo se 
ejecuta en paralelo. Como se ve en la figura 4.2.
Figura 4.12: Diagrama de ejecución de algoritmo BRKGA en paralelo con una gpu
El esquema anterior representa una generación. Primero crearemos la población inicial en 
la cpu, después enviaremos la población a la gpu que evaluará concurrentemente todos 
los individuos. Acto seguido, ordenaremos a todos los individuos también utilizando la gpu 
para clasificar los mejores. Y para acabar, cada individuo en paralelo se cruzará o se 
mutará  también.  Ya  tenemos  nuestra  primera  generación  producida,  ahora  podemos 
seguir produciendo generaciones hasta encontrar una solución óptima.
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4.3.3. Algoritmo paralelo multigpu
En  el  siguiente  esquema  mostramos  el  diagrama  de  ejecución  de  nuestro  algoritmo 
BRKGA ejecuta por varias gpus en paralelo.
Figura 4.13: Diagrama de ejecución de BRKGA en paralelo con más de una GPU
Primero  la  cpu  crea  la  población  inicial,  acto  seguido  divide  la  población  en  tantas 
subpoblaciones  como  número  de  gpus  tengamos  a  nuestra  disposición,  cada 
subpoblación  es  tratada  por  una  gpu,  dentro  de  cada  gpu  se  sigue  un  esquema de 
ejecución idéntico al del punto anterior (4.2.2). 
Tras una serie de generaciones, la cpu recibe todas las subpoblaciones, se intercambia  
información entre las diferentes subpoblaciones, proceso llamado migración y se vuelve a 
repetir el proceso. 
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4.4. Implementación 
4.4.1. Parte dependiente (Común para todas las versiones)
Los BRKGA tienen una parte dependiente del problema, el cual el desarrollador puede 
implementar para resolver el problema que desee.  Son tres clases:
Individual
Estructura
La estructura de datos se compone de dos vectores iguales, uno de genes y otro auxiliar  
para  hacer  un  calculo,  y  por  último,  un  campo objValue que es  el  valor  objetivo  del 
individuo.
typedef struct Individual { 
double genes[NUMGENES]; 
double objValue; 
double temp[NUMGENES]; 
} Individual;
Funciones
Cada  individuo  tiene  las  siguientes  funciones  básicas:  Individual_betterThan, 
Individual_copy, Individual_initGenes y Individual_copycrossOver.
__device__ int Individual_betterThan(Individual *individual, Individual *ind, int maximize) { 
if (maximize==1) 
{ 
if (individual->objValue > ind->objValue) 
return 1; 
else 
return 0; 
} 
if (individual->objValue < ind->objValue) 
return 1; 
else 
return 0; 
} 
Comparamos dos individuos utilizando la función  Individual_betterThan, en función de 
los objValue de estos individuos. Depende el maximize, el mejor individuo será el que 
tenga un mayor objValue o lo contrario.
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__device__ void Individual_copy(Individual *individual, Individual *original) { 
for(int i=0 ; i<NUMGENES ; ++i) 
individual->genes[i] = original->genes[i]; 
individual->objValue = original->objValue; 
} 
Para  hacer  una  copia  de  un  individuo  a  otro  utilizamos Individual_copy,  con  ella 
copiamos los genes y el objValue, no copiamos el vector temporal ya que no es necesario.
__device__ void Individual_initGenes(Individual* individual, Population *population, 
Configuration *config) { 
if (config->maximize == 1) 
individual->objValue = -DBL_MAX; 
else 
individual->objValue = DBL_MAX; 
for (int i = 0; i < NUMGENES; i++) 
individual->genes[i] = GetNextRandomFloat(deviceStates); 
} 
Con  Individual_initGenes inicializaremos  el  objValue  al  máximo  double  negativo  o 
positivo  dependiendo  si  configuramos  el  BRKGA para  que  el  mejor  sea  el  máximo 
objValue o al revés. 
Después inicializamos cada gen con un valor double random. El vector temporal no hace 
falta inicializarlo con ningún valor.
__device__ void Individual_copycrossOver(Individual *newInd,Individual *eliteInd, 
Individual *noneliteInd, Configuration *config) { 
for (int i = 0; i < NUMGENES; i++) { 
float value = GetNextRandomFloat(deviceStates); 
if (value <= config->inheritanceProb) 
newInd->genes[i] = eliteInd->genes[i]; 
else 
newInd->genes[i] = noneliteInd->genes[i]; 
} 
}
La  función  para  cruzar  dos  individuos  se  define  en  Individual_copycrossOver,  en 
nuestro  caso  para  cada  gen  de  cada  individuo  generamos  un  double  aleatorio,  y 
dependiendo de este valor elegiremos el gen del elite o del no elite. 
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Decoder
En este caso, para hacer las pruebas de eficiencia, el problema a resolver simplemente 
será una simple multiplicación valor a valor de dos vectores de igual tamaño y al finalizar  
una selección del mayor valor.
__device__ void GPUPopulation_compute(Population *population, Individual *generation, 
int i) { 
if (i < population->numIndividuals) {  
Individual *individual = &generation[i]; 
 
for (int j=0; j<population->numGenes; j++) 
individual->temp[j] = population->decoderData[j] * individual->genes[j]; 
MergeSort_desc(individual->temp); 
individual->objValue = individual->temp[0]; 
} 
}
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4.4.2.Parte independiente
El BRKGA tiene una parte independiente del problema, esta parte es diferente para cada 
una de las versiones que se han desarrollado en diferentes lenguajes:
4.4.2.1. Versión C (no GPU)
void Population_doGenerations(Population *population, Configuration *config) { 
gettimeofday(&population->stats->t_start, NULL); 
population->stats->t_updated = population->stats->t_start; 
int numInd = population->numIndividuals; 
long *seed = &next;  
do { 
printf("Executing...\n"); 
doGenerations (population, population->generation, config, seed); 
Statistics_update(population->stats, config); 
Statistics_print(population->stats,config); 
} while (Population_stopCriteria(population,config)==0); 
gettimeofday(&population->stats->t_stop, NULL); 
}
En este fragmento de código, calculamos el tiempo y empezamos a efectuar un número 
de generaciones, una vez acabamos, actualizamos y guardamos valores con 
Statistics_update y Statistics_print. 
Ahora tenemos que comprobar si paramos o volvemos a efectuar más generaciones con 
la función Population_stopCriteria. Para acabar calculamos el tiempo en el que acabamos.
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void doGenerations(Population *population, Individual *generation, Configuration *config, 
long *seed) { 
next = seed[0]; 
for (int k=0 ; k<config->bucketSize ; k++) { 
for (int i=0 ; i<population->numIndividuals ; ++i) 
CPUPopulation_compute(population, generation, i); 
if (population->maximize == 1) 
qsort(generation,population->numIndividuals, sizeof(Individual), 
Individual_compare_ind_desc); 
else 
qsort(generation,population->numIndividuals, sizeof(Individual), 
Individual_compare_ind_asc); 
if (Individual_betterThan(&generation[auxSort[0]], &population->incumbent, 
population->maximize) == 1) 
Individual_copy(&population->incumbent, &generation[auxSort[0]]); 
 
for (int i=0 ; i<population->numIndividuals ; ++i) 
CPUPopulation_generateNextGeneration(population, generation, 
auxSort,config, population->numElites, i); 
} 
seed[0] = next; 
} 
En este fragmento de código vemos todas las fases del algoritmo genético, evaluamos 
cada individuo en serie utilizando un for, ordenamos con el qsort de c para clasificar los 
individuos,  nos  guardamos  el  mejor  y  pasamos  a  generar  la  siguiente  generación, 
tratando cada individuo en serie.
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void GPUPopulation_generateNextGeneration (Population *population, Individual 
*generation,Configuration *config, int numElites, int ID) { 
if (( ID >= numElites) && ( ID < numElites + population->numCrossOvers)) { 
Individual *eliteInd; 
eliteInd = &generation[randi() % numElites]; 
Individual *noneliteInd; 
noneliteInd = &generation[ID];
Individual_copycrossOver(noneliteInd, eliteInd, noneliteInd, config); 
} else if ( ID >= numElites + population->numCrossOvers && ID < population-
>numIndividuals) 
Individual_initGenes2(&generation[ID],population, config); 
} 
Para  cada  individuo  ejecutamos  la  función  Population_generateNextGeneration,  para 
generar  la  siguiente  generación,  depende  en  que  posición  esté  dicho  individuo  será 
cruzado o mutado.
76
4. Implementación
4.4.2.2. CUDA
Ahora vamos a detallar las características de la implementación de las funciones más 
importantes de la versión en CUDA.
int doGenerations(Population *population, Individual *generation, Configuration *config, 
long *states, int numInd, int numValues){ 
cudaError_t error; 
Population *dPopulation; 
error = cudaMalloc((void**)&dPopulation, sizeof(Population)); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Allocate 
dPopulation\n", cudaGetErrorString(error)); return(1);} 
error = cudaMemcpy(dPopulation, population, sizeof(Population), 
cudaMemcpyHostToDevice); 
if(error != cudaSuccess) { printf("CUDA Error: %s. \nOperation: Copy Memory from 
population to dPopulation\n", cudaGetErrorString(error)); return(1); } 
Configuration *dConfiguration; 
error = cudaMalloc((void**)&dConfiguration, sizeof(Configuration)); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Allocate 
dConfiguration\n", cudaGetErrorString(error)); return(1); } 
error = cudaMemcpy(dConfiguration, config, sizeof(Configuration), 
cudaMemcpyHostToDevice); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Copy Memory from 
configuration to dConfiguration\n", cudaGetErrorString(error)); return(1); } 
Individual *dgeneration; 
error = cudaMalloc((void**)&dgeneration, numInd*sizeof(Individual)); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Allocate 
dgeneration\n", cudaGetErrorString(error)); return(1); } 
error = cudaMemcpy(dgeneration, generation, numInd*sizeof(Individual), 
cudaMemcpyHostToDevice); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Copy Memory from 
generation to dgeneration\n", cudaGetErrorString(error)); return(1); } 
 
long* dStates; 
error = cudaMalloc((void**)&dStates, numValues * sizeof(long)); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Allocate dStates\n", 
cudaGetErrorString(error)); return(1); } 
error = cudaMemcpy(dStates, states, numValues * sizeof(long), 
cudaMemcpyHostToDevice); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Copy Memory from 
states to dStates\n", cudaGetErrorString(error)); return(1); } 
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//Definimos cuantos threads tendra un bloque y cuantos bloques un grid 
dim3 dimBlock; 
dimBlock.x = 512; 
dimBlock.y = 1; 
dimBlock.z = 1; 
dim3 dimGrid; 
dimGrid.x = (numInd + dimBlock.x-1)/dimBlock.x;  
dimGrid.y = 1; 
dimGrid.z = 1; 
printf("\nPopulation Initialized (Size: %d Individuals)\n", numInd); 
if (config->primaryStopCriteria == 1) { 
printf("Stop Criteria: Stop Generation\n"); 
printf("MaxGenerations: %d\n",config->maxGenerations); 
} 
else if (config->primaryStopCriteria == 2) { 
printf("Stop Criteria: Stop Incumbent\n"); 
printf("maxNonUpdatedIncumbent: %d\n",config-
>maxNonUpdatedIncumbent); 
} 
else if (config->primaryStopCriteria == 3) { 
printf("Stop Criteria: Stop Time\n"); 
printf("MaxTime: %dms\n",config->maxTime*1000); 
} 
else if (config->primaryStopCriteria == 4) { 
printf("Stop Criteria: Stop Incumbent Time\n"); 
printf("MaxTimeNonUpdated: %dms\n",config->maxTimeNonUpdated*1000); 
} 
else if (config->primaryStopCriteria == 5) { 
printf("Stop Criteria: Stop Optimal\n"); 
printf("OptimalValue Interval: [%f,%f] \n",config->optimalValue*(1-config-
>RELGAP), config->optimalValue*(1+config->RELGAP)); 
} 
printf("\nExecuting..."); 
printf("\n\n\n"); 
do {
//Calculamos el valor de cada individuo 
GPUPopulation_doGenerations_Compute <<<dimGrid, dimBlock>>> 
(dPopulation, dgeneration, dConfiguration, dStates); 
cudaThreadSynchronize(); 
//Ordenamos individuos para clasificarlos 
 
if (config->maximize == 1) { 
compare_ind_desc comp; 
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//Inicializamos un puntero dev_ptr apuntando a los datos de 
mygeneration que estan dentro de la memoria global de la GPU 
thrust::device_ptr<Individual> dev_ptr(dgeneration); 
thrust::sort(dev_ptr, dev_ptr+numInd, comp); 
} 
else { 
compare_ind_asc comp; 
//Inicializamos un puntero dev_ptr apuntando a los datos de 
mygeneration que estan dentro de la memoria global de la GPU 
thrust::device_ptr<Individual> dev_ptr(dgeneration); 
thrust::sort(dev_ptr, dev_ptr+numInd, comp); 
} 
cudaThreadSynchronize(); 
//Cruzamos/Mutamos individuos segun su clasificacion 
GPUPopulation_doGenerations_NextGen <<<dimGrid, dimBlock>>> 
(dPopulation, dgeneration, dConfiguration, dStates); 
cudaThreadSynchronize(); 
error = cudaMemcpy(population, dPopulation, sizeof(Population), 
cudaMemcpyDeviceToHost); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Copy Memory from 
dPopulation to population\n", cudaGetErrorString(error)); return(1); } 
Statistics_update(population->stats, config); 
Statistics_print(population->stats,config); 
struct timeval t; 
gettimeofday(&t, NULL); 
if ( generation[0].objValue != -DBL_MAX && generation[0].objValue != 
DBL_MAX) {  
printf("%c[1A%c[1A\rTime: %fms NumGeneration: %d ObjValue: 
%f\n", 033, 033, elapsedTime(&population->stats->t_start,&t), population->stats-
>generation, generation[0].objValue); 
printf("\runUpdatedGenerations: %d TimeunUpdated: %fms \n", 
population->stats->unUpdatedGenerations, elapsedTime(&population->stats-
>t_updated,&t)); 
} 
else  { 
printf("%c[1A%c[1A\rTime: %fms NumGeneration: %d ObjValue: 
DBL_MAX\n", 033, 033, elapsedTime(&population->stats->t_start,&t), population->stats-
>generation); 
printf("\runUpdatedGenerations: %d TimeunUpdated: %fms \n", 
population->stats->unUpdatedGenerations, elapsedTime(&population->stats-
>t_updated,&t)); 
} 
} while (Population_stopCriteria(population,config)==0); 
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printf("\nExiting..\n\n"); 
error = cudaMemcpy(population, dPopulation, sizeof(Population), 
cudaMemcpyDeviceToHost); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Copy Memory from 
dPopulation to population\n", cudaGetErrorString(error)); return(1); } 
error = cudaMemcpy(generation, dgeneration, numInd*sizeof(Individual), 
cudaMemcpyDeviceToHost); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Copy Memory from 
dgeneration to generation\n", cudaGetErrorString(error)); return(1); } 
error = cudaFree(dPopulation); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Free Memory of 
dPopulation\n", cudaGetErrorString(error)); return(1); } 
error = cudaFree(dConfiguration); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Free Memory of 
dConfiguration\n", cudaGetErrorString(error)); return(1); } 
error = cudaFree(dgeneration); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Free Memory of 
dgeneration\n", cudaGetErrorString(error)); return(1); } 
error = cudaFree(dStates); 
if(error != cudaSuccess) { printf("CUDA Error: %s.\nOperation: Free Memory of 
dstates\n", cudaGetErrorString(error)); 
return(1); } 
return 1; 
}
Primero en esta función init hay una fase de reserva y transferencia de memoria de la cpu 
a la gpu utilizando las funciones básicas de cuda cudaMalloc y cudaMemcpy.
Después se tienen que definir el número bloques y el número de threads que tendrá cada 
bloque, se han de definir tantos threads como individuos tiene una población.
Ya podemos lanzar los kernel para ser ejecutados en la gpu, tenemos dos kernels, el  
primer kernel evalua cada individuo (el decoder), después el control vuelve a la cpu que 
utiliza un sort de una librería llamada thrust que es ejecutado en la gpu, después se llama 
al segundo kernel que genera la siguiente generación. 
Por último, la cpu recibe los resultados de la gpu  y libera la memoria de la gpu usando las 
funciones cudaMemcpy y cudaFree respectivamente.
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__global__  void GPUPopulation_doGenerations_compute(Population *population, 
Individual *generation, Configuration *config) { 
int ThreadID = blockIdx.x * blockDim.x + threadIdx.x; 
GPUPopulation_compute(population, generation, ThreadID); 
} 
Cada thread se ocupa de un individuo, el id del thread se corresponderá al id del individuo  
y  se  calcula  de  la  manera  que vemos en el  código  anterior.  Después con la  función 
decoder llamada GPUPopulation_compute cada individuo calculará su valor.
__global__  void GPUPopulation_doGenerations_NextGen(Population *population, 
Individual *generation, Configuration *config, long *seed) { 
deviceStates = seed; 
int ThreadID = blockIdx.x * blockDim.x + threadIdx.x; 
__syncthreads(); 
if (ThreadID==0)
if (GPUIndividual_betterThan(&generation[0], &population->incumbent, 
population->maximize) == 1) 
GPUIndividual_copy(&population->incumbent, &generation[0]); 
__syncthreads(); 
GPUPopulation_generateNextGeneration(population, generation, config, 
population->numElites, ThreadID); 
} 
Antes de generar la nueva generación copiamos el mejor individuo en el incumbent de la  
población para guardar-nos el mejor, de esta tarea solo se ocupará el thread número 0, 
antes  y  después  de  está  tarea  los  threads  se  esperarán  a  que  acaben  todos  y  se 
sincronizaran utilizando __syncthread.
__device__ void GPUPopulation_generateNextGeneration (Population *population, 
Individual *generation, Configuration *config, int numElites, int ThreadID) { 
if ((ThreadID >= numElites) && (ThreadID < numElites + population-
>numCrossOvers)) { 
Individual *eliteInd; 
eliteInd = &generation[GetNextRandomInt(deviceStates) % 
numElites]; 
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Individual *noneliteInd; 
noneliteInd = &generation[ThreadID]; 
GPUIndividual_copycrossOver(noneliteInd, eliteInd, noneliteInd, 
config); 
} else if (ThreadID >= numElites + population->numCrossOvers && ThreadID < 
population->numIndividuals) 
GPUIndividual_initGenes(&generation[ThreadID],population, config); 
} 
Cada thread ejecuta la función GPUPopulation_generateNextGeneration para generar la 
siguiente generación y tiene asignado un individuo, depende en que posición esté dicho 
individuo será cruzado o mutado.
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4.4.2.3. OmpSs
Pasaremos a explicar las características de la implementación que tiene la versión escrita 
en OmpSs. 
No  explicaremos  funciones  como  GPUPopulation_generateNextGeneration, 
GPUPopulation_doGenerations_Compute y GPUPopulation_doGenerations_NextGen, ya 
que son iguales a las de la versión en CUDA que hemos explicado en el apartado anterior.
void Population_doGenerations(Population *population, Configuration *config) { 
gettimeofday(&population->stats->t_start, NULL); 
population->stats->t_updated = population->stats->t_start; 
int bucketSize = config->bucketSize; 
int maximize = config->maximize; 
Individual *generation = population->generation; 
int numInd = population->numIndividuals; 
//Partimos el numero de individuos segun el numero de dispositivos 
int num_devices = config->num_devices; 
population->numIndividuals = population->numIndividuals/num_devices; 
population->numElites = population->numElites/num_devices; 
population->numCrossOvers = population->numCrossOvers/num_devices; 
Individual *incumbent_vector = malloc(sizeof(Individual)*num_devices); 
if (!incumbent_vector) { 
Log_error("[Population_doGenerations:incumbent_vector] Error allocating 
memory\n"); 
}
//Generamos la semilla que utilizaremos para generar los numeros aleatorios en la 
GPU 
int numValues = 16; 
long masterSeed = 49345727592L; 
long* states_aux = initializeSeeds(masterSeed, numValues, num_devices); 
printf("\nPopulation Initialized (Size: %d Individuals)\n", numInd); 
if (config->primaryStopCriteria == 1) { 
printf("Stop Criteria: Stop Generation\n"); 
printf("MaxGenerations: %d\n",config->maxGenerations); 
} 
else if (config->primaryStopCriteria == 2) { 
printf("Stop Criteria: Stop Incumbent\n"); 
printf("maxNonUpdatedIncumbent: %d\n",config-
>maxNonUpdatedIncumbent); 
} 
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else if (config->primaryStopCriteria == 3) { 
printf("Stop Criteria: Stop Time\n"); 
printf("MaxTime: %dms\n",config->maxTime*1000); 
} 
else if (config->primaryStopCriteria == 4) { 
printf("Stop Criteria: Stop Incumbent Time\n"); 
printf("MaxTimeNonUpdated: %dms\n",config->maxTimeNonUpdated*1000); 
} 
else if (config->primaryStopCriteria == 5) { 
printf("Stop Criteria: Stop Optimal\n"); 
printf("OptimalValue Interval: [%f,%f] \n",config->optimalValue*(1-config-
>RELGAP), config->optimalValue*(1+config->RELGAP)); 
} 
printf("\nExecuting..."); 
printf("\n\n\n"); 
do { 
for (int i=0 ; i<num_devices ; ++i) 
{ 
Individual *generation_aux = &generation[i*numInd]; 
Individual *incumbent_aux = &incumbent_vector[i]; 
long *states = &states_aux[i*numValues]; 
// Ejecutar en paralelo 
#pragma omp target device(cuda) copy_in([1]population) copy_inout([numValues]states)\ 
 copy_in ([1]config) copy_inout ([numInd]generation_aux) copy_inout 
([1]incumbent_aux) 
#pragma omp task 
{ 
//Definimos cuantos threads tendra un bloque y cuantos bloques un grid 
dim3 dimBlock; 
        dimBlock.x = 256; 
        dimBlock.y = 1; 
        dimBlock.z = 1; 
dim3 dimGrid; 
        dimGrid.x = (numInd + dimBlock.x-1)/dimBlock.x; 
        dimGrid.y = 1; 
        dimGrid.z = 1; 
//Creamos punteros que apunten a las posiciones de memoria de todos los datos 
que vamos a utilizar dentro del pragma verbatim 
        Population *mypopulation = population; 
        Configuration *myconfig = config; 
Individual *mygeneration = generation_aux; 
Individual *myincumbent = incumbent_aux; 
long *myseed = states; 
int *mynumInd = &numInd; 
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int *mybucketSize = &bucketSize; 
int *mymaximize = &maximize; 
#pragma mcc verbatim start 
 
//Cada GPU hace un numero de generaciones 
for (int k=0 ; k<(*mybucketSize) ; k++) { 
//Calculamos el valor de cada individuo 
GPUPopulation_doGenerations_compute <<<dimGrid, dimBlock>>> 
(mypopulation, mygeneration, myconfig, myseed); 
cudaThreadSynchronize(); 
//Ordenamos individuos para clasificarlos 
GPUsort(mygeneration, mynumInd, mymaximize); 
cudaThreadSynchronize(); 
//Cruzamos/Mutamos individuos segun su clasificacion 
GPUPopulation_doGenerations_NextGen <<<dimGrid, dimBlock>>> 
(mypopulation, mygeneration, myconfig, myseed, myincumbent); 
cudaThreadSynchronize(); 
} 
#pragma mcc verbatim end 
} 
} 
#pragma omp taskwait 
//Las subpoblaciones intercambian información 
for (int i=0 ; i<num_devices ; ++i) 
for (int j=1 ; j<num_devices ; ++j) 
if(i != j-1) 
Individual_copy(&generation[j*(numInd)-
(i+1)],&generation[i*(numInd)]); 
Statistics_update(population->stats, config); 
Statistics_print(population->stats,config); 
struct timeval t; 
gettimeofday(&t, NULL); 
if ( generation[0].objValue != -DBL_MAX && generation[0].objValue != 
DBL_MAX) {  
printf("%c[1A%c[1A\rTime: %fms NumGeneration: %d ObjValue: 
%f\n", 033, 033, elapsedTime(&population->stats->t_start,&t), population->stats-
>generation, generation[0].objValue); 
printf("\runUpdatedGenerations: %d TimeunUpdated: %fms \n", 
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population->stats->unUpdatedGenerations, elapsedTime(&population->stats-
>t_updated,&t)); 
} 
else  { 
printf("%c[1A%c[1A\rTime: %fms NumGeneration: %d ObjValue: 
DBL_MAX\n", 033, 033, elapsedTime(&population->stats->t_start,&t), population->stats-
>generation); 
printf("\runUpdatedGenerations: %d TimeunUpdated: %fms \n", 
population->stats->unUpdatedGenerations, elapsedTime(&population->stats-
>t_updated,&t)); 
} 
} while (Population_stopCriteria(population,config)==0); 
printf("\nExiting..\n\n"); 
if (incumbent_vector) 
free (incumbent_vector); 
destroySeeds (states_aux);
gettimeofday(&population->stats->t_stop, NULL);
} 
Primero  en  esta  función  Population_doGenerations  hay  una  fase  de  reserva  y 
transferencia de memoria de la cpu a la gpu pero no se utilizan las funciones básicas de 
cuda, vienen implícitamente con el pragma #pragma omp target device(cuda) definiendo 
los parámetros de entrada, salida y entrada/salida.
Después se tienen que definir el número bloques y el número de threads que tendrá cada 
bloque, se han de definir tantos threads como individuos tiene una población.
Para lanzar los kernels o utilizar funciones de cuda se debe poner dentro del #pragma 
verbatim y para poder acceder a datos dentro de esta región debemos crear punteros 
auxiliares a las direcciones de esos datos.
Ya podemos lanzar los kernel para ser ejecutados en la gpu, tenemos dos kernels, el  
primer kernel evalúa cada individuo (el decoder), después el control vuelve a la cpu que 
utiliza  un  sort  de  la  librería  thrust  que  es  ejecutado  en  la  gpu,  después  se  llama al 
segundo kernel que genera la siguiente generación. 
Por último, se espera con #pragma taskwait a que todas las task acaben, cuando la task 
acaba se transfiere la memoria de la gpu a la cpu y se libera la memoria de la gpu.
Una funcionalidad que ofrece esta función es repartir  las task entre diferentes GPUs, 
después de una serie de generaciones llamado bucketSize, las task se partiran el número 
de individuos. Cuando las task acaban, después del #pragma taskwait intercambian su 
información. 
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Primero antes de instalar el runtime Nanos y el compilador Mercurium debemos instalar 
los paquetes requeridos (…). 
Para instalar Nanos y Mercurium usando git:
-Automake 1.10 or better
-Autoconf 2.63 or better
-Libtool 2.2.6a or better
-git 1.7.0 or better
Para Mercurium:
-A supported platform: A Linux platform supporting dynamic shared objects (i386, IA64, 
PowerPC, etc)
-GNU gcc 4.1 (or better) compiler with C++ support
-GNU Bison 2.3 or better (para  convertir  la descripción formal  de un lenguaje, escrita 
como una gramática libre de contexto LALR, en un programa en C, C++ o Java que 
realiza análisis sintáctico)
-GNU gperf 3.0.0 or better (generador de funciones de hash perfectas)
-GNU flex 2.5.4 or 2.5.33 or better. (software utilizado para generar analizadores léxicos)
-Python 2.4 or better
Para Nanos:
The following software is needed in order to build Nanos++
-A supported platform running Linux (i386, x86-64, PowerPC, IA64)
-GNU gcc/g++ 4.3 or better
-CUDA 3.0 or better
-GASNet 1.14.2 or better
-Extrae 2.1.1 or better
-Thrust (librería de la cual utilizamos su función sort para ordenar elementos, debido a su 
velocidad y simplicidad)
Pasemos a descargar los paquetes Nanos y Mercurium para ello tendremos que seguir 
los siguientes pasos:
mkdir  mercurium_nanos
cd mercurium_nanos
git clone http://pm.bsc.es/git/mcxx.git 
git clone http://pm.bsc.es/git/nanox.git 
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Una  vez  tenemos  el  codigo  fuente  de  los  dos  paquetes  en  la  carpeta  pasemos  a 
configurar e instalar, primero el Nanos y después el Mercurium.
A la  hora  de  compilar  e  instalar  debemos  tener  las  siguientes  variables  de  entorno 
definidas:
 
export C_INCLUDE_PATH=/usr/include/x86_64-linux-gnu
export CPLUS_INCLUDE_PATH=/usr/include/x86_64-linux-gnu
export PATH="$PATH:/opt/amd64/cuda/bin"
export PATH="$PATH:/opt/amd64/cuda/lib"
Instalando Nanox:
cd nanox
autoreconf -vfi
./configure --prefix=/opt/nanox –with-cuda=/usr/local/cuda
make
make install
Instalando Mercurium:
cd mcxx
autoreconf -vfi
./configure --prefix=/opt/mercurium --enable-tl-openmp-nanox --with-nanox=/opt/nanox 
--with-cuda=/opt/cuda --enable-OmpSs --enable-tl-superscalar --with-superscalar-runtime-
api-version=5 –enable-nanox-gpu-device
make 
make install
export PATH="$PATH:~/mercurium/bin"
Mientras compilamos con Mercurium, el cual utiliza el compilador nvcc de cuda, podemos 
querer cambiar los parámetros de dicho compilador, lo podemos definir en el siguiente 
archivo  “mercurium/share/mcxx/config.d/config.cuda”
compiler_name = /opt/amd64/cuda/bin/nvcc 
compiler_options = -I/home/users/lexposito/nanox/include/nanox -include nanos.h -include 
nanos_omp.h --compiler-bindir /usr/bin/gcc-4.4 -arch=sm_13
Un ejemplo, para hacer calculos utilizando floats de doble precisión debemos indicar que 
la “capability” de nuestra gpu es 1.3 con -arch=sm_13 (si nuestra gpu lo permite)
I si por defecto, en el path, utilizamos una versión de gcc mayor a la 4.4 debemos indicar 
a nvcc que utilice la 4.4 de la siguiente forma --compiler-bindir /usr/bin/gcc-4.4.
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6.1. Entorno
El proyecto se ha desarrollado un servidor proporcionado por el DAC (departamento de 
Arquitectura de Computadores) de la UPC, el  nombre de la máquina es Obelisk y las 
características se muestran en la tabla 6.1.
Sistema operativo Debian GNU/Linux
Compilador binario OmpSs / Nvcc / Gcc
Numero GPUs 2
GPU GeForce GTX 285
Numero de SM (Multiprocesadores) 30
Capability 1.3
Global Memory 1GB
Shared Memory 16 KB
Registers Per Block 16 KB
Constant Memory 64 KB
Max Threads Per Block 512
Warp Size 32
Device Overlap Sí
Map Host Memory Sí
Numero CPUs 4
CPU Dual-Core AMD Opteron
CPU MHz 3015.773
Cache size 1024KB
Memoria RAM 8 GB
Tabla 6.1: Descripción del entorno de desarrollo
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6.2.  Pruebas de ejecución
6.2.1. Prueba con 100 individuos incrementando el número de 
generaciones
En  esta  prueba  podemos  comprobar  como  evolucionan  las  diferentes  versiones  del 
framework a lo largo del tiempo. Fijamos un número de individuos (100) y ejecutamos el  
algoritmo hasta 1000 generaciones.
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Figura 6.1: Gráfico con 100 individuos incrementando el número de generaciones en el tiempo
Como podemos ver, las versión escrita en C es más rápida que las versiones paralelas 
escritas en CUDA y OmpSs. Esto es debido al pequeño número de individuos que ha sido  
definido, ya que en las versiones paralelas se tratan  los individuos concurrentemente. La 
velocidad obtenida por tratar los individuos concurrentemente no compensa el coste de 
las transferencias cpu-gpu.
C CUDA OMPSS
Generaciones Tiempo Generaciones Tiempo Generaciones Tiempo
0 0 0 0 0 0
100 57,087 100 100,17 100 151,773
200 113,902 200 200,416 200 301,038
300 170,676 300 301,512 300 454,053
400 227,442 400 401,89933 400 610,271
500 284,203 500 502,12667 500 758,718
600 340,962 600 602,374 600 908,456
700 397,724 700 702,50533 700 1056,678
800 454,494 800 803,528 800 1205,109
900 511,252 900 903,718 900 1356,219
Tabla 6.2: Resultados con 100 individuos incrementando el número de generaciones en el tiempo
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6.2.2. Prueba con 1000 individuos  incrementando el número de 
generaciones
En  esta  prueba  podemos  comprobar  como  evolucionan  las  diferentes  versiones  del 
framwork a lo largo del tiempo. Fijamos un número de individuos (1000) y ejecutamos el  
algoritmo hasta 1000 generaciones.
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Figura 6.2: Gráfico con 1000 individuos incrementando el número de generaciones en el tiempo
Aquí  podemos  ver  que  con  1000  individuos,  los  algoritmos  paralelos  mejoran 
notablemente, sobretodo el algoritmo escrito en CUDA que es más rápido que los demás, 
es  incluso más rápido que el  algoritmo escrito  en  OmpSs,  esto es debido a que las 
transferencias de memoria de OmpSs.
C CUDA OMPSS
Generaciones Tiempo Generaciones Tiempo Generaciones Tiempo
0 0 0 0 0 0
100 573,035 100 150,255 100 400,659
200 1145,877 200 300,624 200 806,105
300 1717,869 300 452,268 300 1204,098
400 2289,778 400 602,849 400 1604,223
500 2861,66 500 753,19 500 2007,135
600 3434,287 600 903,561 600 2413,051
700 4006,375 700 1053,758 700 2814,355
800 4578,352 800 1205,292 800 3212,366
900 5150,308 900 1355,577 900 3612,089
1000 5722,135 1000 1505,696 1000 4019,323
Tabla 6.3: Resultados con 1000 individuos incrementando el número de generaciones en el tiempo
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6.2.3. Prueba con 10000 individuos  incrementando el número de 
generaciones
En  esta  prueba  podemos  comprobar  como  evolucionan  las  diferentes  versiones  del 
software a lo largo del tiempo. Fijamos un número de individuos (10000) y ejecutamos el  
algoritmo hasta 1000 generaciones.
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Figura 6.3: Gráfico con 10000 individuos incrementando el número de generaciones en el tiempo
Aquí ya vemos como los algoritmos paralelos se distancian de una manera satisfactoria, y 
la diferencia no es tan apreciable entre CUDA y OmpSs. Es decir, para sacar provecho de 
estos  algoritmos  en  paralelo  lo  conveniente  es  trabajar  con  grandes  cantidades  de 
individuos.
C CUDA OMPSS
Generaciones Tiempo Generaciones Tiempo Generaciones Tiempo
0 0 0 0 0 0
100 5992,26 100 835,544 100 1203,312
200 11971,03 200 1670,135 200 2386,481
300 17949,71 300 2503,189 300 3568,462
400 23929,57 400 3335,817 400 4767,329
500 29914,9 500 4168,421 500 5951,841
600 35898,95 600 5001,087 600 7133,87
700 41893,51 700 5833,98 700 8331,353
800 47873,66 800 6666,37 800 9535,418
900 53856,95 900 7499,023 900 10725,062
1000 59835,88 1000 8331,624 1000 11925,873
Tabla 6.4: Resultados con 10000 individuos incrementando el número de generaciones en el tiempo
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6.2.4. Prueba de 100 generaciones variando el número de individuos
Ahora vamos a ver como evolucionan las diferentes versiones del software a lo largo del  
tiempo pero variando el número de individuos. Fijamos un número de generaciones (100) 
y ejecutamos el algoritmo hasta 16000 Individuos.
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Figura 6.4: Gráfico de 100 generaciones incrementando los individuos
En el gráfico podemos ver como la curva que forman los algoritmos en paralelo crece 
exponencialmente mientras que la de los algoritmos en serie crece de forma lineal.
C CUDA OMPSS
Individuos Tiempo Individuos Tiempo Individuos Tiempo
0 0 0 0 0
250 143,263 250 50 250 200,673
500 286,104 500 203,59 500 331,149
1000 572,527 1000 218,159 1000 408,199
2000 1153,864 2000 254,68 2000 481,422
4000 2385,953 4000 365,193 4000 629,505
8000 4789,253 8000 667,406 8000 970,28
16000 9627,631 16000 1386,579 16000 1719,566
Tabla 6.5: Resultados de 100 generaciones incrementando los individuos
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6.2.5. Prueba con 10000 individuos  incrementando el número de 
generaciones (multigpu)
Volvemos a comprobar como evoluciona el software a lo largo del tiempo, pero está vez 
probaremos  la  eficacia  de  utilizar  2  GPUs  para  computar.  Fijamos  un  número  de 
individuos (10000), porque para número de individuos más pequeños no veríamos gran 
mejoría y ejecutamos el algoritmo hasta 12000 generaciones.
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Figura 6.5: Gráfico con 10000 individuos incrementando el número de generaciones en el tiempo
Aquí  vemos como que con 10000 Individuos no hay gran diferencia  en  la  velocidad, 
aunque  obviamente  con  2  GPU  resulta  más  rápido  y  se  puede  ver  que  tiene  un 
crecimiento mayor, es decir, con un número mayor de individuos, la diferencia entre usar  
una o más GPUs se haría mayor.
1GPU 2GPU
Generaciones Tiempo Generaciones Tiempo
0 0 0 0
100 1203,312 100 1045,325
200 2386,481 200 2089,279
300 3568,462 300 3123,942
400 4767,329 400 4154,414
500 5951,841 500 5197,774
600 7133,87 600 6242,883
700 8331,353 700 7280,519
800 9535,418 800 8314,202
900 10725,062 900 9358,591
1000 11925,873 1000 10402,705
Tabla 6.6: Resultados de con 10000 individuos incrementando el número de generaciones en el tiempo
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6.2.6. Prueba de 100 generaciones variando el número de individuos 
(multigpu)
Ahora vamos a ver como evolucionan las diferentes versiones del software a lo largo del  
tiempo pero variando el número de individuos. Fijamos un número de generaciones (100) 
y ejecutamos el algoritmo hasta 50000 Individuos.
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Figura 6.6: Gráfico de 100 generaciones incrementando los individuos
Aquí podemos ver como la curva de la ejecución con 2 GPUs crece más rápida. Aunque 
al principio para un número pequeño de individuos prácticamente no hay diferencia, a 
medida que aumenta el número de individuos se puede ver como se distancian.
1GPU 2GPU
Individuos Tiempo Individuos Tiempo
0 0 0 0
250 200,673 250 242,86
500 331,149 500 272,097
1000 408,199 1000 383,253
2000 481,422 2000 486,501
4000 629,505 4000 612,62
8000 970,28 8000 826,374
16000 1719,566 16000 1297,227
50000 4242,624 50000 2715,706
Tabla 6.7: Resultados de 100 generaciones incrementando los individuos
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6.2.7. Prueba de eficacia de BRKGA con multipoblación en multigpu
Dado que el algoritmo de BRKGA ejecutado con multipoblación difiere de su versión con 
una sola población, vamos a comprobar si utilizar este sistema produce alguna mejora en 
los resultados. Utilizamos el mismo decoder que las pruebas anteriores.
Fijaremos un número de individuos (10000) y ejecutaremos el algoritmo hasta un máximo 
de  5000  generaciones,  los  individuos  intercambiaran  información  cada  1000 
generaciones. Comprobaremos cual de los dos algoritmos encuentra más rápido un valor 
máximo que hemos definido. Para  asegurarnos de que los resultados no sean cuestión 
de azar ejecutaremos varias veces este proceso y calcularemos el tiempo promedio en el  
que encuentran el valor, el valor en cuestión será 0,993927.
En la siguiente tabla podemos ver como utilizando el algoritmo BRKGA con multipoblación 
conseguimos encontrar el valor en menos generaciones.
1 2000 0,993927 27,63 1 3000 0,993927 30,59
2 5000 0,993924 66,29 2 5000 0,993927 51,15
3 5000 0,993926 67,76 3 4000 0,993927 41,04
4 2000 0,993927 27,31 4 5000 0,993926 50,62
5 3000 0,993927 40,08 5 1000 0,993927 10,09
6 4000 0,993927 54,60 6 3000 0,993927 31,10
7 3000 0,993927 40,78 7 3000 0,993927 30,41
8 5000 0,993924 67,19 8 5000 0,993926 50,25
9 5000 0,993926 67,48 9 2000 0,993927 20,24
10 3000 0,993927 40,06 10 1000 0,993927 10,16
11 5000 0,993926 66,47 11 5000 0,993927 50,87
12 3000 0,993927 40,81 12 5000 0,993926 51,20
13 3000 0,993927 41,29 13 2000 0,993927 20,88
14 2000 0,993927 27,25 14 1000 0,993927 10,14
15 4000 0,993927 52,99 15 3000 0,993927 30,31
16 5000 0,993925 68,26 16 2000 0,993927 20,22
17 3000 0,993927 40,09 17 3000 0,993927 30,49
18 5000 0,993926 66,28 18 3000 0,993927 31,45
19 5000 0,993926 68,85 19 1000 0,993927 10,11
20 2000 0,993927 27,16 20 5000 0,993926 50,73
21 2000 0,993927 26,78 21 5000 0,993926 50,74
22 5000 0,993925 68,09 22 3000 0,993927 30,20
23 3000 0,993927 40,22 23 2000 0,993927 20,17
24 2000 0,993927 26,63 24 5000 0,993926 50,67
25 3000 0,993927 39,90 25 4000 0,993927 40,67
26 5000 0,993926 67,33 26 2000 0,993927 20,72
27 2000 0,993927 26,75 27 4000 0,993927 40,54
28 5000 0,993925 66,00 28 2000 0,993927 20,30
29 3000 0,993927 40,45 29 1000 0,993927 10,24
30 5000 0,993926 66,29 30 2000 0,993927 20,27
Promedio 48,90 Promedio 31,22
BKRGA sin multipoblación BRKGA con multipoblación (2GPUs)
NumEjecución NumGeneraciones ObjValue Tiempo(s.) NumEjecución NumGeneraciones ObjValue Tiempo(s.)
Tabla 6.8: Resultados sobre la eficacia de utilizar multipoblaciones en multigpu
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7.1. Tareas
Ahora pasaremos a describir las tareas que se han desempeñado durante el desarrollo 
del proyecto en la siguiente tabla.
Tarea Descripción
Estudio inicial sobre las tecnologías
Instalación del entorno
Ejecutar juegos de pruebas + Corregir fallosEjecutar juegos de pruebas y corregir fallos
Escribir memoria Escribir memoria
Estudio previo sobre las siguientes tecnologías: 
Paralelización, cuda, openmp, ompss y algoritmos 
genéticos.
Instalación de entorno donde desarrollaremos 
Y probaremos la aplicación.
Estudio sobre ventajas de OmpSs
Estudio sobre las ventajas de utilizar el lenguaje 
OmpSs,
 Y por lo tanto, el runtime nanos y el compilador 
mercurium.
Estudio y adaptación de código cuda
Estudiar como adaptar unos algoritmos escritos en 
CUDA y utilizarlos externamente utilizando 
OmpSs
Estudio sobre comunicación cpu-gpu Estudio y desarrollo de ejemplos sobre la comunicación entre cpu-gpu
Simplificación del código del framework Diseño Simplificado del algoritmo BRKGA escrito en JAVA
Diseño de las diversas versiones 
del framework
Diseño e implementación de las diversas 
versiones 
Del framework (C, Java, OmpSs y Cuda)
Buscar solución al problema del 
Sort
Dado que hay problemas en utilizar un sort 
en la cpu se tuvo que buscar uno para la gpu
Tabla 7.1: Descripción de las tareas
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7.2. Diagrama de Gantt
A continuación se muestra el diagrama de Gantt del proyecto.
Figura 7.1: Diagrama de Gantt
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7.3. Presupuesto 
7.3.1. Hardware
He  estado  trabajando  en  un  servidor  proporcionado  por  el  DAC  (Depeartamento  de 
Arquitectura de Computadores de la UPC) pero voy a aproximar un poco el coste de lo 
que costaría tener un servidor propio.
Recursos Coste(€)
Servidor 2.000
GeForce GTX 285 x2 683.92
Total 2683.92
Tabla 7.2: Coste del hardware
7.3.2. Software
No hay coste de licencias ya que se ha utilizado software libre. 
7.3.3. Tareas
En este proyecto podemos ver tres tipos de roles, el analista, el programador y el jefe de  
proyecto:
• Jefe  de  proyecto:  se  encarga  de  hacer  la  planificación,  la  negociación  de  las 
especificaciones y las tutorías.
• Analista: se ocupa de diseñar la estructura, la especificación del software y las pruebas.
• Programador: implementa y realiza tareas de programación.
Recursos Acrónimo Horas Precio/Hora(€) Coste(€)
Jefe de proyecto JP 40 70 2.800
Analista AN 160 50 9.000
Programador PR 120 30 3.600
Total - 340 - 15.400
Tabla 7.3: Coste de los diferentes perfiles
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Tarea Inicio Fin Duración Rol Precio Horas
1/11/11 28/11/11 27 AN 2000 40
Instalación del entorno 27/11/11 30/11/11 3 PR 300 10
29/11/11 2/12/11 3 AN 500 10
1/12/11 16/12/11 15 AN 500 10
15/12/11 23/12/11 8 AN 1000 20
10/01/12 31/01/12 21 AN 1000 20
30/01/12 29/02/12 30 PR 1800 60
28/02/12 7/03/12 8 AN 1000 20
6/03/12 27/03/12 21 AN 1000 20
Escribir memoria 26/03/12 26/04/12 31 AN/PR 2900 40+30
Estudio sobre paralelización, gpus, 
cuda,...
Estudio sobre Nanos + Mercurium
Estudio y adaptación de codigo 
externo en cuda
Estudio sobre comunicación cpu-gpu
Simplificación del codigo del 
framework
Diseño de las diversas versiones 
del framework (C, Java, Ompss, 
Cuda)
Buscar solución al problema del 
sort (probando diferentes 
alternativas)
Ejecutar juegos de pruebas + 
Corregir fallos
Tabla 7.4: Coste de las tareas y asignación de los perfiles
Y finalmente, en la siguiente tabla mostraremos el total del coste del proyecto.
Concepto Coste(€)
Recursos humanos 15.400
Recursos materiales 2683.92
Total 18083.92
Tabla 7.5: Coste total del proyecto
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8. Conclusiones
En este proyecto hemos desarrollado un framework de desarrollo de algoritmos paralelos 
utilizando el algoritmo  genético BRKGA, que consta de una parte independiente y otra 
dependiente del  problema, esta última el  programador puede cambiar para solucionar 
diferentes problemas.
Hemos desarrollo varias versiones del framework para comprobar varios aspectos.
Tenemos  dos  versiones  en  que  utilizamos  el  algoritmo  genético  BRKGA en  serie, 
programado en C y dos versiones en que utilizamos la versión paralela programada, una 
en CUDA  y la otra utilizando OmpSs, compilado con el compilador Mercurium y el runtime 
Nanos. Utilizamos OmpSs para conseguir una mayor sencillez a la hora de programar, ya 
que la transferencia de datos es totalmente transparente al usuario y proporciona ventajas 
a  la  hora  de  trabajar  con  más  de  una  GPU.  También  hemos  diseñado  el  algoritmo 
genético BRKGA paralelo con posibilidad de poderse ejecutar en varias GPUs utilizando 
el concepto multipoblación.
Durante  el  desarrollo,  para  comprobar  el  buen  funcionamiento  del  framework  se  han 
desarrollado varios ejemplos para solucionar algunos problemas sencillos típicos como el  
del cambio de la moneda y el del camino más corto. A parte de un ejemplo para hacer las  
comparaciones de los resultados de las diferentes versiones.
Los resultados de los análisis muestran que el rendimiento obtenido por los algoritmos 
paralelos es superior a los algoritmos en serie, la diferencia se hace notable utilizando un  
gran número de individuos, ya que todos estos individuos trabajan en paralelo.
También  podemos  ver  ligeras  diferencias  entre  las  versiones  paralelas  de  CUDA y 
OmpSs, imponiéndose la primera pero por una pequeña diferencia.
Para acabar, podemos destacar de los resultados una cosa más, el utilizar el framework 
ejecutado  con  varias  gpus  utilizando  multipoblación.  Esto  nos  permite  dos  cosas, 
obviamente poder trabajar con más individuos y aprovecharnos de las ventajas que nos 
ofrece el concepto de trabajar con más de una población. 
Hemos comprobado  en  los  resultados  que  trabajando  con  más  de  una  población  se 
obtiene  un  resultado  óptimo en  mucho  menos  tiempo  que  trabajando  con  una  única 
población.
En definitiva, como vemos en los resultados utilizar más de una gpu nos proporciona 
mejoras destacables frente a utilizar una sola gpu.
Finalmente, comentar que durante el  desarrollado hemos tenido que investigar mucho 
dado el desconocimiento inicial sobre el tema. Pero me siento muy contento de todo lo  
que he aprendido desarrollando este proyecto.
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