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Rapid progress in noisy intermediate-scale quantum (NISQ) computing technology has led to the
development of novel resource-efficient hybrid quantum-classical algorithms, such as the variational
quantum eigensolver (VQE), that can address open challenges in quantum chemistry, physics and
material science. Proof-of-principle quantum chemistry simulations for small molecules have been
demonstrated on NISQ devices. While several approaches have been theoretically proposed for
correlated materials, NISQ simulations of interacting periodic models on current quantum devices
have not yet been demonstrated. Here, we develop a hybrid quantum-classical simulation framework
for correlated electron systems based on the Gutzwiller variational embedding approach. We
implement this framework on Rigetti quantum processing units (QPUs) and apply it to the periodic
Anderson model, which describes a correlated heavy electron band hybridizing with non-interacting
conduction electrons. Our simulation results quantitatively reproduce the known ground state
quantum phase diagram including metallic, Kondo and Mott insulating phases. This is the first fully
self-consistent hybrid quantum-classical simulation of an infinite correlated lattice model executed
on QPUs, demonstrating that the Gutzwiller hybrid quantum-classical embedding framework is a
powerful approach to simulate correlated materials on NISQ hardware. This benchmark study also
puts forth a concrete pathway towards practical quantum advantage on NISQ devices.
I. INTRODUCTION
Quantum computing holds the promise to revolution-
ize modern high-performance computations in physics by
providing exponential speedups compared to currently
known classical algorithms for a variety of important prob-
lems such as simulating interacting quantum models [1–
4]. Accurately predicting the properties of competing
phases or simulating the dynamics of interacting quan-
tum mechanical many-body systems directly addresses
grand challenges in quantum chemistry and materials
science [5–9].
While not being fully fault-tolerant, the currently
available noisy intermediate-scale quantum (NISQ) hard-
ware [10] is still extremely powerful as recently demon-
strated by the Google team [11]. As the number of coher-
ent gate operations is limited, however, the development of
resource efficient algorithms with sufficiently short quan-
tum circuits is crucial in order to be able to tackle open
scientific problems on NISQ devices. One example is the
variational quantum eigensolver (VQE) algorithm to solve
the eigenvalue problem [12, 13]. It has been successfully
implemented on NISQ technology to compute the ground
state energy of small molecules such as H2, HHe
+, LiH and
BeH2 [12, 14–16]. The VQE algorithm adopts a hybrid
quantum-classical approach which combines a quantum
computation of a suitable cost function, such as the Hamil-
tonian, with a classical method for optimization. Instead
of adiabatic state preparation followed by quantum phase
estimation [17, 18], which requires deep circuits, VQE
employs shallow variational circuits to evolve a chosen
initial state into the target state. The cost function is
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then measured as a weighted sum of expectation values
for associated Pauli terms. The variational parameters
are classically optimized to minimize the cost [12, 13].
Different forms of the variational circuit in VQE, e.g.,
the unitary coupled cluster ansatz (UCC) [13, 19, 20], the
qubit coupled cluster ansatz [21, 22], or a trotterized adi-
abatic preparation ansatz [23], have been discussed in the
literature. A common issue of these variational ansa¨tze
is that the number of variational parameters rapidly in-
creases with the number of orbitals in the calculation,
which makes the generally non-convex classical optimiza-
tion problem increasingly difficult to solve. This is further
complicated by the presence of noise on real NISQ de-
vices. While VQE algorithms have been demonstrated on
NISQ devices for small molecules, computing properties
of infinite periodic quantum materials requires further
algorithmic development.
Various quantum algorithms for efficiently solving pe-
riodic correlated materials problems have been actively
discussed in the literature. For example, it has been shown
that using an adiabatic VQE approach with a dual plane
wave basis set leads to favorable scaling with respect to
the number of basis orbitals for the circuit depth and the
number of qubits required for periodic systems [24]. The
Jellium model has been proposed as a benchmark case
for this approach on near-term devices. Another route is
to follow the long tradition in correlated materials theory
to map infinite periodic systems onto effective impurity
models. Such an approach has been very successful in
classical computing of correlated materials, e.g., the state-
of-the-art dynamical mean-field theory (DMFT) [25–28].
Quantum algorithms based on adiabatic state preparation
and phase estimation have been suggested that solve for
the impurity Green function repeatedly, upon reaching the
convergence with the local lattice Green function [29]. A
hybrid quantum-classical approach based on a simplified
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2two-site version of DMFT has also recently been described
in Ref. [30], and it was proposed to use a generalized VQE
method to find both ground and excited states of the im-
purity model [31]. Although quite appealing, none of
these proposed algorithms have yet been demonstrated
on a real NISQ device, because the resources they require
for the study of infinite periodic systems are still beyond
the current technology [32].
In this paper we develop and demonstrate a novel
resource-efficient hybrid quantum-classical algorithm that
can simulate correlated materials on present-day NISQ
devices. The algorithm is based on the Gutzwiller varia-
tional wavefunction for the interacting many-body ground
state [33, 34] and thus captures correlations beyond a sim-
ple mean-field ansatz such as Hartree-Fock. However,
it requires significantly less resources than DMFT and
can thus be executed on current hardware. We have
implemented this Gutzwiller quantum-classical embed-
ding (GQCE) simulation framework on Rigetti’s quantum
cloud service (QCS) using PyQuil [35, 36], and used it to
perform the first self-consistent calculations of an infinite
periodic correlated electron model on a quantum com-
puter. As a non-trivial benchmark study we investigate
the periodic Anderson model (PAM) on Rigetti’s Aspen-4
quantum device. Our results show that GQCE correctly
describes the PAM ground state phase diagram, which
contains Kondo insulator, correlated metal, and Mott
insulator phases [25, 37, 38]. In contrast to Hartree-Fock
theory, the critical parameters for the associated quantum
phase transitions are also accurately determined using
GQCE. Our work demonstrates the current capabilities
of NISQ devices in the simulation of correlated materials.
The GQCE approach is based on the powerful
Gutzwiller variational embedding theory [39, 40], which
is known to be equivalent to the rotationally invariant
slave-boson method in the saddle-point approximation [40–
43]. The Gutzwiller embedding theory can capture many
phenomena associated with strong local electron corre-
lations such as Mott-Hubbard transitions [40, 44, 45],
unconventional superconductivity [46–48], quantum spin
liquids [49, 50], and topological phases [51–53]. When
combined with ab initio density-functional theory (DFT),
the Gutzwiller approach is well suited for studying ground
state properties of real correlated materials [39, 40, 51, 54–
58].
Similar to DMFT, the Gutzwiller embedding method
maps the infinite interacting lattice model onto an effec-
tive impurity problem consisting of a cluster of correlated
orbitals embedded in a self-consistent medium. Unlike
DMFT, however, which solves for the fully frequency
dependent impurity self-energy, the Gutzwiller theory
requiers only the ground state single-particle density ma-
trix of the embedding correlated cluster. In practice, the
Gutzwiller embedding approach amounts to finding a self-
consistent solution of a set of coupled eigenvalue equations.
The method is therefore ideally suited to be formulated as
a hybrid quantum-classical algorithm, where the ground
state of the correlated impurity cluster can be efficiently
determined using VQE.
The GQCE calculations share the favorable polyno-
mial system size scaling of VQE in solving the interact-
ing embedding Hamiltonian. Therefore, GQCE promises
to be able to consider larger embedding clusters, which
take multi-orbital or spatial correlations into account.
This is necessary to describe the non-local electronic or-
der parameters such a d-wave superconductivity [59–61],
the impact of short-range non-local fluctuations on elec-
tronic properties [62], and composite orders in vestigial
phases [63]. In the near term, a robust VQE solution of
a 28-qubit Hubbard-type Hamiltonian, which is equiva-
lent to a Gutzwiller embedding Hamiltonian of a single
f -orbital site in rare-earth and actinide materials, would
bring the capabilities of GQCE calculations on NISQ
devices to the verge of what is currently possible on clas-
sical computers, thus demonstrating practical quantum
advantage.
II. HYBRID GUTZWILLER EMBEDDING
FRAMEWORK
In this section, we introduce the key components of the
hybrid quantum-classical Gutzwiller embedding frame-
work and describe its implementation on NISQ QPUs.
We highlight several advantages of the quantum algorithm
compared to its purely classical counterpart, in particu-
lar the favorable polynomial, compared to exponential,
scaling of the algorithmic complexity with the size of the
real-space embedding cluster. This is important as the
Gutzwiller embedding method systematically approaches
the exact solution as the cluster size increases. Larger
clusters also allow to describe qualitatively new physi-
cal phenomena, for example, spatially extended order
parameters and correlations.
A. General GQCE framework
Consider a generic multi-band interacting Hamiltonian
for periodic systems of the following form
Hˆ =
∑
k
∑
µν
kµν cˆ
†
kµcˆkν +
∑
Ri
Hˆloci [R], (1)
where k is the crystal momentum, conjugate to the unit
cell position vector R, and µ, ν are composite indices
of lattice basis site, orbital and spin. Orbitals include
both uncorrelated orbitals such as s and p-orbitals, as
well as correlated orbitals such as d and f -orbitals. The
unit cell can refer to a primitive unit cell or a supercell.
Here, we have explicitly combined correlated sites and
orbitals into a cluster group labelled by index i. These
sites and orbitals experience Coulomb interactions, which
is included in the local Hamiltonian Hˆloci [R]. For example,
a group i can contain a fractionally occupied d-shell, but
may also include additional neighboring sites and orbitals
3to form a real-space multi-site cluster. The Hamiltonian
defined in the domain of the i-group is denoted by
Hˆloci [R] =
∑
AB
[Hloci ]AB |A,Ri〉〈B,Ri| , (2)
and includes two-body Coulomb interactions and all the
associated one-body terms such as hopping, crystal-field
splitting and spin-orbit coupling. The labels A,B enumer-
ate the complete Fock state basis set of the local Hilbert
space defined by the spin-orbitals in the i-group. Finally,
the first term in Eq. 1 contains the remaining part of the
Hamiltonian, including contributions from the uncorre-
lated orbitals not present in the correlated clusters and
that connects different clusters i, j. Since the interactions
are assumed local and thus only occur within a given clus-
ter i, the inter-cluster term has quadratic form and arises
mainly from kinetic energy. Note that the Hamiltonian
in Eq. (2) can describe idealized lattice models, such as
the Hubbard model, but also real (multi-orbital) materi-
als with parameters obtained from mean-field electronic
structure calculations such as density functional theory
(DFT).
The Gutzwiller variational wavefunction (GWF) is em-
ployed to evaluate the ground state property of the Hamil-
tonian, which takes the form
|ΨG〉 =
∏
Ri
PˆRi |Ψ0〉 , (3)
with noninteracting ground state wavefunction |Ψ0〉 and
projector
PˆRi =
∑
A,B
[Λi]AB |A,Ri〉〈B,Ri|. . (4)
The variational parameter matrices {Λi} have been intro-
duced in the Gutzwiller projector PˆRi to optimize local
correlated sectors of the noninteracting |Ψ0〉.
As illustrated in Fig. (1), within the Gutzwiller embed-
ding theory, minimizing the total energy with respect to
the GWF, EG = min{|Ψ0〉,Λi} 〈ΨG|Hˆ|ΨG〉, leads to a set
of coupled eigenvalue equations [39, 40]:
HˆqpG [R,R†;λ] |Ψ0〉 = Ep |Ψ0〉 , (5)
which describes a noninteracting quasiparticle system,
and
Hˆembi [D,D†;λc] |Φi〉 = Eci |Φi〉 , (6)
which describes the interacting embedding electron system
of the finite i-group.
More specifically, the quasiparticle Hamiltonian (5)
takes quadratic form
HˆqpG [R,R†;λ] ≡ TˆG[R,R†] +
∑
iab
[λi]abfˆ
†
iafˆib. (7)
The renormalized kinetic energy term is defined as
TˆG[R,R†] = 1
Nk
∑
k
∑
µν
∑
ab
kµνRaµR†νbfˆ†kafˆkb, (8)
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FIG. 1. Schematic illustration of the generic GQCE
framework. An interacting quantum lattice model (a), ex-
emplified by an i-cluster described by Hˆembi and hopping t to
other sites, is mapped to a noninteracting quasiparticle lattice
system (b) and a finite embedding system of the i-cluster
coupled to a quadratic bath (c) of the same dimension. The
coupled quasiparticle Hamiltonian and the embedding Hamil-
tonian(s) are to be solved for the ground state self-consistently.
The interacting embedding Hamiltonian will be solved using
quantum algorithms such as VQE on quantum processing
unit(QPU), which scales only polynomially with the orbital
dimension of the Hamiltonian. The quasiparticle Hamiltonian
can be efficiently simulated on classical processing unit(CPU).
by a simple rule cˆkα →
∑
aR†αafˆka. Here Nk is the total
number of k-points, and the square-matrix R is the so-
called Gutzwiller renormalization factor for the noninter-
acting quasiparticles represented by fˆ operators labelled
by indices a and b, which go through the same number of
spin-orbitals in the i-group. The Gutzwiller quasi-particle
spectral weight is given by Z ≡ R†R, which is a measure
of the electron correlation effect and characterizes the
Mott transition by some vanishing components [40, 44].
The gravity center of the quasiparticles is further renor-
malized by λ. The embedding Hamiltonian (6) is given
by
Hˆembi [D,D†;λc] = Hˆloci +
∑
aα
(
[Di]aαcˆ†iαfˆia + h.c.
)
+
∑
ab
[λci ]abfˆibfˆ
†
ia . (9)
It describes an interacting i-group subsystem with Hamil-
tonian Hˆloci that is coupled to a finite, noninteracting
bath, which is characterized by the matrix λci . The hy-
bridization coupling strength is given by the matrix Di.
Here α labels the spin and orbitals in the i-group, and
a, b are the spin-orbital labels of the bath sites.
B. Essentials of the GQCE algorithm
The GQCE algorithm is beyond the conventional mean-
field theory such as HF, whose solution is completely
determined by an effective single-particle Hamiltonian.
The GQCE calculation amounts to self-consistently solv-
ing a set of eigenvalue equations (5) and (6), which de-
4scribe an interacting electron subsystems embedded in a
noninteracting quasiparticle bath.
The iterative procedure starts with finding the ground
state wavefunction |Ψ0〉 of the quasi-particle Hamilto-
nian HqpG (7) defined by an initial guess of {R, λ}. The
noninteracting wavefunction |Ψ0〉 determines the matrices
{D, λc} entering the embedding Hamiltonians {Hˆembi } (9),
which is subsequently solved for the ground state wave-
functions {|Φi〉}. To determine whether self-consistency
is reached, one calculates the expectation value Eci and
the single-particle density matrix for each symmetrically-
inequivalent embedding Hamiltonian Hˆembi . Compari-
son to the corresponding quantities of the quasiparticle
Hamiltonian allows to define a vector error function that
vanishes at the self-consistent solution of two coupled
eigenvalue problems:[F1i ]aα ≡∑
c
[∆pi(1−∆pi)]−
1
2
ca 〈Φi| cˆ†iαfˆic |Φi〉 − [Ri]aα,[F2i ]ab ≡ 〈Φi| fˆibfˆ†ia |Φi〉 − [∆pi]ab, (10)
where [∆pi]ab = 〈Ψ0| fˆ†iafˆib |Ψ0〉 is the quasiparticle den-
sity matrix. Various numerical methods can be used to
solve this set of nonlinear equations given the above vector
error function [64, 65], and more details are given below.
In the above iterative procedure, the ground state so-
lution of the noninteracting quasiparticle Hamiltonian
HqpG can be efficiently calculated on classical computers.
The embedding Hamiltonian Hˆembi on the other hand
describes an interacting finite size system. Therefore, ex-
act diagonalization (ED) is used to find its ground state.
The classical computational resources and time required
to determine the ground state using ED scale exponen-
tially with the dimension of the single-particle basis of the
Hamiltonian. In practice, a general embedding Hamilto-
nian of an f -electron system, which is represented by 14
(f -shell, cˆiα) + 14 (bath, fˆia) = 28 spin-orbitals, is close
to the limit that classical computers can handle [39, 40].
Importantly, due to the variational nature of the theory
the computational accuracy of the embedding method
can be systematically improved by increasing the size of
the Gutzwiller projector Pi (4) [66–68], which enlarges
the orbital dimension of the embedding Hamiltonian. The
exponential scaling of the ED solver with this dimension
therefore imposes a limit to the maximal accuracy that
the Gutzwiller embedding approach can achieve on classi-
cal computers. To overcome this fundamental limitation,
we propose to efficiently solve Hˆembi on QPUs using quan-
tum algorithms such as VQE or quantum imaginary time
evolution approaches [69–71]. This scheme makes full use
of the advantageous linear scaling of the required num-
ber of qubits when increasing the size of the embedding
Hamiltonian. Therefore, simulations using 20 (28) qubits
can fully capture the complete manifold of Hˆembi of local
d-orbitals (f -orbitals). We emphasize that the Gutzwiller
embedding theory only requires finding the ground state
energy and single-particle density matrix, this can be im-
plemented successfully on present-day QPUs. In contrast,
DMFT requires determining the full frequency dependent
embedding Green’s function of an often more complicated
embedding Hamiltonian, which is not feasible on current
NISQ hardware.
C. Implementation of GQCE simulation framework
The GQCE framework is built on the open-source
CyGutz package, which is an implementation of the
Gutzwiller embedding approach in classical comput-
ers [58, 72]. Here we have developed the quantum com-
puting module of GQCE using both IBM Qiskit and
Rigetti’s Forest SDK [35, 36, 73], which is released as an
open-source code [74]. The statevector simulator in IBM
Qiskit and the wavefunction simulator in Forest SDK
have been employed for noiseless simulations. The GQCE
calculations on real quantum devices are conveniently
performed through the quantum cloud service (QCS) by
Rigetti. The QCS provides a quantum machine image
that is co-located with the quantum infrastructure, which
allows fast virtual execution of hybrid quantum-classical
programs at low latency cost. Platform-level optimiza-
tions of parametric compilation and active qubit reset,
which dramatically reduce the latency in the QCS plat-
form, have been utilized in our GQCE calculations. We
employ standard readout symmetrization and error miti-
gation techniques for the measurements, as implemented
in reference [36]. Additional error mitigation approaches,
such as Richardson extrapolation techniques, have been
proposed and experimentally realized recently [75]. As
demonstrated below, use of these more advanced strate-
gies is not necessary for the benchmark calculations with
single-site decoupling here, but will be advantageous for
larger embedding clusters.
To determine convergence of the self-consistency loop,
we monitor the error vector function F (10), which de-
scribes the change of the trial solution after one iteration
of the self-consistency loop. If F can be evaluated accu-
rately, the modified Powell hybrid method [64] is the best
method to find a self-consistent solution of the coupled
eigenvalue problem. The Powell method employs infor-
mation about the numerical Jacobian. Since the noise
level of current quantum devices due to gate infidelities
and decoherence is significant [75], however, F cannot
be accurately calculated on noisy QPUs. We thus em-
ploy the “exciting-mixing” method instead, which uses
a self-tuned diagonal Jacobian approximation, instead
of the Powell method. The “exciting-mixing” method is
implemented in the SciPy library [65] and is well suited
to solve the root problem of the noisy nonlinear equations
in the current work. As demonstrated below, the VQE
calculations performed on Rigetti’s Aspen-4 QPU with
standard readout symmetrization and calibration yields
sufficiently accurate results to reach self-consistency of
the GQCE calculation.
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FIG. 2. Illustration of Gutzwiller hybrid quantum-
classical embedding algorithm used in solving the pe-
riodic Anderson model (PAM). (a) Sketch of the PAM
on the Bethe lattice, together with the decoupled density of
states of the itinerant c-band (semi-circle) and the correlated
d-orbital (δ-function). (b) Schematic view of the coupled eigen-
value problems. It involves an interacting quantum many-body
embedding Hamiltonian, which is solved using VQE, and a
non-interacting effective quasi-particle Hamiltonian, which
results from the Gutzwiller variational ansatz. The model
parameters are defined in the text. (c) A quantum circuit
to solve for the ground state of the embedding Hamiltonian
using a variational unitary coupled cluster (UCC) quantum
eigensolver. The circuit includes three parts: initial HF state
preparation, UCC ansatz, and a measurement of Pauli term
X0X1, as indicated by the vertical dotted lines.
III. GQCE SOLUTION OF THE PERIODIC
ANDERSON MODEL
In this section, we present fully self-consistent GQCE
calculations of the infinite PAM on Rigetti’s Aspen-4
quantum processing unit (QPU). This demonstrate the
feasibility of the GQCE framework on present-day NISQ
hardware. Here, we focus on the single-site embedding
version of the GQCE method as our goal is to carefully
benchmark this new framework. In the future, larger
multi-site and multi-orbital embedding Hamiltonians and
interfacing GQCE with density-functional theory will
be able to address more realistic models of correlated
materials.
To perform a first non-trivial benchmark study of
GQCE for infinite systems, we consider the periodic An-
derson model (PAM) on the Bethe lattice in infinite dimen-
sion, as illustrated in Fig. 2(a). The system is described
by a Hamiltonian composed of an itinerant c-band, a lo-
cal interacting d-orbital and onsite hybridization between
them [38],
Hˆ = Hˆc + Hˆd + Hˆhyb, (11)
where
Hˆc =
∑
Rσ
ccˆ
†
Rσ cˆRσ −
∑
〈R,R′〉,σ
tcˆ†Rσ cˆR′σ, (12)
Hˆhyb =
∑
Rσ
V
(
dˆ†Rσ cˆRσ + h.c.
)
. (13)
and
Hˆd =
∑
R
Hˆloc[R], (14)
with
Hˆloc[R] = ddˆ†RσdˆRσ +
1
2
∑
σ
Udˆ†Rσ¯dˆRσ¯dˆ
†
RσdˆRσ. (15)
The center of the itinerant c-band is given by c and the
energy of the correlated d-orbital is given by d. U de-
notes the intra-orbital Hubbard interaction parameter on
the d-orbital, and V the on-site hybridization strength
between c- and d-electrons. The spin index σ¯ indicates the
opposite of σ. As the d-orbital is the only correlated group
in the unit cell labelled by R, the group index i is skipped
in the model. For reference, the Fourier transformation of
Hˆc + Hˆhyb to the momentum k-space constitutes the first
part of the generic Hamiltonian (1). On a Bethe lattice
in infinite dimensions or with infinite nearest-neighbor
connectivity, the conduction band density of states (DOS)
takes the semi-circular form ρc() =
2
piD
√
1− (/D)2,
where D is the half band width. We set D = 1 in the
following calculations. The model hosts a diversity of
paramagnetic electronic phases: a metal, band insulator,
Kondo insulator and Mott insulator. The different phases
are separated by quantum phase transitions. The model
has been extensively studied in the literature [25, 37, 38],
and highly accurate numerical results have been obtained
using DMFT [25–28], which becomes exact for systems
in infinite dimension. This makes the PAM model on
the Bethe lattice an ideal benchmark model for hybrid
quantum-classical calculations of infinite correlated elec-
tron systems on NISQ devices.
In this work, we choose the particle-hole symmetric
point of Hˆd with Fermi level at 0, i.e., we set d = −U/2,
and also fix V = 0.4 and U = 2. We determine the ground
state phase diagram as a function of conduction band
energy center c. In this parameter space, the system
starts with a Kondo insulating (KI) phase for c = 0.
With increasing c it first transforms into a metallic (M)
phase and finally enters the Mott-Hubbard insulating
(MI) regime undergoing a metal-insulator transition [38].
From DMFT calculations using numerical renormaliza-
tion group (NRG) as an impurity solver [38, 76], the zero
temperature quantum phase transitions occur at the criti-
cal values of KI-Mc = 0.07 and 
M-MI
c = 1.08. These values
can be considered as numerically exact for this model.
To study the PAM, we consider a GWF (3) with the
correlation projector acting on the Hilbert space spanned
6by the single particle d-orbitals. This leads to a set of
coupled eigenvalue equations governed by a Gutzwiller
embedding Hamiltonian, which provides an accurate de-
scription of local electron correlations, together with a
non-interacting effective quasi-particle Hamiltonian. The
method is schematically illustrated in Fig. 2(b).
The Gutzwiller embedding Hamiltonian (9) holds a
specific form, apart from a constant, as
Hˆemb =
∑
σ
ddˆ
†
σdˆσ + Udˆ
†
↑dˆ↑dˆ
†
↓dˆ↓
+
∑
σ
(
Ddˆ†σ fˆσ + h.c.
)
−
∑
σ
λcfˆ†σ fˆσ . (16)
Here, D denotes the coupling strength between the
d−orbital and a non-interacting bath orbital f with en-
ergy level −λc. The general local one-body matrix such
as the kinetic energy renormalization matrix R and the
coupling matrix D, have a 2×2 diagonal form with degen-
erate diagonal elements due to spin-rotation symmetry in
the paramagnetic state.
The non-trivial task is to solve for the ground state
of the interacting embedding Hamiltonian Hˆemb (16) us-
ing VQE on quantum devices. We first transform Hˆemb
to a molecular orbital representation, using the orbitals
obtained from a spin-restricted Hartree-Fock (HF) cal-
culation. Then, the Hamiltonian is written in a qubit
representation via standard parity mapping [77, 78]. Since
the ground state at half-filling Ne = 2 is restricted to
total spin S = 0, the embedding Hamiltonian can be
represented in a two-qubit basis exploiting Z2 symmetry
as
Hˆemb = g01+ g1Z0 + g2Z1 + g3Z0Z1 + g4X0 + g5X1
+g6X0Z1 + g7Z0X1 + g8X0X1 . (17)
Here Xi, Yi and Zi are Pauli operators acting on qubit i,
and the parameters {gα} are determined by parameters of
the embedding Hamiltonian (16) and the form of the HF
molecular orbitals. The asymmetric two-site embedding
Hamiltonian is slightly more complex than that of the
hydrogen dimer H2, which is a widely used example for
the application of VQE in quantum chemistry [15].
To find the ground state energy and single-particle den-
sity matrix, we use VQE with an unitary coupled cluster
(UCC) ansatz [12]. For a two-electron system, the UCC
ansatz at double excitation level is known to be exact.
The single-excitation has no contribution to the ground
state energy according to Brillouin theorem[79]. Impor-
tantly, the UCC ansatz can be reduced to a particularly
simple form in two-qubit representation using a parity
transformation [77, 78]
|Ψucc(θ)〉 = e−iθY0X1 |01〉 , (18)
where θ ∈ [−pi, pi] is a variational parameter and |01〉 is
the spin-restricted HF ground state wave function. It is
obtained by standard self-consistent calculations using a
quantum chemistry PySCF package, which efficiently run
on classical computers [80].
To get the expectation value of the embedding Hamil-
tonian (17) under the UCC wave function on quantum
computers, we group Pauli terms that are diagonal in
a common tensor-product basis. A typical quantum cir-
cuit, composed of the initial HF state preparation, UCC
ansatz, and a measurement of Pauli term X0X1, is shown
in Fig.2(c). In addition to Pauli terms contained in Hˆemb,
the Pauli term Y0 is also measured with the optimized
UCC ansatz to derive the one-particle density matrix of
the embedding system. The VQE code is developed based
on a quantum computing library pyQuil [35, 36], where
we use a simultaneous perturbation stochastic approxima-
tion algorithm to optimize the noisy objective function
on real quantum computing devices [81].
The quantum processing unit (QPU) used in this study
is Aspen-4. The device contains 13 qubits in total, among
which we choose qubit 0 and 1 for the calculations. The
associated two-qubit CZ-gate, which is one controlling
factor for the noise level of the calculation results, has a
fidelity of about 95%.
IV. QUANTUM COMPUTING RESULTS OF
PERIODIC ANDERSON MODEL
The GQCE calculations on the PAM model are carried
out in two ways. First, we use a statevector simulator,
which represents an ideal fault-tolerant quantum com-
puter with an infinite number of measurements. Second,
we use two qubits on Rigetti’s Aspen-4 quantum device,
which contains 13 qubits in total.
Figure 3 demonstrates the convergence of total energy,
kinetic energy renormalization factor Z ≡ R†R, and max-
imal element of the error vector F (10) in our GQCE
calculation on Aspen-4 as a function of iteration num-
ber. The iterative non-linear solver starts from the HF
mean-field solution and reaches convergence after about
20 iteration steps. The remaining steps are used to esti-
mate the error bars. The results using the real quantum
device closely follow that of the noiseless simulations. The
observed fluctuations stem from the device’s noise. The
maximal absolute value of the error vector elements in
Fig.3(c) levels near 0.01(2%), which coincides with the
scale of the two-qubit CZ-gate fidelity of the device, which
was about 95%. Because of the stochastic nature of quan-
tum computing on real devices, hereafter we report results
by mean values with estimated errors. The standard de-
viation is about 0.03(2%) for total energy and 0.01(2%)
for Z-factor, estimated with the last 20 iterations in this
calculation.
When the center of the conduction band is set to zero,
c = 0, as in Fig. 3, the system is in the Kondo insulator
phase. The local correlated d-orbital, which is also located
at zero energy, hybridizes with the c-band and opens a
Kondo gap. The Z-factor in Fig. 3(b) shows appreciable
amount of reduction from unity, manifesting the local on-
site Coulomb interaction effect, which effectively reduces
the hybridization energy.
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FIG. 3. Convergence behaviour of GQCE iterative calculations on Rigetti’s Aspen-4 quantum device. (a)
Evolution of the system total energy, (b) kinetic energy renormalization Z-factor, and (c) the maximal element of the error
vector F as a function of iteration number in solving the set of Gutzwiller nonlinear self-consistency equations. Results obtained
from a calculation on Aspen-4 (orange circles) are compared to noiseless simulations using the statevector approach (blue line).
Let us now consider the quantum phase diagram as we
tune the position of the conduction band c. Even in this
restricted parameter space, where all other parameters
are held fixed, the PAM model goes through a series
of quantum phase transitions from Kondo insulator to
metal and from metal to Mott insulator. We compare our
GQCE findings to the numerically exact phase boundaries
at zero temperature that have been determined by DMFT
calculations using NRG as the impurity solver [38, 76].
To extract the phase boundaries, we calculate the change
of total energy E, renormalization Z-factor and total
electron filling n as a function of c. Results are shown
in the upper panels of Fig.4, which also includes the
numerically exact phase boundaries from DMFT+NRG
for comparison.
As seen in Fig. 4(a), the total energy from noiseless sim-
ulations monotonically increases with increasing c and
reaches a constant as the system crosses the metal-Mott
insulator transition. The GQCE calculations on Aspen-4
follows closely the exact energy curve along the phase
transformation path, yet with a sizable error bar that
originates from the noise of the device. Gutzwiller the-
ory offers an efficient treatment for the (orbital-selective)
Mott insulating phase, which exploits the fact that Mott
localized Gutzwiller quasi-particle bands are pinned at the
chemical potential at integer filling [40]. The embedding
Hamiltonian in the Mott phase has a doubly degenerate
ground state, which can be written as tensor product
states |00〉 and |11〉 in the two-qubit parity basis. In prac-
tice, we choose one of the states to evaluate the energy and
one-particle density matrix, followed by a symmetrization
in the spin-sector to recover spin-symmetry.
We compare GQCE to HF calculations, where the em-
bedding Hamiltonian solver is chosen to be at HF mean-
field level (green curves in Fig. 4). Within HF, the total
energy is monotonically increasing and significantly larger
than the GQCE result. Crucially, it bears no signature
of the metal-insulator phase transitions. The important
physical phenomenon that is not captured by HF theory is
the suppression of energetically unfavorable doubly occu-
pied sites in the Hilbert space of the correlated d-orbitals.
In Fig. 4(b), we show the kinetic energy renormalization
Z-factor [82], which is a key physical concept captured
by Gutzwiller theory. When the conduction band center
rises above the zero chemical potential, the renormaliza-
tion Z-factor drops gradually and vanishes at the metal
to Mott-insulator transition. Remarkably, for the model
parameters studied in this paper, GQCE predicts a metal-
Mott insulator transition phase boundary that is in per-
fect agreement with the numerically exact value obtained
from DMFT. The Z-factor obtained from GQCE calcu-
lations on the Aspen-4 quantum device closely follows
the exact statevector simulation data. Within the HF ap-
proximation, the renormalization factor remains constant,
ZHF = 1, demonstrating that the metal-Mott insulator
transition is beyond the description of HF theory.
Finally, in Fig. 4(c), we show that the variation of the
total electron filling is an effective way to locate the phase
boundaries. In the Kondo (Mott) insulator phases, the
electron filling is equal to two (one), while it is in between
the two values for the correlated metal phase. The elec-
tron filling obtained from GQCE calculations on Aspen-4
agrees well with the exact statevector simulations. Its be-
havior can be used to locate the phase boundaries and the
obtained critical parameter values are in agreement with
the numerically exact ones. In contrast, the HF approach
can only identify the transition from the Kondo insulator
to the metal. As the correlation-induced renormalization
of the hybridization is not captured within HF theory,
the Kondo energy scale is overestimated and the Kondo
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FIG. 4. GQCE results of quantum phases and phase transitions in the periodic Anderson model. The Kondo
insulator to metal and metal to Mott insulator electronic phase transitions are induced by raising the conduction band position
c. Along the path, the variation of (a) total energy, (b) renormalization Z-factor, and (c) total electron filling n are shown in
the upper panels. We compare results from GQCE calculations using a VQE ansatz on (i) a noiseless statevector simulator (blue)
and (ii) a real quantum device (Rigetti’s Aspen-4) (yellow). We also show results of a purely classical Gutzwiller simulation using
HF as the embedding Hamiltonian solver (green). The different phases (KI, M, MI) are presented in different color shadings
with numerically exact phase boundaries taken from DMFT+NRG method [38]. The grey dotted line in panel (c) indicates the
critical c for Kondo insulator-metal transition described in HF theory. The lower panels show the coherent part of spectral
density of states (DOS) of the Kondo insulator (d), metal (e) and Mott insulator (f) phases, obtained from GQCE calculations
on the simulator and the real quantum device. The inset in panel (d) shows the DOS around the band gap with the HF results
for comparison.
insulator phase incorrectly persists up to larger values of
c, (see dotted line in Fig.4(c)).
The Gutzwiller method adopts a Jastrow-type varia-
tional wave function, which describes the ground state
properties of a correlated model beyond an effective single-
particle mean-field theory [83]. Although there is no effi-
cient way currently available to evaluate the full Green’s
function within Gutzwiller approach, the coherent part of
it can be straightforwardly calculated [39]. The resulting
coherent spectral density of states (DOS), which includes
coherent quasi-particle excitations, can be used to distin-
guish the different quantum phases in the model. The
coherent DOS of the PAM model is shown in the lower
panels of Fig. 4(d-f), which correspond to Kondo insula-
tor, correlated metal and Mott insulator phases. Data
from GQCE calculations on Rigetti’s Aspen-4 device are
shown to be in excellent agreement with exact simulation
results.
In the Kondo insulator phase (Fig. 4(d)), the center
correlated d-orbital hybridizes with the conduction band,
resulting in a finite hybridization gap. The inset shows
that the hybridization gap from GQCE calculations agrees
well with the exact simulation result, and is significantly
reduced compared with the HF mean-field value due to the
correlation-induced renormalization of the hybridization
strength V → RV . As the conduction band is lifted up
9to c = 0.8, the system is situated in a metallic phase.
The hybridization gap is still present but moves to higher
energy, and the chemical potential is located at the sharp
quasi-particle resonance peak. The total coherent spectral
weight decreases in accordance with the smaller quasi-
particle weight Z as shown in Fig. 4(b). At c = 1.3, the
coherent spectral weight completely vanishes as the d-
orbital becomes Mott localized at half-filling. In the Mott
phase, the incoherent lower and upper Hubbard bands,
together with the conduction c-band, define the band
gap size and distinguish between a Mott-Hubbard versus
charge-transfer insulator phase. Although the GQCE
calculations at this level cannot explicitly generate the
Hubbard bands [67], the band gap size and characteristics
can still be resolved by varying the chemical potential
and monitoring the electron filling [68].
V. CONCLUSION
To conclude, we have successfully implemented and
benchmarked a novel hybrid quantum-classical simula-
tion framework for interacting lattice models, which is
based on the Gutzwiller variational embedding theory. In
combination with density functional theory, this GQCE
approach can describe ground state properties of corre-
lated multi-orbital quantum materials. Using Rigetti’s
quantum cloud service, we have performed the first fully
self-consistent hybrid quantum-classical calculation of
an infinite correlated electron model on NISQ hardware.
As a non-trivial benchmark study, we apply GQCE to
the periodic Anderson model on the Bethe lattice us-
ing a single-site embedding scheme. We find excellent
agreement between GQCE results obtained from Rigetti’s
Aspen-4 QPU and known numerically exact results.
The GQCE method lends itself well to NISQ technol-
ogy as it maps the infinite lattice system to an effective
interacting impurity model, which is self-consistently cou-
pled to a non-interacting fermionic bath. To obtain a
self-consistent solution of a set of coupled eigenvalue equa-
tions, the method requires finding the ground state energy
and single-particle density matrix of the impurity model,
which can be done efficiently on QPUs. For the single-site
decoupling used here, we employ VQE with a unitary cou-
pled cluster ansatz. Larger impurity clusters may require
more flexible or adaptive VQE ansatz [84].
Our work demonstrates the current capabilities of NISQ
devices in simulating infinite lattice models of correlated
materials. Even more importantly, exploiting the favor-
able linear scaling of the number of qubits with the size
of the embedding Hamiltonian, we envision that VQE
solutions of small 14-site (28 spin-orbitals) Hubbard-type
models will boost GQCE to the limit of what is currently
possible on classical computers. This makes GQCE a
promising framework for performing challenging compu-
tations of correlated materials in the near term, where
NISQ devices may offer a practical quantum advantage.
ACKNOWLEDGEMENTS
We acknowledge useful discussions with N. Lanata`,
G. Kotliar and the Rigetti team, in particular with A.
Brown, M. Reagor and M. Skilbeck. This work was
supported by the U.S. Department of Energy (DOE),
Office of Science, Basic Energy Sciences, Materials Science
and Engineering Division. The research was performed
at the Ames Laboratory, which is operated for the U.S.
DOE by Iowa State University under Contract No. DE-
AC02-07CH11358.
DATA AVAILABILITY
The GQCE calculations and data are available at
figshare [85].
CODE AVAILABILITY
The GQCE code are available at figshare [74].
[1] R. P. Feynman, Simulating physics with computers, Int J
Theor Phys 21, 467 (1982).
[2] S. Lloyd, Universal quantum simulators, Science , 1073
(1996).
[3] G. Ortiz, J. E. Gubernatis, E. Knill, and R. Laflamme,
Quantum algorithms for fermionic simulations, Phys. Rev.
A 64, 022319 (2001).
[4] R. Somma, G. Ortiz, J. E. Gubernatis, E. Knill, and
R. Laflamme, Simulating physical phenomena by quantum
networks, Phys. Rev. A 65, 042323 (2002).
[5] E. Dagotto, Complexity in strongly correlated electronic
systems, Science 309, 257 (2005).
[6] H. Aoki, N. Tsuji, M. Eckstein, M. Kollar, T. Oka, and
P. Werner, Nonequilibrium dynamical mean-field theory
and its applications, Rev. Mod. Phys. 86, 779 (2014).
[7] C. Giannetti, M. Capone, D. Fausti, M. Fabrizio, F. Parmi-
giani, and D. Mihailovic, Ultrafast optical spectroscopy
of strongly correlated materials and high-temperature
superconductors: a non-equilibrium approach, Advances
in Physics 65, 58 (2016).
[8] D. Basov, R. Averitt, and D. Hsieh, Towards properties
on demand in quantum materials, Nature materials 16,
1077 (2017).
[9] US DOE Basic Energy Sciences roundtable: Opportu-
nities for quantum computing in chemical and mate-
rials sciences, https://science.osti.gov/bes/Community-
Resources/Reports (2017).
[10] J. Preskill, Quantum Computing in the NISQ era and
beyond, Quantum 2, 79 (2018).
[11] F. Arute, K. Arya, R. Babbush, D. Bacon, J. C. Bardin,
R. Barends, R. Biswas, S. Boixo, F. G. Brandao, D. A.
10
Buell, et al., Quantum supremacy using a programmable
superconducting processor, Nature 574, 505 (2019).
[12] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q.
Zhou, P. J. Love, A. Aspuru-Guzik, and J. L. Obrien,
A variational eigenvalue solver on a photonic quantum
processor, Nature communications 5, 4213 (2014).
[13] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-
Guzik, The theory of variational hybrid quantum-classical
algorithms, New Journal of Physics 18, 023023 (2016).
[14] A. Kandala, A. Mezzacapo, K. Temme, M. Takita,
M. Brink, J. M. Chow, and J. M. Gambetta, Hardware-
efficient variational quantum eigensolver for small
molecules and quantum magnets, Nature 549, 242 (2017).
[15] P. J. OMalley, R. Babbush, I. D. Kivlichan, J. Romero,
J. R. McClean, R. Barends, J. Kelly, P. Roushan, A. Tran-
ter, N. Ding, et al., Scalable quantum simulation of molec-
ular energies, Physical Review X 6, 031007 (2016).
[16] A. J. McCaskey, Z. P. Parks, J. Jakowski, S. V. Moore,
T. D. Morris, T. S. Humble, and R. C. Pooser, Quan-
tum chemistry as a benchmark for near-term quantum
computers, npj Quantum Information 5, 1 (2019).
[17] E. Farhi, J. Goldstone, S. Gutmann, J. Lapan, A. Lund-
gren, and D. Preda, A quantum adiabatic evolution al-
gorithm applied to random instances of an np-complete
problem, Science 292, 472 (2001).
[18] A. Aspuru-Guzik, A. D. Dutoi, P. J. Love, and M. Head-
Gordon, Simulated quantum computation of molecular
energies, Science 309, 1704 (2005).
[19] H. R. Grimsley, S. E. Economou, E. Barnes, and N. J. May-
hall, An adaptive variational algorithm for exact molecular
simulations on a quantum computer, Nature Communica-
tions 10, 3007 (2019).
[20] J. Romero, R. Babbush, J. R. McClean, C. Hempel, P. J.
Love, and A. Aspuru-Guzik, Strategies for quantum com-
puting molecular energies using the unitary coupled clus-
ter ansatz, Quantum Science and Technology 4, 014008
(2018).
[21] I. G. Ryabinkin, T.-C. Yen, S. N. Genin, and A. F. Iz-
maylov, Qubit coupled cluster method: a systematic ap-
proach to quantum chemistry on a quantum computer,
Journal of chemical theory and computation 14, 6317
(2018).
[22] I. G. Ryabinkin, R. A. Lang, S. N. Genin, and A. F.
Izmaylov, Iterative qubit coupled cluster approach with
efficient screening of generators, Journal of Chemical The-
ory and Computation 16, 1055 (2020).
[23] D. Wecker, M. B. Hastings, and M. Troyer, Progress to-
wards practical quantum variational algorithms, Physical
Review A 92, 042303 (2015).
[24] R. Babbush, N. Wiebe, J. McClean, J. McClain, H. Neven,
and G. K.-L. Chan, Low-depth quantum simulation of
materials, Physical Review X 8, 011044 (2018).
[25] D. Vollhardt, Correlated electron systems, Singapore:
World Scienti (1993).
[26] A. Georges, G. Kotliar, W. Krauth, and M. J. Rozen-
berg, Dynamical mean-field theory of strongly correlated
fermion systems and the limit of infinite dimensions, Re-
views of Modern Physics 68, 13 (1996).
[27] G. Kotliar, S. Y. Savrasov, K. Haule, V. S. Oudovenko,
O. Parcollet, and C. Marianetti, Electronic structure cal-
culations with dynamical mean-field theory, Reviews of
Modern Physics 78, 865 (2006).
[28] K. Held, Electronic structure calculations using dynamical
mean field theory, Advances in physics 56, 829 (2007).
[29] B. Bauer, D. Wecker, A. J. Millis, M. B. Hastings, and
M. Troyer, Hybrid quantum-classical approach to corre-
lated materials, Physical Review X 6, 031045 (2016).
[30] J. M. Kreula, L. Garc´ıa-A´lvarez, L. Lamata, S. R. Clark,
E. Solano, and D. Jaksch, Few-qubit quantum-classical
simulation of strongly correlated lattice fermions, EPJ
Quantum Technology 3, 1 (2016).
[31] I. Rungger, N. Fitzpatrick, H. Chen, C. Alderete,
H. Apel, A. Cowtan, A. Patterson, D. M. Ramo, Y. Zhu,
N. Nguyen, et al., Dynamical mean field theory algorithm
and experiment on quantum computers, arXiv preprint
arXiv:1910.04735 (2019).
[32] B. Jaderberg, A. Agarwal, K. Leonhardt, M. Kiffner, and
D. Jaksch, Minimum hardware requirements for hybrid
quantum-classical dmft, arXiv preprint arXiv:2002.04612
(2020).
[33] M. C. Gutzwiller, Correlation of electrons in a narrow s
band, Physical Review 137, A1726 (1965).
[34] J. Bu¨nemann, W. Weber, and F. Gebhard, Multiband
gutzwiller wave functions for general on-site interactions,
Physical Review B 57, 6896 (1998).
[35] R. S. Smith, M. J. Curtis, and W. J. Zeng, A
practical quantum instruction set architecture (2016),
arXiv:1608.03355 [quant-ph].
[36] P. J. Karalekas, N. A. Tezak, E. C. Peterson, C. A.
Ryan, M. P. da Silva, and R. S. Smith, A quantum-
classical cloud platform optimized for variational hybrid
algorithms, Quantum Science and Technology 5, 024003
(2020).
[37] G. Sordi, A. Amaricci, and M. J. Rozenberg, Metal-
insulator transitions in the periodic anderson model, Phys-
ical review letters 99, 196403 (2007).
[38] D. E. Logan, M. R. Galpin, and J. Mannouch, Mott
transitions in the periodic Anderson model, J. Phys.:
Condens. Matter 28, 455601 (2016).
[39] N. Lanata`, Y. Yao, C.-Z. Wang, K.-M. Ho, and G. Kotliar,
Phase diagram and electronic structure of praseodymium
and plutonium, Physical Review X 5, 011008 (2015).
[40] N. Lanata`, Y. Yao, X. Deng, V. Dobrosavljevic´, and
G. Kotliar, Slave boson theory of orbital differentiation
with crystal field effects: Application to uo 2, Physical
review letters 118, 126401 (2017).
[41] G. Kotliar and A. E. Ruckenstein, New functional inte-
gral approach to strongly correlated fermi systems: The
gutzwiller approximation as a saddle point, Physical re-
view letters 57, 1362 (1986).
[42] J. Bu¨nemann and F. Gebhard, Equivalence of gutzwiller
and slave-boson mean-field theories for multiband hub-
bard models, Physical Review B 76, 193104 (2007).
[43] F. Lechermann, A. Georges, G. Kotliar, and O. Parcollet,
Rotationally invariant slave-boson formalism and momen-
tum dependence of the quasiparticle weight, Phys. Rev.
B 76, 155102 (2007).
[44] W. F. Brinkman and T. M. Rice, Application of
gutzwiller’s variational method to the metal-insulator
transition, Phys. Rev. B 2, 4302 (1970).
[45] M. Capello, F. Becca, M. Fabrizio, S. Sorella, and
E. Tosatti, Variational description of mott insulators,
Phys. Rev. Lett. 94, 026406 (2005).
[46] J. Kaczmarczyk, J. Spa lek, T. Schickling, and
J. Bu¨nemann, Superconductivity in the two-dimensional
hubbard model: Gutzwiller wave function solution, Phys.
Rev. B 88, 115127 (2013).
11
[47] N. Lanata`, P. Barone, and M. Fabrizio, Superconductivity
in the doped bilayer hubbard model, Phys. Rev. B 80,
224524 (2009).
[48] G. Mazza and A. Georges, Nonequilibrium superconduc-
tivity in driven alkali-doped fullerides, Phys. Rev. B 96,
064515 (2017).
[49] B. Edegger, V. N. Muthukumar, and C. Gros, Gutzwiller–
rvb theory of high-temperature superconductivity: Re-
sults from renormalized mean-field theory and variational
monte carlo calculations, Advances in Physics 56, 927
(2007).
[50] Y. Zhou, K. Kanoda, and T.-K. Ng, Quantum spin liquid
states, Rev. Mod. Phys. 89, 025003 (2017).
[51] F. Lu, J. Zhao, H. Weng, Z. Fang, and X. Dai, Correlated
topological insulators with mixed valence, Physical review
letters 110, 096401 (2013).
[52] Y. Xu, C. Yue, H. Weng, and X. Dai, Heavy weyl fermion
state in ceru4sn6, Phys. Rev. X 7, 011027 (2017).
[53] K. Jiang, S. Zhou, X. Dai, and Z. Wang, Antiferromag-
netic chern insulators in noncentrosymmetric systems,
Phys. Rev. Lett. 120, 157205 (2018).
[54] N. Lanata, Y.-X. Yao, C.-Z. Wang, K.-M. Ho,
J. Schmalian, K. Haule, and G. Kotliar, γ- α isostructural
transition in cerium, Physical review letters 111, 196801
(2013).
[55] G. Borghi, M. Fabrizio, and E. Tosatti, Gutzwiller elec-
tronic structure calculations applied to transition metals:
Kinetic energy gain with ferromagnetic order in bcc fe,
Phys. Rev. B 90, 125102 (2014).
[56] T. Schickling, F. Gebhard, J. Bu¨nemann, L. Boeri, O. K.
Andersen, and W. Weber, Gutzwiller theory of band mag-
netism in laofeas, Physical review letters 108, 036406
(2012).
[57] N. Lanata`, T.-H. Lee, Y.-X. Yao, V. Stevanovic´, and
V. Dobrosavljevic´, Connection between mott physics and
crystal structure in a series of transition metal binary
compounds, npj Computational Materials 5, 1 (2019).
[58] See open-source package Comsuite developed at the US
DOE’s Center for Computational Material Spectroscopy
and Design, https://www.bnl.gov/comscope.
[59] A. Lichtenstein and M. Katsnelson, Antiferromagnetism
and d-wave superconductivity in cuprates: A cluster dy-
namical mean-field theory, Physical Review B 62, R9283
(2000).
[60] T. Maier, M. Jarrell, T. Pruschke, and J. Keller, d -wave
superconductivity in the hubbard model, Phys. Rev. Lett.
85, 1524 (2000).
[61] E. Gull, O. Parcollet, and A. J. Millis, Superconductivity
and the pseudogap in the two-dimensional hubbard model,
Phys. Rev. Lett. 110, 216405 (2013).
[62] H. Park, K. Haule, and G. Kotliar, Cluster dynamical
mean field theory of the mott transition, Physical review
letters 101, 186403 (2008).
[63] R. M. Fernandes, P. P. Orth, and J. Schmalian, Inter-
twined vestigial order in quantum materials: Nematicity
and beyond, Annual Review of Condensed Matter Physics
10, 133 (2019).
[64] P. Rabinowitz, Numerical methods for nonlinear algebraic
equations (Gordon & Breach Science Pub, 1970).
[65] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haber-
land, T. Reddy, D. Cournapeau, E. Burovski, P. Peterson,
W. Weckesser, J. Bright, et al., Scipy 1.0: fundamental
algorithms for scientific computing in python, Nature
methods , 1 (2020).
[66] N. Lanata, Y.-X. Yao, X. Deng, C.-Z. Wang, K.-M. Ho,
and G. Kotliar, Gutzwiller renormalization group, Physi-
cal Review B 93, 045103 (2016).
[67] N. Lanata, T.-H. Lee, Y.-X. Yao, and V. Dobrosavljevic´,
Emergent bloch excitations in mott matter, Physical Re-
view B 96, 195126 (2017).
[68] T.-H. Lee, T. Ayral, Y.-X. Yao, N. Lanata, and G. Kotliar,
Rotationally invariant slave-boson and density matrix
embedding theory: Unified framework and comparative
study on the one-dimensional and two-dimensional hub-
bard model, Physical Review B 99, 115129 (2019).
[69] S. McArdle, T. Jones, S. Endo, Y. Li, S. C. Benjamin, and
X. Yuan, Variational ansatz-based quantum simulation of
imaginary time evolution, npj Quantum Information 5, 1
(2019).
[70] M. Motta, C. Sun, A. T. Tan, M. J. ORourke, E. Ye, A. J.
Minnich, F. G. Branda˜o, and G. K.-L. Chan, Determining
eigenstates and thermal states on a quantum computer
using quantum imaginary time evolution, Nature Physics
16, 205 (2020).
[71] K. Yeter-Aydeniz, R. C. Pooser, and G. Siopsis, Practical
quantum computation of chemical and nuclear energy lev-
els using quantum imaginary time evolution and lanczos
algorithms, arXiv preprint arXiv:1912.06226 (2019).
[72] Y. Yao, N. Lanata`, C.-Z. Wang, K.-M. Ho, and G. Kotliar,
Gutzwiller variational embedding simulation package
(CyGutz), https://doi.org/10.6084/m9.figshare.11987439
(2020).
[73] H. Abraham, I. Y. Akhalwaya, G. Aleksandrowicz,
T. Alexander, G. Alexandrowics, E. Arbel, A. Asfaw,
C. Azaustre, AzizNgoueya, P. Barkoutsos, G. Barron,
L. Bello, Y. Ben-Haim, D. Bevenius, et al., Qiskit: An
open-source framework for quantum computing (2019).
[74] Y. Yao, Python driver of Gutzwiller quantum-
classical embedding simulation framework (PyGQCE),
http://doi.org/10.6084/m9.figshare.11987616 (2020).
[75] A. Kandala, K. Temme, A. D. Co´rcoles, A. Mezzacapo,
J. M. Chow, and J. M. Gambetta, Error mitigation ex-
tends the computational reach of a noisy quantum pro-
cessor, Nature 567, 491 (2019).
[76] R. Bulla, T. A. Costi, and T. Pruschke, Numerical renor-
malization group method for quantum impurity systems,
Reviews of Modern Physics 80, 395 (2008).
[77] S. B. Bravyi and A. Y. Kitaev, Fermionic quantum com-
putation, Annals of Physics 298, 210 (2002).
[78] A. Tranter, S. Sofia, J. Seeley, M. Kaicher, J. McClean,
R. Babbush, P. V. Coveney, F. Mintert, F. Wilhelm, and
P. J. Love, The b ravyi–k itaev transformation: Proper-
ties and applications, International Journal of Quantum
Chemistry 115, 1431 (2015).
[79] L. Piela, Ideas of quantum chemistry. Volume 2, Volume
2, (Elsevier, Amsterdam, 2020) oCLC: 1136963102.
[80] Q. Sun, T. C. Berkelbach, N. S. Blunt, G. H. Booth,
S. Guo, Z. Li, J. Liu, J. D. McClain, E. R. Sayfutyarova,
S. Sharma, et al., Pyscf: the python-based simulations
of chemistry framework, Wiley Interdisciplinary Reviews:
Computational Molecular Science 8, e1340 (2018).
[81] J. C. Spall, Introduction to stochastic search and optimiza-
tion: estimation, simulation, and control, Vol. 65 (John
Wiley & Sons, 2005).
[82] J. Bu¨nemann, F. Gebhard, and R. Thul, Landau-
gutzwiller quasiparticles, Physical Review B 67, 075103
(2003).
12
[83] F. Gebhard and M. Gutzwiller, Gutzwiller wave function,
Scholarpedia 4, 7288 (2009), revision #126979.
[84] H. R. Grimsley, S. E. Economou, E. Barnes, and N. J. May-
hall, An adaptive variational algorithm for exact molecular
simulations on a quantum computer, Nature communica-
tions 10, 1 (2019).
[85] Y. Yao, F. Zhang, C.-Z. Wang, K.-M. Ho, and P. P.
Orth, GQCE calculations for periodic Anderson model,
https://doi.org/10.6084/m9.figshare.11992011 (2020).
Supplemental Materials: Gutzwiller Hybrid Quantum Classical Simulation of Infinite
Systems
Yongxin Yao,1, 2, ∗ Feng Zhang,1 Cai-Zhuang Wang,1, 2 Kai-Ming Ho,1, 2 and Peter P. Orth1, 2
1Ames Laboratory, U.S. Department of Energy, Ames, Iowa 50011, USA
2Department of Physics and Astronomy, Iowa State University, Ames, Iowa 50011, USA
∗ ykent@iastate.edu
ar
X
iv
:2
00
3.
04
21
1v
2 
 [c
on
d-
ma
t.s
tr-
el]
  1
8 J
un
 20
20
2Here we present main formalism of a generalized version of Gutzwiller variational embedding theory for multi-band
systems developed in references [S1, S2], upon which we build the Gutzwiller hybrid quantum-classical simulation
framework.
I. GENERIC HAMILTONIAN
Consider a generic multi-band interacting Hamiltonian for periodic systems of the following form
Hˆ =
∑
k
∑
µν
kµν cˆ
†
kµcˆkν +
∑
Ri
Hˆloci [R], (S1)
where k is the crystal momentum, conjugate to the unit cell position vector R. µ, ν are composite indices of lattice
site, orbital and spin, with orbitals including both uncorrelated orbitals such as s and p-orbitals, as well as correlated
orbitals such as d and f -orbitals. Likewise, the unit cell can refer to a primitive unit cell or a supercell. For convenience,
we explicitly combine some sites and orbitals within the unit cell into groups labelled by index i, which are correlated
due to the presence of Coulomb interactions. For example, a group i can contain a fractionally occupied d-shell only,
or plus the neighboring sites and orbitals to form a cluster. The Hamiltonian defined in the domain of i-group is
denoted by
Hˆloci [R] =
∑
AB
[Hloci ]AB |A,Ri〉〈B,Ri|, (S2)
which includes two-body Coulomb interactions and all the associated one-body terms such as crystal-field splitting
and spin-orbit coupling. A,B label the complete Fock state or occupation number basis set of the local Hilbert space
defined by the spin-orbitals in the i-group,
|A,Ri〉 ≡
∏
α
(
cˆ†Riα
)〈A| nˆRiα |A〉 |∅〉 , (S3)
with nˆ the number operator and |∅〉 the vacuum state. α runs through the site, orbital and spin in the i-group. The
first component of Eq. S1 contains the remaining part of the Hamiltonian, which are in quadratic form and mainly
kinetic energy terms. The Hamiltonian can describe lattice model systems, such as Hubbard model, or real materials
through mean-field electronic structure calculations such as density functional theory.
II. GUTZWILLER VARIATIONAL ANSATZ
To solve for the ground state of the model beyond Hartree-Fock mean-field level, the GQC framework adopts the
Gutzwiller variational wavefunction (GWF) ansatz,
|ΨG〉 =
∏
Ri
PˆRi |Ψ0〉 , (S4)
with
PˆRi =
∑
A,B
[Λi]AB |A,Ri〉〈B,Ri|. (S5)
Variational parameters {Λi} have been introduced in the Gutzwiller projector PˆRi to optimize local correlated sectors
of the noninteracting wavefunction |Ψ0〉. A general square-matrix form of Λi is enforced by the invariance of the total
energy functional under unitary transformations in the linear subspace of orbitals in the i-group.
The expectation value of the Hamiltonian (S1) with respect to GWF can not be evaluated analytically, except for
some simple cases in certain limits [S3, S4]. Therefore, numerical results have to obtained through variational quantum
Monte Carlo simulations without further approximation. To express the total energy functional in a semi-analytical
form, which enables more efficient numerical calculations, we adopts the Gutzwiller approximation (GA) [S1, S5–S7],
which becomes exact for systems in infinite dimension or with infinite coordination number [S4]. GA is equivalent to
rotationally invariant slave-boson method with saddle-point approximation [S2, S8, S9].
3For nonlocal one-particle density operator or hopping operator cˆ†RµcˆR′ν , which cannot be fully represented in the
reduced local Hilbert space spanned by the spin-orbitals at a single group, the expectation value has a closed form as
that of the noninteracting wavefunction subject to additional renormalization
〈ΨG| cˆ†RµcˆR′ν |ΨG〉 = RaµR†νb〈Ψ0| fˆ†RµfˆR′ν |Ψ0〉, (S6)
with R the so-called Gutzwiller renormalization matrix. The quasiparticle fˆ operator is introduced to distinguish it
from the physical cˆ operators defined in the Hamiltonian. The expectation value (S6) manifests the local electron
correlation-induced renormalization effects on the kinetic energy of the systems.
For any local observable in i-group Oˆi[{cˆ†iα}, {cˆiα}], which is defined in a local correlated Hilbert space, the expec-
tation value can be rigorously evaluated through the local reduced many-body density matrix, or equivalently the
ground state wavefunction Φi of the Gutzwiller embedding Hamiltonian Hˆembi at site i
〈ΨG| Oˆi |ΨG〉 = 〈Φi| Oˆi |Φi〉, (S7)
with the embedding Hamiltonian of the following form
Hˆembi [D,D†;λc] = Hˆloci +
∑
aα
(
[Di]aαcˆ†iαfˆia + h.c.
)
+
∑
ab
[λci ]abfˆibfˆ
†
ia. (S8)
The embedding Hamiltonian essentially describes a physical impurity Hˆloci coupled to a quadratic bath λc of the same
orbital dimension, with a coupling matrix D.
The total energy of the system per unit cell can now be written as
E = 〈Ψ0| TˆG[R,R†] |Ψ0〉+
∑
i
〈Φi| Hˆloci |Φi〉, (S9)
with
TˆG[R,R†] = 1
Nk
∑
k
∑
µν
∑
ab
kµνRaµR†νbfˆ†kafˆkb. (S10)
It consists of contribution from the expectation value of an effective quasi-particle Hamiltonian and that of the
quantum embedding Hamiltonians.
III. LAGRANGE EQUATIONS
The total energy in Eq. S9 is to be minimized in the parameter space defined the noninteracting wavefunction Ψ0
and local Hilbert space of each nonequivalent embedding Hamiltonian, subject to the Gutzwiller constraints [S6, S10]
〈Φi|Φi 〉 = 1, (S11)
〈Φi| fˆibfˆ†ia |Φi〉 = 〈Ψ0| fˆ†iafˆib |Ψ0〉. (S12)
The constrained minimization can be conveniently formulated with the following Lagrange function
L[Ψ0, Ep; Φ, Ec;R,R†, λ;D,D†, λc; ∆p] = 〈Ψ0| TˆG[R,R†] |Ψ0〉+ Ep(1− 〈Ψ0|Ψ0 〉)
+
∑
i
[
〈Φi| Hˆembi [D,D†;λc] |Φi〉+ Eci (1− 〈Φi|Φi 〉)
]
−
∑
i
[∑
ab
([λi]ab + [λ
c
i ]ab) [∆pi]ab +
∑
caα
(
[Di]aα[Ri]cα [∆pi(1−∆pi)]
1
2
ca + c.c.
)]
.
(S13)
4The minimization of the Lagrange function with respect to all of the independent variables leads to the following
Lagrange equations
HˆqpG [R,R†;λ] |Ψ0〉 = Ep |Ψ0〉 , (S14)
〈Ψ0| fˆ†iafˆib |Ψ0〉 = [∆pi]ab, (S15)
〈Ψ0| ∂TˆG[R,R
†]
∂Riaα |Ψ0〉 =
∑
c
[Di]cα [∆pi(1−∆pi)]
1
2
ac , (S16)∑
cbα
∂
∂dpis
[∆pi(1−∆pi)]
1
2
cb [Di]bα[Ri]cα + c.c.+ [l + lc]is = 0, (S17)
Hˆembi [D,D†;λc] |Φi〉 = Eci |Φi〉 , (S18)[
F (1)i
]
aα
≡
∑
c
[∆pi(1−∆pi)]−
1
2
ca 〈Φi| cˆ†iαfˆic |Φi〉 − [Ri]aα = 0, (S19)[
F (2)i
]
ab
≡ 〈Φi| fˆibfˆ†ia |Φi〉 − [∆pi]ab = 0, (S20)
with
HˆqpG [R,R†;λ] ≡ TˆG[R,R†] +
∑
iab
[λi]abfˆ
†
iafˆib. (S21)
In the derivation, we have expanded the local one-particle matrix λ, λc, and ∆p in a complete set of local symmetry-
adapted orthonormal Hermitian matrix basis {his} as follows
λi =
∑
s
lishis, (S22)
λci =
∑
s
lcishis, (S23)
∆pi =
∑
s
dpis[h
T ]is. (S24)
IV. HYBRID QUANTUM-CLASSICAL COMPUTING
The Gutzwiller variational approach has been shown to be highly effective to describe ground state properties of
correlated electron systems [S1, S2, S11–S15]. For correlated multi-orbital systems, the ground state solution of the
Gutzwiller embedding Hamiltonian becomes the bottleneck for computational load in classical computers. However,
quantum computers offer a potentially exponential speedup in solving ground state and dynamics of quantum systems,
taking advantage of the superposition and entanglement in the qubit space. With the fast development of the near-term
noisy quantum (NISQ) computing technology, various hybrid quantum eigensolvers with feasible shallow quantum
circuits have been proposed. Applications to simple molecules have been demonstrated on real NISQ devices [S16–
S19]. The Gutzwiller quantum embedding Hamiltonian in Eq.S8, in a form similar to finite molecule but with
simplified two-body Coulomb interaction, can naturally be solved using NISQ devices.
Gutzwiller theory can be combined with first-principles electronic structure method such as DFT, and readily
simulate real correlated materials. Figure S1 illustrates the algorithmic flow of the GQC calculations of real materials,
in combination with DFT. Starting from the crystal structure of real material, self-consistent DFT calculation produces
the band energies {nk} and band wave functions {ψnk}, which defines the quadratic part of the model. The generic
Hubbard model is obtained by adding explicitly the local onsite Coulomb interactions for the correlated atomic shells,
which is subsequently solved following the above Gutzwiller ansatz. Quantum computers are used to solve the ground
state of the Gutzwiller embedding Hamiltonian for great potential scalability and efficiency. The solution of the
Gutzwiller Lagrange equations leads to renormalized electron density, which is fed back to DFT for further iteration
until convergence. Such Gutzwiller hybrid quantum-classical simulation framework will extend the impact of NISQ
technologies to infinite systems, addressing condensed matter physics and material science problems.
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