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Abstract
We analyze the worldline formalism in the presence of a gravitational background. In
the worldline formalism a path integral is used to quantize the worldline coordinates of the
particles. Contrary to the simpler cases of scalar and vector backgrounds, external gravity
requires a precise definition of the ultraviolet regularization of the path integral. Taking into
account the UV regularization, we describe the first quantized representation of the one-loop
effective action for a scalar particle. We compute explicitly the contribution to the graviton
tadpole and self-energy to test the validity of the method. The results obtained by usual field
theoretical Feynman diagrams are reproduced in an efficient way. Finally, we comment on
the technical problems related to the factorization of the zero mode from the path integral
on the circle.
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1
1 Introduction
The worldline path integral formulation of quantum field theory provides an alternative and
efficient method for computing Feynman diagrams. This method has quite a long history [1].
More recently, it has been developed further by viewing it as the particle limit of string theory
[2] and discussed directly as the first quantization of point particles [3, 4] (see [5] for a review
and a list of references). In all these developments a difficult problem was the inclusion of
gravity, even as a background. In fact, gravity generically decouples in a naive particle limit
of string theory, while in a direct worldline formulation the gravitational background leads to
a path integral which necessarily requires a detailed discussion of ultraviolet regularizations.
Nevertheless, much progress has been made in [6] where string inspired rules were developed.
In this paper we address the use of the worldline formalism in the presence of background
gravity starting directly from the first quantization of point particles. We will describe how
the interesting conceptual problems posed by the gravitational background (see section 7.2 of
ref. [5]) can be dealt with. We consider for simplicity the case of the one-loop effective action
for a scalar particle in a gravitational background. We will show that by properly taking into
account a precise ultraviolet regularization scheme for the one-dimensional worldline path
integral allows one to include a gravitational background into the worldline formalism.
The euclidean one-loop effective action Γ[g] that we shall consider is the one obtained by
quantizing a Klein-Gordon field φ coupled to gravity
S[φ, g] =
∫
dDx
√
g
1
2
(gµν∂µφ∂νφ+m
2φ2 + ξRφ2) (1)
and formally reads (e−Γ[g] =
∫ Dφ e−S[φ,g])
Γ[g] =
1
2
Tr log(− +m2 + ξR) (2)
with ξ describing an additional non-minimal coupling.
This effective action can also be obtained by considering the first quantization of a scalar
point particle with coordinates xµ and action [7]
S[e, xµ] =
∫ 1
0
dτ
1
2
[e−1gµν(x)x˙
µx˙ν + e(m2 + ξR(x))] (3)
where e is an auxiliary einbein and x˙µ = ∂τx
µ, and requiring that the worldline is a closed
loop (i.e. imposing periodic boundary conditions for all fields). By a standard gauge fixing
procedure [3] one can eliminate the einbein by the gauge condition e(τ) = 2T (the factor
2 is conventional and it is used here to obtain standard QFT formulas), thus leaving an
integration over the proper time parameter T (the ghosts decouple and a factor 1
T
is due to
the presence of an isometry on the circle)
Γ[g] = −1
2
∫ ∞
0
dT
T
∫
Dx e−Sgf [xµ] (4)
where
Sgf [x
µ] =
∫ 1
0
dτ
(
1
4T
gµν(x)x˙
µx˙ν + T (m2 + ξR(x))
)
. (5)
Now one is left with a path integration over the coordinates xµ. This is non-trivial as the
nonlinear sigma model in (5) needs a regularization. Such nonlinear sigma models have been
used previously to evaluate trace anomalies in 2, 4 and 6 dimensions [8, 9, 10], and in that
context three different regularizations have been analyzed: mode regularization (MR) [8, 11],
time slicing (TS) [12], and dimensional regularization (DR) [13]. The DR regularization was
developed after the results of [14] which dealt with nonlinear sigma model in the infinite
propagation time limit. All these regularizations require different counterterms to produce
the same physical results. The optimal choice for perturbative calculations is the DR scheme
which requires a coordinate invariant counterterm
∆SDR =
∫ 1
0
dτ 2T VDR (6)
to be added to (5) with VDR = −18R. The MR and TS schemes on the contrary need
each non-covariant counterterms, VMR and VTS, that compensate the non-covariance of the
regularization procedure.
A second technical issue concerns the ways one treats a constant zero mode for the path
integral on the circle. One option was already used in trace anomalies calculations. It
consists in first considering loops with a fixed base-point xµ0 in target space, and then inte-
grating over the position of that base-point. The coordinates xµ(τ) have Dirichlet boundary
conditions (DBC) xµ(0) = xµ(1) = xµ0 , so that the quantum fields y
µ(τ) = xµ(τ) − xµ0 de-
scribe fluctuations around the background position xµ0 which must vanish at τ = 0, 1. These
quantum fields have a kinetic term without zero modes and the propagators can be derived
immediately. This way of casting the path integral computation delivers a covariant effective
lagrangian density. A second option, sometimes called “string inspired”, consists in directly
separating out the constant zero mode xµ0 =
∫ 1
0 dτ x
µ(τ) of the differential operator ∂2τ on the
circle. The fields yµ(τ) = xµ(τ)− xµ0 are now defined on the circle and thus satisfy periodic
boundary conditions (PBC). The corresponding propagators are periodic and translationally
invariant. This set up is simpler than the first one since in actual computations one can use
translational invariance on the circle. However, it has the disadvantage that it produces
an effective lagrangian density with certain total derivative terms which are non-covariant.
This non-covariance invalidates any advantage of using Riemann normal coordinates [15].
These two options are summarized in figures 1 and 2. Other choices for treating the zero
mode can be found in [16, 5]. The total derivative terms of the “string inspired” method
are present not only in the gravitational case. They exist also for standard field theories in
3
flat space, including gauge theories, but in that case they are not bothersome, since they do
not violate gauge invariance. In fact, they are even beneficial since their addition leads to a
more compact form of the effective action [17].

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Figure 1: Dirichlet boundary conditions at x0 (DBC)

x
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Figure 2: Periodic boundary conditions without zero mode (PBC)
In the following we shall consider the one-loop effective action as the generator of 1PI
graphs and we shall evaluate directly the terms obtained after functional differentiation.
In such a situation total derivative terms which may be present in the effective lagrangian
density are harmless. Thus the simplest way to set up the computations in the worldline
scheme is to use the “string inspired” method for separating out the zero mode together
with worldline dimensional regularization. This way we will obtain the correct contribution
to the tadpole and self-energy of the graviton, showing the correctness and efficiency of the
worldline formalism in this context.
As already mentioned, previous results in the string inspired framework for describing
theories coupled to gravity were presented in [6], and more recently in [18] where perturbative
formulations of certain gravitational theories have been systematically carried out by using
relations between open and closed string amplitudes. In the present paper we only consider
external gravity, but it would be quite interesting to extend our results by learning how to
include other particles as well as gravity itself in the loops, and possibly making contact with
the rules developed in [6, 18].
The paper is organized as follows. In section 2 we describe the worldline formalism with
background gravity. In section 3 we present explicit computations of the one- and two-
point functions, which give the scalar particle contributions to the cosmological constant
and graviton self-energy, respectively. In section 4 we test the correctness of our results by
first showing that the expected Ward identities are satisfied, and then by comparing with
a standard Feynman graph calculation. In section 5 we discuss the total derivative terms
that one finds in computing directly the effective lagrangian density with the PBC (“string
4
inspired”) propagators. Finally we present our conclusion in section 6 and put in an appendix
our conventions and some useful formulae.
2 The worldline formalism
The worldline formalism for a scalar particle in a gravitational background leads us to con-
sider the following representation of the one-loop effective action
Γ[g] = −1
2
∫ ∞
0
dT
T
∫
Dx e−Sgf [xµ] (7)
where
Sgf [x
µ] =
∫ 1
0
dτ
(
1
4T
gµν(x)x˙
µx˙ν + T (m2 + ξR(x))
)
(8)
and with the fields xµ(τ) satisfying periodic boundary conditions at τ = 0, 1. Because
of derivative interactions present in this nonlinear sigma model divergences may arise in
the quantum-mechanical loop corrections. Thus one needs a regularization. However one
does not need infinite renormalization: the covariant path integral measure produces other
infinities that cancel the original ones [19]. This measure is of the form
Dx = Dx ∏
0≤τ<1
√
det gµν(x(t)) (9)
where Dx =
∏
τ d
Dx(τ) denotes the standard translationally invariant measure. It can be
represented more conveniently by introducing bosonic aµ and fermionic bµ, cµ ghosts which
satisfy the same periodic boundary conditions of the coordinates xµ [8, 9]
Dx = Dx ∏
0≤τ<1
√
det gµν(x(t)) = Dx
∫
DaDbDc e−Sgh[x,a,b,c] (10)
where
Sgh[x, a, b, c] =
∫ 1
0
dτ
1
4T
gµν(x)(a
µaν + bµcν) . (11)
After having selected a regularization scheme one may explicitly check that all divergences
cancel and only certain spurious finite terms are left over. The latter are compensated by a
finite counterterm VCT associated with the chosen regularization scheme.
Here we will adopt dimensional regularization which was shown in [13] to require the
covariant counterterm
∆SDR[x] =
∫ 1
0
dτ 2T VDR(x) (12)
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with VDR = −18R. In dimensional regularization, as developed in [13], one may proceed as
follows: (i) one extends the original compact space I = [0, 1] by adding d infinite dimensions,
(ii) uses partial integration in the regulated d + 1 dimensions to cast in simpler forms the
integrals arising in perturbation theory, (iii) computes those simpler forms by first removing
the regularization (i.e. sending d → 0) in case that no ambiguities are left over at d = 0
[13, 10]. This procedure frees one from the need of computing tricky integrals at arbitrary
complex d+ 1 dimensions, as done instead in the usual QFT dimensional regularization. In
all the cases analyzed so far this recipe has been enough to compute the required integrals.
Collecting all terms, the formula for the effective action in the worldline DR scheme is
given by
Γ[g] = −1
2
∫ ∞
0
dT
T
∫
DxDaDbDc e−S (13)
with
S =
∫ 1
0
dτ
(
1
4T
gµν(x˙
µx˙ν + aµaν + bµcν) + T (m2 + ξ¯R)
)
(14)
where ξ¯ = ξ − 1
4
takes into account the DR counterterm.
This effective action can be used immediately to obtain (1PI) correlation functions by
varying the metric gµν and then setting gµν = δµν . Alternatively, one can obtain correlation
functions directly in momentum space. One considers the effective action as a power series
in hµν = gµν − δµν , substitutes the hN term with plane waves of definite polarizations
hµν(x) =
N∑
i=1
ǫ(i)µνe
ipi·x (15)
and then picks up the terms linear in each ǫ(i)µν : this gives the contribution to the N -graviton
amplitude in momentum space Γ˜ǫ1,..,ǫN(p1,..,pN) (see notation in eq. (39)).
This way one is left with quantum mechanical correlation functions on the circle of the
form
〈
(x˙µ11 x˙
ν1
1 + a
µ1
1 a
ν1
1 + b
µ1
1 c
ν1
1 )e
ip1·x1 · · · (x˙µNN x˙νNN + aµNN aνNN + bµNN cνNN )eipN ·xN
〉
(16)
where the fields x1, a1 stand for x(τ1), a(τ1) and so on (this formula is exact for ξ¯ = 0, the
general case has additional contact terms due to vertices with multiple graviton legs arising
from the expansion of the ξ¯R term).
On the circle the free kinetic term of the coordinates xµ has a zero mode. One option is
to split
xµ(τ) = xµ0 + y
µ(τ), yµ(τ) =
∑
n 6=0
yµne
2πinτ (17)
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where xµ0 is the constant zero mode of the differential operator ∂
2
τ and y
µ(τ) are the quantum
fluctuations. After inclusion of the quantum fluctuations one must integrate over all possible
zero modes, i.e. all possible positions of the particle loop in target space. Thus the path
integration is split as
Dx =
1
(4πT )
D
2
dDx0Dy . (18)
The kinetic term for the quantum fields yµ is now invertible and the corresponding path
integral is normalized to unity
∫
Dy e−
∫
1
0
dτ 1
4T
y˙2 = 1 . (19)
The propagators are translationally invariant and read
〈yµ(τ)yν(σ)〉 = −2T δµν ∆(τ − σ)
〈aµ(τ)aν(σ)〉 = 2T δµν ∆gh(τ − σ)
〈bµ(τ)cν(σ)〉 = −4T δµν ∆gh(τ − σ) (20)
where ∆ and ∆gh are given by
∆(τ − σ) = −∑
n 6=0
1
4π2n2
e2πin(τ−σ) =
1
2
|τ − σ| − 1
2
(τ − σ)2 − 1
12
∆gh(τ − σ) =
∞∑
n=−∞
e2πin(τ−σ) = δ(τ − σ) . (21)
With these propagators one can compute the averages in (16) using the Wick theorem.
Note that integration over the zero mode dDx0 in (18) produces through the exponentials
in (16) a delta function
(2π)DδD(p1 + · · ·+ pN ) (22)
enforcing momentum conservation. With momentum conservation the constant part of the
propagator ∆ drops out from (16) and may be set to zero. Thus instead of ∆ one may use
the effective propagator
∆0(τ − σ) = 1
2
|τ − σ| − 1
2
(τ − σ)2 (23)
which satisfies ∆0(0) = 0.
We will apply and test this set up to compute one- and two-point functions in the next
section.
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3 One- and two-point functions
We begin with the rather simple one-point function which gives the scalar particle contri-
bution to the cosmological constant in figure 3. Taking from the effective action the term
linear in hµν and substituting for hµν the expression (15) with just one plane wave produces
Γ˜ǫ(p) =
1
2
∫ ∞
0
dT
T
e−m
2T 1
(4πT )
D
2
∫
dDx0
1
4T
ǫµν
∫ 1
0
dτ
〈
(y˙µy˙ν + aµaν + bµcν)eip·(x0+y)
〉
. (24)

Figure 3: Graviton tadpole
The integration over dDx0 gives the momentum delta function (2π)
DδD(p), which for simplic-
ity we factorize together with the polarization tensor ǫµν . Momentum conservation eliminates
the exponential and the remaining Wick contractions leave us with3
Γµν(0) = −
δµν
4
∫ ∞
0
dT
T
e−m
2T 1
(4πT )
D
2
∫ 1
0
dτ (•∆•(τ − τ) + ∆gh(τ − τ)) . (25)
The integrals of the propagators can be treated in DR, but it is immediately clear from eq.
(21) that only the term from the ghost zero mode contributes
•∆•(τ − τ) + ∆gh(τ − τ) = 1 . (26)
Here we see explicitly the effect of the ghosts that eliminate potential divergences in quantum
mechanics. Now the integral over the proper time leads directly to a gamma function if the
target space dimension D is turned into a complex number (this is dimensional regularization
in target space and regulates the QFT ultraviolet divergences). So we are left with the result
Γµν(0) = −
δµν
4
(m2)
D
2
(4π)
D
2
Γ
(
− D
2
)
. (27)
Note that the terms linear in hµν and coming from the expansion of the scalar curvature in
(14) vanish at zero momentum. This tadpole diagram diverges at even dimensions D and
must be renormalized. Of course, one may keep D fixed and use instead a cut-off in the
proper time as an alternative regularization.
We now discuss the more interesting two-point function. Let’s consider first the simpler
case with ξ¯ = 0 (i.e. ξ = 1
4
). This is special since only vertices with one graviton are present,
see figure 4. The term of the effective action quadratic in the metric fluctuations hµν is
3Here we consider ∆(τ, σ) = ∆(τ − σ) as function of two variables, and dots on the left/right denote
derivatives with respect to τ/σ. Later on we will also denote by ∆|τ evaluation at coinciding points σ = τ .
8
Figure 4: Graviton self-energy
Γ˜ǫ1,ǫ2(p1,p2) = −
1
2
∫ ∞
0
dT
T
e−m
2T 1
(4πT )
D
2
∫
dDx0
〈
1
2
(∫ 1
0
dτ
1
4T
hµν(y˙
µy˙ν + aµaν + bµcν)
)2〉∣∣∣∣
lin ǫ1,ǫ2
(28)
where
hµν = ǫ
(1)
µν e
ip1·x + ǫ(2)µν e
ip2·x . (29)
As before the zero mode integration gives a delta function for momentum conservation, which
we factorize again for notational simplicity. Then a straightforward application of the Wick
theorem produces
Γǫ1ǫ2(p,−p) = −
1
8
1
(4π)
D
2
∫ ∞
0
dT
T 1+
D
2
e−m
2T (r1I1 + r2I2 − 2Tp2(r3I3 − r4I4) + 4T 2p4r5I5) (30)
where p = p1 = −p2 and ri = ǫ(1)µνRµναβi ǫ(2)αβ with
Rµναβ1 = δ
µνδαβ
Rµναβ2 = δ
µαδνβ + δµβδνα
Rµναβ3 =
1
p2
(δµαpνpβ + δναpµpβ + δµβpνpα + δνβpµpα)
Rµναβ4 =
1
p2
(δµνpαpβ + δαβpµpν)
Rµναβ5 =
1
p4
pµpνpαpβ (31)
while the integrals coming from the quantum mechanical correlation functions are given by
I1 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆• +∆gh)|τ (•∆• +∆gh)|σ e−2Tp2∆0
I2 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆•2 −∆2gh) e−2Tp
2∆0
I3 =
∫ 1
0
dτ
∫ 1
0
dσ •∆ •∆•∆• e−2Tp
2∆0
I4 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆• +∆gh)|τ (∆•)2 e−2Tp2∆0
I5 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆)2 (∆•)2 e−2Tp
2∆0 . (32)
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Translational invariance can be used at once by fixing σ = 0. Then one obtains the following
results by using dimensional regularization when necessary
I1 =
∫ 1
0
dτ e−Tp
2(τ−τ2)
I2 =
1
4
Tp2 − 2 + I1
I3 =
1
8
− 1
2Tp2
(1− I1)
I4 =
1
2Tp2
(1− I1)
I5 =
1
8Tp2
− 3
4T 2p4
(1− I1) . (33)
At this stage the proper time integral can be carried out at complex D and yields
(4π)
D
2 Γ(p,−p) = −1
8
Γ
(
− D
2
)[
(P 2)
D
2 (R1 +R2 −R3 − R4 + 3R5)− (m2)D2 (2R2 − R3 −R4 + 3R5)
]
− 1
32
Γ
(
1− D
2
)
p2(m2)
D
2
−1(R2 −R3 + 2R5) (34)
where in our shorthand notation we have factorized the polarization tensors ǫ(i)µν , suppressed
tensor indices, and used the expression
(P 2)x =
∫ 1
0
dτ (m2 + p2(τ − τ 2))x . (35)
The additional terms ∆Γ(p,−p) present for the case ξ¯ 6= 0 correspond to figure 5 and can
be quickly derived by using the expansion of the scalar curvature reported in eq. (61) of the
appendix. They read
(4π)
D
2 ∆Γ(p,−p) = − ξ¯
8
Γ
(
1− D
2
)
p2
[
(m2)
D
2
−1(2R1 +R2 −R3 − 2R4 + 4R5)
−4(P 2)D2 −1(R1 −R4 +R5)
]
− ξ¯
2
2
Γ
(
2− D
2
)
p4(P 2)
D
2
−2(R1 −R4 +R5) . (36)

Figure 5: Additional graph for graviton self-energy
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4 Ward identities and standard Feynman graphs
Ward identities follow from general coordinate invariance and can be used to test our previous
results. General coordinate invariance implies conservation of the induced stress tensor
∇(x)µ
1√
g(x)
δΓ[g]
δgµν(x)
= 0 . (37)
We use the notation
δnΓ[g]
δgµ1ν1(x1)..δgµnνn(xn)
∣∣∣∣
gµν=δµν
≡ Γµ1ν1,..,µnνn(x1,..,xn) (38)
and Fourier transform to momentum space by
Γ˜(p1,..,pn) = (2π)
Dδ(p1 + ..+ pn)Γ(p1,..,pn) =
∫
dx1..dxn e
ip1x1+..+ipnxn Γ(x1,..,xn) . (39)
Thus from (37) we get the following Ward identity relating the one- and two-point functions
pµΓ
µν,αβ
(p,−p) +
1
2
pµ(δ
νβΓµα(0) + δ
ναΓµβ(0))−
1
2
pνΓαβ(0) = 0 . (40)
It is immediate to verify from eqs. (27), (34), (36) that this identity is satisfied for any value
of ξ.
One may note that the two-point function can be written in a more compact form which
makes it easier to check the Ward identity. Defining the tensors
S1 = R1 − R4 +R5
S2 = R2 − R3 + 2R5 (41)
which satisfy pµS
µναβ
1 = pµS
µναβ
2 = 0 allows one to write the full two-point function as
(4π)
D
2 Γfull(p,−p) = −
1
8
Γ
(
− D
2
)[
(m2)
D
2 (R1 −R2) + ((P 2)D2 − (m2)D2 )(S1 + S2)
]
− 1
32
Γ
(
1− D
2
)
p2
[
(m2)
D
2
−1S2
]
− ξ¯
8
Γ
(
1− D
2
)
p2
[
(m2)
D
2
−1(2S1 + S2)− 4(P 2)D2 −1S1
]
− ξ¯
2
2
Γ
(
2− D
2
)
p4
[
(P 2)
D
2
−2S1
]
. (42)
The value ξ = 0 (ξ¯ = −1
4
) describes the result for a scalar with a minimal coupling. A
conformally coupled scalar needs instead the value ξ = (D−2)
4(D−1)
(i.e. ξ¯ = 1
4(1−D)
) together with
m2 = 0. Finally, the value ξ = 1
4
(ξ¯ = 0) allows for the simplest computation in the worldline
formalism as all possible vertices contain one graviton only: this is going to be quite useful
for the worldline description of spin 1/2 fermions.
To dispel any further doubt we have repeated the above calculations using the standard
Feynman rules obtained from the action in eq. (1) and found the expected agreement4.
4It is likely that the explicit result for the two-point function due to a scalar loop is present somewhere
in the literature, however we have not found it.
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5 On the factorization of zero modes
One can repeat the previous worldline computation using instead the propagators with
Dirichlet boundary conditions for both coordinates and ghosts. The propagators are dif-
ferent and, in particular, are not translationally invariant. As a consequence the integrals
arising fromWick contractions are more complicated and rather laborious to evaluate. These
propagators are again given by
〈yµ(τ)yν(σ)〉 = −2T δµν ∆(τ, σ)
〈aµ(τ)aν(σ)〉 = 2T δµν ∆gh(τ, σ)
〈bµ(τ)cν(σ)〉 = −4T δµν ∆gh(τ, σ) (43)
but with Green functions ∆ and ∆gh satisfying vanishing DBC
∆(τ, σ) =
∞∑
m=1
[
− 2
π2m2
sin(πmτ) sin(πmσ)
]
= (τ − 1)σ θ(τ − σ) + (σ − 1)τ θ(σ − τ)
∆gh(τ, σ) =
∞∑
m=1
2 sin(πmτ) sin(πmσ) = δ(τ, σ) (44)
where θ(τ − σ) is the standard step function and δ(τ, σ) is the Dirac’s delta function van-
ishing at the boundaries. Note again that these functions are not translationally invariant.
Moreover the values of ∆ and •∆ at coinciding points (which we denote by ∆|τ and •∆|τ ) are
non-vanishing and, in fact, not even constant. One must keep track of them in the integrals
obtained after Wick contractions. For example, the complete form of the integrals written
in eq. (32) for the two-point function in the PBC method are given in general by
I1 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆• +∆gh)|τ (•∆• +∆gh)|σ eTp2(∆|τ+∆|σ−2∆)
I2 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆•2 −∆2gh) eTp
2(∆|τ+∆|σ−2∆)
I3 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆− •∆|τ ) •∆• (∆• −∆•|σ) eTp2(∆|τ+∆|σ−2∆)
I4 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆• +∆gh)|τ (∆• −∆•|σ)2 eTp2(∆|τ+∆|σ−2∆)
I5 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆− •∆|τ )2 (∆• −∆•|σ)2 eTp2(∆|τ+∆|σ−2∆) . (45)
Note that the expressions in (32) are immediately recovered when using the properties of the
PBC propagators. Dimensional regularization can still be used to compute these integrals,
but their values with the DBC propagators differs from the ones reported in (33). This
is correct, as there are additional terms that must be included. In fact, the ghosts have
vanishing boundary conditions at τ = 0, 1 and so they cannot create the covariant measure
12
√
g(x0) for the integration over the base-point x
µ
0 . This factor must appear directly in the
path integral measure
Dx =
1
(4πT )
D
2
dDx0
√
g(x0)Dy (46)
and generates additional terms (compare with eq. (18)). Suffice here to mention that the
extra contributions coming from the factor
√
g(x0) (there are quadratic terms in hµν from
the direct expansion of
√
g(x0) and a cross term from
√
g(x0) and the action) are essential to
recover the final answer reported in eq. (42). It is quite simple to verify this for the tadpole.
The full contribution comes from the expansion of the factor
√
g(x0), while the remaining
term from the path integral vanishes since∫ 1
0
dτ (•∆• +∆gh)|τ =
∫ 1
0
dτ ∂τ (∆
•|τ ) = 0 (47)
as one verifies from eq. (44) using dimensional regularization5 (compare this result with eq.
(26)). As a consequence we conclude that the string inspired approach is more efficient for
computing correlation functions.
On the other hand, if one is interested in computing directly the effective action the
opposite is true. In fact, non-covariant total derivative terms which seem to arise in the
string inspired approach make the choice of Riemann normal coordinates not useful at all
[15]. To test these expectations we now compute the leading terms of the effective action
(in the proper time expansion) using both schemes, and exhibit the total derivative term
arising at the leading order. The computation is structurally the same as the one carried
out in the heat kernel approach by DeWitt [20]. The difference is that instead of solving
the heat equation with an ansatz to find recursive relations for the so-called Seeley-DeWitt
coefficients, we compute those coefficients directly with a worldline path integral.
We start from the effective action written as in eq. (13). Using arbitrary coordinates we
get the following expansion
Γ[g] = −1
2
∫ ∞
0
dT
T
e−m
2T
(4πT )
D
2
Z(T ) (48)
where Z(T ) is given by
Z(T ) =
∫
dDx0
√
g(x0)
〈
1− S3 − S4 + 1
2
S23 + ...
〉
(49)
with the vertices
S3 =
1
T
∫ 1
0
dτ
[1
4
∂αgµν(x0) y
α(y˙µy˙ν + aµaν + bµcν)
]
S4 =
1
T
∫ 1
0
dτ
[1
8
∂α∂βgµν(x0) y
αyβ(y˙µy˙ν + aµaν + bµcν) + T 2ξ¯R(x0)
]
. (50)
5This identity is valid also in mode regularization, but not in time slicing. It is easy to check that also
these other regularizations produce the correct value of the tadpole.
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Notice that we expand around the fixed point x0 (the “base-point” in the DBC method
and the “zero-mode point” in the PBC method) but keep the metric arbitrary. Thus all
propagators carry the inverse metric evaluated at that point
〈yµ(τ)yν(σ)〉 = −2T gµν(x0) ∆(τ, σ) (51)
and similarly for the ghosts.
We use a short hand notation for the various tensor structures appearing after the Wick
contractions (see appendix). We find that 〈S3〉 vanishes as it contains an odd number of
fields and
〈−S4〉 = −T
2
[
A1g
µν∂2gµν + 2A2∂
µ∂νgµν
]
− T ξ¯R
〈
1
2
S23
〉
= −T
4
[
B1(g
µν∂αgµν)
2 + 4B2(g
µν∂αgµν)(∂
βgβα) + 2B3(∂αgµν)
2
+ 4B4(∂
µgνα)(∂νgµα) + 4B5(∂
µgµν)
2
]
(52)
with all tensor structures evaluated at x0, and with
A1 =
∫ 1
0
dτ ∆|τ (•∆• +∆gh)|τ
A2 =
∫ 1
0
dτ •∆2|τ
B1 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆• +∆gh)|τ ∆ (•∆• +∆gh)|σ
B2 =
∫ 1
0
dτ
∫ 1
0
dσ (•∆• +∆gh)|τ ∆• ∆•|σ
B3 =
∫ 1
0
dτ
∫ 1
0
dσ ∆ (•∆•2 −∆2gh)
B4 =
∫ 1
0
dτ
∫ 1
0
dσ ∆• •∆ •∆•
B5 =
∫ 1
0
dτ
∫ 1
0
dσ ∆•|τ •∆• ∆•|σ . (53)
Using the DBC propagators in eq. (44) together with dimensional regularization gives
the following values
A1 = −1
6
, A2 =
1
12
, B1 = − 1
12
, B2 =
1
12
, B3 =
1
8
, B4 = − 1
24
, B5 = − 1
12
(54)
so that with the help of formula (60) in the appendix one can cast the final result as
ZDBC(T ) =
∫
dDx
√
g
[
1− T
( 1
12
+ ξ¯
)
R +O(T 2)
]
. (55)
On the other hand, using the PBC propagators in eq. (21) gives
A1 = − 1
12
, A2 = 0 , B1 = 0 , B2 = 0 , B3 =
1
24
, B4 =
1
24
, B5 = 0 (56)
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and inserting these values into (52) produces
ZPBC(T ) =
∫
dDx
[√
g − T√g
( 1
12
+ ξ¯
)
R +
T
12
∂µ(
√
ggαβΓαβ
µ)
]
+O(T 2) . (57)
We see explicitly the total derivative term appearing at this perturbative order in the PBC
method. It is manifestly non-covariant and reads
∆Z(T ) =
T
12
∫
dDx ∂µ(
√
ggαβΓαβ
µ) +O(T 2) . (58)
It implies that Riemann normal coordinates would not be useful to simplify the calculations
in the PBC (“string inspired”) method: one would not know how to reconstruct the final
expression in arbitrary coordinates. We interpret this total derivative term as an infrared
effect due to the non-local constraint
∫ 1
0 dτ y
µ(τ) = 0 imposed on the quantum fields. Of
course, the same total derivative term is found using mode regularization or time slicing6.
6 Conclusions
We have discussed the worldline formalism for a scalar particle coupled to a gravitational
background. Using an ultraviolet regularization we have shown how the results expected
from QFT follow unambiguously. We have seen that the easiest way to proceed for cal-
culating correlation functions at one-loop is to use: (i) periodic boundary conditions with
factorization of the zero mode and (ii) worldline dimensional regularization. With these
prescriptions we have computed the scalar particle contribution to the graviton tadpole and
self-energy. We have also seen explicitly that the PBC method suffers from non-covariant
total derivative terms arising when one wants to compute the effective action directly. One
may hope that future improvements will show a way of using the PBC method for effective
action calculations, but at present the secure path is to use the DBC method if one wants
to employ the simplifying properties of Riemann normal coordinates.
We expect that the worldline formalism with gravity can be extended to include other
types of particles in the loop. More ambitiously one would like to establish a connection
with the string inspired rules of refs. [6, 18].
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Appendix
We use the following conventions for the curvature tensors
[∇µ,∇ν]V λ = RµνλρV ρ , Rµν = Rλµλν , R = Rµµ > 0 on spheres. (59)
In a self-evident, short-hand notation the scalar curvature is given by the sum of the following
7 terms
R = ∂µ∂νgµν − gµν∂2gµν + 3
4
(∂αgµν)
2 − 1
2
(∂µgνα)(∂νgµα)− 1
4
(gµν∂αgµν)
2
+ (gµν∂αgµν)(∂
βgβα)− (∂µgµν)2 . (60)
The linear and quadratic terms in the expansion around flat space read as
R = R(1) +R(2) + ...
R(1) = ∂µ∂νhµν − h
R(2) = hµν hµν − 2hµν∂µ
(
∂αhαν − 1
2
∂νh
)
−
(
∂αhαµ − 1
2
∂µh
)2
+
3
4
(∂αhµν)
2
− 1
2
(∂µhνα)(∂
νhµα) (61)
where hµν = gµν − δµν and h = δµνhµν .
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