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Reconciling  Reconciliation Procedures
in Regional  Input-Output  Analysis
Shelby  D.  Gerking
Department  of Economics
University of Wyoming
Laramie, Wyoming  82071 USA
ABSTRACT  The primary aim of this paper is  to extend my previous
work on the reconciliation of regional coefficients in input-output models.
Specifically,  an effort is  made to show how certain types of a priori or
judgmental information may  be incorporated into the minimum  variance
reconciliation (MVR)  process. In addition, this paper provides a response
to Miernyk’s objections that the MVR  method:  (1)  produces coefficient
estimates of doubtful statistical or theoretical validity and (2)  systemati-
cally underestimates diagonal regional  coefficients as well as the sum of
interindustry sales for a given sector.
International Regional  Science Review,  Vol. 4, No. 1, pp. 23-36, 1979
I.  INTRODUCTION
Several  criticisms  have been  directed  toward my paper  entitled,
&dquo;Reconciling  ’Rows Only’ and ’Columns Only’ Coefficients in an Input-
Output  Model.&dquo; For example, Miernyk (1976)  states that this paper did
not succeed in developing a general reconciliation procedure because the
proposed minimum  variance method:  (1)  produces regional coefficients
of doubtful statistical or theoretical significance, and (2)  underestimates
both the diagonal regional coefficients as well as the sum  of interindustry
sales for a given sector.  In addition, both Miernyk (1976)  and Brown
and Giarratani  (1979)  have called my  statistical methods into question
because they do not allow for the use of a  priori information or investiga-
tor’s judgment. As  will be argued momentarily, the first two  of Miernyk’s
allegations  regarding  the  minimum  variance  reconciliation  (MVR)
method are based on rather questionable arguments. However, it  will
also be recognized that the third criticism, regarding the use of a priori
Thanks are due to W.J. Boyes, M.J. Greenwood, and especially to F. Giarratani,
A.M. Isserman, R.C. Jensen, and S.  Pleeter for constructive comments on previous
versions of this manuscript. In addition, research support from the John S.  Bugas
endowment  in economics at the University of Wyoming  is  gratefully acknowledged.
However, the usual caveat regarding responsibility for remaining  errors applies here
without  qualification.
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information, has a measure of validity. In fact, the primary focus of this
paper  will be to present some  extensions of the MVR  method  in an effort
to show how such information may be systematically incorporated into
the reconciliation process.  These extensions are outlined in Section  II,
while  a  brief response to the  first two  of Miemyk’s  objections are presented
in Sections III and IV, respectively. A  concluding comment  is offered in
Section V.
II. THE  ROLE  OF  A  PRIORI  INFORMATION
IN  RECONCILIATION
As previously indicated,  objections have been raised  to  the MVR
method because it ignores certain types of a priori information. Specifi-
cally,  Miernyk  (1976)  claimed  that  the MVR  approach neither  con-
strains the column sums of the resulting regional  coefficients  (inclusive
of value added coefficients)  to unity nor allows for the use of judgment
on the part of investigators.  In addition, Brown and Giarratani  (1979)
observed  that the  &dquo;columns  only&dquo;  coefficients  (and by implication the
reconciled coefficients) will not  satisfy the row  constraints
5:ja,j’!TXj +  TY, -  TX, 
=  0  i =  1, 2,..., m  (1)
where  aiie denotes the &dquo;columns only&dquo;  estimate of the ij th regional coeffi-
cient (alj), TXj denotes total output in Sector j, TYi denotes total final
demand  in Sector  i and m  denotes the number  of sectors in the model.’
These criticisms  are  valid;  however,  it  must be emphasized  that
they do not argue against the use of statistical methods in regional input-
output analysis. Instead, these criticisms argue in favor of modifying the
MVR  or possibly another statistical approach so as to take this type of
information into account. This section will attempt to make progress in
this direction by showing how:  (1)  row and column constraints may  be
added to the MVR  process and (2)  a priori information may  be incor-
porated in order to increase estimation efficiency. The treatment of these
topics is  not designed to be comprehensive, rather it  is  designed only to
be illustrative of possible approaches to addressing these problems.
INTRODUCTION  OF ROW  AND  COLUMN  CONSTRAINTS
In order to introduce row and column constraints into the MVR
process,  consider a slightly different view of the reconciliation problem
than the one taken in my  previous paper. That  is, rather than minimizing
the variance of the reconciled estimates one coefficient at a time, suppose
that we instead minimize the variance of the sum of all reconciled re-
1   Because this argument applies with equal force to the MVR  estimates,  I  in-
tend to take the liberty of recasting their argument in a reconciliation setting.
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gional coefficients in the resulting input-output table subject to constraints
requiring that:  (1)  each column sum total unity and (2)  the row con-
straints in Equation 1  be obeyed. Formally, this problem can be repre-
sented by  defining
~ =  ~~~;«~3  (2)
~ 
=  ~c~3a~3R 
=  ~¡~j LCliiaiir -~-  (1  1 - q~3 ) aii°j  (3)
where ai 3 R  and a,, 3  denote the reconciled and &dquo;rows  only&dquo;  estimates of
ctij,  respectively, qij  is a  constant to be determined, and where the right-
hand side of Equation 3 makes use of the definition of al3R given in my
previous paper  on reconciliation methods (Gerking 1976c). In  particular,
the qij could be chosen so as to minimize the (asymptotic) variance of ~
VAR(~) =  plim (~ -  &dquo;,*)2 
2  (4)
nj - Nj
subject to the column  sum  constraints  in Equation  5 :
.~4jaij R +(TVj/TXj) - 1 = 0  j = l, 2, ... , m  (5)
and  the row  sum  constraints specified in Equation 1.2 In Equation  5, TVj
denotes the total payments by Sector j to value added. To  determine the
variance minimizing set of qij,  two features of this problem should be
observed.  First,  the asymptotic variance of ~ is  the weighted sum of
asymptotic variances and covariances between the &dquo;rows  only&dquo;  and the
&dquo;columns only&dquo;  regional  coefficient estimates. That  is,
It should be recognized that &dquo;columns  only&dquo;  estimates  (&dquo;rows  only&dquo;  esti-
mates) in the same column (row) are likely to be  correlated because they
are obtained from observations on a common group of establishments.
Also, by the same reasoning, aije  and  ahl  are  expected to be correlated
if j 
=  h. However, to simplify the analysis, it will be assumed that all of
the regional coefficient estimates are independent. This  assumption, which
implies a zero covariance between  all pairs of coefficient estimates, would
almost certainly be unjustifiable in an applied setting.  In fact,  this  as-
sumption  is employed  here only because it permits the constrained recon-
2  In Equation 4, n j   denotes the sample  size  from a total  population  of N j
establishments  in  Sector  j.  Since N j   is  obviously  finite,  this  expression  for  the
asymptotic variance  of &psi;  should be taken as an approximation that improves as
N i   increases in size.
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ciliation problem to be illustrated with a minimum  of complications. In
any  case, under  the independence  assumption, Equation 7 reduces  to
plim (~ -  &dquo;,*)2 
=  ~i~,jVA.R(a3jR’)  (8)
nj -+ Nj
= ~i~jrq2ijVAR(ai{)  ~-I-  (1 - qij)2VAR(aijC)]  (9)
Second, one of the constraints in Equation 1 or 5 may  be set aside be-
cause, taken together, these 2m  equations form a linearly dependent set.
In other words, multiplying Equation 5 by TXj and summing over the
subscript j produces
~;TX;~3a3;R 
=  ~,; (TX; - TVj)  (10)
Then, summing  Equation 1 over  the  subscript  i yields
~jTXj~3a3iR = ~3(’I’~3 -TY3)  (11)
By  definition, ~ (TXi &horbar; TYi) =  ~j (TXj - TVj).  Therefore, the differ-
ence between Equations 10 and 11 is equal to zero and one of the con-
straint  equations may be eliminated because it  is  redundant.  Let the
eliminated  equation  be  the  mth  in Equation 1.
The constrained minimization problem may now be written as
L = ~i~j[q21jVAR(~i{) +  (1 - qij)2VAR(~ijC)]  l
m m + ~ xJ l i i[qtiatir -+-  (1 
-  qij)aijc] 
-  1 - (TVj/TXj))  1  (12)
j=i  3=i
M-1  m + ~  ~3{ ~ [[qijatjr +  ~1 
-  qti) ati°]TXi] - TXi -  TY1}
1=1  j=1
where the xj, j 
=  1, 2,..., m  and the pi, i =  1, 2, ... , m -  1  are La-
grange multipliers.g First order conditions for a minimum of L  require
that partial derivatives with respect to qt j  for all j 
=  1, 2,..., m  and for
all  i =  1, 2, ... , m -  1 must  satisfy
aL/aqij 
=  2q3jVAR(atj’’) - 2(1 - qij)VAR(Aijc)
+  kj (aijr - aijo) +  ,, (,,Jr -aijC)TXj 
=  0  (13)
while  for j 
=  1, 2, ... , m  and  for  i =  m
&eth;Lj&eth;qij 
=  2qijVAR(aijr) - 2(I-qij)VAR(aijC)
-~ Aj (~1{ - aijC) 
=  0  (14)
In addition, partial derivatives of L  with respect to the xj  and ,i must
satisfy
&eth;Lj&eth;Àj = ~t~fqtiatir +  (  1-  qij)aljC] - 1 - (’I’vi/T~i ) = o (15)
3  Note that if the 2m-1 constraint equations were discarded, a minimization of
L  with respect to the q ij   would produce the original MVR  estimates of the &alpha; ij   in
the case of independent "rows only" and "columns  only" coefficients.
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for  all j 
=  1, 2, ... , m  and
aLla>i =  :4j[qijaijr +  (1 
-  qii)aii°jTXi - TXi -  TYi 
=  0  (16)
foralli=1,2,...,m-1.4
Although  Equations 13, 14, 15, and 16 may  appear  to be  complicated,
they  are actually quite simple to  solve  for the optimal values of the
qij (qij*). In particular, these equations may  be written in a more com-
pact  form  as the  partitioned matrix  expression
In Equation 17, A  is the  m2xm2  matrix defined as A  =  diag[2Sn  ... 2semi
2812’&dquo; 2Smm] where Sij 
=  VAR(aijr) +  VAR(ai3e) while B  is a set of
m  mxm  submatrices (Bj) of the form B =  ¡[B1 BZ ...  Elm] where  Bj has as
its  jth row  [Aij A2j 
... Ajl; Ail 
=  ai j’’ 
-  ai j°, and zeros elsewhere. Also,
C  is the set of m  (m -  1) xm  submatrices defined as C =  [Ci  C2  ... Cm]
where
Furthermore,  q, x, , are  defined  as the transposes of
dT = tqn 
... qmi  qiz 
... qmro], ÀT =  IÀ1 ... A.m], and ~F 
=  ~,ul ... P.m-1]’
These three column  vectors are, respectively m2xl, mxl, and (m -  1 ) xl.
In addition, on the right-hand side of Equation 17, D  is the transpose of
the lxm2 row vector DT  =  [2VAR ( all° ) 
... 2VAR(ammC)], E  is an mxl
m
vector having  jth element equal to 1 +  (TVdTXj) - ~ aij&dquo;,  and F  is
i=1  i
m
an  (m -  1 ) xl  vector  having  ith  element  equal  to  TXi,+  TYi - I
j=i
aijCTXj.  Fina,lly,  defining G  as the m2x ( 2m - 1)  matrix G  =  [BT CT]
and defining HT  as the lx(2m - 1) row vector HT  =  [XT AT], results on
partitioned inverses (Theil 1971, 18) can  be  used to show  that
q* 
=  A-1 { D +  G ( GTA-1G ) -1 [H - GTA-iD]  }  (19)
Since A  is a diagonal matrix (in the case of independent regional coefli-
cient estimates)  the calculations required to solve for q* should be con-
4   Second  order conditions may  be easily shown  to hold.
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siderably  simplified.  However, the potentially large  size  of  the  ( 2m -
1 ) x ( 2m - 1)  matrix  ( GTA-1G )  may cause problems in  calculating its
inverse directly. Hence, it may be computationally more efficient to cal-
culate the inverse of (GTA-1G) in partitioned form.
In a practical situation, there are at least two  important  factors  which,
in general, will make  obtaining the qi,~ somewhat  more  complicated than
the above discussion might lead the reader to believe. First, as previously
indicated, it  is highly likely that the various regional coefficient estimates
will  not be independent. As a consequence,  the  above computational
scheme for the qij would have to be modified in order to take non-zero
covariances into account. Such modifications would include the addition
of covariance terms to the first-order equations for the qij  as well as in
the solutions for the xj  and the ~,i.  Conceptually, these modifications do
not appear to be especially difficult to handle, since estimates of the co-
variance  terms  may be  easily  constructed  from  sample  information.
Nevertheless,  the  calculations  themselves  will  become more involved,
especially because the submatrix A  will no  longer  be  diagonal.
Second, even in the simple case of independent regional coefficient
estimates,  it  is  possible  that the CMVR  procedure as described above
may  produce reconciled regional coefficient estimates that lie outside the
interval 0 <  ai3R <  1;  a result  that would clearly be nonsensical. This
possibility arises because the qi j  were not constrained to satisfy 0 <  qij
<  1,  for all  i  and j.5  However, this difficulty may be circumvented by
including such constraints in Equation 12. As should be recognized, these
new  inequality constraints imply that solutions for the qij* must be found
not by classical  optimization,  but rather through the use of nonlinear
programming methods. A  complete discussion of such methods and their
application  to  the  reconciliation problem lie  beyond the  scope of  this
paper. Nevertheless, observe that:  (1)  plim  (~&horbar;~*)~  2 is a positive
nj -  Nj
semi-definite quadratic form in the qi j  and (2)  the row and column sum
constraints for the  alj R as well as the above mentioned non-negativity con-
straints are linear in the qij.  Therefore, for a given empirically derived
set of &dquo;rows  only&dquo;  and &dquo;columns  only&dquo;  estimates of the &oelig;lj,  appropriate
programming  techniques for obtaining the qij* and  the aijR are available
[See, for example, Hadley  1964, 212-56].
5   Using any of the instrumental variable estimation methods that  I proposed
in Gerking (1976b), it is possible that a ij r  or a ij c   may  lie outside the unit interval.
In this event, q ij   could satisfy 0 &le; q ij  &le; 1  and it  still may  be that either a ij R   >  1
or a ij R   <  0.  However, in  extensive  experiments with  the  West Virginia  input-
output data, such nonsensical estimates of a ij r   and a ij c   were never produced by
OLS or 2SLS. In addition, if it became necessary to constrain the "rows only" or
"columns only" estimates of &alpha; ij   to lie on the unit interval,  these restrictions could
be accommodated. See, for example, Liew (1976).
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To summarize the results  of this subsection,  let me emphasize that
the  row, column, and non-negativity constraints on the MVR  process
present no difficult conceptual problems. In fact, even after all  of these
constraints have been imposed, the solution for the q* can be obtained
using only mathematical methods familiar to most  first year graduate stu-
dents. However, as the number  of sectors in the input-output model (m)
rises,  the CMVR  method becomes rather involved  in  a computational
sense. To  be sure, all of these computations are straightforward and easily
defined; but their sheer number may  render the CMVR  method difficult
to apply when m  is  large. Consequently, if the CMVR  method were to
be used in a practical setting,  I would strongly argue in favor of a first
application (experiment) on  either an input-output model with less than
20  sectors or a  subset of the sectors for a  larger model.
THE  USE  OF JUDGMENT  IN INPUT-OUTPUT  ANALYSIS
Not  all a  priori information available for use in input-output analysis
concerns the structure of the model. Frequently, information regarding
the quality of the transactions data obtained both from  field investigators
as well as from industry specialists and state officials proves to be useful
in constructing estimates of the regional coefficients.  In fact, when some
of the transactions data are of poor quality,  a priori information may
prove to be valuable in improving the efficiency with which the regional
coefficients are estimated. Again, this subsection will not be comprehen-
sive in scope, rather it will provide an example of how  such information
may  be incorporated into the CMVR  method  that was  just discussed.
Suppose that the questionnaires obtained from establishments in the
jth sector of an input-output model are of different quality. For example,
it might be known that one questionnaire is more accurate than another
because of differences in accounting procedures used by the two estab-
lishments. In addition, some  questionnaires may  be viewed with suspicion
after a careful examination reveals that they contain internal  inconsis-
tencies. This situation presents two problems for obtaining the reconciled
regional coefficients using statistical methods:  ( 1 )  the effects of differ-
ences in  informational  content  across  questionnaires must be precisely
specified so that (2)  these effects may  be explicitly incorporated into the
estimation  of  the  a,i.
Actually, both of these problems have a comparatively simple solu-
tion within the format developed for the previously described statistical
reconciliation  methods.  This  solution  involves  using  the  questionnaire
quality information in order to construct the a, jr  and  aijc and then em-
ploying an appropriate constrained reconciliation method in order to pro-
duce a single estimate of the ai j. In  particular, consider the 2SLS  method
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proposed for obtaining the aijC.6 As might be recalled, this method was
developed on the basis of two assumptions. First,  all establishments in a
given sector were assumed to  have identical Leontief type production
functions. Second, the transactions data used to estimate the parameters
of these production functions were  assumed to be subject to random  mea-
surement  errors. In symbols, these specifications imply  that
Xj (k) = Xj * (k)  -f- Ih (k)  (20)
Zij (k) = Zij* (k) + fij(k)  (21)
where  Zi j (k)  denotes the measured purchases of the kth establishment in
Sector j from  all establishments in Sector i,  Xj  (k)  denotes the measured
total output of the kth establishment in Sector j (Y~kXj (k) 
=  TXj) and
Xj*(k)  and Zij*(k)  denote the true and unobservable counterparts of
these variables. Also, IIj (k)  and fij (k)  denote random measurement er-
rors.  Furthermore,  since  the input-output or Leontief type production
function specifies that
Zij* = «ijxj*  (22)
the basic estimating equation for the «i j  may  be written in terms of the
observable  variables as
Zii (k)  = ai jXj ( k )  + 0 1 j ( k)  (23)
where 01j (k)  = ei j (k) 
-  aijhj  (k).  Moreover, in developing the 2SLS
approach to estimating the ai j  using Equation 23, it was also assumed
that the means and variances of e i j ( k ) ,  II j ( k )  and, hence, 01 j (k)  were
constant across establishments. However, if  the questionnaires obtained
from Sector j  differ in accuracy, then these assumptions regarding the
E i i ( k ) ,  II j ( k ) ,  and the 0 1 j (k)  are no longer valid. That is,  while these
disturbances may  still  be expected to have a constant mean (zero)  for
all k, they will clearly exhibit variances which are, in some  sense, propor-
tional to the level of inaccuracies in the questionnaire. In other words,
the variance-covariance matrix of the 0 1 j (k)  will be of the form 0’2Q =
d. [ 2  Q2 , .... 2]
j
It should now be clear that differences in  questionnaire accuracy
pose what amounts to a heteroskedasticity problem for estimating Equa-
tion 23. In addition, the solution to this problem  in an  applied setting will
depend upon precisely how  much  is known  about these inaccuracies. For
example, suppose that for the questionnaires from a  particular sector, an
investigator could rank the variances associated with given response items
6   The argument to follow could be carried out equally well using another of
the  instrumental variable  methods proposed in  Gerking  1976b.  The 2SLS pro-
cedure is used for illustrative purposes here because it was used extensively in my
previous paper  on  the  reconciliation problem (Gerking 1976c).
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on a cardinal scale  (e.g., the variances of the measurement errors in the
transactions data in questionnaire # 7  is  twice its  counterpart for ques-
tionnaire #4). In this  case,  the elements of the matrix Q2S2  would be
known up to a scalar multiple and the problem of differential question-
naire accuracy could be handled using a generalized 2SLS method. Spe-
cifically  in matrix notation, the basic form of the &dquo;columns  only&dquo;  esti-
mating  equation  is
Z,j 
=  a1jXj +  01j  (24)
where Z;; is an n,xl vector of observations on the Zij(k), Xj is an njxl
vector of observations on the Xj  (k)  and 01j  is an njxl vector containing
the 0 1 j (k) . As  in the derivation of the 2SLS &dquo;columns  only&dquo;  estimator of
«i;, premultiply  by  the 2xnj matrix  Q,T  to  yield7
-~~.JTZi3 
=  &oelig;ljQjTXj + QJT01j  (25)
Next, consider the variance-covariance matrix of the transformed distur-
bance term, Q;TBi;. Assuming the asymptotic independence of Qj and
01j,  this variance-covariance matrix is equal to U2Qj TQQj. Since Q;TS2Qj
is positive definite, there  exists a  2x2  matrix R  such  that
RTR  =  Q > TQQ _  >  (26)
where R  is  also positive definite. The generalized 2SLS (G2SLS)  &dquo;col-
umns  only&dquo;  estimates of the «i j would then be  obtained by  premultiplying
Equation 25 by Rw  and running OLS  on  the resulting equation. That  is,
The estimation procedure summarized in Equation 28 has at least
five  attractive features.  First,  it  can easily be shown that aije  (G2SLS)
is  a consistent estimator of a1j.  Second, the proposed estimator will be
relatively more efficient than aijc  (2SLS)  since the latter makes no use
of the a  priori information concerning questionnaire accuracy. Intuitively,
this  gain in  efficiency occurs because the G2SLS method weights the
responses on the various questionnaires according to how  accurately they
measure the transactions data. Third, with some obvious modifications,
this method could be adapted in order to obtain estimates of the  &dquo;rows
only&dquo;  coefficients. As  a  consequence, once these two sets of estimates were
obtained,  the CMVR  procedure  described  in  the  previous  subsection
could be used to calculate the ai;R. Fourth, G2SLS  is equivalent to 2SLS
in the case where all questionnaires are judged to be of equal accuracy.
7   Recall that Q j   contains the n j   observations on the two variables wages and
salaries as well as payments  to government.
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Fifth, and in some ways most importantly, G2SLS is  sufficiently simple
computationally that it would not be difficult to apply this method to a
large number  of  coefficients.
Despite these advantages, there still  might be some temptation to
criticize the G2SLS approach because it would appear to require highly
specific information on the accuracy of the questionnaires. However, it
must be emphasized,  that the variance ranking upon which G2SLS is
based is nothing more than a  statistical analogue to Miemyk’s concept of
a reliability quotient.8  That  is,  the variance ranking procedure is simply
a method  that an  investigator might  use to organize whatever information
he  may  have  that bears  on  differential questionnaire accuracy. In addition,
this  procedure provides the  investigator with a vehicle  for casting his
a priori  information in  a form suitable  for  use during the  coefficient
estimation stage of model construction. This should serve to reduce the
number of occasions when an input-output analyst  feels  compelled to
make arbitrary changes in his  coefficients  a f ter  estimation  in  order to
insure that his puzzle turns out to be a &dquo;realistic&dquo;  model of the economy
under  consideration.
At this point, it  should be apparent that the utility of the CMVR
method hinges in part on whether the first two of Miemyk’s allegations
mentioned  in the introduction can be adequately addressed. That  is, if the
statistical reconciliation methods  produce  coefficient estimates of doubtful
significance or systematically underestimate the diagonal regional coeffi-
cients and the sum of interindustry  sales  for a given sector,  then the
analysis in this section would be a meaningless exercise. However, both
of these objections can  be handled  quite easily as they are based on  rather
fundamental misinterpretations of both my  own  previous work and some
concepts of probability theory. Each of these objections will now  be con-
sidered in Sections III and IV. The  discussions in both of these sections
will focus on  the original MVR  rather than the CMVR  method in order
to maintain consistency with the context in which Miernyk’s criticisms
first surfaced. The  reader should observe that the CMVR  method can be
equally, if not  better, defended  using  the same  arguments.
III. ARE  MVR  COEFFICIENTS  OF  DOUBTFUL  SIGNIFICANCE?
Miernyk contends that MVR  regional coefficients lack statistical and
theoretical significance because they are obtained by applying stochastic
8  Actually,  Miernyk’s  (1970,  18)  reliability  quotients  were  "calculated  for
each sector" rather than on an individual questionnaire basis.  However, Miernyk
did  use  the judgment of interviewers  regarding  the  reliability  of  data on each
questionnaire  as  one of  the  components of  the  reliability  quotient  for each cell
(Jensen and McGaurr, 1976). It should be clear that the rationale underlying both
the variance ranking and  reliability quotient  is quite similar.
 at Universiteit van Tilburg on May 26, 2011 irx.sagepub.com Downloaded from 33
methods to a deterministic model. In order to deal with this objection, it
is important  to distinguish between  those aspects of an input-output model
that are legitimately regarded as deterministic and those that are not. As
is well-known, the construction of a survey based input-output model be-
gins with a table of intersectoral transactions where the measurements on
these transactions obey  (deterministic)  row and column identities. How-
ever, in input-output analysis, these data are hypothesized to be measure-
ments  on a  set of one parameter  Leontief  type production functions which
require that the quantity of goods and services transferred from Sector i
to Sector j be proportional to total output  in Sector  j. Clearly, there are  al-
ternative production models that could have generated these observations.
Nevertheless, I am  willing at least to temporarily disregard these competi-
tors and assume that perfect data, if  available, would fit  the Leontief-
type production functions exactly. But as input-output investigators have
frequently observed, the data are not perfect.  Instead, both intersectoral
transactions and total outputs are subject to measurement error. In fact,
Miemyk would probably agree that these errors represent an important
reason why  &dquo;the  true coefficients must remain forever unknown&dquo;  ( Mier-
nyk 1976, 54). Moreover, it is not only plausible, but also consistent with
econometric theory, to assume  that the errors in measuring  these variables
have random  properties. Under  these circumstances, any  estimates of the
«i j will have  random  properties as  well.
In developing the MVR  method, I sought to explicitly take account
of  this stochastic behavior by utilizing instrumental variable estimation
methods such as two-stage least squares  (2SLS). These techniques were
proposed because they are justifiable on statistical grounds if  certain as-
sumptions, previously  set forth (Gerking 1976b), are satisfied. In  addition,
these methods produce estimates of the a, j  whose standard errors may  be
easily calculated. I have emphasized elsewhere (Gerking 1976b, 272-74)
that, with the traditional methods of estimation, standard errors or other
measures of uncertainty for estimates of regional coefficients  cannot be
obtained. Hence, the  statistical significance of those traditionally estimated
coefficients  can never  be  assessed 
-  regardless  of  the  sample sizes  on
which they are based.  In fact,  it is this estimation method that causes
input-output models to appear  to be deterministic when  they are not.
IV. DOES  THE  MVR  METHOD  UNDERESTIMATE
REGIONAL  COEFFICIENTS?
In Miemyk’s  view, the MVR  method  is also open  to question because
it  appears to underestimate both diagonal regional coefficients and total
interindustry sales. In  light of the discussion in Section II, I readily admit
that the MVR  procedure may underestimate the coefficients in certain
 at Universiteit van Tilburg on May 26, 2011 irx.sagepub.com Downloaded from 34
sectors because  it was  developed without  constraining the resulting column
sums of coefficients to unity.  It is  important to emphasize though, that
there is no reason why  this situation should prevail in all sectors. Given
my  neglect of the row and column  constraints, it would appear  that over-
estimates would  have  been  equally  likely. In any  case, though, the CMVR
procedure discussed previously should aid in eliminating this source of
error.
In addition, even  if it is assumed that the original West Virginia co-
efficients constitute the standard by which  the accuracy of estimates con-
structed by other methods may be judged, the MVR  method compares
more favorably than Miernyk indicated. That  is,  Miemyk examined the
differences between the sum  of the MVR  estimates presented in Tables 2,
3, and  4  of my  previous paper  on  reconciliation methods (Gerking 1976c)
and the sum  of his own (Miernyk 1970)  regional coefficient estimates for
rows 14,  16, and 32 of the 1965 West Virginia input-output model and
concluded that the MVR  estimates are too low. However, Miemyk’s com-
parisons are misleading and in at least one case his coefficient is inconsis-
tent with the data that he himself collected.  Specifically, the magnitude
of the discrepancies between the two sets of estimated coefficients have
been overstated for three reasons. First, for the purpose of calculating the
MVR  coefficients, Miemyk made data available from only 29 of the 48
sectors in the West Virginia model.° As a result,  it was not possible  to
obtain  &dquo;columns  only&dquo;  estimates and therefore reconciled  estimates for
19 cells in each of the three rows. Second, for the remaining 29 cells in
each row, reconciled estimates were reported only when both the  &dquo;rows
only&dquo;  and the  &dquo;columns  only&dquo;  coefficients were non-zero.1° However, as
the expanded tables in Gerking (1976a, 57-64)  indicate, there were many
cells in each of the three rows for which one type of estimate was non-
zero and the other type of estimate was identically zero.  If the non-zero
estimates are treated as reconciled estimates, then the relevant MVR  co-
efficient sums would be higher. Together, these two adjustments account
for roughly 12%, 2%, and 17 % of the discrepancies between the two
sets of estimated row  sums  in Sectors 14, 16, and 32 respectively.
Third, and most importantly, the remaining discrepancies between
the two row sums for each of the three sectors are due mainly to large
differences in a comparatively small number of coefficients.  In fact,  for
some of the coefficients in these sectors, Miernyk was surprised that the
9   Providing data from the remaining 19 sectors would have violated promises
of anonymity made  to the establishments involved.
10   Miernyk  (p.  52)  criticized  the  MVR technique  for  identifying  sales  by
sector 14 to only four sectors. That  criticism is mistaken. As the footnote on p. 41
was intended to convey, only four were reported in the paper. In fact,  the MVR
method and Miernyk’s approach (excluding the use of judgment to insert nonzero
coefficients where no  sales or purchases were observed in the questionnaires) would
always  identify the same number  of nonzero  coefficients.
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two sets of estimates &dquo;are  as close as they are in view of the wide differ-
ences in the two  methods  of computation&dquo;  (1976, 52). To  illustrate, con-
sider the estimates of 0:14,14 and a16,16.  Miernyk’s estimates of these two
parameters were .15534-00 and .26199-00 respectively, whereas the cor-
responding MVR  estimates were .59255-01  and .56577-02.  These two
coefficients alone account for approximately 67% of the remaining dis-
crepancies in the row sum for both Sectors 14 and 16.  Moreover, the
case of als, ls  is curious in that Miernyk’s estimate is  apparently inconsis-
tent with both his sales and purchases data.  In particular,  the sample
ratio ~kZ16,16(k)/~kX16(k) 
=  .53234-02 and the sample  ratio ~kSi6,ie(k)/
~kX16(k) 
=  .20480-01.11 These calculations imply that Miernyk’s recon-
ciled estimate of this parameter may  have been subjected to an upward
adjustment. 12
V. CONCLUSION
In spite  of  the  arguments presented here,  however, Miernyk may
still be inclined to discount the value of statistical approaches to reconcil-
ing  input-output  coefficients.  Instead,  Miemyk believes  that  the  most
important problem facing input-output investigators is  the lack of high
quality  data.  Granted,  having  better  data  available  for  input-output
studies would  be  highly desirable. Nevertheless, collecting such data  would
simply add to  the  already expensive job of  constructing  the  required
transactions table.  Consequently, perfect or nearly perfect data will,  in
all probability, never be available. Therefore, it  is of critical importance
to  develop methods for using existing  data more intensively.  Further-
more, this should involve more, rather than less, systematic research tools
for the estimation and reconciliation of regional  coefficients.  This view
should not be taken as implying that I have a burning desire to &dquo;com-
puterize everything&dquo;  or to replicate input-output studies.  Instead,  I am
primarily interested in reducing the number  of arbitrary or ad hac judg-
ments that are made in obtaining or adjusting regional coefficient esti-
mates.
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COMMENT
William  H. Miernyk
Regional  Research  Institute
West Virginia University
Morgantown, WV  26506
This reply to Gerking’s  (1979)  discussion  of  &dquo;reconciliation&dquo;  in the con-
struction of input-output tables was written reluctantly.  I  feel  that protracted
debate over essentially irreconcilable positions can be at best marginally useful,
so I  will limit the present discussion to issues raised by Gerking’s rejoinder to
my  1976 comments.
Gerking’s most recent effort and his earlier paper were concerned with the
reconciliation of row and column input-output coefficients. What my  associates
and I  did  (1970), was to reconcile  &dquo;rows  only&dquo;  and &dquo;columns  only&dquo;  estimates
of input-output  transactions.  This distinction  is  not mere nitpicking. When a
research team constructs a transactions table  it  has the advantage of working
with secondary-source control totals which provide sectoral estimates of primary
inputs, sales to final demand, and total gross outputs (outlays). These estimates
help establish the bounds of total interindustry transactions. The latter,  in turn,
help evaluate the &dquo;reasonableness&dquo;  of individual coefficients. Gerking’s approach
was to  calculate unbounded row and column coefficients  from sample survey
data, then  reconcile them  using a minimum  variance criterion.
An  understanding of the difference between the two approaches is essential
for  clarification  of the points  discussed  in  the  first  section  of  Gerking’s  1979
paper:  (1)  &dquo;will  column sums of MVR  coefficients equal unity?&dquo;  and  (2)  the
systematic incorporation of what Gerking calls a priori information in his pro-
cedure.I
Gerking concedes that,  in general,  the MVR  coefficients will  not sum to
unity - an  essential  condition  in  all  input-output  models.  This  problem,  he
feels, can be handled by changing the MVR  criterion to one which will  &dquo;mini-
mize the variance of the sum of all  reconciled regional  coefficients  (emphasis
added)....&dquo; Gerking calls this new  approach the &dquo;constrained MVR  ( CMVR ) &dquo;
and believes it  is  superior to the MVR. However, the object  in  input-output
1   In customary reconciliation methods, including the 
one my  associates and I used, it is  prob-
ably more correct to talk about the use of a fortiori information.
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