Abstract-Data grid provides scalable infrastructure for storage resource and data files management, which supports several scientific applications. Replication is a technique used in data grid to increase the files availability, to improve the access time and to reduce the bandwidth consumption. An important problem to be addressed is when replication should be trigged (called period). The period has an important effect on the effectiveness of the replication strategy. In this paper, we propose a model for managing the dynamic period. The proposed model automatically adapts to the grid behavior. We also evaluate the performance of the proposed period using the OptorSim simulator [1]. Our obtained results show that the dynamic period is more effective than the static period.
I. INTRODUCTION
New scientific applications such as Particle Physics, High Energy Physics and Genetics, to cite a few, manage and generate large data files that can be shared by several researchers around the world. For this reason, we resorted more to data grids. Indeed, the data grids are large scale systems and provide scalable infrastructure for storage resource. Such data files represent a fundamental challenge and must be available to all applications with reasonable access time. Replication is a technique often used to solve this problem. Replication consists in storing several copies of the same file in several grid sites in order to increase the files availability, to improve the access time and to reduce the bandwidth consumption. Several works have been proposed in the literature to resolve the problem of replication in data grids [2] - [4] . An efficient replication strategy must answer three fundamental questions [2] , [3] : 1) What are the files to replicate? 2) What are the sites to place the candidate files for replication? How to select the best replica of a file among many replicas available in the grid? In addition to these three questions, it is important to determine the timing (period) to trigger the replication algorithm [5] ?.
Recent works on grid replication considered a static period, fixed by the grid administrator, after which the replication algorithm is trigged. For example, Rahman et al. [4] , [6] propose a period of 40 jobs submissions. Ranganthan et al. [5] propose an adjustable period where the number of existent replicas is compared to the required number of replicas periodically. If, during the last three periods there was no action needed, the period would be increased. that more replicas are needed, the period will be decreased. Ranganthan et al. give no indication on the choice and adjustment of this period.
In this paper, we are interested in strategies that use the period concept. We demonstrate that the choice of the period affects greatly the response time and hence balancing the overall load of the grid. In addition to this choice problem, we propose a model for managing a dynamic period and show with several experiments that a dynamic period is far more effective than a static period whatever the adopted replication strategy.
The paper is divided into five sections. Section 2 shows the importance of the period on the effectiveness of the replication strategy. Section 3 presents the proposed model to manage the dynamicity of the period. Section 4 validates our proposed model using OptorSim simulator. It shows the influence of the dynamic period in ENU (The Effective Network Usage) [1] , [3] and response time parameters. In our experiments, we consider each time a static period and a dynamic period for different numbers of jobs. Section 5 provides an overview of this work and the future direction.
II. IMPORTANCE OF THE PERIOD
This section shows the importance of the period on the effectiveness of the replication strategy using the OptorSim simulator. We begin by presenting the used simulation environment. Next, we present the obtained results.
A. Simulation Environment
OptorSim is a simulator for data grid written in Java [1] , [7] . Its objective is to study the effectiveness of replication algorithms in data grid [8] . A data grid, in OptorSim, consists of a set of sites. Each site may contain a Computing Element (CE) and/or Storage Elements (SE). We note that a site without CE and SE acts as a router [9] . The grid also contains a Resource Broker (RB) which is responsible for jobs scheduling. The grid topology (see Fig. 2 ) used in our experiments comprises 20 sites in Europe and the USA. Every site has a CE and initially empty storage of capacity 50 GB. In Fig. 2 , the labels over network links sketch the available bandwidth in Gb/sec. The master files are produced in CERN. Table I show the parameters used in simulation experiment. 
B. Experiments and Analysis of Result
To mount the importance of choosing the period, we evaluate the three following replication strategies by varying the period:
 Periodic Optimiser [12] We note that we choose these strategies because they use the period concept. The experiments consist in submitting a variable number of jobs and after each period (a number of submitted jobs), the replication algorithm is triggered. At the end of each simulation, we get the response time and the ENU parameter defined by (1).
To achieve our goal, the period variation depends on the number of jobs to be submitted within the simulation. Indeed, the period, noted T, varies according to the following formula:
With x=2, 10, 20, 50 and 70.
Formula (2) expresses that the period is equal to a percentage of the number of jobs to submit in the simulation. Table II shows the response time in ms for each strategy and for different periods. The number of jobs is equal to 5000. We note, from this table, that the period has an effect on response time. A small period is much better for the response time parameter than a great period. Therefore, the replication strategy is more effective as the period is small.
The results of Table II are represented as curves in Fig. 3 to illustrate better the influence of period on the behaviour of each replication strategy. We note that the response time increases when the period increases. Thus, it is preferable to use a small period with a replication strategy using the period concept. Table III and Fig. 4 sketch the ENU evaluation for the three replication strategies "Best Client", "DR2" and "Periodic Optimiser" in the same conditions as the response time. 
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Again, a small period gives ENU significantly better than a great period and this whatever the adopted replication strategy.
We note that we have conducted a series of experiments by varying the number of jobs and for different periods and we have obtained the same gaits curves representing the response time and ENU parameters.
Thus, we show that the period affects the quality results. Indeed, over the period is smaller, more the replication strategy is effective. This may be due to the grid dynamicity. Indeed, when the grid is dynamic in terms of requested files, it is preferable to trigger the replication algorithm frequently. In contrast, it is not desirable to trigger the replication algorithm frequently when the number of requests is low. To achieve this, we propose a model for a dynamic period adapting to the grid behavior. The proposed model is presented in the next section.
III. MODEL OF THE PROPOSED DYNAMIC PERIOD
This section provides a model for managing the dynamic period in replication. We consider that a period corresponds to a number of submitted jobs in the grid. To take into account the replicas placement, the (n+1)th period (T n+1 ) is defined by the replications number (#Replica Tn ) made during the previous period (T n ).
The period T n+1 is given by the following formula:
As this formula, if the number of replications made in Tn increases then the new period T n +1 decreases and vice versa. Thus, the more the grid becomes dynamic the more the period decreases. In this way, the period regularly and automatically adapts to the grid behavior. This model of dynamic period is validated in the next section.
IV. VALIDATION OF THE PROPOSED MODEL
In this section, we evaluate and compare the dynamic period, defined by the formula (3), to a static period in the case of the "Best Client", "DR2" and "Periodic Optimiser" strategies.
To show the importance of the dynamic period compared to the static period, we measure the ENU and response time parameters for a number of jobs equal to 500 and 1000. Table IV shows the response time in ms for each strategy and for a number of jobs equal to 500. The last column shows the percentage gain, defined by the formula (4), of the dynamic period compared to the static period. We note that the response time has improved significantly with the dynamic period. Indeed, when the number of replications is small, it is not preferable to trigger the replication algorithm frequently (long period) and consequently the response time decreases. This confirms the effectiveness of the dynamic period compared to the static period. The results of Table IV are represented as a histogram in Fig. 5 to illustrate better the successful use of a dynamic period instead of a static period. Table V and Fig. 6 show the ENU evaluation of 500 jobs for the three strategies. Again, the dynamic period gives an ENU significantly better than the static period and this whatever the adopted replication strategy. This also confirms the effectiveness of the dynamic period compared to the static period. Table VI and Fig. 7 show the response time in ms for each strategy and for a number of jobs equal to 1000. We note that the response time using a static period is higher than that using a dynamic period. Thus, the dynamic period is more effective than static period regardless of the used replication strategy. Table VII and Fig. 8 show the ENU evaluation for 1000 jobs and for the three strategies. Again, it is clear that the dynamic period is more effective. The parameter ENU decreases using the dynamic period for the three strategies "Best Client", "Periodic Optimization" and "DR2".
This series of experiments shows that it is advantageous to use a dynamic period with any replication strategy. Indeed, the dynamic period automatically adapts to the grid behavior and allows thus to optimize the response time and the ENU.
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed a model for managing a dynamic period for the problem of replication in data grids. The proposed model reflects perfectly the behavior of the grid, by taking into account the replicas placement conducted during the previous period. We perform also several experiments through OptorSim simulator. The obtained results show that the proposed dynamic period gives a better performance than a static period and this whatever the used replication strategy. In future work, we plan to generalize the model with the addition of a weighting for the formula (3) so that the period increases if the number of replications goes to zero i.e. the grid reached a steady state. Additionally, we suggest other models to manage the dynamicity of period in data grid replication.
