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constitutive law p = (γ −1)e, γ > 1. We show that for any γ > 32
there exists a variational entropy solution (i.e. solution satisfying
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the model for monoatomic gas (γ = 53 ). If γ > 53 , these solutions
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1. Introduction, main result
We consider a system of partial differential equations which describes steady ﬂow of a compress-
ible heat conducting ﬂuid in a bounded domain Ω ⊂ R3, i.e.
div(u) = 0, (1.1)
div(u⊗ u) − divS + ∇p = f, (1.2)
div(Eu) = f · u− div(pu) + div(Su) − divq. (1.3)
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A. Novotný, M. Pokorný / J. Differential Equations 251 (2011) 270–315 271Here,   0 is the density of the ﬂuid, u the velocity ﬁeld, S the viscous part of the stress tensor,
p the pressure, f the vector of speciﬁc external forces, E the speciﬁc total energy and q the heat ﬂux.
System (1.1)–(1.3) will be endowed with boundary conditions
u= 0, (1.4)
−q · n+ L(ϑ)(ϑ − Θ0) = 0 (1.5)
at ∂Ω , i.e. no-slip boundary conditions for the velocity and the heat ﬂux through the boundary is
proportional to the difference of the temperature ϑ inside and the (known) external temperature Θ0,
which is suﬃciently smooth and bounded away from zero.
We also assume that the total mass is given,
∫
Ω
 dx = M > 0. (1.6)
In what follows we will specify the constitutive laws of the gas. First, we will assume that the
viscous part of the stress tensor obeys the Stokes law for newtonian ﬂuids, namely
S = S(ϑ,u) = μ(ϑ)
[
∇u+ (∇u)T − 2
3
divuI
]
+ ξ(ϑ)divuI (1.7)
with μ(·), ξ(·) globally Lipschitz functions such that
c1(1+ ϑ)μ(ϑ), 0 ξ(ϑ). (1.8)
Note that the global Lipschitz property implies that both functions are controlled from above by
c2(1+ ϑ).
The heat ﬂux satisﬁes the Fourier law, i.e.
q= −κ(x,ϑ)∇ϑ, (1.9)
where κ(x, ϑ) = α(x)k(ϑ) with
k(·) ∈ C([0,∞)), c3(1+ ϑm) k(ϑ) c3(1+ ϑm)
α(·) ∈ L∞(Ω;R), 0< c4  α(x) c4, (1.10)
with m > 0. The coeﬃcient L in (1.5) satisﬁes
L(·) ∈ C([0,∞)), c5(1+ ϑ)l  L(ϑ) c6(1+ ϑ)l, l ∈ R. (1.11)
The speciﬁc total energy reads
E(,ϑ,u) = 1
2
|u|2 + e(,ϑ), (1.12)
where e(· , ·) is the speciﬁc internal energy. We will consider a gas law for the (multi)atomic gas in
the form
p(,ϑ) = (γ − 1)e(,ϑ), where γ > 1. (1.13)
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the monoatomic gases, while if γ = 4/3 it describes so called relativistic gas, cf. [3].
In agreement with the second law of thermodynamics, we postulate the existence of a differen-
tiable function (,ϑ) → s(,ϑ) called speciﬁc entropy which is (up to an additive constant) given by
the Gibbs relation
1
ϑ
(
De(,ϑ) + p(,ϑ)D
(
1

))
= Ds(,ϑ). (1.14)
We observe that due to (1.14) and (1.1)–(1.3), s has to obey the entropy equation
div(su) + div
(
q
ϑ
)
= S : ∇u
ϑ
− q · ∇ϑ
ϑ2
. (1.15)
It is easy to verify that the functions p and e are compatible with the existence of entropy if and
only if they satisfy the Maxwell relation
∂e(,ϑ)
∂
= 1
2
(
p(,ϑ) − ϑ ∂p(,ϑ)
∂ϑ
)
. (1.16)
Consequently, if p ∈ C1((0,∞)2), then it has necessarily the form
p(,ϑ) = ϑ γγ−1 P
(
ρ
ϑ
1
γ−1
)
, (1.17)
where P ∈ C1(0,∞).
We will assume that
P (·) ∈ C1([0,∞))∩ C2(0,∞),
P (0) = 0, P ′(0) = p0 > 0, P ′(Z) > 0, Z > 0,
lim
Z→∞
P (Z)
Zγ
= p∞ > 0,
0<
1
γ − 1
γ P (Z) − Z P ′(Z)
Z
 c7 < ∞, Z > 0. (1.18)
For more details about (1.17) and about physical motivation for assumptions (1.18) see e.g. [7, Sec-
tions 1.4.2 and 3.2]. The consequences of these assumptions used throughout the paper are listed at
the end of this section.
Exactly the same results as formulated in Theorem 1, modulo minor modiﬁcations in the proofs,
can be obtained with the constitutive laws
p(,ϑ) = γ + ϑ, e(,ϑ) = 1
γ − 1
γ−1 + cvϑ, with cv > 0, (1.19)
whose physical relevance is discussed in [5].
From the viewpoint of weak solutions with large data, the evolutionary problem with similar
assumptions as above (with γ = 53 ) has been recently considered in [7] and is relatively well un-
derstood. The results have been obtained as nontrivial extensions of existence results for barotropic
ﬂuids obtained in [9], inspired by the pioneering seminal work of P.L. Lions [13]. The reader may
consult also [5] or [18] and references quoted there for more details.
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the existence of a weak solution was shown for γ > 53 . An alternative proof based on the method
[9] is given in [18] and introduces a technique allowing to treat also the case γ < 53 provided
the a priori estimates are available. New ideas, providing these estimates has been suggested in-
dependently by Plotnikov, Sokolowski [19–21] and by Frehse, Goj, Steinhauer [10]. The paper [21] of
Plotnikov and Sokolowski contains also an existence result, where, unfortunately, the integral form
of the conservation of mass is violated. A ﬁrst rigorous proof of existence of weak solutions for a
certain γ < 53 appeared in [1]. More precisely, the authors considered γ >
1+√13
3 , however, for space
periodic boundary conditions to avoid problems near the boundary. Finally, a new method, allowing
to treat γ > 43 in three space dimensions (and γ  1 in two space dimensions) for Dirichlet boundary
conditions, is proposed in Frehse, Steinhauer, Weigant [11] and [12].
On the other hand, much less is known about the steady problem for heat conducting ﬂuids. The
ﬁrst result for large data goes back to P.L. Lions [13], however, the author assumed a priori that  is
bounded in Lp(Ω) for p suﬃciently large. The heat conducting ﬂuid with only ρ ∈ L1(Ω) a priori was
studied for the ﬁrst time in [15] for p(,ϑ) = γ +ϑ with γ > 3 and m = l+1> 3γ−13γ−7 , with Navier
(slip) boundary conditions for the velocity. In this case, one can get  ∈ L∞(Ω) and u, ϑ ∈ W 1,p(Ω),
∀p < ∞. The proof was based on a method, developed originally in [14,22]. In the next paper [16],
the authors consider the case γ > 73 with both slip and no-slip boundary conditions for velocity. In all
above mentioned papers, the value of the heat capacity ratio γ is far beyond the physically reasonable
cases.
Our goal is to develop an existence theory of weak solutions for arbitrary large external data for
compressible heat conducting gases including physically reasonable parameters γ which are close
to 1.
In the present paper we will investigate the case γ > 3/2 including one physically realistic case
γ = 5/3. This will be achieved by a tricky combination of standard energy estimates (including the
estimates of density via the Bogovskii operator) with the new concept of entropy variational solu-
tions introduced for the evolutionary case in [6,8,7] and carefully adapted for the steady situation.
The existence statement is formulated rigorously in Theorem 1. In this theorem the viscosity coeﬃ-
cients are supposed to behave like 1+ ϑ — cf. assumption (1.8), the heat conductivity coeﬃcient like
(1+ ϑm) with m >max{2/3,2/[3(γ − 1)]} and the heat ﬂux through the boundary is proportional to
the jump of the temperatures at the boundary — cf. assumption (1.10) with l = 0. The conclusion itself
is quite surprising: It indicates that for the complete Navier–Stokes–Fourier system one may get better
results than for the mathematically more simply looking (but physically less reasonable) barotropic
approximation.
Indeed, in the forthcoming paper [17] we shall further develop the ideas introduced in the present
paper and combine them with the new method from Frehse, Steinhauer, Weigant [11] in order to
prove existence of entropy variational solutions for the complete system for an ideal gas (1.13) for
certain range of γ ’s < 32 (and in some cases we even show existence of weak solutions).
It is worth noticing that any of solutions constructed in this article are renormalized variational
entropy solutions, meaning they satisfy momentum Eq. (1.1) in the sense of distributions, continuity
equation (1.2) in the renormalized form in the weak sense up to the boundary, energy equation (1.3)
integrated over the whole domain Ω (conservation of total energy in Ω) and entropy law (1.15) with
the sign “” on place of “=” — see Deﬁnition 1. Moreover, if γ > 5/3 the solutions become weak
solutions, meaning they do verify, besides equations (1.1), (1.2) in the sense as above, also energy
equation (1.3) in the weak sense up to the boundary — see Deﬁnition 2.
Notice that the particular choice of l = 0, see (1.11), and assumption (1.8) for the viscosity coeﬃ-
cients can be generalized modulo some additional technical diﬃculties. This topic will be subject of
a forthcoming note, with special attention to the physically interesting case μ(ϑ) ∼ (1+ ϑ) 12 . Notice
also that the additional restriction on m > 2/[3(γ − 1)] appears at the very end, in the last limit
passage, in order to get the continuity equation satisﬁed in the renormalized sense. The a priori esti-
mates can be obtained under the natural assumption m > 23 which is unavoidable in order to control
the integrability of the stress tensor S(ϑ,u).
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L
6γ
5 (Ω;R), ∫
Ω
 dx = M , u ∈ W 1,20 (Ω;R3), ϑ ∈ W 1,r(Ω;R) ∩ L3m(Ω;R) ∩ Ll+1(∂Ω;R), r > 1 with
|u|2 ∈ L 65 (Ω;R), uϑ ∈ L1(Ω;R3), S(ϑ,u)u ∈ L1(Ω;R3), ϑm∇ϑ ∈ L1(Ω;R3) and
∫
Ω
u · ∇ψ dx = 0 ∀ψ ∈ C∞(Ω;R), (1.20)
∫
Ω
(−(u⊗ u) : ∇ϕ − p(,ϑ)divϕ + S(ϑ,u) : ∇ϕ)dx = ∫
Ω
f ·ϕ dx ∀ϕ ∈ C∞0
(
Ω;R3), (1.21)
∫
Ω
−
(
1
2
|u|2 + e(,ϑ)
)
u · ∇ψ dx
=
∫
Ω
(
f · uψ + p(,ϑ)u · ∇ψ)dx− ∫
Ω
((
S(ϑ,u)u
) · ∇ψ + κ(·,ϑ)∇ϑ · ∇ψ)dx
−
∫
∂Ω
L(ϑ)(ϑ − Θ0)ψ dσ ∀ψ ∈ C∞(Ω;R). (1.22)
As mentioned above, in certain cases we are not able to pass to the limit in the total energy
balance (and the less it is expected for the internal energy balance). We therefore introduce the
variational entropy solutions.
Deﬁnition 2. The triple (,u, ϑ) is called a variational entropy solution to system (1.1)–(1.18),
if  ∈ Lγ (Ω;R), ∫
Ω
 dx = M , u ∈ W 1,20 (Ω;R3), ϑ ∈ W 1,r(Ω) ∩ L3m(Ω;R) ∩ Ll+1(∂Ω;R), r > 1,
with u ∈ L 65 (Ω;R3), ϑ ∈ L1(Ω;R), ϑ−1S(ϑ,u)u ∈ L1(Ω;R), L(ϑ), L(ϑ)
ϑ
∈ L1(∂Ω;R), κ(·, ϑ) |∇ϑ |2
ϑ2
∈
L1(Ω;R) and κ(·, ϑ)∇ϑ
ϑ
∈ L1(Ω;R3), equalities (1.20) and (1.21) are satisﬁed in the same sense as in
Deﬁnition 1, and we have the entropy inequality
∫
Ω
(
S(ϑ,u) : ∇u
ϑ
+ κ(x,ϑ) |∇ϑ |
2
ϑ2
)
ψ dx+
∫
∂Ω
L(ϑ)
ϑ
Θ0ψ dσ

∫
∂Ω
L(ϑ)ψ dσ +
∫
Ω
(
κ(x,ϑ)
∇ϑ : ∇ψ
ϑ
− s(,ϑ)u · ∇ψ
)
dx (1.23)
for all nonnegative ψ ∈ C∞(Ω;R), together with the global total energy balance
∫
∂Ω
L(ϑ)(ϑ − Θ0)dσ =
∫
Ω
f · udx. (1.24)
Remark 1. Note that any solution in the sense of Deﬁnition 2 which is suﬃciently smooth is actually
a classical solution to (1.1)–(1.18). This can be shown exactly as in the case of the evolutionary system
and we refer to [7, Chapter 2] for more details.
We will also need the notion of the renormalized solution to the continuity equation
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6
5
loc(R
3;R) solve
div(u) = 0 in D′(R3).
Then the pair (,u) is called a renormalized solution to the continuity equation, if
div
(
b()u
)+ (b′() − b())divu= 0 in D′(R3) (1.25)
for all b ∈ C1([0,∞)) ∩ W 1,∞(0,∞) with zb′(z) ∈ L∞(0,∞).
We are in a position to formulate the main result of this paper
Theorem 1. Let Ω ∈ C2 be a bounded domain in R3 , f ∈ L∞(Ω;R3), Θ0  K0 > 0 a.e. at ∂Ω , Θ0 ∈ L1(∂Ω).
Let γ > 32 , m > max{ 23 , 23(γ−1) }, l = 0. Then there exists a variational entropy solution to (1.1)–(1.18) in the
sense of Deﬁnition 2. Moreover,   0, ϑ > 0 a.e. in Ω and (,u) is a renormalized solution to the continuity
equation.
In addition, if m > 1 and γ > 53 , then the solution is a weak solution in the sense of Deﬁnition 1.
Remark 2. The same holds for the problem (1.1)–(1.12) and (1.19) with the speciﬁc entropy deﬁned
by Gibbs’ relation (1.14). Note that we are not able to exclude that the density can be equal to zero
even in a subset of positive three-dimensional measure. The problem to avoid the existence of vacuum
regions is one of the challenging problems in the theory of weak solutions to the compressible Navier–
Stokes(–Fourier) equations.
The plan of this paper is following. In the next section we introduce an approximative system
for which we show the existence of a strong solution. The approximative system will contain four
parameters, N ∈ N (the dimension of the space in which we look for the Galerkin approximation
of the velocity), η > 0 (the regularization of the stress tensor, which is slightly artiﬁcial, however
important in order to keep the energy balance), ε > 0 (the elliptic regularization of the continuity
equation) and δ > 0 (the regularization of the pressure and the heat conductivity). In the next step, we
derive a priori estimates independent of N and η. Then, in Section 3, we pass to the limit N → ∞ and
immediately after also to the limit η → 0+ . Then we derive estimates independent of ε. In Section 4
we pass to the limit ε → 0+ employing several times compensated compactness methods. In Section 5
we derive bounds independent of δ before passing to the limit δ → 0+ in the last Section 6 applying
again several compensated compactness tools. We will use slightly more general approximate system
than needed in the case l = 0 (allowing l > −1) as there is no additional essential diﬃculty in doing
it. We also consider the heat conductivity dependent explicitly on x having in mind eventual future
applications in the homogenization problems.
In what follows, we use standard notation for the Lebesgue space Lp(Ω) endowed with the norm
‖ · ‖p,Ω and Sobolev spaces Wk,p(Ω) endowed with the norm ‖ · ‖k,p,Ω . If no confusion may arise, we
skip the domain Ω in the subscript of the norm. The vector-valued functions will be printed in bold
face, the tensor-valued functions with a special font. Moreover, we will use notation  ∈ Lp(Ω;R),
u ∈ Lp(Ω;R3), and S ∈ Lp(Ω;R3×3). The generic constants are denoted by C and their values may
change even in the same formula or in the same line. We also use summation convention over twice
repeated indexes, from 1 to 3; e.g. ui vi means
∑3
i=1 ui vi .
Before starting the proof, we show a minor but important generalization of the Korn inequality
which justiﬁes our choice of the structure of S(ϑ,u).
Lemma 2.We have for u ∈ W 1,20 (Ω;R3), ϑ > 0 and S(ϑ,u) satisfying (1.7) and (1.8)∫
S(ϑ,u) : ∇u
ϑ
dx C‖u‖21,2 and
∫
S(ϑ,u) : ∇udx C‖u‖21,2.Ω Ω
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∫
Ω
S(ϑ,u) : ∇u
ϑ
dx
∫
Ω
μ(ϑ)
ϑ
(
∇u+ (∇u)T − 2
3
divuI
)
: ∇udx
 C
∫
Ω
ϑ + 1
ϑ
(
|∇u|2 + ∇u(∇u)T − 2
3
(divu)2
)
dx.
Integrating by parts and using the zero traces,
∫
Ω
(
|∇u|2 + ∇u(∇u)T − 2
3
(divu)2
)
dx =
∫
Ω
|∇u|2 dx+ 1
3
∫
Ω
(divu)2 dx C‖u‖21,2
due to the Friedrichs inequality. Using μ(ϑ)  c1, the second inequality can be shown in the same
way. See [2] or [7, Section 10.9] for more general results and more details. 
We will also need several elementary properties of the functions p(,ϑ), e(,ϑ) and the entropy
s(,ϑ) which follow from assumptions (1.13)–(1.18). We will only list them referring to [7, Section
3.2] for more details. Therein, the case γ = 53 is considered, however, the computations for general
γ > 1 are exactly the same.
We have for K0 a ﬁxed constant
c8ϑ  p(,ϑ) c9ϑ, for   K0ϑ
1
γ−1 ,
c10
γ  p(,ϑ) c11
{
ϑ
γ
γ−1 , for   K0ϑ
1
γ−1 ,
γ , for  > K0ϑ
1
γ−1 .
(1.26)
Further
∂p(,ϑ)
∂
> 0 in (0,∞)2,
p = dγ + pm(,ϑ), d > 0, with ∂pm(,ϑ)
∂
 0 in (0,∞)2. (1.27)
For the internal energy deﬁned by (1.13) it follows
1
γ − 1 p∞
γ−1  e(,ϑ) c12(γ−1 + ϑ),
∂e(,ϑ)
∂
  c12(γ−1 + ϑ)
⎫⎪⎪⎬
⎪⎪⎭ in (0,∞)
2. (1.28)
Moreover, for the speciﬁc entropy s(,ϑ) deﬁned by the Gibbs law (1.14) we have
∂s(,ϑ)
∂
= 1
ϑ
(
− p(,ϑ)
2
+ ∂e(,ϑ)
∂
)
= − 1
2
∂p(,ϑ)
∂ϑ
,
∂s(,ϑ)
∂ϑ
= 1
ϑ
∂e(,ϑ)
∂ϑ
= 1
γ − 1
ϑ
1
γ−1

(
γ P
(

1
γ−1
)
− 1
γ−1
P ′
(

1
γ−1
))
> 0. (1.29)ϑ ϑ ϑ
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∣∣s(,ϑ)∣∣ c13(1+ | ln| + | lnϑ |) in (0,∞)2,∣∣s(,ϑ)∣∣ c14(1+ | ln|) in (0,∞) × (1,∞),
s(,ϑ) c15 > 0 in (0,1) × (1,∞),
s(,ϑ) c16(1+ lnϑ) in (0,1) × (0,1). (1.30)
2. Approximation
Combining the ideas from [7, Chapter 3] and [16], we introduce an approximative system as fol-
lows.
Let η,ε, δ > 0 and N ∈ N. Let XN = span{w1, . . . ,wN} ⊂ W 1,20 (Ω;R3) with {wi}∞i=1 a complete
orthogonal system in W 1,20 (Ω;R3) such that wi ∈ W 2,q(Ω;R3) for all i ∈ N and all q < ∞. Note that
due to the regularity of Ω we may take e.g. the eigenfunctions of the Laplace operator with Dirichlet
boundary conditions.
We look for the triple (N,η,ε,δ,uN,η,ε,δ, ϑN,η,ε,δ) (we skip the indexes in what follows in this
section) such that  ∈ W 2,q(Ω;R), u ∈ XN and ϑ ∈ W 2,q(Ω;R), 1 q < ∞ arbitrary, where
∫
Ω
(
1
2
(u · ∇u) ·wi − 1
2
(u⊗ u) : ∇wi + Sη(ϑ,u) : ∇wi
)
dx
−
∫
Ω
(
p(,ϑ) + δ(β + 2))divwi dx = ∫
Ω
f ·wi dx (2.1)
for all i = 1,2, . . . ,N ,
ε − ε + div(u) = εh a.e. in Ω, (2.2)
and
−div
((
κη(x,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
∇ϑ
)
+ div(e(,ϑ)u)
= Sη(ϑ,u) : ∇u+ δϑ−1 − p(,ϑ)divu+ δε|∇|2
(
ββ−2 + 2) a.e. in Ω, (2.3)
with β max{8,2γ }, B  2m + 2,
Sη(ϑ,u) = μη(ϑ)
1+ ηϑ
[
∇u+ (∇u)T − 2
3
divuI
]
+ ξη(ϑ)
1+ ηϑ divuI,
where h = M/|Ω| and μη , ξη , κη(x, ϑ) ≡ αη(x)kη(ϑ) are standard regularizations of functions μ, ξ , k
(extended by constants μ(0), ξ(0), k(0) to the negative real line) and of α (extended e.g. by 1 outside
Ω) by means of molliﬁers. Evidently, μη , ξη , κη(x, ϑ) ≡ αη(x)kη(ϑ) conserve the properties (1.8) and
(1.10) uniformly with respect to η.
System (2.1)–(2.3) is considered with boundary conditions at ∂Ω (note that the no-slip boundary
condition for the approximative velocity is included in the choice of XN )
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∂n
= 0, (2.4)
(
κη(x,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
∂ϑ
∂n
+ (Lη(ϑ) + δϑ B−1)(ϑ − Θη0 )+ ε lnϑ = 0, (2.5)
with Lη(·) a smooth approximation of L(·) as functions above such that Lη(ϑ) ∼ (1 + ϑ)l in (0,∞)
and Θη0 a smooth approximation of Θ0 such that Θ
η
0 is strictly positive at ∂Ω . Moreover, let also
B  l + 1.
The aim of this section is to prove:
Theorem 3. Let ε, δ, η and N be as above, β max{8,2γ } and B max{2m+ 2, l+ 1}. Let ε be suﬃciently
small with respect to δ. Under the assumptions of Theorem 1 and assumptions made above in this section, there
exists a solution to system (2.1)–(2.5) such that  ∈ W 2,q(Ω;R) ∀q < ∞,   0 in Ω , ∫
Ω
 dx = M, u ∈ XN ,
and ϑ ∈ W 2,q(Ω;R) ∀q < ∞, ϑ  C(N) > 0.
Before coming to the proof, we rewrite (2.3) as follows. Denote r = lnϑ . If ϑ > 0 (r > −∞) and
suﬃciently smooth (W 2,q(Ω) for q > 3 is enough), we have that (2.3) is equivalent with
−div((κη(·,er)+ δerB + δe−r)(ε + er)∇r)+ div(e(,er)u)
= Sη
(
er,u
) : ∇u+ δe−r − p(,er)divu+ δε|∇|2(ββ−2 + 2) a.e. in Ω, (2.6)
or
−div
((
κη
(·,er)+ δerB + δe−r)ε + er
er
∇r
)
+ 1
er
(
e
(
,er
)+ p(,er))div(u) + u · ∇s(,er)
= e−rSη
(
er,u
) : ∇u+ δe−2r + (κη(·,er)+ δerB + δe−r)ε + er
er
|∇r|2
+ δεe−r(ββ−2|∇|2 + 2|∇|2) a.e. in Ω, (2.7)
where s(,ϑ) is the physical entropy, whose existence follows from the Gibbs relation, see the end
of Section 1.
The corresponding boundary condition at ∂Ω to (2.6) is
(
κη
(·,er)+ δerB + δe−r)(ε + er) ∂r
∂n
+ (Lη(er)+ δe(B−1)r)(er − Θη0 )+ εr = 0. (2.8)
The proof of Theorem 3 will be a consequence of several lemmas presented below. The main idea
consists on applying the Schauder’s type of ﬁxed point argument to the mapping
T : XN × W 2,q(Ω;R) → XN × W 2,q(Ω;R)
with
T (v, z) = (u, r),
where
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Ω
Sη
(
ez,u
) : ∇wi dx
=
∫
Ω
(
1
2
(v⊗ v) : ∇wi − 1
2
(v · ∇v) ·wi + (p(,ez)+ δ(β + 2))divwi + f ·wi)dx
(2.9)
∀i = 1,2, . . . ,N ,
−div((κη(·,ez)+ δezB + δe−z)(ε + ez)∇r)
= −div(e(,ez)v)+ Sη(ez,v) : ∇v+ δe−z − p(,ez)divv+ δε|∇|2(ββ−2 + 2)
a.e. in Ω, (2.10)
with , solution to
ε − ε + div(v) = εh in Ω,
∂
∂n
= 0 at ∂Ω, (2.11)
together with the boundary condition at ∂Ω
(
κη
(·,ez)+ δezB + δe−z)(ε + ez) ∂r
∂n
+ (Lη(ez)+ δe(B−1)z)(ez − Θn0 )+ εr = 0. (2.12)
Note that the ﬁxed point of T (provided it exists) fulﬁlls (2.1), (2.2), (2.6) with (2.4) and (2.8) and
due to its regularity (r ∈ L∞(Ω;R), thus ϑ = er > 0) also (2.3) and (2.5).
We will apply (for the proof see e.g. [4, Theorem 9.2.4]):
Lemma 4 (Schaeffer). Let T : X → X be a continuous, compact mapping, X a Banach space. Let for any
t ∈ [0,1] the ﬁxed points tT u = u be bounded. Then T possesses at least one ﬁxed point in X.
First, we consider the approximative continuity equation. We have:
Lemma 5. Let ε > 0, h = M|Ω| . Let v ∈ XN . Then there exists unique solution to (2.11) such that  ∈
W 2,p(Ω;R) for all p < ∞, ∫
Ω
 dx = M and   0 in Ω . Moreover, the mapping S : v → ρ is continuous
and compact from XN to W 2,p(Ω;R).
Proof. It can be found in [18] or [15] in a more general setting. 
Next we have:
Lemma 6. Under assumptions of Theorem 3, for p > 3, the operator T is a continuous and compact operator
from XN × W 2,p(Ω;R) into itself.
Proof. The existence and uniqueness of the solution to (2.9) is a direct consequence of the Lax–
Milgram theorem. The same holds for problem (2.10) with (2.12). Moreover, the right-hand side of
(2.9) and (2.10) as well as the boundary terms in (2.12) are suﬃciently smooth and of lower order;
thus the operator is compact. The continuity of T is straightforward. 
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tT (u, r) = (u, r), t ∈ [0,1]. (2.13)
We have:
Lemma 7. Let assumptions of Theorem 3 be satisﬁed. Let p > 3. Then there exists C > 0 such that all solutions
to (2.13) in the class XN × W 2,p(Ω;R) fulﬁll
‖u‖1,2 + ‖r‖2,p + ‖ϑ‖2,p  C, (2.14)
where ϑ = er and C is independent of t ∈ [0,1].
Proof. Identity (2.13) rewrites as
∫
Ω
Sη(ϑ,u) : ∇wi dx
= t
∫
Ω
(
1
2
(u⊗ u) : ∇wi − 1
2
(u · ∇u) ·wi + (p(,ϑ) + δ(β + 2))divwi + f ·wi)dx,
(2.15)
−div
((
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
∇ϑ
)
+ t div(e(,ϑ)u)
= tSη(ϑ,u) : ∇u+ tδϑ−1 − tp(,ϑ)divu+ tδε|∇|2
(
ββ−2 + 2) a.e. in Ω, (2.16)
with the boundary condition
(
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
∂ϑ
∂n
+ t(Lη(ϑ) + δϑ B−1)(ϑ − Θn0 )+ ε lnϑ = 0 (2.17)
at ∂Ω , where we denoted ϑ = er . We use as test function in (2.15) the solution u, which is a suitable
linear combination of {wi}Ni=1. Thus∫
Ω
Sη(ϑ,u) : ∇udx = t
∫
Ω
((
p(,ϑ) + δ(β + 2))divu+ f · u)dx. (2.18)
Next we integrate (2.16) over Ω and use (2.17). It reads
∫
∂Ω
(
t
(
Lη(ϑ) + δϑ B−1
)(
ϑ − Θη0
)+ ε lnϑ)dσ
= t
∫
Ω
(
Sη(ϑ,u) : ∇u+ δϑ−1 − p(,ϑ)divu+ δε|∇|2
(
ββ−2 + 2))dx. (2.19)
We use (2.2) to get
εβ
∫ (
1
β − 1
β + β−2|∇|2
)
dx+
∫
β divudx = ε β
β − 1
∫
hβ−1 dx. (2.20)
Ω Ω Ω
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∫
∂Ω
(
t
(
Lη(ϑ) + δϑ B−1
)(
ϑ − Θη0
)+ ε lnϑ)dσ + (1− t)∫
Ω
Sη(ϑ,u) : ∇udx
+ εδt
∫
Ω
(
β
β − 1
β + 22
)
dx
= t
∫
Ω
(
f · u+ εδ β
β − 1h
β−1 + 2εδh + δϑ−1
)
dx. (2.21)
Next, similarly as in (2.7), we deduce from (2.16) its “entropy version”
−div
((
κη(·,ϑ) + δB + δϑ−1
)ε + ϑ
ϑ
∇ϑ
ϑ
)
+ t
ϑ
(
e(,ϑ) + p(,ϑ) − ϑs(,ϑ))div(u)
+ t div(s(,ϑ)u)
= t
ϑ
Sη(ϑ,u) : ∇u+ tδϑ−2 +
(
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
|∇ϑ |2
ϑ2
+ δε t
ϑ
(
ββ−2|∇|2 + 2|∇|2). (2.22)
We integrate (2.22) over Ω to get
∫
Ω
(
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
|∇ϑ |2
ϑ2
dx+ t
∫
Ω
(
1
ϑ
Sη(ϑ,u) : ∇u+ δϑ−2
)
dx
+
∫
∂Ω
1
ϑ
(
t
(
Lη(ϑ) + δϑ B−1
)
Θ
η
0 − ε lnϑ
)
dσ + tεδ
∫
Ω
1
ϑ
|∇|2(ββ−2 + 2)dx
= t
∫
∂Ω
(
Lη(ϑ) + δϑ B−1
)
dσ + t
∫
Ω
1
ϑ
(
e(,ϑ) + p(,ϑ) − ϑs(,ϑ))div(u)dx. (2.23)
We need to estimate the last term on the right-hand side. Using (2.2) we get that it is equal to
tε
∫
Ω
1
ϑ
(
e(,ϑ) + p(,ϑ) − ϑs(,ϑ))(h −  + )dx.
We will try to ﬁnd parts of the integral above having a “good” sign and put them to the left-hand
side. The rest will be estimated using the left-hand side of (2.23) and (2.21). First we have, using
(1.26) and (1.28)
ε
∫
Ω

(
e(,ϑ)
ϑ
+ p(,ϑ)
ϑ
)
dx εc0
∫
Ω
γ
ϑ
dx
and this term has a positive sign at the left-hand side. Next, due to (1.27)1,
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∫
Ω
s(,ϑ)dx Cε
∫
Ω

(
1+ | ln| + | lnϑ |)dx
 ε
(
C + C
∫
Ω
γ dx+ c0
4
∫
Ω
γ
ϑ
dx+ C‖ϑ‖3B
)
with c0 independent of t , N , η, ε, δ. The last two terms can be controlled by the left-hand side.
Further, using (1.28)1 and (1.26),
εh
∫
Ω
1
ϑ
(
e(,ϑ) + p(,ϑ))dx Cεh ∫
Ω
(
1+ 
γ−1
ϑ
)
dx
 ε
(
C + c0
4
∫
Ω
γ
ϑ
dx+ C
∫
Ω
1
ϑ
dx
)
,
and the last term can be controlled by δ
∫
Ω
1
ϑ2
dx. Last but not least, we write
εh
∫
Ω
s(,ϑ)dx = εh
( ∫
{>1}
s(,ϑ)dx+
∫
{<1&ϑ>1}
s(,ϑ)dx+
∫
{<1&ϑ<1}
(
s(,ϑ) − c16 lnϑ
)
dx
+
∫
{<1&ϑ<1}
c16 lnϑ dx
)
.
Using (1.30)3,4 we see that the second and the third terms have a positive sign when put to the
left-hand side, while for the other two terms we have
εh
( ∫
{>1}
s(,ϑ)dx+
∫
{<1&ϑ<1}
c16 lnϑ dx
)

∫
{>1}
(1+ ln)dx+
∫
Ω
| lnϑ |dx
 ε
(
C + 1
4
∫
Ω
γ dx+ C‖ϑ‖3B + C
∫
Ω
1
ϑ
dx
)
.
Finally,
−ε
∫
Ω
1
ϑ
(
e(,ϑ) + p(,ϑ) − ϑs(,ϑ)) dx
= ε
∫
Ω
|∇|2 ∂
∂
(
e(,ϑ)
ϑ
+ p(,ϑ)
ϑ
− s(,ϑ)
)
dx
+ ε
∫
Ω
∇ · ∇ϑ ∂
∂ϑ
(
e(,ϑ)
ϑ
+ p(,ϑ)
ϑ
− s(,ϑ)
)
dx
= ε
∫
|∇|2 1
ϑ
∂p(,ϑ)
∂
dx− ε
∫
∇ · ∇ϑ 1
ϑ2
(
e(,ϑ) + ∂e(,ϑ)
∂
)
dx,Ω Ω
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left-hand side, while the other term can be bounded from above by (see (1.28))
ε
∫
Ω
∇ · ∇ϑ 1
ϑ2
(
γ−1 + ϑ)dx εδ
4
∫
Ω
1
ϑ
(|∇|2 + |∇|2β−2)dx
+ C(δ)ε
∫
Ω
( |∇ϑ |2
ϑ3
+ |∇ϑ |
2
ϑ
)
dx
and all terms can be estimated using terms on the left-hand side, provided β  2γ and ε is suﬃ-
ciently small with respect to δ. Collecting all estimates above, (2.23) reads
∫
Ω
(
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
|∇ϑ |2
ϑ2
dx+ t
∫
Ω
(
1
ϑ
Sη(ϑ,u) : ∇u+ δϑ−2
)
dx
+
∫
∂Ω
1
ϑ
(
t
(
Lη(ϑ) + δϑ B−1
)
Θ
η
0 − ε lnϑ
)
dσ + tεδ
∫
Ω
1
ϑ
|∇|2(ββ−2 + 2)dx
 t
∫
∂Ω
(
Lη(ϑ) + δϑ B−1
)
dσ + t ε
2
β
β − 1
∫
Ω
β dx+ Ctε. (2.24)
Thus (2.21) and (2.24) yield (note that we control the positive part of lnϑ by (2.21) and the negative
part by (2.24))
∫
Ω
(
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
|∇ϑ |2
ϑ2
dx+ t
∫
Ω
(
1
ϑ
Sη(ϑ,u) : ∇u+ δϑ−2
)
dx
+ (1− t)
∫
Ω
Sη(ϑ,u) : ∇udx+ 1
2
εδt
∫
Ω
(
β
β − 1
β + 22
)
dx
+ tεδ
∫
Ω
1
ϑ
|∇|2(ββ−2 + 2)dx+ ∫
∂Ω
(
t
(
Lη(ϑ)ϑ + δϑ B
)+ ε| lnϑ | + tΘη0
ϑ
Lη(ϑ)
)
dσ
 Ct
(
1+
∣∣∣∣
∫
Ω
f · udx
∣∣∣∣
)
. (2.25)
In order to show estimates independent of t , N and η, we must return back to (2.18). Using also
(2.20) (twice, the second time with β = 2) we deduce using also Lemma 2
‖u‖21,2 + tεδ
(‖‖ββ + ∥∥∇ β2 ∥∥22) t
∣∣∣∣
∫
Ω
(
p(,ϑ)divu+ f · u)dx∣∣∣∣+ Cthε. (2.26)
Hence (2.26) implies (see also (1.26))
‖u‖21,2 + tεδ
(‖‖ββ + ∥∥∇ β2 ∥∥22) tC(ε, δ)(‖ϑ‖ 838 + 1), (2.27)3
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∣∣∣∣
∫
Ω
f · udx
∣∣∣∣ C‖‖ 65 ‖u‖6  C(ε)(‖‖ 65 ‖ϑ‖
4
3
8
3
+ 1)
 εδ
2
‖‖ββ + C(ε, δ)‖ϑ‖
8
3
8
3
+ C(ε, δ), (2.28)
provided β  8. In these calculations we have systematically use the Young inequality and interpola-
tion.
Thus (2.25) implies for B > 8/3 that
‖‖β + ‖ϑ‖3B + ‖ϑ‖1,2  C(ε, δ), (2.29)
and together with (2.27),
‖u‖1,2 + ‖ϑ‖3B + ‖∇ϑ‖2 + ‖‖β  C (2.30)
with C = C(ε, δ), but independent of t and N and η.
Next, recall that Ω ∈ C2, i.e. we have wi ∈ W 2,q(Ω;R) and thus, using the fact that XN is ﬁnite
dimensional,
‖u‖2,q  C(N). (2.31)
Further, from (2.2) we have
‖‖2,q  C(N), (2.32)
with both constants independent of t . Finally, it remains to prove regularity of lnϑ and thus also of
ϑ . To this aim, denoting
K(x,ϑ) =
ϑ∫
1
(
κη(x, τ ) + δτ B + δτ−1
)ε + τ
τ
dτ ,
we can reformulate (2.16)–(2.17) as
− K(x,ϑ) + t div(e(,ϑ)u)+ ∂
∂xi
ϑ∫
1
∂αη
∂xi
kη(τ )
ε + τ
τ
dτ
= tSη(ϑ,u) : ∇u+ tδϑ−1 − tp(,ϑ)divu+ tδε|∇|2
(
ββ−2 + 2) a.e. in Ω,
∂K(x,ϑ)
∂n
+ (Lη(ϑ) + δϑ B−1)(ϑ − Θη0 )+ ε lnϑ =
ϑ∫
∂αη(x)
∂n
kη(τ )
ε + τ
τ
dτ at ∂Ω. (2.33)1
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Thus, in particular, ϑ and 1
ϑ
are bounded and lnϑ ∈ W 1,6(Ω;R) which implies K(x, ϑ) ∈ W 2,q(Ω;R)
for all q < ∞. Finally, (2.16)–(2.17) and (2.3) give
‖r‖2,q + ‖ϑ‖2,q  C(N).
Lemma 7 is proved. 
Using Lemma 4, Lemmas 5–7 provide the proof of Theorem 3. Recall that, as r is bounded from
below, the temperature ϑ  C(N) > 0.
3. Limit passage in the Galerkin approximation and η→ 0+ , estimates independent of ε
In what follows, we will suppose, in addition to assumptions of Theorem 3, that
β  3m + 2
3m − 2 , β  3γ ,
B  6β − 8. (3.1)
These bounds are technical and will appear throughout the proof. Evidently, all these assumptions,
including assumptions of Theorem 3, can be fulﬁlled taking B suﬃciently large with respect to m
and l, and β suﬃciently large with respect to m, γ and B .
First, we need estimates independent of N . We can obtain them immediately from (2.30) and
(2.25) with t = 1:
‖u‖1,2 + ‖‖β + ‖ϑ‖1,2 + ‖ϑ‖3B +
∥∥∥∥ 1ϑ2
∥∥∥∥
1
+
∥∥∥∥ 1ϑ
∥∥∥∥
1,∂Ω
+
∥∥∥∥ |∇ϑ |2ϑ4
∥∥∥∥
1
 C(ε, δ). (3.2)
Moreover, using approximative continuity equation (2.2), we obtain in view of (3.1) and the standard
elliptic regularity,
‖‖2,2  C(ε, δ). (3.3)
Now, using (3.2), (3.3) together with embedding and trace theorems, we may extract subsequences
(denoted by (N ,uN , ϑN )) such that
uN ⇀ u in W
1,2
0
(
Ω;RN), uN → u in Lq(Ω;RN), q < 6,
N ⇀  in W
2,2(Ω;R), N →  in W 1,q(Ω;R), q < 6,
N →  in L∞(Ω;R),
ϑN ⇀ ϑ in W
1,2(Ω;R), ϑN → ϑ in Lq(Ω;R), q < 3B,
ϑN → ϑ in Lq(∂Ω;R), q < 2B, lnϑN ⇀ lnϑ in W 1,2(Ω;R),
lnϑN → lnϑ in Lq(Ω;R), q < 6, lnϑN → lnϑ in Lq(∂Ω;R), q < 4,
1
ϑN
→ 1
ϑ
in Lq(Ω;R), q < 6, 1
ϑN
→ 1
ϑ
in Lq(∂Ω;R), q < 4. (3.4)
286 A. Novotný, M. Pokorný / J. Differential Equations 251 (2011) 270–315First we pass to the limit in the weak formulation of the momentum equation. This limit is
straightforward and it gives, after employing an obvious density argument to enlarge the class of
the test functions,
∫
Ω
(
1
2
(u · ∇u) ·ϕ − 1
2
(u⊗ u) : ∇ϕ + Sη(ϑ,u) : ∇ϕ
)
dx
−
∫
Ω
(
p(,ϑ) + δβ + δ2)divϕ dx = ∫
Ω
f ·ϕ dx ∀ϕ ∈ W 1,20
(
Ω;R3). (3.5)
Next, we can pass to the limit in (2.2) to get
ε − ε + div(u) = εh a.e. in Ω, (3.6)
or
ε
∫
Ω
(ψ + ∇ · ∇ψ)dx−
∫
Ω
u · ∇ψ dx = εh
∫
Ω
ψ dx ∀ψ ∈ W 1, 65 (Ω;R). (3.7)
Note that the condition ∂
∂n = 0 holds in the sense of traces. More complicated is the passage in (2.3).
As a matter of fact, we cannot pass to the limit directly as we do not know whether ∇uN → ∇u in
L2(Ω;R3×3). At this moment the role of the approximation of S(ϑ,u) becomes apparent. We may
namely use as test function in (3.5) the limit function u to get
∫
Ω
Sη(ϑ,u) : ∇udx =
∫
Ω
((
p(,ϑ) + δ(β + 2))divu+ f · u)dx. (3.8)
Similarly, using (2.18) with t = 1 and passing with N → ∞ we recover
lim
N→∞
∫
Ω
Sη(ϑN ,uN) : ∇uN dx =
∫
Ω
((
p(,ϑ) + δ(β + 2))divu+ f · u)dx (3.9)
which implies, due to the strong convergence of the temperature and the properties of μη(·), ξη(·)
and Lemma 2 that ∇uN → ∇u in L2(Ω;R3×3).1 Therefore we may pass to the limit in (2.3) to
get
1 As a matter of fact, we have immediately
lim
N→∞
∫
Ω
Sη(ϑN ,uN ) : ∇uN dx =
∫
Ω
Sη(ϑ,u) : ∇udx.
Thus
√
μη(ϑN )∇uN →
√
μη(ϑ)∇u
in L2(Ω;R3×3). Therefore ∇uN → ∇u a.e. in Ω and |∇uN |2 is uniformly equiintegrable, thus ∇uN → ∇u in L2(Ω;R3×3) due
to Vitali’s theorem.
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Ω
((
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
∇ϑ : ∇ψ − e(,ϑ)u · ∇ψ
)
dx
+
∫
∂Ω
((
Lη(ϑ) + δϑ B−1
)(
ϑ − Θη0
)+ ε lnϑ)ψ dσ
=
∫
Ω
(
Sη(ϑ,u) : ∇u+ δϑ−1 − p(,ϑ)divu+ εδ|∇|2
(
ββ−2 + 2))ψ dx, (3.10)
which holds for all ψ ∈ C1(Ω;R). We also need to pass to the limit in the entropy formulation
(2.22). By the same procedure explained between formulas (2.24)–(2.25), we deduce from (2.22) the
inequality
∫
Ω
(
ϑ−1N Sη(ϑN ,uN ) : ∇uN + δϑ−2N +
(
κη(·,ϑN ) + δϑ BN + δϑ−1N
)ε + ϑN
ϑN
|∇ϑN |2
ϑ2N
)
ψ dx

∫
Ω
((
κη(·,ϑN ) + δϑ BN + δϑ−1N
)ε + ϑN
ϑN
∇ϑN : ∇ψ
ϑN
− Ns(N ,ϑN)uN · ∇ψ
)
dx
+
∫
∂Ω
(
Lη(ϑN) + δϑ B−1N
ϑN
(
ϑN − Θη0
)+ ε lnϑN
)
ψ dσ
+ C(ψ)ε
(
1+
∫
Ω
(
ρ
γ
N + ϑ3BN + ϑ−1N +
|∇ϑN |2
ϑN
+ |∇ϑN |
2
ϑ3N
)
dx
)
+ ε
∫
Ω
∇N : ∇ψ
(
e(N ,ϑN )
ϑN
+ p(N ,ϑN)
NϑN
− s(N ,ϑN)
)
dx, (3.11)
for all nonnegative ψ ∈ C1(Ω;R), where C(ψ) is a constant depending (linearly) on the test func-
tion ψ but is independent of η and ε. Then we pass to the limit N → ∞ in (3.11) by employing
in addition to (3.4) the sequential lower weak semicontinuity of L2-norms with respect to the weak
convergence in L2(Ω;R) of the sequences
√
κη(·,ϑN ) + δϑ BN + δϑ−1N
√
ε + ϑN
ϑN
∇ϑN
ϑN
, ϑ
− 12
N
√
Sη(ϑN ,uN ) : ∇uN .
We arrive at
∫
Ω
(
ϑ−1Sη(ϑ,u) : ∇u+ δϑ−2 +
(
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
|∇ϑ |2
ϑ2
)
ψ dx

∫
Ω
((
κη(·,ϑ) + δϑ B + δϑ−1
)ε + ϑ
ϑ
∇ϑ : ∇ψ
ϑ
− s(,ϑ)u · ∇ψ
)
dx
+
∫ (
Lη(ϑ) + δϑ B−1
ϑ
(
ϑ − Θη0
)+ ε lnϑ)ψ dσ + εFψ, (3.12)
∂Ω
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Fψ = limsup
N→∞
[
C(ψ)
(
1+
∫
Ω
(
ρ
γ
N + ϑ3BN + ϑ−1N +
|∇ϑN |2
ϑN
+ |∇ϑN |
2
ϑ3N
)
dx
)
+
∫
Ω
∇N : ∇ψ
(
e(N ,ϑN )
ϑN
+ p(N ,ϑN )
NϑN
− s(N ,ϑN )
)
dx
]
. (3.13)
Next, we may immediately pass with η → 0+ . Observing that estimates (3.2)–(3.3) remain true for
the sequence (η,uη,ϑη), we may deduce for a suitable subsequence (denoted again by (η,uη,ϑη))
existence of limits (3.4), where N is replaced by η and η → 0+ . Combining this fact with the uniform
convergence of μη , ξη , kη , Lη , αη on the compact subsets of [0,∞) and on Ω , respectively, we may
pass to the limit in all terms in the weak formulation of equations whose integrands are uniformly
bounded in Lq(Ω) (resp. Lq(∂Ω)) with respect to η for some q > 1. We therefore recover easily
momentum and continuity equations
∫
Ω
(
1
2
(u · ∇u) ·ϕ − 1
2
(u⊗ u) : ∇ϕ + S(ϑ,u) : ∇ϕ
)
dx
+
∫
Ω
((
p(,ϑ) + δ(β + 2))divϕ + f ·ϕ)dx ∀ϕ ∈ W 1, 6B3B−20 (Ω;R3), (3.14)
ε − ε + div(u) = εh a.e. in Ω, (3.15)
or
ε
∫
Ω
(ψ + ∇ · ∇ψ)dx−
∫
Ω
u · ∇ψ dx = εh
∫
Ω
ψ dx ∀ψ ∈ W 1, 65 (Ω;R). (3.16)
In the entropy inequality we have to use additionally the sequential lower weak semicontinuity of L2
norms with respect to the weak convergence in L2 for the sequences
√
κη(·,ϑη) + δϑ Bη + δϑ−1η
√
ε + ϑη
ϑη
∇ϑη
ϑη
,
√
μη(ϑη)
1+ ηϑη ∇uη,
√
ξη(ϑη)
1+ ηϑη divuη.
We obtain
∫
Ω
(
ϑ−1S(ϑ,u) : ∇u+ δϑ−2 + (κ(·,ϑ) + δϑ B + δϑ−1)ε + ϑ
ϑ
|∇ϑ |2
ϑ2
)
ψ dx

∫
Ω
((
κ(·,ϑ) + δϑ B + δϑ−1)ε + ϑ
ϑ
∇ϑ : ∇ψ
ϑ
− s(,ϑ)u · ∇ψ
)
dx
+
∫ (
L(ϑ) + δϑ B−1
ϑ
(ϑ − Θ0) + ε lnϑ
)
ψ dσ + εGψ, (3.17)∂Ω
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G = limsup
η→∞
Fψ.
More complicated is the situation with the energy balance. We lose the possibility to get strong
convergence of velocity gradient and thus we cannot pass to the limit in the balance of internal
energy. We therefore switch to the balance of total energy. Note that we were not able to do it in
the previous step as we could not use as test functions in the weak formulation of the momentum
equation an arbitrary smooth function. Thus, we sum (3.5) with ϕ = uηψ , ψ smooth and (3.10), to
get
∫
Ω
(
−1
2
η|uη|2 − ηe(η,ϑη) −
(
p(η,ϑη) + δβη + δ2η
))
uη · ∇ψ dx
+
∫
Ω
(
Sη(ϑη,uη)uη · ∇ψ − δϑ−1η ψ
)
dx
+
∫
Ω
((
κη(·,ϑ) + δϑ Bη + δϑ−1η
)ε + ϑη
ϑη
∇ϑη · ∇ψ
)
dx
+
∫
∂Ω
((
Lη(ϑη) + δϑ B−1η
)(
ϑη − Θη0
)+ ε lnϑη)ψ dσ
=
∫
Ω
ηf · uηψ dx+ δ
∫
Ω
(
ε|∇η|2
(
β
β−2
η + 2
)

β
η divuη + 2η divuη
)
ψ dx. (3.18)
As in (2.20), we get from (3.6)
∫
Ω
(
εβ|∇η|2β−2η + βη divuη
)
ψ dx
= 1
β − 1
∫
Ω
(
εβhβ−1η ψ + βηuη · ∇ψ − εββηψ
)
dx (3.19)
as well as similar formula with 2 on place of β . We may replace the last integral in (3.18) using
(3.19) and subsequently pass with η to 0. Arguing only by (3.4) (with η → 0+ on place of N → ∞),
we get
∫
Ω
((
−1
2
|u|2 − e(,ϑ)
)
u · ∇ψ + (κ(·,ϑ) + δϑ B + δϑ−1)ε + ϑ
ϑ
∇ϑ : ∇ψ
)
dx
+
∫
∂Ω
((
L(ϑ) + δϑ B−1)(ϑ − Θ0) + ε lnϑ)ψ dσ
=
∫
f · uψ dx+
∫ ((−S(ϑ,u)u+ p(,ϑ)u+ δ(β + 2)u) · ∇ψ + δϑ−1ψ)dxΩ Ω
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∫
Ω
1
β − 1
(
εβhβ−1ψ + βu · ∇ψ − εββψ)dx
+ δ
∫
Ω
(
2εhψ + 2u · ∇ψ − 2ε2ψ)dx ∀ψ ∈ C1(Ω;R). (3.20)
Note that, due to the bounds (3.2), the temperature is positive a.e. in Ω and a.e. at ∂Ω .
Next aim is to derive estimates independent of ε. Letting subsequently N → ∞ and η → 0+ (with
t = 1) in (2.25) we obtain, similarly as in the limit passages in the entropy inequality,
∫
Ω
(
κ(·,ϑε) + δϑ Bε + δϑ−1ε
)ε + ϑε
ϑε
|∇ϑε|2
ϑ2ε
dx+
∫
Ω
(
1
ϑε
S(ϑε,uε) : ∇uε + δϑ−2ε
)
dx
+ 1
2
εδ
∫
Ω
(
β
β − 1
β
ε + 22ε
)
dx+ εδ
∫
Ω
1
ϑε
|∇ε|2
(
β
β−2
ε + 2
)
dx
+
∫
∂Ω
(
L(ϑε)ϑε + δϑ Bε + ε| lnϑε| +
Θ0
ϑε
L(ϑε)
)
dσ
 C
(
1+
∣∣∣∣
∫
Ω
εf · uε dx
∣∣∣∣
)
. (3.21)
We can now apply Lemma 2 to get from the second integral a bound for ‖uε‖21,2. Estimating the
right-hand side as before we end up with
‖uε‖21,2 + ‖ϑε‖B3B + ‖ϑε‖21,2 +
∥∥∇(ϑ− 12ε )∥∥22 + ∥∥ϑ−2ε ∥∥1 + ‖ϑε‖BB,∂Ω + ∥∥ϑ−1ε ∥∥1,∂Ω
 C
(
1+ ‖ε‖26
5
)
, (3.22)
with C = C(δ), in particular, independent of ε. Note that we do not have at our disposal any in-
formation about the density independent of ε, except for the L1-norm. Hence, we use the standard
technique based on one branch of the inverse to the divergence, called also Bogovskii operator. More
precisely, we use as test function in (3.14) solution to
divΦ = (s−1)βε − 1|Ω|
∫
Ω

(s−1)β
ε dx in Ω,
Φ = 0 at ∂Ω (3.23)
such that
‖Φ‖
s
s−1
1, ss−1
 C‖ε‖sβsβ, 1< s < ∞.
See e.g. [18, Section 3.3] for a detailed proof of existence of such Φ . As ε ∈ L∞(Ω;R), there is a
priori no bound on s. We get
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Ω
(
p(ϑε,ε) + δ
(

β
ε + 2ε
))

(s−1)β
ε dx
=
∫
Ω
(
1
2
ε(uε · ∇uε) ·Φ − 1
2
ε(uε ⊗ uε) : ∇Φ
)
dx
+
∫
Ω
(
S(ϑε,uε) : ∇Φ − εf ·Φ
)
dx+ 1|Ω|
∫
Ω
(
p(ϑε,ε) + δ
(

β
ε + 2ε
))
dx
∫
Ω

(s−1)β
ε dx
= I1 + I2 + I3 + I4 + I5.
Note that on the left-hand side we get δ‖ε‖sβsβ . Recall that β  8, B  103 and thus we may take e.g.
s = 53β . We have for λ suﬃciently small
|I1| + |I2| C‖Φ‖1, 52 ‖uε‖
2
1,2‖ε‖ 154  λδ‖Φ‖
5
2
5
2
+ C(δ, λ)‖uε‖
10
3
1,2‖ε‖
5
3
15
4
,
|I3| C‖∇Φ‖ 5
2
‖∇uε‖2
(
1+ ‖ϑε‖10
)
 λδ‖Φ‖
5
2
5
2
+ C(δ, λ)‖uε‖
5
3
1,2
(
1+ ‖ϑε‖
5
3
10
)
,
|I4| C‖Φ‖1, 52 ‖ε‖ 1514  λδ‖Φ‖
5
2
5
2
+ C(δ, λ)‖ε‖
5
3
15
14
,
|I5| C
(
1+
∫
Ω
ρεϑε dx+
∫
Ω
δ
β
ε dx
)∫
Ω

2
3β
ε dx,
and using the L1-bound of the density together with (3.22) we deduce
‖ε‖ 5
3β
 C
with C independent of ε. Now we deduce from (3.16) tested with ε and (3.22)
‖uε‖1,2 + ‖ϑε‖3B + ‖ϑε‖1,2 +
∥∥ϑ− 12ε ∥∥1,2 + ‖ lnϑε‖1,2 + ∥∥ϑ−1ε ∥∥1,∂Ω + ‖ε‖ 53β + √ε‖∇ε‖2  C
(3.24)
with C independent of ε. We see that, unlike the previous limit passages, we do not have any im-
mediate compactness for the density and thus cannot pass straightforwardly to the limit ε → 0+ . We
will study this passage in the following section.
4. Limit passage to a system with artiﬁcial pressure
From (3.24) we deduce existence of a subsequence (denoted again (ε,uε,ϑε)) such that
uε ⇀ u in W
1,2
0
(
Ω;R3), uε → u in Lq(Ω;R3), q < 6,
ε ⇀  in L
5
3β(Ω;R), ε∇ε → 0 in L2
(
Ω;R3),
ϑε ⇀ ϑ in W
1,2(Ω;R), ϑε → ϑ in Lq(Ω;R), q < 3B,
ϑε → ϑ in Lq(∂Ω;R), q < 2B, lnϑε ⇀ lnϑ in W 1,2(Ω;R),
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1√
ϑε
→ 1√
ϑ
in Lq(Ω;R), q < 6, 1√
ϑε
→ 1√
ϑ
in Lq(∂Ω;R), q < 4. (4.1)
Note that the convergences immediately imply, exactly as before, that the limit temperature is positive
a.e. in Ω and a.e. at ∂Ω .
We may now pass with ε → 0+ in the weak formulation of the continuity equation (3.16) to get
∫
Ω
u · ∇ψ dx = 0 ∀ψ ∈ W 1, 30β25β−18 (Ω;R) (4.2)
and passing also in the momentum Eq. (3.14)
∫
Ω
(−(u⊗ u) : ∇ϕ + S(ϑ,u) : ∇ϕ − (p(,ϑ) + δβ + δ2)divϕ)dx = ∫
Ω
f ·ϕ dx (4.3)
for all ϕ ∈ W 1,
5
2
0 (Ω;R3). Here and in the sequel, g(,u, ϑ) denotes the weak limit of a sequence
g(ε,uε,ϑε). Next, passing to the limit in (3.20) yields
∫
Ω
((
−1
2
|u|2 − e(,ϑ)
)
u · ∇ψ + (κ(·,ϑ) + δϑ B + δϑ−1)∇ϑ : ∇ψ)dx
+
∫
∂Ω
(
L(ϑ) + δϑ B−1)(ϑ − Θ0)ψ dσ
=
∫
Ω
f · uψ dx+
∫
Ω
((−S(ϑ,u)u+ (p(,ϑ) + δβ + δ2)u) · ∇ψ + δϑ−1ψ)dx
+ δ
∫
Ω
(
1
β − 1
β + 2
)
u · ∇ψ dx ∀ψ ∈ C1(Ω;R) (4.4)
with the same notation as above. Finally we pass to the limit in the entropy inequality (3.17). Using
again the sequential lower weak semicontinuity of the L2-norm with respect to the weak topology in
L2(Ω), we get, as in (3.17), for ψ ∈ C1(Ω;R), nonnegative
∫
Ω
(
ϑ−1S(ϑ,u) : ∇u+ δϑ−2 + (κ(·,ϑ) + δϑ B + δϑ−1) |∇ϑ |2
ϑ2
)
ψ dx

∫
Ω
((
κ(·,ϑ) + δϑ B + δϑ−1)∇ϑ : ∇ψ
ϑ
− s(,ϑ)u · ∇ψ
)
dx
+
∫
∂Ω
L(ϑ) + δϑ B−1
ϑ
(ϑ − Θ0)ψ dσ , (4.5)
where we used the fact that G is bounded by
√
ε.
We see that the only diﬃculty in the limit passage is the compactness of the density. The rest of
this section will be devoted to the proof that actually the density (for a suitably chosen subsequence)
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First, concerning the renormalized continuity equation (for the proof see [18, Lemma 3.3]).
Lemma 8 (Renormalized continuity equation). Assume that
b ∈ C([0,∞))∩ C1((0,∞)),
lim
s→0+
(
sb′(s) − b(s)) ∈ R,
∣∣b′(s)∣∣ Csλ, s ∈ (1,∞), λ a
2
− 1. (4.6)
Let  ∈ La(Ω;R), a 2,  0 a.e. in Ω , u ∈ W 1,20 (Ω;R3) be such that
∫
R3
u · ∇ψ dx = 0
for all ψ ∈ C∞0 (R3;R) with , u extended by zero outside ofΩ . Then the pair (,u) is a renormalized solution
to the continuity equation, i.e. we have for all b(·) as speciﬁed in (4.6)
∫
R3
(−b()u · ∇ψ + (b′() − b())divuψ)dx = 0 (4.7)
for all ψ ∈ C∞0 (R3;R).
Next we introduce the operators
∇−1v ≡ F−1
[
iξ
|ξ |2 F(v)(ξ)
]
,
(R[v])i j ≡ (∇ ⊗ ∇−1)i j v = F−1
[
ξiξ j
|ξ |2 F(v)(ξ)
]
(4.8)
with F the Fourier transform, and denote
(R[v])i = F−1
[
ξiξ j
|ξ |2 F(v j)(ξ)
]
, R : A = F−1
[
ξiξ j
|ξ |2 F(Aij)(ξ)
]
.
In what follows we recall some of their properties which will be used in the sequel. For the proof see
[7, Theorems 10.26–10.28].
Lemma 9 (Continuity properties of ∇ ⊗ ∇−1 and ∇−1). Operator R is a continuous operator from
Lp(R3;R) to Lp(R3;R3×3) for any 1< p < ∞.
Operator ∇−1 is a continuous linear operator from the space L1(R3;R) ∩ L2(R3;R) to L2(R3;R3) +
L∞(R3;R3) and from Lp(R3;R) to L 3p3−p (R3;R3) for any 1< p < 3.
Lemma 10 (Commutators I). Let Uε ⇀ U in Lp(R3;R3), vε ⇀ v in Lq(R3;R), where
1 + 1 = 1 < 1.
p q s
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vεR[Uε] − R[vε]Uε ⇀ vR[U] − R[v]U
in Ls(R3;R3).
Lemma 11 (Commutators II). Let w ∈ W 1,r(R3;R), z ∈ Lp(R3;R3), 1 < r < 3, 1 < p < ∞, 1r + 1p − 13 <
1
s < 1. Then for all such s we have
∥∥R[wz] − wR[z]∥∥a,s,R3  C‖w‖1,r,R3‖z‖p,R3 ,
where2 a3 = 1s + 13 − 1p − 1r .
We will come back to the proof of the strong convergence of the sequence ε . We will proceed
following ideas of Lions [13] combined with those of Feireisl [6] allowing to treat the variable viscosity
case. We will ﬁrst prove the following lemma.
Lemma 12. Under the assumptions made above,
lim
ε→0+
∫
Ω
ζ(x)
((
p(ε,ϑε) + δβε + δ2ε
)
ε − S(ϑε,uε) : R[1Ωε]
)
dx
=
∫
Ω
ζ(x)
((
p(,ϑ) + δβ + δ2) − S(ϑ,u) : R[1Ω])dx
+ lim
ε→0+
∫
Ω
ζ(x)
(
εuε · R[1Ωεuε] − ε(uε ⊗ uε) : R[1Ωε]
)
dx
−
∫
Ω
ζ(x)
(
u · R[1Ωu] − (u⊗ u) : R[1Ω]
)
dx. (4.9)
Proof. Recall that ε and uε are deﬁned on R3 extended by zero outside Ω . Using in (3.14) ϕ =
ζ∇−1[1Ωε], ζ ∈ C∞0 (Ω;R) together with the approximative continuity equation (3.15), leads to∫
Ω
ζ(x)
((
p(ε,ϑε) + δβε + δ2ε
)
ε − S(ϑε,uε) : R[1Ωε]
)
dx
=
∫
Ω
ζ(x)
(
εuε · R[1Ωεuε] − ε(uε ⊗ uε) : R[1Ωε]
)
dx
− ε
∫
Ω
ζ(x)εuε · ∇−1[div1Ω∇ε]dx+ ε
∫
Ω
ζ(x)εuε · ∇−1
[
1Ω(ε − h)
]
dx
+ 1
2
ε
∫
Ω
ζ(x)
(
(∇ε · ∇)uε + εuε − huε
) · ∇−1[1Ωε]dx
2 The spaces Wa,s(Ω) for a noninteger are the Sobolev–Slobodetskii spaces, for more information see e.g. [23].
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2
ε
∫
Ω
(∇ε ⊗ uε) : ∇
(
ζ(x)∇−1[1Ωε]
)
dx−
∫
Ω
ζ(x)εf · ∇−1[1Ωε]dx
−
∫
Ω
(
p(ε,ϑε) + δβε + δ2ε
)∇ζ(x) · ∇−1[1Ωε]dx
+
∫
Ω
S(ϑε,uε) : ∇ζ(x) ⊗ ∇−1[1Ωε]dx
−
∫
Ω
ε(uε ⊗ uε) : ∇ζ(x) ⊗ ∇−1[1Ωε]dx. (4.10)
Similarly, using ϕ = ζ∇−1[1Ω] as test function in (4.3) (note that due to the regularity of , it is
an admissible function) reads
∫
Ω
ζ(x)
((
p(,ϑ) + δβ + δ2) − S(ϑ,u) : R[1Ω])dx
=
∫
Ω
ζ(x)
(
u · R[1Ωu] − (u⊗ u) : R[1Ω]
)
dx
−
∫
Ω
ζ(x)f · ∇−1[1Ω]dx−
∫
Ω
(
p(,ϑ) + δβ + δ2)∇ζ(x) · ∇−1[1Ω]dx
+
∫
Ω
S(ϑ,u) : ∇ζ(x) ⊗ ∇−1[1Ω]dx−
∫
Ω
(u⊗ u) : ∇ζ(x) ⊗ ∇−1[1Ω]dx. (4.11)
As ε ⇀  in L
5
3 β(Ω;R), we have
∇−1[1Ωε] → ∇−1[1Ω]
in C(Ω;R). Thus, due to (4.1) the veriﬁcation of (4.9) is immediate. 
In the next step we show the effective viscous ﬂux (called also effective pressure) identity.
Lemma 13. Under the assumptions above,
(
p(,ϑ) + δβ + δ2) −(4
3
μ(ϑ) + ξ(ϑ)
)
 divu
= (p(,ϑ) + δβ + δ2) −(4
3
μ(ϑ) + ξ(ϑ)
)
 divu (4.12)
a.e. in Ω .
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vε = ε ⇀  in L 53β
(
R
3;R),
Uε = εuε ⇀ u in Lp
(
R
3;R3), p < 30β
18+ 5β ,
where, again, functions ε , uε , , u are extended by zero outside Ω to the whole R3. We get
εR[1Ωεuε] − R[1Ωε]εuε ⇀ R[1Ωu] − R[1Ω]u
in Ls(R3;R3), s < 30β36+5β , where we can chose s > 65 . Thus∫
Ω
ζ(x)uε ·
(
εR[1Ωεuε] − εR[1Ωε]uε
)
dx →
∫
Ω
ζ(x)u · (R[1Ωu] − R[1Ω]u)dx;
whence Eq. (4.9) reduces to
lim
ε→0+
∫
Ω
ζ(x)
((
p(ε,ϑε) + δβε + δ2ε
)
ε − S(ϑε,uε) : R[1Ωε]
)
dx
=
∫
Ω
ζ(x)
((
p(,ϑ) + δβ + δ2) − S(ϑ,u) : R[1Ω])dx. (4.13)
Next we write∫
Ω
ζ(x)μ(ϑε)
(∇uε + (∇uε)T ) : R[1Ωε]dx =
∫
Ω
R : [ζ(x)μ(ϑε)(∇uε + (∇uε)T )]ε dx, (4.14)
and check that
R : [ζ(x)μ(ϑε)(∇uε + (∇uε)T )]= ζ(x)2μ(ϑε)divuε + R : [ζ(x)μ(ϑε)(∇uε + (∇uε)T )]
− ζ(x)μ(ϑε)R :
[∇uε + (∇uε)T ]. (4.15)
Similar formulas hold for the limit term. In order to treat the last two terms in (4.15), we apply to
the expression on the second line of this formula Lemma 11 with w = ζ(x)μ(ϑ) ∼ (1+ ϑ), r = 2 and
zi = ∂ jui + ∂iu j , j = 1,2,3, p = 2. Recall that μ(·) is globally Lipschitz, thus
∥∥R : [ζ(x)μ(ϑε)(∇uε + (∇uε)T )]− ζ(x)μ(ϑε)R : [∇uε + (∇uε)T ]∥∥a,s,R3  C
with 1< s < 32 , a = 3−2ss . As W
3−2s
s ,s(Ω) ↪→ Lq(Ω) for q = 32 with compact embedding for q < 32 , and
the density ε is bounded in L
5
3 β(Ω), we get
(R : [ζ(x)μ(ϑε)(∇uε + (∇uε)T )]− ζ(x)μ(ϑε)R : [∇uε + (∇uε)T ])ε
→ (R : [ζ(x)μ(ϑ)(∇u+ (∇u)T )]− ζ(x)μ(ϑ)R : [∇u+ (∇u)T ])
in Lq(Ω;R) with q < 15β10β+9 . Lemma 13 is thus proved. 
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recall a well-known lemma which may be of general interest and whose prove can be found again
e.g. in [7, Theorem 10.19].
Lemma 14 (Weak convergence and monotone operators). Let (P ,G) ∈ C(R) × C(R) be a couple of nonde-
creasing functions. Assume that n ∈ L1(Ω;R) is a sequence such that
P (n) ⇀ P (),
G(n) ⇀ G(),
P (n)G(n) ⇀ P ()G()
⎫⎪⎪⎬
⎪⎪⎭ in L
1(Ω;R).
(i) Then
P ()G() P ()G()
a.e. in Ω .
(ii) If, in addition,
G(z) = z, P ∈ C(R), P nondecreasing
and
P () = P ()
(where we have denoted by  = G()) then
P () = P ().
Lemma 13 together with already established strong convergence of the sequence ϑε in combina-
tion with Lemma 14 yields the strong convergence of the sequence ε .
Indeed, applying Lemma 8 with the renormalization function b() =  ln to continuity equation
(4.2) implies
∫
Ω
 divudx = 0. (4.16)
Next, in (3.16) we use as test function ψ = ln(ε + η) with η > 0. We obtain
∫
Ω
(
εε ln(ε + η) + ε |∇ε|
2
ε + η + ε divuε
)
dx =
∫
Ω
(
εh ln(ε + η) + η ln(ε + η)divuε
)
dx;
whence, letting η → 0+ ,
∫
Ω
(εε lnε + ε divuε)dx εh
∫
{ε 1 }
lnε dx.2
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∫
Ω
 divudx 0. (4.17)
Due to (4.16), (4.17), formula (4.12) implies
∫
Ω
1
4
3μ(ϑ) + ξ(ϑ)
(
p(,ϑ) + δβ+1 + δ3)dx

∫
Ω
1
4
3μ(ϑ) + ξ(ϑ)
(
p(,ϑ)  + δβ  + δ2 )dx. (4.18)
On the other hand, according to Lemma 14 and due to the monotonicity of  → p(,ϑ) as well as
the strong convergence (4.1) of ϑε ,
p(,ϑ) + δβ+1 + δ3  p(,ϑ)  + δβ  + δ2 ;
whence
p(,ϑ) + δβ+1 + δ3 = p(,ϑ)  + δβ  + δ2 ;
and consequently, in particular,
β+1 = β.
Again by Lemma 14,
β = β,
which implies the strong convergence of ε in Lβ(Ω) and consequently, by interpolation, in Lq(Ω),
for all q < 53β .
Using this fact, we can rewrite (4.2)–(4.5)
∫
Ω
u · ∇ψ dx = 0 (4.19)
for all ψ ∈ W 1, 30β25β−18 (Ω;R),
∫
Ω
(−(u⊗ u) : ∇ϕ + S(ϑ,u) : ∇ϕ − (p(,ϑ) + δβ + δ2)divϕ)dx
=
∫
Ω
f ·ϕ dx (4.20)
for all ϕ ∈ W 1,
5
2
0 (Ω;R3),
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Ω
((
−1
2
|u|2 − e(,ϑ)
)
u · ∇ψ + (κ(·,ϑ) + δϑ B + δϑ−1)∇ϑ : ∇ψ)dx
+
∫
∂Ω
(
L(ϑ) + δϑ B−1)(ϑ − Θ0)ψ dσ
=
∫
Ω
f · uψ dx+
∫
Ω
((−S(ϑ,u)u+ (p(,ϑ) + δβ + δ2)u) · ∇ψ + δϑ−1ψ)dx
+ δ
∫
Ω
(
1
β − 1
β + 2
)
u · ∇ψ dx (4.21)
for all ψ ∈ C1(Ω;R), and
∫
Ω
(
ϑ−1S(ϑ,u) : ∇u+ δϑ−2 + (κ(·,ϑ) + δϑ B + δϑ−1) |∇ϑ |2
ϑ2
)
ψ dx

∫
Ω
((
κ(·,ϑ) + δϑ B + δϑ−1)∇ϑ : ∇ψ
ϑ
− s(,ϑ)u · ∇ψ
)
dx
+
∫
∂Ω
L(ϑ) + δϑ B−1
ϑ
(ϑ − Θ0)ψ dσ , (4.22)
for all nonnegative ψ ∈ C1(Ω;R).
5. A priori estimates independent of δ
Next aim is to get a priori estimate independent of δ which will be used in the next section to
conclude the proof of Theorem 1. From now on, we assume l = 0.
Using as test function in (4.22) function ψ ≡ 1, we get
∫
Ω
(
κ(·,ϑδ) + δϑ Bδ + δϑ−1δ
) |∇ϑδ|2
ϑ2δ
dx+
∫
Ω
(
1
ϑδ
S(ϑδ,uδ) : ∇uδ + δϑ−2δ
)
dx+
∫
∂Ω
L + δϑ B−1δ
ϑδ
Θ0 dσ

∫
∂Ω
(
L + δϑ B−1δ
)
dσ . (5.1)
Eq. (4.21) with the same test function reads
∫
∂Ω
(
Lϑδ + δϑ Bδ
)
dσ =
∫
Ω
δuδ · fdx+
∫
∂Ω
(
L + δϑ B−1δ
)
Θ0 dσ + δ
∫
Ω
ϑ−1δ dx (5.2)
which yields
‖ϑδ‖1,∂Ω + δ‖ϑδ‖BB,∂Ω  C
(
‖uδ‖1,2‖δ‖ 6
5
+ δ
∫
ϑ−1δ dx+ 1
)
. (5.3)Ω
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∫
∂Ω
(
L + δϑ B−1δ
)
dσ  C
(
1+ δ‖ϑδ‖B−1B,∂Ω
)
 C
(
1+ δ 1B ‖uδ‖
B−1
B
1,2 ‖δ‖
B−1
B
6
5
+ δ
(∫
Ω
ϑ−1δ dx
) B−1
B
)
,
we deduce
‖uδ‖21,2 +
∥∥∇ϑ m2δ ∥∥22 + ‖∇ lnϑδ‖22 + ∥∥ϑ−1δ ∥∥1,∂Ω + δ(∥∥∇ϑ B2δ ∥∥22 + ∥∥∇ϑ− 12δ ∥∥22 + ‖ϑδ‖B−23B + ∥∥ϑ−2δ ∥∥1)
 C
(
1+ δ 2B+1 ‖δ‖2
B−1
B+1
6
5
)
. (5.4)
Consequently, taking into account also (5.2)–(5.3) we get
‖ϑδ‖3m  C
(‖ϑδ‖1,∂Ω + ∥∥∇ϑ m2δ ∥∥ 2m2 )
 C
(
1+ ‖δ‖ 6
5
+ δ 1B+1 ‖δ‖
2B
B+1
6
5
+ δ 2m(B+1) ‖δ‖
2(B−1)
m(B+1)
6
5
)
. (5.5)
We therefore need an estimate of δ in which we precisely control the dependence on δ. To this aim,
we return to (3.23) with s − 1 = 1
β
and use this Φ as test function in (4.20):
∫
Ω
p(δ,ϑδ)δ dx+ δ
∫
Ω
(

β+1
δ + 3δ
)
dx
= −
∫
Ω
δ(uδ ⊗ uδ) : ∇Φ dx+
∫
Ω
S(ϑδ,uδ) : ∇Φ dx−
∫
Ω
δf ·Φ dx
+ 1|Ω|
∫
Ω
(
p(δ,ϑδ) + δ
(

β
δ + 2δ
))
dx
∫
Ω
δ dx
= I1 + I2 + I3 + I4. (5.6)
We have, under assumptions of Theorem 3 and (3.1),
|I1|
∫
Ω
δ |uδ|2|∇Φ|dx ‖δ‖ 3(β+1)
2β−1
‖uδ‖26‖∇Φ‖β+1
 C
(‖δ‖ 4β+43β + 1+β3β B−1B+1β+1 + ‖δ‖ 4β+43ββ+1 );
|I2| C
∫
Ω
(1+ ϑδ)|∇uδ ||∇Φ|dx
 C
(
1+ ‖ϑδ‖3m
)‖∇uδ‖2‖∇Φ‖ 6m
3m−2
 C‖δ‖β+1
(
1+ ‖δ‖Γβ+1
)
, Γ = β + 1
6β
max
{
3B − 1
B + 1 ,
B − 1
B + 1
(
1+ 2
m
)}
;
|I3|
∫
δ|f ·Φ|dx C‖δ‖1‖Φ‖∞  C‖δ‖β+1.
Ω
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δ
∫
Ω
(

β
δ + 2δ
)
dx
∫
Ω
δ dx Cδ
(∫
Ω

β+1
δ dx
)1−η
for a certain η ∈ (0,1) and after an application of the Young inequality will be absorbed in
δ
∫
Ω
β+1 dx at the left-hand side. In the second term we have, due to (1.26),
∫
Ω
p(δ,ϑδ)dx C
(∫
Ω
γ dx+
∫
Ω
δϑδ dx
)
 C
(‖δ‖γ− 1γγ+1 + ‖ϑδ‖3m‖δ‖β+1). (5.7)
The ﬁrst term can be absorbed into the left-hand side of (5.6) while the other term is estimated by
C‖δ‖β+1
(
1+ ‖δ‖
β+1
6β Γ
′
β+1
)
, Γ ′ = max
{
2B
B + 1 ,
2
m
(B − 1)
(B + 1)
}
. (5.8)
Collecting all estimates, we have for m, β and B satisfying (3.1) and assumptions of Theorems 1, 3
at least
δ‖δ‖β−
3
2
β+1  C (5.9)
with C independent of δ and β .
Thus we get from (5.4) (here we need B  6β − 8)
‖uδ‖1,2 +
∥∥∇ϑ m2δ ∥∥2 + ‖∇ lnϑδ‖2 + ∥∥ϑ−1δ ∥∥1,∂Ω + δ(∥∥∇ϑ B2δ ∥∥22 + ∥∥∇ϑ− 12δ ∥∥22 + ‖ϑδ‖B−23B + ∥∥ϑ−2δ ∥∥1)
 C (5.10)
and from (5.3) also
‖ϑδ‖3m + δ‖ϑδ‖BB,∂Ω  C
(
1+ ‖δ‖ 6
5
)
, (5.11)
with both constants independent of δ.
Similarly as in Section 3, we need a priori estimates of the density independent of δ. To this aim,
we use in (4.20) Φ ,
divΦ = αδ −
1
|Ω|
∫
Ω
αδ dx a.e. in Ω,
Φ = 0 at ∂Ω, (5.12)
with
‖Φ‖1,q  C‖δ‖αqα. (5.13)
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Ω
p(δ,ϑδ)
α
δ dx+ δ
∫
Ω
(

β+α
δ + 2+αδ
)
dx
= −
∫
Ω
δ(uδ ⊗ uδ) : ∇Φ dx+
∫
Ω
S(ϑδ,uδ) : ∇Φ dx−
∫
Ω
δf ·Φ dx
+ 1|Ω|
∫
Ω
(
p(δ,ϑδ) + δ
(

β
δ + 2δ
))
dx
∫
Ω
αδ dx
= I1 + I2 + I3 + I4. (5.14)
We start by estimating I1:
|I1|
∫
Ω
δ |uδ|2|∇Φ|dx ‖δ‖γ+α‖uδ‖26‖∇Φ‖ 3(γ+α)
2(γ+α)−3
;
requiring in addition 3(γ+α)2(γ+α)−3α  γ + α we can resume conditions
0< α  2γ − 3, γ > 3
2
. (5.15)
Consequently
|I1| C‖δ‖1+αγ+α.
Next, using (5.11)
|I2| C
∫
Ω
(1+ ϑδ)|∇uδ ||∇Φ|dx C
(
1+ ‖ϑδ‖3m
)‖∇uδ‖2‖∇Φ‖ 6m
3m−2
 C
(
1+ ‖δ‖ 6
5
)‖δ‖α6mα
3m−2
,
provided m > 23 . Requiring
6mα
3m−2 = γ + α yields condition
α  3m − 2
3m + 2γ . (5.16)
Thus for γ  3m+2m+2 (5.15) is more restrictive, while in the other case, bound (5.16) gives the restriction.
Further, roughly indeed,
|I3| C‖f‖∞‖δ‖1+αγ+α.
The second part of the integral I4 can be easily estimated, using interpolation between L1 and Lβ+α ,
δ
∫ (

β
δ + 2δ
)
dx
∫
αδ dx Cδ
(∫

β+α
δ dx
)1−η
Ω Ω Ω
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∫
{δ<K0ϑ
1
γ−1
δ }
δϑδdx
∫
{δ<K0ϑ
1
γ−1
δ }
(
1+αδ ϑδ
) 1
1+α ϑ
α
1+α
δ dx

( ∫
{δ<K0ϑ
1
γ−1
δ }
1+αδ ϑδ dx
) 1
1+α (∫
Ω
ϑδ dx
) α
α+1
,
we see
∫
Ω
p(δ,ϑδ)dx
∫
Ω
αδ dx C
( ∫
{δ<K0ϑ
1
γ−1
δ }
1+αδ ϑδ dx
) 1
1+α (∫
Ω
ϑδ dx
) α
α+1 ∫
Ω
αδ dx
+ C
∫
Ω

γ
δ dx
∫
Ω
αδ dx
 η
∫
Ω
p(δ,ϑδ)
α
δ dx+ C(η)
(
1+ ‖δ‖α+1max{α,1}
∫
Ω
ϑδ dx
)
,
with η arbitrarily small. As ‖δ‖ 6
5
 ‖δ‖
1
2
1 ‖δ‖
1
2
3
2
, we have using (5.11)
‖δ‖α+1α
∫
Ω
ϑδ dx C
(
1+ ‖δ‖ 6
5
)‖δ‖α+1α  C(1+ ‖δ‖α+ 32γ+α)
which for γ > 32 gives the desired estimate.
Summing up calculations above we arrive at
‖δ‖γ+α  C, δ‖δ‖β+αβ+α  C (5.17)
with
α = min
{
2γ − 3, 3m − 2
3m + 2γ
}
, m >
2
3
, (5.18)
where C is a positive constant independent of δ. Collecting all estimates in this section, we have now
‖uδ‖1,2 +
∥∥∇ϑ m2δ ∥∥2 + ‖∇ lnϑδ‖2 + ‖ϑδ‖3m + ‖ lnϑδ‖6 + ∥∥ϑ−1δ ∥∥1,∂Ω + ‖δ‖γ+α
+ δ(∥∥∇ϑ B2δ ∥∥2 + ∥∥∇ϑ− 12δ ∥∥2 + ‖ϑδ‖B3B + ‖ϑδ‖B2B,∂Ω + ∥∥ϑ− 12δ ∥∥ + ∥∥ϑ−2δ ∥∥ ) C . (5.19)2 2 6 1
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which would imply that the contribution of the artiﬁcial pressure disappears in the limit of the energy
balance (4.21). To this aim, we need to show that
lim
δ→0+
δ‖δ‖β6
5β
= 0. (5.20)
However, we only have (5.17). If we repeat procedure (5.12)–(5.17) with α = 15β + η, η > 0, small, we
get in (5.14)
|I1|
∫
Ω
δ|uδ|2|∇Φ|dx ‖δ‖ 3(6β+5η)
9β−5η
‖uδ‖26‖∇Φ‖ 6β+5η
β+5η
and
|I2| C
∫
Ω
(1+ ϑδ)|∇uδ ||∇Φ|dx C
(
1+ ‖ϑδ‖ 2(6β+5η)
4β−5η
‖∇uδ‖2‖∇Φ‖ 6β+5η
β+5η
)
.
The integrals |I3| and |I4| can be estimated easily, without further restrictions. Assuming γ > 53 and
m > 1, we can control for η > 0 suﬃciently small the norms of δ and ϑδ independently of δ. We
thus get
δ‖δ‖β6
5β+η
 C (5.21)
with C independent of δ; whence (5.20) follows.
Similarly as in the previous sections, we may now pass with δ → 0+ . As before, taking suitable
subsequences, we get3
uδ ⇀ u in W
1,2
0
(
Ω;R3), uδ → u in Lq(Ω;R3), q < 6,
δ ⇀  in L
γ+α(Ω;R), γ > 3
2
, m >
2
3
, α = min
{
2γ − 3, 3m − 2
3m + 2γ
}
,
ϑδ ⇀ ϑ in W
1,r(Ω;R), r = min
{
2,
3m
m + 1
}
,
ϑδ → ϑ in Lq(Ω;R), q < 3m, ϑδ → ϑ in Lq(∂Ω;R), q < 2m,
δ‖δ‖β6
5β
→ 0 form > 1, γ > 5
3
. (5.22)
We can directly pass to the limit in the continuity and momentum equation, resulting in
∫
Ω
u · ∇ψ dx = 0 (5.23)
for all ψ ∈ C1(Ω;R),
3 If m < 2,
∫
Ω
|∇ϑδ | 3mm+1 dx (
∫
Ω
|∇ϑδ |2ϑm−2δ dx)
3m
2(m+1) (
∫
Ω
ϑ3mδ dx)
2−m
m+1 .
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Ω
(−(u⊗ u) : ∇ϕ + S(ϑ,u) : ∇ϕ − p(,ϑ)divϕ)dx = ∫
Ω
f ·ϕ dx (5.24)
for all ϕ ∈ C1(Ω;R3), ϕ = 0 at ∂Ω . Note that we used
lim
δ→0+
δ‖δ‖ββ = 0
which follows from (5.17).
There is also no substantial problem in the limit passage in the entropy inequality:
∫
Ω
(
ϑ−1S(ϑ,u) : ∇u+ κ(·,ϑ) |∇ϑ |
2
ϑ2
)
ψ dx

∫
Ω
(
κ(·,ϑ)∇ϑ : ∇ψ
ϑ
− s(,ϑ)u · ∇ψ
)
dx+
∫
∂Ω
L
ϑ
(ϑ − Θ0)ψ dσ , (5.25)
for all ψ ∈ C1(Ω;R), nonnegative. We used the nonnegativity of several terms on the left-hand side
and interpolation inequalities together with (5.10) on the right-hand side. For the balance of the total
energy, the situation becomes more complex. We can pass to the limit only if m > 1 and γ > 53 ;
however, the reason for it is not the convergence in the artiﬁcial pressure, it is a consequence of
integrability of the convective term and the stress tensor. We summarize the situation below.
(a) In order to pass to the limit in the convective term
∫
Ω
δ |uδ|2uδ · ∇ψ dx,
we need δ ⇀  in Lq(Ω;R) for a certain q > 2, which gives at least γ > 53 , m 1.
(b) As
∫
Ω
δe(δ,ϑδ)uδ · ∇ψ dx ∼
∫
Ω
δ
(

γ−1
δ + ϑδ
)|uδ|dx,
we need to have strong convergence of ρ
6
5 γ . To have at least control of this term, we need γ  53
and m  1; similarly we need strong convergence of δϑδ in L
6
5 (Ω;R) which gives the same
restrictions.
(c) For the convergence of
∫
Ω
S(ϑδ,uδ)uδ · ∇ψ dx
we need strong convergence of the temperature in Lq(Ω;R) for certain q > 3 which implies
m > 1.
(d) For the pressure term we get the same as in (b).
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∫
Ω
((
−1
2
|u|2 − e(,ϑ)
)
u · ∇ψ + κ(·,ϑ)∇ϑ : ∇ψ
)
dx+
∫
∂Ω
L(ϑ − Θ0)ψ dσ
=
∫
Ω
f · uψ dx+
∫
Ω
(−S(ϑ,u)u+ p(,ϑ)u) · ∇ψ dx (5.26)
for all ψ ∈ C1(Ω;R). Here, the assumption m > 1 plays also an important role in the limit passage of
δ
∫
Ω
ϑ Bδ ∇ϑδ : ∇ψ dx to zero; we have
δ
∫
Ω
ϑ Bδ ∇ϑδ : ∇ψ dx δ
∫
Ω
ϑ
B+2
2
δ ϑ
B−2
2
δ ∇ϑδ : ∇ψ dx
 C
(
δ
∫
Ω
ϑ B+2δ dx
) 1
2
(
δ
∫
Ω
ϑ B−2δ |∇ϑδ |2 dx
) 1
2
.
Using interpolation
‖ϑδ‖B+2B+2  ‖ϑδ‖
2m(B−1)
B−m
3m ‖ϑδ‖
(B−m)(B+2)−2m(B−1)
B−m
3B
we need
(B −m)(B + 2) − 2m(B − 1)
B −m < B,
which holds provided m > 1. The limits in the other terms follow directly, using (5.10) and interpola-
tion inequalities.
If γ  53 and/or
2
3 <m  1, we get only the entropy inequality. Therefore we cannot get solution
in the sense of Deﬁnition 1; nevertheless, we can expect solution in the sense of Deﬁnition 2 as it is
easy to pass to the limit in (4.21) with a special choice ψ ≡ 1, yielding
∫
∂Ω
L(ϑ − Θ0)dσ =
∫
Ω
f · udx, (5.27)
i.e. the global balance of total energy. Here, it is enough to use interpolation between L1(∂Ω) and
L2B(∂Ω).
In order to ﬁnish the proof, similarly as in the previous step, we need to prove strong convergence
of the density. This will be the aim of the last section.
6. Strong convergence of the density for δ → 0+
We will use similar ideas as in Section 4, however, with several important modiﬁcations. First, we
introduce cut-off functions
Tk(z) = kT
(
z
k
)
, z 0, k ∈ N, (6.1)
with T ∈ C∞([0,∞)),
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{
z for 0 z 1,
concave on (0,∞),
2 for z 3,
(6.2)
and we aim to prove
p(,ϑ)Tk() −
(
4
3
μ(ϑ) + ξ(ϑ)
)
Tk()divu
= p(,ϑ) Tk() −
(
4
3
μ(ϑ) + ξ(ϑ)
)
Tk()divu, (6.3)
which is a version of (4.12). We have
Lemma 15. Under assumptions above, for γ > 32 and m >
2
3 , equality (6.3) holds for any k ∈ N.
Proof. As the proof is similar to the proof of Lemma 13, we will proceed slightly faster. First, we use
as test function in the approximate momentum Eq. (4.20)
ϕ(x) = ζ∇−1[1Ω Tk(δ)]
and in the limit Eq. (5.24)
ϕ(x) = ζ∇−1[1Ω Tk() ],
ζ ∈ C∞0 (Ω;R). After computations as in Lemma 12 we get
∫
Ω
ζ(x)
((
p(δ,ϑδ) + δβδ + δ2δ
)
Tk(δ) − S(ϑδ,uδ) : R
[
1Ω Tk(δ)
])
dx
=
∫
Ω
ζ(x)
(
uδ ·
(R[1Ωδuδ]Tk(δ) − R[1Ω Tk(δ)]δuδ))dx
−
∫
Ω
ζ(x)δf · ∇−1
[
1Ω Tk(δ)
]
dx
−
∫
Ω
(
p(δ,ϑδ) + δβδ + δ2δ
)∇ζ(x) · ∇−1[1Ω Tk(δ)]dx
+
∫
Ω
S(ϑδ,uδ) : ∇ζ(x) ⊗ ∇−1
[
1Ω Tk(δ)
]
dx
−
∫
Ω
δ(uδ ⊗ uδ) : ∇ζ(x) ⊗ ∇−1
[
1Ω Tk(δ)
]
dx. (6.4)
Similarly
∫
ζ(x)
(
p(,ϑ) Tk() − S(ϑ,u) : R
[
1Ω Tk()
])
dxΩ
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∫
Ω
ζ(x)
(
u · (R[1Ωu]Tk() − R[1Ω Tk() ]u))dx
−
∫
Ω
ζ(x)f · ∇−1[1Ω Tk() ]dx−
∫
Ω
p(δ,ϑδ)∇ζ(x) · ∇−1
[
1Ω Tk()
]
dx
+
∫
Ω
S(ϑ,u) : ∇ζ(x) ⊗ ∇−1[1Ω Tk(δ) ]dx
−
∫
Ω
(u⊗ u) : ∇ζ(x) ⊗ ∇−1[1Ω Tk() ]dx. (6.5)
In (6.4) and (6.5) we have used R[1Ωδuδ] = R[1Ωu] = 0 which is a consequence of the fact that
div(δuδ) = div(u) = 0 in D′(R3). We use Lemma 10 in a similar manner as in Section 4, i.e. vδ =
Tk(δ) ⇀ Tk() in Lq(Ω;R), q < ∞, Uδ = δuδ ⇀ u in Lp(Ω;R3), p < 6(α+γ )α+γ+6 , where, according to
Lemma 10,
R[1Ωδuδ]Tk(δ) − R
[
1Ω Tk(δ)
]
δuδ ⇀ R[1Ωu]Tk() − R
[
1Ω Tk()
]
u
in Ls(Ω;R) for some s > 65 . (Note that s can be chosen greater than 65 provided γ + α > 32 .) Conse-
quently we take advantage of the strong convergence uδ → u in Lq(Ω;R3), q < 6 to verify∫
Ω
ζ(x)
(
uδ ·
(R[1Ωδuδ]Tk(δ) − R[1Ω Tk(δ)]δuδ))dx
→
∫
Ω
ζ(x)
(
u · (R[1Ωu]Tk() − R[1Ω Tk() ]u))dx.
Other terms at the right-hand side of (6.4) being compact and convergent to the corresponding
terms at the right-hand side of (6.5), subtracting (6.5) from (6.4) we arrive after straightforward cal-
culations to ∫
Ω
ζ(x)
(
p(,ϑ)Tk() − p(,ϑ) Tk()
)
dx
=
∫
Ω
ζ(x)
(
S(ϑ,u) : R[1Ω Tk()]− S(ϑ,u) : R[1Ω Tk() ])dx.
As in (4.15), we can write
∫
Ω
ζ(x)S(ϑ,u) : R[1Ω Tk()]dx
= lim
δ→0+
∫
Ω
ζ(x)
(
4
3
μ(ϑδ) + ξ(ϑδ)
)
divuδTk(δ)dx
+ lim
δ→0+
∫
Tk(ϑδ)
(R[ζ(x)μ(ϑδ)(∇uδ + (∇uδ)T )]− ζ(x)μ(ϑδ)R : [∇uδ + (∇uδ)T ])dx,
Ω
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r =min{2, 3mm+1 } and zi = ∂i(uδ) j + ∂ j(uδ)i , j = 1,2,3, bounded in L2(Ω;R3), we get that
R[ζ(x)μ(ϑδ)(∇uδ + (∇uδ)T )]− ζ(x)μ(ϑδ)R : [∇uδ + (∇uδ)T ]
is bounded in Wa,s(Ω;R3) with s < 6r6−r , a = 3( 1r − 1s − 16 ), provided m+13m < 56 , i.e. m > 23 . Thus the
latter expression converges strongly to R[ζ(x)μ(ϑ)(∇u + (∇u)T )] − ζ(x)μ(ϑ)R : [∇u + (∇u)T ] in
certain Lq(Ω;R3) with q > 1, where we used the strong convergence of ϑδ to ϑ . As Tk(δ) ⇀ Tk()
in all Lp(Ω;R), p < ∞, we get ﬁnally the desired equality (6.3). 
However, unlike the situation in Section 4, we are not able to conclude immediately as we do not
know whether the renormalized continuity equation holds true. Recall that for γ small we do not
know whether  ∈ L2(Ω;R). We apply the approach developed in [9] and adapted to the stationary
barotropic case in [18] combined with the technique introduced in Feireisl [6] (see also [7]) to treat
the temperature dependent case.
First, we introduce the oscillations defect measure deﬁned as
oscq[δ → ](Q ) = sup
k>1
(
limsup
δ→0+
∫
Q
∣∣Tk(δ) − Tk()∣∣q dx
)
with Tk(·) from (6.1)–(6.2). Then we have:
Lemma 16. Let Ω ⊂ R3 be open and let
δ ⇀  in L
1(Ω;R),
uδ ⇀ u in L
r(Ω;R3),
∇uδ ⇀ ∇u in Lr
(
Ω;R3×3), r > 1.
Let
oscq[δ → ](Ω) < ∞ (6.6)
for 1q < 1− 1r , where (δ,uδ) solve the renormalized continuity equation (4.7). Then the limit functions solve
(4.7) for all b ∈ C1([0,∞)) ∩ W 1,∞(0,∞).
Proof. The proof is an easy adaptation of the proof of [7, Lemma 3.8] from the nonsteady to the
steady case. 
One may verify by using e.g. the Lebesgue dominated convergence theorem that the renormalized
continuity equation (4.7) holds with any b satisfying (4.6) with a 1 (cf. [7, Lemma 10.13]), provided
 ∈ La(Ω;R) and u ∈ W 1,20 (Ω;R3).
We return to Lemma 16. Note that we have fulﬁlled all its assumptions (with r = 2) but (6.6). We
therefore need to show (6.6) with q > 2. This is subject of the following lemma.
Lemma 17. Let (δ,uδ, ϑδ) be as above and let m > max{ 23(γ−1) , 23 }. Then there exists q > 2 such that (6.6)
holds true.
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4
3 for γ
approaching 32 . For γ  2 we get only m >
2
3 which is not possible to avoid, in order to control the
limit passage in the stress tensor.
Proof. We follow the ideas from [7, Section 3.7]. We get using Lipschitz continuity of Tk and trivial
inequality (a − b)γ  aγ − bγ , a b 0,
d limsup
δ→0+
∫
Ω
∣∣Tk(δ) − Tk()∣∣γ+1 dx
 d limsup
δ→0+
∫
Ω
(
γ − γδ
)(
Tk() − Tk(δ)
)
dx
= d
∫
Ω
(
γ Tk() − γ Tk()
)
dx+ d
∫
Ω
(
γ − γ )(Tk() − Tk() )dx. (6.7)
From (6.7) we have:
Lemma 18. Under assumptions made above, it holds
d limsup
δ→0+
∫
Ω
∣∣Tk(δ) − Tk()∣∣γ+1 dx 
∫
Ω
(
p(,ϑ)Tk() − p(,ϑ) Tk()
)
dx, (6.8)
d limsup
δ→0+
∫
Ω
1
1+ ϑ
∣∣Tk(δ) − Tk()∣∣γ+1 dx
∫
Ω
1
1+ ϑ
(
p(,ϑ)Tk() − p(,ϑ) Tk()
)
dx. (6.9)
The proof of Lemma 18 will be given below. Now, let Gk(t, x, z) = d|Tk(z) − Tk((t, x))|γ+1. Thus
Gk(· , ·,) p(,ϑ)Tk() − p(,ϑ) Tk()
and using (6.3),
Gk(· , ·,)
(
4
3
μ(ϑ) + ξ(ϑ)
)(
Tk()divu− Tk()divu
)
for all k 1. Then
∫
Ω
(1+ ϑ)−1Gk(t, x,)dx C sup
δ>0
‖divuδ‖2 limsup
δ→0+
∥∥Tk(δ) − Tk()∥∥2
 C limsup
δ→0+
∥∥Tk(δ) − Tk()∥∥2.
On the other hand,
∫ ∣∣Tk(δ) − Tk()∣∣q dx
Ω
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∫
Ω
∣∣Tk(δ) − Tk()∣∣q(1+ ϑ)− qγ+1 (1+ ϑ) qγ+1 dx
 C
[∫
Ω
(1+ ϑ)−1∣∣Tk(δ) − Tk()∣∣γ+1 dx
] q
γ+1 [∫
Ω
(1+ ϑ) qγ+1−q dx
] γ+1−q
γ+1
.
To control the second integral, we need
q
γ + 1− q  3m, i.e. q
3m(γ + 1)
3m + 1 .
As q > 2, we get the restriction
m >
2
3(γ − 1) .
Under this assumption we therefore obtain
limsup
δ→0+
∫
Ω
∣∣Tk(δ) − Tk()∣∣q dx C,
independently of k. 
Proof of Lemma 18. As the proof of (6.8) and (6.9) is precisely the same, we show only the former
one. Recall that (see (1.27))
p(,ϑ) = dγ + pm(,ϑ), ∂pm(,ϑ)
∂
 0,
where p(· , ·) ∈ C2((0,∞)2). Due to convexity of  → γ and concavity of Tk(·), the last term on the
right-hand side of (6.7) is nonpositive. Thus
d limsup
δ→0+
∫
Ω
∣∣Tk(δ) − Tk()∣∣γ+1 dx
 d
∫
Ω
(
γ Tk() − γ Tk()
)
dx
=
∫
Ω
(
p(,ϑ)Tk() − p(,ϑ) Tk()
)
dx−
∫
Ω
(
pm(,ϑ)Tk() − pm(,ϑ) Tk()
)
dx (6.10)
and it remains to show that the second integral in (6.10) is actually nonnegative. Further, for suitably
chosen subsequence if necessary,
∫
Ω
(
pm(,ϑ)Tk() − pm(,ϑ) Tk()
)
dx
= limsup
δ→0+
(∫ (
pm(δ,ϑδ) − pm(δ,ϑ)
)
Tk(δ)dxΩ
312 A. Novotný, M. Pokorný / J. Differential Equations 251 (2011) 270–315−
∫
Ω
(
pm(δ,ϑδ) − pm(δ,ϑ)
)
Tk()dx
+
∫
Ω
(
pm(δ,ϑ)Tk(δ) − pm(δ,ϑ)Tk()
)
dx
)
. (6.11)
The last integral in (6.11) is nonnegative. Indeed, since C∞(Ω) is dense in W 1,2(Ω), it is enough to in-
vestigate pm(δ,Θ)Tk(δ)− pm(δ,Θ)Tk() with Θ ∈ C∞(Ω). Moreover, due to the equiintegrability
of the family δ in Lp(Ω;R), p > γ , we can investigate pm(Tk(δ),Θ)Tk(δ) − pm(Tk(δ),Θ)Tk().
By localization technique the last goal reduces to the application of Lemma 14.
We have to show that the ﬁrst two terms in (6.11) converge to zero. To this aim, it is enough to
verify
lim
δ→0+
∫
Ω
∣∣pm(δ,ϑ) − pm(δ,ϑδ)∣∣dx = 0.
However, employing the fact that
∣∣pm(,ϑ)∣∣ C(ϑ + γ ),
we see that ∫
E
∣∣pm(δ,ϑ) − pm(δ,ϑδ)∣∣dx
is uniformly small with respect to |E|. Therefore, Egoroff’s theorem together with smoothness of
pm(· , ·) ﬁnishes the proof.
Now, we may deduce from Lemmas 16 and 17 that the renormalized continuity equation (4.7) is
satisﬁed, in particular with
b() = 
∫
1
Tk(z)
z2
dz.
Thus ∫
Ω
Tk()divudx = 0.
Recall that ∫
Ω
Tk(δ)divuδ dx = 0;
whence ∫
Tk()divudx = 0.Ω
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∫
Ω
1
4
3μ(ϑ) + ξ(ϑ)
(
p(,ϑ)Tk() − p(,ϑ) Tk()
)
dx =
∫
Ω
(
Tk() − Tk()
)
divudx.
We know that limk→∞ ‖Tk() − ‖1 = limk→∞ ‖Tk() − ‖1 = 0; thus
lim
k→∞
∥∥Tk() − Tk()∥∥1 = 0.
Consequently, due to Lemma 17, (6.3) and interpolation
lim
k→∞
∫
Ω
1
1+ ϑ
(
p(,ϑ)Tk() − p(,ϑ) Tk()
)
dx = 0.
Hence, by Lemma 18
lim
k→∞
limsup
δ→0+
∫
Ω
1
1+ ϑ
∣∣Tk(δ) − Tk()∣∣γ+1 dx = 0, (6.12)
which implies, in particular,
lim
k→∞
limsup
δ→0+
∫
Ω
∣∣Tk(δ) − Tk()∣∣q dx = 0
with q from Lemma 17. Now we write
‖δ − ‖1 
∥∥δ − Tk(δ)∥∥1 + ∥∥Tk(δ) − Tk()∥∥1 + ∥∥Tk() − ∥∥1,
and obtain easily
δ →  in L1(Ω;R)
as well as by interpolation
δ →  in Lp(Ω) ∀p < γ + α,
which ﬁnishes the proof of Theorem 1.1. Note that we have also showed that the pair (,u) is a
solution to the renormalized continuity equation.
We end with several concluding remarks. First, we may easily use instead of the Dirichlet boundary
conditions the Navier boundary conditions for the velocity, i.e. instead of u= 0 at ∂Ω we can consider
u · n= 0, (Sn) · τ + αu · τ = 0
at ∂Ω with α  0 a constant, and τ any tangent vector to ∂Ω . The main difference is that Lemma 2 is
not anymore true and we would have to assume for α > 0 that ξ(·) > 0 and if α = 0, i.e. the total slip,
the domain additionally cannot be radially symmetric, see e.g. [18]. The rest of the proof is basically
the same.
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p(,ϑ) = pM(,ϑ) + a
3
ϑ4,
e(,ϑ) = eM(,ϑ) + aϑ
4

,
where pM(,ϑ) and eM(,ϑ) are given by (1.13) or (1.19), and
κ(x,ϑ) = κM(x,ϑ) + κR(ϑ)
with κM(x, ϑ) satisfying (1.10),
cϑ3  κR(ϑ) c
(
1+ ϑ3).
In this case, the proof becomes simpler. For this reason we do not consider this model here.
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