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Abstract. Object processing systems are met rather often in every day
life, in industry, tourism, commerce, etc. When designing such a system,
many problems can be posed and considered, depending on the scope
and purpose of design. We give here a general approach which involves
graph theory, and which can have many applications. The generation
of possible designs for an object processing system, known as synthesis
in the engineering field, is reduced to first solving a graph embedding
problem. We believe that our model could be successful and relatively
easily implemented in a software tool, called Smart Synthesis Tool, so
that the engineering design process will perform quicker. We propose
three types of graph transformations which aid the way an object pro-
cessing system can be designed. Future work will show to which extent
these transformation types suffice for generating most of the layouts of
the object processing systems.
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1 Introduction
In many situations objects are to be processed and a design for such a pro–
cessing system is asked for. In general more designs are possible, called solutions
of the synthesis phase. Synthesis is in this context part of the process where
solutions are generated. Synthesis-support tools help the engineers to translate
their demands into the optimal realisation form1. A solution should satisfy cer-
tain requirements, goals, and constraints, boundary conditions.
In many design procedures the first step is to determine a Process Flow Dia-
gram (PFD). The object is to be processed in different ways and the various
processings are to be carried out in a prescribed order. A PFD is basically a
directed graph
−→
P , with vertices labelled by the type of processing that is to
1 See http://www.opm.ctw.utwente.nl/research/design_engineering/synthesis/
Research.doc/index.html
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take place. A very simple example is that in which an object O might have to
undergo processing 1, 2, 3 and 4, in that order. The graph
−→
P would then be a
simple path where the arcs model the ordering (Fig. 1).
1 2 43
Fig. 1. A simple PFD
One of the remarkable problems is that of taking into account geometrical con-
straints. After other aspects have been considered, finally the designed system
has to be implemented in some building. The PFD is to be transformed into
a Material Flow Diagram (MFD) in which all aspects have been incorporated,
but that then should fit into the building, i.e. satisfy the geometrical constraints.
This step seems to cause considerable problems in practice and redesigning has
to take place.
Smart Synthesis Tool (SST ) aims to be a computer-based tool that should help
engineers in designing solutions of high quality and in short time. Though the
development of our ideas remains quite general, the SST can benefit from it,
and it will be up to the software developer, to which extent our approach will
best fit into the SST .
In this paper we discuss an approach that starts with the geometrical aspect. If
a processing system is to be located in different parts of the building, possibly
all in the same part, when e.g. only one big hall is disposable, then a natural first
modeling of the building is by representing all available spaces by vertices and
all possible direct connections between spaces, by doors or openings in walls,
by edges between the vertices. In order to take into account that objects are
delivered at an entrance and after processing are collected at an exit, one might
model these two areas, or possibly more areas outside the building, by vertices
too. In Fig. 2 a simple building is modeled by a Geometrical Constraint Graph
(GCG).
The GCG has 8 vertices. The dotted edges connect neighbouring locations. Ver-
tices 0 and 7 model entrance area, respectively exit area for the objects that are
to be processed.
Our problem now is to embed the PFD of Fig. 1 in the GCG of Fig. 2. Any
way to do this gives a potential solution to the design problem in a very abstract
form yet. The vertices 1, 2, 3 and 4 are to be mapped on vertices of the set
a, b, c, d, e, f , where we have chosen letters as labels to avoid confusion. As it
may be that some processes take place at the same location, possibly all if there
is only one location a, we assume loops on the vertices representing the locations.
Both edges and loops can be represented by arcs, two in opposite directions in
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Fig. 2. A simple GCG
case of the edges. For the time being we assume that the whole building is avail-
able, i.e. no location is used for another purpose.
2 Mapping a PFD on a GCG
We will start with a pathological case.
The location b may be chosen as image of all four processes 1, 2, 3 and 4. The
arcs are mapped on the loop on vertex b (Fig. 3).
This is a design, and about the least promising one. Much more likely to be
satisfactory are mappings like
1→ a, 2→ d, 3→ e, 4→ f or
1→ a, 2→ c, 3→ e, 4→ f or
1→ a, 2→ c, 3→ c, 4→ c.
In the latter case, the processes 2, 3 and 4 all take place at the large location c.
It is clear that an SST can be produced, that gives all embeddings of the PFD
on the GCG. Giving a designer the possibility to fix certain mappings, the SST
will produce a smaller number of possible solutions. He/she will probably fix the
mapping 1 → a. In case location c has to be left out of consideration, because
of use in another way, probably 4→ f will be fixed as well.
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Fig. 3. Processes 1, 2, 3 and 4 taking place at location b
Now the number of possible designs has diminished considerably. We redraw the
building, focusing on the inside, in Fig. 4.
a
b d
e
f
Fig. 4. Reduced GCG
Both vertices a and f have been drawn black as they are assumed to be the
images of mapping vertex 1 and vertex 4 respectively. Let us now consider the
possible abstract designs left. We will list them as sequences of locations, begin-
ning with a and ending with f , only the images of processes 2 and 3 have to be
chosen. The sequences are:
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a → a → a → f a → b → a → f a → d → a → f
a → a → b → f a → b → b → f a → d → b → f
a → a → d → f a → b → d → f a → d → d → f
a → a → e → f a → b → e → f a → d → e → f
a → a → f → f a → b → f → f a → d → f → f
a → e → a → f a → f → a → f
a → e → b → f a → f → b → f
a → e → d → f a → f → d → f
a → e → e → f a → f → e → f
a → e → f → f a → f → f → f.
Several remarks have to be made now.
First, we have to make precise how the embedding of the PFD into the GCG is
to be seen. The arcs can be interpreted as transportation channels. But if, as in
a → a → e → f , process 2 is to take place at location a, as was process 1, and
process 3 is to take place at location e, the transportation of the object from a to
e should be along a path from a to e, e.g. the path a → d → e. The embedding
of the arc 2 → 3 of the PFD into the GCG is therefore not a mapping on an
arc of the GCG, but on a path in which the vertex d occurs and the PFD from
1 to 4 is mapped on the path a → a → d → e → f of the GCG. So a path of
length 3 is mapped on a path of length 4. The image is, however, homeomorphic
to the path that was mapped.
Second, several of the abstract designs would probably not be accepted by a
human, like for example a → e → a → f , unless there are stringent reasons for
it. It might be so that process 2 can only take place at location e and process 3
only at location a. The reason it seems an unlikely design is that next to space,
also time plays an important role. Transportation of the object from a to e, back
to a and then to f will take more time than from a to a to e to f .
Yet we have now hit upon the next problem in deciding on the abstract designs
to be considered further. Let us consider a → d → d → f . This design lets
processes 2 and 3 take place at location d, the smallest location in the build-
ing. Now processes may be performed by humans or by machines. In both cases
enough space is needed. A machine will put a constraint on the space. Suppose
processes 2 and 3 demand two machines, taking s2 and s3 as space, say in square
meters. If the location d has space sd and sd < s2+s3, then the processes cannot
take place in d. In case neither process 2 nor process 3 can take place in d, not
enough space for even the simplest configuration of machines, a single machine,
the location d cannot be used as an image anymore. 9 out of 25 abstract designs
are then removed from the list of possible designs. This simple space constraint
may, for example, exclude that two processes take place at the same location.
This may also be due to a decision of the designer who uses the SST . The se-
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rious effect of these geometrical constraints becomes clear by considering the
remaining possibilities for abstract designs.
a → b → e → f and a → e → b → f are the only two abstract designs still at the
disposal of the designer! If now the time needed for transportation is considered,
it is clear that the only abstract design that should be chosen is a → b → e → f .
This simple example shows that an SST that incorporates these ideas can be of
great help in reducing design possibilities. The programming will probably be
quite straightforward.
3 Incorporating other constraints
Figure 5 gives the outcome of the first step in the design process, with help of
the SST .
a
b
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d
Fig. 5. Abstract design taking into account geometrical constraints and transportation
time considerations
The design says: start with process 1 at location a, transport to b, let process
2 be carried out there, transport to e, via a and d, let process 3 be carried out
there, transport to f and carry out process 4. Now we have to see how this
embedded PFD can be turned into an MFD.
Suppose, again in our example, N objects have to be processed in a certain
time period. This puts requirements both on the processes 1, 2, 3 and 4 and on
the paths that, in an abstract sense, represent the transportation. The means
of transportation should have enough capacity, as should have the humans or
machines carrying out the processes. In both cases the second step in the design
comes forward. The available ways for transportation and processing may lead
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to multiplication, again in an abstract way.
4 More complex processing
Let us imagine people carrying out both transportation and processing. If one
person can process ni objects in the prescribed time period, at least
⌈
N
ni
⌉
persons
are needed for process i. In case of machines, a minimum number of machines
is needed as well. We now meet the geometrical constraint again. The locations
may not have enough space for the machines needed. This way an upper bound
on N is found, unless there is the possibility to choose from machines with dif-
ferent capacities and, probably, different prices!
Consider Fig. 5 from the previous section. We decide to find the best (not refer-
ring to any specific performance as time or cost, we still keep it general) suitable
number of machines able to perform the process number 3. Assuming that the
space required for such a machine is known, and considering the area se known,
it may be that we decide for a number of three machines necessary to be used.
Now the challenge is to properly locate these three machines into the given area
se. The problem is involving not only the geometry (i.e. where exactly to locate
the machines), but also taking into account the access to the entry in the space
se (from sa) and also the exit to the next area sf (with respect to the direction
indicated on the depicted graph). At this point it is important to place the ma-
chines m1, m2 and m3 such that the process 3 can be undertaken in an optimal
time and that areas se,1, se,2 and se,3, corresponding to each of the machines do
not impede each other.
Two problems can be distinguished and formulated with respect to this complex
processing issue. On one hand, determining how many processors/machines are
necessary, depending on capacity requirements, is a well-defined problem. Hence
the number of processors needed for the process 3 in location e can be found.
Let there be mt machines available, of type t, t = 1, . . . , T . A machine of type
t may be able to process ct objects per time unit, and demand space st. Let pt
be the price of this type of machine. If se is the available space at location e,
at =
⌊
se
st
⌋
is the number of machines of type t that can be used. The capacity
of these at machines is at · ct, their price is at · pt.
For any combination of different types of available machines, both capacity and
price are easily calculated as
C =
T∑
t=1
at · ct, andP =
T∑
t=1
at · pt.
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The numbers at determine a space demand at ·st, so that we have the constraint
T∑
t=1
at · st < se
for the combinations of machines to be used at location e. The availability can
be expressed by
at ≤ mt, t = 1, . . . , T.
If the desired capacity cmin is known, our problem may be to determine a com-
bination for which C ≥ cmin and P is minimized. If the price is not a point, a
natural question is for which combination cmax is obtained.
m1
m
2
m
3
Fig. 6. Placing three machines
On the other hand, the way how these processors can be placed in the given
area is a challenging point, so that the best use of the available space is made,
whereas the processing does not suffer any delay.
In Fig. 6 one type of machine is placed. The other possible solutions of combi-
nations of machines, satisfying the requirements, might claim certain space per
machine, leading to a geometrical placing problem.
Not only the shapes of the required space may be different, also the transporta-
tion to and from the machines has to be taken into account. The SST will have
to offer the combinations that satisfy the constraints. This can probably be pro-
grammed in a rather straightforward way.
The SST should also furnish possible placements. However, even if transporta-
tion is not taken into account, that geometrical problem seems of considerable
difficulty. Most probably, the human designer should consider the offered com-
binations and solve the placing problem, getting at most some help from the
computer in the form of a drawing in which machines can be shifted in location.
In case there is no room for the required processors at location e, the multiplica-
tion of processors leads to another problem. Some of the processors have to be
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located elsewhere. The design can then be restarted by multiplying the process
considered by a factor 2, 3, etc. and replace the vertex corresponding to the
process by 2, 3, etc. vertices with the same labels in the PFD and connected to
the vertices the single vertex was connected to.
5 Redundancy and vulnerability
Multiplication of processing machines or human processors has a very important
consequence for the designed system. We will illustrate the definitions that we
will give by an extremely well-known and simple example, the cash registers in
a supermarket.
If we assume an entrance location 0 and an exit location 2, and only one location
a for process 1, the system has a GCG as in Fig. 7,
0 a 2
Fig. 7. Process 1 taking place at location a
and the PFD consists of the single vertex 1. Vertex 1 of the PFD can only be
mapped on vertex a, that we now can investigate on the number of machines,
the cash registers, that are to be used. We assume that there are no geometrical
constraints. The number of machines depends on the number of objects to be
handled, customers, and on the number of cashiers available. We assume that
there are always enough people to handle the machines that are present.
The minimum capacity cmin of the cash registers depends on the flow of cus-
tomers, the average time needed per customer and on the policy of the supermar-
ket. Usually a new cash register is opened when there are more than a certain
number, say three, customers who are waiting at the open cash registers. The
knowledge about the flow in busy times determines cmin.
Suppose cmin asks for eight cash registers and ten cash registers are present, with
cmax as total capacity. We can now discuss several things more precisely. First,
there is the change in the PFD that now consists of ten processors 1. Graph
theoretically it is K10, the complement of the complete graph on ten vertices,
or just a set of ten independent vertices. The GCG, after this multiplication of
processors by a factor 10, is given in Fig. 8.
Secondly, we give a definition of redundancy, or ”superfluousness”, or ”overca-
pacity”.
Definition 1 The redundancy of an object processing system is cmax − cmin.
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Fig. 8. GCG after multiplication. All processors at location a.
In our example, the redundancy of the design is the capacity of 10 - 8 = 2 ma-
chines. During not so busy shopping times more machines may stand idle. If only
three cash registers are open, there are seven machines not used. The concept of
redundancy should, however, only be used with respect to the value cmin of the
design.
The reason to have redundancy, overcapacity, at all is the fact that machines may
fail to work. With two cash registers not working, cmin can still be achieved.
The concept of redundancy should clearly be distinguished from that of vul–
nerability. The failure of a processor is lethal for the system if there is only
one processor. The flow from 0 to 2 is completely interrupted in our example.
Distributing the flow over more processors reduces the vulnerability. For that
reason, any combinations of processors satisfying the constraints may be com-
pared on the number of processors in the corresponding designs.
The mathematical definition of vulnerability can be based on that of connecti–
vity. We consider a connected graph with two distinguished vertices, a source s
and a sink t, in our example the entrance and exit vertices 0 and 2.
Definition 2 The vertex connectivity of a connected graph with source s and
sink t is the minimum number of vertices that have to be deleted to disconnect
s from t.
In Fig. 8 the vertex connectivity is 10. For a single cash register it would be 1.
Definition 3 The vertex vulnerability of a connected graph is the inverse of its
vertex connectivity.
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In Fig. 8 the vertex vulnerability is 1
10
. For a single cash register it would be 1,
the maximum value for a connected graph.
There are analogous definitions for edge (arc) connectivity and edge (arc) vul-
nerability.
These will play a role in the next section, where we consider multiplication of
transportation machines for the same reason. As these too have capacities, the
Definition 1 of redundancy applies to them as well.
6 More complex transportation
We come back to our first example. Process 1 in a, 2 in b, 3 in e and 4 in f
can be designed separately with respect to the capacity considerations. A simi-
lar situation holds for the transportation designs. Each abstract path will have
to be transformed into a real life transportation system. To think in terms of
humans again; the transportation from b to e will demand more persons than
the transportation from a to b or from e to f . The problem is to determine the
number of people needed. The designs consist of number of people carrying the
objects and the routes they should optimally take. These routes become of great
importance once automatic transportation machines are used and there must be
more than one of them. Yet, here too in first instance, in our simple example,
the design problem can be solved for each path separately.
Once we have decided how many processors each of the given spaces claims, the
main problem consists in finding out all the existing possibilities to make the
connections between different ’rooms’ of the whole building (see Fig. 9).
a
b
ef
Fig. 9. Transportation alternative between ’rooms’, involving fusion/splitting
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When trying to analyse how the generation of transportation layouts can be
done, we can say that, basically, the problem is that the SST should assist
in generating all possible connections from the processors of one phase (co–
rresponding to n1 processors) to the processors of a next phase (corresponding
to n2 processors).
In Fig. 10 we consider two consecutive processor types, that are connected by
an arc in the original PFD, and the resulting situation after multiplication of
the processors by n1, respectively n2. The problem is how the arc, that describes
the transportation in an abstract way, is to be replaced to obtain a design of
the transportation. In the figure, the small circles represent ”splitting points”,
respectively ”points of fusion”. In a way, this is a first design, the n1 processors
produce objects that are gathered at a point of fusion, transported by one trans-
portation machine and then distributed over the n2 processors at a splitting
point.
n1
n2
(a) (b)
Fig. 10. Basic transportation between two groups of processors
Vulnerability considerations and redundancy considerations lead to the pro–
blem of transforming the basic transportation design into designs of lower vul–
nerability and, possibly, of higher redundancy. We want to find a set of types of
transformation, that enables us to generate all possible layouts. We will restrict
ourselves to planar layouts, that is layouts in which transportation arcs do not
cross. We will also assume that the location poses no geometrical constraints.
This assumption is also made if, along with the actual system design, also the
building still has to be designed.
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For our presentation it is advantageous to represent the directed graph in ”total”
graph form, in which also arcs are represented by vertices, for which we shall
use squares. These squares represent the transportation machines. They are co–
nnected according to the graph structure, where splitting and fusion points are
acting, like the processors, as ”normal” vertices, see Fig. 10(b).
The first type of transformation, T1, describes multiplication of one transporta-
tion machine. The transportation is distributed over a certain number of parallel
machines. In Fig. 11 this is illustrated, as well as the transition to the total graph
form.
Transformation T
n2=1
n1=1
1
Fig. 11. Multiplication of one transportation machine
The second type of transformation, T2, describes the multiplication of splitting
points and fusion points. Without this transformation, the vertex vulnerability
would be high in spite of the multiplication of the transportation machines, as
the splitting or fusion may fail.
In a general way the two processor groups are partitioned into subgroups, so n1
processors are partitioned into subgroups of n1,1, n1,2, . . . , n1,k processors and n2
processors are partitioned into subgroups of n2,1, n2,2, . . . , n2,l processors. The
basic transportation design is transformed into a design with k splitting points
and l fusion points. These are now first to be connected to the processors and
then to each other, see Fig. 12.
The planarity constraint enforces placing processors in subgroups together, and
also puts constraints on the ways the main transportation between fusion points
and splitting points can be designed. In Fig. 12, connecting the subgroup of n1,2
processors to the subgroup of n2,1 is not possible, due to the presence of the
connection between the n1,1 processors with the n2,2 processors.
Several interesting problems can be posed concerning the layout problem for
transportation machines. First, there is, of course, the problem of satisfying ca-
pacity and price constraints on transportation machines, similar to that for the
processors.
Secondly, there is a problem concerning the partitioning of the two groups of
processors, with respect to the capacities, that should match. This problem is
not present if there is only one splitting point and the splitting according to the
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n1,1 n1,2 n1,k
n2,1 n2,2 n2,l
Fig. 12. Transformation T2. Multiplication of splitting and fusion points.
capacities does not pose a problem.
T2
n1=1
n2
Fig. 13. Multiplication of a splitting point.
Figure 13 depicts a situation where having to transport from a single machine to
a number n2 of machines, a possible alternative, from many existing, appears. In
order to reduce vulnerability, two paths are splitting from the starting point. The
n2 machines are partitioned into two subgroups. The splitting point is multiplied
by 2. Now the capacities of the two transportation machines should match that
of the two subgroups.
Thirdly, interesting problems arise if transportation can take place on more than
one level. The layout need then not have to be a planar graph.
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We close our discussion by showing how the layout of Fig. 9 can be achieved by
applying our two transformations.
Figure 14 gives the successive transformations.
T1 T2 T3
Processors in e
Processors in b
Fig. 14. Generation of a transportation layout.
Note that in T2 new transportation machines are generated as well to effectuate
the connection between processors and splitting and fusion points. Also note
that a third transformation T3 is involved in which two, respectively three trans-
portation machines are replaced by just one transportation machine, see Fig. 15.
T3 T3
or
Fig. 15. The transformation T3
Finally note that there may not exist any machines with fusion or splitting abili-
ties. The transformations T2 and T3 will then have to be applied until only direct
arcs between the processors of the two phases remain.
The SST should be able to furnish all possible layouts that can be generated by
the three transformations.
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7 Summary
In this paper we have presented a graph theory-based approach to designing ob-
ject processing systems. Object processing systems are omnipresent in today’s
world. In particular in the area of logistics2 one can find myriads of examples of
systems that have the aim to process objects in an effective and efficient way.
We have considered the simplest Process Flow Diagram only, namely the simple
path. However, very often objects have to be sorted and the flow is split into
two or more flows.
Let us think of the selection of mail and its distribution to different destina-
tions. First, the mail is collected by a number of operators from different points
of, say, a city, to a central office, and from there, afterwards, a selection is done,
according to different cities, countries and so on. This is a well-known example
of a system with sorting.
An interesting and complex example is offered by baggage handling systems at
airports. The handling of passenger baggages includes passing several points in
the baggage handling system, like e.g. check-in and screening points. Sorting
points come in as soon the flow of bags, the objects, is split. This may be a
consequence of screening, manual coding, etc.
We reduced the generation of possible designs for an object processing system in
this paper by first solving a graph embedding problem. We proposed three types
of graph transformations which are easing considerably the way the behaviour
of object processing systems can be characterized. The next step would be to
make sure whether for some specific case studies of object processing systems,
the three found transformations suffice in obtaining designs as solutions, and if
not, finding out in which way the present approach can be extended, so that it
would offer better results.
In a second paper we will apply these graph transformations to existing so-called
Material Flow Diagrams, and thereby provide a first step to the final design of
such systems.
On the long term, our present approach should lead to an SST that offers a
formal way to translate a schematic PFD into a better representation, which
will serve as intermediary step towards the design implementation itself.
As the ideas brought forward in this paper are not based on existing theories,
the bibliography contains only some general background information.
To summarise this paper, we give a description of how an SST might function on
the basis of the ideas developed here. The SST may perform the following tasks:
2 See http://www.websters-online-dictionary.org/definition/logistics
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TASK/PROBLEM SUPPORT
Choosing the PFD The SST offers a survey of possible PFD’s from
which the designer may choose.
Mapping the PFD on the GCG The SST calculates all possible mappings of the
chosen PFD on the GCG.
Multiplication of the processors The SST uses a survey of the available pro–
cessors, calculates the desired number of pro–
cessors and checks whether the chosen multipli-
cation is realisable at the location given by the
mapping of the PFD on the GCG.
Placing the processors The SST offers the designer help in placing the
processor at the intended location.
Multiplication of the transporters The SST can be given a survey of the available
transportation systems, then calculates the de-
sired number of transporters and checks whether
the chosen multiplication of transporters is achiev-
able.
Generation of layouts The SST offers a survey of possible layouts of the
transportation system, indicating whether the lay-
outs can be realised in a planar way or necessarily
involve crossings.
Compactification The SST offers alternatives for layouts that re-
quire less space, due to multi-level design, so that
crossings in the designed transportation system
can be admitted.
Table 1. Summary of potential support of an SST
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In the forthcoming paper we will in particular focus on the presence of sorting
processors. These lead to PFD’s that do not have the simple form of a path.
We will also show how two actual designs of object processing systems can be
generated by the means developed in this paper.
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