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Taylor and FrancisCAEH_A_277297.sgm10.1080/02602930701773034Assessment & Evaluation in Higher Education0260-2938 (pri t)/1469-297X (online)Original Article2 08 & Francis002 08Bev rleyOliverb.oliver@curti .edu. u In the current climate in Australian higher education, quality assurance in university teaching
is a priority. In particular, the introduction of the Learning and Teaching Performance Fund
(LTPF) has refocused attention on universities’ internal student evaluation survey instruments.
This paper reports the development, validation and implementation of a new unit survey
instrument which prompts students to reflect on what helps their achievement of unit learning
outcomes, and to report their levels of motivation, engagement and overall satisfaction with a
semester-long course or unit of study. The instrument (eVALUate) was created from precepts
reported in the research literature, current practices in evaluating teaching, and sound quality
assurance practices appropriate to a university outcomes-focused education paradigm.
Introduction
There are multiple stakeholders in the evaluation of teaching and learning: students, academics,
university administrators, employers, parents and the government (Knapper 2001). Whilst
student feedback can be obtained in many informal ways, formal instruments provide the mech-
anism for obtaining feedback from an entire student group and document students’ experiences
in a systematic way. Student evaluation systems have been employed in higher education systems
worldwide since the 1950s and a plethora of literature has been written about students’ rating
systems (Marsh and Roche 1992; Sorensen and Reiner 2003).
Recent developments in quality assurance practices in Australian higher education have
brought into sharper focus the task of evaluating teaching and learning. While previously the
Australian Universities Quality Agency (AUQA) required institutions to produce a Teaching
and Learning Plan as well as systematic procedures for reviewing the plan, Federal govern-
ment funding opportunities are predicated on other performance indicators such as a strategic
focus on learning and teaching (as evidenced by a systematic student evaluation of learning
and teaching) (Department of Education Science and Training 2004). The Learning and
Teaching Performance Fund (LTPF) initiative provides the impetus for universities to use
valid and reliable student evaluation instruments which focus on learning as well as teaching.
This means that universities might need to re-examine their student feedback instruments to
ensure that the teaching practices they implicitly or explicitly favour are in harmony with the
institution’s philosophy of teaching and learning. Such was the case at Curtin University of
Technology, which has recently developed and implemented a student feedback system
directly aligned to its educational goals. This paper describes Curtin’s previous use of vari-
ous formal student feedback surveys and the process of developing and validating a new
instrument.
*Corresponding author. Email: b.oliver@curtin.edu.ac
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620  B. Oliver et al.
Surveys previously used at Curtin
Student evaluation usually employs survey instruments designed to provide feedback on various
aspects of their learning experiences. To date, many evaluation systems have emphasised the
characteristics of the teacher. Recent research, however, suggests that students’ perceptions of
teachers and teaching produce questionable outcomes (Davies et al. 2005). In addition, the items
in these surveys are used to measure teaching practices, many of which have only implied
benefits. Two surveys in common use will be discussed in detail: SEEQ and (university-based
derivatives of) the CEQ. Both have been in use at Curtin since the 1990s, although neither has
achieved university-wide coverage.
Student evaluation of educational quality
The Student Evaluation of Educational Quality (SEEQ) survey, designed and validated in 1982
(Marsh 1982), asks students to judge how well each of 35 statements (for instance, ‘You found
the course intellectually stimulating and challenging’) describes their teacher or unit, using a
five-point scale from ‘very poor’ to ‘very good’. The statements are intended to reflect nine
different aspects of effective teaching: learning/value, enthusiasm, organisation, group interac-
tion, individual rapport, breadth of coverage, examinations and grading, assignments and work-
load, and difficulty. The factor structure of SEEQ has been confirmed in several studies
(Brennan et al. 2002). Some items in SEEQ imply that good teachers ‘enhance presentations
with the use of humour’ and present in a way which ‘facilitates note-taking’. Teachers wanting
good ratings may be encouraged to adopt transmissive practices, which, while useful in certain
contexts, might not always engage students in learning. Even though it is a valid and reliable
instrument, research findings suggest that teacher ratings do not improve over time; in fact,
students’ evaluations may change teachers’ self-perceptions rather than teaching behaviour
(Brennan et al. 2002).
Although its adoption at Curtin in the 1990s was well researched and supported, there were
several reasons why SEEQ became less useful in recent years: 
(1) As discussed previously, some items in SEEQ privilege transmissive teaching practices.
The use of those items implies that these practices are to be emulated whereas Curtin has
agreed that excellent learning experiences should be interactive and engaging (Curtin
University of Technology, 2003).
(2) The more specific the items in an evaluation instrument, the more they privilege those
aspects, perhaps to the detriment of admirable qualities that are not mentioned.
(3) At Curtin, use of SEEQ was voluntary and results were reported only to the participating
teacher. This produced skewed university norms, i.e. the university norm is an average of
the ratings of teachers who request that SEEQ be done, not a measure of teaching
performance of the whole teaching cohort.
(4) The confidential use of SEEQ meant it was impossible to use results for university-wide
benchmarking purposes (and eligibility for the LTPF was not achieved).
(5) The system was only available on paper so was inefficient or inconvenient for students
and teachers at Curtin’s regional, interstate and international campuses.
(6) Typically, SEEQ was distributed in class during the last week of teaching, and there was
a separate form for each teacher in a unit that requested feedback. This meant that
students could potentially be asked to spend class time in that last week filling in up to
20 SEEQ forms. While response rates were anecdotally robust (though untested and
unreported), the quality of the data was possibly influenced by the context in which they
were gathered.
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Assessment & Evaluation in Higher Education  621
The Course Experience Questionnaire
The Course Experience Questionnaire (CEQ) was developed primarily as a measure of the
surface or deep learning approaches that students were being encouraged to adopt as a result of
various teaching practices (Brennan et al. 2002). Over the years, the instrument has been
subjected to many trials and changes, and the advantages and limitations of the CEQ have been
well documented (Brennan et al. 2002; Richardson 2005). Nevertheless, it is currently used as a
quality measurement tool, and three of its scales are core to the calculation of the LTPF: in its first
implementation, three out of seven data sources were drawn from the CEQ (Department of
Education Science and Training 2004): satisfaction with Generic Skills; satisfaction with Good
Teaching and Overall Satisfaction. This use of the CEQ scales of indicators of student satisfaction
is clearly not intended by its creator: student satisfaction is seen by Ramsden as a misuse of the
CEQ: ‘The CEQ is not, repeat not, primarily a survey of student satisfaction. Evidence of
satisfaction is provided by a single item, but this is mainly a check on the validity of the other
dimensions’ (Ramsden 2003). In spite of its use nationally, Coates suggests that the CEQ is less
useful than it was previously because of its focus on teaching (rather than learning) and its
coverage of formal teaching contexts: 
CEQ data is accepted as providing an accepted measure of the quality of teaching (McKinnon et al.
2000). Although reinforced through years of national administration in Australia, this is an
assumption which is open to question.
A major limitation of the CEQ in generating data for the purposes of determining the quality of
university education is its exclusive focus on teaching … contemporary constructivist theories
suggest that learning rather than teaching is what really matters in education…. Given this, a measure
which focuses on teaching alone would provide a significant, although insufficient, index of the
quality of education.
Another major limitation of the CEQ is its core focus on what teachers do in formal instructional
settings…. Given an increasingly large, flexible and open higher education environment with ever
diversifying types of students, understanding how students spend their time outside class is being
seen as increasingly important. With only information about how students spend their time in-class,
institutions are limited in their capacity to explicitly manage the student experience and to leverage
out-of-class time to enhance learning. (Coates 2005, 29)
Other salient findings call into question the use of the CEQ as the national benchmarking tool: 
Students produce higher scores in departments that pursue student-centred or experiential curricula
through such models as problem-based learning. (Brennan et al. 2002, 20)
In terms of the LTPF, this indicates that universities with a higher proportion of students under-
taking courses in disciplines which lend themselves to ‘student-centred or experiential learning’
are likely to rank more highly. 
Long and Hillman (2000, 25–29) found in particular that ratings on the Good Teaching scale as well
as students’ overall level of satisfaction varied inversely with the size of their institution. (Brennan
et al. 2002, p. 20)
Again, in terms of the LTPF, this indicates that smaller universities are likely to rank more highly,
and there has been some evidence of this already. According to Ramsden, comparison within the
field of education is more reliable than comparison with whole institution (Ramsden 2003), and
this change was to be made in the 2007 LTPF funding allocation (Department of Education
Science and Training 2006).
Prior to its adoption for the LTPF, many Australian universities used the CEQ (or a deriva-
tive) as an internal instrument to evaluate units and teachers. Despite the fact that the CEQ was
never intended to be a feedback mechanism for individual subjects or teachers, it has been
adapted to refer to particular topics such as mechanics in a physics programme or photosynthesis
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622  B. Oliver et al.
in a biology programme (Prosser et al. 1994) as well as whole of university (Ramsden 2003). This
was also the case at Curtin: derivatives of the CEQ were adopted by Curtin Business School for
its Unit Experience Questionnaire (UEQ), used since 1999 (Dixon and Scott 2003; Tucker et al.
2003); the School of Physiotherapy introduced Course Experience on the Web (CEW) in 2001
(Tucker et al. 2003); and Curtin’s Annual Student Satisfaction (CASS) Survey has included some
CEQ items (Curtin University of Technology 2004).
Development of eVALUate
When it became clear that Curtin needed to implement a university-wide system to achieve
systematic evaluation of teaching, the university considered broadening one of the existing instru-
ments such as SEEQ or CEQ derivatives (UEQ, CEW or CASS). The introduction of the LTPF
in 2005 made university-wide adoption of a CEQ derivative more attractive, since any indication
of future success in the LTPF was welcome. However, research has shown that national CEQ
results are highly dependent on the graduating students’ employment status (Scott 2005), and that
the best indicator of graduating students’ responses to the CEQ is attainable only from final-year
students (Jones and Tucker 2005).
In addition, it was decided that the most compelling need was to adopt an instrument which
allowed Curtin to measure its achievement of its stated goals in teaching and learning. The univer-
sity’s institutional statement, Excellence in teaching and learning at Curtin (Curtin University of
Technology 2003), contained the following core tenets: teaching and learning is a partnership
between staff and students; excellent teaching and learning focuses on the achievement of intel-
lectually challenging learning outcomes in engaging learning environments and through flexible
learning opportunities; assessment aligns with the learning outcomes; and systematic evaluation
of teaching and learning is used to ensure quality. It is also clear that any sort of evaluation in this
domain is ‘high stakes’. Institutional evaluation tools are used to confer or (more commonly)
withhold funding (as with the LTPF), to manage performance of teaching staff, and as a factor in
staff promotion and teaching awards, and personal and institutional audit portfolios. Therefore,
designing a survey instrument of this nature in an Australian university is a highly political
process, requiring representation, fairness, and the likelihood that the instrument which is newly
adopted by the institution will also be adopted by key stakeholders such as students, teaching staff
and management.
It was decided that none of the existing instruments was appropriate for Curtin’s purpose and
the decision was made to develop a new unit evaluation instrument which would shift the focus
more clearly to the student’s perceptions of: 
(1) What helps them to learn: reflective university graduates must be able to assess their
learning practices, and critically analyse what helped and hindered those processes
(Candy et al. 1994). These helping and hindering factors include the learning environ-
ment, learning resources and support services, and the quality of teaching (Ramsden and
Entwistle 1981; Fenwick 2001; Scott 2005);
(2) What students bring to the teaching–learning partnership: their level of motivation
(Bandura and Schunk 1981; Pintrich et al. 1994; Archer et al. 1999) and their engagement
(Zhao and Kuh 2004; Coates 2005); and
(3) Students’ overall satisfaction with the unit.
In essence, these are the three aspects of the final version of the eVALUate unit survey now
implemented across Curtin. Its construction, validation and implementation were undertaken
over a period of two years by a widely representative group using a consultative process. A work-
ing party comprising teaching academics with expertise in instrument design and evaluation,
D
ow
nl
oa
de
d 
by
 [D
ea
kin
 U
niv
ers
ity
 L
ibr
ary
] a
t 1
6:1
1 1
9 M
ay
 20
14
 
Assessment & Evaluation in Higher Education  623
academic staff developers, members of the Student Guild, and teacher representatives from across
the university directed and reviewed the survey instrument’s development, which involved: 
(1) constructing the quantitative items and their rating scale, and the qualitative items;
(2) ensuring the instrument’s reliability and validity (by trialling the instrument with students
and ensuring the items supply usable data to teaching staff);
(3) refining the items in light of the above;
(4) ensuring the instrument is usable online;
(5) ensuring the results of student feedback are generated into reports usable by all
stakeholders;
(6) ensuring ownership and adoption by key stakeholders.
There were five key development phases in this process, and the instrument underwent four
version changes, as detailed below: 
(1) initial item construction and testing (Version 1);
(2) refining items and determining an appropriate rating scale (Version 2);
(3) trialling the instrument online (Version 3);
(4) full-scale pilot (Version 4);
(5) implementation.
All four versions of the instrument appear in Appendix 1.
Testing and validation of the unit survey
Initial item construction and testing
During 2003 and 2004, Version 1 of the survey was subjected to three pilot studies (using unstruc-
tured interviews and paper-based questionnaires) with 102 students to determine the clarity and
interpretation of items, completion time and survey format. Feedback was used to refine and
reduce the number of the items, and to ascertain face validity. Version 2 of the survey (13 quan-
titative and three qualitative items) was trialled on paper with 658 students. Each quantitative
item was accompanied by a ‘help text’ (a succinct sentence intended to clarify meaning). This
version was trialled using two different response scales: a four-point response scale (strongly
agrees, agree, disagree, and strongly disagree) was given to half the cohort, and a five-point
response scale (strongly agree, agree, neither agree nor disagree, disagree, strongly disagree) was
given to the other half. Most students were in face-to-face contexts; a small number participated
online. The rating-scale data were analysed using both deterministic (Principal Components
Factor Analysis) and stochastic (Rasch Rating Scale Model) methods. A factor analysis (SPSS
Version 14.0 for Windows) of data from the four-point and five-point forms of the instrument was
conducted to ascertain whether there was a factorial or one-dimensional structure within the two
data sets. The factor analyses for both the four- and five-point scales resulted in a multidimen-
sional solution. The majority of the items in the instrument appeared to be measuring a different
trait (for example, student perceptions of what helped their achievement of the learning outcomes
in their unit). Data from Item 12 (Overall I am satisfied with this unit) showed a strong linear
dependence with data from the other items, suggesting that the item was eliciting a composite
view that probably comprised the constructs embodied in the other items.
Rasch analysis was conducted on the four-point and five-point point forms of the instrument
to ascertain how well the instrument was measuring the traits under investigation and to identify
items that did not fit the model and needed further scrutiny. It was also used to determine
whether the four-point or five-point scale would be used in the subsequent version of the instru-
ment. The computer program used the Rasch Unidimensional Measurement Model (RUMM)
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624  B. Oliver et al.
(Andrich, et al. 2000). RUMM: A windows-based item analysis programme employing Rasch
unidimensional measurement models. Perth: Murdoch University. The Rasch analyses showed
excellent data-to-model fit for both four- and five-point forms: the distributions of calibrated
student responses matched the distributions of item difficulties very well and there was a high
level of separation between the person and item parameters (Separation Indices = 0.93 and 0.96
respectively). For the four-point scale (without a ‘neither agree nor disagree’ category), the
individual item fit statistics showed very good data-to-model fit with the exception of two items.
For these items, the residuals were high (> 3.0) and the chi-squared probability values were low
(< 0.05), indicating that the items were less accurate than others in eliciting relevant data. Apart
from one other item, individual item thresholds for the four-point scale were all ordered in a
linear sequence indicating logical and consistent use of the response categories. For the five-
point scale (which included a ‘neither agree nor disagree’ category), only two items had a poor
data-to-model fit; however, six items had disordered response category thresholds. This was due
to the selection of the ‘neither agree nor disagree’ category – the students with overall highly
affirmative responses and also those with overall less affirmative ratings for the other items had
both selected this category for the six items. Ideally, these two groups of students should respec-
tively have chosen either highly affirmative or less affirmative response categories.
Redefining items and determining an appropriate rating scale
In the trial of Version 2, students were asked about their level of satisfaction with the survey. The
vast majority (89%) expressed overall satisfaction with the items, the amount of explanation
provided, and the format and length of the survey. However, the following feedback and statisti-
cal testing led to alterations in the subsequent version: 
● 16% of the 312 students who had used the four-point scale requested a ‘neutral point’ in the
scale.
● An item asking about achievement of generic attributes was seen as confusing and
irrelevant (that item was subsequently removed).
● Items asking about teachers’ characteristics were confusing and created industrial
sensitivities (those items were subsequently removed).
● Students requested more space for qualitative feedback.
● Given all the results on the use of a four- or five-point scale, it was decided that the
following scale would be adopted and trialled in the next version: Strongly agree, Agree,
Disagree, Strongly disagree and Unable to judge.
Trialling the instrument online
The refined instrument (Version 3) was trialled online in July 2005. It had 11 quantitative items
(with ‘help text’ visible by default) with the new rating scale (as mentioned above) and two qual-
itative items. There were 95 units in the trial and a potential 10,305 responses which resulted in
1716 usable responses. Although there were teething issues with the online system, the instru-
ment was successfully offered to this larger sample of students. Rating scale data from 1664
survey forms were deemed suitable for statistical analysis. The majority (78%) of students either
‘agreed’ or ‘strongly agreed’ with each of the quantitative items. This may have been due to
sampling bias because of the voluntary nature of the participating unit coordinators. Therefore, a
series of factor analyses was performed for 50 bootstrapped samples and the original samples. For
all samples, 8–9 factor solutions accounted for approximately 90% of the variance. The varimax
rotation revealed a multidimensional solution, indicating that each item in the survey was evalu-
ating a different aspect of teaching and learning. This suggested that all items in this version of
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Assessment & Evaluation in Higher Education  625
the survey should be retained. A Rasch analysis of the sample confirmed this multi-dimensional
nature of the instrument, with only four of the items having chi-squared probabilities greater than
0.05. The ‘Unable to judge’ category was chosen by respondents at about the same level (2.4%)
for all items except 5 and 10 (which attracted over 4% of respondents, nearly double the percent-
age for other items). As a result of further written and oral feedback on all items, it was decided
that the wording of items 5, 9 and 10 be modified slightly.
Full-scale pilot
The fourth (and current) version of the survey was subjected to a full-scale pilot in 2098 units at
all Curtin’s Western Australian and Malaysian campuses in November 2005 (with 80,433 potential
survey submissions by 23,640 students). The survey was available for online student submission
for six weeks (the last three weeks of teaching, study week, and the two-week examination period).
At the close of data gathering, there were 17,722 responses by 6036 students (a response rate of
22% by 25% of eligible students). Once again item 5 (Feedback on my work in this unit helps me
to achieve the learning outcomes) recorded a relatively high proportion of ‘Unable to judge’
responses. Factor analysis indicated that approximately 90% of variance coverage was provided
by a seven-factor solution. Under varimax rotation, each item loaded to a unique factor. Once
again, the data did not conform to the requirements for the Rasch rating scale model. The fit resid-
ual standard deviations in item–person interaction were far too high and the total chi-squared prob-
ability in item–trait interaction was too low. The power of test of fit was excellent based on the
separation index. The student–parameter and item–parameter were sufficiently separated indicat-
ing that the instrument cannot be considered a measure of a single trait, and therefore responses
to separate items should not be summed. The rating scale provided students with appropriate
choices. In essence, the survey is acceptable as long as results are reported as percentage agreement
with each item. Because the instrument does not work as a measure of a single trait, the responses
for each item within any one report should not be summed or aggregated, and no single item (for
example, item 11 overall satisfaction) should be used as an indicator of overall results.
Implementation
In semester 1, 2006, the same Version 4 of the survey was implemented for all coursework units
at Curtin’s Western Australia, Sydney and Malaysia campuses. At the close of the six-week data-
gathering period, there were 25,090 surveys submitted. Once again, factor analysis indicated
approximately 90% of variance coverage was provided by a seven-factor solution, and under vari-
max rotation each item loaded to a unique factor. Again, Rasch analysis confirmed previous find-
ings that the survey in its current form is acceptable as long as results are reported as percentage
agreement with each item, that the responses for each item within any one report cannot be
summed or aggregated, and no single item can be used as an indicator of overall results.
Final discussion and conclusion
After this trial and implementation process, eVALUate is a unique and simple unit survey which
reports students’ perceptions of what helps their achievement of learning outcomes (items 1 to 7),
students’ level of motivation and engagement (items 8 to 10) and their overall satisfaction with
the unit (item 11). Two qualitative items ask about the most helpful aspects of this unit and how
the unit might be improved. Results are reported as percentage agreement with each of the
11 items at the unit level (aggregated data at university, faculty and course levels are also avail-
able). In general, percentage agreement figures are very positive but sufficiently discriminating
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626  B. Oliver et al.
to indicate areas that need attention. For example, throughout the development of eVALUate,
Item 5, which is about feedback, has attracted the highest percentage of ‘Unable to judge’
responses as well as the lowest percentage agreement at all levels (course, faculty and university).
Investigation of the qualitative feedback has confirmed that this is in fact an area of concern for
the university in that some students are unclear as to whether the feedback they receive helps them
to achieve the learning outcomes, and others believe the amount of feedback they receive is
insufficient or unhelpful. Further investigation of this matter is under way.
The eVALUate unit survey instrument is now progressively replacing all previous unit eval-
uation instruments such as SEEQ and CEQ derivatives at Curtin. Teaching evaluation is also
administered within the eVALUate system, but the unit and teaching surveys are separated, and
reports from the voluntary teaching evaluations are confidential to the participating teacher.
Curtin has adopted a clear pedagogical plan to implement outcomes in all its units and courses,
and the eVALUate unit survey measures student perceptions of the effectiveness of learning
experiences in helping students achieve those outcomes. Whereas some evaluation systems
emphasise the characteristics of the teacher, or privilege certain teaching practices, the eVALUate
unit survey simply asks the student to report his/her perceptions of what is helping him/her to
learn (which is, after all, the aim of teaching) and provides staff with sufficient indication of what
is helping or hindering learning at the unit level. Qualitative and quantitative data collected in
response to four versions of the unit survey have been used to develop and refine the eVALUate
instrument and to show that it is fair and valid and produces a defensible measure of students’
perceptions of what helps and hinders their achievement of learning outcomes at the unit level.
The instrument is currently being implemented across the university, and further testing will
contribute to its refinement and future use.
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Appendix 1: The four versions of the eVALUate unit survey
Version 1
1. The learning outcomes were communicated clearly to me.
2. The learning experiences were intellectually challenging.
3. Learning experiences (either face-to-face or online) were engaging.
4. Learning resources (such as texts, readings, websites, lab manuals and equipment) were
up to date.
5. Learning resources (such as texts, readings, websites, lab manuals and equipment) were
accessible.
6. Assessment tasks related directly to the learning outcomes.
7. Feedback on assessment tasks was given in reasonable time.
8. Assessment tasks were weighted appropriately.
9. The workload was reasonable.
10. I was prompted to work towards the achievement of the course learning outcomes.
11. The pace was helpful for my learning.
12. I took responsibility for my learning.
13. I made full use of the learning experiences and resources.
14. I was motivated to achieve the learning outcomes as fully as I could.
15. I thought about how I could learn more effectively.
16. The teacher communicated effectively.
17. The teacher was enthusiastic about teaching the subject.
18. The teacher seemed knowledgeable in the subject area.
19. The teacher seemed sensitive to students with learning difficulties.
20. The teacher showed respect for students as learning partners.
21. The teacher was reasonably accessible for help.
22. The teacher used teaching practices which helped my learning.
23. The teacher seemed to reflect on how student learning could improve.
24. What was most helpful to your achievement of the learning outcomes in this unit?
25. What was least helpful to your achievement of the learning outcomes in this unit?
26. Do you have any other comments?
Version 2
Quantitative items with the following rating scale (Strongly agree, Agree, Neither agree nor
disagree, Disagree, Strongly disagree) 
1. The learning outcomes in this unit are clearly identified.
2. The learning experiences in this unit help me to achieve the learning outcomes.
3. The learning resources in this unit help me to achieve the learning outcomes.
4. The assessment tasks in this unit evaluate my achievement of the learning outcomes.
5. Feedback on my work in this unit is helping me to achieve the learning outcomes.
6. The workload in this unit is appropriate to the achievement of the learning outcomes.
7. The quality of teaching in this unit helps me to achieve the learning outcomes.
7A. The teacher in this unit: 
● Is knowledgeable in the subject area
● Is organised
● Encourages active student participation in learning
● Explains concepts clearly
● Is inspiring
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● Is enthusiastic about teaching this subject
● Is sensitive to students’ learning needs
● Is available for help
8. I am motivated to achieve the learning outcomes in this unit.
9. I make best use of the learning experiences and resources in this unit.
10. I think about how I can improve my learning in this unit.
11. In this unit I am being encouraged to develop my abilities in the following areas: 
● Applying knowledge, principles and concepts in my subject area
● Thinking critically, creatively and reflectively
● Accessing, evaluating, and integrating information from various sources
● Communicating effectively
● Using technologies appropriately
● Utilising lifelong learning skills (e.g. learning how to learn)
● Examining how knowledge in this unit is applicable in international settings
● Examining how knowledge in this unit develops cultural awareness
● Professional skills such as ethics and team work
12. Overall, I am satisfied with this unit.
Qualitative items:
13. Which aspects of the unit have been most helpful to your learning?
14. How could this unit be improved?
15. Do you have any other comments about this unit?
Version 3
Quantitative items with the following rating scale (Strongly agree, Agree, Disagree, Strongly
disagree and Unable to judge) 
1. The learning outcomes in this unit are clearly identified.
2. The learning experiences in this unit help me to achieve the learning outcomes.
3. The learning resources in this unit help me to achieve the learning outcomes.
4. The assessment tasks in this unit evaluate my achievement of the learning outcomes.
5. Feedback on my work in this unit helps me to achieve the learning outcomes.
6. The workload in this unit is appropriate to the achievement of the learning outcomes.
7. The quality of teaching in this unit helps me to achieve the learning outcomes.
8. I am motivated to achieve the learning outcomes in this unit.
9. I make best use of the learning experiences in this unit.
10. I think about how I can learn more effectively in this unit.
11. Overall, I am satisfied with this unit.
Qualitative items:
12. Please comment on the most helpful aspects of the unit.
13. Please comment on how you think the unit might be improved.
Version 4: Current version
Quantitative items with the following rating scale (Strongly agree, Agree, Disagree, Strongly
disagree and Unable to judge. Explanatory text in italics appears online by default) 
1. The learning outcomes in this unit are clearly identified.
The learning outcomes are what you are expected to know, understand or be able to do
in order to be successful in this unit.
2. The learning experiences in this unit help me to achieve the learning outcomes.
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The learning experiences could include: face-to-face lectures, tutorials, laboratories,
clinical practicums, fieldwork, directed learning tasks, and online and distance education
experiences.
3. The learning resources in this unit help me to achieve the learning outcomes.
Learning resources could include print, multimedia and online study materials, and
equipment available in lectures, laboratories, clinics or studios.
4. The assessment tasks in this unit evaluate my achievement of the learning outcomes.
Assessment tasks are those which are rewarded by marks, grades or feedback. Assess-
ment tasks directly assess your achievement of the learning outcomes.
5. Feedback on my work in this unit helps me to achieve the learning outcomes.
Feedback includes written or verbal comments on your work.
6. The workload in this unit is appropriate to the achievement of the learning outcomes.
Workload includes class attendance, reading, researching, group activities and assess-
ment tasks.
7. The quality of teaching in this unit helps me to achieve the learning outcomes.
Quality teaching occurs when knowledgeable and enthusiastic teaching staff interact
positively with students in well-organised teaching and learning experiences.
8. I am motivated to achieve the learning outcomes in this unit.
Being motivated means having the desire or drive to learn, to complete tasks and to will-
ingly strive for goals.
9. I make best use of the learning experiences in this unit.
I prepare for and follow up on the learning experiences offered in this unit.
10. I think about how I can learn more effectively in this unit.
I take time to think about how I can learn more effectively.
11. Overall, I am satisfied with this unit.
Overall, this unit provides a quality learning experience.
Qualitative items
12. What are the most helpful aspects of this unit?
13. How do you think this unit might be improved?
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