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The algorithmic analysis, data collection, and statistical analysis required to isolate the cause of 
time variability observed while an Elman style recurrent neural network is trained in parallel on a 
twenty processor SPARCcenter 2000 is described in detail. Correlations of system metrics 
indicate the operating system scheduler or an interaction of kernel processes is the most 
probable explanation for the variability. 
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