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Abstract The characteristic polynomial of a positive reciprocal matrix has some note-
worthy properties. They are deeply related to the notion of consistency of a pairwise
comparison matrix of AHP. $\mathrm{B}\mathrm{a}s$ed on the results, we propose a method for estimating a
missing entry of an incomplete pairwise comparison matrix.
1 Introduction
In $\mathrm{A}\mathrm{H}\mathrm{P}$(Analytic Hierarchy Process), positive reciprocal matrices appear as pairwise comparison
matrices [1, 5, 6, 7, 11]. It is a main ingredient which supports analytical feature of AHP. Based
on the pairwise comparison matrix obtained by oral questioning, AHP estimates a priority vector
of factors involved. By Saaty’s eigenvector method, one computes the priority vector. However it
is a hard task to solve the eigensystem exactly, because it requires solving an algebraic equation of
high degree. Since the eigenvector method requires only the principal eigenvector (Perron-Frobenius
vector) of the matrix, one practically use the power method in general [11]. By the recent devel-
opment of high-performance computer environment, any decision maker can use the eigenvector
method easily. $\dot{\mathrm{O}}\mathrm{n}$ the other hand, $\mathrm{a}\mathrm{t}\mathrm{t}\mathrm{e}\mathrm{n}\dot{\mathrm{t}}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}\mathrm{t}\mathrm{o}$ t..h$\mathrm{e}$ ch.ar..acteristic polynomial of the pairwise com-
parison matrix seem to have been paid little. It seems that the existence of the power method has
been limiting the investigation of the characteristic polynomial. If one examines the characteristic
polynomial in detail, one see that it is deeply related to the notion of consistency of the pairwise
comparison matrix. In this. paper, we shed a lig.h$\mathrm{t}$ on this relationship.
The eigenvector method also yields a measure for inconsistency. The degree of inconsistency is
measured by the principal eigenvalue $\lambda_{\max}$ . If $A$ is a pairwise comparison matrix of the size $n$ , it is
known that $\lambda_{\max}\geq n$ and $A$ is consistent if and only if $\lambda_{\max}=n[11]$ . Hence one sees the consistency
by the quantity $\lambda_{\max}-n$ . Normalizing by the size of the matrix, the consistency index $(\mathrm{C}.\mathrm{I}.)$ is
defined by
$.\mathrm{C}.\mathrm{I}$
. $=. \frac{\lambda_{\max}-.n}{n-1}$ .
Decision makers are required to do a pairwise comparison so that $\mathrm{C}.\mathrm{I}$ . would not be as far from $0$
as possible. In Section 2, we show that it is completely determined by the $\dot{\mathrm{c}}$oefficient of the degree
$n-3$ of the characteristic polynomial whether $\mathrm{C}.\mathrm{I}$ . $=0$ or not. Based on this fact, in Section 3, we
propose a new method for estimating a missing datum of an incomplete pairwise comparison matrix.
When the pairwise comparison matrix has a missing entry, it is an important subject to estimate
a priority vector from the incomplete matrix. Several methods have been proposed for this subject
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(see [2, 10] and references therein). It seems that, in principle, any of such method aims to make
$\mathrm{C}.\mathrm{I}$ . good. We would also like to aim to minimize $\mathrm{C}.\mathrm{I}$ . However it is not an easy matter to minimize
$\mathrm{C}.\mathrm{I}$ . exactly. Instead of minimizing C.I., we propose a heuristic method which is expected to make





1 $A=(a_{ij})$ $n\cross n$ . $A$ (reciprocal mpatrix) ,




2 $A=(a_{ij})$ $n\cross n$ . $A$ (consistent) ,
$i,j,$ $k=1,$ $\ldots,$ $n$ $a_{ij}a_{jk}=a_{ik}$ .
$A$ $n\cross n$ , $A$
$P_{A}(\lambda)$ $=$ $\det(\lambda E-A)$
$=$ $C0^{\lambda^{n}}+C1\lambda n-1+\cdots+C_{n-1}\lambda+c_{n}$





$=(-1)^{n}.\mathrm{d}$.et $A$ , $A$
$c_{1}=-\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{C}\mathrm{e}A=-n$ .
1 $A$ $n\cross n$ . $A$
$P_{A}(\lambda)=\lambda^{n}-n\lambda^{n-1}$
.
$A$ , $P_{A}(\lambda)$ $n-2$ ,
. , .
, $-$ [3] .
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$n$ $A$ $c_{k},$ $k=0,$ $\ldots,$ $n$ .





Step 3 $k=n$ , $k=k+1$ Step 2 .
, $P_{A}$. $(\lambda)$ $n-2$ c2 $n-3$ $c_{3}$
.
2 $A$ $c_{2}=0$ .
3 $n\geq 3,$ $A$ $n\mathrm{x}n$ ,




1 $n\geq 3,$ $A$ $n\cross n$ , $c_{3}\leq 0$ .
$A$ , $c_{3}$ .
1 $n\geq 3,$ $A$ $n\mathrm{x}n\text{ }$ , $A$ , $c_{3}=0$
.
: 3(1) , $A$ $c_{3}=0$ .
$c_{3}=0$ . ,
$\frac{a_{ij}a_{jk}}{a_{ik}}$
. $.+ \frac{a_{ik}}{a_{ij}a_{jk}}\geq 2$
, $c_{3}=0$
$\frac{a_{i\mathrm{j}}a_{jk}}{a_{ik}}+\frac{a_{ik}}{a_{ij}a_{jk}}=2$, for all $i<j<k$
.
$\frac{a_{ij}a_{jk}}{a_{ik}}=\frac{a_{ik}}{a_{ij}a_{jk}}$ , for all $i<j<k$
. ,






$m$ ( $2m$ ) .





, . , $A(x)$ $n-3$
. $c_{3}(x)$ , 1 , $c_{3}(x)=0$ $A(x)$
( $\lambda_{\max}(x)=n$ ) . 1 $c_{3}(x)\leq 0$







Step 2 $A(x^{*})$ .
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$(i_{m},j_{m})$ , – , –
, (3) $x^{*}=(X_{1}^{*}, X_{2}^{*}, \ldots, X_{m})*$
$=$ $\sqrt{(\sum_{k\neq i_{1}j1}ai1ka_{kj1})/(k\neq i_{1}\sum_{1j}\frac{1}{a_{i_{1}k}a_{kj}1})}$
$x_{2}^{*}$ $=$ . . .
.
– , – (3) ,
.
32 Harker
Harker – , Harker
[2]. , ($i,D$ - ,
$w_{i}/w_{j}$ , $A(w)$ .


























Harker , $\tilde{A}$ $\tilde{\lambda}_{\max}$ $A(x^{*})$
$\lambda_{\max}(x^{*})$ .
1 $((1, n)$ - – )
.
, – .
2 $(1, n)$ - $A$ ,
$a_{1j}a_{jn}=a_{1k}a_{kn}$ , for all $j,$ $k=2,$ $\ldots,$ $n-1$ ,
, – .
, , Harker .
[ ]
Step 1 $a_{1n}$ $a_{i\mathrm{j}}$ , $i<j$ , 1, . . . , 9 ,
.
Step 2 $\lambda_{\max}(x^{*})$ Harker $\tilde{\lambda}_{\max}$ .
Step 3 $\lambda_{\max}(x^{*})$ $\tilde{\lambda}_{\max}$ , .
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