Abstract-Iterative decremented step-size scanning-based maximum power point tracking (MPPT) algorithms are presented in this paper. The change of partial shading conditions is a main problem in photovoltaic systems. Power curves of the systems will contain some local maximum power points, beside a global maximum power point. The curves also change depending on environmental climates, which affect the partial shading conditions. Three iterative scanning-based MPPT algorithms are proposed to solve the problem, i.e. decremented window scanning, peak bracketing (PB) method and PB with initial scanning. A photovoltaic system coupled with a DC/DC converter is modeled in SPICE for verification and simulation purposes. The simulation results have presented that, for some cases, those MPPT algorithms can find out effectively the global maximum power points of the considered photovoltaic system. They also required efficiently with relatively small number perturb-andobserve steps to reach global maximum power points.
I. INTRODUCTION
Renewable energies have been potential energy sources to power human activities in the near future. For long years ago, we have used fossil fuels as our main energy resources in industries, transportation vehicles and many others human life activities. Air pollutions due to the use of fossil fuels and the reduction of the fossil fuel resources are main reasons why we need to optimally use renewable energies. There are many potential renewable energies that can be well explored and utilized, such as solar energy, geothermal, wind energy, wave and tidal energy, bio-ethanol, biomass, etc. Solar energy is a primary energy resource for earth. The solar energy radiation can be converted into electric energy by using a photovoltaic or solar cell. The arrangement of photovoltaic cells will form a solar module. The solar modules can also be arranged to have a solar panel. These panels can be further arranged to form a N × M solar array. Each array form will have different power curve characteristics depending on its array size, serial-parallel configuration, the used solar technology and external environmental disturbances.
Unfortunately, the current solar cell technologies has a drawback. When the open circuit voltage is getting higher, energy lose occurs, since some parts of energy are converted to thermal energy instead of electric energy. Hence, the electric current will drop, as this thermal energy increase in. Hence, its power will also be dropped accordingly. Fortunately, at each different solar array installation and environmental condition, there is a voltage point, where the solar system operates at its maximum (peak) power point. Maintaining the solar system output voltage at this point will achieve the maximum power delivery.
This paper discusses and proposes techniques to maintain solar power operation at the expected peak point. Fig. 1 presents a photovoltaic system that powers up an AC loads and a DC loads. The discussion domain of this paper is the maximum power point tracking (MPPT) module, as an important part of a charge controller, as shown in the figure. In the MPPT module, a specific MPPT algorithm is embedded. The MPPT algorithm is used to control the solar system in such a way that it will always operate at its maximum power point. Since most of renewable energies produce DC power, including the photovoltaic cells, then DC power lines would be interesting installation for future homes. The standard DC voltage should be determined for future implementation, such that all consumer electronic producers can set the DC input terminal voltage of their products to follow the standardized voltage. In order to bring the idea presented in the paper for readers clearly, we organize the paper content as follows. We firstly explore some works related to our current research and the contribution of this paper as given in Section II. Section III explains the system architecture and the simulation setup. The simulation results for some different resistive loading conditions and shading scenarios are presented in Section IV.
Finally, Section V concludes the paper and gives a few outlooks for further system development.
II. RELATED WORKS AND CONTRIBUTION
There are many approaches or methodologies to implement an MPPT algorithm. Some of them are perturb and observe (P&O) [3] , [4] , [11] , [5] , P&O hill climbing method, incremental conductance [6] , fractional open-circuit voltage, fractional short-circuit current, fuzzy logic method, neuralbased method, ripple correlation control [1] , look-up table techniques, one-cycle control technique, feedback of power variation techniques, etc [10] . There is also another method, which is closely related to the ripple correlation control method and P&O method, namely extreme seeking control method [2] , [11] . A practical problem in solar power generation applications is partial shading or partial shadow. Therefore, some special techniques are proposed to solve the problem, which are realized directly in the considered MPPT algorithms [7] , [8] , [9] . Fig. 2 presents a power curve characteristic of a partially shaded solar array. When the solar array is partially shaded, which is due to e.g. cloud or some materials covering the solar surface, this power curve can potentially have a few local maximum power point (MPP), beside a global MPP.
The most implemented MPPT method to cover the partial shading method is the P&O technique. The technique is equipped with a DC/DC converter beside an electronic control unit, where the MPPT algorithm is embedded on. Some works or research articles such as in [12] and [13] use a boost type DC/DC converter. We also use this converter type in our work. We use also the P&O technique in our paper.
In the P&O technique, a perturbing signal in the form of pulse signal with certain duty cycle is applied to the gate of a power MOSFET in the DC/DC converter. The output voltage and current at the solar output terminal or at converter output terminal is then observed. A specific algorithm is then required to find the best perturbing duty cycle in such a way that the solar system reach a global MPP. Regarding the partial shading problem, this algorithm should not bring the system working in the unexpected local MPP.
Another important tool in the MPPT research and development is the solar cell system modelling. Some works such as in [14] , [15] and many others use Matlab program or Simulink tool to model their solar cell system to investigate the characteristics of the solar cell system. In our current paper, we modelled the solar cell array and the DC/DC converter using SPICE. We generate the power curve characteristic of the solar array and the converter, and then transform the curve into data packets that can be simulated using a numerical software tool. Our proposed MPPT algorithms are then used in the software tool to explore and analysed their performance.
The main characteristics of our proposed MPPT algorithms are its flexibility and simplicity. The MPPT module, in which the proposed MPPT algorithms is embedded, can be potentially installed easily without pre-configuration for the same or almost the same power capacity. The proposed MPPT algorithms can also be potentially implemented on microcontroller or FPGA with low computing cost or complexity and low computing delay. They have also ability to respond the changes of shading and load conditions. Three derivatives of the proposed iterative decremented step-size scanning-based MPPT algorithms are presented. They are simulated to test their performance with the changes of partial shading and resistive load conditions.
III. THE ALGORITHMS AND SIMULATION SETUP
The photovoltaic system discussed in this paper consists of a photovoltaic array, a boost-type DC/DC converters and an electronic control unit (ECU). The descriptions of the proposed iterative scanning-based algorithms and the simulation setup is described in the following subsections.
A. The MPPT Algorithms
This section describes the proposed MPPT algorithms, which operate using the P&O methods. The gate MOSFET of the DC/DC converter is perturb with a pulse signal having D percent of duty cycle. After a few cycle time, the output power of the system is observed. The techniques to find the best perturbing duty cycle D * , which delivers the expected global peak power point are presented in the following subsections.
1) Decremented Window Scanning (DWS):
The decremented window scanning (DWS) algorithm traces the global maximum power point of the photovoltaic system by reducing the range of the scanning domain for each iteration. The scanning domain unit is the duty cycle percentage of the pulse signal for the DC/DC converter. While its co-domain unit is the converter's output power in Watt. For N D number of scanning points, then the same N D number of domain segments is achieved. A segmented domain, whose a maximum power point in its range is then selected as the new decremented scanning domain. By iteratively finding and reducing a new segmented scanning domain, the best perturbing duty cycle D * , which gives a global peak power point, will be finally found. 2) Peak Bracketing (PB): The peak bracketing (PB) algorithm trace the global maximum power point by bracketing the peak power point with three duty cycle points, i.e. a left duty cycle point D L , a right duty cycle point D R , and a centre duty cycle point D C . The best perturbing duty cycle point D * , which gives a global maximum power point, can be finally found by iteratively reducing the domain of searching. A bisection method is used to reduce the tracing domain.
3) Peak Bracketing with Initial Scanning (PBIS): The Peak Bracketing with Initial Scanning (PBIS) algorithm is designed based on the combination of the DWS algorithm and the PB algorithm [16] . The combination is aimed at reducing the cycle times to find the expected global maximum power point. For the first phase, the DWS algorithm is used to find a new segmented reduced window scanning. Afterwards, the PB algorithm is used to find the best perturbing duty cycle point D * , which gives a global maximum power point. 
B. Simulation Setup
The diagram of the simulation setup is presented in Fig. 3 . The photovoltaic is arranged in 3×2 array (3 modules in series in 2 parallel paths). The solar modules is modelled in SPICE and each panel can be excited with changeable solar polar irradiance in W/m 2 . The solar array parameters of the solar configuration are presented in Table I . The variable irradiance values represent the partial shading conditions. Solar module having greater shading will have lower solar irradiance. The variation of this solar irradiance is then used to set up several partial shading scenario as presented later in the simulation results (Section IV).
The power is measured at the output terminal of the DC/DC converter. Therefore, a voltage and current sensor are installed at the terminal. The multiplication of both sensor signals will produce a power signal. Some research works measured the power from the solar array terminal. We have made simulation experiments, which show that the maximum power points of the power curves measured from the solar array output and the converter output are not always at the same duty cycle point. From the considered curves, we prefer to choose the power measurement from the converter output, since this power is actual for the users point of view.
The MPPT algorithm embedded in the electronic control unit (ECU) is shown in Fig. 3 . The boost-type DC/DC converter is used virtually to manipulate the output impedance of the photovoltaic systems in such a way that it will match the input impedance of the photovoltaic panel. The output impedance is manipulated by changing the duty cycle of the pulse signal for the MOSFET's gate terminal. The MOSFET driver is used to drive the gate of the power MOSFET M . The inductance of the inductor L is 150 μH. The capacitance value of the electrolyte capacitor C is 220 μF .
IV. SIMULATION RESULTS
In this section, we simulate the power characteristic curves at the DC/DC converter output terminal for different resistive load parameter values. Five scenarios, as presented in Table II , are used to analyse the power characteristics, i.e. a scenario without partial condition, and four scenarios with different partial conditions. 
A. Power Points Characteristics
The following section presents the power curves of five shading scenario. The power curves are generated from perturbation of PWM signals modulated from 0 to 100% duty cycle for different resistive load connected to the DC/DC converter output terminal.
1) Scenario without Partial Shading:
The power characteristic curve of the DC/DC converter's output for the scenario without partial shading with different resistive load parameters is presented in Fig. 4 . It seems that power curves for load resistive values of 20Ω and 80Ω present local MPP. Fig. 7 shows the power characteristic curve of the DC/DC converter's output for the partial shading scenario 3 with different resistive load parameters. It seems that power curve for load resistive value of only 10Ω presents local MPP. 
4) Partial Shading Scenario 3:

B. Performance Comparisons of the MPPT Algorithms
In this section, we will compare the performances of the three MPPT algorithms described before, under the five partial shading conditions that have been also explained before. The simulation is run in the following scenario. The algorithms are run for certain resistive load value. Then, when the algorithms converge into a certain power point, which is hopefully a global maximum power point, then the resistive load values is changed. Five resistive loads are used in the simulation scenarios, i.e. 10Ω, 30Ω, 60Ω and 1kΩ. Changes are made four times. For each resistive load value, each MPPT algorithm sets about 40-50 perturbing signals or P&O steps.
1) Scenario without Partial Shading: Fig. 9 presents the comparison between the MPPT algorithms to reach the maximum power point. The DWS algorithm requires about (in average of) 42 P&O steps to reach the maximum power point. The PB algorithm requires about 26 P&O steps, while the PBIS needs about 41 P&O steps. 2) Partial Shading Scenario 1: Fig. 10 presents the comparison between the MPPT algorithms to reach the maximum power point. The average P&O steps, that are required to reach the maximum power point, are almost the same with the results without partial shading. 3) Partial Shading Scenario 2: Fig. 11 presents the comparison between the MPPT algorithms to reach the maximum power point. In this scenario, for the 30Ω resistive load, the DWS and PBIS algorithms reach the maximum power point of 113.6696 W with duty cycle of 0.3994, while the PB algorithm reaches 113.572 W with duty cycle of 0.0498. It seems that the PB algorithm attain the local MPP, although this local MPP is slightly different with the global MPP, which is achieved by the DWS and PBIS algorithms. Fig. 13 presents the comparison between the MPPT algorithms to reach the maximum power point. For the 60Ω resistive load, the DWS and PBIS algorithms reach the maximum power point of 74.915 Watt with duty cycle of 0.75, while the PB algorithm reaches 67.3468 W with duty cycle of 0.0996. It seems that the PB algorithm attain the local MPP, which is quite large (about 7.5682 W) compared to the global MPP achieved by the DWS and PBIS algorithms.
5) Partial Shading Scenario 4:
V. CONCLUSIONS AND OUTLOOKS
This paper has presented three P&O MPPT algorithms, which operate based on iterative power point scanning technique. We have modelled the photovoltaic cells/arrays and the DC/DC converter in SPICE program. The simulation results have presented that, for some partial shading conditions, the MPPT algorithms presented almost similar performance. And some cases, they can trace the maximum power points, even when the parameter values of the resistive loads change during simulation runtime. However, there is still some different results achieved by using the PB algorithm, where it reach a local MPP for a few case.
In term of accuracy, the DWS and PBIS algorithms present better performance compared to the PB algorithm. However, in term of speed, the PB algorithm present the best performance. It requires about 26 in average to reach the MPP. The DWS algorithm requires about 42 in average to reach the global MPP. Meanwhile, the PBIS algorithm can achieve the global MPP by making about 38 P&O steps for its best performance. We must note that the minimum number of P&O steps to reach global MPP can be different depending on the forms of power curves, such as the curve slope and the number of local MPP appearing on the curves.
In the future, we will develop an MPPT hardware module, using a microcontroller or FPGA device. The iterative scanning-based MPPT algorithms will be embedded in the module. The main advantageous feature of our MPPT algorithms is need for small number of iterative steps to reach global MPP. If we implement for example the PBIS algorithm in a hardware device such as FPGA, and the hardware implementation needs 1 μs to finish one P&O step, then, with 38 P&O steps, the PBIS MPPT algorithm could reach a global MPP about 38 μs in average, a small computing delay value. The other advantageous features of our proposed MPPT algorithms is their independence from solar technologies and ability to respond the rapid changes of partial shading and load conditions. ACKNOWLEDGMENT
