In the literature, recently, some three-step schemes involving four function evaluations for the solution of multiple roots of nonlinear equations, whose multiplicity is not known in advance, are considered, but they do not agree with Kung-Traub's conjecture. The present article is devoted to the study of an iterative scheme for approximating multiple roots with a convergence rate of eight, when the multiplicity is hidden, which agrees with Kung-Traub's conjecture. The theoretical study of the convergence rate is investigated and demonstrated. A few nonlinear problems are presented to justify the theoretical study.
Introduction
In the present report, we discuss an iterative scheme for calculating the approximate value of a multiple root ξ of a nonlinear equation ψ(x) = 0, in R. The modified Newton's scheme [1] is probably the first method for calculating the estimated value of the multiple root when multiplicity m is available in advance, with a convergence rate twice that in some open set around ξ, under suitable regularity assumptions. For the same case, various schemes are presented in the literature by using numerous modes (one can see [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] for a few of them).
For the second case, i.e., when the multiplicity m is not available in advance, for calculating the multiple root of ψ(x) = 0, Traub [14] used the relation f (x) = ψ(x)/ψ (x). In this stage, the problem of finding multiple roots of ψ(x) = 0 is equivalent to calculating the simple root of f (x) = 0. However, for this substitution, Newton's method involved the first and second derivatives also. To fend off these evaluations, King [15] used finite difference approximation.
Working with a parallel idea, Iyengar and Jain [16] developed two iterative methods of order three and four for approximating the multiple roots. The cubic convergence order scheme is as:
g(x n ) (1) and the fourth-order method is expressed as:
where
. Wu and Fu [17] also used a similar transformation and presented a uni-parametric scheme of second order for handling similar type problems. In addition, Wu et al. [18] prescribed another transformation given by:
where ρ = ψ(x)|ψ(x)| 1/m and m represents the multiplicity, and engaged the modified Steffensen's method (see [19, 20] ):
for evaluating the estimated root of f (x) = 0, where h n (> 0) is the iteration step size and |t| < ∞. Parida and Gupta [21] implied a different conversion:
, for converting the assignment of calculating multiple roots of ψ to find the simple root of f . Yun [22] gave a new conversion of ψ(x), which is expressed as follows:
and considered in such a way that max a≤x≤b | ψ(x)| = δ, as well as presented the iterative scheme of the following form:
To get a higher order method, Li et al. [23] proposed an iterative scheme for approximating multiple roots of f (x) = 0 with fifth-order convergence, by using the transformation f (x) = ψ(x n )/ψ (x n ), which is given as:
where f [., .] and f [., ., .] represent the first-and second-order divided differences of f , respectively.
More recently, by using the same transformation, Sharma and Bahl [24] proposed an iterative scheme with a convergence rate of six and expressed as:
The above mentioned fifth-and sixth-order methods involved four function evaluations
, and by Kung and Traub's [25] conjecture, the optimal order should be eight. Motivated by this theory, we are going to present an optimal eighth-order method for multiple roots in case of unknown multiplicity: to our best knowledge, this is the first method of the optimal eighth order. Theoretically, its local rate of convergence is proven and finally supported by numerical testing.
Scheme and Analysis of the Local Convergence Rate
In this paper, we deal with the below mentioned conversion [14, 26] :
and employ a three-step Newton's scheme given by:
To escape the computations of primary differentiations of f (x), f (y(x)) and f (u(x)), we estimate them as mentioned below:
and:
where 4 (for more details, one can follow Equations (6) and (19) , respectively, of [27] ). Using these estimates of f (x n ), f (y n ) and f (u n ), given by Equations (12)- (14), respectively, in the scheme Equation (11), we have the scheme given by:
In order to discuss the convergence analysis of the scheme defined by Equation (15), we are moving to validate the following result:
, and contains only one root ξ ∈ D, where D is an open subset of R and s is sufficiently large. If the starting guess x 0 is near enough to ξ, the iterative scheme defined by Equation (15) has an optimal convergence rate of eight.
Proof of Theorem 1. Let us suppose that ψ(x) can be expressed as:
where ξ is a multiple zero of ψ(x) = 0, with multiplicity m and h(ξ) = 0. According to Equation (16), we can write:
After taking the ratio of Equation (16) and (17) , this can be written as:
It is clear from the above Equation (18) that the task of approximating the multiple zero of ψ(x) = 0 is identical to the effort of estimating the simple root ξ of f (x) = 0. By virtue of Taylor's series expansion, we can write:
, k = 1, 2, ... and e n = x n − ξ. By Equation (19), we attain: 
Using the expression Equations (19) and (20) in Equation (18) and then using symbolic computation software, Mathematica [28] , we get:
where:
By virtue of the relation Equation (21), we can obtain the Taylor's series expansion for f (z n ), and then, using its expressions together with f (x n ), in the first sub-step of scheme Equation (15) and after simplifying, we have:
where: In a similar way to the first sub-step, the Taylor's series for f (y n ) can be derived using Equation (22) , and then, using the involved expressions from the above relations, we can write:
where: 
Finally, we obtain the Taylor's series expansion of f (u n ), with the help of just the previous equation, and using the required relations obtained above, in the last sub-step of scheme Equation (15), we get the final error expression as follows: The numerical values in Tables 1-3 validate that the presented scheme MM8 performs better, not only for the absolute error in the root and the absolute value of the function as compared to MM6 and MM5, but also in the approximation of unknown multiplicity. The techniques explained in this note could also be adapted to new high order methods designed recently (see [30] and the references therein): we will explore this matter in future research.
