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Résumé
La modélisation des systèmes temps-réel nécessite la connaissance de la borne supérieure
des temps d’exécution possibles des tâches temps-réel, appelée temps d’exécution pire-cas
ou WCET-Worst Case Execution Time. Le calcul du WCET par analyse statique est basée
sur l’analyse du flot de contrôle du programme. Les chemins d’exécution du programme
sont composés de séquences d’instructions, qu’on appelle les blocs de base, et des contrôles.
Une étape de l’analyse statique, appelée analyse du pipeline, permet d’étudier l’impact de
la micro-architecture sur le temps d’exécution des instructions du bloc de base. Le travail
de cette thèse s’intéresse à l’analyse du pipeline pour le calcul du WCET.
L’analyse du pipeline prend en compte les caractéristiques du jeu d’instructions et les
caractéristiques matérielles du processeur. On a alors besoin de spécifications haut-niveau
de l’architecture logicielle et matérielle des processeurs. Nous considérons les langages de
description d’architecture (Architecture Description Languages-ADL) pour la description
du processeur. Les ADLs, comme Sim-nML, HARMLESS, LISA, sont utilisés pour la géné-
ration d’outils ciblés (simulateurs, assembleurs), la vérification, etc. Parmi les outils, Otawa
est un environnement pour l’analyse de temps, qui implémente différentes méthodes de cal-
cul du temps d’exécution pire-cas. Actuellement, Otawa utilise le langage Sim-nML pour
la spécification du jeu d’instructions (le niveau ISA1) de l’architecture. Ce travail de thèse
est une contribution à OTAWA par une approche ADL pour l’analyse du pipeline.
Le but étant d’améliorer l’expressivité d’OTAWA en terme de description des proces-
seurs, nous proposons une extension du langage Sim-nML, comme première contribution.
Cette extension permet de supporter, en plus de la description du jeu d’instructions, la des-
cription matérielle de processeurs complexes. Elle permet une description des ressources et
de leurs caractéristiques et de superposer le modèle d’utilisation de ressources des instruc-
tions à la description initiale des instructions, qu’on appellera modèle d’exécution.
Ce document présente aussi une nouvelle méthode pour le calcul du temps d’exécution
d’un bloc de base. Nous proposons une méthode nouvelle basée sur la programmation par
contraintes (Constraint Satisfaction Problem-CSP). Nous avons inscrit cette méthode dans
une approche automatisée, basée sur la spécification Sim-nML du processeur et sur une
séquence d’instructions à analyser (le bloc de base). Le principe est d’exprimer les propriétés
structurelles et temporelles de l’architecture et des instructions avec des contraintes, dont
la résolution donne un temps d’exécution pire-cas pour le bloc de base. Nous utilisons des
1Instruction Set Architecture
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langages de spécification de contraintes et des outils de résolutions. Les expérimentations
montrent que la méthode proposée permet de fournir des temps plus précis
Nous nous sommes aussi intéressés, durant la thèse, à la formalisation de la spécification
de l’architecture et à la validation des résultats. Nous proposons une description logique
des propriétés statiques et dynamiques de l’architecture et des instructions, présentées sous
forme de contraintes haut-niveau. L’idée est de fournir au développeur une bibliothèque de
propriétés réutilisables, à partir de laquelle il pourra constituer une description formelle de
son architecture. La validation des résultats fournis par les solveurs de contraintes a été
concrétisée par l’implantation d’un outil d’animation basé sur les automates temporisés.
Des vues permettent à l’utilisateur de rejouer l’exécution des instructions sur le pipeline et
de valider des propriétés dynamiques du système.
Institut de Recherche en Informatique de Toulouse - UMR 5505
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Abstract
The analysis of the worst-case execution time (WCET) is necessary in the design of
critical real-time systems. To get sound and precise times, the WCET analysis of these
systems must be performed on binary code and based on static analysis. Each execution
path of the analyzed program is split into code snippets, called basic blocs. A pipeline
analysis consists in modeling the execution of basic blocks on the pipeline and evaluating
the impact of the hardware features on the corresponding execution costs. This thesis
focuses on the pipeline analysis for WCET computation.
The pipeline analysis considers the instruction set architecture and the hardware fea-
tures of the processor. Then, a high level specification of the software and hardware archi-
tecture is needed. We consider Architecture Description Languages (ADL) for processors
description. The ADLs, like Sim-nML, HARMLESS, LISA, are used for the generation of
retargetable tools, such as simulators, assemblers, in verification, etc. OTAWA is a fra-
mework dedicated to the WCET computation that is able to integrate different kind of
methods of computation. The instruction set architecture (the ISA level) is expressed in
the Sim-nML language. Our work consists in extending the OTAWA framework with an
ADL-based approach for pipeline analysis.
The aim of our work has been to enhance the expressivity of OTAWA with regard
to the processor description language. In order to do so, we first extend the Sim-nML
language, to support both the instruction set description and the hardware description.
The extended Sim-nML supports the description of hardware components features and
superpose the resource usage model of the instructions, that we call execution model, to
the initial description.
This document also presents a new method to compute a basic bloc execution time. The
proposed method is based on constraint programming (Constraint Satisfaction Problem-
CSP). We integrated this method in an automated approach, based on the Sim-nML speci-
fication of the target processor and based on the instruction sequence to analyse (the basic
bloc). We use constraints to express the structural and the temporal properties of the ar-
chitecture and the instructions, which resolution provides the time cost of basic blocs of
a program. Our method uses well known constraint specification languages and resolution
tools. The experimentations provide more accurate times.
During this thesis, we have been concerned with the formalization of the architecture
specification and the results validation. We propose a logic based description of the static
and dynamic properties of the architecture and of the basic bloc instructions, presented as a
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set of high-level constraints. The goal is to provide a reusable library in which the architect-
user can find a set of reusable quantitative properties, that assist him in the formalization
of the architecture specification. A validation and animation tool was developed based on
timed automata. We validate time results provided by the constraints solvers. We generate
animated views that assist the architect to validate general dynamic properties and replay
the instructions execution.
Institut de Recherche en Informatique de Toulouse - UMR 5505
Université Paul Sabatier, 118 route de Narbonne, 31062 TOULOUSE cedex 9
viii Hajer Herbegue
Table des matières
Table des figures xiii
Liste des tableaux xv
Introduction générale 1
1 Calcul du temps d’exécution pire-cas 7
1.1 Définition du temps d’exécution pire-cas . . . . . . . . . . . . . . . . . . 8
1.2 Méthodes dynamiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Méthodes statiques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.1 Analyse du flot de contrôle . . . . . . . . . . . . . . . . . . . . . . 11
1.3.2 Analyse des effets globaux . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.3 Calcul du temps d’exécution d’un bloc de base . . . . . . . . . . . 16
1.3.4 Calcul du temps d’exécution pire-cas (WCET) . . . . . . . . . . . 21
1.3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2 Architecture des processeurs et approches de modéli-
sation 25
2.1 Architecture des processeurs . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1.1 Le jeu d’instructions . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1.2 Le pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.1.3 Optimisation des pipelines . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.4 Complexités des jeux d’instructions . . . . . . . . . . . . . . . . . 39
ix
TABLE DES MATIÈRES
2.1.5 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.2 Approches de modélisation . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.1 Les approches automates . . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.2 Les approches langages d’architecture (ADL) . . . . . . . . . . . . 45
2.3 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3 Extension du langage Sim-nML pour la modélisation
d’architecture 59
3.1 Une approche dirigée par l’ADL pour le calcul du temps . . . . . . . . . 60
3.2 Le langage Sim-nML et son extension . . . . . . . . . . . . . . . . . . . . 61
3.2.1 Composants de stockage . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2.2 Description du jeu d’instructions . . . . . . . . . . . . . . . . . . . 64
3.2.3 Description de la structure matérielle de l’architecture . . . . . . 65
3.2.4 Description du modèle de ressources du jeu d’instructions . . . . 69
3.2.5 Stratégie d’allocation de ressources . . . . . . . . . . . . . . . . . . 74
3.2.6 Chemins d’exécution complexes . . . . . . . . . . . . . . . . . . . . 76
3.3 La représentation interne . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.3.1 Représentation interne de l’architecture . . . . . . . . . . . . . . . 80
3.3.2 Représentation interne du chemin d’instructions . . . . . . . . . 83
3.4 Implantation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.4.1 Extension de GLISS . . . . . . . . . . . . . . . . . . . . . . . . . . 92
3.4.2 Cas d’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.4.3 Synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4 Description à base de contraintes et calcul du temp 101
4.1 Approche à base de contraintes pour le calcul du temps . . . . . . . . . 102
4.2 Description haut niveau des propriétés de l’architecture . . . . . . . . . 103
x Hajer Herbegue
TABLE DES MATIÈRES
4.2.1 Langage dédié (Domain Specific Language) . . . . . . . . . . . . . 104
4.2.2 Contraintes d’architecture . . . . . . . . . . . . . . . . . . . . . . . 108
4.3 Description à base de contraintes . . . . . . . . . . . . . . . . . . . . . . . 116
4.3.1 Les problèmes de satisfaction de contraintes : CSP . . . . . . . . 116
4.3.2 Des clauses au CSP . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.3.3 Réalisation du constructeur CSP . . . . . . . . . . . . . . . . . . . 124
4.4 Calcul du temps du bloc de base . . . . . . . . . . . . . . . . . . . . . . . 128
4.4.1 Présentation de CHOCO . . . . . . . . . . . . . . . . . . . . . . . . 128
4.4.2 Implantation du CSP temps d’un bloc dans CHOCO . . . . . . . 130
4.5 Animation du bloc de base avec UPPAAL . . . . . . . . . . . . . . . . . 132
4.5.1 Les automates temporisés . . . . . . . . . . . . . . . . . . . . . . . 132
4.5.2 Clauses temporisées . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.5.3 Génération des automates temporisés . . . . . . . . . . . . . . . . 134
4.5.4 La vue « Instruction » . . . . . . . . . . . . . . . . . . . . . . . . . 135
4.5.5 La vue « Étage » . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.5.6 Validation des propriétés d’architecture . . . . . . . . . . . . . . . 138
4.6 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.6.1 Cas d’étude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.6.2 Mesures et synthèse . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Conclusion générale 147
A Grammaire de l’extension Sim-nML 154
B Représentation interne 156
B.1 Bonne formation d’architecture . . . . . . . . . . . . . . . . . . . . . . . . 156
B.2 Bonne formation de requête . . . . . . . . . . . . . . . . . . . . . . . . . . 156
xi
TABLE DES MATIÈRES
B.3 Normalisation des clauses . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
B.4 Chemin d’instructions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
B.4.1 Les classes d’instructions . . . . . . . . . . . . . . . . . . . . . . . 157
B.4.2 Chemin d’instruction avec les classifications de cache . . . . . . 157
C Instruction de branchement 158
C.1 Paramètre de résolution de branchement . . . . . . . . . . . . . . . . . . 158
D Extension de GLISS 159
E Formalisation 160
E.1 Foctions du domaine de bloc de base . . . . . . . . . . . . . . . . . . . . 160
E.2 Fonction de validation de l’exécution ordonnée. . . . . . . . . . . . . . . 160
F Format XML du CSP 161
G Format XML des automates temporisés sous UPPAAL 162
H Etude de Cas 163




1 Environnement OTAWA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.1 BCET et WCET. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Approche générale du calcul de WCET . . . . . . . . . . . . . . . . . . . . . 10
1.3 Représentation du flot de contrôle d’un programme. . . . . . . . . . . . . . 11
1.4 Prédiction de branchement . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.5 Exécution pipelinée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.6 Coût d’exécution d’un bloc de base . . . . . . . . . . . . . . . . . . . . . . . 17
1.7 Graphe d’exécution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.8 Calcul du temps de bloc base en considérant son préfixe. . . . . . . . . . . . 20
2.1 Schéma de flot de données du pipeline ARMv5. . . . . . . . . . . . . . . . . 28
2.2 Pipeline complexe avec plusieurs chemins d’exécution. . . . . . . . . . . . . 29
2.3 Aléas structurel et sa correction par introduction de bulles. . . . . . . . . . 30
2.4 Aléas de données . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 Aléas de branchement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6 Technique de bypass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.7 Exécution superscalaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.8 Exécution non-ordonnée . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.9 Processeur MIPS-R4000 avec des unités de calcul flottant. . . . . . . . . . . 40
2.10 Aléas de données dans un pipeline avec des unités flottantes. . . . . . . . . 41
2.11 Dépendances de données causées par l’instruction load multiple. . . . . . 42
2.12 Exemple d’automate temporisé de l’étage Execute . . . . . . . . . . . . . . 45
2.13 Classification des ADLs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1 Flot dirigé par l’ADL pour l’estimation du WCET. . . . . . . . . . . . . . . 62
3.2 Processeur superscalair à exécution non-ordonnée. . . . . . . . . . . . . . . 66
3.3 Schéma d’allocation d’une ressource. . . . . . . . . . . . . . . . . . . . . . . 71
3.4 Pipeline avec unité fonctionnelle pipelinée . . . . . . . . . . . . . . . . . . . 77
3.5 Instruction micro-codée : load multiple. . . . . . . . . . . . . . . . . . . . . 78
3.6 Type OCaml pour la micro-architecture. . . . . . . . . . . . . . . . . . . . . 80
3.7 Description Sim-nML et représentation interne d’une instruction. . . . . . . 86
xiii
TABLE DES FIGURES
3.8 Instruction avec un chemin de pipeline non-valide. . . . . . . . . . . . . . . 87
3.9 Chemin d’exécution ne vérifiant pas la contrainte d’inter-blocage. . . . . . . 88
3.10 Représentation du type clause (forme normale). . . . . . . . . . . . . . . . . 90
3.11 Extension de l’outil GLISS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.12 Génération de la représentation interne d’une architecture et d’un chemin
d’instructions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.1 Processus de résolution des contraintes. . . . . . . . . . . . . . . . . . . . . 104
4.2 Décomposition en tâches de l’instruction « ldmia sp, {, fp, sp, pc} ». . . . 107
4.3 Intervalles de Allen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.4 Ordonnancement de tâches dans un pipeline avec unité fonctionnelle spécia-
lisée. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.5 Problème d’ordonnancement par Cumulative. . . . . . . . . . . . . . . . . . 122
4.6 Problème d’ordonnancement avec une occurrence spécialisée, exprimé par
XCumulative. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.7 Architecture logicielle du générateur de CSP. . . . . . . . . . . . . . . . . . 127
4.8 Flot d’entrées et des sorties pour le constructeur de CSP. . . . . . . . . . . 128
4.9 Processus de construction des clauses temporisées à partir de la trace CHOCO.134
4.10 Modèle automate temporisé pour les clauses. . . . . . . . . . . . . . . . . . 135
4.11 Vue « Instruction » d’un chemin d’instructions. . . . . . . . . . . . . . . . . 137
4.12 Vue « Étage » d’un chemin d’instructions. . . . . . . . . . . . . . . . . . . . 138
4.13 Représentation en graphe des contraintes d’un chemin d’instructions. . . . . 142
H.1 Cas d’étude 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
xiv Hajer Herbegue
Liste des tableaux
2.1 Modes d’adressage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Séquence d’instructions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.3 Tableau comparatif des ADLs. . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.1 Règles de transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
3.2 Structure d’un chemin d’instructions. . . . . . . . . . . . . . . . . . . . . . . 90
3.3 Description de l’instruction racine du jeu d’instructions. . . . . . . . . . . . 96
3.4 Description Sim-nML des modes d’adressage. . . . . . . . . . . . . . . . . . 97
4.1 Light-DSL : un langage dédié pour la spécification d’architecture. . . . . . . 105
4.2 Chemin d’instructions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.3 Les benchmarks Malärdalen . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
4.4 Description assembleur et Sim-nML du chemin d’instructions. . . . . . . . . 141
4.5 Contraintes d’allocation de ressources. . . . . . . . . . . . . . . . . . . . . . 141
4.6 Contraintes d’accès concurrents aux buffers. . . . . . . . . . . . . . . . . . . 143
4.7 Analyse de la différence des temps entre CSP et OTAWA . . . . . . . . . . 143
4.8 Statistiques benchmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144





2.1 Description d’architecture MIMOLA . . . . . . . . . . . . . . . . . . . . . . 48
2.2 Spécification de pipeline en EXPRESSION . . . . . . . . . . . . . . . . . . 49
2.3 Définition de la vue sémantique. . . . . . . . . . . . . . . . . . . . . . . . . 50
2.4 Description de processeur en HARMLESS . . . . . . . . . . . . . . . . . . . 50
2.5 Spécification d’architecture en LISA . . . . . . . . . . . . . . . . . . . . . . 51
2.6 Exemple de spécification nML. . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.7 Modèle de ressources Sim-nML . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.8 Description de la connectivité de la mémoire à travers les transitory . . . . 55
3.1 Description d’un jeu d’instructions en Sim-nML . . . . . . . . . . . . . . . . 63
3.2 Description matérielle du processeur en Sim-nML. . . . . . . . . . . . . . . 66
3.3 Spécification du système de mémoire. . . . . . . . . . . . . . . . . . . . . . . 68
3.4 Schéma général d’un attribut uses . . . . . . . . . . . . . . . . . . . . . . . 70
3.5 Modèle d’exécution d’instructions. . . . . . . . . . . . . . . . . . . . . . . . 71
3.6 Modèle d’exécution avec une requête attribuée . . . . . . . . . . . . . . . . 73
3.7 Utilisation des paramètres pour intégrer des résultats d’analyses. . . . . . . 74
3.8 Accès à une unité ALU spécialisée. . . . . . . . . . . . . . . . . . . . . . . . 76
3.9 Modèle d’exécution d’une instruction multi-cycles. . . . . . . . . . . . . . . 77
3.10 Modèle de ressources d’une instruction micro-codée. . . . . . . . . . . . . . 78
3.11 Modèle d’exécution des instructions de branchement. . . . . . . . . . . . . . 79
3.12 Représentation interne de l’architecture. . . . . . . . . . . . . . . . . . . . . 80
3.13 Représentation interne de la structure du pipeline. . . . . . . . . . . . . . . 81
3.14 Type de données pour la description du système de mémoire. . . . . . . . . 82
3.15 Représentation interne du système de mémoire. . . . . . . . . . . . . . . . . 82
3.16 Type de données requête. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.17 Types de données clause. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.18 Type de données pour le chemin d’instructions. . . . . . . . . . . . . . . . . 91
3.19 Exemple de chemin d’instructions. . . . . . . . . . . . . . . . . . . . . . . . 91
3.20 Chemin d’instructions décrit par le résultat d’analyse des accès au cache. . 92
3.21 Description Sim-nML du processeur : « use_case.nma » . . . . . . . . . . . 95
3.22 Modèle d’exécution du jeu d’instructions ARMv5 . . . . . . . . . . . . . . . 97
4.1 Type de donnée d’une tâche et son domaine. . . . . . . . . . . . . . . . . . 118
xvii
LISTINGS
4.2 Type de donnée contraintes. . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.3 Liste générique de contraintes . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.4 Exemple de problème d’ordonnancement implanté dans Choco . . . . . . . 129
4.5 Le problème de contraintes pour le calcul du temps implanté dans Choco . 130
4.6 Définition de la stratégie de branchement avec SetTimes. . . . . . . . . . . 131
4.7 Comparateur de tâches basé sur l’ordre du programme. . . . . . . . . . . . 131
4.8 Type automate temporisé . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.9 Clause temporisée de l’instruction « bge 847c ». . . . . . . . . . . . . . . . 133
4.10 Construction d’un automate temporisé. . . . . . . . . . . . . . . . . . . . . 135
4.11 Construction de l’automate de la vue instruction. . . . . . . . . . . . . . . . 136
SRC/data_type.ml . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
SRC/data_type.ml . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
B.1 Test de normalité de clauses . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
B.2 Assembleur et classe des instructions. . . . . . . . . . . . . . . . . . . . . . 157
C.1 Fonction d’initialisation du paramètre taken pour une instruction. . . . . . 158
E.1 Fonction de validation de l’exécution ordonnée. . . . . . . . . . . . . . . . . 160
SRC/bsort100_BB_17_BB_11/clauses.ml . . . . . . . . . . . . . . . . . . . . . 164
xviii Hajer Herbegue
Liste des Algorithmes
1 Définition d’un domaine de tâche . . . . . . . . . . . . . . . . . . . . . . . . . 118
2 Génération des tâches d’un chemin et de leurs domaines. . . . . . . . . . . . 125




Les systèmes temps-réels stricts sont soumis à des contraintes temporelles et fonction-
nelles. Ils doivent garantir un fonctionnement temporel correct. Une tâche temps-réel stricte
doit respecter une échéance temporelle durant son exécution. Le cas échéant, le système
risque la défaillance et les conséquences peuvent être catastrophiques. Pour modéliser un
système temps-réel, il est absolument indispensable de connaître la borne supérieure des
temps d’exécution possibles de chaque tâche temps-réel, appelée temps d’exécution pire-cas
ou WCET-Worst Case Execution Time. C’est la connaissance du WCET qui permet de
respecter les échéances de tâches temps-réel. En effet, c’est cette connaissance qui permet
de définir un ordonnancement sûr de ces tâches temps-réel.
Différentes méthodes sont appliquées pour le calcul du WCET [98] comme la simulation
et l’analyse statique. L’analyse statique est capable de fournir des bornes supérieures des
temps d’exécution, indépendamment du jeu de données en entrée, contrairement à l’analyse
par simulation. L’analyse statique est basée sur le code binaire des programmes. En effet,
l’analyse basée sur le binaire est plus précise et ne dépend pas du compilateur utilisé. Dans
ce document nous nous intéressons à l’analyse statique du code binaire du programme
pour le calcul du WCET. L’analyse statique est basée sur l’analyse du flot de contrôle
du programme. Les chemins d’exécution du programme sont composés de bout de code
ou séquence d’instructions, qu’on appelle les blocs de base, et des contrôles représentés
par des arcs orientés. Le temps d’exécution pire-cas du programme repose sur une analyse
des effets globaux du programme, qui consiste à analyser les propriétés des boucles, les
effets de caches, et sur une analyse des effets locaux, qui consiste à étudier l’impact des
aspects matériels de la micro-architecture sur le temps d’exécution des instructions. Dans
ce document, on s’intéresse à l’analyse locale de la micro-architecture pour le calcul du
WCET, appelée aussi analyse du pipeline. Cette étape du flot de calcul du WCET prend
en compte les caractéristiques du jeu d’instructions et les caractéristiques matérielles du
processeur (pipeline, caractéristiques du bus, mémoire, etc.). On a alors besoin de disposer
de descriptions de haut-niveau de l’architecture logicielle et matérielle des processeurs, qui
seront la base du calcul du temps d’exécution des blocs de base du programme.
Cependant, les processeurs modernes utilisés dans les systèmes temps-réels critiques
sont de plus en plus complexes. Il devient alors primordial de disposer de spécifications
haut-niveau de ces processeurs. Il s’agit là de l’essence des langages de description d’archi-
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tecture [64] (Architecture Description Languages-ADL). Contrairement aux langages de
description de matériel (HDL-Hardware Description Language), qui permettent de décrire
les architectures matérielles au niveau circuit, les ADLs se situent à un niveau d’abstraction
plus élevé. Afin d’avoir des outils de modélisation et d’analyse fiables et puissants, les lan-
gages doivent permettre des descriptions fidèles aux spécifications informelles fournies2 par
les constructeurs de processeurs. Les ADLs sont utilisés dans la génération d’outils ciblés
(simulateurs, assembleurs), la vérification, etc. [68,58]. Les ADLs comme Sim-nML, LISA,
HARMLESS, EXPRESSION, etc. ont été utilisés par plusieurs outils industriels et/ou aca-
démiques, pour la description d’architecture. Ces outils offrent des flots complètement ou
semi-automatisés basés sur les ADLs.
Motivation et contributions de la thèse
Parmi les outils académiques, OTAWA [7] est un environnement pour l’analyse de
temps, qui implémente différentes méthodes de calcul du temps d’exécution pire-cas.
Ce travail est une contribution à OTAWA par une approche ADL pour l’analyse du pipeline.






















Fig. 1 – Environnement OTAWA
Actuellement, l’approche d’OTAWA utilise une description d’architecture structurée en
deux modules, comme illustré dans la Figure 1. La spécification du jeu d’instructions (le
niveau ISA3) de l’architecture est basée sur le langage Sim-nML [29, 34].Une partie de
2Il s’agit là des manuels associés aux processeurs, e.g., le manuel de référence technique du ARMv5 [88]
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l’architecture matérielle, tel que la structure du pipeline et le parallélisme des étages, est
décrite en format XML. Les caractéristiques matérielles avancées de la micro-architecture,
ayant un impact direct sur les aspects temporels analysés, comme l’exécution non-ordonnée,
l’utilisation de ressources par les instructions, les latences, sont implémentées de manière
indépendante des descriptions d’architectures par des bibliothèques. OTAWA utilise les
graphes d’exécution pour l’analyse du pipeline et le calcul du coût de bloc de base. Le
processus de modélisation du processeur actuellement appliqué par OTAWA est restrictif
et limité. Certaines architectures récentes présentent des instructions avec des modèles
d’exécution complexes, des instructions décomposées en plusieurs micro-opérations, des
unités fonctionnelles à latences variables et/ou pipelinées, etc. Ces fonctionnalités nouvelles
et complexes ne sont pas supportées par le processus de modélisation d’architecture offert
par OTAWA. Elles sont implémentées manuellement par le développeur au moment de la
construction des graphes d’exécution, à l’étape d’analyse.
1. Extension du langage Sim-nML
Dans le but d’améliorer l’expressivité en terme de description matérielle et logicielle
des processeurs, nous proposons une extension du langage de description Sim-nML. Cette
extension permet de supporter, en plus de la description ISA du processeur, la description
matérielle de processeurs complexes. Elle permet aussi de séparer l’étape de description
d’architecture de l’étape d’analyse et de calcul du temps. Cette première contribution,
qui concerne la partie haute d’OTAWA, marquée par dans la Figure 1, va nous per-
mettre de centraliser toute la description du processeur en un seul module, en utilisant
le même formalisme (Sim-nML). Cette extension permet une description déclarative des
ressources disponibles et de leurs caractéristiques. L’extension du langage permet aussi de
superposer le modèle d’utilisation de ressources des instructions à la description initiale
des instructions, qu’on appellera modèle d’exécution. Nous avons opté pour une syntaxe et
une sémantique qui reflètent fidèlement les aspects matériels ayant un impact sur le temps.
Ainsi, nous avons modifié la syntaxe du langage afin d’avoir une description finale de l’ar-
chitecture qui soit modulaire. Cette extension permet de modifier la structure matérielle
du processeur sans avoir à modifier la description du jeu d’instructions. Le modèle d’exé-
cution des instructions peut être défini par une structure hiérarchique et ce séparément de
la description fonctionnelle. La description d’architecture est ainsi facilement modifiable et
vérifiable.
2. Méthode de calcul de temps basée sur les contraintes
La deuxième contribution de cette thèse concerne l’analyse du pipeline (marquée
par dans la Figure 1). Elle consiste à mettre en place une nouvelle méthode pour le
calcul du temps d’exécution d’un bloc de base. Nous avons inscrit cette méthode dans
une approche automatisée pour le calcul du temps d’exécution, basée sur la spécification
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de l’architecture en Sim-nML et d’une séquence d’instructions à analyser. Comme nous
l’avons mentionné, OTAWA utilise une méthode de calcul de temps basée sur les graphes
d’exécution [58, 85]. D’autres méthodes pour le calcul du coût d’un bloc de base utilisent
la simulation [28] ou l’interprétation abstraite [87].
Ainsi, nous proposons une méthode nouvelle pour le calcul du temps de bloc de base,
basée sur la programmation par contraintes (CSP-Constraint Satisfaction Problem).
Dans notre analyse, nous utilisons des langages de spécification de contraintes [89] et des
outils de résolutions [22,36]. Le principe est d’exprimer les propriétés structurelles et tem-
porelles de l’architecture et des instructions avec des contraintes. Une spécification à base
de contraintes est automatiquement générée à partir de la spécification Sim-nML de l’ar-
chitecture et du bloc de base à analyser. Cette spécification est basée sur des contraintes
globales [13, 14]. Elle n’utilise aucun langage de contraintes et aucune méthode de réso-
lution. C’est après avoir choisi une méthode de résolution et un solveur de contraintes,
la spécification est traduite automatiquement vers le langage de contraintes choisi. Un
système CSP est formulé. La résolution du système donne un temps d’exécution pire-cas
pour le bloc de base. L’approche est donc modulaire, puisque la description à base de
contraintes des propriétés d’architecture est indépendante de la méthode de résolution. Un
choix différent du langage de contraintes n’implique pas de changement sur les contraintes
générées.
3. Formalisation des propriétés d’architecture
Nous nous sommes intéressés à la formalisation de la spécification de l’architecture et
à la validation des résultats. Alors, nous avons présenté, d’une part, une formalisation des
propriétés structurelles et temporelles de la micro-architecture et des instructions. Cette
formalisation est une description logique des propriétés statiques et dynamiques de l’ar-
chitecture et des instructions, présentée sous forme de contraintes haut-niveau. L’idée est
de fournir au développeur une bibliothèque de propriétés réutilisables. A partir de cette
bibliothèque, le développeur pourra constituer une description formelle de son architec-
ture dans laquelle il aura (1) les éléments d’architecture avec les relations décrivant leurs
comportements et (2) un sous-ensemble de contraintes définissant les propriétés statiques
et dynamiques de son architecture. D’autre part, nous avons utilisé cette description pour
valider les résultats de l’analyse de temps fournis par les solveurs, par rapport à la spéci-
fication initiale. Cette description logique est aussi une base pour la vérification formelle
des méthodes d’analyse temporelle. Cette partie du travail concernant la validation a été
concrétisée par l’implémentation d’un outil basé sur les automates temporisés [2]. L’outil
d’animation permet de générer automatiquement des vues pour l’utilisateur qui lui per-
mettent de rejouer l’exécution des instructions sur le pipeline. Les vues permettent aussi
de valider des propriétés dynamiques du système.
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Organisation du document
Le reste de la thèse s’organise comme suit : Nous présentons dans le Chapitre 1 l’état
de l’art des approches d’analyse du temps d’exécution pire-cas, plus particulièrement les
techniques d’analyse statique du WCET. Nous présentons aussi les différentes approches
d’analyse de pipeline. Le Chapitre 2 dresse l’état de l’art des architectures embarquées
et les approches de modélisation. Nous commencerons par présenter les caractéristiques
matérielles des architectures embarquées. Nous décrivons ensuite les approches existantes
pour la modélisation des processeurs. Nous nous pencherons sur les différents langages de
description d’architecture (ADLs) existant et leur classification. Le Chapitre 3 est consacré
au langage de description d’architecture Sim-nML et son extension. Nous commencerons
par présenter l’approche générale dirigée par l’ADL. Puis, nous présenterons l’extension du
langage Sim-nML proposée. Nous expliquons ensuite comment cette extension a été inté-
grée à l’environnement OTAWA. Le Chapitre 4 présente la formalisation de l’architecture
et la méthode de calcul du temps basée sur les contraintes. Nous donnerons d’abord la
description de l’architecture avec des contraintes haut-niveau. Ensuite, nous passerons à
la spécification de l’architecture à base de contraintes, utilisée pour le calcul du temps. Le
chapitre finit par présenter le travail lié à la validation des propriétés d’architecture et à
l’animation de temps et par les expérimentations. Enfin, nous concluons ce document en
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Introduction
La connaissance du temps d’exécution pire-cas des programmes et des tâches est né-
cessaire pour la conception des systèmes temps réels critiques. Ces systèmes font appel à
l’analyse d’ordonnancement pour planifier les tâches de manière à respecter les échéances
temporelles. Le temps d’exécution pire-cas d’une tâche dépend du programme et du maté-
riel qui l’exécute. Deux catégories de méthodes sont principalement utilisées pour l’estima-
tion du WCET : (1) les méthodes dynamiques et (2) les méthodes statiques. Ce chapitre
introduit les méthodes de calcul de temps d’exécution pire-cas d’un programme pour une
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architecture classique mono-coeur. Nous nous intéressons principalement aux méthodes
statiques. Nous présentons les techniques générales de représentation et d’analyse de pro-
gramme.
1.1 Définition du temps d’exécution pire-cas
Le temps d’exécution pire-cas (WCET) d’une tâche est la plus grande durée d’exécu-
tion possible de cette tâche sur une plateforme d’exécution donnée. Dans le cas où il est
impossible de trouver cette durée pire-cas, on cherche à en trouver un majorant le moins
élevé possible. Ceci représente l’objectif de l’estimation du temps d’exécution pire-cas. La
criticalité des systèmes temps-réel fait que cette estimation doit être sûre. Cela veut dire
qu’on ne tolère pas une sous estimation de cette valeur, ni une surestimation qui soit assez
importante. En effet, le dimensionnement des plateformes matérielles dépend de l’estima-
tion du WCET des programmes. Une surestimation entraîne un sur-dimensionnement du
matériel, donc un coût trop élevé du produit. La Figure 1.1 représente les temps d’exécu-
tion possibles pour une tâche donnée (les valeurs possibles sont dans la plage bleue). La
plus petite valeur, notée BCET (Best Case Execution Time), est le meilleur temps d’exé-
cution possible. La plus grande valeur, notée WCET (Worst Case Execution Time), est le
pire temps d’exécution réel. Pour obtenir le WCET réel, il faut disposer du jeu de donnée
correspondant au contexte d’exécution pire-cas, ce qui n’est pas possible. On effectue alors
une estimation du WCET, dont la valeur doit être supérieure au WCET réel (la valeur du




Fig. 1.1 – BCET et WCET.
La durée d’exécution d’une tâche peut prendre plusieurs valeurs. Cette variabilité est
due à la variabilité des données d’entrée de la tâche et au matériel. Les données d’entrée
sont fournies par des capteurs externes au système. Tout changement dans l’environne-
ment du système embarqué peut entraîner des calculs supplémentaires et parfois différents.
L’architecture matérielle de la plateforme d’exécution peut aussi être à l’origine de la va-
riabilité du temps d’exécution d’une tâche. De mécanismes matériels, comme les caches,
le pipeline ou les mémoires tampon présentent des comportements dynamiques, ce qui in-
troduit une variabilité dans les scénarios d’exécution du même programme, et donc dans
sa durée d’exécution. D’où la complexité de l’estimation du temps d’exécution pire-cas. Il
8 Hajer Herbegue
1.2 Méthodes dynamiques
existe trois classes de méthodes pour évaluer le WCET d’un programme :
– les méthodes dynamiques basées sur les mesures
– les méthodes statiques basées sur l’analyse du programme et de l’architecture
– les méthodes hybrides combinant les deux
1.2 Méthodes dynamiques
Les méthodes dynamiques mesurent le temps d’exécution pire-cas d’une tâche à partir
d’un ensemble de jeux de données d’entrée. Le calcul du WCET suppose qu’on dispose
du code exécutable du programme, et souvent de son code source. Les mesures se font
directement sur la plateforme cible ou par simulation. Pour la réalisation de ces mesures,
on a besoin de modèles matériels des systèmes cibles, qui sont rarement disponibles. Il
est aussi nécessaire d’obtenir le jeu de données qui donne le temps d’exécution pire-cas.
Les méthodes basées sur les mesures [60] fournissent des estimations du temps d’exécu-
tion et non pas des bornes. Les temps maximaux obtenus peuvent être considérés comme
sûrs (les considérer comme WCET) seulement dans le cas des architectures simples, qui
ne présentent pas d’anomalies temporelles. La mesure peut se faire par des équipements
externes spécifiques comme un analyseur logique ou en utilisant des compteurs internes
présents dans certains processeurs comme le Pentium d’Intel ou les ARMs. La simulation
est une méthode standard utilisée pour la mesure du temps d’exécution des tâches sur
des architectures matérielles. L’avantage de la simulation est qu’il est possible de fournir
des mesures précises du moment qu’on dispose d’un jeu de données en entrée et quand le
simulateur utilisé est précis et fiable. Cependant, la mise en place des simulateurs n’est pas
évidente car la documentation de la micro-architecture des processeurs n’est pas toujours
disponible. Plusieurs techniques ont été mise en place pour la recherche du scénario d’exé-
cution pire-cas [63,71,93]. Rappelons que les méthodes dynamiques ne seront pas abordées
durant cette thèse.
1.3 Méthodes statiques
Les méthodes statiques ne nécessitent pas de connaître a priori le jeu de test conduisant
au temps pire-cas et sont basées sur le binaire du programme. Ceci est un avantage du
moment où les applications temps-réel sont généralement disponibles dans leur version
binaire.
L’analyse statique d’une tâche ne reflète que son comportement temporel lorsqu’elle
est exécutée en isolation. Les méthodes statiques présentent l’avantage de la sûreté des
résultats obtenus. Elles offrent des limites supérieures des temps d’exécutions, garantissant
ainsi que les temps ne dépasseront jamais ces limites.
L’analyse statique du temps d’exécution pire-cas est un champ de recherche reconnu par
la communauté temps-réel depuis 20 ans et d’importantes avancées ont été réalisées [98].
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Fig. 1.2 – Approche générale du calcul de WCET
Généralement, l’analyse statique se décompose en 3 étapes principales.
– Analyse globale de flot durant laquelle on construit le graphe de flot de contrôle
(CFG1) du programme. Des analyses sont effectuées pour trouver les chemins d’exé-
cution faisables dans le programme, les limites de boucles, etc. Ces informations sont
introduites sur le CFG sous forme d’annotations.
– Analyse de la micro-architecture qui permet de calculer le temps d’exécution des
blocs de base et qui se décompose en deux étapes :
– L’analyse globale des effets du matériel (cache, etc.)
– L’analyse locale des effets du matériel (pipeline)
– Le calcul final du wcet consiste à intégrer les résultats des deux analyses pour calculer
le temps d’exécution pire-cas.




1.3.1 Analyse du flot de contrôle
Représentation du programme Le programme est découpé en un ensemble de blocs
de base. Un bloc de base est défini comme étant une suite d’instructions séquentielles ne
contenant qu’un seul point d’entrée et un seul point de sortie. La Figure 1.3 montre un
exemple de programme en C représenté par son code assembleur ARM, décomposé en une
suite de blocs de base. Deux types de représentations de programme sont utilisés dans le
contexte du calcul du pire temps d’exécution : le graphe de flot de contrôle (CFG) et l’arbre
syntaxique.
A
somme :  mov r0, #0   @sum  adr r1, tab  mov r2, #0   @i
Boucle :  cmp r2, #10  bge fin
  ldr r3 , [r1, r2, lsl #2]  cmp r3, #0  bge else
  sub r0, r0, r3   b suite 
else :  add r0, r0, r3















(a) Programme (b) Décomposition en blocs de base
(c) Graphe de flot de contrôle
# define TAILLE 10
int somme (int * tab ) {
  int i = 0 ;
  int sum = 0;
  while( i < TAILLE ){
   if (tab[i] < 0) {
     sum -= tab[i];
    }
   else { 
     sum += tab[i] ;
    }
  i ++;
 }





























Fig. 1.3 – Représentation du flot de contrôle d’un programme.
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Le graphe de flot de contrôle (CFG-Control Flow Graph) [91] représente l’en-
semble de blocs de base du programme et les transitions possibles entre ceux-ci. Les CFG
sont construits à partir du code assembleur du programme. D’autres travaux ont été menés
pour extraire le CFG à partir du bytecode JAVA [15]. Il existe des outils qui permettent
d’extraire le CFG à partir de code bas niveau. Parmi ces outils Insight [50] dédié pour
l’analyse des binaires, SALTO [86] destiné à la transformation et à l’optimisation de code
assembleur et OTAWA [21] qui est un environnement pour l’analyse de temps pire-cas. Il
est tout de même possible d’extraire le CFG à partir du code source à condition que le
compilateur n’effectue pas d’optimisation de code [76]. Dans un graphe de flot de contrôle
on trouve deux types d’arcs orientés qui représentent une relation de séquentialité entre les
blocs de base. Les arcs en pointillés représentent les branchements pris et les arcs pleins
représentent l’exécution séquentielle. La Figure 1.3.(a) est un programme composé de 7
blocs de base (Figure 1.3.(b)), qu’on représente par le graphe de flot de contrôle de la
Figure 1.3.(c). Par exemple, l’arc entre les blocs C et E représente le branchement pris de
la ligne 7. Le graphe de flot de contrôle inclut aussi des informations sur le comportement
dynamique du programme sous forme d’annotations (par exemple les limites de boucles).
Les arbres syntaxiques sont construits à partir du code source et permettent l’ana-
lyse de flot de données. Ce sont des arbres dont les nœuds représentent les structures
algorithmiques du programme et dont les feuilles correspondent aux blocs de base. La Fi-
gure 1.3.(d) présente l’arbre syntaxique du même exemple de programme. Une structure
d’arbre syntaxique peut simplement contenir des nœuds de type :
– SEQ ayant au moins un fils et représente la mise en séquence de sous-arbres fils.
– LOOP ayant deux fils représentant la condition et le corps de boucle.
– IF ayant un sous-arbre condition, et deux sous-arbres fils représentant le then et le
else.
– CALL représente les appels de fonctions.
– les feuilles représentent les blocs de code § 1.3.1.




|SEQ of arbre l i s t
|LOOP of cond ∗ arbre
| IF of cond ∗ arbre ∗ arbre
|CALL of s t r i n g
| Bloc of bloc_base
Cela suppose la disponibilité d’un environnement : val env : string -> arbre.
Les limites de boucles Le flot de contrôle du programme n’est pas suffisant pour
calculer le temps d’exécution pire-cas. On a besoin d’indicateurs sur le comportement
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dynamique du programme. Par exemple, la détermination des bornes supérieures sur le
nombre d’itérations assure que les chemins d’exécutions du programme sont finis. Dans
l’exemple de la Figure 1.3, la boucle while itère au plus 10 fois. Ces informations sont
introduites dans le CFG sous forme d’annotations. Elles sont fournies par l’utilisateur ou
générées automatiquement. L’outil oRange [26] permet d’extraire les bornes de boucles
d’un programme en combinant l’analyse de flot et l’interprétation abstraite. Il prend en
compte les appels non récursifs de fonctions, les conditions de boucles quand celles-ci sont
suffisamment simples, et les boucles imbriquées. L’outil r-TuBound [54] supporte les appels
récursifs et génère automatiquement les limites de boucles. Une autre approche, implantée
par l’outil SWEET [40], combine la technique de découpage de programme ("slicing") et
l’interprétation abstraite pour dériver une borne supérieure pour les limites de boucles.
Analyse des chemins Une fois le graphe de flot de contrôle d’un programme construit,
il est possible de déterminer les chemins d’exécution du programme. On peut alors trouver
dans le graphe de contrôle des chemins infaisables qui ne sont jamais pris par le programme
durant son exécution. La connaissance de tels chemins est utile puisqu’elle permet de
restreindre l’espace des solutions à explorer pour la recherche du chemin d’exécution le
plus long. Par exemple, le chemin {A,B,C,D,E,F,G} de la Figure 1.3.c est infaisable. Les
contraintes sur le choix d’une branche dans les structures conditionnelles sont aussi utiles
dans l’analyse des chemins. Par exemple, on peut avoir deux branches d’une même structure
conditionnelle qui s’excluent mutuellement. Dans la Figure 1.3.c, les branches {C,D,F}
et {C,E,F} du graphe, correspondant au test (if tab[i] < 0), s’excluent mutuellement.
Cette analyse du flot de contrôle du programme permet d’optimiser le temps de recherche
dans le graphe.
1.3.2 Analyse des effets globaux
Analyse des effets de cache Le cache est une mémoire rapide et limitée en taille utilisée
pour accélérer l’accès aux données de la mémoire principale et réduire les états d’attentes
du processeur. Les caches peuvent être séparés en des caches d’instructions, contenant le
code du programme à exécuter et des caches de données, ou des caches combinées dans
lesquels on trouve les instructions et les données. Quand le processeur trouve l’élément
requis dans le cache, on parle de succès de cache ou hit, ce qui implique un accès rapide
à la donnée. Dans le cas contraire, c’est un défaut de cache ou miss, ce qui implique un
accès plus lent. Ceci a un impact sur la valeur du WCET. C’est pourquoi il est important
de prédire le contenu du cache afin d’avoir un WCET encore plus précis. Le contenu du
cache dépend de ses caractéristiques techniques, de l’historique des accès mémoires et de la
politique d’accès au cache. Le cache est divisé en lignes de cache de taille fixe. La mémoire
principale est divisée en bloc de cache. Dans le cas d’un cache avec une politique d’accès
direct, chaque bloc de cache en mémoire correspond à une ligne de cache spécifique. En cas
de miss, le bloc de cache est chargé de la mémoire vers la ligne de cache correspondante,
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écrasant le bloc précédemment chargé. Dans un cache totalement associatif, un bloc de
cache peut être placé dans n’importe quelle ligne de cache. Dans un cache associatif par
ensemble de bloc ou n-associatif, un bloc est d’abord affecté à un ensemble (groupe de
blocs) du cache. Puis ce bloc sera placé n’importe où dans cet ensemble. Actuellement,
les caches sont en général n-associatifs et non totalement associatifs. Lors du placement
d’un bloc en cache, et lorsqu’il n’y a plus assez d’emplacements libres, des politiques de
remplacement sont utilisées pour déterminer où mettre les blocs chargés de la mémoire et
quel bloc sera expulsé du cache. L’intégration du cache dans l’analyse du WCET, exige
que la politique de remplacement soit prédictible. Parmi les politiques de remplacement,
on cite :
– FIFO (First In First Out) qui est la plus fréquemment utilisées. Le bloc le plus ancien
est le premier à être remplacé. Les caches FIFO ont fait objet d’études pour l’analyse
du comportement [39]. Il est difficile de prédire le nombre de remplacement à faire
pour atteindre un état bien défini du cache.
– LRU (Last Recently Used) remplace le bloc le moins récemment utilisé par le pro-
cesseur. L’étude effectuée par [83] a montré que la politique LRU est la politique la
plus prédictible.
– Pseudo-LRU (PLRU) La politique PLRU est une approximation de l’algorithme
LRU.Un cache composé de 2N blocs est représenté par un arbre de décision binaire.
L’arbre contient N bits qui représentent les noeuds. Les feuilles de l’arbre sont les
blocs de cache. Les bits de l’arbre qui pointent le bloc à remplacer sont inversés pour
retarder au plus son remplacement. Cette politique est plus simple à implémenter
que la LRU.
L’analyse du comportement du cache vise à déterminer la nature des accès aux caches.
Différentes méthodes sont appliquées pour fournir une classification des accès aux caches.
Les instructions sont classées selon trois catégories :
– Always hit pour les instructions dont l’exécution provoque toujours un hit,
– Always miss pour les instructions dont l’exécution provoque toujours un miss
– Not Classified pour les instructions sur lesquelles on ne peut pas décider.
– Persistent pour les instructions qui restent dans le cache après le premier accès.
Cette classification est exploitée dans l’analyse du pipeline. L’analyse du cache peut se faire
par interprétation abstraite [31,92], en utilisant des graphes de conflit de cache (CCG-Cache
Conflict Graph) [95] ou par simulation statique [72]. Ces approches sont focalisées seulement
sur les caches d’instructions. En ce qui concerne les caches de données, la principale difficulté
vient du fait qu’on ne connaît pas l’adresse mémoire accédée par l’instruction. L’analyse
doit être capable de déterminer ces adresses. De plus, les blocs de caches peuvent être
lus, mais aussi modifiés. Des approches basées sur l’interprétation abstraite [32] et sur la
simulation statique [55] ont abordé ces problèmes de cache de données.
Analyse de la prédiction de branchement La prédiction de branchement est un
mécanisme qui tente de prévoir l’adresse de destination d’un branchement. Quand une
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instruction de branchement conditionnel ou indirect est décodée, le prédicteur de branche-
ment fournit une adresse destination prédite, à partir de laquelle, la suite des instructions
sont chargées dans le pipeline. Quand l’adresse destination est calculée effectivement, si elle
correspond à l’adresse prédite, aucun délai n’est introduit et on évite l’attente du résultat
de résolution du branchement. Dans ce cas le pipeline ne perd rien en vitesse d’exécution.
Dans le cas où cette adresse ne correspond pas à l’adresse prédite (branchement mal prédit),
un vidage du pipeline se fait et on reprend le chargement des instructions en utilisant la
bonne adresse. Ceci représente une perte de temps. Un exemple d’exécution pipelinée avec
prédiction de branchement d’une séquence d’instructions est illustré dans la Figure 1.4.
Les branchements sont prédits comme pris. Dans la Figure 1.4.(a), le branchement est
bien-prédit et l’instruction cible it commence son exécution au cycle 2. Dans le cas où
le branchement est mal-prédit (Figure 1.4.(b)), l’instruction it est chargée au cycle 5. En
attendant le calcul de la cible du branchement, deux instructions sont chargées dans le
pipeline puis vidées. Plus le pipeline est long, plus la pénalité du branchement mal-prédit
est importante.
Etage de résolution 
du branchement Bulle
1 2 3 4 5 6 7
IF ID EX WB
IF EX WB
cmp r2,r3,lsl #0i1:
bgt 8304i2 : 








1 2 3 4 5 6 7
IF ID EX WB
IF EX WB
8












i3 : ldr r3,[fp,-#20] ID





bgt 8304i2 : 
Fig. 1.4 – Prédiction de branchement
La prédiction de branchement peut être effectuée avant l’exécution du programme et
fixée pour toute l’exécution, on parle de prédiction statique ou évoluer au fur et à mesure de
l’exécution, on parle de prédiction dynamique. L’analyse du WCET doit prendre en compte
l’effet de la prédiction de branchement. Pour cela, l’analyse statique de la prédiction de
branchement consiste à déterminer si un branchement a été bien prédit ou pas et de prendre
en compte son coût dans le temps d’exécution du programme. Les travaux de [23] utilisent
des tables de prédiction et la simulation statique pour déterminer si un branchement a été
bien prédit ou pas. [18] modélise les conflits dans les tables de branchement en simulant les
modes de prédiction (statique ou dynamique) des branchements. Ceci permet de modéliser
de manière précise le comportement des prédicteurs bi-modaux, en tenant compte de la
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structure algorithmique du programme, sous forme de graphes spécifiques.
Technique de pré-chargement d’instructions Une des techniques d’optimisation de
cache est le pré-chargement du cache ou cache prefetching. Le pré-chargement permet la
réduction du taux de défauts des caches d’instructions. Cela consiste à charger des instruc-
tions dans des lignes de cache, sans être requises par le processeur. L’approche présentée
dans [101] analyse l’effet de la technique de pré-chargement sur la performance pire-cas des
systèmes temps-réel, en utilisant la simulation statique de cache. [99] propose une méthode
d’estimation de WCET en considérant le pré-chargement du cache. La méthode combine
l’analyse de cache avec l’analyse de pré-chargement d’instructions.
1.3.3 Calcul du temps d’exécution d’un bloc de base
Le temps d’exécution d’un bloc de base dépend des propriétés matérielles du pipeline
et du contexte d’exécution du bloc.
Exécution pipelinée Grâce à l’utilisation du pipeline, l’exécution d’une instruction se
fait en plusieurs étapes. Au lieu d’exécuter une instruction quand la précédente finit, le
pipeline permet de superposer l’exécution de plusieurs instructions, où chaque instruction
effectue une étape de l’exécution. On exploite le parallélisme inhérent au découpage de l’exé-
cution d’une instruction en plusieurs étapes. Ainsi, le temps d’exécution d’une séquence
d’instructions sur un pipeline est inférieure au temps d’exécution de chaque instruction





1 2 3 4 5 6 7 8 9 10 11 12
(a) Exécution non-pipelinée
(b) Exécution pipelinée
1 2 3 4 5 6 7 8
13 14 15
F D ME W F D ME W F D ME W
F D ME W
F D ME W






Fig. 1.5 – Exécution pipelinée
pipelinée d’une même séquence d’instructions, sur un pipeline simple de 5 étages. Les in-
terférences entre les instructions perturbent le fonctionnement du pipeline. Une instruction
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peut se bloquer (stall) parce qu’elle demande un étage occupé par une autre instruction.
L’exécution d’une instruction peut également se bloquer parce que celle-ci a besoin d’une
valeur qui n’est pas encore produite par une autre instruction. Des contentions peuvent
avoir lieu sur des ressources partagées dans le cas d’ordonnancement dynamiques. Ces
dépendances entre instructions, qu’on appelle dépendances intra-bloc, sont capables de
diminuer l’accélération de l’exécution théoriquement favorisée par le pipelining. D’autres
mécanismes dans les pipelines modernes complexifient le calcul du temps d’exécution des
instructions, comme l’exécution non ordonnée (out-of-order), le parallélisme entre les ins-
tructions (superscalarité), les étages à latence longue, etc. (les aspects matériels seront
présentés en détails dans le Chapitre 2). Le temps d’exécution des instructions est alors








Fig. 1.6 – Coût d’exécution d’un bloc de base
Contexte d’exécution Le temps d’exécution des instructions dépend non seulement
des caractéristiques matérielles du pipeline, mais aussi du contexte d’exécution du bloc
de base. En effet, l’estimation du temps d’exécution doit tenir compte du contenu du
pipeline lorsque les instructions du bloc commencent leur exécution. On appelle préfixe
les instructions qui précèdent un bloc de base et qui affectent directement l’exécution des
instructions du bloc. On appelle suffixe les instructions qui succèdent le bloc de base et qui
affectent directement l’exécution des instructions du bloc. C’est pourquoi il faut prendre
en considération le contexte d’exécution du bloc de base pour une estimation précise du
WCET. Dans la Figure 1.6, les blocs de base B1 et B2, exécutés séparément, admettent
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comme temps d’exécution t1 et t2. Quand les deux blocs sont exécutés en séquence, on
parle de coût de bloc de base. Le coût du bloc B2 est égal à la différence entre la fin de
l’exécution du bloc et la fin d’exécution du préfixe : c2 = t2 − δ12, δ12 représente le temps
de recouvrement entre les blocs B1 et B2. L’analyse temporelle de chaque bloc de base du
programme se fait pour tous les couples possibles suffixe/préfixe. Théoriquement, il faut
considérer des préfixes et des suffixes complets afin d’avoir des estimations acceptables pour
le WCET, comme montré dans [27]. On considère alors des chemins partiels car ce type
d’effet est rare voire inexistant en pratique et selon le type de pipeline considéré. Différentes
méthodes ont été utilisées pour l’analyse du pipeline et le calcul de coût de bloc de base.
Dans les paragraphes suivants, on présente les plus importantes méthodes d’analyse de
pipeline.
Analyse du pipeline par interprétation abstraite. L’analyse du pipeline basée sur
l’interprétation abstraite a été présentée dans [87]. Cette méthode est basée sur la défini-
tion d’une sémantique pour le pipeline qui représente son fonctionnement. Le pipeline est
modélisé par l’ensemble des étages PS et l’ensemble des ressources R. On spécifie statique-
ment les instructions par des séquences d’association de ressources : (s, {rj1, rj2, ..., rjn}),
qui donne l’étage s ∈ PS et l’ensemble des ressources {rj1, rj2, ..., rjn} ⊂ R, utilisées par
une instruction à une étape de son exécution. On définit l’état du pipeline par l’ensemble
des instructions en cours d’exécution et les ressources qu’elles occupent. Un état abstrait
du pipeline représente un ensemble d’états concrets du pipeline à un point du programme.
La sémantique du pipeline permet de détecter les conflits et de sélectionner les instructions
à exécuter en cas de conflit. Des fonctions sont définies pour mettre à jour l’état abstrait
du pipeline quand une nouvelle instruction est introduite, pour déterminer le nombre de
cycles nécessaires avant d’introduire une instruction ou pour vider le pipeline, etc. L’im-
plantation de ces fonctions prend en considération la structure du pipeline, les ressources
disponibles au niveau de l’architecture et le jeu d’instructions. Le programme analysé est
représenté par un graphe de flot de contrôle. A chaque nœud (instruction), on associe une
séquence de demandes de ressources. La méthode calcule un état abstrait du pipeline à
chaque point du graphe de flot de contrôle du programme par itération. On calcule le
nombre de cycles nécessaires pour atteindre chacun des états du pipeline. On calcule aussi
la valeur maximale de la date d’introduction de chaque instruction, puis d’introduction de
toutes les instructions du bloc de base.
L’analyse du CFG nécessite une forte puissance de calcul, vue la structure du CFG.
En plus, tous les chemins d’exécution sont explorés. L’approche interprétation abstraite est
utilisée pour des pipelines simples, pour lesquels l’espace des états du pipeline est limité. Les
fonctions définies sont spécifiques à un processeur donné. Pour l’adapter à des architectures
différentes, les fonctions de la sémantique concrète doivent être redéfinies ou adaptées.
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Les graphes d’exécution Les graphes d’exécution (Execution Graphs) permettent de
modéliser l’exécution d’une séquence d’instructions sur un pipeline. La technique est uti-
lisée pour calculer le temps d’exécution d’un bloc de base en considérant son contexte
d’exécution. Des pipelines à exécution non-ordonnées et superscalaires sont supportés par
cette méthode d’analyse [58,9, 85].
Le graphe est dérivé à partir de la structure du pipeline ; les unités fonctionnelles,
les mémoires tampons, les fenêtres d’architecture (degré de parallélisme), les exécutions
parallèles possibles, etc. Les nœuds du graphe représentent le passage de chaque instruction
par les étages du pipeline. Le nœud IF (I) est l’exécution de l’instruction I sur l’étage fetch
IF . A chaque nœud, on associe une latence. Les flèches reliant les nœuds représentent les
dépendances entre les instructions dans un étage donné. Les dépendances structurelles et de
données sont représentées par des flèches simples. La Figure 1.7 est un exemple de graphe










IF(i0) ID(i0) MEM(i0) CM(i0)
IF(i1) ID(i1) MEM(i1) CM(i1)
IF(i2) ID(i2) ALU(i2) CM(i2)
1
Fig. 1.7 – Graphe d’exécution
La méthode de calcul basée sur les graphes d’exécution a été étendue pour supporter les
architectures superscalaires et modéliser le parallélisme des étages [9]. Deux nœuds pouvant
s’exécuter en parallèle, associés à un étage superscalaire sont liés par une flèche barrée (par
exemple entre IF(i0) et IF(i1) de la Figure 1.7). Cette même extension permet de modéliser
l’ordonnancement dynamique sur des ressources partagées comme les unités fonctionnelles à
exécution non-ordonnées et qui existent en plusieurs exemplaires dans le pipeline. Une telle
ressource entraîne des conflits d’accès ou contentions entre les instructions qui y accèdent.
Ce type de dépendance est modélisé et est représenté sur les graphes par des flèches en
pointillés reliant les nœuds utilisant cette ressource, libellées par le nombre d’occurrences
correspondant (par exemple entre les nœuds MEM(i0) et MEM(i1) de la Figure 1.7).
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L’approche [58] présente des algorithmes basés sur le graphe d’exécution, permettant de
déterminer les dates pour lesquelles un noeud est prêt à s’exécuter, commence et finit son
exécution. Pour chaque évènement, on calcule les dates au plutôt et au plus tard. Ces temps
sont calculés de manière itérative en utilisant les latences et les dépendances présentes sur
le graphes d’exécution. Cette méthode introduit de la sur-estimation sur le calcul du temps
d’exécution du bloc de base, à cause du pessimisme dans les hypothèses liées au contexte
d’exécution. Ceci a été amélioré par [85] qui propose un contexte d’exécution paramétré. En
effet, à chaque noeud du graphe, on associe une latence lN et une date ρN où le noeud est
prêt à s’exécuter. La date de début d’exécution ρN d’un noeud est à calculer. La méthode







du bloc de base
ix,y : étape <y> de l'instruction <x>
p : indice de la dernière instruction du préfixe
bloc de
base
n : longeur du chemin d'instructions






Fig. 1.8 – Calcul du temps de bloc base en considérant son préfixe.
Le coût du bloc, étant la différence entre la date de fin du dernier noeud du bloc et
celle du dernier noeud du préfixe, il est calculé selon l’Equation Bloc_Cost.
CB = ρLB + lLB − (ρLP + lLP ) (Bloc_Cost)
LP et LB sont respectivement le dernier noeud du préfixe et du bloc de base (voir
Figure 1.8). Les dates de début d’exécution des noeuds du graphe sont calculées en fonction
du contexte d’exécution du bloc de base. Le contexte d’exécution est spécifié par un vecteur
d’entiers qui représentent la date de libération des ressources A = {ar|r ∈ R}. A chaque
noeud N , on associe (1) un vecteur EN = {a¯rN ∈ {0, 1}|r ∈ R} qui détermine la dépendance
ou non de l’instruction aux ressources et (2) un vecteur qui donne la distance en cycles
qui sépare la date de libération de la ressource et la date à laquelle le noeud est prêt à
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s’exécuter DN = {d¯rN |r ∈ R}. Ces vecteurs sont initialisés pour chaque nœud en fonction
de ses dépendances. Pour calculer les temps ρN des noeuds, on propage les valeurs des
vecteurs temps et dépendances dans un ordre topologique, qui consiste à traiter le noeud
après tous ses prédécesseurs. L’algorithme est détaillé dans [85] et permet également de
tenir compte des contentions sur les ressources à ordonnancement dynamique, typiquement
les unités fonctionnelles. Néanmoins cette méthode peut faire de la surestimation dans ce
cas de figure.
La simulation pour le calcul du temps d’un bloc. La simulation a été utilisée
par [28] comme technique pour la modélisation du pipeline et l’estimation du temps d’exé-
cution. Une analyse du pipeline fournit au simulateur des informations concernant le modèle
d’exécution des instructions. Par exemple, le simulateur a besoin de savoir si un branche-
ment est pris ou pas. On a aussi besoin de connaître l’espace de mémoire adressable pour
déterminer le temps d’accès à la mémoire par les instructions de type load/store. La tech-
nique supporte l’intégration d’autres résultats d’analyses comme celle du cache. Un graphe
de flot de contrôle est construit, dans lequel on associe un temps aux blocs de base qui
correspond au temps d’exécution du bloc isolé. On associe des temps aux arcs du graphe,
qui reflètent l’interférence entre les blocs de base. Les effets de recouvrement peuvent ap-
paraître sur des séquences de blocs contenant plus de deux blocs. Pour obtenir le WCET
du programme, on exécute progressivement des séquences de blocs de base en calculant les
effets du pipeline sur des séquences de blocs de plus en plus longues. Si une séquence plus
longue a un impact sur le temps, de nouvelles variables temps avec les nouvelles valeurs
sont générées. La condition de terminaison consiste à arriver à un point de la simulation où
des séquences plus longues n’ont plus d’effet sur le temps d’exécution du programme. Le
simulateur modélise le fonctionnement du pipeline étant donné une séquence d’instructions
en entrée. Ainsi, cette méthode dépend de l’architecture cible et des instructions exécu-
tées. La considération d’une nouvelle architecture implique la mise en place d’un nouveau
modèle de simulateur.
1.3.4 Calcul du temps d’exécution pire-cas (WCET)
La méthode la plus utilisée pour le calcul du plus long chemin est l’énumération impli-
cite de chemins d’exécution ou IPET2 [59,91]. La méthode IPET consiste à transformer le
graphe de flot de contrôle du programme en un système de contraintes, basé sur la Pro-
grammation Linéaire en Nombres Entiers (ILP3). Le flot de contrôle et les informations de
flot sont utilisés pour définir les contraintes formant le problème ILP. On suppose disposer
du pire temps d’exécution ti des blocs de base Bi. Un premier jeu de contraintes décrit la
structure du graphe de contrôle. On note xi, le nombre d’exécutions du bloc Bi et ei,j le
nombre d’exécution de l’arc reliant les blocs Bi et Bj . Parmi les contraintes structurelles
2Implicit Path Enumeration Technique
3Integer Linear Proramming
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du CFG, on impose que le nombre d’exécutions d’un bloc de base est égal à la somme
du nombre d’exécutions de ses arcs entrant et de ses arcs sortants : ∑e∗,i = xi = ∑ei,∗ .
Un deuxième jeu de contraintes permet de prendre en compte les informations de flots.
Par exemple, dans le graphe de la Figure 1.3 (p. 11), le nombre maximum d’itérations de
la boucle est exprimé par la contrainte : xc < ea,b ∗ 10. L’exclusion mutuelle entre deux
chemins peut être exprimée par la contrainte xd + xe ≤ 1, qui indique que les blocs D et
E s’excluent mutuellement. La méthode IPET exprime chacune de ces données sous forme
de contraintes linéaires dans le système ILP. Le WCET est ensuite exprimé comme une
fonction linéaire à optimiser :
WCET =∑i xi × ti (WCET)
1.3.5 Discussion
Nous pouvons dire que les différentes méthodes d’analyse de pipelines présentées ci-
dessus, présentent des points forts, mais aussi des limites. En effet, l’analyse du pipeline
par simulation est applicable dans le cas des processeurs à exécution ordonnée, exécutant
une seule instruction par cycle (non superscalaire). La méthode ne supporte pas les pi-
pelines avec des ressources partagées, sauf les mémoires. La mise en place du simulateur
est une tâche compliquée du moment que les détails des processeurs ne sont pas toujours
fournis. De plus, un simulateur est implémenté pour un processeur bien spécifique. La
considération d’une nouvelle architecture implique la mise en place d’un nouveau modèle
de simulateur. Les différents algorithmes présentés peuvent fournir une borne inférieure
du temps d’exécution pire-cas, mais en aucun cas fournir une borne supérieure du temps
d’exécution pire-cas. Nous reviendrons sur les aspects d’implantation des outils de WCET
dans la conclusion.
L’interprétation abstraite est une technique qui a été utilisée dans bien des domaines,
entre autres, l’analyse du pipeline. Cette technique est capable de modéliser le comporte-
ment du pipeline. Cependant, les pipelines complexes vont induire un calcul important et
un accroissement de la surestimation. De plus, les fonctions sémantiques utilisées pour la
détermination des états du pipeline et le calcul du temps sont spécifiques à l’architecture
ciblée. Si une autre architecture est considérée, il faut redéfinir (ou adapter) ces fonctions.
La méthode des graphes d’exécution peut donner des estimations assez précises sur le
temps d’exécutions des blocs de base. Cependant les travaux basés sur les graphes ne sont
pas modulaires. Les aspects matériels et les comportements spécifiques des instructions
sont implémentés en dur sur les graphes. Seule la structure (noeuds) est générée automati-
quement à partir d’un modèle de pipeline de haut niveau. Nous reviendrons sur ces points




Le temps d’exécution pire-cas des tâches temps-réel est une donnée très importante
pour la modélisation et l’ordonnancement des systèmes critiques. L’analyse statique permet
de calculer le WCET en considérant l’architecture d’exécution cible. L’analyse des effets
de la micro-architecture est une étape importante dans l’analyse du WCET. Elle permet
de prendre en compte l’effet des caractéristiques matérielles du processeur sur le temps
d’exécution des instructions. Cette étape d’analyse du pipeline est généralement basée sur
une modélisation de l’architecture matérielle du pipeline et une analyse du comportement
temporel du pipeline. Ainsi, il est nécessaire que le modèle utilisé couvre les aspects liés
à l’exécution des instructions sur les étages, les accès aux ressources, les accès concur-
rents, etc. Il est aussi important que le modèle d’architecture supporte les caractéristiques
complexes des processeurs récents et qu’il puisse s’inscrire dans une approche automati-
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Introduction
Les premiers micro-processeurs avec pipelines sont apparus en 1985. Parmi les plus
connus, le pipeline RISC, créé par David Patterson [41]. Actuellement une très grande
majorité des processeurs utilisent le pipelining pour permettre le parallélisme entre les
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instructions et améliorer les performances. Le travail de thèse se focalise sur l’analyse du
comportement temporel des pipelines.
La première section de ce chapitre présente les concepts de base des architectures em-
barquées et des pipelines. Nous présentons les limitations du parallélisme d’instructions
imposé, par exemple, par les aléas de structures, de données, etc. Nous nous pencherons
sur les dispositifs d’exécution non-ordonnée et parallèle qui permettent d’optimiser le fonc-
tionnement des pipelines. Ensuite, nous présentons un état de l’art des approches de mo-
délisation des processeurs. Ces approches ont pour objectif de fournir une abstraction du
processeur et du pipeline, utilisées pour la générations d’outils de simulation, compilation,
etc. Nous présentons les approches basées sur les automates et les approches basées sur les
langages. Tout au long du chapitre, nous utiliserons le jeu d’instructions ARMv5 [88] pour
les exemples.
2.1 Architecture des processeurs
Nous introduisons dans cette section les caractéristiques matérielles des processeurs et le
fonctionnement des pipelines. Nous présenterons quelques fonctionnalités des processeurs
récents qui permettent d’optimiser le fonctionnement des pipelines et l’amélioration des
performances.
2.1.1 Le jeu d’instructions
Le jeu d’instructions représente toutes les opérations qu’un processeur peut faire. Une
instruction est donnée par le code opération et ses opérandes. Les ISA1 peuvent être classées
selon le type de stockage interne au processeur. Différentes architectures existent. Les archi-
tectures à pile où les instructions prennent pour opérandes les éléments de la pile (sommet
de pile). Les instructions peuvent être très courtes, puisqu’on n’a pas besoin de référencer
les registres par exemple. Les instructions les plus fréquentes consistent en un code opé-
ration seulement. Ce type d’architecture est adapté pour les systèmes à mémoire réduite.
Les architectures avec accumulateur, un des opérandes est implicitement un accumulateur.
Les architectures avec des registres ou de type General Purpose Register (GPR), où les
opérandes sont explicitement exprimés à l’aide de registres. Une grande partie des proces-
seurs récents sont de type GPR. Deux grandes familles de processeurs à registres existent.
D’un côté, il existe les architectures CISC (Complex Instruction Set Computer) (e. g. Intel
80x86, Motorola 68000, etc.) où toute instruction peut accéder à la mémoire. Ce type d’ar-
chitecture est complexe. D’un autre côté, les architectures RISC (Reduced Instruction Set
Computer) (e. g. ARM, MIPS, PowerPc, etc.) où l’accès à la mémoire se fait seulement par
les instructions load et store. Les instructions d’une machine RISC sont de taille réduite
et fixe, et sont faciles à décoder. L’architecture dispose de beaucoup de registres généraux
1Instruction Set Architecture
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(souvent 32 registres). Toutes les instructions de calcul ont trois opérandes de type registre
(deux registres sources et un registre destination). Une architecture est aussi caractérisée
par le mode d’adressage qui permet de calculer les adresses en mémoire. Le Tableau 2.1
présente une sélection des modes d’adressages utilisés par les architectures ARM (M étant
une mémoire).
Immediat add r4 , r3, #3 r4 = r3 + 3
Registre add r4, r3, r0 r4 = r3 + r0
Registre indirecte add r4, r4, [r3] r4 = r4 + M[r3]
Déplacement add r4, r3, [r1 , #100] r4 = r3 + M[r1 + 100]
Indexé add r4, r3, [r2, r1] ! r4 = r3 + M[r2 +r1]
Tab. 2.1 – Modes d’adressage
Les instructions peuvent être classées en :
– Opérations de calcul : il s’agit soit d’opérations d’addition, de soustraction, de
multiplication, de division ou logique. Ce sont des opérations élémentaires qui pro-
duisent un résultat à partir de deux opérandes sources de type registre ou constante.
Cette classe d’instructions inclut aussi les opérations sur des données flottantes.
– Opérations d’accès mémoire : ces opérations permettent de charger des données
de la mémoire vers un registre (on parle d’instruction load) ou d’écrire des données en
mémoire (on parle d’instruction store). L’adresse de lecture et d’écriture utilisée par
ces opérations peut être indexée par la valeur d’un registre et/ou par une constante
encodée dans l’instruction. Une étape de calcul de l’adresse précède toujours l’étape
de transfert : c’est le mode d’adressage.
– Opérations de branchement : ces opérations dirigent le flot de contrôle. Les bran-
chements inconditionnels peuvent être statiques ou dynamiques. Les inconditionnels
statiques dirigent le flot vers une instruction dont l’adresse est encodée dans l’instruc-
tion de branchement. Les inconditionnels dynamiques dirigent le flot vers une adresse
contenue dans un registre. Les branchements conditionnels dépendent du résultat de
comparaison entre deux registres ou un registre et la valeur 0. Dans ce cas, l’adresse
de branchement est encodée dans l’instruction.
– Opérations spéciales : ces opérations permettent de contrôler le processeur lui-
même.
Pour s’exécuter, une instruction passe par un ensemble d’étapes, qui peuvent varier en
fonction du type d’opération effectuée et/ou de l’architecture matérielle. Dans la suite,
nous détaillons les étapes d’exécution des instructions.
2.1.2 Le pipeline
L’introduction des pipelines dans les processeurs a permis l’amélioration de la perfor-
mance de ces derniers. Le pipelining permet d’augmenter le nombre d’instructions pouvant
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s’exécuter en parallèle sur le processeur. En effet, l’exécution d’une instruction peut être
décomposée en des étapes successives. Une décomposition possible appliquée par l’archi-
tecture ARMv5, implémentée par la famille ARM9 [5], consiste à :
1. Acquérir (ou charger) l’instruction depuis la mémoire (Instruction Fetch). Le comp-
teur de programme PC est incrémenté pour la prochaine instruction.
2. Décoder l’instruction qui consiste à identifier l’opération et ses paramètres. L’archi-
tecture ARMv5 permet aussi de lire les registres opérandes durant cette même étape
(Instruction Decode).
3. Exécuter l’opération ou calculer une adresse (Instruction EXecution)
4. Accéder à la mémoire pour lire ou écrire un opérande (MEMory Access).

























Fig. 2.1 – Schéma de flot de données du pipeline ARMv5.
Chaque étape concerne un étage du pipeline. Ainsi, dans un pipeline ARMv5 chaque étape
concerne un étage, comme présenté dans la Figure 2.1. Les exécutions de plusieurs instruc-
tions se recouvrent dans le pipeline : pendant qu’une instruction est décodée, une autre est
chargée depuis la mémoire, etc. Ainsi le pipeline est un ensemble d’étages inter-connectés.
Une instruction avance dans le pipeline passant d’un étage à un autre. L’exécution des
instructions progresse, jusqu’à ce que l’instruction quitte le pipeline. Une instruction ne
doit pas forcément passer par tous les étages pour s’exécuter. Certains pipelines récents
présentent des chemins d’exécution parallèles, que les instructions peuvent emprunter selon
leur type. La Figure 2.2 montre un pipeline contenant trois chemins d’exécutions : (IF,
ID, FP unit, WB), (IF, ID, Memory Unit, WB) et (IF, ID, ALU, WB). Toutes les ins-
tructions sont chargées et décodées sur les étages IF et ID et finissent leur exécution par
écrire les résultats sur l’étage WriteBack (WB). Les instructions arithmétiques sont exé-
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cutées par la branche ALU. Les instructions d’accès mémoire s’exécutent sur la branche







Fig. 2.2 – Pipeline complexe avec plusieurs chemins d’exécution.
Idéalement, à chaque cycle machine, une instruction finit son exécution (quitte le pi-
peline) et une nouvelle instruction y entre pour commencer son exécution. Mais, certains
conflits (accès à des ressources partagées) ont lieu entre les instructions s’exécutant dans
le pipeline. Ces conflits réduisent la vitesse de traitement et ralentissent la progression des
instructions dans le pipeline. Différents types de conflits existent. Des techniques ont été
élaborées pour résoudre ces conflits et limiter leurs effets sur les performances du pipeline.
Dans ce qui suit nous présentons les types de conflit et les mécanismes de résolution.
2.1.2.1 Les aléas des instructions
Nous présentons les différents aléas d’instructions et les techniques de correction. Nous
considérons les instructions du Tableau 2.2 et le pipeline de la Figure 2.1 (p. 28) pour les
illustrations.
i1 ldr r3 , [fp,−#24] ; r3 = M[fp - 24]
i2 mov r5 , r3 ; r5 = r3
i3 str r3 , [fp , −#28] ; M[fp - 28] = r3
i4 mul r5 , r2 , r3 ; r5 = r2 * r3
Tab. 2.2 – Séquence d’instructions
Les aléas structurels Les aléas de structure ont lieu quand deux instructions tentent
d’accéder à une même ressource qui supporte un nombre d’accès limité durant le même
cycle. Par exemple, on suppose qu’on dispose d’une seule mémoire dans un pipeline. Dans
la Figure 2.3a, l’instruction i1 accède à la mémoire pour charger des données au cycle
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#4. L’étage IF accède à la même mémoire pour acquérir l’instruction i4 durant le même
cycle. Ce cycle présente un aléas de structure concernant la ressource mémoire. Une des
solutions pour remédier aux aléas de structure, est de dupliquer les ressources, ce qui peut
être coûteux si l’aléa est rare. Une alternative communément utilisée est l’introduction de
bulles ou stall dans le pipeline quand un aléas est détecté. Une bulle ou stall est un cycle
vide durant lequel un étage du pipeline n’effectue aucun traitement. Dans notre exemple,
on introduit une bulle d’un cycle dans le pipeline au moment où la mémoire est accédée
par l’instruction la plus récente (i4). Cette bulle n’influe pas l’exécution des instructions
précédant i4, i. e. i1, .., i3. Les instructions succédant i4 sont décalées d’un cycle. i4 finit au
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Fig. 2.3 – Aléas structurel et sa correction par introduction de bulles.
Les aléas de données Un des effets de l’exécution pipelinée est que l’ordre d’accès en
lecture et écriture aux opérandes est changé. L’ordre final peut être différent de l’ordre
observé lors d’une exécution séquentielle dans un processeur non-pipeliné. Un aléas de
données a lieu quand deux instructions sont interdépendantes et quand l’ordre d’accès aux
opérandes concernés par cette dépendance est inversé. Le changement de l’ordre d’accès
est dû au recouvrement d’exécution engendré par le pipeline ou à d’autres mécanismes
matériels d’ordonnancement d’instructions. Dans le Tableau 2.2, i1 écrit son résultat dans
le registre r3 et l’instruction i2 utilise le même registre comme une donnée source. Dans
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ce cas, on doit assurer que chacune des instructions dispose, au moment de la lecture des
opérandes, de la valeur exacte. En d’autres termes, il faut que i2 lise la valeur du registre
produite par i1. Selon notre exemple (voir Figure 2.4.(a)), i2 lit r3 au cycle #3 et i1
écrit le même registre au cycle #4. Sans correction, i2 aura une valeur erronée du registre
r3, ce qui correspond à un aléas de données. Le rôle des techniques de détection et de
correction des aléas est de préserver l’ordre du programme, afin de ne pas altérer la sortie
du programme. Pour corriger l’aléa dans l’exemple, le processeur introduit 2 bulles afin de
retarder la lecture de r3 par i2, après son écriture par i1. Alors, le bloc d’instructions finit
son exécution au cycle #10 au lieu du cycle #8, comme illustré dans la Figure 2.4.(b). Les
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Fig. 2.4 – Aléas de données
Les dépendances de données sont classées en 3 types. On considère deux instructions i
et j, tel que i arrive avant j dans le programme.
– Lecture Après Écriture ou Read After Write (RAW). L’instruction j tente de lire
un registre source avant qu’il soit produit par i. L’instruction j va lire une valeur
ancienne de la source. Ce type d’aléas est le plus courant dans les pipelines simples
à 5 étages et correspond à une vrai dépendance. L’aléa de données entre i1 et i2 de
l’exemple de la Figure 2.4 est de type RAW.
– Écriture Après Lecture ou Write After Read (WAR). L’instruction j tente d’écrire
un registre destination avant qu’il soit lu par i. Dans ce cas, i lit la nouvelle valeur.
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Cet aléas correspond à une anti-dépendance. Ce type de dépendances ne peut pas
avoir lieu dans les pipelines séquentiels à exécution ordonnée, puisque les lectures
ont toujours lieu tôt dans le pipeline et les écritures dans les étages les plus avancés.
Les aléas de type WAR ont lieu dans les pipelines à exécution non-ordonnée, avec
des chemins d’exécution asymétriques : i. e. des chemins d’exécution de longueurs
différentes (en cycles).
– Écriture Après Écriture ou Write After Write (WAW). L’instruction j tente d’écrire
un registre avant qu’il soit écrit par i. Le registre garde alors la valeur produite par j
plutôt que celle de i, ce qui correspond à une dépendance de sortie. Ce type d’aléas
a lieu quand un pipeline contient plus d’un étage qui écrit et aussi les pipelines qui
autorisent une instruction à poursuivre son exécution malgré qu’une instruction pré-
cédente est bloquée. Ce type d’aléas peut aussi avoir lieu dans un pipeline avec des
chemins asymétriques. Par exemple, un pipeline avec une unité fonctionnelle arith-
métique ALU de latence #1 cycle et une unité flottante pipelinée de latence totale
plus longue et qui écrit les registres au dernier étage. Ce type de dépendance sera vu
plus en détail plus tard, en parlant des instructions multi-cycles (Section 2.1.4.2).
Les aléas de contrôle Les instructions de branchement conditionnel causent des aléas de
contrôle. Quand une instruction de branchement est exécutée, elle peut modifier la valeur du
PC2, le branchement est dit pris. Sinon, le branchement est dit non pris. Ainsi, la prochaine
instruction ne peut être chargée de la mémoire que si l’adresse destination est connue. La
destination du branchement est calculée tardivement dans le pipeline. Une des solutions est
d’introduire des bulles dans les étages jusqu’à ce que la cible du branchement soit connue.
Cette solution réduit énormément la performance du pipeline. Dans la Figure 2.5.(a) nous
donnons l’exécution d’une séquence d’instructions contenant un branchement (i2). 3 bulles
sont introduites avant de charger l’instruction succédant le branchement. Une autre solution
matérielle consiste à calculer la cible du branchement plus tôt dans le pipeline, par exemple
à l’étage Decode. Le processeur MIPS implémente cette solution. Une unité ALU simple est
intégrée à l’étage Decode permettant de calculer l’adresse cible et résoudre le branchement.
Ainsi, un seul cycle d’attente est nécessaire jusqu’à la résolution du branchement, comme
illustré dans la Figure 2.5.(b). La séquence d’instructions finit son exécution au cycle #9
au lieu du cycle #11. Une autre solution logicielle consiste en la prédiction de branchement
(voir § 1.3.2).
2.1.2.2 Mécanismes de résolution des conflits
Les conflits surviennent très souvent dans un processeur pipeliné, ce qui engendre des
temps d’exécution d’instructions très longs.
Différentes techniques ont été introduites afin d’éviter les aléas et réduire leur effet sur
l’avancement des instructions dans le pipeline.
2Program Counter
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Fig. 2.5 – Aléas de branchement
Optimisation au niveau du code machine Les compilateurs peuvent effectuer cer-
taines optimisations sur le code machine généré. L’ordonnancement est parmi ces optimi-
sations (niveau 01 du gcc) [75]. Quand c’est possible, le compilateur effectue un ordonnan-
cement statique des instructions afin d’éviter certains conflits sans altérer la sémantique du
programme. Cependant, certaines informations du programme sont disponibles seulement
au moment de l’exécution, comme les adresses de lecture et d’écriture en mémoire, ce qui
limite l’efficacité du compilateur à réduire les dépendances.
Le bypass Le bypass (ou le forwarding) est basé sur l’idée qu’on n’est pas obligé d’at-
tendre l’écriture d’un résultat dans le banc de registres pour résoudre un aléas de donnée.
Quand un opérande est produit par une instruction à un étage donné, il peut être lu à par-
tir des tampons internes à la sortie de l’étage, et transféré à l’instruction qui le demande
en lecture, plutôt que de le lire à partir du registre destination ou de la mémoire. Cette
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solution matérielle consiste à rajouter des chemins de bypass partant des sorties des unités
de calcul vers leurs entrées. La Figure 2.6 montre un chemin reliant la sortie et l’entrée
de l’étage EX. Ce lien bypass va permettre à l’instruction i2 de recevoir la valeur de r3
au début du cycle #4. Un lien bypass lie la sortie de l’étage MEM avec l’entrée de l’étage
EX. Les liens bypass ne sont toujours pas suffisants pour éliminer les aléas. Le registre r4
peut être lu à la fin du cycle #5. L’instruction i3 a besoin du registre r4 au cycle #5. Par
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add r3, r3, r2
str r4,[r3,-#28]
r4 = M[r3 - 28]
r3 = r3 + r2







Fig. 2.6 – Technique de bypass
Renommage de registres Le renommage de registres est une technique qui permet de
supprimer les aléas de type WAW et WAR. Ces types d’aléas sont dûs à des dépendances
sur les noms (anti-dépendances et dépendances de sorties). Ils sont résolus à l’aide du
renommage de registres. L’algorithme de Tomasulo implante la technique de renommage de
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registres et est utilisé dans les micro-processeurs à exécution non-ordonnée. Le renommage
de registres consiste à renommer tous les registres destinations et les registres en attente
de lecture ou d’écriture par une instruction précédente. Un registre d’architecture est alors
mappé (renommé) dans un nouveau registre physique. Un registre physique ne peut être
libéré que lorsque la dernière instruction l’utilisant comme opérande à été validée. Les
aléas de type RAW sont ainsi évités en exécutant une instruction quand ses opérandes
sont disponibles. Ainsi, toute écriture sur un registre donné n’affecte pas les instructions
qui dépendent d’une valeur antérieure de ce registre.
Scoreboard Le scoreboard est une technique qui permet l’exécution non-ordonnée des
instructions quand les ressources requises sont disponibles et qu’il n’y a pas de dépendance
de données. Le scoreboard est responsable de l’ordonnancement des instructions et de leurs
exécution. Son utilisation prend sens dans le cas d’un pipeline avec plusieurs unités fonc-
tionnelles, et avec des unités pipelinées, ayant différentes latences. En effet, ce composant
est généralement placé à l’entrée de l’unité fonctionnelle pipelinée. Il centralise la détec-
tion et la résolution de tous les aléas. Une instruction est autorisée à s’exécuter si aucune
dépendance n’est détectée avec les instructions actives ou bloquées. Le principe est d’en-
registrer les informations concernant chaque instruction active, chaque registre et chaque
unité fonctionnelle dans des tables. Ainsi, il est possible de construire les dépendances entre
les instructions exécutables et les instructions actives. On détermine quand l’instruction
va pouvoir lire ses opérandes et donc décider quand l’instruction va pouvoir s’exécuter. Le
principe est similaire à celui des tables de réservation (voir Section 2.2.1.1). Le processeur
Cortex-A8 [3] utilise une unité de scoreboard à l’entrée de l’étage d’exécution.
2.1.3 Optimisation des pipelines
Les processeurs récents visent à augmenter le parallélisme entre les instructions (Ins-
truction Level Parallelism-ILP) dans le pipeline et améliorer leurs performances. Nous
citerons dans ce paragraphe les différentes techniques d’optimisation de pipelines.
2.1.3.1 Architecture superscalaire
Dans un processeur superscalaire simple de capacité n, les instructions s’exécutent dans
l’ordre et le processeur peut exécuter jusqu’à n instructions à chaque cycle d’horloge. Pour
un fonctionnement optimal d’un processeur superscalaire, il faut avoir n instructions prêtes
à s’exécuter à chaque cycle d’horloge. Sinon, des bulles et des cycles vides vont être intro-
duits dans les étages. Dans la Figure 2.7 nous illustrons une exécution superscalaire d’une
séquence d’instructions. Les instructions i1 et i2 ne sont pas dépendantes. Donc elles sont
chargées en parallèle à partir de la mémoire et exécutées en parallèle sur les étages du
pipeline. On suppose qu’un bypass lie la sortie de l’étage EX à son entrée. L’instruction i3
produit le registre r4 qui est utilisé par i4. Ceci implique que les instructions i3 et i4 ne
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peuvent pas être parallélisées sur l’étage EX. Le parallélisme est extrait de façon dynamique
par le processeur, ce qui permet plus de liberté et de flexibilité pour l’ordonnancement des
instructions. Les architectures superscalaires utilisent des compilateurs traditionnels pour
produire le code exécutable. Néanmoins, l’optimisation faite par les compilateurs classiques
réduisant les dépendances des instructions, permet de maximiser le parallélisme d’instruc-
tions dans ces processeurs. La complexité est alors dans le matériel qui doit détecter et gérer
les dépendances entre les instructions. Plusieurs architectures superscalaires implémentent
aussi l’ordonnancement dynamique qui permet l’exécution non-ordonnée des instructions.
Ainsi, le parallélisme d’exécution entre les instructions est maximisé.
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add r1, r4, #24
sub r4, r4, r5
cmp sp, r4, #20
r3 = M[fp - 24]
r1 = r4 + 24
r4 = r4 - r5









Fig. 2.7 – Exécution superscalaire
2.1.3.2 Architecture VLIW
Les architectures VLIW (Very Long Instruction Word) implémentent une approche lo-
gicielle pour exploiter le parallélisme d’instructions (ILP3). Le principe consiste à charger
le compilateur de détecter les conflits entre les instructions et de former des instructions
longues (appelées aussi super-instructions). Un compilateur destiné au VLIW est plus com-
plexe qu’un compilateur classique. En effet, le compilateur se charge de la détection des
dépendances entre les instructions et l’ordonnancement statique des instructions. Le ma-
tériel est alors plus simple et par conséquent peut être plus rapide. Une super-instruction
représente un groupe (ou un lot) d’instructions non dépendantes prêtes à être chargées,
décodées et exécutées en parallèle. Le concept de processeur à instructions longues a été
inventé par Joseph A. Fisher de l’université de Yale en 1983 [33]. Si la super-instruction
manque de candidats, le compilateur insère des instructions vides no-ops. L’analyse faite
3Instruction Level Parallelism
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par le compilateur dépend de la profondeur du pipeline et aussi du nombre d’unités fonc-
tionnelles. Le processeur contient autant d’unités fonctionnelles que d’instructions dans
la super-instruction VLIW.L’architecture VLIW est déduite de l’architecture RISC. Les
processeurs Intel IA-64 utilisent cette technologie.
2.1.3.3 Les super-pipelines
Les super-pipelines visent à améliorer le parallélisme d’instructions en augmentant la
profondeur du pipeline. Les étages du pipeline sont scindés en plusieurs sous-étages à
latences réduites. Ainsi, avec plus d’étages dans le pipeline, on peut avoir plus de recou-
vrement entre les instructions, et donc plus de parallélisme. Cependant, cette technique
nécessite des unités de contrôles plus compliquées pour faire fonctionner le pipeline et
détecter les aléas entre les instructions, qui augmentent dans ce cas.
2.1.3.4 Exécution non-ordonnée
Généralement, les architectures superscalaires implémentent aussi l’exécution non-ordonnée
(appelée aussi exécution out-of-order). L’ordonnancement dynamique du pipeline choisit
quelle instruction peut être exécutée à la suite, avec la possibilité de les réordonnancer,
afin d’éviter les bulles. Toutefois, l’exécution des instructions par le pipeline doit préserver
la sémantique du programme. Actuellement, la grande majorité des processeurs assurent
cette propriété. Les processeurs à exécution non-ordonnée contiennent principalement :
– Une unité de chargement et de décodage d’instructions, qui exécutent les instructions
dans l’ordre.
– Une unité d’exécution non-ordonnée contenant plusieurs unités fonctionnelles (une
dizaine dans les processeurs les plus récents), qui exécutent les instructions dès que
leurs opérandes sont disponibles, indépendamment de l’ordre du programme.
– Une unité de validation de résultats ou Commit, exécutant les instructions dans
l’ordre.
Le pipeline détecte les dépendances entre les instructions au niveau du décodage. L’ordre
d’exécution des instructions sur les unités fonctionnelles est imposé par ces dépendances.
Ainsi, ces dépendances seront respectées à l’étape d’écriture des résultats sur les registres et
la mémoire. La détection et la résolution des conflits dans les pipelines à ordonnancement
dynamique sont réalisées en appliquant l’algorithme de Tomasulo (§ 2.1.2.2) ou en utilisant
le mécanisme de scoreboard (§ 2.1.2.2). Dans l’exemple de la Figure 2.8, le pipeline dispose
d’une unité fonctionnelle pour la multiplication MUL, de deux unités logiques ALU et d’une
unité fonctionnelle pour l’accès mémoire MEM. Les instructions s’exécutent de manière non-
ordonnée. Les étages IF, ID et CM sont superscalaires et exécutent jusqu’à 4 instructions en
parallèle. L’instruction i3 a besoin du résultat de i2 pour s’exécuter sur l’ALU. L’instruction
i4 est prête à s’exécuter au cycle #3 sur l’unité ALU. Bien qu’elle succède i3 dans l’ordre du
programme, l’instruction i4, n’est pas bloquée et est exécutée sur la deuxième unité ALU,
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disponible au cycle #3.
1 2 3 4 5 6
IF ID WBmul r2, r3, #2i1 : 
sub r5, r4, r1i3 : 
add r4, r4, #24i2 :  IF ID ALU WB
IF ID WBBulle
ldr r2,[r3,-#24]








R e g i s t e r






cmp sp, r1, #20i4 : 
r2 = M[r3 - 24]: 
r2 = r3 * 2: 
r4 = r4 + 24: 
sp ? r1 - 20: 
mul r2, r3, #2i1 : 
add r4, r4, #24i2 : 
sub r5, r4, r1i3 :  r5 = r4 + r1: 
ldr r2,[r3,-#24]i5 : 
Fig. 2.8 – Exécution non-ordonnée
2.1.3.5 Exécution spéculative
L’exécution spéculative est une méthode qui permet au processeur ou au compilateur de
faire des suppositions sur les propriétés des instructions. Ces suppositions permettront de
procéder à des exécutions parallèles, ou à l’ordonnancement des instructions. Par exemple,
la prédiction de branchement est une technique qui spécule sur le résultat d’un branche-
ment. On va pouvoir exécuter les instructions, qui suivent le branchement, plutôt que
prévu. On peut aussi supposer qu’une instruction store, précédant un load, n’utilise pas
la même adresse, ce qui permettra d’exécuter le load avant le store. La complexité de la
spéculation réside dans le fait qu’on doit avoir une méthode pour tester si la spéculation
est correcte et une méthode qui permet d’annuler les effets d’une mauvaise spéculation. La
spéculation peut être une solution matérielle ou logicielle.
2.1.3.6 Les mémoires tampon
Différents types de mémoires tampons sont utilisées dans la plupart des processeurs
récents. On utilise aussi le mot buffer pour désigner ces composants. Nous nous intéressons
ici aux buffers qui stockent les instructions. Le rôle associé aux buffers varie selon leur
type et leur emplacement dans le pipeline [49]. Par exemple, le fetch buffer et le prefetch
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buffer sont placés à la sortie de l’étage de chargement (étage Fetch). Leur rôle est d’adapter
la vitesse de chargement des instructions à la vitesse d’exécution des instructions par les
étages du pipeline. Donc, plusieurs instructions sont chargées du cache vers le fetch buffer,
pour ensuite être décodées. Généralement, la vitesse d’exécution des étages est plus rapide
que l’accès à la mémoire. Les buffers permettent alors d’éviter les inter-blocages. En effet,
même si l’étage de décodage ne peut pas consommer les instructions chargées, l’étage fetch
n’est pas bloqué. Les instructions en attente de décodage sont placées dans le buffer et le
chargement des instructions continue. Le tampon de ré-ordonnancement ou le Re-Order
Buffer s’intercale généralement entre l’étage de décodage et l’étage d’amorçage (ou Issue
Stage). Son rôle est de mémoriser l’ordre des instructions dès que l’ordre du programme
n’est plus respecté, et de permettre la terminaison des instructions dans l’ordre. Il stocke
les instructions jusqu’à ce que celles-ci soient prêtes à être exécutées. Ainsi, si une instruc-
tions ne peut être exécutée, pour cause de dépendances structurelles ou de dépendance de
données, elle ne bloquera pas le reste du pipeline. A la place, de nouvelles instructions pour-
ront être chargées et être envoyées aux unités de calcul si c’est possible. On peut déduire
que les mémoires tampons jouent le rôle de support pour les instructions bloquées. Ce qui
permet aux étages du pipeline de se libérer rapidement et de poursuivre leur exécution.
Par conséquent, ces composants matériels ont un impact sur le comportement temporel du
pipeline.
2.1.4 Complexités des jeux d’instructions
Dans cette sous-section, nous détaillons certaines des complexités des jeux d’instructions
et des pipelines des processeurs récents, ayant un impact sur le temps d’exécution des
séquences d’instructions dans le pipeline. Nous donnons une spécification informelle de ces
propriétés. Nous montrerons dans les Chapitre 3 et Chapitre 4 la modélisation en Sim-nML
et la formalisation de ces propriétés d’architectures.
2.1.4.1 Les pipelines à chemins asymétriques
Les unités fonctionnelles spécialisées sont conçues pour exécuter des opérations arith-
métiques spécifiques en des durées très courtes. Les unités arithmétiques logiques ALU avec
des accumulateurs sont un exemple d’unité spécialisée pour l’exécution des opérations de
multiplication, souvent utilisées dans les processeurs de signal numérique (DSP-Digital
Signal Processors). Les unités spécialisées ALU permettent l’exécution des opérations arith-
métiques ordinaires et aussi des opérations complexes nécessitant une grande précision
(comme la multiplication, et la division) en des temps beaucoup plus courts. Dans le
Cortex-A8, par exemple, le pipeline est composé de deux branches contenant chacune une
unité ALU pipelinée. Seulement une des deux unités ALU pipelinées exécute les opérations
de multiplication [3]. Si deux instructions de multiplication sont prêtes à s’exécuter, alors
une seule instruction sera introduite par cycle. Souvent, les processeurs incluent une ALU
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spécialisée parce qu’elles sont coûteuses et qu’il y a beaucoup plus d’opérations d’addi-
tion que de multiplication. Les chemins d’exécutions asymétriques complexifient la tâche
d’ordonnancement des instructions sur les unités fonctionnelles.
2.1.4.2 Les instructions multi-cycles
Les jeux d’instructions des processeurs récents incluent des opérations multi-cycles
comme les opérations en virgule flottante. Les opérations multi-cycles repassent par l’étage
d’exécution EX autant de cycles nécessaires pour finir le traitement. Le nombre total de
cycles passés sur l’étage EX dépend de l’opération flottante. Pour accélérer l’exécution de
ces opérations, les processeurs multiplient les unités fonctionnelles flottantes. La Figure 2.9
montre le pipeline du processeur MIPS-R4000 [41] avec des unités flottantes pour la mul-
tiplication, pour l’addition et la soustraction et pour la division, avec une unité logique
ALU pour les autres opérations (entières, load/store, branchement). La particularité de ce














Fig. 2.9 – Processeur MIPS-R4000 avec des unités de calcul flottant.
Les instructions ont des latences différentes et ne produisent pas leurs résultats dans
l’ordre. Les aléas de type RAW aussi deviennent plus fréquents. Les aléas de structures
peuvent avoir lieu sur les unités fonctionnelles avec des latences longues et non pipelinées,
comme l’unité DIV de l’exemple. La Figure 2.10 montre les aléas de type RAW entre i1 et
i2 et entre i2 et i3. Pour résoudre les conflits, deux solutions sont possibles. La première
est de détecter les conflits à l’étage Decode et de bloquer les instructions qui vont causer
le conflit. Par exemple, si l’étage Decode détecte qu’une instruction à exécuter va écrire
un registre avant une instruction déjà en exécution, alors elle est bloquée à l’étage Decode
(solution utilisée dans l’exemple). La deuxième solution consiste à bloquer l’instruction
quand elle tente d’accéder à l’étage MEM ou WB (lors de l’écriture des résultats).
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Fig. 2.10 – Aléas de données dans un pipeline avec des unités flottantes.
2.1.4.3 Instructions micro-codées
Les opérations micro-codées comme les load multiple et store multiple offrent une so-
lution efficace pour transférer plusieurs données de la mémoire vers plusieurs registres
(respectivement de plusieurs registres vers la mémoire), en utilisant une même instruction.
Ainsi, au lieu de charger plusieurs instructions de la mémoire du programme pour effec-
tuer le traitement pour chaque registre, une seule instruction est chargée. Une instruction
micro-codée est introduite dans le pipeline en un seul cycle, mais se transforme en plusieurs
micro-opérations qui s’exécutent sur l’étage d’accès mémoire en plusieurs cycles. La liste
des registres à charger dans le cas du load (ou à transférer vers la mémoire dans le cas du
store), est contenue dans un opérande de type liste. Cet opérande est codé en une séquence
de bits, où chaque bit fait référence à un registre. La Figure 2.11 illustre l’exécution d’une
séquence d’instructions contenant une instruction ARMv5 load multiple : ldmia. On sup-
pose qu’il faut un cycle pour charger un registre de la mémoire. L’instruction i1 va allouer
la mémoire et l’étage MEM sur 3 cycles, pour écrire les registres r2, r3 et r6. L’instruction
i2 lit les registres r2 et r3 à l’étage ID. i2 va être bloquée durant 3 cycles jusqu’à ce que les
deux registres soient chargés par i1. Alors le temps d’attente des instructions dépendantes
de i1 et qui là succèdent, dépend du nombre de registres à charger.
2.1.4.4 Unités fonctionnelles à latences variables
La latence est la durée d’exécution en cycles d’une instruction sur un étage de pipeline.
A la fin de cette durée, le résultat calculé à l’étage est disponible pour d’autres instructions.
Ainsi, les latences sont une donnée très importante pour pouvoir détecter les aléas de
données, principalement de type lecture après écriture (RAW ) et écriture après écriture
(WAW ). Une autre complexité des pipelines des processeurs récents est que les unités
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ldmia r0, {, r2, r3, r6}
add r4, r2, r3
r2 = M[r0]





r3 = M[r0 + 4]: 
r6 = M[r0 + 8]: 
Fig. 2.11 – Dépendances de données causées par l’instruction load multiple.
fonctionnelles de même type peuvent avoir des latences variables, selon l’opération qu’elles
exécutent. Cette caractéristique complique la prise de décision lors de l’ordonnancement
des instructions, surtout dans les pipelines à exécution non-ordonnée. Il est alors nécessaire
de considérer cette propriété dans le processus de modélisation.
2.1.4.5 Les instructions de branchement
Certaines architectures, comme les processeurs ARM11 [4] et les processeurs MPC8641 [70],
utilisent une technique appelée "branch folding", qui permet de faire disparaître les instruc-
tions de branchement du flux d’exécutions. En effet, les adresses de branchement sont
souvent résolues à l’étage Decode, et parfois ne sont plus utilisées au delà de cet étage.
Alors l’instruction disparaît à la sortie du Decode. Cette technique améliore considéra-
blement les performances des processeurs à exécution non-ordonnée, du moment qu’on a
moins d’aléas structurels sur les étages plus avancés dans le pipeline, entre autres les unités
fonctionnelles.
2.1.5 Synthèse
Les pipelines permettent le parallélisme entre les instructions, ce qui réduit le temps
d’exécution des programmes. Tout au long de la section, nous avons spécifié les propriétés
fonctionnelles et temporelles des pipelines et des jeux d’instructions, de manière informelle.
Durant le travail de la thèse, nous nous sommes penchés sur le fonctionnement des pipe-
lines complexes : exécution superscalaire, exécution non-ordonnée, des pipelines avec des
chemins d’exécution asymétriques, etc. Les interférences entre les instructions sont encore
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plus importantes et plus pénalisantes dans ces pipelines. Ainsi, la détection et la résolution
des aléas de structure (§ 2.1.2.1) et de données (§ 2.1.2.1) entre les instructions est un
des problèmes du parallélisme d’instructions. Nous nous sommes aussi intéressés à l’effet
de l’utilisation des mémoires tampons dans le pipeline sur le temps d’exécution des ins-
tructions. Ces mémoires tampons permettent d’adapter le flux des instructions à la vitesse
de consommation des étages. Ils permettent aussi d’optimiser la vitesse d’exécution des
étages. Les instructions micro-codées, multicycles, etc. ont des comportements particuliers
et complexes. Elles ont un impact sur le temps d’exécution.
Ici, nous avons traîté seulement les aspects liés au fonctionnement du pipeline et des
instructions. Nous n’avons pas abordé les aspects liés aux caches. Nous n’avons pas abordé
les architectures VLIW. Ces architectures présentent une approche logicielle pour la mise
en place du parallélisme d’instructions. La complexité réside au niveau du compilateur et
non pas du pipeline.
Les schémas d’architectures présentés dans la Section 2.1 induisent un calcul complexe
du WCET. On constate que ces schémas sont encore implicites et constituent généralement
le savoir faire des architectes de processeurs. Dans la section suivante, nous présentons un
état de l’art des approches pour la modélisation des processeurs, élaborées pour des objectifs
différents, comme la simulation, l’analyse temporelle, etc.
2.2 Approches de modélisation
Les approches de modélisation permettent de fournir une description abstraite de l’ar-
chitecture matérielle et/ou du comportement du processeur. Les modèles élaborés diffèrent
par leur niveau d’abstraction, leur complexité et l’objectif de leur utilisation. Dans ce qui
suit nous présentons les approches de modélisation les plus connues. Il y a une approche
sémantique basée sur les automates, et une approche basée sur les langages d’architectures.
2.2.1 Les approches automates
Les approches basées sur les automates permettent de décrire statiquement le compor-
tement du pipeline. Le modèle décrit les ressources du pipeline et l’ordonnancement des
instructions dans le but de générer des simulateurs de pipelines [37, 53], détecter les aléas
structurels pour l’optimisation du code machine [35], etc. D’autres approches utilisent les
automates temporisés afin de décrire le comportement temporel du pipeline.
2.2.1.1 Les automates à états finis
Les automates à états finis (FSM-Finit State Machine) sont utilisés pour modéliser
statiquement le comportement du pipeline [73]. Ils sont basées sur les tables de réserva-
tion [6], qui sont des matrices à 3 dimensions : les instructions, les ressources et les cycles.
Chaque classe d’instruction est décrite par les ressources auxquelles elle accède à chaque
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cycle de son exécution. L’état du pipeline est modélisé par une matrice qui contient les
ressources réservées par les instructions actives, à chaque cycle de l’exécution. A partir de
la structure du pipeline, les ressources et le jeu d’instructions, on génère l’ensemble des
états possibles du pipeline. A partir de l’état initial vide, on cherche toutes les instruc-
tions ordonnançables. Pour chaque instruction ordonnancée, un nouvel état (du pipeline)
est rajouté à l’automate. Si aucune instruction ne peut être ordonnancée, un état corres-
pondant au pipeline avancé d’un cycle est ajouté, avec comme transition une opération
vide (nop4). Une fois l’automate construit statiquement, il est utilisé pour la simulation de
séquences d’instructions. Ordonnancer une instruction à partir d’un état initial du pipe-
line, revient à déterminer dans combien de cycles elle peut être exécutée. Ceci consiste à
parcourir l’automate jusqu’à trouver l’état correspondant à l’état initial et trouver la tran-
sition correspondant à l’instruction. Un automate généré est spécifique à une architecture
donnée. Le nombres d’états générés dans l’automate pour les architectures pipelinées est
très grand et augmente exponentiellement dès qu’on augmente le nombre des étages et des
ressources. Des travaux ont utilisé des heuristiques et les matrices de collision dynamiques
afin de réduire la taille des automates [73,79] . On retrouve le principe de l’ordonnancement
centralisé dans le scoreboard (voir § 2.1.2.2). Dans l’unité de scoreboard on retrouve des
tables de statut distribuées pour les instructions, les registres et les unités fonctionnelles.
Ces trois tables groupées représentent l’état du pipeline. Les modèles de pipeline basés
sur les automates finis ont aussi été utilisés dans les compilateurs pour optimiser les codes
machines générés [35]. Les automates ont aussi été utilisés pour la génération de simula-
teurs fonctionnels [37,53]. Dans [53], l’automate est généré à partir d’une description haut
niveau du processeur. Pour remédier au problème de la taille des automates, une technique
permet de décomposer un pipeline séquentiel en plusieurs sous pipelines. Chaque sous pi-
peline est modélisé par un automate. Pour réduire les états et les transitions, on définit
aussi des classes d’instructions. Chaque classe regroupe des instructions utilisant les même
ressources.
2.2.1.2 Approches basées sur les automates temporisés
Les automates temporisés sont utilisés comme modèle formel pour décrire le processeur
dans le cadre d’une approche de validation et de vérification de systèmes temps-réel par
model checking [24, 10]. METAMOC [25] est un outil d’analyse temporelle, utilisant les
automates temporisés comme modèle pour l’architecture matérielle. L’outil METAMOC
utilise les automates temporisés pour décrire aussi bien le processeur que le programme,
dans le but de calculer des temps d’exécution pire-cas. Différentes analyses sont réalisées
sur les automates permettant de calculer les limites de boucles, de déterminer le chemin
d’exécution le plus long du programme, etc. L’architecture matérielle est décrite par un
réseau d’automates temporisés qui compose les modèles du pipeline, de la mémoire et du
cache. La Figure 2.12 présente l’automate temporisé associé à l’étage Execute d’un pipeline.
4no operation
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L’instruction passe une latence égale à wait dans l’étage puis elle est envoyée vers l’étage
Memory move(this, next) (étage suivant). Un signal memory est envoyé à l’automate
de l’étage Memory pour synchroniser les automates. Le modèle du pipeline est un réseau
d’automates composé par les automates des étages. Le flot de contrôle du programme est
représenté par un réseau d’automates, composé par les automates associés aux fonctions.
L’exécution d’une instruction est une transition exécutée par synchronisation entre les
automates du programme et des composants matériels concernés par l’exécution (étage,
mémoire si l’instruction accède à la mémoire, etc.).
Fig. 2.12 – Exemple d’automate temporisé de l’étage Execute
Les automates temporisés pour les processeurs sont des modèles difficiles à mettre
en place. De tels modèles incluent beaucoup de détails, souvent difficiles à analyser 5.
La complexité des automates temporisés augmente avec la taille du pipeline et du jeu
d’instructions. Cette approche a été utilisée sur des pipelines séquentiels, avec exécution
non-ordonnée. Pour supporter des comportements non-déterministes du pipeline, comme
l’exécution non-ordonnée, l’utilisateur est amené à poser des hypothèses et des heuristiques
sur le comportement du matériel. C’est pourquoi cette approche se restreint à des pipelines
séquentiels simples. De plus ces modèles ne sont pas génériques. Quand l’analyse de temps
concerne un nouveau processeur, de nouveaux modèles doivent être mis en place, ce qui
représente un coût considérable dans le processus de modélisation.
2.2.2 Les approches langages d’architecture (ADL)
Les approches basées sur les langages de description d’architecture (ADLs6) permettent
une description du processeur au niveau système. Les ADLs sont des langages dédiés,
utilisés dans des flots de conception matériel/logiciel pour des processeurs programmables,
5Dans le Chapitre 4, nous utilisons les automates temporisés non pas dans un but d’analyse, mais dans
le but de rejouer une exécution synthétisée par le solveur de contraintes.
6Architecture Description Language
45
CHAPITRE 2. Architecture des processeurs et approches de modélisation
des ASICs7, ou les ASIPs8. Les descriptions ADL sont utilisées pour générer des boîtes à
outils spécifiques à l’architecture cible permettant la compilation, la simulation, la synthèse
et la vérification. La description ADL d’un processeur contient des informations sur le jeu
d’instructions et/ou sur la structure matérielle du processeur.
2.2.2.1 Classification des langages de description d’architecture (ADL)
Deux classifications des ADLs sont possibles dans le contexte des systèmes embar-
qués [65] (Figure 2.13). Les langages d’architecture peuvent être classés selon le contenu
de la description d’architecture. On cite les langages orientés structure, comportement et
mixtes.
– Les ADLs structurels, comme MIMOLA, décrivent la structure du processeur en
terme de composants matériels et leur connectivité, au niveau RTL (Register Trans-
fert Level). Ce niveau d’abstraction permet à la fois de modéliser le fonctionnement
des systèmes et aussi d’abstraire les détails du niveau logiques des circuits. Cepen-
dant, on ne trouvera pas les détails du jeu d’instructions. Des simulateurs précis au
cycle (CSA) peuvent être générés.
– Les ADLs comportementaux, comme nML [30] et ArchC [84], décrivent explicitement
la sémantique des instructions et ignorent les aspects structurels. Ces ADLs sont
adaptés à la génération de compilateurs et de simulateurs de jeux d’instructions
(ISS-Instruction Set Simulator). Par contre, ils ne permettent pas de générer des
simulateurs précis au cycle (CAS-Cycle Accurate Simulator), ni la synthèse matérielle
des architectures.
– Les ADLs mixtes captent les aspects structurels et fonctionnels du processeur. Les





Validation Synthèse Simulation Compilation Analyse temporelle
Fig. 2.13 – Classification des ADLs
Une deuxième classification des ADLs est basée sur l’objectif. Une description ADL peut
être destinée pour la compilation, la simulation, la synthèse ou la validation.
7Application Specific Integrated Circuit
8Architecture Specific Instruction-set Processor
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– Les ADLs orientés comportement et mixtes peuvent être utilisés pour la génération
de compilateurs multi-cibles. Les langages nML, LISA et EXPRESSION ont servi
pour la génération de compilateurs.
– Les ADLs structurels et mixtes permettent la simulation de jeux d’instructions (ISS)
ou des simulateurs mixtes, qui permettent aussi bien la simulation fonctionnelle du jeu
d’instructions (ISS) et la simulation temporelle au niveau cycle (CAS). Pour générer
les simulateurs précis au cycle (CAS), il faut des ADLs structurels et mixtes [20,74].
Les langages nML, LISA, EXPRESSION, HARMLESS sont utilisés pour la généra-
tion de simulateurs.
– Les ADLs orientés synthèse fournissent un modèle détaillé de la structure matérielle,
comme MIMOLA et LISA.
– Les ADLs orientés validation permettent la validation fonctionnelle et structurelle
du modèle de processeur par rapport à la spécification initiale. Les ADL structurels
comme MIMOLA sont adaptés pour la génération de tests. Les langages EXPRES-
SION, LISA et nML ont été utilisés pour la validation de la spécification d’architec-
ture.
Nous ajoutons à la classification basée sur l’objectif, la catégorie des ADLs orientés
analyse temporelle WCET. Cette classe d’ADL doit fournir une description du jeu d’ins-
tructions et aussi des aspects matériels du processeur. Dans ce contexte, nous avons utilisé
le langage Sim-nML avec son extension, dans l’analyse du temps d’exécution pire-cas, pour
la description du processeur, que nous présenterons dans le chapitre suivant. Le langage
EXPRESSION rentre dans cette catégorie, puisqu’il a été utilisé dans une approche d’ana-
lyse de temps [100].
Dans la suite nous introduisons des exemples de langages de description d’architecture.
Nous présentons les langages qui ont été pertinents pour nos travaux de thèse en terme de
choix de l’approche de modélisation et du choix du langage de description.
2.2.2.2 Mimola : un ADL orienté structure
Les langages d’architecture orientés structure sont conçus pour avoir une seule descrip-
tion d’architecture utilisée pour la synthèse et la simulation. Les ADLs structurels captent
la structure du processeur en terme de composants et de connectivité. Les ADLs les plus
récents, comme MIMOLA et UDL/I, offrent une description du processeur au niveau RTL9.
Nous décrivons dans la suite le langage MIMOLA. MIMOLA [57] est un des premiers lan-
gages conçus spécialement pour la simulation et la synthèse de processeurs. L’architecture
du processeur est décrite par un ensemble de composants liés par un schéma d’intercon-
nexion détaillé (netlist). Un composant est décrit par un module, dont le comportement
est décrit en utilisant un langage impératif procédural (e. g. Pascal). Un module est donné
par une interface et un corps. L’interface est le nom du module et ses ports d’entrée et
de sortie. Le corps du module détermine s’il s’agit d’un module d’interconnexion ou d’un
9Register Transfert Level
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module fonctionnel. Le Listing 2.1 montre un module fonctionnel ALU, où (x :y) est un
vecteur de bits. Le corps du module est limité par CONBEGIN et CONEND, qui spécifie une
exécution concurrente. Le module PROC décrit l’architecture dans laquelle on instancie les
modules dans la partie PARTS et les interconnexions dans CONNECTIONS. La même descrip-
tion d’architecture en MIMOLA permet la synthèse, la simulation du jeu d’instructions,
la compilation et la génération de tests. Le langage permet une description bas-niveau
du processeur. Le jeu d’instructions n’est pas couvert par le langage. Cependant, une ex-
traction du jeu d’instructions du niveau RTL, est possible en analysant les transferts de
données entre les composants mémoires. Ceci reste très difficile à réaliser. La description
d’architecture est difficile à mettre en place et à modifier.
Listing 2.1 – Description d’architecture MIMOLA
MODULE ALU ( IN i1 , i 2 : ( 1 5 : 0 ) ; OUT outp : ( 1 5 : 0 ) ; IN c t r : ( 1 : 0 ) ) ;
BEHAVIOR IS
CONBEGIN
outp <− CASE c t r o f
0 : i 1 + i2 ;
1 : i 1 − i 2 ;
2 : i 1 AND i2 ;





MODULE Reg ( . . ) ; . . .
MODULE Rom ( . . ) ; . . .
PARTS (∗ de c l a r a t i o n des i n s t an c e s de modules ∗)
alu1 , a lu2 : ALU;
pc , reg : Reg
. . .
CONNECTIONS
alu1 . outp −> reg .w (∗ connexion de l a s o r t i e de l ’ a lu1 ver s l e
r e g i s t r e ∗)
ENDSTRUCTURE;
2.2.2.3 Les ADLs mixtes
EXPRESSION Le langage EXPRESSION [66] permet de décrire la structure et le jeu
d’instructions des processeurs, des coprocesseurs et des mémoires. La description structu-
relle du processeur inclut les composants matériels comme les bus, les ports, les étages et
les unités fonctionnelles du pipeline, les mémoires et les registres. On définit des chemins
de pipeline et des chemins de transfert de données pour représenter la connectivité. Le
Listing 2.2 est un exemple de spécification de pipeline à 5 étages. Les composants matériels
sont déclarés avec une liste d’attributs. Par exemple, l’unité fonctionnelle ALU est défi-
nie par le nombre d’instructions exécutées par cycle, les classes d’instructions supportées
(add et div) et leurs latences. Un chemin de pipeline (pipeline Fetch Decode Execute
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WriteBack) modélise un chemin d’exécution possible d’instructions. Un chemin de trans-
fert de données (dtpaths (WriteBack RegFile)) signifie qu’un chemin de transfert de
données existe entre l’étage WriteBack et le banc de registres.
Listing 2.2 – Spécification de pipeline en EXPRESSION
−−# dec l a r a t i on des types d ’ un i t e s
(SUBTYPE Unit FetchUnit DecodeUnit ExecUnit CommitUnit )
−−# dec l a r a t i on des i n s t an c e s d ’ un i t e s
( ExecUnit ALU ( capac i ty 1) ( t iming ( add 1) ( div 3) ) ( opcodes ( add div ) )
. . . )
−−# dec l a r a t i on des memoires
(DCache dataCache ( words ize 64) ( l i n e s i z e 8) ( a s s o c i a t i v i t y 2) ( l a t ency 5)
. . . . )
−−# Chemin de p i p e l i n e et de t r a n s f e r t de donnees
( p i p e l i n e Fetch Decode Execute WriteBack )
( dtpaths (WriteBack RegFi le ) ( Fetch InstCache ) (MEM DataCache ) . . . )
−−# jeu d ’ i n s t r u c t i o n s
( opcode add
( operands ( s1 reg ) ( s2 reg ) ( dst reg ) )
( behavior dst= s1 + s2 )
( format 000101 dst (25−21) s1 (21−16) s2 (15−0) )
Les instructions sont décrites par les opérandes, le traitement réalisé et le format en bi-
naire et assembleur. Des classes d’instructions regroupent les instructions exécutées par les
mêmes unités. Ces classes sont utilisées pour le mappage entre les instructions et les uni-
tés fonctionnelles qui les exécutent. Le langage a initialement servi à modéliser et valider
des propriétés structurelles et fonctionnelles de l’architecture [68]. Un modèle à base de
graphe est généré à partir de la description EXPRESSION, utilisé pour la validation de
l’architecture. Des propriétés de connectivité des composants, de bonne terminaison des
instructions, etc. sont validées sur le modèle de graphe. Des outils de compilation et de
simulation sont générés à partir de la description EXPRESSION. Le langage a aussi été
utilisé pour générer des automates à états finis, qui décrivent le comportement dynamique
du pipeline [69].
HARMLESS HARMLESS est un ADL mixte destiné à la génération de simulateurs
précis au cycle (CAS) et de simulateurs de jeux d’instructions (ISS) [52]. La description
d’architecture est composée de 2 vues séparées : la vue ISA et la vue micro-architecture.
Le jeu d’instruction est décrit par la sémantique, le format binaire et la syntaxe des ins-
tructions, sous forme de sous-vues à la vue ISA. Les vues sont structurées en arbre. Dans
la vue sémantique, on déclare les composants matériels auxquels on associe le comporte-
ment sous forme de méthodes. La sémantique des instructions est définie par l’appel de
méthodes des composants. L’exemple de vue du Listing 2.3 décrit un composant ALU qui
fournit une méthode d’addition d’entiers addInt, utilisé ensuite pour définir la sémantique
de l’instruction add.
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Listing 2.3 – Définition de la vue sémantique.
component ALU {
// d e f i n i t i o n de methode pour l ’ add i t i on d ’ e n t i e r s





u33 r s t
f i e l d u5 rA
f i e l d u5 rB
f i e l d u5 rD
do
op1 := GPR.R. read (rA)
op2 := GPR.R. read ( rB)
r s t := ALU. addInt ( op1 , op2 )
. . .
GPR.R. wr i t e (rD , r s t ) ;
end do
end behavior
La description de la micro-architecture est répartie sur les sous-vues architecture et
pipeline. Cette vue définit la structure matérielle du pipeline et les concurrences d’accès
aux composants. La sous-vue architecture déclare les composants matériels de l’archi-
tecture. Pour chaque composant, on déclare les méthodes et les ports qui gèrent les accès
concurrents aux méthodes fournies par le composant. Dans la sous-vue pipeline, on dé-
clare les étages, énumérés dans l’ordre. Pour chaque étage, on énumère les composants de
la vue architecture, qui peuvent être accédés par une instruction exécutée sur l’étage. Dans
le Listing 2.4, l’étage DECODE accède au banc de registres RegDevice à travers le port rs.
Cette déclaration permet la corrélation des composants de la vue architecture avec ceux de
la vue pipeline. Un modèle interne du pipeline est généré à partir de la description HARM-
LESS, basé sur les automates à états finis [51]. Ce modèle d’automates est pré-calculé à
partir des vues instructions et micro-architecture. Le modèle d’automates est utilisé pour
générer du code C++ qui va simuler le fonctionnement du processeur au niveau pipeline.
Pour obtenir des automates de taille réduite, l’approche basée sur HARMLESS découpe
le pipeline en sous pipelines. Un automate est généré pour chaque sous pipeline. Les auto-
mates sont assemblés en séquence pour obtenir la vue machine. Les jeux d’instructions à
longueurs variables sont supportés par l’approche. Le langage se prête aux architectures su-
perscalaires à exécution ordonnée, modélisées en utilisant la même technique d’assemblage
de pipelines.
Le comportement, donné par des transferts de registres, est associé aux composants ma-
tériels. La sémantique des instructions est ensuite définie en utilisant les fonctions associées
aux composants. La vue architecture permet de décrire la micro-architecture. Le langage
HARMLESS fournit le même niveau de description que Sim-nML. La description d’archi-
tecture est centrée sur le comportement, puisque le langage est destiné à la génération de
simulateurs précis au cycle.
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Listing 2.4 – Description de processeur en HARMLESS
memory GPR {
width := 16 −−
address := 0 . . 1 3 −−
type := r e g i s t e r
}
a r c h i t e c t u r e ARM {
dev i ce RegDevice : GPR {
read i s R. read −− methodes de l e c t u r e et d ’ e c r i t u r e
wr i t e i s R. wr i t e −− u t i l i s e e par l e s i n s t r u c t i o n s
port r s : read (3 ) ; −− 3 l e c t u r e s s iml tanee p o s s i b l e s
port rd : wr i t e (2 ) ; −− 2 e c r i t u r e s s imu l tanees p o s s i b l e s
}
dev i ce AluDevice : ALU {
shared port l oadStore : read or wr i t e ;
}}
p i p e l i n e pipe_mips maps to MIPS {
s tage DECODE {
RegDevice : r s −− l e c t u r e des r e g i s t r e s a l ’ e tage decode
}
s tage EXEC {
AluDevice : a l l
}}
LISA Le langage LISA [46] est utilisé pour la génération automatique et semi-automatique
d’outils multi-cibles, compilateurs, assembleurs, éditeurs de liens, simulateurs, outils de
profilage et générateurs de code VHDL pour la synthèse [47, 94, 48]. La description LISA
inclut le modèle de programmation du jeu d’instructions. La description matérielle inclut les
composants mémoires, les registres, les unités fonctionnelles. Une description de la micro-
architecture contient l’implémentation exacte de certains composants matériels, comme les
additionneurs, et une affectation statique des instructions sur les unités fonctionnelles.
Listing 2.5 – Spécification d’architecture en LISA
RESOURCE {
REGISTER s igned i n t R [ 0 . . 7 ] {PORT {READ = 2 OR WRITE = 2} }
DATA_MEMORY signed i n t RAM [ 0 . . 0 x 1 f f f ] { PORT { READ = 1 XOR WRITE = 1}
}
// s t r u c tu r e du p i p e l i n e
PIPELINE {mips_pipe = {FI ; ID ; EX; MEM;WB}}
}
// d e f i n i t i o n du comportement de load a l ’ e tage MEM
OPERATION load IN mips_pipe .MEM {
BEHAVIOR {
USES ( READ R[ ] ; WRITE RAM[ ] ; ) // r e s s ou r c e s u t i l i s e e s avec l e type d
’ acce s
{ R [ dst ] = RAM [ s r c ] ; }
}
}
L’exemple du Listing 2.5 donne une description d’un processeur simple et la définition d’une
instruction load. Les accès concurrents sont modélisés à travers les ports. L’utilisation de
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ressources de l’instruction load est annoncé par le mot clé USES, où on définit quelles
ressources sont utilisées et le type d’accès. Dans le Listing 2.5, on associe le comportement
de l’instruction load à l’étage de pipeline MEM. Les étages du pipeline sont déclarés par
le mot clé PIPELINE. L’ordre donné lors de la déclaration des étages représente l’ordre
réel des étages dans le pipeline. Le langage LISA fournit le même niveau de description
de l’ISA que le langage Sim-nML. Le modèle de ressource de LISA décrit statiquement
les ressources utilisées par l’instruction, comme les registres, les mémoires, les bus, etc. Ce
modèle est enfoui dans la description du comportement de l’instruction. Un changement de
l’architecture matérielle cible nécessite la modification de la spécification ISA. Le langage
supporte les architectures VLIW, SIMD et MIMD, les pipelines simples, les pipelines à
exécution ordonnée, les processeurs superscalaires. D’autres fonctionnalités ne sont pas
supportées par le langage, comme l’ordonnancement dynamique, les unités fonctionnelles
à latences variables, les instructions multi-cycles, etc.
2.2.2.4 Sim-nML : un ADL orienté comportement
Une version originale du langage Sim-nML est un ADL orienté comportement, le for-
malisme nML, mis en place à l’université de Berlin en 1995 [34,29], pour la description de
machines. nML est un langage orienté comportement qui donne les détails du jeu d’ins-
tructions avec un modèle structurel très simplifié, contenant les mémoires et les registres.
La spécification ISA est décrite dans une structure hiérarchique, en utilisant une gram-
maire attribuée. La description des instructions et des modes d’accès est répartie sur tout
l’arbre de spécification. Deux types de règles sont utilisés pour produire les définitions des
instructions et des modes d’adressage. La règle ET donne les parties définissant les carac-
téristiques d’une instruction. La règle OU permet de définir les alternatives à une partie
de la définition d’une instruction, et donc produit les éléments non terminaux de l’arbre.
Les définitions sont données à travers 3 attributs prédéfinis :
– syntax : décrit la représentation textuelle de l’instruction dans le langage assembleur,
de même pour les modes d’adressage.
– image : décrit la représentation binaire de l’instruction et du mode d’adressage dans
le code exécutable.
– action : décrit le comportement de l’instruction durant son exécution, donné par les
transferts de registres.
Le Listing 2.6 est un exemple de spécification de processeur, avec un jeu d’instructions
réduit. Les registres et les mémoires sont définis par la taille et le type des données.
L’instruction, appelée instruction et donnée par une règle ET, est la racine de toute
la spécification du jeu d’instructions. Le paramètre de instruction, qui fait référence à
la règle all_instr, représente toute instruction supportée par le processeur. La définition
de all_instr est donnée par une règle OU. Dans l’exemple, deux modes d’adressage sont
définis : reg_index et mem_index.
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Listing 2.6 – Exemple de spécification nML.
mem M [64 , word ]
reg PC [ 1 , word ] a l i a s = R[ 1 5 ]
reg R [ 4 , word ] // banc de r e g i s t r e s à 4 r e g i s t r e s de 16 b i t s
type index = card (2 ) // pour indexer l e s r e g i s t r e s
// s p e c i f i c a t i o n de l ’ i n s t r u t i o n r a c i n e dans une r e g l e AND
op i n s t r u c t i o n (x : a l l_ i n s t r )
syntax = format ( "%s " , x . syntax )
image = format ( "%8b" , x . image )
ac t i on = {PC = PC + 2 ;
x . a c t i on ; }
//Regle OR
op a l l_ i n s t r = add | load
// d e f i n i t i o n des modes d ’ adre s sage
mode reg_index ( i : index ) = R[ i ]
syntax = format ( " r%d" , i )
image = format ( "%2b" , i )
// d e f i n i t i o n s des i n s t r u c t i o n s
op add ( dest : reg_index , s r c1 : reg_index , s r c2 : reg_index )
syntax = format ( " add %s %s %s " , des t . syntax , s r c1 . syntax , s r c2 . syntax )
image = format ( "00%s%s%s " , des t . image , s r c1 . image , s r c2 . image )
ac t i on = { dest = s r c1 + sr c2 ; }
Le comportement temporel des composants matériels a été introduit à travers le compo-
sant transitory [29]. Le "transitory" est un composant mémoire dont la donnée est valable
pour une durée limitée. Il est utilisé pour modéliser les bus, les unités du pipeline. Par
exemple, le temps passé dans une unité fonctionnelle est cumulé et est associé aux compo-
sants de stockage qui précèdent l’unité fonctionnelle, modélisés par des transitories.
Le langage a été étendu pour couvrir plus de jeux d’instructions, entre autres les archi-
tectures RISC et CISC [81]. D’autres extensions du langage nML, appelées Sim-nML, ont
été proposées pour permettre la description de la micro-architecture. Le comportement des
instructions est alors décrit au niveau du pipeline. Ces extensions, qui donnent un ADL
mixte, sont utilisées pour générer des simulateurs plus performants, des simulateurs pré-
cis au cycle, et générer des outils d’analyse de performances. Dans les deux paragraphes
suivant, nous présentons les deux extensions de nML, appelées Sim-nML.
Extension fonctionnelle L’institut indien de technologie de Kanpur [78] a proposé une
première extension Sim-nML. Cette extension a pour but la mise en place d’un générateur
de simulateur fonctionnel au niveau pipeline [97], basé sur une approche de simulation
compilée. Cette approche met en place une sorte d’ordonnanceur d’instructions, qui est
pré-calculé avant la simulation. L’extension Sim-nML de Kanpur fournit un modèle de
ressource pour l’architecture et les instructions. La structure de l’architecture est donnée
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par des ressources qui représentent les étages et/ou les unités fonctionnelles du pipeline,
avec les registres et les mémoires. Les instructions sont décrites par leur comportement
au niveau du pipeline. Le comportement est défini, dans un attribut uses, par l’accès aux
ressources et les actions réalisées par l’instruction, sous forme de séquence. La définition de
l’attribut uses peut se faire de manière hiérarchique comme les autres attributs prédéfinis.
Le Listing 2.7 donne la définition de l’instruction add, qui utilise l’étage fetch, puis l’étage
decode, puis l’étage execute et enfin write_Back. Chaque ressource est allouée pour une
durée fixe, indiquée par la syntaxe #t. L’instruction peut exécuter une action dès que
la ressource est allouée : fetch : preact& # 1 ou au moment où la ressource est libérée :
write_back #1 : action.
Listing 2.7 – Modèle de ressources Sim-nML
r e s ou r c e fe tch , decode , execute , write_back
op add ( dest : card (4 ) , s r c1 : card (4 ) , s r c2 : card (4 ) )
syntax = format ( " add r%d r%d r%d" , dest , src1 , s r c2 )
image = format ( "0%2b%2b%2b" , des t . syntax , src1 , s r c2 )
ac t i on = { dest = s r c1 + sr c2 ; }
preact = {PC = PC + 4 }
uses = f e t ch : preact & #{1} , decode #{1} , execute #{1} , write_back
#{1}
Cette extension du langage est utilisée pour la génération de simulateurs temporels
précis au cycle et des outils d’analyse de performance [16]. L’extension Sim-nML est ca-
pable de décrire le comportement de pipelines superscalaires, avec exécution non-ordonnée,
avec prédiction de branchement. Cependant, le modèle temporel des instructions utilise les
ressources pour décrire principalement le comportement de l’instruction sur le pipeline. Ce
modèle de ressources devient complexe quand les pipelines incluent des mécanismes comme
l’exécution non-ordonnée, la superscalarité, la prédiction de branchement. Seuls les conflits
structurels peuvent être dérivés du modèle de ressources donné par l’attribut uses. Par
exemple, les accès en lecture et en écriture aux composants mémoire et aux registres, sont
implantés implicitement par des fonctions utilisées durant la simulation.
Extension temporelle La deuxième extension Sim-nML [67] a été proposée par Target
Compiler Technologies [90]. Les outils industriels CHESS et Checker, qui sont un compi-
lateur et un simulateur, sont basés sur cette extension du langage nML [38]. Dans cette
extension, on a introduit une description de la structure du processeur, incluant des compo-
sants de connectivité et des unités fonctionnelles. La connectivité de l’architecture consiste
à déclarer les bus et les ports d’accès en lecture et en écriture aux composants de stockage
(e. g. les mémoires), en utilisant les transitory [29]. Pour chaque composant, on définit les
interfaces d’accès, qui sont exploitées pour la détection des conflits. Par exemple, deux
instructions sont en conflit, si et seulement si elles accèdent, durant le même cycle de simu-
lation, au même transitory. La spécification de la connectivité et des accès aux ressources
est intégrée à la description du comportement de l’instruction. Dans le Listing 2.8, on spé-
54 Hajer Herbegue
2.3 Synthèse
cifie le chemin de donnée pris par l’instruction store pour écrire en mémoire. L’accès à la
mémoire se fait à travers le bus dmBus et le port de lecture et écriture DM_rw.
Listing 2.8 – Description de la connectivité de la mémoire à travers les transitory
trn dmBus <word> // bus mode l i se par un t r a n s i t o r y
trn DM_r <word> // port de l e c t u r e pour l a memoire
trn DM_rw <word> // port de l e c t u r e et d ’ e c r i t u r e pour l a memoire
trn pipe F <word> // un r e g i s t r e de p ip e l i n e , d e c l a r e avec " pipe "
// s p e c i f i c a t i o n du mode des por t s d ’ acce s a l a memoire
mem DM [1024 , word ] read (DM_wr DM_r) wr i t e (DM_rw)
fu mem_unit
op s t o r e ( addr : index_mem )
ac t i on : { . . . .
// S p e c i f i c a t i o n du bus et du port dans l e t r a n s f e r t de donnee
// du r e g i s t r e ve r s l a memoire
DM [ addr ] = DM_wr = dmBus = R[ 0 ] ; \ at mem_unit
. . . .
}
La même extension du langage permet d’affecter des fonctions primitives aux unités fonc-
tionnelles. Les fonctions primitives, faisant partie de la sémantique des instructions (at-
tribut action), sont associées aux différents composants matériels, comme décrit dans le
Listing 2.8. Par exemple, la fonction d’accès à la mémoire en écriture de l’instruction store
est associée à l’unité fonctionnelle mem_unit. Les conflits sur les unités fonctionnelles sont
transposés sur les registres résultats associés aux unités fonctionnelles, modélisés par des
transitories. Cette extension est destinée pour la génération de compilateur et de simulateur
au niveau pipeline et aussi pour la synthèse du matériel. La syntaxe et la sémantique des
attributs action des instructions ont été modifié. Le modèle d’utilisation des ressources
fourni par cette extension est enfoui dans la sémantique de l’instruction et est implicite.
Les propriétés temporelles du modèle de ressources est explicite. Des pipelines séquentiels
simples ont été modélisés avec ce langage.
2.3 Synthèse
Les premiers modèles de processeurs sont utilisés pour la compilation croisée et les si-
mulateurs fonctionnels. Pour ces outils, on a utilisé les automates à états finis. Le modèle
est calculé statiquement, pour une architecture donnée. La taille du modèle est très impor-
tante, même si des travaux ont été investis pour minimiser l’espace des états de l’automate.
L’initialisation de l’automate est alors très coûteuse en temps. Les automates à états fi-
nis se limitent à des pipelines séquentiels simples et ne permettent pas de modéliser les
pipelines avec des comportements dynamiques. Le modèle des automates à états finis est
adapté pour l’élaboration des simulateurs fonctionnels compilés et aussi pour l’optimisation
du code machine généré par les compilateurs. L’approche automates temporisés permet de
décrire le comportement temporel associé à une architecture et un programme donné. Ce-
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pendant, le modèle est assez compliqué et inclut beaucoup de détails, surtout quand il s’agit
d’architectures complexes. L’architecte doit fournir manuellement un modèle pour chaque
architecture. Il est intéressant d’avoir une description de haut niveau, à partir de laquelle
on peut générer l’automate temporisé. Les langages de description d’architecture (ADL)
sont adaptés pour ce type d’exercices. Les approches existantes basées sur les ADLs sont
utilisées principalement pour la génération automatique des outils multi-cibles. D’autres
modèles ciblent la vérification formelle du comportement des programmes utilisés le plus
pour les systèmes temps-réels critiques. Les ADLs fournissent des descriptions faciles à
modifier et à adapter. La généricité offerte par les descriptions ADLs est un point fort.
Ceci permet une exploration rapide des architectures, avec le moindre coût.
Dans la Section 2.2.2, nous avons présenté quelques langages de description, classés se-
lon le contenu. Nous avons vu que les ADLs orientés comportement comme nML se limitent
à la description du niveau ISA. On ne trouve pas la description de la micro-architecture,
plus précisément la structure du pipeline, les caractéristiques des composants matériels,
etc. Il est alors impossible de décrire les aspects dynamiques des instructions et le compor-
tement en terme d’utilisation de ressources. Les ADLs structurels donnent une description
de l’architecture matérielle du processeur, adaptée à la synthèse matérielle et à l’implanta-
tion du matériel. L’inconvénient de ces modèles est qu’ils incluent beaucoup trop de détails
liés à l’implantation matérielle. On ne trouve pas une description de la sémantique du jeu
d’instructions. Les ADL mixtes incluent une description du modèle de programmation du
jeu d’instructions et une description de la micro-architecture. La description de l’architec-
ture contient aussi un modèle d’utilisation des ressources qui correspond à une corrélation
entre les instructions et les ressources. Dans notre approche d’analyse temporelle du pi-
peline, un ADL mixte est le plus adapté. Il est intéressant d’avoir un modèle temporel
pour l’utilisation des ressources qui soit indépendant de la sémantique des instructions.
L’ADL doit supporter la description des composants matériels sur lesquels portent les dé-
pendances d’instructions, et la définition de leurs caractéristiques, ayant un effet sur le
temps d’exécution des instructions.
Étant utilisés principalement pour la génération de simulateurs fonctionnels au niveau
pipeline (CAS), les ADLs mixtes existant mélangent la sémantique de l’instruction avec le
comportement au niveau du pipeline. Par exemple dans LISA, la description de la micro-
architecture est mélangée avec la définition du comportement des instructions. Le langage
EXPRESSION permet la description de la structure de la micro-architecture, mais dans
un style de net-list, qui se base sur la description des chemins de pipeline et de trans-
fert de données. Pour analyser le comportement temporel des instructions, il faut passer
par la simulation. De plus, la description de l’architecture se limite aux étages et unités
fonctionnelles du pipeline, comme pour Sim-nML. Les mémoires tampons, par exemple,
ne sont pas modélisés ou sont déclarées comme des mémoires. Cette approche, ne permet
pas de prendre en considération l’effet des mémoires tampons sur le temps d’exécution des
instructions dans le pipeline. Nous notons aussi que les ADLs orientés comportement sup-
portent différentes architectures, avec des fonctionnalités complexes. Ceci n’est pas le cas
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des ADLs mixtes, comme LISA et EXPRESSION, dont le champ d’application se limite
souvent à des pipelines simples séquentiels. Cette propriétés des ADLs est importante dans
le cas où la description ADL est destinée à l’analyse temporelle du pipeline.
Nous nous sommes intéressés dans notre travail à l’extension Sim-nML présentée dans le
paragraphe 2.2.2.4. La grammaire attribuée de Sim-nML a permis de séparer la sémantique
de l’instruction du modèle de ressources, donné par un attribut. Cependant, nous avons
trouvé ce modèle restreint en ce qui concerne la description matérielle du processeur. Les
caractéristiques d’architecture ayant un impact important sur l’estimation du temps d’exé-
cution des instructions ne sont pas prises en compte. Par exemple, les mémoires tampons,
qui sont allouées de manière non déterministe par les instructions contrairement aux mé-
moires, sont déclarées comme des mémoires. La supescalarité des étages est confondue avec
la duplication des étages dans le pipeline. Une telle spécification n’est pas fidèle à la na-
ture des composants matériels et à leur fonctionnement. Les caractéristiques fonctionnelles
des étages du pipeline, comme l’exécution non-ordonnée, la superscalarité, la prédiction de
branchement, ne sont pas décrites comme étant des caractéristiques du composant maté-
riel, mais comme étant une partie du comportement de l’instruction. Il est aussi important
pour nous de distinguer la structure du pipeline des autres types de composants matériels,
parce que nous visons aussi dans notre approche la validation.
Notre étude bibliographique et notre synthèse concernant les langages de description
d’architecture, leurs propriétés, leurs capacités, leur utilisations, nous a orienté vers le
choix de l’extension du langage d’architecture Sim-nML, déjà utilisé par l’environnement
OTAWA pour la description du niveau ISA. Un large domaine d’architectures (ARM,
PowerPC, etc.) est couvert par l’outil.
Le tableau suivant présente une étude comparative des langages de description d’ar-
chitecture mixtes. Nous avons inclus dans cette étude d’autres ADLs comme ArchC [84],
et L3 [56]. On présente les utilisations possibles avec chaque langage et les architectures
supportées.
Conclusion
Dans ce chapitre nous avons pu voir les caractéristiques du fonctionnement des pipe-
lines simples et complexes. Nous avons aussi présenté comment l’architecture matérielle,
le parallélisme entre les instructions, les accès partagés aux ressources, le comportement
particulier de certaines instructions, etc. influencent le temps d’exécution des instructions
dans le pipeline. L’analyse temporelle du pipeline consiste à prendre en considération toutes
les caractéristiques d’architecture ayant un impact direct sur le temps. Cette analyse doit
alors passer par une première étape de modélisation du processeur puis par une deuxième
étape de calcul du temps. Le modèle d’architecture recherché doit décrire le pipeline en
terme de structure et de fonctionnement et des ressources. Le modèle doit aussi nous per-
mettre de décrire le comportement des instructions : les accès aux ressources, les latences
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LISA HARMLESS EXPRESSION Sim-nML ArchC L3
Simulation • • • •
Génération d’outils • • • •multi-cible
Exploration • •d’architectures
Analyse de temps • • •
Formalisation • • • • •
Vérification et/ou • • • •validation
Exécution • •non-ordonnée
Pipeline superscalair • • • •
Jeux d’instructions • • • • •complexes
Tab. 2.3 – Tableau comparatif des ADLs.
sur les étages. Ce qui permettra de dériver les dépendances et le comportement temporel
des programmes. Les ADLs sont des langages dédiés qui fournissent des descriptions au
niveau système du processeur, tout en offrant de la généricité. Cependant, les langages
d’architectures n’ont pas été, jusque là, bien exploités dans l’analyse du pipeline. Nous
nous sommes orientés vers le choix de l’extension du langage d’architecture Sim-nML, déjà
utilisé par l’environnement OTAWA. Nous nous sommes inspirés des extensions Sim-nML
de l’institut de Kanpur concernant le modèle de ressources, pour proposer une extension
adaptée à l’analyse du pipeline. Cette extension fournit un modèle de ressources et un
modèle temporel des instructions. Ceci fait l’objet du chapitre suivant.
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Introduction
L’environnement OTAWA utilise le langage de description d’architecture Sim-nML pour
décrire le niveau ISA des processeurs et utilise les graphes d’exécution pour l’analyse du
pipeline. La description matérielle du processeur est donnée dans un fichier XML, qui
décrit la structure du pipeline, les caches et la configuration de la mémoire. A ce niveau
de description, les pipelines sont composés par 4 types d’étages : "fetch", "lazy", "execute"
et "commit". L’étage "lazy" permet d’insérer des cycles dans le chemin de pipeline. Ce
modèle est restrictif et limité. En effet, les caractéristiques matérielles avancées de la micro-
architecture, ayant un impact direct sur les temps d’exécution, comme l’utilisation de
ressources par les instructions et les dépendances d’instructions, sont implicites dans la
chaîne de développement d’OTAWA.
Elles sont implémentées par le développeur en dur, au moment de la construction des
graphes d’exécution. Certaines architectures récentes présentent des instructions avec des
modèles d’exécution complexes, des instructions décomposées en plusieurs micro-opérations,
des unités fonctionnelles à latences variables et/ou pipelinées, etc. Ces fonctionnalités nou-
velles et complexes ne sont pas supportées par le modèle d’architecture utilisé par OTAWA.
Afin d’améliorer l’expressivité de l’environnement OTAWA en terme de description ma-
térielle et logicielle des processeurs et mettre en place une approche modulaire pour la
description d’architecture et l’analyse du temps basée sur les ADLs, nous proposons une
extension du langage Sim-nML pour supporter aussi bien la description ISA du processeur
que la description de l’architecture matérielle.
Dans ce chapitre nous présentons l’extension du langage de description d’architecture
Sim-nML, la syntaxe et la sémantique du modèle d’exécution des instructions. Différents
types de pipelines et d’instructions avec des comportements complexes ont été considérés.
Nous donnons par la suite la représentation interne de l’architecture et des instructions.
Nous détaillerons ensuite les étapes d’implantation et de l’intégration de l’extension du
langage Sim-nML à l’environnement OTAWA.
3.1 Une approche dirigée par l’ADL pour le calcul du temps
Ce travail vise à étendre l’environnement OTAWA, tout en utilisant certains de ses
modules. L’approche a pour objectif de calculer le temps d’exécution d’un bloc de base, en
utilisant un ADL pour la description d’architecture. L’approche est complètement auto-
matisée. Le calcul prend en compte le contexte d’exécution du bloc de base. Nous appelons
chemin d’instructions, le préfixe suivi par le bloc de base. La longueur du préfixe est
déterminée de manière à inclure tous les blocs ayant un impact sur le temps d’exécution
du bloc analysé.
La Figure 3.1 décrit la nouvelle approche pour calculer le coût d’exécution d’un bloc
de base. L’approche admet 3 entrées. L’utilisateur fournit une description de l’architecture
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cible dans le langage Sim-nML étendu. Ceci correspond à l’étape À du flot de travail. La
description Sim-nML de l’architecture est composée de deux modules indépendants qui
sont combinés durant la phase de compilation. Les deux modules sont :
– la description du niveau ISA de l’architecture
– la description du modèle d’utilisation de ressources pour le jeu d’instructions
Un sous module d’OTAWA permet l’analyse du flot de contrôle des programmes et la
construction des CFGs associés. Nous utilisons ce module Constructeur CFG pour gé-
nérer les chemins d’instructions du programme à analyser (étape Á du flot). Les chemins
d’instructions sont fournis sous forme de séquences d’adresses. On considère aussi le binaire
du programme au format elf. A partir de ces entrées, on génère une représentation interne
de la micro-architecture et du chemin d’instructions (étape Â). Cette représentation est
une abstraction de l’architecture et du modèle d’exécution des instructions. Cette étape
utilise l’outil GLISS [80], que nous présenterons en détails dans la Section 3.4.1. L’ou-
til GLISS a été étendu afin de supporter l’extension du langage Sim-nML et de générer
automatiquement de nouvelles bibliothèques.
La représentation interne est un modèle générique, à partir duquel, il est possible d’uti-
liser différentes méthodes d’analyse pour le calcul du temps. La méthode d’analyse de
l’environnement OTAWA pour le calcul du temps est basée sur les graphes d’exécution.
D’abord, nous avons mis en place un générateur de graphes d’exécution, qui à partir de
la description d’architecture, d’un binaire et d’un chemin d’instructions, fournit un graphe
d’exécution. Ce graphe est une entrée pour l’analyseur de pipeline de OTAWA. Cette par-
tie du travail, correspondante à l’étape Ãbis, nous a permis principalement d’intégrer la
partie haute de notre approche, à savoir la description d’architecture et la représentation
interne, à l’environnement OTAWA. Contrairement à l’analyseur de pipeline de OTAWA,
qui nécessite l’intervention manuelle pour prendre en compte certains chemins d’exécutions
complexes, le présent générateur de graphes d’exécutions est complètement automatisé.
L’étapeÃ consiste à générer, à partir de la représentation interne une description à base
de contraintes. Les modèles d’exécution des instructions sont analysés pour déterminer les
dépendances entre les instructions durant leur exécution dans le pipeline. Cette partie du
flot, concernée par le calcul du temps, sera présentée en détail dans le Chapitre 4. Une autre
branche de l’approche concerne les aspects de formalisation et de validation des propriétés
d’architecture. Les étapes Å et Æ seront présentées en détails dans le Chapitre 4. Dans
ce chapitre, nous présentons l’extension du langage Sim-nML et la représentation interne
(étapesÀ,Á etÂ du flot). Les contributions de ce chapitre ont été présentées dans [42,44].
3.2 Le langage Sim-nML et son extension
La description d’architecture d’un processeur inclut les composants matériels et le jeu
d’instructions. Le langage Sim-nML a été étendu pour supporter la description de la struc-
ture matérielle des processeurs. Une abstraction des composants matériels, appelée res-
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Fig. 3.1 – Flot dirigé par l’ADL pour l’estimation du WCET.
source, fait partie de la description Sim-nML d’un processeur et pourra être utilisée ensuite
pour décrire les instructions. Ainsi, un modèle d’architecture Sim-nML consiste en :
– les composants de stockage : qui sont principalement des mémoires et des registres.
– les modes qui représentent la manière dont les instructions accèdent à leurs opérandes.
– le jeu d’instructions donné par une description syntaxique et sémantique.
– les ressources matérielles du processeur, qui sont utilisées par les instructions durant
l’exécution. H
– un modèle d’exécution qui, pour chaque instruction, définit un modèle temporel d’uti-
lisation des ressources. H
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Les éléments de la description marqués par H représentent notre extension du langage
Sim-nML. Dans la suite, nous présenterons l’ensemble des éléments du langage Sim-nML.
3.2.1 Composants de stockage
Les mémoires et les registres font partie de la structure matérielle d’une architecture
et sont utilisés pour définir les instructions et les modes d’adressage. Dans une même
architecture, on peut avoir plusieurs instances de mémoires et/ou de registres. Les mémoires
et les registres sont des composants statiques. La donnée peut être lue plusieurs fois. Une
donnée écrite ne sera effacée que si une nouvelle donnée est écrite explicitement sur le même
composant, à la même adresse. Les registres et les mémoires constituent l’état interne de
la machine. De l’exécution d’une instruction à une autre, c’est la valeur de cet état qui est
modifiée.
Les mémoires
La mémoire peut être une entité externe (DRAM) ou interne (SRAM, ROM, Flash) au
processeur. Les mémoires ne sont pas accessibles directement par le processeur, il faut pas-
ser par un bus par exemple. La taille de la mémoire n’est pas optionnelle. Une mémoire
est déclarée avec le mot clé mem. Ce composant est défini par le nombre de bits nécessaires
pour l’adresser et par la taille en bit de ses éléments. Si rien n’est spécifié, les éléments mé-
moires sont de taille «card(8)». La politique d’accès aux données en mémoire est spécifiée
à travers les modes d’accès. Par exemple, le mode d’accès mem_index du Listing 3.1 définit
un accès à la mémoire indexé par un registre. Les mémoires sont allouées selon un schéma
déterministe. Un composant mémoire est considéré comme une ressource indivisible, puis-
qu’elle est accédée à travers le bus. Par exemple, les éléments de la mémoire M[0] et M[30]
appartiennent à une ressource unique, qui est la mémoire M.
Les registres
Le mot clé reg introduit les registres. Un banc de registres est donné par le nombre de ses
registres, qui doit être supérieur ou égal à 1, et leur type de données. On a un registre simple,
si le nombre de registres est égal à 1. Chaque registre d’un banc de registres est considéré
comme une ressource indépendante. En effet, le banc de registres admet plusieurs ports
d’accès, permettant de lire et écrire plusieurs registres à la fois. Par exemple les registres
R[1] et R[2] du Listing 3.1 sont considérés comme deux ressources différentes. Les registres
sont alloués dans un schéma déterministe. Quand une instruction utilise un registre, on doit
spécifier l’identifiant du registre et son index dans le banc de registre.
Listing 3.1 – Description d’un jeu d’instructions en Sim-nML
l e t proc="my_proc "
// Types
type index = card (2 ) // r e g i s t e r index
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type word = card (16) // type de donnees
// Memoires et r e g i s t r e s
mem M [64 , word ]
reg PC [ 1 , word ] a l i a s = R[ 1 5 ] // compteur de programme
reg R [ 4 , word ] // banc de 4 r e g i s t r e s de 16−b i t
// Regle−AND: d e f i n i t i o n de l ’ i n s t r u c t i o n r a c i n e
op i n s t r u c t i o n ( x : a l l_ i n s t r )
syntax = format ( "%s " , x . syntax )
image = format ( "%8b" , x . image )
ac t i on = {PC = PC + 2 ;
x . ac t i on ; }
// Regle−OR
op a l l_ i n s t r = add | load | branch
// Modes
mode reg_index ( i : index ) = R[ i ]
syntax = format ( " r%d" , i )
image = format ( "%2b" , i )
mode mem_index ( i : index ) = M[R[ i ] ]
syntax = format ( " ( r%d) " , i )
image = format ( "%2b" , i )
// I n s t r u c t i o n s
op add ( s1 : reg_index , s2 : reg_index , d : reg_index )
syntax = format ( " add %s %s %s " , s1 . syntax , s2 . syntax , d . syntax )
image = format ( "00%s%s%s " , s1 . image , s2 . image , d . image )
ac t i on = {d = s1 + s2 ; }
op load ( s : mem_index , d : reg_index )
syntax = format ( " load %s %s " , s . syntax , d . syntax )
image = format ( " 0100%s%s " , s . image , d . image )
ac t i on = {d = s ; }
op branch ( o f f s e t : card (32) )
syntax = format ( " branch %s " , op . syntax )
image = format ( " 100000%s " , op . image )
ac t i on = { PC = PC + o f f s e t − 1 ;}
3.2.2 Description du jeu d’instructions
Le langage Sim-nML est basé sur une grammaire attribuée. La description des instruc-
tions associe deux aspects. Le premier est la sémantique de l’instruction, qui est donnée par
l’opération qu’elle exécute et l’effet de cette opération sur l’état de la machine, la syntaxe
assembleur de l’instruction et l’image binaire. Le deuxième aspect, que nous appelons le
modèle d’exécution, est une spécification temporelle du comportement de l’instruction
dans le pipeline, en terme d’accès aux ressources. Le modèle d’exécution fait partie de
l’extension Sim-nML et sera détaillé dans la Section 3.2.4.
La description des instructions est hiérarchique. La définition des instructions se fait
à l’aide de règles OR et AND. Les règles OR donnent les alternatives d’une instruction
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et représentent un symbole non-terminal. Les règles AND donnent les différentes parties
de la définition d’une instruction et donc définissent des symboles terminaux. Les règles
AND/OR sont aussi utilisées pour définir les modes d’adressage, utilisés dans la description
des opérandes. A l’aide de ces règles, il est possible de partager des définitions entre les
instructions ayant des parties de définitions communes. Ainsi, l’ensemble des instructions
d’une architecture est représenté dans une structure arborescente. La racine est le nom du
jeu d’instructions. Les feuilles sont les instructions. Chaque chemin dans l’arbre permet de
construire une description complète d’une instruction du jeu d’instructions.
Un exemple de spécification de jeu d’instructions est donné dans le Listing 3.1. Une
instruction de premier niveau, nommée instruction, est la racine de toutes les instruc-
tions et est donnée par une règle AND. Cette opération a un paramètre qui fait référence à
une règle OR : all_instr. Ce paramètre représente n’importe quelle instruction supportée
par le processeur. L’exemple définit 3 instructions de processeur :add, load et branch. Le
processeur admet 2 modes d’adressage :reg_index et mem_index qui définissent respective-
ment le mode d’accès aux registres et le mode d’accès à la mémoire. Ces modes définissent
la manière dont sont interprétées les valeurs des opérandes. Pour compléter les déclara-
tions des instructions et des modes, il est possible de déclarer des types et des variables
temporaires.
Une instruction est décrite par son nom, ses opérandes et les attributs qui spécifient la
sémantique. Les attributs prédéfinis sont :
– syntax : donne la syntaxe assembleur de l’instruction ou du mode en fonction du
code opération et de la syntaxe des opérandes.
– image : donne la représentation binaire de l’instruction dans le code exécutable.
– action : donne le comportement de l’instruction en terme de transfert de registres.
3.2.3 Description de la structure matérielle de l’architecture
Une partie de l’extension du langage Sim-nML consiste à introduire une description des
composants matériels du pipeline dans la description de l’architecture. Cette partie de la
description du processeur donne des informations physiques du matériel, qu’on exploitera
plus tard dans le calcul du temps. Les composants matériels du processeur que nous avons
considéré dans notre extension sont :
– les étages qui représentent les unités d’exécution.
– les buffers qui représentent les mémoires tampons et les files d’attentes utilisés pour
contenir les instructions.
Les composants de stockage à savoir les registres et les mémoires font partie de la
structure matérielle et ont déjà été présentés.
Dans les sections suivantes, nous considérons le modèle de processeur de la Figure 3.2
comme exemple. Les spécifications Sim-nML données sont associées à cet exemple de pro-
cesseur.
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Fig. 3.2 – Processeur superscalair à exécution non-ordonnée.
Listing 3.2 – Description matérielle du processeur en Sim-nML.
// e tage s
stage FE, DE, IS , ALU[ 2 ] , MEM, CM
// extens i on de l a d e f i n i t i o n des e tage s
extend FE , DE, IS , CM
inorder = true // execut ion ordonnee , va l eur par de faut
capacity = 2 // degre de s up e r s c a l a r i t e , 1 par de faut
extend ALU , MEM
inorder = f a l s e // execut ion non−ordonnee , degre de s c a l a r i t e = 1
// s t r u c tu r e du p i p e l i n e
extend FE
blocked = 64 // t a i l l e du b loc de cache en b i t
f i r s t = true // FE e s t l ’ e tage d ’ en t r e e du p i p e l i n e
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pred = {IS}
extend CM
last = true // CM es t l ’ e tage de s o r t i e du p i p e l i n e
pred = {ALU , MEM}
// Fetch Buf f e r a 4 emplacements et Re−order Buf f e r a 8 emplacements
buffer FBuf [ 4 ] , RoB [ 8 ]
// Reg i s t r e s e t memoires
reg PC [ 1 , card (32) ] // compteur de programme
reg R [32 , card (32) ] // banc de r e g i s t r e s contenant
// 2^32 r e g i s t r e s de 32 b i t s
mem M [32 , card (8 ) ] // memoire p r i n c i p a l e de t a i l l e 2^32 mots de 8
b i t s
Les étages
Les unités fonctionnelles et les étages dans un pipeline sont considérés comme des unités
d’exécution, qu’on déclare avec le mot clé stage. Chaque étage ou unité fonctionnelle
réalise une étape de l’exécution d’une instruction. Une instruction est exécutée au plus par
un seul étage ou une seule unité fonctionnelle à la fois. Dans la description d’un processeur,
aucune limite sur la taille du pipeline n’est imposée. Dans le Listing 3.2, on déclare une
occurrence d’un étage fetch, ayant comme identifiant FE, un étage de décodage DE, un
étage d’amorçage (ou Instruction Selector) IS. Deux occurrences de l’unité fonctionnelle
ALU sont déclarées par ALU [2].
La nouvelle syntaxe du langage Sim-nML se base sur les attributs pour décrire les ca-
ractéristiques du pipeline. En effet, la spécification des étages est étendue par des attributs
qui définissent la superscalarité, l’exécution ordonnée ou non-ordonnée, ou autres attributs
pertinents pour l’étape d’analyse de temps. Dans le Listing 3.2 nous définissons pour chaque
étage un attribut capacity de type entier donnant le degré de superscalarité d’un étage.
L’exécution non-ordonnée est spécifiée par l’attribut booléen inorder, dont la valeur par
défaut true spécifie qu’un étage est à exécution ordonnée. On associe à l’étage fetch FE un
attribut déterminant la taille d’un bloc de cache. Ce paramètre est nécessaire pour l’analyse
du pipeline. Il permet de définir les dépendances entre les instructions, dues à la structure
du cache, lors de leur chargement. En effet, deux instructions appartenant à deux blocs de
cache différents ne peuvent pas être chargées simultanément. Cette dépendance va rajouter
des cycles supplémentaires dans le temps d’exécution du bloc de base. Ainsi, l’étage Fetch
admet un attribut blocked dont la valeur, donnée en bits, représente la taille d’un bloc
de cache. D’autres attributs ont été définis pour permettre la validation structurelle de la
description d’architecture et la validation des modèles d’exécution des instructions. Parmi
ces attributs, on spécifie pour chaque étage ses prédécesseurs et ses successeurs dans le
pipeline. Cette information permettra de valider la cohérence de l’architecture par rapport
à la réalité des processeurs. A chaque étage on a défini deux attributs next et pred dont
la valeur est de type énuméré. Les deux attributs donnent respectivement l’ensemble des
successeurs et des prédécesseurs. Certains étages ont un emplacement particulier dans le
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pipeline, à savoir l’étage d’entrée du pipeline et le ou les étages de sortie. Ces étages sont
marqués respectivement par les attributs first et last, de valeur booléenne. Dans la suite
du document, nous utiliserons le mot étage pour désigner aussi bien les étages que les unités
fonctionnelles du pipeline.
Les buffers
Les mémoires tampons sont des composants matériels particuliers. Ils stockent temporai-
rement les instructions qui attendent pour une ressource non disponible ou pour s’exécuter
sur un étage (voir Section 2.1.3.6). Nous utiliserons dans la suite du document le mot buffer
pour désigner les mémoires tampons et les fenêtres d’instructions. Dans la mise en place
de cette extension de Sim-nML, nous avons distingué entre les buffers et les composants
de stockage. Nous avons aussi distingué entre les buffers et les étages du pipeline. En effet,
les buffers ne sont ni lus ni écrits par les instructions et ne sont pas des unités d’exécution
des instructions. La spécificité d’un buffer, est qu’il est occupé par une instruction pour
une durée minimale connue, mais pour une durée maximale finie mais indéterminée. La
durée d’allocation des buffers dépend de la disponibilité des ressources nécessaires pour la
prochaine étape d’exécution de l’instruction. Une instruction occupe un seul emplacement
de buffer. Nous utilisons le mot clé buffer pour déclarer les mémoires tampons. Dans Lis-
ting 3.2 nous déclarons un tampon de ré-ordonnancement d’instructions (Re-Order Buffer)
avec 8 emplacements RoB[8] et un Fetch Buffer avec 4 emplacements, FBuf[4]. Dans notre
modèle de ressources, nous considérons chaque emplacement de la mémoire tampon (ou
slot) comme une ressource indépendante. Ainsi, RoB[0] et RoB[1] sont deux ressources
distinctes. La stratégie d’allocation des buffers, ainsi que les autres ressources du modèle
de ressources sera présentée plus tard dans la Section 3.2.5.
Listing 3.3 – Spécification du système de mémoire.
mem M [32 , card (8 ) ] // a main memory with 2^32 words o f 8 b i t s
type = MAIN // f o r main memory
mem icache [ 8 , card (8 ) ] // a cache memory with 2^8 word o f 8 b i t s
type = INSTRUCTIONCACHE // or DATACACHE or COMBINEDCACHE
associativity = 2
mem dcache [ 8 , card (8 ) ]
type = DATACACHE
associativity = 2
Le système de mémoire
Nous décrivons le système de mémoire du processeur en déclarant des composants de type
mémoire (mem) et en associant des attributs. L’attribut type indique s’il s’agit d’une
mémoire principale (MAIN), d’un cache d’instructions (INSTRUCTION CACHE), d’un cache
de données (DATACACHE) ou d’un cache combiné (COMBINED). Notre description Sim-nML
se restreint à décrire le niveau 1 d’un système de mémoire (cache de niveau 1). Un cache
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d’instructions est déclaré comme un composant mémoire, auquel on associe l’attribut type
de valeur INSTRUCTIONCACHE. Un cache est décrit aussi par sa taille, la taille d’un bloc de
cache en bits et son associativité. Le Listing 3.3 est un exemple de spécification de cache
en Sim-nML. Cette spécification du cache est une entrée à une analyse du comportement
du cache, effectuée par l’outil OTAWA, qui permet de déterminer si un accès mémoire est
un hit ou un miss. Le résultat de l’analyse sera translaté en un temps d’accès au cache.
Nous expliquerons plus tard dans le chapitre comment le résultat de l’analyse du cache
sera intégré à notre analyse du pipeline.
3.2.4 Description du modèle de ressources du jeu d’instructions
Durant leur exécution dans le pipeline, les instructions acquièrent des ressources et
effectuent des actions. Les ressources acquises et les actions effectuées changent tant que
l’exécution de l’instruction progresse dans le temps. Aussi, le pipeline exécute plusieurs
instructions sur différents étages. Les instructions exécutées accèdent aux ressources dispo-
nibles dans le processeur de manière concurrente. Pour s’exécuter sur un étage du pipeline,
une instruction doit attendre la libération de ses opérandes. Ces opérandes sont préa-
lablement réservés par d’autres instructions pour les produire. Par conséquent, le temps
d’exécution d’une instruction est impacté par l’état d’occupation des ressources. Par consé-
quent, nous avons étendu la définition des instructions par un modèle d’exécution qui
définit les ressources utilisées par une instruction à chaque étape de son exécution. Le
modèle d’exécution est donné sous forme de séquence qui représente une succession dans
le temps, d’étapes correspondant chacune à l’exécution de l’instruction sur un étage du
pipeline. Chaque étape est représentée par une clause donnant l’ensemble de ressources re-
quises par l’instruction. Le modèle d’exécution est spécifié dans un attribut prédéfini uses,
sous forme d’une séquence de clauses séparées par des virgules. Les clauses sont expri-
mées en fonction des ressources déjà déclarées. Une requête de ressource est exprimée par
l’identifiant de la ressource, son occurrence, si nécessaire et le type d’accès pour certaines
ressources. Ainsi, le modèle d’exécution des instructions nous permettra de déterminer les
dépendances entre les instructions, entre autres les aléas structurels, les aléas de données,
etc. Dans le Listing 3.4, nous présentons un exemple simple de modèle d’exécution dans
lequel l’instruction passe par 5 étapes d’exécution, chacune associée à un étage du pipeline.
Une sémantique est attachée à la grammaire de l’extension du langage Sim-nML. Cette
sémantique concerne les requêtes des ressources, la stratégie d’allocation et de libération
des ressources, la relation entre le type de la ressource et son acquisition. Les paragraphes
suivant expliquent la syntaxe des clauses et leur sémantique.
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Listing 3.4 – Schéma général d’un attribut uses
op i n s t r u c t i o n ( x : a l l_ i n s t r )
syntax = x . syntax
image = x . image
ac t i on = x . ac t i on
uses = FE , DE , IS , ALU , CM
3.2.4.1 Requête de ressource
Nous avons défini différents schémas d’allocation d’une ressource. Cette section présente
la forme d’une requête de ressource de base.
Schéma d’accès non-déterministe
Quand une ressource existe en deux exemplaires, une instruction peut demander l’al-
location d’une occurrence quelconque de cette ressource. C’est le schéma d’allocation
non-déterministe. L’utilisateur spécifie l’identifiant de la ressource, mais pas l’occurrence
(ou l’indexe). Les buffers sont des ressources allouées uniquement selon un schéma non-
déterministe. En effet, quand une instruction demande l’allocation d’un emplacement dans
une mémoire tampon, n’importe quel emplacement libre lui sera alloué. Aucune occurrence
ne peut être spécifiée. Dans certains cas, les étages sont des ressources qui peuvent être
allouées dans un schéma non-déterministe. Par exemple, le processeur présenté dans la Fi-
gure 3.2 dispose de deux unités arithmétiques ALU qui peuvent exécuter l’instruction add.
Ainsi, la requête de l’instruction add utilise un schéma non-déterministe (ALU), comme
illustré dans le Listing 3.5.
Schéma d’accès déterministe
Un schéma déterministe a lieu quand une instruction demande l’allocation d’une occur-
rence précise d’une ressource donnée. Les registres et les mémoires sont accédés uniquement
selon un schéma déterministe. Les indexes des registres accédés sont codés dans l’instruc-
tion. La mémoire est une entité atomique par définition. Les étages peuvent être alloués
selon un schéma déterministe. Par exemple, on suppose qu’une des occurrences ALU est
une unité spécialisée pour l’exécution de la multiplication. Dans ce cas, une instruction
mul demande l’allocation de l’ALU spécialisée, en précisant l’identifiant de la ressource et
l’occurrence : ALU[0]. Intuitivement, l’occurrence indiquée doit être incluse dans le rang
d’occurrences donné lors de la déclaration de la ressource.
Mode d’accès
La requête de la ressource doit nous permettre de déterminer les aléas de données. Quand
la ressource est une mémoire ou un registre, la requête est aussi définie par un mode
d’accès. Nous avons introduit les mots clé read et write dans la grammaire Sim-nML
pour expliciter le mode d’accès en lecture et en écriture dans le cas des composants de
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stockage. Par exemple, M.read indique que l’instruction accède à la mémoire M en lecture
(Listing 3.5). Seuls les mémoires et les registres supportent la spécification d’un mode
d’accès.
Listing 3.5 – Modèle d’exécution d’instructions.
op add ( dest : reg_index , s r c1 : reg_index , s r c2 : reg_index )
uses = FE & FBuf , DE , IS & RoB , ALU & R[ dest ] . wr i t e & R[ s r c1 ] . read
& R[ s r c2 ] . read & RoB , CM
op mul ( des t : reg_index , s r c1 : reg_index , s r c2 : reg_index )
uses = FE & FBuf , DE, IS & RoB , ALU[ 0 ] & R[ dest ] . wr i t e & R[ s r c1 ] .
read & R[ s r c2 ] . read & RoB , CM
Nous illustrons les différentes formes de requêtes de ressources dans la Figure 3.3. La requête
est utilisée pour être à la base de schémas d’allocation de ressources plus complexes, comme











Fig. 3.3 – Schéma d’allocation d’une ressource.
3.2.4.2 Requête avec accès parallèle aux ressources
Nous exprimons l’accès simultané à plusieurs ressources par l’opérateur ’&’. Une clause
r1 & r2 signifie qu’une instruction utilise en parallèle les ressources r1 et r2. Une instruc-
tion commence son exécution sur un étage si toutes les ressources requises sont disponibles.
Si c’est le cas, l’ensemble des ressources requises sont allouées en même temps. Si au moins
une ressource n’est pas disponible, l’instruction n’alloue pas les autres ressources et se
bloque jusqu’à voir toutes ses ressources libérées. Par exemple, dans le Listing 3.5, pour
entamer son exécution sur l’étage ALU, l’instruction add doit disposer des ressources RoB,
R[dest],R[src1] et R[src2], en plus de l’étage ALU. Si une de ces ressources n’est pas
disponible, les autres ne seront pas allouées.
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A la fin d’une étape d’exécution, une instruction libère simultanément les ressources al-
louées, avant d’allouer les ressources de l’étape prochaine. Si toutes les ressources de l’étape
prochaine sont disponibles, l’instruction va libérer simultanément toutes les ressources al-
louées à l’étape précédente, exceptées celles qui sont requises à l’étape prochaine. Dans
la Section 3.2.5 nous expliquerons en détails la stratégie d’allocation et de libération des
ressources.
Dans une clause avec requête parallèle, nous ne pouvons avoir deux ressources de même
type avec accès non-déterministe. En effet, une instruction ne peut pas s’exécuter sur deux
étages différents en même temps. Aussi, une instruction ne peut pas occuper simultanément
deux emplacements d’un même buffer.
3.2.4.3 Requête de ressources attribuée
Le modèle d’exécution de l’instruction est caractérisé par son évolution dans le temps,
modélisé par le séquencement des clauses. Il est aussi caractérisé par la durée de chaque
étape d’exécution. En effet, la spécification du processeur définit des durées limitées pour
l’exécution des instructions sur les étages. Ces durées correspondent aussi aux durées mi-
nimales d’allocations des ressources. De plus, l’allocation de ressources durant une étape
est liée conjointement à l’action de l’instruction à cette étape. On considère les attributs
temps et action qu’on va lier au modèle d’exécution des instructions. La syntaxe générale
de l’attribut est : pré_action #t : post_action.
Attribut temps.
L’attribut temps définit la durée d’une étape d’exécution. Dans le Listing 3.6, on utilise
la syntaxe #t pour indiquer, en unité de temps (intuitivement le cycle machine), la durée
d’allocation des ressources à chaque étape de l’exécution. Nous considérons qu’une clause
où le temps n’est pas spécifié signifie que l’étape dure 1 unité de temps (valeur par défaut).
La valeur de l’attribut temps correspond à la durée minimale d’allocation des ressources
dans une étape. Si l’instruction est bloquée sur une étape, en raison de non-disponibilité des
ressources, un temps additionnel sera ajouté à la durée d’allocation de base, correspondant
ainsi à l’insertion des bulles (cycles stall).
Attribut action.
Le modèle d’exécution permet aussi de spécifier des actions réalisées par l’instruction au
moment d’allocation et/ou de libération des ressources. Le langage Sim-nML, avec son
extension définit deux attributs action optionnels. Une action à exécuter au début d’une
étape quand l’instruction alloue toutes les ressources. Une action à exécuter en fin d’étape,
au moment de libération des ressources. L’attribut prédéfini action, qui décrit l’action de
l’instruction sur l’état de la machine, peut être considéré comme la fonction à exécuter
à la fin de son passage par l’étage d’exécution ou l’unité fonctionnelle. L’incrémentation
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du compteur de programme1 PC est une action réalisée à l’étage fetch en début d’étape.
Le Listing 3.6 présente un exemple de clauses attribuées. Un seul attribut temps et un
seul attribut action sont spécifiés pour une même étape. Le temps spécifié au niveau d’une
étape est associé à l’allocation de chaque ressource requise durant l’étape. Par exemple,
la clause : uses = FE #{2} & FBuf #{1} , ... n’est pas autorisée. Nous supposons que,
syntaxiquement, la clause ALU : action est équivalente à ALU #{1} :action.
Listing 3.6 – Modèle d’exécution avec une requête attribuée
op add ( dest : card (4 ) , op1 : card (4 ) , op2 : card (4 ) )
uses = FE & FBuf : increment_pc #{2} ,
DE ,
IS & RoB ,
ALU & RoB & R[ dest ] . wr i t e & R[ op1 ] . read & R[ op2 ] . read #{3} : a c t i on ,
CM & RoB
3.2.4.4 Modèle d’exécution en séquence
Le modèle d’exécution est composé d’une séquence de clauses séparées par des virgules.
Chaque clause concerne une étape de l’exécution et fait référence à un ensemble de res-
sources utilisées par l’instruction à cette étape, exprimée sous forme de requête simple, de
requête parallèle, attribuée ou non. On considère le processeur de la Figure 3.2. Le modèle
d’exécution de l’instruction add sur ce pipeline est présenté dans le Listing 3.6. L’instruction
utilise séquentiellement les étages FE, DE, IS, ALU, CM. L’instruction utilise un emplacement
du fetch buffer lors de son chargement du cache instruction à l’étage fetch. L’instruction
utilise aussi un emplacement du buffer de ré-ordonnancement RoB durant son exécution
sur l’étage decode, l’étage d’amorçage et sur l’unité fonctionnelle ALU. L’opérateur & est
utilisé pour exprimer l’allocation parallèle des ressources. Les opérandes de l’instruction
sont parmi les ressources demandées durant son exécution sur l’unité fonctionnelle. Un
mode d’accès est spécifié pour les requêtes d’opérandes selon qu’il s’agit d’opérande source
ou destination.
3.2.4.5 Paramètres des clauses
Nous introduisons dans la description Sim-nML des paramètres pour prendre en compte
des résultats d’analyses externes, comme la prédiction de branchement, l’analyse du cache,
etc. Par exemple, les durées d’accès à la mémoire dans une clause sont fournies par une
étape d’analyse de cache, qui détermine si l’accès est un hit ou un miss (nous avons ex-
pliqué l’analyse du comportement du cache dans la Section 1.3.2). Cette approche est
généraliste. Elle permet d’intégrer des données temporelles pertinentes issues d’analyses
externes à l’analyse du pipeline. Ces paramètres sont des valeurs constantes pour un calcul
du temps d’un chemin d’instructions donné. Plusieurs calculs sont réalisés avec des valeurs
1Program Counter
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différentes de ces paramètres. Dans le Listing 3.7, nous donnons le modèle d’exécution de
l’instruction ldrh, où l’attribut temps associé à l’étage MEM est donné par le paramètre
mem_read_time.
Listing 3.7 – Utilisation des paramètres pour intégrer des résultats d’analyses.
// parametre temps d ’ acce s a l a memoire
var mem_read_time [ 1 , i n t (32) ]
var mem_write_time [ 1 , i n t (32) ]
var fetch_time [ 1 , i n t (32) ]
extend LDRH_imm
uses = FE & FBuf#{fetch_time} , DE , IS & RoB ,
RoB & MEM & M. read & R[ rd ] . wr i t e & R[ rn ] . read#{mem_read_time} , CM
3.2.5 Stratégie d’allocation de ressources
Le comportement des instructions dans un pipeline est caractérisé par l’exécution pa-
rallèle et l’accès concurrent aux ressources. Quand une instruction demande l’accès à une
ressource qui est allouée par une autre instruction, la première se bloque jusqu’à la libé-
ration de la ressource. Pour assurer l’absence d’inter-blocage entre les instructions, une
stratégie d’allocation et de libération des ressources est implantée au niveau matériel et lo-
giciel dans les processeurs. De plus, l’allocation des ressources diffère selon leur type (étage,
registre, buffer, etc). Nous présentons dans les paragraphes suivant les propriétés d’allo-
cation générales et communes appliquées par les processeurs. Nous utiliserons les modèles
d’exécution du Listing 3.6 comme exemples.
Stratégie générale
Pour passer d’une étape d’exécution à une autre, en d’autres termes d’un étage à un autre,
une instruction libère seulement les ressources qu’elle n’utilise pas à l’étape suivante. Par
exemple, pour passer de l’étage IS à l’étage ALU, l’instruction a besoin de la ressource
étage ALU, du buffer RoB et des registres opérandes. Si l’étage ALU est occupé par une autre
instruction, alors l’instruction en question va libérer l’étage IS et garder la ressource RoB,
jusqu’à ce que l’ALU soit disponible. En général, quand une instruction ne peut pas être
consommée par un étage prochain, elle reste bloquée soit dans le buffer courant soit sur
l’étage courant. Donc, si un buffer est utilisé durant une étape, il jouera le rôle d’un support
pour l’instruction. Sinon, c’est l’étage qui joue le rôle de support pour l’instruction. Ainsi,
nous appelons par support de l’instruction, la ressource qui stocke l’instruction bloquée à
une étape donnée. Les buffers sont des ressources qui peuvent être allouées sur plusieurs
étapes successives.
Allocation des étages
Un étage est la ressource qui caractérise l’étape. Une étape commence dès que l’étage
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associé et les autres ressources sont alloués. L’allocation d’un étage par les instructions
diffère l’ordre d’exécution des instructions (exécution ordonnée ou non-ordonnée). Dans le
cas d’une exécution ordonnée, l’ordre du programme est appliqué pour déterminer quelle
instruction va acquérir l’étage. Si deux instructions sont en conflit sur un étage, c’est la
plus ancienne dans l’ordre du programme qui obtient l’étage. Si une instruction est prête
à s’exécuter sur un étage à exécution ordonnée, avant son prédécesseur (dans l’ordre du
programme), alors elle ne pourra pas s’exécuter et sera bloquée jusqu’à ce que son prédé-
cesseur s’exécute. Si l’étage supporte une exécution non-ordonnée, l’ordre du programme
n’est pas appliqué. Dans ce cas, quand deux instructions sont bloquées en attente d’un
étage, un ordonnancement se fait pour allouer l’étage aux instructions quand celui-ci de-
vient disponible. Différentes résolutions de ce type de conflit existent. Une des solutions
pour ordonnancer les instructions est d’appliquer l’ordre FIFO. Alors, la première instruc-
tion arrivée est la première servie. D’autres architectures respectent l’ordre des instructions
dans le programme dans l’allocation de l’étage (et aussi des autres ressources). Ainsi la plus
ancienne dans le programme est la première servie.
Allocation des buffers
Les mémoires tampons sont des composants spécifiques permettant de stocker temporaire-
ment les instructions. Le Fetch Buffer par exemple, stocke les instructions à partir de leur
chargement du cache jusqu’à passer à l’étape de décodage. Si les ressources de l’étape de
décodage ne sont pas disponibles, l’instruction est bloquée. Dans ce cas, l’étage Fetch et les
autres ressources sont libérés, sauf la ressource buffer, qui reste allouée par l’instruction.
Ainsi, l’étage Fetch n’est pas bloqué et peut continuer à charger les instructions du cache.
Le buffer est libéré quand l’instruction acquiert les ressources et entame l’étape suivante.
Cependant, si au moment de charger l’instruction, aucun emplacement buffer n’est dispo-
nible, c’est l’étage Fetch qui sera bloqué en attendant la libération d’un emplacement du
fetch buffer.
Durée d’allocation
D’une manière générale, les registres sont alloués pour une durée fixe. L’écriture et la
lecture des registres ne sont pas affectées par le blocage des instructions. En effet, une fois
le registre alloué par l’instruction, en début d’étape, l’action de lecture et/ou d’écriture est
réalisée en une durée fixe. Cette durée est indiquée dans le modèle d’exécution des instruc-
tions, dans les clauses Sim-nML. Il en va de même pour l’étage, dans le cas où ce dernier
n’est pas le support de l’instruction. En ce qui concerne les mémoires principales et les
caches, les durées d’accès dépendent de l’état du cache et des caractéristiques matérielles
de l’architecture. Pour le cache, on considère deux durées d’accès, correspondant respecti-
vement à un hit et à un miss (voir Section 1.3.2). Ce paramètre sera considéré comme un
paramètre d’entrée à notre spécification d’architecture, résultant d’une analyse de cache
préalable (voir Section 3.2.4.5).
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3.2.6 Chemins d’exécution complexes
La modification de la grammaire Sim-nML a aussi été motivée par le besoin de décrire
certains chemins d’exécution complexes des architectures récentes. Nous avons aussi défini
des règles sémantiques qui permettent la prise en compte de ces complexités.
3.2.6.1 Unités fonctionnelles spécialisées
L’allocation des unités fonctionnelles spécialisées, comme les ALUs dotées de multipli-
cateurs, est complexe dans le cas où l’ALU est dupliquée au niveau du pipeline. La spécifi-
cation va s’appuyer alors sur les schémas d’allocation déterministe et non-déterministe. Si
on suppose que la première occurrence de l’ALU supporte les multiplications, la description
des instructions ADD et MUL sera spécifiée comme dans le Listing 3.8. L’ALU spéciali-
sée est allouée selon un schéma déterministe par l’instruction de multiplication (ALU[0]).
Les autres instructions demandent une des occurrences, selon un schéma non-déterministe
(ALU). Deux latences différentes sont spécifiées pour chacune des opérations. Ensuite, cette
distinction dans le schéma d’allocation va être prise en compte lors de la génération des
contraintes, durant l’étape de calcul du temps.
Listing 3.8 – Accès à une unité ALU spécialisée.
// I n s t r u c t i o n ADD demande un des occur r ence s de l ’ALU
op ADD ( rd : card (4 ) , r s : card (4 ) , rn : card (4 ) )
uses= FE & FBuf & PC. read , DE, IS & RoB, ALU & RoB & R[ r s ] . read &R[ rn ] .
read
& R[ rd ] . wr i t e#{1} , CM
// In s t r u c t i o n de mu l t i p l i c a t i o n executee par l ’ALU s p e c i a l i s e e
op MUL
uses= FE & FBuf & PC. read , DE, IS & RoB, ALU[ 0 ] & R[ rd ] . wr i t e & R[ rm ] .
read
& R[ r s ] . read & RoB#{5} ,CM
3.2.6.2 Instructions multi-cycles
Quand une unité fonctionnelle est pipelinée, ceci revient à déclarer les différentes sous-
unités en tant qu’étage dans la description Sim-nML. Si le pipeline est à exécution non-
ordonnée, alors les instructions sont introduites dans le sous-pipeline dans un schéma non-
ordonné. Une fois dans la branche du pipeline, les instructions sont exécutées séquentiel-
lement (dans l’ordre). Nous montrons un exemple de pipeline avec une unité de multipli-
cation/division pipelinée dans la Figure 3.4. La particularité d’un tel modèle d’exécution
est qu’on doit prendre en compte les aléas de type WAW aussi bien que les aléas de type
RAW, lors de la génération des contraintes. Le pipeline est décrit par le code Sim-nML du
Listing 3.9.
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Listing 3.9 – Modèle d’exécution d’une instruction multi-cycles.
stage FE, DE, ALU, MD0 , MD1 , MD2 , MD3, CM
extend FE , DE , CM
capacity = 2
extend ALU , MD0
inorder = f a l s e // execut ion non−ordonnee
extend MUL
uses= FE #{1} , DE #{1} , MD0 & R[ rd ] . wr i t e & R[ rm ] . read & R[ r s ] . read #{1}
,
MD1 #{1} , MD2 #{1} , MD3 #{1} , CM #{1}
extend DIV
uses= FE #{1} , DE #{1} , MD0 & R[ rd ] . wr i t e & R[ rn ] . read & R[ rm ] . read #{21
} ,







Fig. 3.4 – Pipeline avec unité fonctionnelle pipelinée
3.2.6.3 Unités fonctionnelles à latences variables
Dans l’exemple du Listing 3.9, l’unité fonctionnelle MD0 admet deux latences différentes,
selon qu’elle exécute une multiplication (MUL) ou une division (DIV). Ces latences vont
être prises en compte lors de la génération des contraintes et le calcul du temps. Cette
durée est la durée minimale d’allocation de l’étage. Elle n’inclut pas les cycles de blocage
de l’instruction sur l’étage (les stalls).
3.2.6.4 Instructions micro-codées
Comme exemple d’instructions micro-codées, nous avons considéré l’instruction load
multiple qui permet de charger plusieurs registres de la mémoire. La liste des registres à
charger de la mémoire est définie dans l’opérande rlist. Cet opérande est vu comme une
séquence de bits, où chaque bit est associé à un registre. Si un bit est mis à 1, alors le
registre correspondant va être chargé. Pour chaque registre chargé de la mémoire (ou écrit
en mémoire dans le cas de l’instruction store multiple), une étape d’exécution est ajoutée
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au chemin d’exécution. Dans le Listing 3.10, une structure conditionnelle permet de tester
chaque bit de l’opérande rlist. Si le bit est à 1, alors le registre sera chargé et l’étape est
"activée", et l’instruction va allouer des ressources comme l’étage, la mémoire, le registre,
etc. Sinon, l’étape n’existe pas. Pour pouvoir prendre en compte ce cas particulier, nous
avons défini la règle sémantique suivante : Après instanciation, une clause de la forme
cl , ∅ , cl′ est équivalente à cl , cl′ et sera transformée en tant que tel. La Figure 3.5
illustre une instruction load multiple (ldmia) du jeu d’instructions ARMv5, représentée
par la clause instanciée puis normalisée. Seuls les registres r0 et r3 sont écrits. Les étapes
non activées, relatives aux registres r1 et r2, sont supprimées de la clause finale normalisée.
Listing 3.10 – Modèle de ressources d’une instruction micro-codée.
// i n s t r u c t i o n load mul t ip l e
op load_mult ip le ( r l i s t : card (4 ) , rn : card (4 ) )
uses = FE & PC. read & FBuf , DE , IS & RoB,
i f r l i s t <0..0>==1 then MEM & M. read & R[ rn ] . read & R [ 0 ] . wr i t e &RoB endi f ,
i f r l i s t <1..1>==1 then MEM & M. read & R[ rn ] . read & R [ 1 ] . wr i t e &RoB endi f ,
i f r l i s t <2..2>==1 then MEM & M. read & R[ rn ] . read & R [ 2 ] . wr i t e &RoB endi f ,
i f r l i s t <3..3>==1 then MEM & M. read & R[ rn ] . read & R [ 3 ] . wr i t e &RoB end i f
,CM
Assembleur
ldmia r1, {, r0, r3}
Clause instanciée
uses = FE & PC. read & FBuf , DE , IS & RoB,
MEM & M. read & R [ 1 ] . read & R [ 0 ] . wr i t e & RoB #(mem_time)
, , ,
MEM & M. read & R [ 1 ] . read & R [ 3 ] . wr i t e & RoB #(mem_time) , CM
Clause normalisée
uses = FE & PC. read & FBuf , DE , IS & RoB,
MEM & M. read & R [ 1 ] . read & R [ 0 ] . wr i t e & RoB #(mem_time) ,
MEM & M. read & R [ 1 ] . read & R [ 3 ] . wr i t e & RoB #(mem_time) , CM
Fig. 3.5 – Instruction micro-codée : load multiple.
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3.2.6.5 Instruction de branchement
Nous avons traité dans la Section 2.1.4.5 de la technique de "branch folding", qui consiste
à faire disparaître les instructions de branchement du flux d’exécution du pipeline, à la fin
de l’étape de décodage. Dans un pipeline qui implante cette technique, les instructions de
branchement ne parcourent pas la totalité des étages d’un pipeline. Pour décrire ce type
de comportement en Sim-nML, nous avons d’abord décrit les différentes instructions par
un attribut class. Ensuite, nous avons modifié dans la spécification de l’instruction racine
dans la description Sim-nML, comme présenté dans le Listing 3.11.
Les registres accédés par une instruction de branchement dépendent du résultat de la
résolution du branchement : pris ou non. Principalement, les instructions de branchement
accèdent au PC dans le cas où le branchement est pris. En analysant les adresses de l’ins-
truction de branchement et l’instruction qui la succède dans le chemin, on peut déterminer
si un branchement est pris ou pas pris. Dans la description Sim-nML, nous considérons un
paramètre taken, dont la valeur représente le résultat du branchement : pris (taken = 1)
ou non pris (taken = 0) (voir Section 3.2.4.5). Dans la description Sim-nML du chemin
d’exécution des instructions de branchement, l’accès au PC est conditionné par le résultat
du branchement, comme indiqué dans le Listing 3.11. Si le branchement est pris, alors
l’instruction accède au registre PC. Le paramètre taken n’est pas initialisé au niveau Sim-
nML. Il sera affecté durant l’analyse du chemin d’instructions à l’étape d’instanciation des
clauses (voir Annexe C.1 pour la fonction d’initialisation du paramètre taken).
Listing 3.11 – Modèle d’exécution des instructions de branchement.
// d e f i n i t i o n de l a c l a s s e d ’ i n s t r u c t i o n s branch
extend BX_ARM , B_Cond
c l a s s = " branch "
// chemin d ’ execut ion partage par toute s l e s i n s t r u c t i o n s
extend i n s t r u c t i o n
uses = i f ( x . c l a s s == " branch " )
then (FE & R[ 1 5 ] . read , x . uses )
e l s e (FE & R[ 1 5 ] . read , DE, IS & RoB, x . use , CM) end i f
var taken [ 1 , u1 ]
// S i l e branchement e s t pr i s , l e parametre taken e s t mis a 1
extend B_Cond
uses = RoB & ALU & ( i f ( taken==1) then R[ 1 5 ] . wr i t e end i f )
3.3 La représentation interne
La représentation interne est automatiquement générée en utilisant le générateur de
bibliothèque GEP de GLISS. La génération admet comme entrée la description Sim-nML,
le chemin d’instructions et le fichier binaire (étape Â de l’approche ADL). Elle est basée
sur une syntaxe abstraite qui couvre l’architecture du pipeline et les requêtes de ressources
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superposées aux clauses Sim-nML (modèles d’exécution des instructions). Nous donnons
cette syntaxe abstraite sous forme de types inductifs OCaml2 (OCaml étant un dialecte du
langage ML) et aussi les règles de bonne-formation associées. Dans les sections suivantes,
nous donnons la représentation interne de l’architecture et du chemin d’instructions.
3.3.1 Représentation interne de l’architecture
Le modèle de l’architecture couvre les aspects structurels du pipeline et les caractéris-
tiques des composants matériels. On génère la liste des étages, des buffers, des registres et
des mémoires. Chaque type de ressource est donnée par un ensemble de paramètres qui le
caractérise et qui a un impact sur le temps d’exécution des instructions. Le type OCaml
pour l’architecture est décrit dans la Figure 3.6.
type ( 'stage , 'resource) architecture_desc = {
     
                                                            stages : ( ’ stage  ∗   int   ∗   int   ∗   bool ) list ;
                     













Fig. 3.6 – Type OCaml pour la micro-architecture.
Pour renforcer le typage du modèle, les étages et les différentes ressources sont déclarés
par des types. La description donnée dans le Listing 3.123 est générée automatiquement à
partir de la description Sim-nML du Listing 3.2.
Listing 3.12 – Représentation interne de l’architecture.
let proc = "arm"
type s tage = ALU | CM | DE | FE | IS | MEM
type memory = M | DCache | ICache
type r e g i s t e r = R | PC
type bu f f e r = FBuf | RoB
type r e s ou r c e = Buf f e r of bu f f e r | Memory of memory | Reg i s t e r of
r e g i s t e r
2Objective Caml
3Les commentaires dans le code Ocaml ne sont pas générés. Ils ont été rajoutés pour expliquer.
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let arm_structure = {
s t ag e s = [
( ∗ e t a g e FE , 1 o c c u r r e n c e , e x e c u t e 2 i n s t r u c t i o n s p a r c y c l e , i n− o r d e r ∗ )
(FE, 1 , 2 , true ) ;
(DE, 1 , 2 , true ) ;
( IS , 1 , 2 , true ) ;
(CM, 1 , 2 , true ) ;
( ∗ e t a g e ALU , 2 o c c u r r e n c e s , e x e c u t e 1 i n s t r u c t i o n p a r c y c l e , out−o f −
o r d e r ∗ )
(ALU, 2 , 1 , fa l se ) ;
(MEM, 1 , 1 , fa l se ) ] ;
r e s ou r c e s = [
( ∗ memo i r e p r i n c i p a l e , 1 o c c u r r e n c e , a c c e s p a r t a g e , a c c e s d e t e r m i n i s t e ∗ )
(Memory M, 1 , true , true ) ;
(Memory ICache , 1 , true , true ) ;
(Memory DCache , 1 , true , true ) ;
( Reg i s t e r R, 32 , true , true ) ;
( Reg i s t e r PC, 1 , true , true ) ;
( ∗ ReoB B u f f e r , 8 r e s s o u r c e s , a c c e s e x c l u s i f , a c c e s non− d e t e r m i n i s t e ∗ )
( Buf f e r RoB, 8 , false , fa l se ) ;
( Buf f e r FBuf , 4 , false , fa l se ) ; ]
}
( ∗ t a i l l e de b l o c de c a c h e en b i t ∗ )
let cache_block_size = 64
3.3.1.1 Structure du pipeline
La description Sim-nML inclut aussi la structure du pipeline (Listing 3.2). Nous suppo-
sons que tout pipeline admet un point d’entrée unique et un (ou plusieurs) points de sortie,
qui sont de type stage. Tout modèle d’exécution doit commencer par le point d’entrée
et finir par un point de sortie. Une relation de précédence est définie entre les différents
étages. Les propriétés de précédence entre les étages et la définition des points d’entrée
et de sortie sont utilisées pour définir des chemins de pipeline. Un chemin de pipeline
est une succession d’étages qui peut être parcourue par au moins une instruction pour
s’exécuter. On peut avoir plusieurs chemins de pipeline dans une même architecture. Le
Listing 3.13 décrit la structure du pipeline. Nous identifions deux chemins de pipeline pos-
sibles : (FE,DE,IS,ALU,CM) et (FE,DE,IS,MEM,CM). Les chemins de pipeline sont utilisés
pour valider les chemins d’exécution des instructions.
Listing 3.13 – Représentation interne de la structure du pipeline.
let f i r s t_ s t a g e = FE
let l a s t_s tage = CM
let next_of_stage = function
| FE −> [ DE ] | DE −> [ IS ] | IS −> [ ALU ; MEM ]
| MEM −> [ CM ] | ALU −> [ CM ] | CM −> [ ]
let pred_of_stage = function
| FE −> [ ] | DE −> [ FE ] | IS −> [ DE ]
| MEM −> [ IS ] | ALU −> [ IS ] | CM −> [ ALU ; MEM ]
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3.3.1.2 Système de mémoire
Le Listing 3.14 donne le type de donnée pour décrire le système de mémoire. Les
paramètres de la mémoire sont utilisés pour affecter des temps aux accès à la mémoire. Si
on prend en considération dans l’analyse du pipeline, l’analyse du comportement du cache
d’instructions, alors les classifications associées aux instructions sont traduites en temps.
Par exemple, si un accès est classé miss, on lui associe la pénalité d’accès à la mémoire,
qui est de 10 cycles.
Listing 3.14 – Type de données pour la description du système de mémoire.
type replacement_t = LRU|PLRU|FIFO
type mem_t = MAIN | INSTRUCTIONCACHE | DATACACHE | COMBINEDCACHE
type ’ a memory_spec =
{ id : ’ a ; ( ∗ r e s o u r c e memory ∗ )
level : int opt ion ;
mem_type : mem_t;
replacement : replacement_t opt ion ;
associativity : int opt ion ;
penality : int ; ( ∗ t im e n e e d e d t o a c c e s s t o memory ∗ )
s ize : int ;
line_word : int ; }
L’exemple du Listing 3.15 est associé au système de mémoire décrit en Sim-nML au Lis-
ting 3.3 (p. 68).
Listing 3.15 – Représentation interne du système de mémoire.
type memory_t = M | DCache | ICache
( ∗ v a l memory_sys tem : memory_t memory_spec ∗ )
let memory_system = [
{ id = M ; level = None ; mem_type = MAIN ;
replacement = None ; associativity = None ;
penality = 10 ; s ize = 0 ; line_word = 256 ;
} ;
{ id = DCache ; level = Some 1 ; mem_type = DATACACHE ;
replacement = Some LRU ; associativity = Some 2 ;
penality = 1 ; s ize = 0 ; line_word = 16 ;
} ;
{ id = ICache ; level = Some 1 ; mem_type = INSTRUCTIONCACHE ;
replacement = Some LRU ; associativity = Some 2 ;
penality = 1 ; s ize = 0 ; line_word = 16 ;
} ]
3.3.1.3 Propriétés de bonne formation d’architecture
Les propriétés de bonne formation sont validées sur la représentation interne de l’ar-
chitecture. Nous avons fixé un ensemble de propriétés structurelles qui nous permettent
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de garantir que la description donnée par le développeur correspond à une architecture
réaliste et cohérente. On site les propriétés suivantes :
– Chaque étage et ressource admettent un identifiant unique.
– L’ensemble des étages et l’ensemble des ressources doivent être non vides.
– Chaque étage ou ressource existe en, au moins, une occurrence.
– Le degré de superscalarité des étages est supérieur ou égal à 1.
– Une description d’architecture doit admettre un et un seul étage d’entrée et au moins
un étage de sortie.
– Chaque étage du pipeline doit être connecté avec les autres étages. Tout étage, excepté
le premier, doit avoir au moins un prédécesseur. Tout étage, excepté le dernier, doit
avoir au moins un successeur.
– Les buffers sont toujours accédés selon un schéma non-déterministe.
– Les étages peuvent être alloués selon les schémas déterministe et non-déterministe.
– Les mémoires et les registres sont toujours accédés selon un schéma déterministe.
Nous avons implanté les fonctions associées à ces propriétés dans la branche validation
de notre flot de travail (Figure 3.1 (p. 62)). La fonction de validation de bonne formation
de l’architecture est donnée à l’Annexe B.1.
3.3.2 Représentation interne du chemin d’instructions
La représentation interne des instructions est donnée par les clauses, qui reflètent le
modèle d’utilisation de ressources associé. Nous rappelons que notre analyse porte sur le
chemin d’instructions, qui est le bloc de base précédé par son préfixe. La génération de
la représentation interne du chemin d’instructions consiste à instancier les clauses défi-
nies dans la description Sim-nML, par les opérandes des instructions. En d’autres termes,
on remplace les paramètres des clauses dans la description Sim-nML par les valeurs des
opérandes encodés dans l’instruction (ces valeurs sont parfois calculées). La génération
des clauses instanciées se fait à travers un module que nous avons implanté, comme une
extension à l’outil GLISS. Les détails liés à la réalisation de ce module seront donnés à
la Section 3.4.1. Chaque instruction est représentée par une clause, dans laquelle on re-
trouve les requêtes de ressources dans une séquence de clauses. Cette séquence reprend la
chronologie d’exécution de l’instruction dans le pipeline. Dans ce qui suit nous présentons
le modèle mis en place pour décrire le chemin d’instruction et les clauses associées. Nous
présentons les types et la sémantique adoptés pour modéliser les clauses.
3.3.2.1 Requête de ressource simple
Comme nous l’avons expliqué, nous considérons deux schémas d’accès à une ressource :
accès déterministe et accès non-déterministe. Une requête déterministe de ressource est don-
née par l’identifiant de la ressource et son occurrence, et concerne les étages, les mémoires
et les registres. Une requête non-déterministe de ressource est donnée par l’identifiant de
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la ressource et concerne les étages et les buffers. Dans le Listing 3.16, nous présentons le
type de données pour les requêtes, qui est superposé au type d’architecture déjà présenté
dans la Section 3.3.1. Comme nous l’avons précisé, la requête d’un étage est associée à une
étape de l’exécution, et donc utilisée pour dégager les propriétés temporelles du modèle
d’exécution. Par conséquent, nous faisons la distinction entre une requête d’étage et une
requête de ressource de type buffer, mémoire ou registre. Nous définissons des propriétés
de bonne formation pour les requêtes :
– Une ressource demandée dans une requête doit être déclarée dans la description
d’architecture.
– L’occurrence utilisée dans une requête de ressource doit être dans l’intervalle des
occurrences déclaré (intuitivement l’intervalle est [0..n[ ).
– Une ressource déclarée dans l’architecture comme une ressource à accès non-déterministe,
ne doit pas être sujet d’une requête avec accès déterministe.
– Une ressource déclarée dans l’architecture comme une ressource à accès déterministe,
doit être demandée avec une occurrence.
Le type request sera la base du type clause. La fonction de validation de bonne formation
d’une requête est donnée à l’Annexe B.2.
Listing 3.16 – Type de données requête.
type ( ’ s tage , ’ r e s ou r c e ) r eque s t =
| STAGE of ’ s tage ∗ int ( ∗ s t a g e s p e c and s t a g e number ∗ )
| A_STAGE of ’ s tage ( ∗ a s t a g e o f s p e c ’ s t a g e ∗ )
| RES of ’ r e s ou r c e ∗ int ( ∗ r e s s o u r c e s p e c and r e s o u r c e number ∗ )
| A_RES of ’ r e s ou r c e ( ∗ a r e s o u r c e o f s p e c ’ r e s o u r c e ∗ )
3.3.2.2 Les clauses
La clause permet de décrire l’utilisation des ressources, ainsi que les attributs temps et
action, qui caractérisent le comportement de l’instruction sur le pipeline. Nous considérons
d’abord l’accès aux ressources (qualification de l’accès). La description de l’accès est basé
sur la syntaxe OCCAM [19,45]. La structure interne des clauses s’appuie sur les construc-
teurs de base de ce langage de processus. Le langage OCCAM offre les constructeurs PAR
et SEQ pour décrire respectivement l’exécution parallèle et séquentielle de processus. Le
constructeur SKIP est remplacé par un NULLUSAGE pour exprimer une clause vide (pas de
ressource accédées). Le processus de base (affectation, if then else, etc.) sont remplacés par
un constructeur de base USES. Nous présentons les constructeurs de base :
– USES : Ce constructeur représente le cas terminal dans lequel est spécifié une requête
de ressource basique et un mode d’accès (type access). Seules les ressources de type
mémoires et registres sont requises avec un mode d’accès de type lecture ou écriture.
– SEQ : Ceci est le comportement séquentiel. Chaque élément de la séquence représente
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une étape de l’exécution de l’instruction et est spécifié récursivement par une clause.
Intuitivement, le constructeur SEQ va nous permettre de définir le chemin d’exécution
d’une instruction. Chaque clause de cette séquence spécifie le comportement local de
l’instruction sur un étage du pipeline.
– PAR : Ceci représente un comportement concurrent. Chaque élément est spécifié ré-
cursivement par une clause. Ce constructeur exprime l’accès simultané à plusieurs
ressources.
– ATTR : Ce constructeur permet de superposer des attributs aux clauses. Entre autres,
nous utilisons ce constructeur pour spécifier l’attribut temps et action (type time_action).
Le constructeur ALT de OCCAM n’a pas été retenu pour construire le type des clauses.
En effet, ce constructeur représente le comportement indéterministe. Nous avons modélisé
ce type de comportement au niveau du type de la requête, où on peut spécifier l’accès
déterministe ou indéterministe aux ressources. La description des clauses est résumée par
le type de données du Listing 3.17.
Listing 3.17 – Types de données clause.
( ∗ Mode d ’ a c c e s , s p e c i f i e p o u r l e s r e s s o u r c e s m emo i r e s e t r e g i s t r e s ∗ )
type ac c e s s = Read | Write
( ∗ t y p e r e c u r s i f ∗ )
type ( ’ a t t r , ’ s tage , ’ r e s ou r c e ) c l au s e =
| NULLUSAGE
| USES of ( ’ s tage , ’ r e s ou r c e ) r eque s t ∗ ac c e s s opt ion
| PAR of ( ’ a t t r , ’ s tage , ’ r e s ou r c e ) c l au s e l i s t
| SEQ of ( ’ a t t r , ’ s tage , ’ r e s ou r c e ) c l au s e l i s t
| ATTR of ( ’ a t t r , ’ s tage , ’ r e s ou r c e ) c l au s e ∗ ’ a t t r
( ∗ I d e n t i f i a n t de l ’ a c t i o n e s t un nom de f o n c t i o n ∗ )
type id_act ion = s t r i n g opt ion
( ∗ t y p e a t t r i b u t s p e c i f i a n t une p r e _ a c t i o n , l e d u r e e d ’ a l l o c a t i o n e t l a
p o s t _ a c t i o n ∗ )
type t ime_action = id_act ion ∗ int ∗ id_act ion
Dans la Figure 3.7, nous illustrons l’instruction par sa représentation en assembleur, par
son attribut uses en Sim-nML et par sa clause en représentation interne. Comme pré-
senté dans la Section 3.1, nous partons de l’adresse de l’instruction dans le programme,
qui nous permettra d’obtenir sa forme binaire. La représentation binaire sera décodée pour
extraire le type d’opération, les opérandes effectifs de l’instruction, sa forme désassem-
blée, etc. Ensuite, nous considérons la description Sim-nML de l’opération correspondante
à l’instruction qui, outre la syntaxe, l’image binaire et l’action, contient l’attribut uses
définissant son comportement en termes d’accès aux ressources. A partir de ces données,
on obtient la clause instanciée de l’instruction.
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Assembleur
and r3 , r3 , #255
Sim-nML
extend AND_imm
uses = FE & FBuf , DE, RoB &
( IS , ALU & R[ rd ] . wr i t e
& R[ rn ] . read ) , CM
Clause
SEQ [
PAR [ USES ( STAGE (FE, 0 ) ,None ) ;
USES ( A_RES ( Buf f e r FBuf ) ,None ) ] ;
USES (STAGE (DE, 0 ) ,None ) ;
PAR [ USES ( STAGE ( IS , 0 ) ,None ) ;
USES ( A_RES ( Buf f e r RoB) ,None ) ] ;
PAR [ USES ( A_STAGE (ALU) ,None ) ;
USES ( RES ( Reg i s t e r R, 3 ) ,Some Write ) ;
USES ( RES ( Reg i s t e r R, 3 ) ,Some Read ) ;
USES ( A_RES ( Buf f e r RoB) ,None ) ] ;
USES ( STAGE (CM, 0 ) ,None )
] ;
Fig. 3.7 – Description Sim-nML et représentation interne d’une instruction.
3.3.2.3 Normalisation des clauses
Sémantique des clauses
Nous expliquons ici les propriétés des clauses et les formes autorisées. Les propriétés sui-
vantes assurent que toute clause donnée par l’utilisateur peut être normalisée et corres-
pond à un comportement réaliste du pipeline. Une clause normalisée vérifie des propriétés
d’architecture liées à la nature des composants matériels, à l’allocation des ressources, à
l’exécution correcte des instructions, à la durée d’accès, etc.
– Au plus, un attribut temps-action peut être défini pour une étape d’exécution. Si
aucun attribut temps n’est spécifié, une valeur par défaut est considérée, égale à 1
unité de temps. L’attribut action est vide par défaut. Par exemple, la clause USES (
RES (Register R,3),Some Write) est équivalente à ATTR (USES ( RES (Register R,3),Some Write), (
None, 1 , None)).
– Si la ressource requise est un étage ou un buffer, aucun mode d’accès n’est spéci-
fié. L’accès à une telle ressource est exclusif. La ressource est allouée par une seule
instruction à la fois.
– Une clause SEQ ne peut pas être l’argument d’un clause ATTR. On spécifie un temps
pour chaque étape de l’exécution, non pas à la totalité de l’exécution de l’instruction.
L’action que peut effectuer l’instruction est associée à une étape d’exécution (au
niveau étage), non pas à la totalité de l’exécution d’une instruction.
– Aucune contrainte n’est définie concernant les arguments d’une clause SEQ, qui peuvent
être n’importe quel type de clause. On peut définir un attribut temps-action pour
chaque argument d’une clause SEQ.
– Les éléments d’une clause PAR peuvent être des clauses de type USES ou SEQ. En
effet, une instruction peut utiliser une même ressource sur deux étapes successives.
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Cette propriété s’applique principalement sur les buffers et les étages dans des cas
particuliers d’architectures.
– La clause ATTR n’est pas autorisée comme argument pour la clause PAR. En effet,
quand plusieurs ressources sont allouées simultanément, on spécifie un attribut temps
(et action) unique pour l’étape. Cet attribut sera ensuite associé à chaque ressource
allouée durant l’étape.
D’autres propriétés sémantiques concernant le chemin d’exécution sont définies et sont va-
lidées ensuite sur les clauses. Nous présentons ces propriétés dans les paragraphes suivants.
Chemin de pipeline valide Une instruction est exécutée par au moins un étage.
Chaque étape d’exécution est associée à un et un seul étage. Le chemin d’exécution d’une
instruction doit vérifier d’autres propriétés pour être valide. Un chemin de pipeline valide
est un chemin composé d’étages déclarés dans l’architecture et dont l’ordre de composition
respecte la structure du pipeline spécifiée dans la description Sim-nML. On rappelle que la
structure du pipeline est donnée par les étages d’entrée et de sortie et par une relation de
précédence entre les étages. Ainsi un chemin d’exécution qui ne respecte pas la relation de
précédence n’est pas valide. L’exemple de la Figure 3.8 présente un chemin d’exécution :
(FE,DE,ALU,MEM), relatif à l’architecture du Listing 3.2. Le chemin n’est pas valide puisque
l’instruction finit son exécution par l’étage MEM, qui n’est pas un étage de sortie. Ce même
chemin ne respecte pas la relation de précédence spécifiée, qui spécifie que l’étage ALU est
succédé par l’étage CM.
Assembleur
and r3 , r3 , #255
Sim-nML
uses = FE & FBuf , RoB &
(DE , ALU & R[ rd ] . wr i t e
& R[ rn ] . read , MEM)
Clause
SEQ [
PAR [ USES ( STAGE (FE, 0 ) ,None ) ;
USES ( A_RES ( Buf f e r FBuf ) ,None ) ] ;
PAR [ USES ( STAGE (DE, 0 ) ,None ) ;
USES ( A_RES ( Buf f e r RoB) ,None ) ] ;
PAR [ USES ( A_STAGE (ALU) ,None ) ;
USES ( RES ( Reg i s t e r R, 3 ) ,Some Write ) ;
USES ( RES ( Reg i s t e r R, 3 ) ,Some Read) ;
USES ( A_RES ( Buf f e r RoB) ,None ) ] ;
PAR [ USES ( STAGE (MEM, 0 ) ,None ) ;
USES ( A_RES ( Buf f e r RoB) ,None ) ]
] ;
Fig. 3.8 – Instruction avec un chemin de pipeline non-valide.
Terminaison de l’exécution d’une instruction Le chemin d’exécution d’une
instruction ne doit pas être circulaire pour assurer la terminaison de l’exécution. Une
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instruction ne peut pas être exécutée par un même étage dans différentes étapes de son
existence sur le pipeline. Une instruction d’accès mémoire de type load ou store doit avoir
une requête d’accès à la mémoire dans sa clause. Une instruction de branchement doit avoir
une requête d’accès en écriture au compteur de programme PC dans sa clause.
Absence d’inter-blocage Pour éviter les inter-blocages entre des instructions
se trouvant dans le pipeline, une contrainte est définie sur le chemin d’exécution. Si une
ressource est accédée par une instruction sur un premier étage du pipeline et un autre
étage plus tard, alors cette ressource doit être demandée aussi sur les étages intermédiaires.
La Figure 3.9 présente une instruction ayant un chemin d’exécution ne vérifiant pas cette
propriété. En effet, le buffer RoB a été demandé sur deux étapes d’exécution non successives.
Assembleur
and r3 , r3 , #255
Sim-nML
uses = FE & FBuf , DE ,
RoB & IS ,
ALU & R[ rd ] . wr i t e &
R[ rn ] . read , RoB & CM
Clause
SEQ [
PAR [ USES ( STAGE (FE, 0 ) ,None ) ;
USES ( A_RES ( Buf f e r FBuf ) ,None ) ] ;
USES (STAGE (DE, 0 ) ,None ) ;
PAR [ USES ( STAGE ( IS , 0 ) ,None ) ;
USES ( A_RES ( Buf f e r RoB) ,None ) ] ;
PAR [ USES ( A_STAGE (ALU) ,None ) ;
USES ( RES ( Reg i s t e r R, 3 ) ,Some Write ) ;
USES ( RES ( Reg i s t e r R, 3 ) ,Some Read ) ] ;
PAR [ USES ( STAGE (CM, 0 ) ,None ) ;
USES ( A_RES ( Buf f e r RoB) ,None ) ]
] ;
Fig. 3.9 – Chemin d’exécution ne vérifiant pas la contrainte d’inter-blocage.
Forme normale des clauses
En se basant sur la syntaxe et la sémantique des clauses énoncées dans les paragraphes
précédents, nous définissons la forme normale des clauses. Toute clause donnée par l’utili-
sateur, qui vérifie les propriétés définies ci-dessus, peut être normalisée. La normalisation
préserve les propriétés sémantiques spécifiées par l’utilisateur. Cette forme normale des
clauses est utilisée pour les étapes de validation des propriétés d’architecture et d’analyse
du temps. Pour déduire la sémantique des clauses, deux approches sont possibles. Une
première alternative consiste à normaliser les clauses, obtenues après instanciation, puis
effectuer les validations et dégager la sémantique de la clause. Une deuxième alternative
consiste à commencer par dégager la sémantique à partir de la clause non-normalisée et
ainsi obtenir une forme normale puis effectuer les contrôles et la validation des propriétés.
Nous avons privilégié la première alternative. En effet, la sémantique des clauses est connue
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Clause initiale Clause normalisée
Règles de base.
PAR [ c1 ; PAR [c2 ;c3] ; ...] ⇒ PAR [ c1 ; c2 ; c3 ; ...]
PAR[c1 ; NULLUSAGE ; c2 ; ...] ⇒ PAR [c1 ; c2]
PAR [ c ; c] ⇒ c
Ressource utilisée sur deux étapes successives
PAR [SEQ [p1 ;p2] ; c ] ⇒ SEQ [PAR [p1 ; c] ; PAR [p2 ;c]]
L’attribut d’une étape qualifie chacune des ressources allouées dans l’étape.
ATTR (PAR [c1 ; c2 ; ..],a) ⇒ ATTR( PAR [ ATTR(c1,a) ;
ATTR (c2,a) ;..],a) 4
Une étape vide est supprimée (cas des instructions micro-codées).
SEQ [c1 ; NULLUSAGE ; c2 ; ...] ⇒ SEQ [c1 ; c2 ; ...]
Si non spécifié, l’attribut temps d’une étape est égal à un cycle.
SEQ [ c ; ATTR (c2, a ) ;..] , ⇒ SEQ [ATTR (c1, (None, Some 1,
None)) ;
tel que c 6= ATTR ATTR(c2,a) ;.. ]
Tab. 3.1 – Règles de transformation
pour l’exécution sur un pipeline. Il est plus facile d’avoir une forme commune aux clauses
sur laquelle on effectue les contrôles et la validation des propriétés. La forme normale est
illustrée par la Figure 3.10. Dans une clause normalisée, on trouve, au premier niveau,
une clause SEQ qui représente la séquence des étapes d’exécution de l’instruction. Chaque
élément de cette séquence est donnée par une clause ATTR (c, attr), où c est la clause
donnant l’étape. L’attribut temps-action associé à l’étape est attr. Le nombre d’étapes
n’est pas limité mais fini. La clause c qui représente l’étape donne l’ensemble de ressources
allouées. Si une seule ressource est allouée, c est une clause USES. Si plusieurs ressources
sont allouées, c est une clause PAR. La clause PAR admet, comme argument une liste non
vide de clauses de type ATTR (USES (r, access), au). L’accès à la ressource est qualifié
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Fig. 3.10 – Représentation du type clause (forme normale).
par l’attribut au, qui doit correspondre à l’attribut de plus haut niveau. Pour normaliser
les clauses, nous avons défini les règles de transformations. Les plus importantes sont pré-
sentées dans le Tableau 3.1. La fonction permettant de vérifier la normalité d’une clause
est donnée dans l’Annexe B.3.
3.3.2.4 Le chemin d’instructions
L’analyse porte sur un bloc de base précédé par un préfixe, les deux formant le chemin
d’instructions. Le Tableau 3.2 montre la structure d’un chemin d’instructions dans son
format d’entrée. Les instructions sont données par leurs adresses dans le programme. Le





Tab. 3.2 – Structure d’un chemin d’instructions.
chemin inclut une indication sur la fin du préfixe et le début du bloc de base. Cette séquence
d’instructions est fournie par l’analyseur du programme de l’environnement OTAWA. Nous
associons un nom comme identifiant unique au chemin d’instructions. Le nom d’un che-
min d’instructions est de la forme <prog_BB_nump_(@p)_bb_numb_(@b)>, où nump et @p
(respectivement numb et @b) sont le numéro et l’adresse du bloc considéré comme préfixe
(respectivement du bloc de base à analyser). Chaque instruction est décrite par une clause
instanciée. Nous définissons alors le type de données du Listing 3.18 permettant d’associer
une description aux instructions. Dans le cas présent cette description est un ensemble de
clauses. Ce type de données générique nous permet d’associer d’autres descriptions aux
instructions.
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Listing 3.18 – Type de données pour le chemin d’instructions.
type ’ desc ins t ruct ion_path = {
path_desc : ( int ∗ ’ desc ) l i s t ;
end_pref ix : int ;
path_id : s t r i n g
}
Le Listing 3.19 est un exemple de chemin d’instructions. Nous générons aussi des des-
criptions du chemin d’instructions, comme l’assembleur des instructions et leurs classes
(Annexe B.4.1), nécessaires dans la partie validation et dans la génération des contraintes
et de la documentation. Ces descriptions sont générées à partir de la description Sim-nML
du jeu d’instructions, du chemin d’instructions et de l’exécutable.
Listing 3.19 – Exemple de chemin d’instructions.
( ∗ v a l p a t h : ( ’ a o p t i o n ∗ i n t o p t i o n ∗ ’ b o p t i o n , s t a g e , r e s o u r c e )
c l a u s e i n s t r u c t i o n _ p a t h ∗ )
let path = {
path_desc = [
(0 x00008410 , c l_ i0 ) ;
(0 x00008414 , c l_ i1 ) ;
(0 x000084ac , c l_ i2 ) ;
] ;
end_pref ix = 1 ;
path_id = "duff_BB_10_(00008410)_BB_3_(000084 ac ) "
}
3.3.2.5 Modélisation des accès aux caches
L’analyse du cache permet de fournir et de classifier les accès mémoires effectués dans
un bloc de base. La classification consiste à dire si l’accès a produit un hit, un miss, un first
miss (est persistant) ou si l’analyse ne peut pas évaluer l’accès, c’est à dire not classified.
La Section 1.3.2 explique l’analyse de cache et la classification fournie par cette analyse.
L’analyse du cache se base sur le programme et la configuration du cache. On admet
comme entrée, la spécification du cache fournie au niveau de la description Sim-nML (voir
Section 3.2.3). La classification des accès au cache est donnée sous forme d’annotations dans
le fichier d’entrée contenant le chemin d’instructions (voir Annexe B.4.2). On suppose que
le résultat de l’analyse effectué concerne le cache d’instruction. La représentation interne
du chemin d’instructions avec la classification du cache est présentée dans le Listing 3.20.
Cette description du chemin d’instructions va nous permettre d’initialiser les paramètres
relatifs au temps d’accès à la mémoire, spécifiés au niveau des clauses des instructions (voir
Section 3.2.4.5). Ainsi, pour chaque instruction, nous instancions le paramètre fetch_time,
selon la classification, et en se basant sur la pénalité d’accès aux mémoires donnée dans le
Listing 3.15. Par exemple, pour l’instruction i0, l’accès au cache est classé en always miss.
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Alors, le paramètre fetch_time sera instancié à #10 cycles, qui est la pénalité d’accès à
la mémoire.
Listing 3.20 – Chemin d’instructions décrit par le résultat d’analyse des accès au cache.
type cache_class = AH | AM | FM | NC
( ∗ v a l p a t h _ c a t e g o r i z a t i o n : c a c h e _ c l a s s i n s t r u c t i o n _ p a t h ∗ )
let path_categor i za t ion = {
path_desc_icache = [
(0 x00008410 , AM) ;
(0 x00008414 , AH) ;
(0 x000084ac , AH) ;
] ;
end_pref ix = 1 ;
path_id = "duff_BB_10_(00008410)_BB_3_(000084 ac ) "
}
3.4 Implantation
3.4.1 Extension de GLISS
GLISS [82] est un outil développé au sein de l’équipe TRACES depuis 2002. C’est un
outil qui permet de générer des simulateurs fonctionnels à partir de la description Sim-
nML du jeu d’instructions. L’outil génère des bibliothèques de fonctions qui sont liées
au simulateur et qui permettent de charger, décoder et de désassembler les instructions.
Ces bibliothèques sont utilisées par l’outil d’analyse de temps OTAWA, pour charger et
interpréter les binaires des programmes. L’outil GLISS est composé d’un ensemble de sous-
modules, qui sont utilisés séquentiellement pour passer de la description Sim-nML de l’ar-
chitecture vers les bibliothèques. Une représentation intermédiaire est générée à partir de
la description Sim-nML avec le module IRG (Intermediate Representation Generator), qui
contient un parseur Sim-nML. Chaque module générateur accède à un ou plusieurs arbres
qui contiennent l’information recherchée par simple parcours. A partir de cette représen-
tation intermédiaire de la spécification d’architecture, l’outil GEP permet de générer des
fichiers sources et des fichiers d’en-têtes. Ces fichiers sont compilés pour donner des biblio-
thèques. La Figure 3.11 donne une vue d’ensemble de l’outil GLISS. Sur la même figure
nous montrons les extensions et les ajouts que nous avons réalisés.
L’extension de l’outil GLISS consiste en
1. La modification du module IRG pour prendre en considération la nouvelle gram-
maire du langage étendu et d’effectuer certains tests de propriétés sur la description
d’architecture. La grammaire est donnée à l’Annexe A.
2. La modification du module GEP pour générer une nouvelle bibliothèque dont le rôle
est de générer la représentation interne d’architecture et des clauses non-instanciées




























Fig. 3.11 – Extension de l’outil GLISS
3. L’implémentation de la bibliothèque RUM (Resource Usage Model) pour l’instan-
ciation et la génération des clauses à partir d’un exécutable de programme et d’un
chemin d’instructions et pour une architecture donnée.
La bibliothèqueRUM est configurée et compilée pour obtenir un moduleGen_Clauses_X,
qui permet de générer la représentation interne pour une architecture X et pour un chemin
d’instructions path_id. Ce module utilise les fonctions de décodage, de désassemblage et
d’instanciation de clauses. Le flot de génération de la représentation interne est présenté
dans la Figure 3.12. L’option -cat permet de traiter le chemin d’instructions avec des clas-
sifications d’accès au cache fournies pour les instructions, sous forme d’annotations, comme
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Fig. 3.12 – Génération de la représentation interne d’une architecture et d’un chemin
d’instructions.
dans l’Annexe D. Le noyau GLISS est codé en OCaml (∼3500 lignes) Chaque étape de
notre flot de travail est accompagnée par la génération automatique d’une documentation.
3.4.2 Cas d’étude
Nous considérons un processeur superscalaire de degré 2 avec une exécution non-
ordonnée qui implante le jeu d’instructions ARMv5. Ce cas d’étude, présenté par la Fi-
gure 3.2 (p. 66), bien qu’il ne corresponde pas à un modèle réel de processeur commercialisé,
réunit plusieurs caractéristiques techniques trouvées dans les processeurs commercialisés les
plus récents.
3.4.2.1 Architecture matérielle
Le processeur admet un pipeline à 5 étages : un étage fetch, un étage de décodage,
un étage sélecteur d’instructions, un étage d’exécution et un étage de commit. L’étage
d’exécution est composé de trois unités fonctionnelles, à savoir deux unités logiques et
arithmétiques et une unité d’accès à la mémoire. Une des unités ALUs est spécialisée pour
l’exécution des opérations de multiplication. Les instructions sont chargées du cache d’ins-
tructions puis décodées dans l’ordre du programme. Les unités fonctionnelles procèdent
à une exécution non-ordonnée des instructions. Les résultats des instructions sont validés
par l’étage commit dans l’ordre du programme. Nous supposons qu’au plus deux instruc-
tions peuvent être chargées, décodées, sélectionnées et commitées en parallèle. Une fois
chargées, les instructions sont stockées dans un buffer à 4 emplacements, qu’on appelle le
Fetch Buffer. L’étage Decode retire les instructions du Fetch buffer pour les décoder. A la




d’un buffer de ré-ordonnancement : Re-order Buffer. Ce buffer, à 8 entrées, est utilisé pour
rétablir l’ordre du programme au niveau des instructions et validera les résultats dans
l’ordre du programme à l’étape commit. Les instructions sont ordonnancées pour accéder
aux unités fonctionnelles selon la disponibilité de ces dernières et les dépendances entre
les instructions. Le Re-order buffer stocke les instructions du moment qu’elles finissent le
décodage jusqu’à la fin de l’exécution sur les unités fonctionnelles. L’étage sélecteur d’ins-
tructions envoie au plus deux instructions prêtes à s’exécuter et non-dépendantes pour
s’exécuter sur les unités fonctionnelles. Si deux instructions, prêtes à s’exécuter, sont dé-
pendantes, alors l’ordre du programme est appliqué pour les ordonnancer. La plus ancienne
dans le programme est sélectionnée pour s’exécuter. La description Sim-nML complète de
ce processeur est donnée dans le Listing 3.21. Elle est éditée dans un fichier d’extension
« .nma ».
Listing 3.21 – Description Sim-nML du processeur : « use_case.nma »
// e tage s
stage FE, DE, IS , ALU[ 2 ] , MEM, CM
// extens i on de l a d e f i n i t i o n des e tage s
extend FE , DE, IS , CM
inorder = true // execut ion ordonnee , va l eur par de faut
capacity = 2 // degre de s up e r s c a l a r i t e , 1 par de faut
extend ALU , MEM
inorder = f a l s e // execut ion non−ordonnee , degre de s c a l a r i t e = 1
// s t r u c tu r e du p i p e l i n e
extend FE
blocked = 64 // t a i l l e du b loc de cache en b i t
f i r s t = true // FE e s t l ’ e tage d ’ en t r e e du p i p e l i n e














last = true // CM es t l ’ e tage de s o r t i e du p i p e l i n e
pred = {ALU , MEM}
// Fetch Buf f e r a 4 emplacements et Re−order Buf f e r a 8 emplacements
buffer FBuf [ 4 ] , RoB [ 8 ]
// Reg i s t r e s e t memoires
reg PC [ 1 , card (32) ] // compteur de programme
reg R [32 , card (32) ] // banc de r e g i s t r e s contenant
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// 2^32 r e g i s t r e s de 32 b i t s
mem M [32 , card (8 ) ] // memoire p r i n c i p a l e de t a i l l e 2^32 mots de 8
b i t s
3.4.2.2 Jeu d’instructions
L’extension du langage Sim-nML permet de donner la définition des modèles d’exé-
cution des instructions dans un module indépendant de la spécification initiale du jeu
d’instructions, qui contient la description du comportement, de la syntaxe et du binaire.
La grammaire est donnée à l’Annexe A.
Nous avons mis en place une description hiérarchique du modèle de ressources des ins-
tructions. La racine de la description du modèle de ressources du jeu d’instructions est
l’opération instruction, à laquelle nous avons défini un attribut uses qui est partagé par
tout le jeu d’instructions. Dans ce modèle commun, une partie dépend de l’instruction et
sera définie plus tard. Les deux parties de la définition sont réparties sur deux fichiers
différents comme décrit par le Tableau 3.3. A gauche, le fichier arm.nml contient la spéci-
fication de la sémantique du jeu d’instructions. A droite, le fichier arm_rum.nma contient
la spécification du modèle d’exécution du jeu d’instructions.
arm.nml
op i n s t r u c t i o n ( arm_i : ARM_instr )
image = arm_i . image
syntax = arm_i . syntax
ac t i on = {
PC = PC + 4 ;
arm_i . a c t i on ;
}
arm_rum.nma
// chemin d ’ execut ion de l a r a c i n e
extend i n s t r u c t i o n
uses = FE & FBuf & R[ 1 5 ] . read , DE,
RoB & IS , arm_i . uses , CM
Tab. 3.3 – Description de l’instruction racine du jeu d’instructions.
Les modes d’adressage sont utilisés comme des types pour les opérandes des instruc-
tions. Quand on définit un attribut uses à un mode d’accès, tout paramètre (opérande)
d’instruction faisant référence à ce mode hérite de cet attribut. Dans le Tableau 3.4, nous
donnons la définition initiale en Sim-nML du mode d’adressage regShift, utilisé par l’ar-
chitecture ARMv5, placé dans un fichier modes_arm.nml. Le mode d’adressage est étendu
par un attribut uses, qui définit quels registres sont accédés, si l’instruction utilise ce mode
d’adressage.
Ensuite, de la même manière, nous avons spécifié les attributs uses pour les instruc-
tions par extension. Le Listing 3.22 montre l’extension de certaines instructions (ce code
Sim-nML fait partie du fichier arm_rum.nma). Certains paramètres de l’instruction font
référence à des modes d’adressage que nous avons étendu par des modèles de ressources.




type index = card (4 )
mode REG_INDEX( r : index ) = r
. . .
mode r e gSh i f t ( shiftAmt : REG_INDEX,
sh i f tK ind : u2 ,
r : REG_INDEX) = . . .
syntax = format ( "%s , %s %s " , r . syntax ,
switch ( sh i f tK ind ) {
case LSL : " l s l "
case LSR: " l s r "
case ASR: " a s r "
case ROR: " ro r "
} , shiftAmt . syntax )
arm_rum.nma
extend immShift
uses = R[ r ] . read
extend r e gSh i f t
uses = R[ shiftAmt ] . read & R[ r ] . read
extend cond i t i on
uses = ( i f ! ( ( cond == 14) | | ( cond == 15) )
then Ucpsr . read
e l s e ( i f ( ( cond == 14) | | ( cond == 15)
)
then Ucpsr . wr i t e end i f ) end i f )
extend setS
uses = ( i f s e t then Ucpsr . wr i t e end i f )
Tab. 3.4 – Description Sim-nML des modes d’adressage.
’[’ Expr ’]’ ] ’.’uses. Nous supposons que notre processeur utilise la technique de bypass.
Les registres sont produits et disponibles à la lecture à l’étage d’exécution.
Listing 3.22 – Modèle d’exécution du jeu d’instructions ARMv5
// i n s t r u c t i o n s a r i thmet iques
extend ADD_shr , ADC_shr , BIC_shr
uses = ALU & R[ rd ] . wr i t e & R[ rn ] . read & sh i f t e r_operand . uses
& ( s e t s . uses ) & ( cond . uses )
// i n s t r u c t i o n de mu l i p l i c a t i o n u t i l i s e l ’ALU s p e c i a l i s e e
extend MLA
uses = ALU[ 0 ] & R[ rd ] . wr i t e & R[ rn ] . read & R[ rm ] . read
& R[ r s ] . read & ( s e t s . uses ) & ( cond . uses )
// i n s t r u c t i o n de branchement
var taken [ 1 , card (1 ) ]
extend B_Cond
uses = ALU & ( i f ( s e t l ) then R[ 1 4 ] . wr i t e end i f )
& ( i f ( taken==1) then R[ 1 5 ] . wr i t e end i f ) & ( cond . uses )
// parametre temps d ’ acce s a l a memoire
var mem_read_time [ 1 , card (8 ) ]
var mem_write_time [ 1 , card (8 ) ]
// i n s t r u c t i o n de load / s t o r e mu l t ip l e
extend Mem_load_store_multiple
uses = i f ( s e t l ==1) // i n s t r u c t i o n load
then
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( i f r e g l i s t & (1 << 0)
then MEM & M. read & R[ rn ] . read & R [ 0 ] . wr i t e #{mem_read_time} end i f ) ,
. . . . . . ,
( i f r e g l i s t & (1 << 15)
then MEM & M. read & R[ rn ] . read & R[ 1 5 ] . wr i t e #{mem_read_time} end i f )
e l s e // i n s t r u c t i o n s t o r e
( i f r e g l i s t & (1 << 0)
then MEM & M. wr i t e & R[ rn ] . read & ( i f setw then R[ rn ] . wr i t e end i f ) &
R [ 0 ] . read#{mem_write_time} end i f ) ,
. . . . . ,
( i f r e g l i s t & (1 << 15)
then MEM & M. wr i t e & R[ rn ] . read & ( i f setw then R[ rn ] . wr i t e end i f ) &
R[ 1 5 ] . read #{mem_write_time} end i f )
end i f
3.4.3 Synthèse
La micro-architecture et les comportements liés sont décrits explicitement au niveau
Sim-nML. La grammaire de l’attribut uses, qui a déjà été proposé par [78] a été simplifiée et
modifiée pour l’adapter à nos besoins. Le modèle de ressources a été enrichi afin d’expliciter
le type des composants matériels de l’architecture (les étages, les mémoires tampons).
Nous avons explicité les propriétés fonctionnelles des étages, ce qui n’était pas le cas dans
les extensions Sim-nML déjà proposées. Nous avons aussi introduit la description de la
structure du pipeline, utilisée pour la validation des chemins d’instructions. La spécification
du modèle de ressources est indépendante de la sémantique des instructions. Nous avons pu
décrire explicitement des particularités du jeu d’instruction ARMv5. Le langage Sim-nML
étendu se prête facilement à la génération de simulateur de pipeline grain-fin. Nous avons
vu dans la Section 3.2.4.3 qu’il est possible de spécifier une action pour l’instruction, à
chaque étape de son exécution sur le pipeline. Un travail a déjà été commencé dans ce
sens, permettant de décrire le comportement des instructions au niveau pipeline.
Dans l’implantation de l’extension OTAWA, nous avons suivi une démarche incrémen-
tale. Nous avons préservé les fonctionnalités de l’environnement, plus précisément celles
relatives à l’outil GLISS, à savoir la génération d’assembleurs, de désassembleurs, des si-
mulateurs, etc. Nous avons intégré la génération de la représentation interne du modèle de
ressources à la chaîne de génération d’outils déjà existante dans GLISS.
La spécification du modèle de ressources du jeu d’instruction ARMv5 mis en place est
contenu dans un seul fichier de 200 lignes de codes Sim-nML, ce qui représente ∼ 5% de
l’ensemble de la description Sim-nML du processeur (ISA et modèle de ressources ∼ 4000).
Ce qui ne représente pas beaucoup de code par rapport à la description du niveau ISA,
utilisée pour la génération des simulateurs, assembleurs, etc.
La représentation interne est générique et basée sur un formalisme dédié qui capte le
modèle d’architecture, le modèle temporel des instructions et le modèle d’utilisation des res-
sources. Le formalisme a été implanté à l’aide des types récursifs et des types polymorphes
OCaml. Cette représentation interne inclut toute information utile pour l’étape d’analyse
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ultérieure. Ceci nous a permis de séparer la partie analyse du temps de la partie description
d’architecture. Il sera alors possible d’adopter différentes méthodes de résolution pour le
calcul du temps d’exécution, à partir de la représentation interne.
Les entrées de l’approche sont indépendantes. L’utilisateur peut changer le modèle du
processeur, indépendamment du programme et inversement. La modification de la partie
micro-architecture se fait indépendamment de la description du niveau ISA, puisque les
deux descriptions ont été séparées.
Nous n’avons pas traité certaines fonctionnalités de pipeline comme la prédiction de
branchement, le scoreboard. Notre description matérielle du processeur s’est limitée aux
étages, buffers, mémoires et registres. Cependant d’autres composants matériels comme les
bus, les caches de niveau 2, etc. doivent aussi être inclus dans la description Sim-nML. Ceci
est une perspective envisagée.
Conclusion
Ce chapitre a présenté le langage d’architecture Sim-nML étendu, permettant la des-
cription de l’architecture matérielle et du jeu d’instruction d’un processeur. La description
de processeur inclut une description des composants matériels et de leurs caractéristiques,
une description du modèle d’exécution des instructions qui donne les étapes d’exécution
sur le pipeline et les ressources utilisées et enfin la description du comportement des ins-
tructions. Nous avons montré comment décrire des architectures ayant des fonctionnalités
spécifiques et complexes, avec le langage Sim-nML étendu. La représentation interne est
une abstraction de l’architecture et des instructions. Elle inclut les éléments de l’architec-
ture pertinents pour l’analyse du temps et le comportement des instructions donné par un
formalisme des clauses, que nous avons défini. Dans le chapitre suivant, nous présentons
l’étape d’analyse du temps
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Chapitre 4
Description à base de contraintes
et Calcul du temps
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Introduction
Dans ce chapitre nous abordons l’étape d’analyse de pipeline et de calcul du temps
d’exécution d’un bloc de base. Le comportement du pipeline est décrit sous forme d’un
système de contraintes. Dans un premier temps, nous allons présenter une spécification
formelle de l’architecture et des instructions sous forme de contraintes de haut-niveau.
Un langage dédié a été mis en place pour cette formalisation. Ensuite, nous expliquons
le passage des clauses d’instructions vers les contraintes. La formulation du problème de
satisfaction de contraintes (CSP) sera détaillée. Nous nous intéressons par la suite à l’im-
plantation du CSP et sa résolution. Ensuite, un outil d’animation est présenté, permettant
la simulation de l’exécution du modèle d’architecture et la validation des résultats. Les
résultats des expérimentations seront détaillés et interprétés en fin de chapitre.
4.1 Approche à base de contraintes pour le calcul du temps
Pour l’analyse locale du comportement du pipeline, nous avons mis en place une mé-
thode basée sur les contraintes. Nous utilisons les langages de spécification de contraintes
et les méthodes de résolutions pour calculer le temps d’exécution d’un bloc de base. Une
description à base de contraintes est générée automatiquement à partir de la représenta-
tion interne de l’architecture et du chemin d’instructions. Les contraintes couvrent toutes
la sémantique de l’architecture et des instructions, à savoir la stratégie d’allocation des
ressources, les dépendances de données et de structure, les conflits d’accès, etc. Nous uti-
lisons des intervalles de temps pour modéliser la présence des instructions sur les étages
du pipeline et pour modéliser l’allocation des ressources. Les dépendances entre les ins-
tructions sont exprimées sous forme de contraintes appliquées aux intervalles de temps.
Les contraintes sont combinées pour former un problème CSP [12] (Constraint Satisfaction
Problem), dont la résolution produit le temps d’exécution au pire cas du bloc de base.
Un générateur de CSP a été implanté, qui génère des contraintes globales, construites à
partir du catalogue de contraintes globales [13,14]. Le système de contraintes généré n’im-
plémente aucune méthode de résolution. Ayant le système de contraintes (étape Ã de la
102 Hajer Herbegue
4.2 Description haut niveau des propriétés de l’architecture
Figure 3.1 (p. 62)), l’utilisateur peut choisir la méthode de résolution. Les contraintes sont
alors transposées dans le langage de contraintes choisi pour la résolution effective, réalisée
à l’étape Ä.
Nous avons mis en place une description formelle des contraintes d’architecture, dans
laquelle nous exprimons les éléments d’architecture, les propriétés liées au comportement
des composants matériels et du jeu d’instructions et les contraintes assurant l’exécution
correcte des instructions. Cette description formelle de l’architecture est indépendante de
la méthode de résolution et du langage de contrainte utilisé durant l’étape de calcul du
temps. Dans ce but, nous proposons un langage d’architecture dédié pour la description
logique des propriétés d’architecture. L’objectif de cette étape Å du flot de travail est de
fournir à l’utilisateur une bibliothèque dans laquelle il dispose d’un ensemble de propriétés
quantitatives réutilisables. (1) Ces propriétés assistent l’utilisateur-architecte dans la dé-
finition de contraintes de haut-niveau pour l’architecture utilisée durant l’étape d’analyse
du temps. Les contraintes de haut niveau sont traduites en un système de contraintes dans
un langage spécifique et par la suite résolues. (2) Ces mêmes propriétés sont la base d’une
étape de validation de la cohérence du modèle d’architecture mis en place par rapport à la
spécification initiale. La bibliothèque inclut des propriétés intrinsèques à toute architecture
pipelinée et des propriétés plus spécifiques liées à des caractéristiques d’architectures avan-
cées. Chaque propriété est indépendante et concerne une fonctionnalité de l’architecture ou
le comportement d’un composant. Les propriétés sont ainsi paramétrées par les éléments
de l’architecture. Si une caractéristique matérielle ou un composant matériel n’est pas pris
en compte dans la bibliothèque fournie, l’utilisateur peut l’incrémenter par les propriétés
liées à ce nouveau composant matériel. Ainsi l’architecte, ayant la description Sim-nML
de l’architecture et la bibliothèque de propriétés, va collecter l’ensemble de propriétés qui
caractérisent son architecture. Cette description logique composée par l’utilisateur sera uti-
lisée par la suite pour le calcul du temps et la validation. L’aspect de modularité de notre
approche a été aussi respecté dans cette partie du travail, en plus de l’incrémentalité.
Nous avons aussi étudié la validation des résultats retournés par les solveurs. Un outil
de validation consiste en un outil d’animation, qui permet à l’utilisateur de visualiser et
de rejouer le comportement des instructions et du pipeline (étape Å du flot). L’outil
d’animation est implémenté avec l’outil de vérification UPPAAL [96]. Les contributions de
ce chapitre ont été présentées dans [42,44,43].
4.2 Description haut niveau des propriétés de l’architecture
La description formelle proposée est basée sur l’Architecture A et les clauses asso-
ciées au chemin d’instructions, désigné par le Bloc de Base BB. Nous générons un système
d’équations Eq(BB,A) qui modélise la séquence d’instructions analysée, par rapport à l’ar-
chitecture A. Dans Eq(BB,A), les temps ne sont pas calculés. Pour calculer les temps
d’exécution des instructions, nous formulons un ensemble de contraintes structurelles et
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temporelles de haut niveau, noté par Constraints_A. La résolution de Eq(BB,A) et
Constraints_A donne les temps d’exécutions calculés. Comme nous l’avons mentionné,
la résolution passe par la traduction du système d’équations et des contraintes en un pro-
blème CSP (Figure 4.1). Dans cette section, nous confondons les termes bloc de base et
chemin d’instructions, qui, à l’étape de formalisation, désignent le bloc de base précédé par
son préfixe (Section 3.3.2.4). Cette confusion ne sera pas autorisée, une fois passé à l’étape
de calcul de temps d’exécution de bloc de base.
Eq ( BB , A )
Constraints_A





Fig. 4.1 – Processus de résolution des contraintes.
4.2.1 Langage dédié (Domain Specific Language)
Le langage dédié proposé a pour rôle d’exprimer les propriétés de l’architecture et des
instructions. De chaque instruction du bloc de base, nous dérivons un ensemble de tâches.
Chaque tâche est donnée par un intervalle modélisant sa durée de vie. Nous définissons
trois niveaux de tâches.
– le niveau ISA. Au niveau ISA, les instructions sont considérées comme des activités
atomiques exécutées par le processeur. Une tâche au niveau ISA représente l’exécution
de l’instruction sur le pipeline. La tâche débute quand l’instruction entre dans le
pipeline et finit quand l’instruction quitte le pipeline. La tâche est identifiée par
l’index de l’instruction dans le chemin d’instructions et sa durée d’exécution :
〈o〉〈interval〉〈instruction〉
La tâche o τ_00 1 est associée à l’instruction d’index 0 et l’intervalle τ_0 représente
sa durée de vie.
– Niveau étape. L’exécution de l’instruction sur un étage ou une unité fonctionnelle
est modélisée par une tâche, notée par :
〈s〉〈interval〉〈instruction〉,〈step〉
Une tâche du niveau étape (appelée aussi étape) est référencée par l’index de l’instruc-
tion et le rang de l’étape. La tâche sτ_0_00,1 modélise le chargement de l’instruction 0
1o pour opération
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par l’étage Fetch (première étape d’exécution). L’intervalle τ_0_0 modélise le temps
passé entre le début de l’étape courante et sa fin, qui coïncide avec le début de l’étape
suivante.
– Niveau ressources. Les tâches basiques ou les feuilles représentent l’allocation des
ressources durant une étape. Les tâches définies à ce niveau concernent les étages, les






H représente un élément parmi les étages, les unités fonctionnelles, les buffers, les
registres ou les mémoires. L’allocation de l’occurrence 0 de l’étage Fetch par l’instruc-
tion d’index 0 est modélisée par la tâche 0FE
τ_0_0_fe
0,0 , où l’intervalle τ_0_0_fe
représente la durée d’allocation de l’étage. Le mode d’accès est optionnel selon la
ressource et est égal à r pour la lecture et w pour l’écriture.
Le Tableau 4.1 résume le langage dédié (DSL) proposé.
Domaine d’architecture
〈Pipeline〉 ::= (〈DescResource〉 〈DescStage〉)
〈DescResource〉 ::= ( 〈DescRegistre〉 〈DescMemory〉 〈DescBuffer〉 )
〈Resource〉 ::= 〈Register〉 | 〈Memory〉 | 〈Buffer〉
〈Stage〉 ::= string , 〈Register〉 ::= string , 〈Memory〉 ::= string , 〈Buffer〉 ::= string
Domaine du bloc de base (de longueur n)
〈instruction〉 ::= nat , 〈step〉 ::= nat , 〈interval〉 ::= nat | ′[′nat, nat′)′
Tâche niveau ISA Tâche niveau étape
〈o〉〈interval〉〈instruction〉 〈s〉〈interval〉〈instruction〉,〈step〉
Tâche niveau ressources (feuilles)
〈occurrence|?〉〈Stage〉〈interval〉〈instruction〉,〈step〉 | [r|w]〈occurrence|?〉〈Resource〉〈interval〉〈instruction〉,〈step〉
Tab. 4.1 – Light-DSL : un langage dédié pour la spécification d’architecture.
Le domaine d’architecture On définit les éléments non-terminaux 〈Stage〉 ∈ 〈DescStage〉,
〈Buffer〉 ∈ 〈DescBuffer〉, 〈Register〉 ∈ 〈DescRegister〉 et 〈Memory〉 ∈ 〈DescMemory〉,
qu’on initialise à partir de la description Sim-nML. Un pipeline 〈Pipeline〉 est donné
par un ensemble non vide d’étages 〈DescStage〉 et d’un ensemble non vide de ressources
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〈DescResource〉. Si on considère le processeur de la Figure 3.2 (p. 66), le domaine d’ar-
chitecture correspondant est instancié comme dans Dom_Archi. L’implantation Ocaml de
cette description est donnée dans la Section 3.3.1.
〈Pipeline〉 ::= 〈DescStage〉 〈DesResource〉
〈DescStage〉 ::= {FE,DE, IS,ALU,MEM,CM}
〈DescResource〉 ::= 〈DescBuffer〉 〈DescMemory〉 〈DescRegister〉
〈DescRegister〉 ::= {R,PC}
〈DescMemory〉 ::= {M , DCache , ICache}
〈DescBuffer〉 ::= {FBuf,RoB}
(Dom_Archi)
Le domaine de l’architecture inclut aussi des fonctions prédéfinies qui retournent les
caractéristiques de l’architecture. Par exemple, les fonctions scal(st) et nb(r) retournent
respectivement le degré de superscalarité d’un étage st et le nombre d’occurrences d’une
ressource r. D’autres fonctions seront introduites au fur et à mesure que nous introduirons
les contraintes.
Domaine du bloc de base Nous exprimons les différentes tâches dérivées du bloc de
base à l’aide du DSL. Les intervalles de temps sont donnés par un entier naturel n pour
représenter l’intervalle [n, n+ 1) ou explicitement par [n,m). Un accès non-déterministe à
une ressource est défini par ′?′ dans le champ occurrence. L’accès en lecture ′r′ et en écri-
ture ′w′ concernent les ressources registres et mémoires. Nous considérons les ensembles
sémantiques suivants qui sont générés automatiquement à partir de la description d’archi-
tecture et du bloc de base :
– P désigne la séquence d’instructions à analyser,
– I désigne l’ensemble des tâches du niveau ISA dérivées du chemin P,
– S désigne l’ensemble des tâches du niveau étape de toutes les instructions du chemin
P,
– L désigne l’ensemble des tâches ressources ou feuilles synthétisées,
– U désigne le sous ensemble des feuilles associées à des étages,
– B,R andM désignent respectivement le sous ensemble des feuilles modélisant l’accès
aux buffers, aux registres et aux mémoires.
– Si désigne les tâches du niveau étape de l’instruction d’index i, (de la même manière,
nous considérons les ensembles Ui, Bi, Ri etMi),
– Bi,s désigne les tâches feuilles associées à des ressources de type buffers, et relatives à
l’instruction d’index i et à l’étape s, (la même notation est adoptée pour les ensembles
de mémoires, registres et étages :Mi,s, Ri,s et Ui,s).
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Considérons le chemin d’instruction du Tableau 4.2. On s’intéresse à l’instruction o3 :=
ldmia sp, {, fp, sp, pc}, dont le modèle d’exécution Sim-nML est le suivant :
uses = FE &FBuf &R[15].read , DE , RoB &IS ,
RoB &R[13].read &MEM &M.read &R[11].write ,
RoB &R[13].read &MEM &M.read &R[13].write ,
RoB &R[13].read &MEM &M.read &R[15].write , CM .
Assembleur
o0 b 84d8
o1 mov r0, r3, lsl #0
o2 sub sp, fp, #12
o3 ldmia sp, {, fp, sp, pc}
Tab. 4.2 – Chemin d’instructions





















Fig. 4.2 – Décomposition en tâches de l’instruction « ldmia sp, {, fp, sp, pc} ».
Nous donnons les ensembles sémantiques P et I correspondants au chemin d’instruc-
tions puis les ensembles sémantiques S3, L3, U3, R3, B3 etM3 de l’instruction o3.
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P = {0 , 1 , 2 , 3}
I = {oτ_00 , oτ_11 , oτ_22 , oτ_33 }
S = S0 ∪ S1 ∪ S2 ∪ S3
U = U0 ∪ U1 ∪ U2 ∪ U3
S3 = {sτ_3_03,0 , sτ_3_13,1 , sτ_3_23,2 , sτ_3_33,3 , sτ_3_43,4 , sτ_3_53,5 , sτ_3_63,6 }


































































Les quantificateurs dédiés ∀P , ∀I , ∀S , ∀L, ∀U et ∀B quantifient respectivement les ins-
tructions du chemin d’instructions, les tâches du niveau ISA, les tâches du niveau étape, les
tâches feuilles, les feuilles associées aux étages et aux buffers. Dans Quantificateur (2),
nous donnons un exemple d’utilisation du quantificateur ∀U sur les tâches feuilles associées
aux étages. Nous formalisons une propriété de bonne formation des clauses (décrite au
§ 3.3.2.3) qui impose qu’à chaque étape d’exécution d’une instruction donnée, est associé
un et un seul étage.
∀U ostτi,s. ∀U o′st′
τ′
i′,s′ . (i = i′) ∧ (s = s′) ⇒ (o = o′) ∧ (st = st′)
,
∀i ∈ P. ∀s ∈ [0, card (Si)[ . ∀st ∈ DescStage. ∀o ∈ [0, nb(st)[ . ostτi,s ∈ U
∀i′ ∈ P. ∀s′ ∈ [0, card (Si′)[ . ∀st′ ∈ DescStage. ∀o′ ∈ [0, nb(st′)[ . o′st′
τ
i′,s′ ∈ U
(i = i′) ∧ (s = s′) ⇒ (o = o′) ∧ (st = st′)
(Quantificateur (2))
4.2.2 Contraintes d’architecture
Nous présentons un ensemble de contraintes décrivant les aspects statiques et dyna-
miques de l’architecture et des instructions. Parmi ces contraintes, certaines sont intrin-
sèques à toute architecture pipelinée et relative au fonctionnement basique du pipeline.
D’autres contraintes concernent des fonctionnements plus spécifiques du processeur. Les
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contraintes sont données sous forme de relations temporelles entre les tâches dérivées des
instructions. Nous avons besoin d’exprimer entre autres des exécutions séquentielles, des
tâches qui démarrent au même instant, des tâches dont la date de fin et de début coïncident,
etc. Nous utilisons les intervalles d’Allen [1], dont l’algèbre attachée définit des relations
temporelles entre des intervalles de temps associés aux tâches. Dans la Figure 4.3, nous
illustrons 7 relations temporelles parmi 13. Les autres relations sont obtenues par symétrie.
Les contraintes sont paramétrées par les équations et les éléments de l’architecture instan-
ciés précédemment (voir Section 4.2.1). Nous avons aussi introduit de nouvelles contraintes
temporelles, pour exprimer certains comportements de l’architecture, que les intervalles
d’Allen ne peuvent pas décrire (Section 4.2.2.4 et Section 4.2.2.6). Dans les sections sui-
vantes, nous définissons les contraintes qui forment le système Constraints_A. Le système












Fig. 4.3 – Intervalles de Allen
4.2.2.1 Continuité des instructions
Le début d’exécution d’une instruction coïncide avec le début de sa première étape.
La fin d’exécution d’une instruction correspond à la date de fin de la dernière étape :
Inst_Atomicity.
∀I oτi . ∀S sτ
′
i,0. τ starts τ′
∀I oτi . ∀S sτ
′
i,card (Si). τ finishes τ
′
(Inst_Atomicity)
Considérant deux étapes successives d’une même instruction, une étape courante finit
quand l’étape suivante commence : Inst_Continuity.
∀S sτi,s. ∀S sτ
′
i,s+1. τ meets τ′ (Inst_Continuity)
109
CHAPITRE 4. Description à base de contraintes et calcul du temp
4.2.2.2 Support d’instructions
Durant une étape d’exécution, une instruction nécessite l’acquisition d’un et un seul
étage et d’au plus une ressource buffer. Cette propriété statique Step_Card sera utilisée
pour la validation de la bonne formation des clauses. On rappelle que Bi,s (respectivement
Ui,s) est l’ensemble des tâches d’accès aux buffers (respectivement aux étages) associées à
l’instruction i et à l’étape s.
∀S sτi,s. card (Bi,s) ≤ 1 ∧ card (Ui,s) = 1 (Step_Card)
Deux cas se présentent en ce qui concerne le support de l’instruction. Premièrement,
si un buffer est alloué durant l’étape, alors ce dernier est unique et représente le support
de l’instruction à cette étape de l’exécution. En effet, l’instruction est contenue dans la
ressource buffer durant toute l’étape. Le buffer est alloué dès le début de l’étape. Le buffer
est libéré quand les ressources de la prochaine étape sont disponibles et que l’instruction
entame la prochaine étape d’exécution : Buffer_Supp.
∀S sτi,s. card (Bi,s) = 1 ⇒ ∃!?bτ
′
i,s ∈ Bi,s. τ equal τ′ (Buffer_Supp)
Deuxièmement, si l’instruction n’alloue pas de buffer, alors l’étage est le support. L’étage
est alloué au début de l’étape et demeure bloqué par l’instruction jusqu’à ce que l’instruc-
tion passe à la prochaine étape d’exécution : Stage_Supp.
∀S sτi,s. card (Bi,s) = 0 ⇒ ∃!ostτ
′
i,s ∈ Ui,s. τ equal τ′ (Stage_Supp)
4.2.2.3 Stratégie d’allocation de ressources.
Une instruction s’exécute sur un étage quand toutes ses ressources sont disponibles,






i,s. τ starts τ′ ∧ τ′ during τ (Ress_Alloc)
On suppose que les ressources de type registre et mémoire sont allouées pour une durée
fixe. Quand la latence d’exécution spécifiée pour l’étape s’écoule, toutes les ressources ou
quelques ressources sont libérées. En effet, on suppose que l’instruction garde allouées les
ressources qu’elle utilise durant l’étape suivante. Cette stratégie est définie pour éviter
les inter-blocages (voir Section 3.2.5). Par conséquent, quand une ressource est utilisée
sur deux étapes successives, nous forçons la continuité entre les intervalles d’allocation de
la ressource : Free_Ress. Dans le cas général, cette contrainte concerne l’allocation des
mémoires tampon (buffers), qui peuvent être allouées sur des étapes successives.
∀B obτi,s. ∀B obτ
′
i′,s′ . i
′ = i ∧ s′ = s+ 1 ⇒ τ meets τ′ (Free_Ress)
Pour une ressource r, on doit assurer que le nombre d’occurrences allouées au même
instant ne dépasse pas le nombre total d’occurrences nb(r). Cette contrainte Contention,
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concerne les étages et les buffers qui peuvent être sujet de contentions dans le cas d’un
accès concurrent non-déterministe.
∀U ostτi,s. card ({ostτ
′
i′,s′ ∈ U | τ overlaps τ′}) ≤ nb(st) ∧
∀B obτi,s. card ({obτ
′
i′,s′ ∈ B | τ overlaps τ′}) ≤ nb(b)
(Contention)
Conflit d’accès
Si deux tâches prêtes pour l’exécution attendent pour la même ressource, et qu’il n’existe
aucune contrainte qui définit une relation de précédence entre elles, alors un conflit d’accès a
lieu quand la ressource est libérée. Différentes solutions sont appliquées par les architectures
et qui permettent de sélectionner une des instructions et la servir. La stratégie de sélection
d’instructions peut être FIFO, aléatoire, par ordre du programme, etc. Il faut alors définir
une contrainte de sélection qui sera utilisée avec la contrainte Contention. Nous considérons
un prédicat selection_conflit qui permet de comparer deux tâches au niveau étape. Le




i′,s′) ⇒ τ before τ′ (Selection_conflit)
Dans Early_inst_First, nous présentons le prédicat qui permet de sélectionner l’ins-
truction la plus ancienne dans le programme (index le plus petit). Le prédicat ne donne




′i,s′) ⇔ i ≤ i′ (Early_inst_First)
4.2.2.4 Contraintes spécifiques aux étages
Nous définissons des contraintes liées au comportement des étages du pipeline.
Exécution ordonnée
On considère un étage st ∈ DescStage à exécution ordonnée, exécutant une instruction
par cycle. Les instructions sont exécutées dans l’ordre du programme, qui est reproduit
dans les index des instructions dans le chemin d’instructions : Simple_Scalar_InOrder.
∀U ostτi,s. ∀U ostτ
′
i′,s′ . i < i
′ ⇒ τ before τ′ (Simple_Scalar_InOrder)
Superscalarité
Dans le cas d’un étage st ∈ DescStage superscalaire et à exécution ordonnée, au plus
scal(st) instructions successives peuvent s’exécuter en parallèle : Stage_Capacity (voir
Section 2.1.3.1). On rappelle que la fonction scal(st) retourne le degré de scalarité de
l’étage st.
∀U ostτi,s. card ({ostτ
′
i′,s′ ∈ U | τ overlaps τ′}) ≤ scal(st) (Stage_Capacity)
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Pour ce type d’étage, l’ordre du programme doit être respecté. Donc, une instruction
d’index i peut s’exécuter en parallèle avec une instruction d’index j tel que j < i+scal(st).
Si l’exécution parallèle n’est pas possible, l’ordre du programme est appliqué. Les relations
données par Allen, ne permettent pas de décrire ce type de relation. Alors, nous introduisons
une relation temporelle StartsBeforeBegin, pour définir la relation de priorité entre deux
tâches.
[lb, ub) StartsBeforeBegin [lb′, ub′) , lb ≤ lb′ (StartsBeforeBegin)
La contrainte Stage_Priority exprime l’exécution parallèle de deux tâches sur un
étage superscalaire st.
∀U ostτi,s. ∀U ostτ
′
i′,s′ . i
′ < i+ scal(st)⇒ τ StartsBeforeBegin τ′ (Stage_Priority)
La limite de l’exécution parallèle supportée par l’étage est exprimée par la contrainte
Stage_Limit, en imposant une précédence entre l’instruction d’index i et l’instruction
d’index i+ scal(st).
∀U ostτi,s. ∀U ost
τ′
i+scal(st),s′ . τ before τ′ (Stage_Limit)
Ainsi pour un étage superscalaire à exécution ordonnée, il faut définir les trois contraintes :
Stage_Capacity, Stage_Priority et Stage_Limit.
Exécution non ordonnée
Pour les étages à exécution non-ordonnée, aucune relation de précédence entre les instruc-
tions ne doit être définie, sauf celles relatives aux dépendances de données. L’allocation des
étages à exécution non-ordonnée est définie par la contrainte Contention (p. 111).
4.2.2.5 Dépendances de données
Les mémoires et les registres sont accédés en lecture et/ou en écriture par les instruc-
tions. Ces accès impliquent des aléas entre les instructions d’un même bloc de base. Par
exemple, quand un registre est accédé par deux instructions successives, tel que la première
lit le registre et la deuxième l’écrit, alors l’accès en lecture doit se faire avant l’écriture.
Comme nous l’avons expliqué dans la Section 2.1.2.2, les aléas de type Écriture Avant
Lecture (WAR) et Écriture Avant Écriture (WAW ) sont résolus grâce à la technique de
renommage de registres. Dans notre système de contraintes, nous explicitons les relations
de précédence relatives à des aléas de type Lecture Avant Écriture (RAW ) pour les accès






i′,s′ . i ≤ i′ ⇒ τ before τ′ (Register_Dep)
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Nous explicitons les relations de précédence liées aux aléas de type Écriture Avant Écri-






i′,s′ . i ≤ i′ ⇒ τ before τ′ (Memory_Dep)
4.2.2.6 Prédiction de branchement
Si le pipeline implémente la technique de prédiction de branchement, des pénalités
dans le temps d’exécution du chemin d’instructions doivent être considérées. Ces pénalités
consistent aux cycles nécessaires au pipeline pour annuler les instructions exécutées en cas
de mauvaise prédiction (voir § 2.1.2.1). Si un branchement n’est pas pris, alors une pénalité,
donnée en nombre de cycles, doit être considérée entre l’étape de chargement (étape 0)
de l’instruction de branchement et l’étape de chargement de l’instruction suivante. Nous
définissons la relation de précédence BeforeD entre deux tâches avec une distance d.
[lb, ub) BeforeDd [lb′, ub′) , ub+ d ≤ lb′ (BeforeD)
La pénalité de la prédiction de branchement, qu’on note bpp2, est un élément du do-
maine de l’architecture. Dans un chemin d’instructions, un branchement est considéré
comme pris si l’adresse de l’instruction suivante dans le chemin est l’adresse cible, c’est-
à-dire différente de l’adresse du branchement incrémentée de la taille d’une instruction
en octets (par exemple 4 si on a des instructions de 32 bits). On considère les fonctions
is_Branch et address qui retournent respectivement si une instruction est un branche-
ment et l’adresse d’une instruction. Le paramètre inst_size est la taille de l’instruction.
La contrainte Branch_Predict définit la dépendance liée à la prédiction du branchement.
∀P i. is_Branch(i) ∧ (address(i) + instr_size = adresse(i+ 1))
⇒ ∃!sτi,0 ∈ S. ∃!sτ
′
i+1,0 ∈ S. τ BeforeDbpp τ′
(Branch_Predict)
4.2.2.7 Accès au cache d’instructions
Le chargement des instructions à partir du cache est soumis à des contraintes liées au
fonctionnement du cache lui-même et à sa structure. En effet, l’étage Fetch peut charger
une seule ligne de cache en un cycle. Ceci implique que deux instructions i et j, n’ap-
partenant pas à la même ligne de cache, ne peuvent pas être chargées en parallèle. Ceci
implique que les contraintes relatives à la superscalarité de l’étage Fetch, Stage_Capacity
(p. 111)), Stage_Priority (p. 112)) et Stage_Limit (p. 112), ne sont pas suffisantes pour
déduire les dépendances entre les instructions. Nous ajoutons la contrainte Cache_Line
pour exprimer la précédence entre les instructions n’appartenant pas à la même ligne de
2branch prediction penality
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cache. On considère la fonction CacheNeighbour(i, i′) qui teste si deux instructions sont
sur la même ligne de cache. Le code de cette fonction est fourni dans l’Annexe E.1.
∀S sτi,fetch. ∀S sτ
′
i′,fetch. CacheNeighbour(i, i′) ⇒ τ before τ′ (Cache_Line)
4.2.2.8 Unités fonctionnelles spécialisées
On considère ici les pipelines incluant des unités fonctionnelles spécialisées. Dans ce
cas d’architectures, une occurrence parmi n unités fonctionnelles va exécuter en plus des
instructions ordinaires, des instructions spécialisées (multiplication par exemple) (voir Sec-
tion 3.2.6.1). Nous modélisons ici des pipelines avec une seule unité fonctionnelle spécialisée.
Soit so l’occurrence de l’unité fonctionnelle spécialisée. La contrainte Contention (p. 111)
ordonnance toutes les instructions sur l’ensemble des unités fonctionnelles et assure qu’au
plus n tâches s’exécutent en parallèle sur l’unité fonctionnelle. Cette contrainte ne modélise
pas le cas d’un pipeline avec une unité fonctionnelle spécialisée, puisqu’elle n’empêche pas
que deux instructions spécialisées commencent l’exécution en parallèle. Ce qui ne corres-
pond pas à notre spécification. Si on considère 3 tâches T0, T1 et T2 qui s’exécutent sur 2
unités fonctionnelles FU0 et FU1, dont une spécialisée (FU1), les tâches T0 et T1 doivent
s’exécuter sur FU1. Nous illustrons l’ordonnancement des tâches sur les unités fonction-
nelles, avec la contrainte Contention (p. 111) par la Figure 4.4.a. La nouvelle contrainte
Specialized_Cumul exécute les tâches T0 et T1 en séquence sur FU1 (Figure 4.4.b). On
peut remarquer que le temps total d’ordonnancement des tâches est différent quand on
prend en compte l’unité fonctionnelle spécialisée.
Ressources
Temps
















Dépendances entre les tâches.
Fig. 4.4 – Ordonnancement de tâches dans un pipeline avec unité fonctionnelle spécialisée.
Alors, nous définissons la contrainte Specialized_Cumul, qui assure que les instructions
s’exécutant sur les unités spécialisées, ne se superposent pas en terme d’intervalle d’exé-
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cution. La contrainte Specialized_Cumul remplacera la contrainte Contention (p. 111)
dans le cas où le pipeline dispose d’une unité fonctionnelle spécialisée.
∀U ofuτi,s. card ({ofuτ
′
i′,s′ ∈ U | o = so ∧ τ overlaps τ′}) ≤ 1
∀U ofuτi,s. card ({ofuτ
′
i′,s′ ∈ U | τ overlaps τ′}) ≤ nb(fu)
(Specialized_Cumul)
4.2.2.9 Instructions de branchement
Un cas particulier du comportement des instructions de branchement a été présenté dans
la Section 2.1.4.5 et la Section 3.2.6.5. Il s’agit d’instructions qui ne parcourent pas la tota-
lité du pipeline. Dans ce cas, le flux des instructions exécutées est différent d’un étage à un
autre. Ceci modifie le comportement des étages à exécution ordonnée qui se trouvent au de-
là de l’étage qui supprime les instructions de branchement. Ces étages ne doivent plus voir
les instructions comme une succession d’index, mais comme une file d’instructions ordon-
nées selon l’index du programme par ordre croissant. L’étage va exécuter les instructions se-
lon cet ordre. Par exemple, si on considère le chemin P = {i0, i1, i2, i3, i4, i5} tel que i1 est un
branchement. On suppose avoir les étages DescStage = {FE,DE,EX,CM}, tel que FE,
DE et CM sont à exécution ordonnée et tel que scal(FE) = scal(DE) = scal(CM) = 2.
Dans le cas le plus général, où les branchements parcourent tout le pipeline, les instructions
i0 et i2 ne peuvent pas s’exécuter en parallèle sur tous les étages. Par contre dans ce cas
particulier, l’étage CM aura comme séquence d’instructions à l’entrée : {i0, i2, i3, i4, i5} et
donc i0 et i2 peuvent s’exécuter en parallèle. Soit la fonction rang(sti,st) qui retourne le rang
d’une tâche dans la file. Les contraintes Stage_Priority (p. 112) et Stage_Limit (p. 112)
sont modifiées pour ce cas d’architectures, de telle sorte que l’exécution parallèle se base
sur le rang de l’instruction dans la file et non pas sur son index dans le programme. Pour
les étages qui sont en aval par rapport à celui qui supprime les branchements, la fonction
rang retourne l’ordre du programme. On définit la contrainte Dumped_Branch.
∀U ostτi,s. ∀U ostτ
′
i′,s′ . rang(i′) < rang(i) + scal′(st) ⇒ τ StartsBeforeBegin τ′
∀U ostτi,s. ∀U ostτ
′
i′,s′ . rang(i′) = rang(i) + scal′(st) ⇒ τ before τ′
(Dumped_Branch)
4.2.2.10 Instructions micro-codées
Les instructions micro-codées, principalement les instructions load et store multiple
s’exécutent sur un même étage (unité d’accès à la mémoire) sur plusieurs étapes successives.
Durant ces étapes, l’instruction accède aussi à la mémoire et à des registres. L’instruction
micro-codée ne doit pas être préemptée durant son exécution sur cette unité fonctionnelle.
Pour cela, on doit assurer que si une instruction utilise un registre sur deux étapes succes-
sives, alors ce dernier n’est pas libéré. La même propriété est définie pour les mémoires.
Donc, nous étendons la contrainte Free_Ress (p. 116) pour l’appliquer aussi aux étages,
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i,s+1. τ meets τ′ (Free_Ress)
4.2.2.11 Instructions multi-cycles
Dans les pipelines avec des unités fonctionnelles pipelinées, les dépendances de sor-
tie de type Écriture Après Écriture (WAW ) sont possibles (voir Section 2.1.4.2 et Sec-
tion 3.2.6.2). Dans ce cas d’architecture, on prend en compte les dépendances de types RAW
et WAW pour les accès aux registres et aux mémoires. Nous remplaçons les contraintes






i′,s′ . i ≤ i′ ⇒ τ before τ′ (Multi_cycles)
4.3 Description à base de contraintes
4.3.1 Les problèmes de satisfaction de contraintes : CSP
La programmation par contraintes permet la résolution combinatoire de problèmes
formulés en des problèmes de satisfaction de contraintes (Constraint Satisfaction Problem-
CSP). Un CSP est défini par un triplet (X,D,C) :
– Les variables : X = {X1, X2, ..., Xn} est l’ensemble des variables du problème.
– Le domaine : D est une fonction qui associe à chaque variable Xi un domaine D(Xi),
qui représente l’ensemble des valeurs possibles. Le domaine d’une variable est un
ensemble fini d’entiers, de réels ou de valeurs discrètes.
– Les contraintes : C = {C1, C2, ..., Cm} est l’ensemble des contraintes. Une contrainte
Cj est une relation définie sur un sous-ensemble de variablesXj = {Xj1 , Xj2 , ..., Xnjj} ⊆
X. La contrainte va restreindre l’espace des valeurs possibles de ces variables :
(v1, v2, ..., vnj) ∈ Cj ∩ (D(Xj1)×D(Xj2)× ...×D(Xnjj))
La résolution du CSP consiste à trouver un tuple de valeurs (v1, v2, ..., vn) ∈ D(X) pour
les variables qui satisfait toutes les contraintes. Pour les problèmes d’optimisation, il faut
définir une fonction objectif f : D(X)→ R. Une solution optimale est un tuple de valeurs
qui va minimiser ou maximiser la fonction f .
Ordonnancement par contraintes Parmi les applications les plus courantes des CSP,
il y a le problème d’ordonnancement et de placement de ressources. Un problème d’ordon-
nancement typique consiste à un ensemble de tâches, auxquelles il faut allouer un ensemble
de ressources [8]. Chaque tâche va demander un nombre de ressources. En CSP, une tâche
ou une activité Ti est définie par une date de début mi ; une date de fin Mi et une durée
di. L’objectif du problème d’ordonnancement est de minimiser une mesure de performance.
Certaines de ces mesures dépendent de la date de fin d’exécution des tâches. Des contraintes
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temporelles sur le temps alloué aux tâches sont alors définies. Ces contraintes expriment
des dates limites des tâches, un délai total d’un projet et aussi des enchaînements qui défi-
nissent le positionnement de certaines tâches par rapport à d’autres. Nous avons exploité
les propriétés des problèmes d’ordonnancement par contraintes pour modéliser notre pro-
blème d’analyse du comportement du pipeline et de calcul de temps d’exécution du bloc
de base.
Contraintes globales Une contrainte globale permet d’exprimer des relations com-
plexes. Une contrainte globale est une union de contraintes simples (contraintes arithmé-
tiques) et peut porter sur un nombre quelconque de variables. Par exemple, la contrainte
allDifferent(x1, x2, .., xn), qui exprime que les variables xi doivent prendre des valeurs
différentes, remplace n2/2 contraintes binaires. La plupart des systèmes de résolution de
contraintes implémente des contraintes globales. Un catalogue des contraintes globales [13]
en présente 354, implantées dans la plupart des systèmes de contraintes. Les problèmes d’or-
donnancement par contraintes utilisent des contraintes simples, mais aussi des contraintes
globales comme la contrainte Cumulative, Disjunctive, Period, etc.
4.3.2 Des clauses au CSP
Nous partons de la représentation interne des instructions et de l’architecture pour
construire la description à base de contrainte (étapeÃ de la Figure 3.1 (p. 62)). Le domaine
d’architecture, décrit dans la Section 4.2, est généré à partir de la représentation interne de
l’architecture. Les tâches sont générées à partir des clauses d’instructions. Les contraintes
générées consistent en des contraintes arithmétiques, des relations temporelles de type
Allen, des contraintes globales, et d’autres contraintes que nous définissons pour répondre
aux besoins du domaine. Nous avons codé toutes les fonctions faisant partie du domaine
de l’architecture, utilisées dans la Section 4.2, à savoir : scal(st), nb(r), is_Branch(i),
address(i), CacheNeighbour(i, i′), rang(sti,st), etc. Ces fonctions font partie du module
constructeur CSP, codé en OCaml. Nous expliquons dans la suite comment construire le
problème de contraintes CSP.
4.3.2.1 Les variables
Deux classes de variables sont définies pour le problème de contraintes : les variables
tâches et les variables numériques. On désigne par ti les tâches du niveau ISA. Une tâche
du niveau étape est donnée par ti,j . La variable ti,j,k désigne une tâche d’allocation non-
déterministe de la ressource k par l’instruction i à l’étape j. Dans le cas d’allocation
déterministe, nous utilisons la notation ti,j,k,occ, où occ est l’occurrence allouée. Les dates
de début d’exécution, de fin d’exécution et la durée d’exécution des tâches sont désignées
par des variables entières. Par exemple, les variables début d’exécution, fin d’exécution et
durée de la tâche ti,j sont données, respectivement par ti,j,m, ti,j,M et ti,j,d.
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Listing 4.1 – Type de donnée d’une tâche et son domaine.
type i n t e r v a l = { lb : int ; ub : int }
type task_domain = {
id_t : s t r i n g ;
s t a r t : i n t e r v a l ;
f i n i s h : i n t e r v a l ;
durat ion : i n t e r v a l
}
Nous donnons le type Caml du Listing 4.1 pour décrire une tâche par son identifiant et les
domaines de sa date de début d’exécution, de fin d’exécution et de sa durée d’exécution.
L’Algorithme 1 permet d’instancier un domaine de tâche.
Algorithme 1 : Définition d’un domaine de tâche




start← {lb← start_m ; ub← start_M};
finish← {lb← finish_m ; ub← finish_M};
duration← {lb← duration_m ; ub← duration_M}} ;
return new_task_domain
4.3.2.2 Temps d’exécution du bloc de base : la fonction objectif
Nous rappelons que l’objectif final est de calculer le temps d’exécution du bloc de base.
Jusqu’à ce niveau de l’analyse, nous considérons la totalité du chemin d’instructions. Le
chemin d’instructions représente le bloc de base, précédé par un préfixe. La résolution du
CSP consiste à calculer un ordonnancement optimisé de l’ensemble des tâches du chemin
d’instructions. Cette optimalité revient à minimiser ou à maximiser une fonction objectif.
Nous définissons la fonction objectif f qui permet de minimiser les dates de fin ti,j,M des




La solution du CSP fournit une valeur pour toutes les variables déclarées dans le CSP.
Parmi ces valeurs, on s’intéresse aux dates de fin d’exécution des tâches du niveau étape.
Soit n la taille du chemin d’instructions et p l’index de la dernière instruction du préfixe.
Le coût d’exécution du bloc de base, donné par Bloc_Cost, est égal à la différence entre la
date de fin de la dernière étape de la dernière instruction du bloc de base (rang de l’étape
est égal à (card (Sn) − 1)) et la date de fin d’exécution de la dernière étape du préfixe
118 Hajer Herbegue
4.3 Description à base de contraintes
(rang de l’étape est égal à (card (Sp)− 1)).
Cb = tn,(card (Sn)−1),M − tp,(card (Sp)−1),M (Bloc_Cost)
Rappelons que les informations concernant la taille du chemin d’instructions, du préfixe
et du bloc de base sont contenues dans le modèle d’architecture de la représentation interne
(voir Section 3.3.2.4). Donc, une fois le résultat du solveur obtenu, il faut extraire les valeurs
de tn,(card (Sn)−1),M et tn,(card (Sp)−1),M , et calculer le coût du bloc de base.
4.3.2.3 Les domaines de variables
Chaque variable numérique admet un domaine. Pour définir les domaines des tâches,
nous nous basons sur les latences spécifiées dans les clauses de la description Sim-nML. Ces
temps ont été reportés sur les clauses des chemins d’instructions, sous forme d’attributs,
au niveau de la représentation interne. Les domaines des variables sont des ensembles finis
d’entiers. On considère les fonctions suivantes :
– Lat(i, j) donne la latence de l’étape j de l’instruction i, comme spécifiée dans la
description Sim-nML.
– lowerBound(P, i) = ∑
j
Lat(i, j) donne la durée minimale de l’instruction, exécutée
séparément sur un pipeline vide, qui est la somme des latences de ses étapes.
– PathSeqT ime(P) = ∑
i
lowerBound(P, i) est la durée d’exécution en séquence des
instructions du chemin analysé. Le temps d’exécution du chemin P sur un pipeline
est toujours inférieur ou égal à cette valeur.
Ces fonctions sont implantées dans le noyau constructeur CSP. Elles prennent en entrée
les clauses du chemin d’instructions. Nous avons commencé par définir des domaines larges
pour les variables des tâches. Puis, ces domaines ont été réduits au fur et à mesure des
expérimentations.
Domain_ISA La date de début et la date de fin d’une tâche ISA sont inférieures à PathSeqT ime(P).
Une tâche ISA finit au plut tôt lowerBound(P, i). L’exécution d’une tâche ISA dure
au moins lowerBound(P, i) et ne dépasse pas la durée d’exécution maximale du chemin
PathSeqT ime(P).
D(ti,m) = [0 ; PathSeqT ime(P)]
D(ti,M ) = [0 + lowerBound(P, i) ; PathSeqT ime(P)]
D(ti,d) = [lowerBound(P, i) ; PathSeqT ime(P)]
(Domain_ISA)
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Domain_Step Une tâche niveau étape admet comme durée minimale sa latence Lat(i, j).
Au pire des cas, une tâche niveau étape va attendre l’exécution de toutes les autres étapes
du chemin avant de finir, i. e. au plus PathSeqT ime(P).
D(ti,j,d) = [Lat(i, j) ;PathSeqT ime(P)]
D(ti,j,m) = [0 ; PathSeqT ime(P)]
D(ti,j,M ) = [0 + Lat(i, j) ; PathSeqT ime(P)]
(Domain_Step)
Domain_Resource 1 Pour les tâches d’accès aux ressources registres et mémoires, la durée
d’exécution est fixe et égale à la latence. La date de début et la date de fin d’une tâche
ressource sont inférieures à PathSeqT ime(P).
D(ti,j,r,o,d) = [Lat(i, j) ; Lat(i, j)]
D(ti,j,r,o,m) = [0 ; PathSeqT ime(P)]
D(ti,j,r,o,M ) = [0 + Lat(i, j) ; PathSeqT ime(P)]
(Domain_Resource 1)
Domain_Resource 2 Les tâches d’accès aux ressources de type étage et buffer ont les
mêmes propriétés que les tâches au niveau étape.
D(ti,j,r,o,d) = [Lat(i, j) ;PathSeqT ime(P)]
D(ti,j,r,o,m) = [0 ; PathSeqT ime(P)]
D(ti,j,r,o,M ) = [0 + Lat(i, j) ; PathSeqT ime(P)]
(Domain_Resource 2)
4.3.2.4 Les contraintes
Les contraintes d’architecture basées sur les relations temporelles Allen sont exprimées
par des contraintes binaires simples appliquées sur les variables entières. Nous présentons
dans Allen_to_Constraint comment exprimer certaines relations d’Allen en termes de
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contraintes simples.
ti,j starts ti′,j′ , ti,j,m = ti′,j′,m
ti,j finishes ti′,j′ , ti,j,M = ti′,j′,M
ti,j before ti′,j′ , ti,j,M ≤ ti′,j′,m
ti,j meets ti′,j′ , ti,j,M = ti′,j′,m
ti,j during ti′,j′ , ti,j,m ≥ ti′,j′,m ∧ ti,j,M ≤ ti′,j′,M
ti,j equal ti′,j′ , ti,j,m = ti′,j′,m ∧ ti,j,M = ti′,j′,M
ti,j overlaps ti′,j′ , ti,j,M ≥ ti′,j′,m
(Allen_to_Constraint)
Le Listing 4.2 donne le type OCaml pour les contraintes. Nous avons utilisé un type
générique pour permettre de définir des contraintes entre tâches et entre intervalles.
Listing 4.2 – Type de donnée contraintes.
type ’ a csp =
| Before of ’ a ∗ ’ a
| Meets of ’ a ∗ ’ a
| Overlaps of ’ a ∗ ’ a
| S t a r t s of ’ a ∗ ’ a
| During of ’ a ∗ ’ a
| F in i sh e s of ’ a ∗ ’ a
| Equal of ’ a ∗ ’ a
| And of ( ’ a csp ) l i s t
| Or of ( ’ a csp ) l i s t
| Cumulative of int ∗ ( ’ a ∗ int ) l i s t
| D i s j unc t i v e of ( ’ i n t e r v a l ∗ int ) l i s t
| S ta r t sBe fo reBeg in of ( ’ a ∗ ’ a )
| BeforeD of ( ’ a ∗ ’ a ∗ int )
| True
Des contraintes plus complexes exprimées par des contraintes globales, utilisées dans le
CSP, sont présentées en détails dans les paragraphes suivants.
Cumulative
La Cumulative est une contrainte globale utilisée dans les problèmes d’ordonnancement,
pour définir les relations de concurrence, en cas de partage de ressources. Soit une ressource
R avec C occurrences disponibles. On considère une liste de tâches T = [(τ0, c0); . . . ; (τn−1, cn−1)],
chacune définie par son intervalle d’exécution τk et la quantité de ressources demandées
ck. Quand une tâche k s’exécute (est active), elle occupe ck ressources durant l’intervalle
de temps τk. La contrainte CumulativeR (C, T ) pour la ressource R, exprime que, à n’im-
porte quel instant t, le nombre d’occurrences, allouées par l’ensemble des tâches actives,
ne dépasse pas le nombre total d’occurrences C : (Cumulative). τk.m et τk.M désignent
respectivement la borne inférieure et supérieure de l’intervalle τk. Selon que la tâche k est
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active ou pas, c′k est égal à ck ou 0.





On considère 6 tâches a, b, c, d, e et f à ordonnancer afin de finir l’exécution avant 20
unités de temps. La liste T donne les paramètres de chaque tâche sous forme de couples
(durée, nombre de ressources demandées) : T = [(2, 1); (5, 2); (2, 4); (2, 2); (5, 2); (6, 2)]. La
ressource R existe en C = 5 exemplaires. On considère que des contraintes de précédence



















Fig. 4.5 – Problème d’ordonnancement par Cumulative.
Les contraintes Contention (p. 111) et Stage_Capacity (p. 111) sont traduites en des
contraintes Cumulative. Nous posons une contrainte Cumulative pour chaque ressource
partagée, pour chaque étage à exécution non-ordonnée et pour chaque étage superscalair.
Disjunctive
La contrainte Disjunctive est un cas particulier de la contrainte Cumulative, qui correspond
à l’exclusion mutuelle. Ceci consiste à avoir une seule ressource disponible : C est égal à 1.
DisjunctiveR (T ) , ∀t ∈ [ min0≤k<n{τk.m} , max0≤k<n{τk.M} ].
∑
k
c′k ≤ 1 (Disjunctive)
XCumulative
Nous définissons une extension de la contrainte globale Cumulative, qui permet d’or-
donnancer un sous ensemble de tâches en priorité sur une occurrence spécialisée de la
ressource. Cette contrainte XCumulative est l’implantation de la contrainte haut-niveau
Specialized_Cumul (p. 115), qui modélise l’exécution des instructions sur une unité fonc-
tionnelle spécialisée.
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On considère un ensemble de tâches T = {(τ0, c0), . . . , (τn−1, cn−1)} et une ressource R
qui existe en C ≥ 2 occurrences. Chaque tâche i est définie par son intervalle τi et la quantité
de ressources ci demandées. On suppose qu’un sous ensemble Ts ⊂ T contient des tâches qui
demandent une seule et unique occurrence de R (l’occurrence spécialisée de la ressource).
On définit une contrainte XCumulative.(a) qui va assurer que, à n’importe quel instant
t, pas plus de C occurrences sont utilisées par les tâches. La contrainte XCumulative.(b)
assure que les tâches de Ts accèdent exclusivement à l’occurrence spécialisée de R.
Cumulative(C, T ) (a)
Disjunctive(Ts) (b)
(XCumulative)
On considère 6 tâches T = {a∗, b, c∗, d, e, f∗} à ordonnancer au plus tôt. On décrit les
tâches par la durée et le nombre de ressources demandées : T = [(2, 1); (5, 1); (2, 1); (2, 1);
(5, 1); (6, 1)]. Les tâches à exécuter sur l’occurrence spécialisée sont : Ts = {a∗, c∗, f∗}. La
ressource R existe en C = 3 exemplaires dont une seule occurrence est spécialisée. On consi-
dère que des contraintes de précédence sont définies, comme illustré dans la Figure 4.6.a.
La Figure 4.6.b montre un ordonnancement possible. On peut voir que la tâche f a
commencé au cycle 2, quand la tâche a finit son exécution. Au cycle 2, 3 tâches ont pu
s’exécuter (f , e et b) dont une seule sur l’occurrence spécialisée. La tâche c ne s’exécute
qu’au cycle 8, 1 cycle après la fin de b, car l’occurrence spécialisée est occupée par f jusqu’au
cycle 8.
Notes. Dans ce travail, nous avons traité le cas particulier où le pipeline contient une
seule unité fonctionnelle à exécution spécialisée. Cette contrainte peut être généralisée,















Fig. 4.6 – Problème d’ordonnancement avec une occurrence spécialisée, exprimé par XCu-
mulative.
StartsBeforeBegin
La contrainte ti,j StartsBeforeBegin ti′,j′ impose que la tâche ti′,j′ commence son exé-
cution en même temps que la tâche ti,j ou après le début d’exécution de la tâche ti,j . On
rappelle que cette contrainte exprime l’exécution parallèle possible entre deux tâches sur
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un étage superscalaire à exécution ordonnée (StartsBeforeBegin (p. 112)). Nous expri-
mons cette propriété avec des contraintes de base (Global_Priority). Les variables ti,j,m
et ti′,j′,m sont respectivement le début d’exécution des tâches ti,j et ti′,j′ .
ti,j StartsBeforeBegin ti′,j′ , ti,j,m ≤ ti′,j′,m (Global_Priority)
BeforeD
La contrainte ti,j BeforeDd ti′,j′ définit une relation de précédence avec une distance
minimale d entre deux tâches ti,j et ti′,j′ . Global_BeforeD (p. 124) est l’implantation avec
des contraintes simples de BeforeD (p. 113).
ti,j BeforeDd ti′,j′ , ti,j,M + d ≤ ti′,j′,m (Global_BeforeD)
4.3.3 Réalisation du constructeur CSP
L’Algorithme 2 permet d’extraire les domaines des tâches à partir d’une liste de
clauses. Les fonctions csp_Lower_Bound_inst et csp_Path_Seq_Time sont l’implantation
des fonctions lowerBound(P, i) et PathSeqT ime(P). La fonction csp_task_domains gé-
nère l’ensemble des tâches avec leurs domaines. Nous supposons que la fonction add_to
(set, elmt) ajoute un élément elmt à un ensemble set. Les ressources (identifiant et oc-
currence) allouées durant une étape d’exécution sont retournées par la fonction leaves(i,s).
Les fonctions mk_id_isa, mk_id_step, mk_id_ress et mk_id_a_ress permettent de construire
des chaînes de caractères. Par exemple mk_id_ress (1,0,FE,0) retourne l’identifiant de
tâche feuille : "t_1_0_FE_0".
L’Algorithme 3 génère les contraintes relatives à l’allocation des ressources. Nous
construisons une liste générique de contraintes paramétrée par le chemin d’instructions et
l’architecture (Listing 4.3). L’ajout de contraintes associées à une nouvelle fonctionnalité
matérielle du processeur revient à :
– définir une fonction qui génère les contraintes liées à la fonctionnalité à partir du
chemin d’instructions et de l’architecture
– ajouter un élément à la liste lc archi path qui contient un libellé et les contraintes.
Un exemple de CSP est présenté dans l’Annexe H.
Listing 4.3 – Liste générique de contraintes
let l c a r ch i path = [
( " I n s t r u c t i o n con t i nu i t y c on s t r a i n t " , ( mk_instruct ion_cont inuity path ) ) ;
( " I n s t r u c t i o n support c on s t r a i n t " , mk_instruction_support path ) ;
( " Resources dur ing c on s t r a i n t " , ( mk_resources_during path ) ) ;
( " Arch i t e c tu r e s t ag e s c on s t r a i n t " , mk_architecture_stages a r ch i path ) ;
. . . ]
La liste de contraintes et les domaines des tâches sont générés par le module Gen_CSP.
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Algorithme 2 : Génération des tâches d’un chemin et de leurs domaines.
Fonction csp_task_domains(Path)
Tasks ←− ∅ ;
maxP ←− csp_Path_Seq_Time(P) ;
forall the i←− 0 to n do
min_i ←− csp_Lower_Bound_inst(P, i) ;
for s←− 0 to max_step_i do
lat ←− Lat(i, s);
for (r, occ) in leaves(i, s) do
if is_Stage(r) then // les étages
id_task ←− mk_id_ress(i,s,r,occ) ;
add_to(Tasks,mk_domaine(id_task, 0,maxP, 0,maxP, lat,maxP ));
end
if is_A_Stage(r) then // les étages
id_task ←− mk_id_a_ress(i, s, r)
add_to(Tasks,mk_domaine(id_task, 0,maxP, 0,maxP, lat,maxP ));
end
if is_Ress(r) then // les registres et les mémoires
id_task ←− mk_id_ress(i, s, r, occ)
add_to(Tasks,mk_domaine(id_task, 0,maxP, 0,maxP, lat, lat));
end
if is_A_Ress(r) then // les buffers
id_task ←− mk_id_a_ress(i, s, r)




// les tâches du niveau étape
id_task ←− mk_id_step(i, s)
add_to(Tasks,mk_domaine(id_task, 0,maxP, 0,maxP, lat,maxP ))
end
// les tâches du niveau ISA
id_task ←− mk_id_isa(i)
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Algorithme 3 : Contraintes d’allocation de ressources
Fonction mk_resources_during(Path)
csp ←− True ;
for i← 0 to n do
for s ← to max_step_i do
for (r, occ) ∈ leaves(i, s) do
if (is_Stage(r, occ) || is_Ress(r) then
id_task ← mk_id_ress(i, s, r, occ) ;
else if is_A_Stage(r, occ) then
id_task ← mk_id_a_ress(i, s, r) ;
end
id_step ← mk_id_step(i, s) ;
if (is_Stage(r) || is_A_Stage(r) || is_Ress(r)) then
csp ← And(csp , Starts (id_task , id_step) ;
csp ← And(csp , During(id_task , id_step) ;
if ( s 6= 0) & used(r, s− 1)) then
csp ← And(csp,































Fig. 4.7 – Architecture logicielle du générateur de CSP.
Nous montrons dans la Figure 4.7 l’architecture logicielle du constructeur de CSP. Le mo-
dule Gen_CSP implante la génération des domaines et la liste des contraintes d’architec-
ture. Le fichier X_architecture.ml est la représentation interne spécifique à l’architecture
X. Le fichier X_path_clauses.ml est la représentation interne d’un chemin d’instructions.
Le module Gen_CSP est recompilé quand une nouvelle architecture et/ou un nouveau
chemin d’instructions sont considérés. Nous avons aussi implanté un générateur de docu-
mentation (tex) : Gen_Doc et un générateur de graphe Gen_Graph pour visualiser les
contraintes d’un chemin d’instructions sous forme de graphe (nous générons des sources
dot). Le module Gen_Choco génère le code source pour l’outil CHOCOpour l’étape de
résolution du CSP. Les modules Gen_Choco, Gen_Doc et Gen_Graph sont basés
sur le modèle CSP (domaines et contraintes) construit par Gen_CSP (voir Figure 4.8).
Dans le cas où le développeur utilise un autre système de résolution Solver, il faut mettre
en place un nouveau module de génération de sources pour le système Gen_Solver. Ce
générateur joue le même rôle que Gen_Choco et admet la même entrée CSP. Aucune
modification n’est nécessaire au niveau des autres modules, y compris le générateur de CSP
Gen_CSP.
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Fig. 4.8 – Flot d’entrées et des sorties pour le constructeur de CSP.
4.4 Calcul du temps du bloc de base
Nous présentons l’élaboration du système de contraintes dans CHOCO pour le calcul
du temps.
4.4.1 Présentation de CHOCO
CHOCO 3 est une bibliothèque Java pour la programmation par contraintes et les
problèmes de satisfaction de contraintes [22]. Le système CHOCO implémente différentes
contraintes globales d’ordonnancement : cumulative, et disjonctives, predecendeImplied,
etc. Nous utilisons la version CHOCO - 2.1.5.
Pour implanter un problème de contraintes dans CHOCO, il faut instancier un objet
Model, auquel on associe les variables et les contraintes. Quand une contrainte est ajoutée
au modèle, les variables sur lesquelles elle porte sont ajoutées. L’exemple du Listing 4.4
présente une implantation d’un problème d’ordonnancement. Les variables, qui représentent
les dates de début et de fin d’exécution et la durée des tâches, sont déclarées comme des
variables entières IntegerVariable. Chaque variable est déclarée par Choco.makeIntVar
3CHOCO est un outil libre, distribué sous la licence BSD et disponible sous sourceforge.net.
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en donnant son domaine. L’outil CHOCO offre deux méthodes de propagation des valeurs :
sur les bornes des intervalles (V_BOUND) ou sur les valeurs des intervalles (V_ENUM). Nous
utilisons la propagation sur les bornes des intervalles. En effet, sous CHOCO, on impose
que les domaines des variables entières représentant les tâches soient bornés (V_BOUND), car
la gestion d’un domaine énuméré est plus coûteuse et de surcroît inutile. De plus que la
contrainte cumulative ne raisonne que sur les bornes. Les variables tâches sont déclarées
comme des TaskVariable, par la méthode Choco.makeTaskVar, avec comme paramètres
les variables numériques, date de début, de fin et durée d’exécution. Les contraintes sont
associées au modèle par la méthode Choco.addconstraint. La définition de l’objectif est
faite aux lignes (22, 23 et 25) du Listing 4.4. Nous cherchons à minimiser le maximum
des bornes supérieures des tâches (voir Section 4.3.2.2). Une fois, le problème CSP défini,
on initialise un solveur, on lit le modèle et on lance la résolution. On peut demander la
première solution trouvée solve(), toutes les solutions solveAll() ou la solution optimale
selon une fonction objectif minimize().
Listing 4.4 – Exemple de problème d’ordonnancement implanté dans Choco
1 import choco . Choco ;
2 import choco . cp . model . CPModel ;
3 import choco . k e rne l . model . c o n s t r a i n t s . Constra int ;
4 import choco . k e rne l . model . v a r i a b l e s . i n t e g e r . I n t eg e rVar i ab l e ;
5 import choco . k e rne l . model . v a r i a b l e s . s chedu l ing . TaskVariable ;
6 import choco . k e rne l . s o l v e r . So lve r ;
7 import choco . cp . s o l v e r . CPSolver ;
8 . . .
9 Model model = new CPModel ( ) ;
10 // Dec la ra t i on des Var iab l e s e n t i e r e s
11 I n t eg e rVar i ab l e task1_m = Choco . makeIntVar ( "t1_m" ,0 ,12 , Options .V_BOUND) ;
12 I n t eg e rVar i ab l e task1_M = Choco . makeIntVar ( "t1_M" ,0 ,12 , Options .V_BOUND) ;
13 I n t eg e rVar i ab l e task1_d = Choco . makeIntVar ( " t1_d " ,0 ,12 , Options .V_BOUND) ;
14 . . .
15 // Dec la ra t i on des Var iab l e s taches
16 TaskVariable task1 = Choco . makeTaskVar ( " t1 " , task1_m , task1_M , task1_d ) ;
17 . . . .
18 // De f i n i t i o n des c on t r a i n t e s et a jout au modele
19 pipel ine_model . addConstraint (Choco . eq ( task1_m , task2_M) ) ;
20 . . . .
21 // Fonction o b j e c t i f
22 I n t eg e rVar i ab l e min = Choco . makeIntVar ( "min " ,0 ,20 , Options .V_OBJECTIVE) ;
23 I n t eg e rVar i ab l e [ ] bmax = {task1_M , task2_M , task3_M . . . . . } ;
24 // minimiser l e max des dates de f i n des taches
25 model . addConstraint (Choco . eq (min , Choco .max(bmax) ) ) ;
26 // l e s o l v eu r
27 So lve r s o l v e r = new CPSolver ( ) ;
28 // Lecture du modele
29 s o l v e r . read (model ) ;
30 // Reso lut ion
31 p_solver . minimize ( t rue ) ; // re tourne l a s o l u t i o n optimale ,
32 // true : l a r echerche reprend a p a r t i r de l a
r a c i n e de l ’ arbre de recherche
33 // p_solver . s o l v eA l l ( ) ; // toute s l e s s o l u t i o n s
34 // p_solver . s o l v e ( ) ; // l a 1 e r e s o l u t i o n trouvee
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4.4.2 Implantation du CSP temps d’un bloc dans CHOCO
Au début des expérimentations au niveau du solveur CHOCO, la taille des classes java
générées a été grande et dépasse la taille maximale (en nombre de caractères) de classe
définie par la machine virtuelle java. Nous avons commencé par générer ces classes pour
instancier les variables et les contraintes CSP. Pour remédier à ce problème, nous avons
modifié au niveau du générateur Gen_Choco, pour générer un fichier XML à la place des
sources java. Le fichier XML décrit les variables et les contraintes avec des balises (le
format du fichier XML est donné dans l’Annexe F). Nous avons élaboré un chargeur XML
XMLLoader, dont le rôle est de charger les données du fichiers XML et d’instancier les
variables et les contraintes.
Le Listing 4.5 présente la classe XMLSolver pour le calcul du temps du bloc.
Listing 4.5 – Le problème de contraintes pour le calcul du temps implanté dans Choco
1
2 pub l i c c l a s s XMLSolver{
3 Model pipe l ine_model = new CPModel ( ) ;
4 So lve r p i p e l i n e_so l v e r ;
5
6 . . . . .
7
8 pub l i c void s o l v e ( ) {
9 p ip e l i n e_so l v e r = new CPSolver ( ) ;
10 p ip e l i n e_so l v e r . read ( pipel ine_model ) ;
11 . .
12 p ip e l i n e_so l v e r . minimize ( t rue ) ; // s o l u t i o n opt imale
13 . . . .
14 }
15
16 pub l i c void load ( St r ing xml_fi le , f i n a l So lve r p_solver ) {
17 // charger l e f i c h i e r xml et a j ou t e r l e s v a r i a b l e s e t l e s c on t r a i n t e s
au modele
18 . . . .
19 }
20
21 pub l i c s t a t i c void main ( St r ing [ ] argv ) {
22 XMLSolver s o l v e r = new XMLSolver ( ) ;
23 St r ing path_name = argv [ 0 ] ;
24 s o l v e r . load ( argv [ 0 ] , s o l v e r . p i p e l i n e_so l v e r ) ;
25 s o l v e r . s o l v e ( ) ;
26 . . . . .
27 // a f f i c h a g e du r e s u l t a t temps du b loc
28 s o l v e r . d i s p l ayRe su l t s ( ) ;
29 }
30 }
Stratégie de branchement Nous expliquons ici comment nous avons implanté la contrainte
Selection_conflit (p. 111), relative au conflit d’accès. En effet, il n’y a pas de contrainte
globale qui exprime cette propriété, donc son implantation est spécifique à chaque système
de résolution de CSP. L’outil CHOCO offre de nombreuses stratégies de branchement et
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heuristiques de sélection pour les variables simples (entières, réelles) et complexes (tâches).
Les stratégies de branchement permettent de sélectionner une tâche parmi l’ensemble des
tâches non ordonnancées et prêtes, puis de l’ordonnancer au plus tôt [61]. Il est aussi pos-
sible pour l’utilisateur de définir sa stratégie et ses heuristiques, en élaborant des interfaces
et des classes abstraites. Nous élaborons une stratégie de branchement basée sur l’index
de la tâche (associée à une instruction) dans le programme : on sélectionne la tâche ayant
l’index le moins élevé. Nous utilisons la classe SetTimes qui se base sur un Comparateur
de tâches. Le constructeur de la classe SetTimes accepte un objet implémentant l’interface
Comparator<ITask>, qui détermine l’ordre d’exploration des tâches (Listing 4.6) :
SetTimes(Solver solver, List<TaskVar> tasks, Comparator<ITask> comp,
boolean rand)
Nous définissons une stratégie de branchement pour chaque étage à exécution non-ordonnée.
La liste tasks inclut toutes les tâches s’exécutant sur l’étage, ajoutées à la liste dans l’ordre
du programme. Dans le Listing 4.6 nous donnons l’implantation de la stratégie de branche-
ment pour l’unité fonctionnelle MEM . Le comparateur se base alors sur l’index des tâches
dans la liste tasks, qui correspond à l’ordre du programme.
Listing 4.6 – Définition de la stratégie de branchement avec SetTimes.
// Construct ion de l a l i s t e des taches concernees par l e branchement
Lis t<TaskVar> specTasks = new ArrayList<TaskVar>() ;
specTasks . add ( p i p e l i n e_so l v e r . getVar (t_0_2_0_MEM_0) ) ;
specTasks . add ( p i p e l i n e_so l v e r . getVar (t_1_2_0_MEM_0) ) ;
. . . . .
// I n i t i a l i s a t i o n de l ’ ob j e t Comparator
IndexTaskComparator taskCmp = new IndexTaskComparator ( specTasks ) ;
TaskSe lec tor t s= new TaskSe lec tor ( taskCmp) ;
// Ajout de l a s t r a t e g i e au so l v eu r
p i p e l i n e_so l v e r . addGoal (new SetTimes ( p ip e l i n e_so lv e r , tArray , t s ) ) ;
Le Listing 4.7 donne la classe abstraite du comparateur AbstractTaskComparator, où
on définit la fonction de comparaison, et qui va étendre la classe finale IndexTaskComparator.
Listing 4.7 – Comparateur de tâches basé sur l’ordre du programme.
import choco . k e rne l . s o l v e r . v a r i a b l e s . s chedu l ing . ITask ;
import java . u t i l . Comparator ;
// d e f i n i t i o n de l a f on c t i on de comparaison
abs t r a c t c l a s s AbstractTaskComparator implements Comparator<ITask> {
pub l i c ab s t r a c t i n t getValue ( ITask task ) ;
pub l i c i n t compare ( f i n a l ITask task1 , f i n a l ITask task2 ) {
f i n a l i n t c1=getValue ( task1 ) ;
f i n a l i n t c2=getValue ( task2 ) ;
i f ( c1<c2 ) { re turn 1 ;}
e l s e i f ( c1>c2 ) { re turn −1;}
e l s e { re turn 0 ;}
}}
// c l a s s e comparateur de taches base sur l ’ index
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pub l i c f i n a l c l a s s IndexTaskComparator extends AbstractTaskComparator {
pub l i c f i n a l s t a t i c IndexTaskComparator SINGLETON = new IndexTaskComparator ( ) ;
pub l i c f i n a l s t a t i c Comparator<ITask> RSINGLETON= java . u t i l . C o l l e c t i o n s .
r ever seOrder (SINGLETON) ;
pub l i c L i s t<TaskVar> taskArray ;
IndexTaskComparator ( ) {
super ( ) ;
}
IndexTaskComparator ( Li s t<TaskVar> ta ) {
t h i s . taskArray = ta ;
}
pub l i c i n t getValue ( f i n a l ITask task ) {
// c r i t e r e de s e l e c t i o n de l a tache e s t son index
re turn taskArray . indexOf ( task ) ;
}}
4.5 Animation du bloc de base avec UPPAAL
L’objectif du module Animation est de fournir des vues utilisateurs afin d’assister l’ar-
chitecte pour mieux comprendre le comportement des instructions sur le pipeline et de
valider la cohérence des temps obtenus par rapport à la spécification initiale de l’architec-
ture. Pour ce faire, nous considérons le modèle formel bien connu : les automates temporisés.
L’intérêt de l’automate est de pouvoir raisonner en logique temporelle. Plusieurs outils de
vérification, comme UPPAAL [96] et KRONOS [17], implémentent la procédure de décision
de ce modèle. Actuellement, UPPAAL est considéré comme un outil mature qui offre un
simulateur puissant permettant l’interaction dynamique entre l’utilisateur et l’architecture
étudiée. Nous commençons par présenter le modèle de validation. Ensuite, nous montrons
comment le modèle est construit avec les résultats retournés par les solveurs. Nous générons
automatiquement la vue instruction et la vue étage. Les vues permettent à l’utilisateur
de simuler l’exécution de son modèle et valider des propriétés dynamiques générales.
4.5.1 Les automates temporisés
Sous UPPAAL, les modèles sont des automates temporisés mis en parallèle, formant des
réseaux d’automates (NTA-Network Timed Automata). Le Listing 4.8 présente le type de
données OCaml de l’automate temporisé dans UPPAAL. Les automates temporisés dans
UPPAAL consistent en :
– des états de contrôles définis par des localités (locs) connectées par des transitions
(transitions dans le type OCaml),
– des données définies par des horloges (clks), des variables globales et locales (vars)
– des transitions entre états qui peuvent être annotées par des gardes, des actions
d’entrée/sortie, des mises à jours de variables et des initialisations d’horloges.
Les horloges progressent implicitement en mode synchrone. Un automate temporisé peut
progresser individuellement à travers les transitions ou par synchronisation avec d’autres
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automates. Dans l’outil d’animation que nous avons mis en place, les automates considérés
progressent individuellement, sur une base de temps. Cette base de temps est formée par les
temps synthétisés par le solveur de contraintes. Pour forcer la progression des états, nous
utilisons le concept d’invariant (invariant). Un système ne peut pas rester à une localité
avec un invariant, si la progression du temps viole cet invariant. Nous expliquerons dans
les sections suivantes comment construire les automates à partir des clauses temporisées.
L’outil d’animation d’UPPAAL accepte les modèles NTA sous format XML. Le format de
l’entrée XML est fourni en Annexe G. Nous construisons le modèle d’automate temporisé
à partir des clauses des instructions et à partir des temps retournés par le solveur. Puis le
modèle est traduit en XML pour être interprété par l’outil d’animation.
Listing 4.8 – Type automate temporisé
type ’ e s e t = ’ e l i s t
type ( ’ var , ’ c lk , ’ loc , ’ c s t r , ’ sync , ’ act ) ta = {
name : s t r i n g ;
vars : ’ var s e t ;
c l k s : ’ c l k s e t ;
l o c s : ’ l o c s e t ;
i n i t : ’ l o c ; ( ∗ e t a t i n i t i a l : p r e m i e r e l o c a l i t e ∗ )
t r a n s i t i o n s : ( ’ l o c ∗ ’ c s t r ∗ ’ sync ∗ ’ act ∗ ’ l o c ) s e t ;
i nva r i an t : ( ’ l o c ∗ ’ c s t r ) s e t ;
committed : ’ l o c s e t ;
}
4.5.2 Clauses temporisées
Une clause temporisée est une clause d’instruction, décorée par les temps calculés par
le solveur. Le solveur produit la date de début et de fin d’exécution des tâches. Ces tâches
sont associées aux instructions, aux étapes et aux accès aux ressources. Nous définissons
le type attr_task, donné dans Listing 4.9, qui décrit le nom de la tâche et son intervalle
d’exécution calculé par le solveur. Le Listing 4.9 donne aussi un exemple de clause tem-
porisée de l’instruction bge 847c. Le module Gen_Timed_Clauses, présenté dans la
Figure 4.9, permet d’analyser la trace du solveur (x_path_times) et construire les clauses
temporisées (X_path_timed_clauses).
Listing 4.9 – Clause temporisée de l’instruction « bge 847c ».
type i n t e r v a l = { lb : int ; ub : int }
type attr_task = { id : s t r i n g ; elapse : i n t e r v a l }
( ∗ v a l c l : ( a t t r _ t a s k , s t a g e , r e s o u r c e ) c l a u s e ∗ )
( ∗ bg e 847 c ∗ )
let cl_0 = ATTR (
SEQ[ATTR(PAR[ATTR(USES(STAGE (FE, 0 ) ,None ) ,
{ id ="t_0_0_0_FE_0" ; elapse = { lb = 0 ; ub = 1}}) ;
ATTR(USES(A_RES ( Buf f e r FBuf ) ,None ) ,
{ id ="t_0_0_1_FBuf" ; elapse = { lb = 0 ; ub = 1}}) ;
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ATTR(USES(RES ( Reg i s t e r GPR,15 ) ,Some Read) ,
{ id ="t_0_0_2_GPR_15" ; elapse = { lb = 0 ; ub = 1}}) ] ,
{ id ="t_0_0" ; elapse = { lb = 0 ; ub = 1}}) ;
ATTR(USES(STAGE (DE, 0 ) ,None ) ,
{ id ="t_0_1_0_DE_0" ; elapse = { lb = 1 ; ub = 2}}) ;
ATTR(PAR[ATTR(USES(STAGE ( IS , 0 ) ,None ) ,
{ id ="t_0_2_0_IS_0" ; elapse = { lb = 2 ; ub = 3}}) ;
ATTR(USES(A_RES ( Buf f e r RoB) ,None ) ,
{ id ="t_0_2_1_RoB" ; elapse = { lb = 2 ; ub = 3}}) ] ,
{ id ="t_0_2" ; elapse = { lb = 2 ; ub = 3}}) ;
ATTR(PAR[ATTR(USES(A_RES ( Buf f e r RoB) ,None ) ,
{ id ="t_0_3_0_RoB" ; elapse = { lb = 3 ; ub = 4}}) ;
ATTR(USES(A_STAGE (ALU) ,None ) ,
{ id ="t_0_3_1_ALU" ; elapse = { lb = 3 ; ub = 4}}) ;
ATTR(USES(RES ( Reg i s t e r Ucpsr , 0 ) ,Some Read) ,
{ id ="t_0_3_2_Ucpsr_0" ; elapse = { lb = 3 ; ub = 4}}) ] ,
{ id ="t_0_3" ; elapse = { lb = 3 ; ub = 4}}) ;
ATTR(USES(STAGE (CM, 0 ) ,None ) ,
{ id ="t_0_4_0_CM_0" ; elapse = { lb = 4 ; ub = 5}}) ] ,


















Fig. 4.9 – Processus de construction des clauses temporisées à partir de la trace CHOCO.
4.5.3 Génération des automates temporisés
Dans cette section, nous expliquons le passage des clauses temporisées vers les auto-
mates temporisés. Pour animer une vue, il faut un ensemble de clauses temporisées. A
partir des clauses, on dérive une liste de couples composés chacun d’une localité et d’un
intervalle. En utilisant un invariant, le contrôle reste sur une même localité, en commen-
çant de la borne inférieure jusqu’à atteindre la borne supérieure de l’intervalle associé :
"clk <= <ub>". Une garde assure que le contrôle ne quitte pas la localité tant que la borne
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supérieure n’est pas atteinte. La transition entre deux localités l et l’ est (l ,"clk ==
<ub>" ,"", "", l’). La Figure 4.10 illustre ce modèle d’automate. Chacune des vues
animées présentées ci-après consiste en un réseau d’automates temporisés, qui partagent






Fig. 4.10 – Modèle automate temporisé pour les clauses.
Comme nos automates évoluent par rapport au temps, non pas par rapport à des évè-
nements internes ni à des synchronisations, alors les étiquettes des états sont significatives.
Elles correspondent soit à l’étage ou à l’instruction, selon la vue. La fonction trace2ta du
Listing 4.10 construit une structure de données de type ta (voir Listing 4.8). Elle prend en
entrée un nom, une liste de localités et une liste d’intervalles. Une localité "term", corres-
pondant à l’état final de l’automate, est ajoutée. Une seule localité est générée pour chaque
type d’étage.
Listing 4.10 – Construction d’un automate temporisé.
l e t t r a c e2 ta n l o c a t i o n s i n t e r v a l s =
l e t ta_locs = L i s t . append l o c a t i o n s [ " term " ] in
{ name = n ;
l o c s = make_uniq ta_locs ; (∗ pas de dup l i c a t i on des l o c a l i t e s ∗)
i n i t = L i s t . hd l o c a t i o n s ;
t r a n s i t i o n s = L i s t .map2 ( fun ( l , l ’ ) i −> ( l , " c l k == " ^( s t r ing_of_int i . ub ) , " " , " "
, l ’ ) )
( succ_pairs ta_locs ) i n t e r v a l s ;
i nva r i an t = L i s t .map2 ( fun l i −> ( l , " c l k <= " ^( s t r ing_of_int i . ub ) ) )
l o c a t i o n s i n t e r v a l s ;
vars = [ ] ; c l k s = [ ] ; committed = [ ]
}
4.5.4 La vue « Instruction »
Sur cette vue, l’utilisateur peut avancer dans le chemin d’instructions et observer l’évo-
lution de chaque instruction dans le pipeline. Cette vue est intéressante car on peut ob-
server la vitesse de chaque instruction, voir quand l’instruction entre dans le pipeline
et éventuellement voir les stalls sur certains étages. Le principe est d’associer un auto-
mate à chaque instruction. On considère les clauses qui représentent l’accès aux étages.
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Chacune de ces clauses est décrite par un identifiant et un intervalle d’exécution (un at-
tribut de type attr_task). Une localité et un intervalle sont dérivés de chaque clause.
Par exemple, les localités associées à la vue instruction de la clause du Listing 4.9 sont
["FE","DE","IS","ALU","CM"]. Dans les cas particuliers des instructions micro-codées,
où une instruction passe par le même étage plusieurs fois, une seule localité est générée pour
cet étage et on génère autant de transitions que de passages par l’étage. Les intervalles dé-
rivés de la clause sont [{lb=0 ; ub=1}, {lb = 1 ; ub = 2}, {lb = 2 ; ub = 3}, {lb
= 3 ; ub = 4}, {lb = 4 ; ub = 5}]. Durant son exécution, quand l’instruction est blo-
quée, soit elle est sur l’étage, soit elle est stockée dans un buffer. Dans ce deuxième cas,
des plages vides existent où l’instruction n’est sur aucun étage. Alors, nous définissons des
localités "idle_stalled", qui représentent l’état des instructions bloquées en dehors des
étages. Une localité "idle_stalled" est définie quand les intervalles el et el′ de deux lo-
calités successives sont disjoints : el.ub < el′.lb (voir Listing 4.11). La fonction trace2ta
prend le résultat de la fonction fill_stall_slots.
Listing 4.11 – Construction de l’automate de la vue instruction.
( ∗ e x t r a i r e l e s c l a u s e s d ’ a c c e s aux e t a g e s ∗ )
let s t ag e s c l = L i s t . f i l t e r i sS tage_c l ( l e av e s c l )
( ∗ v a l g e t _ l o c a t i o n _ i n t e r v a l :
( a t t r _ t a s k , s t a g e , ’ a ) c l a u s e l i s t −> ( s t r i n g ∗ i n t e r v a l ) l i s t ∗ )
let ge t_ loca t i on_in t e rva l c l_ l = L i s t .map ( fun c l −>
( str ing_of_stage ( getStage_cl c l ) ) ,
( ( getAttr_cl c l ) . elapse ) ) c l_ l
( ∗ v a l f i l l _ s t a l l _ s l o t s :
( s t r i n g ∗ i n t e r v a l ) l i s t −> ( s t r i n g ∗ i n t e r v a l ) l i s t ∗ )
let rec f i l l _ s t a l l _ s l o t s = function
| [ ] −> [ ]
| [ e ] −> [ e ]
| ( l , e l ) : : ( l ’ , e l ’ ) : : remain −>
i f e l .ub = el ’ . lb
then ( l , e l ) : : ( f i l l _ s t a l l _ s l o t s ( ( l ’ , e l ’ ) : : remain ) )
else i f e l .ub < el ’ . lb
then ( l , e l ) : :
( " i d l e_ s t a l l e d " ,{ lb = e l .ub ; ub = el ’ . lb }) : :
( f i l l _ s t a l l _ s l o t s ( ( l ’ , e l ’ ) : : remain ) )
else f a i l w i t h " e r r eu r i n t e r n e s aux c l au s e s "
La Figure 4.11 est la vue instruction relative à un chemin d’instructions. L’automate enca-
dré en pointillés est généré à partir de la clause du Listing 4.9. L’instruction i_3 est un load
multiple, qui charge 3 registres : ldmia sp, {, fp, sp, pc}. On peut voir que l’automate
associé à cette instruction contient 3 transitions qui conduisent à la même localité MEM.
L’instruction quitte l’étage au cycle #10.
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Fig. 4.11 – Vue « Instruction » d’un chemin d’instructions.
4.5.5 La vue « Étage »
La vue « étage » permet à l’utilisateur de voir l’état d’occupation des étages durant
l’exécution du chemin d’instructions. Dans cette vue, à chaque étage on associe un automate
temporisé. Les intervalles des clauses ne sont pas nécessairement consécutifs ou disjoints.
Ayant les clauses relatives à chaque étage, on effectue les transformations suivantes au
niveau des intervalles et des localités :
– Si deux intervalles se superposent, ceci revient à deux instructions qui coexistent sur
l’étage. Alors il faut fusionner les plages de temps communes aux intervalles . Une
seule localité est définie, étiquetée par les instructions superposées. S’il existe des
plages de temps, où les deux intervalles ne se superposent pas, alors d’autres localités
sont définies. Par exemple, les couples (localité, intervalle) suivants ("t_0_1", {lb
= 1 ; ub = 2}) et ("t_1_1", {lb = 1 ; ub = 3}) présentent deux instructions qui
rentrent dans l’étage au même moment. Mais l’instruction "t_0_1" quitte l’étage plus
tôt ; au cycle #2. Les localités deviennent ("t_0_1__t_1_1", {lb = 1 ; ub = 2})
et ("t_1_1", {lb = 2 ; ub = 3}).
– Si des plages de temps vides existent, ce qui revient à des cycles idles ou des états de
blocage (stalls). Alors ces plages de temps doivent être remplies. Des localités sont
ajoutées et étiquetées par "idle_<#cycle>".
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La Figure 4.12 présente un exemple du réseau d’automates du même chemin d’instruc-
tions. On peut voir l’état d’occupation des étages. Des localités représentant des cycles
vides sont encadrées sur les automates.
Fig. 4.12 – Vue « Étage » d’un chemin d’instructions.
4.5.6 Validation des propriétés d’architecture
Nous avons procédé à la validation des intervalles synthétisés par rapport à la spéci-
fication de l’architecture. Par exemple, la validation de la scalarité consiste à vérifier que
les tâches du niveau étape associées à un étage et dont les intervalles se superposent, ne
dépassent pas le degré de scalarité de l’étage. Valider l’exécution ordonnée sur un étage st
consiste à vérifier que chaque tâche du niveau étape associée à une instruction, s’exécute
avant toutes les autres tâches des instructions qui la succèdent, selon l’ordre du programme.
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4.6 Expérimentations
La validation de cette propriété est formalisée par Validate_In_Order.
∀U ostτi,s. ∀U ostτ
′
i′,s′ . in-order(ost) ∧ i ≤ i′ ⇒ τ isBefore τ ′ (Validate_In_Order)






i′,s′ . i ≤ i′ ⇒ τ isBefore τ ′ (Validate_Data_Hazards)
D’autres fonctions ont été implantées pour valider les contraintes définies au préalable,
dans la Section 4.2.2. Ces fonctions de validation implantent la description DSL de l’archi-
tecture. Elles permettent, utilisées avec l’outil d’animation, de valider les temps calculés
par les solveurs. Cette partie du travail est à l’étape de prototype. L’implantation de la
fonction de validation de l’exécution ordonnée est donnée dans l’Annexe E.2.
4.6 Expérimentations
Pour les expérimentations, nous avons utilisé des programmes de la suite de benchmarks
de Mälardalen [62]. Les benchmarks Malärdalen [62] sont publiés par le MRTRC (Malär-
dalen Real-Time Research Center) de l’université de Malärdalen (Suède). Les benchmarks
sont souvent utilisés pour tester les calculs de WCET. La série de benchmarks contient
un ensemble de codes sources C représentant des calculs numériques, et des algorithmes
DSP4 tel que la recherche binaire, la fonction des séries Fibonacci, l’insertion avec tri, la
multiplication de matrices, etc. Ce sont des programmes assez importants de point de vue
du calcul du WCET qui illustrent les difficultés rencontrées dans le calcul du WCET. Le
Tableau 4.3 présente un sous ensemble de ces benchmarks.
Nom Description
bs Recherche binaire dans un tableau de 15 éléments
bsort100 Programme de tri à bulle
fdct Transformation rapide par cosinus discret
fibcall Suite de Fibonacci
jfdctint Transformation par cosinus discret sur un bloc de 8x8 pixels
ns Recherche dans un tableau multidimensionnel
nsichneu Simulation d’un réseau de Pétri étendu
duff Initialisation et copie de tableau
fac Calcul de factorielle
Tab. 4.3 – Les benchmarks Malärdalen
La préparation du processus de test a été effectuée en plusieurs étapes. Les fichiers et
les modules qu’on génère ont été présentés dans Section 4.3.3 (Figure 4.7 et Figure 4.8).
1 Préparation des répertoires et des fichiers des benchmarks.
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2 Génération du fichier <bench_path_clauses.ml> pour un benchmark bench et un
chemin path.
3 Compilation des modules générateur CSP et générateur de sources CHOCO :Gen_CSP
et Gen_Choco, et aussi des modules Gen_Dot et Gen_Tex.
4 Génération des sources.
5 Résolution sous CHOCO.
6 Compilation du module Gen_Timed_Clauses.
7 Génération de la source pour le module d’animation sous UPPAAL.
Un programme csp_gen permet de réaliser les étapes 1, 2, 3 et 4, pour tous les chemins
d’un seul benchmark donné en argument.
./csp_gen -bench <bench> -cat
ou pour tous les benchmarks
./csp_gen
L’option -cat est utilisée quand le chemin d’instructions est donné avec les classifications
des accès au cache (voir Section 3.3.2.5). Un programme xml_wcet permet d’effectuer les
étapes 5, 6 et 7, pour les chemins d’un seul ou de tous les benchmarks. L’option -uppaal
active la génération de la sortie pour UPPAAL.
./xml_wcet -bench <bench> -uppaal
4.6.1 Cas d’étude
Nous considérons le processeur superscalaire de degré 2, à exécution non-ordonnée,
présenté dans la Section 3.4.2.1. Ce processeur implante le jeu d’instructions ARMv5. Nous
présentons dans cette section, les différentes étapes d’analyse d’un chemin d’instructions du
benchmark bsort100. Nous donnons la description du chemin d’instructions en assembleur
et en Sim-nML dans le Tableau 4.4. Les clauses de la représentation interne associées
aux instructions sont données dans l’Annexe H. Les contraintes relatives à l’allocation des
ressources, comme présentées dans Ress_Alloc (p. 110), pour l’instruction i0 sont données
dans le Tableau 4.5.
Les accès concurrents aux buffers RoB et FBuf sont modélisés par la contrainte Cumu-
lative, comme nous l’avons présenté dans Contention (p. 111) et dans Cumulative (p. 122).
Les contraintes générées pour le chemin d’instructions pour l’accès aux buffers sont données
dans le Tableau 4.6. L’ensemble des contraintes générées pour le chemin d’instructions est
détaillé dans l’Annexe H.
Les contraintes avec les variables et leurs domaines sont décrits dans un fichier XML,
qui sera chargé par le solveur. La résolution des contraintes fournit les temps que nous
avons représentés sous forme de graphe. Les contraintes sont présentées par un graphe
(voir Figure 4.13), sur lequel on retrouve les instructions, les étapes d’exécution et les





i1 mov r0, r3, lsl #0
i2 sub sp, fp, #12
i3 ldmia sp, {, fp, sp, pc}
Sim-nML
extend B_Cond
uses = FE & FBuf , DE, RoB & IS , RoB & ALU & ( i f ! ( cond . never && cond . ever ) then
Ucpsr . read end i f ) & ( i f ( s e t l ) then GPR[ 1 4 ] . wr i t e end i f ) , CM
extend MOV_shr
uses = FE & FBuf , DE, RoB & IS , RoB & ALU & GPR[ rd ] . wr i t e & sh i f t e r_operand . uses &
( s e t s . uses ) & ( cond . uses ) , CM
extend SUB_shr
uses = FE & FBuf , DE, RoB & IS , RoB & ALU & GPR[ rd ] . wr i t e & GPR[ rn ] . read &
sh i f t e r_operand . uses & ( s e t s . uses ) & ( cond . uses ) , CM
extend Mem_load_multiple
uses = FE & FBuf , DE, RoB & IS , ( i f ( s e t l ==1) then
( ( i f r e g l i s t <0..0> == 1 then RoB & GPR[ rn ] . read & MEM & M. read & GPR[ 0 ] .
wr i t e end i f ) ,
( i f r e g l i s t <1..1> == 1 then RoB & GPR[ rn ] . read & MEM & M. read & GPR[ 1 ] .
wr i t e end i f ) , . . .
( i f r e g l i s t <16..16> == 1 then RoB & GPR[ rn ] . read & MEM & M. read & GPR
[ 1 6 ] . wr i t e end i f ) ) , CM
Tab. 4.4 – Description assembleur et Sim-nML du chemin d’instructions.
t0,0,2,GPR,15 during t0,0 t0,0,2,GPR,15 starts t0,0
t0,3,2,Ucpsr,0 during t0,3 t0,3,2,Ucpsr,0 starts t0,3
Tab. 4.5 – Contraintes d’allocation de ressources.
base. Le temps d’exécution du bloc de base est donné par la formule suivante :
C = t3,6,M − t0,4,M = 6 (Temps)
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FE( i0)
 t_0_0








[3 , 4 ]
mov r0, r3, lsl #0 2
FE( i2)
 t_2_0
[3 , 4 ]
sub sp, fp, #12
IS( i0)
 t_0_2




[4 , 5 ]
mov r0, r3, lsl #0
DE( i2)
 t_2_1
[4 , 5 ]
sub sp, fp, #12
ALU( i0)
 t_0_3




[5 , 6 ]
mov r0, r3, lsl #0
IS( i2)
 t_2_2
[5 , 6 ]
sub sp, fp, #12
CM( i0)
 t_0_4




[6 , 7 ]
mov r0, r3, lsl #0
CM( i1)
 t_1_4
[7 , 8 ]
mov r0, r3, lsl #0CM( i2)
 t_2_4
[7 , 8 ]
sub sp, fp, #12
FE( i3)
 t_3_0
[4 , 5 ]
ldmia sp, {, fp, sp, pc}
DE( i3)
 t_3_1
[5 , 6 ]
ldmia sp, {, fp, sp, pc}
IS( i3)
 t_3_2
[6 , 7 ]
ldmia sp, {, fp, sp, pc}
ALU( i2)
 t_2_3
[6 , 7 ]
sub sp, fp, #12
CM( i3)
 t_3_6
[10 , 11 ]
ldmia sp, {, fp, sp, pc}
MEM( i3)
 t_3_3
[7 , 8 ]
ldmia sp, {, fp, sp, pc}
MEM( i3)
 t_3_4
[8 , 9 ]
ldmia sp, {, fp, sp, pc}
MEM( i3)
 t_3_5
[9 , 10 ]


























cumulative(8, (t0,2,1,RoB, 1), (t0,3,0,RoB, 1), (t1,2,1,RoB, 1), (t1,3,0,RoB, 1), (t2,2,1,RoB, 1),
(t2,3,0,RoB, 1), (t3,2,1,RoB, 1), (t3,3,0,RoB, 1), (t3,4,0,RoB, 1), (t3,5,0,RoB, 1))
cumulative(4, (t0,0,1,FBuf , 1), (t1,0,1,FBuf , 1), (t2,0,1,FBuf , 1), (t3,0,1,FBuf , 1))
Tab. 4.6 – Contraintes d’accès concurrents aux buffers.
4.6.2 Mesures et synthèse
La méthode CSP/CHOCO pour le calcul du temps d’exécution d’un bloc de base nous a
fourni des temps d’exécution de blocs inférieurs à ceux fournis par OTAWA. Le Tableau 4.7
montre la différence entre le temps CSP et le temps OTAWA, en pourcentage par rapport
au temps total OTAWA. On peut voir que sur les benchmarks bsort100, fir et cover, qui
sont des bechmarks assez grands, on a pu réduire le temps d’exécution des blocs de base de
respectivement 26%, 23% et 26%. En effet, notre méthode fournit un modèle qui reprend
le comportement exact des instructions dans le pipeline. Le comportement dynamique,
lié à l’ordonnancement dynamique et à l’allocation indéterministe des ressources comme
les mémoires tampon, a été modélisé par les contraintes Cumulative et Disjuntive. La
résolution prend en considération les différents ordonanncement possible et retourne celui
du pire cas. Ceci nous a permis de gagner de la précision sur les temps calculés pour ce
type d’accès. La méthode OTAWA effectue de la surestimation en cas d’accès dynamique
à une ressource.











Tab. 4.7 – Analyse de la différence des temps entre CSP et OTAWA
Le Tableau 4.8 décrit les benchmarks par le nombre de chemins à analyser, leur longueur
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moyenne5 et le temps de la génération de la représentation interne. Le Tableau 4.8 donne
les temps de résolution totaux pour un benchmark par la méthode graphe d’exécution dans
OTAWA et par la méthode CSP/CHOCO.
Benchmark Nombre de Longueur Longueur longueur Temps de Temps de résolution
chemins maximale minimale moyenne résolution CSP (ms) OTAWA (ms)
bs 13 23 5 12 14 0.065
bsort100 26 42 4 11 18 0.19
cover 25 15 4 8 11.15 0.07
duff 11 27 3 12 11.16 0.086
fac 13 14 4 9 7.03 0.047
fibcall 9 19 7 11 7.57 0.042
fir 42 47 3 13 48.2 1.16
insertsort 9 42 5 22 13.7 17.3
janne-complex 19 19 6 8 6.38 0.034
lcdnum 12 15 5 8 6.10 0.036
recursion 14 13 3 7 5,88 0.034
Tab. 4.8 – Statistiques benchmarks
Nous remarquons que le temps de résolution par la méthode CSP/CHOCO est linéaire
par rapport au volume du benchmark.
Nous avons aussi noté que le temps de résolution augmente quand le système de
contraintes contient des contraintes disjunctive avec un nombre important de tâches à
ordonnancer (environ 20 tâches). Ceci est valable même si le chemin est de taille réduite.
Comparé à la méthode de calcul du temps OTAWA, la méthode CSP est de 100 à 200
fois plus lente. Ceci s’explique en partie par la mise en oeuvre de l’outil CHOCO dans
un environnement Java. En effet, les mesures de temps de résolution prélevées incluent le
temps de chargement de la machine virtuelle Java, qui est important. Un travail d’ingé-
nierie est alors nécessaire pour éliminer ce temps lié à l’environnement Java. Le temps de
résolution reflète aussi le niveau de raffinement du problème CSP. En effet, à l’état actuel
de notre implantation du système de résolution, il n’est pas possible de parler de problème
CSP optimisé et raffiné. Un travail important est prévu en perspective au niveau de la for-
mulation du CSP. Parmi les pistes à explorer est de voir comment réduire les contraintes
redondantes et/ou celles qui s’annulent. Les domaines des variables, même s’il a été réduit
durant les expérimentations, peuvent encore être raffinés. Ceci permet de réduire consi-
dérablement le temps de recherche des valeurs possibles lors de la résolution. Il est alors
prématuré de parler d’estimation finale du temps de résolution.




contraintes au CSP qui correspondent à des fonctionnalités nouvelles de l’architecture.
Parmi les avantages de l’approche basée sur les contraintes, citons l’indépendance de la
partie résolution. En effet, nous avons séparé entre le module de construction du CSP
(Section 4.3.3) et la partie de résolution. Contrairement à l’approche CSP, la méthode
de résolution par graphes d’exécution nécessite l’élaboration de la partie résolution, qui
consiste au parcours des graphes, à la propagation des valeurs, etc. Dans OTAWA, seule la
structure du graphe d’exécution, i.e. les noeuds, et les dépendances de base liées à la séquen-
tialité des instructions et des étages sont générés. Les autres types de dépendances, liées
aux accès aux registres, par exemple, sont implantés directement sur les graphes. Les che-
mins des instructions complexes sont aussi construits manuellement au niveau des graphes.
De plus, l’approche OTAWA ne supporte pas les chemins de pipeline asymétriques. Durant
ce travail de thèse, nous avons implanté un module qui génère, à partir de la représentation
interne, des graphes d’exécution. Les graphes obtenus par ce module, contiennent toutes
les dépendances nécessaires pour l’analyse du temps. Ce travail diffère de ce qui existe
actuellement dans OTAWA, où l’intervention du développeur au niveau des graphes est
nécessaire. Ceci représente alors une amélioration par rapport au processus de génération
des graphes dans OTAWA.
Conclusion
Ce chapitre a présenté la méthode de calcul du temps d’exécution du bloc de base en
utilisant la programmation par contraintes. Cette approche utilise les CSP pour exprimer
les dépendances d’instructions, les comportements dynamiques et statiques de l’architec-
ture. Notre approche est modulaire du moment qu’un autre système de résolution peut
très bien être utilisé à la place de l’outil CHOCO. Ceci, sans avoir besoin de modifier
le noyau de l’approche, permettant la construction du CSP. Nous avons implanté notre
approche et nous l’avons expérimenté en utilisant le solveur de contraintes CHOCO. L’ap-
proche présente aussi une formalisation des contraintes d’architectures et des instructions.
Cette formalisation offre une vue logique du comportement des instructions sur le pipeline.
La partie résolution fournit des temps d’exécution, qui ont été plus précis que les temps
OTAWA. Nous décrivons le comportement exact des instructions à travers les contraintes.
Par conséquent, les temps obtenus par résolution sont plus précis. Un outil d’animation a
été élaboré afin de fournir à l’utilisateur une simulation de l’exécution des instructions sur





Les travaux de recherche de ce mémoire s’inscrivent dans le cadre de l’analyse du temps
d’exécution pire-cas (WCET) pour les systèmes temps-réels stricts. L’analyse statique per-
met de déterminer une borne supérieure du WCET, tout en considérant le flot de contrôle
du programme et la micro-architecture. Les travaux présentés portent sur l’analyse des
effets de la micro-architecture sur le temps d’exécution d’un bloc de base. L’objectif a été
de mettre en place une approche automatisée et modulaire basée sur les langages de des-
cription d’architectures (ADLs), pour la modélisation d’architecture et le calcul du temps
d’exécution d’un bloc de base. L’analyse du comportement des instructions dans le pipeline
repose sur une étape de modélisation et d’abstraction du processeur et sur une étape d’ana-
lyse des propriétés temporelles des instructions. Nous avons vu que les architectures des
processeurs récents se caractérisent par des pipelines simples ou complexes et des jeux d’ins-
tructions avec des comportements spécifiques et complexes. Afin de fournir une description
haut niveau de l’architecture du processeur, nous nous sommes intéressés aux ADLs. Nous
avons vu que les ADLs, comme LISA, HARMLESS, EXPRESSION et Sim-nML, sont de
plus en plus mâtures et sont largement utilisés pour la génération d’outils multi-cibles,
comme les assembleurs, les simulateurs, les compilateurs, etc.
Le travail de la thèse s’inscrit dans le cadre d’une contribution à l’environnement
OTAWA pour l’analyse du temps. Notre choix a été d’étendre le langage de description
d’architecture Sim-nML, déjà utilisé par OTAWA pour la description du niveau ISA. L’ex-
tension permet de supporter la description de la micro-architecture. La description de
l’architecture inclut désormais les composants matériels du processeur et leurs caractéris-
tiques et aussi le modèle d’exécution des instructions qui spécifie les étapes d’exécution
dans le pipeline et l’utilisation des ressources. L’extension du langage Sim-nML a permis
de décrire le comportement temporel des instructions dans le pipeline, les accès concurrents
aux ressources, le comportement non-déterministe de certains composants du pipeline, etc.
Dans OTAWA, un modèle XML pour décrire la structure du pipeline est fourni à un ni-
veau plus bas. Le modèle XML utilisé par OTAWA définit pour chaque classe d’instruction
quel étage l’exécute et ne décrit pas explicitement les accès aux autres ressources mémoires,
registres, etc. Notre approche a permis une description de l’ISA et de la micro-architecture
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au même niveau. Nous explicitons, à travers l’extension Sim-nML, les accès aux ressources
effectués par chaque instruction de l’ISA. Le modèle élaboré est plus fin, plus générique
et facile à modifier. Il nous a permis de supporter des architectures plus complexes. Nous
avons effectué nos expérimentations en considérant des architectures ayant des caracté-
ristiques complexes, comme les unités fonctionnelles pipelinées avec latences variables, les
instructions multi-cycles et les instructions micro-codées.
Le modèle de l’architecture est donné dans une représentation interne, décrite en uti-
lisant un formalisme dédié, que nous avons défini. Notre approche permet une forte abs-
traction des aspects d’architectures, à travers le formalisme des clauses. Les clauses des
instructions décrivent les ressources allouées par les instructions, les étapes d’exécution,
les accès aux registres pour la lecture et/ou l’écriture. Les éléments d’architecture avec les
clauses permettent de déduire les exécutions parallèles des instructions, les dépendances
structurelles et de données et les accès concurrents. Dans le cas des simulateurs, la po-
litique d’allocation est généralement implantée en utilisant les tables de réservations ou
les automates. Bien qu’une telle approche soit explicite, elle reste à expérimenter pour les
architectures complexes et non-déterministes [51].
Notre approche propose aussi une méthode pour l’analyse du temps d’exécution du
bloc de base, basée sur les contraintes. Nous avons commencé par formaliser les proprié-
tés statiques et dynamiques de l’architecture et des instructions. Ce travail nous a permis
d’avoir une vision logique du comportement du pipeline et d’expliciter les propriétés liées
au comportement des instructions. En effet, les dépendances entre les instructions dans
OTAWA sont implicites. Il est impossible de déterminer de manière générique les dépen-
dances entre les instructions d’un même bloc de base. Les accès aux registres effectués
par les instructions ne sont pas explicites non plus dans les manuels de programmation.
La formalisation des propriétés d’architecture nous a permis d’expliciter les différentes
étapes d’exécution des instructions dans le pipeline, les dépendances, les contentions, le
parallélisme d’exécution, les pénalités en temps précis liées à certains comportement d’ins-
tructions, etc.
Ensuite, nous avons exprimé le comportement des instructions sur le pipeline, par des
contraintes, pour former ensuite un problème de satisfaction de contraintes (CSP), dont la
résolution fournit le temps d’exécution du bloc de base. Un effort du domaine de l’intel-
ligence artificielle a été nécessaire pour décrire le métier WCET en terme de contraintes,
et pour trouver les bonnes sémantiques pour exprimer les aspects d’architecture. Des
contraintes existantes ont été utilisées et des contraintes ont été adaptées et définies pour
exprimer les propriétés d’architecture. Puis, nous avons prouvé la faisabilité de la résolution
des contraintes et prouvé que les temps produits par les solveurs sont aussi précis que les
temps fournis par les graphes d’exécution. Il aurait été possible de travailler directement à
partir du graphe d’exécution pour construire les contraintes et passer à la résolution. Un
travail préliminaire a été commencé dans ce sens, qui consiste à "parser" les fichiers dot des
graphes d’exécution, générés par OTAWA. Mais l’objectif initial de la thèse était de prendre
en compte les nouvelles architectures et de repenser la partie description d’architecture au
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niveau d’OTAWA, d’où l’extension du langage Sim-nML pour améliorer l’expressivité et
puis l’utilisation du solveur CSP pour l’analyse. Durant nos expérimentations, nous avons
utilisé le solveur de contraintes CHOCO. Nous avons obtenu des temps plus précis que
ceux fournis par l’outil OTAWA. Notre approche vise à décrire le comportement exact de
la micro-architecture à travers les contraintes. Par conséquent, des surestimations ont été
réduites, liées à des comportements non-déterministes de certains composants comme les
mémoires tampons et les étages à exécution non-ordonnée. La méthode d’analyse proposée
est modulaire, puisque nous avons fait la séparation entre la partie description à base de
contraintes et la partie résolution. Un autre système de résolution peut très bien être utilisé
à la place de l’outil CHOCO et ceci, sans avoir besoin de modifier le noyau de l’approche,
qui construit le CSP. Ce travail peut être vu comme un problème réel pour l’implantation
des contraintes.
Nous nous sommes aussi intéressés durant les travaux de thèse aux aspects de vérifi-
cation et de validation. Nous avons mis en place certains tests de cohérence et de bonne
formation de la représentation interne de l’architecture et des clauses des instructions, par
rapport à la spécification initiale. Un outil d’animation basé sur les automates temporisés
a été élaboré. Il permet de simuler l’architecture et de valider les temps synthétisés par le
solveur de contraintes.
En résumé, notre contribution consiste principalement à centraliser et uniformiser la
description de l’architecture, ceci avec l’extension du langage Sim-nML. De nouvelles archi-
tectures et fonctionnalités sont désormais supportées par l’environnement OTAWA. Nous
avons proposé une nouvelle méthode pour l’analyse du pipeline basée sur la programma-
tion par contraintes. Cette méthode n’avait pas été abordée jusque là dans le domaine
du WCET. Nous avons montré la faisabilité de cette méthode et nous l’avons implanté et
élaboré. Nous avons mis en place un outil automatisé pour l’analyse du temps et la simu-
lation. Bien que nous n’avons pas été au bout en terme de raffinement et d’optimisation
des contraintes, nous pensons que l’approche peut être améliorée en terme de précision et
de performances. Nous pensons aussi que bien d’autres cas d’architectures, non abordés
durant cette thèse, peuvent être traitées par la méthode. L’animation des résultats est aussi
un nouvel élément ajouté à l’environnement OTAWA. Il permet au développeur d’avoir un
même outil pour la visualisation des résultats et la validation.
Perspectives
Nos travaux ont permis de dégager certaines limites de notre contribution et nous a
conduit à envisager quelques perspectives.
Des fonctionnalités spécifiques à des processeurs particuliers et/ou à des instructions
particulières, n’ont pas été traitées, malgré qu’elles peuvent avoir un impact sur les temps
mesurés. Par exemple, dans les processeurs ARM9E-S, les instructions load multiple ont un
comportement spécifique quand un des registres à charger est le compteur de programme
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PC. En effet, dans ce cas de processeur, le registre PC est toujours le dernier à être
chargé de la mémoire. Cette propriété peut induire des dépendances supplémentaires entre
l’instruction load multiple et d’autres instructions utilisant le registre PC, et donc des cycles
supplémentaires à comptabiliser. Les architectures multi-processeurs et multi-coeurs n’ont
pas été étudiées durant les travaux de la thèse. Ce type d’architectures implique d’autres
types d’analyses, pour supporter les systèmes d’interconnexion, les mémoires partagées,
les coeurs, etc. Nous nous sommes limités aux architectures mono-coeurs. D’autre part, le
modèle de ressources donné par la description de l’architecture peut être généralisé pour
inclure d’autres types de ressources, comme les bus. L’attribut action des clauses n’a pas
été exploité dans notre approche. Nous l’avons défini dans le but de spécifier l’effet des
instructions sur l’état de la machine, au niveau des étages. Ceci permet de générer des
simulateurs au niveau pipeline, précis au cycle (CAS6).
La définition de la contrainte XCumulative donnée est restreinte à un cas particulier
où une seule ressource spécialisée existe. Il serait nécessaire de généraliser cette définition
pour couvrir le cas de pipelines avec plusieurs unités fonctionnelles spécialisées. Nous avons
aussi étendu la contrainte Cumulative pour prendre en considération une stratégie de bran-
chement (ou de sélection) des tâches à exécuter en cas de conflit. Cette extension n’a pas
été formalisée en une contrainte globale, mais a été implantée en dur au niveau du système
de résolution CHOCO. Il est intéressant de définir une contrainte globale Cumulative, qui
admet comme paramètre optionnel la stratégie de branchement. Au niveau du système de
contraintes défini, il serait intéressant de travailler sur l’optimisation des contraintes géné-
rées et sur l’évaluation de la performance de la résolution. Les contraintes Cumulative et
Disjunctive sont très coûteuses en calcul, de plus que l’ordre dans lequel les contraintes sont
données a une forte incidence sur les performances. Le problème de calcul du temps d’un
bloc de base sur un pipeline est un problème réel pour l’implantation des CSP, qui permet
de voir les limites des solveurs de contraintes, en terme d’expressivité et de performance.
L’outil d’animation, basé sur les automates temporisés, sert à ramener la vision archi-
tecture au niveau des temps calculés. Il est possible de rattacher l’outil d’animation aux
résultats donnés par les graphes d’exécution. En effet, les graphes d’exécution ont une vi-
sion sémantique de l’architecture. L’animation superpose la vision architecturale à la vision
sémantique donnée par les graphes d’exécution.
Le travail de formalisation nous a permis d’avoir une vision logique du comportement
du pipeline. Nous considérons que cela représente aussi une base pour un travail de vérifi-
cation et de validation des propriétés de l’architecture sur des outils de preuve. Le langage
dédié (DSL) proposé dans ce travail de thèse est un point de départ pour un module de
vérification, dans lequel on utilise le langage de requête d’UPPAAL [11]. Ce langage permet
de spécifier des propriétés à vérifier. Il est possible de concrétiser le processus de vérifica-
tion, en définissant des propriétés comme l’absence d’aléas, respect du degré de parallélisme
autorisé par les étages, etc. Ces propriétés doivent être exprimées en langages de requêtes
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puis vérifiées sur les clauses temporisées.
Parmi les outils d’analyse de WCET étudiés dans la bibliographie, ceux basés sur les
graphes d’exécution réalisent toutes les étapes de l’analyse de WCET, de bout en bout.
Certains ne sont pas génériques, d’autres ne supportent pas certaines architectures ou
utilisent des modèles de processeurs complexes, etc. Il serait intéressant de travailler sur leur
modularité et leur composabilité. Il est intéressant d’avoir un environnement qui permet
d’effectuer l’analyse du temps [7, 58], la génération de simulateur de jeu d’instructions et
de simulateur au niveau pipeline [51], la vérification et l’animation du temps [44]. Ces
différentes fonctionnalités sont assurées par différents composants dans la chaîne d’analyse









ID ::= toute suite de lettres, chiffres ou ’_’, commençant par une lettre














BufferSpec::= buffer (ID [ ’[’ Expr ’]’]) +,
StageSpec::= stage (ID [ ’[’ Expr ’]’]) +,
UsesDef ::= UsesSequence +,
UseSequence ::=
UsesIfAtom +|




| if Expr then UsesIfAtom [ else UsesIfAtom ] endif
UsesIndirectAtom ::=
UsesCondAtom
| ’(’ UsesDef ’)’
| UsesLocationList ’&’ ID ’.’ uses
| UsesLocationList ’&’ ’(’ UsesDef ’)’
| UsesIndirectAtom ’&’ ’(’ UsesDef ’)’
UsesCondAtom ::= [ ’(’ Expr ’)’ ] UsesLocationList UsesAttrList
UsesAttrList ::= [’:’ (ID| action )) ] [’#’ ’{’ Expr ’}’ ] [’:’ (ID| action )) ]
UsesLocationList::= (UsesLocation) +&
UsesLocation ::=
ID [ ’[’ Expr ’]’ ] [ ’.’ ( uses | read | write ) ]
ExtendSpec::= ExtendHeader AttrDefList
ExtendHeader::= extend (ID) +,
AttrDefList ::= AttrDef +
AttrDef ::=
| action ’=’ ’’ Statement+; ’’
| syntax ’=’ Expr
| image ’=’ Expr
| uses ’=’ UsesDef
| ID ’=’ Expr
| ID ’=’ ’’ Statement+; ’’
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CHAPITRE B. Représentation interne
Annexe B
Représentation interne
B.1 Bonne formation d’architecture
( ∗ v a l w f _ a r c h i t e c t u r e : a r c h i t e c t u r e _ d e s c −> b o o l ∗ )
let wf_arch i tec ture a =
a . s t ag e s <> [ ] && a . r e s ou r c e s <> [ ]
&& ( L i s t . f o r_a l l ( fun (_, n , c ,_) −> 0 < n && 0 < c ) a . s t ag e s )
&& ( L i s t . f o r_a l l ( fun (_, n , _,_) −> 0 < n) a . r e s ou r c e s )
&& ( s i n g l e ( fun nm nm’ −> nm = nm’ ) ( L i s t .map f s t 4 a . r e s ou r c e s ) )
&& ( s i n g l e ( fun nm nm’ −> nm = nm’ ) ( L i s t .map f s t 4 a . s t ag e s ) )
B.2 Bonne formation de requête
( ∗ v a l w f _ r e q u e s t : ( ’ s t a g e , ’ r e s o u r c e ) r e q u e s t −> b o o l ∗ )
let wf_request ( a : ( ’ s , ’ r ) a r ch i t e c tu r e_desc ) = function
| STAGE ( spec , occ ) −>
Li s t . e x i s t s ( fun ( s ’ , n ,_,_)−>spec=s ’ && occ<n) a . s t ag e s
| A_STAGE spec −>
Li s t . e x i s t s ( fun ( s ’ ,_,_,_)−>spec=s ’ ) a . s t ag e s
| RES ( spec , occ ) −>
Li s t . e x i s t s ( fun ( s ’ , n ,_, det )−>spec=s ’ && occ<n && det ) a . r e s ou r c e s
| A_RES spec −>
Li s t . e x i s t s ( fun ( s ’ ,_,_, det )−>spec=s ’ && ( not det ) ) a . r e s ou r c e s
B.3 Normalisation des clauses
Listing B.1 – Test de normalité de clauses
( ∗ v a l i s _ n o rm a l : ’ a c l a u s e −> b o o l ∗ )
let rec is_normal = function
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B.4 Chemin d’instructions
|NULLUSAGE −> fa l se
|USES _ −> true
|ATTR ( c , _) −> ( not is_SEQ c ) && ( is_normal c )
|PAR l −> not ( L i s t . e x i s t s ( fun e −> (is_SEQ e ) | | ( is_PAR e ) ) l )
&& ( L i s t . f o r_a l l is_normal l )
|SEQ l −> not ( L i s t . e x i s t s ( fun e −> is_SEQ e ) l ) && ( L i s t . f o r_a l l
is_ATTR l )
&& ( L i s t . f o r_a l l is_normal l )
Les fonctions comme par exemple isSEQ permettent de tester si une clause est de type
SEQ.
B.4 Chemin d’instructions
B.4.1 Les classes d’instructions
Listing B.2 – Assembleur et classe des instructions.
let assembly_of_instruct ion = function
| 0x00008410 −> " sub sp , fp , #12"
| 0x00008414 −> " ldmia sp , { , fp , sp , pc} "
| 0x000084ac −> " ldmia sp , { , fp , sp , pc} "
| _ −> f a i l w i t h " assembly_inst ruct ion : : Undefined address o f
i n s t r u c t i o n . "
let c l a s s_o f_ in s t ru c t i on = function
| 0x00008410 −> Other
| 0x00008414 −> Loadstore
| 0x000084ac −> Loadstore
| _ −> f a i l w i t h " c l a s s_ i n s t r u c t i o n : : Undefined address o f
i n s t r u c t i o n . "
B.4.2 Chemin d’instruction avec les classifications de cache





Ceci est un chemin d’instructions annoté par la classification des accès au cache. Les




CHAPITRE C. Instruction de branchement
Annexe C
Instruction de branchement
C.1 Paramètre de résolution de branchement
Listing C.1 – Fonction d’initialisation du paramètre taken pour une instruction.
1 // t e s t s i branchement e s t pr i s , a l o r s taken = 1
2 taken =0 ;
3 //k e s t l ’ index de l ’ i n s t r u c t i on dans l e chemin
4 i f ( ( k < ( i_path_length − 1) )
5 // Si adresse de l ’ i n s t r u c t i on k e t k+1 ne sont pas s u c c e s s i v e s
6 && ( i_path [ k ] +4 != i_path [ k+1])
7 // e t Si i n s t r u c t i on k e s t un branchement
8 && ( strcmp ( i n s t r_c l a s s , " Branch " ) == 0) )
9 { taken = 1 ;} // ALors l e branchement e s t p r i s
10
11 // Generation e t i n s t an c i a t i on de l a c l ause de l ’ i n s t r u c t i on " k " , avec "
taken " en parametre




gliss– + irg (Parseur Sim-nML)
+ gep (Générateur de librairies)
| + gep (exécutable)
| + disasm.ml (générateur de librairie pour le désassemblage)
| + display_resources.ml (modèle d’architecture)
| + display_uses.ml (les clauses)
| + instruction_spec.ml (les identifiants des instructions)
| + instruction_class.ml (les classes des instructions)
| + ......
| + Makefile
+ templates (des sources des librairies à générer pour chaque architecture)
| + disasm.c (désassembleur)
| + display_uses.c (générateur de clauses d’instructions)
| + instruction_spec.c (générateur d’identifiant d’instructions)
| + instruction_class.c (générateur de classe d’instructions)
| + .....
+ lib (Librairies à générer pour l’architecture)
| + disasm
| + sim
| + rum (resource usage model : source pour




Modules ou sources modifiés et étendus






E.1 Foctions du domaine de bloc de base
let cacheNeighbour i i i =
( ( get_address i ) / cache_block_size ) == ( ( get_address i i ) /
cache_block_size )
E.2 Fonction de validation de l’exécution ordonnée.
La propriété de validation :
∀U ostτi,s. ∀U ostτ
′
i′,s′ . in-order(ost) ∧ i ≤ i′ ⇒ τ isBefore τ ′ (Validate_In_Order)
Prototype de la fonction de validation implantée en Ocaml.
Listing E.1 – Fonction de validation de l’exécution ordonnée.
let getStageLeaves path s tage =
L i s t . f i l t e r ( onStage s tage ) ( L i s t . concat ( L i s t .map l e av e s path ) )
let va l idate InOrder path =
L i s t . f o r_a l l ( fun s t −>
let l eaves_st = L i s t . f i l t e r ( onStage s t ) ( L i s t . concat ( L i s t .map
l e av e s path ) ) in
L i s t . f o r_a l l ( fun ( c l , c l ’ ) −> sta r t sBe f o r eBeg in ( g e t I n t e r v a l c l
) ( g e t I n t e r v a l c l ’ ) ) ( succ_pairs l eaves_st )
) s t ag e s
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Annexe F
Format XML du CSP
<?xml version=" 1 .0 " standalone=" yes " encoding=" utf−8" ?>
<csp>
top : := ( path | var | taskvar | c on s t r a i n t | r e s u l t | order | output ) ∗
path : := <path name="STRING" />
var : := <var name="STRING" min="INT" max="INT" ob j e c t i v e=" true | f a s e " ?
opt ion="STRING" ?/>
taskvar : := <taskvar name="STRING" begin="STRING" end="STRING" delay="
STRING" />
con s t r a i n t : :=
<and> con s t r a i n t c on s t r a i n t </and>
| <or> con s t r a i n t c on s t r a i n t </or>
| <eq> expr expr </eq>
| <geq> expr expr </ge>
| <s ta r t sBe f o r eBeg in de l t a="INT" ?> task task </ s ta r t sBe f o r eBeg in>
| <endsBeforeBegin de l t a="INT" ?> task task </ s ta r t sBe f o r eBeg in>
| <endsBeforeEnd de l t a="INT" ?> task task </endsBeforeEnd>
| cumul | d i s j | <true /> | <f a l s e />
task : := <task name="STRING" />
order : := <order name="STRING"> task ∗ </order>




<tasks> task+ </ task s>
<he igh t s> (<var name="STRING"> | <var const="INT" />)+ <he igh t s>
<usages> (<var name="STRING"> | <var const="INT" />)+ <usages>
<consumption name="STRING" /> | <consumption const="INT" />
<capac i ty name="STRING" /> | <capac i ty const="INT" />
<upbound name="STRING" /> | <upbound const="INT" />
</ cumulat ive>
d i s j : :=
<d i s j u n c t i v e> <tasks> task+ </ task s> </ d i s j u n c t i v e>
r e s u l t : := <r e s u l t name="STRING/>
</csp>
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CHAPITRE G. Format XML des automates temporisés sous UPPAAL
Annexe G
Format XML des automates
temporisés sous UPPAAL
<nta>
top : := ( parameter | d e c l a r a t i on | template | system ) ∗
parameter : := <parameter> expr </parameter>
dec : := <de c l a r a t i on> expr </ de c l a r a t i o n>
name : := <name x=STRING? y=STRING?> ID </name>
l a b e l : := <l a b e l kind =" inva r i an t | guard "> expr </ l a b e l>
l o c a t i o n : := <l o c a t i o n id=STRING x=STRING? y=STRING?> name l a b e l </
l o c a t i o n>
t r a n s i t i o n : := <t r a n s i t i o n> <source r e f=STRING/> <ta rg e t r e f=STRING/> <
l ab e l kind=" guard ">expr</ l a b e l> </ t r a n s i t i o n>
template : := <template> name de c l a r a t i on ∗ parameter∗ l o c a t i o n ∗
t r a n s i t i o n ∗ i n i t </ template>


































Fig. H.1 – Cas d’étude 1.
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CHAPITRE H. Etude de Cas
Le chemin d’instructions
On considère le chemin d’instructions du benchmark bsort100 du Tableau H.1.
Assembleur
i0 b 84d8
i1 mov r0, r3, lsl #0
i2 sub sp, fp, #12
i3 ldmia sp, {, fp, sp, pc}
Tab. H.1 – Chemin d’instructions analysé.
Les clauses du chemin d’instructions
( ∗ ∗∗∗∗∗∗ b 84 d8 ∗∗∗∗∗ ∗ )
let c l_ i0 =
SEQ[
ATTR(PAR[ATTR(USES(STAGE (FE, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_RES ( Buf f e r FBuf ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 5 ) ,Some Read) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (DE, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(STAGE ( IS , 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_STAGE (ALU) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r Ucpsr , 0 ) ,Some Read) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (CM, 0 ) ,None ) , (None , Some 1 ,None ) )
]
( ∗ ∗∗∗∗∗∗ mov r0 , r3 , l s l #0 ∗∗∗∗∗ ∗ )
let c l_ i1 =
SEQ[
ATTR(PAR[ATTR(USES(STAGE (FE, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_RES ( Buf f e r FBuf ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 5 ) ,Some Read) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (DE, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(STAGE ( IS , 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_STAGE (ALU) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 0 ) ,Some Write ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 3 ) ,Some Read) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r Ucpsr , 0 ) ,Some Write ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (CM, 0 ) ,None ) , (None , Some 1 ,None ) )
]
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( ∗ ∗∗∗∗∗∗ s ub sp , fp , #12 ∗∗∗∗∗ ∗ )
let c l_ i2 =
SEQ[
ATTR(PAR[ATTR(USES(STAGE (FE, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_RES ( Buf f e r FBuf ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 5 ) ,Some Read) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (DE, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(STAGE ( IS , 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_STAGE (ALU) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 3 ) ,Some Write ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 1 ) ,Some Read) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r Ucpsr , 0 ) ,Some Write ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (CM, 0 ) ,None ) , (None , Some 1 ,None ) )
]
( ∗ ∗∗∗∗∗∗ l dm i a sp , { , fp , sp , pc } ∗∗∗∗∗ ∗ )
let c l_ i3 =
SEQ[
ATTR(PAR[ATTR(USES(STAGE (FE, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_RES ( Buf f e r FBuf ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 5 ) ,Some Read) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (DE, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(STAGE ( IS , 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 3 ) ,Some Read) , (None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (MEM, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES (Memory M, 0 ) ,Some Read) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 1 ) ,Some Write ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 3 ) ,Some Read) , (None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (MEM, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES (Memory M, 0 ) ,Some Read) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 3 ) ,Some Write ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(PAR[ATTR(USES(A_RES ( Buf f e r RoB) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 3 ) ,Some Read) , (None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (MEM, 0 ) ,None ) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES (Memory M, 0 ) ,Some Read) , (None , Some 1 ,None ) ) ;
ATTR(USES(RES ( Reg i s t e r R, 1 5 ) ,Some Write ) , (None , Some 1 ,None ) ) ] ,
(None , Some 1 ,None ) ) ;
ATTR(USES(STAGE (CM, 0 ) ,None ) , (None , Some 1 ,None ) )
]
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CHAPITRE H. Etude de Cas
Les contraintes
Continuité de l’instruction
t0 starts t0,0 t0 finishes t0,4 t1 starts t1,0 t1 finishes t1,4
t2 starts t2,0 t2 finishes t2,4 t3 starts t3,0 t3 finishes t3,6
t0,0 meets t0,1 t0,1 meets t0,2 t0,2 meets t0,3 t0,3 meets t0,4 t1,0 meets t1,1
t1,1 meets t1,2 t1,2 meets t1,3 t1,3 meets t1,4 t2,0 meets t2,1 t2,1 meets t2,2
t2,2 meets t2,3 t2,3 meets t2,4 t3,0 meets t3,1 t3,1 meets t3,2 t3,2 meets t3,3
t3,3 meets t3,4 t3,4 meets t3,5 t3,5 meets t3,6
Support d’instruction
t0,0 equal t0,0,1,FBuf t0,1 equal t0,1,0,DE,0 t0,2 equal t0,2,1,RoB t0,3 equal t0,3,0,RoB
t0,4 equal t0,4,0,CM,0 t1,0 equal t1,0,1,FBuf t1,1 equal t1,1,0,DE,0 t1,2 equal t1,2,1,RoB
t1,3 equal t1,3,0,RoB t1,4 equal t1,4,0,CM,0 t2,0 equal t2,0,1,FBuf t2,1 equal t2,1,0,DE,0
t2,2 equal t2,2,1,RoB t2,3 equal t2,3,0,RoB t2,4 equal t2,4,0,CM,0 t3,0 equal t3,0,1,FBuf
t3,1 equal t3,1,0,DE,0 t3,2 equal t3,2,1,RoB t3,3 equal t3,3,0,RoB t3,4 equal t3,4,0,RoB
t3,5 equal t3,5,0,RoB t3,6 equal t3,6,0,CM,0
Allocation des ressources
t0,0,2,GPR,15 during t0,0 t0,0,2,GPR,15 starts t0,0 t0,3,2,Ucpsr,0 during t0,3 t0,3,2,Ucpsr,0 starts t0,3
t1,0,2,GPR,15 during t1,0 t1,0,2,GPR,15 starts t1,0 t1,3,2,GPR,0 during t1,3 t1,3,2,GPR,0 starts t1,3
t1,3,3,GPR,3 during t1,3 t1,3,3,GPR,3 starts t1,3 t1,3,4,Ucpsr,0 during t1,3 t1,3,4,Ucpsr,0 starts t1,3
t2,0,2,GPR,15 during t2,0 t2,0,2,GPR,15 starts t2,0 t2,3,2,GPR,13 during t2,3 t2,3,2,GPR,13 starts t2,3
t2,3,3,GPR,11 during t2,3 t2,3,3,GPR,11 starts t2,3 t2,3,4,Ucpsr,0 during t2,3 t2,3,4,Ucpsr,0 starts t2,3
t3,0,2,GPR,15 during t3,0 t3,0,2,GPR,15 starts t3,0 t3,3,1,GPR,13 during t3,3 t3,3,1,GPR,13 starts t3,3
t3,3,3,M,0 during t3,3 t3,3,3,M,0 starts t3,3 t3,3,4,GPR,11 during t3,3 t3,3,4,GPR,11 starts t3,3
t3,4,1,GPR,13 during t3,4 t3,4,1,GPR,13 starts t3,4 t3,4,3,M,0 during t3,4 t3,4,3,M,0 starts t3,4
t3,4,4,GPR,13 during t3,4 t3,4,4,GPR,13 starts t3,4 t3,5,1,GPR,13 during t3,5 t3,5,1,GPR,13 starts t3,5
t3,5,3,M,0 during t3,5 t3,5,3,M,0 starts t3,5 t3,5,4,GPR,15 during t3,5 t3,5,4,GPR,15 starts t3,5
cumulative(8, (t0,2,1,RoB, 1), (t0,3,0,RoB, 1), (t1,2,1,RoB, 1), (t1,3,0,RoB, 1), (t2,2,1,RoB, 1), (t2,3,0,RoB, 1),
(t3,2,1,RoB, 1), (t3,3,0,RoB, 1), (t3,4,0,RoB, 1), (t3,5,0,RoB, 1))
cumulative(4, (t0,0,1,FBuf , 1), (t1,0,1,FBuf , 1), (t2,0,1,FBuf , 1), (t3,0,1,FBuf , 1))
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Allocation des étages
t0,0,0,FE,0 starts t0,0 t0,0,0,FE,0 during t0,0 t0,1,0,DE,0 starts t0,1
t0,1,0,DE,0 during t0,1 t0,2,0,IS,0 starts t0,2 t0,2,0,IS,0 during t0,2
t0,3,1,ALU starts t0,3 t0,3,1,ALU during t0,3 t0,4,0,CM,0 starts t0,4
t0,4,0,CM,0 during t0,4 t1,0,0,FE,0 starts t1,0 t1,0,0,FE,0 during t1,0
t1,1,0,DE,0 starts t1,1 t1,1,0,DE,0 during t1,1 t1,2,0,IS,0 starts t1,2
t1,2,0,IS,0 during t1,2 t1,3,1,ALU starts t1,3 t1,3,1,ALU during t1,3
t1,4,0,CM,0 starts t1,4 t1,4,0,CM,0 during t1,4 t2,0,0,FE,0 starts t2,0
t2,0,0,FE,0 during t2,0 t2,1,0,DE,0 starts t2,1 t2,1,0,DE,0 during t2,1
t2,2,0,IS,0 starts t2,2 t2,2,0,IS,0 during t2,2 t2,3,1,ALU starts t2,3
t2,3,1,ALU during t2,3 t2,4,0,CM,0 starts t2,4 t2,4,0,CM,0 during t2,4
t3,0,0,FE,0 starts t3,0 t3,0,0,FE,0 during t3,0 t3,1,0,DE,0 starts t3,1
t3,1,0,DE,0 during t3,1 t3,2,0,IS,0 starts t3,2 t3,2,0,IS,0 during t3,2
t3,3,2,MEM,0 starts t3,3 t3,3,2,MEM,0 during t3,3 t3,4,2,MEM,0 starts t3,4
t3,4,2,MEM,0 during t3,4 t3,5,2,MEM,0 starts t3,5 t3,5,2,MEM,0 during t3,5
t3,6,0,CM,0 starts t3,6 t3,6,0,CM,0 during t3,6
cumulative(2, (t0,3,1,ALU , 1), (t1,3,1,ALU , 1), (t2,3,1,ALU , 1))
cumulative(1, (t3,3,2,MEM,0, 1), (t3,4,2,MEM,0, 1), (t3,5,2,MEM,0, 1))
cumulative(1, (t3,3,2,MEM,0, 1), (t3,4,2,MEM,0, 1), (t3,5,2,MEM,0, 1))
Superscalarité des étages
t0,4 StartsBeforeBegin t1,40 t0,4 before t2,4 t1,4 StartsBeforeBegin t2,40
t1,4 before t3,6 t2,4 StartsBeforeBegin t3,60 t0,1 StartsBeforeBegin t1,10
t0,1 before t2,1 t1,1 StartsBeforeBegin t2,10 t1,1 before t3,1
t2,1 StartsBeforeBegin t3,10 t0,0 StartsBeforeBegin t1,00 t0,0 before t2,0
t1,0 StartsBeforeBegin t2,00 t1,0 before t3,0 t2,0 StartsBeforeBegin t3,00
t0,2 StartsBeforeBegin t1,20 t0,2 before t2,2 t1,2 StartsBeforeBegin t2,20
t1,2 before t3,2 t2,2 StartsBeforeBegin t3,20
cumulative(2, (t0,4,0,CM,0, 1), (t1,4,0,CM,0, 1), (t2,4,0,CM,0, 1), (t3,6,0,CM,0, 1))
cumulative(2, (t0,1,0,DE,0, 1), (t1,1,0,DE,0, 1), (t2,1,0,DE,0, 1), (t3,1,0,DE,0, 1))
cumulative(2, (t0,0,0,FE,0, 1), (t1,0,0,FE,0, 1), (t2,0,0,FE,0, 1), (t3,0,0,FE,0, 1))
cumulative(2, (t0,2,0,IS,0, 1), (t1,2,0,IS,0, 1), (t2,2,0,IS,0, 1), (t3,2,0,IS,0, 1))
Dépendances de données
t2,3 before t3,3 t2,3 before t3,4 t2,3 before t3,5
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CB = ρLB + lLB − (ρLP + lLP ) (Bloc_Cost (p. 20))
WCET =∑i xi × ti (WCET (p. 22))
〈Pipeline〉 ::= 〈DescStage〉 〈DesResource〉
〈DescStage〉 ::= {FE,DE, IS,ALU,MEM,CM}
〈DescResource〉 ::= 〈DescBuffer〉 〈DescMemory〉 〈DescRegister〉
〈DescRegister〉 ::= {R,PC}
〈DescMemory〉 ::= {M , DCache , ICache}
〈DescBuffer〉 ::= {FBuf,RoB}
(Dom_Archi (p. 106))
∀I oτi . ∀S sτ
′
i,0. τ starts τ′
∀I oτi . ∀S sτ
′
i,card (Si). τ finishes τ
′
(Inst_Atomicity (p. 109))
∀S sτi,s. ∀S sτ
′
i,s+1. τ meets τ′ (Inst_Continuity (p. 109))
∀S sτi,s. card (Bi,s) ≤ 1 ∧ card (Ui,s) = 1 (Step_Card (p. 110))
∀S sτi,s. card (Bi,s) = 1 ⇒ ∃!?bτ
′
i,s ∈ Bi,s. τ equal τ′ (Buffer_Supp (p. 110))
∀S sτi,s. card (Bi,s) = 0 ⇒ ∃!ostτ
′






i,s. τ starts τ′ ∧ τ′ during τ (Ress_Alloc (p. 110))
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∀B obτi,s. ∀B obτ
′
i′,s′ . i
′ = i ∧ s′ = s+ 1 ⇒ τ meets τ′ (Free_Ress (p. 116))
∀U ostτi,s. card ({ostτ
′
i′,s′ ∈ U | τ overlaps τ′}) ≤ nb(st) ∧
∀B obτi,s. card ({obτ
′




i′,s′) ⇒ τ before τ′ (Selection_conflit (p. 111))
selection_conflit(oτi,s, oτ
′
′i,s′) ⇔ i ≤ i′ (Early_inst_First (p. 111))
∀U ostτi,s. ∀U ostτ
′
i′,s′ . i < i
′ ⇒ τ before τ′ (Simple_Scalar_InOrder (p. 111))
∀U ostτi,s. card ({ostτ
′
i′,s′ ∈ U | τ overlaps τ′}) ≤ scal(st) (Stage_Capacity (p. 111))
[lb, ub) StartsBeforeBegin [lb′, ub′) , lb ≤ lb′ (StartsBeforeBegin (p. 112))
∀U ostτi,s. ∀U ostτ
′
i′,s′ . i
′ < i+ scal(st)⇒ τ StartsBeforeBegin τ′
(Stage_Priority (p. 112))
∀U ostτi,s. ∀U ost
τ′












i′,s′ . i ≤ i′ ⇒ τ before τ′ (Memory_Dep (p. 113))
[lb, ub) BeforeDd [lb′, ub′) , ub+ d ≤ lb′ (BeforeD (p. 113))
∀P i. is_Branch(i) ∧ (address(i) + instr_size = adresse(i+ 1))
⇒ ∃!sτi,0 ∈ S. ∃!sτ
′
i+1,0 ∈ S. τ BeforeDbpp τ′
(Branch_Predict (p. 113))
∀S sτi,fetch. ∀S sτ
′
i′,fetch. CacheNeighbour(i, i′) ⇒ τ before τ′
(Cache_Line (p. 114))
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∀U ofuτi,s. card ({ofuτ
′
i′,s′ ∈ U | o = so ∧ τ overlaps τ′}) ≤ 1
∀U ofuτi,s. card ({ofuτ
′
i′,s′ ∈ U | τ overlaps τ′}) ≤ nb(fu)
(Specialized_Cumul (p. 115))
∀U ostτi,s. ∀U ostτ
′
i′,s′ . rang(i′) < rang(i) + scal′(st) ⇒ τ StartsBeforeBegin τ′
∀U ostτi,s. ∀U ostτ
′













i′,s′ . i ≤ i′ ⇒ τ before τ′ (Multi_cycles (p. 116))
minimize{max
i,j
{ti,j,M}} (Objectif_Function (p. 118))
Cb = tn,(card (Sn)−1),M − tp,(card (Sp)−1),M (Bloc_Cost (p. 119))
D(ti,m) = [0 ; PathSeqT ime(P)]
D(ti,M ) = [0 + lowerBound(P, i) ; PathSeqT ime(P)]
D(ti,d) = [lowerBound(P, i) ; PathSeqT ime(P)]
(Domain_ISA (p. 119))
D(ti,j,d) = [Lat(i, j) ;PathSeqT ime(P)]
D(ti,j,m) = [0 ; PathSeqT ime(P)]
D(ti,j,M ) = [0 + Lat(i, j) ; PathSeqT ime(P)]
(Domain_Step (p. 120))
D(ti,j,r,o,d) = [Lat(i, j) ; Lat(i, j)]
D(ti,j,r,o,m) = [0 ; PathSeqT ime(P)]
D(ti,j,r,o,M ) = [0 + Lat(i, j) ; PathSeqT ime(P)]
(Domain_Resource 1 (p. 120))
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D(ti,j,r,o,d) = [Lat(i, j) ;PathSeqT ime(P)]
D(ti,j,r,o,m) = [0 ; PathSeqT ime(P)]
D(ti,j,r,o,M ) = [0 + Lat(i, j) ; PathSeqT ime(P)]
(Domain_Resource 2 (p. 120))
ti,j starts ti′,j′ , ti,j,m = ti′,j′,m
ti,j finishes ti′,j′ , ti,j,M = ti′,j′,M
ti,j before ti′,j′ , ti,j,M ≤ ti′,j′,m
ti,j meets ti′,j′ , ti,j,M = ti′,j′,m
ti,j during ti′,j′ , ti,j,m ≥ ti′,j′,m ∧ ti,j,M ≤ ti′,j′,M
ti,j equal ti′,j′ , ti,j,m = ti′,j′,m ∧ ti,j,M = ti′,j′,M
ti,j overlaps ti′,j′ , ti,j,M ≥ ti′,j′,m
(Allen_to_Constraint (p. 121))










Cumulative(C, T ) (a)
Disjunctive(Ts) (b)
(XCumulative (p. 123))
ti,j StartsBeforeBegin ti′,j′ , ti,j,m ≤ ti′,j′,m (Global_Priority (p. 124))
ti,j BeforeDd ti′,j′ , ti,j,M + d ≤ ti′,j′,m (Global_BeforeD (p. 124))
∀U ostτi,s. ∀U ostτ
′







i′,s′ . i ≤ i′ ⇒ τ isBefore τ ′ (Validate_Data_Hazards (p. 139))
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C = t3,6,M − t0,4,M = 6 (Temps (p. 141))
∀U ostτi,s. ∀U ostτ
′
i′,s′ . in-order(ost) ∧ i ≤ i′ ⇒ τ isBefore τ ′
(Validate_In_Order (p. 160))
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