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LIMIT THEOREMS FOR HIGHER RANK ACTIONS ON
HEISENBERG NILMANIFOLDS
MINSUNG KIM*
Abstract. The main result of this paper is a construction of finitely additive
measures for higher rank action on Heisenberg nilmanifold. Under a full mea-
sure set of Diophantine condition of the generators of the action, we construct
Bufetov functional on rectangles on 2g + 1 dimensional Heisenberg manifold.
We prove the deviation of ergodic integral of higher rank actions by its asymp-
totics to Bufetov functionals for sufficiently smooth function. In this paper,
we derive limit distribution which proves normalized ergodic integrals to have
variance 1 converges in distribution to a nondegenerate compactly supported
measure on the real line.
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1. Introduction
1.1. Introduction. The asymptotic behavior and limiting distribution of ergodic
averages of translation flow was studied by Alexander Bufetov in the series of
works [Buf09,Buf10,Buf14]. He constructed finitely-additive Ho¨lder measures and
cocycles over translation flows that are known as Bufetov functionals. The construc-
tion of such functional is used to derive deviation of ergodic averages and results
on probabilistic behavior of ergodic averages of translation flows. Interestingly, it
is discovered that there is a duality between the Bufetov functionals and invariant
distributions which plays a key role in the work of G. Forni [For02]. Following these
observation, such functionals and duality (or bijective correspondence) between the
space of invariant distributions called Flaminio-Forni space are also constructed in
the sense of other parabolic flows: horocycle flows [FF03, BF14] and Heisenberg
nilflows [FF06,FK17].
In this paper, our main results are on limit distributions of higher rank abelian
actions. We firstly introduce the Bufetov functional for higher rank abelian actions
under bounded type of Diophantine conditions. Our main argument is based on the
renormalization argument for higher rank actions by induction argument. This is a
key idea used in Cosentino and Flaminio in [CF15], but we extend their construc-
tions to rectangular shape and derive the deviation of ergodic averages of higher
rank actions. Likewise, this explains the duality between Bufetov functionals and
invariant currents appeared in [CF15]. The crucial part is handling the estimation
of deviation ergodic averages on (stretched) rectangles, and this enables to derive
our main theorems. (See. e.g [Rav19,For].)
As a corollary, we can prove there exists a limit distributions of (normalized)
ergodic integrals of abelian actions with variance 1. More specifically, for al-
most all limit of normalized ergodic integrals of converges in distribution to a
nondegenerate compactly supported measure on the real line, which is certain
form of Bufetov functionals. This generalizes a limit theorem for theta series on
Siegel half spaces, which introduced in the works of Go¨tze and Gordin [GG04] and
Marklof [Mar99]. (See [Tol78,MM07,MNN07] for general introduction and nilflow
case [GM14,CM16].)
A possible application of this paper will be proving the mixing of time-changes of
abelian higher rank actions and estimate on the (polynomial) decay of correlation.
This is realized by the analyticity of Bufetov functional on higher dimensional
rectangular domain and polynomial type of lower bounds of sub-level sets of analytic
function. Such polynomial estimates on the measure are derived by real analyticity
of a functional along the leaves of a foliation transverse to the actions based on
results of [Bru99]. Work in progress of the author [Kim] indicates that the shearing
method developed in the proof of mixing for a dense set of time-changes for uniquely
ergodic nilflows is also a crucial step in that direction.
In rank 1 case, mixing property of time-changes of nilflows has been studied
recently. Nilflows are never mixing but time-changes destroys the elliptic behavior
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on the base torus, which are sensitive in perturbations. Mixing property of time
changes of Heisenberg nilflows was firstly studied in [AFU11]. Then, it was ex-
tended in the dense set of non-trivial time changes for any uniquely ergodic nilflows
on general nilmanifolds [Rav18,AFRU19]. As a special example, on time-changes
of Heisenberg flows, decay of correlation [FK17] and multiple mixing [FK20] was
proved by analyticity of Bufetov functional and Ratner property, respectively.
In the higher rank setting, mixing of Zk-actions (or mixing of shapes) for auto-
morphisms on nilmanifold is proved in [GS14,GS15]. Related results of Rk-actions,
however, are not well-known on higher step nilmanifolds. It is also interesting
question if it is possible to construct Bufetov functionals on higher step nilmani-
folds (s > 2). Since moduli space is trivial and there is no known renormalization
flows, we could not obtain the results in the desired method. However, we still
hope other methods in handling non-renormalizable flows may be possibly applied.
(Cf. [FF14,FFT16,Kim20])
1.2. Definition and statement of results. We review definitions about Heisen-
berg manifold and its moduli space.
1.2.1. Heisenberg manifold. Let Hg be standard 2g + 1 dimensional Heisenberg
group and set Γ := Zg × Zg × 12Z a discrete and co-compact subgroup of H
g. We
shall call it standard lattice of Hg and the quotient M := Hg/Γ will be called
Heisenberg manifold. Lie algebra hg = Lie(Hg) of Hg is equipped with basis
(X1, · · · , Xg, Y1, · · ·Yg, Z) satisfying canonical commutation relation
(1) [Xi, Yj ] = δijZ.
For 1 ≤ d ≤ g, let Pd < Hg be the subgroup with Lie algebra p generated
by (X1, · · · , Xd) and for any α ∈ Sp2g(R), set (Xαi , Y
α
i , Z) = α
−1(Xi, Yi, Z) for
1 ≤ i ≤ d. We define parametrization of the subgroup α−1(Pd)
Pd,αx := exp(x1X
α
1 + · · ·+ xdX
α
d ), x = (x1, · · · , xd) ∈ R
d.
By central extension of R2g by R, we have an exact sequence
0→ Z(Hg)→ Hg → R2g → 0.
The natural projection map pr :M → Hg/(ΓZ(Hg)) mapsM onto a 2g-dimensional
torus T2g := R2g/Z2g.
1.2.2. Moduli space. The group of automorphisms of Hg that are trivial on the cen-
ter is Aut0(H
g) = Sp(2g,R)⋉R2g. Since dynamical properties of actions are invari-
ant under inner automorphism, we restrict our interest to Sp(2g,R). We call moduli
space of the standard Heisenbeg manifold the quotient Mg = Sp(2g,R)/Sp(2g,Z).
We regard Sp(2g,R) as the deformation space of the the standard Heisenbeg man-
ifold M and Mg as the moduli space of M .
Siegel modular variety is double coset space Σg = Kg\Sp2g(R)/Sp2g(Z) where
Kg is maximal compact subgroup Sp2g(R) ∩ SO2g(R) of Sp2g(R).
For α ∈ Sp2g(R), we denote [α] := αSp2g(Z) its projection on the moduli space
Mg and write [[α]] := KgαSp2g(Z) the projection of α to the Siegel modular variety
Σg. Double coset Kg\Sp2g(R)/12g is identifed with Hg := {Z ∈ Symg(C) | ℑ(Z) >
0} Siegel upper half space of genus g, and consequently Σg ≈ Sp2g(Z)\Hg.
4 MINSUNG KIM
1.2.3. Sobolev bundles. Given basis (Vi) of Lie algebra, let ∆ = −
∑
V 2i denote
Laplacian via the standard basis. Similarly, denote ∆α Laplacian defined by the
basis (α−1)∗Vi. For any s ∈ R and any C∞ function f ∈ L2(M),
‖f‖α,s = 〈f, (1 + ∆α)
sf〉1/2.
Let W sα(M) be the completion of C
∞(M) with above norm and denote W−sα (M)
its dual space. Extending it to the exterior algebra, define the Sobolev spaces
Λdp⊗W s(M) of cochains of degree d, and use the same notations for the norms.
The group Sp2g(Z) acts on the right on the trivial bundles
Sp2g(R)×W
s(M)→ Sp2g(R).
We obtain the quotient flat bundle of Sobolev spaces over the moduli space:
(Sp2g(R)×W
s(M))/Sp2g(Z)→Mg = Sp2g(R)/Sp2g(Z)
the fiber over [α] ∈Mg is locally identified with the space W sα(M).
Sp2g(Z) acts on the right on the trivial bundles by
(α, ϕ) 7→ (α, ϕ)γ = (αγ, γ∗ϕ), γ ∈ Sp2g(Z).
By invariance of Sp2g(Z) action, we denote the class (α, ϕ) by [α, ϕ] and write
Sp2g(Z)-invariant Sobolev norm
‖(α, f)‖s := ‖f‖α,s .
Main results. One of the main objects of this paper is a space of finitely-additive
measures defined on the space of all squares on Heisenberg manifold M . We state
our results beginning with an overview of Bufetov functional.
Theorem 1.1. Let BˆH(M) be the space of all functionals βˆH on irreducible repre-
sentation H. Assign every rectangle Γ ⊂ M a complex number βˆH(Γ) ∈ C so that
the following holds:
(1) (Additive property) For any decomposition of disjoint rectangles Γ =
⋃n
i=1 Γi
or those intersections have zero measure,
βˆH(α,Γ) =
n∑
i=1
βˆH(α,Γi).
(2) (Scaling property) For t ∈ Rd,
βˆH(rt[α],Γ) = e
−(t1+···td)/2βˆH(α,Γ).
(3) (Invariance property) For any action Qd,Yτ generated by Yi’s and τ ∈ R
d
+,
βˆH(α, (Q
d,Y
τ )∗Γ) = βˆH(α,Γ).
(4) (Bounded proprety) For any rectangle Γ, there exists a constant C(Γ) > 0
such that for Xˆ = Xˆ1 ∧ · · · ∧ Xˆd,
|βˆH(α,Γ)| ≤ C(Γ)(
∫
Γ
|Xˆ|)d/2.
Definition 1.2. For (m,T) ∈M × Rd+, denote the rectangle of action of P,
(2) ΓXT (m) = {P
d,α
t (m) | t ∈ [0,T
(1)]× · · · × [0,T(d)]}
and define βH(α,m,T) := βˆH(α,Γ
X
T (m)).
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For arbitrary rectangle Γ = [0,T(1)]×· · ·× [0,T(d)], pick T′(i) ∈ [0,T(i)] for each
i to decompose Γ into 2d sub-rectangles. We write P(T′) collection of 2d vertices
v = (v(1), v(2), · · · , v(d)) where v(i) ∈ {0,T′(i)}. Let Γv be a rectangle whose sides
Iv = (I
(1), I(2), · · · , I(d)) ∈ Rd+ where
I(l) =
{
T (l) − T ′(l) if v(l) = T ′(l)
T ′(l) if v(l) = 0.
Then, we have Γ =
⋃
v∈P(T′) Γv.
Theorem 1.3. The function βH satisfies following properties:
(1) (Cocycle property) For all (m,T1,T2) ∈M × R
d × Rd,
βH(α,m,T1 +T2) =
∑
v∈P(T1)
βH(α,P
d,α
v (m), Iv).
(2) (Scaling property) For all m ∈M ,
βH(rtα,m,T ) = e
(t1+···td)/2βH(α,m,T ).
(3) (Bounded proprety) Let us denote largest length of side Tmax = maxiT
(i).
Then, there exists a constant CH > 0 such that
βH(α,m,T ) ≤ CHT
d/2
max.
(4) (Orthogonality) For all [α] ∈ DC and all T ∈ Rd, bounded function
βH(α, ·,T ) belongs to the irreducible component, i.e,
βH(α, ·,T ) ∈ H ⊂ L
2(M).
By representation theory introduced (4), for any f ∈ W s(M) has a decomposi-
tion
f =
∑
H
fH
and we define Bufetov cocycle associated to f (or form ω) as the sum
(3) βf (α,m,T ) =
∑
H
DHα (f)βH(α,m,T ).
Remark. For convenience, identification of distributions of form ω and function
f were used. The formula (3) yields a duality between the space of Basic (closed)
currents and invariant distributions. In similar setting for horocycle flow, refer
[BF14, Cor 1.2, p.10].
Given a Jordan region U and a point m ∈ M , set P d,αU m the Birkhoff sums
associated to some m ∈M for the action Pd,αx given by〈
P d,αU m,ω
〉
:=
∫
U
f(Pd,αx m)dx1 · · · dxd
for any degree p-form ω = fXˆα1 ∧ · · · ∧ Xˆ
α
d , with f ∈ C
∞
0 (M) (smooth function
with zero averages).
Let the family of random variable
ETn(f) :=
1
vol(U(Tn))
1/2
〈
P d,αU(Tn)(·), ωf
〉
,
and we are interested in asymptotic behavior of the probability distributions of
ETn(f). Our goal is to understand the asymptotics of ETn .
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Theorem 1.4. For every closed form ωf ∈ Λdp ⊗W s(M) with s > sd,g = d(d +
11)/4 + g + 1/2, which is not a coboundary, the limit distribution of the family
of random variables ETn(f) exists, and for almost all frequency α, it has compact
support on the real line.
Outlines of the paper. In section 2, we give basic definitions on Higher rank
actions, moduli spaces and Sobolev spaces. In section 3, we state main theorem
and prove constructions of Bufetov functionals with main properties. In section 4,
we prove asymptotic formula of Birkhoff integrals and its limit theorems. In section
5 and 6, we prove L2-lower bound and analyticity of Bufetov functional. In section
7, there is a measure estimates of Bufetov functionals on the sets where they are
small. This result only holds when frame α is of bounded type.
2. Analysis on Heisenberg manifolds
In this section, we will recall definitions of currents, representation and renor-
malization on moduli space.
2.1. Invariant currents. We denote the bundle of p-forms of degree j of Sobolev
order s by Aj(p,Ms). Similarly, there is a flat bundle of distribution Aj(p,M
−s)
whose fiber over [α] is locally identified with the spaceW−sα (M) normed by ‖·‖α,−s.
In the following, we set ωd,α = dXα1 ∧ · · · ∧ dX
α
d a top dimensional p-form and
identify d dimensional currents D with distributions, for any f ∈ C∞(M)
〈D, f〉 := 〈D, fωd,α〉.
Definition 2.1. For s > 0, we denoteD ∈ Zd(p,W−s(M)) a closed P-invariant cur-
rents of dimension d and Sobolev order s. Then, from formal identities, 〈D,Xαi (f)〉 =
0 for all test function f and i ∈ [1, d].
By [CF15, Prop 3.13], for any s > d/2 with d = dimP, denote Id(p,S (R
g)) the
space of P-invariant currents of Sobolev order s, which coincides with the space of
closed currents of dimension d.
• It is one dimensional space if dimP = g, or an infinite-dimensional space if
dimP < g. We have Id(p,S (R
g)) ⊂W−d/2−ǫ(Rg) for all ǫ > 0.
Let ω ∈ Λdp′⊗W s(Rg) with s > (d+1)/2. Then, ω admits a primitive Ω if and
only if T (ω) = 0 for all T ∈ Id(p,S (Rg)). We may have Ω ∈ Λd−1p′ ⊗W t(Rg) for
any t < s− (d+ 1)/2.
2.2. Representation. We write Hilbert sum decomposition
(4) L2(M) =
⊕
n∈Z
Hn
into closed Hg-invariant subspaces. For some fixed K > 0, we write f =
∑
n∈Z fn ∈
L2(M), fn ∈ Hn where
Hn = {f ∈ L
2(M) | exp(tZ)f = exp(2πιnKt)f}.
We also have W s(M) =
⊕
iW
s(Hi) of W
s(M) into closed Hg-invariant subspaces
W s(Hi) =W
s(M)∩Hi. The center Z(Hg) has spectrum 2πZ\{0} the space splits
as Hilburt sum of Hg-module Hi, which is equivalent to irreducible representation
π.
LIMIT THEOREMS FOR HIGHER RANK ACTIONS 7
Theorem 2.2. [Stone-Von Neumann] For α = (Xi, Yi, Z), the unitary irreducible
representation π of the Heisenberg group of non-zero central parameter K, is unitar-
ily equivalent to Schro¨dinger representation. For infinitesimal representation with
parameter n for k = 1, 2, · · · , g
Dπ(Xk) =
∂
∂xk
, Dπ(Yk) = 2πιnKxk, Dπ(Z) = 2πιnK.
2.3. Best Sobolev constant. The Sobolev embedding theorem implies that for
any α ∈ Sp(2g,R) and s > g+1/2, there exists a constant Bs(α) such that for any
f ∈ W sα(M),
‖f‖∞ ≤ Bs(α) ‖f‖s,α .
The best Sobolev constant is defined as the function on the group of automorphism
(5) Bs(α) = sup
f∈W sα(M)
‖f‖∞
‖f‖s,α
.
By Proposition 4.8 of [CF15], there exists a universal constant C(s) > 0 such that
the best Sobolev constant satisfies the estimate
(6) Bs([[α]]) ≤ C(s) · (Hgt[[α]])
1/4.
From the Sobolev embedding theorem and the definition of the best Sobolev
constant, we have the following bound.
Lemma 2.3. [CF15, Lemma 5.5] For any Jordan region U ⊂ Rd with Lebesgue
measure |U |, for any s > g + 1/2 and all m ∈M ,∥∥∥[α, (P d,αU m)]∥∥∥
−s
≤ Bs(α)|U |.
2.4. Renormalization. Any such δˆi generate a one-parameter subgroup of auto-
morphism rti = e
tδˆi . We denote renormalization flow rt := r
t1
i1
· · · rtdid and
rti [α, ω] = [r
t
iα, ω], r
t
i [α,D] = [r
t
iα,D].
Let Ut : L
2(Rd)→ L2(Rd) be unitary operator for t = (t1, · · · , td),
(7) Utf(x) = e
−(t1+···+td)/2f(et1x1, · · · e
tdxd).
That is, for invariant currents DHα ,
DHrt(α) = e
(t1+···+td)/2DHα .
Then, the action of Rd defined by their parametrization is
(8) P
d,(r
t1
1 ...r
td
d
α)
x = P
d,α
(e−t1x1,...,e−tdxd)
and the Birkhoff sum satisfy identities
(9) P
d,(r
t1
1 ...r
td
d
α)
U m = e
(t1+···+td)/2P d,α
(e−t1 ,...,e−td)U
m.
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2.5. Diophantine condition. Diagonal matrix δi = diag(d1, · · · , dg) with di = 1,
dk = 0 if k 6= i. For each 1 ≤ i ≤ g, we denote δˆi =
[
δi 0
0 −δi
]
∈ sp2g.
We define height function Hgt : Σg → R+ to be the maximal height of a Sp2g(Z)
orbit. The height of W ∈ Hg is the positive number hgt(W ) := detℑ(W ) and for
the class of [W ] ∈ Σg,
Hgt([Z]) := max
γ∈Sp2g(Z)
hgt(γ(Z)).
For detailed information, refer to [CF15, §4.3 - 4.4]. Let δ = diag(δ1, · · · , δg).
By Lemma 4.9 of [CF15], for any [α] ∈Mg and any t ≥ 0,
(10) Hgt([[exp(tδˆ(d))α]]) ≤ (det(etδ))2Hgt([[α]]).
Let exp tδˆ(d) be the subgroup of Sp2g(R) defined by exp(tδˆ(d))Xi = e
tiXi,
for i = 1, · · · , d, and exp(tδˆ(d))Xi = Xi for i = d + 1, · · · g. We also denote
rt = exp tδˆ(d).
Definition 2.4. We say that an automorphism α ∈ Sp2g(R) or a point [α] ∈ Mg
is δˆ(d)-Diophantine of type σ if there exists a σ > 0 and a constant C > 0 such
that
(11) Hgt([[exp(−tδˆ(d))α]]) ≤ CHgt([[exp(−tδˆ(d))]])(1−σ)Hgt([[α]]), ∀t ∈ Rd+.
This states that α ∈ Sp2g(R) satisfies a δˆ(d)-Diophantine if the height of the projec-
tion of exp(−tδˆ(d))α in the Siegel modular variety Σg is bounded by e2(t1+···td)(1−σ).
- [α] ∈ Mg satisfies a δˆ-Roth condition if for any ǫ > 0 there exists a constant
C > 0 such that
(12) Hgt([[exp(−tδˆ(d))α]]) ≤ CHgt([[exp(−tδˆ(d))]])ǫHgt([[α]]), ∀t ∈ Rd+.
That is, δˆ(d)-Diophantine of type 0 < σ < 1.
- [α] is of bounded type if there exists a constant C > 0 such that
(13) Hgt([[exp(−tδˆ(d))]]) ≤ C, ∀t ∈ Rd+.
For 1 ≤ d ≤ g, according to Margulis-Kleinblock [KM99], a generalization of
Khinchin-Sullivan logarithm law for geodesic excursion [Sul82] holds.
Definition 2.5. Let X = G/Λ be a homogeneous space equipped with the proba-
bility Haar measure µ. A function φ : X → R is said k-DL (distance like) for some
exponent k > 0 if it is uniformly continuous and if there exist constants C1, C2 > 0
such that
C1e
−kz ≤ µ({x ∈ X | φ(x) ≥ z}) ≤ C2e
−kz, ∀z ∈ R.
Theorem 1.9 of [KM99] states the following.
Proposition 2.6. Let G be a connected semisimple Lie group without compact fac-
tors, µ its normalized Haar measure, Λ ⊂ G an irreducible lattice, a a Cartan sub-
algebra of the Lie algebra of G. Let d+ be a nonempty open cone in a d-dimensional
subalgebra d of a. If φ : G/Λ → R is a k-DL function for some k > 0, then for
µ-almost all x ∈ G/Λ one has
lim sup
z∈d+,z→∞
φ(exp(z)x)
log ‖z‖
=
d
k
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By Lemma 4.7 of [CF15], logarithm of Height function is DL-function with ex-
ponent k = g+12 on the Siegel variety Σg (and induces on Mg = Sp2g(R)/Sp2g(Z)).
Hence, we obtain the following proposition.
Proposition 2.7. Under the assumption X = Mg of Proposition 2.6, for s >
g + 1/2, there exists a full measure set Ωg(δˆ) and for all [α] ∈ Ωg(δˆ) ⊂Mg
(14) lim sup
t→∞
logHgt([[exp(−tδˆ(d))α]])
log ‖t‖
≤
2d
g + 1
.
Any such [α] satisfies a δˆ-Roth condition (12).
For any L > 0 and 1 ≤ d ≤ g, let DC(L) denote the set of [α] ∈Mg such that
(15)
∫ ∞
0
· · ·
∫ ∞
0
e−(t1+···td)/2Hgt([[r-tα]])
1/4dt1 · · · dtd ≤ L.
Let DC denote the union of the sets DC(L) over all L > 0. It follows immediately
that the set DC ⊂Mg has full Haar volume.
3. Constructions of the functionals
Let Γ be any d-dimensional rectangles, which defines a current, a continuous func-
tional on d-forms. For an irreducible representation H , there exists basic current
BHα associated to D
H
α . Let ω be invariant volume form and let ηX := ιXi1 · · · ιXidω.
The basic current BHα is defined as
BHα = D
H
α ηX .
For every d-form ξ, the formula implies
BHα (ξ) = D
H
α (
ηX ∧ ξ
ω
).
The current is basic in the sense that for all j ∈ {i1, · · · , id},
ιXjB
H
α = LXjB
H
α = 0.
The basic current BHα belongs to a dual Sobolev space of currents. We write
any smooth d-form ξ =
∑
ξ(i)Xˆi, where Xˆi ∈ Λdp′. It follows that the space of
smooth d-form is identified to the product of C∞(M) by isomorphism ξ −→ ξ(i).
By isomorphism, we define Sobolev space of currents Ωsα(M) and their dual spaces
of currents Ω−sα (M).
By Sobolev embedding theorem, for every rectangle Γ, the current Γ ∈ Ω−sα (M)
for s > (2d + 1)/2. Then, all basic currents BHα ∈ Ω
−s
α (M) for all s > d/2 since
DHα ∈ Ω
−s
α (M) for all s > d/2.
3.1. Constructions of the functionals. For any exponent s > d/2, Hilbert bun-
dle induces an orthogonal decomposition
Ad(p,M
−s) = Zd(p,M
−s)⊕Rd(p,M
−s)
where Rd(p,M
−s) = Zd(p,M
−s)⊥. Denote by I−s and R−s the corresponding
orthogonal projection operator and by I−sα and R
−s
α the restrictions to the fiber over
[α] ∈M for α ∈ Sp(2g,R). In particular, for the Birkhoff averages D = P d,αU m, we
call I−sα (D) = I
−s[α,D] boundary term and R−sα (D) = R
−s[α,D] remainder term
respectively. Consider the orthogonal projection
(16) D = I−sr−t[α](D) +R
−s
r−t[α]
(D).
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For fixed α, let Π−sH : Ad(p,W
−s
α (M))→ Ad(p,W
−s
α (H)) denote the orthogonal
projection on a single irreducible unitary representation. We further decompose
projection operators with
Π−sH = B
−s
α (Γ)B
−s,H
α +R
−s,H
α
where B−sH,α : Ad(p,W
−s
α (M)) → C denote the orthogonal component map of P-
invariant currents (closed), supported on a single irreducible unitary representation.
The Bufetov functionals on rectangles Γ are defined for all α ∈ DC as follows.
Lemma 3.1. Let α ∈ DC(L). For s > sd = d(d + 11)/4 + g + 1/2 and every
rectangle Γ on M , the limit
βˆH(α,Γ) = lim
td→∞
· · · lim
t1→∞
e−(t1+···td)/2B−sH,r-t[α](Γ)
exists and define a finitely-additive finite measure on the space of rectangles. There
exists constant C(s,Γ) > 0 such that the following estimate holds:
(17) |Π−sH,α(Γ)− βˆ(α,Γ)B
H
α |α,−s ≤ C(s,Γ)(1 + L).
Proof. For simplicity, we omit dependence of H . For every t ∈ Rd, we have the
following orthogonal splitting:
Π−sH,α(Γ) = B
−s
α,t(Γ)Bα,t +Rα,t,
where
B
−s
α,t := B
−s
H,r-t[α]
, Bα,t := B
−s,H
r-t[α]
, Rα,t := R
−s,H
r-t[α]
.
For any h ∈ Rd, we have
B
−s
α,t+h(Γ)Bα,t+h +Rα,t+h = B
−s
α,t(Γ)Bα,t +Rα,t.
By reparametrization (8), Bt+h = e
−(h1+···hd)/2Bt,
(18) B−sα,t+h(Γ) = e
(h1+···hd)/2B
−s
α,t(Γ) +B
−s
α,t+h(Rα,t)
and it follows that
(19) B−sα,t+h(Γ) = e
h1/2B
−s
α,t1,t2+h2,··· ,td+hd
(Γ) +B−sα,t+h(Rα,t).
By differentiating at h1 = 0,
(20)
d
dt1
B
−s
α,t1,t2+h2,··· ,td+hd
(Γ) =
1
2
B
−s
α,t1,t2+h2,··· ,td+hd
(Γ) + [
d
dh1
B
−s
α,t+h(Rα,t)]h1=0.
Therefore, we solve the following first order ODE
d
dt1
B
−s
α,t1,t2+h2,··· ,td+hd
(Γ) =
1
2
B
−s
α,t1,t2+h2,··· ,td+hd
(Γ) +K
(1)
α,t(Γ)
where
K
(1)
α,t(Γ) = [
d
dh1
B
−s
α,t+h(Rα,t)]h1=0.
Then, the solution of the differential equation is
B
−s
α,t1,t2+h2,···td+hd
(Γ) = et1/2[B−sα,0,t2+h2,···td+hd(Γ) +
∫ t1
0
e−τ1/2K(1)α,τ (Γ)dτ1]
= et1/2B−sα,0,t2+h2,···td+hd(Γ) +
∫ t1
0
e(t1−τ1)/2K(1)α,τ (Γ)dτ1.
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Note by reparametrization
et1/2B−sα,0,t2+h2,···td+hd(Γ) = e
h2/2B
−s
α,t1,t2,t3+h3···td+hd
(Γ)
and it is possible to differentiate the previous equation with respect to h2 again.
Then
(21)
d
dt2
B
−s
α,t1,t2,···td+hd
(Γ) =
1
2
B
−s
α,t1,t2,t3+h3,···td+hd
+
∫ t1
0
e−τ1/2K(2)α,τ (Γ)dτ1.
where K
(2)
α,τ (Γ) =
d
dh2
K
(1)
α,τ (Γ).
Then, the solution of (21) is
B
−s
α,t1,t2,···td+hd
(Γ)
= et2/2[B−sα,t1,0,t3+h3,···td+hd +
∫ t2
0
e−τ2/2
∫ t1
0
e(t1−τ1)/2K(2)α,τ (Γ)dτ1dτ2]
= eh3/2B−sα,t1,t2,t3,···td+hd +
∫ t2
0
e(t2−τ2)/2
∫ t1
0
e(t1−τ1)/2K(2)α,τ (Γ)dτ1dτ2.
Inductively, we solve first order ODE repeatedly and obtain the following solution
(22) B−sα,t(Γ) = e
(t1+···td)/2
(
B
−s
α,0 +
∫ td
0
· · ·
∫ t1
0
e−(τ1+···τd)/2K(d)α,τ (Γ)dτ1 · · · dτd
)
where
K(d)α,τ (Γ) = [
d
dhd
· · ·
d
dh1
B
−s
α,t+h(Rα,t)]hd···h1=0.
Let 〈·, ·〉t denote the inner product in Hilbert space Ω
−s
r-t[α]
. From the intertwining
formula,
B
−s
α,t+h(Rα,t) = 〈Rα,t,
Bα,t+h
|Bα,t+h|2t+h
〉α,t+h
= 〈Rα,t ◦ U−h,
Bα,t+h ◦ U−h
|Bα,t+h|2t+h
〉
= 〈Rα,t ◦ U−h,
Bα,t
|Bα,t|2t
〉 = B−sα,t(Rα,t ◦ U−h).
In the sense of distribution,
d
dhd
· · ·
d
dh1
(Rα,t ◦ U−h) = −Rα,t ◦ (
d
2
+
d∑
i=1
Xi(t)) ◦ U−h
= [(
d∑
i=1
Xi(t)−
d
2
)Rα,t] ◦ U−h
and we compute derivative term of (20) in representation,
[
d
dhd
· · ·
d
dh1
(B−sα,t+h(Rα,t))]h=0 = −B
−s
α,t((
d∑
i=1
Xi(t)−
d
2
)Rα,t)).
Set Kα,t(Γ) = |Rα,t|r−tα,−(s+1) with a bounded non-negative function, then by
Lemma 3.5, we claim that
|B−sα,t((
d∑
i=1
Xi(t)−
d
2
)Rα,t))| ≤ Kα,τ (Γ) ≤ C(s,Γ)Hgt([r−tα])
1/4.
12 MINSUNG KIM
Therefore, the solution of equation (22) exists under Diophantine condition (15)
and the following holds:
lim
td→∞
· · · lim
t1→∞
e−(t1+···td)/2B−sα,t(Γ) = βˆH(α,Γ)
Moreover, by continuity, the complex number
βˆH(α,Γ) = B
−s
α,0 +
∫ ∞
0
· · ·
∫ ∞
0
e−(τ1+···τd)/2Kα,τ (Γ)dτ1 · · · dτd
depends on α ∈ DC(L). Since we have
Π−sH,α(Γ)− βˆ(α,Γ)B
H
α = R0 −
(∫ ∞
0
· · ·
∫ ∞
0
e−(τ1+···τd)/2Kα,τ (Γ)dτ1 · · · dτd
)
BHα ,
by Diophantine condition again,
|Π−sH,α(Γ)− βˆ(α,Γ)B
H
α |α,−s ≤ C(s,Γ)(1 + L).

3.2. Remainder estimates. In this subsection, we obtain estimate for remainder
term which is used in Lemma 3.1. Firstly, we prove the bound of Birkhoff sum of
rectangles.
Lemma 3.2. [CF15, Lemma 5.7] Let s > d/2 + 2. There exists a constant
C = C(s) > 0 such that for all ti ≥ 0 for 1 ≤ i ≤ d, we have∥∥I−s[α,D]∥∥
−s
≤ e−(t1+···+td)/2
∥∥I−s[r−t11 · · · r−tdd α,D]∥∥−s
+ C1|t1 + · · ·+ td|
∫ 1
0
e−u(t1+···+td)/2
∥∥R−s[r−ut11 · · · r−utdd α,D∥∥−(s−2) du.
By Stokes’ theorem, we have the following remainder estimate.
Lemma 3.3. [CF15, Lemma 5.6] For any non-negative s′ < s − (d + 1)/2 and
Jordan region Γ ⊂ Rd, there exists C = C(d, g, s, s′) > 0 such that∥∥∥R−s[α, (P d,αΓ m)]∥∥∥
−s
≤ C
∥∥∥[α, ∂(P d,αΓ m)]∥∥∥
−s′
.
Here we prove quantitative bound of Birkhoff averages of higher rank actions on
rectangle. (Cf. [CF15, theorem 5.10]).
Theorem 3.4. For s > sd, there exists a constant C(s, d) > 0 such that the
following holds.
For all ti > 0, m ∈M and Γd(t) = [0, e
t1 ]× · · · × [0, etd ], we have
∥∥∥[α, (P d,αΓd(t)m)]
∥∥∥
−s
≤ C
d∑
k=0
∑
1≤i1<···<ik≤d
∫ tik
0
· · ·
∫ ti1
0
exp(
1
2
d∑
l=1
tl −
1
2
k∑
l=1
uil)
×Hgt([[
∏
1≤j≤d
r
−tj
j
k∏
l=1
r
uil
il
α]])1/4dui1 · · · duik .
(23)
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Proof. We prove by induction. For d = 1, it follows from the theorem 5.8 in [CF15].
We assume that the result holds for d−1. Decompose the current as a sum of bound-
ary and remainder term as in (16).
Step 1. We estimate the boundary term. By Lemma 3.2, renormalize terms with
ru = ru1 · · · r
u
d . Then, we have∥∥∥I−s[α, (P d,αΓd(t)m)]
∥∥∥
−s
≤ e−(t1+···+td)/2
∥∥∥I−s[r−t11 · · · r−tdd α, (P d,αΓd(t)m)]
∥∥∥
−s
+ C1(s)
∫ t1+···+td
0
e−ud/2
∥∥∥R−s[r−uα, (P d,αΓd(t)m)]
∥∥∥
−(s−2)
du
:= (I) + (II)
(24)
By renormalization (9) and Lemma 2.3 for unit volume,
∥∥∥I−s[r−t11 · · · r−tdd α, (P d,αΓd(t)m)]
∥∥∥
−s
= et1+···+td
∥∥∥∥I−s[r−t11 · · · r−tdd α, (P d,r−t11 ···r−tdd αΓd(0) m)]
∥∥∥∥
−s
≤ C2e
t1+···+tdHgt([[r−t11 · · · r
−td
d α]])
1/4
Hence,
I ≤ C2e
(t1+···td)/2Hgt([[r−t11 · · · r
−td
d α]])
1/4,
where the sum corresponds to the first term (k = 0) in the statement.
Step 2. To estimate (II),
∥∥∥R−s[r−uα, (P d,αΓd(t)m)]
∥∥∥
−(s−2)
=
∥∥∥eudR−s[r−uα, (P d,r−uαΓd(t−u)m)]
∥∥∥
−(s−2)
≤ C3(s, s
′)eud
∥∥∥[r−uα, ∂(P d,r−uαΓd(t−u)m)]
∥∥∥
−s′
.
(25)
The boundary ∂(Pd,r
−tα
Γ ) is the sum of 2d currents of dimension d − 1. These
currents are Birkhoff sums of d face subgroups obtained from Pd,r
−tα
Γ by omitting
one of the base vector fields Xi. It is reduced to (d−1) dimensional shape obtained
from Γd(t − u) := [0, et1−u] × · · · [0, etd−u]. For each 1 ≤ j ≤ d, there are Birkhoff
sums along d− 1 dimensional cubes. By induction hypothesis, we add all the d− 1
dimensional cubes by adding all the terms along j:
∥∥∥[r−uα, (P d−1,r−uαUd−1(t−u)m)]
∥∥∥
−s′
≤ C4(s
′, d− 1)
d∑
j=1
d−1∑
k=0
∑
1≤i1<···<ik≤d
il 6=j,∀l
∫ tik−u
0
· · ·
∫ ti1−u
0
exp(
1
2
d∑
l=1
l 6=j
(tl − u)−
1
2
k∑
l=1
uil)Hgt([[
∏
1≤l≤d
l 6=j
r
−(tl−u)
l
k∏
l=1
r
uil
il
(r−uα)]])1/4dui1 · · · duik .
(26)
Combining (24) and (25), we obtain the estimate for (II).
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(II) ≤ C5(s
′, d− 1)
d∑
j=1
d−1∑
k=0
∑
1≤i1<···<ik≤d
il 6=j
∫ t1+···td
0
∫ tik−u
0
· · ·
∫ ti1−u
0
dui1 · · · duikdu
× exp(
1
2
d∑
l=1
l 6=j
tl −
1
2
u−
1
2
k∑
l=1
uil)Hgt([[
∏
1≤l≤d
r−tll
k∏
l=1
r
uil
il
(r
−u+tj
j α)]])
1/4.
Applying the change of variable uj = tj − u, we obtain
(II) ≤ C6(s
′, d− 1)
d∑
j=1
d−1∑
k=1
∑
1≤i1<···<ik≤d
il 6=j
∫ tj
−(t1+···td)+tj
∫ tik−u
0
· · ·
∫ ti1−u
0
dui1 · · · duikduj
× exp(
1
2
(t1 + · · · td)−
1
2
uj −
1
2
k∑
l=1
uil)Hgt([[
∏
1≤l≤d
r−tll
k∏
l=1
r
uil
il
(r
−uj
j α)]])
1/4.
Simplifying multi-summation above, (with −(t1 + · · · td) + tj ≤ 0)
(II) ≤ C7(s
′, d)
d∑
k=1
∑
1≤i1<···<ik≤d
∫ tik
0
· · ·
∫ ti1
0
dui1 · · · duik
× exp(
1
2
(t1 + · · · td)−
1
2
k∑
l=1
uil)Hgt([[
∏
1≤l≤d
r−tll
k∏
l=1
r
uil
il
α]])1/4.
Step 3. Remainder estimate.
The remainder term is obtained from Lemma 3.3 (Stokes theorem). Following
step 2, estimate of remainder reduces to that of d − 1 form. Combining with the
step 1, we have the following
(27)∥∥∥R−s[α, ∂(P d,αΓd m)]
∥∥∥
−s
≤ C(s)
d−1∑
i=1
∥∥∥I−s[α, (P i,αΓi m)]
∥∥∥
−s
+
∥∥∥R−s[α, (P 1,αΓ1 m)]
∥∥∥
−s
where Γi is i-dimensional rectangle. Sum of boundary terms are absorbed in the
bound of (I) + (II). For 1-dimensional remainder with interval ΓT , the boundary
is a 0-dimensional current. Then,
〈∂(P 1,αΓT m), f〉 = f(P
1,α
ΓT
m)− f(m).
Hence, by Sobolev embedding theorem and by definition of Sobolev constant (5)
and (6), ∥∥∥R−s[α, ∂(P 1,αΓT m)]
∥∥∥
−s
≤ 2Bs′([[α]]) ≤ C(s)Hgt([[α]])
1/4.
Then, by inequality (10)
Hgt([[α]])1/4 ≤ Ce(t1+···td)/2Hgt([[r−t11 · · · r
−td
d α]])
1/4.
This implies that remainder term produces one more term like the bound of (I).
Therefore, the theorem follows from combining all the terms (I), (II), and remain-
der. 
Now we prove the estimate for constructing Bufetov functionals.
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Lemma 3.5. Let s > sd. There exists a constant C(s) > 0 such that for any
rectangle Γd = [0, e
Γ1 ]× · · · × [0, eΓd ] and all m ∈M ,
Kα,t(Γ) ≤ C(s,Γ)Hgt([r−tα])
1/4.
Proof. Recall that Kα,t(Γ) =
∥∥∥R−s[r−t[α], (P d,r−tαΓ m)]∥∥∥
−(s+1)
and by Lemma 3.3,
it is equivalent to prove to find the bound of d − 1 currents. By theorem 3.4, we
obtain the remainder estimate.
Kα,t(Γ) ≤ C
d−1∑
k=0
∑
1≤i1<···<ik≤d−1
∫ Γik
0
· · ·
∫ Γi1
0
exp(
1
2
d−1∑
l=1
Γl −
1
2
k∑
l=1
uil)
×Hgt([[
∏
1≤j≤d−1
r
−Γj
j
k∏
l=1
r
uil
il
(r−tα)]])
1/4dui1 · · · duik .
It follows from (10) that for 0 ≤ k ≤ d− 1,
Hgt([[
∏
1≤j≤d−1
r
−Γj
j
k∏
l=1
r
uil
il
(r−tα)]])
1/4 ≤ e
1
2 (
∑k
l=1 uil−
∑d
l=1 Γl)Hgt([[r−tα]])
1/4.
Then, we obtain
(28)∥∥∥R−s[r−tα, (P d,r−tαΓd m)]
∥∥∥
−s
≤ C
( d−1∑
k=0
∑
1≤i1<···<ik≤d−1
k∏
l=1
Γil
)
Hgt([[r−tα]])
1/4.
Setting C(s,Γ) = C
(∑d−1
k=0
∑
1≤i1<···<ik≤d−1
∏k
l=1 Γil
)
, we obtain the conclusion.

3.3. Proof of theorem 1.1. The main theorem follows from refinement of the
method of [BF14,FK17] to the d-form and currents.
Proof of theorem 1.1. Additive property follows from linearity of projections and
limit and it is immediate to derive Scaling property from definition.
Bounded property. By scaling property,
βˆ(α,Γ) = edt/2βˆH(r
t[α],Γ).
Choose t = log(
∫
Γ
|Xˆ|) and Xˆ = Xˆ1 ∧ · · · ∧ Xˆd, then uniform bound of Bufetov
functional on bounded size of rectangles,
|βˆ(α,Γ)| ≤ C(Γ)(
∫
Γ
|Xˆ|)d/2.
Invariance property. It suffices to check invariance property of rank 1 action
Q1,Yτ for τ ∈ R. Let Yi be generator of Q
1,Y
τ and pick Xi with [Xi, Yi] = Z.
Proof. Given rectangle Γ, set ΓQ := (Q
1,Y
τ )∗Γ. Let D(Γ,ΓQ) be the (d+ 1) dimen-
sional space spanned by the trajectories of the action of Q1,Yτ projecting Γ onto ΓQ.
Then D(Γ,ΓQ) is union of all orbits I of action Q
1,Y
τ such that the boundary of I,
d-dimensional faces, is contained in Γ∪ΓQ, and interior of I is disjoint from Γ∪ΓQ.
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By definition, denote rt := r
t
i . Then, r−t(Γ) and r−t(ΓQ) are respectively the
support of the currents r∗t Γ and r
∗
t ΓQ. Thus, we have the following identity
r∗tD(Γ,ΓQ) = D(r−t(Γ), r−t(ΓQ)).
Since the currents ∂D(Γ,ΓQ)− (Γ−ΓQ) is composed of orbits of the action of Q
1,Y
τ ,
it follows that
(29) ∂[r∗tD(Γ,ΓQ)]− (r
∗
t Γ− r
∗
t ΓQ) = r
∗
t [∂D(Γ,ΓQ)− (Γ− ΓQ)]→ 0.
Now, we turn to prove the volume of D(r−t(Γ), r−t(ΓQ)) is uniformly bounded
for all t > 0. For any p ∈ Γ, set τ(p) be length of the arc lying in D := D(Γ,ΓQ),
and set τΓ := sup{τ(p) | p ∈ Γ} <∞. We write
vold+1(D) =
∫
Γ
τdvold.
Since vold(r−tΓ) ≤ etvold(Γ),
(30) vold+1(r−tD) =
∫
r−tΓ
τdvold ≤ τΓe
−tvold(r−tΓ) ≤ τΓvold(Γ) <∞.
Note that current (Q1,Yτ )∗Γ−Γ is equal to the boundary of a (d+1) dimensional
current D. By arguments in remainder estimate (or Sobolev embedding theorem),
(31) |(Q1,Yτ )∗Γ− Γ|r−tα,−s ≤ CsτBs([[r
−tα]]) ≤ CsτHgt[[r
−tα]]1/4
is finite for all t > 0.
Then, by (29), (30) and existence of Bufetov functional (from Diophantine con-
dition), the last inequality holds
|B−sα,t((Q
1,Y
τ )∗Γ)−B
−s
α,t(Γ)|α,−s <∞.
Therefore, by definition of Bufetov functional, we prove the invariance property. 
3.4. Bound of functionals. We define excursion function
EM(α,T) :=
∫ log T (d)
0
· · ·
∫ log T (1)
0
e−(t1+···td)/2Hgt([[rt−logTα]])
1/4dt1 · · · dtd
=
d∏
i=1
(T (i))
1/2
∫ log T (d)
0
· · ·
∫ log T (1)
0
e(t1+···td)/2Hgt([[rtα]])
1/4dt1 · · · dtd.
Denote tT = (t1T
(1), · · · , tdT (d)) and t = (t1, · · · , td).
Lemma 3.6. For any Diophantine [α] ∈ DC(L) and for any f ∈ W s(M) for
s > sd+1/2, the Bufetov functional β
f is defined by a uniformly convergent series.
|βf (α,m, tT )| ≤ Cs(L +
d∏
i=1
(T (i))1/2(1 +
d∏
i=1
ti + EM(α,T)) ‖ω‖α,s
for ω = fωd,α ∈ Λdp⊗W s(M).
Proof. It follows from Lemma 3.1 that there exists a constant C > 0 such that
|βH(α,m, t)| ≤ C(1 + L+
d∏
i=1
ti).
LIMIT THEOREMS FOR HIGHER RANK ACTIONS 17
By exact scaling property,
βH(α,m, tT ) =
d∏
i=1
(T (i))1/2βH(rlogT[α],m, t).
By Diophantine condition (15), whenever α ∈ DC(L) then rlogT[α] ∈ DC(LT )
with
LT ≤ L
d∏
i=1
(T (i))−1/2 + EM(α,T).
Thus for all (m, t) ∈M × Rd,
|βH(rlogT[α],m, t)| ≤ C(1 + LT +
d∏
i=1
ti).
It follows that for all s > 1/2, we have
|βf (α,m, tT )| ≤ Cs
d∏
i=1
(T (i))1/2(1 + L+
d∏
i=1
ti)
∑
n∈Z
‖ωn‖α,s
≤ Cs
d∏
i=1
(T (i))1/2(1 + LT +
d∏
i=1
ti)(
∑
n∈Z
(1 + n2)−s
′
)−1/2(
∑
n∈Z
∥∥∥(1 − Z2)s′/2ωn∥∥∥2
α,s
)1/2.
Therefore, for all s′ > sd, there exists a constant Cs,s′ > 0 such that
|βf (α,m, tT)| ≤ Cr,r′
d∏
i=1
(T (i))1/2(1 + LT +
d∏
i=1
ti) ‖ω‖α,s+s′ .

This lemma implies that all properties of the Bufetov functionals associated to
a single irreducible component βH can be extended to the Bufetov functionals β
f
for any f ∈ W s(M). From this, we can derive bounded property for the cocycles
β(α,m,T) with respect tom along the orbits of actions in time T ∈ Rd respectively.
Corollary 3.7. For all s > sd + 1/2, there exists a constant Cs > 0 such that for
almost all frequency α and for all f ∈ W s(M) and for all (m,T ) ∈ M × Rd, we
have
(32) |
〈
P d,αU(T )m,ω
〉
− βf (α,m,T )| ≤ Cs(1 + L) ‖ω‖α,s .
for U(T ) = [0, T (1)]× · · · [0, T (d)] and ω = fωd,α ∈ Λdp⊗W s(M).
Proof. By Lemma 3.1 and 3.6, asymptotic formula (17) on each irreducible provides
proof of Corollary 3.7. 
4. Limit distributions
In this section, we prove Theorem 1.4, limit distribution of Birkhoff sums of
higher rank actions on squares.
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4.1. Limiting distributions.
Lemma 4.1. There exists a continuous modular function θH : Aut0(H
g) → H ⊂
L2(M) such that
lim
|U(T )|→∞
∥∥∥∥∥ 1vol(U(T ))1/2
〈
P d,αU(T )(·), ωf
〉
− θH(rlog T [α])D
H
α (f)
∥∥∥∥∥
L2(M)
= 0.
The family {θH(α) | α ∈ Aut0(H
g)} has a constant norm in L2(M).
Proof. By Fourier transform, the space of smooth vectors and Sobolev spaceW s(H)
is represented as Schwartz-type space S s(Rd) ⊂ L2(Rd) such that∫
Rd
|(1 +
∑
i
∂2
∂u2i
+
∑
i
u2i )
s/2fˆ(u)|2du <∞.
Let t, u ∈ Rd. Then we claim for any f ∈ S s(Rd), there exists θ[α] ∈ L2(Rd)
such that
lim
|U(T )|→∞
∥∥∥∥∥ 1vol(U(T ))1/2
∫
U(T )
f(u+ t)dt − θH(rlog T [α])Leb(f)
∥∥∥∥∥
L2(Rd,du)
= 0.
Equivalently,
lim
|U(T )|→∞
∥∥∥∥∥ 1vol(U(T ))1/2
∫ T (d)
0
· · ·
∫ T (1)
0
eit·uˆfˆ(uˆ)dt− θˆH(rlog T [α])fˆ (0)
∥∥∥∥∥
L2(Rd,duˆ)
= 0.
For χ ∈ L2(Rd, duˆ), we denote
χj(uˆ) =
eiuˆj − 1
iuˆj
, χ(uˆ) =
d∏
j=1
χj(uˆ).
Let θˆ[α](uˆ) := χ(uˆ) for all uˆ ∈ Rd. Then, by intertwining formula, for T ∈ Rd
and u ∈ Rd,
UT(f)(uˆ) =
d∏
i=1
(T (i))1/2f(T uˆ), for T uˆ = (T (1)uˆ1, · · · , T
(d)uˆd).
Then, for all α ∈ A,
θˆ(rlog T [α])(uˆ) = UT(χ)(uˆ) =
d∏
i=1
(T (i))1/2χ(T uˆ).
The function θ[α] is defined by Fourier inverse transform
‖θH(α)‖H = ‖θ(α)‖L2(Rd) =
∥∥∥θˆ(α)∥∥∥
L2(Rd)
= ‖χ(uˆ)‖L2(Rd,duˆ) = C > 0.
By integration,∫ T (d)
0
· · ·
∫ T (1)
0
eit·uˆfˆ(uˆ)dt = (
d∏
i=1
T (i))χ(T uˆ)fˆ(uˆ)
= (
d∏
i=1
T (i))χ(T uˆ)(fˆ(uˆ)− fˆ(0)) + (
d∏
i=1
T (i))1/2θˆ(rlog T [α])(uˆ)fˆ(0).
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We note that
∏d
i=1 T
(i) = vol(U(T )). Then the claim reduces to the following:
lim sup
vol(U(T ))→∞
∥∥∥vol(U(T ))1/2χ(T uˆ)(fˆ(uˆ)− fˆ(0))∥∥∥
L2(Rd)
= 0.
If f ∈ S s(Rg) with s > d/2, function fˆ ∈ C0(Rd) and bounded. Thus, by
Dominated convergence theorem,∥∥∥vol(U(T ))1/2χ(T uˆ)(fˆ(uˆ)− fˆ(0))∥∥∥
L2(Rd,duˆ)
=
∥∥∥χ(ν)(fˆ ( ν
T
)− fˆ(0))
∥∥∥
L2(Rd,dν)
→ 0.

Corollary 4.2. There exists a constant C > 0 such that for any s > d/2, for any
α ∈ A and f ∈ W s(H), we have
lim
|U(T )|→∞
1
vol(U(T ))
1/2
∥∥∥〈P d,αU(T )m,ωf〉∥∥∥
L2(M)
= C|DHα (f)|.
From Corollary 4.2, we derive the following limit result for the L2 norm of
Bufetov functionals.
Corollary 4.3. For irreducible component H and α ∈ DC, there exists C > 0 such
that
lim
|U(T )|→∞
1
vol(U(T ))
1/2
‖βH(α, ·,T )‖L2(M) = C.
Proof. By the normalization of invariant distribution in Sobolev space W s(M),
there exists a function fHα ∈ W
s(H) such that Dα(f
H
α ) =
∥∥fHα ∥∥s = 1. For all
α ∈ DC(L), by asymptotic formula (32),∣∣ 〈P d,αU(T )m,ω〉− βf (α,m,T )∣∣ ≤ Cs(1 + L).
Therefore, L2-estimate follows from Corollary 4.2. 
A relation between the Bufetov functional and the modular function θH is es-
tablished below.
Corollary 4.4. For any L > 0 and invariant probability measure supported on
DC(L) ⊂Mg,
βH(α, ·, 1) = θH([α]), for µ-almost all [α] ∈Mg.
Proof. By Theorem 3.7 and Lemma 4.1, there exists a constant C > 0 such that
for all α ∈ supp(µ) ⊂ DC(L), for all T > 0 we have
(33) lim
|U(T )|→∞
‖βH(rlog T [α], ·, 1)− θH(rlog T [α])‖L2(M) ≤
Cµ
vol(U(T ))
1/2
.
By Luzin’s theorem, for any δ > 0 there exists a compact subset E(δ) ⊂M such that
we have the measure bound µ(M\E(δ)) < δ and the function βH(α, ·, 1) ∈ L2(M)
depends continuously on [α] ∈ E(δ). By Poincare recurrence, there is a full measure
subset E′(δ) ⊂ E(δ) of Rd-action.
For every α0 ∈ E
′(δ), there is diverging sequence (tn) such that {r
tn(α0)} ⊂ E(δ)
and limn→∞ r
tn(α0) = (α0). By continuity of θH and βH at [α0], we have
(34) ‖βH([α0], ·, 1)− θH([α0])‖L2(M)
= lim
n→∞
‖βH(rlog Tn [α0], ·, 1)− θH(rlog Tn [α0])‖L2(M) = 0.
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Thus, we have βH([α], ·, 1) = θH([α]) for [α] ∈ E′(δ). It follows that the set of
equality fails has less than any δ > 0, thus the identity holds for almost all [α]. 
For all α ∈ Aut0(Hg), general smooth function f ∈ W s(M) for s > sd + 1/2, f
decompose an infinite sum, and the functional θf is defined by a convergent series.
(35) θf (α) =
∑
H
DHα (f)θH(α).
The following result is an extention to general asymptotic theorem from Corollary
4.4.
Theorem 4.5. For all α ∈ Aut0(Hg), and for all f ∈ W s(M) for s > sd + 1/2,
lim
n→∞
∥∥∥∥ 1vol(U(Tn))1/2
〈
P d,αU(Tn)m,ωf
〉
− θf (rlog Tnα)
∥∥∥∥
L2(M)
= 0.
4.2. Proof of Theorem 1.4. By theorem 4.5, we summarize our results on limit
distributions for higher rank actions.
Theorem 4.6. Let (Tn) be any sequence such that
lim
n→∞
rlogTn [α] = α∞ ∈Mg.
For every closed form ωf ∈ Λ
dp ⊗ W s(M) with s > sd + 1/2, which is not a
coboundary, the limit distribution of the family of random variables
ETn(f) :=
1
vol(U(Tn))
1/2
〈
P d,αU(Tn)(·), ωf
〉
exists and is equal to the distribution of the function θf (α∞) = β(α, ·, 1) ∈ L2(M).
If α∞ ∈ DC, then θf (α∞) is bounded function on M, and the limit distribution has
compact support.
Proof of theorem 1.4. Since α∞ ∈Mg, the existence of limit follows from Corol-
lary 4.4 and Lemma 4.5. 
A relation with Birkhoff sum and theta sum was introduced in [CF15, §5.3], and
as an applications, we derive limit theorem of theta sums.
Corollary 4.7. Let Q[x] = x⊤Qx be the quadratic forms defined by g × g real
matrix Q, α =
(
I 0
Q I
)
∈ Sp2g(R), ℓ(x) = ℓ⊤x be the linear form defined by
l ∈ Rg. Then, Theta sum
Θ(Q, l;N) = N−g/2
∑
n∈Zg∩[0,N ]
e(Q[n] + ℓ(n))
has limit distribution and it has compact support.
5. L2-lower bounds
In this section we prove bounds for the square mean of ergodic integrals along
the leaves of foliations of the torus into circles transverse to central direction.
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5.1. Structure of return map. Let Tg+1
Γ
denote (g + 1)-dimensional torus with
standard frame (Xi, Yi, Z) with
T
g+1
Γ
:= {Γ exp(
g∑
i=1
yiYi + zZ) | (yi, z) ∈ R× R}.
It is convenient to work with the polarized Heisenberg group. Set Hgpol ≈ R
g ×
Rg×R equipped with the group law (x, y, z)·(x′, y′, z′) = (x+x′, y+y′, z+z′+yx′).
Definition 5.1. Reduced standard Heisenberg group Hgred is defined by quotient
Hgpol/({0} × {0} ×
1
2Z) ≈ R
g × Rg × R/ 12Z. Reduced standard latice Γ
g
red is Z
g ×
Z
g ×{0} and the quotient Hgred/Γ
g
red is isomorhic to standard Heisenberg manifold
Hg/Γ.
Now, we consider return map of Pd,α on Tg+1
Γ
. For x = (x1, · · · , xg) ∈ R
g,
exp(x1X
α
1 + · · ·+ xgX
α
g ) = (xα, xβ , w · x), for some xα, xβ ∈ R
d.
In Hgred,
exp(x1X
α
1 + · · ·+ xgX
α
g ) · (0, y, z) = (xα, y + xβ , z + w · x).
Then, given (n,m, 0) ∈ Γgred,
(36) exp(x1X
α
1 +· · ·+xgX
α
g )·(0, y, z)·(n,m, 0) = exp(x
′
1X
α
1 +· · ·+x
′
gX
α
g )·(0, y
′, z′)
if and only if x′α = xα+n, y
′ = y+(xβ−x′β)+m and z
′ = z+(w−w′)·x+n(y+xβ).
Assume 〈Xαi , Xj〉 6= 0 for all i, j, and we write first return time tRet = (tRet,1, · · · tRet,g)
for Pd,α on transverse torus Tg+1
Γ
. We denote domain for return time U(tRet) =
[0, tRet,1]×· · · [0, tRet,g]. Return map of action Pd,α on T
g+1
Γ
has a form of skew-shift
(37) Aρ,τ (y, z) = (y + ρ, z + v · y + τi) on R
g/Zg × R/K−1Z.
From computation of each rank 1 action, for each 1 ≤ i ≤ d, it is a composition of
commuting linear skew-shift
(38) Ai,ρ,τ (y, z) = (y + ρi, z + vi · y + τi) on R
g/Zg × R/K−1Z
for some constant ρi, σi ∈ Rg and vi ∈ Rg. For each j 6= k,
Aj,ρ,τ ◦Ak,ρ,τ = Ak,ρ,τ ◦Aj,ρ,τ .
Given pair (m, n) ∈ ZgK|n| × Z, let H(m,n) denote the corresponding factor and
C∞(H(m,n)) be subspace of smooth function on H(m,n). Denote {em,n | (m, n) ∈
Z
g
|n| × Z} the basis of characters of T
g+1
Γ
and for all (y, z) ∈ Tg × T,
em,n(y, z) := exp[2πι(m · y + nKz)].
For each Ai,ρ,σ and vi = (vi1, · · · vid), the orbit can be identified with the following
dual orbit
OAi(m, n) = {(m+ (nji)vi, n), ji ∈ Z}
= {(m1 + (nvi1)ji, · · · ,md + (nvid)ji, n), ji ∈ Z}.
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If n = 0, the orbit [(m, 0)] ⊂ Zg × Z of (m, 0) is reduced to a single element.
If n 6= 0, then the dual orbit [(m, n)] ⊂ Zg+1 of (m, n) for higher rank actions is
described as follows:
OA(m, n) = {(mk + n
d∑
i=1
(vikji), n)1≤k≤d : j = (j1, · · · jd) ∈ Z
d}.
It follows that every A-orbit for rank Rd-action (or Aj-orbit) can be labeled
uniquely by a pair (m, n) ∈ Zg|n| × Z\{0} with m = (m1, · · · ,mg). Thus, the
subspace of functions with non-zero central character can be split as a direct sum
of components H(m,n) with m ∈ Z
g, n ∈ Z\{0}. Then,
L2(Tg+1
Γ
) =
⊕
ω∈OA
Hω.
Now we proceed to the cosideration of the higher cohomology problem which
appears in the space of Fourier coefficients.
5.2. Higher cohomology for Zd-action of skew-shifts. We consider a Zd action
of return map Pd,α on torus Tg+1
Γ
. By identification of cochain complex on torus,
it is equivalent to consider the following cohomological equation for degree d form
ω,
(39) ω = dΩ ⇐⇒ ϕ(x, t) = DΦ(x, t), x ∈ Tg, t ∈ Zd.
We restrict our interest of d-cocycle ϕ : Tg+1
Γ
× Zd → R with Φ : Tg+1
Γ
→ Rd,
Φ = (Φ1, · · ·Φd) and D is coboundary operator DΦ =
∑d
i=1(−1)
i+1∆iΦi where
∆iΦi = Φi ◦ Ai,ρ,τ − Φi. The following proposition is the generalization to the
argument of [KK95, Prop 2.2]. Let us denote Aj = Aj11,ρ,τ ◦ · · · ◦A
jd
d,ρ,τ .
Proposition 5.2. A cocycle ϕˆ satisfies cohomological equation (39) if and only if∑
j∈Zd ϕˆ(m,n) ◦A
j = 0 for j = (j1, · · · , jd) ∈ Zd.
Proof. We consider dual equation
(40) ϕˆ = DΦˆ.
Let us denote the following notation:
(δiϕˆ)(m1, · · · ,md) = δ(mi)ϕˆ(m1, · · · ,md), and δ(0) = 1, otherwise 0.
(Σiϕˆ)(m1, · · · ,md) =
∞∑
j=−∞
ϕˆ ◦ (Am11 · · ·A
j
i · · ·A
md
d )
(Σ+i ϕˆ)(m1, · · · ,md) =
∞∑
j=mi
ϕˆ ◦ (Am11 · · ·A
j
i · · ·A
md
d )
(Σ−i ϕˆ)(m1, · · · ,md) = −
mi−1∑
j=−∞
ϕˆ ◦ (Am11 · · ·A
j
i · · ·A
md
d )
It is clear that Σ−i − Σ
+
i = Σi and Σ
+
i ϕˆ = Σ
−
i ϕˆ if and only if Σiϕˆ = 0.
Note that
(41) Σ+i ∆i = Σ
−
i ∆i = id, ∆iΣ
+
i = ∆iΣ
−
i = id.
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By direct calculation of Fourier coefficient, Σi(ϕˆ−δiΣiϕˆ) = 0. Let Φˆi(ϕˆ) = Σ
−
i (ϕˆ−
δiΣiϕˆ), then Φˆi(ϕˆ) vanishes at ∞. By (41),
ϕˆ− δiΣiϕˆ = ∆iΦˆi(ϕˆ).
We can proceed this by induction.
ϕˆ− Σ1,··· ,dϕˆ =
d∑
i=1
(δ1 · · · δi−1Σ1 · · ·Σi−1ϕˆ− δ1 · · · δiΣ1 · · ·Σiϕˆ)
=
d∑
i=1
(δ1 · · · δi−1Σ1 · · ·Σi−1ϕˆ− δiΣi(Σ1 · · ·Σi−1ϕˆ))
=
d∑
i=1
(−1)i+1∆iΦˆi(ϕˆ)
where
Φˆi(ϕˆ) = (−1)
i+1Σ−i δ1 · · · δi−1(Σ1 · · ·Σi−1ϕˆ− δiΣi(Σ1 · · ·Σi−1ϕˆ))
and Φˆi(ϕˆ) vanishes at ∞. Thus, Φˆi is a solution of (40) if and only if Σ1 · · ·Σdϕˆ =
0. 
For fixed (m, n) ∈ Zg × Z , we denote obstruction of cohomological equation
restricted to the orbit of (m, n) by Dm,n(ϕ) =
∑
j∈Zd ϕˆ(m,n) ◦A
j .
Lemma 5.3. There exists a distributional obstruction to the existence of a smooth
solution ϕ ∈ C∞(H(m,n)) of the cohomological equation (39).
A generator of the space of invariant distribution Dm,n has form of
Dm,n(ea,b) :=
{
e−2πι
∑d
i=1[(m·ρi+nKτi)ji+nKτi(
ji
2 )] if (a, b) = (mk +K
∑d
i=1(vikji), n)1≤k≤g
0 otherwise.
Proof. From previous observation, there exists obstruction
Dm,n(ϕ) =
∑
j∈Zd
∫
T
g+1
Γ
ϕ(x, y)em,n ◦A
j
ρ,τdxdy.(42)
By direct computation, for fixed j = (j1, · · · jd),
em,n◦A
j
ρ,τ (y, z) =
d∏
i=1
(
e2πι[(m·ρi+nKτi)ji+nKτi(
ji
2 )]
)(
e2πι(m·y+K(z+n
∑d
k=1(vikji)yk))
)
.
Then, we choose ϕ = ea,b for (a, b) = (mk + K
∑d
i=1(vikji), n)1≤k≤g in the non-
trivial orbit (n 6= 0),
Dm,n(ea,b) = e
−2πι
∑d
i=1[(m·ρi+nKτi)ji+nKτi(
ji
2 )].

We conclude this section by introducing the theory of unitary representations.
(43) L2(M) =
⊕
n∈Z
Hn :=
⊕
n∈Z
µ(n)⊕
i=1
Hi,n
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where Hn =
⊕µ(n)
i=1 Hi,n is irreducible representation with central parameter n and
µ(n) is countable by Howe-Richardson multiplicity formula. By direct calculation,
we obtain µ(n) = |n|d for all n 6= 0.
For P-action, the space of invariant currents Id(p,S (R
g)) ⊂ W−s(Rg) for s >
d/2 + ǫ for all ǫ > 0. That is, by normalization of invariant distributions in the
Sobolev space, for any irreducible components H = Hn and α, there exists a non-
unique function fHα such that
(44) Dα(f
H
α ) =
∥∥fHα ∥∥s = 1.
5.3. Changes of coordinates. For any frame (Xαi , Y
α
i , Z)
g
i=1, denote transverse
cylinder for any m ∈M ,
Cα,m := {m exp(
g∑
i=1
y′iY
α
i + z
′Z) | (y′, z′) ∈ U(t−1Ret)× T}.
Let Φα,m : T
g+1
Γ
→ Cα,m denote the maps: for any ξ ∈ T
g+1
Γ
, let ξ′ ∈ Cα,m
denote first intersection of the orbit {Pd,αt (ξ) | t ∈ R
d
+} with transverse cylinder
Cα,m. Then, there exists first return time to cylinder t(ξ) = (t1(ξ), · · · , td(ξ)) ∈ Rd+
such that
ξ′ = Φα,m(ξ) = P
d,α
t(ξ)(ξ), ∀ξ ∈ T
g+1
Γ
.
Let (y, z) and (y′, z′) denote the coordinates on Tg+1
Γ
and Cα,m given by the
exponential map respectively,
(y, z)→ ξy,z := Γ exp(
g∑
i=1
yiYi + zZ), (y
′, z′)→ m exp(
g∑
i=1
y′iY
α
i + z
′Z).
For 1 ≤ i, j ≤ g and matrix A = (aij), B = (bij), C = (cij), D = (dij), set
α :=
[
A B
C D
]
∈ Sp(2g,R),
satisfying AtD − CtB = I2g, C
tA = AtC, DtB = BtD, and det(A) 6= 0.
Recall that Xαi =
∑
j aijXj + bijYj + wiZ and Y
α
i =
∑
j cijXj + dijYj + viZ
with det(A) 6= 0. Let x = Γ exp(
∑d
i=1 yx,iYi + zxZ) exp(
∑d
i=1 tx,iXi), for some
(yx, zx) ∈ Td × R/KZ and tx = (tx,i) ∈ [0, 1)d.
Then, the map Φα,m : T
g+1
Γ
→ Cα,m is defined by Φα,x(y, z) = (y′, z′) where
(45)


y′1
y′2
...
y′g

 =


a11 a12 · · · a1g
a21 a22 · · · a2g
...
...
...
...
ag1 ag2 · · · agg




y1 − yx,1
y2 − yx,2
...
yg − yx,g

+


b11 · · · b1g
b21 · · · b2g
...
...
...
bg1 · · · bgg




tx,1
tx,2
...
tx,g

 .
and z′ = z + P (α, x, y) for some degree 4 polynomial P .
Therefore, the map Φα,x is invertible with
Φ∗α,x(dy
′
1 ∧ · · · dy
′
g ∧ dz
′) =
1
det(A)
dy1 ∧ · · · dyg ∧ dz.
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Since AtD − CtB = I2g , by direct computation we obtain return time
(46)


t1(ξ)
t2(ξ)
...
tg(ξ)

 =


d11 · · · d1g
d21 · · · d2g
...
...
...
dd1 · · · dgg




tx,1
tx,2
...
tx,d

+


c11 c12 · · · c1g
c21 c22 · · · c2g
...
...
...
...
cg1 cg2 · · · cgg




y1 − yx,1
y2 − yx,2
...
yg − yx,g


and we have
‖t(ξ)‖ ≤ max
i
|ti(ξ)|
g ≤ max
i
|
g∑
j=1
dijtx,i + cij(yi − yx,i)|
g ≤ max
i
‖Y αi ‖
g
.
5.4. L2-lower bound of functional. We will prove bounds for the square mean
of integrals along foliations of the torus Tg+1
Γ
into torus {ξ exp(
∑g
i=1 yiYi) | yi ∈
T}ξ∈Tg+1
Γ
. Let Qg,Yy := exp(y1Y1+ · · ·+ ygYg), y = (y1, · · · , yg) ∈ R
g be the action
generated by elements of standard basis Yi.
Lemma 5.4. There exists a constant C > 0 such that for all α = (Xαi , Y
α
i , Z),
and for every irreducible component H of central parameter n 6= 0, there exists a
function fH such that
|fH |L∞(H) ≤ Cvol(U(tRet))
−1|DHα (fH)|
|fH |α,s ≤ Cvol(U(tRet))
−1|DHα (fH)|(1 +
T (tRet)
vol(U(tRet))
‖Y ‖)s(1 + n2)s/2
where ‖Y ‖ := max1≤i≤g ‖Y αi ‖ and T (tRet) =
∑g
i=1 tRet,i.
On rectangular domain U(T ), for all m ∈ Tg+1Γ and T
(i) ∈ ZtRet,i ,
(47)
∥∥∥〈P d,αU(T )(Qg,Yy m), ωH〉∥∥∥
L2(Tg,dy)
= |DHα (fH)|
(
vol(U(T ))
vol(U(tRet))
)1/2
.
In addition, whenever H ⊥ H ′ ⊂ L2(M) the functions〈
P d,αU(T )(Q
g,Y
y m), ωH
〉
and
〈
P d,αU(T )(Q
g,Y
y m), ωH′
〉
are orthogonal in L2(Tg, dy).
Proof. As explained in §5.1, the space L2(Td+1Γ ) decompose as a direct sum of
irreducible subspaces invariant under the action of each Aj,ρ,σ. It follows that the
subspace of functions with non-zero central character can be split as direct sum
of components H(m,n) with (m, n) ∈ Z
g
|n| × Z\{0} with m = (m1, · · · ,mg). For
F ∈ H(m,n), the function is characterized by Fourier expansion
F =
∑
j∈Zd
FjeAj(m,n) =
∑
j∈Zd
Fje(mk+K
∑
d
i=1(vikji),n)
.
Then, by Lemma 5.3,
(48) D(m,n)(eAj(m,n)) = e
−2πι
∑d
i=1[(m·ρi+nKτi)ji+nKτi(
ji
2 )].
For any irreducible representation H := Hn with central parameter n 6= 0, there
exists m ∈ Zd|n| such that the operator Iα maps the space H onto H(m,n). The
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operator Iα : L
2(M)→ L2(Tg+1Γ ) is defined
(49) f → Iα(f) :=
∫
U(tRet)
f ◦ Pd,αx (·)dx.
Then, operator Iα is surjective linear map of L
2(M) onto L2(Tg+1Γ ) with right
inverse defined as follows:
Let χ ∈ C∞0 (0, 1)
g be any function of jointly integrable with integral 1. For any
F ∈ L2(Tg+1Γ ), let R
χ
α(F ) ∈ L
2(M) be the function defined by
Rχα(F )(P
d,α
v (m)) =
1
vol(U(tRet))
χ(
v
tRet
)F (m), (m, v) ∈ Tg+1Γ × U(tRet).
Then, it follows from the definition that there exists a constant Cχ > 0 such that
|Rχα(F )|α,s ≤ Cχvol(U(tRet))
−1
(1 +
g∑
i=1
t−1Ret,i ‖Y
α
i ‖)
s ‖F‖W s(Tg+1Γ )
≤ Cχvol(U(tRet))
−1(1 +
T (tRet)
vol(U(tRet))
‖Y ‖)s ‖F‖W s(Tg+1Γ )
.
Choose fH := R
χ
α(em,n) ∈ C
∞(H) such that Iα(fH) = em,n and
(50)
∫
U(tRet)
fH ◦ P
d,α
t (y, z)dt = em,n(y, z), for (y, z) ∈ T
g+1
Γ .
By (44) and (48), we have |DH(fH)| = |D(m,n)(em,n)| = 1. Therefore, it follows
that
|fH |L∞(H) ≤ Cχvol(U(tRet))
−1
|fH |α,s ≤ Cvol(U(tRet))
−1|DHα (fH)|(1 +
T (tRet)
vol(U(tRet))
‖Y ‖)s(1 + n2)s/2.
Moreover, since {em,n ◦Ajρ,τ}j∈Zd ⊂ L
2(TgΓ, dy) is orthonormal, we verify
∥∥∥〈P d,αU(T )(Qg,Yy m), ωH〉∥∥∥
L2(Tg,dy)
=
∥∥∥∥∥∥∥∥
[ T
(d)
tRet,d
]−1∑
jd=0
· · ·
[ T
(1)
tRet,1
]−1∑
j1=0
em,n ◦A
j
ρ,τ
∥∥∥∥∥∥∥∥
L2(Tg,dy)
=
(
vol(U(T ))
vol(U(tRet))
)1/2
.

For any infinite dimensional vector c := (ci,n) ∈ l
2, let βc denote Bufetov func-
tional
βc =
∑
n∈Z
µ(n)∑
i=1
ci,nβ
i,n.
For any c := (ci,n), let |c|s denote the norm defined as
|c|2s =
∑
n∈Z\{0}
µ(n)∑
i=1
(1 +K2n2)s|ci,n|
2.
From Corollary 4.3,
‖βc(α, ·,T)‖
2
L2(M) ≤ C
2|c|2l2vol(U(T )).
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Lemma 5.5. For any s > sd + 1/2, there exists a constant Cs > 0 such that for
all α ∈ DC(L), for all c ∈ l2, for all z ∈ T and all T > 0,
(51)
∣∣∣∣∣‖βc(α,Φα,x(ξy,z),T )‖L2(Tg,dy) −
(
vol(U(T ))
vol(U(tRet))
)1/2
|c|0
∣∣∣∣∣
≤ Cs(vol(U(tRet)) + vol(U(tRet))
−1)(1 + L)(1 +
T (tRet)
vol(U(tRet))
‖Y ‖)s|c|s.
Proof. By (43), for every n 6= 0, there exists a function fi,n ∈ C∞(H) with
D(fi,n) = 1. Let fc =
∑
n∈Z
∑µ(n)
i=1 ci,nfi,n, by adding functions on all irreducibles.
Then, by Lemma 5.4,
|fc|L∞(M) ≤ C|c|l1(52)
|fc|α,s ≤ Cvol(U(tRet))
−1(1 +
T (tRet)
vol(U(tRet))
‖Y ‖)s|c|s.(53)
By orthogonality,
∥∥∥〈P d,αU(T ) ◦ Qg,Yy , ωc〉∥∥∥
L2(Tg ,dy)
=
(
vol(U(T ))
vol(U(tRet))
)1/2
|c|0.
From the estimation for each fi,n in Lemma 5.4, for every z ∈ T and all T > 0, we
have∥∥∥〈P d,αU(T )(Φα,x(ξy,z)), ωc〉− 〈P d,αU(T )(ξy,z), ωc〉∥∥∥L2(Tg ,dy) ≤ 2|fc|L∞(M) ‖Y ‖ .
Let Tα,i = tRet,i([T/tRet,i] + 1) and U(tα) = [0, Tα,1]× · · · × [0, Tα,g]. Then,∥∥∥〈P d,αU(T )(ξy,z), ωc〉− 〈P d,αU(tα)(ξy,z), ωc
〉∥∥∥
L2(Tg,dy)
≤ vol(U(tRet))|fc|L∞(M).
Therefore, for some constant C′ > 0 such that∣∣∣∣∣
∥∥∥〈P d,αU(T )(Φα,x(ξy,z)), ωc〉∥∥∥
L2(Tg,dy)
−
(
vol(U(T ))
vol(U(tRet))
)1/2
|c|0
∣∣∣∣∣ ≤ C′vol(U(tRet))|c|l1 .
For all s > sd+1/2, by asymptotic property of Theorem 3.7, there exists constant
Cs > 0 such that∣∣∣ 〈P d,αU(T )m,ω〉− βH(α,m,T )DHα (fH)∣∣∣ ≤ Cs(1 + L) ‖f‖α,s .
Applying βc = β
fc and combining bounds on the function fc with (52),∣∣∣∣∣‖βc(α,Φα,x(ξy,z),T )‖L2(Tg ,dy) −
(
vol(U(T ))
vol(U(tRet))
)1/2
|c|0
∣∣∣∣∣
≤ C′vol(U(tRet))|c|l1 + Csvol(U(tRet))
−1
(1 + L)|fc|α,s
≤ C′s(vol(U(tRet)) + vol(U(tRet))
−1
)(1 + L)(1 +
T (tRet)
vol(U(tRet))
‖Y ‖)s|c|s.
Therefore, we derive the estimates in the statement. 
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6. Analyticity of functionals
In this section we will prove that for all α ∈ DC, the Bufetov functionals on any
square are real analytic.
We recall the orthogonal property on a irreducible component H (central pa-
rameter n ∈ Z\{0}) : for any (m,T) ∈M × Rd+ and t ∈ R,
(54) βH(α, φ
Z
t (m),T) = e
2πιKntβH(α,m,T).
Let ΓT : U(T ) → M be a C1 parametrized rectangle with coordinate of s =
(s1, · · · , sd). Recall Definition 1.2 and we write ΓT with action of Pd,Xs generated
by standard frame Xi. Set ΓT = (γ1(s1), · · · , γd(sd)) for γi(si) = exp(siXi).
For every t ∈ R, define stretched rectangle by
(55) [ΓT ]
Z
i,t(s) = (γ1(s1), · · · , γ
Z
i,t(si), · · · γd(sd))
with a new curve γZi,t(si) := φ
Z
tsi (γi(si)).
We write restriction of a rectangle map ΓT by the following way: For s =
(s1, · · · , sd), set ΓT,i,s(s) := ΓT (s) is defined with its coordinate si ∈ [0, s] for
fixed i and sj ∈ [0, T (j)] for all j 6= i.
Lemma 6.1. For a fixed generator (Xi, Yi, Z) satisfying commutation relation (1),
the following formula for rank 1 action holds:
βˆH(α, [ΓT ]
Z
i,t) = e
2πιtnKT (i) βˆH(α,ΓT )− 2πιnKt
∫ T (i)
0
e2πιnKtsi βˆH(α,ΓT,i,s)dsi.
Proof. Let α = (Xi, Yi, Z) and ω be d-form supported on a single irreducible repre-
sentation H . We obtain following the formula for stretches of curve γZi,t (see [FK17,
§4, Lemma 9.1]),
dγZi,t
dsi
= DφZtsi (
dγi
dsi
) + tZ ◦ γZi,t.
It follows that pairing is given by
〈[ΓT]
Z
i,t, ω〉 =
∫
U(T )
ω(
dγ1
ds1
(s1), · · · ,
dγZi,t
dsi
(si), · · · ,
dγd
dsd
(sd))ds
=
∫
U(T )
e2πιnKtsi [ω(
dγ1
ds1
(s1), · · · ,
dγd
dsd
(sd))] + ιZω ◦ [ΓT]
Z
i,t(s)ds
Denote d− 1 dimensional triangle Ud−1(T ) with U(T ) = Ud−1(T )× [0, T (i)]. Inte-
gration by parts for a fixed i-th integral gives∫
U(T )
e2πιnKtsi [ω(
dγ1
ds1
(s1), · · · ,
dγd
dsd
(sd))]ds
= e2πιnKtT
(i)
∫
U(T )
[ω(
dγ1
ds1
(s1), · · · ,
dγd
dsd
(sd))]ds
− 2πιnKt
∫ T (i)
0
e2πιnKtsi
∫
Ud−1(T )
(∫ si
0
[ω(
dγ1
ds1
(s1), · · · ,
dγi
dsi
(r) · · · ,
dγd
dsd
(sd))]dr
)
ds.
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Then, we have the following formula
〈[ΓT]
Z
i,t, ω〉 = e
2πιnKtT (i)〈[ΓT], ω〉 − 2πιnKt
∫ T (i)
0
e2πιnKtsi〈ΓT,i,s, ω〉dsi
+
∫
U(T )
(ιZω ◦ [ΓT]
Z
i,t)(s)ds.
Since the action of Pd,Xt for t ∈ R
d is identity on the center Z,
lim
td→∞
· · · lim
t1→∞
e−(t1+···td)/2
∫
U(T )
(ιZ(P
d,X
t )
∗ω ◦ [ΓT]
Z
i,t)(s)ds = 0.
Thus, it follows by definition of Bufetov functional, the statement holds. 
Here we define a restricted vector Ti,s of T = (T
(1), · · · , T (d)) ∈ Rd. For fixed
i, pick si ∈ [0, T (i)] such that Ti,s ∈ Rd is a vector with its coordinates
T
(j)
i,s =
{
T (j) if j 6= i
si if j = i.
Similarly, Ti1,··· ,ik,s is a vector with i1, · · · ik coordinates replaced by si1 , · · · , sik .
Lemma 6.2. Let y = (y1, · · · , yd) ∈ Rd. The following equality holds for each
rank-1 action.
(56) βH(α, φ
Yi
yi (m),T) =
e−2πιyinKT
(i)
βH(α,m,T) + 2πιnKyi
∫ T (i)
0
e−2πιyinKsiβH(α,m,Ti,s)dsi.
Proof. Let ΓXT (m) = P
d,X
s (m) for all s ∈ U(T ). By definition (55) and commutation
relation (1), it follows that
φYiyi (Γ
X
T (m)) = [Γ
X
T (φ
Yi
yi (m))]
Z
i,t.
By the invariance property of Bufetov functional and Lemma 6.1,
βH(α,m,T) = βˆH(α, φ
Yi
yi (Γ
X
T (m))
= e2πιyinKT
(i)
βˆH(α,Γ
X
T (φ
Yi
yi (m))− 2πιnKyi
∫ T (i)
0
e2πιnKyisi βˆH(α,Γ
X
T,i,s(φ
Yi
si (m))dsi
= e2πιyinKT
(i)
βH(α, φ
Yi
yi (m),T)− 2πιnKyi
∫ T (i)
0
e2πιnKyisiβH(α, φ
Yi
si (m),Ti,s)dsi.
Then statement follows immediately. 
We extend previous lemma for higher rank actions by induction.
Lemma 6.3. The following equality holds for rank-d action.
βH(α,Q
d,Y
y (m),T) = e
−2πι
∑d
j=1 yjnKT
(j)
βH(α,m,T)
+
d∑
k=1
∑
1≤i1<···<ik≤d
k∏
j=1
(2πιnKyij )e
−2πιnK(
∑
l/∈{i1,··· ,ik}
ylT
(l))
×
∫ T (i1)
0
· · ·
∫ T (ik)
0
e−2πιnK(yi1si1+···+yik sik )βH(α,m,Ti1,··· ,ik,s)dsik · · · dsi1
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Proof. Assume inductive hypothesis works for rank d−1. For convenience, we write
Q
d,Y
y (m) = φ
Yd
yd ◦ Q
d−1,Y
y′ (m) for y
′ ∈ Rd−1 and y = (y′, yd) ∈ R
d.
By applying Lemma 6.2,
βH(α,Q
d,Y
y (m),T) = e
−2πιydnKT
(d)
βH(α,Q
d−1,Y
y′ (m),T)
+ 2πιnKyd
∫ T (d)
0
e−2πιydnKsdβH(α,Q
d−1,Y
y′ (m),Td,s)dsd
:= I + II
(57)
Firstly, by induction hypothesis
I = e−2πι
∑d−1
j=1 yjnKT
(j)
βH(α,m,T)
+
d−1∑
k=1
∑
1≤i1<···<ik≤d−1
k∏
j=1
(2πιnKyij )e
−2πιnK(
∑
l/∈{i1,··· ,ik}
ylT
(l)+ydT
(d))
×
∫ T (i1)
0
· · ·
∫ T (ik)
0
e−2πιnK(yi1si1+···+yiksik )βH(α,m,Ti1,··· ,ik,s)dsik · · · dsi1
which contains 0 to d − 1th iterated integrals containing e−2πιnKydT
(d)
outside of
iterated integrals.
For the second part, we apply induction hypothesis again for restricted rectangle
Td,s. Then,
II = 2πιnKyd
∫ T (d)
0
e−2πιydnKsd
[
e−2πι
∑d−1
j=1 yjnKT
(j)
βH(α,m,Td,s)]dsd
+
d−1∑
k=1
∑
1≤i1<···<ik≤d−1
(2πιnKyd)
k∏
j=1
(2πιnKyij )e
−2πιnK(
∑
l/∈{i1,··· ,ik}
ylT
(l))
×
∫ T (d)
0
(∫ T (i1)
0
· · ·
∫ T (ik)
0
dsik · · · dsi1
)
dsd
× e−2πιnK(yi1si1+···+yiksik+ydsd)βH(α,m,Ti1,··· ,ik,d,s).
The term II consist of 1 to d-th iterated integrals containing e−2πιnKydsd inside of
iterated integrals. Thus, combining these two terms, we prove the statement. 
For any R > 0, the analytic norm defined for all c ∈ l2 as
‖c‖ω,R =
∑
n6=0
µ(n)∑
i=1
enR|ci,n|.
Let ΩR denote the subspace of c ∈ ℓ2 such that ‖c‖ω,R is finite.
Lemma 6.4. For c ∈ ΩR, any α ∈ DC(L) and T ∈ Rd+, the function
βc(α,Q
d,Y
y ◦ φ
Z
z (m),T), (y, z) ∈ R
d × T
extends to a holomorphic function in the domain
DR,T := {(y, z) ∈ C
d × C/Z |
d∑
i=1
|Im(yi)|T
(i) + |Im(z)| <
R
2πK
}.
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The following bound holds: for any R′ < R there exists a constant C > 0 such that,
for all (y, z) ∈ DR′,T we have
|βc(α,Q
d,Y
y ◦ φ
Z
z (m),T)|
≤ CR,R′ ‖c‖ω,R (L+ vol(U(T ))
1/2(1 + EM (a,T ))(1 +K
d∑
i=1
|Im(yi)|T
(i))
Proof. By Lemma 6.3 and (54),
βc(α,Q
d,Y
y ◦ φ
Z
z (m),T) = e
(z−2πι
∑d
j=1 yjnKT
(j))βH(α,m,T)
+
d∑
k=1
∑
1≤i1<···<ik≤d
k∏
j=1
(2πιnKyij )e
−2πιnK(
∑
l/∈{i1,··· ,ik}
ylT
(l))
× e2πιnKz
∫ T (i1)
0
· · ·
∫ T (ik)
0
e−2πιnK(yi1si1+···+yiksik )βH(α,m,Ti1,··· ,ik,s)dsik · · · dsi1
As a consequence, by Lemma 3.6 for each variable (yi, z) ∈ C × C/Z, Then for
the rank d action, by induction, for (y, z) ∈ Cd × C/Z we have
|βc(α,Q
d,Y
y ◦ φ
Z
z (x),T)|
≤ (L + vol(U(T ))1/2(1 + EM (a,T ))[C1
∑
n6=0
µ(n)∑
i=1
enR|ci,n|e
2π|Im(z−
∑d
i=1 T
(i)yi)|nK
+
d∑
k=1
Ck

 ∑
1≤i1<···<ik≤d
k∏
j=1
(|Im(yij )|T
(ij))
∑
n6=0
µ(n)∑
i=1
n|ci,n|e
2π(|Im(z)|+
∑k
j=1 T
(ij )|Im(yij )|)nK

].
Therefore, the function βc(α,Q
d,Y
y ◦ φ
Z
z (m),T) is bounded by a series of holo-
morphic functions on Cd × C/Z and it converges uniformly on compact subsets of
domain DR,T . 
7. Measure estimation for bounded-type
Bufetov functionals were constructed for α ∈ A under Diophantine condition,
which depends on backward orbit under renormalization in the moduli space Mg.
In this section, we prove measure estimation of Bufetov functional under bounded-
type case (13). This result is generalization of §11 of [FK17].
Let Or denote thee space of holomorphic functions on the ball BC(0, r) ⊂ Cn.
We recall the Chebyshev degree, the best constant df (r) stated in the following
theorem and estimation of valency.
Theorem 7.1. [Bru99, Thm 1.9] For any f ∈ Or, there is a constant d := df (r) >
0 such that for any convex set D ⊂ BR(0, 1) := BC(0, 1) ∩ Rn, for any measurable
subset U ⊂ D
sup
D
|f | ≤
(
4nLeb(D)
Leb(U)
)d
sup
U
|f |.
Let Lt denote the set of one-dimensional complex affine spaces L ⊂ Cn such that
L ∩BC(0, t) 6= ∅.
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Definition 7.2. [Bru99, Def 1.6] Let f ∈ Or. The number
νf (t) := sup{valency of f | L ∩BC(0, t) 6= ∅}
is called the valency of f in BC(0, t).
By [Bru99, Prop 1.7], for any f ∈ Or, and the valency νf (t) is finite and any
t ∈ [1, r) there is a constant c := c(r) > 0 such that
(58) df (r) ≤ cνf (
1 + r
2
).
Lemma 7.3. Let L > 0 and B ⊂ DC(L) be a bounded subset. Given R > 0, for
all c ∈ ΩR and all T
(i) > 0, let F(c,T ) denote the family of real analytic functions
of the variable y ∈ [0, 1)d defined as
F(c,T ) := {βc(α,Φα,x(ξy,z),T ) | (α, x, z) ∈ B ×M × T}.
There exists TB := (T
(i)
B
) and ρB > 0, such that for every (R,T ) such that
R/T(i) ≥ ρB and T
(i) ≥ T
(i)
B
, and for all c ∈ ΩR\{0}, we have
sup
f∈F(c,T )
νf <∞.
Proof. Since B ⊂M is bounded, for each time ti ∈ R and 1 ≤ i ≤ g,
0 < tmini,B = min
i
inf
α∈B
tRet,i,α ≤ max
i
sup
α∈B
tRet,i,α = t
max
B <∞.
For any α ∈ B and x ∈M , the map Φα,x : [0, 1)d×T→
∏d
i=1[0, tα,i)×T in (45)
extends to a complex analytic diffeomorphism Φˆα,x : C
d × C/Z → Cd × C/Z. By
Lemma 6.4, it follows that for fixed z ∈ T, real analytic function βc(α,Φα,x(ξy,z),T )
extends to a holomorphic function defined on a region
Hα,m,R,t = {y ∈ C
d |
d∑
i=1
|Im(yi)| ≤ hα,m,R,t}.
By boundedness of the set B ⊂M, it follows that
inf
(α,x)∈B×M
hα,m,R,t := hR,T > 0.
For every r > 1, there exists ρB > 1 such that, for every R and T with R/T
(i) >
ρB, then as a function of y ∈ Td
βc(α,Φα,x(ξy,z),T) ∈ Or.
Then, by Lemma 6.4, the family F(c,T) is uniformly bounded and normal. By
Lemma 5.5, for sufficiently large pair T, no sequence from F(c,T) can converge to
a constant. By Lemma 10.3 of [FK17], for any normal family F ⊂ OR such that
no functions is constant along a one-dimensional complex line, hence the statement
follows. 
We derive measure estimates of Bufetov functionals on the rectangular domain.
Lemma 7.4. Let α ∈ DC such that the forward orbit of Rd-action {rt[α]}t∈Rd+ is
contained in a compact set of M. There exist R,C, δ > 0 and T0 ∈ Rd+ such that,
for every c ∈ ΩR\{0}, T ≥ T0 and for every ǫ > 0, we have
vol({m ∈M | |βc(α,m,T )| ≤ ǫvol(U(T ))
1/2}) ≤ Cǫδ.
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Proof. Since α ∈ DC and the orbit {rt[α]}t∈R+ is contained in a compact set, there
exists L > 0 such that rt(α) ∈ DC(L) for all t ∈ R
d
+. Then, we choose T0 ∈ R
d
from conclusion of Lemma 7.3. By scaling property of Bufetov functionals,
βc(α,m,T ) =
(
vol(U(T ))
vol(U(T0))
)1/2
βc(glog(T/T0)[α],m,T0).
By Fubini’s theorem, it suffices to estimate
Leb({y ∈ [0, 1]d | |βc(α,Φα,x(ξy,z),T0)| ≤ ǫ}).
Let δ−1 = c(r) supf∈F(c,T0) vf (
1+r
2 ) <∞. Since by Lemma 5.5, we have
inf
(a,x,z)∈B×M×T
sup
y∈[0,1]d
|βc(α,Φα,x(ξy,z),T0)| > 0.
By theorem 7.1, for unit ballD = BR(0, 1) and U = {y ∈ [0, 1]d | |βc(α,Φα,x(ξy,z),T0)| ≤
ǫ} and bound in formula (58), there exists a constant C > 0 and δ > 0 such that
for all ǫ > 0 and (α, x, z) ∈ B ×M × T,
Leb({y ∈ [0, 1]d | |βc(α,Φα,x(ξy,z),T0)| ≤ ǫ}) ≤ Cǫ
δ.
Then statement follows from Fubini theorem. 
Corollary 7.5. Let α be as in the previous Lemma 7.4. There exist R,C, δ > 0
and T0 ∈ Rd+ such that, for every c ∈ ΩR\{0}, T ≥ T0 and for every ǫ > 0, we have
vol({x ∈M |
∣∣∣〈P d,αU(T )m,ωc〉∣∣∣ ≤ ǫvol(U(T ))1/2}) ≤ Cǫδ.
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