In the paper, we study the uniqueness of entire functions concerning certain nonlinear differential polynomials sharing one value and obtain two theorems which improve and supplement the related results due to X
In 2002, considering kth derivative instead of 1st derivative, M.L. Fang [4] proved the following theorems.
Theorem C. [4] Let f and be two nonconstant entire functions, and let n, k be two positive integers with n > 2k +4. In 2008, X.Y. Zhang, J.F. Chen and W.C. Lin [13] proved the following uniqueness theorem for entire functions concerning certain general nonlinear differential polynomials. Theorem E. [13] Let f and be two nonconstant entire functions and let n, m and k be three positive integers with n ≥ 2k + 3m + 5. Now following question arises.
Question 1.1. Whether CM sharing value can be replaced by IM sharing value in Theorems C, D and E ?
In 2008, J.F. Chen, X.Y. Zhang, W.C. Lin and S.J. Chen [2] answered the above question for Theorems C and D. They proved the following four theorems. 
Theorem F. Let f and be two nonconstant entire functions, and let n, k be two positive integers with n
> 5k + 7. If [ f n ] (k) and [ n ] (k) share 1 IM, then either f (z) = c 1 e cz , (z) = c 2 e −cz ,
Theorem G. Let f and be two nonconstant entire functions, and let n, k be two positive integers with n
> 5k + 13. If [ f n ( f − 1)] (k) and [ n ( − 1)] (k) share 1 IM, then f ≡ .
Theorem H. Let f and be two nonconstant entire functions and let n, m and k be three positive integers. If E m)
, and (i) if m = 1 and n > 4k + 6, then either f (z) = c 1 e cz , (z) = c 2 e −cz , where c 1 , c 2 and c are three constants satisfying
, where c 1 , c 2 and c are three constants satisfying 
, and (i)if m = 1 and n > 4k + 11, then f ≡ ; or (ii)if m = 2 and n > 5k+16 2 , then f ≡ ; or (iii)if m ≥ 3 and n > 2k + 7, then f ≡ . Now it is natural to ask the following questions which are the motivation of the author. In the paper we will concentrate our attention on the above questions and provide an affirmative solution in this direction. We will prove two theorems second one of which will not only improve Theorem E but also improve and supplement Theorems H and I. Our first theorem will improve and supplement Theorems F and G. We now state the main results of the paper. 
Thus we deduce by Picard's theorem that h is a constant since is an entire function. Hence, is a constant, which is a contradiction. Therefore, f ≡ .
Though the standard definitions and notations of the value distribution theory are available in [6] , we explain some definitions and notations which are used in the paper. 
Lemmas and Propositions
In this section we present some lemmas and propositions which will be needed in the sequel. Proposition 2.1. [2] Let f (z) and (z) be two nonconstant entire functions and let n, k be two positive integers
, where c 1 , c 2 and c are three constants satisfying
Proposition 2.2. [13] Let f (z) and (z) be two nonconstant entire functions and let n, k be two positive integers with n > k, and let
−cz , where c 1 , c 2 and c are three constants satisfying 
Lemma 2.5. [6, 12] Let f be a transcendental entire function, and let k be a positive integer. Then for any non-zero finite complex number c
where N 0 (r, 0; f (k+1) ) denotes the counting function which only counts those points such that f
Lemma 2.6. [1] For two positive integers p and k
Lemma 2.7. [6, 12] Let f be a transcendental meromorphic function, and let a 1 
(ii)
, where a 0, b are two constants. 
) , then one of the following two cases holds:
, where a 0, b are two constants.
Proof. Let
where
)
, from (1) we see that if z 0 is a common simple 1-point of F and G, then it is a zero of H. Now we consider two cases: H(z) 0 and H(z) ≡ 0. Let H(z) 0. Then we have
It is easy to see that H(z) have poles only at zeros of F ′ and G ′ and 1-points of F whose multiplicities are not equal to the multiplicities of the corresponding 1-points of G. So from (1) we have
where N 0 (r, 0; F ′ ) and N 0 (r, 0; G ′ ) has the same meaning as in Lemma 2.5. By Lemma 2.5 we have
and
Using (2), (3), (4) and (5) we obtain
which is (i). If H(z) ≡ 0, then from (1) we obtain
Integrating both sides twice we get
where a( 0) and b are constants, which is (ii). 
Proof. We put F = [ f n P( f )] (k) . Then using Lemma 2.6 we have
Proofs of the Theorems
Proof. 
Similarly, we have
Suppose (i) of Lemma 2.9 holds for F and G. Then
T(r, F) + T(r, G)
Now it is clear that
So from (6) we obtain
which is a contradiction because n > 4k + 5m + 6. Hence by Lemma 2.9 we have 1
where a 0, b are two constants. We now discuss the following three cases seperately. (7) we get
If b = −1, then from (8) we obtain
which by the assumptions and Proposition 2.2 is a contradiction. If b −1, then it follows from (8) and the fact that f and are entire that
F (k) − ( 1 + 1 b ) = − 1 bG (k) 0.
So using Lemma 2.5 we get (n + m)T(r, f ) = T(r, F) + O(1)
≤ N k+1 (r, 0; F) + S(r, f )
i.e.,
which is a contradiction as n > 4k + 5m + 6. (7) we get
So by Lemma 2.5 we have (n + m)T(r, ) = T(r, G) + O(1)
≤ N k+1 (r, 0; G) + S(r, G).
Proceeding as Case 3.1 we obtain
which is again a contradiction as n > 4k + 5m + 6. (7) we obtain
where ϕ(z) is a polynomial of degree at most k. By (10) and Lemma 2.4 we can say that
By the assumptions and Proposition 2.3, it is clear that both f and are transcendental entire functions or both are polynomials. First we suppose that both f and are transcendental entire functions. If ϕ(z) 0, then by Lemma 2.7, (10) and (11) we obtain
which is a contradiction because n > 4k + 5m + 6. Hence in this case ϕ(z) ≡ 0. Now we assume that both f and are polynomials. We suppose that f and have γ and δ pairwise distinct zeros respectively. Then f and are of the form
where c and d are nonzero constants, nl i > 4k + 5m + 6, nm j > 4k + 5m + 6, i = 1, 2, ..., γ, and j = 1, 2, ..., δ.
Differentiating (9) we obtain
Using (12) and (13), (14) can be written as
where p 1 (z) and p 2 (z) are polynomials such that de
Similarly,
Thus from (15) we deduce that there is α such that
where α has multiplicity greater than 4k + 5m + 6. This together with (10) implies ϕ(z) = 0. Thus from (9) and (10) we obtain a = 1 and so This completes the proof for p = 1.
(ii) Let p = 2. By Lemma 2.10 we have
So from (17) we obtain
contradicts with the fact that n > 5k+7m+9 2
. Hence by Lemma 2.9 we have 1
where a 0, b are two constants. Now, by using the argument as in (i) before, we can prove the case when p = 2.
(iii) Let p ≥ 3. Suppose (i) of Lemma 2.9 holds for F and G. Then
)T(r, ) + S(r, ).
So by (18) Hence from (19) we get [n − (5k + 6m + 7)]{T(r, f ) + T(r, )} ≤ S(r, f ) + S(r, ), a contradiction with n > 5k + 6m + 7. Thus by Lemma 2.8 and by using the argument as in (i) of Theorem 1.5, we can easily obtain the result of Theorem 1.4. We omit the proof when P(z) = c 0 , where c 0 0 is a complex constant, since the proof is similar one as the case in Theorem 1.5. This completes the proof of Theorem 1.4.
