We demonstrate that a large class of first-order quantum phase transitions can be described as a condensation in the space of states. Given a system having Hamiltonian H = K + gV , where K and V are hopping and potential operators acting on the space of states F, we may always write F = F cond ⊕ Fnorm where F cond is the subspace which spans the eigenstates of V with minimal eigenvalue and Fnorm = F ⊥ cond . If, in the thermodynamic limit, M cond /M → 0, where M and M cond are, respectively, the dimensions of F and F cond , the above decomposition of F becomes effective, in the sense that the ground state energy per particle of the system, , coincides with the smaller between cond and norm, the ground state energies per particle of the system restricted to the subspaces F cond and Fnorm, respectively. It may then happen that, as a function of the parameter g, the energies cond and norm cross at g = gc. In this case, a first-order quantum phase transition takes place between a condensed phase (system restricted to the small subspace F cond ) and a normal phase (system spread over the large subspace Fnorm). Since, in the thermodynamic limit, M cond /M → 0, the confinement into F cond is actually a condensation in which the system falls into a ground state orthogonal to that of the normal phase, something reminiscent of Andersons' orthogonality catastrophe (P. W. Anderson, Phys. Rev. Lett. 18, 1049Lett. 18, (1967). The outlined mechanism is tested on a variety of benchmark lattice models, including spin systems, free fermions with non uniform fields, interacting fermions and interacting hard-core bosons.
Unlike classical phase transitions, which are based on a competition between entropy maximization and energy minimization, tuned by varying the temperature, quantum phase transitions (QPT) are characterized by a competition between two qualitatively different ground states (GSs) reachable by varying the Hamiltonian parameters at zero temperature [2] [3] [4] [5] . Typically, one has to compare the effects of two non commuting operators. To be specific, let us consider a lattice model with N sites and N p particles described by a Hamiltonian
where K and V are two Hermitian non commuting operators, and g a free dimensionless parameter. One can represent H in the eigenbasis of V . In such a case, it is natural to call V a potential operator, and K a hopping operator. Let us suppose that both K and V scale linearly with the number of particles N p . Since in the two opposite limits g → 0 and g → ∞, the GS of the system tends to the GS of K and V , respectively, one wonders if, in the thermodynamic limit, a QPT takes place at some intermediate critical value of g: g c = O(1). In fact, an argument based on the "avoided-crossing-levels" [6] suggests that a possible abrupt bending of the GS energy of H occurs. However, there is no exact way to apply this scheme and, by varying g, three possibilities remain open: i) there is no QPT; ii) there exists a g c where a second-order transition takes place; iii) there exists a g c where the first derivative of the GS energy makes a finite jump. Let us discuss briefly these scenarios. i) Here we mention only that, in principle, there could be no QPT at all, or even a QPT with no singularity [5] .
ii) Within some extent, Landau's theory of classical critical phenomena offers a universal approach also to second-order QPTs via the quantum-classical mapping, according to which the original quantum model in d dimensions is replaced by an effective classical system in d + z dimensions [2, 5, 7] , z being the dynamical critical exponent. Hence, for secondorder QPTs, concepts and tools originally defined for classical critical phenomena find a quantum counterpart and the main issue concerns the competition between classical and quantum fluctuations.
iii) A quite different situation occurs for first-order QPTs for which there is no universal scenario. As for the classical case, first-order QPTs can result from the competition of different phases that originate from the same critical point of a second-order transition [8] . Notice that, for such a scenario to occur at zero temperature, one needs that H (or the corresponding Lagrangian) depends on at least two independent parameters (say g 1 and g 2 ). However, first-order QPTs are known to occur also via a single parameter g, as seen in the case of frustrated (a) [9] , mean-field (b), and random (c) spin systems [10] [11] [12] [13] , though it is not clear which universal mechanism, if any, is at the basis of these QPTs and if they hold outside of the (a)-(c) cases.
A final comment concerns the gap ∆ between the GS and the first excited state. An expected common signature of a QPT is the vanishing of ∆ at the critical point in the thermodynamic limit. However, there is no general rule that allows to simply classify a QPT according to the observed gap behavior, and this becomes particularly true in the case of first-order QPTs where no universal behavior of ∆ is observed [14] . Furthermore, ∆ does not necessarily takes the absolute minimum at g c [15] . In fact, there are even systems where ∆ remains finite, as in certain topological second-order [16, 17] and firstorder [18] QPTs.
In this Letter, we test a theory concerning a large class of first-order QPTs that lead to many-body condensation thorough a counter-intuitive mechanism having no classical analog, and also provide an efficient criterion for localizing the critical point. We first formulate the theory in general terms, regardless of the details of K and V , which do not need to be of the type (a)-(c), then we test it on several specific models: spin systems, free fermions in a heterogeneous external field, interacting fermions and interacting hard-core bosons, with both open and periodic boundary conditions. Here, we discuss the theory at zero temperature, the finite temperature counterpart will be reported elsewhere. Consider a system with Hamiltonian (1), and let {|n } be a complete orthonormal set of eigenstates of V : V |n = V n |n , n = 1, . . . , M . We assume ordered potential values
, equipped with standard complex scalar product u|v , can be decomposed as the direct sum F = F cond ⊕ F norm , where
and
In other words, any vector |u ∈ F can be uniquely written as |u = |u cond + |u norm , where |u cond ∈ F cond and |u norm ∈ F ⊥ cond . Finally, we define E = inf |u ∈F u|H|u / u|u , E cond = inf |u ∈F cond u|H|u / u|u and E norm = inf |u ∈Fnorm u|H|u / u|u . Clearly, E is the GS energy of the system and by construction E ≤ min{E cond , E norm }. Less trivial is to understand the relation among E, E cond and E norm in the thermodynamic limit.
To properly analyze this limit, let us consider systems consisting of N p particles in a lattice with N sites and assume that the lowest eigenvalues of K and V scale linearly with N p , at least for N p large. The thermodynamic limit is defined as the limit N, N p → ∞ with N p /N = constant. Because of the assumed scaling properties, the energies E(N, N p ), E cond (N, N p ) and E norm (N, N p ) diverge linearly with the number of particles, therefore, if divided by N p , they have finite thermodynamic limits which depend on the chosen density . We call these limits ( ), cond ( ), and norm ( ) [20] .
The theory we are going to test, states that, under the above scaling conditions on K and V , if lim
Equation (2) establishes the possibility of a QPT between a normal phase characterized by the energy per particle norm , obtained by removing from F the infinitely smaller sub-space F cond , and a condensed phase characterized by the energy per particle cond obtained by restricting the action of H onto F cond . Note that the Hilbert space dimension M (N, N p ) diverges, generally in an exponential way, with N and N p . The dimension M cond may or may not be a growing function of N and N p . In any case, if M cond /M → 0, in the space of the Hamiltonian parameters the equation
provides the coexistence surface of two phases, crossing which a QPT takes place. norm and cond can be equal also for g = g c ).
Equations (2-3) are quite general and describe a condensation in F cond that is possible thanks to the condition M cond /M → 0. This condensation was first demonstrated in [11] for two classes of models, the uniformly fully connected models and the random potential systems. For general systems, a formal proof based on the concept of sojourn times in the subspaces F cond and F norm is given in [19] . Here, we provide a simple heuristic argument which goes as follows. We start with the obvious inequality ≤ min{ cond , norm }, and demonstrate that the opposite inequality holds too. Let us evaluate as the thermodynamic limit of
where |u = |u cond + |u norm with u cond |u norm = 0 and x = u cond |u cond / u|u . We find
where β is the thermodynamic limit of B/N p and B = inf |u cond ∈F cond inf |unorm ∈Fnorm Re u cond |K|u norm / u cond |u cond u norm |u norm . Let |ũ cond = M cond n=1 c n |n and |ũ norm = M n=M cond +1 d n |n be the states of F cond and F norm which realize this double infimum. We want to argue a condition under which β = 0. Suppose, for simplicity, that K is the sum of N p single-particle jump operators, i.e., n|K|m = −1 if m is one of the N p configurational states first neighbour to n, and otherwise is zero. We estimate
provided that, as we expect normalizing the states |ũ cond and |ũ norm to 1,
If, in the thermodynamic limit, M cond /M → 0, it follows that β = 0 and Eq. (5) gives ≥ min{ cond , norm }. When min{E cond , E norm } becomes, for N, N p finite but increasing, closer and closer to E, max{E cond , E norm } provides, although only close to the critical point, a good approximation to E , the energy of the first excited state of H.
Whereas E is difficult to evaluate numerically, E cond and E norm , which are both defined as GS energies of the system restricted to F cond and F norm , are a much easier target, specially in Monte Carlo simulations (MCSs). We therefore define [20] 
whose minimum allow us to locate in a simple way the critical point when N, N p are large enough. However, in the cases in which norm and overlap for all g, rather than to cross just at g c , it is convenient to locate g c by analyzing
When possible, we compare ∆ 0 and ∆ 1 with ∆ = E −E, the ordinary gap. Notice that, according to Eq. (2), only ∆ 0 /N p and ∆ 1 /N p vanish at g = g c . However, a plot of ∆ 0 and ∆ 1 effectively allows for a precise localization of g c .
In the following we test Eqs. (2-3) on several models by means of numerical diagonalizations (NDs) and MCSs [21] . The approach to the thermodynamic limit is studied by increasing the size N with N p = N and fixed.
Grover Model. Let us consider a set of N spins with Hamiltonian
where σ (8) is of interest as a benchmark model in quantum information theory, and corresponds to the quantum version of the classical search problem [22, 23] , where a single target state must be found over a set of M unstructured states. Notice that no efficient MCSs exist for this model, the form of the potential being the worst case scenario for any hypothetical importance sampling [4] . The model is also of interest to quantum adiabatic algorithms [25] . In [11] we solved a random version of (8), where the second term of H is built by randomly assigning the value −gN to a single state of F and a quenched average over many independent realizations is taken at the end. The present non-random model provides the simplest paradigmatic example that illustrates the role and the validity of Eqs. (2-3).
Comparing Eq. (8) with Eq. (1), we see that
The potential V has its minimal eigenvalue in correspondence with the state |1 ≡ |s 1 = −1 ⊗ · · · ⊗ |s N = −1 , namely, V min = V 1 = −N , whereas V n = 0 for n = 2, . . . , M . We thus have M cond = 1, F cond = span{|1 }, E cond = −gN and cond = −g. Consider now the GS of H in F norm = F ⊥ cond . For N finite, we are not able to analytically calculate E norm . However, we observe that, since |1 / ∈ F norm , E norm cannot depend on g. Hence, for E norm there is no QPT and we can apply Eq. (2) to obtain
and by applying Eq. (2) we find
Figure 4(a) shows the results from NDs. As N grows, the GS energy per spin tends to the curve , predicted by Eq. (10), with a finite discontinuity in its first derivative at g c = 1. Figure 4(a) also shows that, as N increases, ∆(g) and ∆ 0 (g) take their minima at g closer and closer to g c . Spinless fermions in 1D with a nonuniform external field. Let us consider N p spinless fermions in a 1D chain of N ≥ N p sites with open boundary conditions (OBC). The advantage of choosing OBC stems from the fact that, for fermions in 1D, there is no sign-problem in MCSs [1] ; in [15] we discuss the case of periodic boundary conditions (PBC). The Hamiltonian is
where c i are fermionic annihilation operators and N imp ≤ N p is the number of impurities, or the number of sites where an external field applies. For simplicity, we choose to have these impurities in the first N imp sites of the chain. This choice is not restrictive but allows to calculate cond more easily. We consider the half-filling case N p = N/2 with N even, so that M = N N/2 . Since H is quadratic in the fermionic operators, the corresponding eigenvalue problem can be exactly solved by diagonalizing the associated N × N Toeplix matrix A, whose non zero elements are A i+1,i = A i,i+1 = −1, for i = 1, . . . , N − 1, and A i,i = −g, for i = 1, . . . , N imp . The eigenvalues of A are single particles energies, which, summed up according to Pauli's principle, form the N p -particle eigenvalues of H. The matrix A can be numerically diagonalized for quite large sizes N and we can evaluate the exact gap as a further benchmark of the theory.
For N imp = N p , the minimal potential occurs in correspondence with the single state |1 = c † 1 c 1 . . . c † Np c Np |0 , where |0 is the vacuum state and V min = V 1 = −N p . For N imp < N p , instead, V min is degenerate, and F cond spans those states in which N imp fermions occupy the first N imp sites. We have
where
is the GS energy of a system of N p − N imp free spinless fermions in a 1D lattice of N − N imp sites with OBC, whose single-particle energies are e (0) l = −2 cos (πl/(N − N imp + 1)), with l = 1, . . . , N − N imp . In the normal phase the situation is less simple, for F norm spans those states in which no more than N imp − 1 fermions occupy the impurity sites. This is equivalent to the action of a nonquadratic Hamiltonian and we resort to MCSs to evaluate E norm .
Using Eq. (12), it is easy to check that, in the thermodynamic limit, M cond /M → 0 for any non zero fraction N imp /N p . In this case, we expect a first-order QPT to take place if Eq. (3) has solution. In Fig. 4(b) we report the analysis of the case N imp = N p /2, while in [15] we show the case N imp = N p . In both cases, Eq. (2) is confirmed and a QPT takes place at the point g c solution of Eq. (3). Interestingly, unlike the previous model, as N increases, norm approaches in both the normal and the condensed phases. For visual convenience, Fig. 4(b) shows the behavior of and norm only for one size value, the thermodynamic limit being quickly approached in this model. The plot of ∆ 1 (lower Inset) shows that the study of this quantity allows for an excellent location of g c in perfect agreement with the analysis from the ordinary gap ∆ (upper Inset).
Spinless fermions in 1D with an attractive potential. Let us consider the following Hamiltonian of N p fermions in a 1D chain of N ≥ N p sites with OBC and an attractive potential (as before, g ≥ 0)
Now, V min corresponds to the closest packed configurations of N p fermions (one adjacent to the other one), and for any finite value of N p /N , M cond grows linearly with N . Moreover, it is easy to see that E cond has no kinetic contributions. In conclusion, Fig. 4(c) shows the case N p = N/2. We evaluate E/N p by MCSs, whereas E cond /N p is given by Eq. (15). Also here, M cond /M → 0 and a QPT takes place at g c = 2 in agreement with Eqs. (2-3) . In [15] we report the hard-core boson case with PBC. These models could also be solved by mapping [27] to the 1D XXZ Heisenberg model, which, in turn, can be exactly solved by Bethe Ansatz [28] . In fact, the GS of the case N p = N/2 corresponds to the GS of the XXZ model which changes character at the isotropic ferromagnetic point [28, 29] corresponding to g c = 2.
1D Ising Model as a counter-example. Our theory detects only first-order QPTs, consistently, we have to check that no contradiction emerges when applied to a system which is known to undergo a second-order QPT. Let us consider the 1D Ising model (N p = N ) with a transverse field of unitary amplitude and PBC:
We have V min = −gN , M cond = 2, and cond = −g. On the other hand, the model is exactly solvable [30] and for N → ∞ = − 1 2π
As evident from Fig. 4(d) , Eq. (3) has no finite solution and the system remains in the normal phase: = norm < cond , ∀g. In particular, at g = 1, where the second-order transition takes place, = −8/(2π) < cond = −1. This argument offers a different perspective to explain why the QPT of the Ising model is second-order.
In conclusion, we have tested and verified Eqs. (2-3) on a variety of models where a first-order QPT takes place. The mechanism at the base of these QPTs is explained in terms of an effective splitting of the Hilbert space F = F norm ⊕ F cond triggered by the condition M cond /M → 0, with a normal clasically-intuitive phase, where = norm < cond , the system being spread over F norm , and a many-body condensed counter-intuitive phase, where = cond ≤ norm , the system being confined in F cond . In the models considered here, cond is found analytically, whereas or norm are evaluated by NDs or MCSs. In any case, norm and cond are defined as GS energies of the Hamiltonian H of the system in the subspaces F norm and F cond , and, as such, represent a much easier target than finding the first excited level of H in the whole space F. The class of QPTs that can be understood in terms of first-order condensations via Eqs. (2-3) is vast and the method used here efficient. We envisage several generalizations and applications.
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Supplemental Material for First-order quantum phase transitions as condensations in the space of states Specularity of Eq. (2) and counter-examples
According to Eq. (2), if, in the thermodynamic limit, M cond /M → 0, we have a sufficient condition to conclude that = min{ norm , cond }. However, even if M cond /M → 0, it may still happen that is the minimum of two quantities. In fact, on switching the roles of the operators K and V in H (for simplicity of notation, the parameter g is now included in the definition of V ), i.e., writing H = K + V , with K = V and V = K, if M cond /M → 0, where M cond is the dimension of the subspace where V is minimum, we still have = min{ norm , cond }. Let us consider three illustrative examples of this specularity phenomenon.
Modified Grover Model -Specularity with no QPT
Let us introduce a modified version of the Grover Model as follows (here, N p = N and M = 2 N )
Let us indicate with |E 
Hence, min{ norm , cond } = −1 − g. However, we cannot conclude that = −1 − g since M cond /M → 1/2 and the condition of Eq. (2) does not apply. On the other hand, if we exchange the role between K and V and choose H = K + V , with
Therefore, in this case we have M cond = 1, so that Eq. (2) is valid and = min{ norm , cond }. Let us calculate the energies norm and cond . Since |E
We conclude that = min{ norm , cond } = −1 − g. We have thus reached the same value for min{ norm , cond } and min{ norm , cond }, however, in the latter case we are able to identify this value with . Clearly, in the present model, by varying g we find that norm is always smaller than cond and no QPT takes place, see Fig. 2 .
Fermions in a heterogeneous external field -Specularity with QPT
Let us consider N p fermions in a 1D chain of N ≥ N p sites with open boundary conditions (OBCs) governed by a Hamiltonian which is a simple modification of Eq. (11), namely,
If K and V correspond to the first and second term of Eq. (S4) , respectively, we can analyze this model as done in the Letter by setting N imp = 1 and replacing g with gN p . In particular, from Eqs. (12) and (13) it now follows 
In Fig. 3 we show the analysis of this model for g ∈ [−2, 1] in the half-filling case N p = N/2. Despite the fact that M cond = M/2, we have = min{ cond , norm }. As in the previous case, this is explained by switching the role between K and V , and observing that M cond = 1. Note that now we have a first-order QPT that takes place at g c = 0. Quite interestingly, in this QPT the gap ∆ does not take any minimum in correspondence of the critical point, and, for given N , remains constant (see the discussion in the introduction of the Letter).
Counter Example
From the previous examples, it turns out to be clear that, if we want to find a case where < min{ norm , cond }, as well as < min{ norm , cond }, we have to control that both M cond /M → 0 and M cond /M → 0. A very simple model where this occurs, is a system of N spins in which only one of them is not free and is subject to an extensive external field and an extensive hopping:
Note that the two terms of H do not commute, i.e., H is not trivial. If we identify as K and V the first and second terms in Eq. (S8), respectively, we have V min = −gN and F cond = span{| ↑ z ⊗ |u }, where |u is an arbitrary state of N − 1 spins. Therefore, in this case we have M cond = M/2 and
where |u and |v are two arbitrary states of N − 1 spins. On the other hand, if we define K = V and V = K, we have V min = −N and F cond = span{| ↑ x ⊗ |u }, where |u is an arbitrary state of N − 1 spins. It follows that M cond = M/2 and . It turns out that, at half-filling, the common discontinuity of E cond and Enorm at g = 0 gets exactly canceled (which explains why in the present case we have continuous plots).
|u and |v being two arbitrary states of N − 1 spins. Finally, we observe that the exact eigenvalues E ± of the Hamiltonian (S8) are easily calculated, the corresponding values per particle being
We conclude that, as expected, the ground state energy per particle E − /N is, for any value of g > 0, strictly smaller than any of the energies given in Eqs. (S9)-(S10), i.e., in the thermodynamic limit, < min{ norm , cond , norm , cond }.
Final remark
It would be interesting to analyze more intermediate situations in whichmin{M cond /M, M cond /M } goes to zero slowly in the thermodynamic limit, and to analyze how fast the error obtained by assuming E/N p = min{E cond /N p , E norm /N p , E cond /N p , E norm /N p } goes to zero in such limit. This will be the subject of future works.
Comparing OBC with PBC
Here, we report the analysis for the model of Eq. (11) and compare the case with OBC, Fig. 4 , with the case with PBC, Fig. 5 . We observe that only marginal differences emerge and the critical point remains located in the same position of the OBC case, g c 4.
In the Letter we show a case with OBC to avoid the sign problem which affects the MCS of any fermionic system, except those in 1D with OBC. In our case, this would affect the MCS of E norm (whereas E and E cond are evaluated via exact diagonalization and analytically) reported in support of the general theory, even tough, we actually locate the critical point by means of ∆ 1 , which does not make use of Enorm. Interestingly, as mentioned in the Letter, we observe that the gap ∆ does not present a minimum in correspondence of g c . In fact, for g → 0, the GS energy of the model with PBC becomes degenerate, causing a null gap in such a limit. However, as in all the other cases, ∆ changes dramatically its character when passing from the normal phase, g < g c , where it has a wildly oscillating behavior, to the condensed phase, g > g c , where it has a clear smooth behavior.
Similar considerations hold in the case of spinless fermions with an attractive interaction, Eq. (14), compare 
Monte Carlo simulations
The method used to perform our MCSs on lattice systems is based on an exact probabilistic representation of the quantum dynamics via Poisson processes that, virtually, reproduce the trajectories determined by the hopping operator K [2, 3] . The corresponding Monte Carlo sampling is exact in the sense that there are no systematic errors due to any finite-time approximations (there is no Trotter approximation, see, e.g., [4] ). The GS energy of a system governed by a Hamiltonian H can then be obtained from the evaluations of the matrix elements of the evolution operator exp(−Ht) at imaginary times t in the limit t → +∞. As in any MCS, sampling the matrix elements of exp(−Ht) involves fluctuations that increase exponentially with t. These fluctuations can be reduced by using a reconfiguration technique [5, 6] : instead of following many independent sample-trajectories that evolve during a long time t, one follows the evolution of a set of M 1 simultaneous trajectories that evolve along the shorter times ∆t = t/R, where R is an integer sufficiently large to keep the fluctuation along ∆t small. At the end of each time step ∆t, the final configurations with index i = 1, . . . , M are given a suitable weight p i which is used to generate randomly the initial configurations of the subsequent time step. The procedure stops after R time steps. In the limit M → ∞ this procedure becomes exact (no bias is introduced) [3] . By a suitable choice of M and R this technique allows us to handle the MCS of our models even close to the critical points, where in principle we should let t 1/∆, where ∆ is the gap of the model. The above procedure cannot be applied for ∆t too small: below a certain threshold of ∆t, the system simply does not evolve. 4  2  16  64  8  4  16  128  16  8  16  256  32  16  64  512  64  32  64  1024  128  64  64  2048   Table II . Statistical parameters used for the MCSs of 1D interacting fermions and 1D hard-core bosons (Fig. 1c of the Letter and present Fig. 6) In fact, given the hopping operator K, one must take into account that the mean number of jumps N t of a virtual trajectory along a time t is, up to a dimensional factor that we set to 1 in our models, N t = E (0) t, where E (0) is the GS energy of the system without potential, i.e., the case with g = 0. Therefore, it is necessary to choose R such that ∆tE (0) ≥ 1. In the absence of a QPT the optimal choice corresponds to ∆t = 1/E (0) ∝ 1/N p which, in the absence of any sign problem, allows to perform efficient simulations for systems of large size [3] . However, if the model undergoes a QPT, such a choice works only far from the critical point and larger values of ∆t must be considered. Given the magnitude of the desired maximal simulation times to be performed on an ordinary PC, ranging in our cases from a few ours to a few days, there is not a simple recipe to select the optimal values of M and R, the best criterion being empirical with the constrain ∆tE (0) ≥ 1. In Tables I and II we show the statistical parameters chosen to perform our MCSs. In all cases we have used a single set of M = 2 20 parallel trajectories. Table I refers to Fig. 1b of the Letter and to present Fig. 4 . In these cases the MCSs have been used only for evaluating E norm (N ), which actually is not used to locate the critical point, but only to show (for a few system sizes N ) how the general theory presented in the Letters takes effect. Table II refers to the cases of Fig. 1c of the Letter and present Fig. 6 . In all cases, as we approach the region g ≥ g c the statistics becomes more demanding, an issue becomes more pronounced in the presence of interaction (see the fluctuations in the Inset of Fig. 1c of the Letter and present Fig. 6 for g ≥ g c ) . Indeed, a sign of the fact that, for g > g c , the MCSs are affected by large fluctuations emerges by observing that the relation E(N ) ≤ E cond (N ) is often violated for large N and g > g c . However, this problem does not prevent us to locate well the critical point g c also in the presence of interaction. These large fluctuations could be reduced by exploiting the partial information that we have about the GS for g > g c and using importance sampling, as explained in [3] . Such a refinement is however beyond the aim of the present work.
